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Abstract
Sparse Transformer has recently attracted a lot of attention since the ability for reducing the quadratic dependency on the sequence length. We argue that two factors, information bottleneck sensitivity and inconsistency between different attention topologies, could affect the performance of the Sparse Transformer. This paper proposes a well-designed model named ERNie-Sparse. It consists of two distinctive parts: (i) Hierarchical Sparse Transformer (HST) to sequentially unify local and global information. (ii) Self-Attention Regularization (SAR) method, a novel regularization designed to minimize the distance for transformers with different attention topologies. To evaluate the effectiveness of ERNie-Sparse, we perform extensive evaluations. Firstly, we perform experiments on a multi-modal long sequence modeling task benchmark, Long Range Arena (LRA). Experimental results demonstrate that ERNie-Sparse significantly outperforms a variety of strong baseline methods including the dense attention and other efficient sparse attention methods and achieves improvements by 2.77% (57.78% vs. 55.01%). Secondly, to further show the effectiveness of our method, we pretrain ERNie-Sparse and verified it on 3 text classification and 2 QA downstream tasks, achieve improvements on classification benchmark by 0.83% (92.46% vs. 91.63%), on QA benchmark by 3.24% (74.67% vs. 71.43%). Experimental results continue to demonstrate its superior performance.

1 Introduction
Transformer (Vaswani et al., 2017) architecture is a key component for many pretrained language models such as BERT (Devlin et al., 2018), RoBERTa (Liu et al., 2019), XLNet (Yang et al., 2019), ERNie (Sun et al., 2020b), ALBERT (Lan et al., 2019), ELECTRA (Clark et al., 2020), T5 (Raffel et al., 2020). Self-attention is one of the most important modules in transformer. It eliminates the sequential dependency constraints of recurrent neural networks by introducing interactions between each token pair to capture contextual information. However, the self-attention’s computational complexity and memory cost grow quadratically with sequence length, which comes with complexity $O(N^2)$ for processing contexts of $N$ inputs.

One way to optimize self-attention complexity is introducing sparsity into attention layers (Child et al., 2019; Qiu et al., 2019; Beltagy et al., 2020) by having each token attend to only a subset of tokens in the whole sequence. Recent sparse-attention works (Child et al., 2019; Beltagy et al., 2020; Ainslie et al., 2020; Zaheer et al., 2020) introduce global tokens that can attend to the whole sequence. Those global tokens are used as a form of memory to strengthen global information. While this method reduces the complexity of full self-attention, there are two issues with Sparse Transformer that affect performance.

The first issue is information bottleneck sensitivity as shown in Figure 1. Information bottleneck is a phenomenon caused by the low number of global tokens — the model had to encapsulate the entire input sequence into those global tokens. If the size of the information bottleneck becomes smaller, performance can suffer. The second issue is inconsistency between different attention topologies. Normally, a sparse pattern is pre-defined and fixed in practical training. Due to that sparse pattern splitting the input into several blocks and interaction for input is partially connected, minor changes, e.g., shifting the attention input by a few positions, will lead to the inconsistency in the attention topology, as shown in Figure 2. Compared to the effect for vanilla attention, the sparse attention mechanism will amplify the impact of the minor change.

To resolve the aforementioned issues, we propose a well-designed efficient model ERNie-Sparse. Our method proposes two major techniques including Hierarchical Sparse Transformer
(HST) and Self-Attention Regularization (SAR).

The first technique HST is designed for information bottleneck sensitivity problem based on hierarchical attention mechanism. HST introduces special tokens to represent local information and global information in two sequential steps, providing an additional way for modeling global information.

The second technique SAR, is designed for inconsistency between different attention topologies. We introduce a training regularization strategy to force models with different sparse attention topologies to have consistent outputs.

To evaluate ERNIE-SPARSE’s ability to model long documents, we first perform extensive evaluations on a long sequence modeling task benchmark (Tay et al., 2020c): Long Range Arena (LRA). Experiment results demonstrate that our model significantly outperforms existing methods and provides a new robust solution to the long range sequence modeling. Our proposed method achieves improvements by average 2.77 points (57.78% vs. 55.01%) on five long sequence tasks of LRA. We also conduct experiments on 3 long document classification and 2 question answering tasks using pretraining and finetuning paradigm, further shows the effectiveness of ERNIE-SPARSE. Extensive experiments on those 10 tasks demonstrate the effectiveness of our approach in both cold start and pretrain-then-finetune paradigm.

2 Related Work

Sparse Transformer Sparse attention is widely adopted to solve the long range sequence modeling problem. A simple version is that split the sequence into blocks and perform attention only within block (Qiu et al., 2019; Liu et al., 2018; Parmar et al., 2018). This mechanism is also called local attention because only local tokens within the block can attend to each other. To improve the connection between tokens, global attention is introduced by (Child et al., 2019; Beltagy et al., 2020; Ainslie et al., 2020; Zaheer et al., 2020). The global attention mechanism mainly relies on specifying some tokens as global tokens. Those global tokens are used as a form of memory to strengthen global information. However, we observed that the mechanism of global and local attention in sparse attention would cause an information bottleneck, which would affect the information flow between local tokens. This phenomenon was also observed in paper (Alon and Yahav, 2021) for Graph Neural Network (Gori et al., 2005). To this end, we propose to use hierarchical mechanism which will be discussed below.

Hierarchical Transformer Hierarchical learning has been suggested by many researchers and it has been empirically shown to be effective in numerous diverse tasks of natural language processing (Zhang et al., 2019; Liu and Lapata, 2019; Rohde et al., 2021; Wu et al., 2021). In this paper, we propose to apply a hierarchical mechanism in Sparse Transformer and provide a new perspective from information flow to describe its beneficiary for Sparse Transformer.

Regularization Method Although state-of-the-art deep neural networks have achieved high performance on various NLP tasks, the architectures used for these tasks have been shown to be unstable to small modifications of input texts (Ebrahimi et al., 2018; Jin et al., 2020; Sun et al., 2020a). Adversarial training (Szegedy et al., 2014; Goodfellow et al., 2015; Miyato et al., 2019; Liu et al., 2020) is proposed to to act as a regularization method to improve model performance by constructing adversarial input. However, current regularization methods are mostly designed for dense models and don’t take into account the characteristic of sparse model. Recently, (Liang et al., 2021) proposed a simple regularization strategy which forces the output distributions of different sub models generated by dropout to be consistent with each other. Inspired by this work, we propose a regularization method built upon sparse attention topology.

3 Method

In this section, we first revisit the mechanism of Sparse Transformer in Section 3.1, and describe the two components of sparse attention (i.e. global attention and local attention). In addition, we provide a new perspective for understanding Sparse Transformers from information flow. At the end of Section 3.1, we discuss the problems existing in the mechanism of the Sparse Transformer. Next, we introduce the motivation, formulation and benefits of the HST in Section 3.2. Finally, a regularization method, SAR, is illustrated in Section 3.3.

3.1 Revisiting Sparse Transformer

Given a sequence of input $x = (t_1, ..., t_n)$ of length $n$, dense attention can be formulated as:
As shown in Figure 1 (b), the information of $t$ where dense attention will be less affected as it has a fully connected attention topology. To this end, we propose HST and SAR and will further describe them below.

### 3.2 HST: Hierarchical Sparse Transformer

HST mainly contains three key elements, i.e. representative tokens insertion, hierarchical attention and the usage for those representative tokens in the last layer for downstream task.

As aforementioned, the input sample consists of $n$ tokens ($t_1, t_2, \ldots, t_n$). We set $g$ as the number of global tokens and $w$ as the block size meaning the number of tokens for each local attention. We propose to insert $m$ representative tokens into input sequence, where $m = (n-g)/w$. Those tokens are inserted to the start position of each block. Similar to BERT (Devlin et al., 2018), we use [CLS] for those representative tokens. Thus the encoder input is as follows:

$$
H^0 = \{E(t_1); \ldots; E(t_g)\}_{\text{global}}
$$

$$
\ldots; E(r_i); E(t_{g+w(i-1)+1}); \ldots; E(t_{g+w})\}_{i-th \ local} \tag{1}
$$

where $i = [1, 2, \ldots, m]$, $E(t) \in \mathbb{R}^d$ is the embedding lookup for token $t$. $E(r) \in \mathbb{R}^d$ is the representation token embedding. Then we use Sparse Transformer to encode the sequence as follows:

$$
H^l_s = \text{SparseTransformer} \left( \left[ H^{l-1} \right] \right),
$$

where $H^l_s \in \mathbb{R}^{n \times d}$ is the hidden output from one layer Sparse Transformer. To better interact globally, representative tokens are extracted from $H^l_s$ for dense attention as shown in Figure 1 (c). Formally, the hierarchical attention is calculated by:

$$
R^l_s = \left( r^l_1 \cdots r^l_m \right),
$$

$$
R^l = \text{Attention} \left( R^l_s \right),
$$

where $R^l \in \mathbb{R}^{m \times d}$ is the matrix of representative token’s hidden states for layer $l$, $r^l_1 \cdots r^l_m$ are extracted from $H^l_s$. Attention is the dense attention described in 3.1. After dense attention, these representative token hidden vectors in $R^l$ are distributed back to $H^l_s$ so we get the final hidden vectors $H^l$ of $l$-th layer. The whole process can be seen more clearly in Figure 1 (c), after hierarchical attention (green matrix), the green dots (denoting representative tokens) are distributed back to the list of tokens.
The information flow of the hierarchical attention is shown in Figure 1 (d) showing that richer global information interaction path are created. For example, $t_3$ and $t_5$ can complete an interaction by representative nodes in addition to global tokens.

Note that the Attention module will introduce additional weights $W_q, W_k$ and $W_v$ mentioned in Section 3.1, so how to initialize these three weights needs to be discussed. One option is to randomly initialize these three weights, or we can use the weight of the SparseTransformer to warm start, or we should also consider whether to share the weights in Attention with SparseTransformer. Those details will be discussed in Experiment section.

For the downstream task, it is efficient to use the representative tokens as follow:

$$O^L = \text{Pooling}(R^L),$$

$$P(y | x) = \text{Softmax}(O^L W_o),$$

where Pooling can be MAX, MEAN, $O^L \in \mathbb{R}^d$, $W_o \in \mathbb{R}^{d \times c}$, $c$ is the downstream task class number. $y$ is the downstream task label, $P(y | x)$ denotes the predicted probability. Note that Pooling, can be replaced as CLS$_g$, where CLS$_g$ is the first global token.

### 3.3 SAR: Self-Attention Regularization

Different with dense attention, sparse attention doesn’t guarantee interaction between all tokens as the design of sparse attention is to allow tokens can only attend to some of other tokens in one layer. This leads to a problem of inconsistency: even shifting by one place to attention input will cause much sparse topology change, as shown in Figure 2 and discussed in detail in Section 3.1. To this end, we introduce a regularization method to leverage the outputs of Sparse Transformer.

Our method is designed based on the motivation that for the same input, the outputs of transformers with different attention topologies should be consistent. As shown in Figure 2, the left shows a $L$ layers Sparse Transformer with the default sparse attention topology, and the right shows a transformer with a shifted attention topology. Concretely, given the input data $x$ at each training step, we feed $x$ to go through the forward pass of the network twice, one with default sparse attention topology, and the other with the shifted attention topology. Therefore, we can obtain two distributions of the model predictions, denoted $P_1(y | x)$ and $P_2(y | x)$. Thus the distributions of $P_1(y | x)$ and $P_2(y | x)$ are different for the same input data pair $(x, y)$. Then at this training step, in order for those two distributions to be close to each other, our SAR method tries to minimize the bidirectional Kullback-Leibler (KL) divergence between these two output distributions. Formally speaking,

$$L_{SAR} = \frac{1}{2} [D_{KL}(P_1(y | x)||P_2(y | x))$$

$$+D_{KL}(P_2(y | x)||P_1(y | x))],$$

Assume that the learning objective of target task is negative log-likelihood, the loss of the two forward passes is:

$$L_{NLL} = -\log P_1(y | x) - \log P_2(y | x),$$

as a result, the total loss should be:

$$L = L_{NLL} + \alpha L_{SAR},$$

where $\alpha$ is the loss coefficient of $L_{SAR}$. Our method naturally makes transformer outputs of different attention topologies close to each other.

---

The comparison between Sparse Transformer (ST) and Hierarchical Sparse Transformer (HST). (a) Sparse Transformer mainly consists of global attention and local attention. (b) The bottleneck that existed in ST: all the sequence information is compressed into a fixed size vector. (c) In HST, representative tokens are inserted into local attention for hierarchical attention. (d) Information flow demonstration for HST: interaction between representative nodes can increase the path of global information interaction.
4 Experiments

To evaluate our approach and show its performance, we first conduct experiments on a long context sequence modeling benchmark, LRA, which consists of 5 multi-modal tasks including logical inference, natural language and image tasks. LRA is a benchmark for cold start models and does not require the model to be pre-trained, so LRA is a suitable benchmark for testing the model structure designs. To further evaluate the ability of ERNIE-S\textsubscript{PARSE} in the pretrain-then-finetune paradigm, we also follow (Beltagy et al., 2020) and (Zaheer et al., 2020) to pretrain ERNIE-S\textsubscript{PARSE} and test the pre-trained ERNIE-S\textsubscript{PARSE} on 3 natural language classification and 2 question answering tasks.

4.1 Long-Context Sequence Modeling

We first evaluate the effectiveness and efficiency of ERNIE-S\textsubscript{PARSE} on the LRA benchmark recently introduced by (Tay et al., 2021), which is designed to evaluate efficient transformer models under the long-context scenario. They collect five tasks in this benchmark which are ListOps (Nangia and Bowman, 2018), byte-level text classification (Maas et al., 2011), byte-level document retrieval (Radev et al., 2013), image classification on sequences of pixels (Krizhevsky et al., 2009) and Pathﬁnder (Linsley et al., 2018). This benchmark consists of sequences ranging from 1K to 16K tokens, encompassing a wide range of data types and modalities such as text, natural, synthetic images, and mathematical expressions requiring similarity, structural, and visual-spatial reasoning. We run each experiment five times with different random seeds and report the average accuracy.

The result of ERNIE-S\textsubscript{PARSE} on the LRA tasks are reported in Table 1. First, we note that ERNIE-S\textsubscript{PARSE} achieves strong results on all tasks consistently compared to the transformer model and significantly outperforms all the other baseline methods and achieve best score in terms of the average accuracy. By taking a closer look at the accuracy for each task, ERNIE-S\textsubscript{PARSE} wins over baseline models on four out of five tasks. Notably, ERNIE-S\textsubscript{PARSE} can work well on both image and text and the math inference data sets.

4.2 Pretraining and Finetuning

4.2.1 Pretraining

In the training task, we follow (Liu et al., 2019) and pretrain ERNIE-S\textsubscript{PARSE} using the Mask Language Model (MLM) training object. This task involves predicting tokens that are randomly masked out. For the training samples, we train ERNIE-S\textsubscript{PARSE} with maximum sequence length of 4096 and train it for 1 million steps. Samples with sequence length less than 4096 will be concatenated as one sample to improve training efficiency. For those samples longer than max sequence length, we truncate them to 4096. Statistics of pretraining data can be found in A.1. Following (Beltagy et al., 2020), ERNIE-S\textsubscript{PARSE} warm-starts from the public RoBERTa checkpoint and we compare the performance in MLM task in terms of bits per character (BPC). As shown in Table 2, BigBird, Longformer, ERNIE-S\textsubscript{PARSE} are all better than RoBERTa whose max sequence length is 512. Among those methods, ERNIE-S\textsubscript{PARSE} performs best.

4.2.2 Text Classification

To test ERNIE-S\textsubscript{PARSE} on downstream tasks, we first select three text classification tasks: Arxiv paper categories classification (He et al., 2019), IMDB reviews classification (Maas et al., 2011) and Hyperpartisan news detection (Kiesel et al., 2019). Arxiv dataset consists of paper text con-
### Models

| Local Attention | ListOps | Text | Retrieval | Image | Pathfinder | Avg |
|----------------|---------|------|-----------|-------|------------|-----|
| Linear Trans. (Katharopoulos et al., 2020) | 15.82   | 52.98| 53.39 | 41.46| 66.63| 46.06 |
| Reformer (Kitaev et al., 2020) | 16.13   | **65.90** | 53.09 | 42.34| 75.30| 50.55 |
| Sparse Trans. (Child et al., 2019) | 17.07   | 63.58| 59.59 | 44.24| 71.71| 51.24 |
| Sinkhorn Trans.(Tay et al., 2020b) | 33.67   | 61.20| 53.40 | 38.07| 68.50| 50.55 |
| Linformer (Wang et al., 2020) | 17.07   | 63.58| 59.59 | 44.24| 71.71| 51.24 |
| Synthesizer (Tay et al., 2020a) | 36.99   | 61.68| 54.67 | 41.61| 69.45| 52.88 |
| Longformer (Beltagy et al., 2020) | 18.01   | 65.40| 53.82 | 42.77| 77.05| 51.41 |
| Transformer (Vaswani et al., 2017) | 35.63   | 62.85| 56.89 | 42.22| 69.71| 53.46 |
| BigBird (Zaheer et al., 2020) | 36.05   | 64.02| 59.29 | 40.83| 74.87| 55.01 |

**Table 1:** Experimental results on the long range arena (LRA) benchmark. The highest acc for each dataset is highlighted in bold and the second place is underlined.

### Setting

| BPC ↓ | RoBERTa (Liu et al., 2019) | Longformer (Beltagy et al., 2020) | BigBird (Zaheer et al., 2020) | RoBERTa \(\text{reproduce} \) | ERNIE-\( \text{PARSE} \) |
|-------|---------------------------|---------------------------------|-----------------------------|---------------------------|------------------------|
| 1.85  |                           | 1.71                            | 1.68                        | 2.05                      | 1.67                    |

**Table 2:** MLM BPC for ERNIE-\( \text{PARSE} \) and other models.

**4.2.3 Question Answering**

For QA tasks, we choose WikiHop (Welbl et al., 2018) and TriviaQA (Joshi et al., 2017). WikiHop is a large scale QA dataset which has over 40K samples. It requires the model to identify the answer span given a context and a question. The dataset is distantly supervised, which means that there is no explicit training input.

### Table 3: Performance of various models on development set of benchmark natural language understanding tasks.

| Metric | Arxiv \(^2\) | IMDB | Hyp |
|--------|--------------|------|-----|
| Len. at \(P_{50}\) | 14733 | 215 | 516 |
| LEN. at \(P_{95}\) | 43951 | 748 | 1990 |
| F1 | 86.86 | 95.00 | 87.80 |
| F1 | 87.65 | 95.49 | 87.19 |
| F1 | 88.50 | 95.20 | 92.20 |
| Avg | 89.05 | 95.53 | 92.81 | 92.46 |

**Table 3:** Performance of various models on development set of benchmark natural language understanding tasks. Len. at \(P_k\) means the \(k\)-th percentile example length in the corresponding dataset.

---

1. https://github.com/allenai/longformer/blob/master/scripts/hp-splits.json

---

\(^2\)The reported numbers from (Zaheer et al., 2020) on Arxiv dataset are not comparable with ours because they did not release the train/test split of the data. So we re-tested RoBERTa and BigBird’s open source checkpoint on our Arxiv train/test split. We open source our Arxiv dataset split: https://github.com/anonymous6
Table 4: Model comparison for WikiHop and TriviaQA.

| Models     | WikiHop | TriviaQA |
|------------|---------|----------|
| #Example   | 43738   | 110647   |
| Len. at P50 | 1313   | 4576   |
| Len. at P95 | 3685   | 5166   |
| Metric     | Acc     | F1       | EM    | Avg   |
| RoBERTa    | 72.40   | 74.30    | -     | -     |
| Longformer | 75.18   | 74.53    | 67.00 | 72.23 |
| ETC        | 73.70   | -        | -     | -     |
| BigBird    | 72.30   | 73.40    | 68.60 | 71.43 |
| ERNIE-SPARSE| 75.76  | 76.47    | 71.80 | 74.67 |

Table 4: Model comparison for WikiHop and TriviaQA.

no golden span, thus we find all identical answers in provided documents. From Table 4, we can see that the length at 50 percentile is over 1K and 4K for WikiHop and TriviaQA respectively, denoting that those two datasets consist of very long context.

In ERNIE-SPARSE model, following (Beltagy et al., 2020), we concatenate the answer / question / candidates with special tokens along with the context. The results of WikiHop and TriviaQA are shown in Table 4. For those two datasets, we record the reproduced results of (Beltagy et al., 2020) and (Zaheer et al., 2020) and the score of ERNIE-SPARSE in the bottom row. From this table, we see that ERNIE-SPARSE achieves the best results over all those methods.

4.3 Ablation

Effect of pooling method for representative tokens In the experiment, we have explored three different pooling methods while keeping other settings unchanged. The results are shown in Table 5. MEAN and MAX represent mean pooling and max pooling, respectively. CLSg-Only refers to use the first token CLS only. As presented in Table 5, CLSg-Only is the worst on average score, and MEAN performs on par with MAX. Take a closer look at the score each task, it shows that MAX performs best at both Image and Text, indicating that MAX is a stable method for predicting strong results and for image tasks, meanwhile the MEAN can be considered as a candidate for hyper-parameters. For CLS, the score drops significantly at both tasks, indicating that the contextual global information is more important for image tasks.

Effect of proposed components: HST and SAR Table 6 shows the performance of ERNIE-SPARSE by ablating each proposed component. All models are reported with mean results of 5 runs, the hyperparameters keep the same as the official recommendation. From the last column in Table 6, we see that the HST improves ERNIE-SPARSE with 1.0 percent point on average (#1 vs. #0). As the default setting is weight not sharing for linear mapping weight in hierarchical attention with the sparse attention layer, we add a group of experiment #3 to explore the effect of weight sharing on experimental results. We see that with weight sharing, the results drop by 0.27 points on average (by (#3 vs #2). By comparing #2 to #0, we see that SAR is beneficial in modeling the long sequence bringing 1.44 points improvement on average. Except for those observation on average scores, let us take a closer to the how HST and SAR perform in different types of data. Since HST is expected to be more useful on tasks that require global information, let’s look at ListOps, Text and Image first. It can be seen that after removing HST, the average decrease is 1-2 points (ListOps, Text and Image in #1 vs. #0). Especially, for ListOps, the task need the model to see all characters in order to do valid logical inference, HST have shown its importance (35.97 vs. 37.75). Except for the global information, some tasks require the model has more stability. For example, the image task Pathfinder, dropped 3.5 points after removing SAR (75.25 vs. 78.77) showing the effect of SAR. Except for those component discussed above, the relation between SAR and R-Drop (#4) will be discuss later.

Effect of SAR vs. R-Drop In this study, we specifically investigate the importance of Dropout (Srivastava et al., 2014) in those experiments. As the Dropout technique is commonly used in deep neural network training and (Liang et al., 2021) use Dropout to constrain the outputs of two subnetworks, we abl ate Dropout to compare SAR and R-Drop (Liang et al., 2021) as shown by (#4 vs. #0) in Table 6. #1 is the SAR-only version ERNIE-SPARSE result, which means for getting the regularization version model output P(y|x) in 3.3, we roll the sparse attention input (which is equivalent to shift sparse attention topology) and use the

| Setting     | Image Acc | Text Acc | Avg   |
|-------------|-----------|----------|-------|
| MEAN        | 45.28     | 63.19    | 54.23 |
| MAX         | 46.51     | 63.45    | 54.98 |
| CLSg-Only   | 42.88     | 61.58    | 52.23 |

Table 5: Ablation for the pooling method of representative tokens in ERNIE-SPARSE for downstream tasks.
## 5 Discussion

### 5.1 Bottleneck Analysis

In this section, we analyze the impact of bottleneck size on performance of Sparse Transformer and HST respectively. All the hyperparameter configurations follow (Tay et al., 2020c). We ran each experiment twice and average the results. The experimental results can be seen in Figure 3. As discussed in section 3.1, the number of global tokens determines the size of a bottleneck in Sparse Transformer and we recorded the trend of Sparse Transformer and HST in LRA dataset by changing the size of bottleneck. In this figure, blue and red line denotes Sparse Transformer and HST respectively. As shown in Figure 3, with the information bottleneck size decreases, the performance has a downward trend.

This trend indicates that Sparse Transformer is more prone to the bottleneck size. For our method, the performance of HST in Figure 3 is less affected by the bottleneck size by using representative token for richer global information interaction. As can be seen in this figure, the task score of HST (red line) in each subfigure can be maintained in the same interval without a downward trend. Especially, task Text and Image is even better with the #Global tokens decreasing from 64 to 0.

### 6 Conclusion

In this paper, we propose ERNIE-Sparse. Firstly, the advantages and disadvantages of Sparse Transformer are analyzed from the perspective of information flow and we introduce HST to provide a richer path for interaction between input tokens. Secondly, we propose a self-attention regularization method, SAR, to improve the consistency of sparse transformers with different attention topologies. Experiments on various downstream tasks demonstrate that ERNIE-Sparse outperforms a variety of strong baseline methods including the full-rank attention and other efficient sparse and dense attention methods.
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A Appendix

A.1 Pretraining

A.1.1 Pretraining Dataset

For ERNIE-PARSE pretraining, we use Wikipedia (English Wikipedia dump\(^3\); 12GB), BookCorpus (Zhu et al., 2015) (4.6GB), Realnews (Zellers et al., 2019) (7.4GB) and Stories (Trinh and Le, 2018) (11GB). For pretraining, we also sample 5% training data as the validation set to monitor the training process. Table 7 shows statistics of the pretraining data.

A.1.2 Pretraining Hyperparameters

We split any document longer than 4096 into multiple documents and we joined multiple documents that were much smaller than 4096. During the pre-training phase, we only use mask language model for training tasks. Specifically, we mask 15% of tokens in these four datasets, and train ERNIE-PARSE to predict the mask. We warm start ERNIE-PARSE from RoBERTa’s checkpoint. The hyperparameters for these ERNIE-PARSE are given in Table 8. We use a learning rate warmup over the first 10,000 steps, and polynomial decay of the learning rate. Notably, attention weight in HST are shared with sparse attention.

A.2 Tasks

To evaluate ERNIE-PARSE, we chose three benchmarks, including LRA, and text classification, as well as question answering. The latter two need to follow the pretraining and finetuning paradigm. Table 11 lists the data distribution, task type, evaluation metric of each dataset.

A.2.1 Hyperparameters for LRA

Table 10 gives the detail list of hyperparameters used to get results shown in Table 1.

A.2.2 Hyperparameters for Classification and QA

Table 9 gives the detail list of hyperparameters used to get results shown in Table 3 and Table 4.

| Source       | Tokens | Avg doc len |
|--------------|--------|-------------|
| Wikipedia    | 3.0B   | 515         |
| BookCorpus   | 1.2B   | 23K         |
| Realnews     | 1.8B   | 3.0K        |
| Stories      | 2.7B   | 8.7K        |

Table 7: Pretraining data statistics.

| Parameter       | ERNIE-PARSE |
|-----------------|-------------|
| \(\alpha\) of \(L_{SAR}\) | 0           |
| learning rate   | 3\(\times 10^{-5}\) |
| batch size      | 256         |
| weight decay    | 0.1         |
| warmup steps    | 10k         |
| total steps     | 1m          |
| max seq length  | 4096        |
| embedding dim   | 768         |
| #head           | 12          |
| #layer          | 12          |
| activation layer| gelu        |
| dropout         | 0.1         |
| attn dropout    | 0.1         |

Table 8: Hyperparameters for the ERNIE-PARSE for Pretraining.

A.3 Complexity Analysis

In this section, we analyze the complexity of ERNIE-PARSE. Note that the two techniques of ERNIE-PARSE, HST and SAR, are general and can be applied with any type of sparse patterns. Considering that only HST of the two techniques affects computation complexity, we will only analyze the performance of HST here. In order to analyze the complexity, we will follow the following process: firstly, we select a sparse attention and secondly, we analyze the HST complexity to compare the additional computation complexity brought by HST. For the sparse pattern we choose to use the recently proposed pattern from BigBird (Zaheer et al., 2020) for comparison, and the computation complexity is \(O(n)\). For HST layer, as it is a dense attention for \(m\) representation tokens, the computation complexity is \(O(m^2)\). Though the computation complexity for HST is quadratic, this will not bring over computation overhead as the number of representative tokens \(m \ll n\) in practice.

\(^3\)https://dumps.wikimedia.org/enwiki/
### Table 9: Hyperparameters of classification and question answering tasks.

| Hyperparameter | Arxiv | IMDB | Hyperpartisan | WikiHop | TriviaQA |
|----------------|-------|------|---------------|---------|----------|
| HST pooling    | mean  | mean | mean          | mean    | mean     |
| α of $L_{SAR}$ | 10    | 0.1  | 0             | 10      | 3        |
| # roll tokens of $L_{SAR}$ | 8     | 8    | 0             | 8       | 8        |
| learning rate  | 6e-5  | 1e-5 | 3e-5          | 3e-5    | 3e-5     |
| batch size     | 48    | 64   | 16            | 48      | 32       |
| epoch          | 10    | 20   | 20            | 30      | 10       |
| warmup         | 10%   | 10%  | 10%           | 200 (steps) | 10%     |
| max seq len    | 4096  | 2048 | 1024          | 4096    | 4096     |
| # global token | 128   |      |               |         |          |
| local window size | 192   |      |               |         |          |
| # random token | 192   |      |               |         |          |
| Optimizer      | Adam  |      |               |         |          |
| Weight Sharing Option | ON |      |               |         |          |

### Table 10: The upper part is the hyperparameter related to ERNIE-SPARSE, while the lower part is the fixed hyperparameter provided by LRA and cannot be changed.

| Hyperparameter | ListOps | Text | Retrieval | Image | Pathfinder |
|----------------|---------|------|-----------|-------|------------|
| HST pooling    | { MIN, MEAN, MAX) |      |           |       |            |
| α of $L_{SAR}$ | { 0.5, 5, 10} |      |           |       |            |
| # roll tokens of $L_{SAR}$ | [ 2, 8 ] |      |           |       |            |
| Weight Sharing Option | OFF |      |           |       |            |

**Fixed hyperparameters provided by LRA (Tay et al., 2021)**

| Hyperparameter | ListOps | Text | Retrieval | Image | Pathfinder |
|----------------|---------|------|-----------|-------|------------|
| learning rate  | 5e-2    | 5e-2 | 5e-2      | 5e-4  | 1e-3       |
| batch size     | 32      | 32   | 32        | 256   | 512        |
| weight decay   | 1e-1    | 1e-1 | 1e-1      | 0     | 0          |
| warmup         | 1000    | 8000 | 8000      | 175   | 312        |
| max seq length | 2000   | 1000 | 4000      | 1024  | 1024       |
| embedding dim  | 512     | 256  | 128       | 32    | 64         |
| # head         | 8       | 4    | 4         | 1     | 2          |
| # layer        | 4       | 4    | 4         | 1     | 4          |
| Q/K/V dim      | 512     | 256  | 128       | 32    | 32         |
| MLP dim        | 1024    | 1024 | 512       | 64    | 64         |
| dropout        | 0.1     | 0.1  | 0.1       | 0.2   | 0.2        |
| attn dropout   | 0.1     | 0.1  | 0.1       | 0.2   | 0.1        |
| lr decay       | root square | root square | root square | cosine | cosine |

A.4 More details for SAR

**Training with doubled steps.** As discussed in Section 3.3, we use the SAR as a regularization term in the total loss. To achieve this training goal, we firstly halve the batchsize and then copy the batch samples to keep the total batchsize unchanged. In order to ensure sufficient convergence of SAR, we double the training steps. Therefore, it is necessary to see the effect for changing training steps.

To conduct those experiments, we choose Image and Text in LRA as the ablation dataset. Using HST as the baseline model which is denoted as Baseline in Figure 4, and we double the training steps for HST which is denoted as Baseline + DoubleStep. Finally, we apply SAR on Baseline. All of those results are recorded in Figure 4. We can see that Baseline + DoubleStep shows the trend for over-fitting, while Baseline + DoubleStep + SAR has a better convergence curve. For the additional training cost of SAR, we record the training speed for Text. For the Baseline, the speed is 59 samples per second, and 56 samples per second after applying SAR. The additional cost is from the KL-divergence loss backward computation. We can see the cost is 1.03 times, which is a negligible cost.

**How to Shift the sparse attention topology.** SAR is devised upon self-attention and requires different attention topologies for same model input $x$, which is defined in 3.1. Actually, to get a shifted...
| Corpus       | Task                        | Split | #Sample | Length in percentile | #Label | Metrics       |
|--------------|-----------------------------|-------|---------|----------------------|--------|---------------|
|              |                             |       |         | 50%  | 90% | 95% | max |               |
| Long Range Arena (LRA) | Logical Reasoning          | Train | 96k    | 954  | 1646 | 1800 | 1999 | 10 | Acc             |
|              |                             | Dev   | 2k     | 960  | 1648 | 1813 | 1999 |     |                 |
|              |                             | Test  | 2k     | 947  | 1657 | 1803 | 1999 |     |                 |
| Text         | Sentiment Classification    | Train | 25k    | 979  | 2615 | 3431 | 13704 | 2 | Acc             |
|              |                             | Dev   | 25k    | 962  | 2543 | 3333 | 12988 |     |                 |
|              |                             | Test  | 25k    | 979  | 2615 | 3431 | 13704 |     |                 |
| Retrieval    | Retrieval                   | Train | 147k   | 7468 | 13467| 20495| 72885 | 2 | Acc             |
|              |                             | Dev   | 18k    | 7665 | 13339| 19928| 72885 |     |                 |
|              |                             | Test  | 11k    | 7702 | 15955| 22427| 50012 |     |                 |
| Image        | Category Classification     | Train | 42k    | -    | -    | -    | 1024  | 10 | Acc             |
|              |                             | Dev   | 5k     | -    | -    | -    | 1024  |     |                 |
|              |                             | Test  | 10k    | -    | -    | -    | 1024  |     |                 |
| PathFinder   | Image Reasoning             | Train | 160k   | -    | -    | -    | 1024  | 2 | Acc             |
|              |                             | Dev   | 20k    | -    | -    | -    | 1024  |     |                 |
|              |                             | Test  | 20k    | -    | -    | -    | 1024  |     |                 |
| Arxiv        | Category Classification     | Train | 33k    | 14735| 34209| 43951| 1121751 | 11 | Micro F1        |
|              |                             | Test  | 33k    | 14710| 32417| 40965| 850540  |     |                 |
| IMDB         | Sentiment Classification    | Train | 25k    | 215  | 569  | 748  | 3084  | 2 | Micro F1        |
|              |                             | Dev   | 25k    | 212  | 550  | 724  | 2787  |     |                 |
|              |                             | Test  | 25k    | 212  | 550  | 724  | 2787  |     |                 |
| Hyperpartisan| News Classification         | Train | 516    | 536  | 1517 | 1990 | 5560  | 2 | Micro F1        |
|              |                             | Dev   | 65     | 520  | 1535 | 1971 | 2637  |     |                 |
|              |                             | Test  | 65     | 637  | 1771 | 1990 | 5560  |     |                 |
| TriviaQA     | Question Answering          | Train | 110k   | 4576 | 5027 | 5166 | 10091 | Span | Macro F1 & EM   |
|              |                             | Dev   | 14k    | 4577 | 5026 | 5169 | 10210 |     |                 |
| WikiHop      | Question Answering          | Train | 43k    | 1313 | 3001 | 3685 | 19747 | Candidates | Acc        |
|              |                             | Dev   | 51k    | 1413 | 3184 | 3871 | 19004 |     |                 |

Table 11: Downstream tasks statistics. Samples of tasks Image and PathFinder are all 32 × 32 images.

version attention topology, a quick implementation is that we can roll the attention input $H$, as shown in Figure 2. Furthermore, we can choose any layer for applying the rolling operator to get the shifted version attention topology. However, note that if the SAR is applied from the first layer, the rolling operator should be applied after the word embedding adding the position embedding.
Figure 4: Results of SAR and Baseline on task Image and Text with doubled training steps.