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Abstract

Graphons $W$ can be used as stochastic models to sample graphs $G_n$ on $n$ nodes for $n$ arbitrarily large. A graphon $W$ is said to have the $H$-property if $G_n$ admits a decomposition into disjoint cycles with probability one as $n$ goes to infinity. Such a decomposition is known as a Hamiltonian decomposition. In this paper, we provide necessary conditions for the $H$-property to hold. The proof builds upon a hereby established connection between the so-called edge polytope of a finite undirected graph associated with $W$ and the $H$-property. Building on its properties, we provide a purely geometric solution to a random graph problem. More precisely, we assign two natural objects to $W$, which we term concentration vector and skeleton graph, denoted by $x^*$ and $S$ respectively. We then establish two necessary conditions for the $H$-property to hold: (1) the edge-polytope of $S$, denoted by $\mathcal{A}(S)$, is of full rank, and (2) $x^* \in \mathcal{A}(S)$.

1 Introduction

Graphons, a portmanteau of graph and functions, have been recently introduced [1] [2] to study very large graphs. A graphon can be understood as both the limit object of a convergent sequence, where convergence is in the cut-norm [3], of graphs of increasing size, and as a statistical model from which to sample random graphs. Taking this latter point of view, we investigate in this paper the so-called $H$-property (see Definition 1 below) for graphons.

A graphon is a symmetric, measurable function $W : [0, 1]^2 \to [0, 1]$. It gives rise to a stochastic model for undirected graphs on $n$ nodes, denoted by $G_n \sim W$:
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**Sampling procedure:** Let $\text{Uni}[0,1]$ be the uniform distribution on $[0,1]$. Given a graphon $W$, a graph $G_n = (V,E)$ on $n$ nodes sampled from $W$ is obtained as follows:

1. Sample $y_1, \ldots, y_n \sim \text{Uni}[0,1]$ independently. We call $y_i$ the coordinate of node $v_i \in V$.

2. For any two distinct nodes $v_i$ and $v_j$, place an edge $(v_i,v_j) \in E$ with probability $W(y_i,y_j)$.

Note that if $0 \leq p \leq 1$ is a constant and $W(s,t) = p$ for all $(s,t) \in [0,1]^2$, then $G_n \sim W$ is nothing but an Erdős-Rényi random graph with parameter $p$. Thus, graphons can be seen, in a sense, as a way to introduce inhomogeneity of edge densities between different pairs of nodes, and thus increase greatly the type of random graphs one can model. However, all large graphs sampled from (non-zero) graphons have the property of being dense [4].

**H-property:** Let $W$ be a graphon and $G_n \sim W$. In the sequel, we use the notation $\vec{G}_n = (V,\vec{E})$ to denote the directed version of $G_n$, defined by the edge set

$$\vec{E} := \{v_iv_j, v_jv_i \mid (v_i,v_j) \in E\}.$$

In words, we replace an undirected edge $(v_i,v_j)$ with two directed edges $v_iv_j$ and $v_jv_i$.

The directed graph $\vec{G}_n$ is said to have a Hamiltonian decomposition if it contains a subgraph $\vec{H} = (V,\vec{E}')$, with the same node set, such that $\vec{H}$ is a disjoint union of directed cycles. With the preliminaries above, we now have the following definition:

**Definition 1 (H-property).** Let $W$ be a graphon and $G_n \sim W$. Then, $W$ has the H-property if

$$\lim_{n \to \infty} \mathbb{P}(\vec{G}_n \text{ has a Hamiltonian decomposition}) = 1.$$

We let $\mathcal{E}_n$ be the event that $\vec{G}_n$ has a Hamiltonian decomposition. The above definition implicitly requires the sequence $\mathbb{P}(\mathcal{E}_n)$ to converge. We mention here that for almost all graphons, this sequence converges and, moreover, it converges to either 1 or 0. In other words, the H-property is a “zero-one” property. This fact is, however, beyond the scope of this paper and will be proven in a forthcoming publication.

The H-property is central in the study of structural stability of linear systems [5,6] and structural controllability of linear ensemble systems [7]. Indeed, in [5,6], the question of structural stability of linear systems, i.e., of whether a sparsity pattern of matrices contains a stable (Hurwitz) matrix was considered.
Using the standard isomorphism between sparsity patterns of square matrices and directed graphs (stemming from interpreting the sparsity pattern as an adjacency matrix) necessary and sufficient conditions were derived on the associated graphs. These conditions required the existence of subgraphs that contained Hamiltonian decompositions. In [7], the author considered continuum ensembles of sparse linear control systems where the individual systems share a common sparsity pattern, represented by a digraph as above, and characterized the digraphs that can sustain ensemble controllability. A complete solution was provided for the case where the parameterization spaces of the ensembles are closed intervals. In particular, it is shown that the subgraph of the state-nodes needs to have a Hamiltonian decomposition.

In this paper, we take the first step in our investigation of the $H$-property by focusing on a special class of graphons, which we term step-graphons (the same objects have also been investigated in [8]). Roughly speaking, $W$ is a step-graphon $W$ if one can divide the interval $[0, 1]$ into subintervals $I_1, \ldots, I_q$ so that $W$ is constant when restricted to every rectangle $I_i \times I_j$. A more precise definition can be found in Definition 2. Step-graphons are a particular case of the class of step-function graphons introduced in [9], where the partitioning is into measurable subsets of $[0, 1]$. The main contribution of this paper is to obtain necessary conditions, formulated in Theorem 1, for an arbitrary step-graphon to have the $H$-property.

The key observation underlying the proof is a connection between the $H$-property and polytopes. The study of graphs obtained from polytopes has a long tradition in discrete geometry [10] but, later, insights into graph theoretic notions have been obtained from polytopes derived from the graphs [11]. Our contributions in this paper fall closer to the latter category: we draw a conclusion about a graphon $W$ from a polytope associated with it. The polytope of interest here is the so-called edge polytope [11]; see Definition 6.

This edge polytope appears naturally when seeking characteristics of a step-graphon relevant to whether it has the $H$-property or not. The first object we exhibit in this vein is the concentration vector of a step-graphon $W$, denoted by $x^*$, the entries of which are the lengths of the subintervals $I_i$. These entries are also the probabilities that a random variable $y \sim \text{Uni}[0, 1]$ belongs to $I_i$ (see the first item of the sampling procedure). The second object assigned to a step-graphon is its skeleton graph $S$, which can be construed as representing the adjacency relations between rectangles $I_i \times I_j$ where the step-graphon is non-zero (see Definition 4). The above mentioned polytope is then the edge-polytope of the skeleton graph; we denote it by $\mathcal{X}(S)$.

The two necessary conditions we exhibit in Theorem 1 are as follows: (1) $S$ has an odd cycle (i.e., a cycle with an odd number of nodes/edges) or, equivalently, $\mathcal{X}(S)$ has maximal rank, and (2) $x^* \in \mathcal{X}(S)$.

**Literature review:** In recent years, graphons have been used as models for large
networks in control and game theory. For control, we mention [8]; there, the authors consider infinite-dimensional linear control systems $\dot{x} = Ax + Bu$, where $x$ and $u$ are elements in $L^2([0,1], \mathbb{R})$ and $A$ and $B$ are bounded linear operators on $L^2([0,1], \mathbb{R})$, obtained by adding scalar multiples of identity operators to graphons. For this class of systems they investigate, among others, the associated controllability properties and finite-dimensional approximations. For game theory, we mention [12,13] where the authors introduce different types of graphon games; broadly speaking, these are the games that comprise a continuum of agents (over the closed interval $[0,1]$) with relations between these agents described by a graphon. They then proceed to investigate, among others, the existence of Nash equilibria and properties of finite-dimensional approximations. Finally, the prevalence of the Hamiltonian decompositions was also investigated for Erdős-Rényi random graphs in [14].

**Notations and terminology:** For $v = (v_1, \ldots, v_n) \in \mathbb{R}^n$, we let $\text{Diag}(v)$ be the $n \times n$ diagonal matrix whose $i$th entry is $v_i$. We use $1$ to denote the vector whose entries are all ones, and with dimension appropriate for the context.

For $S = (U, F)$, an undirected graph, without multi-edges but possibly with self-loops, we let $\vec{S}$ be the directed version of $S$, as defined above, but if $(u_i, u_i)$ is a self-loop on node $u_i \in U$, then we replace it with a single self-loop $u_i u_i$.

Given a directed graph $\vec{G} = (V, \vec{E})$ on $n$ nodes without self-loops, the Laplacian matrix $L = [L_{ij}]$ associated with $\vec{G}$ is the $n \times n$ infinitesimally row stochastic matrix with off-diagonal entries $L_{ij}$ given by $L_{ij} = 1$ if $v_i v_j$ is an edge of $\vec{G}$ and $L_{ij} = 0$ otherwise, and with diagonal entries picked so that the row sums of $L$ are all 0, i.e., $L1 = 0$.

For positive integers $\ell, q$, and a set of vectors $z_1, \ldots, z_\ell \in \mathbb{R}^q$, we denote by...
conv\{z_1, \ldots, z_\ell\} their convex hull:

\[
\text{conv}\{z_1, \ldots, z_\ell\} := \left\{ \sum_{i=1}^\ell \lambda_i z_i \mid \sum_{i=1}^\ell \lambda_i = 1 \text{ and } \lambda_i \geq 0 \right\}.
\]

2 Preliminaries and Main Result

In this section, we start by defining step-graphons, in Subsection 2.1, and then their associated skeleton graphs and concentration vectors, in Subsection 2.2. Then, in Subsection 2.3, we present the main result of the paper.

2.1 Step-graphons

We have the following definition:

**Definition 2** (Step-graphon and its partition). *We call a graphon \(W\) a step-graphon if there exists an increasing sequence \(0 = \sigma_0 < \sigma_1 < \cdots < \sigma_q = 1\) such that \(W\) is constant over each rectangle \([\sigma_i, \sigma_{i+1}) \times [\sigma_j, \sigma_{j+1})\) for all \(0 \leq i, j \leq q - 1\) (there are \(q^2\) rectangles in total). The sequence \(\sigma = (\sigma_0, \sigma_1, \ldots, \sigma_q)\) is called a partition for \(W\).*

**Remark 1.** If \(W\) is a step-graphon, then there exists an infinite number of compatible partitions for \(W\). Indeed, given any partition \(\sigma\) for the step-graphon \(W\), the partition \(\sigma'\) obtained from \(\sigma\) by inserting \(\sigma'_i\), for any \(\sigma_i < \sigma'_i < \sigma_{i+1}\), is also a partition for \(W\).

We provide an example of a step-graphon in Fig. 2. Note that a graph \(G_n\) sampled from a step-graphon could be seen as a graph sampled from the so-called stochastic block-model \cite{15}, but with a random assignment of the nodes to the \(q\) communities with a multinomial distribution determined by the partition sequence.

Throughout the paper, we let \(n_i(G_n)\) be the number of nodes \(v_j\) of \(G_n\) whose coordinates \(y_j \in [\sigma_{i-1}, \sigma_i)\) (see item 1 of the sampling procedure in Section 1). When \(G_n\) is clear from the context, we simply write \(n_i\).

2.2 Concentration vectors and skeleton graphs

In this subsection, we introduce three key objects associated with a step-graphon; namely, its concentration vector, skeleton graph, and the so-called edge polytope of the skeleton graph.

**Concentration vector.** We have the following definition:
Figure 2: Left: A step-graphon $W$ with the partition sequence $\sigma = (0, 0.25, 0.5, 0.75, 1)$. Right: The associated skeleton graph $S(W)$.

**Definition 3** (Concentration vector). Let $W$ be a step-graphon with partition $\sigma = (\sigma_0, \ldots, \sigma_q)$. The associated concentration vector $x^* = (x^*_1, \ldots, x^*_q)$ has entries defined as follows: $x^*_i := \sigma_i - \sigma_{i-1}$, for all $i = 1, \ldots, q$.

There is a one-to-one correspondence between concentration vectors and partition sequences for $W$. We further define the empirical concentration vector of a graph $G_n \sim W$:

$$x(G_n) := \frac{1}{n}(n_1(G_n), \ldots, n_q(G_n)).$$

whose name is justified by the following observation: $nx(G_n) = (n_1(G_n), \ldots, n_q(G_n))$ is a multinomial random variable with $n$ trials and $q$ events with probabilities $x^*_i$, for $1 \leq i \leq q$. A straightforward application of Chebyshev’s inequality yields that for any $\epsilon > 0$,

$$\mathbb{P} (\|x(G_n) - x^*\| > \epsilon) \leq \frac{c}{n^2 \epsilon^2},$$

where $c$ is some constant independent of $\epsilon$ and $n$. When $G_n$ and $\sigma$ are clear from the context, we will suppress them and simply write $x$.

**Skeleton graph.** A partition sequence $\sigma$ of a step-graphon $W$ induces a partition of the node set of any $G_n \sim W$ according to which of the intervals $[\sigma_{i-1}, \sigma_i)$ the coordinate $y_j$ (of the sampling procedure) of $v_j$ belongs. Elaborating on this, we can in fact construct a graph which encompasses most of the relevant characteristics of a step-graphon:

**Definition 4** (Skeleton graph). To a step-graphon $W$ with a partition sequence $\sigma = (\sigma_0, \ldots, \sigma_q)$, we assign the undirected graph $S = (U, F)$ on $q$ nodes, with $U = \{u_1, \ldots, u_q\}$ and edge set $F$ defined as follows: there is an edge between $u_i$ and $u_j$ if and only if $W$ is non-zero over $[\sigma_{i-1}, \sigma_i) \times [\sigma_{j-1}, \sigma_j)$. We call $S$ the skeleton graph of $W$ for the partition sequence $\sigma$.  
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We decompose the edge set of $S$ as $F = F_0 \cup F_1$, where elements of $F_0$ are self-loops, and elements of $F_1$ are edges between distinct nodes.

Let $I := \{1, \ldots, |F|\}$ be the index set for $F$. Let $I_0$ (resp. $I_1$) index the self-loops (resp. edges between distinct nodes) of $S$: $f_i \in F_0$ for $i \in I_0$ (resp. $f_i \in F_1$ for $i \in I_1$).

Given a step-graphon $W$ and a skeleton graph $S$, we can naturally introduce a graph homomorphism assigning the nodes of an arbitrary $G_n = (V, E) \sim W$ to their corresponding nodes in $S$:

$$\pi: v_j \in V \mapsto \pi(v_j) = u_i \in U,$$

where $u_i$ is such that $\sigma_{i-1} \leq y_j < \sigma_i$, with $y_j$ the coordinate of $v_j$. It should be clear that $n_i(G_n) = |\pi^{-1}(u_i)|$ for all $i = 1, \ldots, q$.

**Edge polytope of a skeleton graph.** To introduce the polytope, we start with the following definition:

**Definition 5** (Incidence matrix). Let $S = (U, F)$ be a skeleton graph. Given an arbitrary ordering of its edges and self-loops, we let $Z = [z_{ij}]$ be the associated incidence matrix, defined as the $|U| \times |F|$ matrix with entries:

$$z_{ij} := \begin{cases} 2, & \text{if } f_j \in F_0 \text{ is a loop on node } u_i, \\ 1, & \text{if node } u_i \text{ is incident to } f_j \in F_1, \\ 0, & \text{otherwise.} \end{cases}$$

Owing to the factor $\frac{1}{2}$ in (4), all columns of $Z$ are probability vectors, i.e., all entries are nonnegative and sum to one. The edge polytope of $S$ was introduced in [11] and is reproduced below (with slight difference in inclusion of the factor $\frac{1}{2}$ of the generators $z_{ij}$):

**Definition 6** (Edge polytope). Let $S = (U, F)$ be a skeleton graph and $Z$ be the associated incidence matrix. Let $z_j$, for $1 \leq j \leq |F|$, be the columns of $Z$. The edge polytope of $S$, denoted by $\mathcal{X}(S)$, is the finitely generated convex hull:

$$\mathcal{X}(S) := \text{conv}\{z_j \mid j = 1, \ldots, |F|\}.$$
x in its interior. Then, the maximal set of extremal points is the set of extremal generators for $X(S)$. Because $X(S)$ is generated by the columns of $Z$, the set of extremal generators is necessarily a subset of the set of these column vectors. To characterize it further, we let $I_2 \subseteq I_1$ index the edges of $S$ that are not incident to two self-loops. We then have

**Proposition 1.** The set of extremal generators of $X(S)$ is $\{z_i \mid i \in I_0 \cup I_2\}$.

**Proof.** It should be clear from (4) that every $z_i$, for $i \in I_0$, is an extremal point. Next, note that if $f_i$, for $i \in I_1$, is incident to two self-loops, say $f_j$ and $f_k$, then $z_i = \frac{1}{2}(z_j + z_k)$ and, hence, $z_i$ is not extremal. It now remains to show that if $i \in I_2$, then $z_i$ is an extremal point. Suppose not; then, one can write $z_i = \sum_{j \neq i} c_j z_j$, with $c_j \geq 0$. Since $z_i$ only has two non-zero entries and since the $c_j$'s are non-negative, if the support of $z_j$ is not included in the support of $z_i$, then $c_j = 0$. It has two implications: (i) For any $j \in I_1 - \{i\}$, $c_j = 0$; (ii) If $j \in I_0$, then the self-loop $f_j$ has to be incident to $f_i$. Thus, the expression $z_i = \sum_{\ell \neq i} c_\ell z_\ell$ reduces to $z_i = c_j z_j$, where $f_j$ is the self-loop incident to $z_i$ (if it exists), which clearly cannot hold. ■

We conclude this subsection with a known result [11] on the rank of $X(S)$ (or, similarly, a result [16] on the rank of $Z$ introduced in Definition 5), where the rank of $X(S)$ is the dimension of its relative interior:

**Proposition 2.** Let $S = (U, F)$ be a connected, undirected graph on $q$ nodes, possibly with loops. Then,

$$\text{rank } X(S) = \begin{cases} 
q - 1 & \text{if } S \text{ has an odd cycle}, \\
q - 2 & \text{otherwise}.
\end{cases}$$

(6)

### 2.3 Main result

For ease of exposition, we assume from now on that the step-graphons $W$ are such that their corresponding skeleton graphs $S$ are connected. However, all the results below hold for step-graphons $W$ whose skeleton graphs have several connected components by requiring that the conditions exhibited for $S$ hold for each connected component of $S$.

**Theorem 1.** Let $W$ be a step-graphon with $\sigma$ a partition. Let $S$ and $x^*$ be the associated (connected) skeleton graph and concentration vector, respectively. Let $G_n \sim W$ and $\vec{G}_n$ be the directed version of $G_n$. If $S$ has no odd cycle or if $x^* \notin X(S)$, then

$$\lim_{n \to \infty} P(\vec{G}_n \text{ has a Hamiltonian decomposition}) = 0.$$  

(7)
The proof goes by showing that if one of the two conditions holds, then the edge polytope $\mathcal{X}(S)$ contains at most a zero-measure subset of the support of $x^\ast$. In particular, if $S$ does not have an odd cycle, then the codimension of $\mathcal{X}(S)$ in the standard simplex is one (see Proposition 2), and thus the probability that the vector $x^\ast$ belongs to $\mathcal{X}(S)$ is negligible in the asymptotic regime.

The conditions exhibited in Theorem 1 almost completely determine whether $W$ has the $H$-property: we can show that $S$ has an odd cycle and $x^\ast$ is in the interior of $\mathcal{X}(S)$, then

$$\lim_{n \to \infty} \mathbb{P}(\vec{G}_n \text{ has a Hamiltonian decomposition}) = 1.$$ 

The proof of this statement is much more involved than the proof of Theorem 1, and will be presented on another occasion.

It may seem at first that the main result depends on a certain partition $\sigma$, which defines $S$ and $x^\ast$. We state here the following fact:

**Proposition 3.** Let $W$ be a step-graphon. For any two partitions $\sigma$ and $\sigma'$ for $W$, let $x^\ast$, $x'^\ast$ be the corresponding concentration vectors and let $S$, $S'$ be the corresponding skeleton graphs. Then, the following hold:

1. $S$ is connected if and only if $S'$ is connected;
2. $S$ has an odd cycle if and only if $S'$ has an odd-cycle;
3. $x^\ast \in \mathcal{X}(S)$ (resp. $x \in \text{int} \mathcal{X}(S)$) if and only if $x'^\ast \in \mathcal{X}(S')$ (resp. $x'^\ast \in \mathcal{X}(S')$).

The proof of the result is provided in the Appendix.

### 3 Analysis and Proof of Theorem 1

#### 3.1 On the edge polytope of $S$

Let $W$ be a step-graphon with partition sequence $\sigma$ and corresponding skeleton graph $S$ on $q$ nodes. In this subsection, we introduce in Definition 7 the set $\mathcal{A}(S)$ of sparse infinitesimally stochastic matrices whose sparsity pattern is determined by the skeleton graph $S$. We then show that the edge polytope $\mathcal{X}(S)$, defined by (5), is exactly the set of row sums of these matrices. This expression of $\mathcal{X}(S)$ will be required in the proof of Theorem 1.

We start with the following result:

**Lemma 1.** Assume that $\vec{G}_n$ has a Hamiltonian decomposition, denoted by $\vec{H}$, and let $n_{ij}(\vec{H})$ be the number of edges of $\vec{H}$ from a node in $\pi^{-1}(u_i)$ to a node in $\pi^{-1}(u_j)$. Then, for all $u_i \in U$,

$$n_i(G_n) = \sum_{u_j \in N(u_i)} n_{ij}(\vec{H}) = \sum_{u_j \in N(u_i)} n_{ji}(\vec{H}).$$  

(8)
Proof. Each node of $\vec{H}$ has exactly one incoming edge and one outgoing edge. The result then follows from the fact that $\sum_{u_j \in N(u_i)} n_{ij}(\vec{H})$ counts the number of outgoing edges from the nodes of $\pi^{-1}(u_i)$ while $\sum_{u_j \in N(u_i)} n_{ji}(\vec{H})$ counts the number of incoming edges to the nodes of $\pi^{-1}(u_i)$, and the fact that $\vec{H}$ has the same node set as $\vec{G}_n$. ■

Following Lemma 1, we now assign to the skeleton graph $S$ a convex set that will be instrumental in the study of Hamiltonian decompositions of $\vec{G}_n$:

**Definition 7.** To an arbitrary undirected graph $S = (U,F)$ on $q$ nodes, possibly with self-loops, we assign the set $A(S)$ of $q \times q$ nonnegative matrices $A = [a_{ij}]$ that satisfy the following two conditions:

1. if $(u_i,u_j) \notin F$, then $a_{ij} = 0$;
2. $A1 = A^\top 1$, and $1^\top A1 = 1$.

Note that $1^\top A1$ is nothing but the sum of all the entries of $A$. Because every defining condition for $A(S)$ is affine, the set $A(S)$ is a convex set.

Now, to each Hamiltonian decomposition $\vec{H}$ of $\vec{G}_n$, we assign the following $q \times q$ matrix:

$$\rho(\vec{H}) := \frac{1}{n} \left[ n_{ij}(\vec{H}) \right]_{1 \leq i,j \leq q}. \quad (9)$$

The next lemma then follows immediately from Lemma 1:

**Lemma 2.** If $\vec{H}$ is a Hamiltonian decomposition of $\vec{G}_n$, then $\rho(\vec{H}) \in A(S)$ and $\rho(\vec{H})1 = x$, where $x$ is the empirical concentration vector of $G_n$.

The relation $\rho(\vec{H})1 = x$ in the above lemma leads us to investigate the set of the possible row sums of $A \in A(S)$. The main result of this subsection is that this set is equal to $\mathcal{X}(S)$ introduced in [10]:

**Proposition 4.** The following holds:

$$\mathcal{X}(S) = \{ x \in \mathbb{R}^q \mid x = A1 \text{ for some } A \in A(S) \}. \quad (10)$$

**Proof.** We prove the result by using double-inclusion:

1. **Proof that $\mathcal{X}(S) \subseteq A(S)1$.** We show that for each generator $z_j$ of $\mathcal{X}(S)$ as in (4), there exists an $A \in A(S)$ such that $z_j = A1$. If $j \in I_0$, then $f_j$ is a loop on some node $u_i$. Let $A_j := e_i e_i^\top \in A(S)$; then, $A_j1 = z_j$. If $j \in I_1$, then $f_j = (u_k,u_\ell)$ is an edge between two distinct nodes. Let $A_j := \frac{1}{2} (e_k e_\ell^\top + e_\ell e_k^\top) \in A(S)$; then, $A_j1 = z_j$. 
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2. Proof that \( \mathcal{X}(S) \supseteq \mathcal{A}(S)1 \). Let \( A \in \mathcal{A}(S) \), and we show that \( A1 \in \mathcal{X}(S) \). By Definition \ref{def:compatibility}, \( A1 \) belongs to the standard simplex. Thus, it suffices to show that \( A1 \) can be written as a nonnegative combination of the \( z_j \)'s; indeed, if this holds, then it has to be a convex combination of the \( z_j \)'s and, hence, \( A1 \in \mathcal{X}(S) \).

Decompose \( A =: A_0 + A_1 \) where \( A_0 \) (resp. \( A_1 \)) is the diagonal (resp. off-diagonal) part of \( A \). Then, \( A1 = A_01 + A_11 \). We show that both \( A_01 \) and \( A_11 \) can be written as nonnegative combinations of \( z_j \)'s.

For \( A_01 \), note that if the \( ii \)th entry of \( A_0 \) is not 0, then \( u_i \) has a self-loop, say \( f_j \). Thus, we obtain that \( A_01 \) can be expressed as a nonnegative combination of \( z_j \)'s, for \( j \in I_0 \).

For \( A_11 \), we translate the problem into a problem about decompositions of infinitesimally doubly stochastic matrices into Laplacian matrices of cycles. First, since \( A_11 = A_1^\top 1 \), replacing the diagonal entries of \( A_1 \) with the entries of \( -A_11 \) results in an infinitesimally doubly stochastic matrix. We denote it by \( A_1' \) (i.e., \( A_1' := A_1 - \text{Diag}(A_11) \)).

Now, consider the directed version of \( S \), denoted by \( \tilde{S} \). For each directed cycle \( \tilde{C}_k \) of \( \tilde{S} \), other than self-loops, we let \( L_k' \) be the associated Laplacian matrix. It is known that \( A_1' \) can be expressed as a nonnegative combination of these \( L_k' \)\cite{17,prop:1}. Proposition \ref{prop:2} (the statement can be viewed as an infinitesimal version of the Birkhoff Theorem \cite{18} for doubly stochastic matrices). In particular, the diagonal of \( A_1' \) (which is \( -A_11 \)) is a nonnegative combination of the diagonals of \( L_k' \). Hence, it remains to show that the diagonal of each \( L_k' \) can be written as a nonpositive combination of the \( z_j \)'s, for \( j \in I_1 \). Let \( j_1, \ldots, j_m \) be the indices in \( I_1 \) that correspond to the undirected versions of the edges of \( \tilde{C} \). Then, \( -\text{diag}(L_k') = \sum_{\ell=1}^m z_{j\ell} \). This completes the proof. \( \blacksquare \)

3.2 Proof of Theorem \ref{thm:1}

Let \( G_n \sim W \) and \( x \) be the associated empirical concentration vector. We will address subsequently the two conditions (1) \( x^* \notin \mathcal{X}(S) \) and (2) \( S \) having no odd cycle:

Condition (1): \( x^* \notin \mathcal{X}(S) \). Since \( \mathcal{X}(S) \) is closed, if \( x^* \notin \mathcal{X}(S) \), then there is an open neighborhood \( \mathcal{U} \) of \( x^* \) in the standard simplex such that \( \mathcal{U} \cap \mathcal{X}(S) = \emptyset \). On the one hand, by \ref{lem:1}, the probability that \( x \) belongs to \( \mathcal{U} \) tends to 1 as \( n \) goes to infinity. On the other hand, if \( G_n \) admits a Hamiltonian decomposition \( \tilde{H} \), then by Lemma \ref{lem:2}, \( A := \rho(\tilde{H}) \in \mathcal{A}(S) \) and \( x = A1 \in \mathcal{X}(S) \). The above arguments imply that if \( x^* \notin \mathcal{X}(S) \), then \ref{thm:1} holds.

Condition (2): \( S \) has no odd cycle. In this case, by the definition of \( \mathcal{X}(S) \) in \ref{def:x} and Proposition \ref{prop:2}, the co-dimension of \( \mathcal{X}(S) \) is 1 in the standard simplex. We introduce the random variable \( \omega_n := \sqrt{n}(x - x^*) + x^* \). Since \( \mathbb{E}x = x^* \), it is known \cite{19} that \( \omega_n \) converges in law to a Gaussian random variable \( \omega \) with mean \( x^* \) and
covariance $\Sigma := \text{Diag}(x^*) - x^*x^{\top}$. A short calculation yields that $\Sigma 1 = 0$ and that $\Sigma$ has rank $(q - 1)$ (one could see this by, e.g., relating it to a weighted Laplacian matrix of a complete graph). Hence, the support of $\omega$ is the affine hyperplane $Q := \{x^* + v \mid v^\top 1 = 0\}$. Next, let $Q' \subset Q$ be the smallest affine hyperplane containing $\mathcal{X}(S)$, i.e., $Q':=\{\sum_{i=1}^{F} \lambda_i z_i \mid \sum_{i=1}^{F} \lambda_i = 1\}$. Its co-dimension in $Q$ is 1, so $\mathbb{P}(\omega \in Q') = 0$. Since $\omega_n$ converges in law to $\omega$, $\lim_{n \to \infty} \mathbb{P}(\omega_n \in Q') = 0$. We conclude the proof by noting that the event $\omega_n \in Q'$ is necessary for $x \in \mathcal{X}(S)$ and, hence, by Lemma 2, necessary for $G_n$ to have a Hamiltonian decomposition.

4 Numerical Validations

We performed numerical studies to understand how rapidly the asymptotic regime appears as $n$ grows larger. The simulation results can also be understood as a validation of our main theorem and the claims made in the paper. The set-up is the following: we consider the four step-graphons depicted in Fig. 3. For each step-graphon, we sampled sets of $N = 2 \cdot 10^4$ graphs $G_n$ for each $n \in \{10, 20, 50, 100, 250, 500, 1000\}$ and evaluated the proportion of $\vec{G}_n$ that have a Hamiltonian decomposition. Namely, we evaluated

$$P_H := \frac{\#\vec{G}_n \text{ with Hamiltonian decomposition}}{2 \cdot 10^4}.$$ 

Below are the observations from the experiments:

Experiment (a): The step-graphon shown in Fig. 3a has associated concentration vector $x^* = [0.25, 0.25, 0.25, 0.25]$. Its skeleton graph $S$, shown in Fig. 3c does not have an odd cycle, but $x^* \in \mathcal{X}(S)$. We observe in Fig. 4 that the proportion of $\vec{G}_n \sim W$ that contains a Hamiltonian decomposition goes to zero as $n \to \infty$.

Experiment (b): The step-graphon shown in Fig. 3b has associated concentration vector $x^* = [0.6, 0.1, 0.1, 0.2]$. The skeleton graph $S$, shown in Fig. 3d, has an odd cycle. However, $x^* \not\in \mathcal{X}(S)$. We observe in Fig. 4 that the proportion of $\vec{G}_n \sim W$ that contains a Hamiltonian decomposition goes to zero as $n \to \infty$.

Experiment (c): The step-graphon shown in Fig. 3c has associated concentration vector $x^* = [0.25, 0.25, 0.25, 0.25]$. The skeleton graph $S$, shown in Fig. 3d has an odd cycle. One can check that $x^* \in \partial \mathcal{X}(S)$, i.e., the boundary of $\mathcal{X}(S)$. We observe in Fig. 4 that the proportion of $\vec{G}_n \sim W$ that contains a Hamiltonian decomposition does not vanish as $n \to \infty$ nor goes to 1. Note that the class of step-graphons such that $x^* \in \partial \mathcal{X}(S)$ is not generic.

Experiment (d): The step-graphon shown in Fig. 3d has associated concentration vector $x^* = [0.25, 0.25, 0.25, 0.25]$ and an odd cycle. One can check that $x^* \in \text{int} \mathcal{X}(S)$, the interior of $\mathcal{X}(S)$. We observe in Fig. 4 that the proportion of $\vec{G}_n \sim W$ that contain a Hamiltonian decomposition converges to 1 as $n \to \infty$. 


Figure 3: The step-graphon depicted in Fig. 3a has the skeleton graph shown in Fig. 3e; the step-graphons depicted in Figs. 3b, 3c, 3d have the skeleton graph shown in Fig. 3f. The value of $W(s, t)$ is color-coded, with black being 1 and white being 0. The gray value in step-graphon 3d corresponds to 0.2. For each of these step-graphons, we sampled $N = 2 \cdot 10^4$ graphs $G_n$ for various $n$ and evaluated whether $\tilde{G}_n$ have a Hamiltonian decomposition. The results are shown in Fig. 4.
Figure 4: We plot the proportion $P_H$ of $\bar{G}_n$, with $G_n \sim W$, that have a Hamiltonian decomposition, for the four step-graphons depicted in Fig. [3].

5 Conclusions

We have exhibited two necessary conditions for the $H$-property to hold for the class of step-graphons $W$. The starting point of our analysis was the introduction of two novel objects associated with $W$: its concentration vector $x^*$ and its skeleton graph $S$. We have then highlighted a novel connection between the edge polytope of $S$, denoted by $\mathcal{X}(S)$, and the $H$-property for the underlying graphon $W$: it requires that $x^* \in \mathcal{X}(S)$ and $\mathcal{X}(S)$ is of maximal rank. We also validated our results via numerical studies in Sec. [4]. As was claimed after Theorem [1] and shown in Figure [4], the two conditions that $x^*$ belongs to the interior of $\mathcal{X}(S)$ and that $\mathcal{X}(S)$ is of maximal rank are sufficient for a step-graphon $W$ to have the $H$-property.
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Figure 5: The graph $S'$ on the right is obtained from the left $S$ via a one-step refinement. The node $u_4$ in $S$ is split into $u_4$ and $u_5$. Because $g = (u_1, u_4)$ is an edge in $S$, there exist two edges $g' = (u_1, u_4)$ and $h' = (u_1, u_5)$ in $S'$. Because $u_4$ has a self-loop $\ell_4$ in $S$, both $u_4$ and $u_5$ have self-loops in $S'$, denoted by $\ell_4'$ and $\ell_5'$, respectively. In addition, we have the edge $k' = (u_4, u_5)$ in $S'$.

A Analysis and Proof of Proposition 3

We first have some preliminaries about refinements of partitions: given a partition sequence $\sigma$, a refinement $\sigma'$ of $\sigma$, denoted by $\sigma \prec \sigma'$, is any sequence that has $\sigma$ as a proper subsequence. For example, $\sigma' = (0, 1/2, 3/4, 1)$ is a refinement of $\sigma = (0, 1/2, 1)$. Given a step-graphon $W$, if $\sigma$ is a partition for $W$, then so is $\sigma'$. We say that $\sigma'$ is a one-step refinement of $\sigma$ if it is a refinement with $|\sigma'| = |\sigma| + 1$. Any refinement of $\sigma$ can be obtained by iterating one-step refinements. To fix ideas, and without loss of generality, we consider the refinement of $\sigma = (\sigma_0, \ldots, \sigma_q, \sigma_*)$ to $\sigma' = (\sigma_0, \ldots, \sigma_q, \sigma_{q+1}, \sigma_*)$ with $\sigma_q < \sigma_{q+1} < \sigma_*$. If $S = (U, F)$, then $S' = (U', F')$, the skeleton graph of $W$ for $\sigma'$, is given by

$$\begin{align*}
U' &= U \cup \{u_{q+1}\}, \\
F' &= F \cup \{(u_i, u_{q+1}) \mid (u_i, u_q) \in F\} \cup \{(u_{q+1}, u_{q+1}) \mid (u_q, u_q) \in F\}. 
\end{align*}$$

(11)

In essence, the node $u_{q+1}$ is a copy of the node $u_q$. If there is a loop $(u_q, u_q)$ in $F$, then $u_q$ and $u_{q+1}$ are also connected and each has a self-loop. See Fig. 5 for illustration. We say that a one-step refinement splits a node (here, $u_q$).

We now prove Proposition 3

Proof of Proposition 3 Let $\sigma$ and $\sigma'$ be as given in the statement of the proposition. It should be clear that there exists another partition $\sigma''$ which is a refinement of both $\sigma'$ and $\sigma$ and that $\sigma''$ can be obtained via a sequence of one-step refinements starting with either $\sigma'$ or $\sigma$. Thus, combining the arguments at the beginning of the
section, we can assume, without loss of generality, that $\sigma'$ is a one-step refinement of $\sigma$ obtained by splitting the node $u_1 \in U$.

Let $x^*$ and $x'^*$ be the concentration vectors for $\sigma$ and $\sigma'$, $S$ and $S'$ be the corresponding skeleton graphs, and $Z$ and $Z'$ be the corresponding incidence matrices. Note that $Z'$ has one more row than $Z$ due to the addition of the new node $u_{q+1}$; here, we let the last row of $Z'$ correspond to that node. It should be clear that $Z'$ contains $Z$ as a submatrix. For clarity of presentation, we use $f$ (resp. $f'$) to denote edges of $S$ (resp. $S'$). Since the graph $S$ can be realized as a subgraph of $S'$ in a natural way, we will write on occasion $f' \in F$ if $f'$ is an edge of $S$.

We now prove the invariance of each item listed in the statement of Proposition 3 under one-step refinements. The proofs of the first two items are direct consequence of the definition of one-step refinement.

**Proof for item (1).** If $S$ is connected, then from (11) we obtain that there exists a path from any node $u_i \in F$ to the new node $u_{q+1}$, so $S'$ is also connected. Reciprocally, assume that $S$ has at least two connected components. Then, the node $u_{q+1}$ obtained by splitting $u_q$ will only be connected to nodes in the same component as $u_q$ by definition of $F'$.

**Proof for item (2).** If $S$ has an odd cycle, then so does $S'$ by (11). Reciprocally, we assume that $S$ is lacking an odd cycle. We show that $S'$ has no odd cycle. Suppose, to the contrary, that it does. The cycle must then contain the node $u_{q+1}$. Replacing $u_{q+1}$ with $u_q$ yields a closed walk of odd length in $S$. Since a closed walk can be decomposed edge-wise into a union of cycles and since the length of the walk is the sum of the lengths of the constituent cycles, there must exist an odd cycle in $S$, which is a contradiction.

**Proof for item (3) We prove each direction of the statement separately:**

**Part 1:** $x \in \mathcal{X}(S) \Rightarrow x' \in \mathcal{X}(S')$ ($x \in \text{int} \mathcal{X}(S) \Rightarrow x' \in \text{int} \mathcal{X}(S')$). For ease of presentation, we let $z_f$ (resp. $z'_f$) be the edge of $Z$ (resp. $Z'$) corresponding to the element $f \in F$ (resp. $f' \in F'$), and $z_{f,i}$ be the $i$th entry of $z_f$. Because $\mathcal{X}(S)$ is the convex hull of the columns of $Z$, there exist coefficients $c_f \geq 0$, for $f \in F$, such that $x = \sum_{f \in F} c_f z_f$. If, further, $x \in \text{int} \mathcal{X}(S)$, then these coefficients can be chosen to be strictly positive. We will use $c_f$ to construct $c'_f \geq 0$, for $f' \in F'$, such that

$$x' = \sum_{f' \in F'} c'_{f'} z'_{f'} \quad (12)$$

and show that $x' \in \text{int} \mathcal{X}(S')$ if $x \in \text{int} \mathcal{X}(S)$.

To proceed, let $F'_{u_q}$ be the set of edges incident to node $u_q$ in $S$. Similarly, let $F'_{u_q}$ and $F'_{u_{q+1}}$ be the sets of edges incident to $u_q$ and $u_{q+1}$ in $S'$, respectively. The coefficients $c'_f$ are defined as follows:

(a) If $f' \notin F'_{u_q} \cup F'_{u_{q+1}}$, then $f' \in F$. Let $c'_f := c_f$.
(b) If \( f' \in F'_{u_q} \) and \( f' \neq (u_q, u_{q+1}) \), then \( f' \in F \). Let \( c_{f'} := \frac{\alpha_{q+1} - \alpha_q}{\sigma_s - \sigma_q} c_{f'} \).

(c) If \( f' = (u_i, u_{q+1}) \) and \( u_i \neq u_q \), then we pick the \( f \in F \) such that

\[
f = \begin{cases} (u_i, u_q) & \text{if } u_i \neq u_{q+1}, \\ (u_q, u_q) & \text{if } u_i = u_{q+1}. \end{cases}
\]

Let \( c_f' := \frac{\sigma_s - \sigma_{q+1}}{\sigma_s - \sigma_q} c_f \).

(d) If \( f' = (u_q, u_{q+1}) \), then let \( c_f' := 0 \).

With the coefficients as above, we prove entry-wise that (12) holds. First, note that because we obtain \( S' \) by splitting the last node \( u_q \) of \( S \), the \( i \)th entry of \( x' \), for \( 1 \leq i \leq q - 1 \), is equal to \( x_i \), so \( x'_i = x_i = (\sigma_i - \sigma_{i-1}) \). For the \( i \)th entry of the right hand side of (12), we consider two cases:

**Case 1:** \( u_i \) is not incident to \( u_q \) in \( S \). In this case, \( u_i \) is not incident to either \( u_q \) or \( u_{q+1} \) in \( S' \). Consequently, \( F'_{u_i} = F_{u_i} \) and \( z'_{f,i} = z_{f,i} \) for all \( f \in F'_{u_i} \). Furthermore, by item (a), \( c_f' = c_f \) for any \( f \in F'_{u_i} \). Thus, the \( i \)th entry of the right hand side of (12) is given by

\[
\sum_{f' \in F'_{u_i}} c_{f'} z'_{f',i} = \sum_{f \in F_{u_i}} c_f z_{f,i} = x_i = \sigma_i - \sigma_{i-1}.
\]

**Case 2:** \( u_i \) is incident to \( u_q \) in \( S \). In this case, \( u_i \) is incident to both \( u_q \) and \( u_{q+1} \) in \( S' \). Let \( g' := (u_i, u_q) \) and \( h' := (u_i, u_{q+1}) \) be the corresponding edges in \( S' \), see Fig. 5 for an illustration. Then, the \( i \)th entry of the right hand side of (12) is given by

\[
\sum_{f' \in F'_{u_i}} c_{f'} z'_{f',i} = c_{g'} z'_{g',i} + c_{h'} z'_{h',i} + \sum_{f' \in F'_{u_i} - \{g', h'\}} c_{f'} z'_{f',i}. \tag{13}
\]

By items (b) and (c),

\[
c_{g'} = \frac{\alpha_{q+1} - \alpha_q}{\sigma_s - \sigma_q} c_{g'} \quad \text{and} \quad c_{h'} = \frac{\sigma_s - \sigma_{q+1}}{\sigma_s - \sigma_q} c_{h'}.
\]

Also, note that

\[
z'_{g',i} = z'_{h',i} = \frac{1}{2}.
\]

Thus, the sum of the first two terms on the right hand side of (13) is \( c_{g'} z'_{g',i} \). For the last term, note that \( F'_{u_i} - \{g', h'\} = F_{u_i} - \{g'\} \). Also, by item (a) and the fact that \( z'_{f,i} = z_{f,i} \) for any \( f \in F_{u_i} \),

\[
\sum_{f' \in F'_{u_i} - \{g', h'\}} c_{f'} z'_{f',i} = \sum_{f \in F_{u_i} - \{g'\}} c_f z_{f,i}.
\]
Combining the above arguments, we have that the right hand side of (13) is given by
\[ \sum_{f \in F} c_f z_{f,i} = x_i = \sigma_i - \sigma_{i-1}. \]

Next, the qth entry of \( x' = (\sigma_{q+1} - \sigma_q) \) and the qth entry of the right hand side of (12) is
\[ \sum_{f' \in F'} c'_{f'} z'_{f',q} = \frac{\sigma_{q+1} - \sigma_q}{\sigma_* - \sigma_q} \sum_{f \in F} c_f z_{f,q} = \frac{\sigma_{q+1} - \sigma_q}{\sigma_* - \sigma_q} x_q = \sigma_{q+1} - \sigma_q, \]
where the first equality follows from the fact that
\[ F'_{u_q} = F_{u_q} \cup \{(u_q, u_{q+1}) \text{ if } (u_q, u_q) \in F\}, \]
items (b) and (d), and the last equality follows from the fact that \( x_q = \sigma_* - \sigma_q \).

The last (i.e., \((q+1)\)th) entry of \( x' = (\sigma_* - \sigma_{q+1}) \). The last entry of the right hand side of (12) is given by
\[ \sum_{f' \in F'_{u_{q+1}}} c'_{f'} z'_{f',q+1} = \frac{\sigma_* - \sigma_{q+1}}{\sigma_* - \sigma_q} \sum_{f \in F} c_f z_{f,q} = \frac{\sigma_* - \sigma_{q+1}}{\sigma_* - \sigma_q} x_q = \sigma_* - \sigma_{q+1}, \]
where the first equality follows from item (c) above. We have thus shown that Eq. (12) holds. In particular, since \( c'_{f'} \) are nonnegative by construction, Eq. (12) implies that \( x' \in \mathcal{X}(S') \).

It now remains to show that if \( x \in \text{int} \mathcal{X}(S) \), then \( x' \in \text{int} \mathcal{X}(S') \). Assuming \( x \in \text{int} \mathcal{X}(S) \), if \( u_q \) does not have a self-loop in \( S \), then the edge \((u_q, u_{q+1})\) does not exist in \( S' \), so by items (a), (b), and (c), all coefficients \( c'_{f'} \) are positive, which implies that \( x' \in \text{int} \mathcal{X}(S') \).

We now assume that \( u_q \) has a self-loop in \( S \). Then, \( k' := (u_q, u_{q+1}) \) is an edge in \( S' \) (see Fig. 5 for an illustration), and thus \( c'_{k'} = 0 \) per item (d) above. In this case, both \( u_q \) and \( u_{q+1} \) have self-loops in \( S' \). Denote these two self-loops by \( \ell'_q := (u_q, u_q) \) and \( \ell'_{q+1} := (u_{q+1}, u_{q+1}) \). By (4), we have that
\[ z'_{k'} = \frac{1}{2} (z'_{\ell'_q} + z'_{\ell'_{q+1}}). \]
Since \( c'_{\ell'_q} \) and \( c'_{\ell'_{q+1}} \) are positive, there exists an \( \epsilon > 0 \) such that \( \epsilon < c'_{\ell'_q} \) and \( \epsilon < c'_{\ell'_{q+1}} \). It then follows that
\[ c'_{\ell'_q} z'_{\ell'_q} + c'_{\ell'_{q+1}} z'_{\ell'_{q+1}} = 2\epsilon z'_{\ell'_q} + (c'_{\ell'_q} - \epsilon) z'_{\ell'_q} + (c'_{\ell'_{q+1}} - \epsilon) z'_{\ell'_{q+1}}. \]
(14)
Plugging in (12) the relation (14) shows that \( x' \) can be written as a convex combination of the \( z'_{f'} \), for \( f' \in F' \), with all positive coefficients, and thus \( x' \in \text{int} \mathcal{X}(S') \).
Part 2: \( x' \in \mathcal{X}(S') \Rightarrow x \in \mathcal{X}(S) \) (\( x' \in \text{int} \mathcal{X}(S') \Rightarrow x \in \text{int} \mathcal{X}(S) \)). Because \( x' \in \mathcal{X}(S') \) (resp. \( x' \in \text{int} \mathcal{X}(S') \)), we can write \( x' = \sum_{f' \in F'} c'_{f'} z'_{f'} \), with \( c'_{f'} \geq 0 \) (resp. \( c'_{f'} > 0 \)), for all \( f' \in F' \). We will use \( c'_{f'} \) to construct \( c_f \), for \( f \in F \), so that

\[
x = \sum_{f \in F} c_f z_f.
\]  

To this end, we define \( c_f \) as follows:

(e) If \( f \) is not incident to \( u_q \) in \( S \), then let \( c_f := c'_{f} \).

(f) If \( f = (u_i, u_q) \) and \( u_i \neq u_q \), then \( g' := (u_i, u_q) \) and \( h' := (u_i, u_{q+1}) \) are edges in \( S' \), and let \( c_f := c'_{g'} + c'_{h'} \).

(g) If \( f = (u_q, u_q) \), then \( k' := (u_q, u_{q+1}) \), \( \ell' := (u_q, u_q) \), and \( \ell'_{q+1} := (u_{q+1}, u_{q+1}) \) are edges in \( S' \), and let \( c_f := c'_{k'} + c'_{\ell'} + c'_{\ell'_{q+1}} \).

Note that all the coefficients \( c_f \), for \( f \in F \), defined above are nonnegative. Further, if all the \( c'_{f} \), are positive, i.e., \( x' \in \text{int} \mathcal{X}(S') \), then the \( c_f \) are positive as well, which implies \( x \in \text{int} \mathcal{X}(S) \) provided that (15) holds.

We now show that the coefficients given above are such that (15) indeed holds. We do so by checking that (15) holds for each entry.

For the \( i \)th entry, with \( 1 \leq i < q \), the left hand side of (15) is \( x_i = (\sigma_i - \sigma_{i-1}) \).

For the right-hand side, if \((u_i, u_q)\) is an edge in \( S \), then \( g' \) and \( h' \), as defined item (f), are two edges in \( S' \) and, consequently, \( F'_{u_i} = F_{u_i} \cup \{h'\} \). Note that \( z_{f,i} = z'_{f,i} \) for all \( f \in F_{u_i} \), and

\[
z_{g',i} = z'_{g',i} = z'_{h',i} = \frac{1}{2}.
\]

Thus, by items (e) and (f), we have that

\[
\sum_{f \in F} c_f z_{f,i} = c_{g'} z_{g',i} + \sum_{f \in F_{u_i} \setminus \{g'\}} c_f z_{f,i} = c'_{g'} z'_{g',i} + c'_{h'} z'_{h',i} + \sum_{f' \in F'_{u_i} \setminus \{g',h'\}} c'_{f'} z'_{f',i} = \sum_{f' \in F'_{u_i}} c'_{f'} z'_{f',i} = x'_i = (\sigma_i - \sigma_{i-1}).
\]

Finally, for the last entry, i.e., the \( q \)th entry, the left hand side of (15) is \( x_q = \sigma_q - \sigma_q \). For the right hand side of (15), we let \( \ell_q := (u_q, u_q) \) be the loop on \( u_q \) (if it exists in \( S \)) and thus have that

\[
\sum_{f \in F_{u_q}} c_f z_{f,q} = c_{\ell_q} z_{\ell_q,q} + \sum_{f \in F_{u_q} \setminus \{\ell_q\}} c_f z_{f,q}.
\]  
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Let $k'$, $\ell'_q$, and $\ell'_{q+1}$ be the three edges in $S'$ as defined in item (g). Note that
\[ z_{\ell'_q,q} = z'_{\ell'_q,q} = z'_{\ell'_{q+1},q+1} = 2z_{k',q} = 2z_{k',q+1} = 1. \]

For the first term of (16), using item (g) and the above relations, we obtain
\[ c_{\ell'_q} z_{\ell'_q,q} = c'_{\ell'_q} z'_{\ell'_q,q} + c'_{\ell'_{q+1}} z'_{\ell'_{q+1},q+1} + c_{k'} z_{k',q} + c_{k'} z_{k',q+1}. \]  
(17)

For each addend in the second term of (16), the edge $g = (u_i, u_q)$ in $S$, for some $u_i \neq u_q$, has two corresponding edges in $S'$, namely $g' = (u_i, u_q)$ and $h' = (u_i, u_{q+1})$. Note that
\[ z_{g,q} = z'_{g',q} = z'_{h',q+1} = \frac{1}{2}. \]

Then, by item (f),
\[ c_{g} z_{g,q} = c'_{g'} z'_{g',q} + c'_{h'} z'_{h',q+1}. \]  
(18)

Combining (17) and (18), we obtain that
\[ \sum_{f \in F_{u_q}} c_{f} z_{f,1} = \sum_{f' \in F'_{u_q}} c'_{f'} z'_{f',q} + \sum_{f' \in F'_{u_{q+1}}} c'_{f'} z'_{f',q+1} \]
\[ = x'_q + x'_{q+1} = (\sigma_{q+1} - \sigma_q) + (\sigma_* - \sigma_{q+1}) = \sigma_* - \sigma_q. \]

This concludes the proof. \[ \blacksquare \]