Multidimensional Assessment of Lake Water Ecosystem Services Using Remote Sensing
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Abstract: Freshwater is becoming scarce worldwide with the rapidly growing population, developing industries, burgeoning agriculture, and increasing consumption. Assessment of ecosystem services has been regarded as a promising way to reconcile the increasing demand and depleting natural resources. In this paper, we proposed a multidimensional assessment framework for evaluating water provisioning ecosystem services by integrating multi-source remote sensing products. We applied the multidimensional framework to assess lake water ecosystem services in the state of Minnesota, US. We found that: (1) the water provisioning ecosystem services degraded during 1998–2018 from three assessment perspectives; (2) the output, efficiency, and trend indices have stable distribution and various spatial clustering patterns from 1998 to 2018; (3) high-level efficiency depends on high-level output, and low-level output relates to low-level efficiency; (4) Western Minnesota, including Northwest, West Central, and Southwest, degraded more severely than other zones in water provisioning services; (5) human activities impact water provisioning services in Minnesota more than climate changes. These findings can benefit policymakers by identifying the priorities for better protection, conservation, and restoration of lake ecosystems. Our multidimensional assessment framework can be adapted to evaluate ecosystem services in other regions.
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1. Introduction

Ecosystem services are defined as the many benefits humans obtain from ecosystems. These include provisioning services such as food and water; regulating services such as flood and disease control; supporting services such as biodiversity maintenance and habitat preservation; cultural services such as entertainment and landscape aesthetics [1]. The concept of ‘ecosystem services assessment’ has been regarded as a promising way to describe the situation of ecosystem services [2], scale natural resources storage [1,3–5], manage ecological properties [6,7], support natural resources-related policymaking [8–10], including freshwater [11–13]. As one of the primary provisioning services, water provisioning has become a focus because of its economic and social importance and the increasing scarcity.

Freshwater is becoming scarce worldwide with the rapidly growing population, developing industries, burgeoning agriculture, and increasing consumption [14–18]. Climate change and the growing demand for freshwater to support industrial and agricultural development have worsened the situation, and the population suffering from water scarcity has been increasing during the past decades [19,20]. Some quantitative indicators mapping the capacity of nature to provide water for human beings were created in quantitative assessment of water provisioning ecosystem services, such as the freshwater provisioning index for humans [21], and the water security index [22]. Freshwater scarcity not only...
impedes economic development and triggers food crises, but also threatens human health since it is directly associated with food quality, energy, and environmental security. To cope with the population explosion and the resulting water shortage, a large variety of ecosystem services related to water resource management have been addressed by assessments [23–25]. Economic methods have been flourishing since they were adopted by Costanza [13,26–30], which focus on the economic benefits of ecosystem services and scale it with monetary value. Energy-based methods emerged to mitigate the inaccuracy caused by converting the ecosystem contribution to currency because economic market mechanisms do not always ensure the conservation of ecosystem services [31,32]. Investigators attempted to regard ecosystem services as a counterpart of energy flows, such as solar energy [33,34]. We adopted the material-based method, which is based on the theory that humans consume ecosystem services via natural resource materials from the ecosystem, such as food, water, wood, oxygen, clean air [2,35,36]. We believe that the process of transferring ecosystem services to humans benefits through some specific carriers. For example, the cropland ecosystems provide food provisioning services, while humans can only obtain and consume this service via obtaining food such as corn and potatoes. Therefore, the weight of the food generated in the cropland ecosystem, which could be measured directly, reflects the amount of food provisioning services [5]. Similarly, human beings enjoy water provisioning services provided by natural hydrological systems via accessible water. Therefore, water storage in nature can be used to scale water provisioning services.

The capability of remote sensing to perform synoptic, spatially continuous, and frequent observations resulting in large data volumes and multiple datasets at varying spatial and temporal resolutions contributed to spatially explicit ecosystem services assessment [2,37–40]. Compared with the traditional ecosystem services research based on statistical data, remote sensing data can map the spatial distribution of natural resources, mitigating the limitations resulting from administrative boundaries [41–43]. However, sound scientific information is critical for making effective environmental policies [44]. Scientific results should have a scalable maturity that makes them available to the decision-making process. This scalability should correspond to the aggregated level of political units that transforms scientific findings into practical applications. In this paper, we aggregated the assessment results derived from remote sensing data at the county level. We proposed a quantitative approach that reflects the natural situation and provides a promising mechanism for linking scientific information to decision-making via demographic, landscape, and economic statistics based on administrative divisions.

Some of the limitations of existing research can be summarized as follows: (1) While the ecosystem services assessment has made significant progress in recent decades, existing methods largely focus on estimating the total output from ecosystems [45–48], which cannot reflect the ecosystems in full-spectrum; they cannot distinguish the ecosystems with the same assessment results but in various sizes. For example, it is unreasonable to equate a lake covering an area of a hundred hectares to another lake covering twenty hectares just because they have the same water provisioning output. They also put the same assessment results on the ecosystems with an opposite trend. For instance, a progressive ecosystem whose assessment result has risen to a certain threshold should be distinguished from a deteriorating ecosystem whose result has fallen to this threshold. (2) In terms of temporal scale, few studies followed a long continuous timeline (over 20 years). Most existing research is limited to a short time period [2,49–53]. (3) From a spatial perspective, most existing studies mapped the spatial distribution of ecosystem services; few studies explored the spatial characteristics and changes over time [54–58]. (4) Even though numerous research targets ecosystem services, quantitative relationships between influencing factors and ecosystem services have not been revealed precisely [59]. (5) Although the potential of remote sensing application in ecosystem services assessment has been explored gradually, the remote sensing-based results are not available at the decision-making level because these results are based on natural boundaries rather than county boundaries [49,60–62].
which is challenging to apply in policymaking, measures taken, and practical management. All of the requirements mentioned above call for systematic quantification studies.

Compared with previous studies, the highlights of this paper are as follows: (1) We expanded the water provisioning ecosystem services assessment from an ‘output’ perspective to an ‘output-efficiency-trend’ multidimensional framework [5], assessing ecosystem services from outputs, efficiency, and trend simultaneously (see Figure 1). Thus, some neglected information in traditional single perspective assessment can be revealed. (2) We analyzed 21 years of water provisioning ecosystem services in the study area, characterizing the changes over a long time period. (3) We revealed the spatial distribution characteristics via exploratory spatial analysis methods, identified and classified the degradation zones, and put forward the priorities in lake ecosystem management. (4) We constructed a model to explore the quantitative relationships between the main influencing factors and the multidimensional assessment results. (5) We analyzed the water provisioning services derived from remote sensing data at the county level, making it available to policymakers and natural resource managers as a reference in practical works.

Figure 1. The flowchart of this study.

2. Materials and Methods
2.1. Study Area

The state of Minnesota is known for its abundance of surface water bodies, known as the “Land of 10,000 Lakes” [63]. According to the statistics provided by the Minnesota Department of Natural Resources, there are 11,842 lakes over 4.0 ha in size [64]. Due to the limited availability of lake bathymetric data, this study focused on 1290 lakes in 70 counties in Minnesota (Figure 2). The lake areas range from 0.04 ha to 52,426.39 ha, with a total surface water area of 441,363.64 ha (2018). We adopted the regional definition proposed by the Minnesota Department of Agriculture [65], which divides Minnesota into nine regions: Northwest, North Central, Northeast, West Central, Central, East Central, Southwest, South Central, and Southeast (see Figure 2).
nine regions: Northwest, North Central, Northeast, West Central, Central, East Central, Southwest, South Central, and Southeast (see Figure 2).

Figure 2. Our study area with lake bathymetric data in the state of Minnesota.

2.2. Geospatial and Statistical Datasets

The datasets we used in this study include lake bathymetric data, remote sensing products, and demographic and economic data (see Table 1). More details about each dataset are described below. We derived the influencing factors from remote sensing images at the pixel scale and then aggregated them to the county-level statistics.

Table 1. Multi-source remote sensing datasets used in this study.

| Remote Sensing Dataset                                      | Resolution | Application                                           |
|-------------------------------------------------------------|------------|-------------------------------------------------------|
| Lake Bathymetric Digital Elevation Model (DEM)              | 5 m        | Extracting lake elevation                             |
| European Commission’s Joint Research Centre (JRC) Global Surface Water (GSW) | 30 m       | Extracting lake surface area                          |
| Penman–Monteith–Leuning Evapotranspiration V2 (PML_V2)     | 500 m      | Extracting evapotranspiration                         |
| Daily Surface Weather and Climatological Summaries (Daymet V3) | 1 km       | Extracting precipitation                              |
| Terra Land Surface Temperature and Emissivity               | 1 km       | Extracting annual temperature and temperature difference between day and night |
| The USGS National Land Cover Database (NLCD)                | 30 m       | Extracting land cover information                     |
2.2.1. Lake Bathymetric Data

Lake bathymetric data were acquired from the Minnesota Geospatial Information Office [66], which contains lake bathymetric contours, lake bathymetric digital elevation model (DEM), and lake bathymetric outline. The lake bathymetric DEM has a 5 m spatial resolution with one attribute representing lake depth in (negative) feet, covering approximately 1900 lakes. An example of the lake bathymetric DEM is shown in Figure 3.

![Lake Bathymetric DEM](image)

**Figure 3.** An example of the lake bathymetric DEM of Turtle Lake in the state of Minnesota.

2.2.2. Remote Sensing Data

We used various remote sensing products (see Table 1) to quantify lake water dynamics and explore influencing factors. All of these remote sensing products [67] and the main data processing are completed on the Google Earth Engine platform. Google Earth Engine is a remote sensing archive with petabytes of data in one location, as well as a cloud-based geospatial processing platform for large-scale data analysis. It is unique in the field as an integrated platform due to the following advantages: (1) The public data catalog has vast amounts of publicly available data including imagery, geophysical, climate and weather, demographic, and vector data. (2) Unprecedented speed resulted from the distributed, cloud-based computing power which reduces processing times by orders of magnitude. (3) The application program interface (code editor) empowers traditional remote sensing scientists, and the graphical user interface (explorer) provides a friendly way to begin exploring and analyzing data for a much wider audience that lacks the technical capacity [67].

The European Commission’s Joint Research Centre (JRC) Global Surface Water (GSW) was derived from three million Landsat satellite images (i.e., Landsat 5/7/8), recording the months and years when water was present, where occurrence changed and what form changes took in terms of seasonality and persistence at a 30 m resolution from 1984 to 2019 [68]. Each pixel was individually classified as water/non-water. We derived multi-temporal water surface areas based on the JRC GSW images. Figure 4 shows examples of lake water areas extracted from Landsat images for the year 1998, 2003, 2008, and 2018, respectively. Each background image shown in Figure 4 is a false-color composite.
Each pixel was individually classified as water/non-water. We derived multi-temporal water surface areas based on the JRC GSW images. Figure 4 shows examples of lake water areas extracted from Landsat images for the year 1998, 2003, 2008, and 2018, respectively. Each background image shown in Figure 4 is a false-color composite.

Figure 4. Multi-temporal water areas of Lake Louisa derived from the JRC Global Surface Water (GSW) dataset.

The Penman–Monteith–Leuning Evapotranspiration V2 (PML_V2) products include evapotranspiration (ET) and gross primary product (GPP) at a 500 m spatial resolution with an 8 day temporal frequency from 2002 to 2017. Each PML_V2 imagery consists of five bands, including the gross primary product (GPP), vegetation transpiration (Ec), soil evaporation (Es), interception from vegetation canopy (Ei), waterbody, snow, and ice evaporation (ET_water). We derived the waterbody evaporation, a vital influencing factor, from the ET_water band in this study.

The Daily Surface Weather and Climatological Summaries (Daymet V3) dataset provides gridded estimates of daily weather parameters for the United States. It was derived from selected meteorological station data and various supporting data sources during 1980–2020. Each Daymet V3 imagery has seven bands with a 1 km spatial resolution, including the duration of the daylight period (day1), daily total precipitation (prcp), incident shortwave radiation flux density (srad), Snow water equivalent (swe), Daily maximum 2 m air temperature (tmax), daily minimum 2 m air temperature (tmin), daily average partial pressure of water vapor (vp). As one of the influencing factors of water provisioning ecosystem services, the annual precipitation was derived from the 'prcp' band.

The Terra Land Surface Temperature and Emissivity dataset from the United States Geological Survey (USGS) Earth Resources Observation and Science (EROS) Center includes an average 8 day land surface temperature (LST) in a 1 × 1 km² grid with 12 bands since 2000. We used the ‘day land surface temperature’ band to extract the average daily temperature in 2018 for influencing factor analysis.
The National Land Cover Database (NLCD) is a 30 m Landsat-based land cover database. The ‘landcover’ band, which classified land use into 20 categories, was used to calculate the vegetation coverage rate and the artificial land coverage rate. We identified developed areas (open space, low intensity, medium intensity, and high intensity) as artificial land, forest, grassland, and shrub areas as vegetation coverage land.

2.2.3. Demographic and Economic Data

As indicators that directly reflect the intensity of human activities, population, and gross domestic product (GDP) statistics at the county level were obtained from the United States Department of Commerce database [69]. Figure 5 shows that the population and GDP in Minnesota have been rising steadily since 1998. It was reported that 4,726,411 people lived in Minnesota in 1998, and 20 years later in 2018, the total population increased to 5,608,762, with an annual growth rate of 0.86% (1998–2018). With these new numbers, Minnesota became the 21st most populous state in the US [70,71]. The economy of Minnesota produced USD 166.87 billion of gross domestic product in 1998, and it increased to USD 337.22 billion in 2018 [72,73], with an annual growth rate of 5.44% (1998–2018) [74].

Figure 5. The trend of population and gross domestic product (GDP) growth in the state of Minnesota.

2.3. Water Storage Estimation Method

Lakes are one of the most important natural ecosystems, being highly valued for a wide range of ecosystem services. According to the ecosystem services classification proposed by the Millennium Ecosystem Assessment (MA), a lake ecosystem provides provisioning services, regulating services, cultural services, and supporting services (Figure 6). We focused on the water provisioning ecosystem services of lakes in this study, and water storage is an essential assessment component.
Figure 6. Lake ecosystem services defined by the Millennium Ecosystem Assessment, including provisioning, regulating, supporting, and cultural services.

Wu et al. [75] proposed a new approach for estimating the above-water volume of wetland depressions in the Prairie Pothole Region (PPR) using a contour-tree method with DEMs derived from light detection and ranging (LiDAR) data. The above-water volume \( V_{AW} \) of each depression was calculated based on a statistical analysis of the LiDAR DEM cells enclosed by the depression boundary contour:

\[
V_{AW} = (Z \times C - S) \times R^2
\]

(1)

where \( Z \) is the elevation of the depression boundary contour; \( C \) is the number of cells enclosed by the depression boundary contour; \( S \) is the summation of elevation values of all cells enclosed by the contour; \( R \) is the spatial resolution of the LiDAR DEM.

We adopted the same method to calculate lake water storage based on the bathymetric data cells with a 5 m spatial resolution. As shown in Figure 7, the lake water was divided into cuboids based on pixels of DEM, and the above-water volume was calculated by the summation of the volumes of these cuboids. The total lake water storage can be calculated as follows:

\[
V_{lk} = \sum_{i=1}^{m} (EC_i \times N_i - S_i) \times R^2
\]

(2)

where \( V_{lk} \) is the total lake water storage; \( m \) is the number of lakes, which is equal to 1290 in this study; \( EC_i \) is the contour elevation of lake \( i \); \( N_i \) is the number of cells enclosed by the contour of lake \( i \); \( S_i \) is the summation of bathymetric elevation values enclosed by the contour of lake \( i \); \( R^2 \) is the pixel area of bathymetry cells, which is equal to 25 m\(^2\) in this paper.
2.4. A Multidimensional Assessment Framework

The multidimensional ecosystem services assessment framework we proposed in 2020 [5] explores ecosystem services from multiple perspectives. It focuses on the service output from the natural ecosystems and analyzes the service efficiency and trend simultaneously. It considers the output per unit area among different ecosystems and the changes over time in one ecosystem, which have been largely ignored in the traditional assessment methods.

Ecosystem services are assessed in three dimensions in this framework, including output (P), efficiency (Q), and trend (D). The output is defined as the total amount of ecosystem services provided by natural ecosystems, and it is the total water storage in this research. The ecosystem service efficiency is defined as the proportion of ecosystem services generated per unit area of ecosystem, which is lake surface area in this paper. The trend index indicates the change in ecosystem efficiency, defined as a vector whose direction and magnitude represent the direction and rate of change, respectively. We used the total water storage as the water provisioning output index, the water storage divided by the lake area as the efficiency index, and the water provisioning annual change vector as the trend index in this paper.

We constructed a multidimensional assessment framework based on three axes, output (P axis), efficiency (Q axis), and trend (D axis). We defined eight assessment spaces with various properties in the multidimensional assessment framework. Every object has a unique ecosystem services assessment cuboid, which means how many assessment space properties the object shows in the proposed framework. In Figure 8a, objects ‘a’ and ‘d’ are in Space 5, ‘b’ is in Space 3, and ‘c’ is in Space 2. Apparently, ‘a’ and ‘d’ share the properties of Space 5, and ‘b’ and ‘c’ share the properties of Space 3 and Space 2, respectively. However, cuboid ‘a’ is much larger than cuboid ‘d’, indicating that ‘a’ has more significant Space 5 properties.
A z-score describes the position of a raw score in terms of its distance from the mean, which is measured in standard deviation units. The z-score is positive if the value is above the mean, and negative if it is below the mean. It allows the comparison of scores on different kinds of variables by standardizing the distribution. A z-score can be calculated by the following formula:

\[ x^* = \frac{x - \bar{x}}{\sigma} \]  

(3)

where \( x^* \) is the z-score, \( \bar{x} \) is the mean of the raw scores, \( \sigma \) is the standard deviation of the raw scores. Observations are converted to a standard normal distribution via the z-score standardization. The mean of the standardized data is 0, and the standard deviation is 1. At the same time, the position of every object in all observations is revealed. For example, where a z-score is equal to 2, the observation is larger than 97.7% of the overall data. Conversely, when a z-score is equal to \(-2\), the observation is smaller than 97.7% of the overall data (Figure 8b). We defined P-score, Q-score, and D-score (Table 2) according to the statistical significance of z-scores to express the regional relative level of ecosystem services in each county.
Table 2. Formulas of assessment indices.

| Index | Formula | Introduction |
|-------|---------|-------------|
| P     | \( P_{ij} = \frac{P'_{ij} - P'_{j}}{\sigma_{P'_{j}}} \) | \( P_{ij} \) is the P-score of the county \( i \) in the year \( j \), \( P'_{ij} \) is the lake water storage of the county \( i \) in the year \( j \), \( P'_{j} \) is the average lake water storage of the state in year \( j \), \( \sigma_{P'_{j}} \) is the standard deviation of all counties in year \( j \). |
| Q     | \( Q_{ij} = \frac{Q'_{ij} - Q'_{j}}{\sigma_{Q'_{j}}} \) | \( Q_{ij} \) is the Q-score of ecosystem service efficiency of the county \( i \) in the year \( j \), \( Q'_{ij} \) is the water storage of unit lake area in the county \( i \) in the year \( j \), \( Q'_{j} \) is the average water storage of unit lake area in the state in year \( j \), \( \sigma_{Q'_{j}} \) is the standard deviation of all counties in year \( j \). |
| D     | \( D_{ij} = \frac{\Delta D'_{ij} - \Delta D'_{j}}{\sigma_{\Delta D'_{j}}} \) \( \Delta D'_{ij} = Q_{ij} - Q_{ij(j-1)} \) | \( D_{ij} \) is the D-score of the county \( i \) in the year \( j \), \( \Delta D'_{ij} \) is the annual efficiency change in the county \( i \) in year \( j \), \( \Delta D'_{j} \) is the average of annual efficiency change in the entire state in year \( j \), \( \sigma_{\Delta D'_{j}} \) is the annual efficiency change standard deviation of all counties in year \( j \). |

The multidimensional assessment scores (i.e., P, Q, and D) follow a standard normal distribution. In other words, about 68% of the scores fall within one standard deviation away from the mean; about 95% of the scores fall within two standard deviations; about 99.7% of the scores fall within three standard deviations (see Figure 8b). We identified scores with absolute values greater than three as extreme objects. We then converted the multidimensional assessment results to ‘Q-D,’ ‘P-D,’ ‘P-Q’ distributions by slicing the multidimensional assessment framework on the P, Q, D plane, respectively (Figure 8c). Bidimensional projections make the relationship between scores and extreme objects easier to be identified. The properties of each assessment space are shown in Table 3.

Table 3. Multidimensional assessment spaces and their properties.

| Space | P | Q | D | Properties | Description |
|-------|---|---|---|-----------|-------------|
| 1     | + | + | + | The total output, efficiency, and trend index are above average. | Progression |
| 2     | + | + | − | The total output and efficiency are above average, but the trend index is below average. | Degradation |
| 3     | + | − | + | Although the efficiency is below average, it has been raised. The above-average output depends on the larger ecosystem area. | Progression |
| 4     | + | − | − | The efficiency is below average, and it has degraded. The above-average output depends on the ecosystem scales. | Degradation |
| 5     | − | + | + | The output is below average, indicating that the ecosystem scale should be expanded. | Progression |
| 6     | − | + | − | Both the output and the trend index are below average, but it has high efficiency. | Degradation |
| 7     | − | − | + | The output and efficiency are below average, but it has an above-average trend index. | Progression |
| 8     | − | − | − | All three indices are below average. It has a lower output and efficiency. Simultaneously and unfortunately, it has degraded. | Degradation |

2.5. Exploratory Spatial Data Analysis

Much of the groundwork in spatial statistics is concerned with the description and exploration of spatial datasets [76]. The generic term for such methods in the context of spatial analysis is exploratory spatial data analysis (ESDA). In practical applications, ESDA emphasizes the natural distribution of spatial data, focusing on the correlation of events, inheriting the quantitative geographic analysis methods, and exploring the spatial patterns of data [77].

Spatial clustering is the grouping of spatial datasets, with maximized intra-group similarities and the differences among groups, which is an efficacious method for spatial
distribution identification and outlier detection. Some traditional methods such as Moran’s I analysis, hotspot analysis, and grouping analysis are used frequently in spatial clustering analysis. We used hotspot analysis, supported by the Getis–Ord $G^*$ statistic, to identify statistically significant clusters of high values (hot spots) and low values (cold spots) in this study. $G^*$ is positive for a ‘hot spot’ and negative for a ‘cold spot’. The Getis–Ord $G^*$ statistic with $n$ observations $(x_1, x_2, \ldots, x_n)$ can be calculated using the following formula:

$$G^* = \frac{\sum_{j=1}^{n} w_{ij} x_j - \bar{x} \sum_{j=1}^{n} w_{ij}}{\sqrt{\frac{\sum_{j=1}^{n} x_{j}^2}{n} - \frac{1}{n} \left(\frac{\sum_{j=1}^{n} w_{ij}}{n} \left(\sum_{j=1}^{n} w_{ij}\right)^2\right)}}$$

(4)

where $\bar{x}$ is the mean of the observations $(x_1, x_2, \ldots, x_n)$, $w_{ij}$ is the spatial weight between $x_i$ and $x_j$, $i, j = 1, 2, \ldots, n$.

The $z$-scores and $p$-values derived from the hotspot analysis are measures of statistical significance indicating whether or not to reject the null hypothesis that the values analyzed have a random spatial distribution. In effect, they indicate whether the observed spatial clustering of high or low values is more pronounced than one would expect in a random distribution of the same values. The critical $p$-values and $z$-scores are shown in Table 4.

| $z$-Score (Standard Deviation) | $p$-Value (Probability) | Confidence Level |
|--------------------------------|-------------------------|------------------|
| $z < -1.65$ or $z > +1.65$    | $p < 0.1$               | 90%              |
| $z < -1.95$ or $z > +1.95$    | $p < 0.05$              | 95%              |
| $z < -2.58$ or $z > +2.58$    | $p < 0.01$              | 99%              |

Table 4. Critical $p$-value and $z$-score with various confidence levels.

We analyzed P-scores, Q-scores, and D-scores using exploratory spatial data analysis methods to describe the spatial distribution of ecosystem services output, efficiency, and development trend, respectively.

2.6. Principal Components Regression

Principal components regression (PCR) is a technique for analyzing multiple regression data that suffer from multicollinearity. When multicollinearity occurs, least squares estimates are unbiased, but their variances are large so they may be far from the true value. The theory of PCR is to eliminate multicollinearity of original variables using principal component analysis. The principal component variables are used as independent variables in the regression model, and then they are substituted with the original variables according to the score coefficient matrix to the regression model obtained. The principal components regression model with $n$ sets of observations and $k$ original variables $X_{k \times n}$ can be outlined as follows:

$$X_{k \times n} = \begin{bmatrix} x_{11} & \cdots & x_{1n} \\ \vdots & \ddots & \vdots \\ x_{k1} & \cdots & x_{kn} \end{bmatrix}$$

(5)

First, complete a principal components analysis of the $X$ matrix and save the principal components in $Z$. We then transform the original variables to their principal components as:

$$X'X = PD'P = ZZ'$$

(6)

where $D$ is a diagonal matrix of the eigenvalues of $X'X$, $P$ is the eigenvector matrix of $X'X$, and $Z$ is a data matrix made up of the principal components. $P$ is orthogonal so that $P'P = I$.

Second, fit the regression of $Y$ on $Z$ obtaining least squares estimates of $A$.

$$\hat{A} = (Z'Z)^{-1}Z'Y = D^{-1}Z'Y$$

(7)
Third, set the last element of $A$ equal to zero and transform back to the original coefficients using $B = PA$. The two sets of regression coefficients, $A$ for principal components and $B$ for original variables, are related using the formulas

$$A = P'B$$  \hspace{1cm} (8)$$
$$B = PA$$  \hspace{1cm} (9)

Last, the F test is adopted to test the statistical significance of the principal component regression model in this study.

2.7. Mann–Kendall Test and Sen’s Slope Estimator

The Mann–Kendall test is used to determine whether a time series has a monotonic upward or downward trend. It does not require that the data be normally distributed or linear. It does require that there is no autocorrelation. The null hypothesis for this test is that there is no monotonic trend in the series. The alternate hypothesis is that a trend exists. This trend can be positive, negative, or non-null. The Mann–Kendall test with $n$ sets of a time series can be expressed as follows:

$$S = \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \text{sign}(x_j - x_i)$$  \hspace{1cm} (10)

If $S > 0$, the later observations in the time series tend to be larger than those that appear earlier in the time series, and vice versa. It has been documented that when $n \geq 8$, the statistic $S$ is approximately distributed with the mean $E(S) = 0$. The variance statistic is given as:

$$\text{Var}(S) = \frac{n(n-1)(2n+5) - \sum_{i=1}^{m} t_i(i-1)(2i+5)}{18}$$  \hspace{1cm} (11)

where $t_i$ is the number of ties up to sample $i$, the Mann–Kendall test statistics $Z_c$ is defined as follows:

$$Z_c = \begin{cases} 
\frac{S-1}{\sqrt{\text{Var}(S)}}, & S > 0 \\
0, & S = 0 \\
\frac{S+1}{\sqrt{\text{Var}(S)}}, & S < 0 
\end{cases}$$  \hspace{1cm} (12)

$Z_c$ follows a standard normal distribution here. When $Z_c > 0$, the original time series signifies an upward trend, and vice versa. Suppose we want to test the null hypothesis $H_0$: There is no monotonic trend in a time series, versus the alternative hypothesis $H_1$: There is a statistically significant downward or upward trend. Given a confidence level $\alpha$, $H_0$ would be rejected if $|Z_c| > Z(1 - \alpha/2)$, which means the time series would be supposed to experience a statistically significant trend, where $Z(1 - \alpha/2)$ is the corresponding value of $p = \alpha/2$ following the standard normal distribution. On the contrary, $H_1$ would be rejected if $|Z_c| < Z(1 - \alpha/2)$, which means there is no monotonic trend in the time series.

In addition, the magnitude of a time series trend can be evaluated by a simple non-parametric procedure developed by Sen. The trend is calculated by:

$$\beta = \text{Median} \left( \frac{x_j - x_i}{j-i}, j > i \right)$$  \hspace{1cm} (13)

where $\beta$ is Sen’s slope estimate. $\beta > 0$ indicates an upward trend in a time series, $\beta < 0$ signifies a downward trend.
3. Results
3.1. Spatio-Temporal Development of Water Provisioning
3.1.1. Temporal Analysis Results

The total water storage showed a fluctuating curve, with the total volume dropped from 26.95 billion cubic meters in 1998 to 20.95 billion cubic meters in 2018. The fluctuations strengthened year by year, indicating the stability of water storage gradually decreased. Figure 9 shows that the total lake surface area and the total lake water storage have similar development curves.

![Figure 9. The temporal trend of total lake water storage and lake surface area in Minnesota (1998–2018).](image)

According to the Mann–Kendall test, $|Z_c| < Z (1 - \alpha/2)$, and $p > 0.05$, which means we cannot reject the null hypothesis. The total lake water storage in Minnesota has no statistically significant monotonic trend from 1998 to 2018 (Table 5), even though the curve shows a slight downward trend visually.

| $Z_c$ | $\alpha$ | $\text{Var}(S)$ | $Z(1 - \alpha/2)$ | $p$-Value | $\beta$ |
|-------|----------|-----------------|-------------------|-----------|--------|
| $-0.8757$ | $0.05$ | $1096.67$ | $1.9600$ | $0.3812$ | $-0.7027$ |

3.1.2. Spatial Analysis Results

We selected 1998, 2003, 2008, 2013, and 2018 as the representative years to explore the spatial characteristics of water provisioning ecosystem services at the county level. The water provisioning ecosystem services provided by each lake belong to the county where the lake contour geometric center is located.

From the perspective of water provisioning total output (i.e., $P$-score), water provisioning output has a stable spatial distribution. The above-average areas are mainly located in the North Central and Northeast. St. Louis, Cass, and Mille Lacs (Figure 10) have the highest water provisioning output where $P$-scores were three times the standard deviation, higher than the average. In contrast, the below-average areas dispersed in West Center, Central, Southwest, South Central, and Southeast. Moreover, there is no $P$-score less than $-1$, which means no county where the $P$-score is one standard deviation less than the average. In other words, water provisioning ecosystem services have been abundant in the study area.
the average. In other words, water provisioning ecosystem services have been abundant in the study area.

According to the hotspot analysis results (Figure 10), water provisioning services have a stable spatial clustering pattern without any cold spot for 21 years. The high P-score values are concentrated in North Central, East Central, and Northeast. It reveals that the zones with lower water provisioning services exhibited a random distribution while the higher service output zones clustered with high spatial autocorrelation.

Q-scores reflect the efficiency of water provisioning services and have a stable spatial distribution similar to P-scores. North Central, East Central, and Northeast are where the above-average Q-scores concentrate, while the below-average Q-scores dominate other zones. Hubbard and Mille Lacs (Figure 11) have the highest Q-scores from 1998–2013, with twice the standard deviation above the average. It shows that Hubbard and Mille Lacs counties have the best water provisioning service efficiency. Comparing the Q-scores spatial distribution at these 5 years, we found that the water provisioning service efficiency deteriorates. The areas with above-average Q-scores shrink year by year, while areas with below-average Q-scores expand. The area with one standard deviation above the average Q-scores dropped from 34.43% of the total area to 28.82% during 1998–2018. The Q-scores area, one standard deviation below the average, grew from 2003 and expanded to 15.69% of the total area in 2018.

The Q-score hotspot analysis results identified hot spots and colds pots. Hot spots are mainly located in North Central and Northeast, with an apparent eastward shift. Cold spots expanded before 2008 and then contracted. There are two cold spots, and the larger one was concentrated in Southwest, South Central, and Southeast in 1998, and shrank to
Southwest in 2018. The other one appeared in Northwest in 2003, with expansion, reached the enormous areal scale in 2008, and shrank afterwards.

The D-scores distribution shows a “comparable average values dominated, and extreme values dispersed” pattern (Figure 12). They are mainly between one standard deviation below the average and one standard deviation above the average. In comparison, the water provisioning service trend’s stability declines, which is witnessed by the expansion of extreme D-scores and the erosion of comparable average D-scores.

| 1998 | 2003 | 2008 | 2013 | 2018 |
|------|------|------|------|------|
| ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) | ![Image](image4.jpg) | ![Image](image5.jpg) |

**Figure 12.** D-score distribution and spatial clustering.

Cold spots and hot spots have changed significantly. Hot spots shifted towards the south; they passed East Central from Northeast and moved to South Central. Cold spots show a counterclockwise shift of “South Central → East Central → North Central → West Central”. The spatial changes of hot spots and cold spots are very active with long-distance movements, indicating no stable spatial clustering pattern in the water provisioning service trend.

### 3.2. County-Level Distribution in the Multidimensional Assessment Framework

We, respectively, projected the co-ordinates (P, Q, D) of each county in the multidimensional assessment framework to the co-ordinate plane from the positive and negative directions to concisely express the distribution of assessment results in the multidimensional assessment framework at the county level (Figure 13).

| 1998 | 2003 | 2008 | 2013 | 2018 |
|------|------|------|------|------|
| ![Image](image1.jpg) | ![Image](image2.jpg) | ![Image](image3.jpg) | ![Image](image4.jpg) | ![Image](image5.jpg) |

**Figure 13.** Multidimensional assessment results projected on P plane at the county level.

The projection based on the P plane shows that the number of counties with below-average water provisioning output far exceeds the number of above-average counties
(Figure 13). The section with below-average efficiency accounts for 70% of the counties where the P-score is negative and all of the counties with a positive P-score have above average efficiency. From the perspective of the trend index, the number of counties with below and above-average is similar.

According to the Q plane projection, the number of below-average efficiency counties is similar to that of above-average ones (Figure 14). All of the output remains slightly below average where the Q-score is negative, while it is dominated by comparable average values where Q-score is positive. Most of the counties (almost 70%) have a below-average trend index where the Q-score is negative and comparable average values where the Q-score is positive.

From the D plane projection perspective, the number of below-average trend counties is also similar to that of above-average ones (Figure 15). Over 70% of the counties have below-average output no matter whether the D-score is positive or negative. More than 60% of the counties have below-average efficiency when the D-score is negative, and this percentage declines when the D-score is positive.
3.3. Identification of Degradation Zones

We comprehensively analyzed the trend index of each county in five studied years and classified the study area into five categories according to the degradation situation. We identified the counties degraded at all the 5 years as type A degradation zones, 4 year, 3 year, 2 year, and 1 year degradation counties as type B, C, D, E, respectively (see Figure 16 and Supplementary Table S1).

![Figure 16. The spatial distribution of degradation zones.](image)

3.4. Analysis of Influencing Factors

Considering the guiding significance to current practice, we selected the newest year, 2018, to construct the influencing factor model. Previous studies commonly divided the above-ground water storage factors into socioeconomic and climatic factors. We selected the population (POP), artificial surface coverage rate (AS), cultivated area (CA), and gross domestic product (GDP) as the socioeconomic factors, and evapotranspiration (ES), precipitation (PRE), temperature (T), and vegetation surface rate (VS) as climatic factors. Correlation analysis shows that these parameters have multicollinearity (Table 6).

| Correlation Coefficient | AS   | GDP  | POP  | ES   | PRE  | T    | VS   | CA   |
|-------------------------|------|------|------|------|------|------|------|------|
| AS                      | 1.00 | 0.77 | 0.82 | 0.63 | 0.09 | 0.20 | -0.50| -0.24|
| GDP                     | 0.77 | 1.00 | 0.97 | 0.45 | 0.02 | 0.12 | -0.41| -0.20|
| POP                     | 0.82 | 0.97 | 1.00 | 0.46 | 0.02 | 0.12 | -0.45| -0.25|
| ES                      | 0.63 | 0.45 | 0.46 | 1.00 | 0.51 | 0.74 | 0.23 | 0.27 |
| PRE                     | 0.09 | 0.02 | 0.02 | 0.51 | 1.00 | 0.40 | 0.49 | -0.02|
| T                       | 0.20 | 0.12 | 0.12 | 0.74 | 0.40 | 1.00 | 0.56 | 0.42 |
| VS                      | -0.50| -0.41| -0.45| 0.23 | 0.49 | 0.56 | 1.00 | 0.52 |
| CA                      | -0.24| -0.20| -0.25| 0.27 | -0.02| 0.42 | 0.52 | 1.00 |
We built a principal components regression model to explore the relationship between the influencing factors and the multidimensional water provisioning services in Minnesota. The results are as follows:

\[
P = 1.64 - 2.19 AS - 1.06 GDP + 0.34 POP - 0.22 ES - 0.66 PRE - 0.89 T - 1.62 VS - 0.43 CA \quad (14)
\]

\[
Q = 1.34 + 1.44 AS + 0.80 GDP + 1.03 POP - 1.53 ES + 0.84 PRE - 1.98 T - 0.19 VS - 0.67 CA \quad (15)
\]

\[
D = -0.47 - 0.32 AS + 0.51 GDP + 0.42 POP - 0.03 ES + 1.84 PRE + 0.39 T - 1.05 VS + 0.16 CA \quad (16)
\]

The F test shows that the above model is credible within a 95% confidence interval (Supplementary Table S2).

4. Discussion

We analyzed the lake water provisioning services in Minnesota from both spatial and temporal perspectives. The temporal analysis shows that lake water storage in Minnesota fluctuated over time from 1998 to 2018 with an increasing interference, which is consistent with the results of the Lake Hydrology Program [78]. According to Minnesota’s water supply report by the Minnesota Department of Natural Resources Waters [79] and Minnesota water use report by the University of Minnesota Water Resources Center, surface water plays an essential role in water provisioning in Minnesota, such as public water supply and irrigation, and cooling in power generation. About 18.6% of the water comes from groundwater, and the remaining water used comes from surface water. They also found a growing consumption of surface water, which could contribute to the increasing disturbance we found in this study.

Water provisioning output, efficiency, and trend have relatively stable spatial distribution, while the clustering patterns are different: (1) The high-value output zones are located in Northeast Minnesota, including Northeast, North Central, and East Central, dominated by forests. This distribution does not necessarily match the demand distribution for agricultural and industrial water use. We should consider the availability of abundant water provisioning for agricultural and industrial processing in the development plan. Only one high-value cluster in water provisioning output indicates that the water provisioning output is sound in total; there is no large-scale water shortage area. (2) Efficiency represents the water provisioning capacity per unit surface water ecosystem. The spatial distribution is similar to the output; high values are concentrated in Northeastern Minnesota. Thus, the spatial mismatch between supply and demand also exists in the distribution of efficiency. Unlike the output, the low-value clusters are significantly inefficient, which means the water provisioning capacity per unit of surface water is flimsy, where the below-average zones frequently appear considerably. (3) Compared with the above two indicators, the trend index distribution is largely random. However, the low-value area significantly expanded, so as the hot spots and cold spots. It shows that the water provisioning trend index declines over time, the below-average area expands, and extreme values are gathering considerably.

Projections from coordinate planes defined by assessment dimensions prove water provisioning efficiency is positively dependent on output, where output is above-average, the efficiency is above-average, too. While output is negatively dependent on efficiency, where efficiency is below-average, the output is below-average also. These correlations should be considered in surface water resources management and ecosystem protection projects.

We identified nine counties, including Becker, Cass, Clay, Douglas, Lincoln, Pope, Stevens, Transverse, and Yellow Medicine, where water provisioning service is degrading in the five studied years and fifteen counties degraded for four out of five years. Counties with severe water provisioning degradation are mainly concentrated in three zones (Northeast, East Central, and Southeast) in Western Minnesota. The degradation area distribution is consistent with the distribution of cropland in Minnesota, while it does not match the population and industry distribution. Agricultural activities have proved to be highly dependent on surface water availability [80]. Simultaneously, the human disturbances to
surface water are strong where the agricultural activities are vigorous, such as dam water storage and irrigation drainage [81–83]. Thus, it is reasonable that prosperous agricultural production is primarily responsible for the degradation of water provisioning services in Western Minnesota, compared with the population or industrial activities.

The quantitative model between the influencing factors and the assessment results show that human activities have a more substantial impact on water provisioning output than natural climate factors, which reminds us that protecting the total water storage and developing the economy is fundamentally an organic unity and complement each other. The climate factors, especially temperature and precipitation, have more substantive impact on water provisioning efficiency and trend. It confirms that combat climate change measures are essential for improving water provisioning efficiency and intervening in its trends.

We conducted this comprehensive study based on remote sensing products and lake bathymetric data, analyzed the characteristics of water provisioning development of 70 counties in Minnesota from temporal and spatial perspectives, interpreted ecosystem services from multiple dimensions and quantitatively explored their influencing factors. Nevertheless, the study has some limitations: (1) Due to the limited availability of lake bathymetric data, some lakes without lake bathymetric data were not included in the analysis, which might result in some deviations between the county-level analysis and the actual situation. (2) We only selected five time periods (i.e., 1998, 2003, 2008, 2013, and 2018) as the representative years to explore the spatial characteristics of water provisioning ecosystem services at the county level. It should be noted that each time period is just one snapshot in time, which might not capture the changes between the representative years. (3) The natural ecosystems are dynamic complexes of plants, animals, micro-organism communities, and non-living environments interacting as functional units [84]. Their mechanisms and functional processes are complicated and correlated. We adopted a linear model to simulate the various influencing factors, which can reflect the function intensity of influencing factors, but it cannot simulate or express the specific process and its mechanism of influencing factors. (4) Our proposed framework highlights water storage as the main factor affecting lake ecosystem services. However, there are other factors (e.g., water quality, air quality, local climate regulation, aesthetics) that may also significantly affect lake ecosystem services [85,86]. Due to the lack of relevant data at the individual lake level, we did not integrate these factors into our framework. Future research can focus on applying the multidimensional ecosystem service assessment framework to other ecosystem services and exploring models that simulate real processes of how influencing factors work.

5. Conclusions

We conducted a comprehensive, long-term, multidimensional ecosystem service assessment that can potentially benefit policymakers. First, we revealed some neglected degradations in traditional output-based assessment, such as the water provisioning capacity per unit of surface water is flimsy, and the number of counties with degradation is increasing. Second, we identified the relatively stable distribution of water provisioning services during 1998–2018 and the various spatial clustering patterns from three dimensions. Third, we revealed the dependence between high-level efficiency and high-level output, low-level output, and low-level efficiency, which could potentially be used in the water resources utilization and ecosystem service management. Fourth, we identified nine severely degraded counties and revealed that the Western Minnesota counties are more degraded than the others, which is particularly important to the sustainable ecosystem utilization and ecological services enhancement. Last but not least, we modeled the relationships between the principal influencing factors and the multidimensional assessment results, which reveals that human activities impact water provisioning services in Minnesota more than climate changes.
In summary, the contributions of this study are as follows: First, we expanded the perspective of ecosystem services assessment from ‘output’ to an ‘output-efficiency-trend’ multidimensional framework, measuring the provisioning capacity of ecological services per unit area of the ecosystem and the trend while assessing the output. Thus, we revealed some degradations which could not be identified in traditional output perspective assessment. Secondly, we identified the priorities for policymakers to underpin better protection of lake ecosystems; the higher the degradation level of a county, the higher the priorities it should have. Finally, we revealed that human activities have a more substantial impact than climate change on output and should be paid more attention to output enhancing policy formulation and management implementation. While efficiency and trend are more sensitive to climate changes than human activities, combat climate-changing measures are essential for improving efficiency and development.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10.3390/rs13173540/s1, Table S1: Multidimensional assessment spaces and their properties, Table S2: The F test reference table.

Author Contributions: Conceptualization: Q.W. and D.S.; methodology, Q.W. and D.S.; software, Q.W. and D.S.; validation, Q.W., D.S. and Y.S.; formal analysis, Q.W.; investigation, D.S.; resources, Q.W. and D.S.; data curation, D.S.; writing—original draft preparation, D.S.; writing—review and editing, Q.W. and Y.S.; visualization, D.S.; supervision, Q.W.; project administration, Q.W. and Y.S.; funding acquisition, Y.S. All authors have read and agreed to the published version of the manuscript.

Funding: This research was supported by the Technology Innovation Center for Land Spatial Ecorestoration in the Metropolitan Area, MNR, Shanghai, 200003 (Project number: CXZX2020004). We would also like to thank the China Scholarship Council for sponsoring D.S. to study at the University of Tennessee as a visiting scholar.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The data presented in this study are available on request from the corresponding author.

Acknowledgments: We thank the anonymous reviewers for their constructive comments that greatly improved the quality of our manuscript.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Carpenter, S.R.; DeFries, R.; Dietz, T.; Mooney, H.A.; Polasky, S.; Reid, W.V.; Scholz, R.J. Ecology. Millennium Ecosystem Assessment: Research Needs. Science 2006, 314, 257–258. [CrossRef]
2. Shi, Y.; Shi, D.; Zhou, L.; Fang, R. Identification of Ecosystem Services Supply and Demand Areas and Simulation of Ecosystem Service Flows in Shanghai. Ecol. Indic. 2020, 115, 106418. [CrossRef]
3. Maltby, E. Functional Assessment of Wetlands: Towards Evaluation of Ecosystem Services; Woodhead Publishing: Cambridge, UK, 2009.
4. Christie, M.; Fazey, I.; Cooper, R.; Hyde, T.; Kenter, J.O. An Evaluation of Monetary and Non-Monetary Techniques for Assessing the Importance of Biodiversity and Ecosystem Services to People in Countries with Developing Economies. Ecol. Econ. 2012, 83, 67–78. [CrossRef]
5. Shi, D.; Shi, Y.; Wu, Q.; Fang, R. Multidimensional Assessment of Food Provisioning Ecosystem Services Using Remote Sensing and Agricultural Statistics. Remote Sens. 2020, 12, 3955. [CrossRef]
6. Liu, S.; Crossman, N.D.; Nolan, M.; Ghirmay, H. Bringing Ecosystem Services into Integrated Water Resources Management. J. Environ. Manag. 2013, 129, 92–102. [CrossRef][PubMed]
7. Jewitt, G. Can Integrated Water Resources Management Sustain the Provision of Ecosystem Goods and Services? Phys. Chem. Earth Parts A/B/C 2002, 27, 887–895. [CrossRef]
8. Viglizzo, E.F.; Paruelo, J.M.; Laterra, P.; Jobbágy, E.G. Ecosystem Service Evaluation to Support Land-Use Policy. Agric. Ecosyst. Environ. 2012, 154, 78–84. [CrossRef]
9. Kemkes, R.J.; Farley, J.; Koliba, C.J. Determining When Payments Are an Effective Policy Approach to Ecosystem Service Provision. Ecol. Econ. 2010, 69, 2069–2074. [CrossRef]
10. Fisher, B.; Turner, K.; Zylstra, M.; Brouwer, R.; De Groot, R.; Farber, S.; Ferraro, P.; Green, R.; Hadley, D.; Harlow, J.; et al. Ecosystem Services and Economic Theory: Integration for Policy-Relevant Research. Ecol. Appl. 2008, 18, 2050–2067. [CrossRef][PubMed]
69. Peterson, B.J. Bureau of Economic Analysis. *Choice* 2000, 37. [CrossRef]

70. Minnesota Population 2021. Available online: https://worldpopulationreview.com/states/minnesota-population (accessed on 7 May 2021).

71. Minnesota Population 1900–2020. Available online: https://www.macrotrends.net/states/minnesota/population (accessed on 7 May 2021).

72. Minnesota—Real GDP 2000–2020. Available online: https://www.statista.com/statistics/187901/gdp-of-the-us-federal-state-of-minnesota-since-1997/ (accessed on 7 May 2021).

73. Wikipedia Contributors Economy of Minnesota. Available online: https://en.wikipedia.org/w/index.php?title=Economy_of_Minnesota&oldid=1009615985 (accessed on 7 May 2021).

74. Minnesota Had the 22nd Fastest Growing State Economy in 2018. Available online: https://www.americanexperiment.org/minnesota-had-the-22nd-fastest-growing-state-economy-in-2018/ (accessed on 7 May 2021).

75. Wu, Q.; Lane, C.R. Delineation and Quantification of Wetland Depressions in the Prairie Pothole Region of North Dakota. *Wetlands* 2016, 36, 215–227. [CrossRef]

76. Google Books. Available online: https://www.google.com/books/edition/Geospatial_Analysis/SULMdT8qPwEC?hl=en&gbpv=1&printsec=frontcover (accessed on 10 February 2021).

77. Geospatial Analysis 6th Edition. 2020 Update. Available online: https://spatialanalysisonline.com/HTML/index.html (accessed on 15 February 2021).

78. Lake Hydrology Program. Available online: https://www.dnr.state.mn.us/waters/surfacewater_section/lake_hydro/index.html (accessed on 7 May 2021).

79. Minnesota Department of Natural Resources. Minnesota’s Water Supply: Natural Conditions and Human Impacts. Retrieved from the University of Minnesota Digital Conservancy. 2000. Available online: https://hdl.handle.net/11299/189291. (accessed on 7 May 2021).

80. Steinfeld, C.M.M.; Sharma, A.; Mehrotra, R.; Kingsford, R.T. The Human Dimension of Water Availability: Influence of Management Rules on Water Supply for Irrigated Agriculture and the Environment. *J. Hydrol.* 2020, 588, 125009. [CrossRef]

81. Dennis Lemly, A. Agriculture and Wildlife: Ecological Implications of Subsurface Irrigation Drainage. *J. Arid Environ.* 1994, 28, 85–94. [CrossRef]

82. Ashraf, M.; Kahlown, M.A.; Ashfaq, A. Impact of Small Dams on Agriculture and Groundwater Development: A Case Study from Pakistan. *Agric. Water Manag.* 2007, 92, 90–98. [CrossRef]

83. Hua, L.; Zhai, L.; Liu, J.; Liu, H.; Zhang, F.; Fan, X. Effect of Irrigation-Drainage Unit on Phosphorus Interception in Paddy Field System. *J. Environ. Manag.* 2019, 235, 319–327. [CrossRef] [PubMed]

84. Wikipedia Contributors Ecosystem. Available online: https://en.wikipedia.org/w/index.php?title=Ecosystem&oldid=998833149 (accessed on 19 February 2021).

85. Keeler, B.L.; Polasky, S.; Brauman, K.A.; Johnson, K.A.; Finlay, J.C.; O’Neill, A.; Kovacs, K.; Dalzell, B. Linking Water Quality and Well-Being for Improved Assessment and Valuation of Ecosystem Services. *Proc. Natl. Acad. Sci. USA* 2012, 109, 18619–18624. [CrossRef] [PubMed]

86. Wong, C.P.; Jiang, B.; Bohn, T.J.; Lee, K.N.; Lettenmaier, D.P.; Ma, D.; Ouyang, Z. Lake and Wetland Ecosystem Services Measuring Water Storage and Local Climate Regulation. *Water Resour. Res.* 2017, 53, 3197–3223. [CrossRef]