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Abstract

Background: In biomedical and epidemiological studies, gene-environment (G-E) interactions play an important role in the etiology and progression of many complex diseases. In ultra-high-dimensional survival genomic data, two common approaches (marginal and joint models) are proposed to determine important interaction biomarkers. Most existing methods for detecting G-E interactions (marginal Cox model and marginal accelerated failure time model) are limited by a lack of robustness to contamination/outliers in response outcome and prediction biomarkers. In particular, right-censored survival outcomes and ultra-high-dimensional feature space make relevant feature screening even more challenging. Methods: In this paper, we utilize the non-parametric Kendall’s partial correlation method to obtain pure correlation to determine the importance of G-E interactions concerning clinical survival data under a marginal modeling framework. Results: A series of simulated scenarios are conducted to compare the performance of our proposed method (Kendall’s partial correlation) with some commonly used methods (marginal Cox’s model, marginal accelerated failure time model, and censoring quantile partial correlation approach). In real data applications, we utilize Kendall’s partial correlation method to identify G-E interactions related to the clinical survival results of patients with esophageal, pancreatic, and lung carcinomas using The Cancer Genome Atlas clinical survival genetic data, and further establish survival prediction models. Conclusions: Overall, both simulation with medium censoring level and real data studies show that our method performs well and outperforms existing methods in the selection, estimation, and prediction accuracy of main and interacting biomarkers. These applications reveal the advantages of the non-parametric Kendall’s partial correlation approach over alternative semi-parametric marginal modeling methods. We also identified the cancer-related G-E interactions biomarkers and reported the corresponding coefficients with p-values.
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1. Introduction

In order to understand, model, and treat complex diseases such as diabetes, cancer and so on, gene-environment (G-E) interaction has been shown to be a significant role beyond the main genetic (G) or environmental (E) effects [1,2]. G-E interaction has important implications for the etiology and progression of many complex diseases. For example, Batchelor, et al. [3] demonstrated that the interaction between gene TP53 and environmental factor age to affected the prognosis of glioblastoma. To this end, we would like to identify significant interaction biomarkers that are associated with clinical survival outcomes, which is a crucial task for establishing survival prediction models.

According to Zhou, et al. [4], several statistical methods have been developed to identify significant G-E interactions biomarkers. In high-dimensional genetic data, two general approaches are proposed to identify important interacting biomarkers and estimate their corresponding effects. One performs a marginal analysis, considering only one gene at a time; the other performs a joint analysis and considers all genes in a single model.

In the framework of marginal analysis, for each gene, to fit a model consisting of the single gene itself, consider a few E factors, and its interaction with E factors. The conceptual marginal model is “Outcome ~ Es + G + G * (Es)”, where the response outcome variable can be continuous phenotypes, categorical disease status or patients’ survival time. Es represents a set of environmental factors include environmental exposures as well as demographic, clinical and socioeconomic variables, and G*(Es) represents the interaction between the G factor and all E factors. The significant G-E interaction can be identified based on the correspondence of the marginal p-value. Since the marginal model is low-dimensional, the main advantage of the marginal model is its computational simplicity and conceptual simplicity; accordingly, marginal programs are still popular in the fields of bioinformatics and biomedicine. In particular, marginal popular models include the accelerated failure time (AFT) model and Cox’s model.

However, a common limitation of traditional marginal analysis methods is their lack of robustness. In actual genetic studies, Xu, et al. [5] noted that long-tailed distributions and contamination in prognostic response outcomes
and predictor biomarkers are not uncommon. In addition, human input errors can also lead to long-tailed distributions and contamination. The long-tailed distribution of the survival time means the survival data has a higher rate of censoring. Due to the censoring rate being higher, the proportion of missing survival time is higher. Therefore, the long-tailed distribution of the survival time can lead to the poor performance of the statistical methods.

In Fig. 1, we analyze The Cancer Genome Atlas (TCGA) clinical survival data for esophageal carcinoma (ESCA), pancreatic adenocarcinoma (PAAD) and head and lung adenocarcinoma (LUAD) to show the long-tailed distribution phenomenon. In the top three panels of Fig. 1, the dashed line is the sample mean of logarithm of survival time (months) minus three times standard deviations of survival time (months), which is the 99.73% confidence interval, but we observe that there are still some cancer patients outside the 99.73% confidence interval. Looking at the bottom three panels, the dashed line is the density of fitted normal distribution for logarithm of survival time (months) and the solid line is the empirical density function for logarithm of survival time (months), so it can be seen that the empirical distribution of the actual survival data of cancer patients is different from the fitted normal distribution. And, we also performed an Anderson-Darling test for normality, with the test statistic focusing on a good fit with more emphasis on the tails. The corresponding p-values for ESCA, PAAD, and LUAD are 6e-04, 3e-03, and 3.5e-05, respectively. We have strong evidence to claim that the logarithm of survival times for TCGA data does not follow a normal distribution.
From these two viewpoints, it can be inferred that the survival data is contaminated. Moreover, censored survival outcomes make the relevant feature screening difficult, so several robust methods are proposed to overcome the problem based on the marginal analysis framework [5–7].

Xu, et al. [5] developed the censored quantile partial correlation approach (CQPcorr) to identify G-E interactions. The CQPcorr approach is built on the quantile regression technique, utilizes weights to accommodate censoring, and adopts a partial correlation to obtain pure correlation for response and interaction by biomarker controlling the main genetic and environmental effects. Shi, et al. [6] developed a robust rank-based estimation approach for the identification of G-E interaction, which is less sensitive to model specification, but computation-demanding.

Furthermore, Wang and Chen [8] proposed an inverse probability-of-censoring weighted (IPCW) Kendall’s tau statistic to measure the association of a right-censored survival trait with biomarkers, and the associated Kendall’s partial correlation reflect the relationship of the survival trait with second-order variables containing quadratic and two-way interactions conditional on the main effects. In simulation studies and real data applications, they demonstrate that the newly proposed method can provide substantially higher accuracy of gene-gene interaction selection hence leading to more accurate survival prediction than existing methods, as the Kendall’s tau measure is not influenced by outliers, which is a major concern in gene expression data where contaminated data are common. Furthermore, as it is a model-free measure, it can work for a wide class of survival models while being easy and fast to calculate big data with ultra-high-dimensional features space. Consequently, we extended the application of the non-parametric IPCW Kendall’s partial correlation approach to the G-E interaction content.

In this article, we perform a series of simulated scenarios to compare marginal AFT, marginal Cox and CQPcorr methods with our proposed IPCW Kendall’s partial correlation method concerning the accuracy of G-E interaction selection under a marginal modeling framework, while in the application of real data, we also aim at selecting several important G-E interactions associated with clinical survival outcomes of patients with ESCA, PAAD and LUAD using TCGA clinical survival genetic data [9].

2. Materials and Methods

2.1 The Marginal Models Review

In this section, we first introduce the common and robust marginal modeling methods for G-E interactions. Consider a study with \( N \) independent subjects. For a subject \( i \), suppose that there are \( q \) environmental/clinical variables \( e_i = (e_{i1}, e_{i2}, \ldots, e_{iq})_{1 \times q} \), and \( p \) genes \( x_i = (x_{i1}, x_{i2}, \ldots, x_{ip})_{1 \times p} \). Assume the survival outcome \( T_i \) is related to the environmental/clinical variables \( e_i \), and gene expression covariates \( x_i \), and their component-wise interactions

\[
\mathbf{w}_i = (w_{i1}, \ldots, w_{ip})_{1 \times p} = (e_{i1} x_{i1}, e_{i1} x_{i2}, \ldots, e_{iq} x_{ip})_{1 \times q}.
\]

Since the survival time may be right-censored and incompletely observed. Define observe survival time \( V = \min(T, C) \), \( C \) is censoring time, and we use \( \delta = I(T \leq C) \) is the indicator of whether the survival time of subject is censored.

In a marginal Cox’s regression framework for G-E selection, the hazard function at time \( t \) for subject \( i \)'s survival given all environmental factors, one gene factor \( k \) and their corresponding interactions in a single model is modeled as

\[
\lambda(t \mid e_i, x_{ik}, w_{i,k}) = \lambda_0(t) \exp(e_i' \alpha + x_{ik} \beta_k + w_{i,k} \gamma_k), \quad i = 1, \ldots, N; \quad k = 1, \ldots, p.
\]

where \( \lambda_0(t) \) is a non-negative deterministic baseline hazard function, \( w_{i,k} = (e_{i1} x_{ik}, \ldots, e_{iq} x_{ik})_{1 \times q} \) and \( (\alpha, \beta_k, \gamma_k) \) are corresponding parameters for these considering biomarkers. We define \( \theta = (\alpha_1, \ldots, \alpha_q, \beta_1, \ldots, \beta_p, \gamma_1, \ldots, \gamma_q)_{1 \times (q + p + q)} \) as full parameters of the full model.

In a marginal accelerated failure time model framework for G-E selection, the log of survival time for subject \( i \)'s given all environmental factors, one gene factor \( k \) and their corresponding interactions in a single model is modeled as

\[
\log(T_i) = \alpha_0 + e_i' \alpha + x_{ik} \beta_k + w_{i,k} \gamma_k + \epsilon_i, \quad i = 1, \ldots, N; \quad k = 1, \ldots, p.
\]

Where \( \alpha_0 \) is an intercept term and \( \epsilon \) is the error term. Note that the significant G-E interaction can be selected based on the correspondence of the marginal \( p \)-value.

Although inverse probability-of-censoring weighted (IPCW) Kendall’s partial correlation [8] was originally developed for G-G interaction selection, this method can naturally be applied to the G-E interaction selection issue, as the concept is the same. Kendall [10] defined the partial rank correlation in the context of Kendall’s correlation, and showed that Pearson’s partial correlation formula still applies to Kendall’s correlation. For example, for four random variables \( K_1; K_2; K_3; K_4 \), Kendall’s partial correlation is calculated by the following formula

\[
\tau_{12:34} = \frac{\tau_{12:3} - \tau_{14:3} \tau_{24:3}}{\sqrt{1 - \tau_{12:3}^2} \sqrt{1 - \tau_{14:3}^2} \sqrt{1 - \tau_{24:3}^2}}.
\]

gives the Kendall’s partial correlation between \( K_1 \) and \( K_2 \) conditional on \( K_3 \) and \( K_4 \).

Therefore, the Kendall’s partial correlation of the survival trait with the G-E interaction terms can be obtained as
follows,
\[ \tau_{T,E_jG_k E_j,G_k} = \frac{\tau_{T,E_jG_k E_j} - \tau_{\tilde{T},E_j G_k \tilde{E}_j G_k E_j}}{\sqrt{1 - \tau_{\tilde{T},G_k E_j}^2} \sqrt{1 - \tau_{\tilde{E}_j G_k E_j}^2}} \]
\[ j = 1, \ldots; q; k = 1, \ldots, p. \]

To accommodate right-censored survival time data, we utilize the IPCW Kendall’s tau statistic proposed by Wang and Chen [8] and consider the resulting partial correlation statistics:
\[ \tilde{\tau}_{T,E_jG_k E_j,G_k} = \frac{\tilde{\tau}_{T,E_jG_k E_j} - \tilde{\tau}_{\tilde{T},E_j G_k \tilde{E}_j G_k E_j}}{\sqrt{1 - \tilde{\tau}_{\tilde{T},G_k E_j}^2} \sqrt{1 - \tilde{\tau}_{\tilde{E}_j G_k E_j}^2}} \]
\[ j = 1, \ldots, q; k = 1, \ldots, p. \]

The full computation details of \( \{\tilde{\tau}_{T,E_jG_k E_j}, \tilde{\tau}_{T,G_k E_j}, \tau_{E_jG_k E_j} \} \) can be seen as follows,
\[ \tilde{\tau}_{T,E_jG_k E_j} = \frac{\tilde{\tau}_{T,E_jG_k E_j} - \tilde{\tau}_{\tilde{T},E_j G_k \tilde{E}_j G_k E_j}}{\sqrt{1 - \tilde{\tau}_{\tilde{T},E_j G_k \tilde{E}_j G_k E_j}^2}} \]
\[ j = 1, \ldots, q; k = 1, \ldots, p. \]
\[ \tau_{T,G_k E_j} = \frac{\tau_{T,G_k E_j} - \tau_{\tilde{T},G_k \tilde{E}_j E_j}}{\sqrt{1 - \tau_{\tilde{T},G_k \tilde{E}_j E_j}^2}} \]
\[ j = 1, \ldots, q; k = 1, \ldots, p. \]
\[ \tau_{E_jG_k E_j} = \frac{\tau_{E_jG_k E_j} - \tau_{\tilde{E}_j G_k E_j}}{\sqrt{1 - \tau_{\tilde{E}_j G_k E_j}^2}} \]
\[ j = 1, \ldots, q; k = 1, \ldots, p. \]

Note that the IPCW Kendall’s tau statistic [8] can be computed as follows,
\[ \tau_{z,x} = 2 \left( N \binom{2}{2} \right)^{-1} \sum_{i<j} \frac{\delta_{i,j}}{C_{V_i}(V_j)} I(V_i > V_j, Z_i > Z_j) - 2 \left( N \binom{2}{2} \right)^{-1} \sum_{i<j} \frac{\delta_{i,j}}{C_{V_i}(V_j)} I(V_i > V_j, Z_i < Z_j). \]

The CQPcorr method [5] consists of three steps, where quantile regression is used to accommodate long-tailed or contaminated responses, partial correlation is used to determine important interactions biomarkers, and the main G and E effects are appropriately controlled. The full detail can be seen in Xu, et al. [5]. Note that there is a tuning parameter in the CQPcorr approach, which is a quantile used in the first and third steps, with quantile \( \tau = 0.5 \) being the most popular choice [5]. The CQPcorr approach can be performed by “CQPcorr.matrix” R function of the R package “GEInter” (https://cran.r-project.org/web/package/GEInter/) [11].

2.2 Evaluation Performance in the Simulation Study

To evaluate the performance of G-E interaction selection, we considered seven measures, such as accuracy rate (ACC), true positive rate (TPR), precision rate (PRE), true negative rate (TNR), false positive rate (FPR), false negative rate (FNR) and minimum of model size (MMS), where the definitions of the first six metrics are displayed in Supplementary Table 1 and MMS is the minimum of model size of a selected set of associated interaction variables, including all potential valid interaction biomarkers. MMS measures the complexity of the selected model and reflects the accuracy of the screening process; larger ACC, TPR, PRE, TNR/smaller FPR, FNR, MMS values indicate higher accuracy of feature screening. We adopt the hard thresholding rule proposed by Fan and Lv [12] to select the candidate set of G-E interactions; that is, after ranking the G-E interaction predictors using a certain correlation measure, we select a prefixed number \( \left\lceil \frac{N}{\log(pq)} \right\rceil \) of top-ranked G-E interaction predictors as our candidate model. We then report the average number of these seven measures for each method in 200 replications.

In order to respect the “main effect, interaction” hierarchical constraint, if we choose a \( w_{jk} \) interaction biomarker in the model, then we assume the main factors \( e_{i,j} \) are all related to the response, and all environmental factors are considered into the model, we then estimate the corresponding parameters using a maximum-likelihood estimation approach based on the AFT regression model. We report the root mean square error (RMSE) to measure the accuracy of the estimation, which is defined as
\[ \text{RMSE} = \sqrt{\frac{1}{S} \sum_{j=1}^{S} \left( \hat{\theta}_j - \hat{\theta}_j \right)^2}, \]
where \( S \) is the full model size including all main and interaction covariates. In order to evaluate the estimation of the performance of the selected biomarkers, we report RMSE.M, the average of the root mean square error of 200 replications.

To evaluate the performance of survival prediction, let \( \hat{\theta} \) be an estimator of the AFT regression parameter in a prediction model obtained from the training dataset and \( (V_i^*, \delta_i^*, e_i^*, x_i^*, w_i^*) \) the survival and covariate data of subject \( i \) in the test data. Define \( (e_i^*, x_i^*, w_i^*) \hat{\theta} \) as the prognosis index (PI) value for subject \( i \). The AFT test is defined as the \( p \)-value of PI, where PI is used as the covariate in the univariate AFT model of survival outcomes in the test data. Similarly, LR test is the \( p \)-value of the log-rank test of the null hypothesis of equal survival between the “poor” and “good” prognostic groups in the test data, depending on whether the PI is higher or lower than the median PI value. Also, the c-index metric is considered to investigate survival prediction accuracy. Smaller AFT test and LR test values/larger c-index correspond to better predictive power.

2.3 Simulation Scenarios

In the following simulations, a series of simulation studies were conducted to compare the existing marginal modeling methods with IPCW Kendall’s partial correlation approach (IPCW-pcorr) in the selection of G-E interactions,
the estimation of the selected biomarker effects, and prediction of the final survival prediction model. We also considered a simple measure, IPCW Kendall’s tau correlation (IPCW-tau). IPCW Kendall’s tau correlation [8] measures the association between survival characteristics and G-E interaction biomarkers without conditional main effects.

In order to compare the CQPCorr and IPCW Kendall’s partial correlation approaches clearly, we follow the simulation settings of Xu, et al. [5] by generating a cohort of 200 subjects and 100 subjects for training and testing data respectively. Each subject’s survival time follows the accelerated failure time model,

$$\log(T_i) = \sum_{j=1}^{5} \alpha_j e_{ij} + \sum_{k=1}^{1000} \beta_k x_{ik} + \sum_{j=1}^{5} \sum_{k=1}^{1000} \gamma_{jk} w_{ijk} + \varepsilon_i,$$

where the covariates $e$ jointly follow a 5-dimensional multivariate standard normal distribution with the first-order autoregressive (AR(1)) structure that is $corr(e_j,e_k) = 0.3^{|j-k|}$, and the covariates jointly follow a 1000-dimensional multivariate standard normal distribution with the AR(1) structure that is $corr(x_j,x_k) = 0.5^{|j-k|}$. Moreover, we assume that gene expression may be contaminated by outliers generated from a $t$-distribution with two degrees of freedom with a probability of 0.1. The outlier generation setting is the same as that of Wang and Chen [8]. Consider three error distributions: (Error 1) $N(0, 1)$, (Error 2) 90% $N(0, 1)$+10% $N(\pm 50, 1)$ and (Error 3) 80% $N(0, 1)$+20% $N(0, 50)$. The last two error distributions lead to long-tailed distributions/contamination. The censoring time distribution follows a uniform distribution $U(a,b)$, which is chosen to control the censoring rate at about 30% (light censoring) and 60% (heavy censoring) respectively.

Five parameters scenarios are considered:

C1 setting has $\gamma_{jk} = 2$, $\alpha_j = 1$, $\beta_k = 1$ for $j = 1, 2$ and $k = 1, 2, \ldots, 5$, and $\gamma_{jk} = 1$ for $j = 3, 4, 5$ and $k = 6, 7$. All other coefficients are 0. Under this scenario, the first type interactions are stronger than the corresponding main effects.

C2 setting is the same as C1 setting except that the first type interactions and the corresponding main effects are at the same level. Specifically, $\gamma_{jk} = \alpha_j = \beta_k = 1.5$ for $j = 1, 2$ and $k = 1, 2, \ldots, 5$.

C3 setting is the same as C1 setting except that the magnitudes of the main effects are larger. Specifically, $\alpha_1 = \alpha_2 = \beta_1 = \ldots = \beta_5 = 3$.

C4 setting is the same as C1 setting except that the magnitudes of the interactions are smaller. Specifically, $\gamma_{jk} = 0.5$ for $j = 1, 2$ and $k = 1, 2, \ldots, 5$, and $j = 3, 4, 5$ and $k = 6, 7$.

C5 setting is the same as C1 setting except that the first type interactions have negative effects. Specifically, $\gamma_{jk} = -2$ for $j = 1, 2$ and $k = 1, 2, \ldots, 5$.

Each scenario has sixteen important G-E interactions together with two main E effects and five main G effects. There are two types of important interactions. The first type includes ten interactions $\gamma_{jk,1} = 1, 2$ and $k = 1, 2, \ldots, 5$ with both main $E(\alpha_1, \alpha_2)$ and $G(\beta_1, \ldots, \beta_5)$ effects. The second type includes six interactions $\gamma_{jk,2} = 3, 4, 5$ and $k = 6, 7$ without main effects, which violates the “main effects, interactions” hierarchy. These simulated settings are close to the actual data. Note that the above simulated survival clinical genomic data can be generated by “simulated_data” function of the R package “GEInter” [11].

### 3. Results

#### 3.1 Simulation Studies

The numerical results are summarized in Tables 1, 2, 3, 4, 5 for scenarios C1 to C5 with a censoring rate of 30%. In each cell, mean (standard deviation, SD) values are based on 200 replicates. We observe that the performances of the IPCW Kendall’s partial correlation approach are always better than the CQPCorr, marginal Cox, marginal AFT approaches in all evaluation metrics, but the marginal Cox and marginal AFT approaches have smaller variability compared to the IPCW Kendall’s partial correlation approach in C2, C3, and C4 scenarios.

The numerical results are summarized in Supplementary Tables 2–6 for scenarios C1 to C5 with a censoring rate of 60%. In each cell, mean (SD) values are based on 200 replicates. We observe that the performances of the CQPCorr approach are always better than the alternative approaches in all evaluation metrics for scenarios C2, C3, and C4, and the IPCW Kendall’s partial or IPCW-tau correlation approach performs better than others for scenarios C1 and C5. In addition, we observe the marginal Cox and marginal AFT approaches have smaller variability compared to the IPCW Kendall’s partial correlation and CQPCorr approaches.

Table 6 presents simulation findings in tabular form based on censoring rates (30% and 60%) and five parameter scenarios to give readers a better understanding of how these approaches stack up.

#### 3.2 Real Data Application with TCGA ESCA Data

After excluding patients with missing survival time data, our analysis is focused on the subset of the TCGA ESCA data with 368 patients and 20,501 gene expression variables. The censoring rate of the survival time in the data is about 58%.

The top 1000 genes with the smallest $p$-values based on the marginal (univariate) COX model are selected for downstream analysis, since the number of cancer-related genes is expected to be limited. The seven clinical variables whose E effects are analyzed include age, gender, esophageal tumor central location, person neoplasm cancer status, race, BMI and AJCC pathologic stage, and their
### Table 1. Simulation results for Scenario C1 with a censoring rate of 30%.

| Error Approach | Acc     | TPR     | Pre     | TNR     | FPR     | FNR     | MMS     | MSE     | PI      | LR      | c-index  |
|----------------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|----------|
| IPCW-tau       | 0.9974  | 0.6981  | 0.5852  | 0.9984  | 0.0016  | 0.3019  | 1100.425| 0.0457  | 0 (0)   | 0 (0)   | 0.8805 (0.0364) |
| IPCW-pcorr     | 0.9974  | 0.6991  | 0.5845  | 0.9984  | 0.0016  | 0.3009  | 1118.815| 0.0458  | 0 (0)   | 0 (0)   | 0.8805 (0.0362) |
| CQPCorr        | 0.9966  | 0.5994  | 0.4626  | 0.9980  | 0.0020  | 0.4506  | 1532.490| 0.0688  | 0 (0)   | 0 (0)   | 0.7277 (0.0524) |
| COX            | 0.9962  | 0.5094  | 0.4276  | 0.9978  | 0.0022  | 0.4906  | 2769.280| 0.0708  | 0 (0.0001)| 0.0030 (0.0021)| 0.8125 (0.0546) |
| AFT            | 0.9961  | 0.5116  | 0.4229  | 0.9977  | 0.0023  | 0.4884  | 3031.525| 0.0655  | 0.0038 (0.054) | 0.0455 (0.055) | 0.8122 (0.0592) |

In each cell, mean (SD) is based on 200 replicates.

### Table 2. Simulation results for Scenario C2 with a censoring rate of 30%.

| Error Approach | Acc     | TPR     | Pre     | TNR     | FPR     | FNR     | MMS     | MSE     | PI      | LR      | c-index  |
|----------------|---------|---------|---------|---------|---------|---------|---------|---------|---------|---------|----------|
| IPCW-tau       | 0.9970  | 0.6206  | 0.5217  | 0.9982  | 0.0018  | 0.4731  | 2209.155| 0.1490  | 0 (0)   | 0 (0)   | 0.8451 (0.047) |
| IPCW-pcorr     | 0.9971  | 0.6362  | 0.5354  | 0.9982  | 0.0023  | 0.4747  | 2222.295| 0.1490  | 0 (0)   | 0 (0)   | 0.8513 (0.0445) |
| CQPCorr        | 0.9957  | 0.4212  | 0.3547  | 0.9975  | 0.0025  | 0.5788  | 1924.255| 0.0747  | 0.0009 (0.0074) | 0.0046 (0.0539) | 0.7764 (0.0705) |
| COX            | 0.9951  | 0.3294  | 0.2774  | 0.9972  | 0.0028  | 0.6706  | 3570.570| 0.1815  | 0.0722 (0.1663) | 0.0985 (0.1844) | 0.6213 (0.0508) |
| AFT            | 0.9941  | 0.1414  | 0.1049  | 0.9967  | 0.0033  | 0.8309  | 4029.910| 0.2017  | 0.1092 (0.2179) | 0.6259 (0.0551) | 0.5787 (0.0512) |

In each cell, mean (SD) is based on 200 replicates.
### Table 3. Simulation results for Scenario C3 with a censoring rate of 30%.

| Error    | Approach | Acc    | TPR    | Pre    | TNR    | FPR    | FNR    | MMS    | MSE    | PI     | LR     | c-index |
|----------|----------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|---------|
| IPC-w-tau| 0.9955   | 0.3956 | 0.3332 | 0.9795 | 0.0025 | 0.6044 | 2366.805 | 0.0995 | 0.0005 | 0.0018 | 0.8014 | 0.0676  |
| IPC-w-pcorr| 0.9958 | 0.4350 | 0.3663 | 0.9796 | 0.0024 | 0.5650 | 2190.735 | 0.0925 | 0.0002 | 0.0000 | 0.8187 | 0.0661  |
| 1        | CQPCorr  | 0.9945 | 0.2397 | 0.2018 | 0.9970 | 0.0030 | 0.7603 | 3086.990 | 0.0763 | 0.0029 | 0.0018 | 0.7244 | 0.0933  |
|          | COX      | 0.9955 | 0.3900 | 0.3284 | 0.9974 | 0.0026 | 0.6100 | 3353.320 | 0.0971 | 0.0003 | 0.0008 | 0.8104 | 0.0599  |
|          | AFT      | 0.9955 | 0.3928 | 0.3272 | 0.9974 | 0.0026 | 0.6072 | 3675.175 | 0.0959 | 0.0009 | 0.0013 | 0.8124 | 0.0589  |

In each cell, mean (SD) is based on 200 replicates.

### Table 4. Simulation results for Scenario C4 with a censoring rate of 30%.

| Error    | Approach | Acc    | TPR    | Pre    | TNR    | FPR    | FNR    | MMS    | MSE    | PI     | LR     | c-index |
|----------|----------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|---------|
| IPC-w-tau| 0.9948   | 0.2875 | 0.2421 | 0.9971 | 0.0209 | 0.7125 | 2893.300 | 0.1612 | 0.0409 | 0.0014 | 0.6761 | 0.0627  |
| IPC-w-pcorr| 0.9950  | 0.3172 | 0.2671 | 0.9972 | 0.0208 | 0.6828 | 2755.805 | 0.1578 | 0.0302 | 0.0007 | 0.6877 | 0.0635  |
| 2        | CQPCorr  | 0.9943 | 0.1911 | 0.1676 | 0.9968 | 0.0302 | 0.8009 | 3260.400 | 0.1704 | 0.0817 | 0.0185 | 0.6405 | 0.0707  |
|          | COX      | 0.9947 | 0.2581 | 0.2174 | 0.9970 | 0.0300 | 0.7419 | 3802.255 | 0.1626 | 0.0521 | 0.0106 | 0.6790 | 0.0589  |
|          | AFT      | 0.9941 | 0.2713 | 0.2305 | 0.9971 | 0.0209 | 0.7088 | 3025.275 | 0.197 | 0.0470 | 0.0118 | 0.6501 | 0.0605  |

In each cell, mean (SD) is based on 200 replicates.
Table 5. Simulation results for Scenario C5 with a censoring rate of 30%.

| Error Approach | Acc         | TPR         | Pre          | TNR         | FPR          | FNR          | MMS          | MSE          | PI           | LR           | c-index      |
|----------------|-------------|-------------|--------------|-------------|--------------|--------------|--------------|--------------|--------------|--------------|--------------|
| IPCW-tau       | 0.9972 (0.0006) | 0.6506 (0.0900) | 0.5474 (0.0752) | 0.9983 (0.0003) | 0.0017 (0.0003) | 0.3494 (0.0900) | 1490.900 (1307.73) | 0.0496 (0.013) | 0 (0)        | 0 (0)        | 0.8683 (0.041) |
| IPCW-pcorr     | 0.9972 (0.0006) | 0.6541 (0.0868) | 0.5501 (0.0728) | 0.9983 (0.0003) | 0.0017 (0.0003) | 0.3459 (0.0868) | 1506.345 (1300.66) | 0.0488 (0.0125) | 0 (0)        | 0 (0)        | 0.8696 (0.0393) |
| CQPCorr        | 0.9967 (0.0006) | 0.5769 (0.0966) | 0.4858 (0.0814) | 0.9980 (0.0003) | 0.0020 (0.0003) | 0.4231 (0.0966) | 1814.535 (1379.89) | 0.0606 (0.0131) | 0 (0)        | 0 (0)        | 0.8457 (0.0449) |
| COX            | 0.9962 (0.0006) | 0.4950 (0.0957) | 0.4152 (0.0799) | 0.9978 (0.0003) | 0.0022 (0.0003) | 0.5050 (0.0957) | 2728.400 (1418.65) | 0.0712 (0.0171) | 0 (0)        | 0 (0)        | 0.8496 (0.0471) |
| AFT            | 0.9959 (0.0024) | 0.4997 (0.1165) | 0.4119 (0.1038) | 0.9975 (0.0024) | 0.0025 (0.0024) | 0.5003 (0.1165) | 2923.145 (1373.36) | 0.0969 (0.0182) | 0.0001 (0.0008) | 0.0117 (0.0812) | 0.8112 (0.0662) |

In each cell, mean (SD) is based on 200 replicates.

Table 6. Simulation findings in tabular form based on censoring rates (30% and 60%) and five parameter scenarios.

| Censoring rate | C1 setting | C2 setting | C3 setting | C4 setting | C5 setting |
|----------------|------------|------------|------------|------------|------------|
| 30%            | IPCW-pcorr | IPCW-pcorr | IPCW-pcorr | IPCW-pcorr | IPCW-pcorr |
| 60%            | IPCW-tau   | CQPCorr    | CQPCorr    | CQPCorr    | IPCW-pcorr |

Table 7. Proportions of significant LR-test (LR-test p-value < 0.05) over 50 random splits for different interaction screening methods under TCGA data.

| TCGA data      | IPCW-tau | IPCW-pcorr | CQPCorr      | COX | AFT |
|----------------|----------|------------|--------------|-----|-----|
| ESCA           | 0.96     | 0.96       | 0.96         | 0.48 | 1   |
| PAAD           | 0.34     | 0.46       | 0.38         | 0.42 | 0.26|
| LUAD           | 0.5      | 0.58       | 0.46         | 0.32 | 0.3 |
summary information is reported in the Supplementary Table 7, with its source derived from Wang and Chen [13]. Some of the clinical variables contain missing values, and we use the sparse boosting method [14] in the R package “GEInter” to perform multiple imputation for the missing values in the clinical variables.

We take fifty random splits of the whole data into 258:110 training/test sets of the data to evaluate the performance of all methods for survival prediction via the significant proportion of the LR-test in the TCGA ESCA data. Higher significant proportion of LR-test corresponds to better prediction accuracy. From Table 7 we see that the performance of the IPCW Kendall’s partial correlation approach is better than the marginal Cox, marginal AFT and CQPCorr methods.

In addition, we apply the proposed IPCW Kendall’s partial correlation approach for whole data to identify several important G-E interaction biomarkers and estimate the corresponding parameters by AFT regression model. Table 8 provides the list of selected associated predictors with their correspondence weights, with the “*” notation meaning statistical significance (p-value < 0.05). One candidate gene (GADD45B) has been shown to be related to ESCA [15] while Weygant, et al. [16] indicated that the gender factor can be used as prognosis biomarker for ESCA. In addition, we found the GADD45B-gender interaction biomarker to be significant from Table 8, and therefore we consider the GADD45B-gender biomarker to be a potential prognostic biomarker for ESCA, as the major gene GADD45B and gender factor have been documented to be associated with ESCA.

3.3 Real Data Application with TCGA PAAD Data

After excluding patients with missing survival time data, our analysis is focused on the subset of the TCGA PAAD data with 170 patients and 20,501 gene expression variables. The censoring rate of the survival time in the data is about 58%.

The top 1000 genes with the smallest p-values based on the marginal (univariate) COX model are selected for downstream analysis, since the number of cancer-related genes is expected to be limited. The seven clinical variables whose E effects are ethnicity, race, lymph node examined count, maximum tumor dimension, anatomic neoplasm subdivision, gender and age, and their summary information is reported in Supplementary Table 8, with its source being from Wang, et al. [13]. Some of the clinical variables contain missing values, and we use the sparse boosting method [14] in the R package “GEInter” to perform multiple imputation for the missing values in the clinical variables.

We take fifty random splits of the whole data into 119:51 training/test sets of the data to evaluate the performance of all methods for survival prediction via the significant proportion of the LR-test in the TCGA PAAD data.

### Table 8. Selected G-E interaction biomarkers with their corresponding estimates (p-values) by IPCW Kendall’s partial correlation approach for the whole TCGA ESCA data.

| Gene       | Person neoplasm cancer status | Gender |
|------------|-------------------------------|--------|
| C16orf87   | –0.0829 (0.9182)              |        |
| C22orf29   | –0.3488 (0.2335)              |        |
| C8orf58    | –0.6543 (0.0054)*             | 1.6584 (0.0265)* |
| DLL1       | 0.1923 (0.5715)               |        |
| DUSP1      | 0.0855 (0.7145)               |        |
| EJF2S3     | 0.7882 (0.0254)*              |        |
| ELAC1      | –0.7617 (0.0044)*             |        |
| ELK1       | –0.8351 (0.0470)*             |        |
| EPHB4      | –0.5758 (0.0045)*             |        |
| EPO        | –0.1598 (0.3890)              |        |
| GADD45B    | –2.1710 (0)*                  |        |
| IL8        | –0.0228 (0.7388)              |        |
| JUN        | –0.2091 (0.2257)              | 0.2225 (0.6218) |
| KDM4D      | –0.2091 (0.2257)              |        |
| L2TS2      | 1.0687 (0.1153)               |        |
| MAPK7      | –0.9098 (0.3922)              |        |
| NFIX       | 0.8423 (0)*                   |        |
| NT5C3L     | –0.3800 (0.0026)*             |        |
| PHTL1      | 1.2257 (0.0014)*              |        |
| TAB1       | 0.9494 (0.1037)               |        |
| TRIB2      | 0.1155 (0.4378)               |        |
| TRMT2A     | –1.0338 (0.0319)*             |        |
| TXLNA      | 0.9600 (0.0223)*              |        |
| UBE2J2     | –1.2922 (0.1182)              |        |
| WDR24      | 1.5244 (0.0002)*              |        |
| ZC3H7B     | –1.9566 (0.0004)*             |        |
| ZDHHC8     | –0.2015 (0.4832)              |        |
| ZNF74      | 1.01682 (0.0003)*             | –2.2506 (0.0361)* |
| ZNRF3      | –0.1136 (0.5441)              |        |

Higher significant proportion of LR-test corresponds to better prediction accuracy. From Table 7, we see that the performance of the IPCW Kendall’s partial correlation approach is better than the marginal Cox, marginal AFT and CQPCorr methods.

In addition, we apply the proposed IPCW Kendall’s partial correlation approach for whole data to identify several important G-E interaction biomarkers and estimate the corresponding parameters by AFT regression model. Table 9 provides the list of selected associated predictors with their correspondence weights, with the “*” notation meaning statistical significance (p-value < 0.05). Two candidate genes (NRSN2 and TRIM59) have been shown to be related to PAAD [17,18], while Chakladar, et al. [19] indicated that the gender factor can be used as prognosis biomarker for PAAD. In addition, we found the TRIM59-gender interaction biomarker to be significant from Table 9, and therefore we consider the TRIM59-gender biomarker to be a potential prognostic biomarker for PAAD, as the major gene TRIM59
and gender factor have been documented to be associated with PAAD.

Table 9. Selected G-E interaction biomarkers with their corresponding estimates (p-values) by IPCW Kendall’s partial correlation approach for the whole TCGA PAAD data.

| Gene     | AJCC pathologic nodes | Gender |
|----------|-----------------------|--------|
| BCA53    | -0.3774 (0.6215)      |        |
| COQ10A   | -0.5120 (0.2800)      |        |
| FAM110B  | 0.3987 (0.3284)       |        |
| KCTD2    | 0.0676 (0.9442)       |        |
| LMBR1L   | 1.0804 (0.1328)       |        |
| LRRC37A3 | 0.0146 (0.9706)       |        |
| NRNS2    | -3.3384 (0.0013)*     |        |
| PFIFBP1  | 0.1262 (0.6605)       |        |
| RYK      | 0.7033 (0.1168)       |        |
| SLC22A17 | 0.3416 (0.5455)       |        |
| TCEAL3   | 3.8602 (0.0034)*      |        |
| TEMEM43  | -0.6927 (0.0955)      |        |
| TRM39    | -0.6336 (0.0101)*     |        |
| TCC21A   | -1.524 (0.0115)*      |        |
| ZNF324   | 1.1587 (0.2190)       |        |
| ZNF446   | -2.5858 (0.0008)*     |        |
| ZNF547   | 1.5870 (0.0258)*      |        |

3.4 Real Data Application with TCGA LUAD Data

After excluding patients with missing survival time data, our analysis is focused on the subset of the TCGA LUAD data with 505 patients and 20,501 gene expression variables. The censoring rate of the survival time in the data is about 64%.

The top 1000 genes with the smallest p-values based on the marginal (univariate) COX model are selected for downstream analysis, since the number of cancer-related genes is expected to be limited. The eight clinical variables whose E effects are analyzed include age at initial pathologic diagnosis, number pack years smoked, AJCC pathologic metastasis, AJCC pathologic nodes, AJCC pathologic stage, race, gender and AJCC pathologic tumor, with their summary information reported in Supplementary Table 9, sourced from Wang, et al. [13]. Some of the clinical variables contain missing values, and we use the sparse boosting method [14] in the R package “GEInter” to perform multiple imputation for the missing values in the clinical variables.

We take fifty random splits of the whole data into 354:151 training/test sets of the data to evaluate the performance of all methods for survival prediction via the significant proportion of the LR-test in the TCGA LUAD data. Higher significant proportion of LR-test corresponds to better prediction accuracy. From Table 7, we see that the performance of the IPCW Kendall’s partial correlation approach is better than the marginal Cox, marginal AFT and CQPCorr methods.

In addition, we apply the proposed IPCW Kendall’s partial correlation approach for whole data to identify several important G-E interaction biomarkers and estimate the corresponding parameters by AFT regression model. Table 10 provides the list of selected associated predictors with their correspondence weights, with the “*” notation meaning statistical significance (p-value < 0.05). There are six candidate genes (ATP13A4, GPR116, HABP2, MBIP, SFTA3, and ZSCAN16) have been shown to be related to LUAD [20–24].

4. Discussion

In our work, we have several motivations to adopt the sparse boosting method to impute the missing clinical variables. The first is that the sparse boosting method [14] was proposed initially to assign TCGA clinical data, and we also use TCGA clinical data in our actual data application. The second is that Wu, et al. [11] provides the friendly R package “GEInter” to perform the sparse boosting method. Therefore, we adopt the sparse boosting method to impute the missing clinical variables. We agree with the comment that using the different impute techniques to process missing values will lead to different numerical results, it deserves further study and will be investigated in our future work.

In the final step of our analysis, we utilized the maximum likelihood estimation approach to estimate the corresponding parameters of the selected candidate biomarkers. Park and Ha [25] performed variable selection and parameter estimation procedures for fixed effects in parametric AFT models using penalized likelihood procedures. We agree with the comment that the sure independence screening method [12] is just a screening process, and penalized regression should be applied to reduce the irrelevant predictors for the prediction model. Although we found some useful references about penalized AFT model, we did not find suitable software or code to perform the regularization methods. Implementing regularization methods in our analysis is worthy of further research and will be studied in our future work.

In real data application, we adopt the he hard thresholding rule proposed by Fan and Lv [12] to select the candidate set of G-E interaction biomarkers; that is, after ranking the G-E interactions biomarkers using some correlation measure, we select a prefixed number of top-ranked G-E interaction predictors as our candidate model. Several alternative strategies for thresholding rule can be considered such as the soft thresholding rule proposed by Zhu, et al. [26], a method based on the control of the false-positive rate or false discovery rate by Zhao and Li [27], and a method based on multiple testing procedure by Song, et al. [28]. Furthermore, we assumed that the number of cancer-related biomarkers would be limited, so we selected the top 1000
### Table 10. Selected G-E interaction biomarkers with their corresponding estimates (p-values) by IPCW Kendall’s partial correlation approach for the whole TCGA LUAD data.

| Gene      | AJCC pathologic nodes | AJCC pathologic stage | Race                  |
|-----------|------------------------|------------------------|-----------------------|
| ATP13A4   | 1.8356 (0.0056)*       |                        | 1.8356 (0.0056)*      |
| B3GNT8    | 0.7140 (0.0088)*       |                        | 0.7140 (0.0088)*      |
| C16orf89  | −0.2306 (0.2214)       |                        | −0.2306 (0.2214)      |
| C17orf44  | −2.1237 (0.0114)*      |                        | −2.1237 (0.0114)*     |
| CD302     | 0.3977 (0.1098)        |                        | 0.3977 (0.1098)       |
| ENPP4     | −0.0032 (0.9809)       |                        | −0.0032 (0.9809)      |
| FUT1      | 0.2615 (0.0440)*       | 0.2615 (0.0440)*       | −0.4834 (0.3353)      |
| GALNT11   | 2.6784 (0.0037)*       |                        | 2.6784 (0.0037)*      |
| GNA14     | 0.7127 (0.0684)        |                        | 0.7127 (0.0684)       |
| GPC4      | −3.1234 (0.0036)*      |                        | −3.1234 (0.0036)*     |
| GPDL1     | −0.2679 (0.4329)       |                        | −0.2679 (0.4329)      |
| GPR116    | 0.9095 (0.0152)*       |                        | 0.9095 (0.0152)*      |
| HABP2     | −1.2867 (0.0063)*      |                        | −1.2867 (0.0063)*     |
| HLF       | −0.3133 (0.2451)       |                        | −0.3133 (0.2451)      |
| LDB1      | −0.1730 (0.4393)       | 0.0101 (0.9462)        | −0.0776 (0.8053)      |
| LGN4      | −0.1512 (0.3790)       | 0.0101 (0.9462)        | 0.2531 (0.1666)       |
| LIFR      | −0.1512 (0.3790)       | 0.0101 (0.9462)        | −1.4900 (0.0005)*     |
| LMO3      | 0.02072 (0.2117)       |                        | −0.5345 (0.0644)      |
| MBIP      | 0.02072 (0.2117)       |                        | −1.2296 (0.0306)*     |
| MYLIP     | −0.1512 (0.3790)       |                        | −1.2479 (0.0646)*     |
| NAPSA     | −0.1512 (0.3790)       |                        | −1.2479 (0.0646)*     |
| ORMDL3    | 0.0321 (0.7772)        |                        | 0.0321 (0.7772)       |
| PDHKL1    | 1.7741 (0.0150)*       |                        | 1.7741 (0.0150)*      |
| PLA2G4F   | 0.0107 (0.0026)*       |                        | 0.0107 (0.0026)*      |
| PNMA2     | 1.9070 (0.0026)*       |                        | 1.9070 (0.0026)*      |
| SEMI4A    | 0.5666 (0.0294)*       |                        | 0.5666 (0.0294)*      |
| SFTA3     | −0.0494 (0.8077)       |                        | −0.0494 (0.8077)      |
| SLC34A2   | 1.6043 (0.0022)*       |                        | 1.6043 (0.0022)*      |
| SNX30     | 0.7158 (0.0049)*       |                        | 0.7158 (0.0049)*      |
| TMEM170B  | 0.7158 (0.0049)*       | −0.0254 (0.8792)       | 0.0511 (0.9395)       |
| TMEM57    | 0.02072 (0.2117)       |                        | 0.02072 (0.2117)      |
| TRIM24    | 0.0101 (0.9462)        |                        | 0.0101 (0.9462)       |
| UNCI3B    | −0.0804 (0.7317)       | 0.0944 (0.6107)        | 0.0944 (0.6107)       |
| VWA2      | −0.1529 (0.2606)       | 0.0944 (0.6107)        | 0.0944 (0.6107)       |
| ZNF750    | 0.3507 (0.0348)*       |                        | 0.3507 (0.0348)*      |
| ZSCAN16   | 0.3507 (0.0348)*       |                        | 0.3507 (0.0348)*      |

G-E interaction biomarkers with the smallest p-values for downstream analysis based on the marginal COX model. Xu, et al. [5] and Wu and Ma [14] and so on have a similar screening process for downstream analysis. Different candidate models choices lead to different survival prediction models. How to define the number of cancer-related biomarkers for downstream analysis is a critical and interesting open question?

Voorman, et al. [29] and Ueki, et al. [30] give deep insight into genome-wide environment interaction studies (GWEIS), in which gene-environment interaction analysis is common known to be susceptible to model specification. Problematic behavior may occur due to insufficient specification of the null model for models with no genetic effects. In the framework of marginal analysis, Kendall’s partial correlation method is a pure correlation used to reflect the relationship of the survival trait with the G-E interaction biomarker conditional on the main effects. The proposed measure can mitigate errors due to unspecified null models. However, for simplicity, we specifically focus on two-way pairwise G-E interactions. Although the same idea of the proposed IPCW Kendall’s partial correlation method might apply to the problem of evaluating higher-order interactions, the associated computational complexity seems challenging and will be investigated in detail in our future work.

### 5. Conclusions

In this article, we extend the non-parametric IPCW Kendall’s partial correlation approach to G-E interac-
tions to measure the association of a right-censored survival trait with G-E interactions biomarkers, and the associated Kendall’s partial correlation to reflect the relationship of the survival trait with G-E interactions predictors conditional on the genetic and environmental effects. We agree with the comment that there are no methodological advances of this paper. However, the paper provides a useful contribution to real genomic data applications. In simulations (medium censoring level) and real data applications, we show that the proposed IPCW Kendall’s partial correlation method can provide substantially more powerful and accurate predictor selection, and can lead to more accurate survival prediction than alternative methods (marginal COX, marginal AFT and CQPCorr).

In the real data analysis for informative G-E interaction biomarker selection, we first performed a G-E interaction screening procedure on the entire data based on hard threshold rules using the non-parametric Kendall’s partial correlation method, then incorporated all environmental factors and some genes selected based on the hierarchical principle into the survival prediction model, we then estimated the corresponding parameters of the selected candidate biomarkers using a maximum-likelihood estimation approach based on the AFT regression model. To this end, we not only defined survival prediction models, but also provided their corresponding weights for selected biomarkers, which have implications for clinical significance.

Data Availability Statement

R codes for the simulation studies and real data are available at the figshare website https://doi.org/10.6084/m9.figshare.19306967.v3. The TCGA ESCA, PAAD and LUAD genomic data with survival traits analyzed during this study are all available at the figshare website https://doi.org/10.6084/m9.figshare.16816654.v5.

Abbreviations

G-E, gene-environment; AFT, accelerated failure time; TCGA, the cancer genome atlas; ESCA, esophageal carcinoma; LUAD, lung adenocarcinoma; PAAD, pancreatic adenocarcinoma; CQPCorr, censored quantile partial correlation; IPCW, inverse probability-of-censoring weighted; IPCW-pcorr, IPCW Kendall’s partial correlation approach; IPCW-tau, IPCW Kendall’s correlation approach; PI, prognosis index; LR, log-rank; SD, standard deviation; GWEIS, genome-wide environment interaction studies.

Author Contributions

J-HW conceived and designed the research study. J-HW and C-TY performed the research, analyzed the data, and prepared figures and/or tables. J-HW wrote the manuscript. All authors contributed to editorial changes in the manuscript. All authors read and approved the final manuscript.

Ethics Approval and Consent to Participate

Not applicable.

Acknowledgment

We thank the reviewers for their valuable comments and suggestions that helped us improve the paper.

Funding

This research was supported by the grant MOST 110-2118-M-035-001-MY2 from the Ministry of Science and Technology of Republic of China (Taiwan). The funding body did not play any role in the design of the study and collection, analysis, and interpretation of data and in writing the manuscript.

Conflict of Interest

The authors declare no conflict of interest.

Supplementary Material

Supplementary material associated with this article can be found, in the online version, at https://doi.org/10.31083/j.fbl2708225.

References

[1] McAllister K, Mechanic LE, Amos C, Aschard H, Blair I A, Chatterjee N, et al. Current challenges and new opportunities for gene-environment interaction studies of complex diseases. American Journal of Epidemiology. 2017; 186: 753–761.
[2] Thomas D. Gene–environment-wide association studies: emerging approaches. Nature Reviews Genetics. 2010; 11: 259–272.
[3] Batchelor TT, Betensky RA, Esposito JM, Pham LD, Dorfman MV, Piscatelli N, et al. Age-Dependent Prognostic Effects of Genetic Alterations in Glioblastoma. Clinical Cancer Research. 2004; 10: 228–233.
[4] Zhou F, Ren J, Lu X, Ma S, Wu C. Gene–Environment Inter- action: a Variable Selection Perspective. Methods in Molecular Biology. 2021; 6: 191–223.
[5] Xu Y, Wu M, Zhang Q, Ma S. Robust identification of gene-environment interactions for prognosis using a quantile partial correlation approach. Genomics. 2019; 111: 1115–1123.
[6] Shi X, Liu J, Huang J, Zhou Y, Xie Y, Ma S. A Penalized Robust Method for Identifying Gene–Environment Interactions. Genetic Epidemiology. 2014; 38: 220–230.
[7] Chai H, Zhang Q, Jiang Y, Wang G, Zhang S, Ahmed SE, et al. Identifying gene-environment interactions for prognosis using a robust approach. Econometrics and Statistics. 2017; 4: 105–120.
[8] Wang J, Chen Y. Interaction screening by Kendall’s partial correlation for ultrahigh-dimensional data with survival trait. Bioinformatics. 2020; 36: 2763–2769.
[9] Cancer Genome Atlas Research Network. Comprehensive genomic characterization defines human glioblastoma genes and core pathways. Nature. 2008; 455: 1061–1068.
[10] Kendall MG. Partial rank correlation. Biometrika. 1942; 32: 277–283.
[11] Wu M, Qin X, Ma S. GEInter: an R package for robust gene–environment interaction analysis. Bioinformatics. 2021; 37: 3691–3692.
[12] Fan J, Lv J. Sure independence screening for ultrahigh dimensional feature space. (with discussion). Journal of the Royal Sta-
Wang J, Wang K, Chen Y. Overlapping group screening for detection of gene-environment interactions with application to TCGA high-dimensional survival genomic data. BMC Bioinformatics. 2022; 23: 202.

Wu M, Ma S. Robust semiparametric gene-environment interaction analysis using sparse boosting. Statistics in Medicine. 2019; 38: 4625–4641.

Verzella D, Bennett J, Fischetti M, Thotakura AK, Recordati C, Pasqualini F, et al. GADD45β Loss Ablates Innate Immunosuppression in Cancer. Cancer Research. 2018; 78: 1275–1292.

Weygant N, Chang K, Jackson CS, Vega KJ. Sex-Associated Gene Expression Alterations Correlate with Esophageal Cancer Survival. Clinical and Translational Gastroenterology. 2020; 12: 281.

González-Reymúndez A, Vázquez AI. Multi-omic signatures identify pan-cancer classes of tumors beyond tissue of origin. Scientific Reports. 2020; 10: 8341.

Chakladar J, Kuo SZ, Castaneda G, Li WT, Gnanasekar A, Yu MA, et al. TRIM59: A potential diagnostic and prognostic biomarker in human tumors. PLoS ONE. 2021; 16: e0257445.

Zhou Y, Xu B, Zhou Y, Liu J, Zheng X, Liu Y, et al. Identification of key genes with differential correlations in lung adenocarcinoma. Frontiers in Cell and Developmental Biology. 2021; 9: 675438.

Zhan C, Yan L, Wang L, Sun Y, Wang X, Lin Z, et al. Identification of immunohistochemical markers for distinguishing lung adenocarcinoma from squamous cell carcinoma. Journal of Thoracic Disease. 2015; 7: 1398–1405.

Mizrapoiazova T, Mambetsariev N, Lennon FE, Mambetsariev B, Berlind JE, Salgia R, et al. HABP2 is a novel regulator of hyaluronan-mediated human lung cancer progression. Frontiers in Oncology. 2015; 5: 164.

Ochieng JK, Kundu ST, Bajaj R, Leticia Rodriguez B, Fradette JJ, Gibbons DL. MBIP (MAP3K12 binding inhibitory protein) drives NSCLC metastasis by JNK-dependent activation of MMPs. Oncogene. 2020; 39: 6719–6732.

Li Z, Pan C, Wang Z, Deng X, Zhu Q, Wu W, et al. LncRNA PCBP1-as1 correlated with the functional states of cancer cells and inhibited lung adenocarcinoma metastasis by suppressing the EMT progression. Carcinogenesis. 2021; 42: 931–939.

Park E, Ha ID. Penalized variable selection for accelerated failure time models. Communications for Statistical Applications and Methods. 2018; 25: 591–604.

Zhu L, Li L, Li R, Zhu L. Model-Free Feature Screening for Ultrahigh-Dimensional Data. Journal of the American Statistical Association. 2011; 106: 1464–1475.

Zhao SD, Li Y. Principled sure independence screening for Cox models with ultra-high-dimensional covariates. Journal of Multivariate Analysis. 2012; 105: 397–411.

Song R, Lu W, Ma S, Jeng XJ. Censored rank independence screening for high-dimensional survival data. Biometrika. 2014; 101: 799–814.

Voorman A, Lumley T, McKnight B, Rice K. Behavior of QQ-plots and genomic control in studies of gene-environment interaction. PLoS ONE. 2011; 6: e19416.

Ueki M, Fujii M, Tamiya G, for Alzheimer’s Disease Neuroimaging Initiative and the Alzheimer’s Disease Metabolomics Consortium. Quick assessment for systematic test statistic inflation/deflation due to null model misspecifications in genome-wide environment interaction studies. PLoS ONE. 2019; 14: e0219825.