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Abstract. In 2013, Gau and Wu introduced a unitary invariant, denoted by \(k(A)\), of an \(n \times n\) matrix \(A\), which counts the maximal number of orthonormal vectors \(x_j\) such that the scalar products \(\langle Ax_j, x_j \rangle\) lie on the boundary of the numerical range \(W(A)\). We refer to \(k(A)\) as the Gau–Wu number of the matrix \(A\). In this paper we take an algebraic geometric approach and consider the effect of the singularities of the base curve, whose dual is the boundary generating curve, to classify \(k(A)\). This continues the work of Wang and Wu [13] classifying the Gau-Wu numbers for \(3 \times 3\) matrices. Our focus on singularities is inspired by Chien and Nakazato [3], who classified \(W(A)\) for \(4 \times 4\) unitarily irreducible \(A\) with irreducible base curve according to singularities of that curve. When \(A\) is a unitarily irreducible \(n \times n\) matrix, we give necessary conditions for \(k(A) = 2\), characterize \(k(A) = n\), and apply these results to the case of unitarily irreducible \(4 \times 4\) matrices. However, we show that knowledge of the singularities is not sufficient to determine \(k(A)\) by giving examples of unitarily irreducible matrices whose base curves have the same types of singularities but different \(k(A)\). In addition, we extend Chien and Nakazato’s classification to consider unitarily irreducible \(A\) with reducible base curve and show that we can find corresponding matrices with identical base curve but different \(k(A)\). Finally, we use the recently-proved Lax Conjecture to give a new proof of a theorem of Helton and Spitkovsky [5], generalizing their result in the process.

1. Introduction

For a matrix \(A \in M_n(\mathbb{C})\), the set of \(n \times n\) matrices with complex entries, and the scalar product \(\langle \cdot, \cdot \rangle\) on \(\mathbb{C}^n\) along with the norm \(\|\cdot\|\) associated with it, the numerical range of \(A\) is the set

\[W(A) = \{\langle Ax, x \rangle : \|x\| = 1, x \in \mathbb{C}^n\}.\]

The numerical range has been studied extensively, with much recent focus on characterizing \(W(A)\) for certain classes of matrices, and on its connection with various invariants or algebraic objects associated with \(A\). In 2013, Gau and Wu [4] introduced the following unitary invariant of a matrix \(A \in M_n(\mathbb{C})\), which can be used to describe certain properties of the numerical range \(W(A)\).

**Definition 1.** Let \(A \in M_n(\mathbb{C})\). We define the Gau–Wu number of \(A\), denoted \(k(A)\), to be the maximum size of an orthonormal set \(\{x_1, \ldots, x_k\} \subset \mathbb{C}^n\) such that the values \(\langle Ax_j, x_j \rangle\) lie on \(\partial W(A)\), the boundary of \(W(A)\).

For a given \(A \in M_n(\mathbb{C})\), Gau and Wu observed that \(2 \leq k(A) \leq n\) [4] Lemma 4.1. Thus \(k(A) = 2\) for all \(A \in M_2(\mathbb{C})\). Further, Wang and Wu [13] Proposition 2.11] completely categorized the values of \(k(A)\) when \(n = 3\) according to Kippenhahn’s classification [7, 8] of the shape of \(W(A)\).

Additionally, Lee [9] classified \(k(A)\) for unitarily reducible matrices through dimension 4.

Inspired by Chien and Nakazato [3], we use the following tools to study the numerical range.

Let \(A \in M_n(\mathbb{C})\) and let

\[\text{Re} A = (A + A^*) / 2 \quad \text{and} \quad \text{Im} A = (A - A^*) / 2i,\]
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where $A^*$ is the conjugate transpose of $A$. For brevity, we will generally use the notation $H_1 = \text{Re} A$ and $H_2 = \text{Im} A$. Note that $H_1$ and $H_2$ are both Hermitian; $H_1$ is called the Hermitian part of $A$ and $iH_2$ is called the skew-Hermitian part of $A$.

**Definition 2.** Let

$$F_A(x : y : t) = \det (xH_1 + yH_2 + tI_n),$$

a homogeneous polynomial of degree $n$, and let $\Gamma_{FA}$ denote the curve $F_A(x : y : t) = 0$ in projective space $\mathbb{CP}^2$. We call $F_A$ the *base polynomial* and $\Gamma_{FA}$ the *base curve* for the matrix $A$; when the matrix is clear, we will suppress the subscripted $A$. Let $\Gamma^\wedge_F$ denote the dual curve of $\Gamma_F$; we call $\Gamma^\wedge_F$ the *boundary generating curve* of $W(A)$.

Note that the real affine points on the boundary generating curve $\Gamma^\wedge_F$ have a natural embedding into $\mathbb{C}$. Kippenhahn showed that the numerical range $W(A)$ is the convex hull of this curve [7,8].

Chien and Nakazato used singularities to classify the irreducible base curves of $4 \times 4$ matrices [3].

Naturally, such matrices are unitarily irreducible. In this paper, we study the relationship between $k(A)$ and singularities of the base curve.

In Section 2, we include a primer for the projective geometry required to work with singularities of base curves. In Section 3, we generalize the concept of flat portions on the boundary of the numerical range and, for $n \times n$ unitarily irreducible matrices $A$, give necessary conditions for $k(A) = 2$ and characterize $k(A) = n$ in terms of singularities. In Section 4, we apply these results to consider the effect of singularities on $k(A)$ for any $4 \times 4$ matrix $A$. In particular, we show that a certain type of singularity is sufficient, but not necessary, to imply $k(A) > 2$. In Section 5, we consider unitarily irreducible matrices $A$ with reducible base polynomials, extending Chien and Nakazato’s characterization in [3]. Throughout the paper, we give examples of matrices with different singularities and values of $k(A)$.

## 2. Projective geometry

Since Chien and Nakazato’s characterization of $4 \times 4$ matrices is based on the singularities of their base curves, in this section we translate well-known results into an algebraic geometry setting.

First we recall some basic facts from projective geometry. A point in the projective plane $\mathbb{CP}^2$ corresponds to a line in its dual plane $\mathbb{CP}^2^*$ and vice versa. Furthermore, according to the duality principle, a point $(x_1 : y_1 : t_1)$ lies on a line $a_1x + b_1y + c_1t = 0$ in $\mathbb{CP}^2$ if and only if the point $(a_1 : b_1 : c_1)$ lies on the line $x_1a + y_1b + t_1c = 0$ in $\mathbb{CP}^2^*$. Thus two points $(x_1 : y_1 : t_1)$ and $(x_2 : y_2 : t_2)$ lie on a line $a_1x + b_1y + c_1t = 0$ in $\mathbb{CP}^2$ if and only if the lines $x_1a + y_1b + t_1c = 0$ and $x_2a + y_2b + t_2c = 0$ intersect at $(a_1 : b_1 : c_1)$ in $\mathbb{CP}^2^*$.

Chien and Nakazato mention the following result but omit a proof [3, Remark 2.2].

**Lemma 3.** The base polynomial $F_A$ for $A \in M_n(\mathbb{C})$ has only real coefficients.

**Proof.** Let $(x,y,t) \in \mathbb{R}^3$. Then $xH_1 + yH_2 + tI_n$ is Hermitian and so can have only real eigenvalues. Thus its determinant $F_A(x,y,t)$ can only be real. Hence $F_A$ is a polynomial function from $\mathbb{R}^3$ to $\mathbb{R}$. It follows that all coefficients of this polynomial must be real. \qed

The following lemma shows that rotating a matrix corresponds to applying the same rotation to the base curve.

**Lemma 4.** Let $A \in M_n(\mathbb{C})$ and let $F_A$ denote the base polynomial for the matrix $A$. Fix an angle $\theta$ and let $A' = e^{i\theta}A$, $x' = \text{Re} \left((x + iy)e^{i\theta}\right)$, $y' = \text{Im} \left((x + iy)e^{i\theta}\right)$, and $t' = t$. Then $F_A(x:y:t) = F_{A'}(x':y':t')$. That is, the real affine part of the base curve for the rotated matrix $A' = e^{i\theta}A$ is a rotation by $\theta$ of the real affine part of the base curve for $A$. Furthermore, the line $y' = 0$ intersecting the curve $F_{A'}(x':y':t') = 0$ is the image under this rotation of the line $y = -x\tan \theta$ intersecting $F_A(x:y:t) = 0$.

**Proof.** We first show that the base polynomials for $A$ and $A'$ are the same:
Lemma 6. Let $k$

Proof. Assume $\phi$ is an angle for which the maximum eigenvalue $\lambda_{\text{max}}$ of $\text{Re}(e^{-i\phi} A)$ has a multiplicity of at least 2. Since $\lambda_{\text{max}}$ is invariant under rotation, we will assume without loss of generality that $\phi = 0$. Then there exist orthogonal unit vectors $v_1$ and $v_2$ with $\text{Re} Av_j = \lambda_{\text{max}} v_j$, for $j = 1, 2$. This implies that $\langle Av_1, v_1 \rangle$ and $\langle Av_2, v_2 \rangle$ are points on $\partial W(A) \cap \ell$, where $\ell$ is the line with equation $x = \lambda_{\text{max}}$. 

3. Maximal and minimal $k(A)$ for $n \times n$ matrices

In this section we will consider a generalization of flat portions on the boundary of the numerical range, which we will call seeds, and how these affect the Gau–Wu number of an $n \times n$ matrix $A$. In particular, we will use the notion of seeds to give necessary conditions for when $k(A) = 2$ and a characterization of when $k(A) = n$. We begin by relating the eigenvalues of $A$ to the Gau–Wu number $k(A)$.

Lemma 6. Let $A \in M_n(\mathbb{C})$ and assume that $A$ is not a $2 \times 2$ normal matrix. If $k(A) = 2$, then for all angles $\phi$, the maximum eigenvalue of $\text{Re}(e^{-i\phi} A)$ has multiplicity 1.

Proof. First, from [8, Theorem 17], we have that $W(A)$ does not intersect the line at infinity $t = 0$. Hence $\ell = (0 : 1 : 0)$ cannot be a point in $W(A)$, and so $\ell : y = 0$ is not tangent to $\Gamma_F$. Similarly, the dual of $t = 0$, which is the point $(0 : 0 : 1)$, cannot lie on $\Gamma_F$. Thus $\Gamma_F$ does not contain the origin of the affine plane, so $\Gamma_F \cap \ell \cap \{(x : y : t) : x = 0\} = \emptyset$.

Let $P$ denote a point on both the curve $\Gamma_F$ and the line $\ell$, and recall that $\text{ord}_F(\Gamma_F)$ denotes the order of $\Gamma_F$ at $P$. Then we have $\text{ord}_F(\Gamma_F) > 1$ if and only if $P$ is a singular point of $\Gamma_F$. Since $\ell$ is not tangent to $\Gamma_F$, we see that $\text{ord}_F(\Gamma_F)$ must be equal to the intersection multiplicity of $\Gamma_F$ with $\ell$ at $P$.

By Bézout’s theorem, the line $\ell$ intersects $\Gamma_F$ at $n$ points, counting intersection multiplicity. We see that $\Gamma_F \cap \ell = \{x : 0 : t\} : \text{det} \ t (xH_1 + 1) = 0$ and $x \neq 0$. So there is a one-to-one correspondence between these intersection points $(x : 0 : t)$ (with some intersection multiplicity $m$) and the eigenvalues $-t/x$ (with algebraic multiplicity the same $m$) of $H_1$. Thus an eigenvalue $\lambda$ of algebraic multiplicity $m$ corresponds to a point $(1 : 0 : -\lambda)$ of intersection multiplicity $m$ on $\Gamma_F \cap \ell$. By the preceding paragraph, this is equivalent to being a point of $\ell$ which is a singularity of order $m$ of the curve $\Gamma_F$.

Let $\lambda_1$ and $\lambda_2$ be the minimum and maximum eigenvalues, respectively, of $H_1$. Since $\{\lambda_1, \lambda_2\} = \text{Re}(W(h_1)) = \text{Re}(W(A))$, we conclude that $x = \lambda_1$ and $x = \lambda_2$ are vertical parallel support lines of $W(A)$. The duals of these lines are $(1 : 0 : -\lambda_1)$ and $(1 : 0 : -\lambda_2)$ respectively. The converse holds similarly.

□
Let $\lambda_{\min}$ be the smallest eigenvalue of $\text{Re}A$. Since $\text{Re}A$ is Hermitian, if $\lambda_{\min} = \lambda_{\max}$, then $\text{Re}A$ has only a single eigenvalue and hence is a scalar matrix. It follows that $A$ itself is normal. By assumption, then, $n \geq 3$. Thus there exists a unit eigenvector $v_3$ of $A$, corresponding to the eigenvalue $\lambda_{\min} = \lambda_{\max}$, that is orthogonal to both $v_1$ and $v_2$. Since $\text{Re}Av_3 = \lambda_{\max}v_3$, we have that $\langle Av_3, v_3 \rangle$ is a third point on $\partial W(A) \cap \ell$. Therefore, in this case $k(A) \geq 3$.

Now suppose $\lambda_{\min}$ and $\lambda_{\max}$ are distinct. Since $\text{Re}A$ is Hermitian, the eigenspace corresponding to $\lambda_{\min}$ is orthogonal to span $\{v_1, v_2\}$. Let $v_3$ be a unit vector in the eigenspace of $\lambda_{\min}$. Then $\langle Av_3, v_3 \rangle$ is a point on $\partial W(A)$ and again $k(A) \geq 3$.

The following definition generalizes the concept of a flat portion on the boundary of the numerical range to include a degenerate case.

**Definition 7.** Let $A \in M_n(\mathbb{C})$ with boundary generating curve $\Gamma^\wedge_F$. A seed of $A$ is a subset of $\partial W(A)$ of one of the following types:

- **Flat portion:** the intersection between $\partial W(A)$ and a support line of $W(A)$ that contains more than one point;
- **Singular point:** a point of $\Gamma^\wedge_F \cap \partial W(A)$ which is a singular point of $\Gamma^\wedge_F$.

While a seed is associated with the algebraic object of a matrix, it is describing a geometric feature of the corresponding numerical range and its underlying boundary generating curve $\Gamma^\wedge_F$. Also, note that the dual of the support line of $W(A)$ at a seed is a singularity of the base curve $\Gamma_F$.

We will now recall the definition of a related concept from Wang and Wu [13]. For any $P \in W(A)$, they define $\mathcal{H}_P := \text{span}\{ x \in \mathbb{C}^n : \langle Ax, x \rangle = P\|x\|^2 \}$. They then use this set to classify some of the same cases of $k(A)$ as we do in this paper. The following proposition makes the connection between seeds and $\mathcal{H}_P$.

**Proposition 8.** Let $A$ be a unitarily irreducible matrix of dimension at least 2 and let $P \in \partial W(A)$. Then $\dim \mathcal{H}_P > 1$ if and only if $P$ is on a seed of $A$.

**Proof.** Without loss of generality we assume that $P$ is on a vertical support line of $W(A)$. Call that line $\ell$ and note that $\ell : y = \text{Re} P := \lambda$.

Assume first that $P \in \partial W(A)$ is on a seed of $A$. Since $A$ is unitarily irreducible, $W(A)$ has no extreme points. Hence by [13] Proposition 2.2(c), $\mathcal{H}_P = \mathcal{H}_Q$ for any $Q$ on the same seed as $P$. We may thus assume without loss of generality that $P$ is on $\Gamma^\wedge_F$. Then $\ell$ is the tangent line to $\Gamma^\wedge_F$ at $P$, and by the definition of seed we have that $\ell = (1 : 0 : -\lambda)$ is a point of order at least 2 on $\Gamma_F$. Then by Lemma 5 we have that $\lambda$ is an eigenvalue of the Hermitian part $H_1$ of $A$ with multiplicity at least 2. Thus $(H_1 x, x) = \lambda$ has two linearly independent solutions $x_1$ and $x_2$. These are also solutions to $\text{Re}(Ax, x) = \lambda$. Thus we see that $\langle Ax_1, x_1 \rangle$ and $\langle Ax_2, x_2 \rangle$ are both on $\ell$. We invoke [13] Proposition 2.2(c)] again to see that $x_1, x_2 \in \mathcal{H}_P$.

Next, assume that $\dim \mathcal{H}_P > 1$. Let $x_1$ and $x_2$ be linearly independent vectors in $\mathcal{H}_P$.

By [13] Proposition 2.2(a)] we have for $j = 1, 2$ that $(H_1 - \lambda I)x_j = 0$. Hence $\lambda$ is an eigenvalue of $H_1$ with multiplicity at least 2. By Lemma 4 we have that $(1 : 0 : -\lambda)$ is a point of order at least 2 on $\Gamma_F$. This point is exactly $\ell$. Thus $\ell$ intersects $\Gamma^\wedge_F$ in at least two points counting multiplicity. These two points either form a flat portion of $\partial W(A)$ or a singular point of $\Gamma^\wedge_F$ on $\partial W(A)$, which in either case is a seed. Hence $P$ is on a seed.

Using the concept of seeds, we can now give an interpretation of the necessary condition for $k(A)$ to be minimal. By Proposition 6 our next proposition is equivalent to Corollary 2.6 in [13]. We provide an alternative proof of this result using our notation.

**Proposition 9.** Let $A \in M_n(\mathbb{C})$ with boundary generating curve $\Gamma^\wedge_F$. If $k(A) = 2$, then $A$ has no seeds. That is, $\partial W(A)$ has no flat portions and no singularity of $\Gamma^\wedge_F$ is on $\partial W(A)$.

**Proof.** Given a point $P \in \Gamma^\wedge_F$ on a seed, without loss of generality we may assume (via rotation) that $P$ occurs on a vertical tangent line to $\Gamma^\wedge_F$, which we denote by $\ell : x = \lambda$. Thus $P$ is a tangent line to $\Gamma_F$ at the point $\ell$. Let $m = \text{ord}_P(\Gamma_F)$. By Lemma 5 $m$ is also the algebraic multiplicity of $\lambda$ as an eigenvalue of $H_1$. Since $H_1 = \text{Re}A$ and we are assuming that $k(A) = 2$, Lemma 4 implies that $m = 1$. Thus $\ell$ is a nonsingular
point on \( \Gamma_F \). Therefore the intersection multiplicity of \( \ell \) and \( \Gamma' \) at \( P \) is 1, so that, in particular, \( P \) is a nonsingular point. This contradicts our premise that \( P \) is on a seed. \( \square \)

By Proposition 9, any matrix \( A \) with a seed has \( k(A) \geq 3 \). While the converse holds for \( 3 \times 3 \) matrices \[13\] Corollary 2.12, it does not hold in general, as shown in Example 15 below for \( 4 \times 4 \) matrices, and by Proposition 16 for \( n \times n \) matrices with \( n \geq 5 \). However, we do know that for \( n \times n \) matrix \( A \) (\( n \geq 3 \)), \( k(A) \) must be less than \( n \) in the case that \( A \) has no seeds \[13\] Proposition 2.10).

In addition, complex singularities do not necessarily increase \( k(A) \), as the next example gives a \( 4 \times 4 \) matrix \( A \) for which \( \Gamma_F \) has two complex singularities, but no real singularities and \( k(A) = 2 \).

**Example 10.** Let \( A = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & \frac{1}{2} & 0 \\ 0 & 0 & 0 & 2 \\ 0 & 0 & 0 & 0 \end{bmatrix} \). By \[13\] Theorem 3.2, this matrix is unitarily irreducible, while \( k(A) = 2 \) by \[13\] Theorem 3.10. In Figure 1 we show the graph of \( F(-ix, 1, y) = 0 \) (i.e., the first coordinate is pure imaginary and we include the line at infinity), together with the graphs for \( \Gamma_F \) and \( \Gamma'_F \). We can see that the base curve \( \Gamma_F \) has a pair of complex conjugate singularities at infinity, namely \((\pm i : 1 : 0)\), which do not give rise to any singularities on the (real) boundary generating curve.

![Figure 1. The leftmost graph is a complex slice of \( \Gamma_F \) for the matrix \( A \) of Example 10. Observe that the points \((\pm i : 1 : 0)\), which can be viewed on the left and right side of this graph, are singularities. Despite the presence of these singularities, \( k(A) = 2 \). The middle and right graphs illustrate \( \Gamma_F \) and \( \Gamma'_F \) for \( A \). The marked point is 0, the unique eigenvalue of \( A \).](image)

Now we use the notion of singularities of \( \Gamma_F \) to characterize those \( n \times n \) matrices \( A \) with maximal \( k(A) \).

**Proposition 11.** Let \( n \geq 2 \) and \( A \in M_n(\mathbb{C}) \) be a unitarily irreducible matrix with base curve \( \Gamma_F \).

Then \( k(A) = n \) if and only if \( \Gamma_F \) has two distinct real points \( P \) and \( Q \) that are collinear with the origin and satisfy \( \text{ord}_P(\Gamma_F) + \text{ord}_Q(\Gamma_F) = n \).

**Proof.** First assume that \( P \) and \( Q \) are two points of \( \Gamma_F \) lying on a line \( \ell \) through the origin, and let \( m = \text{ord}_P(\Gamma_F) \) and \( n - m = \text{ord}_Q(\Gamma_F) \). Using Lemma 4, we assume without loss of generality that \( \ell \) is the line \( y = 0 \). By Lemma 5, the points \( P \) and \( Q \) correspond to distinct eigenvalues of \( H_1 \), say \( \lambda_1 \) of multiplicity \( m \) and \( \lambda_2 \) of multiplicity \( n - m \).

Hence \( \lambda_1 \) and \( \lambda_2 \) are the only eigenvalues of \( H_1 \), and so they are in particular the maximum and minimum eigenvalues of \( H_1 \). Therefore, they lie on the left and right vertical support lines of \( W(A) \). Since Hermitian matrices are unitarily diagonalizable, we have a set of \( n \) orthonormal eigenvectors \( \{v_j\}_{j=1}^n \) for \( H_1 \). Then, for each \( j \in \{1, \ldots, n\} \), there exists \( k \in \{1, 2\} \) such that

\[
\langle Av_j, v_j \rangle = \langle H_1 + iH_2v_j, v_j \rangle = \langle H_1v_j, v_j \rangle + i\langle H_2v_j, v_j \rangle = (\lambda_1v_j, v_j) + i(\lambda_2v_j, v_j) = \lambda_1 + i\langle H_2v_j, v_j \rangle.
\]

Since \( H_2 \) is Hermitian, \( i\langle H_2v_j, v_j \rangle \) is purely imaginary, so each Re\(\langle Av_j, v_j \rangle \) for \( j = 1, \ldots, n \) is equal to either \( \lambda_1 \) or \( \lambda_2 \). Thus each \( \langle Av_j, v_j \rangle \) is on the boundary of \( W(A) \), so we conclude that \( k(A) = n \).
Now assume \( k(A) = n \). By \cite{2} Theorem 7], there exists \( \phi \) such that there is a set of \( n \) orthonormal vectors \( \{v_j\}_{j=1}^n \) for which \( \langle \Re(\epsilon^{-i\phi}A)v_j, v_j \rangle \in \{\lambda_{\min}, \lambda_{\max}\} \), where \( \lambda_{\min} \) and \( \lambda_{\max} \) are the smallest and largest eigenvalues of \( \Re(\epsilon^{-i\phi}A) \), respectively. Without loss of generality, we may assume \( \phi = 0 \). Then, for \( j = 1, \ldots, n \), we have \( \Re(Av_j, v_j) = \langle H_1v_j, v_j \rangle \in \{\lambda_{\min}, \lambda_{\max}\} \), and it follows by \cite{12} Proposition 3 that \( v_j \) is an eigenvector associated with \( \lambda_{\min} \) or \( \lambda_{\max} \). Thus we may conclude that the span of the eigenspaces of \( \lambda_{\min} \) and \( \lambda_{\max} \) is all of \( \mathbb{C}^n \). In particular, \( \Re A \) has at most two distinct eigenvalues. However, it cannot have only one eigenvalue as then \( W(A) \) would be a vertical line segment and \( A \) would be normal and thus unitarily reducible. Hence \( \Re A \) has two distinct eigenvalues, of multiplicities \( m \) and \( n - m \). By Lemma 3 these correspond to distinct singular points of \( \Gamma_F \) of order \( m \) and \( n - m \), respectively, on the line \( y = 0 \). \( \square \)

4. Using singularities of \( \Gamma_F \) to compute \( k(A) \) for \( 4 \times 4 \) matrices

Applying Proposition \cite{11} to Chien and Nakazato’s classification, we immediately get the following result for \( 4 \times 4 \) matrices.

**Theorem 12.** Let \( A \in M_4(\mathbb{C}) \). Then \( k(A) = 4 \) if and only if one of the following cases holds.

1. \( \Gamma_F \) has a point of order 3, or
2. \( \Gamma_F \) has real singularities, two of which are collinear with the origin.

We can use this theorem to show that several of Chien and Nakazato’s examples in \cite{3} have \( k(A) = 4 \). Their Example 4.1 gives an explicit matrix which falls into the first case of Theorem 12 with a triple crossing singularity. Examples 4.2 and 4.7 similarly provide matrices that fit the conditions of the second case of Theorem 12. Example 4.7 includes two parallel flat portions, whereas Example 4.2 has both types of seeds, with both on the \( x \)-axis. This demonstrates the importance of using \( \Gamma_F \) to study \( k(A) \), since one of the seeds in Example 4.2 is not a flat portion in \( \partial W(A) \).

We now consider options for singularities that lead to \( k(A) = 3 \). In the following example, there are two singularities, but \( k(A) = 3 \).

**Example 13.** Consider the matrix

\[
A = \begin{bmatrix}
0 & 4i/3 & i/2 & 8i/3 \\
0 & 0 & 8i/3 & 0 \\
0 & 0 & 0 & 4i/3 \\
0 & 0 & 0 & 0
\end{bmatrix}.
\]

The base polynomial is

\[
F(x : y : t) = t^4 - \frac{649t^2x^2}{144} + \frac{400x^4}{81} + \frac{8}{9}tx^2y - \frac{649t^2y^2}{144} + \frac{544x^2y^2}{81} + \frac{8ty^3}{9} + \frac{16y^4}{9},
\]

which has a zero set with two singularities, both order 2 crossing singularities. We plot the graph of \( F(x : y : 1) = 0 \) in Figure 2. Each singularity corresponds to a flat portion of \( W(A) \). These two flat portions imply that the matrix \( A \) has two seeds and there are two angles \( \phi \) for which \( \Re(\epsilon^{-i\phi}A) \) has a double maximum eigenvalue. By Proposition \cite{9} or Lemma \cite{8} we have \( k(A) > 2 \). However, the angles corresponding to these flat portions are not equal modulo \( \pi \). This means that the singularities are not collinear with the origin and \( k(A) < 4 \) by Theorem 12. Therefore, \( k(A) = 3 \).

The same argument can be used to show \( k(A) = 3 \) whenever the base curve of a \( 4 \times 4 \) matrix \( A \) has one or more singularities of order 2 corresponding to a seed of \( A \), no pair of which are collinear with the origin. Example 4.4 in \cite{3} is a \( 4 \times 4 \) matrix where \( \Gamma_F \) has three distinct singularities of order 2, no pair of which is collinear with the origin. Therefore, Theorem 12 and Proposition 9 show that \( k(A) = 3 \). Examples 4.3, 4.5, 4.6, and 4.9 of \cite{3} give examples of matrices whose boundary generating curves have one singularity of order 2, which corresponds to a seed for \( A \). The seed implies that \( k(A) > 2 \) by Proposition 9 and since the singularity is not order 3, Theorem 12 shows that \( k(A) < 4 \). Therefore, we can conclude that \( k(A) = 3 \). The same reasoning yields the following theorem.

**Theorem 14.** Let \( A \) be a \( 4 \times 4 \) matrix. If every real singularity of \( \Gamma_F \) corresponding to a seed of \( A \) is of order 2, and no two of these singularities are collinear with the origin, then \( k(A) = 3 \).
Proposition 9 establishes that singularities of $\Gamma F$ can sometimes be used to show that $k(A) > 2$. The following example shows that $k(A)$ can be greater than 2 even in the absence of singularities.

**Example 15.** Consider the matrix

$$A = \begin{bmatrix}
\frac{19}{54} & 0 & 0 & \frac{71}{54} \\
0 & \frac{8}{27} & 0 & \frac{5}{54} \\
0 & 0 & \frac{1}{2} + \frac{i}{2} & \frac{1}{18} - \frac{i}{18} \\
\frac{71}{54} & \frac{5}{54} & \frac{1}{18} - \frac{i}{18} & \frac{5}{27} + \frac{10i}{27}
\end{bmatrix}.$$  

Figure 3 shows that $\Gamma F$ has no singularities, which by Theorem 12 demonstrates that $k(A) < 4$. However, the blue points are the images of the vectors $e_1$, $e_2$, $e_3$, and $e_4$, with the first three on the boundary; this can be seen by computing the maximum eigenvalues of Re($e^{i\phi}A$) with $\phi = \pi, \pi/2, -\pi/4$. This demonstrates that $k(A) \geq 3$. Therefore, $k(A) = 3$ even though $\Gamma F$ has no singularities.

This example shows that the classification of singularities of $\Gamma F$ and $\Gamma F^\wedge$ for a $4 \times 4$ matrix $A$ is not sufficient to distinguish between matrices for which $k(A) = 2$ and $k(A) = 3$.

5. **Unitarily irreducible $A$ with reducible base polynomial**

In the preceding sections, we studied the Gau–Wu number using the algebraic tools given by the base polynomial and the boundary generating curve. Now we will establish limitations on the power of these tools.
by providing an example of matrices that have the same numerical range and boundary generating curve but do not have the same Gau–Wu number.

Let $T_n(a, b, c)$ denote the $n \times n$ tridiagonal Toeplitz matrix with every entry on its diagonal given by $a$, every entry on its first superdiagonal given by $b$, and every entry on its first subdiagonal given by $c$. We will prove the following proposition, which gives an explicit class of pairs of matrices with the same base polynomial but different Gau–Wu numbers.

**Proposition 16.** Let $A$ denote the tridiagonal Toeplitz matrix $T_n(a, b, c)$ with $n \geq 3$ and assume that $|b| \neq |c|$, $b, c \in \mathbb{C}$. Let $A'$ denote the matrix resulting from swapping the $a_{j,j+1}$ entry with the $a_{j+1,j}$ entry when $j$ is odd. Then $A$ is unitarily irreducible, $A'$ is unitarily reducible, $F_A = F_{A'}$, $W(A) = W(A')$, $k(A) = \left\lceil \frac{n}{2} \right\rceil$, and $k(A') = 2$. In particular, if $n \geq 5$, $k(A) \neq k(A')$.

**Proof.** For any tridiagonal matrix, the operation of swapping a pair of opposing off-diagonal entries preserves the numerical range; this fact is [11, Lemma 3.1]. We now explain how that result can be strengthened. As noted in [11, Section 1.6], the influence of the off-diagonal entries on the determinant of a tridiagonal matrix is determined not by their individual values but only by the products of opposite off-diagonal pairs. When $A$ is tridiagonal, so are its real and imaginary parts, and hence so is the matrix $xH_1 + yH_2 + tI_n$ given in Definition 2. Therefore, the determinant of $xH_1 + yH_2 + tI_n$ is invariant under the interchange of corresponding off-diagonal entries. It follows that such an interchange, when performed on $A$, has no effect on the base polynomial. Since the base polynomial determines the boundary generating curve, which in turn determines the numerical range, this result is stronger than the original result of [11] mentioned above.

By shifting, we can assume without loss of generality that $a = 0$, so that $A = T_n(0, b, c)$. Note that $A'$ is the matrix that results by swapping every entry of $A$ on the first superdiagonal lying in an odd-indexed row with its opposite subdiagonal entry. For example, when $n = 5$,

$$A = \begin{bmatrix} 0 & b & 0 & 0 & 0 \\ c & 0 & b & 0 & 0 \\ 0 & c & 0 & b & 0 \\ 0 & 0 & c & 0 & b \\ 0 & 0 & 0 & c & 0 \end{bmatrix} \quad \text{and} \quad A' = \begin{bmatrix} 0 & c & 0 & 0 & 0 \\ b & 0 & b & 0 & 0 \\ 0 & c & 0 & c & 0 \\ 0 & 0 & b & 0 & b \\ 0 & 0 & 0 & c & 0 \end{bmatrix}.$$  

By the above, $A$ and $A'$ have the same boundary generating polynomial, and hence $W(A) = W(A')$. We now compare their Gau–Wu numbers.

First, note that $A$ is unitarily irreducible. To see this, suppose some subspace $L$ is invariant under both $A$ and $A^*$. Let $J$ be the matrix with all entries on its first superdiagonal equal to 1, and all other entries 0. From the fact that $|b| \neq |c|$, it follows that $J$ and $J^*$ are linear combinations of $A$ and $A^*$. Thus $L$ is invariant under $J$ and $J^*$, and $L^\perp$ is as well. If every vector in $L$ has its final coordinate equal to 0, then $e_n \in L^\perp$, and hence $J^{n-1}e_n = e_1 \in L^\perp$. Otherwise, there is a vector $w \in L$ whose final coordinate is 1, and then $J^{n-1}w = e_1 \in L$. Thus either $L$ or $L^\perp$ contains $e_1$. But then repeated application of $J^*$ shows that this subspace contains $e_2, e_3, \ldots, e_n$ as well. Hence either $L$ or $L^\perp$ has dimension $n$.

On the other hand, the matrix $A'$ is unitarily reducible and is, in fact, unitarily similar to a direct sum of $[n/2]$ blocks of size $2 \times 2$, with an additional $1 \times 1$ block when $n$ is odd. This follows from the proofs of Theorem 3.3, Corollary 2.3, and then Theorem 2.1 in [11]. Moreover, the $1 \times 1$ block, when it occurs, is necessarily zero. Meanwhile, the $2 \times 2$ blocks are given explicitly by

$$A_{\sigma_j} = \begin{bmatrix} 0 & \sigma_j \\ \beta \sigma_j & 0 \end{bmatrix}, \quad \sigma_j = \begin{bmatrix} 0 & 1 \\ \beta & 0 \end{bmatrix},$$  

where $\beta = c/b$ and $\sigma_1 \geq \sigma_2 \geq \cdots \geq \sigma_{[n/2]}$ are the nonzero singular values of the $\left\lceil \frac{n}{2} \right\rceil \times \left\lceil \frac{n}{2} \right\rceil$ matrix

$$X = \begin{bmatrix} b & 0 & \cdots & 0 \\ b & b & \cdots & 0 \\ 0 & b & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & b \\ \vdots & \vdots & \cdots & \vdots \\ 0 & 0 & \cdots & 0 \\ 8 & \end{bmatrix}.$$
whose \( j \)th column is given by \( b(e_j + e_{j+1}) \). From these observations and [1] Corollary 2.3 it follows that the numerical range of each \( A_{\sigma_j} \) is an ellipse centered at the origin.

Note that there is a unique \( 2 \times 2 \) block corresponding to the largest singular value of \( X \), namely \( \sigma_1 \). This holds since the singular values of \( X \) are precisely the eigenvalues of

\[
XX^* = |b|^2 \begin{bmatrix}
1 & 1 & 0 & \cdots \\
1 & 2 & 1 & \cdots \\
0 & 1 & 2 & \cdots \\
\vdots & \cdots & \cdots & \cdots & \ddots \\
0 & \cdots & \cdots & \cdots & \cdots & 0 \\
\cdots & 1 & 2 & 1 \\
0 & 1 & 1 \\
0 & 0 & 2 & 0 \\
0 & 0 & 0 & 2 & 0 \\
\end{bmatrix},
\]

and the largest eigenvalue of this matrix is simple, by the Perron-Frobenius Theorem [6] Theorem 8.4.4]. Also, the ellipse arising from the block corresponding to \( \sigma_1 \) contains in its interior the ellipse corresponding to each other block; this can be seen as Equation 1 shows that the numerical range of \( W(A_{\sigma_j}) \) results from dilating the numerical range of \( \begin{bmatrix} 0 & 1 \\ \frac{1}{b} & 0 \end{bmatrix} \) by a factor of \( \sigma_j \), and this numerical range is an ellipse centered at the origin.

Hence the single \( 2 \times 2 \) block corresponding to \( \sigma_1 \) generates an ellipse whose interior contains the ellipses arising from all other blocks, as well as the single point at the origin that gives the numerical range of the additional \( 1 \times 1 \) block when \( n \) is odd. It follows that \( A' \) is unitarily equivalent to \( A_{\sigma_1} \oplus B \), with \( W(B) \) contained in the interior of \( W(A_{\sigma_1}) \). As a result, [13] Lemma 2.9] gives that \( k(A') = k(A_{\sigma_1} \oplus B) = k(A_{\sigma_1}) = 2 \), where the last equality follows from [4] Lemma 4.1].

At the same time, for \( A \), we recall that \( b \) and \( c \) were chosen with \( |b| \neq |c| \). Therefore, [2] Theorem 5] gives \( k(A) = \lceil n/2 \rceil \). For \( n \geq 5 \), this gives that \( k(A) \geq 3 \).

To summarize, both \( \Gamma_{F_A} = \Gamma_{F_{A'}} \) and \( W(A) = W(A') \) hold for the matrices \( A \) and \( A' \) described above, and yet \( k(A) \neq k(A') \) when \( n \geq 5 \).

Proposition 16 illustrates a limitation of the ability of the base polynomial and the boundary generating curve to provide information about the Gau–Wu number of a matrix. The following is an explicit example of this situation, with a graph of the boundary generating curve.

**Example 17.** Consider the matrix \( A = T_5(0, 1, 2) \). By Proposition 16, \( A \) is unitarily irreducible but has the same base curve as the unitarily reducible matrix

\[
A' = \begin{bmatrix}
0 & 2 & 0 & 0 & 0 \\
1 & 0 & 1 & 0 & 0 \\
0 & 2 & 0 & 2 & 0 \\
0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 2 & 0 \\
\end{bmatrix}.
\]

We show the graph of their boundary generating curve in Figure 4. Note that the blue point shown at the origin is both an eigenvalue and the boundary generating curve of the \( 1 \times 1 \) block in the reduction of \( A' \).

![Figure 4](image_url)  
**Figure 4.** The boundary generating curve for both the unitarily irreducible matrix \( A \) and the unitarily reducible matrix \( A' \) of Example 17. Note that \( k(A) = 3 \) while \( k(A') = 2 \).
Proposition 16 demonstrates that \( k(A) = 3 \), while \( k(A') = 2 \). As discussed in the proof of that proposition, this is because the latter is merely the Gau–Wu number of the \( 2 \times 2 \) matrix whose numerical range is the outer ellipse.

In fact, the scenario that occurs for the tridiagonal Toeplitz matrices described in Proposition 16 is an example of a more general phenomenon. In particular, those matrices are examples for which, although the outer ellipse.

A This is because the latter is merely the Gau–Wu number of the \( 2 \times 2 \) matrix whose numerical range is the outer ellipse.

4. Hwa-Long Gau and Pei Yuan Wu, Numerical ranges and compressions of \( S_n \)-matrices, Operators and Matrices 7 (2013), no. 2, 465–476.

6. Summary

In this paper we have provided a characterization of \( n \times n \) matrices with \( k(A) = n \) based on the singularities of the base curve \( \Gamma_F \). However, we have shown that even in the \( 4 \times 4 \) case, knowledge of the singularities of \( \Gamma_F \) is not sufficient to completely determine \( k(A) \). Moreover, we have proved that for \( n \geq 5 \), no amount of knowledge of the base polynomial or base curve is sufficient to do so. Any classification of \( 5 \times 5 \) matrices will necessarily have additional complexity, as then matrices with Gau–Wu numbers which are not maximal may have \( k(A) = 2 \), \( k(A) = 3 \), or \( k(A) = 4 \). Further tools will be necessary to differentiate non-maximal cases. Lastly, we have analyzed the numerical range of unitarily irreducible matrices with reducible base curve.
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