Train the Neural Network by Abstract Images

Liqun Yang\textsuperscript{1, a}, Yan Liu\textsuperscript{2, b, *}, Wei Zeng\textsuperscript{3, c}, Yijun Yang\textsuperscript{4, d}

\textsuperscript{1}School of Information Science and Computing Florida International University Miami, United States
\textsuperscript{2}College of Civil Engineering and Architecture Qingdao Agricultural University Qingdao, China
\textsuperscript{3}School of Mathematics and Statistics Xi’an Jiaotong University Xi’an, China
\textsuperscript{4}School of Computer Science and Technology Xi’an Jiaotong University Xi’an, China

\textsuperscript{a}lyang028@fiu.edu, \textsuperscript{b, *}Corresponding author e-mail: yanliu@qau.edu.cn
\textsuperscript{c}wz@xjtu.edu.cn, \textsuperscript{d}yangyijun@xjtu.edu.cn

Abstract. Like the textbook for students’ learning, the training data plays a significant role in the network’s training. In most cases, people intend to use big-data to train the network, which leads to two problems. Firstly, the knowledge learned by the network is out of control. Secondly, the space occupation of big-data is huge. In this paper, we use the concepts-based knowledge visualization [33] to visualize the knowledge learned by the model. Based on the observation results and information theory, we make three conjectures about the key information provided by the dataset. Finally, we use experiments to prove that the artificial abstracted data can be used in networks’ training, which can solve the problem mentioned above. The experiment is designed based on Mask-RCNN, which is used to detect and classify three typical human poses on the construction site.
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1. Introduction
Since the convolutional neural network was proposed ([14]– [17]), the technique of image recognition ushered in explosive development. However, some questions need to solve when we apply the neural network. Data dependence is one of the most serious problems. Compared with traditional machine learning methods, deep learning depends on the training data because it requires the data to reflect the underlying patterns of the data [24].

People usually intend to use big-data to solve this problem. However, big-data cannot solve everything. In [18], the author points out that with the increasing of the data scale, the accuracy of classification is increasing, but the robustness of the model is decreasing at the same time. Moreover, the accuracy improvement has an upper bound as mentioned in [13]. More important is that the noise is inevitable in a huge dataset, including irrelevant information [25], [32], error labels [23] etc. It can cause unpredictable impacts potentially. Finally, the most significant shortcoming of big-data is the great space occupation and computing cost in training.
As a model with similar working mechanisms of the human brain, rethinking the human learning process might be the best way to break the current dilemma. Teachers intend to use few representative and simplified samples in education but not many real instances to show one object’s feature. The educator will take a lot of time to write the most important tool in students learning, the textbook. It is very inspiring to us. Can we use a well-designed dataset with abstract images to train the model?

![Fig. 1 Multi-level abstract datasets.](image)

2. Related works

To solve the low sampling efficiency and avoid security risks in the real world training, people use simulated data to train the model, called simulation to real transfer (sim2real). Among the methods of sim2real, two kinds of methods are similar to our ideas, domain adaption, and domain randomization. The purpose of the former is to map the data of different source domains and target domains into a feature space, and minimize the distance between them in the space, like [2], [3], [7], [8]. And the domain randomization intends to learn the random combinations of various characteristic variables or features, like [27], [30]. Different from our ideas, synthetic data generation requirements in these two kinds of methods are similar to the real. Essentially, they are solutions for the lack of data in networks’ training.

On the contrary, in our work, we actively filter some of the real-world information. We intended to verify if the abstract data can be used in the network’s training or not. Like the educator editing the textbook’s content, we want to use data with a more effective form to train the network. In a word, the methods related to sim2real intend to use features to generate simulated images, whereas our work is to minimize the information provided by the image of the real world without affecting the network’s final performance.

3. Motivation

Training the network with abstract data has the following advantages. First, It can eliminate the “shortcut” in the dataset and avoid networks’ cheating in learning. Secondly, the abstract data takes up less space than the original data and can accelerate the network’s training.

3.1. Networks’ cheating

In most cases, the trained net-work’s performance is the only measure in the evaluation of the training process. However, as the author mentioned in [9], some of the information in the dataset can be the “shortcut” to complete tasks, which leads to the training’s failure. The model uses a simple “shortcut” to complete a complex learning task called Clever Hans Effect. In practice, this phenomenon has been observed in the early version of BERT [5] when it completes the argument reasoning comprehension task. In [22], the author shows that the model does not understand the task. It makes the judgment just based on the statistical feature of the dataset. In [10], the author points out that in some cases, the CNN-based model classifies the image just depending on the texture unexpectedly. In other words, the CNN
is misled by the training dataset, it does find the best way to complete the task, but that is not what we want it to learn. In [20], the author points out that the unsupervised learning of disentangled representations is fundamentally impossible without inductive biases on both the models and the datasets. In the examples above, the network makes the correct judgment based on a hidden trick but not the logic we want it to learn. Even though we can visualize some of the knowledge learned by networks as [33]–[36] show, we still cannot impact their learning.

Therefore, to eliminate the “shortcut” hidden in the dataset, control the information provided by the training data is the last option. Using well-designed abstract data can purify the knowledge, speed up the training, and control the information learned by the neural network.

3.2. Our Contribution:
This work verifies that the abstract images can also be used in the network’s training. Using the data with reasonable abstraction will not affect the performance of the model after training. It can reduce the size of the dataset and avoid models’ cheating in the learning process effectively.

4. Network cheating in human pose detection
Because the learning process is out of control, the network’s cheating (Clever Hans Effect) is inevitable. This section demonstrates an example of a network’s cheating behavior to show the importance of eliminating the “shortcut” hidden in the dataset.

4.1. Introduction of the Model
To ensure workers’ health and avoid labor injury caused by long working hours, networks for human pose detection are wildly used to monitor worker movements. Based on Mask-RCNN [12], we design a network to monitor the pose of human to prevent work-related musculoskeletal disorders. [28] shows a study of occupational mobility in a cohort of construction workers. It shows that disorders of the back and spine are one of the major causes of early retirement. Therefore, this model is designed to recognize three main poses related to workers’ back and spine on the construction site, standing, bending, and squatting (see [31]). Because there are only three kinds of the pose, to simplify the computing, we do not use the network to extract human skeleton information but identify the region with a human directly, as Fig. 2 shows. VGG Image Annotator (VIA) [6] is used to mark the label.
4.2. Clues of the Network’s Cheating

The model is trained by the real data (see Fig. 1(a)), and its mAP (IoU = 50%) can get to 89% on the similar data (test dataset of workers). However, when we use another test case of workers, the mAP decreases to 71% rapidly, which is caused by the accuracy decrease in classification but not the detection. This phenomenon catches our attention. After analyzing the dataset, we find some clues about the network’s cheating. On the construction site, workers with different types of work are usually with different types of cloth. In Fig. 3, we present two typical work on the construction site, quality supervisor and concrete pouring worker. For the clothing, the former wear usual clothes, and the latter are required to wear the special vest for their safety. Meanwhile, the former usually stands and plays the role of a supervisor in most cases. And the latter often needs to bend or squat because of their work. There is a “shortcut”, classifying the pose of human by their cloth.

To verify our hypothesis, we create a special dataset based on the original dataset shown in Fig. 10(a). In the training dataset,

![Fig. 4 Images of designed “bend” samples.](image)

![Fig. 5 Test cases used to detect network cheating.](image)

We replace all the “bend” samples with the same amount of designed images as Fig. 4 shows. Unlike the original images, the worker is always with an orange fluorescent vest and yellow helmet in this group of pictures.

After training, we use it to identify another group of designed images (240 images) as Fig. 5 shows. In this group, the worker with the same equipment, but all their pose is “squat”.

As a result, there are 63% samples are classified as “bend”, 30% are detected as “squat”, 3% are classified as “stand”, and 4% are not detected. This result indicates that to get a trustworthy model based on neural network, control what is learned by the network is necessary. However, there is no effective way for us to control the learning process of the network. Controlling the information provided by the dataset is the last way we can choose. In the following part of this paper, we demonstrate our work in this aspect.

5. Basis of abstraction

To eliminate the “shortcut” in the dataset, we try to minimize the quantity of information in the input image on the premise of not affecting model training as much as possible. To generate the abstract data, we need to know what kind of information is useful.

One of the abstract basis is based on the entropy analysis method. In [11], [21], the author proposes a method to quantify the input information that is encoded in a specific intermediate layer of a DNN. The entropy measures how much input information is neglected when the DNN extracted the feature of this layer, and we can use low entropy part to visualize the region with more information. The information discarding is formulated as the conditional entropy $H(X')$ of the input, given the intermediate-layer feature $f = f(x)$, as Eq. 1 shows $H(X')$ s.t. $\forall x' \in X', f(x') - f^* \leq \tau$.  \hspace{1cm} (1)
where $X'$ denotes a set of images which corresponding to the concept of a specific object instance, $\tau$ is a small positive value which represent the tolerance. $x'$ is assumed following an i.i.d Gaussian distribution $x' \sim N(x, \Sigma)$ where $\Sigma$ represents the covariance matrix. To reduce the computing complexity, $\Sigma$ is simplified as $\text{diag} (\sigma_1^2, \ldots, \sigma_n^2)$, where $n$ is the pixel amount of input image and $\sigma_i^2 = E[(x_i - E[x_i])^2]$. In this way, the assumption of the Gaussian distribution ensures that the entropy $H(X')$ of the entire image can be decomposed into pixel-level entropies $\{H_i\}$ as the following equation,

$$H(X') = \sum_{i=0}^{n} H_i$$

(2)

Fig. 6 Comparing with the colorful image, the binary images has lower 1d entropy expectation.

where $H_i = \log \sigma_i + \frac{1}{2} \log 2\pi e$. This entropy is called 1d entropy when $H_i$ is the entropy of one pixel. For a colorful image as the left one shown in Fig. 6, the entropy is high, which can provide more features. However, for a binarized image, the entropy is much lower, which can provide fewer features. Therefore, for the images with the same content, the binarized image contains less information than the colorful one (Cor. 1) as Fig. 6 shows.

Corollary 1: for the images with the same content, the binarized image contains less information than the colorful one.

One step further, we can expand the definition of Eq. 2 by the concept of the “super pixel”. Here, the pixel is not a point but a set contains one pixel and its neighbors, which can be defined by the radium. We can use a tuple $(i, j)$ to briefly describe a super pixel, where $i$ is the pixel value of the center pixel, and $j$ is the average value of all its neighbors. For Eq. 2, if the object is super pixel, the result is called 2d entropy. Based on the definition, we can infer that for two images with the same content, the simple boundary contains less information than the complex one (Cor. 2). For example, in Fig. 7, we use the box with four pixels to sample the shape. For an image with simple boundary, like the left one in Fig. 7, We can get nine kinds of samples from it. For an image with complex boundary, like the right one in Fig. 7, we can get ten kinds of samples from it.

Corollary 2: For the image with the same content, the simple boundary contains less information than the complex one.

Another abstract basis is based on the results of knowledge visualization of CNN. In [34], the author provides a method to visualize the pattern learned by the CNN. We use it to analyze our dataset and draw the heat map of inference score (see Fig. 8). Comparing with the details of the image, the model
seems more sensitive to the boundary of the region, which indicates that the information related to the boundary of the region plays an important role in the network’s training (Cor. 3).

**Corollary 3:** The information related to the boundary is insignificant in networks’ training.

![Fig. 8](image)

**Fig. 8** The boundary of the region plays a significant role in the network’s training.

### 6. Multi-level abstraction

Based on corollaries mentioned above, we abstract the samples at five levels as Fig. 1 shows. To measure the information of images, we calculate 1d entropy and use the pixel and its 8-neighborhoods to calculate 2d entropy based on Eq. 2. In our experiments, \((H_{1d}, H_{2d})\) is used to represent the information contains by the images.

- **Level-0:** Level-0 data is the images collected from the construction site directly without changing, whose average entropy is \((5.76, 11.85)\) (see Fig. 1(a)).
- **Level-1:** Based on Cor. 1, removing the information hidden in the colorful pixels can reduce the information provided by the image. And based on Cor. 3, the boundary of the region need to be kept. Therefore, we use the silhouette of the original image as the level-1 abstraction whose average entropy is \((0.56, 1.28)\) (see Fig. 1(b)).
- **Level-2:** Based on Cor. 2, we further simplify the information stored in the boundary. Human pose detection requires a model to represent the human pose, and we want simplify the boundary of the model as much as possible. There are two kinds of components in the stick-man model, as Fig. 9 shows, and its boundary is much simpler than the silhouette (circular border and straight border). Therefore, we use the stick-man to represent the human pose in the images as level-2 abstraction whose average entropy is \((0.48, 0.96)\) (see Fig. 1(c)).

![Fig. 9](image)

**Fig. 9** Stick-man model and its components.

**Level-1f and level-2f:** As Fig. 8 shows, the hat and cloth whose color contrasting with the background are obvious in the heat map of inference score, which means they play a more important role in the classification of the human pose. Moreover, [10] point out that CNN-based models are more interested in the texture. To explore the importance of these features in network training, we add these feature on level-1 and level-2 data to get level-1f and level-2f whose average entropy are \((0.95, 2.12)\) and \((0.76, 1.38)\) (see Fig. 1(d) and Fig. 1(e)).
7. Experiment

7.1. Network and Dataset
The experiments are based on a personalized Mask-RCNN based on [1]. To make our experiments easily reproducible, we change the default settings of Mask-RCNN provided by [1] as little as possible and use Colab [4] with GPU acceleration as our experiment environment. For the dataset, the details of the distribution are shown in Tab I. Some of the samples of these five datasets are shown in Fig. 7-A.

| Dataset | Bend | Squat | Stand | Scenes |
|---------|------|-------|-------|--------|
| Train   | Level-0 | 88    | 209   | 582    | 240    |
|         | Level-1 | 269   | 282   | 434    | 240    |
|         | Level-2 | 282   | 318   | 274    | 240    |
|         | Level-1f| 269   | 282   | 434    | 240    |
|         | Level-2f| 282   | 318   | 274    | 240    |
| Test    | Level-0 | 26    | 54    | 216    | 80     |
|         | Level-1 | 85    | 64    | 191    | 80     |
|         | Level-2 | 69    | 97    | 110    | 80     |
|         | Level-1f| 85    | 64    | 191    | 80     |
|         | Level-2f| 69    | 97    | 110    | 80     |

We select pre-trained ResNet-101 as the backbone. There are two image dataset, ImageNet [26] and COCO [19] which are used to pre-train the backbone. The accuracy of the COCO- based model is 89.48%, and the accuracy of the ImageNet- based model is 47.8%. In the following part, to control the variable, all the model’s backbone is pre-trained by the COCO.

7.2. Experiment and analysis
In the experiment, we train five models from scratch to fine-tuned with the same configuration as Tab. II shows and test their performance on a test dataset of workers. As Fig.

![Fig. 10 Datasets used in the experiment.](image)

| Learning rate | Optimizer | epochs | batch size |
|---------------|-----------|--------|------------|
| 0.01 (with decay) | SGD [29] | 150    | 2          |
Table 3. The accuracy decreasing.

| Dataset  | Accuracy Decreasing |
|----------|---------------------|
| Level-0  | 0.1821              |
| Level-1f | 0.1801              |
| Level-1  | 0.1792              |
| Level-2f | 0.1159              |
| Level-2  | 0.1107              |

12(a) shows, the models’ performances trained by level-1 and level-1f are very close to the model trained by the real data (level-0), which means the level-1 based abstraction is effective. Compared with the level-1 data, the model trained by level-1f is a bit worse, which means that the feature cannot help the network improve its performance in this level of abstraction. On the contrary, compared with the level-2, the model trained by level-2f performs better, which means the feature helps the model classify the human pose. We can infer that for a specific kind of feature, its effectiveness could be different in different situations.

As a reference, we test the models’ performances on a test dataset based on a dataset with athletes as Fig. 11 shows, and the result is shown in Fig. 12(b). On this dataset, the model’s performance trained by level-1 data is almost the same as the model trained by level-0 data, which verifies again for the effectiveness of level-1 abstraction.

We calculate the accuracy difference between the models’ performances on the worker dataset and the player dataset. As Tab. III shows, the performances of models trained by datasets with features (level-1f and level-2f) decrease more dramatically, which means this part of information hinder the network’s recognition of human pose on the player dataset. Moreover, the accuracy decreases are positively correlated to the information quantity of the dataset. The more information the model learns, the more dramatically accuracy decreases. It indicates that there are some kinds of unknown but essential differences between the two datasets (worker dataset and player dataset), which makes not all the knowledge learned from the datasets based on the former can be used in the classification of the latter. In other aspects, it means the model trained by the abstract data is easier to transfer, which is another advantage of the abstract data.

![Fig. 11 Test dataset of athletes.](image)

Finally, we compare the scale and time cost of the two datasets with similar effectiveness, level-1 and level-0 as Tab. 4 shows. In these two aspects, the level-1 abstract data has clear advantages.

Tab. 4 Dataset scale comparing.

|               | Level-1 | Level-0 |
|---------------|---------|---------|
| Time cost per step (s) | 0.772 | 2.11    |
| Scale (Mb)    | 10.1    | 335     |
8. Summary and discussion
This paper verifies that the data with meaningful abstraction can be used in training. However, there are still some limitations.

8.1. Question about the abstract level
In this paper, we use five levels of abstraction (level-0, level-1, level-1f, level-2, and level-2f). Someone may question it because there is no mathematical model for the abstraction process. We do not deny that this is a shortcoming of this paper, although we list the abstract theoretical basis. However, as a preliminary exploration in this field, our paper proves the feasibility of using abstract data to train neural networks, laying the foundation for further exploration in the future.

8.2. Question about human pose label
In this paper, we do not use the traditional human pose representation (skeleton information) but use the region with mark directly. Someone would doubt that the result in this paper is not representative of human pose detection and classification. Above all, this strategy satisfies the application’s requirement and reduces the computing complexity, which is significant for the potential application platform device. Indeed, this nontraditional strategy might cause some differences between our models’ performance and traditional pose detection models. However, this paper’s main contribution is not in the human pose detection but the verification.
of the utilization of training based on abstract data. All models are based on the same strategy. Therefore, the conclusion in this paper is meaningful and trustworthy.

In conclusion, this paper verifies that the data with meaningful abstracts can train the network. It has two main advantages. First, it eliminates the “shortcut” hidden in the dataset, which guarantees the training result is trustworthy. Second, it has a clear advantage on the space occupation comparing with the original data. Moreover, our experiments verify the correctness of the visualization method mentioned in [34]. We believe that the well-designed abstract dataset will replace the big-data used in the neural networks’ training in the future.
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