Learning Grasp Ability Enhancement through Deep Shape Generation
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Abstract. Data-driven especially deep learning-based approaches have become a dominant paradigm for robotic grasp planning during the past decade \cite{2}. However, the performance of these methods is greatly influenced by the quality of the training dataset available. In this paper, we propose a framework to generate object shapes to augment the grasping dataset and thus can improve the grasp ability of a pre-designed deep neural network. First, the object shapes are embedded into a low dimensional feature space using an encoder-decoder structure network. Then, the rarity and graspness scores are computed for each object shape using outlier detection and grasp quality criteria. Finally, new objects are generated in feature space leveraging the original high rarity and graspness score objects’ feature. Experimental results show that the grasp ability of a deep-learning-based grasp planning network can be effectively improved with the generated object shapes.
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1 Introduction

Despite significant progress, it is still a difficult task to plan a grasp for unknown object and robot \cite{215}. During the past decade, data-driven especially deep learning-based approaches have demonstrated significant superiority compared with traditional model-based approaches \cite{8}. However, the performance of the deep learning-based approaches is greatly limited by the quality of the available training dataset.

During the past few years, a large number of grasping datasets have been proposed \cite{5,7,9,12,17,21}, which can be generally categorized into two classes: CAD (Computer Aided Design) model based datasets \cite{5,17} and sensory model based datasets \cite{9,21}. These datasets play an important role in training and qualifying this work was supported by Suzhou Key Industry Technology Innovation Project under the grant agreement number SYG202121. (Corresponding authors: Fei Chen, Miao Li.) Also thanks Yasemin Bekiroglu for her valuable advice.
the performance of different grasp planning algorithms. However, given a new object, a trained grasp planning system can still lead to a bad grasp. Most grasp planning frameworks will normally add these “failed objects” into the training dataset and train the model again. However, this trial and error process can be tedious, non-systematic and expensive.

To address this issue, in this paper we propose a learning-based approach to encapsulate object shape information into a low dimensional feature space. In this feature space, the shapes in the original dataset can be better encoded, interpolated and generated. Moreover, in this low dimensional feature space, two grasp-related metrics are proposed to generate new shapes that can further enhance the grasp ability of the original dataset.

**Fig. 1.** Original and augmented data distribution comparison. We use t-SNE to project the shapes’ feature vectors to a 2D plane, the Euclidean distances between scattered points represent their feature similarity, and the color represents their graspness scores. We generate new data that leveraging the feature of original high rarity and graspness shapes so as to improve the dataset quality.

The main contributions of this paper are two folds:

- An encoder-decoder framework is proposed to map a voxelized shape into a low dimensional feature space.
- A data augmentation method using two new metrics is proposed to enhance the grasp ability

2 Related Work

2.1 Grasping Dataset

With the great success achieved in the data-driven grasp planning methods, many grasping datasets have been proposed (Table 1). Among these datasets,
YCB [5] is one of the first datasets that provided high-resolution 3D scans of everyday objects. Later, datasets containing more shapes, more annotated grasps and more sensory information have been proposed one after another. Due to subjective or random shape selection when making these datasets, although existing grasping algorithms can perform well on one dataset, it is still difficult to grasp a new unseen object. To solve this problem, EGAD dataset [18] hopes to scientifically include richer information on shape geometry and grasp complexity. However, since the shapes in EGAD are heuristically generated and do not utilize the existing real-world shapes features, they can only be used for evaluation but is difficult to be applied in the real application.

Table 1. Comparison of publicly available grasping datasets.

| Dataset       | Data Type | Objects | Annotate Method | Grasps |
|---------------|-----------|---------|-----------------|--------|
| Cornell [12]  | RGB       | 240     | hand            | 8k     |
| Google Brain [14] | RGB     | N/A*    | real-robot trials | 650k   |
| YCB [5]       | CAD       | 97      | N/A**           | 233k   |
| EGAD [18]     | CAD       | 2331    | analytical      | 6.7M   |
| DexNet [17]   | CAD       | 1500    | analytical      |        |
| 6DOF-GraspNet [20] | CAD     | 206     | simulator       | 7.07M  |
| GraspNet [7]  | CAD RGBD  | 88      | analytical      | 1.1B   |
| THU Dataset [11] | RGBD Tactile | 17   | real-robot trials | 1.7k |
| Object Folder [9] | CAD Tactile Audio | 1000 | N/A**           | N/A**  |

* around one hundred everyday objects, not provided.
** just single CAD files but no annotations or grasps provided.

2.2 Data Augmentation

Data augmentation [6,22] is a very popular approach in the learning-based methods because it effectively improves dataset quality and reduces network overfitting problems. Handcrafted methods have been widely used in computer vision, such as shifting, scaling and rotating. Similarly, grasping data augmentation by randomly rotating and cropping images [19], or randomly combining different shapes [23] do show some effect. However, except for requiring expert knowledge, these methods can only generate data in instance space, which means that just simply sense the original data multiple times with the original sensor (e.g., camera), but is difficult to combine the feature of grasping into generated data. With the development of generation methods such as AutoEncoder [3] and GAN [10,26], shape features can be better encoded and new shapes can be generated more flexibly. Wang [24] generates adversarial grasp objects which leverage the feature of the difficult-to-grasp object to generate new data, and generated data are difficult to grasp by the grasp planning algorithm. This gives a great motivation for generating new data to expand dataset with original objects’ shape and grasp feature.
3 Object Shape Encoding

3.1 Network Architecture

In order to generate new shapes leveraging the feature of the original shapes, we propose an AutoEncoder-Critic network shown in Fig. 2. We use voxel to represent a shape, which maps a shape to a $64 \times 64 \times 64$ binary matrix. The AutoEncoder of AE-Critic contains an Encoder $E$ and a Decoder $D$. The Encoder maps a voxel $x$ to a 128-dimension feature vector $z$, containing 5 3D convolution layers and 2 fully connected layers. The convolution layers use $4 \times 4 \times 4$ kernel size and 2 strides, with batch normalization and ReLU layers added in between, mapping the voxel to a $512 \times 4 \times 4 \times 4$ size feature map. The fully connected layers have 32768 and 128 neurons separately, map the feature map to a 128-dim feature vector. The Decoder mirrors the Encoder, maps a 128-dim feature vector to a $64 \times 64 \times 64$ reconstructed voxel $\hat{x}$, and contains 2 fully connected layers and 5 3D transposed convolution layers, the layers configurations are the same as Encoder. Using AutoEncoder, we can generate new shapes leveraging original shapes’ feature by changing their feature vectors like interpolation, by changing the interpolation pairs and weights, we can theoretically generate infinite shapes.

In addition, to make the objects generated by interpolation more realistic, we add a Critic $C$, which aims to estimate the interpolated weight $\alpha$ corresponding to an interpolated shape, to regularize the training process of AutoEncoder [1]. The AE is trained to generate shapes to fool the Critic output lower interpolate weights, which means that the Critic is more willing to think the interpolated input is non-interpolated original shape. And thus, more realistic shapes similar to the original shapes can be generated. The structure of Critic is similar to Encoder, only with one more fully connected layer to map the 128-dim feature vector to a 1-dim interpolated weight.

3.2 Network Training

The Critic is trained to minimize the loss function (1), its first term trains the Critic to recover interpolated weight $\alpha$ from reconstructed voxel $\hat{x}_\alpha$, and its second term ensures the Critic’s training process to be more stable.

$$L_C = ||C(\hat{x}_\alpha) - \alpha||^2 + ||C(\gamma x + (1 - \gamma)D(E(x)))||^2$$ (1)

The AutoEncoder is trained to minimize the loss function (2), its first term trains the AutoEncoder to generate voxel $\hat{x}$ similar to original voxel $x$ and its second term is to encourage the generated voxel by AutoEncoder to fool the Critic so as to generate more realistic voxel. Here $L_B$ represents binary cross-entropy loss.

$$L_{(E,D)} = L_B(x , D(E(x))) + \lambda ||C(\hat{x}_\alpha)||^2$$ (2)

Finally, we can map a voxel to a 128-dim feature vector. To better visualize the distribution of feature vectors, we use t-SNE [10] to project feature vectors to a 2D plane. The distribution of shapes can be seen in Fig. 4 which shows that similar objects are closer together, indicating that the feature vectors extracted by AE-Critic can be used for clustering or similarity measurement.
Fig. 2. AE-Critic network architecture. The Critic tries to estimate the interpolated weight $\alpha$ corresponding to an interpolated shape and thus can regularize the AutoEncoder (Encoder+Decoder) to generate more realistic interpolated shapes by fooling the Critic output lower interpolated weight.

4 Data Augmentation

With the AE-Critic network, shapes can be easily generated to expand the dataset, but what kinds of shapes are not sufficient and need to be generated? To let the network learn more diverse data, unseen or rare shapes are definitely what we want. And based on the property of grasping, when random sample grasps pose on an object [17], successful grasps are far less than failed grasps. This lead to the network can not learn many successful grasps, so shapes containing more successful grasps are also what we want to generate. Thus, we define shape rarity and graspness metrics, and new shapes leveraging the feature of original high rarity and graspness shapes are generated to augment the dataset.

4.1 Shape Rarity and Graspness Metrics

**Shape Rarity Metric:** We assume that rare shapes are those whose features are distinct from others. Thus, we use outlier detection [4] to evaluate each feature vector, for one shape which is rarer, the score of outlier detection is higher. In detail, we use L2 distance to measure two feature vectors’ similarity. For one shape $O$, we select k-nearest shapes $\hat{N}_k(O)$, and the local reachability density(lrd) can be defined by equation (3), which is the reciprocal of the mean of distances between feature vectors from the shape $O$ to its $k$ neighbors.

$$lrd(O) = \frac{1}{k} \sum_{P \in N_k(O)} \text{dist}(O, P)$$  \hspace{1cm} (3)
Then the score of outlier detection defined as local outlier factor (LOF) can be calculated by equation (4):

\[
\text{LOF}(O) = \frac{1}{k} \sum_{P \in N_k(O)} \frac{\text{Ird}(P)}{\text{Ird}(O)}
\]  

(4)

**Shape Graspness Metric:** We define a shape’s graspness score which represents the level of difficulty to find a stable grasp for an object. Firstly, using the Dex-Net analytical grasp planner [17], a number of antipodal grasps on a shape’s surface can be sampled. Then, we use robust Ferrari-Canny [8] to compute each grasp quality \( Q \):

\[
Q = \min_w LQ(w)
\]  

(5)

where \( LQ \) is local quality metric that measures how efficiently a given wrench \( w \) can resist disturbances given applied forces \( f \) and the approximated friction cone \( FC \):

\[
LQ(w) = \max_f \frac{||w||}{||f||} \text{ s.t. } f \in FC
\]  

(6)

Finally, we use a threshold of 0.002 [13] to distinguish successful and failed grasps, and define the proportion of successful grasps of an object as its graspness score. The lower the graspness score, the harder it is for the object to grasp. The Fig. 3 is the histogram of graspness scores for all objects in the 3dnet dataset [25], the lack of high graspness score objects verifies that they are insufficient and needed to be generated.

![Histogram of Graspness Score](image)

**Fig. 3.** The graspness score histogram of all objects in the 3dnet. Three objects with different graspness scores are displayed above, each cylinder represents an antipodal grasp, and the color of the cylinder indicates the grasp quality.
4.2 Shape Generation

Based on AE-Critic network and two defined metrics, we can finally generate shapes leveraging the feature of insufficient data so as to augment the dataset. The overall pipeline is shown in Fig. 4.

After calculating the rarity and graspness scores of all objects, we only select each two objects whose scores are higher than $t\%$ of all scores in each metric as generation pair. Then, to avoid the feature vectors of shapes in generation pairs being too close cause shapes duplicated or too far cause the intermediate properties disappear, we group the nearest $N$-th to $(N + K)$-th neighbors into generation pairs. With these generation pairs, we finally linear interpolate with interpolated weight $\alpha$ in each generation pair, and decode the mix feature vector to a new generated shape.

Up to now, we leverage the feature of high rarity and graspness score shapes to generate new shapes and get a higher quality grasping dataset. The generated number of augmented shapes depends on the parameters $t$, $N$, $K$ and $\alpha$. 

![Fig. 4. The whole pipeline of shape generation for grasping dataset augmentation. Original shapes’ rarity and graspness scores are computed through outlier detection and grasp quality criteria. Then every two high-score nearby objects are grouped as a generation pair. Finally, the AE-Critic network is used for shape generation through interpolation between two shapes’ feature vectors.](image)
5 Experiments

The goal of our experiment is to answer the following questions:

- Can Critic regularization help the AutoEncoder generate more realistic shapes?
- What detailed improvement can generated data bring to the network?
- What is the optimal ratio of generated and original data, and what are the augment method limitations?

5.1 Experiment Setup

All our experiments are based on the 3dnet dataset [25] and GQ-CNN [17] grasp planning algorithm. We first randomly select 1000 shapes as the training dataset and 363 shapes as the test dataset. Considering the network is needed to classify the uneven distribution of successful and failed grasps, we use the AP (Average Precision) score on the test dataset to measure the performance of a network.

5.2 Different Network Comparison

We train AE and AE-Critic networks on 3dnet using the Adam optimizer. After training AE with a learning rate of 0.001, we use the parameters of AE as the pre-trained network for AE-Critic, and train AutoEncoder and Critic of AE-Critic with learning rates of 0.0001 and 0.001 respectively.

![Fig. 5. Example of interpolation data from 3dnet [25], produced by AE and AE-Critic network. AE-Critic generates significantly fewer scattered points and the generated shape is more complete. While the shapes generated by AE are just like a simple addition of two objects.](image)
Fig. 5 is the shapes we generated using two networks with 0.1 interval interpolation. The result shows that the shape generated by AE will contain more scattered points, while the shapes generated by AE-Critic are more complete. In our understanding, AE tends to simply remember the voxel distribution corresponding to feature vectors, while AE-Critic tends to learn higher-level semantic information and decode a feature vector into a single object shape.

5.3 Improvement from Generated Data

To see the detailed improvement from generated data, we first randomly select 200 shapes from the training dataset and augment it with 190 and 219 new generated shapes leveraging the feature of the original high rarity or graspness score shapes separately. Then we train GQ-CNN [17] on the original and augmented dataset, and compute their AP score on the test dataset. Finally, we compare the number distribution of selected high-scoring data and generated data on rarity or graspness scores, and the AP score improvement of each object with different scores on the test dataset. The result is shown in Fig. 6, all three kinds of data are normalized for better visualization. It tells that more selected data will result in more generated data in the same score, which means that the generated data have the same property as the original data to a certain extent, and the generated data at the same time will lead to a greater AP score improvement.

![Fig. 6. The distribution between selected high-scoring data, generated data and AP improvement on test dataset with different rarity or graspness scores.](image)

5.4 Augmentation Ratio and limitation

To find the optimal augmentation ratio and augmentation limitation, we randomly select 50, 100, and 200 shapes from 1000 training datasets, and generate
new shapes with augmentation ratios 1:0, 1:0.5, 1:1, 1:1.5, 1:2. This means that for 50 original shapes, 0, 25, 50, 75, and 100 generated shapes similar to both high rarity and graspness scores shapes are used for augmentation, the same as 100 and 200 shapes. Then the whole 15 augmented datasets are used for GQ-CNN training, all the 15 AP scores on the test dataset are shown in Fig. 7.

![Average Precision on Different Dataset](image)

**Fig. 7.** GQCNN is trained on 50, 100, 200 3dnet data with augmentation ratios of 1:0, 1:0.5, 1:1, 1:1.5, 1:2, and tested on the same test dataset. The results show that the larger dataset, the higher the ratio of augmented data is allowed.

Although the results show that our augmentation methods can improve the accuracy of the network on the test dataset, the augmentation ratios allowed by different amounts of data are different. The 50, 100, and 200 data achieve the highest AP values at 1:0.5, 1:1.5, and 1:2 respectively. This means that blindly increasing generated data will lead the network overfitting to the generated data and cause a bad performance on the original dataset.

### 6 Discussion and Conclusion

#### 6.1 Discussion

Although the data we generate can play the role of the original object to a certain extent and help the network achieve higher accuracy on the unseen data, there are still some limitations in this paper. First, shape rarity and graspness metrics
are not unique. Not considered properties, such as object size or multi-fingers grasp quality evaluation, will also affect the metric score to a certain extent. In addition, in shape generation, the shape representation of voxel, generation pairs selection method and interpolated weight may not optimal. Perhaps new generation methods can enable generated objects to better utilize and extend the characteristic of original data.

6.2 Conclusion

In this paper, we present a general pipeline for grasping dataset augmentation. Objects are encoded into feature vectors using the AutoEncoder-Critic network, and generated objects, leveraging the feature of original high rarity and graspness score objects, are used to augment the original grasping dataset. Experiments show our generated data can play the role of original data to a certain extent, improving the network performance on the test dataset. In the future work, we hope to investigate in more detail about what kind of data can best enhance the robustness of grasp planning algorithms and try new generation methods to reduce the gap between original and generated data.
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