Prediction of Heavy Rain Damage Using Deep Learning
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Abstract: Heavy rain damage prediction models were developed with a deep learning technique for predicting the damage to a region before heavy rain damage occurs. As a dependent variable, a damage scale comprising three categories (minor, significant, severe) was used, and meteorological data 7 days before the damage were used as independent variables. A deep neural network (DNN), convolutional neural network (CNN), and recurrent neural network (RNN), which are representative deep learning techniques, were employed for the model development. Each model was trained and tested 30 times to evaluate the predictive performance. As a result of evaluating the predicted performance, the DNN-based model and the CNN-based model showed good performance, and the RNN-based model was analyzed to have relatively low performance. For the DNN-based model, the convergence epoch of the training showed a relatively wide distribution, which may lead to difficulties in selecting an epoch suitable for practical use. Therefore, the CNN-based model would be acceptable for the heavy rain damage prediction in terms of the accuracy and robustness. These results demonstrated the applicability of deep learning in the development of the damage prediction model. The proposed prediction model can be used for disaster management as the basic data for decision making.
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1. Introduction

The frequency and intensity of natural disasters are expected to increase due to climate change [1-3]. Therefore, there is an urge for measures to protect people and property from natural disasters [4-6]. Suppose the area and size of the damage can be predicted before the actual disaster then it can help to prevent and make adequate preparation for disaster management [7-9]. Therefore, studies were conducted to predict the damage.

To predict the damage caused by tropical cyclones, the relationship between the amount of damage in the area and the maximum wind velocity, the central pressure, and the radius of the cyclone during the damage period were presented with a statistical prediction model such as multilinear regression model and logistic regression model [10-12]. In some studies, individual models were developed for each size of tropical cyclone [13,14]. For the heavy rain, the prediction model was developed as a multilinear regression model and a nonlinear regression model by setting the damage amount during the damage period as a dependent variable and setting the meteorological data, such as the total rainfall and rainfall intensity during the damage period, as independent variables [15-17]. In addition, several studies have developed regional models using socio-economic factors such as financial independence, GRDP (Gross Regional Domestic Product), and the proportion of the vulnerable population to consider the characteristics of the region [18-21]. For heavy snow, meteorological factors
such as the amount of snow, amount of fresh snow, mean temperature, and socio-economic factors including the number of people in rural areas and a total output of regions were used as independent variables of the prediction model [22,23]. Furthermore, since the damage pattern is different depending on the topographical characteristics, such as coastal area or mountainous area, a model was constructed for each topographical feature [24]. Recently, studies using machine learning techniques such as decision tree models, random forests, and support vector machines, which require relatively large amounts of data for the development of prediction models, have been conducted [25–29].

Most of the existing studies discussed above estimated the relationship between meteorological data and the amount of damage using a multilinear regression model, a logistic regression model, and a nonlinear regression model. Recently, efforts have been made to improve predictive performance by applying machine learning techniques. However, in most cases, since the range of the minimum and maximum values of the damage amount to be predicted is considerably large, it is difficult to improve the prediction accuracy. In addition, to predict future damage at present by running the prediction model, future meteorological data should be utilized. Since the future meteorological data is also the predicted meteorological data, uncertainty tends to compound in predicting the amount of damage. Therefore, in this study, to resolve the aforementioned two challenges, we developed the proposed model in the following manner: (1) setting the dependent variable to predict the appropriate damage range without predicting the amount of damage, and (2) using observed meteorological data in the week prior to the natural disaster as an independent variable. If the maximum and minimum values of a large range can be predicted by dividing them into several ranges of categorical dependent variables, then it would help make decisions in disaster management according to the predicted range of damage amount. Therefore, in this study, a heavy rain damage prediction model was developed using a deep learning technique known to have good performance in predicting categorical variables [30–34]. The model allowed evaluation of the applicability of a deep learning technique that was insignificantly applied to the existing damage prediction models.

In Section 2, the study area was selected, and the construction of the dependent and independent variables used in the model development was described. The deep learning technique used in the model development was described in Section 3. In addition, Section 4 presents the predictive performance of the developed model, and Section 5 reviews the results of this study.

2. Material

2.1. Study Area

The Ministry of the Interior and Safety (MOIS), the central administrative agency in charge of disaster safety management in Korea, publishes a yearly summary of natural disasters-related records (Statistical Yearbook of Natural Disaster, SYND). In this study, SYND data were collected to select the target area, and the heavy rain damage status by region in the past 30 years (1988–2017) was investigated. Figure 1 summarizes the number of heavy rain damage events and the total amount of damage in 17 regions. Gyeonggi province, had the highest number of heavy rain damage events, and the total heavy rain damage amount was relatively high. Therefore, Gyeonggi province was selected as the study area and Figure 2 shows the location and administrative districts of study area. Gyeonggi province is composed of 31 local governments, and includes urban areas, rural areas, coastal areas, and mountainous areas.

2.2. Dependent Variables

To establish dependent variables, heavy rain damage amount data was collected for each administrative district in Gyeonggi province, and it was classified into three categories according to the damage range. Many organizations, including NOAA (National Oceanic and Atmospheric Administration), the Met Office, and MOIS, present crisis alerts as four stages (crisis signs, small damage effects, medium damage effects, large damage effects), depending on the occurrence of crisis signs and
the resulting damage effects. Therefore, in this study, the magnitude of the impact of damage after the occurrence of crisis signs was used in three categories.

Table 1 indicates the category of damages by range, and Table 2 displays the national fiscal support standard for each administrative district in Gyeonggi province. In Korea, the average fiscal capacity index for the previous three years is utilized to set the standard of the national treasury support for each administrative district. The range of heavy rain damage amount equivalent to “severe”, which represents the large damage effects, was selected as the amount exceeding the governmental treasury support standard for each administrative area. This is thought to be a relatively objective
standard, as it refers to criteria for the national treasury support when the level of damage is beyond
the level that can be borne within the budget of the local governments. In order to distinguish between
the “minor” category, which means small damage effects, and the “significant” category, which means
medium damage effects, the median value of the data (38 million KRW (about 1 USD = 1200 KRW)),
excluding the “severe” category, was used. Figure 3 displays the number of events for each damage
category in the overall data, with the “minor” and “significant” categories each accounting for
approximately 44%, and the “severe” category accounting for approximately 12%. To improve the
predictive performance of the model, it is preferable to make all three categories identical. However,
the most serious damage (large damage effects) does not occur at the same rate as small or medium
damage effects in the real world. Because the most severe damage was relatively less, it was considered
reasonable to configure the model at a specified rate.

Table 1. Range of damage by damage category.

| Damage Category | Range of Damage (1 Million KRW) |
|-----------------|----------------------------------|
| Minor           | ~38                              |
| Significant     | 38 ~ Standards of national support|
| Severe          | Standards of national support ~   |

Table 2. Standards of national support by region.

| Region                  | Standards of National Support (1 Million KRW) |
|-------------------------|-----------------------------------------------|
| Ansan City              | 42                                            |
| Anseong City            | 42                                            |
| Anyang City             | 42                                            |
| Bucheon City            | 42                                            |
| Dongducheon City        | 36                                            |
| Gapyeong County         | 30                                            |
| Gimpo City              | 36                                            |
| Goyang City             | 30                                            |
| Gunpo City              | 36                                            |
| Guri City               | 36                                            |
| Gwacheon City           | 30                                            |
| Gwangju City            | 36                                            |
| Gwangmyeong City        | 36                                            |
| Hanam City              | 42                                            |
| Hwaseong City           | 42                                            |
| Icheon City             | 42                                            |
| Namyangju City          | 36                                            |
| Osan City               | 42                                            |
| Paju City               | 42                                            |
| Pocheon City            | 42                                            |
| Pyeongtaek City         | 42                                            |
| Seongnam City           | 42                                            |
| Siheung City            | 42                                            |
| Suwon City              | 42                                            |
| Uijeongbu City          | 42                                            |
| Uiwang City             | 42                                            |
| Yangju City             | 42                                            |
| Yangpyeong County       | 42                                            |
| Yeoju City              | 42                                            |
| Yeoncheon County        | 42                                            |
| Yongin City             | 42                                            |

Figure 3. Number of heavy rain damage events by damage category.
2.3. Independent Variables

To use meteorological data as independent variables, hourly meteorological data were collected from the Automated Synoptic Observing System (ASOS) operated by the Korea Meteorological Administration (KMA). ASOS provides a total of 23 types of meteorological data. Some meteorological observation data, such as amount of snow and amount of fresh snow, that are not related to heavy rain damage and mostly missing meteorological observation data, such as solar radiation and amount of low and middle cloud were excluded from independent variables. Table 3 displays the list of meteorological data used as independent variables.

| Meteorological Variables | Unit       |
|--------------------------|------------|
| Average temperature      | °C         |
| Precipitation            | mm         |
| Average wind speed       | m/s        |
| Average relative humidity| %          |
| Vapor pressure           | hPa        |
| Dew point temperature    | °C         |
| Average local pressure   | hPa        |
| Average sea-level pressure| hPa      |
| Duration of sunshine     | h          |
| Visibility               | 10 m       |
| Ground-surface temperature| °C        |

For the prediction of the damage caused by heavy rain in advance, it is necessary to estimate the magnitude of the damage based on meteorological data at an appropriate time. Many studies have predicted damage by using meteorological data during the period of damage as independent variables, which is closer to damage estimation rather than prediction [15–17]. In particular, when the model is applied in actual disaster management, the predicted meteorological data during the period of damage have high uncertainty. However, the predictive performance of the model varies depending on the reliability of the predicted meteorological data. Therefore, this study used a method of predicting the damage using the observed meteorological data with low uncertainty taken before the damage caused by heavy rain occurred as shown in Figure 4. It was assumed that when the meteorological data are collected one week before the damage occurred and a prediction model is developed using the data as independent variables, then the model will have adequate predictive performance regardless of the performance of the predicted meteorological data during the disaster period. In this way, the uncertainty that occurs when using predicted meteorological data is removed, and the predictive performance is evaluated by predicting the damage category of the disaster period.

![Figure 4. Composition of independent variables.](image-url)
In addition, the objective of the proposed model is to predict the severity of damage caused by heavy rain in each administrative region. To achieve this objective, the model must be trained with the meteorological data (listed in Table 3) as well as the administrative region’s information (listed in Table 2) as a dummy variable. This is because the damage sustained by the region could depend on regional characteristics, even with all the regions experiencing the same heavy rain. Therefore, the 12 variables, consisting of both meteorological variables and the dummy variable of the region, were used as input data for training and testing.

3. Deep Learning-Based Heavy Rain Damage Prediction Models

In this study, deep learning was used as a methodology for developing a heavy rain damage prediction model. Deep learning is one of the machine learning techniques using an artificial neural network (ANN) as a basic principle.

3.1. Overview of Deep Learning

An ANN is an algorithm created by mimicking the activity of neurons in the human brain, and the basic model of an ANN is a perceptron composed of one input layer and one output layer proposed by [35]. The perceptron was identified as an early model of artificial intelligence development because it can easily solve AND and OR problems through the concept of linear separability. However, it is not able to solve the XOR problem where linear separation is impossible [36]. Therefore, [37] proposed a multi-layer perceptron (MLP) technique using multiple layers of the perceptron, and they demonstrated that MLP can transform the problem that cannot be linearly separated into a problem that can be linearly separated. This finding indicates that, if a multi-layered network is used, it may be possible to solve more complicated problems than using a network having a small number of layers. These MLPs using multi-layered networks were improved and developed into ANNs following the structure of the brain by incorporating various techniques such as the use of the activation function and backpropagation. An ANN may indicate even better performance when using multiple layers of deep networks: according to O’Connell et al. [38], an ANN with more than two hidden layers is generally defined as deep learning. Based on these advantages, a deep neural network (DNN) using multiple hidden layers with an ANN was proposed [39]. In particular, a DNN, as in the case of an ANN, is capable of modeling nonlinear relationships in data, thus showing good performance in solving complex classification problems. Based on these advantages, deep learning is frequently utilized to resolve problems in various industries.

Depending on the field in which deep learning is used, the available data format varies widely. Therefore, an appropriate deep learning technique should be selected. For example, the DNN, the most basic deep learning technique, is used for analyzing various data types, such as audio, image, and signal, e.g., [40–42]. If the sequence of the acquired data is important information, a recurrent neural network (RNN) may be effective among deep learning techniques, e.g., [43,44]. For 2D image data, a convolutional neural network (CNN) is primarily used, e.g., [45,46]; however, CNNs also demonstrated good performance in analyzing signal data (sequential data), such as audio and signal data, e.g., [47,48]. Contrarily, the weekly meteorological data, which are intended to be used in this study, are measured hourly, and are time series data. Therefore, it is expected that a DNN, CNN, and RNN have the potential to detect damage due to heavy rain.

In particular, depending on the selected deep learning technique, the features that the deep learning technique can derive from the data vary. These features can be considered as an important factor in determining the performance of the deep learning model. Thus, this study analyzes the above-mentioned independent variables through three different deep learning networks (a DNN, a CNN, and an RNN) to obtain and use each feature. Furthermore, it compares the verification accuracy of each technique, aiming to present a deep learning technique with high applicability to the heavy rain damage prediction model.
3.3. DNN-Based Model

Since the learning process is performed with an ANN, the input data to the deep learning model is composed of 168 h (7 days) × 12 variables (11 meteorological variables described in Table 3 and region data). Therefore, in determining the number of hidden layers of the DNN architecture to be used in this study, similar training and testing were performed 30 times for each model to evaluate the applicability of the three deep learning techniques. Throughout the rest of the paper we refer to the accuracy, we aim to use the same classification network for all deep learning models to compare the applicability of the three deep learning techniques. Through the classification network of these deep learning models can greatly affect the accuracy, we aim to use the same classification network for all deep learning models to compare the applicability of the three deep learning techniques. Throughout the rest of the paper we refer to this classification network as the base network.

The base network of the deep learning model to be employed for the heavy rain damage prediction model was designed as shown in Figure 5. The base network was configured to have one hidden layer, and the number of nodes in the hidden layer was set to 64. All layers were used as fully connected layers, identical to those of a typical ANN. To increase the learning efficiency of the base network, batch normalization proposed by [49] was performed on the first layer where deep learning features were to be input, and the batch size was set to 16. The exponential linear unit (ELU) was used by adopting the research results presented by [50] to construct a faster network with better performance using the activation function. In addition, the He initialization technique, which is evaluated as the ideal initialization method for the linear unit-based activation function, was employed [51]. For the gradient method, root means square propagation [52], a commonly used method for deep learning, was employed, and the learning rate decay method was applied together to effectively perform learning convergence. The values of the learning rate and its decay rate in the learning rate decay method are important hyperparameters because the learning rate and its decay rate can affect the training time and accuracy. Meanwhile, the optimal values of the learning rate and its decay rate depend on the data and model used. Therefore, the learning rate and its decay rate were empirically set to 0.005 and 2% per epoch, respectively, which were the best-case values for all deep learning networks in this study. In addition, the dropout method proposed by [53] was applied to prevent over fitting of the network, and 0.25 was applied as the coefficient value. These hyperparameters were applied to the base network and all designed networks.

![Base network architecture](image)

**Figure 5.** Base network architecture.

Meanwhile, the shuffle function with the gradient method was used at every epoch while using the training dataset to improve training performance. Because of this, even if the training was conducted with the same data and architecture, the accuracies of the trained deep learning models varied slightly during each model training. If the accuracies of the trained models with the same data and architecture are greatly different, the robustness of the model decreases, making the model unreliable. Therefore, in this study, similar training and testing were performed 30 times for each model to evaluate the verification accuracy and the robustness of the model. For the training and test of 30 times, training data (796) and test data (200) with a ratio of approximately 8:2 were employed. The 30 times of training and test of models for each deep learning were all performed using the same data. All prediction
models were trained and tested in the following environments: Windows 10 64 bits, Python 3.5, Keras 2.2.2, two GPUs (NVIDIA GTX 1080Ti 11GB), intel(R) Core(TM) i7-8700K CPU 3.70GHz, 32GB RAM.

3.3. DNN-Based Model

Since the learning process is performed with an ANN, the input data to the deep learning model passes the hidden layer of the ANN and becomes a feature that can represent the input data. Theoretically, the more hidden layers, the more likely that these features become sophisticated. Conversely, if the number of hidden layers becomes too large, the performance of a DNN may decline, which is caused by data overfitting or local minima problems. Meanwhile, the overfitting of a model leads to the generalization that the model performs poorly. Thus, the overfitting should be considered in model development. Therefore, the dropout and batch normalization procedures, which are the two most effective methods in the prevention of overfitting in the proposed model, were used in the base network model and in all the other models in this study. The relationship between the number of hidden layers and the local minima depends on the number and format of the data. Therefore, in determining the number of hidden layers of the DNN architecture to be used for the prediction of this study, the ideal number was found empirically and utilized for the architecture of the DNN-based model. With the exception of the base network, two to four hidden layers along with 512, 1024, and 2048 nodes for each layer were tested in all networks. This was carried out in order to empirically select the number of hidden layers. The networks with two hidden layers and 1024 nodes showed the best performance by demonstrating maximum accuracy. Therefore, the architecture was designed as shown in Figure 6.

![Figure 6. Deep neural network (DNN)-based model architecture.](image)

Figure 6 displays the DNN architecture used in this study. In Figure 6, the input data matrix is composed of 168 h (7 days) × 12 variables (11 meteorological variables described in Table 3 and region listed in Table 2). In the DNN-based model, input data in the form of a matrix was converted to 2016 nodes through a flattening layer. The input data was derived from 768 features through three hidden layers in the feature extraction process. The derived 768 features were designed to perform the classification process through the base network.

3.4. CNN-Based Model

The distinct feature of a CNN is the use of a convolution layer with deep learning networks. This convolution layer can use a filter to derive image features from existing image processing. A CNN demonstrates good performance in deriving features for 2D and 3D data such as images and can perform appropriate analysis by using a 1D convolutional layer for time-series data in 1D.

Each of the independent variables used in this study is time-series data with autocorrelation; thus, it can be analyzed using a 1D convolutional layer. Accordingly, this study constructed a CNN architecture using such 1D convolutional layers. Figure 7 shows the CNN architecture employed
in this study. The proposed CNN architecture derives features using three 1D convolution layers. In particular, it was designed for the number of flattened feature nodes after the feature extraction process can be 768, the same as the number obtained through the feature extraction network of the DNN-based model architecture as shown in Figure 6. It was further designed to perform classification through the base network.

![Convolutional neural network (CNN)-based model architecture.](image)

3.5. RNN-Based Model

An RNN is one of deep learning networks developed for effective learning of sequence-critical data such as time-series data. Unlike other deep learning techniques, an RNN has an internal memory storage space within the network that can store data from a previous point in time. Using this storage space, in an RNN, learning is performed to enable the output values created by the data at the previous point in time to be utilized again by the data at the current point, thereby effectively learning the information in the sequence. For an RNN, the data of the previous point and the current point have a major influence on learning, and if autocorrelation is dominant over long time interval in the data, it may adversely affect the feature derivation of the RNN [54]. To overcome the limitation of the RNN, a long short-term memory (LSTM) network was proposed by the authors of reference [55]. According to them, unlike an RNN that uses only one layer to transfer the information of the immediately preceding node to the next state, four layers are utilized in the cell of an LSTM network. These layers can efficiently transfer the immediately preceding information and the current information in a short time. Therefore, it was demonstrated that a LSTM network can resolve the limitation of an RNN since memories with long dependence time and short dependence time can exchange information through these 4 layers. In this study, due to this possibility, we constructed a deep learning architecture based on a LSTM network for the RNN-based model. The configured RNN-based architecture is displayed in Figure 8. For the DNN and CNN networks previously designed, an LSTM network was constructed that can extract a total of 768 features, and the obtained features could be connected to the base network.
4. Results and Discussions

According to [48], it is possible to demonstrate whether each model was well trained with fluctuations in the losses; thus, this study confirmed the training and test losses of all models. Figure 9 illustrates examples of changes in training and test losses as each deep learning model is trained. The training loss and test loss of all models tend to decrease to a similar level in the early stage of learning. Afterward, if training continues, the training loss continues to decrease, whereas the test loss shows a tendency to converge, indicating that the gap between training loss and test loss is increasing. These changes in training loss and test loss demonstrate that training of deep learning models was adequately performed. In addition, it can be observed that the convergence of test loss starts at a relatively early stage of 10–20 epochs, which is considered to be the result of an appropriate setting of various hyperparameters in the development of the heavy rain damage prediction model.

The test results of the deep learning models are displayed in Figure 10. The model with the highest maximum accuracy is the CNN-based model. As a result of 30 tests of the CNN-based model, it was confirmed that it is possible to develop a model with a maximum accuracy of 71.5% and a minimum accuracy of 64.5%, as well as a mean accuracy of 68.3%. In addition, it can be observed that the standard deviation of accuracy according to 30 times of the test is very small at 1.7%. This reveals that it is possible to develop a model with a robust level of accuracy using the CNN-based model.

The model with the second highest-accuracy is the DNN-based model. As a result of 30 tests of the DNN-based model, the maximum accuracy was 71%, with a minimum accuracy of 67.0% and a mean accuracy of 68.9%. Although the maximum accuracy was 0.5% lower than the CNN-based model, the minimum accuracy was 2.5% higher. Moreover, on average, it shows 0.6% higher accuracy than the CNN-based model; thus, it is concluded that the DNN-based model shows better performance than the CNN model. In addition, it can be observed that the standard deviation of accuracy obtained through 30 times of training and test is 1%, which is approximately 0.7% lower than that of the CNN-based model. These results reveal that the DNN-based model is more accurate and robust than the CNN-based model.
Figure 9. Examples of training and test loss for each deep learning model: (a) DNN-based model; (b) CNN-based model; (c) RNN-based model.

The test results of the deep learning models are displayed in Figure 10. The model with the highest maximum accuracy is the CNN-based model. As a result of 30 tests of the CNN-based model,
The RNN-based model, which revealed the lowest maximum accuracy, was able to obtain a maximum accuracy of 62.5%, a minimum accuracy of 53.5%, and a mean accuracy of 57.1%. With the standard deviation value at 2.1%, the robustness of the RNN-based model is relatively low compared to other models. Due to this accuracy and robustness, the RNN-based model is assumed to be a relatively less adequate deep learning model for heavy rain damage detection. The RNN-based model is generally considered as the model that demonstrates ideal performance for time series data analysis. However, this study showed a relatively low predictive performance. These results are assumed to be the results according to the characteristics shown by the data of 1 h intervals for 1 week. The corresponding data is data over time. However, due to the nature of meteorological data, it is not easy to maintain autocorrelation of the data throughout the week: Changes in meteorological phenomena can occur in a few hours before a localized heavy rainfall event. Since the case of these meteorological phenomena lasting for a week is very rare, partial autocorrelation may be more correlated than overall autocorrelation. Accordingly, the CNN-based model that uses features obtained through filters with short time intervals or the DNN-based model using the features obtained by using all data without the time-series characteristics demonstrate superior performance than the features of the RNN-based model focused on the time-series characteristics of the entire period.

Figure 11a illustrates the maximum accuracy of 30 times for each model, and the scatter plot of the epoch at that time of maximum accuracy and Figure 11b–d show the mean, min, max, and quantiles of accuracies of each model, respectively. For the CNN-based model and the RNN-based model, it can be observed that clusters are formed in a relatively small epoch, as respectively shown in Figure 11c,d. For the DNN-based model, the distribution of the epoch showing the maximum accuracy was relatively wide as shown in Figure 11b. That is, in the actual use, it is believed that it is not easy to obtain an appropriate epoch for convergence of learning in the case of the DNN-based model compared to other models. When comprehensively analyzing all the findings obtained through these tests, it is concluded that although the model with the best accuracy is the DNN-based model, the model that can be most suitable to be used in heavy rain damage prediction is the CNN-based model.

Tables 4 and 5 display examples of confusion matrices for the DNN and CNN models when the accuracy is 68%, which is similar to the average accuracy of both models. In particular, the false negative rate (FNR) is more important than the false positive rate (FPR) from the perspective of practical and usable damage prediction models [56]. Therefore, the FNRs and FPRs of both the DNN and CNN models were compared using confusion matrices. The false negative indicates that the model predicts the damage class as significant or severe when the actual damage class is minor and as severe when the
actual damage class is significant. The false positive indicates that the model predicts the damage class as significant or minor when the actual damage class is severe and as minor when the actual damage class is significant. If the FNR is smaller than the FPR, model usability seems to be better. The FNRs of the DNN and CNN models were 15% and 13%, respectively, and it was confirmed that they were all lower than the corresponding FPRs of the other models. This finding demonstrates the practical application potential of these models.

Figure 11. Cont.
Figure 11. Scatter plots of maximum accuracies with epochs from 30 test results for each model: (a) all models; (b) DNN-based model; (c) CNN-based model; (d) RNN-based model.

Table 4. Example of confusion matrix for the DNN model.

| Actual damage class | Predicted Damage Class | Severe | Significant | Minor |
|---------------------|------------------------|--------|-------------|-------|
| Severe              | Severe                 | 7.5%   | 4.0%        | 0.5%  |
| Significant         | Significant            | 3.5%   | 30.5%       | 10.5% |
| Minor               | Minor                  | 1.5%   | 12.5%       | 30.0% |

Table 5. Example of confusion matrix for the CNN model.

| Actual damage class | Predicted Damage Class | Severe | Significant | Minor |
|---------------------|------------------------|--------|-------------|-------|
| Severe              | Severe                 | 8.0%   | 4.0%        | 0.0%  |
| Significant         | Significant            | 4.0%   | 31.0%       | 9.0%  |
| Minor               | Minor                  | 2.5%   | 12.5%       | 29.0% |
5. Conclusions

In this study, we developed a deep learning model for heavy rain damage prediction using data collected in the week preceding heavy rain damage. The deep learning techniques used for the model development are a DNN, CNN, and RNN, and the ideal deep learning model for the heavy rain damage prediction was proposed by comparing the accuracy of each deep learning technique. To verify the deep learning prediction model proposed in this study, training and testing of the model were performed 30 times for each model. Through the process, the accuracy and the robustness of the deep learning model were evaluated. The results indicated that the mean accuracy was high in the order of the DNN-based model, CNN-based model, and RNN-based model, and the standard deviation was small in the same order. For the DNN-based model, the convergence epoch of the learnings performed 30 times showed a relatively wide distribution, which may pose difficulties in selecting an epoch suitable for practical use. Therefore, it was determined that the CNN-based deep learning model, which showed satisfactory accuracy and a low standard deviation, as did the DNN-based model, would be most suitable for heavy rain damage prediction. The heavy rain damage prediction model based on the CNN proposed in this study was analyzed to predict the damage range appropriately with a maximum prediction accuracy of 71.5%.

As the results of the study, the most suitable model was the CNN-based model, but the RNN-based model was unsatisfactory. It was confirmed that the autocorrelation of the data was not significant, even though the form of the data used in this study was time-series data. Meanwhile, if the data measured for the various periods are analyzed as input data for prediction models, it could be possible to obtain more accurate results. However, this study aims to develop a heavy rain damage detection model and to validate the three deep learning networks with a week of meteorological data. Therefore, it is expected that this study can be used as a base study for future work to improve the prediction model by applying the data measured for the various periods.

In addition, by evaluating the applicability of a deep learning model that has not been previously considered, it is possible to expect its effectiveness in the field of damage prediction. Through the heavy rain damage prediction model presented, the size of damage can be predicted before the actual occurrence of damage. Therefore, it can be of great benefit in establishing measures to reduce the damage caused by heavy rain. In particular, it is expected that the damage can be significantly reduced if an appropriate combination of the emergency working system and countermeasures can be achieved.
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