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Abstract

The COVID-19 pandemic and other global health events are unfortunately excellent environments for the creation and spread of misinformation, and the language associated with health misinformation may be typified by unique patterns and linguistic markers. Allowing health misinformation to spread unchecked can have devastating ripple effects; however, detecting and stopping its spread requires careful analysis of these linguistic characteristics at scale. We analyze prior investigations focusing on health misinformation, associated datasets, and detection of misinformation during health crises. We also introduce a novel dataset designed for analyzing such phenomena, comprised of 2.8 million news articles and social media posts spanning the early 1900s to the present. Our annotation guidelines result in strong agreement between independent annotators. We describe our methods for collecting this data and follow this with a thorough analysis of the themes and linguistic features that appear in information versus misinformation. Finally, we demonstrate a proof-of-concept misinformation detection task to establish dataset validity, achieving a strong performance benchmark (accuracy = 75%; $F_1 = 0.7$).
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1. Introduction

Just like viruses themselves, misinformation from small clusters of individuals can quickly evolve to global, community spread. Information may propagate rapidly via word of mouth, social media, and news articles, creating confusion and dangerous situations. This phenomenon has been recognized as an infodemic by the World Health Organization. Despite the urgency of developing automated methods capable of identifying and extinguishing misinformation before it spreads too widely, few resources exist to facilitate the development of such models, especially as they pertain to generalizable settings beyond the COVID-19 pandemic. In this work, we introduce a new, large dataset to stimulate such research. We collect 2.8 million news articles and (when available) social media posts covering the following diseases: smallpox, the 1918 Spanish flu, MERS, SARS, H1N1, Ebola, HIV (AIDS), and COVID-19. News articles from traditional print media range from the early 1900s to the present, and are sourced from long-standing print houses including The New York Times, the British Broadcasting Corporation, Cable News Network (CNN), the Centers for Disease Control and Prevention (CDC), and the World Health Organization (WHO). Social media coverage of more recent diseases is sourced from Twitter. Our primary contributions are as follows:

- We analyze prior work investigating health information (with a focus on the ongoing COVID-19 pandemic), existing misinformation datasets, and automated detection of misinformation, identifying gaps and important future directions.
- We introduce a new, large (2.8 million instances) collection of news articles and social media posts covering (mis)information spanning a wide range of diseases, and a smaller subset (4752 instances) of gold standard annotations indicating article/post misinformation status.
- We conduct an analysis of the collected data and demonstrate validity of this dataset for future modeling and classification approaches by establishing strong performance (accuracy = 75%) on a misinformation detection benchmarking task.

We describe these contributions in further detail in the remainder of this paper. We release our dataset publicly to interested researchers to spur rapid growth in this important research area.

2. Prior Work

2.1. Health (Mis)Information

Many health information datasets have emerged since the start of the COVID-19 pandemic, including

- https://www.who.int/news-room/spotlight/let-s-flatten-the-infodemic-curve
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- https://github.com/ankitaich09/MISINFORMATION
those covering Portuguese tweets and Brazilian news (De Melo and Figueiredo, 2020), English, Spanish, and Portuguese tweets (Aguilar-Gallegos et al., 2020), and a variety of specific health and health-adjacent topics. These centered on research investigating psychological health outcomes (Haider and Al-Salman, 2020), healthcare expenditures (Zhou et al., 2020), student learning (Trung et al., 2020), patents and antiviral therapy (Machuca-Martinez et al., 2020), genome modeling (Barbosa and Fernandes, 2020), and COVID-19 mortality (Li et al., 2020).

Recently, several groups have sought to examine misinformation in the context of COVID-19 specifically. Shaar et al. (2021) released a dataset of Arabic, Bulgarian, and English tweets annotated along numerous dimensions of misinformation status as part of the NLP4IF Workshop Shared Task On Fighting the COVID-19 Infodemic, and Hossain et al. (2020) released a dataset of English tweets annotated for stance pertaining to a set of known COVID-19 misconceptions. Although these datasets offer valuable resources for learning to model misinformation related to COVID-19, they do not offer corresponding data associated with other global health events. Liu et al. (2020) assembled 30 million tweets covering multiple diseases over the last decade including COVID, Cholera, and H1N1, making their dataset perhaps closest to ours; however, they do not focus on misinformation or provide fact-checked news articles.

2.2. Misinformation Datasets

A larger variety of data exists for learning to model misinformation in general. Nørregaard et al. (2019) created a dataset for the study of misinformation in news articles, collecting data from 194 different news sources for almost a year and labeling each article for reliability, bias, transparency, and consumer trust. Their sources included both mainstream print media and various online sources, including those popular with conspiracy theorists.

Kinsora et al. (2017) created a dataset labeling misinformation in medical communities, collecting data by employing information retrieval techniques to extract information from health discussion forums. Memon and Carley (2020) sought to characterize misinformation communities online, examining data from Twitter communities and identifying both interesting sociological correlations and intriguing linguistic patterns, such as the increased use of narrative among informed versus misinformed people. A shortcoming of these existing misinformation datasets is that they cover relatively short timespans, precluding comparative analysis of misinformation across time. Our dataset, encompassing major health events from the 1900s through the present, takes a step toward filling this gap.

2.3. Misinformation Detection

Beyond dataset creation, some groups have also sought to automatically detect the presence of misinformation in varied data sources. Much of this work is reviewed in the extensive survey by Almahkt (2019), although they placed no special emphasis on health misinformation. Ahmed et al. (2018) analyzed misinformation-induced panic in tweets about Ebola and H1N1, finding various common themes across tweets; however, they did not explore other forms of news media. Chew and Eybenbach (2010) explored misinformation search terms associated with H1N1 from 2009-2010, utilizing specific terms and non-textual data to categorize tweets (including those linking to news articles). Goodall et al. (2011) examined print media during the first five months of the H1N1 virus in 2009, using sources obtained from not only newspapers, but also the CDC to find a parity between officially-sanctioned guidelines and everyday media messaging.

Vlachos and Riedel (2014) employed the use of journalist fact-checked news articles in their work, using clustering to assign labels along a five-point scale (True, Mostly True, Half True, Mostly False, False), indicating the veracity of a piece of information. Campana et al. (2015) used Wikipedia to build a knowledge graph, assigning connections between entities and facts obtained from related wiki pages. They employed this graph for fact checking, evaluating paths leading up to a new fact and assigning scores to them. Very recently, Serrano et al. (2020) detected misinformation in YouTube videos during the COVID-19 pandemic, leveraging information from video comments. To date, no existing approaches have tackled both news and social media articles from current and historical health events. We establish a proof of concept for doing so using our new dataset in §7.

3. Defining Misinformation

We define misinformation as the intentional or unintentional spread of inaccurate information, including through unchecked opinions. This differs from disinformation, where intent is a required factor. Misinformation has been studied across specific domains including politics (Dunaway, 2021), healthcare (Peterson et al., 2020), and social sciences (Anspach and Carlson, 2020), and in general (Lee and Shin, 2021). We constrain our interests to accurate information and misinformation pertaining to major global health events from the early 1900s to the present.

4. Data Collection

We include both traditional print media and social media posts in our dataset. To source the print media, we downloaded digitized news articles that were available either freely or via paid subscription for our included diseases: COVID-19, Middle East Respiratory Syndrome (MERS), Severe Acute Respiratory Syndrome (SARS), Ebola, H1N1 (Swine Flu), Human Immunodeficiency Virus (HIV, which causes Acquired Immunodeficiency Syndrome AIDS), Spanish Influenza, and Smallpox. We

https://www.dictionary.com/e/misinformation-vs-disinformation-get-informed-on-the-difference/
We randomly sampled subsets of both news and social media data for manual annotation of misinformation status, collecting annotations until sufficient coverage for a balanced benchmarking dataset of 1500 instances was reached. Given the naturally uneven class distributions in our full dataset, this resulted in a total of 4752 instances (652 news articles and 4100 social media posts) receiving manual annotation. We formalized annotation guidelines through discussion among members of the research team. Each instance was double-annotated from a pool of three trained annotators (computer science graduate and undergraduate students with strong or native English proficiency), with one annotator labeling both news and tweets and the other two each labeling one of those groups.

Instances were assigned to Class 1, Class 2, or Class 3 as specified in Table 2 and Table 3 for news articles and tweets, respectively. An article or post’s misinformation status was determined based on available knowledge at the time of publication. For instance, information provided by an article that was supported by numerous sources at the time the article was published could be labeled as Class 3, even if that information was disproved several months later. Inter-annotator agreement was measured using an averaged pairwise Cohen’s kappa \( \kappa = 0.81 \) (Viera and Garrett, 2005). In Figures 1 and 2 we illustrate the relative distributions of tweets and news articles across annotation classes.

We observe a large but expected difference in annotation
distribution between the two data sources. Specifically, a majority of social media posts were labeled as misinformation (Class 1), whereas a majority of news articles were labeled as accurate information (Class 3).

6. Analysis
Leveraging the manually annotated subsets of data, we examine the differences between Class 3 and Class 1 information, focusing on both linguistic (§6.1) and thematic (§6.2) characteristics.

6.1. Linguistic Analysis
We observed differences in both semantic and syntactic preference in Class 3 versus Class 1 news. The presence of personal pronouns in Class 3 news is low to non-existent; the tokens I or we were not found in any articles, and the tokens you, she, he, and they were each present at a rate of less than 2%. Comparing this to an equivalent-sized sample of Class 1 news yields a clear difference: the frequency of first-person pronouns (e.g., I or we) increases to 10%, although the frequencies of second- or third-person pronouns remain nearly the same.

We also observed marked differences in text complexity. To measure this and other psycholinguistic factors, we used Linguistic Analysis and Word Count (Tausczik and Pennebaker, 2010), a proprietary tool developed to measure various layers of psycholinguistic and affective attributes. We find that the average analytical complexity of Class 3 news articles is 91.08%, whereas for Class 1 news this falls to 38%. We also compute TRUST CORES for each text using the NRC Word-Emotion Lexicon (Mohammad and Turney, 2010), finding a correlation with assigned class. Class 3 news articles show an average trust score of ≥ 600, whereas Class 1 news articles show an average score of ≤ 150.

Finally, we found that topic shifts or inconsistencies may be a valuable marker of Class 1 health news. Class 1 articles also often included politically polarized n-grams in addition to those associated with health topics. Across Class 1 news articles, the highest-frequency unigrams were COVID19, TRUMP, and BIDEN, following stopword removal. For Class 3 news, the highest-frequency unigrams were COVID19, MEASLES, and EBOLA.

6.2. Thematic Analysis
We use latent Dirichlet allocation (LDA) to separately model topics present in news articles and social media posts, analyzing overarching themes. We train the LDA model on groups of Class 3 and Class 1 data after preprocessing text and removing all stopwords, punctuation, and symbols. We show the top identified themes in tweets, represented by most strongly associated keywords, in Tables 4 and 5.
Table 6: Top trigrams associated with unverified (Class 1) and supported (Class 3) information for both tweets and news articles. Stopwords were removed prior to computing trigram frequencies.

| Feature       | Description                                                                 |
|---------------|------------------------------------------------------------------------------|
| CLASS 3       | Tweets tested positive covid19 World Health Org                                |
| News          | case tally cross Disease Control Prevention                                   |

Table 7: Features included in the benchmark experiments. For equations, let $c$ be the number of characters in a text, $w$ be the number of words, $s$ be the number of sentences, and $l$ be the number of syllables.

| Feature       | Description                                                                 |
|---------------|------------------------------------------------------------------------------|
| TRUST Score   | The number of words associated with trust in the NRC Word-Emotion Association Lexicon (Mohammad and Turney, 2010) |
| READABILITY INDEX | Automated readability index (Senter and Smith, 1967), computed as follows: ARI = 4.71($\frac{w}{s}$) + 0.5($\frac{w}{s}$) - 21.43 |
| EASE OF READING | Flesch reading ease score (Flesch, [1977]), computed as follows: EoR = 206.835 - 1.015($\frac{w}{s}$) - 84.6($\frac{l}{w}$) |
| DIFFICULT WORDS | Raw number of difficult words, defined as words (a) containing greater than two syllables and (b) not included in the Python textstat Easy Words List |
| + NRC SCORES  | The number of positive words in the NRC Word-Emotion Association Lexicon (Mohammad and Turney, 2010) |
| - NRC SCORES  | The number of negative words in the NRC Word-Emotion Association Lexicon (Mohammad and Turney, 2010) |
| LENGTH        | The raw value, $c$                                                           |

Table 8: Results from model comparison, using a 95%/5% randomized train/test split of a balanced subset of the labeled dataset.

| Model         | Accuracy | F1   |
|---------------|----------|------|
| Random Forest | 0.6849   | 0.6330 |
| KNN           | 0.6986   | 0.6164 |
| Decision Tree | 0.5890   | 0.5068 |
| Logistic Regression | 0.7534 | 0.6996 |
| Ridge         | 0.6849   | 0.6438 |
| SVM           | 0.3424   | 0.6575 |

7. Proof of Concept

To further establish dataset validity, we define a proof-of-concept classification task. We extract identified features from our analysis for each instance in our labeled data subset and train a suite of classifiers to predict the (mis)information status of news articles. We define this as a binary classification problem (Class 3 versus Class 1) and remove any inherent metadata (e.g., source of the article or post) that could potentially bias a classifier. We compute our features as shown in Table 7. We experiment with a balanced subset of our annotated data (1500 instances total, evenly distributed across Class 1 and Class 3), using a 95%/5% train/test split to maximize the modeling algorithms’ available training data. We compare seven popular classifiers, all from Python’s sk-learn library and trained using default parameters and the features defined in Table 7: Random Forest, K Nearest Neighbors, Decision Tree, Logistic Regression, Ridge, Support Vector Machine, and Multilayer Perceptron. We report our results in Table 8. We find that the best-performing model is Logistic Regression, achieving an accuracy of 75% and an F1 of 0.7 at distinguishing Class 1 and Class 3 data.

8. Conclusion and Future Directions

In this paper, we introduce a substantial new dataset (2.8 million datapoints) to facilitate the study of information and misinformation during global health events. Importantly, the dataset includes both news and social media coverage of a broad range of health events, distinguishing it from existing datasets focusing on COVID-19 misinformation such as those created by Shaar et al. (2021) and Hossain et al. (2020). We collect manual misinformation annotations for a subset of 4752 articles and social media posts, and conduct a thorough analysis of the linguistic and thematic differences between information and misinformation manifesting in this subset. Finally, we establish dataset validity and a performance benchmark by training a suite of classifiers on the annotated data using features uncovered in our analysis, achieving high accuracy (75%) and F1 (0.7) scores at distinguishing between health information and

https://scikit-learn.org
misinformation. It is our hope that our dataset will spur further exploration of this important research area. Examples of downstream applications that may benefit from this work include healthcare dialogue systems [Valizadeh and Parde, 2022] and other clinical systems in need of feature-based or fine-grained detection of health misinformation, such as those geared towards health providers or caregivers [Kaelin et al., 2021].
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