Phonon-assisted insulator-metal transitions in correlated systems driven by doping
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We consider how electron-phonon interaction influences the insulator-metal transitions driven by doping in the strongly correlated system. Using the polaronic version of the generalized tight-binding method, we investigate a multiband two-dimensional model taking into account both Holstein and Su–Schrieffer–Heeger types of electron-lattice contributions. For adiabatic ratio $t \gg \omega_0$, different types of band structure evolution are observed in a wide electron-phonon parameter range. We demonstrate the relationship between transition features and such properties of the system as the polaron and bipolaron crossovers, pseudogap behavior of various origin, orbital selectivity, and the redistribution of the spectral weight due to the electron-phonon interaction.
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I. INTRODUCTION

The mutual influence between electron-electron and electron-phonon interactions is one of the intriguing problems of condensed matter theory. It acquires particular importance in the context of the insulator-metal or insulator-semiconductor transitions in the compounds of transition metals. Achieving conduction switching in correlated systems with minimal energy dissipation can pave the way towards novel memory elements, low-power neuromorphic computing, or other highly energy-efficient applications.

Transition metal compounds belong to a vast class of correlated materials. Due to significant Coulomb interaction, a number of them with a half-filled band are insulators. In the simplest model of the correlated system, introduced by Hubbard, the transition from the band metal to the Mott-Hubbard insulator ground state is governed by a ratio of the on-site Coulomb repulsion $U$ to the bandwidth $W$. In the case of one electron per atom, it takes place if $U > W$. Then the quasiparticle band splits onto lower and upper Hubbard subbands, and the system becomes an insulator. The transition occurs in the same crystalline structure and can be triggered by different stimuli leading to a change in the band filling factor or the bandwidth. In many d-metal compounds, the pronounced effects of strong electron-phonon interaction (EPI) indicate the insufficiency of the purely electronic picture. The problem turns out to be very entangled since both Coulomb and electron-lattice interactions can cause such correlation effects as a renormalization of electron and phonon spectra, intraband and interband redistribution of the spectral weight, an increase in the effective mass, and a tendency towards localization of charge carriers.

Most of the theoretical studies of the mutual influence between electron-electron and electron-phonon interactions are focused on the Hubbard-Holstein model, which includes local Coulomb contribution and on-site modulation of the particle potential via lattice vibrations. Its phase diagram contains a metallic ground state when both interactions are small, Mott-Hubbard or charge-density wave insulating states, driven by Coulomb or electron-phonon interactions, respectively, and a variety of phases caused by competing orders. Here, we essentially consider an extension of this model, accounting for the multiband effects and off-site electron-phonon coupling, which modulates the kinetic energy of charge carriers. It has been shown earlier that multiorbital contributions significantly modify the phase diagram of the Hubbard-Holstein model at half-filling. For small Coulomb coupling and intermediate or strong electron-lattice one, the presence of nonequivalent bands leads to the occurrence of an orbital-selective insulating Peierls phase, which precedes the transition to the insulating state of charge density wave. In this phase, we can expect a non-Fermi-liquid behavior of charge carriers, similar to that is observed in the orbital-selective Mott phase for Ising Hund’s coupling.

The nontrivial behavior of the system can also result from the Peierls or Su–Schrieffer–Heeger type contribution of the electron-phonon interaction. The modulation of orbital overlaps is characterized by the coupling parameter depending on both boson momentum and particle one and being off-diagonal in a real space representation. Such formulation of the problem goes beyond the applicability of the Gerlach-Löwen theorem, which rules...
out the non-analyticities in the ground state properties of the polaron system if coupling strength is constant or depends on boson momentum only. The revision of the concept of smoothly varying polaron properties starts from the demonstrations of the non-analyticity in the entanglement entropy of the polaron system and the sharp transition in the ground state energy of the single polaron. Concerning the metal-insulator transition caused by the electron-lattice coupling in underdoped compound, the competition between its on-site and off-site contributions can determine the type of transformations, namely, amplitude and rate of the changes in the density of charge carrier states at the Fermi level. Moreover, a half-filled system can induce abrupt or smooth transitions in correlated materials. It turns out that doping of a two-dimensional three-orbital pd model, which is relevant primarily for layered copper oxides. Nevertheless, it illustrates some evolution laws of transition behavior in correlated materials. It turns out that doping of a half-filled system can induce abrupt or smooth transitions with a variable amplitude of changes in the density of charge carrier states at the Fermi level. Moreover, different regimes of band structure transformations and corresponding types of transition behavior can be identified on the phase diagram of the system through the crossovers in polaron and bipolaron properties.

The total Hamiltonian reads \( H = H^{el} + H^{ph} + H^{epi} \), where

\[
H^{el} = \sum_{\mathbf{g},\sigma} (\varepsilon_d - \mu) n^d_{\mathbf{g},\sigma} + \sum_{\mathbf{g}} U_d n^d_{\mathbf{g},\sigma} n^d_{\mathbf{g},-\sigma} + \\
+ \sum_{\mathbf{g},\mathbf{r},\sigma} (\varepsilon_p - \mu) n^p_{\mathbf{g+r},\sigma} + \sum_{\mathbf{g},\mathbf{r}} U_p n^p_{\mathbf{g+r},\sigma} n^p_{\mathbf{g+r},-\sigma} + \\
+ \sum_{\mathbf{g},r,r',\sigma} P_{rr'} t_{pp} \langle f^\dagger_{\mathbf{g+r},\sigma} P_{g' r',\sigma} + \text{H.c.} \rangle + \\
+ \sum_{\mathbf{g},r,\sigma} V_{pd} n^p_{\mathbf{g+r},\sigma} n^d_{\mathbf{g},\sigma},
\]

\( H^{ph} = \sum_{\mathbf{g}} \hbar \omega_0 (f^\dagger_{\mathbf{g}} f_{\mathbf{g}} + \frac{1}{2}) \),

\[
H^{epi} = \sum_{\mathbf{g},\sigma} M_d (f^\dagger_{\mathbf{g}} + f_{\mathbf{g}}) d^\dagger_{\mathbf{g},\sigma} d_{\mathbf{g},\sigma} + \\
+ \sum_{\mathbf{g},r,\sigma} M_{pd} P_{r} (f^\dagger_{\mathbf{g}} + f_{\mathbf{g}}) (d^\dagger_{\mathbf{g},\sigma} p_{\mathbf{g+r},\sigma} + \text{H.c.}).
\]

The Hamiltonian describes the low-energy physics of the CuO-plane, which is a common structural unit in complex copper oxides with a partially filled 3d-orbital. Here operators \( d^\dagger_{\mathbf{g},\sigma} \) and \( P_{g+r,\sigma} \) create a hole with spin \( \sigma \) on \( d_{2g-y^2} \)-copper and \( P_{g+r,\sigma} \) oxygen atomic orbitals at positions indicated by vectors \( \mathbf{g} \) or \( \mathbf{g} + \mathbf{r} \), respectively. Vector \( \mathbf{r} \) goes over oxygen atom positions in the square unit cell at site \( \mathbf{g} \). The values \( \varepsilon_d \) and \( \varepsilon_p \) are the local energies of the corresponding atomic orbitals, \( n^d_{\mathbf{g},\sigma} \) and \( n^p_{\mathbf{g+r},\sigma} \) are the hole number operators, \( t_{pp} \) and \( t_{pd} \) are the hopping parameters, \( U_d \), \( U_p \), and \( V_{pd} \) are Coulomb repulsion parameters, \( \mu \) is the chemical potential, and \( P_{r} \) are the phase factors. In the free phonon term, we consider the bond-stretching optical vibrations with energy \( \omega_0 \). The Hamiltonian \( H^{epi} \) defines charge carriers that are linearly coupled to this dispersionless mode through the modulation of the copper on-site energy and the copper-oxygen hopping energy. These electron-phonon interactions are characterized by \( M_d \) and \( M_{pd} \) parameters of the on-site or charge density displacement and the off-site or transitive contributions, respectively. Throughout the paper we use the following set of parameters: \( \varepsilon_d = 0 \), \( \varepsilon_p = 1.5 \), \( t_{pp} = 0.86 \), \( t_{pd} = 1.36 \), \( U_d = 9 \), \( U_p = 4 \), \( V_{pd} = 1.5 \), \( W = 2.15 \), and \( \omega_0 = 0.090 \) (all in eV). The dimensionless electron-phonon coupling constants are defined as \( \lambda_{on(off)} = M_d^2 \langle n^d_{\mathbf{g},\sigma} \rangle / W \hbar \omega_0 \).

To study the problem, we employ the polaron version of the generalized tight-binding (pGTB) method. A detailed description of this type of cluster perturbation theory is provided elsewhere. In contrast to the Lanczos method, we exactly determine all eigenstates of the CuO4 cluster Hamiltonian and then discard the highest excited states in a controlled manner, preserving the character of the spectrum. Truncating the Hilbert space of phonons, we control the convergence of the ground and the first excited states energies with 0.1 or 2 holes per site with an error of no more than 1 %. Optimization of the local basis allows us to efficiently compute the band structure of the correlated system from weak to strong electron-phonon coupling. Here, we simulate the intercluster contribution in the generalized mean-field approximation, taking into account the interaction of charge carriers with spin fluctuations. Each time we change the concentration of doped holes \( x \) or the parameters of the electron-phonon interaction \( \lambda_{on} \) and \( \lambda_{off} \), the band structure and the chemical potential of the system are recomputed.

All results are collected below on the phase diagram in the plane of the on-site and off-site EPI parameters (Fig. 1). To identify the patterns in the transition behavior, we compare them with polaron and bipolaron properties \( \langle n^d_{\mathbf{g},\sigma} \rangle \) and \( \langle n^p_{\mathbf{g+r},\sigma} \rangle \), characterizing the average number of charge carriers on the d-orbitals of copper in the single- and two-particle ground states of the unit cell cluster, respectively. Throughout the phase diagram, the total hole occupation of the copper orbitals increases with increasing on-site electron-lattice interaction. The corresponding evolution of the partial densities of states at the Fermi level is accompanied by continuous or discontinuous crossovers of the \( \langle n^d_{\mathbf{g},\sigma} \rangle \) and \( \langle n^p_{\mathbf{g+r},\sigma} \rangle \) functions with
respect to the $\lambda_{on}$ parameter. We find that red and blue crossover curves in the Fig. 1 uniquely correlate with the type of the band structure transformation upon doping and, thus, determine the transition regimes.

First of all, we consider the system, neglecting the electron-phonon interaction (Fig. 2 curve 0). At half-filling, narrow subbands of correlated $d$-electrons and a wide band of valence $p$-electrons of oxygen form the band structure of a charge-transfer insulator. The $pd$ hybridization leads to the mixing of the orbitals and the broadening of the correlated bands. Upon hole doping, we reveal the chemical potential in the gap near the bottom of the conduction band. It is located here up to some critical value of $x = x_{c0}$, where $x_{c0} \approx 0.8\%$. For undoped system, such behavior reflects the absence of electron-hole symmetry. The latter guarantees the chemical potential is in the middle of the energy gap for a band insulator or a half-filled one-band Hubbard model. The chemical potential confinement effect appears to be the result of the interband redistribution of the spectral weight caused by the Coulomb correlations. At sufficiently large value of the Coulomb interaction $U \geq 20$ eV or zero hybridization $t_{pd} = 0$, we find the chemical potential near the top of the valence band. Then insulator-metal transition occurs for any non-zero value of the doped carriers, which is consistent with the paper. Anyway, the chemical potential gradually enters into the band upon doping, opening the Fermi surface with a maximum of the spectral weight at the $(\pi/2, \pi/2)$ point of the Brillouin zone. As a result, we observe a sharp transition from an antiferromagnetic Mott insulator to a metallic ground state, which is characterized by an abrupt increase in the density of states of charge carriers at the Fermi level $N(E_F)$. Weak electron-phonon interaction does not qualitatively affect the spectrum and behavior of the system (Fig. 2 curve 1, Fig. 1 part I). A slight smearing of the bands insignificantly decreases the spectral weight and density of states of quasiparticles emerging on the Fermi surface.

In contrast, strong electron-phonon interaction (Fig. 1 part V) leads to the transition from itinerant to localized carriers at any fixed doping level and causes a rigid behavior of the system upon doping. In this regime, we do not observe a transition with an increase in the concentration of hole doped carriers up to $x = 25 - 30\%$ (Fig. 2 curve 5). A similar conclusion was previously obtained for the Hubbard-Holstein model using determinant Monte Carlo simulation. In the phase diagram, the strong interaction part is located above both polaron and bipolaron functions $\langle n_{10}^d \rangle$ and $\langle n_{20}^d \rangle$, respectively. To the left (right) of the yellow curve, the on-site (off-site) contribution prevails. Between red and blue curves, the Roman numerals indicate the parameter regions with different types of the band structure transformations. The corresponding dependencies of the density of states on doping value are shown in the Figure 2.

Intermediate electron-lattice coupling determines the doping transformations of the system between these two limits. To the right of the yellow line (Fig. 1 part II), the off-site EPI contribution dominates. It is accompanied by a gradual increase of the band structure incoherence and subsequent modification of the transition driven by doping. Instead of sharp insulator-metal transition at weak electron-phonon coupling, we eventually observe a smooth transition to a semiconductor rather than a metallic state (Fig. 2 curves 2a and 2b). To the left of the yellow line and between the crossover curves (Fig. 1 part III and IV), the dominant on-site contribution of EPI causes qualitative changes in the band structure formation, which depend on the following circumstances. (i) The electron-phonon interaction develops a tendency towards localization of charge carriers on the $d$-orbitals of copper, the hybridization effects weaken, and the spectral weight of the quasiparticle excitations are redistributed. At half-filling, chemical potential gets stuck at Franck-Condon in-gap states with a low spectral weight near the bottom of the conduction band. Now the electron-phonon interaction restrains the transition up to some critical value of the doped carriers $x_c \gg x_{c0}$, where $x_c \approx 2 - 3\%$ (Fig. 2 curves 3-4). (ii) Simultaneously, a narrow flat band with a doping-dependent spectral weight begins to form around the $(\pi, \pi)$ point.
of the Brillouin zone. For this parameter range, the phonon spectral function demonstrates the emergence of the novel polaronic states below the one-phonon continuum. The flat band formation corresponds to the transitions between these excited polaronic states and ground bipolaronic state. This band is located just below the top of the valence band, but with an increase in the strength of the off-site electron-phonon coupling, its formation of the flat band near the Fermi level can change the type of the transition and reduce its amplitude (curve 4). The strong interaction leads to the localization of charge carriers (curve 5).

The flat band formation corresponds to the transitions between these excited polaronic states and ground bipolaronic state. This band is located just below the top of the valence band, but with an increase in the strength of the off-site electron-phonon coupling, its formation of the flat band near the Fermi level can change the type of the transition and reduce its amplitude (curve 4). The strong interaction leads to the localization of charge carriers (curve 5).

It turns out the crossover regime (Fig. 1 part III and IV) correlates with the mode of the orbital-selective insulator-metal transition observed at fixed doping level when any interorbital contributions are neglected (Fig. 3 a, \( t_{pd} = 0, V_{pd} = 0, \lambda_{off} = 0 \)). Similar to the orbital-selective Mott transition, an increase of the local electron-phonon interaction first localizes the charge carriers in the narrow d orbital at \( \lambda_{on} \geq 0.5 \), while the wide p band remains itinerant up to strong EPI, characterized by \( \lambda_{on} = 1.5 \). Any hybridization effects tends to suppress the orbital selective phase. With a fairly small contribution of the interorbital overlapping...
We observe the orbital-selective insulator-metal transition driven by doping (Fig. 3b, initial parameters of the band structure but $t_{pd} = 0.1\text{eV}$), but there is no orbital-selective transition upon doping for the initial model parameter set. Nevertheless, the orbital-selective correlations persist and strongly influence the spectral weight redistribution between copper and oxygen orbitals at the dominating on-site electron-phonon interaction, especially in the crossover regime III and IV of the phase diagram.

Moreover, we find that the intermediate lattice contribution, which causes transitions in the crossover regime (Fig. 1 part III and IV) at doping level $x = x_c$, leads to the pronounced pseudogap Fermi surface formation for $x \gg x_c$. Indeed, for the weak or zero electron-phonon interaction, spectral weight mapping in $k$ space at the Fermi level demonstrates small hole pockets centered around $(\pi/2, \pi/2)$ point of the Brillouin zone (Fig. 4a). It corresponds to the short-range antiferromagnetic spin liquid state of the system. However, for parts III and IV of the phase diagram (Fig. 4b), we observe short or elongated Fermi arcs centered around the point $(\pi, \pi)$ and having a maximum spectral weight at their centers (Fig. 4b). The origin of the arches can differ and results from either the appearance of the flat band at the Fermi level or the spectral weight redistribution between the inner and outer sides of the pockets. The later effect is inherent for systems with strong electron correlations and is significantly enhanced here due to the orbital-selective correlations and flat band formation caused by electron-phonon interaction.

Finally, we reveal different types of insulator-metal transitions driven by doping in the system with competing electron-electron and on-site and off-site electron-phonon interactions. In the limit of strong electron correlations and for the parameter range between the crossovers of the polaron and bipolaron properties, the intermediate electron-lattice coupling with dominating on-site contribution causes related effects such as orbital-selective behavior, pseudogap formation, emergence of the novel states below the one-phonon continuum in the phonon spectral function and sharp insulator-metal transitions with the largest amplitude of the change of the charge carriers density states at the Fermi level. This result directs the search for promising materials with exceptional characteristics of the dielectric-metal transition in correlated compounds and indicates the essential role of the on-site and off-site electron-lattice interactions in systems with strong Coulomb interaction. We expect qualitative changes in some parts of the phase diagram if there is no intersection of polaron and bipolaron crossovers. Such a case, as well as the effect of temperature, is the subject of future research.
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