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Abstract. We provide a quantitative asymptotic analysis for the nonlinear Vlasov–Poisson–Fokker–Planck system with a large linear friction force and high force-fields. The limiting system is a diffusive model with nonlocal velocity fields often referred to as aggregation-diffusion equations. We show that a weak solution to the Vlasov–Poisson–Fokker–Planck system strongly converges to a strong solution to the diffusive model. Our proof relies on the modulated macroscopic kinetic energy estimate based on the weak-strong uniqueness principle together with a careful analysis of the Poisson equation.

1. Introduction. We are concerned in this work with the asymptotic analysis of the nonlinear Vlasov–Poisson–Fokker–Planck (in short, VPFP) system with a linear damping in a large friction-high force fields regime. More precisely, let \( f = f(x,v,t) \) be the particle, electron for instance, distribution function in the phase space \((x,v)\) at time \(t > 0\). Our main system reads as

\[
\partial_t f + v \cdot \nabla_x f - \frac{1}{m_e} \nabla_v \cdot ((v + \nabla_x V + \nabla_x \Phi) f) = \frac{1}{\tau_e} N_{FP}(f),
\]

\[- \Delta_x \Phi = \rho, \quad \rho(x,t) = \int_{\mathbb{R}^d} f(x,v,t) \, dv, \quad (x,v,t) \in \mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}_+ ,
\]

where \( V : \mathbb{R}^d \to \mathbb{R}_+ \) represents the confinement potential, and \( N_{FP} \) denotes the nonlinear Fokker–Planck operator [36] given by

\[
N_{FP}(f) := \nabla_v \cdot ((v - u)f + \sigma_e \nabla_v f), \quad \text{where } u := \frac{\int_{\mathbb{R}^d} vf \, dv}{\int_{\mathbb{R}^d} f \, dv}.
\]

Here the positive constants \( m_e \) and \( \tau_e \) represent the mass of the electrons and the relaxation time, respectively, and \( \sqrt{\sigma_e} = \sqrt{(k_B T_{th})/m_e} \) denotes the thermal velocity, with the Planck constant \( k_B \) and the temperature of the thermal bath \( T_{th} \).
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Other physical constants are taken to be unity for simplicity. The first term in $N_{FP}(f)$ describes the nonlinear relaxation towards the local velocity $u$, and it can be rigorously derived from velocity alignment forces [28].

For the system (1), we are interested in the common large friction and high force fields regime. To be more specific, we consider a small mass of electrons $m_e$ and a fast relaxation time $\tau_e$. In particular, for sufficiently small $\epsilon \in (0, 1)$, we choose $m_e = \epsilon$, $T_{th} \simeq 1$, and $\tau_e = \epsilon^{2+\delta}$ for some $\delta > 0$. Due to the relaxation between $m_e$ and $T_{th}$, we obtain $\sigma_e = k_B \epsilon^{-1}$, and by setting $k_B = 1$, we deduce from (1) that

$$\begin{align*}
\partial_t f + v \cdot \nabla_x f - \frac{1}{\epsilon} \nabla_v \cdot ((v + \nabla_x V + \nabla_x \Phi) f) &= \frac{1}{\epsilon^{2+\delta}} \nabla_v \cdot \left((v - u) f + \frac{1}{\epsilon} \nabla_v f\right), \\
- \Delta_x \Phi &= \rho.
\end{align*}$$

(2)

Here we omitted the $\epsilon$-dependence of solutions $f$ for the sake of notational simplicity.

For the rest of this paper, without loss of generality, we assume that the particle distribution function $f$ has a unit mass, i.e. $\int_{\mathbb{R}^d} f dx dv = 1$ for all times due to the conservation of mass.

We study the asymptotic behavior of the nonlinear VPFP system (2) as $\epsilon \to 0$. To be more specific, we will show that the VPFP system (2) converges towards the following drift-diffusion model with nonlocal velocity fields often referred to as aggregation-diffusion equations:

$$\begin{align*}
\partial_t \bar{\rho} + \nabla_x \cdot (\bar{\rho} \bar{u}) &= 0, \\
\bar{\rho} \bar{u} &= -\bar{\rho} (\nabla_x V + \nabla_x \Phi + \nabla_x \log \bar{\rho}), \\
- \Delta_x \Phi &= \bar{\rho}.
\end{align*}$$

(3)

Note that if we define the free energy $E[\bar{\rho}]$ associated to the above by

$$E[\bar{\rho}] = \int_{\mathbb{R}^d} \bar{\rho} \log \bar{\rho} dx + \int_{\mathbb{R}^d} V \bar{\rho} dx + \frac{1}{2} \int_{\mathbb{R}^d} \Phi \bar{\rho} dx,$$

the velocity field $\bar{u}$ of equation (3) can be rewritten as

$$\bar{u} = -\nabla_x \frac{\delta E}{\delta \bar{\rho}} [\bar{\rho}],$$

where $\frac{\delta E}{\delta \bar{\rho}}$ denotes the variation of the free energy $E$ with respect to the mass density $\bar{\rho}$. This shows that the equation (3) has a gradient flow structure [26, 8, 1, 6].

1.1. Formal derivation. Let us explain how we can derive the equations (3) as the limiting equation of (2) as $\epsilon \to 0$ at the formal level. If we define local particle density and moment by

$$\begin{align*}
\rho &= \int_{\mathbb{R}^d} f dv \quad \text{and} \quad \rho u = \int_{\mathbb{R}^d} v f dv, \\
\rho &= \int_{\mathbb{R}^d} f dv \quad \text{and} \quad \rho u = \int_{\mathbb{R}^d} v f dv,
\end{align*}$$

(4)

then by taking into account zero and first moments on $f$ of (2), we find that $\rho$ and $u$ satisfy

$$\begin{align*}
\partial_t \rho + \nabla_x \cdot (\rho u) &= 0, \\
\partial_t (\rho u) + \nabla_x \cdot (\rho u \otimes u) + \frac{1}{\epsilon} \nabla_x \rho &= -\frac{1}{\epsilon} \rho u - \frac{1}{\epsilon} \rho (\nabla_x V + \nabla_x \Phi) + e, \\
- \Delta_x \Phi &= \rho,
\end{align*}$$

(5)

where $e$ is given by

$$e := \nabla_x \cdot \left( \int_{\mathbb{R}^d} (u \otimes u - v \otimes v + \frac{1}{\epsilon} I) f dv \right).$$

(6)
If we set a local Maxwellian
\[ M_{u(x)}^\varepsilon(v) := \frac{\varepsilon^{d/2}}{(2\pi)^{d/2}} \exp \left( -\frac{\varepsilon|u(x) - v|^2}{2} \right), \]
then
\[ \int_{\mathbb{R}^d} M_{u(x)}^\varepsilon(v) \, dv = 1 \quad \text{for all } x \in \mathbb{R}^d \]
and
\[ \mathcal{N}_{FP}(f) = \frac{1}{\varepsilon} \nabla_v \cdot \left( f \nabla_v \log \frac{f}{M_{u(x)}^\varepsilon} \right). \]

On the other hand, for \( 0 < \varepsilon \ll 1 \), we expect from (2) that \( \mathcal{N}_{FP}(f) \approx 0 \). This infers
\[ f(x,v) \simeq \rho(x) M_{u(x)}^\varepsilon(v) = \frac{\varepsilon^{d/2}}{(2\pi)^{d/2}} \rho(x) \exp \left( -\frac{\varepsilon|u(x) - v|^2}{2} \right) \quad \text{for } 0 < \varepsilon \ll 1. \]

Moreover we notice that
\[
\int_{\mathbb{R}^d} (v \otimes v) \exp \left( -\frac{\varepsilon|u(x) - v|^2}{2} \right) \, dv \\
= \int_{\mathbb{R}^d} (u \otimes u) \exp \left( -\frac{\varepsilon|u(x) - v|^2}{2} \right) \, dv \\
+ \int_{\mathbb{R}^d} (v - u) \otimes (v - u) \exp \left( -\frac{\varepsilon|u(x) - v|^2}{2} \right) \, dv \\
= \left( \frac{\varepsilon^{d/2}}{(2\pi)^{d/2}} \right)^{-1} \left( (u \otimes u) + \frac{1}{\varepsilon} I_d \right). 
\]

Thus we obtain
\[ \varepsilon \simeq \nabla_x \cdot \left( \rho \int_{\mathbb{R}^d} (u \otimes u - v \otimes v + \frac{1}{\varepsilon} I_d) \, M_{u(x)}^\varepsilon \, dv \right) = 0 \]
for \( 0 < \varepsilon \ll 1 \). Putting this into (5) yields
\[ \partial_t \rho + \nabla_x \cdot (\rho u) = 0, \]
\[ \partial_t (\rho u) + \nabla_x \cdot (\rho u \otimes u) + \frac{1}{\varepsilon} \nabla_x \rho = -\frac{1}{\varepsilon} \rho u - \frac{1}{\varepsilon} \rho (\nabla_x V + \nabla_x \Phi), \]
\[ -\Delta_x \Phi = \rho \]
for \( 0 < \varepsilon \ll 1 \), and again we deduce from the momentum equation in the above system that
\[ \rho u \simeq -\rho(\nabla_x V + \nabla_x \Phi) - \nabla_x \rho = -\rho(\nabla_x V + \nabla_x \Phi + \nabla_x \log \rho) \]
for \( 0 < \varepsilon \ll 1 \). This reduces to our main limiting equations (3).

**Remark 1.** The solution of the Poisson equation \( \Phi \) can be uniquely expressed as a convolution \( K \ast \rho \), i.e. \( \Phi = K \ast \rho \), where the Coulomb interaction potential \( K \) is explicitly given by
\[
K(x) = \begin{cases} 
-\frac{|x|}{2} & \text{for } d = 1, \\
-\frac{1}{2\pi} \log |x| & \text{for } d = 2, \\
\frac{1}{(d-2)|B(0,1)|} \frac{1}{|x|^{d-2}} & \text{for } d \geq 3,
\end{cases}
\]
where \( |B(0,1)| \) denotes the volume of unit ball \( B(0,1) \) in \( \mathbb{R}^d \), i.e. \( |B(0,1)| = \pi^{d/2}/\Gamma(d/2 + 1) \). Here \( \Gamma \) is the Gamma function.
1.2. Literature review. In the absence of the nonlinear Fokker–Planck operator, the asymptotic analysis for the kinetic equation (1) with regular interaction forces in the high force-field regime, i.e. \( m_e = \varepsilon \) and \( N_{FP} \equiv 0 \), is first studied in [25] and refined in [22]. To be more precise, the following aggregation equation can be rigorously derived from (1) with replacing \( \nabla x \Phi \) by \( \nabla x \tilde{K}^* \rho \) and taking \( m_e = \varepsilon \) and \( N_{FP} \equiv 0 \) as \( \varepsilon \to 0 \):

\[
\partial_t \bar{\rho} + \nabla_x \cdot (\bar{\rho} \bar{u}) = 0, \quad \bar{\rho} \bar{u} = -\bar{\rho}(\nabla_x V + \nabla_x \tilde{K}^* \bar{\rho})
\]

under suitable regularity assumptions on \( \tilde{K} \) and \( V \). In [22, 25], types of compactness arguments are employed, and thus the convergences of solutions are only qualitatively investigated. On the other hand, in a recent paper [3] a new idea of establishing the large friction limit of kinetic equation to (7) is proposed. Introducing an intermediate system, which is pressureless Euler-type system, and employing the second order Wasserstein distance between \( \rho \) and \( \bar{\rho} \), a quantified high force-field limit for the equation (1) with \( m_e = \varepsilon, \tau_e = \varepsilon, \) and \( \sigma_e = 0 \) is provided. However, a rather strong regularity for the interaction potential \( W \) is still imposed, and thus singular interactions cannot be covered.

In case \( \sigma_e > 0 \), i.e. with diffusive force, there are several works on the overdamped limit for the linear Vlasov–Fokker–Planck-type equation, i.e. it is a form of (1) with the linear diffusion \( \Delta_v f \) instead of \( N_{FP}(f) \) on the right hand side. In [19, 20], the rigorous passage from the linear Vlasov–Fokker–Planck-type equation to the diffusive model is established by using a variational technique. In particular, in [19], a quantitative estimate is obtained when there is no nonlocal interaction forces. On the other hand, nonlocal interactions with regular interaction potentials are considered in [20], and a qualitative error estimate is investigated based on compactness arguments combined with duality methods. The qualitative analysis of overdamped limit for Vlasov–Poisson–Fokker–Planck system without the confinement potential is also discussed in [21, 23, 33]. Very recently, in [16] the quantified overdamped limit for the Vlasov–Poisson–Fokker–Planck equation with linear diffusion and singular interaction forces is analysed. In particular, either attractive or repulsive Coulomb potential can be taken into account, and the equation (3) with the associated velocity fields is rigorously derived. The argument used in [16] relies on the evolution-variational-like inequality for Wasserstein gradient flows, and the convergence of \( \rho \) towards \( \bar{\rho} \) is obtained in the Wasserstein distance of order 2. We also refer to [5, 15, 9, 17, 30, 31] for the rigorous derivation of aggregation-diffusion-type equations from Euler-type system through a singular limit and [24, 32] for the other singular limits of the VPFP system with linear diffusion, namely the parabolic and hyperbolic scalings.

1.3. Contribution. In the present work, we establish quantitative strong convergences of the kinetic equation (2) towards the aggregation-diffusion equation (3) when \( \varepsilon \to 0 \). We identify the asymptotic regime where the VPFP system (1) is well approximated by the aggregation-diffusion equation (3); weak solutions to the system (2) strongly converge towards the unique strong solution to the equation (3). We would like to emphasize that these quantitative strong convergences have not been investigated so far, up to our best knowledge. We show the \( L^1 \)-convergence of \( (\rho, \rho u) \) towards \( (\bar{\rho}, \bar{\rho} u) \), in particular this implies the almost everywhere convergence up to a subsequence. We also would like to emphasize that the asymptotic regime treated here differs substantially from the high field or hyperbolic scaling regime typically considered to study the asymptotic analysis of Vlasov–Fokker–Planck-type equations with linear relaxation operator [24, 32]. To the best of our knowledge,
up to now it has not been observed that the derivation of aggregation-diffusion equations can be established via the combined large friction-high force fields limit. In [16, 19, 20], an intermediate equation via a coarse-graining map is introduced for the overdamped limit for the Vlasov–Fokker–Planck-type equation. On the other hand, in case $\sigma = 0$ as mentioned above the pressureless Euler-type system is considered as the associated intermediate system for (1) in [3]. However, these strategies are not available for our problem due to the nonlocal alignment force term in the operator $N_{FP}$. One can think of the isothermal Euler-type system as the intermediate system and follow the methodology proposed in [3]. In this case, it seems hard to have the uniform-in-$\varepsilon$ Lipschitz estimate on the velocity field due to the presence of pressure, see [3, Section 3.1]. For that reason, we directly estimate the error between two equations (2) and (3) without introducing the intermediate system. We first reformulate the limiting equation (3) as the conservative form, isothermal Euler-type system, with an error term. We then employ the relative entropy method. This resembles the strategy used in [9, 30, 31], however careful analysis on the entropy and the error term is needed. In particular, in [9, 31], $L^\infty$-bound assumption on $\bar{u}$ is used, and this makes some estimates regarding the error term comfortable. However, due to the presence of the confinement potential $V$, it seems impossible to impose that assumption in our case when we consider the quadratic confinement potential $V = |x|^2/2$. In order to handle this issue, we observe a cancellation structure and use the entropy inequality, which requires higher-order regularity of solutions. See Lemma 3.2 and Remark 5 below for more detailed discussions. Moreover, we provide the required existence theories and needed estimates for the equations (2) and (3) to make all of our results self-contained and fully rigorous.

1.4. Notation. Let us introduce several notations used throughout the present work. For functions, $f(x,v)$ and $g(x)$, $\|f\|_{L^p}$ and $\|g\|_{L^p}$ represent the usual $L^p(\mathbb{R}^d \times \mathbb{R}^d)$- and $L^p(\mathbb{R}^d)$-norms, respectively. We denote by $C$ a generic positive constant which is independent of $\varepsilon$. $C = C(\alpha, \beta, \ldots)$ stands for a positive constant depending on $\alpha, \beta, \ldots$. $f \lesssim g$ represents that there exists a positive constant $C > 0$ such that $f \leq Cg$. For simplicity of notation, we often drop $x$-dependence of differential operators, i.e. $\nabla f := \nabla_x f$ and $\Delta f := \Delta_x f$ whenever there is no any confusion. For any nonnegative integer $k$ and $p \in [1, \infty]$, $W^{k,p} = W^{k,p}(\mathbb{R}^d)$ stands for the $k$-th order $L^p$ Sobolev space. In particular, if $p = 2$, we denote by $H^k = H^k(\mathbb{R}^d) = W^{k,2}(\mathbb{R}^d)$. $C^k([0,T]; E)$ is the set of $k$-times continuously differentiable functions from an interval $[0,T] \subset \mathbb{R}$ into a Banach space $E$, and $L^p(0,T; E)$ is the set of measurable functions from an interval $(0,T)$ to a Banach space $E$, whose $p$-th power of the $E$-norm is Lebesgue measurable. $\nabla^k$ stands for any partial derivative $\partial^\alpha$ with multi-index $\alpha$, $|\alpha| = k$.

1.5. Main result. We first introduce notions of solutions to the VPFP equations (2) and the aggregation-diffusion equations (3) below.

Definition 1.1. For given $T \in (0, \infty)$, $f$ is a weak solution of (2) on the time interval $[0,T]$ if and only if the following conditions are satisfied:

(i) $f \in L^\infty(0,T; (L^1_+ \cap L^\infty)(\mathbb{R}^d \times \mathbb{R}^d))$,

(ii) for any $\varphi \in C_c^\infty(\mathbb{R}^d \times \mathbb{R}^d \times [0,T])$,
\[
\begin{align*}
&\int_0^t \int_{\mathbb{R}^d \times \mathbb{R}^d} f \left( \partial_s \varphi + v \cdot \nabla \varphi - \frac{1}{\varepsilon} (v + \nabla V + \nabla \Phi) \cdot \nabla \varphi \right) \, dx \, dv \, ds \\
&\quad + \frac{1}{\varepsilon^{2+\delta}} \int_0^t \int_{\mathbb{R}^d \times \mathbb{R}^d} f \left( (u - v) \cdot \nabla \varphi + \frac{1}{\varepsilon} \Delta_v \varphi \right) \, dx \, dv \, ds \\
&= \int_{\mathbb{R}^d} f_0 \varphi(x, v, 0) \, dx.
\end{align*}
\]

Here \( L_1^+ (\mathbb{R}^d \times \mathbb{R}^d) \) denotes a set of nonnegative \( L_1^1 (\mathbb{R}^d \times \mathbb{R}^d) \)-functions.

**Definition 1.2.** For given \( T \in (0, \infty) \), \( \bar{\rho} \) is a strong solution of (3) on the time interval \([0, T]\) if and only if the following conditions are satisfied:

(i) \( \bar{\rho} \in C([0, T]; L_1^1 (\mathbb{R}^d)) \cap L^\infty (0, T; W^{1,1} \cap W^{1,\infty} (\mathbb{R}^d)), \) \( \nabla \log \bar{\rho} \in L^\infty (0, T; W^{2,\infty} (\mathbb{R}^d)) \),

(ii) \((\bar{\rho}, \bar{u})\) satisfies (3) in the sense of distributions.

Here \( L_1^1 (\mathbb{R}^d) \) denotes the space of weighted measurable functions by \( 1 + V \) with the norm

\[
\| \bar{\rho} \|_{L_1^1} := \int_{\mathbb{R}^d} (1 + V) \bar{\rho} \, dx.
\]

**Remark 2.** The regularity assumption on \( \bar{\rho} \) in Definition 1.2 (i) can be replaced by

\[
\bar{\rho} \in C([0, T]; L_1^1 (\mathbb{R}^d)) \cap L^\infty (0, T; W^{3,1} \cap W^{3,\infty} (\mathbb{R}^d)),
\]

see Section 3.4 for details.

Since the global-in-time existence of weak solution for the nonlinear VPFP equation (1) in the sense of Definition 1.1 is obtained in [4], we do not give any details on that here. We refer to [12, 27] for the global-in-time existence of weak and strong solutions for (1) with \( V \equiv 0 \) and \( \Phi \equiv 0 \). For the existence theory for the Vlasov–Poisson equation with the linear diffusion, i.e. (1) with \( \Delta_v f \) instead of \( \mathcal{N}_{F,P}(f) \), we refer to [2, 10, 34, 35]. Qualitative properties and existence of solutions to aggregation-diffusion equations have been studied under different assumptions [8, 1, 6] and the references therein.

We next define a modulated energy \( H_\varepsilon = H_\varepsilon((\rho, u)|(\bar{\rho}, \bar{u})) \) by

\[
H_\varepsilon((\rho, u)|(\bar{\rho}, \bar{u})) := \frac{1}{2} \int_{\mathbb{R}^d} \rho|u - \bar{u}|^2 \, dx + \frac{1}{\varepsilon} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{\rho - z}{z} \, dz \, dx + \frac{1}{2\varepsilon} \int_{\mathbb{R}^d} |\nabla(\Phi - \bar{\Phi})|^2 \, dx.
\]

We now state our main theorem.

**Theorem 1.3.** Let \( T > 0 \). Let \( f \) be the solution to the equation (2) in the sense of Definition 1.1 and \( \bar{\rho} \) be the strong solution to the equation (3) in the sense of Definition 1.2 on the time interval \([0, T]\). Denote by

\[
M_0 = \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} f_0 \frac{|v|^2}{2} \, dv - \rho_0 \frac{|u_0|^2}{2} \right) \, dx
\]

and

\[
\bar{M}_0 = \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} f_0 \log f_0 \, dv - \rho_0 \log \rho_0 \right) \, dx,
\]

the nonnegative difference between the mesoscopic and the macroscopic initial kinetic energy and entropy for (2). Then for \( \varepsilon \in (0, 1) \) small enough we have the following
estimates.

\[ H_\varepsilon(t) + \frac{1}{8\varepsilon} \int_0^t \int_{\mathbb{R}^d} \rho |u - \bar{u}|^2 \, dx \, ds \leq C \varepsilon H_\varepsilon(0) + CM_0 + \frac{C}{\varepsilon} \bar{M}_0 + C \varepsilon^{2+2\delta} E_\varepsilon(f_0) + C \varepsilon^{\min\{1, \delta\}} \left( 1 + \int_{\mathbb{R}^d} \rho_0 |x|^2 \, dx \right) + C \varepsilon^{\delta - 1}. \]

In particular, this implies

\[ \int_{\mathbb{R}^d} \int_\rho \frac{\rho - z}{z} \, dz \, dx + \int_{\mathbb{R}^d} |\nabla (\Phi - \bar{\Phi})|^2 \, dx + \int_0^t \int_{\mathbb{R}^d} \rho |u - \bar{u}|^2 \, dx \, ds \leq C \varepsilon \varepsilon H_\varepsilon(0) + C \varepsilon M_0 + C \varepsilon^{3+2\delta} E_\varepsilon(f_0) + C \varepsilon^{\min\{1, \delta\}} \left( 1 + \int_{\mathbb{R}^d} \rho_0 |x|^2 \, dx \right) + C \varepsilon^{\delta} + C \bar{M}_0. \]

Here \( C > 0 \) is independent of \( \varepsilon > 0 \) and

\[ E_\varepsilon(f_0) := \int_{\mathbb{R}^d \times \mathbb{R}^d} \int f_0 \frac{|v|^2}{2} \, dv \, dx + \frac{1}{\varepsilon} \int_{\mathbb{R}^d} \rho_0 V \, dx + \frac{1}{2\varepsilon} \int_{\mathbb{R}^d} \rho_0 \Phi_0 \, dx. \tag{8} \]

**Corollary 1.** Suppose that all the assumptions in Theorem 1.3 hold. Furthermore we assume that

\[ \sup_{\varepsilon \in (0, 1)} \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} f_0 \frac{|v|^2}{2} \, dv - \rho_0 \frac{|u_0|^2}{2} \right) \, dx \leq C, \quad \sup_{\varepsilon \in (0, 1)} \left( \varepsilon \int_{\mathbb{R}^d} \rho_0 |x|^2 \, dx \right) \leq C, \]

and

\[ \int_{\mathbb{R}^d} \int_{\rho_0} \frac{\rho_0 - z}{z} \, dz \, dx + \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d} f_0 \log f_0 \, dv - \rho_0 \log \rho_0 \right) \, dx + \int_{\mathbb{R}^d} |\nabla (\Phi_0 - \bar{\Phi})|^2 \, dx \leq C \varepsilon^{\min\{1, \delta\}} \]

for some \( C > 0 \) independent of \( \varepsilon > 0 \). Then we have

\[ \int_{\mathbb{R}^d} \int_{\rho} \frac{\rho - z}{z} \, dz \, dx + \int_{\mathbb{R}^d} |\nabla (\Phi - \bar{\Phi})|^2 \, dx + \int_0^t \int_{\mathbb{R}^d} \rho |u - \bar{u}|^2 \, dx \, ds \leq C \varepsilon^{\min\{1, \delta\}} \]

for \( t < T \), where \( C > 0 \) is independent of \( \varepsilon \). In particular, the following strong convergences hold:

\[ \rho \to \bar{\rho} \quad \text{in} \quad L^\infty(0, T; L^1 \cap H^{-1}(\mathbb{R}^d)) \]

and

\[ \rho u \to \bar{\rho} \bar{u} \quad \text{in} \quad L^2(0, T; L^1(\mathbb{R}^d)) \]

as \( \varepsilon \to 0 \).

**Remark 3.** One may extend our result to the case with confinement potentials \( V \) satisfying

\[ e^{-V} \in L^1(\mathbb{R}^d), \quad |\nabla^2 V(x)| \leq c_1, \quad \text{and} \quad |\nabla V(x)|^2 \leq c_2(1 + V(x)) \quad \text{for} \quad x \in \mathbb{R}^d, \]

for some \( c_i > 0, \ i = 1, 2 \). It is clear that the quadratic confinement potential \( V(x) = |x|^2/2 \) satisfies the above inequality with \( c_1 = 1 \) and \( c_2 = 2 \). Our strategy can be easily extended to the case that \( \Phi \) is given as \( \nabla K \ast \rho \), where the interaction potential \( K \) satisfying \( \nabla K \in L^\infty(\mathbb{R}^d) \). See Remark 6 for details.
1.6. **Organization of paper.** The rest of this paper is organized as follows. In Section 2, we provide a free energy estimate and introduce our main functional, relative entropy functional. Section 3 is devoted to prove our main results; Theorem 1.3 and Corollary 1. Finally, in Section 4, we present some bound estimates for the solution $\bar{\rho}$ to (3) which are required for our quantitative error estimates.

2. Preliminaries.

2.1. **Free energy estimate.** Let us first introduce free energy $F_\varepsilon$ for the system (2) and its associated dissipation $D_\varepsilon$:

$$F_\varepsilon(f) := \frac{1}{\varepsilon} \iint f \log f \, dx dv + \iint \frac{|v|^2}{2} \, dx dv + \frac{1}{\varepsilon} \int \rho V \, dx + \frac{1}{2\varepsilon} \int \Phi \rho \, dx$$

and

$$D_\varepsilon(f) := \iint \frac{1}{\varepsilon} \frac{1}{f} \nabla_v f \cdot (u - v) f \, dx dv.$$

**Lemma 2.1.** Let $T > 0$ and $f$ be a solution of (2) with sufficient integrability on the time interval $[0, T]$. Then we have

$$F_\varepsilon(f) + \int_0^t \left( \frac{1}{\varepsilon^2 + \delta} D_\varepsilon(f) + \frac{1}{\varepsilon} \iint f |v|^2 \, dx dv \right) \, ds \leq F_\varepsilon(f_0) + d\varepsilon^{-2} t.$$

for $t \in [0, T]$. Furthermore, we obtain

$$F_\varepsilon(f) + \int_0^t \left( \frac{1}{2\varepsilon^2 + \delta} D_\varepsilon(f) + \frac{1}{\varepsilon} \int \rho |u|^2 \, dx \right) \, ds \leq F_\varepsilon(f_0) + \frac{\varepsilon \delta}{2} \int_0^t \iint f |v|^2 \, dx dv ds.$$

Here $\rho$ and $u$ are defined as in (4).

**Proof.** Using equation (2), we can directly compute

$$d \frac{d}{dt} \iint f \log f \, dx dv = \iint (1 + \log f) \partial_t f \, dx dv$$

$$= -\frac{1}{\varepsilon} \iint \frac{1}{f} \nabla_v f \cdot (v + (\nabla V + \nabla \Phi)) \, f \, dx dv$$

$$- \frac{1}{\varepsilon^2 + \delta} \iint \frac{1}{f} \nabla_v f \cdot ((v - u) f + \frac{1}{\varepsilon} \nabla_v f) \, dx dv$$

$$= -\frac{d}{\varepsilon} - \frac{1}{\varepsilon^2 + \delta} \iint \frac{1}{f} \nabla_v f \cdot ((v - u) f + \frac{1}{\varepsilon} \nabla_v f) \, dx dv.$$  

Similarly, we deduce

$$d \frac{d}{dt} \iint f |v|^2 \, dx dv = \iint \partial_t f |v|^2 \, dx dv$$

$$= -\frac{1}{\varepsilon} \iint f |v|^2 \, dx dv - \frac{d}{dt} \left( \frac{1}{\varepsilon} \int \rho V \, dx + \frac{1}{2\varepsilon} \int \Phi \rho \, dx \right)$$

$$- \frac{1}{\varepsilon^2 + \delta} \iint f |v - u|^2 \, dx dv - \frac{1}{\varepsilon^2 + \delta} \int (v - u) \nabla_v f \, dx dv,$$
which subsequently implies
\[
\frac{d}{dt} \left( \int_{\mathbb{R}^d} f|v|^2 dv + \frac{1}{\varepsilon} \int_{\mathbb{R}^d} \rho V dx + \frac{1}{2\varepsilon^2} \int_{\mathbb{R}^d} \Phi \rho dx \right)
\]
\[
= -\frac{1}{\varepsilon} \int_{\mathbb{R}^d} f|v|^2 dv - \frac{1}{\varepsilon^{2+\delta}} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f|v-u|^2 dv 
\]
\[
- \frac{1}{\varepsilon^{3+\delta}} \int_{\mathbb{R}^d} (v-u) \cdot \nabla f dv.
\]

Dividing (9) by \(\varepsilon\) and adding the resulting equation to (10), we get
\[
\frac{d}{dt} \mathcal{F}_e(f) + \frac{1}{\varepsilon} \int_{\mathbb{R}^d} f|v|^2 dv + \frac{1}{\varepsilon^{2+\delta}} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \frac{1}{f} \left| \frac{1}{\varepsilon} \nabla f - (u-v)f \right|^2 dv 
\]
\[
= \frac{d}{\varepsilon^2}.
\]

Integrating the above with respect to time gives the first assertion.

One can further estimate
\[
\frac{d}{\varepsilon^2} = \frac{1}{\varepsilon} \int_{\mathbb{R}^d} v \cdot \left( (u-v)f - \frac{1}{\varepsilon} \nabla f \right) dv - \frac{1}{\varepsilon} \int_{\mathbb{R}^d} v \cdot (u-v)f dv 
\]
\[
\leq \frac{1}{\varepsilon} \left( \int_{\mathbb{R}^d} f|v|^2 dv \right)^{1/2} \left( \int_{\mathbb{R}^d} \frac{1}{f} \left| \frac{1}{\varepsilon} \nabla f - (u-v)f \right|^2 dv \right)^{1/2} 
\]
\[
- \frac{1}{\varepsilon} \int_{\mathbb{R}^d} \rho|u|^2 dx + \frac{1}{\varepsilon} \int_{\mathbb{R}^d} f|v|^2 dv 
\]
\[
\leq \frac{1}{2\varepsilon^{2+\delta}} \mathcal{D}_e(f) + \frac{\varepsilon\delta}{2} \int_{\mathbb{R}^d} f|v|^2 dv - \frac{1}{\varepsilon} \int_{\mathbb{R}^d} \rho|u|^2 dx 
\]
\[
+ \frac{1}{\varepsilon} \int_{\mathbb{R}^d} f|v|^2 dv.
\]

Substituting (12) into (11), we have
\[
\frac{d}{dt} \mathcal{F}_e(f) + \frac{1}{2\varepsilon^{2+\delta}} \mathcal{D}_e(f) + \frac{1}{\varepsilon} \int_{\mathbb{R}^d} \rho|u|^2 dx \leq \frac{\varepsilon\delta}{2} \int_{\mathbb{R}^d} f|v|^2 dv,
\]
from which, we obtain the second assertion. \(\square\)

**Remark 4.** In [4], it is showed that the weak solutions \(f\) of (2) in the sense of Definition 1.1 satisfy the entropy inequality appeared in Lemma 2.1.

### 2.2. Relative entropy.

Note that the equation (3) can be also rewritten as
\[
\partial_t \rho + \nabla \cdot (\rho \vec{u}) = 0,
\]
\[
\partial_t (\rho \vec{u}) + \nabla \cdot (\rho \vec{u} \otimes \vec{u}) + \frac{1}{\varepsilon} \nabla \rho = -\frac{1}{\varepsilon} \rho \vec{u} - \frac{1}{\varepsilon} \rho (\nabla V + \nabla \Phi) + \bar{c},
\]
\[
- \Delta \Phi = \bar{c},
\]
where \(\bar{c} = \rho (\bar{u} + \vec{u} \cdot \nabla \vec{u})\). Let us rewrite the system (13) as a conservative form:
\[
\partial_t \vec{U} + \nabla \cdot A_e(\vec{U}) = F_e(\vec{U}),
\]
where
\[
\bar{m} = \rho \vec{u}, \quad \bar{U} := \begin{pmatrix} \rho \\ \bar{m} \end{pmatrix}, \quad A_e(\vec{U}) := \begin{pmatrix} \bar{m} \\ \bar{m} \otimes \bar{m} \\ \bar{p}_{\rho \vec{u}} \end{pmatrix} / \varepsilon.
\]
and
\[ F_\varepsilon(\bar{U}) := \begin{pmatrix} -1/\varepsilon \bar{\rho} u - 1/\varepsilon \bar{\rho}(\nabla V + \nabla \Phi) + \varepsilon \\ 0 \end{pmatrix}. \]

Then the above system has the following macroscopic entropy form:
\[ \mathcal{E}_\varepsilon(\bar{U}) := \frac{|\bar{m}|^2}{2\bar{\rho}} + \frac{1}{\varepsilon} \bar{\rho} \log \bar{\rho}. \]

We now define the relative entropy functional \( \mathcal{H}_\varepsilon \) as follows.
\[ \mathcal{H}_\varepsilon(U|\bar{U}) := \mathcal{E}_\varepsilon(U) - \mathcal{E}_\varepsilon(\bar{U}) - D\mathcal{E}_\varepsilon(\bar{U})(U - \bar{U}) \]
where \( D\mathcal{E}_\varepsilon(\bar{U}) \) denotes the derivation of \( \mathcal{E}_\varepsilon \) with respect to \( \bar{\rho}, \bar{m} \), and we find
\[ -D\mathcal{E}_\varepsilon(\bar{U})(U - \bar{U}) = -\frac{\rho|\bar{u}|^2}{2} - \frac{\bar{\rho}|\bar{u}|^2}{2} + \frac{1}{\varepsilon} (\rho - \bar{\rho})(\log \rho + 1) + \bar{\rho}|\bar{u}|^2 - \bar{\rho} \cdot u. \]

This yields
\[ \mathcal{H}_\varepsilon(U|\bar{U}) = \frac{\rho}{2} |u - \bar{u}|^2 + \frac{1}{\varepsilon} p(\rho|\bar{\rho}), \]
where \( p \) represents the relative entropy which is defined by
\[ p(\rho|\bar{\rho}) := \int_\bar{\rho}^\rho \frac{\rho - z}{z} dz. \]

3. Proofs of Theorem 1.3 & Corollary 1.

3.1. Modulated energy estimate.

**Proposition 1.** Let \( T > 0 \). Let \( f \) be the solution to the equation (2) in the sense of Definition 1.1 and \( \bar{\rho} \) be the strong solution to the equation (3) in the sense of Definition 1.2 on the time interval \([0, T]\). Then for \( \varepsilon \in (0, 1) \) small enough we have
\[
\frac{1}{2} \int_{\mathbb{R}^d} \rho|u - \bar{u}|^2 \, dx + \frac{1}{\varepsilon} \int_{\mathbb{R}^d} p(\rho|\bar{\rho}) \, dx \\
+ \frac{1}{4\varepsilon} \int_0^T \int_{\mathbb{R}^d} \rho|u - \bar{u}|^2 \, dx \, ds + \frac{1}{2\varepsilon} \int_{\mathbb{R}^d} |\nabla(V - \Phi)|^2 \, dx \\
\leq C \int_{\mathbb{R}^d} \rho_0 |u_0 - \bar{u}_0|^2 \, dx + C \int_{\mathbb{R}^d} p(\rho_0|\bar{\rho}_0) \, dx \\
+ C \int_{\mathbb{R}^d} (K_\varepsilon(f_0) - \mathcal{E}_\varepsilon(U_0)) \, dx + C \varepsilon \int_0^t \int_{\mathbb{R}^d \times \mathbb{R}^d} |f|^2 \, dx \, dv \, ds \\
+ C \varepsilon \left( 1 + \int_{\mathbb{R}^d} |\rho_0|^2 \, dx \right) + C \varepsilon \int_{\mathbb{R}^d} |\nabla(\Phi_0 - \bar{\Phi}_0)|^2 \, dx,
\]
where \( K_\varepsilon(f) \) is the mesoscopic entropy given by
\[ K_\varepsilon(f) := \int_{\mathbb{R}^d} \frac{|v|^2}{2} \, dv + \frac{1}{\varepsilon} \int_{\mathbb{R}^d} f \log f \, dv. \]

and \( C > 0 \) is independent of \( \varepsilon \).
Proof. Straightforward computations yield
\[
\int_{\mathbb{R}^d} \mathcal{H}_\varepsilon(U|\bar{U}) \, dx = \int_{\mathbb{R}^d} \mathcal{H}_\varepsilon(U_0|\bar{U}_0) \, dx + \int_{\mathbb{R}^d} \mathcal{E}_\varepsilon(U) \, dx - \int_{\mathbb{R}^d} \mathcal{E}_\varepsilon(U_0) \, dx
\]
\[
- \int_0^t \int_{\mathbb{R}^d} \nabla(D\mathcal{E}_\varepsilon(U)) : A_\varepsilon(U|\bar{U}) \, dxds
\]
\[
- \int_0^t \int_{\mathbb{R}^d} D^2\mathcal{E}_\varepsilon(\bar{U}) F_\varepsilon(\bar{U})(U - \bar{U}) + D\mathcal{E}_\varepsilon(\bar{U}) F_\varepsilon(U) \, dxds
\]
\[
=: \sum_{i=1}^5 I_i,
\]
where \(A_\varepsilon(U|\bar{U}) := A_\varepsilon(U) - A_\varepsilon(\bar{U}) - D A_\varepsilon(\bar{U})(U - \bar{U})\) is the relative flux. We can easily estimate \(I_4\) as
\[
I_4 \leq \|\nabla \bar{u}\|_L^2 = \int_0^t \int_{\mathbb{R}^d} \rho|u - \bar{u}|^2 \, dxds.
\]
By the classical minimization principle, see [29], we find
\[
\int_{\mathbb{R}^d} \mathcal{E}_\varepsilon(U) \, dx \leq \int_{\mathbb{R}^d} \mathcal{K}_\varepsilon(f) \, dx,
\]
and this gives
\[
I_2 + I_3 = \int_{\mathbb{R}^d} \mathcal{E}_\varepsilon(U) \, dx - \int_{\mathbb{R}^d} \mathcal{K}_\varepsilon(f) \, dx + \int_{\mathbb{R}^d} \mathcal{K}_\varepsilon(f) \, dx - \int_{\mathbb{R}^d} \mathcal{K}_\varepsilon(f_0) \, dx
\]
\[
+ \int_{\mathbb{R}^d} \mathcal{K}_\varepsilon(f_0) \, dx - \int_{\mathbb{R}^d} \mathcal{E}_\varepsilon(U_0) \, dx
\]
\[
\leq \int_{\mathbb{R}^d} \mathcal{K}_\varepsilon(f) \, dx - \int_{\mathbb{R}^d} \mathcal{K}_\varepsilon(f_0) \, dx + \int_{\mathbb{R}^d} \mathcal{K}_\varepsilon(f_0) \, dx - \int_{\mathbb{R}^d} \mathcal{E}_\varepsilon(U_0) \, dx.
\]
On the other hand, since
\[
F_\varepsilon(U) = \begin{pmatrix} 0 \\ -\frac{1}{\varepsilon} \rho u - \frac{1}{\varepsilon} \rho (\nabla V + \nabla \Phi) + \varepsilon \end{pmatrix},
\]
where \(\varepsilon\) is appeared in (6), we get
\[
-\int_{\mathbb{R}^d} D^2\mathcal{E}_\varepsilon(\bar{U}) F_\varepsilon(\bar{U})(U - \bar{U}) + D\mathcal{E}_\varepsilon(\bar{U}) F_\varepsilon(U) \, dx
\]
\[
= -\frac{1}{\varepsilon} \int_{\mathbb{R}^d} \rho|u - \bar{u}|^2 \, dx + \frac{1}{\varepsilon} \int_{\mathbb{R}^d} \rho|u|^2 \, dx + \frac{1}{\varepsilon} \int_{\mathbb{R}^d} \rho u \cdot \nabla V \, dx + \frac{1}{\varepsilon} \int_{\mathbb{R}^d} \rho u \cdot \nabla \Phi \, dx
\]
\[
+ \frac{1}{\varepsilon} \int_{\mathbb{R}^d} \rho(u - \bar{u}) \cdot (\Phi - \Phi) \, dx - \int_{\mathbb{R}^d} \rho (u - \bar{u}) \cdot \frac{\varepsilon}{\rho} \, dx - \int_{\mathbb{R}^d} \bar{u} \cdot e \, dx
\]
\[
= -\frac{1}{\varepsilon} \int_{\mathbb{R}^d} \rho|u - \bar{u}|^2 \, dx + \frac{1}{\varepsilon} \int_{\mathbb{R}^d} \rho|u|^2 \, dx + \frac{1}{\varepsilon} \frac{d}{dt} \int_{\mathbb{R}^d} \rho V \, dx + \frac{1}{\varepsilon} \frac{d}{dt} \int_{\mathbb{R}^d} \rho \Phi \, dx
\]
\[
+ \frac{1}{\varepsilon} \int_{\mathbb{R}^d} \rho(u - \bar{u}) \cdot (\Phi - \Phi) \, dx - \int_{\mathbb{R}^d} \rho (u - \bar{u}) \cdot \frac{\varepsilon}{\rho} \, dx - \int_{\mathbb{R}^d} \bar{u} \cdot e \, dx.
\]
(15)

We next recall from [13, Lemma 5.1], see also [7, 30, 31] that
\[
\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^d} |\nabla (\Phi - \Phi)|^2 \, dx = \int_{\mathbb{R}^d} \nabla (\Phi - \Phi) \cdot (\rho u - \rho \bar{u}) \, dx.
\]
Thus, we obtain
\[
\frac{1}{\varepsilon} \int_{\mathbb{R}^d} \rho (u - \bar{u}) \cdot \nabla (\Phi - \Phi) \, dx 
= - \frac{1}{\varepsilon} \int_{\mathbb{R}^d} \nabla (\Phi - \bar{\Phi}) \cdot (\rho u - \bar{\rho} \bar{u}) \, dx + \frac{1}{\varepsilon} \int_{\mathbb{R}^d} \nabla (\Phi - \bar{\Phi}) \cdot \bar{u} (\rho - \bar{\rho}) \, dx 
= - \frac{1}{2\varepsilon} \frac{d}{dt} \int_{\mathbb{R}^d} |\nabla (\Phi - \bar{\Phi})|^2 \, dx + \frac{1}{\varepsilon} \int_{\mathbb{R}^d} \nabla (\Phi - \bar{\Phi}) \cdot \bar{u} (\rho - \bar{\rho}) \, dx. 
\tag{16}
\]
For the second term on the right-hand-side of (16), we compute that
\[
\frac{1}{\varepsilon} \int_{\mathbb{R}^d} \nabla (\Phi - \bar{\Phi}) \cdot \bar{u} (\rho - \bar{\rho}) \, dx 
= - \frac{1}{\varepsilon} \int_{\mathbb{R}^d} \nabla (\Phi - \bar{\Phi}) \cdot \bar{u} \Delta (\Phi - \bar{\Phi}) \, dx 
= - \frac{1}{2\varepsilon} \int_{\mathbb{R}^d} |\nabla (\Phi - \bar{\Phi})|^2 \nabla \cdot \bar{u} \, dx + \frac{1}{\varepsilon} \int_{\mathbb{R}^d} \nabla (\Phi - \bar{\Phi}) \otimes \nabla (\Phi - \bar{\Phi}) : \nabla \bar{u} \, dx 
\leq \frac{3}{2\varepsilon} \|\nabla \bar{u}\|_{L^\infty} \int_{\mathbb{R}^d} |\nabla (\Phi - \bar{\Phi})|^2 \, dx. 
\tag{17}
\]
Substituting (17) into (16), we see that
\[
\frac{1}{\varepsilon} \int_{\mathbb{R}^d} \rho (u - \bar{u}) \cdot \nabla (\Phi - \Phi) \, dx 
\leq - \frac{1}{2\varepsilon} \frac{d}{dt} \int_{\mathbb{R}^d} |\nabla (\Phi - \bar{\Phi})|^2 \, dx + \frac{3}{2\varepsilon} \|\nabla \bar{u}\|_{L^\infty} \int_{\mathbb{R}^d} |\nabla (\Phi - \bar{\Phi})|^2 \, dx. 
\]
For the estimate of the sixth term on the right hand side of (15), we give the following two lemmas. As mentioned in Introduction, we cannot use the assumption \(\bar{u} \in L^\infty(\mathbb{R}^d \times (0, T))\) due to the presence of the quadratic potential \(V = |x|^2/2\), and thus we estimate it differently from [9, 31]. For the sake of the reader, we provide the details of proofs at the end of this subsection.

**Lemma 3.1.** There exists a constant \(C > 0\) depending only on \(\|\nabla (\Phi + \log \bar{\rho})\|_{L^\infty}\) and \(T\) such that
\[
\int_{\mathbb{R}^d} \rho |u|^2 \, dx \leq C \left(1 + \int_{\mathbb{R}^d} \rho_0 |x|^2 \, dx\right) + C \int_0^t \int_{\mathbb{R}^d} \rho |u - \bar{u}|^2 \, dx \, ds + C \int_0^t \int_{\mathbb{R}^d} \rho |u - \bar{u}|^2 \, dx. 
\]
In particular, this implies
\[
\int_0^t \int_{\mathbb{R}^d} \rho |u|^2 \, dx \, ds \leq C \left(1 + \int_{\mathbb{R}^d} \rho_0 |x|^2 \, dx\right) + C \int_0^t \int_{\mathbb{R}^d} \rho |u - \bar{u}|^2 \, dx. 
\]

**Lemma 3.2.** There exists a constant \(C > 0\) depending only on the regularity estimates \(\|\bar{\rho}\|_{L^\infty(0, T; W^{2,1} \cap W^{1,\infty})}\) and \(\|\nabla \log \bar{\rho}\|_{L^\infty(0, T; W^{2,2})}\) such that
\[
\int_{\mathbb{R}^d} \rho (u - \bar{u}) \cdot \frac{\varepsilon}{\bar{\rho}} \, dx \leq C \varepsilon \left(1 + \int_{\mathbb{R}^d} \rho_0 |x|^2 \, dx\right) + \frac{1}{32\varepsilon} \int_{\mathbb{R}^d} \rho |u - \bar{u}|^2 \, dx 
+ C \varepsilon \int_0^t \int_{\mathbb{R}^d} \rho |u - \bar{u}|^2 \, dx \, ds + C \left(\int_{\mathbb{R}^d} \rho |u - \bar{u}|^2 \, dx\right)^{1/2} 
\]
for \(\varepsilon \in (0, 1)\) small enough. In particular, we have
\[
\int_0^t \int_{\mathbb{R}^d} \rho (u - \bar{u}) \cdot \frac{\varepsilon}{\bar{\rho}} \, dx \, ds \leq C \varepsilon \left(1 + \int_{\mathbb{R}^d} \rho_0 |x|^2 \, dx\right) + \frac{1}{16\varepsilon} \int_0^t \int_{\mathbb{R}^d} \rho |u - \bar{u}|^2 \, dx. 
\]
for $\varepsilon \in (0, 1)$ small enough and some $C > 0$ independent of $\varepsilon > 0$.

We next estimate

$$
\left| \int_{\mathbb{R}^d} \vec{u} \cdot e \, dx \right| = \left| \int_{\mathbb{R}^d} \vec{u} \cdot \left( \nabla \cdot \left( \int_{\mathbb{R}^d} \left( u \otimes u - v \otimes v + \frac{1}{\varepsilon} \right) f \, dv \right) \right) \right| \, dx
\leq \left| \nabla \vec{u} \right|_{L^\infty} \left( \int_{\mathbb{R}^d} \left( u \otimes u - v \otimes v + \frac{1}{\varepsilon} \right) f \, dv \right) \, dx
\leq C \left| \nabla \vec{u} \right|_{L^\infty} \left( \int_{\mathbb{R}^d} f |v|^2 \, dv \right)^{1/2}
\times \left( \int_{\mathbb{R}^d} \frac{1}{\varepsilon} \left| \nabla_v f - (u - v) f \right|^2 \, dv \right)^{1/2}
\leq C \left| \nabla \vec{u} \right|_{L^\infty} \varepsilon^{-2 + \delta} \int_{\mathbb{R}^d} f |v|^2 \, dv + \frac{1}{2 \varepsilon^{2 + \delta}} D_\varepsilon(f)
$$
due to [29, Proof of Lemma 4.4]. This yields

$$I_5 \leq -\frac{3}{4 \varepsilon} \int_0^t \int_{\mathbb{R}^d} \rho |u - \bar{u}|^2 \, dx \, ds - \frac{1}{2 \varepsilon} \int_{\mathbb{R}^d} \left| \nabla (\Phi - \bar{\Phi}) \right|^2 \, dx
+ \frac{1}{2 \varepsilon} \int_{\mathbb{R}^d} \nabla (\Phi_0 - \bar{\Phi}_0) |^2 \, dx + C \varepsilon \left( \int_{\mathbb{R}^d} \rho_0 |x|^2 \, dx \right)
+ C \varepsilon \int_0^t \int_{\mathbb{R}^d} \left| \nabla (\Phi - \bar{\Phi}) \right|^2 \, dx \, ds + \frac{1}{\varepsilon} \int_0^t \int_{\mathbb{R}^d} \rho |u|^2 \, dx \, ds
+ C \varepsilon^{2 + \delta} \int_0^t \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} f |v|^2 \, dx \, dv \, ds
+ \frac{1}{\varepsilon} \left( \int_{\mathbb{R}^d} \rho D \, dx - \int_{\mathbb{R}^d} \rho_0 D \, dx \right).
$$

Thus we obtain

$$I_2 + I_3 + I_5
\leq -\frac{3}{4 \varepsilon} \int_0^t \int_{\mathbb{R}^d} \rho |u - \bar{u}|^2 \, dx \, ds - \frac{1}{2 \varepsilon} \int_{\mathbb{R}^d} \left| \nabla (\Phi - \bar{\Phi}) \right|^2 \, dx + \frac{1}{2 \varepsilon} \int_{\mathbb{R}^d} \left| \nabla (\Phi_0 - \bar{\Phi}_0) \right|^2 \, dx
+ \frac{C}{\varepsilon} \int_0^t \int_{\mathbb{R}^d} \left| \nabla (\Phi - \bar{\Phi}) \right|^2 \, dx \, ds + \int_{\mathbb{R}^d} K_\varepsilon(f_0) \, dx - \int_{\mathbb{R}^d} E_\varepsilon(U_0) \, dx
+ C \varepsilon \left( \int_{\mathbb{R}^d} \rho_0 |x|^2 \, dx \right) + C \varepsilon^{\delta} \int_0^t \int_{\mathbb{R}^d} f |v|^2 \, dx \, dv \, ds,$$

where Lemma 2.1 is used. Combining all of the above estimates provides

$$
\frac{1}{2} \int_{\mathbb{R}^d} \rho |u - \bar{u}|^2 \, dx + \frac{1}{\varepsilon} \int_{\mathbb{R}^d} \rho (\rho - \bar{\rho}) \, dx
+ \frac{1}{2 \varepsilon} \int_0^t \int_{\mathbb{R}^d} \rho |u - \bar{u}|^2 \, dx \, ds + \frac{1}{2 \varepsilon} \int_{\mathbb{R}^d} \left| \nabla (\Phi - \bar{\Phi}) \right|^2 \, dx
$$
Applying Grönwall’s lemma entails that
\[
\epsilon for \epsilon \in (0, 1), which implies that
\[
\int_{\mathbb{R}^d} |\nabla (\Phi - \Phi_0)|^2 \, dx
\leq \epsilon \int_{\mathbb{R}^d} \rho_0 |u_0 - \bar{u}_0|^2 \, dx + C \int_{\mathbb{R}^d} p(\rho)|\bar{\rho}| \, dx
+ C \epsilon^2 \left( 1 + \int_{\mathbb{R}^d} \rho_0 |x|^2 \, dx \right)
+ C \int_{\mathbb{R}^d} |\nabla (\Phi_0 - \bar{\Phi}_0)|^2 \, dx + C \int_{\mathbb{R}^d} |\nabla (\Phi - \Phi_0)|^2 \, dx.
\]
Applying Grönwall’s lemma entails that
\[
\int_{\mathbb{R}^d} |\nabla (\Phi - \Phi_0)|^2 \, dx
\leq \epsilon \int_{\mathbb{R}^d} \rho_0 |u_0 - \bar{u}_0|^2 \, dx + C \int_{\mathbb{R}^d} p(\rho)|\bar{\rho}| \, dx
+ C \epsilon^2 \left( 1 + \int_{\mathbb{R}^d} \rho_0 |x|^2 \, dx \right)
+ C \int_{\mathbb{R}^d} |\nabla (\Phi_0 - \bar{\Phi}_0)|^2 \, dx.
\]
Putting this into (18), we have
\[
\frac{1}{2} \int_{\mathbb{R}^d} \rho|u - \bar{u}|^2 \, dx + \frac{1}{\epsilon} \int_{\mathbb{R}^d} p(\rho) \, dx
+ \frac{1}{\epsilon^2} \int_0^t \int_{\mathbb{R}^d} \rho|u - \bar{u}|^2 \, dx \, ds + \frac{1}{\epsilon^2} \int_{\mathbb{R}^d} |\nabla (\Phi - \Phi_0)|^2 \, dx
\leq C \int_{\mathbb{R}^d} \rho_0 |u_0 - \bar{u}_0|^2 \, dx + \frac{C}{\epsilon} \int_{\mathbb{R}^d} p(\rho)|\bar{\rho}| \, dx
+ C \int_{\mathbb{R}^d} (K\rho (f_0) - \mathcal{E}(U_0)) \, dx + C \epsilon \left( 1 + \int_{\mathbb{R}^d} \rho_0 |x|^2 \, dx \right)
+ C \epsilon \int_{\mathbb{R}^d} |\nabla (\Phi_0 - \bar{\Phi}_0)|^2 \, dx
\]
for \epsilon \in (0, 1), where \( C > 0 \) is independent of \epsilon. This completes the proof.

Proof of Lemma 3.1. Note that
\[
\frac{1}{2} \frac{d}{dt} \int_{\mathbb{R}^d} \rho |x|^2 \, dx = \int_{\mathbb{R}^d} \rho x \cdot u \, dx \leq \frac{1}{2} \int_{\mathbb{R}^d} \rho |x|^2 \, dx + \frac{1}{2} \int_{\mathbb{R}^d} \rho |u|^2 \, dx.
\]
On the other hand, we find
\[
\frac{1}{2} \int_{\mathbb{R}^d} \rho |u|^2 \, dx \leq \int_{\mathbb{R}^d} \rho |u - \bar{u}|^2 \, dx + \int_{\mathbb{R}^d} \rho u \cdot \bar{u} \, dx.
\]
Applying Grönwall’s inequality further gives
\[ \int_{\mathbb{R}^d} \rho |\bar{u}|^2 \, dx \leq 2 \int_{\mathbb{R}^d} \rho |x|^2 \, dx + 2 \| \nabla (\bar{\Phi} + \log \bar{\rho}) \|_{L^\infty}, \tag{20} \]
and this yields
\[ \frac{d}{dt} \int_{\mathbb{R}^d} \rho |x|^2 \, dx \leq 5 \int_{\mathbb{R}^d} \rho |x|^2 \, dx + 2 \int_{\mathbb{R}^d} \rho |u - \bar{u}|^2 \, dx + 4 \| \nabla (\bar{\Phi} + \log \bar{\rho}) \|_{L^\infty}. \]
Applying Grönwall’s inequality further gives
\[ \int_{\mathbb{R}^d} \rho |x|^2 \, dx \leq C \left( \int_{\mathbb{R}^d} \rho_0 |x|^2 \, dx + 1 \right) + C \int_0^t \int_{\mathbb{R}^d} \rho |u - \bar{u}|^2 \, dx \, ds, \tag{21} \]
where \( C > 0 \) only depends on \( \| \nabla (\bar{\Phi} + \log \bar{\rho}) \|_{L^\infty} \) and \( T \). We then again combine this with (19) and (20) to have
\[ \int_{\mathbb{R}^d} \rho |u|^2 \, dx \leq C \left( \int_{\mathbb{R}^d} \rho_0 |x|^2 \, dx + 1 \right) + 2 \int_{\mathbb{R}^d} \rho |u - \bar{u}|^2 \, dx + C \int_0^t \int_{\mathbb{R}^d} \rho |u - \bar{u}|^2 \, dx \, ds. \]

**Proof of Lemma 3.2.** We first notice that
\[ \bar{u}_j = -x_j - \partial_j \bar{\Phi} - \partial_j \log \bar{\rho} \quad \text{for} \quad j = 1, \ldots, d, \]
and thus
\[ \bar{u}_i \partial_i \bar{u}_j = -\bar{u}_i \left( \delta_{ij} + \partial_{ij} \bar{\Phi} + \partial_{ij} \log \bar{\rho} \right) \quad \text{for} \quad i, j = 1, \ldots, d. \]
For notational simplicity, for the rest of this proof, we omit the summation, i.e.,
\[ u_i v_i = \sum_{i=1}^d u_i v_i \]
and we denote by \( \partial_i = \partial_{x_i} \) for \( i = 1, \ldots, d \). Then we obtain
\begin{align*}
\int_{\mathbb{R}^d} \rho (u - \bar{u}) \cdot (\bar{u} \cdot \nabla \bar{u}) \, dx &= -\int_{\mathbb{R}^d} \rho (u_j - \bar{u}_j) \bar{u}_j \, dx - \int_{\mathbb{R}^d} \rho (u_j - \bar{u}_j) \bar{u}_i (\partial_j \bar{\Phi}) \, dx \\
&\quad - \int_{\mathbb{R}^d} \rho (u_j - \bar{u}_j) \bar{u}_i \partial_i \log \bar{\rho} \, dx.
\end{align*}
\[ \tag{22} \]
On the other hand, we also find (see Remark 1)
\[ -\partial_j \partial_i \bar{\Phi} = -\partial_j K \ast \partial_i \bar{\rho} = \partial_j K \ast (\bar{\rho} \bar{u}_i) = \int_{\mathbb{R}^d} \partial_j K (x - y) (\bar{\rho} \bar{u}_i)(y) \, dy \]
and
\[ -\partial_j \partial_i \log \bar{\rho} = \partial_j (\bar{u}_i \partial_i \log \bar{\rho} + \partial_i \bar{u}_i) = (\partial_j \bar{u}_i) \partial_i \log \bar{\rho} + \bar{u}_i \partial_i \log \bar{\rho} + \partial_i \bar{u}_i \]
for \( j = 1, \ldots, d \). This implies
\begin{align*}
\int_{\mathbb{R}^d} \rho (u - \bar{u}) \cdot \partial_i \bar{u} \, dx &= \int_{\mathbb{R}^d \times \mathbb{R}^d} \rho (x) (u_j - \bar{u}_j) (x) \partial_j K (x - y) (\bar{\rho} \bar{u}_i)(y) \, dx dy \\
&\quad + \int_{\mathbb{R}^d} \rho (u_j - \bar{u}_j) ((\partial_j \bar{u}_i) \partial_i \log \bar{\rho} + \bar{u}_i \partial_i \log \bar{\rho} + \partial_i \bar{u}_i) \, dx.
\end{align*}
We now combine this with (22) to get
\[
\int_{\mathbb{R}^d} \rho(u - \bar{u}) \cdot \frac{\bar{\varepsilon}}{\bar{\rho}} \, dx = \int_{\mathbb{R}^d} \rho(u - \bar{u}) \cdot (\partial_t \bar{u} + \bar{u} \cdot \nabla \bar{u}) \, dx
\]
\[
= -\int_{\mathbb{R}^d} \rho(u_j - \bar{u}_j) \bar{u}_j \, dx - \int_{\mathbb{R}^d} \rho(u_j - \bar{u}_j) \bar{u}_i (\partial_j \Phi) \, dx
\]
\[
+ \iint_{\mathbb{R}^d \times \mathbb{R}^d} \rho(x)(u_j - \bar{u}_j)(x) \partial_j K(x - y) (\bar{\rho} \bar{a}_i(y)) \, dxdy
\]
\[
+ \int_{\mathbb{R}^d} \rho(u_j - \bar{u}_j) ((\partial_j \bar{u}_i) \partial_i \log \bar{\rho} + \partial_j \bar{u}_i) \, dx
\]
\[
=: \sum_{i=1}^{4} J_i,
\]
where \( J_i, i = 1, \cdots, 4 \), can be easily estimated as
\[
J_1 = \int_{\mathbb{R}^d} \rho|u - \bar{u}|^2 \, dx - \int_{\mathbb{R}^d} \rho(u - \bar{u}) \cdot u \, dx
\]
\[
\leq \int_{\mathbb{R}^d} \rho|u - \bar{u}|^2 \, dx + \left( \int_{\mathbb{R}^d} \rho|u - \bar{u}|^2 \, dx \right)^{1/2} \left( \int_{\mathbb{R}^d} \rho|u|^2 \, dx \right)^{1/2}
\]
\[
\leq \frac{1}{64\varepsilon} \int_{\mathbb{R}^d} \rho|u - \bar{u}|^2 \, dx + C\varepsilon \int_{\mathbb{R}^d} \rho|u|^2 \, dx
\]
\[
\leq C\varepsilon \left( 1 + \int_{\mathbb{R}^d} \rho_0|u|^2 \, dx \right) + \frac{1}{32\varepsilon} \int_{\mathbb{R}^d} \rho|u - \bar{u}|^2 \, dx + C\varepsilon \int_{0}^{t} \int_{\mathbb{R}^d} \rho|u - \bar{u}|^2 \, dx \, ds
\]
for \( \varepsilon \in (0, 1) \) small enough due to Lemma 3.1 and
\[
J_4 \leq (\|\nabla (\nabla \cdot \bar{u})\|_{L^\infty} + \|\nabla \bar{u}\|_{L^\infty} \|\nabla \log \bar{\rho}\|_{L^\infty}) \int_{\mathbb{R}^d} \rho|u - \bar{u}| \, dx
\]
\[
\leq (\|\nabla (\nabla \cdot \bar{u})\|_{L^\infty} + \|\nabla \bar{u}\|_{L^\infty} \|\nabla \log \bar{\rho}\|_{L^\infty}) \left( \int_{\mathbb{R}^d} \rho|u - \bar{u}|^2 \, dx \right)^{1/2}.
\]
We next estimate
\[
|J_2 + J_3| = \left| \iint_{\mathbb{R}^d \times \mathbb{R}^d} \rho(x)(u_j - \bar{u}_j)(x) \partial_j K(x - y) \bar{\rho}(y)(\bar{u}_i(y) - \bar{u}_i(x)) \, dxdy \right|
\]
\[
\leq \|\nabla \bar{u}\|_{L^\infty} \int_{\mathbb{R}^d} \rho(x)|u - \bar{u}|(x) \left( \int_{\mathbb{R}^d} \frac{1}{|x - y|^{d-1}} \bar{\rho}(y) \, dy \right) \, dx
\]
\[
\leq C\|\nabla \bar{u}\|_{L^\infty} \|\bar{\rho}\|_{L^1 \cap L^\infty} \int_{\mathbb{R}^d} \rho|u - \bar{u}| \, dx
\]
\[
\leq C\|\nabla \bar{u}\|_{L^\infty} \|\bar{\rho}\|_{L^1 \cap L^\infty} \left( \int_{\mathbb{R}^d} \rho|u - \bar{u}|^2 \, dx \right)^{1/2},
\]
where \( C > 0 \) is independent of solutions \( (\bar{\rho}, \bar{u}) \) and \( \varepsilon \).

We next rewrite the assumption on the regularity of solutions in terms of \( \bar{\rho} \) only, not \( \bar{u} \). In fact, this is not that hard, simply we find
\[
\nabla \bar{u} = -\mathbb{I}_d - \nabla K \ast \nabla \bar{\rho} - \nabla^2 \log \bar{\rho}
\]
and
\[
\nabla \cdot \bar{u} = -d + \bar{\rho} - \Delta \log \bar{\rho}.
\]
This yields
\[ \| \nabla \bar{u} \|_{L^\infty} \leq C \left( 1 + \| \nabla \bar{\rho} \|_{L^1 \cap L^\infty} + \| \nabla^2 \log \bar{\rho} \|_{L^\infty} \right) \]
and
\[ \| \nabla (\nabla \cdot \bar{u}) \|_{L^\infty} \leq \| \nabla \bar{\rho} \|_{L^\infty} + \| \nabla \Delta \log \bar{\rho} \|_{L^\infty}. \]
This completes the proof. \(\square\)

3.2. Proof of Theorem 1.3. In order to close the relative entropy estimate in Proposition 1, we need to handle the kinetic energy term on the right hand side of (14).

We first notice that
\[
\int \int_{\mathbb{R}^d \times \mathbb{R}^d} f|v|^2 \, dxdv = \int \int_{\mathbb{R}^d \times \mathbb{R}^d} f|u-v|^2 \, dxdv + \int_{\mathbb{R}^d} \rho|u|^2 \, dx
\]
due to \( \int_{\mathbb{R}^d} f(u-v) \, dv = 0 \), then this together with Lemma 3.1 yields
\[
\int_0^t \int \int_{\mathbb{R}^d \times \mathbb{R}^d} f|v|^2 \, dxdvds = \int_0^t \int_{\mathbb{R}^d} \rho|u|^2 \, dxds + \int_0^t \int \int_{\mathbb{R}^d \times \mathbb{R}^d} f|u-v|^2 \, dxdvds
\leq C \left( 1 + \int_{\mathbb{R}^d} \rho_0|x|^2 \, dx \right) + C \int_0^t \int_{\mathbb{R}^d} \rho|u-\bar{u}|^2 \, dxds
\]
\[ + \int_0^t \int \int_{\mathbb{R}^d \times \mathbb{R}^d} f|u-v|^2 \, dxdvds. \]

For the last term on the right hand side of the above inequality, we use (10) to find
\[
\frac{d}{dt} \left( \int \int_{\mathbb{R}^d \times \mathbb{R}^d} f|v|^2 \, dxdv + \frac{1}{\varepsilon} \int_{\mathbb{R}^d} \rho V \, dx + \frac{1}{2\varepsilon} \int_{\mathbb{R}^d} \Phi \rho \, dx \right)
\]
\[ + \frac{1}{\varepsilon} \int \int_{\mathbb{R}^d \times \mathbb{R}^d} f|v|^2 \, dxdv + \frac{1}{\varepsilon^{2+\theta}} \int \int_{\mathbb{R}^d \times \mathbb{R}^d} f\rho \, dx = \frac{d}{\varepsilon^{3+\theta}}. \]

Note that
\[ \int_{\mathbb{R}^d} \Phi \rho \, dx \geq 0 \]
for \( d \geq 3 \). For the two-dimensional case \( d = 2 \), we use \( \log(1+x) \leq x \) for \( x \geq 0 \) to estimate
\[
-\int_{\mathbb{R}^d} \Phi \rho \, dx = \frac{1}{2\pi} \int \int_{\mathbb{R}^d \times \mathbb{R}^d} \log(|x-y|)\rho(x)\rho(y) \, dxdy
\leq \frac{1}{2\pi} \int \int_{\mathbb{R}^d \times \mathbb{R}^d} \log(1+|x-y|)\rho(x)\rho(y) \, dxdy
\leq \frac{1}{2\pi} \int \int_{\mathbb{R}^d \times \mathbb{R}^d} (|x|+|y|)\rho(x)\rho(y) \, dxdy
\]
\[ = \frac{1}{\pi} \int_{\mathbb{R}^d} \rho|x| \, dx \]
\[ \leq \frac{1}{\pi} \left( \int_{\mathbb{R}^d} \rho|x|^2 \, dx \right)^{1/2} \]
due to \( \int_{\mathbb{R}^d} \rho \, dx = 1 \). Analogously, for \( d = 1 \), we obtain
\[
-\int_{\mathbb{R}^d} \Phi \rho \, dx = \frac{1}{2} \int \int_{\mathbb{R}^d \times \mathbb{R}^d} |x-y|\rho(x)\rho(y) \, dxdy \leq \int_{\mathbb{R}^d} \rho|x| \, dx \leq \left( \int_{\mathbb{R}^d} \rho|x|^2 \, dx \right)^{1/2}. \]
This implies
\[
\int_0^t \int_{\mathbb{R}^d \times \mathbb{R}^d} f|u-v|^2 \, dx \, dv \, ds \leq \varepsilon^{2+\delta} E_\varepsilon(f_0) + \varepsilon^{1+\delta} \left( \int_{\mathbb{R}^d} \rho |x|^2 \, dx \right)^{1/2} + \frac{dT}{\varepsilon},
\]
where $E_\varepsilon(f_0)$ is given as in (8). Then we use (21) and Young’s inequality to have
\[
\varepsilon^\delta \int_0^t \int_{\mathbb{R}^d \times \mathbb{R}^d} f|v|^2 \, dx \, dv \, ds \leq C \varepsilon^\delta \left( 1 + \int_{\mathbb{R}^d} \rho_0 |x|^2 \, dx \right) + C \varepsilon^\delta \int_0^t \int_{\mathbb{R}^d} \rho|u-\bar{u}|^2 \, dx \, ds + \varepsilon^{2+2\delta} E_\varepsilon(f_0) + C \varepsilon^{\delta-1}.
\]
for $\varepsilon \in (0,1)$ small enough. This combined with Proposition 1 concludes the desired result.

**Remark 5.** If we further assume $\bar{u} \in L^\infty(\mathbb{R}^d \times (0,T))$ i.e. $\varepsilon/\bar{\rho} = \partial_t \bar{u} + \bar{u} \cdot \nabla \bar{u} \in L^\infty(\mathbb{R}^d \times (0,T))$, by the arguments used in [9, 31], then we can easily estimate
\[
\int_{\mathbb{R}^d} \rho (u-\bar{u}) \cdot \frac{\varepsilon}{\bar{\rho}} \, dx \leq \frac{1}{8\varepsilon} \int_{\mathbb{R}^d} \rho |u-\bar{u}|^2 \, dx + C \varepsilon \int_{\mathbb{R}^d} \rho |\partial_t \bar{u} + \bar{u} \cdot \nabla \bar{u}|^2 \, dx \\
\leq \frac{1}{8\varepsilon} \int_{\mathbb{R}^d} \rho |u-\bar{u}|^2 \, dx + C \varepsilon \|\varepsilon\|_{L^\infty} \|\rho\|_{L^1},
\]
where $C > 0$ is independent of $\varepsilon > 0$. However, in the case with confinement, the velocity fields $\bar{u}$ is given by $\bar{u} = -x - \nabla \bar{\Phi} - \nabla \log \bar{\rho}$, and thus it seems impossible to assume the $L^\infty$-bound on $\bar{u}$.

### 3.3. Proof of Corollary 1.
By Taylor’s theorem, we first easily find
\[
\int_0^\rho \frac{\rho - z}{z} \, dz \geq \frac{1}{2} \min \left\{ \frac{1}{\bar{\rho}}, \frac{1}{\rho} \right\} (\rho - \bar{\rho})^2.
\]
We then estimate
\[
\left( \int_{\mathbb{R}^d} |\rho - \bar{\rho}| \, dx \right)^2 \leq \left( \int_{\mathbb{R}^d} (\rho + \bar{\rho}) \, dx \right) \left( \int_{\mathbb{R}^d} \min \left\{ \frac{1}{\bar{\rho}}, \frac{1}{\rho} \right\} (\rho - \bar{\rho})^2 \, dx \right) \\
\leq C \int_{\mathbb{R}^d} \int_0^\rho \frac{\rho - z}{z} \, dz \, dx,
\]
where $C > 0$ is independent of $\varepsilon > 0$ and we used $1 \leq (x+y) \min\{x^{-1},y^{-1}\}$ for $x,y > 0$. This asserts the convergence of $\rho \to \bar{\rho}$ in $L^\infty(0,T;H^1(\mathbb{R}^d))$ as $\varepsilon \to 0$.

Moreover, for any $\psi \in H^1(\mathbb{R}^d)$ with $\|\psi\|_{H^1} \leq 1$, we obtain
\[
\left| \int_{\mathbb{R}^d} \psi(x)(\rho - \bar{\rho}) \, dx \right| = \left| \int_{\mathbb{R}^d} \psi(x) \Delta (\Phi - \bar{\Phi}) \, dx \right| \\
= \left| \int_{\mathbb{R}^d} \nabla \psi(x) \cdot \nabla (\Phi - \bar{\Phi}) \, dx \right| \\
\leq \|\nabla (\Phi - \bar{\Phi})\|_{L^2},
\]
and this yields
\[
\|\rho - \bar{\rho}\|_{H^{-1}} \leq \|\nabla (\Phi - \bar{\Phi})\|_{L^2}.
\]
Thus we have the convergence of $\rho \to \bar{\rho}$ in $L^\infty(0,T;H^{-1}(\mathbb{R}^d))$ as $\varepsilon \to 0$. 


For the convergence of $\rho u$ towards $\bar{\rho}u$, we estimate
\[
\int_{\mathbb{R}^d} |\rho - \bar{\rho}| |u - \bar{u}| \, dx \leq \int_{\mathbb{R}^d} |\rho - \bar{\rho}| |\nabla V| \, dx + ||\nabla (\bar{\Phi} + \log \bar{\rho})||_{L^\infty} \int_{\mathbb{R}^d} |\rho - \bar{\rho}| \, dx \\
\leq C \left( \int_{\mathbb{R}^d} |\rho - \bar{\rho}| \, dx \right)^{1/2} \left( \int_{\mathbb{R}^d} (\rho + \bar{\rho})(1 + V) \, dx \right)^{1/2} \\
+ C \int_{\mathbb{R}^d} |\rho - \bar{\rho}| \, dx,
\]
where $C > 0$ depends on $||\nabla (\bar{\Phi} + \log \bar{\rho})||_{L^\infty}$. This deduces
\[
\int_{\mathbb{R}^d} |\rho u - \bar{\rho}u| \, dx \leq \int_{\mathbb{R}^d} \rho|u - \bar{u}| \, dx + \int_{\mathbb{R}^d} |\rho - \bar{\rho}| |u - \bar{u}| \, dx \\
\leq \left( \int_{\mathbb{R}^d} \rho \, dx \right)^{1/2} \left( \int_{\mathbb{R}^d} \rho|u - \bar{u}|^2 \, dx \right)^{1/2} + C \int_{\mathbb{R}^d} |\rho - \bar{\rho}| \, dx \\
+ C \left( \int_{\mathbb{R}^d} |\rho - \bar{\rho}| \, dx \right)^{1/2} \left( \int_{\mathbb{R}^d} (\rho + \bar{\rho})(1 + V) \, dx \right)^{1/2} .
\]

We finally combine this with (23) to have
\[
||\rho u - \bar{\rho}u||_{L^1} \leq C \int_{\mathbb{R}^d} \rho|u - \bar{u}|^2 \, dx + C \left( \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \rho \frac{\rho - z}{z} \, dz \, dx \right)^{1/2} + C \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \rho \frac{\rho - z}{z} \, dz \, dx,
\]
where $C > 0$ depends on $||\nabla (\bar{\Phi} + \log \bar{\rho})||_{L^\infty}$. Integrating the above inequality over the time interval $[0, T]$ concludes the desired convergence estimate.

**Remark 6.** If $\Phi$ is given as $\Phi = \tilde{K} \ast \rho$ with $\nabla \tilde{K} \in L^\infty(\mathbb{R}^d)$, then we can estimate the fifth term on the right hand side of (15) as
\[
\frac{1}{\varepsilon} \left| \int_{\mathbb{R}^d} \rho (u - \bar{u}) \cdot \nabla \tilde{K} \ast (\bar{\rho} - \rho) \, dx \right| \\
\leq \frac{1}{\varepsilon} ||\nabla \tilde{K}||_{L^\infty} ||\rho - \bar{\rho}||_{L^1} \int_{\mathbb{R}^d} \rho|u - \bar{u}| \, dx \\
\leq \frac{C}{\varepsilon} \left( \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \rho \frac{\rho - z}{z} \, dz \, dx \right)^{1/2} \left( \int_{\mathbb{R}^d} \rho|u - \bar{u}|^2 \, dx \right)^{1/2} \\
\leq \frac{C}{\varepsilon} \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \rho \frac{\rho - z}{z} \, dz \, dx + \frac{1}{4\varepsilon} \int_{\mathbb{R}^d} \rho|u - \bar{u}|^2 \, dx.
\]

This combined with almost the same arguments as before concludes the same convergence estimates appeared in Corollary 1.

### 3.4. Remarks on the regularity assumptions on the limiting system.
In this part, we provide some estimates on $||\nabla \log \bar{\rho}||_{L^\infty(0, T; W^{2, \infty})}$ when $V = |x|^2/2$. The estimates directly cover the case $V \equiv 0$. Let us start with the estimate of $||\nabla \log \bar{\rho}||_{L^\infty}$. For notational simplicity, we set $\tilde{u} := -\nabla V - \nabla \Phi$, we again omit the summation, and we denote by $\partial_i = \partial_{x_i}$ for $i = 1, \ldots, d$.

We first show the $L^\infty$-bound on $\nabla \log \bar{\rho}$ in the lemma below.

**Lemma 3.3.** There exists $C > 0$ depends only on $||\nabla \bar{\rho}||_{L^\infty(0, T; L^1 \cap L^\infty)}$ and $T > 0$ such that
\[
\sup_{0 \leq t \leq T} ||\nabla \log \bar{\rho}(\cdot, t)||_{L^\infty} \leq C (1 + ||\nabla \log \bar{\rho}_0||_{L^\infty}).
\]
Proof. Note that $\partial_i \log \bar{\rho}$ satisfies
\[
\partial_i \partial_i \log \bar{\rho} + \bar{u} \cdot \nabla \partial_i \log \bar{\rho} = -\nabla \cdot \partial_i \bar{u} - \partial_i \bar{u} \cdot \nabla \log \bar{\rho} + \Delta \partial_i \log \bar{\rho} + 2 \nabla \partial_i \log \bar{\rho} \cdot \nabla \log \bar{\rho}
\]
for $i = 1, \ldots, d$. For a given $t$, at any local Maximum point of $\partial_i \log \bar{\rho}$, we get
\[
\Delta \partial_i \log \bar{\rho} \leq 0 \quad \text{and} \quad \nabla \partial_i \log \bar{\rho} = 0.
\]
Using this observation together with an elementary estimate yields
\[
\frac{d}{dt} \|\nabla \log \bar{\rho}\|_{L^\infty} \leq C (\|\nabla (\nabla \cdot \bar{u})\|_{L^\infty} + \|\nabla \bar{u}\|_{L^\infty} \|\nabla \log \bar{\rho}\|_{L^\infty}),
\]
and applying Grönwall’s lemma gives
\[
\|\nabla \log \bar{\rho}\|_{L^\infty} \leq C (1 + \|\nabla \log \bar{\rho}_0\|_{L^\infty}),
\]
where $C > 0$ depends only on $\|\nabla (\nabla \cdot \bar{u})\|_{L^\infty}$, $\|\nabla \bar{u}\|_{L^\infty}$, and $T > 0$. On the other hand, similarly as in the proof of Lemma 3.2, we easily get
\[
\|\nabla \bar{u}\|_{L^\infty} \leq C (1 + \|\nabla \bar{\rho}\|_{L^1 \cap L^\infty})
\]
and
\[
\|\nabla (\nabla \cdot \bar{u})\|_{L^\infty} \leq \|\nabla \bar{\rho}\|_{L^\infty}.
\]
This completes the proof. \(\square\)

We next provide higher-order estimates on $\nabla \log \bar{\rho}$.

**Lemma 3.4.** There exists $0 < T_* \leq T$ such that
\[
\sup_{0 \leq t \leq T_*} \|\nabla^2 \log \bar{\rho}(\cdot, t)\|_{L^\infty} \leq C_1,
\]
and
\[
\sup_{0 \leq t \leq T_*} \|\nabla^3 \log \bar{\rho}(\cdot, t)\|_{L^\infty} \leq C_2,
\]
where $C_k > 0, k = 1, 2$ depend only on $\|\nabla \log \bar{\rho}_0\|_{W^{k, \infty}}$ and $\|\nabla \bar{\rho}\|_{L^\infty(0, T; W^{k, 1} \cap W^{k, \infty})}$.

**Proof.** For $i, j = 1, \ldots, d$, we get
\[
\partial_i \partial_{ij} \log \bar{\rho} + \bar{u} \cdot \nabla \partial_{ij} \log \bar{\rho} = -\partial_j \bar{u} \cdot \nabla \partial_i \log \bar{\rho} - \nabla \cdot \partial_{ij} \bar{u} - \partial_{ij} \bar{u} \cdot \nabla \log \bar{\rho} - \partial_i \bar{u} \cdot \nabla \partial_j \log \bar{\rho}
\]
\[
+ \Delta \partial_{ij} \log \bar{\rho} + 2 \nabla \partial_{ij} \log \bar{\rho} \cdot \nabla \log \bar{\rho} + 2 \nabla \partial_i \log \bar{\rho} \cdot \nabla \partial_j \log \bar{\rho}.
\]
Then similarly as before, we obtain
\[
\frac{d}{dt} \|\nabla^2 \log \bar{\rho}(\cdot, t)\|_{L^\infty} \leq \|\nabla \bar{u}\|_{L^\infty} \|\nabla^2 \log \bar{\rho}\|_{L^\infty} + \|\nabla^2 (\nabla \cdot \bar{u})\|_{L^\infty}
\]
\[
+ \|\nabla^2 \bar{u}\|_{L^\infty} \|\nabla \log \bar{\rho}\|_{L^\infty} + \|\nabla^2 \log \bar{\rho}\|_{L^\infty}^2
\]
\[
\leq C (1 + \|\nabla \bar{\rho}\|_{W^{1, \infty} \cap W^{1, \infty}}) (1 + \|\nabla \log \bar{\rho}\|_{L^\infty} + \|\nabla^2 \log \bar{\rho}\|_{L^\infty} + \|\nabla^2 \log \bar{\rho}\|_{L^\infty}^2).
\]
This gives the first assertion.

We next estimate $\|\nabla^3 \log \bar{\rho}\|_{L^\infty}$. For $i, j, k = 1, \ldots, d$, we find
\[
\partial_i \partial_{ij \cdot} \log \bar{\rho} = -\partial_{ij} \bar{u} \cdot \nabla \partial_i \log \bar{\rho} - \partial_{ij} \bar{u} \cdot \nabla \partial_i \log \bar{\rho}
\]
\[
- \nabla \cdot \partial_{ij} \bar{u} - \partial_{ij} \bar{u} \cdot \nabla \log \bar{\rho} - \partial_i \bar{u} \cdot \nabla \partial_{ij} \log \bar{\rho}
\]
\[
- \partial_{ij} \bar{u} \cdot \nabla \partial_{ij} \log \bar{\rho} - \partial_{ij} \bar{u} \cdot \nabla \partial_{ij} \log \bar{\rho} + \Delta \partial_{ij} \log \bar{\rho}
\]
\[
+ 2 \nabla \partial_{ij} \log \bar{\rho} \cdot \nabla \log \bar{\rho} + 2 \nabla \partial_i \log \bar{\rho} \cdot \nabla \partial_j \log \bar{\rho} + 2 \nabla \partial_{ij} \log \bar{\rho} \cdot \nabla \partial_{ij} \log \bar{\rho}.
\]
Then by a similar fashion as above, we obtain
\[
\frac{d}{dt} \|\nabla^3 \log \bar{\rho}(\cdot, t)\|_{L^\infty} \\
\lesssim \|\nabla^3 \log \bar{\rho}\|_{L^\infty} \left( \|\nabla \bar{u}\|_{L^\infty} + \|\nabla^2 \log \bar{\rho}\|_{L^\infty} \right) \\
+ \|\nabla^2 \log \bar{\rho}\|_{L^\infty} \|\nabla^2 \bar{u}\|_{L^\infty} + \|\nabla \log \bar{\rho}\|_{L^\infty} \|\nabla^3 \bar{u}\|_{L^\infty} + \|\nabla^3 (\nabla \cdot \bar{u})\|_{L^\infty}.
\]
Since \(\|\nabla^3 \bar{u}\|_{L^\infty} + \|\nabla^3 (\nabla \cdot \bar{u})\|_{L^\infty} \leq C \|\nabla^3 \bar{\rho}\|_{L^1 \cap L^\infty}\), we conclude the second assertion.

The above two lemmas imply
\[
\sup_{0 \leq t \leq T_*} \|\nabla \log \bar{\rho}(\cdot, t)\|_{W^{2, \infty}} \leq C
\]
for some \(T_* > 0\) and \(C > 0\) depend only on \(\|\nabla \log \bar{\rho}_0\|_{W^{2, \infty}}\) and \(\|\nabla \bar{\rho}\|_{L^{\infty}(0,T;W^{3,1})}\).

Combining all of the above discussions yields that Lemma 3.2 can be restated as

**Lemma 3.5.** There exists \(C > 0\) depending only on \(\|\bar{\rho}\|_{L^{\infty}(0,T;W^{3,1})}\) and \(\|\nabla \log \bar{\rho}_0\|_{W^{2, \infty}}\) such that
\[
\int_{\mathbb{R}^d} \rho(u - \bar{u}) \cdot \frac{\vec{e}}{\rho} \, dx \leq C \varepsilon \left( 1 + \int_{\mathbb{R}^d} \rho_0 |x|^2 \, dx \right) + \frac{1}{32\varepsilon} \int_{\mathbb{R}^d} \rho |u - \bar{u}|^2 \, dx \\
+ C \varepsilon \int_0^t \int_{\mathbb{R}^d} \rho |u - \bar{u}|^2 \, dx \, ds + C \left( \int_{\mathbb{R}^d} \rho |u - \bar{u}|^2 \, dx \right)^{1/2}.
\]

**Remark 7.** For the periodic domain case \(\mathbb{T}^d\), the bound on \(\|\bar{\rho}\|_{L^{\infty}(0,T;W^{3,1})}\) is not required, thus the constant \(C > 0\) appeared in Lemma 3.5 only depends on \(\|\bar{\rho}\|_{L^{\infty}(0,T;W^{3,1})}\) and \(\|\nabla \log \bar{\rho}_0\|_{W^{2, \infty}}\). Thus if one can establish a solution \(\bar{\rho}\) in \(L^{\infty}(0,T;H^s(\mathbb{T}^d))\) with \(s > d/2 + 3\), then we have the bound \(\|\bar{\rho}\|_{L^{\infty}(0,T;W^{3,1})} < \infty\) due to the Sobolev embedding.

4. **Regularity estimates for \(\bar{\rho}\).** In this section, we provide the regularity estimates for \(\bar{\rho}\) used in the arguments in the previous section. To this end, we first simplify the aggregation-diffusion equation (3) by substituting its second equation into the first one, we have
\[
\partial_t \bar{\rho} = \Delta \bar{\rho} + \nabla \cdot (\bar{\rho} (\nabla \Phi + \nabla V)), \quad -\Delta \Phi = \bar{\rho}.
\]
(24)
Since we consider the quadratic confinement \(V(x) = |x|^2/2\), (24) thus reduces to
\[
\partial_t \bar{\rho} = \Delta \bar{\rho} + \nabla \cdot (\bar{\rho} \nabla \Phi + x \bar{\rho}), \quad -\Delta \Phi = \bar{\rho}.
\]
(25)
Taking the change of variables, motivated from [11, Section 3],
\[
\bar{\rho}(x,t) = e^{dt} n(e^t x, \frac{1}{2} (e^{2t} - 1)) =: e^{dt} n(\bar{x}, \bar{t})
\]
with \(\bar{x} = e^t x\) and \(\bar{t} = \frac{1}{2} (e^{2t} - 1)\) in (25), then we can compute
\[
\partial_t \bar{\rho}(x,t) = de^{dt} n(\bar{x}, \bar{t}) + e^{(d+1)t} x \cdot \nabla_x n(\bar{x}, \bar{t}) + e^{(d+2)t} \partial_{\bar{t}} n(\bar{x}, \bar{t}),
\]
\[
\nabla_x \bar{\rho}(x,t) = e^{(d+1)t} \nabla_x n(\bar{x}, \bar{t}),
\]
\[
\Delta_x \bar{\rho}(x,t) = \nabla_x \cdot (\nabla_x \bar{\rho}(x,t)) = \nabla_x \cdot (e^{(d+1)t} \nabla_x n(\bar{x}, \bar{t})) = e^{(d+2)t} \Delta_x n(\bar{x}, \bar{t}),
\]
and
\[
\nabla_x \cdot (x \bar{\rho}(x,t)) = \nabla_x \cdot (x e^{dt} n(\bar{x}, \bar{t})) = de^{dt} n(\bar{x}, \bar{t}) + x e^{(d+1)t} \cdot \nabla_x n(\bar{x}, \bar{t}).
\]
From the Poisson equation in (25), one can express $\tilde{\Phi}(x, t)$ uniquely as $\tilde{\Phi}(x, t) = K \ast \tilde{\rho}$, where $K$ is defined as in Remark 1. Then we deduce that
\[
\nabla_x \cdot (\tilde{\rho}(x, t) \nabla_x \tilde{\Phi}(x, t)) = \nabla_x \tilde{\rho}(x, t) \cdot \nabla_x \tilde{\Phi}(x, t) + \tilde{\rho}(x, t) \Delta_x \tilde{\Phi}(x, t) = \nabla_x \tilde{\rho}(x, t) \cdot \nabla_x \tilde{\Phi}(x, t) - \tilde{\rho}^2(x, t).
\] (26)

The property of convolution entails that
\[
\nabla_x \tilde{\Phi}(x, t) = \int_{\mathbb{R}^d} \nabla_x K(x - y) \tilde{\rho}(y, t) \, dy
\]
and
\[
\nabla_x K(x - y) = \frac{x - y}{|x - y|^d} = e^{-t(x - \bar{y})} \frac{x - \bar{y}}{|x - \bar{y}|^d} = e^{(d-1)t} \nabla_x \tilde{\Phi}(x - \bar{y})
\]
with $\bar{y} = e^t y$. Hence, we have
\[
\nabla_x \tilde{\Phi}(x, t) = e^{(d-1)t} \int_{\mathbb{R}^d} \nabla_x K(x - \bar{y}) n(\bar{y}, t) \, d\bar{y} = e^{(d-1)t} (\nabla_x K \ast n)(\bar{x}, \bar{t}).
\] (27)

Substituting (27) into (26), one has
\[
\nabla_x \cdot (\tilde{\rho}(x, t) \nabla_x \tilde{\Phi}(x, t)) = e^{(d+1)t} \nabla_x n(\bar{x}, \bar{t}) \cdot e^{(d-1)t} (\nabla_x K \ast n)(\bar{x}, \bar{t}) - e^{2dt} n^2(\bar{x}, \bar{t})
\]
\[
= e^{2dt} (\nabla_x n(\bar{x}, \bar{t}) \cdot (\nabla_x K \ast n)(\bar{x}, \bar{t}) - n^2(\bar{x}, \bar{t}))
\]
\[
= : e^{2dt} \nabla_x \cdot (n(\bar{x}, \bar{t}) \nabla_x \Psi(\bar{x}, \bar{t})),
\]
where we denote $\Psi(\bar{x}, \bar{t}) := (K \ast n)(\bar{x}, \bar{t})$. Substituting the above equalities into (25) and using the fact that $e^{(d-2)t} = (2\bar{t} + 1)^{(d-2)/2}$, then we obtain the equation for $n(\bar{x}, \bar{t})$ as the following form, for simplicity, we still use the notations $x$ and $t$,
\[
\partial_t n = \Delta n + (2\bar{t} + 1)^{(d-2)/2} \nabla \cdot (n \nabla \Psi), \quad -\Delta \Psi = n
\] (28)
with initial data $n_0(x) := n(x, 0) = \tilde{\rho}(x, 0) = \tilde{\rho}_0(x)$. For the local-in-time existence and uniqueness of smooth solutions to (28), we refer to [14] where Riesz interaction potential is considered, but it can be easily extended to the Coulomb one. With (28) at hand, $n$ can therefore be represented by the following Duhamel integral equation
\[
n(t) = e^{t\Delta} n_0 + \int_0^t e^{(t-s)\Delta} \left( (2\bar{s} + 1)^{(d-2)/2} \nabla \cdot (n(s) \nabla \Psi(s)) \right) \, ds \quad \text{for all } t \in (0, T)
\]
with $\Psi = K \ast n$ and $K$ defined by Remark 1. Here $\{e^{t\Delta}\}_{t \geq 0}$ denotes the semigroup generated by the heat equation:
\[
\partial_t n = \Delta n, \quad x \in \mathbb{R}^d.
\]
In the proposition below, we provide some bound estimates for the equation (28). For this, we introduce weighted norms for a function $f = f(x)$
\[
\|f\|_{L^\infty} := \text{ess sup}_{x \in \mathbb{R}^d} (1 + |x|^2)^{r/2} f(x), \quad \|f\|_{W^{k, \infty}} := \sum_{j=0}^k \|\nabla^j f\|_{L^\infty}.
\]
The sets $L^\infty_r(\mathbb{R}^d)$ and $W^{k, \infty}_r(\mathbb{R}^d)$ are function spaces with finite corresponding norms.

**Proposition 2.** Let $T > 0$ and $n$ be a solution to the equation (28) on the time interval $[0, T)$ with sufficient regularity. Suppose that the initial data $n_0$ satisfies
\[
n_0 \in W^{3, \infty}_r(\mathbb{R}^d) \quad \text{with} \quad r > d.
\]
Then there exists $T_* \in (0, T]$ such that
\[
\sup_{0 \leq t \leq T_*} \|n(\cdot, t)\|_{W^3,\infty}^p < \infty.
\]

**Remark 8.** It is clear that Proposition 2 implies
\[
\sup_{0 \leq t \leq T_*} \|\bar{\rho}(\cdot, t)\|_{W^3,\infty}^p < \infty.
\]
Furthermore, we deduce
\[
\bar{\rho} \in L^\infty(0, T_*; W^{3,1}(\mathbb{R}^d))
\]

since
\[
\int_{\mathbb{R}^d} |\nabla^k \bar{\rho}| \, dx = \int_{\mathbb{R}^d} \frac{1}{(1 + |x|^2)^{r/2}} \frac{1}{(1 + |x|^2)^{r/2}} |\nabla^k \bar{\rho}(x)| \, dx
\]
\[
\leq \|\nabla^k \bar{\rho}\|_{L_r^\infty} \int_{\mathbb{R}^d} \frac{1}{(1 + |x|^2)^{r/2}} \, dx
\]
\[
< \infty
\]
due to $r > d$, for $k = 0, 1, 2, 3$. Hence, by combining this observation and the discussion in Section 3.4, under the assumptions that
\[
\log \bar{\rho}_0 \in W^{3,\infty}(\mathbb{R}^d) \quad \text{and} \quad \bar{\rho}_0 \in W^{3,\infty}_r(\mathbb{R}^d),
\]
we have $\bar{\rho} \in L^\infty(0, T_*; W^{3,1}(\mathbb{R}^d) \cap W^{3,\infty}(\mathbb{R}^d))$, which is the sufficient condition for the estimate appeared in Lemma 3.2 (see also Lemma 3.5).

For the rest of this section, we devote ourselves to the proof of Proposition 2. We first start with the $L^p(\mathbb{R}^d)$-estimate of $n(x, t)$. For any $1 \leq p < \infty$, multiplying the first equation in (28) by $pn^{p-1}$, integrating the resulting equation with respect to $x$, and using integration by parts, one has
\[
\frac{d}{dt} \|n\|_{L^p}^p + \frac{4(p-1)}{p} \|\nabla n\|_{L^2}^2 = p(2t + 1)^{(d-2)/2} \int_{\mathbb{R}^d} n^{p-1} \nabla \cdot (n \nabla \Psi) \, dx
\]
\[
= -p(p-1)(2t + 1)^{(d-2)/2} \int_{\mathbb{R}^d} n^{p-1} \nabla n \cdot \nabla \Psi \, dx
\]
\[
= -(p-1)(2t + 1)^{(d-2)/2} \int_{\mathbb{R}^d} \nabla n \cdot \nabla \Psi \, dx
\]
\[
= -(p-1)(2t + 1)^{(d-2)/2} \int_{\mathbb{R}^d} n^p \Delta \Psi \, dx
\]
\[
= -(p-1)(2t + 1)^{(d-2)/2} \int_{\mathbb{R}^d} n^{p+1} \, dx \leq 0,
\]
which implies
\[
\sup_{0 \leq t \leq T} \|n(\cdot, t)\|_{L^p} \leq \|n_0\|_{L^p} \quad \text{for all } 1 \leq p < \infty
\] (29)
and
\[
\sup_{0 \leq t \leq T} \|n(\cdot, t)\|_{L^\infty} \leq \|n_0\|_{L^\infty}
\] (30)
by letting $p \to \infty$ in (29).

With the above bound estimate at hand, we first show $W^{1,\infty}_r(\mathbb{R}^d)$-estimate of $n$ in the following lemma.
**Lemma 4.1.** Let $T > 0$ and $n$ be a solution to the equation (28) on the time interval $[0, T)$ with sufficient regularity. Assume $u_0 \in W_r^{1, \infty}(\mathbb{R}^d)$ with $r > d$. Then there exists $T_* > 0$ such that the following estimates hold:

$$
\sup_{0 \leq t \leq T} \|u(\cdot, t)\|_{L_r^\infty} \leq C \quad \text{and} \quad \sup_{0 \leq t \leq T_*} \|\nabla u(\cdot, t)\|_{L_r^\infty} \leq C,
$$

where $C > 0$ only depends on $d, r, T,$ and $u_0$.

**Proof.** We first introduce simplified notations:

$$
Y(x, t) := (1 + |x|^2)^{r/2}u(x, t) \quad \text{and} \quad Z(x, t) := (1 + |x|^2)^{r/2}\nabla u(x, t).
$$

In order to obtain the estimate $\|Y\|_{L_\infty}$, we multiply the first equation of (28) by $(1 + |x|^2)^{r/2}$ to get

$$
\partial_t Y - (2t + 1)^{(d-2)/2}\nabla \Psi \cdot \nabla Y - \Delta Y = -r(r - 2)(1 + |x|^2)^{(r-4)/2}|x|^2 u - rd(1 + |x|^2)^{(r-2)/2}u
$$

$$
- 2r(1 + |x|^2)^{(r-2)/2}x \cdot \nabla u + (2t + 1)^{(d-2)/2}Y \Delta \Psi
$$

$$
- r(2t + 1)^{(d-2)/2}(1 + |x|^2)^{(r-2)/2}x \cdot \nabla u.
$$

(31)

Since we have

$$
-2r(1 + |x|^2)^{(r-2)/2}x \cdot \nabla u = -\frac{2r}{1 + |x|^2}x \cdot \nabla Y + 2r^2(1 + |x|^2)^{(r-4)/2}|x|^2 u,
$$

the equation (31) can thus be rewritten as

$$
\partial_t Y + \left(\frac{2r}{1 + |x|^2}x - (2t + 1)^{(d-2)/2}\nabla \Psi\right) \cdot \nabla Y - \Delta Y = R_1 + R_2,
$$

where

$$
R_1 := \left(r(r + 2)\frac{|x|^2}{1 + |x|^2} - rd\right) (1 + |x|^2)^{(r-2)/2}u
$$

and

$$
R_2 := -(2t + 1)^{(d-2)/2}Y - r(2t + 1)^{(d-2)/2}(1 + |x|^2)^{(r-2)/2}x \cdot \nabla \Psi.
$$

For $R_1$ and $R_2$, we have the following estimates:

$$
\|R_1\|_{L_\infty} \leq C(r, d)\|(1 + |x|^2)^{(r-2)/2}u\|_{L_\infty} \leq C(r, d)\|Y\|_{L_\infty}
$$

and

$$
\|R_2\|_{L_\infty} \leq C(d, T)\|n\|_{L_\infty}\|Y\|_{L_\infty} + C(r, d, T)\|\nabla \Psi\|_{L_\infty}\|(1 + |x|^2)^{(r-1)/2}u\|_{L_\infty}
$$

$$
\leq C(d, T)\|n_0\|_{L_\infty}\|Y\|_{L_\infty} + C(r, d, T)\|n\|_{L_1 \cap L_\infty}\|Y\|_{L_\infty}
$$

$$
\leq C(r, d, T, n_0)\|Y\|_{L_\infty}.
$$

So, by a similar result in [18, Proposition A.3], we have the following $L_\infty$ estimate for $Y$

$$
\|Y(\cdot, t)\|_{L_\infty} \leq \|Y(\cdot, 0)\|_{L_\infty} + \int_0^t (\|R_1(\cdot, s)\|_{L_\infty} + \|R_2(\cdot, s)\|_{L_\infty}) \, ds
$$

$$
\leq C_1 + C_2 \int_0^t \|Y(\cdot, s)\|_{L_\infty} \, ds.
$$

By Grönnwall’s inequality, we have

$$
\|Y(\cdot, t)\|_{L_\infty} \leq C_1 (1 + C_2 Te^{C_2 T}) \quad \text{for a.e.} \ 0 \leq t \leq T.
$$

(32)
Now, differentiating the first equation of (28) with respect to \( x \), we have

\[
\partial_t (\nabla n) - (2t + 1)^{(d-2)/2} \nabla \Psi \cdot \nabla (\nabla n) - \Delta (\nabla n) = (2t + 1)^{(d-2)/2} \nabla \Psi \cdot \nabla n - 2(2t + 1)^{(d-2)/2} \nabla n.
\]  

(33)

Then multiplying the obtained equation (33) by \((1 + |x|^2)^{r/2}\), one has

\[
\partial_t Z - (2t + 1)^{(d-2)/2} \nabla \Psi \cdot \nabla Z - \Delta Z
\]

\[
= -r(2t + 1)^{(d-2)/2} (1 + |x|^2)^{(r-2)/2} (x \cdot \nabla \Psi) \nabla n
\]

\[
- r(r - 2)(1 + |x|^2)^{(r-4)/2} |x|^2 \nabla n - rd(1 + |x|^2)^{(r-2)/2} \nabla n
\]

\[
- 2r(1 + |x|^2)^{(r-2)/2} x \cdot \nabla (\nabla n) + (2t + 1)^{(d-2)/2} \nabla^2 \Psi \cdot Z
\]

\[
- 2(2t + 1)^{(d-2)/2} nZ.
\]

(34)

Analogously, we have

\[-2r(1 + |x|^2)^{(r-2)/2} x \cdot \nabla (\nabla n) = -\frac{2r}{1 + |x|^2} x \cdot \nabla Z + 2r(1 + |x|^2)^{(r-4)/2} |x|^2 \nabla n,\]

which together with (34) leads to

\[
\partial_t Z + \left( \frac{2r}{1 + |x|^2} \frac{x}{1 + |x|^2} - (2t + 1)^{(d-2)/2} \nabla \Psi \right) \cdot \nabla Z - \Delta Z = R_3 + R_4,
\]  

(35)

where

\[
R_3 := \left( r(r + 2) \frac{|x|^2}{1 + |x|^2} - rd \right)(1 + |x|^2)^{(r-2)/2} \nabla n
\]

and

\[
R_4 := -r(2t + 1)^{(d-2)/2} (1 + |x|^2)^{(r-2)/2} (x \cdot \nabla \Psi) \nabla n
\]

\[
+ (2t + 1)^{(d-2)/2} \nabla^2 \Psi \cdot Z - 2(2t + 1)^{(d-2)/2} nZ.
\]

Hence, we can easily deduce that

\[
\|R_3\|_{L^\infty} \leq C(r, d) \|(1 + |x|^2)^{(r-2)/2} \nabla n\|_{L^\infty} \leq C(r, d) \|Z\|_{L^\infty}
\]  

(36)

and

\[
\|R_4\|_{L^\infty} \leq C(r, d, T) \|\nabla \Psi\|_{L^\infty} \|(1 + |x|^2)^{(r-4)/2} \nabla n\|_{L^\infty}
\]

\[
+ C(d, T) \|\nabla^2 \Psi \cdot Z\|_{L^\infty} + C(d, T) \|nZ\|_{L^\infty}
\]

\[
\leq C(r, d, T) \|n\|_{L^1 \cap L^\infty} \|Z\|_{L^\infty} + C(d, T) \|n\|_{L^1 \cap L^\infty} \|Z\|_{L^\infty}
\]

\[
\leq C(r, d, T, n_0) \left( \|Z\|_{L^\infty} + \|Z\|^2_{L^\infty} \right).
\]  

(37)

Here we used

\[
\|\nabla^k \Psi\|_{L^\infty} \leq C(r, d) \|\nabla^{k-1} n\|_{L^1 \cap L^\infty},\quad k \in \mathbb{N}
\]

for some \( C > 0 \). Considering the equation (35) and using the above estimates (36) and (37), we obtain that

\[
\|Z(\cdot, t)\|_{L^\infty} \leq \|Z(\cdot, 0)\|_{L^\infty} + \int_0^t \left( \|R_3(\cdot, s)\|_{L^\infty} + \|R_4(\cdot, s)\|_{L^\infty} \right) ds
\]

\[
\leq C_3 + C_4 \int_0^t \|Z(\cdot, s)\|^2_{L^\infty} ds,
\]

which further implies

\[
\|Z(\cdot, t)\|_{L^\infty} \leq \frac{\|Z(\cdot, 0)\|_{L^\infty}}{1 - C_4 \|Z(\cdot, 0)\|_{L^\infty} t} \text{ for a.e. } 0 \leq t < \frac{1}{C_4 \|Z(\cdot, 0)\|_{L^\infty}}.
\]  

(38)
The desired results can be easily concluded from (32) and (38).

Next, we will devote ourselves to estimates for higher-order derivatives.

**Lemma 4.2.** Let $T > 0$ and $n$ be a solution to the equation (28) on the time interval $[0, T)$ with sufficient regularity. Assume $\nabla^2 n_0 \in W^{1,\infty}_r(\mathbb{R}^d)$ with $r > d$. Then there exists $T_* > 0$ such that
\[
\sup_{0 \leq t \leq T_*} \|\nabla^2 n(t)\|_{W^{1,\infty}} \leq C,
\]
where $C > 0$ only depends on $d, r, T$, and $n_0$.

**Proof.** For simplicity of notation, we denote
\[
\text{Lemma 4.2.} \quad 0 \leq t \leq T_*, \quad n \in \nabla^2 n_0 \in W^{1,\infty}_r(\mathbb{R}^d)
\]

We apply $\nabla$ to the equation (33) to deduce
\[
\begin{align*}
\partial_t (\nabla^2 n) - (2t + 1)^{-d/2} \nabla \cdot \nabla (\nabla^2 n) - \Delta (\nabla^2 n) &= (2t + 1)^{-d/2} \nabla^3 \Psi \cdot \nabla (\nabla^2 n) + 2(2t + 1)^{-d/2} \nabla^2 \Psi \cdot \nabla^2 n \\ &- 2(2t + 1)^{-d/2} \nabla n \nabla n - 2(2t + 1)^{-d/2} \nabla^2 n.
\end{align*}
\]

Multiplying (39) by $(1 + |x|^2)^{r/2}$ and using the definition of $G(x, t)$, we get
\[
\begin{align*}
\partial_t G - (2t + 1)^{-d/2} \nabla \Psi \cdot \nabla G - \Delta G &= -r(2t + 1)^{-d/2} \nabla \Psi \cdot (1 + |x|^2)(r-2)/2x \nabla^2 n \\ &- r(2t + 1)^{-d/2} \nabla \cdot G - 2r(1 + |x|^2)(r-2)/2|x|^2 \nabla^2 n \\ &- 2(2t + 1)^{-d/2} \nabla^2 \Psi \cdot \nabla (\nabla^2 n) + (2t + 1)^{-d/2} \nabla^3 \Psi \cdot Z \\ &- 2(2t + 1)^{-d/2} \nabla^2 \Psi \cdot \nabla G - 2(2t + 1)^{-d/2} Z \nabla n - 2(2t + 1)^{-d/2} nG.
\end{align*}
\]

For the fourth term on the right-hand-side of (40), we further deduce that
\[
-2r(1 + |x|^2)^{r-2}/2x \cdot \nabla (\nabla^2 n) = -\frac{2r}{1 + |x|^2} x \cdot \nabla G + 2r(1 + |x|^2)^{r-2}/2|x|^2 \nabla^2 n.
\]

Substituting (41) into (40) leads to
\[
\partial_t G \left( \frac{2r x}{1 + |x|^2} - (2t + 1)^{-d/2} \nabla \Psi \right) \cdot \nabla G - \Delta G = R_5 + R_6,
\]
where
\[
R_5 := \left( r(2t + 1)^{-d/2} \nabla \Psi \cdot (1 + |x|^2)(r-2)/2x \nabla^2 n \right)
\]
and
\[
R_6 := -r(2t + 1)^{-d/2} \nabla \Psi \cdot (1 + |x|^2)^{r-2}/2x \nabla^2 n + (2t + 1)^{-d/2} \nabla^3 \Psi \cdot Z \\ + 2(2t + 1)^{-d/2} \nabla^2 \Psi \cdot G - 2(2t + 1)^{-d/2} Z \nabla n - 2(2t + 1)^{-d/2} nG.
\]

Similarly, we have that
\[
\|R_5\|_{L^\infty} \leq C(r, d) \|G\|_{L^\infty} \leq C(r, d) \|G\|_{L^\infty}.
\]
By Lemma 4.1 and (30), one can bound $R_6$ as
\[
\|R_6\|_{L^\infty} \leq C(r, d, T)\|\nabla \Psi\|_{L^\infty} \| (1 + |x|^2)^{(r-1)/2} \nabla^2 n\|_{L^\infty} \\
+ C(d, T)\|\nabla^3 \Psi\|_{L^\infty} \|Z\|_{L^\infty} + C(d, T)\|\nabla^2 \Psi\|_{L^\infty} \|G\|_{L^\infty} \\
+ C(d, T)\|Z\|_{L^\infty} \|\nabla^2 n\|_{L^\infty} + C(d, T)\|n\|_{L^\infty} \|G\|_{L^\infty} \\
\leq C(r, d, T)\|n\|_{L^{1+\delta}L^{\infty}} \|G\|_{L^\infty} + C(d, T)\|\nabla^2 n\|_{L^{1+\delta}L^{\infty}} \|Z\|_{L^\infty} \\
+ C(d, T)\|\nabla^2 n\|_{L^{1+\delta}L^{\infty}} \|G\|_{L^\infty} + C(d, T)\|Z\|_{L^\infty} \\
\leq C(r, d, T, n_0) \|G\|_{L^\infty}
\]
for $t \leq T_*$, where we used the boundedness of $\|Z\|_{L^\infty}$. With (43) and (44) at hand, we can thus infer from the equation (42) that
\[
\|G(\cdot, t)\|_{L^\infty} \leq \|G(\cdot, 0)\|_{L^\infty} + \int_0^t (\|R_5(\cdot, s)\|_{L^\infty} + \|R_6(\cdot, s)\|_{L^\infty}) \, ds \\
\leq C_5 + C_6 \int_0^t \|G(\cdot, s)\|_{L^\infty} \, ds,
\]
which leads to
\[
\sup_{0 \leq t \leq T_*} \|G(\cdot, t)\|_{L^\infty} \leq C_5(1 + C_6 T_0 e^{C_6 T_*}).
\]
Next, we estimate $\|Q\|_{L^\infty}$. To this end, we apply $\nabla$ to (39) to obtain that
\[
\partial_t (\nabla^3 n) - (2t + 1)^{(d-2)/2} \nabla \Psi \cdot \nabla (\nabla^3 n) - \Delta (\nabla^3 n) \\
= 3(2t + 1)^{(d-2)/2} \nabla^2 \Psi \cdot \nabla^3 n + (2t + 1)^{(d-2)/2} \nabla^4 \Psi \cdot \nabla n \\
+ 3(2t + 1)^{(d-2)/2} \nabla^3 \Psi \cdot \nabla^2 n - 6(2t + 1)^{(d-2)/2} \nabla^2 n \nabla^2 n \\
- 2(2t + 1)^{(d-2)/2} \nabla^3 n
\]
(45)
It follows from multiplying (45) by $(1 + |x|^2)^{r/2}$ that
\[
\partial_t Q - (2t + 1)^{(d-2)/2} \nabla \Psi \cdot \nabla Q - \Delta Q \\
= -r(2t + 1)^{(d-2)/2} \nabla \Psi \cdot (1 + |x|^2)^{(r-2)/2} x \nabla^3 n \\
- r(r-2)(1 + |x|^2)^{(r-4)/2}|x|^2 \nabla^3 n - r d(1 + |x|^2)^{(r-2)/2} \nabla^3 n \\
- 2r(1 + |x|^2)^{(r-2)/2} x \cdot \nabla (\nabla^3 n) + 3(2t + 1)^{(d-2)/2} \nabla^2 \Psi \cdot Q \\
+ (2t + 1)^{(d-2)/2} \nabla^2 \Psi \cdot Z + 3(2t + 1)^{(d-2)/2} \nabla^2 \Psi \cdot G \\
- 6(2t + 1)^{(d-2)/2} \nabla n \cdot G - 2(2t + 1)^{(d-2)/2} n Q.
\]
(46)
Similarly as before, the forth term on he right-hand-side of (46) can be rewritten as
\[
-2r(1 + |x|^2)^{(r-2)/2} x \cdot \nabla (\nabla^3 n) = -2r \frac{x}{1 + |x|^2} \cdot \nabla Q + 2r^2 (1 + |x|^2)^{(r-4)/2}|x|^2 \nabla^3 n.
\]
(47)
Substituting (47) into (45) and rearranging the resulting equality, one has
\[
\partial_t Q + \left( 2r \frac{x}{1 + |x|^2} - (2t + 1)^{(d-2)/2} \nabla \Psi \right) \cdot \nabla Q - \Delta Q = R_7 + R_8
\]
with \[ R_7 := \left( r(r + 2) \frac{|x|^2}{1 + |x|^2} - rd \right) (1 + |x|^{(r-2)/2}) \nabla^3 n \]
and \[ R_8 := -r(2t + 1)^{(d-2)/2} \nabla \Psi \cdot (1 + |x|^2)^{(r-2)/2} x \nabla^3 n + 3(2t + 1)^{(d-2)/2} \nabla^2 \Psi \cdot Q + (2t + 1)^{(d-2)/2} \nabla^3 \Psi \cdot Z + 3(2t + 1)^{(d-2)/2} \nabla^3 \Psi \cdot G - 6(2t + 1)^{(d-2)/2} \nabla n G - 2(2t + 1)^{(d-2)/2} n Q. \]

We can then bound \( R_7 \) and \( R_8 \) by using the obtained boundedness of \( Y, Z, G \) and (30). Indeed, we have
\[
\| R_7 \|_{L^\infty} \leq C(r, d) \|(1 + |x|^2)^{(r-2)/2} \nabla^3 n\|_{L^\infty} \leq C(r, d) \|Q\|_{L^\infty}
\]
and
\[
\| R_8 \|_{L^\infty} \leq C(r, d, T) \|\nabla \Psi\|_{L^\infty} \|(1 + |x|^2)^{(r-1)/2} \nabla^3 n\|_{L^\infty} + C(d, T) \|\nabla^2 \Psi\|_{L^\infty} \|Q\|_{L^\infty} + C(d, T) \|\nabla n\|_{L^\infty} \|G\|_{L^\infty} + C(d, T) \|\nabla n\|_{L^\infty} \|Q\|_{L^\infty} 
\]
for \( t \leq T^* \), where we again used the boundedness of \( \|Z(\cdot, t)\|_{L^\infty} \) for all \( t \leq T^* \). These estimates yield
\[
\|Q(\cdot, t)\|_{L^\infty} \leq \|Q(\cdot, 0)\|_{L^\infty} + \int_0^t (\|R_7(\cdot, s)\|_{L^\infty} + \|R_8(\cdot, s)\|_{L^\infty}) \, ds 
\]
\[
\leq C_T + C_S \int_0^t \|Q(\cdot, s)\|_{L^\infty} \, ds,
\]
which implies that
\[
\sup_{0 \leq t \leq T^*} \|Q(\cdot, t)\|_{L^\infty} \leq C_T (1 + C_ST^* e^{C_ST^*}).
\]
This completes the proof. \( \square \)

**Proof of Proposition 2.** The proof follows from a simple combination of Lemmas 4.1 and 4.2. \( \square \)
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