Abstract—In this study, we propose circularly-shifted chirp (CSC)-based majority vote (MV) (CSC-MV), a power-efficient over-the-air computation (OAC) scheme, to achieve long-range federated edge learning (FEEL). The proposed approach maps the votes (i.e., the sign of the local gradients) from the edge devices (EDs) to the linear CSCs constructed with a discrete Fourier transform-spread orthogonal frequency division multiplexing (DFT-s-OFDM) transmitter. At the edge server (ES), the MV is calculated with an energy detector. We compare our proposed scheme with one-bit broadband digital aggregation (OBDA) and show that the output-power back-off (OBO) requirement of the transmitters with an adjacent-channel-leakage ratio (ACLR) constraint for CSC-MV is lower than the one with OBDA. For example, with an ACLR constraint of $-22$ dB, CSC-MV can have an OBO requirement of $6-7$ dB less than the one with OBDA. When the power amplifier (PA) non-linearity is considered, we demonstrate that CSC-MV outperforms OBDA in terms of test accuracy for both homogeneous and heterogeneous data distributions, without using channel state information (CSI) at the ES and EDs.

I. INTRODUCTION

Federated edge learning (FEEL) is an implementation of federated learning (FL) over a wireless network, in which many edge devices (EDs) participate in training and an edge server (ES) aggregates the local decisions without accessing the local data at the EDs [1]. With FEEL, a significant number of model parameters/gradients/updates needs to be exchanged between the ES and the EDs through a band-limited wireless channel. However, in this scenario, conventional orthogonal multiple access techniques can cause a large per-round communication latency as the number of EDs grows. One solution to this problem is to exploit the signal superposition property of wireless channels to compute the necessary calculations needed for the training over the air [2]. However, multipath fading, imperfect power control, and synchronization errors in a practical network can complicate the design of a reliable over-the-air computation (OAC) scheme. Also, several wireless communication metrics such as adjacent-channel-leakage ratio (ACLR), peak-to-mean envelope power ratio (PMEPR), cubic metric (CM), and power amplifier (PA) efficiency need to be taken into account in practice as FEEL heavily relies on the uplink transmission and the availability of a large number of EDs such as low-cost Internet-of-Things (IoT) devices (e.g., battery-powered sensors) as in Long Range (LoRa) networks. In this paper, we propose an OAC method that particularly addresses the communication-related challenges of FEEL with circularly-shifted chirp (CSC) [3].

In the literature, OAC, which was initially considered for wireless sensor networks [4], [5], has recently been investigated for distributed learning over a wireless network with both digital and analog modulations. In [6], amplitude modulation over orthogonal frequency division multiplexing (OFDM) subcarriers, i.e., called broadband analog aggregation (BAA), with the model parameters is proposed. To overcome the impact of multi-path fading on the aggregation, truncated-channel inversion (TCI) is utilized, where the symbols on the OFDM subcarriers are multiplied by the inverse of the channel coefficients, and the fading subcarriers are not used. In [7], one-bit broadband digital aggregation (OBDA), where the signs of the gradients are mapped to the quadrature phase-shift keying (QPSK) symbols and transmitted along with TCI, is investigated. In [8], the authors analyze a scenario where the ES is equipped with multiple antennas and the channel state information (CSI) is not available to the EDs. To achieve coherent combining, the ES uses superposed CSIs. In [9], an OAC scheme based on sign stochastic gradient descent (signSGD) [10] with majority vote (MV) is proposed. This method does not rely on the CSI since it calculates the MV by comparing the energy accumulation over the orthogonal resources. Therefore, it is immune to time-synchronization errors. In the literature, there are few studies that consider the PMEPR for OAC. In [11], it is shown that if the gradients are correlated, the resulting OFDM symbol with OBDA can cause very high instantaneous peak power. To address this issue, the signs of the gradients are represented as pulse-position modulation (PPM) symbols constructed with discrete Fourier transform-spread orthogonal frequency division multiplexing (DFT-s-OFDM). Nevertheless, PMEPR can still be high depending on the choice of the parameters, e.g., pulse duration in a PPM symbol.

In this work, we propose a new OAC approach based on CSCs, particularly tailored for scenarios where a power-efficient transmission is needed for FEEL to achieve wider coverage. Our specific contributions are listed as follows:

- By exploiting inherently low PMEPR of CSCs [3] and inspired by the simplicity of distributed training by the MV with signSGD [10], we show how to design chirp-based distributed learning over a wireless network. With the proposed scheme, we indicate the signs of local stochastic gradients by changing the positions of CSCs. We also do not use CSI at the EDs and ES.
• We show that the proposed scheme requires less output-power back-off (OBO) than that of OBDA for a given ACLR constraint. A reduced OBO results in increased cell coverage, which enables long-range distributed learning in a wireless network.

• We demonstrate the proposed approach can provide high test accuracy under both homogeneous and heterogeneous data distribution scenarios. We show that the proposed OAC scheme allows the model to learn the classes available at the cell-edge ED by increasing the cell size under a spectral leakage constraint.

**Notation:** The sets of complex and real numbers are denoted by \( \mathbb{C} \) and \( \mathbb{R} \), respectively. The function \( \text{sign}(\cdot) \) gives 1 and \( -1 \) for a non-negative and a negative argument, respectively. The \( N \)-dimensional all zero and one vectors are \( \mathbf{0}_N \) and \( \mathbf{1}_N \), respectively. \( I[\cdot] \) denotes the indicator function.

## II. SYSTEM MODEL

### A. Deployment

We consider a circular cell of radius \( R_{\text{max}} \) meters with an ES at its center. We assume that all the EDs are deployed uniformly at a radial distance from \( R_{\text{ref}} \) meters to \( R_{\text{max}} \) meters from the ES. All EDs and ES are equipped with a single antenna. We consider time-synchronization errors while frequency synchronization is assumed to be perfect.

In this study, we consider a power control mechanism that considers the maximum transmit power constraint at the EDs. To model this, let \( P_{\text{ref}}/\sigma_n^2 \) be the signal-to-noise ratio (SNR) of an ED at the ES location when the corresponding link distance is \( R_{\text{ref}} \) meters. Without loss of generality, we consider \( P_{\text{ref}} = 1 \) W. We then express the received signal power of the \( k \)-th ED located at the distance \( r_k \) away from the ES as

\[
P_{r_k} = \begin{cases} 
\frac{P_{\text{ref}}}{r_k^{-\alpha}} & 0 \leq r_k < r_p \\
\frac{P_{\text{ref}}}{r_p^{-\alpha}} & r_k \geq r_p 
\end{cases},
\]

where \( \alpha \) is the path loss exponent of the corresponding channel, \( \beta \in [0, \alpha] \) is a coefficient that determines how much path loss is compensated, and \( r_p > R_{\text{ref}} \) is the threshold distance beyond which the EDs are unable to attain the desired SNR at the ES. To determine \( r_p \), we consider the impact of PA non-linearity on the transmitted signals from EDs and set an ACLR constraint as follows: Let \( \text{OBO}_{\text{ref}} \) be the OBO for the link distance \( R_{\text{ref}} \) to achieve the desired SNR. Also, let \( \text{OBO}_{\text{min}} \) be the minimum OBO (i.e., results in maximum tolerable growth) that fulfills the ACLR constraint. The path loss compensation can be maintained perfectly (i.e., \( \beta = \alpha \)) up to a range of \( r_p \). Thus, \( P_{r_k} = 1 \) for \( 0 \leq r_k < r_p \). The transmitted signal power of the ED located at \( r_k \) is \( (r_k/R_{\text{ref}})^{\beta} \) for \( 0 \leq r_k < r_p \). Let \( P_{\text{max}} \) be the maximum power output of the PA. Then, \( \text{OBO}_{\text{ref}} = 10 \log_{10} \left( P_{\text{max}}/P_{\text{ref}} \right) \) and \( \text{OBO}_{\text{min}} = 10 \log_{10} \left( P_{\text{max}}/P_{\text{ref}} \left( R_{\text{ref}}/r_p \right)^{\beta} \right) \), we then calculate \( r_p \) as

\[
r_p = R_{\text{ref}} \times 10^{\text{OBO}_{\text{ref}}/\text{OBO}_{\text{min}}/10}.
\]

Therefore, for a signal with a lower PMEPR, \( \text{OBO}_{\text{min}} \) is a smaller value and the coverage is larger.

### B. Signal Model: Circularly-Shifted Chirps

In this work, we utilize the DFT-s-OFDM block to carry the gradient information with chirps by using the method introduced in [3]. In [3], it is shown that a chirp signal can be synthesized through DFT-s-OFDM with a special choice of frequency-domain spectral shaping (FDSS) coefficients with the motivation of its compatibility to 3GPP 4G LTE and 5G NR. In this study, we adopt this approach and the EDs access the spectrum with the CSCs synthesized through DFT-s-OFDM, simultaneously, given by

\[
t_{k,m} = F_N^H M_d \text{diag}(f) D_M d^{(n)}_{k,m},
\]

where \( t_{k,m} \in \mathbb{C}^N \) is the \( m \)-th transmitted baseband signal in discrete time for the \( k \)-th ED, \( F_N^H \in \mathbb{C}^{N \times N} \) is the orthonormal \( N \)-point inverse DFT (IDFT) matrix, \( D_M \in \mathbb{C}^{M \times M} \) is the orthonormal \( M \)-point discrete Fourier transform (DFT) matrix, \( M_f \in \mathbb{R}^{M \times M} \) is the mapping matrix that maps the output of the DFT precoder to a set of subcarriers, \( f \in \mathbb{C}^M \) is the FDSS vector to synthesize chirps, and \( d^{(n)}_{k,m} \in \mathbb{C}^M \) contains the symbols on \( M \) bins. In [3], it is shown that \( t_{k,m} \) is a linear combination of linear CSCs where the amount of frequency sweep for each CSC is \( \frac{f}{L_t} \) for symbol duration \( T_s \) if the vector \( f \) is expressed as \( f = [c_{L_0}, \ldots, c_{L_d}]^\top \).

\[
c_j = \gamma_j(C(\alpha_j) + C(\beta_j) + jS(\alpha_j) + jS(\beta_j)) \cdot (\cdot).
\]

\( \alpha_j \) and \( \beta_j \) are the Fresnel integrals with cosine and sine functions, respectively, \( \alpha_j = (D^2/2 + 2\pi j)/\sqrt{\pi D} \), \( \beta_j = (D^2/2 - 2\pi j)/\sqrt{\pi D} \). \( \gamma_j = \sqrt{\frac{2^j}{\pi D}} \) for \( j \in \{L_0, \ldots, L_d\}, L_d \leq -D/2 \), \( L_0 \geq D/2 \), and \( L_d - L_0 + 1 = M \). The spectrogram of a linear combination of two linear CSCs is depicted in Fig. 1.

The cyclic prefix (CP) duration is assumed to be larger than the maximum-excess delays of the channels between the EDs and ES. Thus, the \( n \)-th received baseband signal in discrete-time can be written as

\[
r_m = \sum_{k=0}^{K-1} \sqrt{P_{r_k}} H_k t_{k,m} + n_m,
\]

where \( H_k \in \mathbb{C}^{N \times N} \) is a circular-convolutional matrix based on the DFT of the channel impulse response (CIR) of the channels between EDs and ES, and \( n_m \sim \mathcal{CN}(\mathbf{0}_N, \sigma_n^2 \mathbf{I}_N) \) is the additive white Gaussian noise (AWGN). At the ES, the aggregated symbols on the bins can be expressed as

\[
\tilde{d}_m = D_M^H M_f^H \text{diag}(f^H) F_N^H r_m,
\]

where \( \tilde{d}_m \in \mathbb{C}^M \) are the received symbols on the bins.

### C. Learning Model

Let \( \mathcal{D} \) be the dataset containing all the labeled data samples. Also, let the vectors \( x \) and \( y \) be a data sample and its associated label, respectively for \( \{ (x, y) \} \in \mathcal{D} \). Let \( \mathcal{D}_k \) denote the local
dataset for user index, \( k = 0, 1, \ldots, K - 1 \) such that \( \mathcal{D} = \bigcup_{k=1}^{K} \mathcal{D}_k \). The centralized loss function can be expressed as

\[
F(w) = \frac{1}{|\mathcal{D}|} \sum_{(x,y) \in \mathcal{D}} f(w, x, y) = \frac{1}{K} \sum_{k=1}^{K} F_k(w) ,
\]

(7)

where \( w = [w_1, \ldots, w_q]^\top \in \mathbb{R}^q \) is the parameter vector, \( f(w, x, y) \) denotes the sample loss function that measures the labeling error for \( (x, y) \). In the case of distributed learning, the goal is to minimize the loss function in (7) to find the desired parameter vector \( w \), i.e.,

\[
w^* = \arg \min_w F(w) ,
\]

(8)

where the dataset are not uploaded to a centralized server.

To solve (8), the procedure for distributed training by the MV based on signSGD [10] can be summarized as follows: Let \( \bar{g}_k^{(n)} \) be the local stochastic gradient vector of the \( k \)th ED, given by

\[
\bar{g}_k^{(n)} = \nabla F_k(w^{(n)}) = \frac{1}{n_b} \sum_{(x,y) \in \mathcal{D}_k} \nabla f(w^{(n)}, x, y) ,
\]

(9)

where \( \mathcal{D}_k \subset \mathcal{D} \) is the set of the selected data samples and \( n_b = |\mathcal{D}_k| \) is the batch size, \( w^{(n)} \) is the parameter vector at the \( n \)th gradient with the expression given by

\[
w^{(n)} = \text{arg min}_w F(w) ,
\]

(10)

Afterwards, the ES sends the calculated MV vector \( v^{(n)} = [v_1^{(n)}, \ldots, v_q^{(n)}]^\top \) to the EDs. All the EDs update their parameters for the next communication round as

\[
w^{(n+1)} = w^{(n)} - \eta v^{(n)} ,
\]

(11)

where \( \eta \) is the learning rate.

In this study, we consider the same procedure outlined above. However, we consider its implementation in a wireless network and calculate the MV in (10) with an OAC scheme that relies on CSCs.

III. CSC-BASED MAJORITY VOTE

In this section, we discuss the transmitter at EDs and the receiver ES with the proposed OAC scheme. We also elaborate on the convergence rate of the distributed learning when the proposed OAC is used for the MV calculation.

A. Edge Device - Transmitter

We encode the gradients with CSCs as follows: Let \( S \) be the number of blocks used in the transmission to train the model for each communication round. Each block can synthesize \( M \) CSCs corresponding to the \( M \) DFT-s-OFDM bins. From the \( MS \) available indices, we propose to assign two active indices for each \( i \)th gradient. In this case, the number of votes that can be carried for each block is equal to \( M_i = \left[M/(2 + 2M_g)\right] \).

To express the mapping rigorously, let \( f \) be a pre-defined function that maps \( i \in \{1, 2, \ldots, q\} \) to the distinct pairs \((m^+, l^+)\) and \((m^-, l^-)\) for \( m^+, m^- \in \{0, 1, \ldots, S - 1\} \) and \( l^+, l^- \in \{0, 1, \ldots, 2M_g - 1\} \). Let \( d_{k,m}^{(n)} \) be the symbol at the \( j \)th index of the \( m \)th symbol for the \( k \)th user. For all \( i \), we then set the corresponding symbols as

\[
(d_{k,m}^{(n)})^{+1} = s_{k,j} \begin{cases} 1 & \text{if } \bar{g}_{k,j}^{(n)} = 1 \\ -1 & \text{otherwise} \end{cases}
\]

(12)

and

\[
(d_{k,m}^{(n)})^{-1} = s_{k,j} \begin{cases} -1 & \text{if } \bar{g}_{k,j}^{(n)} = 1 \\ 1 & \text{otherwise} \end{cases}
\]

(13)

where \( s_{k,j} \) is a random symbol on the unit circle to introduce randomness to the synthesized symbols and \( M_g \geq 0 \) is a parameter to set the guard period between the CSCs. Due to the channel dispersion, delay spread, and potential time synchronization errors, the CSCs can interfere with each other. We deactivate \( M_g \) indices followed by any active index to avoid interference. The inactivated indices provide a guard period of \( T_g = M_g T_s / M \) between two adjacent CSCs. Let the delay due to time-synchronization error be \( T_{\text{sync}} \) seconds and the maximum delay of the channel be \( T_{\text{chan}} \) seconds. Hence, the negligible interference can be ensured by choosing \( M_g \) under the condition given by

\[
T_g = \frac{M_g T_s}{M} \geq T_{\text{chan}} + T_{\text{sync}}.
\]

(14)
B. Edge Server - Receiver

The mapping function $f$ is assumed to be known to the ES so that the ES can calculate the pairs $(m^+, l^+)$ and $(m^-, l^-)$ for a given $i$. The MV for the $i$th gradient can be obtained as

$$v_i^{(n)} = \text{sign} \left( \Delta_i^{(n)} \right),$$

where $\Delta_i^{(n)} = r_i^{(n)} - r_i$ for $r_i^{(n)} = \sum_{j=1}^{i+1} |(\tilde{d}_m - m_j)^2|^{1/2}$ and $r_i = \sum_{j=1}^{i+1} |(\tilde{d}_m - m_j)|^{1/2}$. We consider $(1 + M_g)$ bins for the energy calculations for $r_i^{(n)}$ and $r_i$. The transmitter and the receiver block diagrams are provided in Fig. 1.

C. Convergence Rate

The MV computed with (15) obtains the original MV given in (10), probabilistically, due to the non-coherent detection. Nevertheless, for a non-convex loss function $F(w)$, we can show that CSC-MV still maintains the convergence of the original MV in [10] under the assumptions given as follows:

Assumption 1 (Bounded loss function). ∀w, \[ F(w) \leq F^* \]

Assumption 2 ($L$-smooth gradient [12]). Let $g$ be the gradient of $F(w)$ evaluated at $w$. ∀w and $\tilde{w}$, the expression given by

$$|F(w') - (F(w) - g^T (w' - w))| \leq \frac{1}{2} \sum_{i=1}^{Q} L_i (w_i' - w_i)^2,$$

holds for some vector with non-negative constant values, i.e., $L = [L_1, \ldots, L_Q]^T$.

Assumption 3 (Bounded variance). The local estimates of the stochastic gradient, $\{\tilde{g}_k = [\tilde{g}_{k,1}, \ldots, \tilde{g}_{k,q}]^T = \nabla F_k(w^{(n)})\}, \forall k$, are independent and unbiased estimates of $g = [g_1, \ldots, g_q]^T = \nabla F(w)$ with a coordinate bounded variance, i.e., $\mathbb{E} [\tilde{g}_k] = g$, $\forall k$ and $\mathbb{E} [\tilde{g}_{k,i} - g_i]^2 \leq \sigma_i^2/n_b$, $\forall k, i$, where $\sigma = [\sigma_1, \ldots, \sigma_q]^T$ is a non-negative constant vector.

Assumption 4 (Unimodal, symmetric gradient noise). For a given $w$, each element of the vector $\tilde{g}_k$, $\forall k$, follows a unimodal distribution that is symmetric around its mean.

We assume that CSCs are orthogonal to each other. This assumption is not strong because the interference among them can be maintained negligibly low under (14). Hence, by using the steps mentioned in [11], based on the aforementioned assumptions, the following theorem can be derived:

Theorem 1. For $n_h = N/\gamma$ and $\eta = 1/\sqrt{\|L\|_1 n_b}$, the convergence rate of CSC-MV based FEEL in fading channel can be expressed as,

$$\mathbb{E} \left[ \frac{1}{N} \sum_{n=0}^{N-1} \|g^{(n)}\|_1 \right] \leq \frac{1}{\sqrt{N}} \left( a \sqrt{\|L\|_1} \left( F(w^{(0)}) - F^* + \frac{\gamma}{2} \right) + 2 \frac{\sqrt{2} \gamma}{3} \|\sigma\|_1 \right),$$

where $a = (1 + \frac{2}{\zeta}) \frac{1}{\sqrt{\gamma}}$ for $\zeta \leq \frac{E_e}{(1 + M_g)\sigma_n}$.

D. Trade-offs and Comparisons

The schemes in [6–8] rely on OFDM modulation. However, OFDM is known to suffer from high PMEPR. The main advantage of CSC-MV is that it can achieve a significantly low PMEPR compared to the methods in [6–8], [11]. The scheme in [11] is also based on DFT-s-OFDM leading to low PMEPR symbols. However, theoretically, CSC-MV can decrease the PMEPR even further and can achieve a PMEPR as low as 0 dB (for $M_s = 1$), unlike the method in [11]. For our scheme, the PMEPR increases with the number of chirps [13]. Hence, for $M_s$ votes, the PMEPR is $10 \log_{10} M_s$. The number of symbols needed to train each round is $\lceil \frac{n}{M_s} \rceil$. Thus, CSC-MV causes a trade-off between PMEPR and resource consumption. As a result, we must increase the PMEPR limit to reduce resource utilization.

OBDA [7] and BAA [6] rely on the CSI being available to the EDs. Although the proposed scheme in [8] does not require the CSI to be available on the EDs, the ES utilizes multiple antennas to overcome the impact of fading, and the sum of the channel gains from the ED to each antenna is assumed to be available to the ES. CSC-MV does not rely on the summed CSI or multiple antennas. Non-coherent detection also aids in the elimination of synchronization issues as it does not need phase synchronization.

Finally, the methods in [6] and [8] rely on analog transmission, which is incompatible with the existing digital modulation-based wireless systems. Similar to OBDA [7], CSC-MV is compatible with digital modulation. Also, since the proposed scheme synthesizes CSC over DFT-s-OFDM, it is compatible with the transceivers in 5G NR.

IV. Numerical Results

We consider the learning task of handwritten digit recognition over a FEEL system in a circular cell with a radius of $R_{max} = 50$ m and the number of EDs, $K = 50$. The path loss exponent is $\alpha = 4$. We assume perfect power control within the coverage range (i.e., $r_k < r_p$) and $\text{OBOD}_{ref}$ is set to 30 dB, and $R_{ref} = R_{min} = 10$ m. We consider the Rapp model for the PA at the EDs with the saturation amplitude of 1 and the smoothness factor of 3. We compare the performance of CSC-MV with OBDA in this setup for both homogeneous and heterogeneous data distributions. For homogeneous data distribution, all digits are equally assigned to each ED. For heterogeneous data distributions, the cell is divided into two equal areas with an equal number of EDs. The first area is the circle with a radius of $R_{max}/\sqrt{2}$. The second area is the ring-shaped area enclosed by two concentric circles with radius $R_{max}/\sqrt{2}$ and $R_{max}$. The EDs located at the first and the second area only have the data samples with labels $\{0, 1, 2, 3, 4\}$ and $\{5, 6, 7, 8, 9\}$, respectively (See [9, Figure 3] for illustration).

Our model is based on the convolution neural network (CNN) given in [9], which contains $q = 123090$ learnable

1Practically, the PMEPR is higher than the theoretical value as the CSC is distorted due to the truncation of the FDSS vector. However, it can be mitigated by either decreasing the frequency deviation of the CSC or allowing an amount of leakage beyond the assigned bandwidth [3].
parameters. We considered $M = 54$ subcarriers and IDFT size $N = 64$. The FEEL performance is tested under two different uplink SNRs, i.e., 0 dB and 20 dB. ITU Extended Pedestrian A (EPA) is considered for the fading channel with no mobility for each round and the channel variation is considered by regenerating the channel at each communication round. The root-mean-square (RMS) delay spread of the EPA channel is $T_{\text{rms}} = 43.1$ ns. For each round, we transmit 61545 and 30773 symbols for $M_\nu = 2$ and $M_\nu = 4$, respectively.

In Fig. 2, the PMEPR distributions are compared. The
OBDA can cause substantially high PMEPR as the signs of the gradients may result in a constructive addition in the time domain. The CSCs, on the other hand, result in low PMEPR as shown in III-D. When $M_v$ is 1, 2, or 4, the PMEPR is approximately 2 dB, 3 dB, and 6 dB, respectively. However, theoretically, the PMEPR should be 0 dB, 2 dB, and 4 dB when $M_v$ is 1, 2, or 4, respectively. The synthesized signal is distorted due to the abrupt frequency change of the linear CSCs within a symbol duration [3]. As a result, the observed PMEPR is larger than the theoretical bound. However, PMEPR can be improved by choosing very small $D$ or by modifying the FDSS vector $f$ [3].

The CM distributions are shown in Fig. 3. The CM of a time-domain signal $x(t)$ is calculated as $CM(x(t)) = (RCM_x(t) - RCM_{ref})/K_s$, where the empirical slope factor $K_s$ is set to 1.52 for OFDM systems and $RCM_x(t)$ is defined by $RCM_x(t) = 20 \log_{10}(x_{norm}(t))$, where $x_{norm}(t)$ is the normalized signal. For the reference signal, we set $RCM_{ref}$ to be 1.52 dB [14]. For $M_v = 1$, Fig. 3 demonstrates that CSC-MV performs even better than the reference signal. Similar to the PMEPR results, CSC-MV outperforms OBDA for $M_v \in \{1, 2, 4\}$.

Fig. 4 shows the ACLR versus OBO plot for CSC-MV and OBDA. For both schemes, we consider a time-domain windowing with a raised cosine window to minimize spectral leakage. We define ACLR as the ratio of the power received outside the allocated frequency band of the channel to the received power on the assigned channel bandwidth. The plots show that under similar ACLR constraints, the power amplifier must operate at a larger OBO value for the OBDA compared to the CSC-MV. Moreover, the lowest ACLR that OBDA and CSC-MV can achieve is $-23$ dB and $-28.22$ dB, respectively. If we consider an ACLR constraint of $-22$ dB, we calculate $OBO^{\text{obda}}_{\text{min}} = 10.5$ dB, $OBO^{\text{csc-mv}}_{\text{min}} = 3.3$ dB for $M_v = 2$ and $OBO^{\text{csc-mv}}_{\text{min}} = 4.4$ dB for $M_v = 4$ as the minimum OBO values at the PAs for the corresponding schemes. Fig. 5(a) and Fig. 5(b) show the OOB performance for different schemes at $OBO = OBO^{\text{csc-mv}}_{\text{min}}$ and $OBO = OBO^{\text{obda}}_{\text{min}}$, respectively.

The plots show that the OBDA is more prone to the spectral leakage problem than CSC-MV. In Fig. 6, the uplink SNR versus link distance performances are shown under the ACLR constraint. The curves indicate that the power control can maintain the uplink SNR up to a range of $r_p$, where the range of power control for OBDA, CSC-MV ($M_v = 2$) and CSC-MV ($M_v = 4$) are 30.72 m, 43.55 m, and 46.42 m, respectively. Hence, the area of the cell is appropriately doubled with $M_v = 2$ as compared to OBDA.

Fig. 7 shows the test accuracy results for homogeneous data distribution for $SNR = \{0, 20\}$ dB, $K = 50$, and $D = \{2000, 20000\}$. Both OBDA and CSC-MV perform with high accuracy in all scenarios. We define all the EDs at $R \leq r_p$ as near EDs and the ones at $R > r_p$ as far EDs. For the given setup, the number of near EDs for OBDA, CSC-MV ($M_v = 2$) and CSC-MV ($M_v = 4$) are 20, 37, and 42, respectively. For OBDA, the votes of the 20 near EDs have a stronger impact compared to the random votes of the 30 far EDs that are affected by the imperfect power control. The training remains unaffected, and OBDA performs well for homogeneous data distributions.

Fig. 8 shows that CSC-MV performs much better than OBDA in terms of test accuracy for heterogeneous data distributions. Although Assumption 3 does not hold in the case of heterogeneous data distribution, the test results are still remarkable for CSC-MV. The test accuracy results can be further understood from the loss vs. link-distance performance after 750 iterations given in Fig. 9. For OBDA, the plot shows that the 20 near EDs only have half of the available labels. As a result, the trained model fails to distinguish the other half of the digits and the test accuracy is near 50%, i.e., the learning is biased towards the nearby EDs. For CSC-MV ($M_v = 4$), of the 37 near EDs, 25 of them have the dataset with labels $\{0, 1, 2, 3, 4\}$, and the remaining 12 EDs have the dataset with labels $\{5, 6, 7, 8, 9\}$. The availability of all the labels allows the model to converge with high test accuracy. For the same reason, the test accuracy is high for CSC-MV ($M_v = 2$).

V. CONCLUDING REMARKS

In this study, we propose a CSC-based OAC for FEEL. To implement FEEL, all the design challenges for a practical wireless communication system (e.g., PMEPR, CM, spectral leakage) must be taken into account. The main advantage of CSC-MV is the improved power efficiency with low distortion, which results in larger cell size as compared to OBDA under an ACLR constraint. Also, CSC-MV can work at a much lower OBO level than the one for OBDA. For a distributed learning scenario, a better PA efficiency is crucial for reducing the cost of the devices that operate with a low link budget, e.g., IoT sensors. On the other hand, CSC-MV requires a larger number of symbols as compared to OBDA. We demonstrate that a larger cell size helps to achieve a high test accuracy for heterogeneous data distributions, particularly, when the dataset changes based on the location of the devices. Numerical results show that, compared to OBDA, CSC-MV leads to a larger area in which ED can converge, resulting in high test accuracy. In
the future, the proposed concept will be enhanced to decrease the number of symbols transmitted while maintaining the power-efficiency.
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