ABSTRACT

Deep learning technology can be used as an assistive technology to help doctors quickly and accurately identify COVID-19 infections. Recently, Vision Transformer (ViT) has shown great potential towards image classification due to its global receptive field. However, due to the lack of inductive biases inherent to CNNs, the ViT-based structure leads to limited feature richness and difficulty in model training. In this paper, we propose a new structure called Transformer for COVID-19 (COVT) to improve the performance of ViT-based architectures on small COVID-19 datasets. It uses CNN as a feature extractor to effectively extract local structural information, and introduces average pooling to ViT’s Multilayer Perception (MLP) module for global information. Experiments show the effectiveness of our method on the two COVID-19 datasets and the ImageNet dataset.

CCS CONCEPTS
- • Computer systems organization → Embedded systems; Redundancy; Robotics; • Networks → Network reliability.
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1 INTRODUCTION

As a global pandemic, the Coronavirus Disease 2019 (COVID-19) has so far spread to 192 countries and regions, causing 158,407,543 infections, resulting in the loss of 3,294,694 lives as of 10 May 2021. For the prevention and treatment of COVID-19, accurate identification of cases, isolation of patients from healthy people, and proper treatment of patients are of vital importance.

Real-time polymerase chain reaction (RT-PCR) is currently the most commonly used technique for COVID-19 detection. It detects respiratory samples and blood samples of subjects to be examined, and is known as the gold standard for COVID-19 detection due to its convenience and relatively high sensitivity [1]. However, the technology takes several hours from the beginning of the detection to obtaining the results. This delay in time may lead to contact between the patient and the normal population and cause the further spread of the virus [2]. Since the patient’s computer tomography (CT) and chest X-ray imaging (CXR) exhibits image characteristics shown in Fig. 1, such as ground-glass opacity (GGO), out-of-the-air bilateralities, and interstitiality [3-4], medical imaging processing will facilitate the rapid diagnosis of COVID-19.

However, in the early stage of COVID-19, its imaging findings are very similar to ordinary pneumonia and other lung diseases, and it is difficult to distinguish. In some underdeveloped areas, due to the lack of imaging professionals and related technical equipment, the problem will be more serious, causing a large number of patients to be misdetected or missed. Therefore, an efficient, convenient, and accurate COVID-19 detection technology is needed.

At present, some work that detects COVID-19 infection based on images has been proposed [9, 10, 13, 18]. However, most of the existing methods have not been optimal due to insufficient labeled COVID-19 data, or are only validated on small datasets, and the model lacks generalization. Researchers have carried out a series of work to solve these problems, including the use of weakly supervised learning [22], anomaly detection [26], and transfer learning [1]. However, the effect is still limited because the models presented by these efforts lack generalization validation on large datasets.

Transformer structure was originally applied to natural language processing (NLP), is notable for its use of attention to model long-range dependencies in the data [11]. Recently, it has performed well in computer vision tasks such as image classification [5, 21], object detection [3, 28], action recognition [15], joint vision-language modeling [16], etc. However, due to the lack of inductive bias inherent to CNNs, it exhibits limited feature richness and difficulty in training when the training dataset is small. ViT [5] point out that a hybrid ViT can be used, which uses CNN to generate initial feature embedding, and then train with Transformer. The introduction of the CNN structure can help improve the feature richness when the sample is insufficient, and re-introduces the inductive bias.

To solve the problem of model generalization in the COVID-19 detection task and the difficulty of training vision transformers
on small datasets, we designed a hybrid model based on visual Transformer and CNN, called COVT, Transformer for COVID-19. This structure takes advantage of Transformer’s ability to capture long-term dependence and CNN’s ability to focus on local information and extract low-level information. Specifically, we designed an effective CNN backbone, which uses multiple atrous convolutions with different atrous rates to obtain multi-scale information without causing an increase in computational complexity and loss of image detail information. At the same time, in the Transformer structure, we have improved the MLP module to enable it to fuse global information and better capture long-term dependencies.

In summary, our contribution is as follows:

- A multi-scale CNN backbone was designed to compensate for vision transformer’s shortcomings in extracting low-level information.
- An improved MLP module is proposed to better integrate global information through average pooling.
- Experiments were performed on two COVID-19 CXR datasets. In order to further verify the generalization performance of the model on large dataset, experiments were conducted on the ImageNet dataset, and the results proved the validity of the proposed COVT model.

The rest of the paper is organized as follows. Section 2 reviews the related work. Section 3 introduces the proposed method. Section 4 describes the datasets used and the experiments conducted to evaluate the performance of the proposed method, followed by conclusion in Section 5.

2 RELATED WORK

In this section, we discuss two types of works that are most relevant to our work, including deep learning based diagnosis of COVID-19 and Transformers in Vision.

Deep Learning Based Diagnosis of COVID-19 In recent years, convolutional neural networks (CNN) have been used to detect lung disease due to its effectiveness. Rajpurkar et al. [17] designed a 121-layer network that performed well on the ChestX-ray14 [23] dataset containing 14 different lung diseases. Gu et al. [6] proposed a computer-aided diagnosis (CAD) system that can be used to identify bacterial and viral pneumonia in chest radiography. Inspired by these achievements, some scholars have applied deep learning-related algorithms to COVID-19 detection and achieved promising results. Tulin Ozturk et al. [19] designed a model using raw chest X-ray images for automatic COVID-19 detection. The model achieved 98.08% and 87.02% accuracy on binary classification (COVID vs. No-Findings) and multi-class classification (COVID vs. No-Findings vs. Pneumonia) tasks, respectively.

Eduardo Soares et al. [18] established a public SARS-CoV-2 CT scan dataset, containing 1252 cases of SARS-CoV-2 infection (COVID-19) positive CT scans and 1,230 CT scans of not infected with SARS-CoV-2 but suffering from other lung diseases. Xuehai He et al. [8] used Self-Trans approach, which integrates self-supervised learning and transfer learning, to reach 0.85 F1 and 0.94 AUC when diagnosing COVID-19 using CT scans. However, due to the difficulty of COVID-19 data acquisition, most of these works are trained and tested on small datasets. None of these works verifies the generalization of the designed model on large-scale data sets. Although the generalization is very important when the model is used on different datasets.

Transformer in Vision Transformer was first proposed by the Google team in 2017 for natural language processing (NLP) tasks, and then became the main backbone of NLP. In October 2020, ViT [5], the first pure Transformer applied in computer vision, was proposed, and achieved excellent results on large datasets such as JFT-300. However, ViT has shortcomings such as the inability to model local structures of images, such as edges and lines, and limited feature richness when training samples are insufficient, so a series of improvements have been made to the structure of ViT in studies such as [11, 20, 24]. MoCov3 [4] freezes the patch projection layer in ViT, i.e. uses a fixed random patch projection to alleviate the instability of the training process and improve model accuracy. DeiT [21] introduces knowledge distillation, which enables student models to learn useful information from teacher models through distillation token. T2T [25] recursively aggregating tokens into one token to improve the problem in ViT where simple tokenization of input images cannot model local information. Different from these works, this paper is dedicated to combining the advantages of CNN’s inductive bias and local information extraction with the advantages of Transformer’s long-term dependence. Combine local information and global information in an effective way to better guide image classification.

3 METHODS

In this section, we describe the proposed Transformer for COVID-19 (COVT) in details.

3.1 Network Structure

In order to effectively extract local details and global context information from COVID-19 images, we designed a novel COVT framework, the overall structure of which is shown in Fig. 2.
The input COVID-19 image passes through the CNN block to extract multi-scale feature information. The low-level feature diagram is then entered into the Transform module to extract the global dependency. After passing the FFN, the results of the classification and the multi-scale receptive field and rich context information are output.

3.2 CNN block

When training from scratch on medium-sized datasets (such as ImageNet), ViT’s performance is not as good as similar-sized CNN counterparts (e.g., ResNets). One of the reasons is that the direct tokenization of the input image through hard split makes ViT unable to model the local structure of the image (such as edges and lines), so it requires much more training samples than CNNs to achieve similar performance [25]. To alleviate this problem and improve the performance of ViT-based architectures on small COVID-19 datasets, we introduce a CNN block in the ViT structure.

The designed CNN block is shown in Fig. 3. The input COVID-19 chest-X-ray(CXR) images first pass through a $7 \times 7$ convolution layer to increase the receptive field. This is because in deep neural networks, the size of the receptive field can roughly indicate the extent to which context information is used [27]. For CT and X-ray images, the COVID-19 infection area usually occupies only a small part of the image. Therefore, in order to accurately identify these areas, it is necessary to make effective use of contextual information and accurately extract image features. Thus, the feature map generated by the $7 \times 7$ convolution enters the spatial pyramid feature extraction module, and the multi-scale receptive field and rich context information are obtained through the atrous convolution with the atrous rates of 1, 2, 3, and 4 respectively. Then, the resulting feature maps, which are processed by four different atrous convolution branches, are concatenated to form a feature map that contains both rich local detail information and global information, and is input into the Transformer block.

3.3 Transformer block

The transformer block used in COVT is shown in Fig. 4. On the left is ViT’s transformer encoder. We mainly improved the MLP module, which is referred to below as the Improved MLP module.

Suppose an input image token with a size of $[B, N, C]$, where $B$ is the batch size set during training, $N$ means that the original feature map is divided into $N$ patches, and $C$ is the number of channels. For the MLP module in the Vision Transformer, it will be referred to as the original MLP hereinafter. When the image token is input to the MLP module for calculation, each patch inside the original MLP will be calculated separately, which is equivalent to using the local information inside the image token. In other words, the original MLP module focuses on local feature information. We made the improvements to the original MLP module as shown on the right side of Fig. 4, and the input image token will obtain global information through average pooling, at which point the size of the image token changes to $[B,1,C]$. After passing through two fully connected layers, the output of the branch that has not gone through the average pooling layer focuses on the local information of the image; for the output of the average pooling branch, it is rich in global information. After they are superimposed, it makes up for the shortcomings of the original MLP’s insufficient attention to global information. At the same time, the added computational cost is very small and can be ignored.

4 EXPERIMENTS

Implementation Details. In this section, we introduce the experimental details of the proposed method. In general, for all datasets w.r.t. different models, we use SGD optimizer with momentum 0.9. The learning rate is decayed with cosine from 0.1 to $10^{-5}$ for all models. To accommodate the size w.r.t. different datasets, we leverage batchsize of 64 for COVID X-ray dataset, 128 for covid5k dataset and ImageNet dataset. Besides, models are trained for 100 epochs before inference for all datasets. All experiments were performed on Nvidia Tesla V100 GPUs. The proposed model was constructed using Pytorch.

Datasets. To verify the effectiveness of the proposed COVT model in detecting COVID-19 infection, we conducted verification on two COVID-19 datasets, the COVID_xray dataset, and the
We conducted experiments on the COVID_xray dataset. This is a Woodstock ‘18, June 03–05, 2018, Woodstock, NY Hongyan Xu and Xiu Su, et al. with a detection accuracy of 100%.

Table 1: Result of COVT and VGG16 on COVID_xray dataset.

| Model      | augmentation | Batch-size | Top-1 (%) | Top-5 (%) |
|------------|--------------|------------|-----------|-----------|
| VGG16      | /            | /          | 100       | 100       |
| COVT-S     | mixup        | 64         | 100       | 100       |
| COVT-T     | nomixup      | 64         | 100       | 100       |

4.1 Experiments on COVID_xray dataset

We conducted experiments on the COVID_xray dataset. This is a tiny dataset with only 98 images. We use the deit-small and deit-tiny models as the backbone respectively. The COVT model using deit-small as the backbone is called COVT-S below, and the COVT model with deit-tiny as the backbone is called COVT-T. The effect of the COV-S and COV-T models on COVID_xray datasets is shown in Table 1.

It can be seen that the proposed COVT model overcomes the disadvantages of the vision transformer’s limited feature richness and difficulty in model training when the training samples are insufficient. The same effect as VGG16 is achieved on this dataset, with a detection accuracy of 100%.

Table 2: Result of COVT and other networks on covid5k dataset.

| Model            | augmentation | Batch-size | Top-1 (%) | Top-5 (%) |
|------------------|--------------|------------|-----------|-----------|
| GDCNN [2]        | /            | /          | 98.84     | /         |
| ACNN [14]        | /            | /          | 87.42     | /         |
| ResNet50 [14]    | /            | /          | 94.97     | /         |
| COVT-S           | mixup        | 128        | 98.82     | 100       |
| COVT-T           | nomixup      | 128        | 98.88     | 100       |

4.2 Experiments on covid5k dataset

To further verify the effectiveness of the COVT model in detecting COVID-19 infection, we conducted experiments on the covid5k dataset. Table 2 lists the experimental results of the COVT model and its comparison with several CNN models on the dataset.

The accuracy of our COVT-S and COVT-T models on the covid5k dataset is equivalent to or better than the convolutional neural network in Table 2. It is worth noting that the COVT-T model is 0.06% better than the COVT-S model and 0.04% better than the GDCNN model. Compared with the other two convolutional neural networks, COVT shows greater superiority. The accuracy of the COVT-S model is 11.40% and 3.85% higher than that of ADCNN and ResNet50, respectively, and the COVT-T model is 11.46% and 3.91%, respectively.

Table 3: Result of COVT and other networks on ImageNet dataset.

| Model         | Resolution | Top-1 (%) | Top-5 (%) |
|---------------|------------|-----------|-----------|
| CNN-based     |            |           |           |
| ResNet50      | 224 × 224  | 76.20     | 92.90     |
| ResNet152     | 224 × 224  | 78.30     | 94.10     |
| GhostNet-A [7]| 224 × 224  | 79.40     | 94.50     |
| Transformer-based     |            |           |           |
| DeiT-small [21]| 224 × 224  | 79.80     | /         |
| DeiT-tiny [21]| 224 × 224  | 72.20     | 91.10     |
| COVT-S        | 224 × 224  | 80.63     | 94.83     |
| COVT-T        | 224 × 224  | 76.15     | 92.59     |
| ViT-B/16 [5]  | 384 × 384  | 77.90     | /         |
| ViT-L/16 [5]  | 384 × 384  | 76.50     | /         |

5 CONCLUSION

In this paper, we propose a general method that can be integrated into common classification networks to improve their performance in COVID-19 infection detection task. In detail, our D-SPP module can be used to collect multi-scale image features and context information, and provide guidance for subsequent accurate predictions. Our proposed CID module can maintain the focus of the CNN network on areas of interest related to COVID-19 infection. In addition, the proposed modules can be easily integrated into various deep learning networks to improve their performance. Extensive experiments have been conducted on four COVID-19 CT and CXR image datasets to evaluate the performance of the proposed method, and the experimental results show the superiority of our approach to other state-of-the-art methods.
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