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Abstract

In dense image segmentation tasks (e.g., semantic, panoptic), existing methods can hardly generalize well to unseen image domains, predefined classes, and image resolution & quality variations. Motivated by these observations, we construct a large-scale entity segmentation dataset to explore fine-grained entity segmentation, with a strong focus on open-world and high-quality dense segmentation. The dataset contains images spanning diverse image domains and resolutions, along with high-quality mask annotations for training and testing. Given the high-quality and -resolution nature of the dataset, we propose CropFormer for high-quality segmentation, which can improve mask prediction using high-res image crops that pro-

Figure 1: Fine-grained entity segmentation mask annotations and inference results of our proposed CropFormer for low-resolution and high-resolution images collected from existing datasets and Internet. For the images collected from COCO [32], ADE20K [61] and Cityscapes [11], we provide a visual comparison between their original and our annotations in the middle and rightmost sub-figures. For existing datasets, the areas in black color are unannotated regions. Please note that the RGB and mask images shown here have been downsampled, and they have some quality degradation compared to the actual dataset.
vides more fine-grained image details than the full image. CropFormer is the first query-based Transformer architecture that can effectively ensemble mask predictions from multiple image crops, by learning queries that can associate the same entities across the full image and its crops. With CropFormer, we achieve a significant AP gain of 1.9 on the challenging fine-grained entity segmentation task. The dataset and code will be released at http://luqi.info/entityv2.github.io/.

1. Introduction

Dense image segmentation is an important topic in computer vision with a wide range of applications such as autonomous driving [40], robotics [46], video surveillance [38], and image editing tools. Recently, entity segmentation [42] has been introduced as a promising dense instance-aware approach for tackling generalization issues caused by narrow image domains and/or predefined class sets in existing panoptic [22, 21, 56, 28, 4] and semantic [36, 57, 7, 8, 58, 19, 33] segmentation tasks. Although the early method [42] shows some promising results, it merely borrows existing panoptic segmentation datasets to demonstrate the feasibility and benefits of the entity segmentation. However, existing panoptic segmentation datasets (e.g., COCO [32], Cityscapes [11], ADE20K [61]) suffer from the same issues that entity segmentation [42] aims to avoid, since those datasets are collected and annotated with panoptic segmentation task requirements in mind.

Motivated by the above-discussed observations, we propose a new large-scale, high-quality dataset for entity segmentation. Our dataset has three important characteristics: 1) we collect about 33,227 images from public datasets and the Internet. These images cover various domains such as landscapes, outdoor/indoor scenes, cartoons, graphical illustrations, and computer games; 2) the annotations are open-world without any predefined class restrictions and densely cover the entire images; 3) we elevate the segmentation quality objective of entity segmentation [42] to the next level by annotating high-quality masks with fine-grained details on high-resolution images. There are over 70% images that have high image resolutions, spanning from 2K to 15K, with significantly more accurate boundary annotations compared to existing panoptic datasets. As shown in Figure 1, our diversified dataset provides fine-grained segmentation masks on high-res images, along with open-world annotations on low-res images from public datasets.

Given the new fine-grained entity segmentation dataset, we evaluate widely-used segmentation models on our dataset. The high-resolution images and ground-truth (GT) masks in our dataset bring new challenges to existing segmentation approaches. The segmentation quality is sacrificed if we downsample the images and GT masks to 800px resolution during training (standard practice in Detectron2 [54] or MMDetection[5]), whereas using a larger input resolution causes out of memory issues on GPUs.

We propose CropFormer to tackle the high-resolution segmentation problem using a divide-and-conquer approach. CropFormer generates mask predictions from both the full image and its high-resolution crops, and then ensemble their mask predictions. During training, we randomly select one of the predefined 4 corner crops to pair with the full image. During inference, we apply CropFormer to all corner crops to ensemble their mask prediction results. The key strength of CropFormer is to utilize the same queries to associate the same entities across the full image and its crops, allowing us to ensemble their mask predictions during inference to obtain stronger final results. Our work is the first to overcome the limitation of existing query-based panoptic/instance segmentation methods [10, 9, 29] being not compatible with test-time augmentation (TTA)\(^1\).

The main contributions of this work are:

- We collect a large-scale, high-quality entity segmentation dataset with images collected from various domains with different resolutions and high-quality masks. Our dataset enables the evaluation of the generalization and robustness capabilities of segmentation models in a unified manner, through an open-world, domain-diverse, and high-resolution setting.
- We benchmark several segmentation models on the new dataset. We find that the traditional training setting cannot fit well to our dataset where over 70% are very high in resolution.
- We propose a new model, CropFormer, to associate the same entities in different crops with the same queries. To the best of our knowledge, we are the first to achieve ensemble-based prediction using different image crops in query-based segmentation frameworks.
- Extensive experiments and in-depth analysis show the merits of the proposed model and dataset, which will facilitate future research in this field.

2. Related Work

Image Segmentation Dataset. Numerous datasets have been proposed for semantic, instance, and panoptic segmentation, e.g., Microsoft COCO [32], ADE20K [61], KITTI [14], LVIS [16], PASCAL-VOC [13], OpenImages [24], Cityscapes [11], etc. In addition, there are some datasets designed for specific scenarios, such as amodal segmentation (COCO-Amodal [62], KINS [40]),

\(^1\)That is due to the use of Hungarian algorithm that performs unconstrained matching between queries and ground-truths, causing the same ground-truths across different image views to be represented by unmatched queries. We show some cases in our supplemental file.
human segmentation (CelebAMask-HQ [25], LIP [15], MHP [59]) and domain adaptation (Synscapes [52], GTA5 [43]). Despite significant contributions from these datasets, it is of great interest to fulfill the needs of real-world applications with high-quality images with large diversity. For example, a segmentation model should be robust to high-resolution images from different domains. Meanwhile, models should be able to segment unseen objects in the open-world setting. Most relevant to our work is the ADE20K dataset [61], which has large-scale open-vocabulary categories. However, the collected images in ADE20K are of low resolution and from narrowed domains. In our dataset, we collect the images from multiple image domains, including indoor, outdoor, street scenes, and even cartoon and remote image domains. In addition, over 80% of the images resolution fall within the high-resolution range of 2000px and 8000 px. Compared to the ADE20K [60] and LVIS [16] dataset with a predefined category list, our annotation process is different. We first conduct class-agnostic mask annotation on each entity. After that, the category information is then labeled in an open-vocabulary manner.

Scene Parsing Methods. Scene parsing methods are mainly developed by convolution-based dense prediction or transformer-based query prediction. The method based on convolution-based dense prediction often uses explicit localization information like bounding box proposals or pixel position for pixel-level mask prediction. These approaches include FCN [36], DeepLab [6], PSPNet [57], Mask R-CNN [17], PANet [34], SOLO [50], CondInst [47], PanopticFPN [21], and PanopticFCN [27]. Motivated by the success of transformers DETR [4] for detection tasks [30, 31, 12, 41], numerous methods, e.g., Max-DeepLab [49] and Mask2Former [10], directly predict segmentation masks without the guidance of bounding boxes. The key to these methods is to use learnable queries to model the implicit location of the potential instance area. Although query-based methods are effective, they cannot benefit from TTA which is commonly used to boost the accuracy of convolution-based methods. Specifically, it is challenging for a query-based method to ensemble multiple results from augmented image views, due to the lack of exact location for queries. Motivated by video-level Mask2Former, we endow the queries with ability to connect the same entities among different image views. As such, our approach can enhance high-resolution image segmentation by combining the results from full image and local crops.

3. EntitySeg Dataset

The EntitySeg dataset contains 33,227 images with high-quality mask annotations. Compared with existing datasets, there are three distinct properties in EntitySeg. First, 71.25% and 86.23% of the images are of high resolution with at least 2000px×2000px and 1000px×1000px which is more consistent with current digital imaging trends. Second, our dataset is open-world and is not limited to predefined classes. We treat each semantically-coherent region in the images as an entity, even if it is a blurred region or it cannot be semantically recognized easily. Third, the mask annotation along the boundaries are more accurate than existing datasets, as shown in Figure 1. Next, we describe our EntitySeg dataset and provide comprehensive analysis.

3.1. Image Collection

Inspired by the collection criterion of COCO [32], we collect most non-iconic images with more contextual information and non-canonical viewpoints. In addition, the image domains should be as diversified as possible to guarantee substantial domain diversity. Therefore, the image sources of our dataset include several public datasets and the Internet, where the images are permitted for academic research use. For public dataset sources, we select part of the images from COCO [32], ADE20K [61], Pascal VOC [13], Cityscapes [11], Mapillary Vistas [39], ImageNet [23], Open Images [24], DIV2K [3], Flickr2K [51], Clipart [20], Comic [20], DOTA [55] and some computer game screenshots from Synscapes [52] and GTA5 [43]. From the Internet, we crawled mainly high-resolution images from Pixabay [1], Unsplash [2], and LAION-400M [45]. In Figure 2(c), we show the distribution of image sources in our dataset and see that most of the images are from high-resolution sources like Pixabay, Unsplash, and LAION-400M. Figure 2(a) shows that our dataset has more high-resolution images whose resolutions are normally distributed in the range of 0px to 15,000px. In contrast, all the images of ADE20K [61] and COCO [32] are under 1000px.

3.2. Image Annotation

The annotation process for our dataset mainly consists of three steps. For an image, we first annotate all entities with class-agnostic pixel-level masks where each mask has no overlaps with others. After that, each mask is annotated with a class label based on a large vocabulary class set, which is not fixed but updated continuously over time. There are two special considerations here: 1) we annotate the entity as ‘unknown’ or ‘blurred’ if it cannot be named easily or is severely blurred; 2) the entity is annotated as a ‘supercategory_other’ if we merely know it is a supercategory but unable to identify its fine-grained class. Our annotation process is the direct opposite of those of the popular segmentation datasets like COCO [32] and ADE20K [60], where class sets are predefined first before annotating masks based on the predefined classes.

Table 2 indicates that our dataset has a more significant proportion of covered image areas and a greater number
Figure 2: Sub-figures (a) and (b) illustrate the distributions of image resolutions and average number of entities among ADE20K, COCO, and EntitySeg. Sub-figure (c) shows the distribution of image sources we collected EntitySeg images from.

Figure 3: The class distribution of the EntitySeg dataset. Here we mention if a class belongs to thing or stuff. Please zoom in on the x-axis of the figure to see the class names.

Table 1: Annotation consistency of class-agnostic localization and class-aware categories among annotators.

| annotator | accuracy | 
|-----------|----------|
| annotator 1 | 90.6% |
| annotator 2 | 95.4% |
| annotator 3 | 91.2% |

Table 2: The statistical comparisons between COCO [32], ADE20K [61] and EntitySeg. ‘ImageRes (avg)’, ‘EntityNum (avg)’, ‘Valid Area’, ‘Entity Complexity’, and ‘Entity Simplicity’ refer to the average value of image resolution size, entity numbers per image, valid area ratio per image, average entity complexity and simplicity respectively. ‘EntityNum (max)’ means the maximum per-image number of entities within each dataset.

| Dataset | ImageRes (avg) | EntityNum (avg) | EntityNum (max) | Entity Complexity | Entity Simplicity | Valid Area |
|---------|----------------|----------------|-----------------|------------------|------------------|------------|
| COCO    | 522.5          | 11.2           | 95              | 0.758            | 0.581            | 0.891      |
| ADE20K  | 461.3          | 13.6           | 255             | 0.802            | 0.606            | 0.914      |
| EntitySeg | 2706.7        | 18.1           | 236             | 0.719            | 0.538            | 0.999      |

Table 3.3. Dataset Statistics

In our EntitySeg dataset, we annotate all images at the entity level, regardless of whether they belong to thing or stuff in previous datasets. As shown in Figure 1, we show some low- and high-resolution photos and their mask annotations to highlight our high-quality pixel-level annotation quality. For example, one can zoom in on the Unsplash image to see how fine-grained the railing’s mask is.

Table 2 shows the quantitative comparison among our dataset, COCO-Panoptic [32], and ADE20K-Panoptic [61]. In the EntitySeg dataset, each image has 18.1 entities on average, which is more than 11.2 and 13.6 entities in COCO.
and ADE20K. The detailed comparison among those three datasets on the distribution of entity number is shown in Figure 2(b). Furthermore, the shapes of entities in our dataset are more complex than those COCO [32] and ADE20K [61] as represented by the columns ‘Entity Complexity’ and ‘Entity Simplicity’ of Table 2 where an entity with a large convexity and simplicity value means it is a simple shape (and both metrics achieve their maximum value of 1.0 for a circle [62]). More details about how complexity and simplicity are calculated can be found in the supplementary material.

**Class-Aware Annotation.** We select a subset of 11,580 images from the entire dataset for class labeling, which forms the EntityClass dataset. In our annotation process, the class is labeled in an open-vocabulary and free-form manner, then the class set is continually expanded. After the class annotation process, we organize and merge the annotated classes according to Word-Tree [44]. This results in 535 thing and 109 stuff classes for EntityClass. Figure 3 shows the class frequency distribution which follows Zipf’s law, resembling existing datasets like COCO [32] and ADE20K [61].

**4. Method**

Preliminary work on entity segmentation [42] shows that instance segmentation frameworks are generally applicable to entity segmentation. In this work, we build our CropFormer on top of Mask2Former [10], which is the state-of-the-art query-based image segmentation method. In the following, we first revisit our baseline framework Mask2Former [10]. Then, we introduce our CropFormer, which enables queries to associate the same entity across various image views. Lastly, we present the training and inference pipelines of our framework.

**4.1. Revisiting Mask2Former**

Mask2Former is a universal Transformer-based framework for image or video instance segmentation. Given an input sample, Mask2Former adopts a Transformer-based decoder, which first learns $N$ number of $K$-dimensional queries $\mathbf{Q} \in \mathbb{R}^{N \times K}$ to generate embeddings $\mathbf{E} \in \mathbb{R}^{N \times 1 \times 1 \times K}$, then predict $N$ segmentation masks based on the generated embeddings, where the 2nd, 3rd, and 4th dimensions of $\mathbf{E}$ correspond to temporal ($T$), height ($H$), and width ($W$) dimensions respectively. For image-level Mask2Former, $\mathbf{E}$ is expanded along spatial dimensions ($W$ and $H$) to the shape of $N \times 1 \times H \times W \times K$. Alternatively, for video-level Mask2Former, $\mathbf{E}$ is with a shape of $N \times T \times H \times W \times K$, and the combination of temporal ($T$) and spatial dimensions ($W$ and $H$) enables Mask2Former to utilize the shared embeddings to represent the same visual instances across different frames consistently.

**4.2. CropFormer**

We illustrate our CropFormer in Fig. 4, which incorporates the benefits of Mask2Formers (image-level and video-level) along with high-resolution crop inputs to improve the quality of fine-grained entity segmentation. In the following part, we provide the details of the CropFormer.

**Crop Dataloader.** In CropFormer framework, the crop dataloader is designed to generate a batch of images that simultaneously include the full images and their corresponding crops. There are two steps in our dataloader: crop and resize. First, we augment the full image $I^o$ with a crop that is part of the full image. The crop is randomly extracted from one of the fixed image corners: upper-left, upper-right, bottom-left, bottom-right. The crop size is controlled by a fixed ratio hyperparameter $\delta \in \mathbb{R}$ relative to the full image size. Then, we resize both the full image and crop to the same size. In this way, we construct an input tensor $\mathbf{I} \in \mathbb{R}^{1 \times 2 \times H_1 \times W_1 \times 3}$ with 2 elements (full image & 1 crop) along the temporal dimension. Compared to the full image, our corner crops preserve more image details (e.g., local information) that are useful for fine-grained segmentation. Specifically, given an dataloader $\mathcal{D}$, we define the data preprocessing as:

$$I = \{I^o, I^c\}, \quad I^o \sim \mathcal{D} \quad (1)$$
where \( I^c \) is sampled from \( D \), and \( I^c \) is the cropped image controlled by fixed ratio \( \delta \). Unlike the random cropping in [53, 18], we adopt a fixed cropping solution to keep the training and inference consistent. Such a rigid cropping strategy provides better inference efficiency since, rather than bunches of random crops, evaluating a fixed number of crops during inference is sufficient enough.

**Image Encoder and Decoder.** Based on learnable image-level queries \( Q_i \in \mathbb{R}^{N \times K} \), we use image encoder \( \Theta \) and image-level decoder \( \Phi_i \) to generate image-level embeddings \( E_i \in \mathbb{R}^{N \times 2 \times 1 \times 1 \times K} \) for the full input image and its crop. Both encoder and decoder share the same architecture as image-level Mask2Former [10]. Given the input tensor \( I \) and queries \( (Q_i) \), we define \( E_i \) as follows:

\[
E_i = \Phi_i(Q_i, \Theta(I)),
\]

where \( \Phi_i(\cdot) \) is a Transformer-based image-level decoder. \( E_i \) is used for image-level entityness prediction and pixel-level prediction using image-level pyramid features \( P_i \) (derived from the image encoder including backbone and pixel decoder). The prediction process can be formulated as:

\[
U_i^e, U_i^m = \text{PredHead}_i(E_i, P_i),
\]

where \( U_i^e \) and \( U_i^m \) denote the entityness prediction and pixel-level mask outputs. Here, we employ \( i \) subscript to differentiate image-level embeddings and mask outputs from those of the association module.

**Association Module.** Following [9], our association module aims to generate batch queries \( Q_b \) that are fully shared by the full image and its crop to represent the same entities consistently. However, instead of treating \( Q_b \) as learnable network parameters, considering that \( E_i \) already contains strong segmentation features, we generate \( Q_b \) directly from \( E_i = \{E_{I^c}, E_{I^f}\} \). Particularly, we use a Transformer architecture with cross-attention (\( f_{XAtt} \)) and self-attention (\( f_{SAAtt} \)) to obtain \( Q_b \):

\[
Q_b = \text{FFN}(f_{SAAtt}(f_{XAtt}(f_{\{q,k,v\}}(\cdot))_{\text{query}}), f_{\{k,v\}}(E_i)))_{\text{key, value}},
\]

where FFN is a feed-forward network, \( f_{\{q,k,v\}}(\cdot) \) are linear transformations. Considering the importance of full image for entity segmentation, inspired by [48, 26] we take the image-level embeddings of full image \( E_{I^c} \) as query, while treating all image-level embeddings \( E_i \) as key and value.

**Batch-level Decoder.** Given \( Q_b \in \mathbb{R}^{N \times 1 \times 1 \times 1 \times K} \), we obtain batch embeddings \( E_b \in \mathbb{R}^{N \times 1 \times 1 \times 1 \times K} \):

\[
E_b = \Phi_b(Q_b, \Theta(I))
\]

where \( \Phi_b(\cdot) \) denotes the batch-level decoder. Like video-level Mask2Former, the full image and its crop can be seen as 2 video frames. Thus, we broadcast \( E_b \) to the shape of \( N \times 2 \times 1 \times 1 \times K \) to share it between the full image and its crop. \( E_b \) and batch-level pyramid features \( P_b \) (obtained similarly as \( P_i \)) are used for batch-level mask classification and pixel-wise prediction:

\[
U_b^e, U_b^m = \text{PredHead}_b(E_b, P_b),
\]

For image-level decoder, the queries are separate for each image/crop. Whereas, for batch-level decoder, the queries are shared between the image and its crop.

**4.3. Training and Inference**

**Training.** During training, we employ two separate losses \( L_i \) and \( L_b \) for image- and batch-level predictions, with respect to ground truth \( G \). The main difference between the two losses lies in whether the same entities in full image and crop are tied to the same queries or not.

The overall training loss for our model is defined as:

\[
L = \sum_{k \in \{i,b\}} L_{k}^{ce}(U_k^e, G_k^e) + \sum_{k \in \{i,b\}} L_{k}^{bce}(U_k^m, G_k^m) + \sum_{k \in \{i,b\}} L_{k}^{dice}(U_k^m, G_k^m),
\]

where \( L_{k}^{ce} \) and \( L_{k}^{bce} \) denote binary cross-entropy loss for image- and batch-level entityness prediction. Similarly, \( L_{k}^{dice} \) denote the binary cross-entropy and dice loss for image- and batch-level mask prediction.

**Inference.** Once we have a trained model, a common practice is to ensemble predictions from multiple image views (or TTA). However, such practice is rarely explored in the context of query-based segmentation architectures [10, 9, 29]. We think the major reason is the queries are implicitly tied to certain spatial locations of the input and thus are not robust to transformations (e.g., scaling, cropping), which we show in our supplementary file. Thus, it is not feasible to ensemble the results of different image views using previous query-based methods, since the same entity across different image views are likely predicted by unmatched queries.

Our CropFormer does not suffer from the above issues and can easily ensemble the batch-level prediction results during inference. In our design, the same entities between the full image and its crop are represented by the same queries by virtue of the association module. For the final segmentation output, we ensemble the per-pixel mask predictions obtained from the full image and every crop of the 4 corners (Sec. 4.2). The confidence score of each entity comes from the batch-level entityness prediction score.

**5. Experiments**

We conduct our main experiments on the proposed EntitySeg Dataset in this work. First, we benchmark our dataset
in several segmentation tasks, including entity, instance, semantic and panoptic segmentation. Then, we ablate our proposed CropFormer to demonstrate its effectiveness. Note that, in Sec. 4, we omit the conventional data batch dimension to improve clarity, but in practice, we train CropFormer with a batch of multiple dataset images and their crops, following existing methods.

For the training set, we use the same hyper-parameters of the COCO training except for the training iterations and learning rate steps considering the dataset size difference. Our EntitySeg dataset adopts 1× training schedule as 34,375 iterations and decays learning rate after 30,525 and 33,138 iterations. N× training schedule indicates that the number of iterations and learning rate decay schedule are adjusted by a factor of N. Given the EntityClass dataset has only one-third image numbers of the EntitySeg dataset, the 1× training schedule is sufficient to obtain the best performance on class-aware segmentation tasks. We leave out some details and some experiments due to paper length limitation (see supplementary for details).

5.1. Benchmarks

**Entity Segmentation.** We split the EntitySeg dataset into train and test sets with 31,913 and 1,314 images. To reduce the bias of dataset split, we constructed 20 random dataset splits. As detailed in the supplementary file, we selected the dataset split that is statistically closest to all 20 splits in terms of entity segmentation accuracy. We use class-agnostic metric AP [42] with a strict non-overlapping mask constraint for evaluation on the entity segmentation task.

Table 3 shows the benchmark of our EntitySeg dataset with Mask-RCNN [17], EntityFramework [42], Mask2Former [10]. The first two methods are convolution-based dense prediction methods, and the last is a Transformer-based query prediction method. In Table 3, the Transformer-based Mask2Former performs better than the other two convolution-based methods on all metrics, demonstrating the advantage of transform-based methods on high-quality mask generation. We witness that the COCO-E pretrained weights can further boost entity segmentation performance. We also explored the optimal training iterations needed by Mask2Former and found that it performs the best with 3× training schedule.

**Semantic Segmentation.** In Table 4, we evaluate the two popular semantic segmentation methods DeeplabV3 [6] and Mask2Former [10] on EntitySem. Specifically, we choose 150 categories with the highest pixel-level frequency as EntitySem for semantic segmentation. EntitySem has 9,729 and 1,444 images for training and testing, respectively. We can see that semantic segmentation performance is still related to the pretrained weights and network structure. Mask2Former with Swin-L backbone and COCO-E pretrained weights obtains the mIoU of 50.5 on EntitySem.

| Model               | Backbone | Iteration | Pretrain     | AP 0  | AP 10 | AP 50 |
|---------------------|----------|-----------|--------------|-------|-------|-------|
| Mask-RCNN [17]      | Swin-T   | 1×        | COCO-E       | 24.9  | 45.8  | 24.1  |
| EntityFramework [42]| Swin-T   | 1×        | ImageNet     | 26.0  | 42.8  | 25.7  |
| Mask2Former [10]    | Swin-T   | 1×        | ImageNet     | 29.9  | 47.6  | 30.1  |
|                     | Swin-L   | 3×        | COCO-E       | 39.5  | 56.9  | 40.2  |
|                     |          | 2×        | COCO-E       | 40.9  | 58.1  | 41.6  |
|                     |          | 4×        | COCO-E       | 40.9  | 57.9  | 41.9  |
|                     |          | 3×        | COCO-E       | 46.2  | 63.7  | 47.5  |

Table 3: Entity segmentation benchmark in Entity Dataset. The column of ‘Pretrain’ indicates the pretraining weights we used where the ‘ImageNet’ is ImageNet pretraining and ‘COCO-E’ refers to pretraining on COCO dataset that has been converted to class-agnostic entity segmentation format [42].

Table 4: Benchmark on class-aware semantic segmentation in EntitySem Dataset. The ‘COCO-P’ and ‘COCO-E’ indicate weights trained in the COCO datasets with panoptic and entity segmentation tasks.

**Instance Segmentation.** In Table 5, we ablate two popular instance segmentation methods including Mask-RCNN [17] and Mask2Former [10] on EntityIns. We select 206 thing categories with the highest object-level frequency in the EntityClass dataset to benchmark instance segmentation. In the EntityIns, 8,993 and 1,498 images for training and testing, respectively. We can see that Mask2Former with Swin-L backbone and COCO-P pretrained weights the best AP of 30.3 on EntityIns.

| Model               | Backbone | Pretrain | mIoU  |
|---------------------|----------|----------|-------|
| DeeplabV3 [7]       | R-50     | ImageNet | 75    |
|                      |          |          | 57.8  |
| Mask2Former [10]    | Swin-T   | COCO-P   | 43.0  |
|                      | Swin-L   | COCO-E   | 50.7  |
|                      | Swin-L   | COCO-P   | 50.5  |

**Panoptic Segmentation.** Table 6 shows the performance of two popular panoptic segmentation methods, including PanopticFPN [21] and Mask2Former [10]. Similar to EntityIns, we select 345 categories, including 274 things and 71 stuffs, with the highest entity-level frequency to construct EntityPan. There are 9,968 and 1,481 images for training and testing. We find that the task becomes more challenging with the greater variety of class labels. E.g., in Table 6, the PQs are much lower than those of existing panoptic datasets. In addition, current methods perform worse on EntityPan compared to existing datasets, especially on recognition quality (RQ), which adversely impacts PQ.

5.2. A Comprehensive Analysis of CropFormer

To analyze the effectiveness CropFormer on the entity segmentation task. We use the same entity training setting of Mask2Former described in section 5.1. The ablation study experiments are conducted under the default 1×
| Model          | Backbone | Pretrain | AP  | AP50 | AP75 |
|---------------|----------|----------|-----|------|------|
| Mask-RCNN [17] |          |          | 5.0| 9.3  | 4.9  |
|               | R-50     | ImageNet | 11.9| 18.9 | 12.4 |
|               | COCO-I   |          | 20.3| 29.2 | 21.0 |
| Mask2Former [10] |          |          | 13.0| 19.6 | 13.3 |
|               | R-50     | ImageNet | 20.0| 29.8 | 20.7 |
|               | COCO-I   |          | 22.5| 32.4 | 23.5 |
|               | COCO-P   |          | 22.7| 32.7 | 23.5 |
|               | COCO-E   |          | 28.0| 39.3 | 29.4 |
|               | COCO-P   |          | 30.3| 42.3 | 31.6 |

Table 5: Benchmark on class-aware instance segmentation in Entity Dataset. The ‘COCO-I’ indicates weights trained in the COCO datasets with instance segmentation tasks.

| Model          | Backbone | Pretrain | PQ  | SO  | RO  |
|---------------|----------|----------|-----|-----|-----|
| PanopticFPN [21] |          |          | 3.6| 25.8| 5.5 |
|               | R-50     | ImageNet | 6.7| 36.4| 10.1|
| Mask2Former [10] |          |          | 5.5| 26.3| 8.2 |
|               | R-50     | ImageNet | 9.6| 39.0| 14.1|
|               | Swin-T   | COCO-P   | 7.4| 32.6| 11.0|
|               | Swin-L   | COCO-E   | 9.8| 38.5| 14.6|

Table 6: Benchmark on class-aware panoptic segmentation on the Entity Dataset.

Table 7: Ablation study on the ensemble strategy on full image and four crops. The ‘Decoder’ column indicates whether we use the inference result of the full image (‘O’), four cropped patches (‘C’), or both of them (‘OC’) from the ‘Image’ or ‘Batch’ decoder. Here, the run-time (RT) is the time of network forward except the data processing and calculated on A100 GPU.

| Training Schedule | Baseline | Ours | Seg-Task | Baseline | Ours |
|-------------------|----------|------|----------|----------|------|
| 1×                 | 39.5     | 41.0 | Entity (AP) | 40.9     | 42.8 (±1.9) |
| 2×                 | 40.2     | 42.1 | Semantic (mIoU) | 45.0     | 45.6 (±0.6) |
| 3×                 | 40.9     | 42.8 | Instance (AP) | 42.2     | 43.2 (±0.5) |
| 4×                 | 40.9     | 42.7 | Panoptic (PQ) | 9.8      | 10.4 (±0.6) |

Table 8: Ablation study on the fusion style between image-level decoder and batch-level decoder. ‘Type’ indicates the structure relationship between two decoders.

Table 9: Ablation study on the usage of crop ratio δ, crop type and association module in CropFormer. In sub-table (b), ‘Random’ indicates random crops and ‘Fixed (4/8)’ indicates 4 or 8 fixed corner crops. In sub-table (c), ✓ and ○ means whether we use the module or not.

Table 10: Ablation study on the longer training time and overall improvements in our CropFormer.

**Other Batch Fusion Design.** Table 8 shows the ablation study with different fusion designs between original images and cropped patches. Directly using video-level Mask2former or VITA fusion method merely brings marginal performance gains.

**CropDataloader** Table 9(a) and (b) show the ablation study on the usage of crop ratio and crop type. As indicated by Table 9(a), CropFormer obtains the best performance with a crop ratio δ of 0.7. Smaller crop ratios perform worse and it might be a problem caused by queries that are not robust against drastic image transformation, which we leave for future work. Table 9(b) shows the impacts of the type of crop and the number of crops. 4 and 8 fixed crops during training and testing performs the best.

**Association Module** Table 9(c) shows the ablation study on the structure of the association module. There is a slight performance difference between using self-attention or a feedforward module following cross-attention.

**Longer Training Schedules** Table 10(a) indicates that CropFormer consistently improves over the baseline Mask2Former when we adopt 2×3× training schedules. A similar trend is observed when using Swin-L [35] backbone, which is provided in our supplementary file.

**Improvement on class-aware segmentation tasks** Table 10(b) shows the class-aware task performance of CropFormer with Swin-T [35] backbone and 3× training schedule. Compared to the class-agnostic entity segmentation tasks, CropFormer provides smaller gains on
class-aware segmentation task, suggesting that CropFormer mainly benefits mask prediction rather than class prediction.

6. Conclusion

This paper proposes an EntitySeg dataset and a CropFormer framework for fine-grained entity segmentation, with a strong focus on open-world and high-quality dense segmentation. The EntitySeg dataset has about 33,000 images spanning diverse image domains and resolutions, along with high-quality mask annotations for training and testing. A novel CropFormer framework is proposed to take advantage of the dataset’s high-quality and -resolution characteristics, by learning batch-level queries that enables en-}
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