Interplay of river and tidal forcings promotes loops in coastal channel networks
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Global coastlines and their dense populations have an uncertain future due to increased flooding, storms, and human modification. The distributary channel networks of deltas and marshes that plumb these coastlines present diverse architectures, including well-studied dendritic topologies. However, the quasi-stable loops that are frequent in many coastal networks have not yet been explained. We present a model for self-organizing networks inspired by vascular biophysics to show that loops emerge when the relative forcings between rivers and tides are comparable, resulting in interplay between processes at short timescales relative to network evolution. Using field data and satellite imaging, we confirm this control on 21 natural networks. Our comparison provides the first evidence that hydrodynamic fluctuations promote loop formation in geophysical systems.

Coastal channel networks, which are the primary structural element of both river deltas and tidal estuaries, have sustained humans since the dawn of civilization [11] and remain vital to growing populations today [2, 3]. These networks are evolving - sometimes rapidly - due to altered water and sediment balances, human modification, and natural instabilities [4–8]. However, the complex topology of these networks [9] obscures the key drivers and emergent stable states [10]. A clear understanding of channel network evolution is essential for a sustainable coastal future [11].

Coastal channel networks distribute water and sediment between sources (e.g. a river or tidal inlet) and sinks (a bay, marsh, or coastal plain). Conceptual models of these networks feature channels that bifurcate recursively to form dendritic, tree-like structures that can distribute or collect water (as in Figure 1A, 1D). However, most coastal channel networks contain at least one loop, where alluvial channels formed by feedbacks between water and sediment transport branch and then rejoin around an island or shallow platform. We thus define loops as cycles in a channel network composed entirely of channels; not all islands are surrounded by loops as they may be partially or completely surrounded by unchannelized marsh, tidal flat, or ocean (Figure 1). Transient loops may form from sandbar instabilities or avulsion processes that are not considered here [9, 12, 13], but many deltas contain looping networks (Figure 1B, 1E) that are stable over decades to centuries [14–17].

The self-organized, tree-like structure found in some coastal channel networks may be rooted in tidal prism redistribution [18] or mouth bar formation [19]. However, no morphodynamic explanations exists for the formation and persistence of loops within coastal channel networks. This knowledge gap is especially remarkable given the significant progress in the theory and modeling of dendritic channel network structures [20–23]. Looping network topology has been statistically described [14–24], but it has not been reproduced numerically or experimentally. Hence, our understanding of the feedback between structure and dynamics is limited in the presence of loops [10].

Biological networks such as the vascular systems of animals or plants often feature loops that substantially increase resilience to damage or changes in flow [25–27]. In these systems, it is believed that loops emerge and stabilize dynamically as a result of fluctuations in flow [28–30]. In leaves, for example, loops in the vascular network appear to be related to spatiotemporal changes in auxin production during development [31, 32]. Previous works have drawn comparisons between the structural features of biological and hydrological networks [33–36]. Following clues from biological systems, we hypothesize that loops in coastal networks form as a result of fluctuations in channelized flow induced by river and tidal forcings. We test this with a numerical model of network formation wherein fluctuation intensity is systematically varied. We also empirically evaluate the relationship between fluctuations and loopiness across 21 natural coastal networks.

To quantify the interplay of river and tide forcings, we adopt the tide dominance ratio

\[ T^* = \frac{Ah}{Q_r}, \]  

defined as the ratio of the characteristic tidal discharge to the mean annual flood discharge for tidal area \( A \), average tidal range \( h \), dominant tidal frequency \( \omega \), and characteristic river flood discharge \( Q_r \) [37]. The tide dominance ratio represents the strength of tidal inputs to the network relative to those of the river. We note that in the absence of \( Q_r \) (\( T^* \to \infty \)), flood and ebb tidal currents are identical in magnitude and opposite in direction under this formulation, and this symmetry is broken for \( Q_r > 0 \). An inspection of river deltas reveals that loops emerge when the tide dominance ratio is near 1; considering \( T^* \) alone makes it possible to continuously connect branched, loopless steady flow deltas to branched, loopless tidal marshes with a loopy intermediate state (Figure 1).
FIG. 1: The (A) Mississippi, (B) Rajang, and (C) Orinoco Deltas and (D) Barnstable Marsh feature coastal networks spanning a wide range of $T^*$. Network masks are in white, and areas encompassed by loops are shaded purple. Satellite imaging from Google Earth.

**MODEL OVERVIEW**

To investigate the controls on coastal network topology, we build a framework to model the evolution of an arbitrarily complex network of nodes and channels. The flow $Q_e$ through an edge (or channel) $e$ is driven by the hydrostatic pressure drop $\Delta p_e$ via a linear relationship $Q_e = C_e \Delta p_e / L_e$, with channel’s conductivity (inverse of bed-friction-derived flow resistivity) $C_e$ and channel length $L_e$. A river node supplies a constant discharge $Q_r$, and uniformly distributed tidal nodes throughout the network remove or add equal discharge sinusoidally in time to simulate a rising or falling tide. Nodes at the network’s coastal boundary ensure that water mass is conserved throughout the network by acting as sources or sinks according to the discharge and tidal flows. With knowledge of the network, time-dependent currents at the sources and sinks, and the conductances at each edge, we solve for the flows $Q_e$ throughout a tidal cycle using Kirchoff’s Laws (see Appendix). Tidal strength in each simulation is quantified as the ratio of the maximum net input current at the tidal nodes divided by current of the river node, directly related to $T^*$ defined for natural coastal networks.

Channels grow or shrink to adapt toward an equilibrium channel geometry and conductivity set by water and sediment discharge \cite{38, 39}. A simplified evolution equation \cite{27, 29} captures the channel adaptation forces of deepening and widening via erosion (positive growth term) and shoaling and narrowing via sediment deposition (negative decay term) scaled by parameter $a$:

$$\frac{dC_e}{dt} = a\langle Q_e^2 \rangle^{\gamma} - \frac{1}{\tau} C_e,$$

(2)

Taking tides to cycle much faster than the channel adaptation timescale $\tau$, we average the squared currents $\langle Q_e^2 \rangle$ over a tidal cycle. The empirically estimated exponent $\gamma = 3/5$ ensures that the steady state $dC_e/dt = 0$ conforms with the underlying scaling laws between channel properties (width $w_e$ and depth $d_e$) and average squared discharge estimated elsewhere \cite{40, 11}. This scaling law is derived to be $C_e = a \tau Q_e^{2 \gamma}$ with conductivity $C_e \sim w_e d_e^2$ \cite{17}; Appendix). Beginning with a random, planar network of nodes and channels (see SI), we solve for currents (see Appendix) and evolve the network using Equation 2 until the network reaches equilibrium. Note that although the equilibrium, steady state networks produced by the adaptation equations used here are consistent with optimal channel networks \cite{9, 20, 23, 42, 43}, here we do not explicitly require or demonstrate optimality of the final equilibrium network.

**RESULTS**

Simulated networks at steady state that are formed under either limit of river or tidal dominance lose any
loops that existed in the initial condition. Our results agree with analytical prediction (SI Appendix) and established results for non-fluctuating channelized flow \[20, 44\]. Channels with increased conductivity along part of a loop carry water more efficiently, a feedback that causes the remainder of the loop to shrink indefinitely \[45\]. However, intermediate values of \(T^*\) demand interplay between river and tidal forcings: \(\langle Q^2_e \rangle\) becomes a complex product of river current, bulk tidal flows, and the network structure. Networks with intermediate \(T^*\) generally evolve toward stable states with loops within them (Figure 2). We found this trend to be robust to changes in the density of tidal nodes, domain shape and tidal node distribution in our model (SI Appendix).

To test the model, we considered 21 coastal channel networks that span \(T^*\), range in climate from tropical to polar, and vary in size from 0.2 - 6000 km\(^2\). These include deltas in lakes with minimal tides (and thereby low \(T^*\)) and tidal networks with small river input (and thereby very high \(T^*\)). Binary channel masks of each network were created from overhead images or obtained from published sources (Supplementary Data File 1), and the channel networks including channel lengths and widths were extracted using RivGraph \[46\], SI Appendix). We sought to only compare loops at similar scales that are significant relative to the network. Hence, we removed all channels below a threshold (normalized to delta apex channel width) to account for unequal resolution of source images and network sizes. Both in model and natural networks, removing channels below a fixed threshold is akin to assuming that their flow is unchannelized, and our conclusions were consistent irrespective of threshold choice.

To compare modeled and real coastal channel networks, we identified independent dimensionless statistics that capture topological loopiness without knowledge of flows or dynamics. The fraction of total channel area comprising loops captures the expected effect of \(T^*\) on network loopiness (Figure 3A). Although intuitive, this measure identifies loops even if one of its channels is relatively insignificant. To complement this statistic, we also measure the minimum fraction of channel area that must be removed to make a tree (\(\Omega\); Figure 3B). This metric is robust against loops that include very narrow channels and quantifies how far complex networks are from dendritic end-member models.

A comparison of real and modeled coastal channel networks reveals a similar \(T^*\) dependence of loops in both (Figure 3). Natural loops are most prevalent for \(T^*\) in the range \(10^{-1} - 10^2\) with a peak near \(10^1\) and least prevalent for \(T^* < 10^{-1}\) and \(T^* > 10^3\). To test the statistical significance of our findings, we randomized the \(\Omega\) values of the 21 coastal networks. The randomized \(\Omega\) plots had peaks as strong as the data no more than 3% of the time when fit with piecewise linear, quadratic, or absolute value functions, indicating that the observed trends in loopiness are not due to chance.

Broadly, the intermediate, loopy equilibrium morphol-
FIG. 3: Measuring delta topology along an axis of $T^*$, the ratio of total tidal current to river current. Per-decade binned averages of data shown in green. (top, 3A) The fraction of channel area found in loops on thresholded deltas and marshes (blue, median ± 25/75 percentile). (bottom, 3B) Loopiness measured by $\Omega$, the minimum fraction of channel area that must be removed to make a topological tree. For initial random networks, $\Omega \approx 0.45$.

ogy for tidal deltas presents a unique and previously undescribed prediction that is different from conventional scaling laws. Despite the direct relationship between tidal prism and delta area $A$, this trend was consistent when $A$ was controlled: the Mississippi, Kolyma, Mackenzie, Yukon, Orinoco, Betsiboka, and Rajang deltas vary in $A$ by a factor of only 4.8 (out of a total range of $3 \times 10^4$ km$^2$) and still capture the trend in loopiness. In western Borneo, the loopy Rajang delta is found next to dendritic Sarawak channels, showing that networks found under similar climate and tidal forcing are still morphologically controlled by $T^*$.

DISCUSSION

Despite the model’s success in capturing the general dependence of coastal network topology on tides, modeled networks are overall less loopy than natural ones (Figure 3), and there is variation between natural deltas with similar $T^*$ that the model does not yet capture. Our model represents perhaps the simplest representation of river-tide interplay within a network by linearizing flow, uniformly distributing flow across the tidal prism, and parameterizing water storage. The distortion of tidal waves through real networks produces additional spatiotemporal fluctuations observed in many coastal systems [17, 47–50]. We considered such variations by adding random heterogeneity to the tidal discharges throughout the domain, which increased loopiness for all $T^*$ and became more significant with greater $T^*$. Even so, the maximum loopiness persisted in the intermediate range (SI Appendix 1.5). This shows that while river-tidal fluctuation is the dominant source of fluctuation, any process capable of inducing fluctuating hydrodynamics at short timescales compared to network evolution (e.g. vegetation dynamics, engineering practices) could potentially incite or suppress loops. We expect that further analysis into tidal heterogeneity, hydrodynamic nonlinearities and other anthropogenic or natural factors will capture more nuances in looping network structure and build upon the river-tidal control on loops in coastal networks shown here.

CONCLUSION

Loops in coastal channel networks may stabilize under conditions where river-tide interplay causes the time-averaged discharge to remain large enough to keep its channels open. The lack of this interplay (or unsteadiness caused by other heterogeneity) removes loops and produces simple trees. To our knowledge, this represents the first evidence in any natural system that topological loops can be stabilized by dynamically varying flow. Natural networks can be dominated by loops and generally contain at least one. We provide a framework for understanding how these complex networks organize that is
simple and provides a foundation for analyzing network change under many drivers. This will provide new insight into the evolution of coastlines and its implications for coastal communities.
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APPENDIX

Equilibrium networks

Our key assumption is that channels are alluvial or self-formed, meaning that channels locally adjust to the characteristic water discharge they are subjected to. The assumption of local formation justifies our use of empirical power laws, which have been well established in coastal channel networks between characteristic discharge $Q$ and width $w$, depth $d$, and cross-sectionally averaged flow velocity $u$. We use relations $w \sim Q^{\mu}$ and $d \sim Q^\delta$ with $\mu = 0.5$ and $\delta = 0.35$ (SI Appendix).

We take linear flow relations

$$Q = wdu$$

$$u = \alpha \left( \frac{d}{L} \right) \Delta p$$

for channel length $L$, end-to-end potential (water level) difference $\Delta p$, and proportionality constant $\alpha$. Substituting the latter equation into the former, we identify a conductivity (inverse resistance per unit length) $C = \alpha \, w d^2$ from the resulting Ohm’s law equation $Q = \alpha \, (w d^2 / L) \Delta p$. Hence, channel conductivity scales as $C \sim Q^{\mu + 2 \delta}$, such that we define $\gamma \equiv \mu / 2 + \delta = 3 / 5$.

Solving currents

We use current (Neumann) boundary conditions to artificially simulate water levels rising and falling over a tidal cycle. If $\Delta$ is the network’s oriented incidence matrix, Ohm’s law reads

$$Q = CL^{-1} \Delta p$$

for diagonal matrices $C, L$ describing the conductivity and length of each edge, respectively. Using Kirchhoff’s current law with node source vector $S$ reading $\Delta^T Q = S$, we invert the graph Laplacian $\Delta^T C L^{-1} \Delta$ to solve for the pressures and, hence, the flows

$$Q = C L^{-1} (\Delta^T K L^{-1} \Delta)^{-1} S.$$  

The double dagger indicates the Moore-Penrose pseudoinverse, as the graph Laplacian is singular.

We used a node current source vector such that the river apex had constant current $\frac{T^* / 2}{1 + T^* / 2}$ and the tidal nodes throughout the domain each had an equal share of the net tidal current $\frac{T^* / 2}{1 + T^* / 2} \cos \omega t$. These currents were normalized so all model networks had maximum input current equal to 1 at peak tidal discharge. Our use of $T^*$ here coincides with the definition in Equation [1] the tidal volume $Ah$ changes in time with

$$\frac{d(Ah)}{dt} = \frac{T^* / 2}{1 + T^* / 2} \cos \omega t,$$

which we integrate over flood tide ($0 < t < \pi / \omega$) to solve for $T^*$ as written in Equation [1].

Data

The dataset of coastal channel networks used for model comparison were selected to cover the full range of $T^*$ conditions. While river deltas naturally have $T^*$ between about $10^{-1}$ and $10^2$, we also include systems with higher $T^*$ are generally considered tidal channel networks due to their relatively inconsequential river inputs. Data collection involved (i) estimation of $T^*$ using data from field studies of each system, and (ii) careful network extraction. Estimates of flood discharge $Q_f$ and tidal range $h$ could generally be found in the published literature. Tidal area $A$ could be estimated from the mapped network and dominant tidal frequency was assumed to be the dominant diurnal frequency $\omega = (2\pi / 12.4) d^{-1}$.

The set of extracted channel networks analyzed here is the largest set of extracted networks assembled to date. See SI Appendix Table 2 for details on the deltas and marshes we selected for study, and see SI Appendix Data File 1 for the data used.

We use estimates of the tidal dominance ratio constrained with confidence to within a factor of four (plus or minus a factor of two) to reasonably place systems in logarithmic $T^*$ space (Equation [1]). The scientific literature and monitoring agencies generally constrain $h$, $\omega$, and $Q_r$. The area $A$ can be considered the full area of
the delta within the channel network that can be nourished by water and sediment in its natural state [19]. While this includes the entire domain of channels and marshes of meso- and macro-tidal deltas and marshes, it generally does not include the island areas of micro-tidal arctic deltas (SI Appendix Table 2). The resulting values of characteristic tidal discharge \( A_h \omega \) were generally larger than estimates of tidal discharge estimated from the morphology of channels [7, 32], sometimes by an order of magnitude. However, our choice is more suited to studying a suite of well-studied coastal systems, compared to the global analysis of hundreds or thousands of delta morphologies performed by other studies.

For extremely low \( T^* \) systems, such as lacustrine deltas, and extremely high \( T^* \) systems, found in tidal marshes, the tidal discharge or river discharge is often not measured and needs further estimation. While these estimates require larger uncertainty, they are done in order to place these end-member systems with logarithmic \( T^* \) space. For the lacustrine deltas (Mossy and St. Clair), a tidal discharge proxy was set as was a characteristic lake level fluctuation (generally from seiches) over a 24 hour period recorded at a gauge. For the Ras Isa and Barnstable tidal marshes, river discharge was estimated as peak (90th percentile) rainfall within a network’s watershed times the watershed area. We used the river discharge estimate in [7] for the 5000 km² Sarawak tidal networks.

Binary, georeferenced river channel masks were created or obtained for each delta in our study (SI Appendix Table 2). In preparation for extracting the network topologies using the RivGraph Python package [46], we first cropped the channel network masks to include only regions that were riverine or tidally influenced and eliminated portions of mask that were not connected to the delta channel network. Islands, which are represented as holes within the channel network mask, correspond to loops in the network and are therefore critically important to our analysis. Some islands in the masks were the result of noise in the base images or model used to generate the mask; these islands were typically on the order of a few pixels. We also sought to minimize islands from within-channel sediment bars. These are features arising from non-uniform flow acceleration and sediment transport [51], that are unlike the stable islands that are larger than one channel width that are studied here (Figure 2).

In order to eliminate, or fill, islands that do not contribute to the long-term network topology, we applied an automated thresholding scheme to each mask, detailed in the supplement.

The network of each channel network mask was then automatically extracted with RivGraph [46], which returns the constituent links and nodes of the graph. RivGraph requires two additional inputs: a shapefile of inlet node locations and a shapefile of the shoreline. These were manually created for each network and are included in SI Appendix Data File 1. RivGraph was then used to prune each network to its shoreline and remove dangling links, and link widths and lengths were computed.
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