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Abstract. Clarification is increasingly becoming a vital factor in various topics of information retrieval, such as conversational search and modern Web search engines. Prompting the user for clarification in a search session can be very beneficial to the system as the user’s explicit feedback helps the system improve retrieval massively. However, it comes with a very high risk of frustrating the user in case the system fails in asking decent clarifying questions. Therefore, it is of great importance to determine when and how to ask for clarification.

To this aim, in this work, we model search clarification prediction as user engagement problem. We assume that the better a clarification is, the higher user engagement with it would be. We propose a Transformer-based model to tackle the task. The comparison with competitive baselines on large-scale real-life clarification engagement data proves the effectiveness of our model. Also, we analyse the effect of all result page elements on the performance and find that, among others, the ranked list of the search engine leads to considerable improvements. Our extensive analysis of task-specific features guides future research.
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1 Introduction

The primary goal of an information retrieval (IR) system is satisfying the user information need, which can often be ambiguous when expressed as short queries. Incorporating users’ implicit feedback has long been studied for improved retrieval [17]. However, the recent rise of interest in conversational systems and mixed-initiative interactions have enabled IR systems to collect users’ explicit feedback. Current research focuses on prompting users for feedback by asking for clarification [32][43]. For example, search clarification has recently been utilised in search engines, leading to an improved user experience [43]. Another prominent area studying clarification is conversational search, as the system can usually output only one response, thus requiring to clarify the user’s intent [32][2].
The importance of clarification further increases in a mixed-initiative conversational setting \[39\], where control of the conversation goes back and forth between user and system through assertions, prompts, and questions \[32\]. However, clarification in search proved to be a cumbersome task \[45\], posing higher risk of user dissatisfaction. The challenge arises from two main aspects: deciding whether or not it is necessary to ask for clarification, and selecting or generating the appropriate clarifying question. Clarification selection can in fact be formalised as a user engagement prediction problem. User engagement refers to the quality of user experience characterised by, among others, attributes of positive affect, attention, interactivity, and perceived user control \[26\]. Persistent users’ interactions with the clarification mechanism are an indication of a well-designed system. Furthermore, through these interactions users provide implicit feedback about the necessity and the quality of prompted clarifications.

Recently, modern search engines include various types of clarification components into their systems. An example of such a component in Bing, namely a clarification pane, can be seen on Figure 1. Given a user query, a number of Microsoft’s internal algorithms propose a clarifying question and offer clickable answers that would filter the retrieved results according to the user’s need. The research on the quality of asked clarifying questions and potential answers is still in its early stages \[43\]: however, Zamani et al. \[44\] argued that engagement level could be an indicator of the clarification system quality. User engagement prediction has been studied in various domains of IR \[25\]. However, studying and modelling user engagement for web search clarification is relatively unstudied.

In this paper, we focus on the task of predicting user engagement level (ELP) on clarification panes. Given an initial query, search results, and clarification pane, ELP aims to estimate how engaged the user would be with the clarification pane. Previous work \[45\] studies how engagement levels correlate with the query attributes such as query type and aspects. However, the relationship between SERPs and engagement has not yet been explored. We stress the importance of utilising retrieved results, as they can contain cues as to how faceted or ambiguous the query is, suggesting how necessary the clarification is in the first place.

Moreover, users’ engagement with the system implicitly discloses information about the necessity and the quality of the asked clarification. The quality aspect can be modelled under the assumption that the higher the engagement levels, the better the question and the provided answers are. We make this assump-
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We formulate the task as supervised regression and propose a deep learning-based model for the prediction of the engagement levels. We compare the performance of the model to various central tendency measures and a number of traditional machine learning algorithms, as well as popular neural models. Our model, based on a Transformer architecture, jointly encodes the user query, the clarification pane, and the SERP elements, outperforming competitive baselines. We evaluate the performance of our model on a large-scale dataset of search clarification engagements called MIMICS

To the best of our knowledge, our work is the first to utilise SERP elements for clarification pane engagement prediction. More precisely, we find that utilising search results in certain ways is highly beneficial for the ELP task, as the performance of our model increases by up to 40% when provided with retrieved results, compared to the query and the clarification pane only.

2 Related Work

Our work is related to work done in conversational and web search clarification, engagement level prediction, and neural networks. In this section we briefly review some of the works in these areas.
Clarification. Search clarification has recently been addressed as an important problem in the IR community. Recent research efforts study clarification in a wide range of areas, including web search engines [45], community question answering [6], voice queries [18], dialogue systems [38], entity disambiguation [9], and information-seeking conversations [2,20,36].

Radlinski and Craswell [32] discuss the need for clarification in their proposed theoretical framework for conversational search, highlighting the necessity of multi-turn interactions with users. Moreover, the report from the Dagstuhl Seminar on Conversational Search [4] summarises potential research topics in conversational search, and recognises clarification as an integral part of a conversational information seeking (CIS) system, which was also argued by Penha et al. [29] for information-need elucidation. Asking clarifying questions was studied by Aliannejadi et al. [2], who propose an offline evaluation setting of an open-domain CIS system, which was highlighted as a hard-to-evaluate setting [30]. They find that asking clarifying questions reduces the number of turns needed for identifying the underlying user information need. Adding the fact that users like to be prompted for clarification [18], we see a clear importance for clarification.

Clarification is further highlighted in mixed-initiative conversational search, where system in each turn needs to decide whether to ask for clarification or issue a response [32]. Hashemi et al. [15] propose a Guided Transformer model for document retrieval and next clarifying question selection in a conversational search setting. Zamani et al. [43] propose supervised and reinforcement learning models for generating clarifying questions and the corresponding candidate answers from weak supervision data. On the other hand, Ren et al. [34] introduce the task of conversations with search engines, where system generates a short, summarised response of the retrieved passages. Although generating and selecting clarifying questions for such purposes has recently been studied, the necessity of asking for clarification is still a relatively unexplored topic [1]. Whether or not it is necessary to ask for clarification depends mostly on the level of ambiguity of the query.

User engagement. O’Brien and Toms [26] define user engagement as the quality of user experience in interaction with a system, characterised by various attributes, e.g., positive affect, aesthetic and sensory appeal, attention, novelty, perceived user control. In their recent study [25], they point user engagement as an important outcome measure in interactive IR research. User engagement has previously been studied in the context of commercial software, social media [13], online news [24], student engagement with online courses [12], and applications for monitoring health-related signals [3].

User engagement in the aforementioned studies has usually been measured by self-reported questionnaires, facial expression analysis or speech analysis, signal processing methods, or web analytics [21]. Recently, Zamani et al. [44] created a collection of datasets for studying clarification in search by aggregating user interactions with clarification pane in a major commercial search engine, thus falling into the category of measuring the user engagement by web analytics. In
this paper however, instead of estimating the engagement levels with a goal of advancing search engine clarification feature, we analyse the implicit signals of the interactions that contain valuable information about the ambiguity of the query, diversity of retrieved results, and the quality of the clarifying question. Thus, motivated by work on implicit feedback of aggregated users’ click-through logs for ad hoc retrieval [17], we view the engagement levels as implicit evaluation of clarifying questions with respect to the query and search results. Intuitively, the higher the engagement levels with the clarification system, the higher the quality of the prompted clarification, and higher the need for asking for clarification.

Zamani et al. [45] study the clarifying question selection with respect to user queries, prompted questions and candidate answers in clarification panes of a search engine. However, the retrieved search engine results for a query have not yet been studied. To bridge this gap, in this paper, we propose a model to predict the user engagement levels, not only from the information in clarification pane, but from the retrieved search results.

Transformers. The unprecedented success of the Transformer-based architectures in the large variety of the IR and natural language processing tasks motivated their application to the engagement level prediction task as well. One of the most prominent Transformer-based models is BERT [11]. BERT has reached state-of-the-art results in multiple language understanding benchmarks, such as GLUE [40] and SQuAD [33], as well as IR tasks, such as passage and document ranking [23,37]. In this work, we utilise ALBERT [22] – a lite BERT. ALBERT offers the performance of BERT, or even a higher one, while having fewer parameters, reducing the GPU/TPU memory requirements.

3 Engagement Level Prediction

In this section, we first describe the dataset used for engagement level prediction (ELP). Then, we formally introduce the task of ELP and propose a BERT-based model to tackle it.

3.1 Data

MIMICS [44] is a recently proposed large-scale collection of datasets for research on search clarification. It enables the IR community to study various aspects of search clarification, ranging from clarification generation and selection, over re-ranking of candidate answers, to user engagement prediction and click models for clarification. MIMICS consists of three datasets:

1. MIMICS-Click, including over 400k unique queries, their corresponding clarification panes, and the aggregated user interaction signals.
2. MIMICS-ClickExplore, consisting of over 60k unique queries, each with multiple clarification panes, and the aggregated interaction signals.
3. MIMICS-Manual, containing 2k query-clarification pairs, manually labelled for the quality of clarifying questions, candidate answer sets, and landing result pages of each answer.
Table 1: Dataset statistics for MIMICS-Click.

|                          | Mean | Std  | Median | min-max |
|--------------------------|------|------|--------|---------|
| Query length             | 2.66 | 1.18 | 2      | 1-12    |
| Question length          | 6.05 | 0.47 | 6      | 5-14    |
| SERP Titles length       | 7.65 | 2.71 | 8      | 0-30    |
| SERP Snippets length     | 43.47| 14.76| 45     | 0-149   |
| Answers per query        | 2.81 | 1.06 | 2      | 2-5     |
| Responses per query      | 9.07 | 1.19 | 9      | 0-10    |

In this work, we mainly focus on MIMICS-Click, as the largest, most generic one. Each sample in MIMICS-Click consists of the initial query $q$, the clarification question $c$, and answers offered as options by the system $A = [a_1, a_5]$. The sample is associated with user interaction signals as labels. The impression level $i$, a categorical variable where $i \in \{\text{low, medium, high}\}$, represents the frequency of the clarification pane being presented to the user for the corresponding query. The engagement level $e \in [0,10]$ shows the level of total engagement received by the users in terms of click-through rate. Each answer is also associated with its conditional click probability.

The authors also released search engine results pages (SERPs) for each query, as retrieved by Bing. In addition to the query meta-data, SERPs contain up to 10 retrieved instances with a title, an URL, and a short snippet of a web document. We denote retrieved results as $R = [r_1, r_2, \ldots, r_n]$, where $n \in [0,10]$. Each of the results $r_i$ consists of a tuple $r_i = (t_i, s_i)$, where $t_i$ and $s_i$ are title and snippet of the $i$-th result. Table 1 shows the average lengths of queries, questions, retrieved titles and snippets, as well as the number of retrieved results in SERPs. We utilise all of the available text and information as input to our models to compose our experiments, as described in Section 3.3.

### 3.2 Task Formulation

We formulate the task of user engagement level prediction as a supervised regression. The goal of the regression is to predict the value of the target variable $y$, given a $D$-dimensional vector $x$ of input variables. Given the dataset of $N$ observation pairs $(x_n, y_n)$, where $n = 1, \ldots, N$, the goal is to find a function $f(x)$ whose outputs $\hat{y}$ for new inputs $x$ produce the predictions for the corresponding values of $y$. The loss function of the predicted values $\hat{y}$ and the actual values $y$ are model-dependent and described in Section 3.3.

The target variable $y$ is given in the dataset in the range of 0 to 10, corresponding to the level of user engagement with the clarification pane. We approach ELP as a regression problem as it poses itself as a natural formulation of our task. Compared to classification, false predictions of different value are penalised differently. For example, classification would punish false predictions of $\hat{y} = 7$ and $\hat{y} = 1$ for a sample with $y = 8$ the same, while in reality, the predicted label of 7 is much closer to the actual engagement level. Therefore, even though still wrong, one would prefer a system to predict 7 instead of 1. Moreover, the

\[ \text{The length was computed by splitting the text on whitespaces.} \]
3.3 Our approach

We now define our model called **ELBERT** (Engagement Level prediction by ALBERT). As mentioned in the previous section, the goal is to predict the engagement level $y$ based on the initial query $q$, clarification question $c$, list of candidate answers $A$, and retrieved results $R$. We predict the engagement level $EL$ as follows:

$$EL(q, c, A, R) = \psi(\phi_q(q), \phi_c(c), \phi_A(A), \phi_R(R))$$  \hspace{1cm} (1)

where $\phi_{\{q,c,A,R\}}$ are high-dimensional representations of $q$, $c$, $A$, and $R$. The aggregation function $\psi$ outputs the final engagement levels based on the input representations. All of these components can be modelled with numerous methods. In this work, we utilise ALBERT as our encoder for generating $\phi_{\{q,c,A,R\}}$ representations in a joint fashion. More specifically, as ALBERT has been shown to consistently help downstream tasks with multiple inputs [22], we essentially learn the joint representation of query, clarification question, answers, and results as:

$$\Phi(q, c, A, R) = \text{ALBERT}(q, c, A, R)$$  \hspace{1cm} (2)

reducing our Equation 1 to:

$$EL(q, c, A, R) = \psi(\Phi(q, c, A, R)).$$  \hspace{1cm} (3)

Input to the ALBERT component is composed of tokenized query, question, answers, and results, separated by the separation token $[SEP]$, with classification token $[CLS]$ inserted in the beginning of a sequence. Answers $a_i$ are aggregated before feeding them to the model. Similarly, we aggregate SERP information $R$, with a difference that we experiment with both, titles $t_i$ and snippets $s_i$ as inputs. In either case, texts of titles or of snippets are joined by whitespace prior to being fed to the model. We note that in ablation studies some of the components are left out by simply removing them from Equation 2. We use a pretrained ALBERT-base [22] as a text encoder and truncate the total input sequence length to a maximum of 512 tokens. Our model has $11M$ training parameters, making it considerably smaller than other Transformer-based model (e.g., BERT has $110M$).

The regression component $\psi$, that outputs the engagement level, is constructed as follows: last layer hidden-state of the first token of the encoded sequence ([CLS] token) is further processed by a linear layer and a non-linear activation function. We then add another linear layer, with dropout and a non-linear activation function in between, to produce the final 1-dimensional output that corresponds to $EL$. The model is trained using mean squared error as a loss function for 4 epochs, with a learning rate of $5 \times 10^{-5}$, Adam optimizer [19] and linear weight decay with warmup.
4 Experiments

In this section, we introduce our experimental setup and present main results for the engagement level prediction. Furthermore, we analyse the effect of SERP elements on model’s performance and perform detailed analysis w.r.t. various characteristics of the data.

4.1 Baselines

We use central tendency measures as our first baselines for predicting the engagement level. More specifically, we have three different static baselines: (i) mean of the data (MeanEngagement); (ii) median of the data (MedianEngagement); (iii) sampling from a normal distribution $\mathcal{N}(\mu, \sigma^2)$, where $\mu$ and $\sigma$ are the mean and the standard deviation of the engagement levels in the training data, respectively (NormalEngagement).

To tackle the task of ELP, we experiment with a number of models from traditional machine learning and deep learning. Namely:

**Linear Regression.** First baseline is a linear regression model, fitted using ordinary least squares approach.

**SVR.** We employ support vector regression machines [14], a version of support vector machines [10] for regression. We experiment with the linear, as well as the radial basis function (RBF) kernel.

**Random Forests.** An ensemble meta-algorithm that uses bootstrap aggregating (bagging) technique to improve the stability of decision trees [7].

**LSTM.** Long-short term memory [16] are a well-established method for sequence modelling, especially on text data. We experiment with multi-layer bidirectional networks.

The input to traditional ML models are tf-idf weighted bag-of-word features extracted from the input text. LSTM is fed with pretrained GloVe word embeddings [31] of tokenized input text. We use Scikit-learn [28], HuggingFace [41], and Pytorch [27] for the implementation of the aforementioned models.

4.2 Evaluation Metrics

We evaluate the effectiveness of our models using standard evaluation metrics for the task of supervised regression. The first two are Mean Absolute Error (MAE) and Mean Squared Error (MSE). We also evaluate our regression models with Coefficient of Determination or $R^2$. It is a statistical measurement that examines the proportion of the variance in one variable that is predictable from the second variable, estimating the “goodness of a fit”. It is defined as: $R^2 = 1 - \frac{\sum_{i=1}^{N} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{N} (y_i - \overline{y})^2}$, where $N$ is the number of samples, $y_i$ is the actual value in the dataset for the $i$-th sample, $\hat{y}$ is the predicted value, and $\overline{y}$ is the mean of the actual values.
Table 2: Performance on the full MIMICS-Click dataset (400k+ samples) and a subset where engagement levels are higher than zero (71k samples). Bold values denote the best results for each metric. Symbols † and ‡ mark statistically significant improvement over central tendency measures and traditional ML models, respectively ($p < 0.01$).

| Model              | Full MIMICS-Click | EL-only MIMICS-Click |
|--------------------|-------------------|----------------------|
|                    | MAE   | MSE    | $R^2$ | MAE    | MSE    | $R^2$ |
| Mean               | 0.1531 | 0.0546 | 0.0  | 0.2426 | 0.0790 | 0.0  |
| Median             | **0.0921†** | 0.0531 | 0.0  | 0.2412 | 0.0805 | 0.0  |
| Normal             | 0.1896 | 0.0823 | 0.0  | 0.4316 | 0.2637 | 0.0  |
| Linear Regression  | 0.1463 | 0.0530 | 0.0359 | 0.2364 | 0.0783 | 0.0083 |
| SVR                | 0.1462 | 0.0522 | 0.0490 | 0.2318† | 0.0736† | 0.0676† |
| RandomForest       | 0.1477 | 0.0526 | 0.0423 | 0.2301† | 0.0729† | 0.0775† |
| BiLSTM             | 0.1452†‡ | 0.0511†‡ | 0.0606†‡ | 0.2299† | 0.0720† | 0.0789† |
| ELBERT             | 0.1439†‡ | **0.0505†‡** | **0.0762†‡** | **0.2224†‡** | **0.0692†‡** | **0.1124†‡** |

4.3 Experimental Setup

We evaluate our models using a hold-out method, i.e., reserving 20% of the dataset for the test set. We train, and tune traditional ML models in a cross-validation manner [8]. We use 5-fold split of the training set into training and development set, which is used for grid-searching of the best parameters. The extensive grids of parameters include regularisation parameter $C$, the choice of kernel, gamma, and epsilon for SVR, number of estimators and depth of random forest regressor, as well as feature selection process. All of the parameters can be found on our GitHub repository.

For tuning the hyper-parameters of our neural models, we split the training set into training and development sets. Notice that models are retrained on the full training set with the best parameters before being evaluated on the hold-out test set.

We evaluate the models on the full MIMICS-Click dataset, consisting of more than 400k query-clarification-SERP tuples, and on the subset of that dataset, in which only samples with the engagement level larger than zero are selected. The models in this setting were fed all the available data, i.e., the queries, clarification panes, and the SERPs, while the ablation studies in Section 4.4 go into the analysis of input data.

4.4 Results & Discussion

Performance comparison. Here, we compare the performance of our ELBERT model against the baselines on the complete dataset, as well as the subset of data with $EL > 0$. Table 2 lists the results in terms of all our evaluation metrics. We can notice that heuristic baselines (i.e., MeanEngagement, MedianEngagement and NormalEngagement) are consistently outperformed by both, the traditional ML models, and the neural models. However, one exception is
Table 3: Impact of SERP elements available on the model performance. Bold values denote the best performance of each metric. Statistically significant results (with $p < 0.05$) over query setting and query+pane setting are marked with $\dagger$ and $\ddagger$, respectively.

| # Setting          | Full MIMICS-Click | EL-only MIMICS-Click |
|--------------------|-------------------|----------------------|
|                    | MAE   | MSE  | $R^2$ | MAE   | MSE  | $R^2$ |
| 1 query            | 0.1500 | 0.0519 | 0.0485 | 0.2275 | 0.0719 | 0.0776 |
| 2 query+pane       | 0.1354$\dagger$ | 0.0512 | 0.0626$\dagger$ | 0.2257$\dagger$ | 0.0714 | 0.0839$\dagger$ |
| 3 query+titles     | **0.1335$\dagger\ddagger$** | **0.0436$\dagger\ddagger$** | **0.0814$\dagger\ddagger$** | 0.2229$\dagger$ | **0.0692$\dagger\ddagger$** | **0.1124$\dagger\ddagger$** |
| 4 query+snippets   | 0.1459$\dagger$ | 0.0513 | 0.0606$\dagger$ | 0.2255$\dagger\ddagger$ | 0.0706$\dagger\ddagger$ | 0.0944$\dagger\ddagger$ |
| 5 query+pane+titles| 0.1450$\dagger$ | 0.0505$\dagger$ | 0.0745$\dagger\ddagger$ | **0.2224$\dagger\ddagger$** | **0.0692$\dagger\ddagger$** | **0.1124$\dagger\ddagger$** |
| 6 query+pane+snippets| 0.1439$\dagger$ | 0.0505$\dagger$ | 0.0762$\dagger\ddagger$ | 0.2240$\dagger\ddagger$ | 0.0704$\dagger\ddagger$ | 0.0969$\dagger\ddagger$ |

MedianEngagement, a baseline that always outputs the median of the training set, i.e., EL of 0.0, when evaluated on the full MIMICS-Click by mean absolute error. Since more than 80% of the dataset have EL of 0.0, and MAE does not penalise large errors as hard as MSE or $R^2$, this is expected. The tide turns swiftly when evaluating on the subset of the data with EL larger that 0.0, where all of the static baselines, including MedianEngagement, are outperformed by all of our models.

Moreover, we see a clear discrepancy in the performance of traditional ML models and neural networks. This is consistent with recent research in various tasks in IR and NLP fields. Moreover, we see that ELBERT significantly outperforms BiLSTM model. Through its powerful encoder, ELBERT is able to capture deeper semantic relations, as it is pretrained on a large body of text. This is also consistent with recent research on deep learning-based models for natural language understanding.

**Effect of SERP elements on ELP.** In this experiment, we aim to analyse the effect of clarification panes and every SERP element on the performance of our model. Our hypothesis is that each SERP element (e.g., result titles and snippets) provides a complementary set of features that aids the model towards more effective prediction. Therefore, we train our ELBERT model with different combination of SERP elements and clarification panes, and compare the performance of the different models. We report the results in Table 3. We see that the relative improvement when utilising titles from SERPs is up to 35% compared to using query and clarification pane, and more than 45% over query-only setting. The results strongly suggest the advantage of making use of SERP elements for ELP.

An interesting finding is that even though snippets contain more text than titles and thus arguably more information as well, the model does not consistently perform better with snippets as input. In fact, even though results with titles seem better than ones with snippets, we observe no statistically significant difference between the performance of query+titles and query+snippets on full MIMICS-Click, nor EL-only MIMICS-Click. There are several reasons why
Fig. 2: Performance by impression levels (left) and query lengths (right) with different input configurations.

snippets do not exceed the performance of titles. First, it might be the quality and type of text shown in snippets. Snippets often show only short excerpts, or even multiple excerpts which are not clearly divided, from a longer document, focusing on query words in the retrieved document. Thus, they might not contain all the semantics of the document, while titles usually do. Second, it might be the maximum input length of our encoder, which is 512 sub-word tokens. As mentioned in Table 1, a median length of a title is 8 tokens, while median snippet length is 45. Considering that most of the samples have 9 or more title-snippet pairs in their SERPs, it is evident that some portion of concatenated snippets get left out. The potential limitation of truncating input length in most of BERT-based models is a research direction on its own.

We point out that the necessity of asking the clarification can be estimated from the initial query and retrieved search results, i.e., rows 1, 3, and 4 in Table 3. The success of the model to predict EL based on SERPs and the query alone, suggests that this framework can be used for determining whether or not to ask a clarifying question. However, we leave this aspect for future work. Instead, in the next subsection we evaluate our model trained on ELP task for clarification pane selection, addressing the pane quality aspect.

4.5 Additional Experiments

Here we show ELBERT performance, as measured by $R^2$, with respect to various characteristics of the dataset and the input components.

**Impression level.** Figure 2 (left) shows the performance of our model w.r.t. impression levels. We notice that our model performs significantly better on queries with high impression rate, i.e., those whose clarification panes have been shown to users more frequently. The differences between models at each impression level are not statistically significant, while differences between levels are, with $p < 0.01$. As the engagement level labels have been computed by aggregating user click information, this suggest that query-clarification pairs that have been implicitly evaluated by a small number of users, i.e., have low impression level, contain noise.
Query length. Figure 2 (right) presents the performance of our model w.r.t. query length. The difference in performance between all query lengths is statistically significant. We notice that longer queries generally lead to better performance. This can be attributed to them being more descriptive, thus allowing the search engine to retrieve more relevant results. Consequently, our model would utilise SERPs of higher quality, improving the ELP. Highest improvement is seen for a query and pane-only setting. Since the model in that setting does not see any SERP content, it benefits the most out of longer, more descriptive queries.

Number of search results. Since user behaviour is mainly biased by the results they see, and they mostly look at top results only, we perform experiments to see how our models behave in a setting with limited number of retrieved results. As mentioned before, MIMICS dataset contains up to 10 retrieved results for each query. We evaluate our model with 1, 2, . . . 10 SERP elements made available to it. Results for both, titles setting and snippets setting, are presented in Figure 3. We see a clear improvement in the performance as the number of search results fed to the model rises. This suggests that our model highly utilises SERP elements for ELP. We notice a saturation after 7 elements, especially in the setting with snippets. This might be due to snippets exceeding the maximum length of input to transformer-based models, which is 512 subword tokens.

5 Conclusions

In this study, we conducted various experiments on engagement level prediction task for clarification in search. We showed that semantic-rich models, like ALBERT, are much more successful in the task than traditional ML models. Furthermore, we demonstrated the benefit of utilising information from search engine result pages, such as titles and text snippets of retrieved documents, in the ELP task. Modelling of engagement levels can help guide the system on when and which clarifications to prompt, thus improving the overall user experience. Future work involves deeper analysis of topical changes in the retrieved pages, that could lead to more accurate prediction of engagement levels, and estimating the necessity of asking for clarification.
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