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Abstract: Tensor hierarchy algebras are infinite-dimensional generalisations of Cartan-type Lie superalgebras. They are not contragredient, exhibiting an asymmetry between positive and negative levels. These superalgebras have been a focus of attention due to the fundamental rôle they play for extended geometry. In the present paper, we examine tensor hierarchy algebras which are super-extensions of over-extended (often, hyperbolic) Kac–Moody algebras. They contain novel algebraic structures. Of particular interest is the extension of a over-extended algebra by its fundamental module, an extension that contains and generalises the extension of an affine Kac–Moody algebra by a Virasoro derivation $L_1$. A conjecture about the complete superalgebra is formulated, relating it to the corresponding Borcherds superalgebra.

Contents

1. Introduction .................................................. 572
2. Summary and Discussion .................................. 572
3. Some Notation .............................................. 575
4. Tensor Hierarchy Algebras: Definitions and Generalities ........ 576
   4.1 Generators and Relations .............................. 578
   4.2 Gradings .................................................. 581
      4.2.1 Grading with Respect to the Fermionic Node .... 581
      4.2.2 $gl$-covariant Gradings .......................... 581
      4.2.3 $(g^- \oplus gl(n + 2))$-Covariant Grading .......... 582
      4.2.4 Using Gradings to Find “extra” Modules ......... 583
   4.3 The Invariant Bilinear Form ............................ 583
5. The Tensor Hierarchy Extension of an Affine Algebra ............ 591
6. Extending an Over-Extended Algebra with its Fundamental Module .... 593
   6.1 Affine Subalgebras and Virasoro Algebras ............ 593
   6.2 Transforming Derivations ............................. 594
1. Introduction

Tensor hierarchy algebras [1,2] constitute a class of simple non-contragredient Lie superalgebras, whose finite-dimensional members are those of Cartan type in the classification of Kac [3]. They were originally invented due to the need to accommodate the embedding tensor of gauged supergravities in the algebra [1,4], and have been the subject of attention recently due to their importance in extended geometry [5–8]. It had already been clear that certain classes of Lie superalgebras were relevant for the gauge structure and dynamics of extended geometry [5,6,9,10], but it turns out that the tensor hierarchy algebras provide all information necessary, so that they may indeed be viewed as basic building blocks of extended geometry. This becomes increasingly clear when situations with infinite-dimensional structure groups are encountered [11–14].

Extended geometry contains double geometry [15–20] and exceptional geometry [12–14,21–32] as special cases. The hope of understanding extended geometry for infinite-dimensional, in particular hyperbolic, structure groups is the main motivation of the present work, and we hope that it will lead to a reformulation of gravity or supergravity where the hyperbolic Belinskii–Khalatnikov–Lifshitz group [33–35] not only emerges in extreme situations, but is an integral part of the formulation of the theory. This may eventually put the $E_{10}$ [35] and $E_{11}$ [11,36,37] proposals on a firm ground, and provide a mechanism for the emergence of space(-time).

The subject of the present paper is an attempt to take a step in this direction. The results are purely mathematical, but have obvious bearing to extended geometry. An extensive summary is provided in Sect. 2.

2. Summary and Discussion

The aim of this section is to give an extensive summary of the lines of thought, methods and results of this paper, with some minimum of technical detail, but without all the calculations of the following Sections. Hopefully, this organisation of the paper will make it more accessible to readers, especially those not inclined to indulge in technical issues concerning generators and Serre relations of non-standard type. We also comment on physical applications, and on the possible continued investigation of tensor hierarchy extensions of “very extended” Kac–Moody algebras, such as $E_{11}$ or $A_{r}^{+++}$. The goal of the paper is one and clear: to provide a working (tensor) formalism to deal with tensor hierarchy algebras $S(\mathfrak{g}^{++})$, where $\mathfrak{g}^{++}$ is an over-extended Kac–Moody algebra. This means that it is the further extension of an affine Kac–Moody algebra $\mathfrak{g}^{+}$. Often it is a hyperbolic, but not always (the standard counterexamples being $A_{r}^{+++}$, with
Dynkin diagrams shown in Figs. 1 and 2, which are hyperbolic only for $r \leq 8$). We are particularly interested in the case where $g = E_8$, which means that $g^+ = E_9$ and $g^{++} = E_{10}$ (indeed hyperbolic), with Dynkin diagram shown in Fig. 3.

The original rationale for introducing tensor hierarchy algebras [1] was the need for an algebraic foundation for gauged supergravities—the embedding tensor is a set of elements in this superalgebra, and this is the basic reason for the asymmetry between positive and negative levels. The asymmetry means that the tensor hierarchy algebras are not contragredient and is the main difference compared to the related Borcherds superalgebras that had been considered previously [38–40]. It was then realised that extended geometry [5,6] in general can be understood as founded on the algebraic structure of tensor hierarchy algebras [7,8]. Tensor hierarchy algebras are the unique objects that capture all fields and local symmetries in extended geometry in a correct way, and this becomes increasingly obvious when the structure group becomes infinite-dimensional.

One main goal for this line of research is to formulate extended geometry with hyperbolic structure groups. This would amount to a reformulation of gravity, where the hyperbolic BKL symmetry [33] becomes a built-in feature, in a well-defined sense. However, in order to achieve this, one needs the tensor hierarchy algebra extension of a “very extended” Kac–Moody algebra $g^{+++}$; the superalgebra underlying extended geometry is a super-extension of the already once extended Kac–Moody algebra. So far, we only have partial results for such algebras [41]. The present paper is a step on the way, investigating the presumably much better controlled class of superalgebras $S(g^{++})$. We find it interesting and instructive to understand the novel mathematical structures arising already here, and they will certainly form a basis for the continued investigations.

The definition of a tensor hierarchy algebra $S(a)$ (where $a$ is a generic Kac–Moody algebra) in terms of generators and relations leads, when the algebra $a$ is infinite-dimensional, to the appearance of “extra” generators. By “extra” generators, we understand generators that appear at non-negative levels in the tensor hierarchy algebra, but not in the corresponding Borcherds superalgebra $B(a)$. The phenomenon is quite analogous to how the generators and relations for an affine Kac–Moody algebra allow the continued brackets with raising operators to produce the loop generators. In fact, as
will be displayed explicitly in Sect. 5, the stage where this happens is more or less the same as for the affine algebra. The simplest instance is indeed for the super-extension of an affine algebra, then producing a “scalar” generator, which can be identified with a Virasoro generator $L_1$, providing a derivation on the algebra. This operator has a direct interpretation in the physical application to extended geometry \[8\].

For the case at hand, when an over-extended Lie algebra $\mathfrak{g}^{++}$ is extended to a tensor hierarchy algebra $S(\mathfrak{g}^{++})$, an even more interesting structure appears. Not only do extra modules appear at all non-negative levels, the extra module appearing at level 0 then is a fundamental of $\mathfrak{g}^{++}$, which is the lowest weight module $R(-\lambda)$ with lowest weight $-\lambda$, $\lambda$ being the fundamental weight associated with the leftmost node in $\mathfrak{g}^{++}$. We are led to a structure which is at the heart of the superalgebra, namely the (bosonic) extension of an over-extended Kac–Moody algebra $\mathfrak{g}^{++}$ by generators spanning its fundamental module $F = R(-\lambda)$. The Lie algebra structure on $\mathcal{A} = \mathfrak{g}^{++} \oplus F$ is investigated in detail in Sect. 6. Let $\{T_\alpha\}$ be a basis of generators of $\mathfrak{g}^{++}$ and $\{J_M\}$ a basis for its fundamental module. We then find bracket relations

\[
\begin{align*}
[T_\alpha, T_\beta] &= f_{\alpha\beta\gamma} T_\gamma , \\
[T_\alpha, J_M] &= -t_{\alpha M}^N J_N + u_{M\alpha}^\beta T_\beta , \\
[J_M, J_N] &= g_{MN}^P J_P ,
\end{align*}
\]  

(2.1)

where $f$ and $t$ are structure constants and representation matrices, and $u$ and $g$ “new” sets of coefficients. The Jacobi identities of course restrict these structure constants through bilinear relations. Had the $J$’s been a collection of “scalars”, so that the second of these equations only had read “$[J, T] = -u T$”, the $J$’s would have been (outer) derivations of the algebra $\mathfrak{g}^{++}$ and $g$ the structure constants of a Lie algebra of derivations. Now the $J$’s also transform in the fundamental representation. We call this structure “transforming derivations”. Infinitely many of the generators in the fundamental—the ones with light-like weights which can be brought to the lowest weight by a Weyl transformation—are $L_1$’s corresponding to some embedding of an affine Lie algebra $\mathfrak{g}^+ \subset \mathfrak{g}^{++}$, but there are also the ones with time-like weights, together filling up the whole fundamental module. Among simple Lie algebras, the over-extended ones are the “smallest” ones allowing a non-trivial extension of this kind.

The Lie algebra $\mathcal{A}$ turns out to have interesting representations, among them the fundamental module $F$ itself. There are representation matrices $j_{MN}^P$, such that

\[
\begin{align*}
[t_\alpha, t_\beta] &= f_{\alpha\beta\gamma} t_\gamma , \\
[t_\alpha, j_M] &= -t_{\alpha M}^N j_N + u_{M\alpha}^\beta t_\beta , \\
[j_M, j_N] &= g_{MN}^P j_P .
\end{align*}
\]  

(2.2)

The structure constants and fundamental representation matrices are related as $g_{MN}^P = -2 j_{[MN]}^P$. The structure constants in Eq. (2.1) and the identities among them expressing the Jacobi identities, together with the representation matrices of the fundamental module, turn out to provide all information we need in order to start building the superalgebra $S(\mathfrak{g}^{++})$ in Sect. 7. The structure constants of $S(\mathfrak{g}^{++})$ are constructed from this set of “tensors”.

An important experimental arena is provided by certain gradings. Of special interest is the double grading with respect to the fermionic node and one more node, chosen so that the remaining Dynkin diagram is of type $A$. In the $E$ series, for example, the second node
is the exceptional node (node 8 in Fig. 3), and in the A series one of the nodes in the circle attached to the affine node (node \( r \) in Fig. 2. The important observation is that each grade with respect to this second node will consist of a module of a finite-dimensional Cartan-type superalgebra (tensor hierarchy algebra) \( W(A_{d-1}) \simeq W(d) \). This is described in Sects. 4.2.2 and 4.2.4. Such \( W(d) \) modules have the property that they, as vector spaces, consist of sums of elements which are formed as the tensor product of some \( \mathfrak{gl}(d) \) module with the sum of all form (antisymmetric) modules. Even without knowing the precise content of the \( W(d) \) modules, this constraint alone, together with the observation that all elements at non-negative levels in the corresponding Borchers superalgebra also appear in the tensor hierarchy algebra, allows us to “discover” many extra modules experimentally, which are practically unreachable using the basic definitions. Pictures of this double grading for \( S(E_9) \), \( S(E_{10}) \) and \( S(A_{++}^1) \) are given in Figs. 6, 9 and 10.

The conjecture of Sect. 7, that level \( \ell \) in \( S(\mathfrak{g}^{++}) \) consists of

\[
R_\ell = \mathcal{B}_\ell \oplus \mathcal{B}_{\ell+1} \tag{2.3}
\]

where \( \mathcal{B}_\ell \) is level \( \ell \) in the Borchers superalgebra \( \mathcal{B}(\mathfrak{g}^{++}) \), is corroborated both by our tensorial formalism and by the predictions of the \( \mathfrak{gl} \) gradings. In the case \( \ell = 0 \), Eq. (2.3) gives back the decomposition \( \mathcal{A} = \mathfrak{g}^{++} \oplus F \) described above.

The continued work will focus on the tensor hierarchy extensions \( S(\mathfrak{g}^{+++}) \) of very extended Kac–Moody algebras, e.g. \( S(E_{11}) \). We expect these superalgebras to display a much more unkempt structure, and it will probably no longer be possible to make statements to all levels. An investigation of the local superalgebra in some grading should still be possible. In particular, the tools developed in the present paper will be useful in a \( \mathfrak{g}^{++} \)-covariant double grading, which is also precisely the grading relevant for application to extended geometry. Some information about extended geometry with hyperbolic structure group is already revealed by the results of the present paper. For example, there will most likely be fields not only in a coset of the hyperbolic group, but also in the fundamental module. Parameters of local symmetries will appear not only in the fundamental module, but also in \( \mathcal{B}_2 \).

3. Some Notation

We let \( \mathfrak{g} \) be a finite-dimensional simple Lie algebra, \( \mathfrak{g}^+ \) its (untwisted) affine extension, \( \mathfrak{g}^{++} \) the further extension to what in most interesting cases is a hyperbolic Kac–Moody algebra, etc. By \( \mathfrak{g}^+ \) we understand the loop algebra centrally extended by \( K \) (but not \( d \sim L_0 \)). A generic Kac–Moody algebra is occasionally denoted \( a \).

The nodes in \( \mathfrak{g} \) are numbered \( 1, \ldots, r \), with \( r = \text{rank}(\mathfrak{g}) \). Node 0 is the affine node, node \( -1 \) the “hyperbolic” node etc. This means that the fermionic node for \( \mathcal{B}(\mathfrak{g}^{(n)}) \) or \( S(\mathfrak{g}^{(n)}) \) (superscript \( n \) meaning \( n + \) signs) will have number \( -n \). Often, we also distinguish fermionic raising and lowering operators from bosonic ones by writing \( \epsilon_{-n} \) instead of \( e_{-n} \) and \( \phi_{-n, \alpha} \) instead of \( f_{-n, \alpha} \).

When using tensor notation for modules,

- \( A, B, \ldots \) are indices for the adjoint of \( \mathfrak{g} \),
- \( \mu, \nu, \ldots \) are indices for the fundamental module \( f \) of the affine algebra \( \mathfrak{g}^+ \),
- \( \alpha, \beta, \ldots \) are adjoint indices for the over-extended Kac–Moody algebra \( \mathfrak{g}^{++} \),
- \( M, N, \ldots \) are indices for the fundamental module \( F \) of \( \mathfrak{g}^{++} \).

By fundamental, we understand lowest weight modules, so that \( F = R(-\Lambda_{-1}) \) (the module with lowest weight \( -\Lambda_{-1} \)), \( \bar{F} = R(\Lambda_{-1}) \).
The leading irreducible \( g^{++} \) module (the one with lowest lowest weight) in the symmetric product \( \sqrt{2} F \) is denoted \( S^0_2 \), the remaining part (the one appearing at level 2 in \( \mathcal{B}(g^{++}) \) ) \( S_2 \). The leading module in \( \wedge^2 F \) is denoted \( A^0_2 \), the remaining part (the one appearing at level 2 in \( g^{+++} \) ) \( A_2 \). Analogously, for products of the affine fundamentals (lowest weight modules at \( k = -1 \) ) we use lowercase letters: \( f, s^0_2, s_2, a^0_2, a_2 \).

Level \( \ell \) in the grading with respect to the fermionic node of a Borcherds superalgebra \( \mathcal{B} \) is denoted \( R_{\ell} \). Level \( \ell \) in a tensor hierarchy algebra \( S \) is denoted \( R_{\ell} \).

Brackets with more than two arguments are built from binary brackets from right to left, for example,

\[
[x, y, z, w] \overset{\Delta}{=} [x, [y, [z, w]]] .
\] (3.1)

The bracket \( [x, y] \) of two elements may be symmetric or antisymmetric depending on the \( \mathbb{Z}_2 \)-degree of the elements.

The algebras and superalgebras in this paper can be viewed as algebras over the complex numbers, but since the definitions we employ use root and weight decompositions, one may also view them as algebras over the real numbers, the (split) real form being defined by these bases. The latter is relevant for applications to extended geometry.

4. Tensor Hierarchy Algebras: Definitions and Generalities

Tensor hierarchy algebras were originally introduced in ref. [1] as extensions of simple finite-dimensional complex Lie algebras \( g \) (with particular focus on the cases \( g = E_n \) for \( 4 \leq n \leq 8 \) ). In ref. [2], a construction from generators and relations was given, and the notation \( S(g) \) was introduced for the tensor hierarchy algebras considered in ref. [1]. In addition to \( g \) itself, the data defining \( S(g) \) also consists of a simple root \( \alpha_1 \) of \( g \). The data can be visualised by a Dynkin diagram where a “grey” node 0 is connected to node 1, corresponding to \( \alpha_1 \), in the Dynkin diagram of \( g \). Thus, for any choice of a simple finite-dimensional complex Lie algebras \( g \) and a simple root of it, there is an associated tensor hierarchy algebra \( S(g) \). There are also two other related Lie superalgebras associated to this data, denoted by \( \mathcal{B}(g) \) and \( W(g) \) in ref. [2]. The Lie superalgebra \( \mathcal{B}(g) \) is a contragredient Lie superalgebra (more specifically, a Borcherds superalgebra) which means that it can be constructed from the Dynkin diagram by generators and relations in a way which is symmetric (up to signs) under the exchange of raising and lowering operators [3]. The Lie superalgebra \( W(g) \) (also called tensor hierarchy algebra) can be considered as a unification of \( S(g) \) and \( \mathcal{B}(g) \). Both \( S(g) \) and \( W(g) \) are constructed by a modification of the usual generators and relations for \( \mathcal{B}(g) \), from the same Dynkin diagram. This modification breaks the symmetry between raising and lowering operators and thus makes the tensor hierarchy algebras non-contragredient. In ref. [2] it was shown that when \( g = A_{n-1} \) and node 1 is one of the outermost nodes, the tensor hierarchy algebras \( W(g) \) and \( S(g) \) are finite-dimensional and coincide with the well known Lie superalgebras \( W(n) \) and \( S(n) \) of Cartan type [3].

An advantage with the construction of \( S(g) \) from generators and relations is that \( g \) can be generalised to any Kac–Moody algebra, not necessarily a finite-dimensional one. In [7,8], we considered \( S(g^{++}) \), where \( g^{++} \) is a Kac–Moody algebra obtained by adding a node to the Dynkin diagram of \( g \) (generalising “node 1” in the description of \( S(g) \) above, but “node 0” with the numbering of nodes that we will use below). It can be attached to one or more nodes in the Dynkin diagram of \( g \), with one or more lines. The information to which nodes it is attached, and with how many lines, is given by an integral dominant
weight $\lambda$ of $\mathfrak{g}$. For a particular choice of $\lambda$, the Kac–Moody algebra $\mathfrak{g}^+$ is the affine extension of $\mathfrak{g}$. In the present paper, we focus on this choice, but we also go one step further, and consider $S(\mathfrak{g}^{++})$, where $\mathfrak{g}^{++}$ is the “over-extension” of $\mathfrak{g}$, usually hyperbolic. Particularly, if $\mathfrak{g} = E_8$ and $\lambda$ is the fundamental weight associated to the “outermost” node, then $\mathfrak{g}^+ = E_9$ and $\mathfrak{g}^{++} = E_{10}$.

In the present paper, the nodes in the Dynkin diagram of $\mathfrak{g}$ are numbered 1, 2, $\ldots$, $r$, where $r$ is the rank of $\mathfrak{g}$. When we extend $\mathfrak{g}$ to the affine Lie algebra $\mathfrak{g}^+$, we add a node 0 (“the affine node”) and when we extend $\mathfrak{g}^+$ to $\mathfrak{g}^{++}$, we add a node $-1$ (“the hyperbolic node”). In this way, we can define a Kac–Moody algebra $\mathfrak{g}^{(n)}$ of rank $r+n$, where the superscript $(n)$ means $n$ plus signs, for any integer $n \geq 1$, starting from the simple finite-dimensional Lie algebra $\mathfrak{g}$ and its affine extension $\mathfrak{g}^+$. Node $-n+1$ is connected with a single line to node $-n+2$, but disconnected from nodes $-n+3$, $\ldots$, $r$. If $A_{ij}$ is the Cartan matrix of $\mathfrak{g}^{(n)}$, where $i, j = -n+1, \ldots, r$, this means that

$$A_{-n+1,j}^{(n)} = A_{j,-n+1}^{(n)} = \begin{cases} 
2 & \text{if } j = -n+1 \\
-1 & \text{if } j = -n+2 \\
0 & \text{if } j \geq -n+3
\end{cases} \quad (4.1)$$

and $A_{ij}^{(n)} = A_{ij}^{(n-1)}$ if $i, j \neq -n+1$. Within the Dynkin diagram of $\mathfrak{g}$, we allow for multiple lines and arrows; it does not need to be simply laced.

The Dynkin diagram of $\mathfrak{g}^{(n)}$ can be extended to the Dynkin diagram of the Lie superalgebras $S(\mathfrak{g}^{(n)})$, $W(\mathfrak{g}^{(n)})$ and $\mathcal{B}(\mathfrak{g}^{(n)})$ by replacing node $-n$ in the Dynkin diagram of $\mathfrak{g}^{(n+1)}$ with a “grey node” (drawn as $\otimes$). This means two things: first (as we will see below), that there are associated generators that are odd elements in the Lie superalgebra (and thus we may call it a “fermionic node” as opposed to the ordinary white or “bosonic” nodes), second, that the associated diagonal entry in the Cartan matrix is not 2, but 0. More precisely, if $B_{ij}^{(n+1)}$ is the Cartan matrix of $S(\mathfrak{g}^{(n)})$, $W(\mathfrak{g}^{(n)})$ or $\mathcal{B}(\mathfrak{g}^{(n)})$, where $i, j = -n, \ldots, r$, then

$$B_{-n,j}^{(n+1)} = B_{j,-n}^{(n+1)} = \begin{cases} 
0 & \text{if } j = -n \\
-1 & \text{if } j = -n+1 \\
0 & \text{if } j \geq -n+2
\end{cases} \quad (4.2)$$

and $B_{ij}^{(n+1)} = A_{ij}^{(n)}$ if $i, j \neq -n$.

Note that the numbering of nodes here, where node 0 always is the affine node, is different from the ones in refs. [1,2,7,8], where node 0 always is the grey node, as reviewed above. We will mostly in this paper not consider the situation with a general $n$, but focus on the cases $n = 1$ and $n = 2$. Note that our construction involves a specific position for the grey node, i.e., a choice of $\lambda$. In principle, other tensor hierarchy algebras corresponding to other choices of $\lambda$ can be constructed, but are not expected to share many of the attractive features of the superalgebras presently considered.

We note that the determinant of the Cartan matrix is $|B| = -|A^-|$, where $A^-$ is the Cartan matrix for an algebra where the node connecting to the fermionic one is removed, i.e.,

$$|B^{(n+1)}| = -|A^{(n-1)}| \quad (4.3)$$

The matrix $B^{(n+1)}$ is non-singular for $n = 0$, but singular for $n = 1$. The Cartan matrix for the super-extension of an affine Kac–Moody algebra is non-singular without further
bosonic extension, while the Cartan matrix for the super-extension of a hyperbolic Kac–Moody algebra is singular. This is associated to a difficulty with the definition of $W(g^{++});$ we will return to this issue in Sect. 7.2.

4.1. Generators and Relations. We will now explain how to construct the Lie superalgebras $S(g(n)), W(g(n))$ or $\mathcal{B}(g(n))$ from its Dynkin diagram described above, or from the associated Cartan matrix $B_{ij},$ where $i, j = -n, \ldots, r$ (we drop the superscript $(n + 1)$ on $B_{ij}$).

We start with $\mathcal{B}(g(n))$ and the well known construction of it as a contragredient Lie superalgebra. To each node $i = -n, \ldots, r$ in the Dynkin diagram we associate three generators $h_i, e_i, f_i.$ Among these $3r$ generators, $e_{-n}$ and $f_{-n}$ are odd elements, whereas all the other generators (including $h_{-n}$) are even.

Then $\mathcal{B}(g(n))$ is defined as the Lie superalgebra generated by all $h_i, e_i, f_i$ modulo the Chevalley–Serre relations

$$[h_i, e_j] = B_{ij}e_j, \quad [h_i, f_j] = -B_{ij}f_j, \quad [e_i, f_j] = \delta_{ij}h_j. \quad (4.4)$$

$$\text{ad} e_i)^{1 - B_{ij}}(e_j) = (\text{ad} f_i)^{1 - B_{ij}}(f_j) = 0 \quad \text{(for } B_{ij} \leq 0). \quad (4.5)$$

When we go from $\mathcal{B}(g(n))$ to $S(g(n))$ we modify the set of generators. We keep all the generators associated to the white nodes $-n + 1, \ldots, r,$ as well as $e_{-n},$ but we remove $h_{-n}$ and we replace the single odd generator $f_{-n}$ with $n + r - 1$ odd generators $f_{-n,i},$ where $i = -n + 2, \ldots, r.$ For the relations, we keep (4.4) and (4.5) above (but whenever $f$ appears with a single index as subscript, it is understood that it does not take the value $-n$ anymore). We then add the following relations to those above,

$$[e_{-n}, f_{-n,i}] = h_i, \quad [h_i, f_{-n,j}] = -B_{i,-n}f_{-n,j}, \quad [e_{i'}, f_{j'}, f_{-n,k}] = \delta_{i'j'}B_{kj'}f_{-n,j'}, \quad (4.6)$$

$$[e_{-n+1}, f_{-n,i}] = [f_{-n+1}, f_{-n,i}] = 0, \quad (4.7)$$

$$[f_{-n,i}, f_{-n,j}] = [f_{-n,i''}, f_{-n,j''}, f_{-n+1}] = 0, \quad (4.8)$$

where $i', j' = -n + 2, \ldots, r$ and $i'', j'' = -n + 3, \ldots, r.$ We let $\tilde{S}(g(n))$ be the Lie superalgebra defined on these sets of generators and relations.

For each node $i$ we get a $\mathbb{Z}$-grading of $\tilde{S}(g(n))$ by letting the generators $e_i$ and $f_i$ (or $f_{-n,j},$ if $i = -n$) have degree 1 and $-1,$ respectively, and all other generators degree 0, since the relations above respect such a grading. All these $\mathbb{Z}$-gradings can be put together to a $\mathbb{Z}^{nr}$-grading, where the subalgebra at degree $(0, 0, \ldots, 0)$ contains all the $h$ generators, but no $e$ or $f$ generators. We let $J$ be the maximal ideal of $\tilde{S}(g(n))$ that intersects the degree $(0, 0, \ldots, 0)$ subalgebra trivially (obtained as the sum of all ideals with this property) and set $S(g(n)) = \tilde{S}(g(n))/J,$ in analogy with the definition of a contragredient Lie superalgebra. (For a Kac–Moody algebra, or more generally a Borcherds superalgebra, this step in the construction is equivalent to imposing the Serre relations. For tensor hierarchy algebras, we do no know the full set of relations generating $J.$ It is possible that some of the relations that we impose above are redundant in the sense that they are contained in this ideal.)

The tensor hierarchy algebra $W(g(n))$ is constructed analogously to $S(g(n)),$ but when we go from $\mathcal{B}(g(n))$ to $W(g(n))$ we add the $n + r - 1$ generators $f_{-n,i}$ without removing the generators $h_{-n}$ and $f_{-n}.$ More precisely, we replace $f_{-n}$ with $n + r$ generators $f_{-n,i},$ where $i = -n, -n + 2, -n + 3, \ldots, r.$ The relations that we impose take the same form as
for $S(g^{(n)})$, and those involving $f_{-n}$ for $B(g^{(n)})$ then follows by setting $f_{-n} = f_{-n,-n}$. Thus, in practice, we rename the generator $f_{-n}$ rather than replacing it. Since $W(g^{(n)})$ contains both $f_{-n} = f_{-n,-n}$ and $f_{-n,i}$ for $i = -n, -n + 2, -n + 3, \ldots, r$, it can be seen as a unification of $S(g^{(n)})$ and $B(g^{(n)})$, “usually” containing them as subalgebras. (We are aware of one case, see Sect. 4.2.1, where $S(g^{(n)})$ is obviously not a subalgebra of $W(g^{(n)})$. However, in many cases they certainly are, and for all practical purposes that we have encountered so far, both $S(g^{(n)})$ and $B(g^{(n)})$ can safely be considered as subalgebras of $W(g^{(n)})$.) As we will see, when the Cartan matrix $B_{ij}$ is singular, $B(g^{(n)})$ is contained already in $S(g^{(n)})$, and a different definition of $W(g^{(n)})$ might be more useful.

From now on, we will often use Greek letters for the fermionic generators and write $\epsilon_{-n}$ instead of $e_{-n}$ and $\phi_{-n,i}$ instead of $f_{-n,i}$. This allows us to furthermore set

$$\epsilon_{-n+1} = \{\epsilon_{-n}, e_{-n+1}\}, \quad \phi_{-n+1,i} = -[\phi_{-n,i}, f_{-n+1}], \quad (4.9)$$

for $i = -n + 3, \ldots, r$. It then follows that $S(g^{(n)})$ is embedded in $\tilde{S}(g^{(n)})$. We will use this embedding occasionally to "lift" calculations done for $\tilde{S}(g^{(n)})$ to $S(g^{(n)})$. The relations (4.9) corresponds to a so called odd Weyl reflection for $B(g^{(n)})$, where the set of simple roots $\alpha_{-n}, \ldots, \alpha_r$ are mapped to another set of roots $\beta_{-n}, \ldots, \beta_r$, which can also be taken as simple roots, but corresponding to a different Dynkin diagram [42]. We then have

$$\beta_{-n} = -\alpha_{-n}, \quad \beta_{-n+1} = \alpha_{-n} + \alpha_{-n+1}, \quad \beta_i = \alpha_i, \quad (4.10)$$

for $i = -n + 2, \ldots, r$. The two different, but equivalent, Dynkin diagrams for $B(g^{(n)})$ and $S(g^{(n)})$ when $g = E_8$ are shown in Figs. 4 and 5. The embedding of $S(E_{7+n})$ in $S(E_{8+n})$ corresponds to removal of the node associated to the simple root $\beta_{-n}$ in Fig. 5.

As usual, we introduce an inner product in the vector space dual to the Cartan subalgebra of $g^{(n-1)}$, such that the Cartan matrix $A^{(n-1)}_{ij}$ of $g^{(n-1)}$ is given by

$$A^{(n-1)}_{ij} = 2 \frac{<\alpha_i, \alpha_j>}{<\alpha_i, \alpha_i>}, \quad (4.11)$$
where \( \alpha_{-n+2}, \ldots, \alpha_r \) are the simple roots. Let \( \alpha \) be a root of \( g^{(n-1)} \), expanded in the basis of simple roots as

\[
\alpha = a_{-n+2} \alpha_{-n+2} + \cdots + a_r \alpha_r .
\]  

(4.12)

We then let

\[
h_{\alpha'} = \tilde{a}_{-n+2} h_{-n+2} + \cdots + \tilde{a}_r h_r ,
\]  

(4.13)

where \( \tilde{a}_i = a_i \frac{\langle \alpha, \beta \rangle}{2} \) (\( i = -n + 2, \ldots, r \)) be a corresponding element in the Cartan subalgebra of \( g^{(n-1)} \), so that \([h_{\alpha'}, e_\beta] = (\alpha, \beta)e_\beta\), for any generator \( e_\beta \) corresponding to a root \( \beta \). Set

\[
\phi_{-n, \alpha'} = \tilde{a}_{-n+2} \phi_{-n,-n+2} + \cdots + \tilde{a}_r \phi_{-n,r} .
\]  

(4.14)

As noted in ref. [7] (in the simply laced case), and shown in ref. [2] (in the case where \( \alpha, \beta, \gamma \) are simple roots), we now have

\[
(\alpha, \beta)[e_{\alpha}, \phi_{-n, \gamma^\vee}] = (\alpha, \gamma)[e_{\alpha}, \phi_{-n, \beta^\vee}]
\]  

(4.15)

for any roots \( \alpha, \beta, \gamma \) of \( g^{(n-1)} \). This identity, reflecting that \( \langle \phi_{-n,i} \rangle \) provides the Cartan subspace of an adjoint \( g^{(n-1)} \)-module, will prove very useful, as well as the following ones:

\[
[e_{-n+1}, [e_{-n+2}, \phi_{-n,i}]] = 0 , \quad (4.16)
\]

\[
[f_{-n+1}, [e_{-n+2}, \phi_{-n,i}]] = 0 . \quad (4.17)
\]

In the case \( i = -n + 2 \), the first identity (4.16) follows by

\[
2[e_{-n+1}, e_{-n+2}, \phi_{-n,-n+2}] = [e_{-n+1}, e_{-n+2}, e_{-n+2}, f_{-n+2}, \phi_{-n,-n+2}]
\]

\[
= 2[e_{-n+2}, e_{-n+1}, e_{-n+2}, f_{-n+2}, \phi_{-n,-n+2}]
\]

\[
- [e_{-n+2}, e_{-n+2}, e_{-n+1}, f_{-n+2}, \phi_{-n,-n+2}]
\]

\[
= 4[e_{-n+2}, e_{-n+1}, \phi_{-n,-n+2}]
\]

\[
- [e_{-n+2}, e_{-n+2}, f_{-n+2}, e_{-n+1}, \phi_{-n,-n+2}] = 0 , \quad (4.18)
\]

and we can then go to the case of a general \( i \) by (4.15). The second identity (4.17) now follows by acting on (4.16) with \( f_{-n+1} \) twice,

\[
0 = [f_{-n+1}, f_{-n+1}, e_{-n+1}, e_{-n+2}, \phi_{-n,i}]
\]

\[
= -[f_{-n+1}, h_{-n+1}, e_{-n+2}, \phi_{-n,i}] + [f_{-n+1}, e_{-n+1}, f_{-n+1}, e_{-n+2}, \phi_{-n,i}]
\]

\[
= -[h_{-n+1}, f_{-n+1}, e_{-n+2}, \phi_{-n,i}] + [e_{-n+1}, f_{-n+1}, f_{-n+1}, e_{-n+2}, \phi_{-n,i}]
\]

\[
= 2[f_{-n+1}, e_{-n+2}, \phi_{-n,i}] .
\]

(4.19)

A few words on the generators at level \(-1\). This is where tensor hierarchy algebras differ from contragredient superalgebras, and it is also the ultimate source of much of the interesting behaviour we will encounter later. When \( n = 0 \), i.e., when we consider a tensor hierarchy algebra extension \( S(g) \) of the finite-dimensional Lie algebra \( g \), we have the generators \( \phi_{0, \alpha} \), where \( \alpha \) is a root of \( g^- \), the Lie algebra obtained by deleting node 1. Given the relation (from (4.6)) \([\epsilon_0, \phi_{0, \alpha}] = h_\alpha \), and the observation that \( \epsilon_0 \) carries \( g^- \) weight 0, it follows that \( \phi_{0, \alpha} \) forms the Cartan part of a \( g^- \) adjoint [2]. Then, Eq. (4.15) becomes natural, it simply states how raising operators act on the Cartan part of the
adjoint module. The highest state in this adjoint module of course is $[e_{\theta^-}, \phi_{0,2}]$, where $\theta^-$ is the highest root of $g^-$. It is also the highest state in the $g$-module at level $-1$, with highest weight $\lambda + \theta^-$. As we will see, it is this last statement that becomes modified when one considers extensions of infinite-dimensional Kac–Moody algebras, e.g. $S(g^*)$, and leads to the appearance of generators where $\epsilon$ and $\phi$ appear simultaneously without cancelling out.

4.2. Gradings. As described above, there is a $\mathbb{Z}$-grading of $\tilde{S}(g^{(n)})$ with respect to each node in the Dynkin diagram. These $\mathbb{Z}$-gradings are inherited to $S(g^{(n)})$, and can be used to derive the content of the algebra, as we will now describe in some important cases.

4.2.1. Grading with Respect to the Fermionic Node The $\mathbb{Z}$-grading with respect to the fermionic node plays a distinguished rôle. We call the corresponding degree “level” and denote it by $\ell$. This is a consistent grading, which means that even (bosonic) elements appear at even levels, and odd (fermionic) elements at odd levels. Since removal of the grey node yields the Dynkin diagram of $g^{(n)}$, we have a $g^{(n)}$-module $R_\ell$ at each level $\ell$. The corresponding $g^{(n)}$-module $\mathcal{B}_\ell$ that appears at level $\ell$ of $\mathcal{B}(g^{(n)})$ is usually a submodule of $R_\ell$ for $\ell \geq 0$. The reason for this is that all elements in $\mathcal{B}_\ell$ for $\ell \geq 0$ are precisely those that can be formed without using the generator $f_{-1}$. Since the remaining generators (except for $h_{-1}$) are included also in $S(g^{(n)})$, and the relations among them are the same, these elements can be formed in $S(g^{(n)})$ as well. However, it might happen that such an element is factored out when going from $\tilde{S}(g^{(n)})$ to $S(g^{(n)})$. We are only aware of one case where this happens, which is for a singlet at level 6 in $S(E_6)$. We have not seen it in the cases that we focus on in this paper, and therefore we say that $\mathcal{B}_\ell$ is “usually” a submodule of $R_\ell$. But there are in general more elements that can be formed at non-negative levels in $S(g^{(n)})$ than in $\mathcal{B}(g^{(n)})$, since the $\epsilon$ and $\phi$ generators do not need to cancel out in multiple brackets, as they do in the contragredient Lie superalgebra $\mathcal{B}(g^{(n)})$. A first example of such an “extra” element is (5.1) that appears at level 0 in $S(g^*)$ as we will describe below.

4.2.2. $\mathfrak{gl}$-covariant Gradings The $\mathbb{Z}$-grading with respect to the fermionic node can be refined to a $(\mathbb{Z} \times \mathbb{Z})$-grading (or “double grading”) with respect to both the fermionic node and one other node. We still call the degree with respect to the fermionic node $\ell$ “level”. In the $\mathfrak{gl}$-covariant gradings, the other grading is with respect to a node, which when annihilated leaves the Dynkin diagram of $A_{d-1}$, extended by a fermionic node at one end, i.e., the Dynkin diagram of $\mathcal{B}(A_{d-1}) \simeq \mathfrak{sl}(d|1)$, $S(A_{d-1}) \simeq S(d)$ or $W(A_{d-1}) \simeq W(d)$, where $d = r + n$. This degree $m$ is simply called “degree”. The second node is node 8 for $S(E_{8+n})$ (“the exceptional node”) and node $r$ for $S(A_r^{(1)})$ according to the numbering in Figs. 3 and 2 (we will call it node $r$ also in the general case). This results in a double grading, where each element is a $\mathfrak{gl}(d)$ module. In addition, each degree constitutes a module of $W(d)$, and the subalgebra at $m = 0$ is $W(d)$ itself.

This can be shown by constructing, as in ref. [11], a simple local Lie superalgebra $T_{-1} \oplus T_0 \oplus T_1$, where $T_0$ is the Lie superalgebra $W(d)$ and $T_\pm$ are suitable $W(d)$-modules, at degree $m = \pm 1$, with a bracket $[T_1, T_{-1}] \subseteq T_0$ defined such that the Jacobi identity for one element in each of three subspaces is satisfied [3]. (The brackets $[T_0, T_{\pm1}] \subseteq T_{\pm1}$ are given by the representations that these modules come with.) With a suitable identification of the generators $\{e_i, f_i, f_{-n}, h_i\}$ as elements in the three subspaces $T_0, T_{\pm1}$ (corresponding to degree $m = 0, \pm1$) it can then be shown that the
The identification of the generators is such that $e_r$ and $f_r$ belong to $T_1$ and $T_{-1}$, respectively, whereas all the other generators belong to $T_0$. These other generators are the generators of $W(A_{d-1}) \cong W(d)$, up to a redefinition of the $h$ generators (needed since there is an $h_r$ but no $h_{-n}$ at degree $m = 0$ in $S(g^{(n)})$, whereas there is an $h_{-n}$ but no $h_r$ in $W(A_{d-1})$). In ref. [2] the identification of the generators was given in the case $g^{(n)} = E_{8+}$. The $W(d)$-module $T_1$ is then (as in all simply laced cases) the Grassmann algebra $\Lambda(d)$ on $d$ anticommuting generators that $W(d)$ naturally acts on as its derivation algebra [3], but the bracket $[T_0, T_1]$ also contains a trace term (related to the redefinition of the $h$ generators). The module $T_{-1}$ has a more complicated structure, given in ref. [11], but in order to construct the algebra, it is sufficient to know the bracket relation $[f_r, T_i] \subseteq T_0$, given in ref. [2]. The module $T_{-1}$ will then simply be the $W(d)$-module generated by the single element $f_r$, and the general brackets $[T_{-1}, T_1] \subseteq T_0$ can be defined so that the Jacobi identity is automatically satisfied. Besides giving information about the content of tensor hierarchy algebra, this construction also shows that it exists (non-trivially), which is not obvious from the definition by generators and relations, since there is a priori the risk that the ideal generated by the relations will be the whole free Lie superalgebra.

This type of grading was used for $S(E_{11})$ in ref. [11], and constructed in detail up to degree 4. We will not construct the $W(d)$ representations for higher degree $m$. Instead we will make use of their property, that they consist of sums of “columns”, where each column is a tensor product of some $gl(d)$ module $r_{\ell,m}$ with all forms:

$$C_{\ell,m} = \bigoplus_{p=0}^{d} c_{\ell-p,m} = r_{\ell,m} \otimes \bigoplus_{p=0}^{d} \Lambda^p,$$

where $\Lambda^p$ is the $p$-form module. The term $c_{\ell-p,m} = r_{\ell,m} \otimes \Lambda^p$ occurs at level $\ell - p$. Some further restrictions on $r_{\ell,m}$ are derived in Sect. 4.3.

Examples of this type of double grading are given for $S(E_9)$ in Fig. 6, for $S(A_{1}^{++})$ in Fig. 10, and for $S(E_{10})$ in Fig. 9. A list of $r_{\ell,m}$ is given for $S(E_{10})$ up to $m = 7$ in Table 1 and for $S(A_{1}^{++})$ up to $m = 7$ in Table 2. They are found using the technique described in Sect. 4.2.4.

4.2.3. $(g^- \oplus gl(n+2))$-Covariant Grading Besides the $gl$-grading, which is not always present, there are other interesting and useful double gradings given by the fermionic node $-n$ and one other node. As the other node, we can take node 1. Removal of this node from the Dynkin diagram of $g$ gives the Dynkin diagram of the subalgebra $g^-$, and removal of both nodes from the Dynkin diagram of $S(g^{(n)})$ then gives the Dynkin diagram of $A_{n+1} \oplus g^-$. If we now set $d = n + 2$ and let $m$ be the degree with respect to node 1, we have a module of both $gl(d)$ and $g^-$ at each $(\ell, m)$, and the subalgebra at degree $m = 0$ is the direct sum of $W(d)$ and the tensor product $\Lambda(d) \otimes g^-$ of the Grassmann algebra $\Lambda(d)$ and $g$. At degree $m = 1$ we have the tensor product of $\Lambda(d)$ and the fundamental module of $g^-$ (the 56 of $E_7$ in the case of $S(E_{n+8})$). In the general there will be a column structure like in the $gl$-covariant grading at any $m$, but now each column is a tensor product of some $g^-$ module with all forms.

Similarly to the $gl$-covariant construction, we can now construct a local Lie superalgebra $T_{-1} \oplus T_0 \oplus T_1$ and show that the minimal $\mathbb{Z}$-graded Lie superalgebra with this local
part is isomorphic to $S(\mathfrak{g}^{(n)})$, and thereby that the tensor hierarchy algebra is non-trivial, also in cases that do not admit a $\mathfrak{g}l$-grading.

It might appear more natural to consider a double grading of $S(\mathfrak{g}^{(n)})$ with respect to the node 0 rather than node 1 (together with the fermionic node $-n$). Such a grading would be covariant under $\mathfrak{g} \oplus \mathfrak{gl}(n + 1)$ instead of $\mathfrak{g}^{-} \oplus \mathfrak{gl}(n + 2)$). However, the “extra” elements would then appear already in the local part, which would make it more complicated. In particular the $W(d)$-module at degree $m = 1$ would not be irreducible anymore.

4.3. The Invariant Bilinear Form. The tensor hierarchy algebra $S(\mathfrak{g}^{(n)})$ is not contragredient, meaning that there is no symmetry, or “duality”, between positive and negative levels. Nevertheless, it has been shown that it allows for the existence of an invariant non-degenerate bilinear form $\omega$, analogous to the Killing form of Kac–Moody algebras with non-degenerate Cartan matrices. There is thus a “duality”, as strong as contragredience. The existence of $\omega$ was one of the features that were more or less built into the

4.2.4. Using Gradings to Find “extra” Modules The superalgebra $S(\mathfrak{g}^{(n)})_{\geq 0}$, i.e., the non-negative level subalgebra of $S(\mathfrak{g}^{(n)})$, contains a subalgebra $\mathfrak{g}^{(n)} \oplus \mathfrak{R}(\mathfrak{g}^{(n)})_{> 0}$ (up to the possibility that elements in $\mathfrak{R}(\mathfrak{g}^{(n)})_{> 0}$ are factored out when going from $S(\mathfrak{g}^{(n)})$ to $S(\mathfrak{g}^{(n)})$, described in Sect. 4.2.1). Everything else we call “extra modules”. Using the generators and relations, it is straightforward to show that extra modules are absent for $n = 0$ and that only a “singlet”, $L_1$, arises when $n = 1$ (see Sect. 5). For $n \geq 2$, the analysis in terms of generators and relations becomes complicated. To some extent (to reasonably low levels) we can make use of the tensorial methods of Sects. 6 and 7, but find it very useful to verify the findings by experimental evidence.

The $\mathfrak{g}l$-covariant gradings of Sect. 4.2.2 provide such a laboratory. We start from the $\mathfrak{g}l$-covariant decomposition of the Borcherds superalgebras, which we calculate to some level and degree $(\ell, m)$ using the methods of “Appendix A” (to relate the Borcherds modules to certain lowest weight modules) and “Appendix B” (to calculate branchings to $\mathfrak{g}l$ modules). Then, this decomposition can be tested against the prediction that $\mathfrak{g}l$-modules at each degree form “columns” of the type described in Sect. 4.2.1. Everything else we call “extra modules”. By computing the $\mathfrak{g}l(9)$ decomposition of $S(E_9)$ up to $\ell = 22$, $m = 7$ (Fig. 6), and the $\mathfrak{g}l(2)$ decomposition of $S(A_1^+) \uparrow \ell = 12$, $m = 10$, we test this method against the known result [7] that $L_1$ represents the only extra module (see Sect. 5).

For the tensor hierarchy algebra extensions of hyperbolic algebras, we have computed the $\mathfrak{g}l(10)$ decomposition of $S(E_{10})$ up to $\ell = 22$, $m = 7$ (Fig. 9), and the $\mathfrak{g}l(3)$ decomposition of $S(A_1^{++}) \uparrow \ell = 12$, $m = 10$. (Fig. 10). In both cases, we observe perfect agreement with the conjecture that $R_\ell = \mathfrak{R}_\ell \oplus \mathfrak{R}_{\ell+1}$. The $\mathfrak{g}l$ modules $r_{\ell,m}$ leading the columns for $S(E_{10})$ are listed in Table 1, and those for $S(A_1^{++})$ are found in Table 2.

This method will prove valuable when continuing to very extended algebras, e.g. $E_{11}$. So far, we only have partial results [41].
Fig. 6. The double grading of $S(E_9)$, with respect to the fermionic and the exceptional node. Each grade contains a $\mathfrak{gl}(9)$ module. These modules organise into "columns", containing tensor products of some $\mathfrak{gl}(9)$ module with all forms. The collection of such columns at given degree $m$ with respect to the exceptional node forms a module of the tensor hierarchy algebra $W(9)$ at degree 0. Tops of columns are marked with a black circle. Horizontally, the $\mathfrak{gl}(9)$ modules are organised in $E_9$ modules. The lowest states in $R_\ell$ at level $\ell$, and $L_1$, are denoted with red squares. The only extra module is the singlet $L_1$ at $\ell = 0, m = 3$. 
| \(m=0\) | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
|---|---|---|---|---|---|---|---|
| \(\ell=20\) | | | | | | | \(000000001\) |
| 19 | 2 | 000000002 | 2 | 000000010 | | | |
| 18 | 3 | 000000003 | 5 | 000000011 | 3 | 000000100 | |
| 17 | | (000000001) | 2 | 000000004 | 5 | 000000012 | |
| 16 | (000000002) | 2 | 000000013 | 6 | 000000012 | 7 | 0000000101 | |
| 15 | 2(000000003) | 2 | 0000000103 | 7 | 0000000102 | 9 | 00000001001 | |
| 14 | (000000001) | | | | | | 4(000010000) | |
| 13 | (000000002) (000000010) | 2(0000000102) | 2 | 00000001101 | | | |
| 12 | (000000003) (000000011) (000000100) |(0000000102) | (00000001002) | (000010000) | (000020001) | (000001000) | (000000000) |
Table 1. continued

| m  | 1                | 2                | 3                | 4                | 5                | 6                | 7       |
|----|------------------|------------------|------------------|------------------|------------------|------------------|--------|
| 11 | 0000000001      | 0000000100      | 0000010000      | 0000010001      | 0000010002      | (000000000)     |        |
| 10 | 0000000002      | 0000000100      | 0001000000      | 0001000001      | 0001000002      | (000000000)     |        |
| 9  | 0000000001      | 0001000000      | 0100000000      | 0100000001      | 0100000002      | (000000000)     |        |
| 8  |                  | 0000000001      |                  |                  |                  |                  |        |
| 7  |                  | 0000000000      |                  |                  |                  |                  |        |
| 6  |                  |                  |                  |                  |                  |                  |        |
| 5  |                  |                  |                  |                  |                  |                  |        |
| 4  |                  |                  |                  |                  |                  |                  |        |
| 3  | 0000000000      |                  |                  |                  |                  |                  |        |
| 2  |                  |                  |                  |                  |                  |                  |        |
| 1  | (100000000)     |                  |                  |                  |                  |                  |        |

The original construction of the tensor hierarchy algebras as extensions of exceptional Lie algebras [1]. Since $\omega$ is not (generically) centered around the origin for any grading, it is difficult to derive using the defining generators and relations [2], and it indeed remains somewhat of a mystery why this very basic property results from these definitions. The bilinear form is not present in $W(g^{(n)})$. Indeed, it has non-vanishing eigenvalue under $h_{-n}$. The absence of this generator in $S(g^{(n)})$ allows for the existence of an invariant $\omega$ not centered around the origin. A formalism combining the universality of the generators and relations with the manifestation of the duality would be highly desirable.

The existence of $\omega$ was shown in Ref. [11], using the type of grading described in Sect. 4.2.2 for the specific case of the $E$-series. The proof is straightforward to extend to the more general setting of $S(g^{(n)})$, as it only relies of the fact that one member of the series $(n = 1)$ is the extension of an affine Kac–Moody algebra. This is also a necessary condition; in a general tensor hierarchy $S(a)$, there is no such bilinear form $\omega$ (as is evident from the finite-dimensional $S(A_{n-1}) \simeq S(n)$).

The bilinear form $\omega$ pairs elements whose levels add to $1 - n$. They thus belong to dual modules of the level 0 subalgebra.

The bilinear form is invariant in the sense that

$$\omega([a, b], c) + (-1)^{|a||b|}\omega(b, [a, c]) = 0 \quad (4.21)$$

for all $a, b, c \in S(g^{(n)})$. Interpreting $\omega([a, b], c)$ as (shorthand for) structure constants with the last index lowered and using the graded symmetry of $\omega$, $\omega(a, b) = (-1)^{|a||b|}\omega(b, a)$, Eq. (4.21) immediately leads to

$$\omega([a, b], c) = -(-1)^{|b||c|}\omega([a, c], b) \quad , \quad (4.22)$$
Table 2. The $\mathfrak{sl}(3)$ modules $r_{\ell,m}$ for the columns in $S(A_{11}^{++})$. The $\mathfrak{gl}(3)$ weights, normalised so that a 1-form has weight 1, are $2m - \ell$

| $m$ | 0  | 1  | 2  | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 |
|-----|----|----|----|----|----|----|----|----|----|----|----|
| $\ell=10$ |    |    |    |    |    |    |    |    |    |    |    |
| 9   |    |    |    |    |    |    |    |    |    |    |    |
|     | 4(00) 13(03) | 273(02) 142(05) 11(08) | 30(06) 19(11) | 191(10) 399(13) 75(16) | 12(14) (17) | (19) 41(21) 211(24) | 18(22) 3(25) | 10(27) 287(32) 37(35) | 9(30) 5(33) | 143(40) 65(43) 57(51) | 5(41) |
| 8   | 6(02) 3(05) | 84(01) 85(04) | 341(00) 118(03) | 6(10) 8(13) | 90(07) 180(12) | 336(06) 10(09) | (16) 9(21) | 54(15) (18) | 1579(11) 1285(14) | 123(23) 120(31) | 492(33) 64(36) 892(41) | 27(34) 37(42) |
|     | 103(20) | 125(17) 195(22) | 123(23) | 9(26) 120(31) | 165(44) 225(52) |
| 7   | 3(01) 2(04) | 15(00) 46(03) | 401(02) | 3(12) (15) | 7(06) 65(11) | 195(05) 8(08) | 290(10) | 580(13) | 88(16) | 623(21) | 290(24) 8(27) |
|     | 37(14) (17) | 37(14) (17) | 3(20) 2(23) | 63(22) 8(25) | 35(30) 18(33) | 18(41) | 432(32) | 44(35) | 220(40) | 95(43) 90(51) | 46(37) 2188(42) | 198(45) 104(50) | 383(53) 348(61) |
Table 2. continued

| m = 6 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|-------|---|---|---|---|---|---|---|---|---|---|----|
|       | (00) | (03) | 20(02) | 6(05) | 102(01) | 244(00) | 428(02) | 2576(05) |     |     |    |
|       | 3(11) | (14) | 15(10) | 23(13) | 101(04) | 6(07) | 815(03) | 214(08) | 2954(10) |     |    |
| 2(22) | (16) | 27(21) | 57(15) | 1118(11) | 27(19) | 7035(13) | 1581(16) |     |     |    |
|       | 6(24) | 11(32) | 132(20) | 849(14) | 4994(24) | 322(27) |     |     |     |    |
|       | 6(40) |     | 146(23) | 60(17) | 638(32) | 1285(35) |     |     |     |    |
|       |     |     | 7(26) | 152(31) | 1370(22) | 13(38) | 3199(40) |     |     |    |
|       |     |     | 28(34) | 49(42) | 310(25) | 2458(43) | 112(46) |     |     |    |
|       |     |     | 23(50) |     | 2(28) | 721(30) | 667(33) |     |     |    |
|       |     |     |     |     |     |     |     |     |     |    |
| m = 5 |       | (02) | (10) | (13) | 6(01) | 5(04) | 16(00) | 41(03) | 220(02) | 691(01) | 1220(00) | 4456(03) |
|       | (21) |     | 12(12) | 5(06) | 63(11) | 90(05) | 2(08) | 801(04) | 1462(06) | 48(09) |
|       |     |     | 8(20) | 3(14) | 62(22) | 155(10) | 97(07) | 5856(11) | 5376(14) |     |
|       |     |     | 6(31) | 5(25) | 34(30) | 302(13) | 1648(12) | 633(17) | 2(1,10) |     |
|       |     |     |     | 17(33) | 19(41) | 35(16) | 603(15) | 8198(22) | 2602(25) |     |
|       |     |     |     |     |     | 336(21) | 15(18) | 79(26) | 4198(30) |     |
|       |     |     |     |     |     | 144(24) | 27(27) | 939(20) | 5117(33) | 516(36) | 39 |
|       |     |     |     |     |     | 231(32) | 132(23) | 4687(41) | 1443(44) |     |
|       |     |     |     |     |     | 18(35) | 151(26) | 25(47) | 1974(52) |     |
|       |     |     |     |     |     | 124(40) | 1374(31) | 131(55) | 981(60) |     |
|       |     |     |     |     |     | 48(43) | 51(51) | 488(34) | 837 | 721(42) | 52(45) | 366(50) | 122(53) | 122(61) | 278(63) | 265(71) |
Table 2. continued

| $m$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
|-----|---|---|---|---|---|---|---|---|---|---|----|
|     |   |   |   |   |   |   |   |   |   |   |    |
| 4   |  (01) (12) | (00) 3(03) | 12(02) 4(05) | 39(01) 34(04) | 58(00) | 703(02) | 1793(01) | 2320(04) |
|     | 5(11) (14) | 12(10) 16(13) | (07) 82(12) | 191(03) | 18(08) | 4575(12) | 2060(15) |
|     | 3(22) 2(30) | 19(21) 3(24) | 17(15) 49(20) | 35(06) | 496(10) | 106(18) | 2522(20) |
|     | 9(32) 4(40) | 52(23) 26(11) | 59(31) 9(34) | 184(14) 7(17) | 1105(15) | 2522(20) |
|     | 18(42) 10(50) | 315(22) | 57(25) | 1185(21) | 194(16) (19) | 4203(31) | 2001(34) |
|     | 178(30) | 146(33) | 4(36) 152(41) | 19(44) 37(52) | 157(35) | 72(64) 118(72) | 58(80) |
|     | 18(60) | 357(43) | 9(46) 350(51) | 39(54) 66(62) | 35(70) | | | | | |
Table 2. continued

| m = | 0   | 1    | 2    | 3   | 4   | 5   | 6    | 7    | 8   | 9   | 10  |
|-----|-----|------|------|-----|-----|-----|------|------|-----|-----|-----|
| 3   |     | (11) | (02) | (10) | (13) | 2(21) | 3(01) | 2(04) | 2(00) | 9(03) | 5(07) | 67(01) | 64(04) | 81(00) | 885(02) | 546(05) | 37(08) |
|     | 5(12) | 3(20) | 15(11) | 6(14) | 2(10) | 39(13) | 5(07) | 151(12) | 287(03) | 287(03) | 334(16) | 4(19) | 1581(21) |       |       |       |
|     | 13(22) | 2(5) | 2(16) | 46(21) | 42(15) | 86(20) |       |       | 70(06) |       |       |       |       |       |       |
|     | 8(30) | 3(33) | 15(24) | 30(32) | 117(23) | 395(11) |       |       | 103(52) | 68(27) |       |       |       |       |       |
|     | 5(41) |       | 35 | 17(40) | 6(26) | 125(31) | 33(34) | 58(42) | 21(17) |       |       |       |       |       |       |
|     |       |       | 5(43) | 7(51) | 8(53) | 10(61) |       |       | 125(25) | 28(19) |       |       |       |       |
|     |       |       |       |       |       |       |       |       | 290(30) | 290(30) |       |       |       |       |
|     |       |       |       |       |       |       |       |       | 204(33) | 15(36) |       |       |       |       |
|     |       |       |       |       |       |       |       |       | 206(41) |       |       |       |       |       |
|     |       |       |       |       |       |       |       |       | 66(44) |       |       |       |       |       |
|     |       |       |       |       |       |       |       |       | 110(52) |       |       |       |       |       |
|     |       |       |       |       |       |       |       |       | 3(55) | 58(60) |       |       |       |       |
|     |       |       |       |       |       |       |       |       | 11(63) | 14(71) |       |       |       |       |
| 2   | (02) | (12) | (11) | (22) |       |       |       |       |       |       |       |       |       |       |       |
|     | 2(21) | (32) | 2(01) | 2(04) | 0(00) | 6(03) | 18(02) | 6(05) | 34(01) | 35(04) | 38(00) | 136(03) | 40(06) |       |       |
|     | 4(12) | 3(20) | 10(11) | 5(14) | 12(10) | 24(13) | 4(07) | 81(12) | 187(11) | 163(14) | 14(17) |       |       |       |
|     | 2(23) | 3(31) | 10(22) | 25(25) | 2(16) | 29(21) | 26(15) | 45(20) | 265(22) | 73(25) | 28(28) |       |       |       |
|     |       | 6(30) | 3(33) | 12(24) | 21(32) | (35) | 13(40) | 69(23) | 5(26) | 136(30) | 165(33) | 11(36) |       |       |
|     |       | 5(41) | (52) |       |       | 5(43) | 7(51) | 72(31) | 24(34) | 163(41) | 47(44) | 73(52) |       |       |
|     |       |       |       |       |       |       |       | 40(42) | 2(45) | 3(55) | 40(60) | 11(63) |       |       |
|     |       |       |       |       |       |       |       | 23(50) | 8(53) | 14(71) |     |       | 1(82) |       |
| 1   | (10) | (01) |       |       |       |       |       |       |       |       |       |       |       |       |       |
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stating the total graded antisymmetry of the structure constants. For \( n \) even, \( \omega \) is fermionic, in the sense that it pairs bosonic with fermionic generators, while for \( n \) odd it pairs generators of the same statistics.

In the \( E \) series, the \( \mathfrak{gl} \) grading for \( S(E_{8+n}) \) is dual under reflection in \( (\ell, m) = \left( \frac{1-n}{2}, \frac{3}{2} \right) \) (also for non-positive \( n \)). From this, it easily follows, since the bottom of the lowest column will be dual to an element at \( m = 0 \), that the top of the lowest columns for given \( m \geq 4 \) is at \( \ell = 9 \), and the corresponding \( r_{\ell, m} \) are \( r_{9, m} = (E_{8+n})_{m-3} = S(E_{8+n})_{0, m-3} \), degree \( m - 3 \) in the \( \mathfrak{gl}(8 + n) \)-grading of \( E_{8+n} \).

In the \( A \) series, labelled by \( r \) and \( n \), the center of duality for \( S(A_r^{(n)}) \) in the \( \mathfrak{gl} \) grading is at \( (\ell, m) = \left( \frac{1-n}{2}, \frac{1}{2} \right) \). The top of the lowest columns for \( m \geq 2 \) appear at \( \ell = r + 1 \), and the corresponding \( r_{\ell, m} \) are \( r_{r+1, m} = (A_r^{(n)})_{m-1} = S(A_r^{(n)})_{0, m-1} \). For all \( r \) and \( n \), the subalgebra (superalgebra for odd \( r \)) at the line \( \ell = rm \) is freely generated.

In the \( (\mathfrak{g}^- \oplus \mathfrak{gl}(n + 2)) \)-covariant grading, the center of duality is always at \( (\ell, m) = (\frac{1-n}{2}, 1) \). Thus the subspace at \( m = 1 \), which can be considered as the tensor product of \( \Lambda(d) \) with the fundamental module of \( \mathfrak{g}^- \) (see Sect. 4.2.3), is paired to itself, where it is given by a combination of the volume form on \( \Lambda(d) \) and the symplectic form on the fundamental module of \( \mathfrak{g}^- \).

5. The Tensor Hierarchy Extension of an Affine Algebra

We now restrict to the case \( n = 1 \) and consider \( S(\mathfrak{g}^+) \).

As mentioned at the end of Sect. 4.1, the generators \( \phi_{-1, \alpha} \) reside as the Cartan part of an adjoint \( \mathfrak{g} \) module at level \( -1 \). This statement still holds true. However, \( [e_\theta, \phi_{-1, 1}] \) is not the highest state in this module. One is now allowed to act with \( e_0 \) to obtain \( [e_0, e_\theta, \phi_{-1, 1}] \). This is easily shown to be a highest weight state in a \( \mathfrak{g}^+ \) module, an anti-fundamental.

Then, one is free to act with \( \epsilon_{-1} \) and obtain \( [\epsilon_{-1}, e_0, e_\theta, \phi_{-1, 1}] \) (at level \( 0 \)). There is no way to use the identities of Sect. 4.1 to relate this expression to one without \( \epsilon \) and \( \phi \). For the first time, there exists a generator, formed from the simple raising and lowering operators, where a raising and a lowering operator associated with the fermionic node, \( i.e., \) an \( \epsilon \) and a \( \phi \), do not cancel out. This generator is

\[
J = [\epsilon_{-1}, e_0, e_\theta, \phi_{-1, 1}] = [\phi_{-1, 1}, e_\theta, e_0, \epsilon_{-1}].
\] (5.1)

For tensor hierarchy algebras \( S(\mathfrak{g}) \), with \( \mathfrak{g} \) finite-dimensional, this can not happen [2]. There are no relations that can be used to simplify \( J \). It arises due to the light-likeness of the \( \mathfrak{g}^+ \) root \( \omega_0 + \theta \).

We will now investigate the properties of the generator \( J \). For \( i \geq 1, \ i.e., \) for brackets with raising and lowering operators within the finite-dimensional algebra \( \mathfrak{g} \), we have

\[
[e_i, J] = [\epsilon_{-1}, e_i, e_0, e_\theta, \phi_{-1, 1}] = [\epsilon_{-1}, [e_i, e_0], e_\theta, \phi_{-1, 1}] = 0,
\]

\[
[f_i, J] = [\epsilon_{-1}, e_0, e_\theta, f_i, \phi_{-1, 1}] = 0.
\] (5.2)

The second of these equations follows directly from \( [e_\theta, f_i, \phi_{-1, 1}] = 0 \), which holds (see Sect. 4.1) since \( [e_\theta, f_i, \phi_{-1, 1}] \) is lower than \( [e_\theta, \phi_{-1, 1}] \) in the \( \mathfrak{g} \) adjoint. The first then follows since \( [h_i, e_0, e_\theta, f_{-1, 1}] = 0 \), and thus \( [f_i, e_i, e_0, e_\theta, \phi_{-1, 1}] = [e_i, f_i, e_0, e_\theta, \phi_{-1, 1}] = 0 \) and

\[
0 = [e_i, f_i, e_i, e_0, e_\theta, \phi_{-1, 1}]
\]
\[ [h_i, e_i, e_0, e_\theta, \phi_{-1,1}] + [f_i, [e_i, e_0, e_\theta, \phi_{-1,1}]] = 2[e_i, e_0, e_\theta, \phi_{-1,1}] \] (5.3)

We then consider the action of \( e_0 \) and \( f_0 \). Lowering gives
\[ [f_0, J] = [\epsilon_{-1}, h_0, e_\theta, \phi_{-1,1}] = \epsilon_{-1} - 1, f_0, e_\theta, e_\theta - 1, 1 = \epsilon_{-1} - 1, f_0, e_\theta, e_\theta - 1, 1 = 2[e_0, e_\theta] - e_\theta. \] (5.4)

Using \([e_0, e_\theta] = 0\) and \([h_0, J] = 0\) we then get
\[ [e_0, J] = -\frac{1}{2}[e_0, e_0]. \] (5.5)

The generator \( J \) can thus be considered a weakly lowest weight state, by which we understand that acting with lowering operators only gives generators in another module (in the present case, the adjoint). \( J \) is indeed also a weakly highest weight state, a singlet.

In a mode expansion, we can identify \( e_0 = e_{-\theta,1} \), \( f_0 = e_{\theta,-1} \),

where the last index is the mode number, since
\[ [e_0, f_0] = h_0 = h_{-\theta,0} = K - h_\theta. \] (5.7)

We then have \([e_0, e_\theta] = [e_{-\theta,1}, e_\theta] = -h_{\theta,1}, \) and \([e_0, [e_0, e_\theta]] = -[e_{-\theta,1}, h_{\theta,1}] = -2e_{-\theta,2}. \) Eqs. (5.2), (5.4) and (5.5) then state that
\[ [J, T^A_m] = -mT^A_{m+1}, \quad m = 0, \pm 1, \] (5.8)

implying that \( J \) acts as \( L_1 \) on all loop generators.

At level 1, the lowest weight state of the adjoint fundamental is \( \epsilon_{-1} \). Its bracket with \( J \) is
\[ [\epsilon_{-1}, J] = [\epsilon_{-1}, \epsilon_{-1}, e_0, e_\theta, \phi_{-1,1}] = 0. \] (5.9)

Note that \( L_{1} \) (at \( k = -1 \)) annihilates this state. Together with the action on the generators, this shows that \( J \) acts as \( L_{1} \) at \( k = -1 \) on the fundamental module \( f \) at level 1 in the tensor hierarchy algebra, which coincides with level 1 in the Borcherds superalgebra.

We know that there is a non-degenerate quadratic form, pairing level \( \ell \) with level \(-\ell\). The unique restriction to level 0 is given by
\[ \omega_0 = -K \otimes L_{1} - L_{1} \otimes K + \sum_{m \in \mathbb{Z}} \eta_{AB} T^A_m \otimes T^B_{1-m}, \] (5.10)

where \( \eta_{AB} \) is the Killing metric of \( g \). At level \(-1\) we must necessarily have an anti-fundamental \( \bar{f} \). Given the “shift” in Eq. (5.10), this anti-fundamental should be considered as shifted by 1 in mode number, \( i.e., \) by \(-1\) in the eigenvalue of \( d \) (when it is included, see below).

Using a \( gl \)-covariant double grading as described in Sect. 4.2.2, and the calculational methods of “Appendices A and B”, it is verified that no extra modules except \( J \) arise
at positive levels in $S(A_1^+)$ and $S(E_6)$, as compared to the corresponding Borcherds superalgebras. This is depicted in Fig. 6.

The tensor hierarchy algebra $S(g^+)$ is very similar to $B(g^+)$. Instead of the unshifted quadratic form, containing $d$ (effectively, $L_0$), the shifted bilinear form with $L_1$ is used. Note that $d$ is not present in $S(g^+)$. The Cartan matrix of the super-extension is non-degenerate without its inclusion.

The superalgebra $W(g^+)$ contains both $S(g^+)$ and $B(g^+)$ as subalgebras. Positive levels coincide in all three superalgebras. In addition to the content in $S(g^+)$ we find $d$ at level 0, an unshifted anti-fundamental at level $-1$, and so on. $W(g^+)$ is included as the subalgebra at $q = 0$ of $S(g^{++})$ in Table 3.

6. Extending an Over-Extended Algebra with its Fundamental Module

6.1. Affine Subalgebras and Virasoro Algebras. Consider the extension to a over-extended Kac–Moody (KM) algebra $g^{++}$ of an (untwisted) affine KM algebra $g^+$, which in turn is the central extension of a loop algebra over a finite-dimensional Lie algebra $g$. Number the simple roots of $g$ as $\alpha_i$, $i = 1, \ldots, r$. The affine root is $\alpha_0 = \delta - \theta$, where $(\delta, \delta) = 0$ and $\theta$ is the highest root for $g$. The hyperbolic root is $\alpha_{-1} = \epsilon - \delta$, where $(\epsilon, \epsilon) = 0$, $(\epsilon, \delta) = -1$. Thus, $\epsilon$ and $\delta$ are vectors on the forward light-cone. We visualise it with the projection on the $\delta\epsilon$-plane as in Fig. 7.

The affine algebra is

$$[T_A^m, T_B^n] = f_{ABC} T_C^{m+n} + \eta_{AB} m \delta_{m+n,0} K,$$  

(6.1)

where the central element $K$ is identified as the Cartan element $K = h_\delta$. The eigenvalues of $K$, the affine level, are denoted $k$.

To the affine algebra is associated a Virasoro algebra, obtained by the Sugawara construction [43], which at affine level $k$ is

$$L_m = \frac{1}{2(k + g^\vee)} \sum_{n \in \mathbb{Z}} \eta_{AB} : T_A^m T_B^{m+n} :,$$  

(6.2)

g$^\vee$ being the dual Coxeter number.

The embedding of the affine algebra in the over-extended one is not unique. Any Weyl transformation of $\delta$ maps it to a primitive light-like root, and the affine algebra to another affine algebra. The simplest such transformation is a Weyl reflection in the hyperplane orthogonal to $\alpha_{-1}$, which is a reflection in the vertical axis through the origin in Fig. 7, and exchanges affine mode number and negative affine level. The new affine generators are, for $m \geq 0$:

$$\tilde{T}_m^A = \frac{1}{m!} (\text{ad} e_{-1})^m T_m^A,$$

$$\tilde{T}_{-m}^A = \frac{(-1)^m}{m!} (\text{ad} f_{-1})^m T_{-m}^A,$$  

(6.3)

and they fulfil

$$[\tilde{T}_m^A, \tilde{T}_n^B] = f_{ABC} \tilde{T}_C^{m+n} + \eta_{AB} m \delta_{m+n,0} h_\epsilon.$$  

(6.4)

$T_m^A$ and $\tilde{T}_m^A$ are, for all values of $A$, lowest and highest states in an $(m+1)$-dimensional module of the $sl(2)$ associated to the hyperbolic root.
The branching of the over-extended algebra into modules of two affine algebras, indicated by the solid and dotted diagonal lines. Each point in the diagram contains a finite-dimensional, finitely reducible \( g \)-module.

The question about where and how to find the infinite number of Virasoro algebras associated to affine subalgebras of a hyperbolic algebra has been asked before [44]. We will take a modest approach and limit the question to how the extension of an affine algebra by \( L_1 \), which we saw arises in the tensor hierarchy extension of an affine algebra, generalises to the over-extended case.

The level 0 subalgebra of \( \mathcal{S}(g^{++}) \) will contain a subalgebra \( \langle L_1 \rangle \oplus g^+ \). The \( g^{++} \) weight of \( L_1 \) is \(-\lambda = \delta\). Clearly, it can not be a "scalar" under \( g^{++} \). In particular, it is not consistent to set \([e_{-1}, L_1]\) to 0 if \([f_{-1}, L_1] = 0\). Instead, we are led to a situation where \( L_1 \) is the lowest weight state of a fundamental module \( F = R(\delta) \). As will be shown in Sect. 7 from the generators and relations of Sect. 4, the action of \( L_1 \) in the affine (lowest weight) fundamental \( f \) at \( k = -1 \) in \( g^{++} \) and in the shifted fundamental \( f[1] \) at \( k = -1 \) in \( F \) are

\[
\begin{align*}
[L_1, T_\mu] &= - (\ell_1)_\mu^\nu T_\nu - J_\mu, \\
[L_1, J_\mu] &= - (\ell_1)_\mu^\nu J_\nu,
\end{align*}
\]

where \( \mu, \nu, \ldots \) are fundamental affine indices and \( \ell_1 \) is the \( k = 1 \) representation matrix for \( L_1 \). This Jordan cell structure is a starting point for the full Lie algebra structure on \( \mathcal{A} = g^{++} \oplus F \) (Fig. 8).

6.2. Transforming Derivations. In the case of extending the affine algebra \( g^+ \) by \( L_1 \), the latter acts as an outer derivation, and one forms the semidirect sum \( \langle L_1 \rangle \oplus g^+ \). If we want to extend \( g^{++} \) in a similar way, it is seen already in Eq. 6.5 that the fundamental not only transforms the algebra into itself, but also transforms under the algebra. The structure
is the following. Let \( \{ T_\alpha \} \) be generators of a Lie algebra \( A \) (in our case \( A = g^{++} \)), and \( \{ J_M \} \) a basis for some module (the fundamental \( F \)). Then we extend \( A \) by \( F \) with the brackets

\[
[T_\alpha, T_\beta] = f_{\alpha \beta \gamma} T_\gamma, \quad (6.6)
\]

\[
[T_\alpha, J_M] = -t_{\alpha M} J_N + u_{M \alpha} T_\beta, \quad (6.7)
\]

\[
[J_M, J_N] = g_{MN} P J_P. \quad (6.8)
\]

The Jacobi identities demand that the structure constants \( f, t, u, g \) satisfy

\[
0 = f_{[\alpha \beta \epsilon} f_{\gamma] \epsilon \delta}, \quad (6.9)
\]

\[
0 = [t_{\alpha}, t_{\beta}]_{M} ^{N} - f_{\epsilon \gamma} t_{\epsilon \gamma M} ^{N}, \quad (6.10)
\]

\[
0 = f_{\alpha \beta \delta} u_{M \delta} ^{\gamma} + 2u_{M [\alpha} ^{\delta} f_{\beta] \gamma} + 2u_{N [\alpha} ^{\gamma} t_{\beta] M} ^{N}, \quad (6.11)
\]

\[
0 = g_{MN} Q t_{\alpha} Q ^{P} + 2t_{\alpha [M} ^{Q} g_{N]} ^{Q} P + 2t_{[M} ^{P} u_{N] \alpha} ^{\beta}, \quad (6.12)
\]

\[
0 = [u_{M}, u_{N}]_{\alpha} ^{\beta} - g_{MN} P u_{P \alpha} ^{\beta}, \quad (6.13)
\]

\[
0 = g_{MN} ^{R} g_{P] R} ^{Q}. \quad (6.14)
\]

We have already made the assumption that \( [J, J] \) does not contain \( T \). This, and the absence of other modules, i.e., the consistency of Eqs. (6.6)–(6.8) and (6.9)–(6.14) for the case at hand, will be shown shortly in Sect. 6.4. We can call \( J_M \) ”transforming derivations”, since removing the first term in Eq. (6.7) gives the structure of a Lie algebra extended by an algebra of derivations.

The extension of an affine algebra—extended by \( d \), so the Killing metric becomes nonsingular—by \( L_1 \) is already an example of this structure, although somewhat degenerate—there, \( L_1 \) is a “shifted scalar”, which transforms under the Cartan generator \( d \), and transforms \( T_m ^A \).
The brackets and identities look symmetric, in the sense that \( f \) and \( g \) are structure constants for two Lie algebras (Eqs. (6.9), (6.14)), and the algebras form modules with respect to one another with representation matrices \( t \) and \( u \) (Eqs. (6.10), (6.13)). Equation (6.11) is a modification of the derivation property, and Eq. (6.12) its "mirror". The actual situation is however far from symmetric. \( g^{++} \), the Lie algebra we extend, is simple, while the algebra of its fundamental, as we will see, is far from simple.

In order to claim that one has found a non-trivial structure of this kind, it must of course be non-trivial, in the sense that it cannot be brought to the trivial form of a semi-direct sum \( A \oplus F \) by redefinition of the generators. This is already clear from the affine subalgebra and \( L_1 \).

6.3. Affine Decomposition. The brackets and identities are those given in Sect. 6.2. We will use the decomposition into affine modules as a tool both for exhibiting the structure of the algebra and to derive some of its properties.

Expansion in negative affine level \(-k\) is the same as level expansion with respect to node \(-1\) of the over-extended Kac–Moody algebra \( g^{++} \), since \( h_\lambda = -K \) counts the number of \( e_{-1}\)'s. The local Lie algebra between generators at \( k = 0, \pm 1 \) follows straightforwardly from the generators and relations. We want to continue to \( k = -2 \) and check that the null states there are consistent without any generators beyond the adjoint and \( F \). Let \( \mu, \nu \ldots \) be fundamental \( g^+ \) indices. At \( k = 0 \) the generators in \( A \) are \( T^A_\mu, K \) and \( d \), and in \( F L_1 \) At \( k = 1 \) there is \( \bar{T}^\mu \) in \( A \), and at \( k = -1 \) \( T^\mu_\mu \) in \( A \) and \( J^\mu_\mu \) in \( F \). Note that \( J^\mu_\mu \) is a shifted fundamental compared to \( T^\mu_\mu \), which is reflected in their transformations under \( d \) in Eq. (6.17).

We then have

\[
[T^A_m, T^B_n] = f^{AB} C T^C_{m+n} + m \delta_{m+n,0} \eta^{AB} K,
\]

\[
[K, T^A_m] = 0,
\]

\[
[d, T^A_m] = -m T^A_m,
\]

\[
[L_1, T^A_m] = -m T^A_{m+1},
\]

\[
[d, L_1] = -L_1, [K, d] = [K, L_1] = 0
\]

(6.15)

(6.16)

(6.17)

(6.18)

(6.19)
These brackets give
\[
\begin{align*}
[[T_\mu, T_\nu], \bar{T}^\kappa] &= -2\left(c_{[\mu\nu]}^{\kappa\lambda} - 2\delta_{\mu\nu}^{\kappa\lambda}\right)T_\lambda, \\
[[T_\mu, J_\nu], \bar{T}^\kappa] &= \frac{1}{c_{\nu\mu}}^{\kappa\lambda}T_\kappa - \left(c_{\nu\mu}^{\kappa\lambda} - 2\delta_{\mu\nu}^{\kappa\lambda}\right)J_\kappa, \\
[[J_\mu, J_\nu], \bar{T}^\kappa] &= -2\frac{1}{c_{[\mu\nu]}^{\kappa\lambda}}J_\kappa.
\end{align*}
\]  
(6.20)

(The term \(2\delta_{\mu\nu}^{\kappa\lambda}J_\kappa\) is a combination of terms from \([T_\mu, \bar{T}^\kappa]\) and \([J_\nu, \bar{T}^\kappa]\).) Here,
\[
c = 1 \otimes \ell_m + \ell_m \otimes 1 - \sum_{n \in \mathbb{Z}} \eta_{AB} t_n^A t_n^B
\]  
(6.21)
is the matrix form (representation matrix) of \(g^\vee + 2\) times the coset Virasoro generator \(1 \otimes L_m^{(1)} + L_m^{(1)} \otimes 1 - L_m^{(2)}\), the superscript indicating \(k\) in the Sugawara construction.

In the tensor product of two affine fundamentals, we let \(\vee^2 f = s_2^0 \oplus s_2^1\) and \(\wedge^2 f = a_2^0 \oplus a_2^1\), where \(s_2^0\) and \(s_2^1\) are the lowest (leading) symmetric and antisymmetric modules.

Recall that \(s_2^0\) is annihilated by \(\bar{c}\) and \(\bar{c}\), while \(a_2^0\) is annihilated by \(\bar{c} - 2\). It follows from the first equation in (6.20) that the leading module in \([T, T]\) is an ideal. In the second equation, both the \(T\) and \(J\) terms annihilate \(s_2^0\), but only the \(J\) term annihilates \(a_2^0\). The leading symmetric module is an ideal. In the third equation, there is \textit{a priori} no ideal.

The modules in the three brackets are thus
\[
\begin{align*}
[T, T] & : \wedge^2 f \otimes a_2^0 = a_2, \\
[T, J] & : f \otimes f[1] \oplus s_2^0[1] = s_2[1] \oplus a_2^0[1] \oplus a_2[1], \\
[J, J] & : \wedge^2 f[1] = a_2^0[2] \oplus a_2[2],
\end{align*}
\]  
(6.22)
where the shifts in brackets are relative to \(T\) and its tensor products.

On the other hand, the modules in \(T\) and \(J\) at \(k = -2\) are \(a_2\) and \(a_2[1] \oplus s_2[1]\), respectively. If \(T_{\mu\nu} \in a_2\), then \((\bar{c} T)_{\mu\nu} \in a_2^0[1] \oplus a_2[1]\), and similarly \(J_{[\mu\nu]} \in a_2[1]\) gives \((\bar{c} J)_{\mu\nu} \in a_2^0[2] \oplus a_2[2]\). Now, the module \(a_2^0[2] \oplus a_2[2]\) is smaller than \(a_2[1]\). The coset Virasoro character contained in the antisymmetric tensor product of two \(k = -1\) modules has non-decreasing coefficients (we assume this, but suspect it is a known fact). For \(E_9\) [12], it is
\[
\chi(q) = \frac{\phi(q^2)}{\phi(q)} = 1 + q + q^2 + 2q^3 + 2q^4 + 3q^5 + 4q^6 + 5q^7 + 6q^8 + 8q^9 + 9q^{10} + 12q^{11} + 15q^{12} + \ldots,
\]  
(6.23)
where \(\phi(q) = \prod_{n=1}^{\infty} (1 - q^n)\). The statement that \((a_2^0 \oplus a_2)[1] \subset a_2\) amounts to the statement that \(\chi(q) - 1 - q \chi(q)\) has no negative coefficients. We assume this to hold in general. It ensures that anything produced by \([J_\mu, J_\nu]\) can be interpreted as part of \(F\) at \(k = -2\). This is a heuristic argument helping us to understand what to expect at \(k = -2\), and does not play a rôle in the arguments of Sect. 6.4.

The brackets (6.20) are reproduced by
\[
\begin{align*}
[T_\mu, T_\nu] &= 2T_{\mu\nu}, \\
[T_\mu, J_\nu] &= -(\bar{c} (c - 2)^{-1})_{\mu\nu}^{\kappa\lambda}T_{\kappa\lambda} + J_{\mu\nu},
\end{align*}
\]
\[ [J_\mu, J_\nu] = -2\left(1 - \left(\frac{c}{c-2}\right)^{-1}\right)_{\mu\nu}^{\kappa\lambda} J_{\kappa\lambda}, \]  
(6.24)

(also defining \(T_{\mu\nu}\) and \(J_{\mu\nu}\)), and

\[
\begin{align*}
[T_{\mu\nu}, \tilde{T}^\kappa] &= -\left(\frac{c}{c-2}\right)_{\mu\nu}^{\kappa\lambda} T_\lambda, \\
[J_{\mu\nu}, \tilde{T}^\kappa] &= \frac{1}{c} (\mu\nu)^{\kappa\lambda} T_\lambda - \left(\frac{c}{c-1} + \sigma\right)_{\mu\nu}^{\kappa\lambda} J_\lambda,
\end{align*}
\]  
(6.25)

where \(\sigma_{\mu\nu}^{\kappa\lambda} = \delta_\mu^{\lambda} \delta_\nu^\kappa\) is the permutation operator, taking the eigenvalue 1 on the symmetric part and \(-1\) on the antisymmetric part of a tensor. Notice that the right hand sides of Eq. (6.25) annihilate the ideals, \(a_2\) and \(a_2^\perp s_2\), respectively, and that the inverse of \(\frac{c}{c-2}\) is well defined on the antisymmetric modules it acts on (when needed, we define the inverse to be 0 on the kernel). It is also interesting to note that there is no \(T\) term in \([J, J]\). This holds to all affine levels (values of \(k\)), which is demonstrated in Sect. 6.4.

The \(T\) term in \([T, J]\) and the \(J\) term in \([J, J]\) in Eq. (6.25) are shifted by one unit of mode number by \(\frac{1}{c}\). In view of the discussion on the Virasoro character, they therefore do not contain all of \(T_{\mu\nu}\) and \(J_{\mu\nu}\), respectively.

The reason for choosing this normalisation of the generators at \(k = -2\) is to minimise the occurrence of the coset Virasoro generators. In this normalisation, the (inverse) Killing form for the over-extended algebra is encoded in

\[
K = -d \otimes K - K \otimes d + \sum_{m \in \mathbb{Z}} \eta_{AB} T^A_m \otimes T^B_{-m}
+ T_{\mu} \otimes \tilde{T}^\mu + \tilde{T}^\mu \otimes T_{\mu} + \left(\frac{c}{c-2}\right)^{-1} (\mu\nu)^{\kappa\lambda} \left(T_{\kappa\lambda} \otimes \tilde{T}^{\mu\nu} + \tilde{T}^{\mu\nu} \otimes T_{\kappa\lambda}\right) + \ldots.
\]  
(6.26)

The brackets between \(L_1\) and generators at \(k = -2\) are deduced from Eq. (6.24). One obtains

\[
\begin{align*}
[L_1, T_{\mu\nu}] &= -\left(c - 2\right) (1 \otimes \ell_1 + \ell_1 \otimes 1) (1 \otimes 1 + \ell_1 \otimes 1) (c - 2)^{-1} \mu_{\nu}^{\kappa\lambda} T_{\kappa\lambda} - J_{[\mu\nu]}, \\
[L_1, J_{\mu\nu}] &= -(1 \otimes \ell_1 + \ell_1 \otimes 1) (\mu\nu)^{\kappa\lambda} J_{\kappa\lambda}
- \left(c - 2\right) (1 \otimes \ell_1 + \ell_1 \otimes 1) (0 - 2)^{-1} J_{[\mu\nu]}^{\kappa\lambda} J_{\kappa\lambda}
= -\left(c - 1 + \sigma\right)^{-\frac{1}{c}} \left(1 \otimes \ell_1 + \ell_1 \otimes 1\right) (c - 1 + \sigma)^{-\frac{1}{c}} J_{[\mu\nu]}^{\kappa\lambda} J_{\kappa\lambda}
\end{align*}
\]  
(6.27)

(the expressions with exponents containing the permutation operator \(\sigma\) should simply be read by inserting its \(\pm 1\) eigenvalues when acting on the symmetric/antisymmetric parts). Verification of the consistency of Eq. (6.27) with Eq. (6.24) and the brackets

\[
[L_1, \begin{pmatrix} T_{\mu} \\ J_{\mu} \end{pmatrix}] = \begin{pmatrix} -(\ell_1)^\mu \nu & -\delta_\mu^\nu \\ 0 & -(\ell_1)^\mu \nu \end{pmatrix} \begin{pmatrix} T_{\nu} \\ J_{\nu} \end{pmatrix}
\]  
(6.28)

relies on the commutators

\[
\begin{align*}
[1 \otimes \ell_1 + \ell_1 \otimes 1, \begin{pmatrix} 0 \\ c \end{pmatrix}] &= \begin{pmatrix} 0 \\ c \end{pmatrix}, \\
[1 \otimes \ell_1 + \ell_1 \otimes 1, \begin{pmatrix} 1 \\ c \end{pmatrix}] &= 0.
\end{align*}
\]  
(6.29)
Note that adjoint terms are absent also in \([L_1, J_{\mu \nu}]\). \(L_1\) acts at \(k = -2\) as \(1 \otimes \ell_1 + \ell_1 \otimes 1\) in some basis, and, in addition, there is a Jordan cell structure, so Eq. (6.27) can be rewritten as

\[
[L_1, \begin{pmatrix} T_{\mu \nu} \\ J_{\mu \nu} \end{pmatrix}] = \begin{pmatrix} -r_{\mu \nu}^{\kappa \lambda} & -\delta_{\mu \nu}^{\kappa \lambda} \\ 0 & -r_{\mu \nu}^{\kappa \lambda} \end{pmatrix} \begin{pmatrix} T_{k \kappa} \\ J_{k \kappa} \end{pmatrix}. \tag{6.30}
\]

where

\[
r = (c - 1 + \sigma)^{-1/2} (1 \otimes \ell_1 + \ell_1 \otimes 1) (c - 1 + \sigma)^{-1/2}. \tag{6.31}
\]

In a suitable basis, this representation matrix is simply given by \(1 \otimes \ell_1 + \ell_1 \otimes 1\). The individual irreducible affine modules in \(s_2\) and \(s_2^\prime\) are not preserved by the action of \(L_1\).

Similarly, the Jacobi identities \([L_1, T_{\mu \nu}, T^k]\) and \([L_1, J_{\mu \nu}, T^k]\) are shown to hold, using Eq. (6.29).

### 6.4. The Closure of the Algebra

We would like to show by induction in \(-k\) that nothing beyond \(T^s\)’s and \(J^s\)’s is generated. The considerations above show this to hold to affine level \(k = -2\) (and this is the critical level, where null states appear). Assume that we have established that the generators at \(k = -n\) consists of \(T^{(n)} = [T_{\mu_1...\mu_n}]\) and \(J^{(n)} = [J_{\mu_1...\mu_n}]\), where, by definition, \(J_{\mu_1...\mu_n} = [T_{\mu_1}, J_{\mu_2...\mu_n}]\) modulo \(T^{(n)}\). Then consider \([J_\alpha, J_{\mu_1...\mu_n}]\). We will show that this can be written in terms of expressions with one \(J\) only, modulo an ideal. We therefore act with a \(\tilde{T}\). \([\tilde{T}^v, [J_\mu, J_{\mu_1...\mu_n}]\] can (using the Jacobi identity) by the assumption be written in terms of (some matrices acting on) \(J^{(n)}\) and \(T^{(n)}\). The only observation needed is that any expression with \(J^{(n)}\) can be obtained as \([\tilde{T}, J^{(n+1)}]\) (modulo terms with \(T^{(n)}\)). This is only based on the fundamental \(g^{++}\) representation \(R(-\lambda)\). The same argument holds for \([J^{(m)}, J^{(n+1-m)}]\). In all, this shows that there is an ideal at affine level \(k = -(n + 1)\) that can be used to remove anything beyond the fundamental and adjoint modules. Since the assumption holds for \(n = 2\), we show by induction that it holds for all \(n \in \mathbb{N}\).

We can now continue to show that \([J_M, J_N] = g_{MN}^P J_P\), i.e., that the bracket between two \(J\)’s does not produce any terms with \(g^{++}\) generators \(T_a\), to all affine levels. The idea is to consider the action of the lowest state \(J\), already identified as acting as \(L_1\), with some modification. Generators \(J_M\) in the fundamental will be identified as precisely those transforming homogeneously under \(J\).

A basis for the part of \(g^{++}\) at negative affine level \(k\) is provided by \(T_{\mu_1...\mu_n} = [T_{\mu_1}, \ldots, T_{\mu_n}]\). Let us consider the transformation under \(L_1 = J\). We obtain

\[
[J, T_{\mu_1...\mu_n}] = -\ell_1 \otimes 1 \otimes \ldots \otimes 1 + 1 \otimes \ell_1 \otimes \ldots \otimes 1 \\
+ \ldots + 1 \otimes 1 \otimes \ldots \otimes \ell_1)_{\mu_1...\mu_n} v_1...v_n T_{v_1...v_n} \\
- ([J_{\mu_1}, T_{\mu_2}, \ldots, T_{\mu_n}] + [T_{\mu_1}, J_{\mu_2}, T_{\mu_3}, \ldots, T_{\mu_n}] + \ldots + [T_{\mu_1}, \ldots, T_{\mu_{n-1}}, J_{\mu_n}]). \tag{6.32}
\]

The terms in the last row look like the inhomogeneous part of the transformation. This is however only so for \(n = 1\), for higher \(n = -k\) it will consist of a mixture of \(T\) and \(J\). An example of this for \(n = 2\) is displayed by Eq. (6.30). Continuing to act with \(J\) one finally reaches the expression

\[
\tilde{J}_{\mu_1...\mu_n} = [J_{\mu_1}, \ldots, J_{\mu_n}]. \tag{6.33}
\]
which transforms homogeneously,

\[
[J, J_{\mu_1 \ldots \mu_n}] = - (\ell_1 \otimes 1 \otimes \ldots \otimes 1 + 1 \otimes \ell_1 \otimes \ldots \otimes 1
+ \ldots + 1 \otimes 1 \otimes \ldots \otimes \ell_1)_{\mu_1 \ldots \mu_n} v_1 \ldots v_n \bar{J}_{v_1 \ldots v_n}.
\] (6.34)

This is a pure \(J\) generator. Homogeneous transformation then might seem to be equivalent to a generator not containing \(T\). This is indeed the case, as is argued below. Homogeneously transforming generators form a subalgebra, but they are not spanned only by the generators \(\bar{J}\). This is due to the non-simplicity of the subalgebra of \(J\)'s. It can be noted that the \(\bar{J}\)'s above are not enough to obtain the whole fundamental module. One also needs the generators \(K_{\mu \nu} = [T(\mu, J_\nu)]\) and \(L_{\mu \nu \lambda} = [T(\mu, J_\nu, J_\lambda)]\), filling in plethysms present in the fundamental but not in the adjoint, and transforming homogeneously, thanks to antisymmetry of the bracket and the Jacobi identity. The inhomogeneous term received from the transformation of the single \(T_\mu\) results in terms that vanish identically. Also, in the light of the properties of the Virasoro characters mentioned earlier, there will be additional parts of the fundamental module that are not obtained in \(\bar{J}_{\mu_1 \ldots \mu_n}\). They will also need to be added, much like the generators \(K\) and \(L\), although explicit expressions, containing some \(T_\mu\), will be complicated, involving projections on individual coset Virasoro states. We can however be sure that they transform homogeneously under \(J\), since the inhomogeneous terms arising from the transformation of a \(T_\mu\) will be precisely of the forms that do not appear in the shifted expressions, similarly to what happened with \(K\) and \(L\) above. Note that the basis used here for the \(\bar{J}\)'s is not the same as used earlier in the affine expansion. An expression (6.33) is shifted by \(n - 1\) in mode number compared to \(J_{\mu_1 \ldots \mu_n}\), and will be obtained from it by multiplication of some invariant tensor. See for example the last equation in (6.24), which contains the invariant tensor \(\bar{c}\).

The important observation is that all elements in the fundamental are generated by the homogeneously transforming generators, that this property is preserved by the bracket, and that the fundamental module, spanned by \(J_M\) therefore forms a subalgebra.

6.5. Some Representations. The algebra \(\mathcal{A}\) defined by the brackets (6.7) can be represented on \(F = R(-\lambda)\) or \(\bar{F} = R(\lambda)\), the fundamental modules, alone. This is almost obvious, since it is generated from \(L_1, e_{-1}\) and \(T^A_m\), all of which have well-defined actions on \(F\) as a lowest weight module.

Now, consider the bracket between an element in the module \(R(\lambda)\) with highest weight state \(\Phi\) and some element in the weakly lowest weight module \(R(-\lambda)\) with lowest weight state \(J\). (We examine the representation by forming brackets for the semidirect product \(\mathcal{A} \oplus F\).) We thus consider brackets of the type

\[
[\Phi', J'] = [[[f_1, \ldots, f_p, \Phi], [e_{j_1}, \ldots, e_{j_q}, J]]] .
\] (6.35)

Repeated use of Jacobi identities of the types \([\Phi', [e, J']] = [[\Phi', e], J'] + [e, \Phi', J']\) and \([[f, \Phi'], J'] = [f, \Phi', J'] - [\Phi', f, J']\) relates expressions (6.35) to expressions of the same form with lower \(p\) or \(q\). There is no need to keep track of the weak lowest state property of \(J\), since it only produces terms without \(e\). In the end, we only need to rely on the defining condition \([\Phi, J] = 0\). This shows that \(R(\lambda)\) with highest weight state \(\Phi\) is a module of the algebra \(\mathcal{A}\) spanned by \(T_\alpha\) and \(J_M\).

One example of such a module, appearing in the tensor hierarchy algebra \(S(\mathfrak{g}^{++})\), appears at level \(-2\). The highest weight state then is \(\Phi = [\phi, e_0, e_0, \phi]\), where \(\phi = \phi_{-2,1}\), see Sect. 7.1.
The brackets can be represented by representation matrices $t_{\alpha M}^N$ and $j_{MN}^P$ with commutators

$$[t_{\alpha}, t_{\beta}] = f_{\alpha\beta}^\gamma t_{\gamma},$$

(6.36)

$$[t_{\alpha}, j_M] = -t_{\alpha M}^N j_N + u_{M\alpha}^\beta t_{\beta},$$

(6.37)

$$[j_M, j_N] = g_{MN}^P j_P.$$  

(6.38)

We can derive the beginning of the representation matrices $j_{MN}^P$ for the fundamental representation in the affine decomposition. We check the identities (6.36)-(6.38) by extending the bracket to the semidirect sum of the algebra with the fundamental module, with basis elements $E_M = (E, E_\mu, E_{\mu\nu}, \ldots)$, and checking the Jacobi identities. The brackets $[T, E]$ are given, and include (beyond the affine transformations already manifest)

$$[\bar{T}^\mu, E] = 0, \quad [T_\mu, E] = E_\mu, \quad [T_{\mu\nu}, E] = E_{[\mu\nu]},$$

$$[\bar{T}^\mu, E_\nu] = \delta^\mu_\nu E, \quad [T_\mu, E_\nu] = E_{\mu\nu},$$

$$[\bar{T}^\mu, E_{\nu\kappa\lambda}] = (c - 1 + \sigma)_{\nu\kappa\lambda} E_\lambda.$$  

(6.39)

We have checked all Jacobi identities $[T, J, E]$ and $[J, J, E]$ within $k = 1, 0, -1, -2$ involving elements at $k = 1, 0, -1, -2$.

It may seem peculiar that there are two sets of representation matrices with the same index structure, $g_{MN}^P$ for the $F$ subalgebra of $\mathcal{A}$ and $j_{MN}^P$ for the fundamental representation of $\mathcal{A}$. They turn out to be related. If we list a few of them in the affine decomposition, we have

$$j_{0,0}^0 = 0,$$

$$j_{0,\mu}^\nu = (\ell_1)^\mu_\nu,$$

$$j_{\mu,0}^\nu = 0,$$

$$j_{0,\mu\nu}^{\kappa\lambda} = ((c - 1 + \sigma)(1 \otimes \ell_1 + \ell_1 \otimes 1)(c - 1 + \sigma)^{-1})_{\mu\nu}^{\kappa\lambda},$$

$$j_{\mu,\nu}^{\kappa\lambda} = (c(c - 1 + \sigma)^{-1})_{\mu\nu}^{\kappa\lambda},$$

$$j_{\mu\nu,0}^{\kappa\lambda} = -(c_0(c_0 - 1))_{\mu\nu}^{\kappa\lambda},$$

(6.41)

and

$$g_{0,\mu}^\nu = -(\ell_1)^\mu_\nu.$$
\[
g_{0,\mu}^{\nu,\kappa,\lambda} = -((c - 1 + \sigma)^{1/2} (1 \otimes \ell_1 + \ell_1 \otimes 1)(c - 1 + \sigma)^{-1/2})_{\mu}^{\nu,\kappa,\lambda},
\]

\[
g_{\mu,\nu}^{\kappa,\lambda} = -2(c(c - 2)^{-1})_{[\mu\nu]}^{\kappa,\lambda}.
\]  

(6.42)

We observe that they satisfy

\[
g_{MN}^P = -2j_{[MN]}^P.
\]  

(6.43)

We also note that the Jacobi identities (6.12) and (6.14) are automatically satisfied when Eqs. (6.36)-(6.38) hold and \( g_{MN}^P = -2j_{[MN]}^P \). This is the only possible relation between \( g \) and \( j \). We can prove that it holds in the following way. Linearly combining Eqs. (6.12) and (6.37) gives

\[
0 = \tau_{\alpha M} (g_{QN}^P + 2j_{QN}^P) + \tau_{\alpha N} (g_{M}^Q P + 2j_{M}^Q P) \\
- \tau_{\beta M}^P (g_{MN}^Q - 2j_{MN}^Q) - \tau_{\beta M}^P u_{N\alpha}^\beta - \tau_{\beta M}^P u_{\alpha N}^\beta.
\]  

(6.44)

Antisymmetrisation in \([MN]\) states that \( g_{MN}^P + 2j_{[MN]}^P \) is a \( g^{++} \)-invariant tensor. Since \( \wedge^2 R(-\lambda) \nsubseteq R(-\lambda) \) as \( g^{++} \) modules, it vanishes.

Consider the tensor product \( F \otimes F \). As a module of the over-extended algebra, it will decompose in an infinite number of irreducible modules,

\[
F \otimes F = (S_2^\alpha \oplus S_2) \oplus (A_2^\alpha \oplus A_2),
\]  

(6.45)

where \( S_2^\alpha \) and \( A_2^\alpha \) are the leading irreducible symmetric and antisymmetric \( g^{++} \)-modules, with lowest weights \(-2\lambda \) and \(-2\lambda - (\alpha - 1)\), respectively. \( S_2 \) and \( A_2 \) are infinitely reducible as \( g^{++} \)-modules.

We can perform the analysis for \( k = 0, -1, -2 \). Given the content of \( F \) at \( k = 0, -1, -2 \), \( F = (1, f, s_2 \oplus a_2, \ldots) \), we get

\[
\wedge^2 F = (1, f, s_2^\alpha \oplus 2s_2 \oplus a_2, \ldots)
\]

\[
\vee^2 F = (0, f, s_2 \oplus a_2^\alpha \oplus 2a_2, \ldots).
\]  

(6.46)

On the other hand, it is straightforward to verify that

\[
S_2^\alpha = (1, f, s_2^\alpha \oplus s_2 \oplus a_2, \ldots)
\]

\[
A_2^\alpha = (0, f, s_2 \oplus a_2^\alpha \oplus a_2, \ldots).
\]  

(6.47)

The leading “missing” states in \( s_2 \) and \( a_2 \) are given by

\[
S_{\mu\nu} = E \otimes E_{(\mu\nu)} + E_{(\mu\nu)} \otimes E + \delta_{(\mu\nu)}^{\kappa,\lambda} E_\kappa \otimes E_\lambda,
\]

\[
A_{\mu\nu} = E \otimes E_{[\mu\nu]} - E_{[\mu\nu]} \otimes E + \delta_{[\mu\nu]}^{\kappa,\lambda} E_\kappa \otimes E_\lambda.
\]  

(6.48)

They are annihilated by \( \overline{T}^\lambda \), and therefore provide the lowest affine modules in an infinite number of irreducible over-extended modules in \( S_2 \) and \( A_2 \). From the discussion above it follows that they are not necessarily reducible as modules of \( \mathcal{A} \). This of course continues at higher negative \( k \). \( S_2 \) and \( A_2 \) are \( \mathcal{A} \)-modules, and we conjecture that they may be irreducible.
6.6. Covariance. The structure constants and representation matrices are not quite “tensors” in the usual sense, since the generators in \( F \) do not (only) transform as elements of the fundamental module of \( g^{++} \). The structure constants \( u_{\alpha\beta}^\gamma \) and \( j_{MN}^P \) are not (and should not be) invariant tensors under \( g^{++} \). This is quite an unfamiliar situation. The all-important property is of course that the Jacobi identities are satisfied. A useful tool is to view identities for “tensors” as specifying the deviation from invariance. To this end, we introduce the symbols \( \Delta_\alpha \) and \( \Delta_M \), measuring precisely this. The definitions are

\[
\begin{align*}
\Delta_\alpha v_\beta &= -f_{\alpha\beta\gamma} v_\gamma , \\
\Delta_\alpha v_M &= t_{\alpha MN} v_N , \\
\Delta_M v_\alpha &= u_{M\alpha}^\beta v_\beta , \\
\Delta_M v_N &= j_{MN}^P v_P , \\
\Delta_M v_\dot{N} &= -g_{MNP}^P v_P 
\end{align*}
\]

and, of course, distributive action on tensor products. Note that there are two distinct actions of \( \Delta_M \) on a fundamental index; we distinguish the fundamental in \( \mathcal{A} \) by a dotted index.

All identities in Eqs. (6.9)–(6.14) and (2.2) are then equivalent to the statements

\[
\begin{align*}
\Delta_\alpha f_{\beta\gamma}^\delta &= 0 , \\
\Delta_\alpha t_{\beta M}^N &= 0 , \\
\Delta_M j_{MN}^P &= u_{M\alpha}^\beta t_{\beta N}^P , \\
2\Delta_{[\alpha} u_{M[\beta]}^\gamma &= -f_{\alpha\beta\delta} u_{M\delta}^\gamma , \\
2\Delta_{[\alpha} u_{M[\beta]}^\gamma &= -f_{\alpha\beta\delta} u_{M\delta}^\gamma ,
\end{align*}
\]

and

\[
\begin{align*}
\Delta_M f_{\alpha\beta}^\gamma &= -2u_{N[\alpha}^\gamma t_{\beta]}^M N , \\
\Delta_M t_{\alpha N}^P &= t_{\alpha M}^Q j_{QN}^P , \\
\Delta_M j_{N}^P &= 0 , \\
\Delta_M u_{N\alpha}^\beta &= 0 .
\end{align*}
\]

The last equation in (6.50) and the first one in (6.51) are equivalent statements of the transforming derivation property (6.11). These equations will be used extensively in the superalgebra \( S(g^{++}) \).

If we consider commuting the \( \Delta \)’s, we quite obviously find

\[
\begin{align*}
[\Delta_\alpha, \Delta_\beta] &= -f_{\alpha\beta\gamma} \Delta_\gamma , \\
[\Delta_M, \Delta_N] &= -g_{MN}^P \Delta_P .
\end{align*}
\]

What is more surprising is that

\[
[\Delta_M, \Delta_N] = 0 ,
\]

a kind of flatness property, which will turn out to be important. It follows as

\[
[\Delta_M, \Delta_N] v_\alpha = \Delta_M (u_{N\alpha}^\beta v_\beta) - (M \leftrightarrow N) \\
= (\Delta_M u_{N\alpha}^\beta) v_\beta + u_{N\alpha}^\beta \Delta_M v_\beta - (M \leftrightarrow N)
\]
\[
\begin{align*}
&= (\Delta_M u_{\tilde{N}_a}^\beta + (j_{MN}^P + g_{MN}^P) u_{P\alpha}^\beta) v_\beta + u_{N\alpha}^\beta u_{\tilde{M}\beta}^\gamma v_\gamma \\
&\quad - (M \leftrightarrow N) \\
&= (g_{MN}^P u_{P\alpha}^\beta - [u_M, u_N]_{\alpha}^\beta) v_\beta \\
&= 0
\end{align*}
\]

(\text{since } \Delta_M u_{\tilde{N}_a}^\beta = 0 \text{ and } g_{MN}^P = -2j_{[MN]}^P), \text{ and a similar calculation for } v_P. \text{ It is also straightforward to show that}

\[
[\Delta_\alpha, \Delta_M] v_\beta = t_{\beta M} N u_{\alpha N}^\gamma v_\gamma,
\]

\[
[\Delta_\alpha, \Delta_M] v_N = 0,
\]

\[
[\Delta_\alpha, \Delta_M] v_{\tilde{N}} = -t_{\beta M}^P u_{\alpha N}^\beta v_P.
\]

(6.55)

7. The Tensor Hierarchy Extension of an Over-Extended Algebra

7.1. Generators and Relations. The action of \(J\) as \(L_1\) in the affine subalgebra follows from Sect. 5, since \(S(g^+)\) is a subalgebra of \(S(g^{++})\). In addition to vanishing of \([f_i, J]\), \((i = 0, \ldots, r)\) obtained there, we need to calculate the action of \(f_{-1}\). We use the relations (4.9), to express \(J\) in \(S(g^{++})\) in terms of generators in the standard basis, \(i.e.,\) with only one fermionic node, obtaining

\[
J = [\epsilon_{-2}, \epsilon_{-1}, \epsilon_0, \epsilon_\theta, f_{-1}, \phi_{-2,1}].
\]

(7.1)

Then,

\[
[f_{-1}, J] = [\epsilon_{-2}, \epsilon_{-1}, \epsilon_0, \epsilon_\theta, f_{-1}, f_{-1}, \phi_{-2,1}] = 0
\]

(7.2)

thanks to Eq. (4.7). The weakly lowest weight state \(J\) is thus annihilated by all \(f_i\)’s except \(f_0\), under which it is annihilated modulo an element in the adjoint. Its \(g^{++}\) weight is \(a_0 + \theta = -\Lambda_{-1} = -\lambda\). It is the lowest weight state in a fundamental \(g^{++}\) module \(R(-\lambda)\), and acts as \(L_1\) on the \(g^+\) subalgebra.

The only raising operator that can be applied to \(J\), without getting only the adjoint, is \(e_{-1}\) (this also follows from Sect. 5). We can write \(J\) as \(J = [f_{-1}, \epsilon_{-2}, \epsilon_{-1}, \epsilon_0, \epsilon_\theta, \phi_{-2,1}].\)

Then,

\[
[e_{-1}, J] = [h_{-1}, \epsilon_{-2}, \epsilon_{-1}, \epsilon_0, \epsilon_\theta, \phi_{-2,1}] + [f_{-1}, \epsilon_{-1}, \epsilon_{-2}, \epsilon_{-1}, \epsilon_0, \epsilon_\theta, \phi_{-2,1}].
\]

(7.3)

In the second term, we use

\[
[\ldots, \epsilon_{-1}, \epsilon_{-2}, e_{-1}, \ldots] = \frac{1}{2} ([\ldots, \epsilon_{-1}, \epsilon_{-1}, \epsilon_{-2}, \ldots] + [\ldots, \epsilon_{-2}, \epsilon_{-1}, \epsilon_{-1}, \ldots]),
\]

(7.4)

which holds for singly connected simple raising operators thanks to the Serre relation \([e_{-1}, e_{-1}, e_{-2}] = 0\). The first of these trivially gives 0 acting on \([\epsilon_0, \epsilon_\theta, \phi_{-2,1}].\) In the second one, we use the same trick to get at least one \(e_{-1}\) past \(\epsilon_0\), so it also vanishes. Thus,

\[
[e_{-1}, J] = [\epsilon_{-2}, \epsilon_{-1}, \epsilon_0, \epsilon_\theta, \phi_{-2,1}] .
\]

(7.5)

An even simpler calculation uses the “inside-out” form of \(J\), \(J = [\phi_{-1,1}, \epsilon_\theta, \epsilon_0, \epsilon_{-1}] = -[f_{-1}, \phi_{-2,1}, \epsilon_\theta, \epsilon_0, \epsilon_{-1}, \epsilon_{-2}]\), to obtain

\[
[e_{-1}, J] = -[\phi_{-2,1}, \epsilon_\theta, \epsilon_0, \epsilon_{-1}, \epsilon_{-2}] .
\]

(7.6)
Here, we have used \([e_{-1}, e_0, e_{-1}, e_{-2}] = 0\) by the same method as in Eq. (7.4).

We now want to calculate \([J, [e_{-1}, J]]\), as a first example of a bracket between elements in the fundamental. Set \(\epsilon \overset{\Delta}{=} e_{-2}, \phi \overset{\Delta}{=} \theta_{-2,1}\). We have

\[
[J, [e_{-1}, J]] = [J, \epsilon, e_{-1}, e_0, e_\theta, \phi] \\
= [\epsilon, [J, e_{-1}], e_0, e_\theta, \phi] + [\epsilon, e_{-1}, [J, e_0], e_\theta, \phi] \\
+ [\epsilon, e_{-1}, e_0, e_\theta, J, \phi]. \tag{7.7}
\]

First, determine \([J, \phi]\). We always use the identities (4.16) and (4.17), which in this case read
\([e_{-1}, e_0, \phi] = 0\) and \([f_{-1}, e_0, \phi] = 0\), allowing us to pass \(e_{-1}\) or \(f_{-1}\) through \([e_0, \phi]\). We have
\([J, \phi] = [\epsilon, X]\), where \(X = [\phi, e_{-1}, e_0, e_\theta, f_{-1}, \phi]\). Also, let \(J = [\phi, e_0, e_\theta, \phi]\). We will show that \(X\) and \(Y\) are proportional. This is desirable, since we expect a single generator in \(S(g^{++})\) at level \(-2\) and \(g^{++}\) weight \(\lambda\).

It is straightforward to show that \(X\) and \(Y\) are both annihilated by \(e_{-1}\) and \(e_0\). They have eigenvalue 1 under \(h_{-1}\) and 0 under \(h_0\), so they are both highest weight states in a triplet representation of the \(A_2\) subalgebra corresponding to the nodes \(-1, 0\). (They are also annihilated by \(e_i, i = 1, \ldots, r\), and provide highest weight states in the \(g^{++}\) module \(R(\lambda)\).) We calculate the other states in the triplets. Acting with \(f_{-1}\) gives

\[
f_{-1}, X = [\phi, e_0, e_\theta, f_{-1}, \phi], \tag{7.8}
\]

\[
f_{-1}, Y = [\phi, e_0, e_\theta, f_{-1}, \phi] + [[f_{-1}, \phi], e_0, e_\theta, \phi] \\
= [\phi, e_0, e_\theta, f_{-1}, \phi] + [e_0, [[f_{-1}, \phi], e_\theta, \phi]] \\
= [f_{-1}, X] - [e_0, \phi, e_\theta, f_{-1}, \phi]. \tag{7.9}
\]

We then act with \(f_0\). In this step of the calculation, we need to use
\([e_0, f_0, \phi] = -\phi_{-2,0} \overset{\Delta}{=} -\phi'\) and \([e_\theta, \phi'] = \frac{(\theta, \theta)}{(\theta_1, \theta_0)} [e_\theta, \phi] = -2[e_\theta, \phi],\) together with \([\phi', f_{-1}, \phi] = 0\), to obtain

\[
f_{0}, f_{-1}, X = [[[f_0, \phi], e_0, e_\theta, f_{-1}, \phi] + [\phi, f_0, e_0, e_\theta, f_{-1}, \phi] \\
= [[[f_0, \phi], e_0, e_\theta, f_{-1}, \phi] + [e_0, [f_0, \phi], e_\theta, f_{-1}, \phi] \\
+ [\phi, e_\theta, f_{-1}, \phi] \\
= [\phi', e_\theta, f_{-1}, \phi] + [\phi, e_\theta, f_{-1}, \phi] \\
= -[\phi, e_\theta, f_{-1}, \phi] \tag{7.10}
\]

\[
f_{0}, f_{-1}, Y = [f_0, f_{-1}, X] - [\phi, e_\theta, f_{-1}, \phi] \tag{7.11}
= -2[\phi, e_\theta, f_{-1}, \phi].
\]

This shows that \(X = \frac{1}{4} Y\).

Going back to the terms in Eq. (7.7), they are evaluated as

\[
(1) = -[\epsilon, [., e_{-1}, e_0, e_\theta, \phi], e_0, e_\theta, \phi] \\
= [[., e_{-1}, e_0, e_\theta, \phi], e_0, e_\theta] = -[\epsilon, [e_0, e_\theta], e_{-1}, e_0, e_\theta, \phi]
\]
Here, we have used \([e_0, [e_0, e_0], \phi] = 0 = [e_0, [e_0, e_0], \phi] ([e_0, e_0], \phi] is the central element in the \(g^+\) adjoint), as well as \([[e_0, e_0], e_0, e_0, \phi] = 0\) and \([[e_0, e_0], e_0, e_0, \phi] = 0\). Altogether,

\[
[J, [e_{-1}, J]] = 0 ,
\]

as desired. Equation (7.15) can now be used as a basic building block when considering elements in the algebra at level 0 in \(S(g^{++})\), constructed sequentially by the eigenvalue of \(K = -h\).

At \(k = -1\), we have elements in \(g^{++}\) of the type \([t_1, \ldots, t_p, e_{-1}]\), where each of \(t_1, \ldots, t_p\) is one of the generators \(e_0, \ldots, e_r\). We think of \(e_{-1}\) as the lowest state in a fundamental affine module, which is annihilated by \(L_1\). Thus, acting with \(J\) gives the action of \(L_1\) in the affine module, plus a term \([t_1, \ldots, t_p, J, e_{-1}]\). Identifying \([J, e_{-1}]\) as the lowest weight state in the (shifted) affine fundamental at \(k = -1\) in the \(g^{++}\) module \(R(-\lambda)\), we arrive at

\[
[J, T_\mu] = - (\ell_1)_\mu Y T_\nu - J_\mu ,
\]

\[
[J, J_\mu] = - (\ell_1)_\mu Y J_\nu .
\]

At level \(-1\) in \(S(g^{++})\), we have \(\phi_i = \phi_{-2, \alpha_i}, i = 0, \ldots, r\). They have \(g^+\) weight \(\lambda = \Lambda_1\). Notice that \(\lambda = -\delta = -\alpha_0 - \theta\) is light-like, and that it lies in the \(g^+\) root space. We can choose a basis with \(\phi_\lambda\) and \(\phi_j, j = 1, \ldots, r\). Since \((\lambda, \alpha_i) = 0, i = 0, \ldots, r\), we find that \(\phi_\lambda\) is highest weight in a \(g^{++}\)-module \(R(\lambda)\). The remaining \(\phi_j, j = 1, \ldots, r\) turn out to be Cartan generators at mode number \(-1\) in a \(g^+\) adjoint part of a \(g^{++}\) adjoint. We can also deduce that the transformation of this “adjoint” under \(g^{++}\) however also “leaks” into the module \(R(\lambda)\). This corroborates the information obtained (more easily) from duality in the following subsection, Eq. (7.19).

At level \(-2\), we find a highest weight state \(\Phi = [\phi, e_0, e_0, \phi]\) for an anti-fundamental \(R(\lambda)\), paired with \(E_M\) at level 1 through the invariant bilinear form. (There is also an infinite number of highest weight modules in \(S_2\), which have much more complicated expressions in terms of the generators.) In addition to the identities \([e_\alpha, \Phi] = 0\), we only need to verify that \([J, \Phi] = 0\) in order to show that this \(R(\lambda)\) forms an anti-fundamental \(\mathcal{A}\)-module. To calculate this bracket, we write

\[
[\Phi, J] = [[\phi, J], e_0, e_0, \phi] + [\phi, [e_0, J], e_0, \phi] + [\phi, e_0, e_0, [\phi, J]] ,
\]
where \([e_0, J] = -\frac{1}{2}[e_0, e_0, e_\theta]\) and

\[
\begin{align*}
[\phi, J] &= [\phi, \epsilon, e_{-1}, e_0, e_\theta, f_{-1}, \phi] \\
&= [h_1, e_{-1}, e_0, e_\theta, f_{-1}, \phi] - [\epsilon, \phi, e_{-1}, e_0, e_\theta, f_{-1}, \phi] \\
&= -\frac{1}{2}[\epsilon, \phi, e_0, e_\theta, \phi] \\
&= -\frac{1}{2}[h_1, e_0, e_\theta, \phi] + \frac{1}{2}[\phi, \epsilon, e_0, e_\theta, \phi] \\
&= \frac{1}{2}[\phi, e_0, e_\theta, h_1] = \frac{1}{2}[e_0, e_\theta, \phi].
\end{align*}
\]

(7.18)

All three terms in Eq. (7.17) vanish.

We notice that, although the generators and defining relations provide a concise definition of the superalgebra, calculations soon become complicated. It becomes more efficient to use the “covariant” tensor formalism, with its basic properties obtained from the definitions, to derive further properties (sometimes supported by the affine decomposition) as in Sect. 6. In the following, we will rely on the results from that Section, in order to investigate the \(g^{++}\)-covariant decomposition of \(S(g^{++})\) in the grading with respect to the fermionic node.

### 7.2. The Local Superalgebra

**Level 0**, in the grading with respect to the fermionic node, consists of the algebra \(A\) described in Sect. 6, consisting of \(g^{++}\) and the module \(R(-\lambda)\). This is also consistent with the \(gl\)-grading, as described in Sect. 4.2.2, applied to \(S(g^{++})\).

From the existence of the non-degenerate invariant bilinear form we know that level \(-1\) is dual to level 0, i.e., it consists of the coadjoint module of \(A\). Let the basis elements be \(V^M, U^\alpha\). They transform according to

\[
\begin{align*}
[T_\alpha, V^M] &= t_{\alpha N}^M V^N, \\
[T_\alpha, U^\beta] &= -f_{\alpha \gamma}^\beta U^\gamma - u_{M \alpha}^\beta V^M, \\
[J_M, V^N] &= -g_{MP}^N V^P - t_{aM}^N U^\alpha, \\
[J_M, U^\alpha] &= u_{M \beta}^\alpha U^\beta.
\end{align*}
\]

(7.19)

Note in particular that \(U^\alpha\), in spite of spanning a \(g^{++}\) adjoint, in addition transforms into \(V^M\).

At level 1 there is of course \(\{E_M\}\), as a basis for \(B_1 = R(-\lambda)\), with lowest weight state \(\epsilon_{-2}\). We can then use information from the \(gl\)-grading, where we find, in addition to \(B_1\), both leading and some subleading parts of \(S_2\) (defined in Eq. (6.45)). We thus introduce the level 1 generators \(\{E_{MN}\}\) as a basis for \(S_2\). How do these transform under \(A\)? The generators in \(S_2\) will contain one uncancelled \(\phi\). It must in some way be generated in the bracket \([J_M, E_N]\). An investigation of this in terms of the generators should be possible, but becomes awkward, mainly because even the lowest of the lowest weight states in \(S_2\) is quite high. Instead we rely on the tensor formalism developed in Sect. 6.
We can thus postulate the transformations

\[
[T_\alpha, E_M] = -t_{\alpha M}^N E_N , \\
[T_\alpha, E_{MN}] = -2t_{\alpha (M^P E_N)_P} , \\
[J_M, E_N] = -j_{MN}^P E_P + E_{MN} , \\
[J_M, E_{NP}] = -2j_{M(N^Q E_P)_Q} .
\] (7.20)

The only “non-covariant” ingredient is the Jordan cell structure in the action of \( J \). This describes an \( \mathcal{O} \)-module. The only non-trivial Jacobi identity needed to show this is

\[
[[J_M, J_N], E_P] - 2[J_{[M}, [J_{N}], E_P]]
= [g_{MN}^Q, E_P] - 2[J_{[M}, -j_{N]P}^Q E_Q + E_{N]}_P]
= g_{MN}^Q (-j_{QP}^R E_R + E_{QP}) + 2j_{[N]}^P (-j_{M]}_Q^R E_R + E_{M]}_Q)
- 2(-j_{[MN]}_Q^P E_OK - j_{[M]}^P [Q,E_{N]}_O)
= ((j_M, j_N) - g_{MN}^Q j_Q^P R E_P + (g_{MN}^Q + 2j_{[MN]}_Q^P) E_P, O)
= 0 .
\] (7.21)

It then remains to determine the brackets between level 1 and level \(-1\) generators, \( i.e., \), \([R_1, R_{-1}]\). Due to the graded antisymmetry of the structure constants, these brackets contain the same structure constants as \([R_{-1}, R_{-1}]\), and are thus symmetric. The calculation can be systematised as follows. Introduce a sequence of basis elements \( E_{[M]} = E_{M_1...M_p} \) for various values of \( p \), and let them transform covariantly \( i.e., \), with \( t_{\alpha} \) and \( j_{M} \) apart from an extra term:

\[
[J_M, E_{M_1...M_p}] = -(j_M \cdot E)_{M_1...M_p} + E_{M M_1...M_p} ,
\] (7.22)

\( i.e., [J_M, E_{[N]}] = -(j_M \cdot E)_{[N]} + E_{M[N]} \). It is in fact possible to begin already at \( p = 0 \).

We then write

\[
[E_{[M]}, U_{\alpha}] = a_{[M]}^{\alpha\beta} T_\beta + b_{[M]}^{\alpha N} J_N ,
[E_{[M]}, V^N] = b_{[M]}^{\alpha N} T_\alpha + c_{[M]}^{NP} J_P .
\] (7.23)

for some coefficients \( a, b, c \), which are to be determined. The double occurrence of \( b \) follows from the graded antisymmetry of the structure constants, which also implies that \( a \) and \( c \) are symmetric in upper indices.

The Jacobi identities with \( T \) are equivalent to

\[
\Delta_\alpha a_{[M]}^{\beta\gamma} + 2u_{N\alpha} (b_{[M]}^{\gamma\beta})^N = 0 ,
\Delta_\alpha b_{[M]}^{\beta N} + u_{P\alpha} (c_{[M]}^{NP})^N = 0 ,
\Delta_\alpha c_{[M]}^{NP} = 0 .
\] (7.24)

The Jacobi identities with \( J \) relate coefficients at different \( p \):

\[
a_{M[M]}^{\alpha\beta} = \Delta_M a_{[M]}^{\alpha\beta} ,
b_{M[M]}^{\alpha N} = \Delta_M b_{[M]}^{\alpha N} + t_{\beta M}^N a_{[M]}^{\alpha\beta} ,
c_{M[N]}^{NP} = \Delta_M c_{[M]}^{NP} + 2t_{\alpha M}^N b_{[M]}^{\alpha\beta} .
\] (7.25)
Here, one must remember that lower indices belong to the fundamental and transform with \(j\), while upper ones belong to the adjoint and transform with \(g\). The latter are dotted when \(\Delta_M\) acts, in accordance with Eq. (6.49).

We can then use induction and show that if Eq. (7.24) is satisfied at \(p\), then the coefficients \(a, b, c\) at \(p + 1\), given by Eq. (7.25) also satisfy Eq. (7.24). This is done by commuting \(\Delta_\alpha\) and \(\Delta_M\), as in Sect. 6.6. Checking the first equation in (7.24) at \(p + 1\):

\[
\Delta_\alpha a_{M[\gamma} = \Delta_\alpha \Delta_M a_{M]} \beta^\gamma
\]

\[
= \Delta_M \Delta_\alpha a_{M]} \beta^\gamma + [\Delta_\alpha, \Delta_M] a_{M]} \beta^\gamma
\]

\[
= -2u_{\alpha \beta} \Delta_M b_{M[} \gamma^N - 2t_{\delta M}^{\beta} u_{\alpha (} \beta a_{M]} \gamma^\delta
\]

\[
= -2u_{\alpha \beta} \Delta_M b_{M[} \gamma^N .
\]

In passing, we used \(\Delta_M u_{\alpha \beta} = 0\) (where the \(N\) index transforms with \(g\)). Analogous calculations hold for \(b\) and \(c\).

Starting from \(p = 0\) with

\[
a^{\alpha \beta} = \eta^{\alpha \beta},
\]

\[
b^{\alpha M} = 0,
\]

\[
c^{MN} = 0,
\]

where \(\eta\) is the inverse Killing metric on \(g^{++}\), this gives a constructive recipe to determine the whole set of coefficients recursively. The concrete expressions obtained (which however are less useful than the recursion relations themselves) become, after using various identities among Eqs. (6.9)–(6.14),

\[
a^{\alpha \beta}_M = -2u^{(\alpha \beta)}_M,
\]

\[
b^{\alpha N}_M = t^{\alpha N}_M,
\]

\[
c^{MN}_P = 0;
\]

\[
a^{\alpha \beta}_{MN} = 2(u_{(\alpha} \gamma^{(\| + u_{(\alpha}}^{(\|)^{\\gamma}}} u_{\gamma)}^{\\beta\)} - 2j_{(MN)}^{\beta} u_{P}^{(\alpha \beta)} ,
\]

\[
b^{\alpha \beta}_{MN} = -4t_{\beta (M}^{\alpha \beta} u_{N)}^{(\| \beta} + 2j_{Q(M}^{\beta} t_{N)}^{\alpha \beta} P ,
\]

\[
c^{MN}_{P Q} = 2t^{(P}_{M}^{\beta} t_{\alpha N) Q} .
\]

We always lower and raise adjoint indices with the \(g^{++}\) Killing metric and its inverse, but need to remember its non-invariance under \(\Delta_M\).

Note that \(c\) appears first at \(p = 2\), and that \(c_{MN}^{P Q}\) is proportional to the symmetrised \(Y\)-tensor [5], annihilating \(S_2^0\). In order for \(S_2^0\) to be an ideal at level 1, we also need \(a_{MN}^{\alpha \beta}\) and \(b_{MN}^{\alpha \beta}\) to contain only \(S_2^0\) in the lower indices. By using this property for \(c_{MN}^{P Q}\), we trace it back to the coefficients \(b\) and \(a\) using Eq. (7.24). Since there are no \(g^{++}\) invariant tensors \(a^{(0)}\) and \(b^{(0)}\) with \(\Delta a_{MN}^{(0)} \alpha \beta = 0, \Delta b_{MN}^{(0)} \alpha \beta = 0\), the desired result follows.

The module we are considering is of course obtained by discarding \(p = 0\) and starting at \(p = 1\).

One criterion, from the Jacobi identity \([J, J, E]\), must be \(E_{[M_1 M_2]} M_{3...M_p} = 0\), which needs to be automatically satisfied by the recursively obtained \(a, b\) and \(c\). This follows (after some calculation) from using \([\Delta_M, \Delta_N] = 0\) in the recursion.
One can conclude, just from the observation that $S^2$ is absent at $p = 2$, that the modules at higher $p$ are empty. If we think of $\Delta_M$ as a “commuting bosonic object” in $R(\lambda)$, it is constrained (at least in the recursion relations involving $a, b$ and $c$) so that $\Delta^2$ has no part in the leading symmetric module $R(2\lambda)$. This is the “opposite” to an object in a minimal orbit. Such a constraint is strong enough to kill all degrees of freedom in $\Delta$. We would have liked to show that already $\Delta_1^3$ is empty by this condition, i.e., that $R(2\lambda) \otimes R(\lambda)$ contains all of $\sqrt{3} R(\lambda)$. This is certainly true for modules of finite-dimensional simple Lie algebras. We have checked it in examples, e.g. $E_{10}$, where it holds (with great and increasing margin) to degree 7 in a $gl(10)$ grading with respect to the exceptional node, and also to degree 10 in the $gl(3)$ grading of $A_{1+1}$. Presumably it can be proven, but it remains an assumption.

To summarise the local superalgebra, we have at levels 0, $\pm 1$:

\begin{align*}
R_{-1} &= \mathcal{A} = \langle V^M \rangle \oplus \langle U^\alpha \rangle , \\
R_0 &= \mathcal{A} = \langle T_\alpha \rangle \oplus \langle J_M \rangle , \\
R_1 &= \langle E_M \rangle \oplus \langle E_{MN} \rangle .
\end{align*}

(7.29)

The brackets in the local superalgebra are

\begin{align*}
[T_\alpha, T_\beta] &= f_{\alpha\beta\gamma} T_\gamma , \\
[T_\alpha, J_M] &= -t_{\alpha M}^N J_N + u_{M\alpha}^\beta T_\beta , \\
[J_M, J_N] &= g_{MN}^P J_P ;
\end{align*}

(7.30)

\begin{align*}
[T_\alpha, E_M] &= -t_{\alpha M}^N E_N , \\
[T_\alpha, E_{MN}] &= -2t_{\alpha(M}^P E_{N)P} , \\
[J_M, E_N] &= -j_{MN}^P E_P + E_{MN} , \\
[J_M, E_{NP}] &= -2j_{M(N}^Q E_{P)Q} ;
\end{align*}

(7.31)

\begin{align*}
[T_\alpha, V^M] &= t_{\alpha N}^M V^N , \\
[T_\alpha, U^\beta] &= -f_{\alpha\gamma}^\beta U^\gamma - u_{M\alpha}^\beta V^M , \\
[J_M, V^N] &= -g_{MP}^N V^P - t_{\alpha M}^N U^\alpha , \\
[J_M, U^\alpha] &= u_{M\beta}^\alpha U^\beta ;
\end{align*}

(7.32)

\begin{align*}
[E_M, V^N] &= t_{\alpha}^M T_\alpha , \\
[E_M, U^\alpha] &= -2u_{M(\alpha}^\beta T_\beta + t_{\alpha M}^N J_N , \\
[E_{MN}, V^P] &= b_{MN}^P T_\alpha + c_{MN}^P J_Q , \\
[E_{MN}, U^\alpha] &= a_{MN}^\beta T_\beta + b_{MN}^\alpha J_P .
\end{align*}

(7.33)

In fact, due to the existence of the invariant bilinear form, we directly know also $R_{-2} = \tilde{R}_1$, its transformations under $R_0 = \mathcal{A}$, and the brackets $[R_1, R_{-2}]$, which contain the same structure constants as $[\tilde{R}_1, R_0]$. 
The tensor hierarchy algebra $S(g^{++})$ is the superalgebra generated by the local superalgebra, modulo the maximal ideal intersecting it trivially.

When $(\lambda, \lambda) = 0$, the standard definition of $W(g^{++})$ does not produce a simple superalgebra, roughly because $B(g^{++})$ is already a subalgebra of $S(g^{++})$. A meaningful definition of $W(g^{++})$ would instead be as a subalgebra of $S(g^{++})$. This will be dealt with in a forthcoming paper [41].

7.3. A Conjecture. As we have shown, $S(g^{++})$ at levels $\ell = -2, -1, 0, 1$ contains

$$\ell = -2: \quad \mathcal{S}_2 \oplus R(\lambda),$$

$$\ell = -1: \quad R(\lambda) \oplus \text{adj},$$

$$\ell = 0: \quad \text{adj} \oplus R(-\lambda),$$

$$\ell = 1: \quad R(-\lambda) \oplus S_2,$$

where $\text{adj}$ is the adjoint of $g^{++}$. This is precisely $B_\ell \oplus B_{\ell+1}$. We would like to conjecture that this vector space (not algebra) decomposition holds to all levels, i.e., that

$$S(g^{++}) = B(g^{++}) \oplus B(g^{++})[1].$$

Consider $R_2$, obtained as $[R_1, R_1]$. Let

$$Z_{[M], [N]} = [E_{[M]}, E_{[N]}].$$

Then,

$$[T_\alpha, Z_{[M], [N]}] = -(t_\alpha \cdot Z)_{[M], [N]},$$

$$[J_M, Z_{[N], [P]}] = -(j_M \cdot Z)_{[N], [P]} + Z_{[M], [N]}{[P]} + Z_{[N], [M]{[P]}}.$$  

We can investigate the appearance of ideals by checking the Jacobi identities with $U^\alpha$ and $V^M$. One directly obtains

$$[Z_{[M], [N]}, U^\alpha] = A_{[M], [N]}^{\alpha[P]} E_{[P]},$$

$$[Z_{[M], [N]}, V^P] = B_{[M], [N]}^{P[Q]} E_{[Q]},$$

where

$$A_{[M], [N]}^{\alpha[P]} = t_{\beta[M]}^{\alpha[P]} a_{[M]}^{\alpha\beta} + j_{Q[N]}^{[P]} b_{[M]}^{\alpha Q}$$

$$- \delta_{Q[N]}^{[P]} b_{[M]}^{\alpha Q} + ([M] \leftrightarrow [N]),$$

$$B_{[M], [N]}^{P[Q]} = t_{\alpha[N]}^{[Q]} b_{[M]}^{\alpha P} + j_{R[N]}^{[Q]} c_{[M]}^{P R}$$

$$- \delta_{R[N]}^{[Q]} c_{[M]}^{P R} + ([M] \leftrightarrow [N]).$$

(The notation with Kronecker deltas is shorthand; projectors on $S_2$ should be inserted when appropriate).

In order to systematise the calculation, we introduce the coefficients

$$v_{[M], [N]}^{P\alpha} = t_{\beta[N]}^{P} a_{[M]}^{\alpha\beta} + j_{Q[N]}^{[P]} b_{[M]}^{\alpha Q},$$

$$w_{[M], [N]}^{P Q} = t_{\beta[N]}^{P} b_{[M]}^{\beta Q} + j_{R[N]}^{[P]} c_{[M]}^{Q R}.$$  

(7.34)
It is straightforward to show that

\[ 0 = \Delta_\alpha v_{[M],N}^P \beta + u_{Q\alpha}^\beta w_{[M],N}^P Q, \]
\[ 0 = \Delta_\alpha w_{[M],N}^P Q, \]
\[ v_{M[N],P}^Q \alpha = \Delta_M v_{[N],P}^Q \alpha, \]
\[ w_{M[N],P}^Q R = \Delta_M w_{[N],P}^Q R + i a M R v_{[N],P}^Q \alpha. \] (7.41)

We also observe that symmetrisation in the part with two lower indices yields

\[ v(M,N)^P \alpha = \frac{1}{2} b_{MN}^P \alpha, \]
\[ w(M,N)^P Q = \frac{1}{2} c_{MN}^P Q. \] (7.42)

Concerning the 3-index part, a short calculation gives

\[ v_{M(N,P)}^Q \alpha = \Delta_M v_{(N,P)}^Q \alpha = \frac{1}{2} \Delta_M b_{NP}^\alpha Q \]
\[ = \frac{1}{2} (\Delta_M b_{NP}^\alpha Q - (g_{MR} \alpha Q + j_{MR} \alpha Q) b_{NP}^\alpha R) \]
\[ = \frac{1}{2} (-t_b M^\alpha \alpha Q - j_{RM} \alpha Q b_{NP}^\alpha R) \]
\[ = -\frac{1}{2} v_{NP,M}^Q \alpha, \] (7.43)

and, by an analogous calculation, \( w_{M(N,P)}^Q R = -\frac{1}{2} w_{NP,M}^Q R \). This shows that the completely symmetric parts vanish, \( v_{(MN,P)}^Q \alpha = 0 = w_{(MN,P)}^Q R \).

Consider first \( Z_{M,N} \). The relevant coefficients are

\[ A_{M,N}^\alpha P = 2(t_{\beta(M^P A_N)}^\alpha \beta + j_{Q(M^P b_N)}^\alpha \beta) = 2 v_{(M,N)}^P \alpha = b_{MN}^\alpha P, \]
\[ A_{M,N}^\alpha Q \alpha = -2 t_{(M^P \delta_N)}^\alpha \alpha, \]
\[ B_{M,N}^P Q = 2 w_{(M,N)}^P Q = c_{MN}^P Q, \]
\[ B_{M,N}^P Q R = 0. \] (7.44)

This shows that \( S_2^C \) is an ideal in \( Z_{M,N} = [E_M, E_N] \). This is of course completely expected, since it is an ideal for the Borcherds superalgebra.

Next, investigate \( Z_{MN,P} \). The coefficients become

\[ A_{MN,P}^\alpha Q = v_{MN,P}, \]
\[ A_{MN,P}^\alpha Q R = 2 v_{P,(M^\alpha Q \delta_N)}^\alpha Q R - b_{MN}^\alpha (Q \delta_P^R), \]
\[ B_{MN,P}^Q R = w_{MN,P}^Q R, \]
\[ B_{MN,P}^Q R S = 2 w_{P,(M^R \delta_S \delta_N)}^Q R \delta_P^S - c_{MN}^Q R \delta_S \delta_P. \] (7.45)

Using Eqs. (7.42), (7.43), we find that the symmetrised parts in \( (MN,P) \) vanish in all four expressions. Therefore, \( Z_{MN,P} \) only contains \( B_3 \) (level 3 in the Borcherds superalgebra).
Fig. 9. The double grading of $S(E_{10})$, with respect to the fermionic and the exceptional nodes. Each grade $(\ell, m)$ contains a $\mathfrak{gl}(10)$ module. These modules organise into “columns”, containing tensor products of some $\mathfrak{gl}(10)$ module with all forms. The collection of such columns at given degree $m$ with respect to the exceptional node forms a module of the tensor hierarchy algebra $W(10)$ at degree 0. Tops of columns are marked with a black circle. Horizontally, the $\mathfrak{gl}(10)$ modules are organised in $E_{10}$ modules. The lowest states in $\mathcal{B}_\ell$ and $\mathcal{B}_{\ell+1}$ at level $\ell$ are denoted with red squares.
Fig. 10. The double grading of $S(A_1^{++})$, with respect to the fermionic and the rightmost node. Each grade $(\ell, m)$ contains a $\mathfrak{gl}(3)$ module. These modules organise into “columns”, containing tensor products of some $\mathfrak{gl}(3)$ module with all forms. The collection of such columns at given degree $m$ with respect to node 1 forms a module of the tensor hierarchy algebra $W(3)$ at degree 0. Tops of columns are marked with a black circle. Horizontally, the $\mathfrak{gl}(3)$ modules are organised in $A_1^{++}$ modules. The lowest states in $B_\ell$ and $B_{\ell+1}$ at level $\ell$ are denoted with red squares. The superalgebra on the diagonal is freely generated. Our computation goes to $m = 10$

Finally, consider $Z_{MN,PQ}$. The same relations that were used for $Z_{MN,P}$ show that $Z_{(MN,PQ)} = 0$, which leaves the plethysm $\boxtimes$. It does not obviously vanish. However, we have checked to high degrees in $\mathfrak{gl}$-gradings that an object in $\boxtimes$ for which any symmetric pair is in $S_2$ vanishes identically. There, one observes that $\vee^4 R(-\lambda)$ is large enough to contain all of $\vee^2 S_2$. Provided this holds, $Z_{MN,PQ} = 0$.

We conjecture that, as a vector space (and as a $\mathfrak{g}^{++}$ module for $p > 0$),

$$R_\ell = \mathcal{B}_\ell \oplus \mathcal{B}_{\ell+1}$$

(7.46)

for all $\ell \in \mathbb{Z}$. The first term is level $\ell$ in the Borcherds subalgebra $\mathcal{B}(\mathfrak{g}^{++}) \subset S(\mathfrak{g}^{++})$. The invariant bilinear form pairs the Borcherds part $\mathcal{B}_\ell$ at level $\ell$ with the second part in $R_{-\ell-1} = \mathcal{B}_{-\ell-1} \oplus \mathcal{B}_{-\ell}$. Such a bilinear form is invariant under the brackets given for $-3 \leq \ell \leq 2$. The conjecture is supported by the $\mathfrak{gl}$ grading, depicted for $S(A_1^{++})$ in Fig. 10 and Table 2, and for $S(E_{10})$ in Fig. 9 and Table 1. In both cases, the two copies of the Borcherds superalgebras produce complete columns of forms, satisfying the other
Table 3. The central part of the decomposition of $S(g^{++})$ in $g^+$ modules. Note the symmetry around $(p, q) = (0, \frac{1}{2})$.

| $q = 3$ | $p = -2$ | $-1$ | $0$ | $1$ | $2$ |
|---|---|---|---|---|---|
| 2 | $\vec{S}^{\mu
u}$ | $\bar{E}^\mu$ | $E^{\mu}$ | $T^A_{1-m}$ | $K^z$, $L^z_1$, $\pi$ |
| 1 | $-2$ | $\vec{S}^{\mu
u}$ | $\bar{E}^\mu$ | $-1$ | $J_\mu$, $S^{\mu
u}$, $T^A_{1-m}$, $K^z$, $L^z_1$, $\pi$ |
| 0 | $-1$ | $\vec{S}^{\mu
u}$ | $\bar{E}^\mu$ | $-1$ | $J_\mu$, $S^{\mu
u}$, $T^A_{1-m}$, $K^z$, $L^z_1$, $\pi$ |
| $-1$ | $\vec{S}^{\mu
u}$ | $\bar{E}^\mu$ | $-1$ | $J_\mu$, $S^{\mu
u}$, $T^A_{1-m}$, $K^z$, $L^z_1$, $\pi$ |
| $-2$ | $\vec{S}^{\mu
u}$ | $\bar{E}^\mu$ | $-1$ | $J_\mu$, $S^{\mu
u}$, $T^A_{1-m}$, $K^z$, $L^z_1$, $\pi$ |

restrictions explained in Sect. 4.3. This property has been checked for $S(E_{10})$ to degree 7 and for $S(A_{1}^{++})$ to degree 10.

7.4. $g^+$-Covariant Double Grading. This is the grading with respect to the two leftmost nodes. Its central part is shown in Table 3. The leftmost fermionic generator $\epsilon = \epsilon_{-2}$ carries degree $(p, q) = (0, -1)$, while $\epsilon_{-1}$ is the lowest weight state at $(p, q) = (1, 0)$. The diagonal $p = q$ contains level 0 in the grading with respect to the fermionic node in Fig. 4 and its analogues. The relation is $\ell = p - q$. We find the decomposition of the $g^{++}$ adjoint as $(\ldots, \vec{A}^{\mu\nu}, \vec{J}^{\mu\nu}, (T^A_m, K, d), E^\mu, A^{\mu\nu}, \ldots)_0$ and the decomposition of the fundamental as $(L_1, J_\mu, (S^{\mu\nu}, A^{\mu\nu}), \ldots)_1$. Since $\epsilon$ is a $g^+$ scalar, there is a “lowering” operation $X^\mu = -[X, \epsilon]$, mapping an irreducible module at $(p, q)$ to the same module at $(p, q - 1)$. Its “inverse” is the raising operator $X^\mu$. All modules come in pairs, so that $(X^\mu)^2 + (X^{\mu})^0 = X$ for all $X$. We refer to refs. [6–8] for details in the general setting. The generators denoted $S^{(\cdot)}$ form a basis for $s_2$, the ones denoted $A^{(\cdot)}$ form a basis for $a_2$. The number below each set of generators is the mode number shift in the action of $d$, as compared to how they appear in the decomposition of the over-extended adjoint.

This is the grading relevant for extended geometry with $g^+$ as structure algebra. As such, it contains information on the fields and gauge symmetries of extended geometry with affine structure group [12,13]. For example, the constrained ancillary fields [6,8] of ref. [13] correspond to the position of the generators $E^\mu$.

Funding Open access funding provided by University of Geneva.
A. Calculation of Modules in Borcherds Superalgebras

Extra modules in tensor hierarchy algebras at non-negative levels, as compared to Borcherds superalgebras, may be predicted e.g. in a $\mathfrak{gl}$ grading, as described in Sect. 4.2.4. We thus need to calculate the content in a Borcherds superalgebra to some level. To this end, we use the Koszul duality established in ref. [10].

A Borcherds superalgebra $B(a)$ is constructed from a Kac–Moody algebra $a$ by attaching a single fermionic (null) node so that level 1 in the corresponding grading is a lowest weight module $R(-\lambda)$ of $a$. Let $\mu \in R(-\lambda)$ lie in the minimal orbit, meaning that functions of $\lambda$ with degree of homogeneity $p$ contain the unique lowest weight module $R(-p\lambda)$. Then, the partition function of the Lie superalgebra $B_+(a)$, the positive level subalgebra, twisted with fermion number, is the inverse of the partition function of functions of $\mu$. This is interpreted as a denominator formula for $B(a)$.

Concretely, the partition function of functions on the minimal orbit, taking values in the representation ring, is

$$Z_{\mu}(t) = \bigoplus_{p=0}^{\infty} R(-p\lambda)t^p.$$  \hspace{1cm} (A.1)

The partition function for $B_+(g)$ is

$$Z_B(t) = \bigotimes_{q=1}^{\infty} z_F(B_{2q-1}, t^{2q-1}) \otimes z_B(B_{2q}, t^{2q}) ,$$ \hspace{1cm} (A.2)

where

$$z_F(R, t) = \bigoplus_{i=0}^{\infty} \wedge^i R(-t)^i ,$$

$$z_B(R, t) = \bigoplus_{i=0}^{\infty} \vee^i R t^i = \frac{1}{z_F(R, t)}$$ \hspace{1cm} (A.3)

are the partitions for a level 1 fermion/boson in $R$, and where $B_\ell$ is the module at level $\ell$ in $B(a)$. Then, the statement is

$$Z_{\mu}(t) \otimes Z_B(t) = 1.$$ \hspace{1cm} (A.4)

This duality is useful for calculating the content of Borcherds superalgebras in a level expansion, since the modules occurring in the partition function for $\mu$ are much more tractable. There is a single irreducible lowest weight module at each positive level. The superalgebra $B(a)$, on the other hand, contains an infinite number or irreducible modules already at level 2 when $a$ is infinite-dimensional. If a further grading, e.g. a $\mathfrak{gl}$ grading, is performed on the $a$ modules, it will be dealt with using the method of “Appendix B”.
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Table 4. Weyl transformations used in the decomposition of $E_{10}$ representations into $gl(10)$ representations. The labels of simple Weyl reflections is according to the numbering of simple roots in Fig. 3

| Weyl group element | $\ell$-shifted image of $\binom{0}{0}$ | degree |
|-------------------|--------------------------------------|--------|
| $1$               | $0$                                   | 0      |
| $w_8$             | $\binom{00000000}{0}$                | 1      |
| $w_8 w_5$         | $\binom{-3}{00001010}$               | 2      |
| $w_8 w_5 w_4$     | $\binom{-4}{00010020}$               | 3      |
| $w_8 w_5 w_6$     | $\binom{-4}{00002001}$               | 3      |
| $w_8 w_5 w_4 w_3$ | $\binom{-5}{00100030}$               | 4      |
| $w_8 w_5 w_4 w_6$ | $\binom{-5}{00011011}$               | 4      |
| $w_8 w_5 w_6 w_7$ | $\binom{-5}{00003000}$               | 4      |
| $w_8 w_5 w_4 w_3 w_2$ | $\binom{-8}{01000040}$           | 5      |
| $w_8 w_5 w_4 w_3 w_6$ | $\binom{-6}{00101021}$           | 5      |
| $w_8 w_5 w_4 w_6 w_7$ | $\binom{-6}{00012010}$           | 5      |
| $w_8 w_5 w_4 w_6 w_5$ | $\binom{-6}{00020102}$           | 5      |
| $w_8 w_5 w_4 w_3 w_2 w_1$ | $\binom{-7}{10000050}$         | 6      |
| $w_8 w_5 w_4 w_3 w_2 w_6$ | $\binom{-7}{01001031}$           | 6      |
| $w_8 w_5 w_4 w_3 w_6 w_7$ | $\binom{-7}{00102020}$           | 6      |
| $w_8 w_5 w_4 w_3 w_6 w_5$ | $\binom{-7}{00110112}$           | 6      |
| $w_8 w_5 w_4 w_6 w_7 w_5$ | $\binom{-7}{00021101}$           | 6      |
| $w_8 w_5 w_4 w_6 w_5 w_8$ | $\binom{-6}{00030003}$           | 6      |
| $w_8 w_5 w_4 w_3 w_2 w_1 w_0$ | $\binom{-8}{+1,00000060}$       | 7      |
| $w_8 w_5 w_4 w_3 w_2 w_1 w_6$ | $\binom{-8}{10001041}$           | 7      |
| $w_8 w_5 w_4 w_3 w_2 w_6 w_7$ | $\binom{-8}{01002030}$           | 7      |
| $w_8 w_5 w_4 w_3 w_2 w_6 w_5$ | $\binom{-8}{01010122}$           | 7      |
| $w_8 w_5 w_4 w_3 w_6 w_7 w_5$ | $\binom{-8}{00111111}$           | 7      |
| $w_8 w_5 w_4 w_3 w_6 w_5 w_4$ | $\binom{-8}{00200203}$           | 7      |
| $w_8 w_5 w_4 w_6 w_7 w_5 w_6$ | $\binom{-8}{00030200}$           | 7      |
| $w_8 w_5 w_4 w_3 w_6 w_5 w_8$ | $\binom{-7}{00120013}$           | 7      |
| $w_8 w_5 w_4 w_6 w_7 w_5 w_8$ | $\binom{-7}{00031002}$           | 7      |

B. Weyl–Kac Character Formula in Gradings

There are computational tools for decomposition of representations of Kac–Moody algebras, notably SimpLie [45], which handles infinite-dimensional algebras. We need results that go beyond the capacity of SimpLie (on a small computer). For example, the search for extra modules in $S(E_{10})$, illustrated in Fig. 9, uses the decomposition into $gl(10)$ of the $E_{10}$ modules with lowest weights $-(\ell\binom{0}{0})$, $1 \leq \ell \leq 22$, to degree 7 (where the degree of the weight $(\ell\binom{0}{0})$ is shifted to 0). The reason it is sufficient to find the $gl$ gradings of these irreducible modules at each level, is that they are used to calculate $\mathcal{R}_\ell$ using the duality described in “Appendix A”.

We use the Weyl–Kac character formula, containing a sum over the Weyl group. Since we are not interested in the character formulas for the finite-dimensional $sl(10)$ repre-
sentations, but only their highest/lowest weights, it is sufficient to consider Weyl group elements that, through the transformation shifted by the Weyl vector $\varrho$,

$$W(\Lambda) = w(\Lambda + \varrho) - \varrho,$$

map the dominant $E_{10}$ weights to weights which are "$\mathfrak{sl}(10)$-dominant", i.e., have non-negative entries for all nodes except the exceptional one. Their restriction to $\mathfrak{sl}(10)$ weights will then be the highest/lowest weights for the corresponding $\mathfrak{sl}(10)$ modules appearing at some degree. In the example at hand, the Weyl transformations with this property are listed in Table 4, together with the images of $(0,0,0,0,0,0,0,0,0,0)$ and their degree. The table is of course truncated—the branching contains an infinite number of representations—but gives the complete result to the degree considered.

The degrees appearing in Table 4 are independent of $\ell$, since $w_{-1}$ is not used, $\Lambda_{-1}$ being the only fundamental weight entering the lowest weights in question. At level 8 and higher one would encounter it, for the first time through $w_{8}w_{5}w_{4}w_{3}w_{2}w_{1}w_{0}w_{-1}$, which maps $(0,0,0,0,0,0,0,0,0,0)$ to $(0,0,0,0,0,0,0,0,0,0)$, appearing at degree $\ell + 8$.

Let $\{w_{I}\}, I \in \mathcal{I}$, for some index set $\mathcal{I}$, be the set of Weyl group elements that achieve this to degree $P$ in the decomposition, and $\{W_{I}\}$ its $\varrho$-shifted action. Let $\Lambda'$ be the restriction of the $E_{10}$ weight $\Lambda$ to an $\mathfrak{sl}(10)$ weight and $P(\Lambda')$ its degree. Denote an $\mathfrak{sl}(10)$ representation with highest weight $\Lambda'$ by $r(\Lambda')$. Then, the Weyl–Kac character formula, on its $\mathfrak{gl}(10)$-covariant form, states that

$$\chi_{P}(\Lambda, t) = \left(\bigoplus_{I \in \mathcal{I}} (-1)^{|w_{I}|} r(W_{I}(\Lambda')) r^{P(W_{I}(\Lambda))} \right) \otimes \left(\bigoplus_{I \in \mathcal{I}} (-1)^{|w_{I}|} r(W_{I}(0')) r^{P(W_{I}(0))} \right)^{-1},$$

(B.2)

where the power of $t$ counts the degree, reproduces the correct branching up to degree $P$. In our example, the degree is given as $P(W(\Lambda)) = -(W(\Lambda) - \Lambda, \Lambda_{8})$ (Table 5).

Even if the list of Weyl elements is substantial, the calculation becomes efficient. The number of irreducible $\mathfrak{gl}(10)$ modules in the branching of an $E_{10}$ module $(0,0,0,0,0,0,0,0,0,0)$ appearing up to degree 7 is typically $\sim 1500$. These irreducible modules are then used in order to construct $\mathcal{R}_{\ell}$ in this grading, using the duality of "Appendix A". This calculation, implemented using LiE [46], lies behind the double grading exhibited in Fig. 9 and Table 1, and completely analogous calculations, using the Weyl–Kac character formula for modules in the corresponding Borcherds superalgebras, are used for $S(E_{9})$ to degree 7 (Fig. 6) and for $S(A_{1}^{++})$ to degree 10 (Fig. 10, Table 2).

| Weyl group element | $\varrho$-shifted image of $(\ell, 0, 0)$ | degree |
|--------------------|-------------------------------------------|--------|
| $1$                | $(\ell, 0, 0)$                            | 0      |
| $w_{1}$            | $(\ell, 2, -2)$                           | 1      |
| $w_{1}w_{0}$       | $(\ell + 1, 4, -4)$                       | 3      |
| $w_{1}w_{0}w_{-1}$ | $(0, 3\ell + 7, -(2\ell + 6))$            | $2\ell + 5$ |
| $w_{1}w_{0}w_{1}$  | $(\ell + 3, 6, -6)$                       | 6      |
| $w_{1}w_{0}w_{-1}w_{1}$ | $(2, 3\ell + 9, -(2\ell + 8))$         | $2\ell + 8$ |
| $w_{1}w_{0}w_{1}w_{0}$ | $(\ell + 6, 8, -8)$                    | 10     |
| $w_{1}w_{0}w_{-1}w_{1}w_{0}$ | $(4, 3\ell + 14, -(2\ell + 12))$     | $2\ell + 14$ |
| $w_{1}w_{0}w_{1}w_{0}w_{1}$ | $(\ell + 10, 10, -10)$                  | 15     |

Table 5. Weyl transformations used in the decomposition of $A_{1}^{++}$ representations into $\mathfrak{gl}(3)$ representations. The labels of simple Weyl reflections is according to the numbering of simple roots in Fig. 1.
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