Large uncertainty in volcanic aerosol radiative forcing derived from ice cores
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Abstract

Reconstructions of volcanic aerosol radiative forcing are required to understand past climate variability. Currently, reconstructions of pre-20th century volcanic forcing are derived from sulfate concentrations measured in polar ice cores, predominantly using a relationship between average ice sheet sulfate deposition and stratospheric sulfate aerosol based on a single explosive eruption - the 1991 eruption of Mt. Pinatubo. Here we derive volcanic radiative forcing from ice-core-records using a perturbed parameter ensemble of aerosol-climate model simulations of explosive eruptions, which enables the uncertainty to be estimated. We find that a very wide range of eruptions with different sulfur dioxide emissions, eruption latitudes, emission altitudes and in different seasons produce ice-sheet sulfate deposition consistent with ice-core-derived values for eruptions during the last 2500 years. Consequently, we find a large uncertainty in the volcanic forcing, suggesting uncertainties on the global mean temperature response of more than 1°C for several past explosive eruptions, which has not been previously accounted for.

Introduction

Explosive volcanic eruptions that inject large amounts of sulfur dioxide (SO$_2$) into the stratosphere are major drivers of natural climate variability on multi-annual to decadal timescales. The SO$_2$ is converted to sulfate aerosol, which causes a radiative perturbation, or forcing, by scattering incoming solar radiation, and leads to surface and tropospheric cooling. Reconstructions of volcanic aerosol radiative forcing are therefore required to understand and attribute climate variability on millennial timescales and are used as input to climate model simulations. Correct reconstructions of all climate forcing agents are vital to understand and evaluate past temperature changes on global and regional scales, to assess ocean heat uptake, which is critical for estimating future sea-level rise, and ultimately to compare natural and anthropogenic drivers of climate variability.

Reconstructions of volcanic radiative forcing are uncertain because of the lack of in-situ and remote-sensing measurements for eruptions before the 1963 eruption of Mt. Agung. When available in the modern era, SO$_2$ emissions and stratospheric aerosol optical depth (sAOD) are derived from satellite
retrievals (since ~1979)\textsuperscript{7} and ground-based optical measurements (since ~1800s)\textsuperscript{8,10}. When direct measurements are not available, volcanic forcing datasets are constructed based on sulfate concentration anomalies measured in ice cores. Alternatively, the injected mass of sulfur can be estimated from petrological and geochemical studies of eruption deposits\textsuperscript{11-15}.

Sulfate measured in ice cores provides a record of volcanism with high temporal resolution over thousands of years\textsuperscript{4,16}. However, several assumptions must be made to translate the record of sulfate anomalies into a record of radiative forcing. Established methods include using transfer functions to estimate hemispheric stratospheric sulfate aerosol burdens (i.e. the total mass of volcanic sulfate aerosol in the stratosphere of each hemisphere)\textsuperscript{4,17,18} or sAOD\textsuperscript{19} from estimates of the average amount of sulfate deposited on each ice sheet. Transfer functions are derived from the ice-sheet deposition averages and observed stratospheric sulfate burden or sAOD following the 1991 eruption of Mt. Pinatubo, from estimates of radioactive material in the stratosphere and measured in ice cores following nuclear weapons testing in the 1950s and 1960s\textsuperscript{20} or from climate model simulations\textsuperscript{21}.

Several factors can affect the relationship between ice-sheet sulfate deposition and stratospheric sulfate burdens and sAOD, therefore it is unlikely that these transfer functions are entirely applicable to eruptions other than 1991 Mt. Pinatubo. For example, several studies have shown that polar sulfate deposition is modulated by the season\textsuperscript{17,22,23}, atmospheric variability\textsuperscript{22,24} and the magnitude of the injection, which can alter atmospheric circulation\textsuperscript{22}. In addition, the radiative forcing efficiency per unit mass of emitted sulfur falls with increasing SO\textsubscript{2} emission size due to creation of larger sulfate aerosol particles\textsuperscript{25,26}. Further uncertainties are associated with the conversion of estimated sulfate aerosol burdens into sAOD and radiative forcing. For the reconstruction of Gao et al. (2008)\textsuperscript{17}, a linear scaling is applied between the sulfate aerosol burden and sAOD\textsuperscript{27}. Other reconstructions scale ice-sheet-sulfate-deposition to sAOD based on this relationship after 1991 Mt. Pinatubo but attempt to account for changes to particle sizes for eruptions with larger SO\textsubscript{2} emissions by applying an idealized 2/3 power scaling\textsuperscript{18,19}. sAOD can then be converted to radiative forcing using further conversion factors based on climate model simulations of the 1991 eruption of Mt. Pinatubo\textsuperscript{28}. However, the relationship between sAOD and radiative forcing is uncertain as it is dependent on the aerosol particle
Simulations of the last millennium as part of the Paleoclimate Modelling Intercomparison Project phase 4 (PMIP4) will use the prescribed sAOD forcing timeseries ‘EVA(2k)’ derived by Toohey and Sigl (2017)\textsuperscript{18}, where the radiative forcing is calculated internally by each model. The spatial and temporal evolution of the prescribed sAOD is based on a simple parameterized transport model, the Easy Volcanic Aerosol (EVA) forcing generator\textsuperscript{35}, which uses stratospheric SO\textsubscript{2} emissions from the eVolv2k reconstruction\textsuperscript{18}. The EVA forcing generator is calibrated against the measured evolution of stratospheric aerosol following the 1991 Mt. Pinatubo eruption and does not account for many microphysical, chemical and dynamical processes that occur following a volcanic eruption. Because many eruptions identified in ice-core sulfate records are unattributed, the eruption season and latitude must be estimated or arbitrarily assigned, which introduces further uncertainty because these factors affect the formation and transport of stratospheric sulfate aerosol and its deposition\textsuperscript{17,22,36}. Eruptions are assumed to be tropical if simultaneous sulfate signals occur in both Antarctica and Greenland (bipolar deposition signals) and are assigned to January if the season is unknown.

The difficulty with any reconstruction of radiative forcing is that it does not scale directly with the ice-sheet-deposited sulfate. The magnitude of the forcing (integrated over time) depends on the global spread of the volcanic aerosol in the stratosphere, its lifetime, and the microphysical properties of the aerosol (size, mass and number of the aerosol particles). All of these depend on the emission strength, the altitude and latitude of emission and the eruption season, so-called ‘eruption source parameters’ \textsuperscript{37}. Consequently, for any observed ice core volcanic sulfate deposition there is potentially a very wide range of ‘eruption-realisations’ (i.e. eruptions with different combinations of SO\textsubscript{2} emission, eruption latitude, emission altitude and eruption season) with a wide range of associated forcings.

Some attempts have been made to estimate the uncertainty in SO\textsubscript{2} emissions derived from ice-core sulfate composites by considering uncertainties in the ice-core composites themselves and in the transfer functions\textsuperscript{18} but the possible range in radiative forcing has not yet been properly quantified.
Previous sensitivity studies investigating the relationships between eruption source parameters and sulfate deposition have also been based on specific case-studies\textsuperscript{23} or at single latitudes\textsuperscript{22}.

Here, we investigate and quantify comprehensively the uncertainty in volcanic aerosol radiative forcing derived from ice-core sulfate records. Using a state-of-the-art aerosol-climate model, we simulate a wide range of large-magnitude explosive eruptions and use the results to build statistical emulators that describe how sulfate deposition and time-integrated radiative forcing vary with eruption magnitude, eruption latitude, injection height and eruption season\textsuperscript{37} (see Methods). The emulators enable us to predict the sulfate deposition and radiative forcing for thousands of eruptions that we did not simulate directly. We examine the combinations of eruption source parameters that could lead to measured ice-sheet sulfate deposition for ten of the largest deposition signals recorded in the last 2500 years and estimate the associated range in radiative forcings. Consequently, we calculate the radiative forcing of eruptions from ice-core sulfate records independently of transfer functions and conversion factors, allowing us to assess their applicability in deriving volcanic forcing reconstructions.

**Results**

**Simulated ice-sheet sulfate deposition**

We simulated 82 explosive volcanic eruptions with the UM-UKCA model, each with a different SO\textsubscript{2} emission (between 10 and 100 Tg of SO\textsubscript{2}), eruption latitude (between 80°S and 80°N) and injection height (between 16.5 and 26.5 km with a 3-km-deep plume), and for an eruption occurring in January and July (see Methods). Simulated ice-sheet volcanic sulfate deposition is greater for eruptions with the largest SO\textsubscript{2} emissions that are also close to each ice sheet (Fig. 1). Because the deposition is dependent on both the SO\textsubscript{2} emission and the eruption latitude, there are eruptions that are close to the ice sheets but have low deposition because the SO\textsubscript{2} emission was low, and eruptions with high SO\textsubscript{2} emissions but low deposition because they are far away from the ice sheet. We do not find an obvious relationship between the injection height of the SO\textsubscript{2} emissions and the magnitude of the ice-sheet sulfate deposition.
Fig. 1 Time-integrated volcanic sulfate deposited on (a) Greenland and (b) Antarctica in each simulation versus the value of \( \text{SO}_2 \) emission (left), eruption latitude (middle) and injection height (right) in that simulation. Volcanic deposited sulfate is calculated by subtracting the climatological deposited sulfate from the deposited sulfate in each simulation (see Methods). Deposition from the January eruptions are shown in blue and in red for the July eruptions. Northern hemisphere (NH) eruptions are shown by the circle markers; southern hemisphere (SH) eruptions are shown by the triangular markers. There are different scales on the y axes between (a) and (b). Injection height marks the middle of the 3-km deep plume (see Methods). The horizontal grey dashed lines mark approximate thresholds above which a volcanic signal becomes clear (20 kg km\(^{-2}\) on Greenland and 10 kg km\(^{-2}\) on Antarctica; see text).

On average, the deposition of sulfate (\( \text{SO}_4 \)) on Greenland is higher than on Antarctica, with a maximum of 148 kg km\(^{-2}\) deposited for an eruption at 79ºN occurring in January, with a \( \text{SO}_2 \) emission of 84 Tg. The maximum simulated Antarctica deposition of 65 kg km\(^{-2}\) occurs for a July eruption at 72ºS with a \( \text{SO}_2 \) emission of 98 Tg. Lower deposition on Antarctica compared to Greenland was also found in a previous study of tropical eruptions\(^{22}\), most likely due to stronger meridional transport in the Northern Hemisphere (NH) and increased deposition because the NH is relatively more dynamically active than the Southern Hemisphere (SH). In the SH the stronger polar vortex will
inhibit more of the poleward aerosol transport. Deposition on the ice sheets will also vary with SO$_2$
emission magnitude given an increase in sedimentation as particles grow larger such that they may be
deposited before reaching the ice sheets, and stronger polar vortices arising from aerosol-induced
stratospheric heating.$^{22,38}$

Deposition on Greenland is greater for tropical eruptions occurring in January (blue circles in Fig. 1a)
because more sulfate aerosol is transported to the NH via the Brewer Dobson Circulation (BDC),
which is stronger in the winter hemisphere. Similarly, both total SH deposition (Supplementary Fig.
1) and deposition on Antarctica from tropical eruptions is greater if they occur in July (red circles in
Fig. 1b) following the seasonal cycle of the BDC. For eruptions at latitudes greater than $\sim$30$^\circ$N/S the
total hemispheric deposition is similar between the seasons (Supplementary Fig. 1), however ice-sheet
deposition varies between seasons, but is not consistently larger in either one. Differences in the ice-
sheet deposition following eruptions in different seasons for mid-to-high latitude eruptions could be
dependent on the SO$_2$ emission magnitude, injection height, and seasonal variations in stratosphere-
troposphere exchange and sulfate aerosol deposition rates in the mid-latitude storm tracks.$^{39}$ Seasonal
differences may also arise due to internal variability.

There is also considerable scatter in the deposition values around zero for eruptions located at high
latitudes in the opposite hemisphere to the ice sheet, which has implications for the detection and
quantification of volcanic events. We find that the ice-sheet deposition time series are very noisy
because of internal variability, which can obscure or enhance the deposition (Supplementary Fig. 2).
This is because the difference between the ice sheet sulfate deposition in the volcanically perturbed
simulations and in the control simulation (see Methods) is affected by volcanic sulfate deposition, as
well as by variations in the background tropospheric sulfate aerosol deposition caused by the effect of
the eruption on stratospheric and tropospheric dynamics (i.e. the control and perturbed runs
effectively behave like two meteorological ensemble members). Consequently, the amount of
background tropospheric-originating sulfate aerosol can be very different in each perturbed simulation
compared to the control climatology. Time-integrated deposition anomalies can even be negative
because the climatological deposition is higher than in the perturbed simulation, which represents just
one possible realisation of reality (an example is shown in Supplementary Fig. 2). Our analysis of a wide range of simulated eruptions highlights the inherent difficulty in detecting and quantifying volcanic deposition anomalies in ice cores. The volcanic sulfate deposition signal on Greenland becomes clear only for anomalies that exceed \( \sim 20 \text{ kg km}^{-2} \) and for Antarctica when anomalies exceed \( \sim 10 \text{ kg km}^{-2} \) (Fig. 1; grey lines).

**Ice-sheet sulfate deposition predicted for thousands of eruptions**

By replacing the UM-UKCA model with statistical emulators that describe how the ice-sheet deposition varies with \( \text{SO}_2 \) emission, eruption latitude and injection height, we can predict the sulfate deposition for any eruption that we did not directly simulate (see Methods). The emulators, which are built for January and July eruptions separately, enable us to examine the relationship between ice-sheet sulfate deposition and the eruption source parameters in unprecedented detail because the emulated predictions for all possible eruptions in our three-dimensional parameter space describe how deposition varies continuously (Supplementary Fig. 3), effectively interpolating between the model output of the simulations. We account for the influence of internal variability by adding a noise variance term to the deposition anomaly during the construction of the emulators such that we do not need to run conventional meteorological ensemble members for each eruption realisation (see Methods).

The combinations of eruption source parameters that lead to deposition within a measured range can be found by constraining the emulator predictions for all possible eruptions in our three-dimensional space (see Methods). To illustrate the constraint procedure we take the emulated deposition and find the source parameters of eruptions that lead to the ice-sheet sulfate deposition derived from ice cores\(^4\) for the 1815 eruption of Mt. Tambora (Table 1). The three-dimensional constrained parameter spaces for each eruption season (i.e. the eruptions that lead to sulfate deposition of \( 39.7 \pm 10.4 \text{ kg km}^{-2} \) in Greenland and \( 45.8 \pm 5.3 \text{ kg km}^{-2} \) in Antarctica) are shown in Fig. 2. The uncertainties on the emulator predictions (that the emulator itself derives) are accounted for during the constraint: a combination of parameters (i.e. an eruption-realisation) is retained if the interval of the emulator mean prediction plus
Fig. 2 Constrained parameter space showing the combinations of SO$_2$ emission, eruption latitude and injection height that result in the possible range of ice-core-derived sulfate deposition following 1815 Mt. Tambora eruption for January (a) and July (b) eruptions. Parameter combinations are retained if the emulator mean prediction plus or minus 1 SD for both the Antarctica and Greenland deposition overlaps with the ice-core-derived ranges (Table 1). The constrained space is made up of scatter points of the parameter combinations and the colour of each scatter point shows the corresponding emulator mean prediction of the time-integrated radiative forcing representing the potential climatic impact (cumulative radiative forcing (RF); Methods) for each of these eruptions. Injection height marks the middle of the 3-km-deep plume.

For an eruption occurring in January, the predicted deposition falls within both the Greenland and Antarctica deposition uncertainty ranges only if the SO$_2$ emission is greater than 73 Tg and the latitude of the eruption is between 20°S and 49°S. The injection height remains unconstrained. For an eruption in July, only eruptions with SO$_2$ emissions greater than 81 Tg and with a latitude between 4°S and 59°S can produce deposition that matches both ice sheet constraints. To match the ice sheet deposition for an eruption occurring at the latitude of Mt. Tambora (8°S), the eruption must occur in July and the SO$_2$ emission must be greater than 96 Tg. This emission is higher than the 60 Tg estimate.
often used to simulate this eruption in climate models\textsuperscript{40,41}, but closer to petrological estimates (73-91 Tg)\textsuperscript{15}. We have built emulators only for eruptions occurring on 1 January and 1 July, whereas Mt. Tambora erupted in April 1815. The predicted deposition is generally higher in Greenland for January eruptions, and higher in Antarctica for July eruptions (Supplementary Fig. 3) and deposition following an April eruption would also differ given seasonally varying stratospheric transport of sulfate aerosol and depositional processes\textsuperscript{17}. Furthermore, previous simulations of the 1815 eruption of Mt. Tambora using UM-UKCA with 60 Tg SO\textsubscript{2} emitted at the equator showed that sulfate deposited on the ice sheets was roughly half that derived from ice-core estimates\textsuperscript{40}. This indicates that either the SO\textsubscript{2} emission used in the model was too low or that a structural error exists within the model resulting in a low bias in deposition. Background (non-volcanic) sulfate deposition simulated in UM-UKCA was found to compare well to ice-core estimates.

**Constraining volcanic radiative forcing for the ten largest bipolar deposition signals**

We now examine the full range of eruptions that could lead to the ice-core-derived deposition signals for the ten largest bipolar events in the last 2500 years\textsuperscript{4}. Only two of these events have been confidently attributed to known eruptions (1815 Mt. Tambora, which is the 6\textsuperscript{th} largest deposition signal, and 1257 Samalas, which is the 2\textsuperscript{nd} largest deposition signal)\textsuperscript{18}. For each eruption-realisation retained in the constraint, we examine the cumulative sAOD and cumulative RF predicted by the respective emulators (see Methods) to estimate the range in volcanic forcing that is consistent with each deposition signal.

Figures 3 and 4 show histograms of the constrained cumulative sAOD and RF for the ten events. Based on our model, there are no plausible eruption source parameter combinations for the 426 BCE and 1257 Samalas deposition (detected ice sheet deposition for this eruption starts in 1258 CE), and very few combinations for the 1458 CE deposition. This suggests that the SO\textsubscript{2} emissions of these eruptions exceed the 100 Tg bound of our parameter space, consistent with previous estimates\textsuperscript{15,18,21,42}. Importantly, for the remaining deposition signals, many eruption realisations are retained with many different combinations of SO\textsubscript{2} emission, eruption latitude and injection height (Table 1,
Supplementary Figs. 4-5), which lead to a large range in cumulative sAOD and RF for both January and July eruptions (Figs. 3 and 4).

Fig. 3 (a) Range and distributions of the emulator-predicted cumulative sAOD (emulator mean) of retained eruption source parameter combinations for the ten largest bipolar deposition signals in the last 2500 years (in rank order of magnitude). The red distribution is the cumulative sAOD for July eruptions and the blue distribution is for January eruptions. Each histogram is plotted using 10 bins. The vertical grey dashed lines mark the cumulative sAOD derived for each of these eruptions from the PMIP4 EVA(2k) dataset using upper and lower estimates (1 SD and 2 SD) of the stratospheric
SO₂ emissions (see Methods). The year (BCE/CE) of the onset of each deposition signal is shown at the top of each panel and colour-coded depending on whether the constrained space is capped at 100 Tg. The title is grey if only the July eruptions are capped at 100 Tg, red if both January and July eruptions are capped at 100 Tg and black if neither of the sets of eruptions are capped at 100 Tg. (b) Range in the cumulative sAOD for all events from the two emulators (red and blue lines) and from EVA(2k) (grey lines). The circles mark the modal sAOD value of each of the constrained distributions and the sAOD value from EVA(2k) using the median estimate of the stratospheric SO₂ emission (see Methods). The error bars remain uncapped for the emulator-predictions because these uncertainties will be larger given the 100 Tg bound of our parameter space and the emulator uncertainties. Because so few combinations of parameters are retained for July eruptions matching the 1458 deposition signals, this data is not shown in panel (b).
The largest range in cumulative sAOD constrained for a single season is 8.4 (summed over 38 months) for a July 1815 Mt. Tambora eruption. Although we know the latitude of Mt. Tambora, we retain the whole range in the constrained set of parameter combinations as an example of if the eruption had not been attributed. This range in sAOD translates into a cumulative RF between -300 and -710 MJ m\(^{-2}\) (i.e. a range of 410 MJ m\(^{-2}\)). The largest range in cumulative sAOD across the minimum and maximum constrained values from both seasons is 8.5 for the 266 CE deposition. However, the largest range across both seasons in cumulative RF occurs for the 574 CE deposition (424 MJ m\(^{-2}\)). This largest sAOD does not correspond to the largest RF because the RF is also dependent on the insolation, surface albedo and cloud cover. This difference further highlights the potential error associated with using a fixed factor to convert global mean sAOD to RF in previous reconstructions. The smallest range across both seasons in cumulative sAOD is 6.1 and in cumulative RF is -267 MJ m\(^{-2}\), both for the 1458 CE deposition. However, this small range only occurs because the eruption-realisations were capped at 100 Tg of SO\(_2\).

The constrained cumulative RF values are different for eruptions in different seasons (Fig. 4) because different combinations of parameters are retained and because, for the same combinations of parameters, cumulative RF can differ between seasons. Emulator-predicted cumulative RF for eruptions across the three-dimensional parameter space and in both seasons are shown in Fig. 5. The highest cumulative RF occurs for eruptions at the equator if they occur in July, but for tropical
eruptions south of the equator if they occur in January (Fig. 5), likely because of seasonal variations in
the position and strength of the tropical pipe that controls hemispheric transport\textsuperscript{13,44}. Mid-latitude
eruptions also lead to stronger cumulative RF if they occur in winter because it takes up to 8 months
for the peak aerosol burden to be reached (in the UM-UKCA simulations) and the highest aerosol
burden subsequently coincides with peak summer insolation.

\textbf{Fig. 5} Emulated response surfaces of the cumulative RF at fixed SO\textsubscript{2} emissions of 20 Tg, 45 Tg and
80 Tg for January eruptions (a) and July eruptions (b) (as in Figure 7 in Marshall et al. (2019)\textsuperscript{37}). The
contour plots show the emulator mean prediction of cumulative RF against the latitude and injection
height of the emissions for each of these emission magnitudes. The injection height values are the
middle of the 3-km plume.

Except for the 44 BCE and 266 CE deposition, the cumulative RF of the retained July eruptions reach
larger values (more negative) compared to the retained January eruptions and more combinations are
retained in total for the July eruptions (except 1458). Compared to the January retained eruptions, the
July retained eruptions are either shifted towards the NH or expanded further into both hemispheres,
reaching stronger values of cumulative RF near the equator (Supplementary Figs. 4-5). Tropical NH
eruptions occurring in January would lead to higher Greenland deposition and lower Antarctic
deposition because more aerosol is transported to the NH and deposition would fall outside of the ice
sheet constraints. Several of the retained January eruptions also have combinations with lower SO$_2$
emissions than the July combinations.

The 44 BCE and 266 CE eruptions deposit much more sulfate on Greenland than on Antarctica (a
ratio of 6.5 and 5.4, respectively) than the other eruptions (ratios are less than 2.4). Consequently, the
January retained eruptions are in the tropics and the July retained eruptions are shifted towards the
NH mid-latitudes (especially for 44 BCE) with the closer proximity of these eruptions to Greenland
balancing the reduction in poleward transport due to being in the summer hemisphere. The range in
retained SO$_2$ emissions is also similar between seasons for both cases and therefore the similar
cumulative RF distributions despite differences in eruption latitude may be because of differences in
cumulative RF related to the position and strength of the tropical pipe (Fig. 5).

For all ten events, the injection height across all retained parameter combinations is not constrained,
although there are some combinations of SO$_2$ emission and eruption latitude where injection height is
slightly constrained. Supplementary Fig. 4 shows that the January constrained parameter space is
often sloped, with lower emissions that have the highest injection heights, and higher emissions with
lower injection heights. The lack of constraint is important since although the time-integrated
deposition is generally not sensitive to the injection height, the cumulative RF is (Fig. 5). The
injection height is likely more important for the timing of the ice sheet deposition.

Our estimated mean values of plausible SO$_2$ emissions for each eruption are generally higher than the
volcanic stratospheric sulfur injection (VSSI) estimates used to derive the PMIP4 prescribed sAOD
timeseries, EVA(2k)$^{18}$ (Table 1), although our lower estimates overlap the upper VSSI estimates
(except for the 1458 CE deposition). For the 540 CE eruption, our constrained parameters include the
eruption latitude suggested by Toohey et al. (2016)$^{23}$ (15ºN) only if the eruption occurred in July, but
do not include the emission (50 Tg). The equivalent cumulative sAOD for each of the 10 events from
the EVA(2k) reconstruction are included in Fig. 3. Since our constrained SO$_2$ emissions reach higher
values than the VSSI estimates, it is not surprising that the cumulative sAOD from EVA(2k) for each
of the ten eruptions is towards the lower end, or in the case of the 1230 CE eruption, almost outside of our sAOD ranges. Our results consequently suggest that the EVA(2k) sAOD may be an underestimate. Our uncertainty ranges are also generally higher (Fig 3b).

Because the natural meteorological variability (accounted for as a noise variance term on the emulators) can cause further uncertainty on the predictions and can increase the probability that parameter combinations are retained (for example at higher latitudes), constrained parameter combinations obtained using only the emulator mean prediction of the deposition are also shown in the supplementary information (Supplementary Figs 6-9, Supplementary Table 1). Fewer plausible eruptions are retained for each of the ten events, but the overall uncertainty on cumulative sAOD and cumulative RF remains similar.
Table 1 Constrained ranges in SO$_2$ emission (Tg SO$_2$), eruption latitude (°N) and cumulative RF (MJ m$^{-2}$) for the ten largest bipolar ice-core-derived sulfate deposition signals in Greenland and Antarctica (in rank order of magnitude). Year (BCE/CE) is the onset of the deposition signal. Also included are the eVolv2k$^{18}$ Volcanic Stratospheric Sulfur Injection (VSSI) (plus or minus 2 standard deviations) (Tg of SO$_2$). For all cases the minimum and maximum retained injection plumes were 15-18 km and 25-28 km. Grey shading marks signals that are unconstrained because they are outside of our parameter space. Although the latitude of 1815 Mt. Tambora is known, we keep the whole range in constrained parameters as an example for if the eruption had not been attributed. Values have been rounded to the nearest integer.

| Year (BCE/CE) | Greenland | Antarctica | January eruptions | July eruptions | VSSI |
|---------------|-----------|------------|------------------|---------------|------|
|               | Ice sheet deposition (kg SO$_2$ km$^{-2}$) |                 | Lat min | Lat max | SO$_2$ min | SO$_2$ max | RF min | RF max | Lat min | Lat max | SO$_2$ min | SO$_2$ max | RF min | RF max |
| -426          | 100±26    | 78±21      | -9     | 44     | 55      | 100        | -342   | -638   | 7       | 80     | 62       | 100        | -286   | -660   | 119±72 |
| 1258          | 90±24     | 73±9       | -28    | -11    | 69      | 100        | -381   | -607   | -27     | 17     | 75       | 100        | -424   | -730   | 119±43 |
| -44           | 101±26    | 15±4       | -9     | 44     | 55      | 100        | -342   | -638   | 7       | 80     | 62       | 100        | -286   | -660   | 77±45  |
| 1458          | 39±10     | 64±7       | -65    | -36    | 88      | 100        | -276   | -452   | -61     | -49    | 98       | 100        | -286   | -543   | 66±19  |
| 540           | 61±16     | 34±4       | -28    | -11    | 69      | 100        | -381   | -607   | -27     | 17     | 75       | 100        | -424   | -730   | 64±31  |
| 1815          | 40±10     | 46±5       | -49    | -20    | 73      | 100        | -300   | -550   | -59     | -4     | 81       | 100        | -300   | -710   | 56±18  |
| 1230          | 56±15     | 23±3       | -20    | -4     | 50      | 99         | -344   | -598   | -17     | 20     | 53       | 100        | -394   | -716   | 48±21  |
| 682           | 38±10     | 39±5       | -40    | -17    | 63      | 100        | -331   | -558   | -51     | -1     | 70       | 100        | -319   | -718   | 54±19  |
| 574           | 38±10     | 34±4       | -35    | -14    | 52      | 100        | -294   | -563   | -44     | 1      | 62       | 100        | -328   | -717   | 48±20  |
| 266           | 61±16     | 11±1       | -9     | 17     | 35      | 86         | -198   | -581   | 2       | 36     | 39       | 90         | -230   | -584   | 44±23  |
Discussion

We have constrained the eruption source parameters and the cumulative sAOD and cumulative RF of eruptions corresponding to the ten largest bipolar ice-sheet sulfate deposition fluxes over the past 2500 years, without relying on transfer functions and scaling factors derived from single eruptions. Our results suggest that there are many eruption realisations that could be consistent with ice-core-derived sulfate deposition fluxes, thus estimates of volcanic radiative forcing are more uncertain than previously thought.

The cumulative RF has an uncertainty of at least ~300 MJ m$^{-2}$ for the ten historical eruptions over the last 2500 years that we have analysed, and can be as high as 424 MJ m$^{-2}$. To put this uncertainty range in context, the cumulative RF predicted for the 1991 eruption of Mt. Pinatubo has been estimated to be between -133 and -229 MJ m$^{-2}$ (37) and is -203 MJ m$^{-2}$ in the IPCC AR5$^1$ volcanic forcing series (integrated over 1991 to 1996). Our uncertainty range on the cumulative RF of these ten past eruptions therefore equates to approximately 1.5 to 3 times the total RF of 1991 Mt. Pinatubo. The 1991 eruption of Mt. Pinatubo led to up to 0.5°C of global surface cooling$^45$, so we estimate that the global mean temperature response to past eruptions could be uncertain to within at least 1.5°C, assuming that temperatures respond linearly to forcing$^1$. The eruptions have a range in cumulative RF because there are many combinations of eruption latitude, SO$_2$ emission, emission height and season that produce ice-sheet sulfate deposition values that are consistent with measured anomalies. These variations in eruption source parameters affect the amount of aerosol that is formed, the particle size distribution, the horizontal and vertical distribution of the aerosol, its lifetime and hence its radiative effect$^{37}$.

Our constrained SO$_2$ emissions are at the higher end of previous estimates (eVolv2k$^{18}$) used to derive the EVA(2K) PMIP4 forcing reconstruction, suggesting that the transfer functions used to link ice sheet deposition fluxes and stratospheric sulfate burdens do not hold for eruptions larger than 1991 Mt. Pinatubo (in agreement with Toohey et al. (2013)$^{22}$). Alternatively, there may be a structural bias in UM-UKCA that leads to too-low polar ice-sheet deposition. Even if the latter is true, a large range...
in the volcanic forcing for each deposition event would still be retained given a range of eruption source parameter combinations, regardless of the absolute magnitude. Extension of our approach to other climate models would answer this question.

A large range in volcanic forcing for past eruptions has important implications for understanding and attributing climate variability on millennial timescales because different volcanic forcings will lead to different climate responses. Only one realisation of EVA(2k) with the medium VSSI predictions will be used in PMIP4, thus none of this uncertainty will be accounted for. Our results also suggest there are many other latitudes other than 0°N (to which unidentified eruptions leading to bipolar deposition signals are assigned) that could lead to the deposition signals, and more often than not these are south of the equator, especially if the eruption occurred in January. Hence, the assumption that eruptions occurred at 0°N may not be realistic.

Our estimated radiative forcing uncertainty ranges are likely to be lower bounds for several reasons. Our SO$_2$ emissions were capped at 100 Tg; we considered eruptions only in January and July and during the easterly QBO phase; we considered only one standard deviation uncertainty on the emulator-predicted deposition and on the ice-core-derived ice sheet estimates during constraint; and we did not include the emulator uncertainty on the sAOD and RF predictions, which was found during validation to be very small (see Methods).

The difficulty in quantifying volcanic deposition anomalies in the model simulations and the uncertainty in the emulator predictions are limitations of this study. It is possible that some of the retained parameter combinations, especially at high latitudes, could be false positives that arise due to variations in the non-volcanic sulfate deposition or due to the uncertainty in the emulator predictions. However, this is also applicable to the real world. Our results have revealed that many eruptions could be missed in the ice core records, or the volcanic sulfate deposition could be overestimated because of internal variability and false attribution.

This study is a step forward in estimating some of the uncertainty inherent in calculating the radiative forcing of past eruptions. Instead of using just one realisation of the potential volcanic aerosol forcing,
this uncertainty should be accounted for in model simulations to facilitate a more complete and robust understanding of millennial climate change.
Methods

Model simulations

Simulations of volcanic eruptions were performed with the UM-UKCA state-of-the-art interactive stratospheric aerosol microphysics model (UK Hadley Centre Unified Model HadGEM3 coupled with version 8.4 of the UK Chemistry and Aerosol scheme) as outlined in Marshall et al. (2019)\textsuperscript{37}. The model has a horizontal resolution of 1.875° longitude by 1.25° latitude with 85 vertical levels up to 85 km and has an internally generated Quasi Biennial Oscillation (QBO)\textsuperscript{46}. The simulations were atmosphere-only and free running, with year 2000 background conditions that included prescribed climatological sea surface temperatures and sea ice extent\textsuperscript{47}.

Aerosol processes were simulated using the GLOMAP-mode aerosol microphysics scheme\textsuperscript{48}, with aerosol mass and number concentrations simulated using seven log-normal modes. GLOMAP-mode includes primary emissions, new particle formation, condensation, coagulation, cloud processing, sedimentation and dry and wet deposition. In the version used here, UM-UKCA includes stratospheric and tropospheric chemistry\textsuperscript{49,50} and aerosols, interactive sulfur chemistry, and aerosol radiative heating, which has been shown to influence volcanic plume dispersion and subsequent radiative effects\textsuperscript{51,52}.

Two ensembles of simulations were conducted, each containing 41 eruptions with different values of three eruption source parameters: the mass of SO$_2$ emitted, the eruption latitude and the emission injection height\textsuperscript{37}. SO$_2$ emissions ranged between 10 and 100 Tg of SO$_2$, eruption latitude ranged between 80°S and 80°N, and the bottom injection height varied between 15 and 25 km with a plume depth of 3 km (i.e. injections from 15-18 km to 25-28 km). One ensemble was performed for eruptions on 1 January and the other for eruptions on 1 July to examine the seasonal dependence of meridional stratospheric aerosol transport and sulfate deposition. The values of the eruption source parameters for each ensemble simulation were selected by using a ‘maximin’ Latin hypercube design (Supplementary Fig. 10) to achieve good coverage of the three-dimensional parameter space \textsuperscript{53,54}.

Each eruption (simulation) was initialized by injecting the SO$_2$ into the grid boxes within the 3-km
plume over 24 hours on the first day of the month. Both ensembles were initialized during similar easterly QBO phases. Two control simulations were also conducted without any volcanic perturbation, initialized from the same point as each ensemble. The two control simulations together provided 9 years of background data. The ensemble simulations were run for 38 months post eruption (defined by the amount of computational resource available), by which time the majority (at least 83%, mean = 93%) of the injected sulfur had been deposited as sulfate.

The simulated sulfate deposited in each month (kg SO$_4$ km$^{-2}$) was calculated by summing the dry and wet deposition flux components (kg SO$_4$ km$^{-2}$ s$^{-1}$) for each aerosol mode and multiplying by the number of seconds in each month (our simulations are run using 30-day months). The volcanic sulfate deposition was determined by subtracting the climatological monthly mean sulfate deposition derived from the 9 years of control simulation. These anomalies were integrated over the 38 months (~3 years) of each simulation to produce the total volcanic sulfate deposition. Time-integrated effective radiative forcing was similarly calculated by summing the net (shortwave + longwave) top-of-the-atmosphere outgoing all-sky global-mean radiative flux anomalies over the 38 months of the simulation. This metric consequently represents the cumulative impact of each eruption. Radiative flux anomalies were derived from a control simulation initialized at the same point as the volcanic simulations. We use the term ‘cumulative RF’ to refer to the time-integrated global mean effective radiative forcing (in MJ m$^{-2}$). Additionally, we also examine the time-integrated (summed over 38 months) volcanic anomalies in global mean stratospheric aerosol optical depth (sAOD) at 550 nm, which we refer to as ‘cumulative sAOD’. sAOD is dimensionless, so time-integrated sAOD has units of time (months), however for readability these units are omitted from the text.

**Statistical emulation**

Statistical emulators are used as surrogate statistical representations of the UM-UKCA model output, which can be evaluated in a fraction of the time (seconds) compared to the simulations themselves (weeks). An emulator maps a model output (e.g. total sulfate deposited on Greenland) to the input parameters (here the SO$_2$ emission, eruption latitude and injection height) and can be used to predict
that model output for any combination of the input parameters that was not explicitly simulated. By
sampling from an emulator thousands of times, a multi-dimensional response surface of the model
output can be generated across the input parameter space, based on only a small set of model
simulations.

We generated four Gaussian process emulators of the simulated deposition: total sulfate deposited
on Greenland following eruptions in January and July, and total sulfate deposited on Antarctica
following eruptions in January and July. Each emulator was constructed using R and the
DiceKriging package. Following a Bayesian statistical approach, each model response is assumed a
priori to follow a Gaussian process, which is then updated with the information in the model data
from 30 of the 41 ensemble members, known as ‘training runs’, to generate a posterior Gaussian
process that forms our emulator. The emulators are built assuming a linear mean function that
includes all parameters and a Matérn covariance structure. The emulator provides a mean prediction
of the model output at any parameter combination in the parameter space along with an estimate of
the variance in this prediction. These uncertainties increase with distance (in parameter space) from
the training runs because there is less information on how the model output varies as a function of the
input parameters. The remaining 11 simulations of each ensemble are used to validate the emulators
by comparing the emulator mean prediction with uncertainty for the parameter combinations of each
simulation to the actual model output of each simulation.

The amount of sulfate deposited on the ice sheets for a given atmospheric/stratospheric burden is a
result of a chain of several processes that includes the large-scale stratospheric transport of sulfate
aerosol, stratosphere-troposphere exchange and deposition. These processes, especially the deposition,
are variable due to stratospheric variability (e.g. because of the QBO) and tropospheric meteorological
variability such that varying the initial conditions of our free-running simulations could lead to
different ice sheet sulfate deposition fluxes. Here, we do not run a meteorological ensemble for each
training point in parameter space and cannot account for this internal variability in the conventional
way. Instead, we account for the internal variability using an alternative method by adding a noise
variance term when building the emulators. The addition of this variance term allows the emulator to
vary more smoothly such that the mean emulator prediction does not have to exactly pass through the model training data\textsuperscript{61-64}. In this way, we can effectively characterize conventional ensemble member variability in the construction of the emulator with the emulator mean prediction reflecting a meteorological ensemble mean. The uncertainty on the emulator predictions accounts for the inherent emulator uncertainty and the additional noise term because of internal variability. This method negates the need for running conventional meteorological ensemble members and therefore reduces the computational cost of our experiment.

We include the additional variance due to internal variability by specifying an estimated variance on the model output of each training run during construction of the emulator. We choose to add a homogeneous noise term to each emulator and we estimate that the calculated sulfate deposition output has a standard deviation due to the internal variability of 10 kg SO\textsubscript{4} km\textsuperscript{-2} in Greenland and 2.5 kg SO\textsubscript{4} km\textsuperscript{-2} in Antarctica. These values were chosen based on prior knowledge of deposition in Antarctica and Greenland from previous modelling studies, from the deposition variability in previous UM-UKCA simulations, and whether the validation of the new emulator was improved compared to an emulator built without a noise term. For example, relative standard deviations (RSD) of 16\% in Greenland and 9\% in Antarctica due to the meteorological state have been suggested\textsuperscript{18}, based on ensembles of atmosphere-only simulations of eruptions with a range of SO\textsubscript{2} emission magnitudes from 8.5 to 700 Tg\textsuperscript{22}. Similarly, another study\textsuperscript{21} reported \~10-20\% differences in sulfate deposition over Greenland and Antarctica amongst ensemble members following simulations of eruptions with SO\textsubscript{2} injections ranging from 5 to 122 Tg. We found that across 5 meteorological ensemble members of atmosphere-only simulations of UM-UKCA of the eruption of Mt. Tambora\textsuperscript{40} (simulated during the easterly QBO phase), the standard deviation of the Greenland deposition was 6.2 kg SO\textsubscript{4} km\textsuperscript{-2} (RSD = 20\%) and the standard deviation of Antarctica deposition was 1.6 kg SO\textsubscript{4} km\textsuperscript{-2} (RSD = 8\%). Given that the simulation of Mt. Tambora was initialized with a 60 Tg SO\textsubscript{2} injection at the equator, it is reasonable that an average noise variance term for our ensemble with emissions spanning 10 to 100 Tg SO\textsubscript{2} and across both high and low latitudes, is higher. Regardless of the value of estimated noise, we found that the overall shape and pattern of the emulated surfaces remained the same but the
emulator validation was improved using the given values. We found that higher estimates of this noise variance led to poorer emulator validation and response surfaces with reduced variation in model output versus the eruption source parameters. These values remain a best-estimate and reflect the average variability in deposition across the whole parameter space and across both seasons. Although it is possible to specify a heterogeneous noise term, it is likely this would introduce greater uncertainty given a lack of information as to how internal variability terms may vary across the parameter space. Because our simulations use prescribed SSTs, internal variability associated with ENSO is not included. Similarly, we do not investigate variability associated with different QBO phases.

We built four further Gaussian process emulators of the cumulative RF and cumulative sAOD for each season (for eruptions occurring in January and July). These emulators were built without noise because the sAOD and radiative forcing signals have relatively low variability compared to the deposition (they are not determined by tropospheric meteorology) and validation of the emulators was reasonable without an additional noise term.

Validation of the emulators is shown in Supplementary Figs. 11 and 12. The emulator predictions follow the 1:1 line (marking a perfect prediction by the emulator) in all cases. The 95% confidence bounds on the emulator predictions are larger for the deposition emulators (Supplementary Fig. 11) compared to the cumulative sAOD and RF emulators (Supplementary Fig. 12) because the fit is more uncertain and because of the additional noise term in the build. Overall, the emulators are reasonable surrogates of the UM-UKCA output. Emulated response surfaces of the model outputs were produced by sampling the predicted response of each emulator 1 million times over a three-dimensional grid generated with 100 values of each eruption source parameter (covering the range in values simulated for each parameter).

**Constraining the eruption-realisations**

Eruption-realisations are retained if the emulator-mean prediction of the Antarctica deposition plus or minus one standard deviation and the emulator-mean prediction of the Greenland deposition plus or
minus one standard deviation overlaps with the ice-core-derived estimates and their uncertainty. By including the emulator uncertainty on the deposition emulators (which also accounts for ensemble spread) and the uncertainty on the ice sheet composite observations, we provide a conservative estimate of the range in eruption source parameter combinations and subsequently the range in cumulative RF for the parameter space we have investigated. We repeat the constraint procedure using the emulator-mean predictions only (without using the emulator standard deviation, so only retaining combinations where the mean prediction lies within the observed range) to show the more constrained estimates of plausible parameter combinations (Supplementary Figs 6-9, Supplementary Table 1). Most (except 44 BCE and 266 CE) of the ten ice-sheet deposition constraints we consider are large enough in magnitude that it is unlikely that these signals could be produced by non-volcanic sulfate anomalies in our simulations (i.e. they are much greater than 20 kg SO$_4$ km$^{-2}$ on Greenland and 10 kg SO$_4$ km$^{-2}$ on Antarctica where a clearer volcanic signal is observed in our simulations (Fig. 1)).

We constrain preindustrial sulfate deposition signals from simulations conducted using a present-day atmosphere, where the background non-volcanic sulfate emissions are higher and large-scale atmospheric circulation is faster. However, we find that the emulators predict the deposition following the 1815 eruption of Mt. Tambora from preindustrial UM-UKCA simulations and therefore this difference is unlikely to significantly impact our results.

The EVA(2k) sAOD reconstruction is calculated using the Easy Volcanic Aerosol (EVA) forcing generator and Volcanic Stratospheric Sulfur Injections (VSSI) from the eVolv2k reconstruction. The sAOD timeseries for each of the 10 eruptions from the EVA(2k) reconstruction are shown in Supplementary Fig. 13. We used five runs of EVA (with no background aerosol included) that were run using the lower-end, middle and upper-end VSSI SO$_2$ estimates and isolated our 10 eruptions (upper and lower injections were calculated by summing/subtracting the one and two standard deviation uncertainties from the middle best-estimate predictions). For each eruption we summed the sAOD over 38 months to compare directly to the cumulative sAOD derived from the UM-UKCA simulations. The resulting cumulative sAOD from the three runs are shown by the vertical lines in Fig. 3.
Data Availability

Model output is included in Supplementary Table 2.
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