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Abstract: Conventional image entropy merely involves the overall pixel intensity statistics which cannot respond to intensity patterns over spatial domain. However, spatial distribution of pixel intensity is definitely crucial to any biological or computer vision system, and that is why gestalt grouping rules involve using features of both aspects. Recently, the increasing integration of knowledge from gestalt research into visualization-related techniques has fundamentally altered both fields, offering not only new research questions, but also new ways of solving existing issues. This paper presents a Bayesian edge detector called GestEdge, which is effective in detecting gestalt edges, especially useful for forming object boundaries as perceived by human eyes. GestEdge is characterized by employing a directivity-aware sampling window or mask that iteratively deforms to probe or explore the existence of principal direction of sampling pixels; when convergence is reached, the window covers pixels best representing the directivity in compliance with the similarity and proximity laws in gestalt theory. During the iterative process based on the unsupervised Expectation-Minimization (EM) algorithm, the shape of the sampling window is optimally adjusted. Such a deformable window allows us to exploit the similarity and proximity among the sampled pixels. Comparisons between GestEdge and other edge detectors are shown to justify the effectiveness of GestEdge in extracting the gestalt edges.
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1. Introduction

The terms of edge and contour are often used interchangeably in the field of image processing. Still, the term “edge” is mostly used to denote image points where intensity difference between pixels is significant. On the other hand, the term “contour” is used to denote connected object boundaries. The goal of edge detection is to identify pixels at which the intensity or brightness changes sharply. Ideally, edge detection should generate a set of straight or curved line segments for defining some closed object boundaries, thus benefiting diverse research areas such as image segmentation [1], pattern recognition [2], and motion tracking [3,4]. Traditional edge detectors like Roberts [5] can hardly produce a set of connected lines and curves that correspond to object boundaries. Using low level edge detectors often yields redundant details and even false contours. These undesirable effects are particularly unacceptable wherein gestalt edges are required and grouped for constructing boundaries of objects as perceived by the human eyes [6], as the elephant, tress, and mountain in Figure 1c. Although Laplacian [7] and Canny [8] can be used to detect most edges by proper parameters.
adjustment, it is rather difficult (if not impossible) to produce gestalt edges, as they are based on differential calculation or criterion-based optimization. Figure 1b shows that too many fine edges or redundant details are extracted by the well-known Canny detector, particularly for the complex nature image of Figure 1a. The human visual system can quickly compile complex scenes into simple object contours for survival or even art creation; this observation should allow us to conjecture that successful detection of gestalt edges is not only useful for simplifying the low-level tasks of edge linking in forming closed contours, but also beneficial for the high-level operations of image analysis and even artwork creation.

The word “gestalt” is German for “unified whole”. Historically, the first gestalt principles were devised in the 1920s by psychologists Wertheimer, Koffka, and Kohler, who aimed to understand how humans typically gain meaningful perceptions from the chaotic stimuli around them. They identified a set of laws which address the natural compulsion to find order in disorder. The gestalt laws are a set of principles [9] to account for the observation that humans naturally perceive objects as organized patterns and objects. Gestalt psychologists argued that the human mind innately tends to perceive patterns in the stimulus based on certain rules. Normally, gestalt principles are organized into five categories: proximity, similarity, continuity, closure, and connectedness. The principle of similarity says that elements that are similar are perceived to be more related than elements that are dissimilar. Similarity helps us organize objects by their relatedness to other objects within a group and can be affected by the attributes of color, size, shape, and orientation. The law of proximity states that items that are close together tend to be perceived as a unified group. Namely, items close to each other tend to be grouped together, whereas items farther apart are less likely to be grouped together.

This paper associates gestalt theory, in particular the laws of proximity and similarity, together with the Expectation-Minimization (EM) algorithm and the Bayesian decision to achieve the extraction of gestalt edges for an input image. We present a novel method called GestEdge, in which the directivity of a target pixel is iteratively evaluated with a sampling window of which the shape is deformable by the EM algorithm. Upon convergence, the final directivity value should reflect the likelihood of pointing to the similar direction among the neighboring pixels within the converged window, and can be plugged into a Bayesian decision formula to determine whether the target pixel is qualified to be a gestalt edge point. In view of entropy as an inverse indicator of direction uniformity, plus the observation that the gradient always points in the direction of largest possible intensity increase and the length of the gradient vector corresponds to the rate of change in that direction, the deformable window enables GestEdge to exploit the proximity and similarity for each target pixel points. By sliding the detection window, left-to-right and top-to-bottom, through the entire input image, GestEdge can effectively detect gestalt edges essential for constructing contours consistent with human perception.
The proposed method mainly comprises the following steps: (i) First, a subset of pixels is selected from the input image as POI (pixels of interest); (ii) then we take each pixel of the POI as a target pixel and iteratively update the shape of a detection window center at the target pixel; when convergence is reached, a directivity value representing the likelihood of perceiving the target pixel as edge point is obtained; (iii) then we invoke the Bayesian process [10], to determine whether the target pixel is a gestalt edge, and if it is not, the target pixel is eliminated; (iv) we then slide the window to the next pixel in POI and go to Step (ii), until all pixels in POI are processed; and, finally, (v) the remaining candidate pixels are outputted as the gestalt edge pixels.

2. Theoretical Basis

To help readers understand the theoretical basis of GestEdge, some assumptions pertaining to human mind disposition are elaborated as follows: (a) Assumption-1, which corresponds to the aforementioned similarity law, states that humans tend to notice neighboring pixels with similar gradient orientations by converting the gradient of neighboring pixels to illusory representations. This phenomenon can be found in Reference [11], wherein the famous Müller–Lyer illusion is illustrated. (b) Assumption-2 states that humans evaluate gradient with a large receptive field, e.g., human mind can easily perceive the elephant body contours by ignoring the much smaller grass objects on the ground (Figure 1c). Accordingly, it is believed that, in addition to using a small detection window as used in precedent edge detectors, a large receptive field must also be employed in the human visual system, to perform necessary operations for ignoring the grass on the ground. (c) Assumption-3 states that the human visual system perceives orientation similarities in a pixel-based fashion. Humans can easily perceive smooth varying contours, implying that a different mechanism from that of region-based detectors [12,13] must be employed.

Assumption-1 implies that the gradient orientation resemblance between neighboring pixels is essential to identify gestalt edges. As to Assumption-2, although numerous region-based methods [12,13] employ a large detection window to determine the principal orientations of pixels within the window, they often fail to capture smoothly varying contours. In contrast, this paper aims to embody the three assumptions simultaneously, so as to facilitate the extraction of gestalt edges. We propose a statistical approach called directivity-aware directivity scheme, wherein a deformable window is used to effectively evaluate the orientation resemblance between neighboring pixels. Assumption-1 and the proximity law require that if a target pixel is more similar (in terms of gradient orientation) and closer to its neighboring pixels, the more likely it is a gestalt edge pixel. Our experiment results show that GestEdge can detect, through the Bayesian decision on the directivity-aware directivity evaluation result, edge pixels that are ready for constructing object contours as perceived by humans.

3. Selection of Candidate Pixels

Initially, a low-pass Gaussian filter [14,15] is applied to the input, to obtain the output image \( I(H \times W \text{ pixels}, x = 1, 2, \ldots, H, \text{ and } y = 1, 2, \ldots, W) \). Subsequently, gradients \( g_x \) and \( g_y \) are obtained by applying any gradient operator, such as a Sobel, Roberts, or Prwitt, to \( I \). The gradient magnitude matrix, \( g \), and the orientation matrix, \( \theta \), are calculated by using formulas \( \sqrt{g_x^2 + g_y^2} \) and \( \arctan(g_y/g_x) \), respectively. Then, a normalized \( g_L(x, y) \) is calculated by setting the largest and smallest element in \( \log(g) \) to 1 and 0, respectively. In analogy to the non-maximum suppression (NMS) technique, for any pixel \((x, y)\) with \( g_L(x, y) < 0.5 \), its value of \( \theta(x, y) \) can be simply replaced with an angle value randomly chosen from a uniform distribution over \((-90, 90)\). Doing so is to neglect insignificant pixel intensity changes. Moreover, considering the fact that gestalt edges must be edges, yet the converse is not always true, for our purpose here, it is sufficient to use the detection result of any effective edge detectors as pixels of interest or candidate pixels. Without loss of generality, MATLAB-version Canny detector with double thresholds (0.25 and 0.1) [14] was used to produce pixels of interest (POI) in
this work. As such, the subset of $g^l$ containing gradient magnitudes of pixels detected by the Canny detector is specifically denoted as $g^l_{Can}$.

4. Directivity-Aware Directivity Evaluation

The flowchart of $GestEdge$ is shown in Figure 2, mainly comprising five steps.

Figure 2. Flowchart of the entropy-driven directivity evaluation scheme.

**Step (a):** Quantize $\theta$, using the formula $[\theta x Bn] \times [180/Bn]$, where $Bn$ is the user-specified total number of bins in the histogram of quantized $\theta$, and $[\cdot]$ denotes the integer nearest to $l$. Next, define a circular mask with an area of $r^2 \times \pi$ as the sampling window centered at a target pixel picked from POI and let the initial directivity $p^{l=0}(x, y)$ be zero. Heuristically, setting $r$ to 4 (pixels) and, hence, $Bn$ to 51 is sufficient for dealing with various types of images. The initial sampling window $M^l=0$ has a semimajor axis of 4 and a semiminor axis of 4. During the iteration, $M^l$ will rotate to align the semiminor axis with the quantized $\theta(x, y)$. Namely, the sampling window is set in parallel with the direction $\theta(x, y) + 90^\circ$.

**Step (b):** This step, along with Step (c), corresponds to the E-step in the EM algorithm. Elements of $\theta$ covered by $M^l$ act as the observable data and are used for computing a histogram of gradient orientation, in which the height of a bin is written as $h^l(x, y)$. In particular, $h^l_{max}(x, y)$ denotes the highest bin among all bins $h^l(x, y)$, $i = 1, 2 \ldots Bn$. In a sense, $h^l_{max}(x, y)$ corresponds to the principal orientation in Reference [16]. Specifically, denote $h^l_i(x, y)$ as the bin associated with the target pixel.

**Step (c):** The directivity of the target pixel is updated as follows:

$$p^{l+1}(x, y) = 1 - \left( \frac{S^l(x, y) + S^l_{bin}(x, y)}{S^l_{max}} \right)$$

(1)

$$S^l(x, y) = -\sum_{i=1}^{Bn} h^l_i(x, y) \log(h^l_i(x, y))$$

(2)

$$S^l_{bin}(x, y) = (1 - \alpha) - S^l_{max}(x, y) - S^l(x, y)$$

(3)

In Equation (3), the parameter $\alpha$ is defined as $h^l_{max}(x, y)$/$h^l_{max}(x, y)$, and $(1 - \alpha)$ measures the difference in the occurrence frequency between the gradient direction of the target pixel and the principal orientation. The term $(1 - \alpha)$ interestingly has special implications for human visual perception, and we later elaborate on this further. Moreover, $S^l_{max}$ denotes the local maximum entropy:

$$S^l_{max} = -\log \left( \frac{1}{q^l} \right)$$

(4)

and the global maximum entropy, $S^l_{max}$, is obtained when $q^l = Bn$, which occurs when each pixel in $M^l$ by itself is a separate nonzero bin.

**Step (d):** This step corresponds to the M-step in the EM algorithm for updating the latent parameters (i.e., convergent semimajor and semiminor axes of $M^l$). The original circle, $M^l$, might
deform to an ellipse, and the semiminor and semimajor axes are updated by using the following equation:

\[
R_{\text{min}}^t(x, y) = \begin{cases} 
\left| r \left( 1 - P_{t+1}^t(x, y) \right) \right|, & \text{if } P(x, y)^{t+1} > P(x, y)^t \text{ and } \left| r \left( 1 - P_{t+1}^t(x, y) \right) \right| > 1 \\
1, & \text{otherwise}
\end{cases} \tag{5}
\]

\[
R_{\text{maj}}^t(x, y) = \frac{r^2}{R_{\text{min}}^t(x, y)} \tag{6}
\]

**Step (e):** \( t = t + 1; \) iterate Steps (b)–(d) until convergence. The converged directivity is noted as \( P^t(x, y). \)

To facilitate understanding the flowchart of Figure 2, we use Figure 3 to schematically illustrate the deformation of sampling window \( M^t \) as the directivity-aware scheme iterates Steps (b)–(d) until convergence. Figure 3a shows the initial \( M^{t=0} \). After the first iteration of Steps (b)–(d), the sampling window is forced to deform by the zero-degree directivity evaluated at the center pixel in the first iteration. Figure 3c shows that the window shape is further elongated after the second iteration, to reflect the actual situation in which the target pixel is at, that is, more neighboring pixels are found to be in line with the target pixel (i.e., obeying laws of proximity and similarity), making it possess a high directivity when reaching convergence at the third iteration. Note that the entropy \( S^t(x, y) \) for each window is calculated by using Equation (2), and, without the deformable window design, it would merely account for pixel intensity entropy. The parameter \( q^t (\leq B_n) \) denotes the total number of nonzero bins. \( S^t(x, y) \) inversely stands for the orientation resemblance between the pixels covered by \( M^t \). In other words, a larger \( S^t(x, y) \) indicates a weaker directivity because of the more uniform distribution of \( h^t(x, y) \), and vice versa. Thus, using \( h^t(x, y) \) to compute \( S^t(x, y) \) enables the orientation resemblance within \( M^t \) to be evaluated conveniently, which simulates the similarity law of gestalt theory [17] stating the tendency to group items (e.g., pixels and edges) into meaningful contours, if they are similar in terms of shape, color, or texture. Despite these good properties, human perception is quite a complex task from the perspective of information theory, which could render \( S^t(x, y) \) inadequate for accurately measuring the directivity of a target pixel in some special cases. To see this, assume \( S^t_{\text{bias}}(x, y) = 0 \), and then Equation (1) is readily reduced to the following:

\[
P(x, y)^t = 1 - \frac{S^t(x, y)}{S^t_{\text{max}}} \tag{7}
\]

**Figure 3.** (a) \( R_{\text{min}} = 4, R_{\text{maj}} = 4; \) (b) \( R_{\text{min}} = 2.6, R_{\text{maj}} = 6; \) and (c) \( R_{\text{min}} = 2, R_{\text{maj}} = 8.\)
Figure 4 shows two examples with an infinitely large receptive field. The target pixels are enclosed by dashed squares, with symbols → and ↑ representing orientations 0° and 90°, respectively. Figure 4a can be easily perceived as separate lines broken at the target pixel, whereas Figure 4b will be perceived as straight lines. Figure 4a,b are perceived differently, yet both cases have \( S^t(x, y) = 0 \), using (2), because \( h^t_1(x, y) = 1 \). That is, the normalized occurrence frequencies of → in Figure 4a,b are calculated as \( \lim_{n \to \infty} \left( \frac{x^2}{n} \right) \) and \( \lim_{n \to \infty} \left( \frac{y}{n} \right) \), respectively. Moreover, \( h^t_2(x, y) = 0 \) (i.e., the normalized occurrence frequencies of ↑ in Figure 4a,b are calculated as \( \lim_{n \to \infty} \left( \frac{y}{n} \right) \) and \( \lim_{n \to \infty} \left( \frac{x}{n} \right) \), respectively. Using Equation (7), the directivity value for both target pixels in Figure 4a,b is 1, which is contradictory to human perception. To address this issue, we first note that the target pixel can be evaluated. Doing so can simultaneously support the proximity and similarity laws, meaning that the EM-driven deformation not only enables as many pixels of \( \rightarrow \) and \( \downarrow \) to possess a directivity much smaller than that in Figure 4b. Clearly, a compensation term is required in Equation (1), the directivity value of the target pixel (enclosed by a square) in Figure 5a is 0.05, and a small directivity value can be correctly obtained by using Equation (1). Thus, the problem in Figure 4a is solved. Note that, as the number of \( n \) increases in Figure 4a, the value of \( 1 - \alpha \) decreases, and as the number of \( \uparrow \) goes to infinite, the conflict effect goes away, which is precisely the situation in Figure 4b. Clearly, \( S^t_{bias}(x, y) \) can appropriately offset the conflict effect. That is, a larger value of \( S^t_{bias}(x, y) \) can be obtained by using Equation (3) for offsetting a stronger conflict effect. The second implication simply states that either \( h^t_1(x, y) \) itself is the dominant mode (e.g., 0° in Figure 4b) or at least two major modes coexist (i.e., \( h^t_{max}(x, y) \approx h^t_1(x, y) \)). In both cases, \( S^t_{bias} \) is nearly zero, and the conflict effect is insignificant, making Equation (7) essentially identical to Equation (1).

For the first implication, we assume \( h^t_{max}(x, y) \approx 1 \) and \( h^t_1(x, y) \approx 0 \), which corresponds to Figure 4a, where many sampled pixels share the same orientation (i.e., 0°). In other words, a nearly zero entropy \( S^t(x, y) \) indicates the existence of a dominant mode. For a large conflict index (≈ 1), a large value of \( S^t_{bias} \) is required to get rid of the adverse effect. From Equation (3), \( S^t_{bias} \approx S^t_{max} \), because \( S^t(x, y) \approx 0 \), and a small directivity value can be correctly obtained by using Equation (1). Thus, the problem in Figure 4a is solved. Note that, as the number of \( \uparrow \) increases in Figure 4a, the value of \( 1 - \alpha \) decreases, and as the number of \( \uparrow \) goes to infinite, the conflict effect goes away, which is precisely the situation in Figure 4b. Clearly, \( S^t_{bias}(x, y) \) can appropriately offset the conflict effect. That is, a larger value of \( S^t_{bias}(x, y) \) can be obtained by using Equation (3) for offsetting a stronger conflict effect. The second implication simply states that either \( h^t_1(x, y) \) itself is the dominant mode (e.g., 0° in Figure 4b) or at least two major modes coexist (i.e., \( h^t_{max}(x, y) \approx h^t_1(x, y) \)). In both cases, \( S^t_{bias} \) is nearly zero, and the conflict effect is insignificant, making Equation (7) essentially identical to Equation (1).

Recall that \( R^t_{max}(x, y) \) is rotated to align with \( \theta(x, y) \) under the iterative EM algorithm. The window shape will become narrower (wider) for a larger (smaller) \( P^t(x, y) \) value. Specifically, the window shape is allowed to deform iteratively, until it covers pixels from which a directivity value that best characterizes the target pixel can be evaluated. Doing so can simultaneously support the proximity and similarity laws, meaning that the EM-driven deformation not only enables as many pixels (with orientations similar to that of the target pixel) as possible to be covered by \( M^t \), but also allows the target pixel to spatially depart from pixels that are dissimilar in gradient orientation. Figure 5a shows an example of a converged window centered at a target pixel of 90° (↑) when \( \alpha = 0.2 \) (three pixels of \( \uparrow \) and fifteen pixels of \( \rightarrow \); i.e., \( h^t_1(x, y) = 3 \) and \( h^t_{max}(x, y) = 15 \)). In contrast, Figure 5b shows an example of a converged window centered at a target pixel of 0° (→) when \( \alpha \approx 1 \) (i.e., \( h^t_1(x, y) = h^t_{max}(x, y) = 15 \)). From Equation (1), the directivity value of the target pixel (enclosed by a square) in Figure 5a is 0.05, which is smaller than the directivity value (0.36, using Equation (7)) of the target pixel in Figure 5b.
It is interesting to note that depictions in Figure 5a,b actually share the same histogram distribution, yet their converged window shapes are quite different. The high directivity possessed by the target pixel in Figure 5b indicates that if the target pixel is a gestalt pixel, the likelihood of observing such a histogram should be high; conversely, if a target pixel possesses a low directivity value, as in Figure 5a, then it should be very unlikely to observe such a histogram associated with a gestalt pixel. Therefore, a window deformed according to Equations (5) and (6) indeed is effective in measuring the likelihood of observing a gestalt pixel. In the context of directivity-awareness, although the target pixel in Figure 5a satisfies the proximity law that describes the gestalt tendency to group items into meaningful configurations [17], it does not meet the similarity law, and, hence, results in a low directivity value. In contrast, because the target pixel in Figure 5b satisfies both the proximity law and similarity law, it has a high directivity value and the converged window shape is much more elongated than that in Figure 5a. Comparison of Figure 5a,b justifies that our sampling window is directivity-aware in the sense that its deformation implicitly accounts for spatial occupation entropy and indeed can support both laws of proximity and similarity.

To prove the stability of the iterative directivity-aware scheme, an energy function is defined as follows:

\[ E^I(x,y) = -\left[R_{\text{min}}^I(x,y) - r(1 - P^{t+1}(x,y))\right]^2 \]  

(8)

The first derivative of \( E^I \) with respect to \( P^I \) can be written as

\[ \Delta E^I(x,y) = -2r \times \left[R_{\text{min}}^I(x,y) - r(1 - P^{t+1}(x,y))\right] \Delta P^I(x,y) \]  

(9)

where \( \Delta P^I(x,y) = P(x,y)^{t+1} - P(x,y)^t \). According to Equation (5), the term \( \left[R_{\text{min}}^I(x,y) - r(1 - P^{t+1}(x,y))\right] \) in Equation (9) is always smaller than zero if \( \Delta P^I(x,y) < 0 \), and it will be always greater than zero if \( \Delta P^I(x,y) > 0 \). Namely, \( \Delta E^I(x,y) \) is always negative. Therefore, \( E^I(x,y) \) in Equation (8) is guaranteed to converge at least to a local minimum when \( P^I(x,y) \) is iteratively updated. An analogy of this convergent process can be found in the well-known Hopfield Network [18] in updating the connection weights between neurons.

5. Determination of Gestalt Pixels

Given \( P^C(x,y) \) and \( P_{\text{Can}}^I(x,y) \), the decision regarding a gestalt pixel can be simply made using Bayesian formula with two separate classes: a class of gestalt pixels and the rest. In an extreme case, all pixels in the subset of \( g_{\text{Can}}^I \) belong to the class of gestalt pixels. For simplicity, \( g_{\text{Can}}^I(x,y) \) can be conveniently taken as the prior probability of the class of gestalt pixels. The convergent directivity \( P^C(x,y) \) is treated as the likelihood of the target pixel \((x,y)\) being located on a gestalt edge. Namely, \( P^C(x,y) \) is the probability of observing the event \( h^C(x,y) \), given the fact that the target pixel \((x,y)\) comes

\[ \text{Figure 5. The window becomes narrower (wider) with a larger (smaller) directivity value. (a) A target pixel having a low directivity. (b) A target pixel having a high directivity.} \]

\[ \text{Figure 5. Determination of Gestalt Pixels} \]
from the class of gestalt pixels, the posterior probability of a target pixel being on the gestalt edge can be approximately calculated as follows:

\[
P_{\text{cep}}(x, y) \approx \frac{P_C(x, y) \times g_{\text{Can}}^L(x, y)^{1/k}}{P_C(x, y) \times g_{\text{Can}}^L(x, y)^{1/k} + [(1 - P_C(x, y)) \times (1 - g_{\text{Can}}^L(x, y)^{1/k})]}
\]  

(10)

where \( k \) serves as a control parameter, \( 0 < k \leq 1 \). With \( k = 1 \), \( g_{\text{Can}}^L(x, y)^{1/k} \) corresponds to the upper-bound of the prior probability of gestalt pixels covered by \( M \). The Bayesian decision on whether the target pixel is gestalt can be simply made by using the following rule: If \( P_{\text{cep}}(x, y) > 0.5 \), the pixel at \( (x, y) \) is determined to be a gestalt pixel. We note that, in Equation (10), the smaller the value of \( k \), the smaller the value of \( P_{\text{cep}}(x, y) \), and, hence, the less likely the target pixel will be accepted as a gestalt pixel. After every pixel in Canny edges has been processed, the gestalt edges of \( I \) are obtained.

6. Experimental Results

6.1. Part 1: Nature Images

In References [19,20], the authors added a computational step of surround suppression to the Canny edge detector and a Gabor-based contour operator. Their resulting operators responded strongly to isolated lines and edges, region boundaries and object contours, and exhibited weaker or no responses to texture. Thus, it would be interesting to compare their results with \( \text{GestEdge} \). Forty images of Reference [19] that consist of complex details (e.g., rivers, rocks, and bushes) and meaningful objects were used as input images for testing various edge detectors. FOM (figure of merit) [20] was adopted to measure the matching degree between the ground truth and the detection result. The matching ratio was obtained by averaging the corresponding scores over the 40 test images used in Reference [19]. The matching ratio of \( \text{GestEdge} \) with the Canny selection of pixels of interest is 0.42, in contrast to 0.39, 0.33, and 0.13 for References [19,20], with the Canny detector alone, respectively.

More pictorial comparison results are presented in Figure 6. In comparison, Figure 6c preserves much more continuous contours than Figure 6b. Furthermore, using the adaptive Gaussian filter [15] as preprocessing prior to applying \( \text{GestEdge} \) shows the best result in Figure 6d. Using the complex nature image in Figure 7a as the test input, and comparing Figure 7b,c we can justify that \( \text{GestEdge} \) can preserve edges mostly close to the contours perceived by human vision in comparison to the LSD [13]. To see the effect of using different \( k \) values, Figure 8 shows the result of applying \( \text{GestEdge} \) to the input bear image in Figure 6a, with the Gaussian filter [14] as preprocess. As aforementioned, if the removal of less significant details, such as the grasses on the ground, is favored, while preserving only the contours of the bear, then a smaller value of \( k \) should be used; it is worth noting that the matching ratio of \( \text{GestEdge} \) can reach 0.48 if all input pixels are used as candidate pixels.

![Figure 6](image-url)

Figure 6. (a) Input image. (b) Detection result of applying Canny to (a). (c) Gaussian Filter [14] as preprocess prior to applying \( \text{GestEdge} \) (\( k = 1 \)). (d) Adaptive Gaussian filter [15] as preprocess prior to applying \( \text{GestEdge} \) (\( k = 1 \)).
In the field of fine arts, the contour is the result of the artist’s personalized creation of hand-painted techniques and observation details. The invention of photography assisted the artist to grasp perspective and proportions more accurately. In the early days, it was thought that the creation of realistic style could be continued by using photography to imitate painting. At the end of the 19th century, a photographer named May Ray (1890–1976), a significant contributor to the Dada and Surrealist movements, used the photographic technique of solarization to create a clear shadow contour.

**Figure 7.** (a) A complex nature input image. (b) Contours depicted by applying LSD [13] to Figure 1a. (c) Contours depicted by applying our method to Figure 1a, $k = 1$.

**Figure 8.** Comparison of using different $k$ values and Gaussian Filter [14] as preprocess prior to applying GestEdge: (a) $k = 0.5$, (b) $k = 0.6$, and (c) $k = 0.7$.

**6.2. Part 2: Images Shot in Presence of Heavy Interferences**

When tested with an input image obscured by rain, as shown in Figure 9a, GestEdge can still preserve major objects, i.e., the person, umbrella, and bridge, as if the rain does not cause any interferences.

**Figure 9.** (a) Input image obscured by rain. (b) Detection result of applying Canny to (a). (c) Gaussian Filter [14] as preprocess prior to applying GestEdge ($k = 1$).

**6.3. Part 3: Rotoscoping**

In the field of fine arts, the contour is the result of the artist’s personalized creation of hand-painted techniques and observation details. The invention of photography assisted the artist to grasp perspective and proportions more accurately. In the early days, it was thought that the creation of realistic style could be continued by using photography to imitate painting. At the end of the 19th century, a photographer named May Ray (1890–1976), a significant contributor to the Dada and Surrealist movements, used the photographic technique of solarization to create a clear shadow contour.
on the edges of black and white portraits. The work of May Ray reveals the possibility of using photography to illustrate contours; his work expands the logic of traditional sketching into the realm of photography. In the course of photography and motion pictures, the contour of the dynamic image has been paid attention to; one example is the technique of Rotoscope, which was first studied by Max Fleischer in 1915. This technique can be found in Walt Disney’s work *Snow White and the Seven Dwarfs* and its successive animated films. Based on the dynamic contours of real people, Walt Disney produced more natural 2D animated characters. Bob Sabiston (a director and programmer) created a programming language that simulates Rotoscope’s technology, simplifying the time and difficulty of production. In 2017, the film *Loving Vincent*, based on the story of Dutch artist Vincent van Gogh, also tried various methods for depicting the contours of characters. Despite these efforts, the technical difficulty of Rotoscope is that it must be done frame-by-frame, which is rather time-consuming and extremely costly.

To exploit the feasibility of applying GestEdge in the field of visualization, the result of GestEdge tested on Figure 10a is shown in Figure 10b, and the colorized Rotoscoping work by an artist is shown in Figure 10d, for comparison. Some observations are given below:

(i) Figure 10b shows that the result of GestEdge can catch contours, shapes, and perspective in the landscape, pretty much encompassing all objective elements, such as buses, highway fences, distant forests, and close-up figures; these elements would also have been pinpointed by an artist using his/her own eyes.

(ii) High contrast areas of the original image are depicted by relatively non-fragmented edges in the GestEdge result. However, it failed to yield the same desirable performance for those low-contrast spots.

(iii) Distant details in Figure 10a are not well picked by GestEdge; they are only extracted as small points.

(iv) Aesthetic judgment: The red block corresponds to the central area of the image, which is likely to receive more attention, naturally, from the artist; that is, during the art creation, artists would normally increase bold lines and brush strokes, to highlight the difference between objects and the ground in this particular area.

![Figure 10](image-url)
Our method of quickly producing Rotoscoping can be directly applied to the work of Reference [21], where a 3D animation is edited by using the Rotoscoping technique, the result of which is then used as prior animation to produce a full training set of synthetic videos via perturbation of the original animation curves. Their test results on live videos lead to comparable accuracy, with the advantage of drastically reducing both the human effort and the computing power needed to produce the live training material.

The output of GestEdge can be used as a rough sketch (Figure 11c) for the subsequent Rotoscoping work of drawing or animation, thus helping the artist create the Rotoscoping work more easily, as with the one shown in Figure 10d. Finally, our work can be found useful in performing data augmentation for deep-learning applications. Data augmentation is often required in deep learning, especially when sufficient training data are either too costly or essentially unavailable. The rationale can be clearly seen from the work of Reference [22], wherein the Rotoscoping result is used as prior animation, to produce a full training set of synthetic videos, i.e., an implementation of data augmentation.

![Figure 11](image)

Figure 11. A rough sketch for drawing or animation: (a) original image, (b) ground truth in terms of gestalt theory, and (c) a rough sketch by artist.

### 6.4. Part 4: Using Output of Superpixels as Candidate Pixels

We also examined the performance of GestEdge by using a POI generator other than the Canny detector. We used the boundaries of superpixels generated by algorithms such as the context-aware superpixel (CASP) algorithm [23]. Just like GestEdge, CASP attempted to simulate similarity and proximity gestalt grouping rules by using bilateral entropy (BE) with conditional intensity entropy and spatial occupation entropy, aiming to generate superpixels in a fine-level. For simplicity, the MATLAB built-in function of superpixels in its image process toolbox was used (with the total number of superpixels = 500) to generate the candidate pixels. A natural image database BSD300 [24] containing pairs of the original image and the corresponding ground truth is suitable for our purpose here. Figure 12 is one test image pair, wherein the original image contains a background of sky and a foreground of one eagle standing on tree branches. Pictorial comparison results are shown in Figure 13. The output results of GestEdge, using Canny candidate pixels, are shown in Figure 13a, and that of GestEdge, using superpixels as candidate pixels, is shown in Figure 13d. Clearly, much more neat and tidy edges were preserved in Figure 13a than in Figure 13d. Furthermore, Figure 13b shows the result of applying “AND” operator to Figure 12b dilated by a diamond mask and Figure 13a, whereas Figure 13e shows the result of applying “AND” operator to Figure 12b dilated by a diamond mask and Figure 13d. To see performance difference more clearly, the zoom-in results of the orange rectangle in Figure 13c,f are shown in Figure 13b,e, respectively. We can see that, in Figure 13f, there are many tiny random fragmented edges that were preserved, and some of them were misjudged by GestEdge as perceptual edges, causing the contours to be a little bit more unsmooth than in Figure 13c. We believe this phenomenon may be caused by the fact that superpixels are inherently mesh-like, making it harder to fit the real contour of the target object.
Figure 12. A test image selected from BSD300 [24]: (a) original image and (b) ground truth.

Figure 13. Comparison result between Canny and superpixels. (a) Canny detection as candidate pixels, applying GestEdge \((k = 1)\) to Figure 12a. (b) The result of applying “AND” operator to dilated ground truth of Figures 12b and 13a. (c) The orange block zoom in from (b), which is the emphasis of the picture. (d) Superpixels as candidate pixels, applying GestEdge \((k = 1)\) to Figure 12a. (e) The result of applying “AND” operator to dilated ground truth of Figures 12b and 13d. (f) The orange block zoom in from (e), which is the emphasis of the picture.

7. Conclusions and Discussions

The advantages of GestEdge are fourfold: (i) With the iterative EM algorithm, the sampling window deforms to cover neighboring pixels optimally exhibiting the directivity of the target pixel. (ii) Unlike the Canny detector, which requires double thresholds to be properly set, our method determines whether a target pixel is a gestalt pixel simply based on the directivity value derived from the unsupervised EM algorithm and Bayes formula. (iii) With a small set of parameters, it is capable of simultaneously satisfying the gestalt laws of proximity and similarity. By contrast, none of the previous works [12,13,19,20] can achieve the same performance. (iv) Noise and outliers can be easily suppressed because they have smaller values of directivity.
In the future, we will also try using the resulting object boundary pixels generated by Joint Contour Filtering approach [25], as its filters can efficiently extract subjectively meaningful structure. Finally, in order to achieve satisfactory performance in applications such as computer vision, image segmentation, and visualization, it is desired to have a closed contour for the object in question; we will further improve GestEdge by incorporating the other three laws in gestalt theory, i.e., continuity, closure, and connectedness, into the design of the directivity-aware directivity scheme. For example, when an unprocessed target pixel is Bayesian decided as highly directive, then its neighboring pixels covered by the rather elongated window (i.e., \( R_{\text{min}} = 1 \) or 2) should undergo a checking process to see if they share the same or nearly identical gradient with the target pixel; if so, the qualified pixels will be connected with the target pixel and, at the same time, marked as “processed”.
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