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Abstract

In this paper, an ECG biometric identification method, based on a two-dimensional convolutional neural network, is introduced for biometric applications. The proposed model includes two-dimensional convolutional neural networks that work parallel and receive two different sets of 2-dimensional features as input. First, ACDCT features and cepstral properties are extracted from overlapping ECG signals. Then, these features are transformed from one-dimensional representation to two-dimensional representation by matrix manipulations. For feature learning purposes, these two-dimensional features are given to the inputs of the proposed model, separately. Finally, score level fusion is applied to identify the user. Our experimental results show that the proposed biometric identification method achieves an accuracy of %88.57 and an identification rate of 90.48% for 42 persons.
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1. Introduction

The electrocardiogram (ECG) is a low-cost biological signal that can be measured on the skin and indicates the electrical activity of the heart [1-3]. Over the last thirty years, the analysis of ECG signals have become a very important tool for clinical diagnosis and has been an important research area [2].

Biometric recognition is a task of identifying an individual using his/her physiological and/or behavioral characteristics [1]. Physiological features are usually constant and do not change easily over time. However, features based on behavioral characteristics may vary depending on time and environment. Over the last thirty years, biometric recognition systems have been developed based on physiological characteristics such as face, fingerprint, hand geometry, iris, and retina or behavioral characteristics such as walking pattern, signature, and speech [2, 3].

Recent studies show that ECG signal, which is a very important tool for clinical diagnosis, can be used as a new biometric modality. ECG signals have distinctive characteristics, especially due to various personal factors such as age, gender, position, size and anatomy of the heart. For this reason, ECG signals have been used in biometric recognition systems [2, 4]. The most important advantage of ECG-based biometric recognition systems in terms of reliability is that these signals must be obtained from a living body [3]. Besides, the ECG, which is a universal signal, is a sign of life that is almost impossible to imitate and shows that the person is physically present there. In addition, a technology that can mimic or produce an ECG signal of a person has not been developed yet. Therefore, ECG based biometric recognition systems have a potential to be used in the areas such as computer and network access controls, cash machine systems, and border control systems [2].

Over the past two decades, various ECG based biometric recognition systems and applications have been proposed [2-30]. In addition to these conventional methods, as results of the increase in computer operating speeds and the development of graphical processor units (GPUs), deep learning-based methods have been widely used in biometric recognition for feature extraction and classification [31]. Especially in recent years, convolutional neural network (CNN) models which is one of the deep learning methods for machine learning has been used for ECG based biometric recognition. [32-39].

In 2016, Lei et.al. [32] proposed a one-dimensional CNN model for feature extraction and a nonlinear support vector machine (SVM) model for classification. The proposed method achieved an accuracy of 99.33% using a database consisting of 100 people [32]. In 2017, Zhang et.al. [33] introduced a one-dimensional parallel CNN model for feature extraction and classification. The model has been tested on different ECG datasets and performed an average recognition rate of 93.5% [33]. Eduardo et.al. [34] presented a feature extraction method based on deep autoencoder and K-Nearest Neighborhood (K-NN) method for classification. The proposed model was tested on a database of 790 people and 0.91% identification error was reported [34]. Salloum et.al. developed a recurrent neural network (RNN) based model for feature extraction and classification. Their experimental results showed that the model performed 100% accuracy for two different ECG datasets consisting of 47 and 90 people [35]. In the same year, a two dimensional CNN model using ECG trajectory images of 200x200 pixels was proposed by Zhang et.al. [36]. The proposed CNN model was tested on
a 10-person ECG dataset and a 98.4% recognition rate was obtained. [36]. In 2018, Luz et.al. [37] proposed a model in which one-dimensional and two-dimensional CNN structures were used together. In this model, QRS segments aligned according to R points were applied as input to one dimensional CNN structure. At the same time, the spectrograms of these QRS segments were applied to the input of the two-dimensional CNN structure. The proposed model performed an equal error rate of 14.3% [37]. In 2018 Labati et.al. [38] developed ECG biometric recognition method based on one-dimensional CNN structure. The model was tested on a data set of 52 people and achieved a 100% identification rate [38]. In the same year, Abdeldayem et.al. [39] presented a two-dimensional CNN model which is fed with the spectro-temporal images extracted by using short-term Fourier transform (STFT) and continuous wavelet transform (CWT). The proposed model achieved an accuracy of 97.5% [39].

In this paper, an ECG biometric identification method based on a two-dimensional convolutional neural network (2D-CNN) is proposed. The proposed model consists of two parallel 2D-CNN’s. In the proposed model, ACDCT features and cepstral properties are first extracted from overlapping ECG signals. These features are then transformed from 1D to 2D by matrix manipulations. For feature learning purposes, these 2D features are given to the inputs of two 2D-CNN’s, separately. Finally, score level fusion is applied to identify the user.

2. Material and Methods
The proposed method consists of four main parts: data acquisition, signal preprocessing, feature extraction, and classification.

2.1 ECG Database
The Physikalisch-Technische Bundesanstalt (PTB) Diagnostic ECG Database [40, 41] was selected for constructing training and testing datasets. The main reason for selecting this database is that ECG records for the same person are collected on different days [2, 4]. The database consists of 549 ECG records collected from 290 people who have one to five ECG records which sampled at 1kHz with a resolution of 16-bit. Each record in the database includes the twelve conventional leads and three Frank leads [2]. In the current experiment, Lead-I that is recorded between two wrists was used because the configuration is more suitable for biometric applications [20].

In this experiment, 42 people, who have at least four ECG records from the database, were selected. Then, training dataset was constructed using three of the ECG records for each selected person while test dataset was built using the other record.

2.2 Signal Preprocessing
In order to improve the classification performance, ECG signals should be prepared by filtering and segmentation steps before the feature extraction steps. This process is known as signal preprocessing.

In the first step, ECG signals which are affected by noise such as baseline wander, power noise, and high-frequency noise are filtered utilizing a band-pass filter with cut-off frequencies at 1Hz and 40Hz. In the second step, the output of the band-pass filter is divided into 50% overlapping frames to increase the correlation between consecutive frames. For an ECG signal sampled at 1kHz, each frame with 5000 samples can be described as follows:
2.3 Feature Extraction

The proposed system processes two different feature sets as inputs. The first one is ACDCT features which were proposed by Wang et al. [2]. The ACDCT coefficients are calculated by applying the autocorrelation followed by discrete cosine transform (DCT) to the ECG signal. After the autocorrelation process, obtained coefficients are normalized with respect to the first lag to remove biasing effect as follows:

\[
x_{\text{normseg}} = \begin{bmatrix}
x_{\text{normseg}}(1)
x_{\text{normseg}}(2)
\vdots
x_{\text{normseg}}(5000)
\end{bmatrix} = \begin{bmatrix}
x_{\text{normseg}}((i - 1) \times 2500 + 1)
x_{\text{normseg}}((i - 1) \times 2500 + 2)
\vdots
x_{\text{normseg}}((i + 1) \times 2500)
\end{bmatrix}, \quad i = 1, 2, \ldots, N_F
\]  

(1)

where \( r(m) \), \( L \), and \( L_F \) represent the autocorrelation coefficients, the length of the sequence of the autocorrelation coefficients, and the length of the frame of the ECG signal, respectively. Afterwards, the DCT is applied to autocorrelation coefficients as follows:

\[
\hat{r}(m) = \sum_{n=0}^{L_F-|m|-1} x_{\text{normseg}}(n)x_{\text{normseg}}(n + m), \quad m = 0, 1, 2, \ldots, L - 1
\]

(2)

\[
r(m) = \frac{\hat{r}(m)}{\hat{r}(0)}
\]

(3)

where \( r(m), L, \) and \( L_F \) represent the autocorrelation coefficients, the length of the sequence of the autocorrelation coefficients, and the length of the frame of the ECG signal, respectively. Afterwads, the DCT is applied to autocorrelation coefficients as follows:

\[
c(u) = \alpha(u) \sum_{m=0}^{L-1} r(m) \cos \left( \frac{\pi u}{L} \left( m + \frac{1}{2} \right) \right)
\]

(4)

\[
\alpha(u) = \begin{cases} 
\sqrt{1/L} & \text{for } u = 0 \\
\sqrt{2/L} & \text{for } u \neq 0
\end{cases}
\]

(5)

where \( c(u) \) represents the ACDCT feature set [2].

In addition to ACDCT features, we used cepstral features as the second feature set to represent the frequency characteristics of the ECG signals. For this purpose, Mel-Frequency Cepstral Coefficients (MFCC) extraction method, which is a widely used feature extraction method in speech processing [42-44], was selected and adapted to ECG signals. The Discrete Fourier Transform (DFT) coefficients are first calculated for each ECG frame as follows:
\[
X(k) = \sum_{n=0}^{N-1} x_{\text{normseg}}(n) e^{-j2\pi nk/N}, \quad k = 0,1,\ldots, N - 1
\] (6)

The DFT coefficients are then applied to the input of the filterbank that consists of M-triangle filter [42-44]. At this point, it should be emphasized that the filters in the filter bank are uniformly placed in the linear frequency band between
1Hz and 40Hz due to the frequency characteristics of the ECG signals, unlike the application in speech processing. After that, the cepstral features are computed by applying DCT to the output of the filterbank [42-44] as follows:

\[
S(m) = \ln \left[ \sum_{k=0}^{N-1} |X(k)|H_m(k) \right], \quad m = 0, 1, 2, \ldots, M - 1
\]

(7)

\[
CC(l) = \sum_{m=0}^{M-1} S(m) \cos \left( \frac{\pi l}{M} \left( m + \frac{1}{2} \right) \right), \quad l = 0, 1, 2, \ldots, M - 1
\]

(8)

where, \(X(k), H_m(k), S(m),\) and \(CC(l)\) represent the magnitude spectrum of each frame, the filterbank with M-triangle filters, the output of the filterbank, and the cepstral coefficients, respectively.

Finally, \(M\) one-dimensional feature vectors with \(M\) coefficients were obtained for \(M\) overlapped ECG segments by the process described above. Then, these feature vectors were transformed to two-dimensional \((M \times M)\) feature images by matrix manipulation as shown in Figure 1-5.

### 2.4 Classification using CNN

The proposed CNN architecture is composed of two 2D-CNN connected in parallel shown in Figure 6. Each 2D-CNN consists of two convolutional layers with rectified linear unit (ReLU), one max-pooling layer, two dropout layers, a fully connected layer, and a softmax layer. The detail of the proposed CNN architecture is given in Table 1.

| Layer Type | Activation Unit | Kernel Size | Output Size | Number of Parameters |
|------------|-----------------|-------------|-------------|----------------------|
| 1          | Convolutional   | ReLU        | 3x3         | 14x14, 32            | 320                   |
| 2          | Convolutional   | ReLU        | 3x3         | 14x14, 64            | 18496                 |
| 3          | Max. Pooling    | -           | 2x2         | 7x7, 64              | -                     |
| 4          | Dropout (0.25)  | -           | -           | 7x7, 64              | -                     |
| 5          | Flaten          | -           | -           | 1x1316               | -                     |
| 6          | Fully-connected | ReLU        | -           | 1x128                | 401536                |
| 7          | Dropout (0.5)   | -           | -           | 1x128                | -                     |
| 8          | Output          | Softmax     | -           | 42                   | 5418                  |

As illustrated in Figure 6, each 2D-CNN is fed with \(14 \times 14\) images which are generated as the output of the preprocessing and feature extraction steps. After obtaining the scores at the output of each 2D-CNN, the mean-value based score fusion technique is applied to identify the user.
Figure 6. Proposed CNN based ECG biometric identification method

3. Experimental Results and Discussion

In our experiment, 168 ECG signals for 42 different people are used, each with four ECG signals. After preprocessing and feature extraction process, twenty ACDCT images and twenty CC images with a dimension of 14x14 for each person are used. First, each 2D-CNN model, without data augmentation, using 630 images (42x15) is trained. Then, each model using 210 images (42x5) is tested in the same condition. Afterward, the performance of the proposed method is evaluated by using five statistical measures: identification rate (IDR), accuracy (ACC), recall, precision, and F-score. These statistical measures for the proposed method are shown in Table 2. As it can be seen from Table 2, the first 2D-CNN model which receives ACDCT images as input gives an IDR of 85.71% and an ACC of 84.76% while the second model fed with MFCC images performs 80.95% IDR and 79.52% ACC. After applying mean-value based score fusion, the proposed method achieves an IDR of 90.48% and an ACC of 88.57% for 42 people. The confusion matrix for the proposed method is presented in Figure 7. As it can be seen from Figure 7, the proposed method identifies 38 persons out of 42 persons correctly.

Table 2. Classification performance of the proposed method

| Proposed Method | IDR         | ACC  | Recall | Precision | F-score |
|-----------------|-------------|------|--------|-----------|---------|
| ACDCT image     | 85.71% (36/42) | 84.76% | 84.76% | 81.63% | 83.17% |
| CC image        | 80.95% (34/42) | 79.52% | 79.52% | 75.20% | 77.30% |
| Score fusion    | 90.48% (38/42) | 88.57% | 88.57% | 87.26% | 87.91% |
The proposed method was compared to both other CNN based methods and conventional methods using ACDCT and cepstral features. For a fair comparison, the methods evaluated with the PTB database were selected. The comparison results according to the IDR and ACC were summarized in Table 3. As seen in Table 3, although the proposed method uses fewer features for more people, it achieves a performance close to that given in [21]. It should be noted that the proposed method has been trained with a small number of data without data augmentation. In addition, the use of a database which consists of non-healthy individuals affected the performance of the proposed method.

**Table 3. Comparison results with other methods tested with the PTB database [45]**

| Author             | Method       | Input Size | # People (PTB) | Feature Dimensions    | Results       |
|--------------------|--------------|------------|----------------|-----------------------|---------------|
| Gurkan et.al. [21] | Conventional | -          | 30             | 1x20 ACDCT            | IDR: 97.31%   |
|                    |              |            |                | 1x13 CC               |               |
|                    |              |            |                | 1x200 QRS features    |               |
| Wang et.al [2]     | Conventional | -          | 13             | 1x20 ACDCT            | ACC: 94.47%   |
|                    |              |            |                |                       | IDR: 100%     |
| Lei et. al. [31]   | 1D CNN+SVM   | 1x136      | 100            | 1x160                 | ACC: 99.33%   |
| Labati et.al. [37] | 1D CNN       | 1x200      | 52             | -                     | ACC: 100%     |
| Abdeldayem et.al. [38] | 2D CNN | 128x128 | 290           | 1x100                 | IDR: 97.5%   |
| Proposed Method    | 2D CNN       | 14x14      | 42             | 1x128                 | ACC: 88.57%   |
|                    |              |            |                |                       | (38/42) IDR: 90.48% |
4. Conclusion

A parallel 2D-CNN based ECG biometric identification method has been introduced. The proposed method consists of two 2D-CNN’s which operate in parallel and process the ACDCT images and CC images, separately. The experimental results demonstrate that the proposed method yields 88.57% ACC and 90.48% IDR. Furthermore, it was observed that the performance of the proposed method is better than that of a 2D-CNN model fed with concatenating ACDCT images with CC images.
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