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ABSTRACT. In this paper we give a new proof of the ELSV formula. First, we refine an argument of Okounkov and Pandharipande in order to prove (quasi-)polynomiality of Hurwitz numbers without using the ELSV formula (the only way to do that before used the ELSV formula). Then, using this polynomiality we give a new proof of the Bouchard-Mariño conjecture. After that, using the correspondence between the Givental group action and the topological recursion coming from matrix models, we prove the equivalence of the Bouchard-Mariño conjecture and the ELSV formula (it is a refinement of an argument by Eynard).
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1. INTRODUCTION

Hurwitz numbers \(h^n_{g,\mu}\) enumerate ramified coverings of the 2-sphere by a connected genus \(g\) surface, where the ramification profile over infinity is given by the partition \(\mu = (\mu_1, \ldots, \mu_\ell)\), there are simple ramifications over \(b(g, n) = 2g - 2 + l(\mu) + |\mu|\) fixed points, and there are no further ramifications.
Hurwitz numbers play an important role in the interaction of combinatorics, representation theory of symmetric groups, integrable systems, tropical geometry, matrix models, and intersection theory of the moduli spaces of curves. In this paper we revisit two of the most remarkable properties of Hurwitz numbers.

The ELSV formula \[13\] gives an expression for connected Hurwitz numbers in terms of intersection numbers on the moduli space of curves:

\[
\begin{align*}
\circ h_{g,\mu} = b(g, n)! \prod_{i=1}^{\ell(\mu)} \frac{\mu_i!}{\mu_i^{\mu_i}} \int_{\mathcal{M}_{g,\ell(\mu)}} \frac{\Lambda_\nu^g(1)}{\prod_{i=1}^{\ell(\mu)} (1 - \psi_i)}. 
\end{align*}
\]

The Bouchard-Mariño conjecture \[4\] (proved by now in several different papers) is also a relation of Hurwitz numbers to matrix models. Consider the spectral curve

\[
x = ye^{-y}
\]
equipped with the two-point function

\[
\frac{dy dy'}{(y - y')^2}.
\]

Then the \(n\)-point functions \(w_{g,n}\) produced from this data via the matrix model topological recursion \[16\] are equal to

\[
\sum_{\mu_1,\ldots,\mu_n} \frac{\circ h_{g,\mu_1\ldots\mu_n}}{b(g, \mu)!} \mu_1 \ldots \mu_n x_1^{\mu_1-1} \ldots x_n^{\mu_n-1} dx_1 \ldots dx_n.
\]

These two statements are known to be equivalent \[14\], see also \[38\]. We revisit this equivalence in this paper and present this argument in a new way.

Let us describe the existing proofs of both statements. All proofs of the ELSV formula \[13, 24, 34, 29\] are based, either directly or, as the original one, indirectly, on the computation of the Euler class of the fixed locus of the \(\mathbb{C}^*\)-action on the space of (relative stable) maps to \(\mathbb{C}P^1\). All mathematically rigorous proofs of the Bouchard-Mariño conjecture \[15, 32\] use the ELSV formula and the Laplace transform of the so-called cut-and-join equation for Hurwitz numbers, the basic equation that also allows to reconstruct them recursively. There is one more proof of the Bouchard-Mariño conjecture in \[3\] that goes through the construction of a matrix model for Hurwitz numbers and a direct derivation of the topological recursion, but it will require plenty of subtle analytic work to make it really mathematically rigorous. Of course, since the ELSV formula is proved independently, the fact \[14, 38\] that the two statements are equivalent implies the Bouchard-Mariño conjecture as well.

There is still a number of interesting questions on both statements. The first question is whether it is possible to prove the Bouchard-Mariño conjecture independently of the ELSV formula. The second question is whether there exists any way to derive the ELSV formula combinatorially, rather than via the computation of the Euler class mentioned above. For example, all Hurwitz numbers can be computed combinatorially, either using the character formula, or, equivalently, using the semi-infinite wedge formalism, or recursively via the cut-and-join equation. On the other hand, the intersection number in the ELSV formula can also be computed combinatorially. Indeed, we can use the Mumford formula \[33\] for the Chern characters of the Hodge bundle in order to reduce the intersection number in the ELSV formula to intersection numbers of \(\psi\)-classes, and any intersection number of \(\psi\)-classes can be computed using the Witten-Kontsevich theorem \[41, 27\]. The third question, posed e.g. in \[40, 22\], is the following. The structure of the ELSV formula implies some polynomiality property of Hurwitz numbers, that is

\[
\circ h_{g,\mu_1,\ldots,\mu_n} = b(g, n)! \left( \prod_{i=1}^{n} \frac{\mu_i!}{\mu_i^{\mu_i}} \right) P_{g,n}(\mu_1, \ldots, \mu_n),
\]
where \( P_{g,n}(\mu_1,\ldots,\mu_n) \) are some polynomials in \( \mu_1,\ldots,\mu_n \). Though this fact is completely combinatorial, the only way to prove it known up to now is to use the ELSV formula. So, the third question we consider here is whether it is possible to prove this polynomiality in some direct way, without any usage of the ELSV formula.

This paper provides full answer to all three questions. It is organized in the following way. First, we prove in Section 2 the polynomiality of Hurwitz numbers directly from the definition in terms of the semi-infinite wedge formalism. Our argument is a refinement of an argument by Okounkov and Pandharipande in [35]. Then, using the polynomiality property of Hurwitz numbers we are able to derive in Section 3 the Bouchard-Mariño conjecture directly from the cut-and-join equation. Then, since we have an equivalence of the Bouchard-Mariño conjecture and the ELSV formula, we immediately derive the ELSV formula in a new way. In Section 4 we review the correspondence between the topological recursion and the Givental theory, with a special focus on the 1-dimensional case, and in Section 5 we provide a (slightly refined) proof of the equivalence of the ELSV formula and the Bouchard-Mariño conjecture.
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2. Polynomiality of the Hurwitz numbers

In this section we prove the following theorem:

**Theorem 2.1.** The Hurwitz numbers \( h_{g,\mu_1,\ldots,\mu_n}^0 \) for \((g,n) \notin \{(0,1),(0,2)\}\) can be expressed as follows:

\[
(2-1) \quad h_{g,\mu_1,\ldots,\mu_n}^0 = (2g + |\mu| + n - 2)! \left( \prod_{i=1}^{n} \frac{\mu_i!}{\mu_i} \right) P_{g,n}(\mu_1,\ldots,\mu_n),
\]

where \( P_{g,n}(\mu_1,\ldots,\mu_n) \) is some polynomial in \( \mu_1,\ldots,\mu_n \).

Basically this theorem gives the form of the ELSV formula without specifying the precise formulas for the coefficients. This property (in a bit stronger form) was conjectured in [20] and then proved in [22], with the help of the ELSV formula. Still, the question whether this property can be derived without using the ELSV formula remained open [40]. This is precisely what we do here: we prove this statement without using the ELSV formula.

2.1. Infinite wedge. In this subsection we recall some basic facts from the theory of the semi-infinite wedge space following [35, 36, 25].

Let \( V \) be an infinite dimensional vector space with a basis labeled by the half integers. Denote the basis vector labeled by \( m/2 \) by \( m/2 \), so \( V = \bigoplus \mathbb{Z} \mathbb{Z} + \frac{1}{2} \mathbb{Z} \).

**Definition 2.2.** The semi-infinite wedge space \( \mathcal{V} \) is the span of all wedge products of the form

\[
(2-2) \quad i_1 \wedge i_2 \wedge \cdots
\]
for any decreasing sequence of half integers \((i_k)\) such that there is an integer \(c\) (called the charge) with \(i_k + k - \frac{1}{2} = c\) for \(k\) sufficiently large. We denote the inner product associated with this basis by \((\cdot, \cdot)\).

In this paper, we are mostly concerned with the zero charge subspace \(\mathcal{V}_0 \subset \mathcal{V}\) of the semi-infinite wedge space, which is the space of all wedge products of the form (2-2) such that

\[(2-3) \quad i_k + k = \frac{1}{2}\]

for \(k\) sufficiently large.

**Remark 2.3.** An element of \(\mathcal{V}_0\) is of the form

\[\lambda_1 - \frac{1}{2} \wedge \lambda_2 - \frac{3}{2} \wedge \cdots\]

for some integer partition \(\lambda\). This follows immediately from condition (2-3). Thus, we canonically have a basis for \(\mathcal{V}_0\) labeled by all integer partitions.

**Notation 2.4.** We denote by \(v_\lambda\) the vector labeled by a partition \(\lambda\). The vector labeled by the empty partition is called the vacuum vector and denoted by \(|0\rangle = v_\emptyset = -\frac{1}{2} \wedge -\frac{3}{2} \wedge \cdots\).

**Definition 2.5.** If \(P\) is an operator on \(\mathcal{V}_0\), then we define the vacuum expectation value of \(P\) by

\[\langle P \rangle := \langle 0 | P | 0 \rangle,\]

where \(\langle 0 |\) is the dual of the vacuum vector with respect to the inner product \((\cdot, \cdot)\), and called the covacuum vector. We will also refer to these vacuum expectation values as (disconnected) correlators.

We now define some operators on the infinite wedge space.

**Definition 2.6.** Let \(k\) be any half integer. Then the operator \(\psi_k : \mathcal{V} \to \mathcal{V}\) is defined by

\[\psi_k : (i_1 \wedge i_2 \wedge \cdots) \mapsto (k \wedge i_1 \wedge i_2 \wedge \cdots).\]

It increases the charge by 1.

The operator \(\psi_k^*\) is defined to be the adjoint of the operator \(\psi_k\) with respect to the inner product \((\cdot, \cdot)\).

**Definition 2.7.** The normally ordered products of \(\psi\)-operators are defined in the following way

\[(2-4) \quad E_{ij} := \psi_i \psi_j^* := \begin{cases} \psi_i \psi_j^*, & \text{if } j > 0 \\ -\psi_j^* \psi_i, & \text{if } j < 0. \end{cases} \]

This operator does not change the charge and can be restricted to \(\mathcal{V}_0\). Its action on the basis vectors \(v_\lambda\) can be described as follows: \(\psi_i \psi_j^*\) checks if \(v_\lambda\) contains \(j\) as a wedge factor and if so replaces it by \(i\). Otherwise it yields 0. In the case \(i = j > 0\), we have \(\psi_i \psi_j^*(v_\lambda) = v_\lambda\) if \(v_\lambda\) contains \(j\) and 0 if it does not; in the case \(i = j < 0\), we have \(\psi_i \psi_j^*(v_\lambda) = -v_\lambda\) if \(v_\lambda\) does not contain \(j\) and 0 if it does. These are the only two cases where the normal ordering is important.

**Notation 2.8.** We denote by \(\zeta(z)\) the function \(e^{z/2} - e^{-z/2}\).

**Definition 2.9.** Let \(n \in \mathbb{Z}\) be any integer. We define an operator \(E_n(z)\) depending on a formal variable \(z\) by

\[E_n(z) = \sum_{k \in \mathbb{Z} + \frac{1}{2}} e^{(k - \frac{1}{2} - n)z} E_{k-n,k} + \frac{\delta_{n,0}}{\zeta(z)}\]

Note that

\[(2-5) \quad [E_a(z), E_b(w)] = \zeta(\det [a \atop b \atop c \atop d]) E_{a+b}(z+w)\]
and

\( \mathcal{E}_0(z) |0\rangle = \frac{1}{\zeta(z)} |0\rangle \)

and also that

\( \mathcal{E}_k(z) |0\rangle = 0, \ k > 0. \)

**Definition 2.10.** In what follows we will use the following operator:

\[ \mathcal{F}_2 := \sum_{k \in \mathbb{Z}^+} \frac{k^2}{2} E_{k,k}. \]

**Definition 2.11.** We will also need the following operators:

\[ \alpha_k := \mathcal{E}_k(0), \ k \neq 0. \]

2.2. **Hurwitz numbers in the infinite wedge formalism.** By \( h_{g,\mu} \) we denote the Hurwitz numbers for possibly disconnected covering surfaces. The character formula for the disconnected Hurwitz numbers \( h_{g,\mu} \) implies that (see e.g. [35])

\( h_{g,\mu} = \langle e^{\alpha_1} \mathcal{F}_2 b(g, \mu) \prod_{i=1}^{l(\mu)} \frac{\alpha - \mu_i}{\mu_i} \rangle. \)

Here \( l(\mu) \) denotes the number of parts of \( \mu \), and

\( b(g, \mu) := 2g + |\mu| + l(\mu) - 2. \)

Note the difference between our disconnected Hurwitz numbers \( h_{g,\mu} \) and the ones in [35] (which are denoted by \( C_g(\mu) \) there). The difference is in a factor of \( |\text{Aut}(\mu)| \), the number of automorphisms of the partition.

**Definition 2.12.** Define the genus-generating functions for the disconnected Hurwitz numbers and for the connected ones as well:

\( h_{\mu}(u) := \sum_{g=0}^{\infty} \frac{u^{2g-2}}{b(g, \mu)!} h_{g,\mu}. \)

\( h^0_{\mu}(u) := \sum_{g=0}^{\infty} \frac{u^{2g-2}}{b(g, \mu)!} h^0_{g,\mu}. \)

They are related to each other through the inclusion-exclusion formula. We have

\( h_{\mu}(u) = u^{-|\mu| - l(\mu)} \left( e^{\alpha_1} e^{u F_2} \prod_{i=1}^{l(\mu)} \frac{\alpha - \mu_i}{\mu_i} \right) \)

\( = u^{-|\mu| - l(\mu)} \left( e^{\alpha_1} e^{u F_2} \prod_{i=1}^{l(\mu)} \frac{\alpha - \mu_i}{\mu_i} e^{-u F_2} e^{-\alpha_1} \right) \)

\( = u^{-|\mu| - l(\mu)} \left( \prod_{i=1}^{l(\mu)} \left( e^{\alpha_1} e^{u F_2} \frac{\alpha - \mu_i}{\mu_i} e^{-u F_2} e^{-\alpha_1} \right) \right). \)

The second equality holds since \( e^{-u F_2} \) and \( e^{-\alpha_1} \) fix the vacuum vector.
2.3. \(A\)-operators. Now, following [35], we introduce certain operators that we use later on to rewrite the formula for Hurwitz numbers.

**Definition 2.13.** Define

\[
A(a, b) := \left( \frac{\zeta(b)}{b} \right)^a \sum_{k \in \mathbb{Z}} \frac{\zeta(b)^k}{(a + 1)_k} \mathcal{E}_k(b),
\]

where \(a\) and \(b\) are parameters and we use the standard notation:

\[
(a + 1)_k = \frac{(a + k)!}{a!} = \begin{cases} (a + 1)(a + 2) \cdots (a + k), & k \geq 0, \\ (a(a - 1) \cdots (a + k + 1))^{-1}, & k \leq 0. \end{cases}
\]

If \(a \neq 0, 1, 2, \ldots\), the sum in (2-13) is infinite in both directions. If \(a\) is a non-negative integer, the summands with \(k \leq -a - 1\) in (2-13) vanish.

Note that Proposition 3 of [35] implies that the correlator

\[
\langle A(z_1, u z_1) \cdots A(z_n, u z_n) \rangle
\]

is well-defined for all \((z_1, \ldots, z_n) \in \Omega \subset \mathbb{C}^n\) and sufficiently small \(u\), where

\[
\Omega = \left\{ (z_1, \ldots, z_n) \left| \mathop{\sum}_{i=1}^{k-1} |z_i|, k = 1, \ldots, n \right. \right\}.
\]

**Definition 2.14.** Define the connected correlator of \(A\)-operators

\[
\langle A(z_1, u z_1) \cdots A(z_n, u z_n) \rangle^C
\]

through the disconnected ones via the inclusion-exclusion formula.

**Proposition 2.15.**

\[
h_{g; \mu_1, \ldots, \mu_n} = b(g, \mu)! \prod_{i=1}^{n} \frac{m_{\mu_i-1}^{\mu_i}}{\mu_i!} \left[ u^{2g-2+n} \right] \langle A(\mu_1, u \mu_1) \cdots A(\mu_n, u \mu_n) \rangle^C
\]

where \(u^{2g-2+n} \langle A(\mu_1, u \mu_1) \cdots A(\mu_n, u \mu_n) \rangle^C\) stands for the coefficient of \(u^{2g-2+n}\) in \(\langle A(\mu_1, u \mu_1) \cdots A(\mu_n, u \mu_n) \rangle^C\).

**Proof.** The main part of the proof follows [35]. Note that

\[
e^{u F_2} \alpha_m e^{-u F_2} = \mathcal{E}_m(u m)
\]

which is easy to see since \(F_2\) acts diagonally. From the commutation relations for \(\mathcal{E}_i\) we see that

\[
e^{\alpha_1} \mathcal{E}_m(s) e^{-\alpha_1} = \frac{\zeta(s)^m}{m!} \sum_{k \in \mathbb{Z}} \frac{\zeta(s)^k}{(m + 1)_k} \mathcal{E}_k(s).
\]

The previous two formulas imply the following, for \(m \in \{1, 2, 3, \ldots\}\) (Lemma 2 of [35]):

\[
e^{\alpha_1} e^{u F_2} \alpha_m e^{-u F_2} e^{-\alpha_1} = \frac{u^m}{m!} A(\alpha_m).
\]

Now we can rewrite formula (2-12) as

\[
h_{\mu_1, \ldots, \mu_n}(u) = u^{-n} \prod_{i=1}^{n} \frac{m_{\mu_i-1}^{\mu_i}}{\mu_i!} \langle A(\mu_1, u \mu_1) \cdots A(\mu_n, u \mu_n) \rangle.
\]

Recall that the connected Hurwitz numbers can be expressed though the disconnected ones with the help of the inclusion-exclusion formula. Since the relation
between connected and disconnected Hurwitz numbers is the same as the one between connected and disconnected correlators, we have:

\[(2-22) \quad h^{\circ}_{\mu_1 \cdots \mu_n}(u) = u^{-n} \prod_{i=1}^{n} \left( \frac{\mu_i^{\mu_i-1}}{\mu_i!} \right) \langle A(\mu_1, u\mu_1) \ldots A(\mu_n, u\mu_n) \rangle^\circ. \]

Comparing the coefficients in front of the same powers of \(u\) on the right hand side and on the left hand side we directly obtain the statement of the proposition. □

Now we see that in order to prove Theorem 2.1 we only have to show that expressions \([u^{2g-2+n}] \langle A(\mu_1, u\mu_1) \ldots A(\mu_n, u\mu_n) \rangle^\circ\) are polynomial in \(\mu_1, \ldots, \mu_n\).

2.4. Further properties of \(A\)-operators. In this subsection we modify an expression for the connected correlators of \(A\)-operators in order to exclude possible so-called unstable terms.

**Definition 2.16.** Let \(A_k\) be the coefficients of the expansion of the operator \(A(z, uz)\) in powers of \(z\):

\[(2-23) \quad A(z, uz) = \sum_{k \in \mathbb{Z}} A_k z^k. \]

We will use the following theorem, due to Okounkov and Pandharipande:

**Theorem 2.17** (Okounkov-Pandharipande, [35]).

\[(2-24) \quad [A_k, A_l] = (-1)^l \delta_{k+l-1}. \]

**Definition 2.18.** Define

\[(2-25) \quad A_+(z, uz) := \sum_{k=1}^{\infty} A_k z^k. \]

**Notation 2.19.** For any operator \(P(u)\) define

\[(2-26) \quad \langle P(u) \rangle := [u^k] \langle P(u) \rangle \quad \text{(the coefficient of } u^k \text{ in } \langle P(u) \rangle) \]

\(\langle P(u) \rangle^\circ := [u^k] \langle P(u) \rangle^\circ \quad \text{(the coefficient of } u^k \text{ in } \langle P(u) \rangle^\circ) \)

**Definition 2.20.** We denote by \(Y_{n,k}\) the set of \(\{1, \ldots, n\}\) Young tableaux (i.e. Young diagrams of size \(n\) with each box labeled by a number from 1 to \(n\) such that no two boxes are labeled by the same number) with certain conditions and additional row labels.

Namely, let \(y\) be such a tableau. Let \(c_{i,j}(y)\) be the number in the \(i\)-th row and \(j\)-th column. Let \(h(y)\) be the number of rows, and let \(l_i(y)\) be the length of the \(i\)-th row. Now we are ready to describe the conditions.

First, the numbers in the rows should be ascending, i.e. for any \(i\) and for any \(j_1 < j_2\) we have \(c_{i,j_1}(y) < c_{i,j_2}(y)\). Second, the numbers in the first column that correspond to rows of the same length should be ascending, i.e., if \(l_{i_1}(y) = l_{i_2}(y)\) and \(i_1 < i_2\), then \(c_{i_1,1}(y) < c_{i_2,1}(y)\).

By \(\lambda_i(y) \in \{-1,0,1,\ldots\}\) we denote additional labels that are assigned to all rows, and we require that \(\sum_{i=1}^{h(y)} \lambda_i(y) = k\).

Note that there is a one-to-one correspondence between the elements of \(Y_{n,k}\) and the terms in the expression for a disconnected correlator through the connected ones (the “inverse” inclusion-exclusion formula). Rows in \(y\) correspond to individual connected correlators in the product, while labels \(\lambda\) correspond to the
Euler characteristics of these connected correlators. This can be expressed through the following formula:

\begin{equation}
\langle A(z_1, uz_1) \cdots A(z_n, uz_n) \rangle_k = \sum_{y \in \mathcal{Y}_{n,k}} \prod_{i=1}^{h(y)} \langle A(z_{c_i,1}(y), uz_{c_i,1}(y)) \cdots A(z_{c_i,l_i(y)}, uz_{c_i,l_i(y)}(y)) \rangle_{\lambda_i(y)}^\circ.
\end{equation}

The terms in this sum that contain either \( \langle A(z_i, uz_i) \rangle_{-1}^\circ \) or \( \langle A(z_i, uz_i) A(z_j, uz_j) \rangle_0^\circ \) are called unstable terms. If we exclude all unstable terms, we obtain the following expression.

**Proposition 2.21.** We have:

\begin{equation}
\langle A_+(z_1, uz_1) \cdots A_+(z_n, uz_n) \rangle_k = \sum_{y \in \mathcal{Y}_{n,k}} \prod_{i=1}^{h(y)} \langle A(z_{c_i,1}(y), uz_{c_i,1}(y)) \cdots A(z_{c_i,l_i(y)}, uz_{c_i,l_i(y)}(y)) \rangle_{\lambda_i(y)}^\circ.
\end{equation}

Here

\begin{equation}
\mathcal{Y}_{n,k} = \{ y \in \mathcal{Y}_{n,k} \mid l_i(y) = 1 \Rightarrow \lambda_i(y) \neq -1, l_i(y) = 2 \Rightarrow \lambda_i(y) \neq 0 \}
\end{equation}

In other words, \( \langle A_+(z_1, uz_1) \cdots A_+(z_n, uz_n) \rangle_k \) is equal to \( \langle A(z_1, uz_1) \cdots A(z_n, uz_n) \rangle_k \) with all the unstable terms dropped.

**Proof.** Let us first compute the unstable factors, i.e. the genus-zero one- and two-point connected correlators.

Note that

\begin{equation}
\langle A(z, uz) \rangle = \frac{1}{uz} + \frac{z(z-1)}{24} u + O(u^2).
\end{equation}

This directly implies the following formula for the genus-zero one-point correlator:

\begin{equation}
\langle A(z, uz) \rangle_{-1}^\circ = \frac{1}{z}.
\end{equation}

The definition of the operator \( A \) implies that

\begin{equation}
(0) A(z, uz) = \frac{1}{uz} \langle 0 \rangle + (0) A_+(z, uz).
\end{equation}

The definition of the two-point connected correlators together with formulas (2.30), (2.32) and (2.24) implies the following formula for the genus-zero two-point connected correlator:

\begin{equation}
\langle A(z_1, uz_1) A(z_2, uz_2) \rangle_0^\circ = \langle A(z_1, uz_1) A(z_2, uz_2) \rangle_0 - \langle A(z_1, uz_1) \rangle_{-1} \langle A(z_2, uz_2) \rangle_1 - \langle A(z_1, uz_1) \rangle_1 \langle A(z_2, uz_2) \rangle_{-1} - \langle A(z_1, uz_1) A(z_2, uz_2) \rangle_0 - \langle A(z_1, uz_1) \rangle_1 \langle A(z_2, uz_2) \rangle_{-1} = \langle A(z_1, uz_1) \rangle_0 + z_1 \sum_{k=0}^{\infty} (-1)^k \left( \frac{z_1}{z_2} \right)^k - \langle A(z_1, uz_1) \rangle_{-1} \langle A(z_2, uz_2) \rangle_1 = A_+(z_2, uz_2) A_+(z_1, uz_1) \rangle_0 + z_1 \sum_{k=0}^{\infty} (-1)^k \left( \frac{z_1}{z_2} \right)^k = z_1 \sum_{k=0}^{\infty} (-1)^k \left( \frac{z_1}{z_2} \right)^k.
\end{equation}
Now we prove the statement of the proposition by induction over the number of operators \( n \) in the correlator on the left hand side. From the definition of the operator \( A \) it is easy to see that the statement holds for \( n = 1 \). Suppose that it holds for the correlator of any number of operators less than \( n \). We will prove that it holds for \( n \) operators.

Taking into account (2-32), (2-24), (2-31) and (2-33) we see that

\[
\langle A(z_1, u z_1) \ldots A(z_n, u z_n) \rangle_k = \frac{1}{z_1} \langle A(z_2, u z_2) \ldots A(z_n, u z_n) \rangle_{k+1} + \langle A_+(z_1, u z_1)A(z_2, u z_2) \ldots A(z_n, u z_n) \rangle_k
\]

\[
= \langle A(z_1, u z_1) \rangle_0^o \langle A(z_2, u z_2) \ldots A(z_n, u z_n) \rangle_{k+1} + z_1 \sum_{k=0}^\infty (-1)^k \left( \frac{z_1}{z_2} \right)^k \langle A(z_3, u z_3) \ldots A(z_n, u z_n) \rangle_k + \langle A(z_2, u z_2) \rangle_0^o \langle A(z_3, u z_3) \ldots A(z_n, u z_n) \rangle_k + \langle A(z_2, u z_2) \rangle_0^o \langle A_+(z_1, u z_1)A(z_3, u z_3) \ldots A(z_n, u z_n) \rangle_{k+1} + \langle A_+(z_1, u z_1)A(z_2, u z_2)A(z_3, u z_3) \ldots A(z_n, u z_n) \rangle_k.
\]

We continue with the same computation (replacing the leftmost operator \( A \) with \( A_+ \) and commuting it to the right, collecting the emerging coefficients in the unstable correlators), finally arriving at the following expression.

\[
\langle A(z_1, u z_1) \ldots A(z_n, u z_n) \rangle_k = \langle A_+(z_1, u z_1) \ldots A_+(z_n, u z_n) \rangle_k
\]

\[
+ \sum_{p=3}^{n-1} \sum_{q=0}^{\frac{n-p}{2}} \sum_{y \in S_{n-k}^q} \langle A_+(z_{c_1,1}(y), u z_{c_1,1}(y)) \ldots A_+(z_{c_1,p}(y), u z_{c_1,p}(y)) \rangle_{k+h(y)-q-1} \prod_{i=2}^{q+1} \langle A(z_{c_1,1}(y), u z_{c_1,1}(y)) \rangle_0^o \prod_{i=q+2}^{h(y)} \langle A(z_{c_1,1}(y), u z_{c_1,1}(y)) \rangle_0^o
\]

\[
+ \sum_{q=0}^{\frac{n-2}{2}} \sum_{y \in S_{n-k}^q} \langle A_+(z_{c_1,1}(y), u z_{c_1,1}(y))A_+(z_{c_1,2}(y), u z_{c_1,2}(y)) \rangle_{k+h(y)-q-1} \prod_{i=1}^{q+1} \langle A(z_{c_1,1}(y), u z_{c_1,1}(y)) \rangle_0^o \prod_{i=q+2}^{h(y)} \langle A(z_{c_1,1}(y), u z_{c_1,1}(y)) \rangle_0^o
\]

\[
+ \sum_{q=0}^{\frac{n-2}{2}} \sum_{y \in S_{n-k}^q} \langle A_+(z_{c_1,1}(y), u z_{c_1,1}(y))A_+(z_{c_1,1}(y), u z_{c_1,1}(y)) \rangle_{k+h(y)-q-1} \prod_{i=1}^{q+1} \langle A(z_{c_1,1}(y), u z_{c_1,1}(y)) \rangle_0^o \prod_{i=q+2}^{h(y)} \langle A(z_{c_1,1}(y), u z_{c_1,1}(y)) \rangle_0^o
\]
Here $\hat{\mathcal{Y}}_{n,k}^{p,q}$ contains all elements $y$ of $\mathcal{Y}_{n,k}$ such that there is precisely one row of length $p$ labeled by $k + h(y) - q - 1$, $q$ rows of length 2 labeled by 0, and all other rows are of length 1 and labeled by $-1$. $s(y)$ stands for the position of the row with $p$ elements labeled by $k + h(y) - q - 1$. If $p = 2$ and $k + h(y) - q - 1 = 0$ or $p = 1$ and $k + h(y) - q - 1 = -1$ one cannot determine $s(y)$ in this way, but this is not a problem since, due to the fact that $\langle \mathcal{A}_+(z, u) \rangle_{-1} = 0$ and $\langle \mathcal{A}_+(z_1, u z_1) \mathcal{A}_+(z_2, u z_2) \rangle_0 = 0$, the corresponding term vanishes in any case. Also note that, obviously, for $p \geq 3$ we have $s(y) = 1$.

Note that the right hand side of formula (2-35) is equal to the correlator
\[(2-36) \quad \langle \mathcal{A}_+(z_1, u z_1) \ldots \mathcal{A}_+(z_n, u z_n) \rangle_k \]
plus all possible unstable terms entering exactly once, since, by the induction hypothesis, the correlators of less than $n$ operators $\mathcal{A}_+$ are equal to sums of all possible stable terms. This means that upon moving these terms to the left hand side and subtracting them from $\langle \mathcal{A}(z_1, u z_1) \ldots \mathcal{A}(z_n, u z_n) \rangle_k$ we get precisely all possible stable terms. This proves the proposition. \[\square\]

2.5. Polynomiality. In this subsection we establish polynomiality of some correlators, and this allows us to complete the proof of Theorem 2.1.

**Proposition 2.22.** The series
\[(2-37) \quad \langle \mathcal{A}_+(z_1, u z_1) \ldots \mathcal{A}_+(z_n, u z_n) \rangle_k \]
for $(n, k) \not\in \{(1, -1), (2, 0)\}$ is a symmetric polynomial in $z_1, \ldots, z_n$.

**Proof.** From the definition of $\mathcal{A}_+$ it is easy to see that for every $i$ the power of $z_i$ in the series $\langle \mathcal{A}_+(z_1, u z_1) \ldots \mathcal{A}_+(z_n, u z_n) \rangle_k$ is bounded from below by 1. From (2-24) it is clear that this series is symmetric in $z_1, \ldots, z_n$. Let us prove that, for fixed $k$, the power of $z_n$ in this series is bounded from above, following the proof of Proposition 9 of [35].

Note that
\[(2-38) \quad \langle \mathcal{E}_{k_1}(u z_1) \ldots \mathcal{E}_{k_n}(u z_n) \rangle = \langle \mathcal{E}_{k_1}(u z_1) \ldots \mathcal{E}_{k_n}(u z_n) \rangle, \]
holds since the correlator vanishes unless $\sum k_i = 0$.

Let us apply this transformation to the correlator of $\mathcal{A}$ operators:
\[(2-39) \quad \langle \mathcal{A}(z_1, u z_1) \ldots \mathcal{A}(z_n, u z_n) \rangle = \langle \tilde{\mathcal{A}}(z_1, u z_1) \ldots \tilde{\mathcal{A}}(z_n, u z_n) \rangle. \]

Here $\tilde{\mathcal{A}}$ stands for the operator $\mathcal{A}$ where the substitution $\mathcal{E}_k \mapsto u^{-k} \mathcal{E}_k$ was made. Note that each term in each $\tilde{\mathcal{A}}$ is then regular and non-vanishing at $u = 0$, except for the term $\frac{1}{\zeta(u z)}$ coming from $\mathcal{E}_0$, which has a simple pole. Let us write the following:
\[(2-40) \quad \tilde{\mathcal{A}}(z_n, u z_n) |0\rangle = (\frac{\zeta(u z_n)}{u z_n})^{z_n} \sum_{k \geq 0} \frac{\zeta(u z_n)^k}{(z_n + 1)_k} \mathcal{E}_k(u z_n) u^k |0\rangle \]
\[= (\frac{\zeta(u z_n)}{u z_n})^{z_n} \sum_{k=0}^{\infty} \frac{u^k}{\zeta(u z_n)} z_n \ldots (z_n - k + 1) \mathcal{E}_{-k}(u z_n) |0\rangle \]
\[= (\frac{\zeta(u z_n)}{u z_n})^{z_n} \sum_{k=0}^{\infty} \left( \frac{u z_n}{\zeta(u z_n)} \right)^k (1 - \frac{1}{z_n}) \ldots \left(1 - \frac{k - 1}{z_n} \right) \mathcal{E}_{-k}(u z_n) |0\rangle. \]
It is easy to see that $z_n$ and $u$ enter this expression in such a way that for all terms with a fixed power of $u$ the power of $z_n$ is bounded from above. Since in (2-39) this expression is multiplied by operators $\tilde{A}(z_i, uz_i)$, $i \in \{1, \ldots, n-1\}$, which have at most simple poles in $u$, the whole correlator (2-39) is bounded from above in powers of $z_n$, for a fixed power of $u$.

From the definition of $A_+$ it is clear that the fact that the power of $z_n$ in

$$\langle A(z_1, uz_1) \ldots A(z_n, uz_n) \rangle_k$$

is bounded from above for a fixed $k$ immediately implies that the power of $z_n$ in

$$\langle A_+(z_1, uz_1) \ldots A_+(z_n, uz_n) \rangle_k$$

is bounded from above for a fixed $k$ as well.

The symmetricity of $\langle A_+(z_1, uz_1) \ldots A_+(z_n, uz_n) \rangle_k$ then implies that for fixed $k$ the power of $z_i$ in this expression is bounded from above for any $i$, which implies that the series

$$\langle A_+(z_1, uz_1) \ldots A_+(z_n, uz_n) \rangle_k$$

is polynomial in $z_1, \ldots, z_n$, which, in turn (if one takes into account the fact that for all $i$ the power of $z_i$ in the above expression is bounded from below by 1), leads to the fact that the series

$$\langle A_+(z_1, uz_1) \ldots A_+(z_n, uz_n) \rangle_k$$

is polynomial in $z_1, \ldots, z_n$.

**Proposition 2.23.** For $(n, k) \notin \{(1, -1), (2, 0)\}$ the series

$$\langle A(z_1, u^2) \ldots A(z_n, uz_n) \rangle_k^{\circ}$$

is a symmetric polynomial in $z_1, \ldots, z_n$.

**Proof.** Let us prove the statement of this proposition by induction in $n$, the number of operators in the correlator. It is clear that for $n = 1$ the statement holds. Suppose that it holds for any number of operators less than $n$. We will prove that it then holds for $n$ operators as well.

Formula (2-28) can be rewritten as

$$\langle A(z_1, u^2) \ldots A(z_n, uz_n) \rangle_k^{\circ} = \langle A_+(z_1, uz_1) \ldots A_+(z_n, uz_n) \rangle_k$$

\[
\sum_{y \in \mathcal{Y}_{n,k}} \prod_{i=1}^{k(y)} \frac{A(z_{c_i(y)}, uz_{c_i(y)}) \ldots A(z_{c_i(y)}, uz_{c_i(y)})}{z_{c_i(y)} \cdots z_{c_i(y)}}.
\]

Here, naturally, $\mathcal{Y}_{n,k}$ is equal to $\mathcal{Y}_{n,k}$ with the single-row Young tableau thrown away.

By Proposition 2.22, the first term on the right hand side of (2-44) is polynomial in $z_1, \ldots, z_n$. By induction hypothesis, all the terms in the sum on the right hand side of (2-44) are polynomial as well, since they are finite products of connected correlators of the lower number of operators (and, by definition of $\mathcal{Y}_{n,k}$, correlators with $(n_i, k_i) \in \{(1, -1), (2, 0)\}$ never appear). This implies the statement of the proposition. \qed

Taking into account formula (2-17), we see that Proposition 2.23 directly implies the statement of Theorem 2.1.
3. Proof of the Bouchard-Mariño conjecture

In the present section we give a new proof of the Bouchard-Mariño conjecture using the polynomiality result from the previous section and not using the ELSV formula.

This conjecture was already proved in [3] and [15]. The first of these papers provides a “physical” proof through the study of the corresponding matrix model. Unfortunately, we were not able to attribute precise mathematical meaning to all of the statements of that paper (see [38] for a related discussion). In the second paper the Bouchard-Mariño formula is derived directly from the known cut-and-join recursion relation for Hurwitz numbers, with the help of the ELSV formula.

Here we follow the ideas of the proof of [15] presenting them in a simplified way, with one essential modification: we do not use the ELSV formula in this proof, using instead just the polynomiality property.

3.1. Generating function for Hurwitz numbers. Let us introduce the generating function for the connected Hurwitz numbers $h^o_{g,n}$ in the following way:

\[(3-1) \quad H^o_{g,n} := \sum_{\mu_1, \ldots, \mu_n \in \{1, 2, \ldots\}} \frac{h^o_{g,\mu_1, \ldots, \mu_n}}{b(g, \mu)!} x_1^{\mu_1} \cdots x_n^{\mu_n}.\]

Theorem 2.1 implies that, for $(g, n) \notin \{(0, 1), (0, 2)\}$,

\[(3-2) \quad H^o_{g,n} = \sum_{k_1, \ldots, k_n \in \{0, 1, \ldots, K_{g,n}\}} c_{k_1 \ldots k_n} \prod_{i=1}^{n} \sum_{\mu_i=1}^{\infty} \frac{\mu_i^{k_i+k_i!}}{\mu_i!} x_i^{\mu_i},\]

where $c_{k_1 \ldots k_n}$ are the coefficients of the polynomials $P_{g,n}$ from Theorem 2.1, and $K_{g,n}$ is the highest power appearing in $P_{g,n}$.

Define

\[(3-3) \quad \rho_k(x) := \sum_{m=1}^{\infty} \frac{m^{m+k}}{m!} x^m.\]

Now we can rewrite (3-2) as

\[(3-4) \quad H^o_{g,n} = \sum_{k_1, \ldots, k_n \in \{0, 1, \ldots, K_{g,n}\}} c_{k_1 \ldots k_n} \prod_{i=1}^{n} \rho_k(x_i).\]

Consider the following change of variables:

\[(3-5) \quad x_i = \left(1 + \frac{1}{t_i}\right) e^{-1 - \frac{1}{t_i}}.\]

We see that the generating function $H_{g,n}$ is a polynomial in variables $t_i$ (in all but two ‘unstable’ cases when $g = 0$ and $n \leq 2$) after the above substitution (we treat this substitution as a power series expansion at the point $t_i = -1$). For the unstable cases we have

\[(3-6) \quad H^o_{0,1} = \sum_{a=1}^{\infty} \frac{a^{a-2}}{a!} x_1^a = \rho_{-2}(x_1) = \frac{1}{2} - \frac{1}{2t_1^2},\]

\[(3-7) \quad H^o_{0,2} = \sum_{a, b} \frac{a^a b^b x_1^a x_2^b}{a! b! (a + b)} = \log \left(\frac{1}{t_2 + 1} - \frac{1}{t_1 + 1} \frac{x_1}{x_2} \right).\]

The formula of Bouchard and Mariño is a recursion relation for these polynomials. In order to present it in a more closed form it is convenient to introduce
another family of polynomials \( W_{g,n}(t_1, \ldots, t_n) \) obtained by the above substitution from the series
\[
\left( \prod x_k \partial x_k \right) H^o_{g,n} = \sum_{\mu_1, \ldots, \mu_n} \frac{h^o_{g;\mu_1, \ldots, \mu_n}}{b(g, \mu)!} \mu_1 \cdots \mu_n x_1^{\mu_1} \cdots x_n^{\mu_n},
\]
i.e., for \((g, n) \notin \{(0, 1), (0, 2)\},
\[
W_{g,n}(t_1, \ldots, t_n) = \sum_{k_1, \ldots, k_n \in \{0, 1, \ldots, K_{g,n}\}} \sum_{i=1}^n c_{k_1 \cdots k_n} \prod_{i=1}^n \rho_{k_i+1}(t_i).
\]
In the unstable cases we define the functions \( W_{g,n} \) by setting explicitly
\[
W_{0,1}(t_1) = 0,
\]
\[
W_{0,2}(t_1, t_2) = \frac{t_1^2(t_1+1)t_2^2(t_2+1)}{(t_2-t_1)^4}.
\]
Define also auxiliary functions \( \widetilde{W}_{g,n}(u, v; t_{L'}) \) by
\[
\widetilde{W}_{g,n}(u, v; t_{L'}) := W_{g-1,n+1}(u, v, t_{L'}) + \sum_{g_1+g_2=g} \sum_{A \sqcup B = L'} W_{g_1,|A|+1}(u, t_A) W_{g_2,|B|+1}(v, t_B).
\]
We denote here by \( L' = \{2, \ldots, n\} \) the index set, \( t_{L'} = (t_2, \ldots, t_n) \); the summation is taken over the set of all possible partitions of the index set into a disjoint union of two subsets, \( A \) and \( B \).

**Theorem 3.1** (Bouchard-Mariño conjecture). The polynomials \( W_{g,n} \) can be determined by the either of the following recursive formulas
\[
W_{g,n}(t_1, t_{L'}) = -\text{res}_{z=0} \left( K(z, t_1) \widetilde{W}_{g,n} \left( \frac{1}{z}, \frac{1}{\sigma(z)}; t_{L'} \right) \right)
\]
\[
= \text{res}_{z=0} \left( K(z, t_1) \widetilde{W}_{g,n} \left( \frac{1}{z}, \frac{1}{\sigma(z)}; t_{L'} \right) \right)
\]
\[
= -\text{res}_{z=0} \left( K(z, t_1) \widetilde{W}_{g,n} \left( \frac{1}{z}, \frac{1}{\sigma(z)}; t_{L'} \right) \right)
\]
where
\[
K(z, t_1) = \frac{t_1^2(1+t_1)}{2(1-zt_1)(1-\sigma(z)t_1)} \frac{z \, dz}{z+1}
\]
and the series \( \sigma(z) = -z + \frac{z^2}{2} - \frac{z^3}{3} + \ldots \) is defined in the next subsection.

The second equality is a reformulation of the Bouchard-Mariño conjecture. Experiments show, however, that the first formula is more efficient for practical computations.

Analytically, the meaning of this theorem is as follows. The function \( H_{g,n} \) is defined originally as a formal power series expansion at \( x_1 = 0 \). It turns out, however, that this series has a finite radius of convergence with respect to each variable \( x_i \) (to be precise, the radius of convergence is \( e^{-1} \)). An attempt to extend it beyond the radius of convergence meets difficulties: the function becomes multi-valued with ramification at \( x_i = e^{-1} \). Therefore, it is more natural to consider \( H_{g,n} \) as a function on the product \( C \times \cdots \times C \) where \( C \) is the curve given by the equation \( x = \left( 1 + \frac{t}{\mu} \right) e^{-1-\frac{t}{\mu}} \). When treated in this way, it becomes single-valued and even rational. The recursive relation of the theorem is formulated in terms of the analysis of the behavior of the function \( H_{g,n} \) (and closely related to it function \( W_{g,n} \)) in a neighborhood of the ramification point \( x_1 = e^{-1} \) which is different from the origin.
3.2. The Lambert curve. The Lambert curve is a curve in $\mathbb{C}^2$ defined by the equation

$$x = ye^{-y}. \quad (3-10)$$

We consider this affine curve as an open part of its compactification $C = \mathbb{C}P^1$. We regard $y$ as a rational coordinate on $C$ and the projection to the $x$-line as a holomorphic function with an essential singularity at the point $y = \infty$. In addition to $y$ we use other convenient rational coordinates on $C$. In particular, we keep the notations $z$ and $t$ for the rational coordinates related to $y$ by

$$y = 1 + z = 1 + \frac{1}{t}, \quad t = \frac{1}{z}.$$  

There are two points on $C$ of special interest for us: the origin $O$ corresponding to the coordinates $y = 0, z = -1, t = -1$, and the branching point $P$ with the coordinates $y = 1, z = 0, t = \infty$. The point $P$ is a Morse critical point for the function $x$. It means that the projection to the $x$-line considered as a branched cover has ramification of order two at $P$.

Consider also the function $w = \log x$. It is multi-valued, however, its differential is a well-defined meromorphic differential on $C$,

$$dw = \frac{dx}{x} = \frac{1 - y}{y} dy = -\frac{z}{z + 1} dz = \frac{dt}{t^2(t + 1)}. \quad (3-11)$$

Denote also by $D$ the vector field dual to this 1-form,

$$D = x\partial_x = \frac{y}{1 - y}\partial_y = -\frac{z + 1}{z}\partial_z = t^2(t + 1)\partial_t. \quad (3-12)$$

We regard (3-11) and (3-12) as a single meromorphic form and a single vector field on $C$ respectively, whose coordinate presentation depends on the chosen local coordinate. Remark that the form $dw$ vanishes at $P$, while the field $D$ has a simple pole at this point.

The inversion of (3-10) near the origin is given \[9, 11\] by the expansion

$$y = \sum_{\mu = 1}^{\infty} \frac{\mu^{\mu - 1}}{\mu!} x^\mu. \quad \text{It follows from (3-12) that for any integer } k \text{ the series}$$

$$\rho_k = \sum_{\mu = 1}^{\infty} \frac{\mu^{\mu + k}}{\mu!} x^\mu = D^{k+1}y$$

is a rational function on $C$. More explicitly, in the $t$-coordinate it is given for $k \geq 0$ by the recursion

$$\rho_0(t) = -1 - t, \quad \rho_{k+1}(t) = t^2(t + 1) \frac{d}{dt}(\rho_k(t)). \quad \text{It is a polynomial in } t:$$

$$\rho_k(t) = -k! t^{k+1} - \cdots - (2k - 1)!! t^{2k+1}.$$  

The degree of this polynomial is $2k+1$. Equivalently, one can say that $\rho_k$ considered as a meromorphic function on $C$ has pole of order $2k + 1$ at $P$. It follows that the linear span of the polynomials $\rho_k$ form a subspace of ‘approximately half’ dimension in the space of all polynomials in $t$. This subspace has a nice characterization that we describe now.
Denote by $\sigma$ the involution interchanging the sheets of the ramification defined by the function $x$ near the point $P$. The function $\sigma$ is holomorphic in a neighborhood of $P$ and its Taylor expansion can be computed from the equation

$$(3-13) \quad (1 + z) e^{-z} = (1 + \sigma(z)) e^{-\sigma(z)}.$$ 

Here are the first few terms of this expansion written in the coordinates $z$ and $t$, respectively:

$$\sigma(z) = -z + \frac{2}{3} z^2 - \frac{4}{9} z^3 + \frac{44}{135} z^4 - \frac{1040}{189} z^5 + \frac{405}{189} z^6 + \ldots$$

$$\tilde{\sigma}(t) = \frac{1}{\sigma(1/t)} = -t - \frac{2}{3} - \frac{4}{135 t^2} + \frac{8}{405 t^3} - \frac{8}{567 t^4} + \ldots$$

**Lemma 3.2.** For any $k \geq 0$ the principal part of the pole of $\rho_k(t)$ at the point $P$ is odd with respect to the involution $\sigma$. In other words, the function $\rho_k(t) + \rho_k(\tilde{\sigma}(t))$ is holomorphic at $P$.

**Proof.** For $k = 0$ the assertion is obvious since the principal part of any simple pole is odd. Now, arguing by induction, we assume that $\rho_k$ is represented in the form

$$\rho_k(t) = \eta_k(t) + F_k(t)$$

where $\eta_k(t) = \frac{1}{2}(\rho_k(t) - \rho_k(\tilde{\sigma}(t)))$ is odd and $F_k(t) = \frac{1}{2}(\rho_k(t) + \rho_k(\tilde{\sigma}(t)))$ is even and holomorphic at $P$. Then, by definition,

$$\rho_{k+1}(t) = D(\rho_k(t)) = D(\eta_k(t)) + D(F_k(t)).$$

The field $D$ is invariant with respect to the involution, therefore, it preserves the parity. It follows that $D(\eta_k(t))$ is odd, and $D(F_k(t))$ is even and the order of its pole at $P$ is at most 1. It follows that $D(F_k(t))$ is, in fact, holomorphic at $P$, which proves the lemma. \qed

### 3.3. The cut-and-join equation

Yet another way to collect Hurwitz numbers into a generating series is given by the expansion

$$G_{g,n}(p_1, p_2, \ldots) = \frac{1}{n!} \sum_{\mu_1, \ldots, \mu_n} \frac{h^*_{g,\mu_1, \ldots, \mu_n}}{b(g, \mu)^!} p_{\mu_1} \cdots p_{\mu_n}.$$ 

The series $G_{g,n}$ involves an infinite collection of variables $p_1, p_2, \ldots$ and all its terms are homogeneous of degree $n$. The relation between the two series $G_{g,n}$ and $H^*_{g,n}$ is obvious. In particular, $G_{g,n}$ can be obtained from $\frac{1}{n!} H^*_{g,n}$ by replacing every monomial $x_{1}^{a_1}\cdots x_{n}^{a_n}$ by the corresponding monomial $p_{\mu_1} \cdots p_{\mu_n}$.

The cut-and-join equation is a recursion on Hurwitz numbers obtained through the analysis of the cyclic type of the result of multiplication of a given permutation by a single transposition. In its original form [21], it is written as

$$2u \frac{\partial e^{G}}{\partial u} + \sum_{i=1}^{\infty} (i + 1) p_i \frac{\partial e^{G}}{\partial p_i} = \frac{1}{2} \sum_{a,b} \left( (a + b) p_a p_b \frac{\partial e^{G}}{\partial p_{a+b}} + u a b p_{a+b} \frac{\partial^2 e^{G}}{\partial p_{a} \partial p_{b}} \right)$$

where

$$G = \sum_{g,n} u^{g-1} G_{g,n}.$$
The same equation written in terms of the individual components $G_{g,n}$ is

\begin{equation}
(3-14) \quad (2g - 2 + n)G_{g,n} + \sum_{i=1}^{\infty} i p_i \frac{\partial G_{g,n}}{\partial p_i}
= \frac{1}{2} \sum_{a,b} \left( (a + b)p_a p_b \frac{\partial G_{g,n-1}}{\partial p_{a+b}} \right.
+ \left. ab p_{a+b} \left( \frac{\partial^2 G_{g-1,n+1}}{\partial p_a \partial p_b} + \sum_{g_1 + g_2 = g, n_1 + n_2 = n+1} \frac{\partial G_{g_1,n_1}}{\partial p_a} \frac{\partial G_{g_2,n_2}}{\partial p_b} \right) \right).
\end{equation}

Let us rewrite this equation in terms of the functions $H_{g,n}^\circ$. The operator $\sum_i i p_i \partial_{p_i}$ from the left hand side of the equation corresponds to the operator $\sum_i D_i$ acting on $H_{g,n}^\circ$ where

$$D_i = x_i \partial x_i = t_i^2 (t_i + 1) \partial t_i.$$ 

The action of the ‘cut’ operator $\sum (a + b)p_a p_b p_{a+b}$ in terms of the series $H_{g,n}^\circ$ results in the replacement of any monomial $x_{m+1}^\ell$ by the sum

$$\sum_{a+b=\ell} (a + b)x_j^a x_k^b = \frac{x_j x_k (x_j^{\ell-1} - x_k^{\ell-1})}{x_k - x_j}$$

$$= \frac{x_j}{x_k - x_j} \frac{\partial (x_j^{\ell})}{\partial x_k} + \frac{x_k}{x_j - x_k} \frac{\partial (x_j^{\ell})}{\partial x_j}$$

$$= \frac{x_j}{x_k - x_j} D_k (x_j^{\ell}) + \frac{x_k}{x_j - x_k} D_j (x_j^{\ell}).$$

In a similar way, the action of the ‘join’ operator $ab p_{a+b} \frac{\partial^2}{\partial p_a \partial p_b}$ results in the replacement of any monomial $x_j^a x_k^b$ by the monomial

$$ab x_j^a x_k^b = \left( x_m \frac{\partial (x_m^a)}{\partial x_m} \right) \left( x_m \frac{\partial (x_m^b)}{\partial x_m} \right) = D_m (x_m^a) D_m (x_m^b).$$

The relation between the indices $k,j$, and $m$ in the above considerations is not essential. One should only take care that the result is symmetric with respect to the permutations of the variables $x_1,...,x_n$.

The relation obtained from (3-14) in this way is presented below. In this relation $L$ denotes the collection of indices $L = \{1,2,...,n\}$, and $t_L = (t_1,...,t_n)$.

\begin{equation}
(3-15) \quad (2g - 2 + n)H_{g,n}^\circ (t_L) + \sum_{k=1}^{n} D_k H_{g,n}^\circ (t_L) 
= \frac{1}{2} \sum_{k \neq j} x_j x_k \frac{\partial}{\partial x_k} D_k H_{g,n-1}^\circ (t_L \setminus \{j\})
+ \frac{1}{2} \sum_{k=1}^{n} \left( D_k D_{n+1} H_{g-1,n+1}^\circ (t_L, t_{n+1}) \big|_{t_{n+1} = t_k} \right)
+ \sum_{g_1 + g_2 = g, A \sqcup B = L \setminus \{k\}} \sum_{A \sqcup B = L \setminus \{k\}} D_k H_{g_1,|A|+1}^\circ (t_k, t_A) D_k H_{g_2,|B|+1}^\circ (t_k, t_B),
\end{equation}

where the last summation is taken over the set of all possible partitions of the index set $L \setminus \{k\} = \{1,...,k-1,k+1,...,n\}$ into a disjoint union of two subsets, $A$ and $B$.

This relation can be regarded as a relation on the functions in either $x$ or $t$-variables, where $x_i$ and $t_i$ are related by (3-5). We consider this relation as the
'preliminary form' of the required cut-and-join equation. The final form is obtained by extracting unstable terms from the last summation corresponding to the functions $H_{0,1}^0$ and $H_{0,2}^0$ and combining these terms with the corresponding terms of the previous sums. Using (3-6), we find the coefficients of the recombined terms

$$1 - D_1 H_{0,1}^0(t_1) = - \frac{1}{t_1},$$

$$\frac{x_2}{x_1 - x_2} + D_1 H_{0,2}^0(t_1, t_2) = \frac{t_1^2 (1 + t_2)}{t_1 - t_2}.$$

We obtain thus the final form of the cut-and-join equation in the $t$-coordinates, see more details in [32]:

$$(2g-2+n)H_{g,n}^0(t_L) + \sum_{k=1}^n \left( - \frac{1}{t_k} \right) D_k H_{g,n}^0(t_L)$$

$$= \sum_{k \neq j} \frac{t_k^2 (1 + t_j)}{t_k - t_j} D_k H_{g,n-1}^0(t_L \setminus \{j\})$$

$$+ \frac{1}{2} \sum_{k=1}^n \left( D_k D_{n+1} H_{g-1,n+1}^0(t_L, t_{n+1}) \big|_{t_{n+1} = t_k} \right)$$

$$+ \sum_{g_1 + g_2 = g} \sum_{A \cup B = L \setminus \{k\}} D_k H_{g_1, |A| + 1}^0(t_k, t_A) D_k H_{g_2, |B| + 1}^0(t_k, t_B).$$

It is remarkable that the 'non-polynomial' summands are canceled out, and both sides of the relation proved to be polynomial in $t$-variables. As it is pointed out in [32], selecting the highest and the lowest degree terms of this formula one gets immediately the Virasoro constraints for the intersection numbers of $\psi$-classes on the moduli spaces of curves (see e.g. [10, 27, 41, 30, 28]) and the relation of the $\lambda_g$-formula [17, 18], respectively.

3.4. Reduction by symmetrization. The cut-and-join equation (3-16) can be used to determine $H_{g,n}^0$ inductively. However, in the presented form it is not very convenient since it is not clear how to invert the operator on the left hand side of the equation. It is not even obvious that the function $H_{g,n}^0$ obtained by this recursion is polynomial in $t$-variables. The following two key observations of [15] lead to a considerable simplification of (3-16):

1. The function $H_{g,n}^0$ is polynomial in each variable $t_i$, therefore, the whole information about this function is contained in the principal part of its pole at the point $P$ with respect to $t_i$. Let us stress that in [15] this polynomiality was derived from the ELSV formula, while in the present paper we have it independently due to the results of Section 2, as noted above.

2. The principal part of the pole of $H_{g,n}^0$ is odd with respect to the involution $\sigma$ on each $t_i$-line (as it follows from Lemma 3.2).

Consider the even summand of the principal part of the pole at $P$ of each term in (3-16) with respect to the first variable $t_1$. It follows that most of the terms will give trivial contribution to the result so that the whole equation will be considerably simplified.

It is more convenient for us to use a slight modification of this idea. Namely, set

$$\eta(t_1) = \sigma\left( \frac{1}{t_1} \right) - \frac{1}{t_1}.$$
This function is holomorphic at $P$ and odd with respect to the involution. Now, for any meromorphic function $f(t_1)$ we denote by 

$$\left[\frac{f(t_1)}{\eta(t_1)}\right]_1^-$$

the *odd residueless principal part* of the pole of the quotient $f/\eta$ at the point $P$. More explicitly, if we write the Laurent expansion

$$\frac{f(t_1) + f(\tilde{\sigma}(t_1))}{2\eta(t_1)} = \sum_{-\infty < i \leq N} a_i t_1^i$$

at $P$, then we set, by definition,

$$[f/\eta]_1^- = \sum_{i=2}^{N} a_i t_1^i.$$ 

From this definition we see that $[f/\eta]_1^-$ is a polynomial in $t_1$ divisible by $t_1^2$.

We apply the transformation $f(t_1) \mapsto [2f/\eta]_1^-$ to both sides of (3-16). This transformation annihilates any function in $t_1$ whose pole at $P$ has odd principal part. In particular, it annihilates $H_{g,n}(t_L)$ on the left hand side as well as all terms on both sides of the equality corresponding to the summation index $k$ different from 1.

Let us compute the action of this transformation on the term $-\frac{1}{t_1} D_1 H_{g,n}^\circ$ on the left hand side. For any meromorphic function $f(t_1)$ which is odd with respect to the involution we have

$$\left[\frac{-f(t_1) - f(\tilde{\sigma}(t_1))}{\eta(t_1)}\right]_1^- = f(t_1) - \frac{1}{\tilde{\sigma}(t_1)} = f(t_1).$$

Therefore, $\left[\frac{-2f(t_1)}{\eta(t_1)t_1}\right]_1^- = [f(t_1)]_1^-$. The function $D_1 H_{g,n}^\circ$ differs from such a function by a holomorphic summand that gives trivial contribution to the transformation. This implies

$$\left[-\frac{2}{\eta(t_1)t_1} D_1 H_{g,n}^\circ\right]_1^- = [D_1 H_{g,n}^\circ]_1^- = D_1 H_{g,n}^\circ.$$

We obtain finally the equation

(3-17)

$$D_1 H_{g,n}^\circ = \left[\left(\sum_{j=2}^{n} \frac{t_1^2(1 + t_j)}{t_1 - t_j} D_1 H_{g,n-1}^\circ(t_1, t_{L\setminus\{j\}}) + \frac{1}{\eta} D_1 D_{n+1} H_{g-1,n+1}^\circ(t_1, t_{L'}, t_{n+1}) \big|_{t_{n+1} = t_1} \right. \left. + \sum_{g_1 + g_2 = g, A; B; L'} \sum_{\text{stable}} D_1 H_{g_1, |A|+1}^\circ(t_1, t_A) D_1 H_{g_2, |B|+1}^\circ(t_1, t_B) \right)_1^-\right.$$ 

where $L' = L \setminus \{1\} = \{2, \ldots, n\}$.

In order to represent this equation in a more readable form, let us apply $\prod_{k=2}^{n} D_k$ to both its sides and observe that the expression inside the square brackets becomes algebraic with respect to the functions $W_{g,k}$ defined by (3-7). Moreover, the first term on the right hand side can be formally included into the last since we defined the contribution of the unstable terms as in Equations (3-8) and (3-9). With this notation, the result of the application of $\prod_{k=2}^{n} D_k$ to both sides of Equation (3-17) takes the form of the following recursive relation on $W_{g,n}$. 


Proposition 3.3. The function $W_{g,n}$ defined by (3-7)-(3-9) satisfies the recursive equation

$$W_{g,n}(t_1, t_{L'}) = \left[ \frac{1}{\eta(t_1)} \widetilde{W}(t_1, t_1; t_{L'}) \right]_1^{-},$$

where $L' = \{2, \ldots, n\}$, $t_{L'} = (t_2, \ldots, t_n)$, and

$$(3-18) \quad \widetilde{W}_{g,n}(u, v; t_{L'}) = W_{g-1,n+1}(u, v, t_{L'})$$

$$+ \sum_{g_1 + g_2 = g \text{ A} \cup \text{B} = L'} W_{g_1,|A|+1}(u, t_A) W_{g_2,|B|+1}(v, t_B).$$

Remark 3.4. If $f(t_1)$ is a meromorphic function whose pole at $P$ has odd principal part then for any other function $g$ we have

$$\left[ \frac{f(t_1)g(t_1)}{\eta(t_1)} \right]_1^{-} + \left[ \frac{f(t_1)g(\tilde{\sigma}(t_1))}{\eta(t_1)} \right]_1^{-} = \left[ \frac{f(t_1)(g(t_1) + g(\tilde{\sigma}(t_1)))}{\eta(t_1)} \right]_1^{-} = 0$$

since $(g(t_1) + g(\tilde{\sigma}(t_1))) / \eta(t_1)$ is odd. Therefore, $W_{g,n}$ can equivalently be obtained by the either of the following relations

$$W_{g,n}(t_1, t_{L'}) = - \left[ \frac{1}{\eta(t_1)} \widetilde{W}_{g,n}(t_1, \tilde{\sigma}(t_1); t_{L'}) \right]_1^{-}$$

$$= \left[ \frac{1}{\eta(t_1)} \widetilde{W}_{g,n}(\tilde{\sigma}(t_1), \tilde{\sigma}(t_1); t_{L'}) \right]_1^{-}.$$

3.5. Residual formalism. The coefficient $f_k$ of the meromorphic function $f(t_1) = \sum_{-\infty < i \leq N} f_i t_1^i$ can be extracted by taking the residue

$$f_k = \text{Res}_{z=0} \left( f\left(\frac{1}{z}\right) z^{k-1} \, dz \right).$$

It follows that the whole residueless principal part of the pole of $f$ is given by

$$(3-19) \quad \sum_{k=2}^{N} f_k t_1^k = \text{Res}_{z=0} \left( f\left(\frac{1}{z}\right) \sum_{k=2}^{\infty} t_1^k z^{k-1} \, dz \right) = \text{Res}_{z=0} \left( f\left(\frac{1}{z}\right) \frac{t_1^2 z}{1-t_1 z} \, dz \right).$$

Similarly, for the function $\tilde{f}(t_1) = f(\tilde{\sigma}(t_1)) = \sum_{-\infty < i \leq N} \tilde{f}_i t_1^i$ we get

$$(3-20) \quad \sum_{k=2}^{N} \tilde{f}_k t_1^k = \text{Res}_{z=0} \left( f\left(\frac{1}{\sigma(z) z}\right) \frac{t_1^2 z}{1-t_1 z} \, dz \right)$$

$$= \text{Res}_{z=0} \left( f\left(\frac{1}{z}\right) \frac{t_1^2 \sigma(z)}{1-t_1 \sigma(z) z} \, dz \right) = \text{Res}_{z=0} \left( f\left(\frac{1}{z}\right) \frac{t_1^2 \sigma(z)}{1-t_1 \sigma(z)} \frac{z}{1+z} \frac{1+\sigma(z)}{\sigma(z)} \, dz \right).$$

We used here the equality

$$\frac{z \, dz}{1+z} = \frac{\sigma(z) \, dz}{1+\sigma(z)}$$

that follows from Equation (3-13).

Combining (3-19) and (3-20) we obtain a residual formula for the odd residueless principal part of the pole of a function:

$$[f(t_1)/\eta(t_1)]_1^{-} = - \text{Res}_{z=0} \left( K(z, t_1) f(1/z) \right)$$

where

$$(3-21) \quad K(z, t_1) = \frac{1}{2\eta(1/z)} \left( \frac{t_1^2 z}{1-t_1 z} - \frac{t_1^2 \sigma(z)}{1-t_1 \sigma(z)} \frac{z}{1+z} \frac{1+\sigma(z)}{\sigma(z)} \right) \, dz$$

$$= \frac{t_1^2 (1+t_1)}{2(1-t_1)(1-\sigma(z) t_1)} \frac{z \, dz}{z+1}.$$
This, substituted into the recursive formulas of Proposition 3.3 and Remark 3.4, directly gives Theorem 3.1.

4. Spectral curve topological recursion/Givental correspondence revisited

In this section we review the correspondence between spectral curve topological recursion and Givental theory established in [12]. We use it in the next section to prove the equivalence between the Bouchard-Marino conjecture and the ELSV formula. This way we obtain a new proof of the ELSV formula, using the new independent proof of the Bouchard-Marino conjecture from the previous section.

4.1. Givental formula. Let $H$ be a Frobenius algebra, that is, a finite-dimensional commutative associative algebra over $\mathbb{C}$ with a unit denoted by $1 \in H$, equipped with a linear function $\ell : H \to \mathbb{C}$ such that the symmetric bilinear form given by $\langle a, b \rangle = \ell(ab)$ is non-degenerate. A typical example is the (even part of the) cohomology ring of a complex compact manifold. Its dimension will be denoted by $N = \dim H$. Fix a basis $e_1, \ldots, e_N$ in $H$.

Consider also an element of the Givental upper triangular twisted loop group, that is, a formal series of the form $R(z) = 1 + \sum_{k=1}^{\infty} R_k z^k$, $R_k \in \text{End}(H)$, satisfying $R(z) R^*(-z) = 1$.

In terms of the Lie algebra element $r(z) = \log(R(z))$, $R(z) = \exp r(z)$, the last relation can be equivalently rewritten as $r(z) + r^*(-z) = 0$.

To this data (a Frobenius algebra and an element $R$ of the upper triangular group) Givental associates a formal Gromov-Witten potential $F$, a formal series in an infinite number of variables $t_{k\nu}$, $k = 0, 1, 2, \ldots$, $\nu = 1, 2, \ldots, N$, and one extra variable $\hbar$, defined by the formula

\begin{equation}
\hat{e}^{\hbar F} = \hat{R} e^{\hbar F_{\text{top}}}, \quad \hat{R} = e^{\hat{r}},
\end{equation}

where $F_{\text{top}}$ is the potential of the topological field theory associated with the Frobenius algebra $H$, and $\hat{r}$ is a second-order differential operator obtained from $r(z)$ by a procedure of `quantization of quadratic Hamiltonians', see details in [23].

A choice of basis in $H$ is not essential. A change of the basis leads to a linear change of variables in the potential of the form $t_{k\nu} \mapsto \sum_{\mu=1}^{N} \Psi_{\nu}^{\mu} t_{k\mu}$ where $\Psi$ is the matrix of the change of basis. In other words, we can treat $F$ as a formal function on $H \otimes H \otimes \ldots$.

It was observed in [19, 26] that the potential $F$ constructed this way is, in fact, a descendant potential of a certain cohomological field theory. Moreover, it is proved in [39] that the descendant potential of any semi-simple cohomological field theory can be represented in such form.

4.2. Spectral curve topological recursion. Spectral curve topological recursion is a formal procedure leading to a family of certain differentials $w_{g,n}$ associated with a plane complex curve. They were introduced originally for particular curves in relation to matrix models in mathematical physics [1, 2, 6, 7, 8], then the procedure was formalized for arbitrary abstract curves [16, 37].

Let $C \subset \mathbb{C}^2$ be a smooth complex curve on the plane with coordinates $x, y$. Let $a_1, \ldots, a_N \in C$ be the critical points of the coordinate function $x$. The construction of the differentials $w_{g,n}$ requires the study of the curve in a neighborhood of these points, therefore, it is sufficient to assume that instead of $C$ we have a union of $N$
small discs centered at the points $a_i$, $i = 1, \ldots, N$, or even the union of formal neighborhoods of these points. Respectively, by a function or differential form (holomorphic or meromorphic) on $C$ we mean a collection of germs of functions or differential forms at the points $a_i$ or even a collection of formal Laurent series at these points.

Assume that each point $a_i$ is a Morse critical point of the function $x$, that is, $x$ is a ramified covering with a ramification of order 2 at $a_i$. Let $\sigma$ be the holomorphic involution on $C$ interchanging the branches of the function $x$ near $a_i$. In order to simplify notations, for any function or differential form $\alpha$ we denote $\overline{\alpha} = \sigma^* \alpha$. With this notation the involution is given by $\sigma: (x, y) \mapsto (x, \overline{y})$. Remark that this bar sign has nothing to do with the complex conjugation in the present context.

Remark also that the form $\overline{\alpha}$ is defined in a neighborhood of the point $a_i$ only, even if the form $\alpha$ is globally defined.

On top of that, assume that we are given a 2-point differential $B(z_1, z_2)$ (referred to as Bergman kernel in some papers), that is, a meromorphic symmetric 2-differential on $C \times C$ representable near $a_i \times a_j \in C \times C$ in the form

$$B(z_1, z_2) = \delta_{i,j} \frac{dz_1^{(i)} dz_2^{(j)}}{(z_1^{(i)} - z_2^{(j)})^2} + B_{\text{reg}}^{(i,j)}(z_1^{(i)}, z_2^{(j)})$$

where $z^{(i)}$ is a local coordinate on $C$ near $a_i$ and where $B_{\text{reg}}^{(i,j)}(z_1^{(i)}, z_2^{(j)})$ is holomorphic at $a_i \times a_j$.

The spectral curve $n$-point functions $w_{g,n}$, $g \geq 0$, $n \geq 1$, are meromorphic $n$-differentials on $C^{\times n}$ defined inductively by the following formulas:

$$w_{0,1}(z) = 0, \quad w_{0,2}(z_1, z_2) = B(z_1, z_2),$$

and for $2g - 2 + n > 0$,

$$w_{g,n}(z_1, z_2, \ldots, z_n) = -\sum_{i=1}^{N} \text{res}_{z = a_i} \left( \frac{\bar{w}_{g,n}(z', z_i, z_{i+1}, \ldots, z_n)}{2 \mu(z')} \int_{z'} B(z, \cdot) \right),$$

where $\mu$ is the 1-form $\mu := y \, dx - \bar{y} \, dx$ defined in a neighborhood of the union of points $a_i$, and where

$$\bar{w}_{g,n}(z', z'' \ldots, z_K) = w_{g-1,n+1}(z', z'', z_K) + \sum_{g_1 + g_2 = g, I \cup J = K} w_{g_1,|I|+1}(z', z_I) w_{g_2,|J|+1}(z'', z_J).$$

We used here notation $K = \{2, \ldots, n\}$, and $u_I = (u_{i_1}, \ldots, u_{i_{|I|}})$ for any subset $I = \{i_1, \ldots, i_{|I|}\} \subset K$.

**Remark 4.1.** We collect here several important remarks clarifying the meaning of all these formulas.

1. Consider the following operator $\alpha \mapsto P\alpha$ acting on the space of meromorphic 1-forms,

$$\langle P\alpha \rangle(z) = \sum_{i=1}^{N} \text{res}_{z = a_i} \left( \frac{\alpha(z')}{2} \int_{z'} B(z, \cdot) \right).$$

Denote by $L$ the image of this operator. Then the operator $P$ is the projection to the subspace $L$, that is, it is identical on $L$. The kernel of $P$ is generated by holomorphic and by even (in the sense of local automorphism $\sigma$) meromorphic 1-forms.

2. It follows that the 1-form in $z$ on the right hand side of (4-2) belongs to $L$. In other words, the invariants $w_{g,n}$ can be regarded as tensors $w_{g,n} \in L^{\otimes n}$ (for $(g, n) \neq (0, 2)$). These tensors are symmetric and polynomial. The
last property means that \( w_{g,n} \) belongs to the corresponding tensor product space itself, not just to its completion.

(3) The data contained in the collection of invariants \( w_{g,n} \) can be collected in a single potential \( F = \sum h^g F_g \) such that the symmetric tensor \( w_{g,n} \) is identified with the \( n \)th homogeneous term of the Taylor expansion of \( F_g \),

\[
\frac{\partial^g F_g}{\partial t_{a_1} \cdots \partial t_{a_n}} \bigg|_{t=0} d\xi_{a_1} \otimes \cdots \otimes d\xi_{a_n}.
\]

Here \( \{d\xi_{a}\}_{a \in A} \) is some chosen basis in \( L \), and \( t = \{t_{a}\}_{a \in A} \) is the set of formal variables labeled by the same set of indices. The coordinate expression of the potential \( F \) depends on a choice of the basis in \( L \). A different choice of the basis leads to the corresponding linear change of coordinates in \( F \). Otherwise, \( F \) can be regarded as a formal function on the infinite dimensional space \( L^* \); with this treatment of the potential, it is invariantly defined and independent of any basis.

(4) The dual space \( V = L^* \) can be identified with the space of odd holomorphic 1-forms. The pairing is given by

\[
(\alpha, \beta) = \sum_{\nu=1}^{N} \text{res}_{z=a_{\nu}} (\alpha \int \beta), \quad \alpha \in L, \quad \beta \in V.
\]

If \( \{d\xi_{a}\}_{a \in A} \) is any basis in \( L \) and \( \{d\xi_{a}\}_{a \in A} \) is the dual basis in \( V = L^* \), then there is an asymptotic expansion

\[
\frac{1}{2} (B(z, w) - B(z, \overline{w})) = \sum_{\alpha \in A} d\xi_{\alpha}(z) d\xi^{\alpha}(w).
\]

This expansion takes place as \( w \to a_{i}, |w - w(a_i)| \ll |z - z(a_i)| \).

(5) It follows, in particular, that the subspace \( L \) is spanned by the coefficients of the Taylor expansion of the antisymmetrized Bergman kernel \( \frac{1}{2} (B(z, w) - B(z, \overline{w})) \) with respect to the second argument \( w \) at the points \( a_{i} \).

4.3. Givental action as spectral curve topological recursion. Here we formulate in a refined way the result of [12] in the case \( N = 1 \).

Let \( C \) be a curve on the \((x, y)\)-plane as above. Consider the following operator acting in the space of meromorphic 1-forms,

\[
\mathcal{D} : \alpha \mapsto d \left( \frac{\alpha}{dx} \right).
\]

This operator commutes with the action of the involution \( \sigma, \mathcal{D} \overline{\alpha} = \overline{\mathcal{D} \alpha} \). Set

\[
d\xi^{k} := D^{-k} dy, \quad k = 0, 1, 2, \ldots.
\]

The forms \( d\xi^{k} \) are holomorphic in a neighborhood of the point \( a_{1} \). There is an ambiguity in the choice of integration constants appearing in the inversion of \( D \). Different choices of these constants lead to forms that differ by a holomorphic and even (with respect to the involution \( \sigma \)) summand. It follows that the odd parts of these forms

\[
\frac{1}{2} (d\xi^{k} - d\xi^{k}), \quad k = 0, 1, 2, \ldots.
\]

are independent of any choice. Moreover, these odd forms form a basis in the space of odd holomorphic forms. Let us take the antisymmetrized Bergman kernel \( \frac{1}{2} (B(z, w) - B(z, \overline{w})) \), develop it over the obtained basis, and denote by \( d\xi_{k} \) the coefficients of this expansion:

\[
\frac{1}{2} (B(z, w) - B(z, \overline{w})) = \sum_{k=0}^{\infty} d\xi_{k}(z) \frac{d\xi^{k}(w) - d\xi^{k}(w)}{2}.
\]
This asymptotic expansion takes place as \( w \to 0, \ |w| \ll |z| \) where \( z \) is a local holomorphic coordinate on \( C \) near the point \( a_1 \). The form \( d\xi_k \) defined by this expansion is meromorphic with a pole of order \( 2k + 1 \) at \( z = 0 \).

**Definition 4.2.** The Bergman kernel is said to be compatible with the operator \( \mathcal{D} \) if the introduced meromorphic forms \( d\xi_k \) are given explicitly by \( d\xi_k = (-1)^{k+1}D^{k+1}d\xi^0 \).

The following criterion simplifies the verification of the compatibility condition.

**Lemma 4.3.** Assume that the Bergman kernel satisfies the identity
\[
(D_z + D_w) B(z, w) = -D_z d\xi^0(z) D_w d\xi^0(w).
\]
Then it is compatible with \( \mathcal{D} \).

**Proof.** Applying the expansion (4.4) we get
\[
0 = (D_z + D_w) \frac{B(z, w) - B(z, w)}{2} + D_z d\xi^0(z) \frac{D_w d\xi^0(w) - d\xi^0(w)}{2}
\]
\[
= \sum_{k=0}^{\infty} (D_z d\xi_k(z) + d\xi_{k+1}(z)) \frac{d\xi^k(w) - d\xi^k(w)}{2}
\]
\[
+ (D_z d\xi_0(z) + d\xi_0(z)) \frac{D_w d\xi^0(w) - d\xi^0(w)}{2}.
\]
This equality is equivalent to the system of equations \( d\xi_0 = -Dd\xi^0 \), \( d\xi_{k+1} = -Dd\xi_k \), that is, \( d\xi_k = (-1)^{k+1}D^{k+1}d\xi^0 \), as required. \( \square \)

Now, assume that the Bergman kernel is compatible with \( \mathcal{D} \). Introduce the local coordinate \( s \) on the curve near the point \( a_1 \) from the relation \( dx = s ds \), that is,
\[
s = \sqrt{2(x - x(a_1))}.
\]
This coordinate is defined up to a sign, and the involution in this coordinate is given simply by \( \bar{s} = -s \). Consider the expansion of the odd part of the form \( dy \) in this coordinate,
\[
\frac{1}{2}(dy - d\bar{y}) = ds + \sum_{k=1}^{\infty} R_k \frac{s^{2k} ds}{(2k - 1)!!}.
\]

We can now formulate the main result of [12] for the case of \( N = 1 \).

**Theorem 4.4.** If the Bergman kernel is compatible with the operator \( \mathcal{D} \), then the spectral curve \( n \)-point functions are the \( n \)-point correlator functions of a certain formal GW potential \( F(t_0, t_1, \ldots) = \sum \hbar^g F_g \),
\[
w_{g,n} = \sum_{k_1, \ldots, k_n} \frac{\partial^g F_g}{\partial t_{k_1} \cdots \partial t_{k_n}} \bigg|_{t=0} d\xi_{k_1} \otimes \cdots \otimes d\xi_{k_n}.
\]

Moreover, this GW potential is given by the Givental formula (4.1) with the Witten-Kontsevich potential for \( F_{\text{top}} \) and with the element \( R(z) = 1 + R_1 z + R_2 z^2 + \ldots \) of the upper triangular group whose components \( R_k \) are determined by the expansion (4.5).

5. New proof of the ELSV formula

In the present section we prove the equivalence of the Bouchard-Mariño formula and the ELSV formula with the help of the Givental-topological recursion correspondence reviewed in the previous section. Note that this equivalence was already proved by Eynard in [14], see also [38].

From this equivalence, using our new proof of the Bouchard-Mariño conjecture (Theorem 3.1), we obtain a new proof of the ELSV formula.
5.1. **Hodge class.** The total Hodge class $\Lambda_g = 1 - \lambda_1 + \cdots + (-1)^g \lambda_g \in H^*(\mathcal{M}_{g,n})$ provides the simplest non-trivial example of a cohomological field theory (of dimension $N = 1$). It follows that its potential, the generating function for Hodge integrals,

$$F(h, t_0, t_1, \ldots) = \sum_{g,n} \frac{h^g}{n!} \sum_{k_1, \ldots, k_n} \int_{\mathcal{M}_{g,n}} \Lambda_g \psi_1^{k_1} \cdots \psi_n^{k_n} t_{k_1} \cdots t_{k_n}$$

is a formal GW potential. Indeed, Mumford’s formula [33] for the Chern characters of the Hodge bundle rewritten in terms of intersection numbers has exactly the form (4-1) with the Witten-Kontsevich potential for the series $F^{\text{top}}$ and the following element of the upper triangular group

$$R(z) = \exp \left( \sum_{n=1}^{\infty} \frac{B_{2n}}{2n} (2n - 1)z^{2n-1} \right) = 1 + \frac{1}{12} z + \frac{1}{288} z^2 - \frac{139}{51840} z^3 + \ldots,$$

where $B_n$ is the $n$th Bernoulli number. The operator $\hat{R} = \exp \left( \sum_{n=1}^{\infty} \frac{B_{2n}}{2n} (2n - 1)\frac{z^{2n-1}}{2n} \right)$ corresponding to this element acts by

$$\hat{z}^{2n-1} = -\frac{\partial}{\partial t_{2n}} + \sum_{i=0}^{\infty} t_i \frac{\partial}{\partial t_{i+2n-1}} - \frac{1}{2} \sum_{i+j=2n-2} (-1)^i \frac{\partial^2}{\partial t_i \partial t_j}.$$

In the definition of this operator, we use a convention which differs by the sign from that of the original paper [23].

5.2. **BM-ELSV equivalence.** Consider the Lambert curve (3-10)

$$\hat{x} = \hat{y} - \log(1 + \hat{y}), \quad d\hat{x} = \frac{\hat{y} d\hat{y}}{1 + \hat{y}},$$

which is given here in logarithmic coordinates

$$\hat{x} = -1 - \log x, \quad \hat{y} = -1 + y.$$

For this curve, the standard Bergman kernel $B(\hat{y}_1, \hat{y}_2) = \frac{d\hat{y}_1 d\hat{y}_2}{(\hat{y}_1 - \hat{y}_2)^2}$ is compatible with the operator $\mathcal{D}$. Indeed, we have

$$(\mathcal{D}_{\hat{y}_1} + \mathcal{D}_{\hat{y}_2}) \frac{d\hat{y}_1 d\hat{y}_2}{(\hat{y}_1 - \hat{y}_2)^2} = \frac{\hat{y}_1}{\hat{y}_1 (\hat{y}_1 - \hat{y}_2)^2} + \frac{\hat{y}_2 (1 + \hat{y}_2)}{\hat{y}_2 (\hat{y}_1 - \hat{y}_2)^2}$$

$$= \frac{d\hat{y}_1 d\hat{y}_2}{\hat{y}_1^2 \hat{y}_2^2} = -\mathcal{D}_{\hat{y}_1} d\hat{y}_1 \mathcal{D}_{\hat{y}_2} d\hat{y}_2.$$

Therefore, by Lemma 4.3 and Theorem 4.4, the spectral curve $n$-point functions in this case are the correlation functions of a certain formal GW potential. Moreover, this potential is obtained from the Kontsevich-Witten potential by the action of the element $R(z) = 1 + \sum R_k z^k$ of the Givental group whose coefficients are determined by the expansion

$$\frac{d}{ds} \frac{\hat{y}(s) - \hat{y}(-s)}{2} = 1 + \sum_{k=1}^{\infty} \frac{R_k}{(2k)!} s^{2k},$$

where the function $\hat{y}(s)$ is given by the implicit equation

$$s = \sqrt{2 (\hat{y} - \log(1 + \hat{y})).}$$

It is proved in [5] that these coefficients are the same as those given by the expansion (5-1).
This means that for our spectral curve we have

\begin{equation}
(5-2) \quad w_{g,n} = \sum_{k_1,\ldots,k_n} \frac{\partial^n F_g}{\partial t_{k_1} \cdots \partial t_{k_n}} \bigg|_{t=0} (d\xi_{k_1})_1 \cdots (d\xi_{k_n})_n \\
= \sum_{k_1,\ldots,k_n} \left( \int_{M_{g,n}} \Lambda_g \psi_1^{k_1} \cdots \psi_n^{k_n} \right) \prod_{i=1}^{\infty} \sum_{\mu_i=1}^{\infty} \frac{\mu_i^{\mu_i+k_i+1}}{\mu_i!} x_i^{\mu_i-1} dx_i \\
= \sum_{\mu_1,\ldots,\mu_n} \left( \int_{M_{g,n}} \frac{\Lambda_g}{\prod_{i=1}^{\infty} (1-\mu_i \psi_i)} \right) \prod_{i=1}^{\infty} \frac{\mu_i^{\mu_i+1}}{\mu_i!} x_i^{\mu_i-1} dx_i.
\end{equation}

Here we used the fact that in our case

\begin{equation}
(5-2) \quad d\xi_k = (-1)^{k+1} D^{k+1} \tilde{y} = d \left( x \frac{d}{dx} \right)^{k+1} y \\
= d \left( x \frac{d}{dx} \sum_{\mu=1}^{\infty} \frac{\mu^{\mu-1}}{\mu!} x^\mu \right) = \sum_{\mu=1}^{\infty} \frac{\mu^{\mu+k+1}}{\mu!} x^{\mu-1} dx.
\end{equation}

Note that the Bouchard-Marino conjecture may be written as

\begin{equation}
(5-3) \quad w_{g,n} = \sum_{\mu_1,\ldots,\mu_n} \frac{h^o_{g,\mu_1,\ldots,\mu_n}}{b(g,\mu)!} \mu_1 \cdots \mu_n x_1^{\mu_1-1} \cdots x_n^{\mu_n-1} dx_1 \cdots dx_n,
\end{equation}

while the ELSV formula states that

\begin{equation}
(5-4) \quad h^o_{g,\mu_1,\ldots,\mu_n} = b(g,\mu)! \left( \int_{M_{g,n}} \frac{\Lambda_g}{\prod_{i=1}^{\infty} (1-\mu_i \psi_i)} \right) \prod_{i=1}^{\infty} \frac{\mu_i^{\mu_i}}{\mu_i!}.
\end{equation}

We immediately see that formula (5-2) directly implies the following

**Theorem 5.1.** The Bouchard-Marino conjecture and the ELSV formula are equivalent.

This means that we have a new proof of the ELSV formula, since we proved the Bouchard-Marino conjecture independently in Section 3. Note that the Bouchard-Marino conjecture as given in Theorem 3.1 is equivalent to formula (5-3), if one takes into account the topological recursion formula for $w_{g,n}$, given by Equations (4-2) and (4-3).
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