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Abstract

In this paper, we furnish van der Corput types estimates for oscillatory integrals with respect to a large parameter, where the phase is allowed to have a stationary point of real order and the amplitude to have an integrable singularity. The resulting estimates show explicitly the influence of these two particular points on the decay. These results are then applied to the solutions of a family of dispersive equations whose generators are Fourier multipliers. We explore the effect of a limitation to compact frequency bands and of singular frequencies of the initial condition on the decay. Uniform estimates in space-time cones as well as $L^\infty$-norm estimates are furnished and the optimality of the decay rates is proved under certain hypotheses. Moreover the influence of a growth limitation at infinity of the symbols on the dispersion is exhibited.
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0 Introduction

The asymptotic behaviour of solutions of dispersive equations can sometimes be derived from estimates of oscillatory integrals with respect to a large parameter. The van der Corput Lemma [15, p. 332] permits to control oscillatory integrals in terms of the phase function and the amplitude if they are regular, exhibiting the decay when the large parameter tends to infinity. In view of applications to certain dispersive equations, many adaptations of this result were developed in the literature (see for example [6], [7], [11]).

In the present paper, an extension is proposed: the phase function is allowed to have a

∗Université Lille 1, Laboratoire Paul Painlevé, CNRS U.M.R 8524, 59655 Villeneuve d’Ascq Cedex, France. Email: florent.dewez@math.univ-lille1.fr
stationary point of real order and a frequency of the compact integration interval can be an integrable singularity of the amplitude. We provide estimates showing in an explicit way the influence of the order of the stationary point and of the strength of the singularity on the decay. The results are then applied to the solutions of a family of evolution equations, whose generators are Fourier multipliers. For specific initial conditions, we furnish $L^\infty$-norm estimates as well as uniform estimates in certain space-time cones. These results show in which way the initial data and the symbol may affect the dispersion of the solution. In particular, this paper combined with \cite{3} and \cite{4} solves the open problem of the optimal $L^\infty$-decay rate for the free Schrödinger equation on the line with initial conditions whose Fourier transforms have certain absolutely integrable singularities.

Consider the following evolution equation

$$\begin{cases}
\left[ i \partial_t - f(D) \right] u(t, x) = 0 \\
u(0, x) = u_0(x)
\end{cases},$$

for $t > 0$ and $x \in \mathbb{R}$, where the symbol $f$ belongs to $C^\infty(\mathbb{R})$ and all the derivatives grow at most as a polynomial at infinity. In \cite{7}, the authors consider symbols of the form $f(p) = |p|^\rho + R(p)$, where $\rho \geq 2$ and $R$ is a regular real-valued function whose growth at infinity is controlled in a certain sense by $|p|^{\rho-1}$. They remark that the operator $u_0 \in L^2(\mathbb{R}) \mapsto u(t, \cdot) \in L^2(\mathbb{R})$ is unitary for all $t > 0$ and, using a van der Corput type lemma, they establish the following estimate,

$$\|u(t, \cdot)\|_{L^\infty(\mathbb{R})} \leq C_1 t^{-\frac{1}{\rho}} \|u_0\|_{L^1(\mathbb{R})},$$

for a certain constant $C_1 > 0$, showing the dispersive nature of the equation. A Strichartz type estimate is then derived, leading to the following $L^\infty$-norm estimate in the case $u_0 \in L^2(\mathbb{R})$,

$$\|u(t, \cdot)\|_{L^\infty(\mathbb{R})} \leq C_2 t^{-\frac{1}{\rho}} \|u_0\|_{L^2(\mathbb{R})},$$

for a certain constant $C_2 > 0$. Now consider for example initial conditions $u_0$ satisfying

$$\forall \, p \in \mathbb{R} \quad \mathcal{F}u_0(p) = p^{\mu-1} \chi_{[0,1]}(p),$$

with $\mu \in (0, 1]$; here $\mathcal{F}u_0$ refers to the Fourier transform of $u_0$ and $\chi_{[0,1]}$ is the characteristic function of $[0, 1]$. Under this assumption, $u_0$ is a smooth function which never belongs to $L^1(\mathbb{R})$ and belongs to $L^2(\mathbb{R})$ if and only if $\mu \in \left( \frac{1}{2}, 1 \right]$. The above results do not treat such an initial data when $\mu \in \left( 0, \frac{1}{2} \right]$ and hence the question of the $L^\infty$-time decay rate for the above problem when $\mu \in \left( 0, \frac{1}{2} \right]$ seems to be open.

Now let us recall the results that we obtained in \cite{3} and \cite{4}. We considered the above evolution equation in the case $f(p) = p^2$, in other words the free Schrödinger equation on the line. We explored the influence of initial conditions in a compact frequency band with a singular frequency at one of the endpoints of the band (as for example \cite{11}) on the dispersion. Employing a slightly improved version of the stationary phase method of A.
Erdélyi [10, Section 2.8], we provided asymptotic estimates to one term of the solution and showed that it tends to be concentrated in a space-time cone generated by the frequency band; this phenomenon was already pointed out in [5] in another context. Furthermore, we found out that the singular frequency has globally an effect on the decay, in particular in regions containing the direction given by the singularity. The stationary phase method permits to obtain the optimal decay rates in certain space-time cones but can not cover the whole space-time, since certain regions remain uncontrolled. This is due to the fact that the first terms and the remainder of the asymptotic estimates to one term are not uniformly bounded.

Our aim in this paper is to complete our preceding results by estimating the solution in arbitrary space-time cones, even in cones containing the forbidden regions of [3] and [4], as well as in the whole space-time, in the case of general symbols \( f \) verifying \( f'' \neq 0 \). In particular, the general results furnish an answer to the above open problem for initial conditions \( u_0 \) in a compact frequency band with an integrable singular frequency, including the case of the free Schrödinger equation which was partially solved in [3] and [4].

In Section 1, we consider oscillatory integrals with respect to the large parameter \( \omega \) of the type

\[
\int_{p_1}^{p_2} U(p) e^{i\omega \psi(p)} \, dp.
\]

The amplitude \( U \) can be singular at \( p_1 \); factorizing the singularity, \( U \) can be written as follows,

\[
U(p) = (p - p_1)^{\mu - 1} \tilde{u}(p),
\]

where \( \mu \) is supposed to belong to \( (0, 1) \) and \( \tilde{u} \) is called the regular part of the amplitude.

The phase function \( \psi \) is allowed to have a unique stationary point \( p_0 \) of real order; more precisely, we suppose the factorization

\[
\psi'(p) = |p - p_0|^{\rho - 1} \tilde{\psi}(p),
\]

where \( \rho \) is larger than 1 and \( \tilde{\psi} \), which satisfies \( |\tilde{\psi}(x)| > 0 \) for any \( x \in [p_1, p_2] \), is called the non-degenerate part of the phase. For example, smooth functions with vanishing first derivatives are included. The idea of supposing these factorizations, which is well suited for the formulation of the results, has been inspired by [10].

We furnish van der Corput type estimates of these integrals with explicit dependence of the decay rate on the order of the stationary point and of the singularity. In the first results, the phase function is assumed to have a stationary point \( p_0 \) which is either inside or outside the domain of integration, and we give estimates of the above integral which are uniform with respect to the position of \( p_0 \). To establish these uniform estimates, we combine the classical method [15, p. 332] with the above hypotheses of the phase and of the amplitude. This procedure takes into account the possibility that the derivative of the phase function can be vanishing inside the domain of integration but also arbitrarily close to zero if the stationary point is outside and potentially close to \([p_1, p_2]\). In the last result, we furnish another estimate of the oscillatory integral in the case of the absence of a stationary point inside \([p_1, p_2]\); here we give up the uniformity of the constant in view...
of a better decay rate. In this situation, the assumptions of the phase can be relaxed as compared with the two previous results.

In Section 2, we consider Fourier solution formulas for a class of initial value problems defined by Fourier multipliers. We are interested in the influence of the initial data and of the symbol on the decay. Thanks to a rewriting of the solution as an oscillatory integral with respect to time, inspired by [3] and [4], the results of Section 1 are applicable. Firstly we show that an initial data having a Fourier transform with a compact support diminishes the time-decay of the solution in a cone related to this support. Then the influence of a singular frequency is explored: the decay rate is strongly affected in cones containing the space-time direction given by the singular frequency, diminishing the $L^\infty$-norm time decay. Finally we show that a limited growth of the symbol of the Fourier multiplier restricts the domain of influence of the stationary point on the decay. It follows that the solution tends faster to 0 outside a certain cone, which depends only on the symbol, than inside.

In the last section, we state and prove two basic lemmas which are used in Section 1 and Section 2.

Finally let us comment on the related literature. In [14], the authors state the $L^1 - L^\infty$ estimate for the unitary group generated by the free Hamiltonian. Using interpolation, they obtain the well-known $L^p - L^q$ estimates for the free Schrödinger equation on $\mathbb{R}^n$.

The first Strichartz type estimates are established in [16] in the case of the free Schrödinger equation and the wave equation. Using complex analysis, the author provides estimates of the $L^2(S)$-norm of Fourier transforms of functions belonging to $L^q(\mathbb{R}^n)$, for some $q \geq 1$, where $S$ is a quadratic surface. These considerations lead to the above mentioned estimates.

The authors of [13] apply the van der Corput lemma to the solution formulas of the wave equation equation and the Klein-Gordon equation on $\mathbb{R}^n$ to derive $L^\infty$-estimates.

A similar result was obtained in [1] in the case of the Klein-Gordon equation on $\mathbb{R}$ with constant but different potential on the two half-axes. The author uses a spectral theoretic formula in order to apply the van der Corput lemma to the solution of the equation.

A generalization of both mentioned results [14] and [16] is provided in [7] where the generator of the evolution equation is a Fourier multiplier with a symbol belonging to a certain class. Van der Corput type estimates are established in the case of oscillatory integrals defined in a weak sense and are then employed to study the dispersive nature of the equation.

In [6], the authors are interested in the decay of Fourier transforms on singular surfaces. To do so, they establish a variant of the van der Corput lemma based on Stein’s result [15]. Here the $N$-th derivative of the phase is allowed to vanish at the boundary of the finite integration interval at a certain order; according to the classical van der Corput lemma, a slower decay rate than $t^{-\frac{N}{2}}$ is expected. But the authors suppose that the amplitude tends to 0 at the stationary point with a decay related to the order of the zero of the phase. Thanks to this coupling, the amplitude limits the effect of the stationary point on the decay rate, which remains at $t^{-\frac{N}{2}}$.

The time-decay rate of the free Schrödinger equation is considered in [8] and [9].
singular initial conditions are constructed to derive the exact $L^p$-time decay rates of the solution, which are slower than the classical results for regular initial conditions. In [6], the authors construct initial conditions in Sobolev spaces (based on the Gaussian function), and they show that the related solutions has no definite $L^p$-time decay rates, nor coefficients, even though upper estimates for the decay rates are established. Both papers are based on special formulas for functions and their Fourier transforms. Though we do not furnish $L^p$-estimates for $p \neq \infty$, our method permits to cover a larger class of initial data and to consider more general symbols including $f(p) = p^2$.

In the setting of [1], the article [5] furnishes an asymptotic estimate to one term of the solution. The initial data are chosen in frequency bands away from the critical frequency associated with the potential step. This article has inspired the study in [3] and [4], and presents the same uniformity problem. The present paper solves it in the setting of [3] and [4], so we hope that our theoretical results are applicable to the setting of [5].

In [11], the fractional Schrödinger equation, which was firstly introduced in [12], is considered in one dimension. The authors furnish an $L^\infty$-estimate of the free solution for initial data belonging to an appropriate functional space. To do so, they estimate the solution formula given by an oscillatory integral by employing a van der Corput type method. This result combined with other technical arguments permits to study a nonlinear variant of the fractional Schrödinger equation on the line.

One can finally mention the results of [2]. Here the authors consider the Schrödinger equation with sufficiently localized potential on a star-shaped network and provide $L^\infty$-decay estimates. A perturbation estimate shows that the solution is close to the free solution in the high frequencies. In particular this result is applicable to the Schrödinger equation with potential on the line and permits to transfer some quantitative information from the free equation obtained in [3] and [4] to the perturbed equation.
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1 Stationary points of real order and singular amplitudes: van der Corput type estimates

We start by stating the hypotheses on the phase function that we shall use throughout this section. Two examples are then given to illustrate these assumptions.

Let $p_1, p_2$ be two finite real numbers such that $p_1 < p_2$, and let $I$ be an open interval containing $[p_1, p_2]$.

Assumption $(P_{p_0, \rho})$. Let $p_0 \in I$ and $\rho > 1$.

A function $\psi : I \rightarrow \mathbb{R}$ satisfies Assumption $(P_{p_0, \rho})$ if and only if $\psi \in C^2(I)$ and there
exists a function \( \tilde{\psi} : I \rightarrow \mathbb{R} \) such that
\[
\forall p \in I \quad \psi'(p) = |p - p_0|^{\rho-1} \tilde{\psi}(p)
\]
where \( |\tilde{\psi}| : I \rightarrow \mathbb{R} \) is assumed continuous and does not vanish on \( I \).
The point \( p_0 \) is called stationary point of \( \psi \) of order \( \rho - 1 \), and \( \tilde{\psi} \) the non-degenerate part of \( \psi \).

Let us comment on this choice. Firstly we want to include stationary points of non-integer order in the study, so we have to consider the absolute value of \( (p - p_0) \). Secondly the assumptions that we made on the function \( \tilde{\psi} \) are such that it does not contribute to the order of the stationary point \( p_0 \); in particular, \( \tilde{\psi} \) has to be non-vanishing. But this is not sufficient in our context; indeed in the results of this section, we shall ensure that \( \min_{[p_1,p_2]} |\tilde{\psi}| \) exists and is non-zero. The continuity of \( |\tilde{\psi}| \) permits to obtain such a result. Nevertheless we don’t claim that we achieve maximum generality with these hypotheses.

Regarding the regularity of \( \tilde{\psi} \), it is interesting to note that \( \tilde{\psi} \) is actually continuously differentiable on \( \{ p \in I \mid p < p_0 \} \) and on \( \{ p \in I \mid p > p_0 \} \), because
\[
\forall p \neq p_0 \quad \tilde{\psi}(p) = \frac{\psi'(p)}{|p - p_0|^{\rho-1}}
\]
This implies that \( \tilde{\psi} \) has a constant sign on \( \{ p \in I \mid p < p_0 \} \) and \( \{ p \in I \mid p > p_0 \} \); note that the sign can be different on each interval.

The above Assumption \( (P_{p_0,N}) \) permits to study both following settings. In particular, the first example shows that smooth functions with vanishing first derivatives are included.

1.1 Examples. i) Let \( \psi : I \rightarrow \mathbb{R} \) belonging to \( C^N(I) \) for a certain \( N \geq 2 \), and let \( p_0 \in I \). Suppose that \( \psi^{(k)}(p_0) = 0 \) for \( k = 1, \ldots, N - 1 \). Then by Taylor’s formula, we obtain
\[
\psi'(p) = \frac{1}{(N-2)!} \int_{p_0}^{p} (p - x)^{N-2} \psi^{(N)}(x) \, dx
\]
\[
= \frac{(p - p_0)^{N-1}}{(N-2)!} \int_0^1 (1 - y)^{N-2} \psi^{(N)}(y(p - p_0) + p_0) \, dy ,
\]
for all \( p \in I \). If we define \( \tilde{\psi} \) as follows
\[
\tilde{\psi}(p) := \begin{cases} 
\frac{1}{(N-2)!} \left( \frac{p - p_0}{|p - p_0|} \right)^{N-1} \int_0^1 (1 - y)^{N-2} \psi^{(N)}(y(p - p_0) + p_0) \, dy , & \text{if } p \neq p_0, \\
\frac{1}{(N-1)!} \psi^{(N)}(p_0) , & \text{if } p = p_0,
\end{cases}
\]
then \( \psi'(p) = |p - p_0|^{\rho-1} \tilde{\psi}(p) \). Supposing \( |\psi^{(N)}| > 0 \) on \( I \) implies that \( \psi \) satisfies Assumption \( (P_{p_0,N}) \).
ii) Let $N \in \mathbb{N}$ such that $N \geq 2$ and choose $\alpha \in (N-1, N)$. Suppose that $\psi'(p) = |p|^\alpha$, for all $p \in \mathbb{R}$. In this case, $\psi \in C^N(\mathbb{R})$ but $\psi \notin C^{N+1}(\mathbb{R})$, and $\psi = 1$. Then Assumption $(P_{0,\alpha})$ is satisfied.

Now let us introduce the hypotheses concerning the amplitude function.

Assumption $(A_{p_1,\mu})$. Let $\mu \in (0, 1]$. A function $U : (p_1, p_2) \rightarrow \mathbb{C}$ satisfies Assumption $(A_{p_1,\mu})$ if and only if there exists a function $\tilde{u} : [p_1, p_2] \rightarrow \mathbb{C}$ such that

$$U(p) = (p - p_1)^{\mu - 1} \tilde{u}(p),$$

where $\tilde{u}$ is assumed continuous on $[p_1, p_2]$, differentiable on $(p_1, p_2)$ with $\tilde{u}' \in L^1((p_1, p_2), \mathbb{C})$, and $\tilde{u}(p_1) \neq 0$ if $\mu \neq 1$.

The point $p_1$ is called singularity of $U$, and $\tilde{u}$ the regular part of $U$.

According to this assumption, the amplitude is singular at the left endpoint of the interval; we choose this position only for simplicity. The strength of the singularity is described by the value of $\mu - 1$.

Now let us state the first van der Corput type estimate of the considered integrals [2]. Here we suppose that the phase function $\psi$ has a stationary point $p_0$ of order $\rho$ which belongs to the integration interval. The furnished estimate is uniform with respect to the position of $p_0$; an upper bound of the constant is given in terms of the regular part $\tilde{u}$ of the amplitude and the non-degenerate part $\psi$ of the phase function.

To prove this first result, we adapt the method employed by E. Stein [15]. More precisely, we decompose the integration interval: away from the stationary point $p_0$ and the singularity $p_1$, we integrate by parts to create a factor exhibiting the decay. Then we couple the distance to the singular points with the large parameter $\omega$ to obtain the final decay rate. Thanks to this coupling, the integral on the small intervals containing the singular points are estimated against the length of this domain.

1.2 Theorem. Let $\rho > 1$, $\mu \in (0, 1]$, and choose $p_0 \in [p_1, p_2]$. Suppose that the functions $\psi : I \rightarrow \mathbb{R}$ and $U : (p_1, p_2) \rightarrow \mathbb{C}$ satisfy Assumption $(P_{p_0, \rho})$ and Assumption $(A_{p_1, \mu})$, respectively. Moreover suppose that $\psi'$ is monotone on $I^-_{p_0}$ and $I^+_{p_0}$, where

$$I^-_{p_0} := \{ p \in I \mid p \leq p_0 \} \quad \text{and} \quad I^+_{p_0} := \{ p \in I \mid p \geq p_0 \}.$$

Then

$$\left| \int_{p_1}^{p_2} U(p) e^{i\omega \psi(p)} \, dp \right| \leq C(U, \psi) \omega^{-\frac{\mu}{\rho}},$$

for all $\omega > 0$, where the constant $C(U, \psi) > 0$ is given by

$$C(U, \psi) := \frac{3}{\mu} \| \tilde{u} \|_{L^\infty(p_1, p_2)} + \left( 8 \| \tilde{u} \|_{L^\infty(p_1, p_2)} + 2 \| \tilde{u}' \|_{L^1(p_1, p_2)} \right) \left( \min_{p \in [p_1, p_2]} |\psi(p)| \right)^{-1}.$$
Before proving this theorem, let us illustrate the monotonicity hypothesis of \( \psi' \) with the examples given in 1.1.

### 1.3 Examples.

i) In the setting of Examples [1.1 i)], if \( |\psi^{(N)}| > 0 \) on \( I \), then \( \psi' \) is monotone on both intervals \( I_{p_0}^- \) and \( I_{p_0}^+ \).

Indeed if \( N = 2 \), then it is clear that the hypothesis \( |\psi''| > 0 \) implies the result. Suppose now that \( N \geq 3 \); then applying Taylor’s formula to \( \psi'' \), namely

\[
\psi''(p) = \frac{1}{(N-3)!} \int_{p_0}^{p} (p-x)^{N-3} \psi^{(N)}(x) \, dx ,
\]

for all \( p \in I \), we observe that \( \psi'' \) has a constant sign on \( I_{p_0}^- \) and \( I_{p_0}^+ \), which provides the result.

ii) In the setting of Examples [1.1 ii]), we note that \( \psi' \) is monotone on \( \mathbb{R}_- \) and \( \mathbb{R}_+ \).

In favour of the readability of the proof, we shall postpone the proofs of some technical details to 1.4. In particular, the situations where the stationary point is close to the border of the domain of integration will be discussed.

### Proof of Theorem 1.2

Let \( p_0 \in (p_1, p_2) \). We shall study the cases \( p_0 = p_1 \) and \( p_0 = p_2 \) at the end of the proof. Let \( \omega > 0 \), choose \( \delta > 0 \) sufficiently small\(^1\) such that the following splitting of the integral is well-defined:

\[
\int_{p_1}^{p_2} U(p) e^{i\omega \psi(p)} \, dp = \int_{p_1}^{p_1+\delta} \ldots + \int_{p_1+\delta}^{p_0-\delta} \ldots + \int_{p_0-\delta}^{p_0+\delta} \ldots + \int_{p_0+\delta}^{p_2} \ldots
\]

\[
= I^{(1)}(\omega) + I^{(2)}(\omega) + I^{(3)}(\omega) + I^{(4)}(\omega) .
\]

Let us estimate each integral.

- **Study of \( I^{(1)}(\omega) \).** We use the smallness of the interval to estimate this integral:

\[
\left| I^{(1)}(\omega) \right| \leq \int_{p_1}^{p_1+\delta} |U(p)| \, dp \leq \|\tilde{u}\|_{L^\infty(p_1, p_2)} \int_{p_1}^{p_1+\delta} (p-p_1)^{\mu-1} \, dp = \frac{\|\tilde{u}\|_{L^\infty(p_1, p_2)}}{\mu} \delta^\mu .
\]

- **Study of \( I^{(2)}(\omega) \).** Here we use the oscillations of the integrand to obtain an estimate. We shall suppose that \( \psi \) is positive on \( \{p \in I | p < p_0\} \), which implies the non-negativity of \( \psi' \); the other case can be studied in the same manner. Since \( \psi' \) does not vanish on \( [p_1+\delta, p_0-\delta] \), the substitution \( s = \psi(p) \) can be employed. Setting \( \varphi := \psi^{-1}, s_1 := \psi(p_1+\delta) \) and \( s_2 := \psi(p_0-\delta) \), we obtain

\[
I^{(2)}(\omega) = \int_{s_1}^{s_2} U(\varphi(s)) \varphi'(s) e^{i\omega s} \, ds
\]

\[
= (i\omega)^{-1} \left[ (U \circ \varphi)(s) \varphi'(s) e^{i\omega s} \right]_{s_1}^{s_2} - \int_{s_1}^{s_2} ((U \circ \varphi)'(s) e^{i\omega s} \, ds .
\]

\(^1\)See Proofs of technical details 1.4.
the last equality was obtained by integrating by parts.

Let us control the boundary terms and the integral. Firstly, we have

\[ |U(p)| \leq \delta^{\mu-1} \|\tilde{u}\|_{L^\infty(p_1 + \delta, p_0 - \delta)} \leq \delta^{\mu-1} \|\tilde{u}\|_{L^\infty(p_1, p_2)}, \tag{6} \]

for all \( p \in [p_1 + \delta, p_0 - \delta] \), since \( U(p) = (p - p_1)^{\mu-1} \tilde{u}(p) \) by hypothesis. Moreover the assumption on \( \psi' \) implies

\[ \forall p \in [p_1 + \delta, p_0 - \delta] \quad |\psi'(p)| \geq \delta^{\mu-1} m, \]

where \( m := \min_{p \in [p_1, p_2]} |\tilde{\psi}(p)| > 0 \). Combining this with the definition of \( \varphi \) leads to

\[ \forall s \in [s_1, s_2] \quad |\varphi'(s)| \leq \delta^{1-\rho} m^{-1}. \tag{7} \]

Inequalities (6) and (7) permit to estimate the boundary terms:

\[ \left| \int_{s_1}^{s_2} \left( (U \circ \varphi)(s) \varphi'(s) e^{i\omega s} \right) ds \right| \leq 2 \|\tilde{u}\|_{L^\infty(p_1, p_2)} m^{-1} \delta^{\mu-\rho}. \]

It remains to control the integral. We have

\[ (U \circ \varphi)' = (U' \circ \varphi) (\varphi')^2 + (U \circ \varphi) \varphi'', \]

by the product rule; consequently,

\[ \left| \int_{s_1}^{s_2} ((U \circ \varphi)'(s) e^{i\omega s} ds \right| \leq \int_{s_1}^{s_2} \left| (U' \circ \varphi)(s) \varphi'(s)^2 \right| ds \]

\[ + \int_{s_1}^{s_2} \left| (U \circ \varphi)(s) \varphi''(s) \right| ds \]

\[ \leq \int_{s_1}^{s_2} \left| (U' \circ \varphi)(s) \varphi'(s) \right| ds \delta^{1-\rho} m^{-1} \]

\[ + \|U\|_{L^\infty(p_1 + \delta, p_0 - \delta)} \int_{s_1}^{s_2} \left| \varphi''(s) \right| ds \]

\[ \leq \int_{p_1 + \delta}^{p_0 - \delta} |U'(p)| dp \delta^{1-\rho} m^{-1} \]

\[ + \delta^{\mu-1} \|\tilde{u}\|_{L^\infty(p_1, p_2)} \int_{s_1}^{s_2} \left| \varphi''(s) \right| ds. \tag{8} \]
The definition of $U$ implies
\[
\int_{p_1+\delta}^{p_0-\delta} |U'(p)| \, dp \leq \int_{p_1+\delta}^{p_0-\delta} \left| (\mu - 1)(p - p_1)^{\mu-2} \tilde{u}(p) \right| \, dp \\
+ \int_{p_1+\delta}^{p_0-\delta} \left| (p - p_1)^{\mu-1} \tilde{u}'(p) \right| \, dp \\
\leq \int_{p_1+\delta}^{p_0-\delta} (1 - \mu)(p - p_1)^{\mu-2} \|\tilde{u}\|_{L^{\infty}(p_1,p_2)} \\
+ \delta^{\mu-1} \int_{p_1+\delta}^{p_0-\delta} \left| \tilde{u}'(p) \right| \, dp \\
\leq \delta^{\mu-1} \|\tilde{u}\|_{L^{\infty}(p_1,p_2)} + \delta^{\mu-1} \|\tilde{u}'\|_{L^1(p_1,p_2)} ;
\] (9)
the last inequality was obtained employing the fact that
\[
\int_{p_1+\delta}^{p_0-\delta} (1 - \mu)(p - p_1)^{\mu-2} \, dp = \delta^{\mu-1} - (p_0 - \delta - p_1)^{\mu-1} \leq \delta^{\mu-1} .
\]
Moreover the relation $\varphi'' = \left( \frac{-\psi''}{\psi'^3} \right) \circ \varphi$ furnishes the following equalities,
\[
\int_{s_1}^{s_2} |\varphi''(s)| \, ds = \int_{s_1}^{s_2} \left| \frac{-\psi''(\varphi(s))}{\psi'(\varphi(s))^3} \right| \, ds = \int_{p_1+\delta}^{p_0-\delta} \left| \frac{-\psi''(p)}{\psi'(p)^2} \right| \, dp = \int_{p_1+\delta}^{p_0-\delta} \left| \frac{-\psi''(p)}{\psi'(p)^2} \right| \, dp
\]
the last equality comes from the fact that $\psi'$ is monotone on $[p_1, p_0]$ and so $\psi''$ has a constant sign on $[p_1 + \delta, p_0 - \delta]$. Then
\[
\int_{s_1}^{s_2} |\varphi''(s)| \, ds = \int_{p_1+\delta}^{p_0-\delta} \left( \frac{1}{\psi'} \right)'(p) \, dp = \left| \frac{1}{\psi'(p_0 - \delta)} - \frac{1}{\psi'(p_1 + \delta)} \right| \leq \delta^{1-\rho}m^{-1} ,
\] (10)
where we used $|\psi'(p)| \geq \delta^{\rho-1}m$, for $p \in [p_1 + \delta, p_0 - \delta]$. Putting (9) and (10) in (8) provides
\[
\left| \int_{s_1}^{s_2} ((U \circ \varphi) \varphi)'(s) e^{i\omega s} \, ds \right| \leq \left( 2 \|\tilde{u}\|_{L^{\infty}(p_1,p_2)} + \|\tilde{u}'\|_{L^1(p_1,p_2)} \right) m^{-1} \delta^{\mu-\rho} .
\]
We are now able to estimate $I^{(2)}(\omega)$:
\[
\left| I^{(2)}(\omega) \right| \leq \left( 2 \|\tilde{u}\|_{L^{\infty}(p_1,p_2)} + \|\tilde{u}'\|_{L^1(p_1,p_2)} \right) m^{-1} \delta^{\mu-\rho} \omega^{-1} .
\]

- **Study of $I^{(3)}(\omega)$**. The small length of the interval is used once again to estimate this integral:
\[
\left| I^{(3)}(\omega) \right| \leq \frac{\|\tilde{u}\|_{L^{\infty}(p_1,p_2)}}{\mu} \left( (p_0 + \delta - p_1)^\mu - (p_0 - \delta - p_1)^\mu \right) \leq 2 \frac{\|\tilde{u}\|_{L^{\infty}(p_1,p_2)}}{\mu} \delta^\mu ;
\]
Lemma 3.1 was employed to obtain the last inequality.
• Study of $I^{(4)}(\omega)$. On $[p_0 + \delta, p_2]$, we can bound from below the absolute value of the first derivative of the phase function as follows,

$$|\psi'| \geq \delta^{\rho - 1} \min_{p \in [p_1, p_2]} |\tilde{\psi}(p)| = \delta^{\rho - 1} m,$$

and we have

$$\forall p \in [p_0 + \delta, p_2] \quad (p - p_1)^{\mu - 1} \leq (p_0 + \delta - p_1)^{\mu - 1} \leq \delta^{\mu - 1}.$$  

Following the lines of the study of $I^{(2)}(\omega)$ and using the two previous estimates, we obtain

$$I^{(4)}(\omega) \leq \left(4 \|\tilde{u}\|_{L^\infty(p_1, p_2)} + \|\tilde{u}'\|_{L^1(p_1, p_2)}\right) m^{-1} \delta^{\mu - \rho} \omega^{-1}.$$  

To conclude the proof, we set

$$\delta = \omega^{\frac{1}{p}},$$

which furnishes the desired estimate

$$\left|\int_{p_1}^{p_2} U(p) e^{i\omega\psi(p)} \, dp\right| \leq \left|I^{(4)}(\omega)\right| + \left|I^{(2)}(\omega)\right| + \left|I^{(3)}(\omega)\right| + \left|I^{(4)}(\omega)\right|$$

$$\leq \frac{\|\tilde{u}\|_{L^\infty(p_1, p_2)}}{\mu} \omega^{-\frac{\mu - \rho}{\rho}} + 2 \left(4 \|\tilde{u}\|_{L^\infty(p_1, p_2)} + \|\tilde{u}'\|_{L^1(p_1, p_2)}\right) m^{-1} \omega^{-\frac{\mu - \rho}{\rho}} \omega^{-1}$$

$$=: C(U, \psi) \omega^{-\frac{\mu - \rho}{\rho}}, \quad (11)$$

where

$$C(U, \psi) := \frac{3}{\mu} \|\tilde{u}\|_{L^\infty(p_1, p_2)} + \left(8 \|\tilde{u}\|_{L^\infty(p_1, p_2)} + 2 \|\tilde{u}'\|_{L^1(p_1, p_2)}\right) m^{-1}.$$  

And since the right-hand side of (11) does not depend on $p_0$, then the estimate holds also for $p_0 = p_1$ and $p_0 = p_2$. \hfill \Box

Let us give the details of two points of the above proof.

1.4 Proofs of technical details. i) We remark that if $\delta \geq \min \left\{ \frac{p_0 - p_1}{2}, p_2 - p_0 \right\}$ then the splitting (5) of the integral is not well-defined. Consequently we proved the result only in the case of small $\delta$, that is to say in the case of large $\omega$ since $\delta = \omega^{-\frac{1}{p}}$. But one can establish the desired estimate in the case of large $\delta$ (i.e. small $\omega$) by adapting slightly the above method. If $\delta \geq \frac{p_0 - p_1}{2}$ then

$$\left|\int_{p_1}^{p_0} U(p) e^{i\omega\psi(p)} \, dp\right| \leq \frac{\|\tilde{u}\|_{L^\infty(p_1, p_2)}}{\mu} (p_0 - p_1)^{\mu} \leq 2 \frac{\|\tilde{u}\|_{L^\infty(p_1, p_2)}}{\mu} \delta^{\mu}; \quad (12)$$

\begin{footnotesize}

$\delta \geq \min \left\{ \frac{p_0 - p_1}{2}, p_2 - p_0 \right\}$

\end{footnotesize}
in the same way, if \( \delta \geq p_2 - p_0 \) then

\[
\left| \int_{p_0}^{p_2} U(p) e^{i\omega \psi(p)} \, dp \right| \leq \frac{\| \hat{u} \|_{L^\infty(p_1,p_2)}}{\mu} \delta^\mu. \tag{13}
\]

Supposing \( \frac{p_0 - p_1}{2} \geq p_2 - p_0 \) without loss of generality, we have to consider three cases:

- **Case** \( \delta \geq \frac{p_0 - p_1}{2} \). Here the integral can be easily estimated:

\[
\left| \int_{p_1}^{p_2} U(p) e^{i\omega \psi(p)} \, dp \right| \leq \left| \int_{p_1}^{p_0 - \delta} \ldots \right| + \left| \int_{p_0 - \delta}^{p_0 + \delta} \ldots \right| + \left| \int_{p_1 + \delta}^{p_1} \ldots \right| \leq \frac{\| \hat{u} \|_{L^\infty(p_1,p_2)}}{\mu} \delta^\mu + \frac{\| \hat{u} \|_{L^\infty(p_1,p_2)} m^{-1} \delta^\mu \omega^{-1} + \| \hat{u} \|_{L^1(p_1,p_2)} m^{-1} \delta^\mu \omega^{-1}}{\mu} ; \tag{15}
\]

where we used the estimates \( (12) \) and \( (13) \).

- **Case** \( \frac{p_0 - p_1}{2} > \delta \geq p_2 - p_0 \). In this case, we have

\[
\left| \int_{p_1}^{p_2} U(p) e^{i\omega \psi(p)} \, dp \right| \leq \left| \int_{p_1}^{p_1 + \delta} \ldots \right| + \left| \int_{p_1 + \delta}^{p_0 - \delta} \ldots \right| + \left| \int_{p_0 - \delta}^{p_0} \ldots \right| + \left| \int_{p_0}^{p_2} \ldots \right| \leq \frac{\| \hat{u} \|_{L^\infty(p_1,p_2)}}{\mu} \delta^\mu + \frac{\| \hat{u} \|_{L^\infty(p_1,p_2)} m^{-1} \delta^\mu \omega^{-1} + \| \hat{u} \|_{L^1(p_1,p_2)} m^{-1} \delta^\mu \omega^{-1}}{\mu} ; \tag{15}
\]

The three first integrals were estimated using the proof of Theorem \( \text{1.2} \) whereas we employed \( (13) \) to bound from above the last integral.

- **Case** \( p_2 - p_0 > \delta \). This is the setting of the proof of Theorem \( \text{1.2} \).

Replacing \( \delta \) by \( \omega^{-\frac{1}{\mu}} \) in \( (14) \) and \( (15) \), we observe that the oscillatory integral is always bounded from above by \( C(U,\psi) \omega^{-\frac{1}{\mu}} \) in the three cases.

This remark holds also for the other results of this section: the estimates are true for any \( \omega > 0 \), even if we suppose \( \delta > 0 \) sufficiently small (i.e. \( \omega \) sufficiently large) in the proofs.

**ii)** Let us explain the choice \( \delta = \omega^{-\frac{1}{\mu}} \), following the idea of \([17] \, \text{p. 197-198}\). Formally, before replacing \( \delta \) by \( \omega^{-\frac{1}{\mu}} \) in the proof, we obtain an estimate of the form

\[
\left| \int_{p_1}^{p_2} U(p) e^{i\omega \psi(p)} \, dp \right| \leq f_\omega(\delta) ,
\]

where \( f_\omega(\delta) := c_1 \delta^\mu + c_2 \omega^{-1} \delta^{\mu-\rho} \), for certain constants \( c_1, c_2 > 0 \). We note that \((f_\omega)'\) vanishes at a unique point \( \delta_0 \) defined by

\[
\delta_0 := \left( \frac{\mu}{\rho - \mu} \frac{c_1}{c_2} \right)^{-\frac{1}{\rho}} \omega^{-\frac{1}{\mu}} .
\]
Since \( \lim_{\delta \to 0^+} f_\omega(\delta) = \lim_{\delta \to +\infty} f_\omega(\delta) = +\infty \), \( \delta_0 \) is then the minimum of \( f_\omega \). Therefore the choice \( \delta = \omega^{-\frac{1}{2}} \) seems to be optimal regarding the decay rate. However we don’t choose exactly the minimum of \( f_\omega \) for simplicity. Hence the constant \( C(U, \psi) \) can not be optimal.

1.5 Remark. As explained above, we do not furnish an optimal constant. Nevertheless it could be slightly improved in certain special cases, as for example in the case of regular amplitude, namely \( \mu = 1 \) with \( U = \tilde{u} \). Indeed, the study of \( I^{(1)}(\omega) \) is not necessary in this situation and the employed computations to establish [9] are not needed, since we have

\[
\int_{p_1}^{p_0-\delta} |U'(p)| \, dp \leq \|\tilde{u}'\|_{L^1(p_1, p_2)}, \quad \int_{p_0+\delta}^{p_2} |U'(p)| \, dp \leq \|\tilde{u}'\|_{L^1(p_1, p_2)}.
\]

It follows that we can estimate \( I^{(2)}(\omega) \) and \( I^{(4)}(\omega) \) more precisely, namely,

\[
|I^{(j)}(\omega)| \leq \left( 3 \|\tilde{u}\|_{L^\infty(p_1, p_2)} + \|\tilde{u}'\|_{L^1(p_1, p_2)} \right) m^{-1} \delta^{1-\rho} \omega^{-1}, \quad (16)
\]

with \( j = 2, 4 \), leading to

\[
C(U, \psi) := 2 \|\tilde{u}\|_{L^\infty(p_1, p_2)} + \left( 6 \|\tilde{u}\|_{L^\infty(p_1, p_2)} + 2 \|\tilde{u}'\|_{L^1(p_1, p_2)} \right) m^{-1}.
\]

This refined constant will be employed several times in Section 2.

In the second result, we assume that the stationary point \( p_0 \) is outside the domain of integration \([p_1, p_2]\). In this case, the problem is that the derivative of the phase function does not vanish on the integration interval but can be arbitrarily close to 0 if the stationary point is close to this interval. In order to obtain an estimate which is uniform with respect to the position of \( p_0 \), we apply the same frequency decomposition of the domain of integration as above. We obtain a uniform estimate with the same decay rate as obtained in the first result.

1.6 Theorem. Let \( \rho > 1, \mu \in (0, 1] \) and choose \( p_0 \in I \setminus [p_1, p_2] \). Suppose that the functions \( \psi : I \to \mathbb{R} \) and \( U : (p_1, p_2) \to \mathbb{C} \) satisfy Assumption (\( P_{p_0, \rho} \)) and Assumption (\( A_{p_1, \mu} \)), respectively. Moreover suppose that \( \psi' \) is monotone on \([p_1, p_2]\). Then

\[
\left| \int_{p_1}^{p_2} U(p) e^{i\omega \psi(p)} \, dp \right| \leq \tilde{C}(U, \psi) \omega^{-\frac{\mu}{\rho}},
\]

for all \( \omega > 0 \), where the constant \( \tilde{C}(U, \psi) > 0 \) is given by

\[
\tilde{C}(U, \psi) := \frac{2}{\mu} \|\tilde{u}\|_{L^\infty(p_1, p_2)} + \left( 4 \|\tilde{u}\|_{L^\infty(p_1, p_2)} + \|\tilde{u}'\|_{L^1(p_1, p_2)} \right) \left( \min_{p \in [p_1, p_2]} |\tilde{\psi}(p)| \right)^{-1}.
\]
Proof. Let $\omega > 0$ and $\delta > 0$ sufficiently small. We split the integral,
\[
\int_{p_1}^{p_2} U(p) e^{i\omega \psi(p)} \, dp = \int_{p_1}^{p_1+\delta} \ldots + \int_{p_1+\delta}^{p_2-\delta} \ldots + \int_{p_2-\delta}^{p_2} \ldots
\]
\[
=: I^{(1)}(\omega) + I^{(2)}(\omega) + I^{(3)}(\omega)
\]
where $I^{(1)}(\omega)$ and $I^{(3)}(\omega)$ are bounded from above by $\frac{\|\tilde{u}\|_{L^\infty(p_1,p_2)}}{\mu} \delta^\mu$, using the smallness of the interval. The study of $I^{(2)}(\omega)$ is based on the employed method of the second point of the proof of Theorem 1.2, which provides
\[
\left|I^{(2)}(\omega)\right| \leq \left(4 \|\tilde{u}\|_{L^\infty(p_1,p_2)} + \|\tilde{u}'\|_{L^1(p_1,p_2)}\right) m^{-1} \delta^{\mu-\rho} \omega^{-1};
\]
we used the fact that
\[
\forall p \in [p_1 + \delta, p_2 - \delta] \quad |U(p)| \leq \delta^{\mu-1} \|\tilde{u}\|_{L^\infty(p_1,p_2)}
\]
and
\[
\forall p \in [p_1 + \delta, p_2 - \delta] \quad \left|\tilde{\psi}'(p)\right| \geq \begin{cases} (p_1 + \delta - p_0)^{\rho-1} m \geq \delta^{\rho-1} m \quad \text{if } p_0 < p_1, \\ (p_0 - p_2 + \delta)^{\rho-1} m \geq \delta^{\rho-1} m \quad \text{if } p_0 > p_2, \end{cases}
\]
with $m := \min_{p \in [p_1,p_2]} \left|\tilde{\psi}(p)\right|$. Finally we set $\delta = \omega^{-\frac{\mu}{\rho}}$ to conclude. \(\square\)

1.7 Remark. In the case of regular amplitude, one can use the refined estimate (16) of $I^{(2)}(\omega)$ provided in Remark 1.5. Hence the constant $\tilde{C}(U, \psi)$ becomes in this situation,
\[
\tilde{C}(U, \psi) := 2 \|\tilde{u}\|_{L^\infty(p_1,p_2)} + \left(3 \|\tilde{u}\|_{L^\infty(p_1,p_2)} + \|\tilde{u}'\|_{L^1(p_1,p_2)}\right) \left(\min_{p \in [p_1,p_2]} \left|\tilde{\psi}(p)\right|\right)^{-1}.
\]

We derive from the two previous theorems the following corollary, furnishing an estimate of the oscillatory integral which does not depend on the position of the stationary point.

1.8 Corollary. Let $\rho > 1$, $\mu \in (0,1]$ and choose $p_0 \in I$. Suppose that the functions $\psi : I \to \mathbb{R}$ and $U : (p_1, p_2) \to \mathbb{C}$ satisfy Assumption (P$\rho$,p$_0$) and Assumption (A$\mu$,p$_0$), respectively. Moreover suppose that $\psi'$ is monotone on $I^-_{p_0}$ and $I^+_{p_0}$, where
\[
I^-_{p_0} := \{p \in I \mid p \leq p_0\}, \quad I^+_{p_0} := \{p \in I \mid p \geq p_0\}.
\]
Then
\[
\left|\int_{p_1}^{p_2} U(p) e^{i\omega \psi(p)} \, dp\right| \leq C(U, \psi) \omega^{-\frac{\mu}{\rho}},
\]
for all $\omega > 0$, where the constant $C(U, \psi) > 0$ is given by
\[
C(U, \psi) := \frac{3}{\mu} \|\tilde{u}\|_{L^\infty(p_1,p_2)} + \left(8 \|\tilde{u}\|_{L^\infty(p_1,p_2)} + 2 \|\tilde{u}'\|_{L^1(p_1,p_2)}\right) \left(\min_{p \in [p_1,p_2]} \left|\tilde{\psi}(p)\right|\right)^{-1}.
\]
Finally let us remark that this new estimate will be helpful to establish some results of the stationary point approaches the integration interval, the larger the constant is. The phase function is non-zero inside \( [p_1, p_2] \), which is uniform only if \( \psi \) has no stationary points at all. Otherwise the constant depends intrinsically on the distance between the stationary point \( p_0 \) and \( [p_1, p_2] \): the more the stationary point approaches the integration interval, the larger the constant is. Now we note that \( \tilde{\psi}(\omega p_0) \) is monotone on both intervals \( I_{p_0} \) and \( I_{p_0}^+ \), since \( \tilde{\psi} \) is assumed monotone on both intervals \( I_{p_0}^+ \) and \( I_{p_0}^- \). Since \( \tilde{\psi}' \) is monotone on both intervals \( I_{p_0}^+ \) and \( I_{p_0}^- \), Theorem 1.6 is applicable and furnishes

\[
\left| \int_{p_1}^{p_2} U(p) e^{i\omega \psi(p)} dp \right| \leq C(U, \psi) \omega^{-\frac{3}{5}},
\]

with

\[
C(U, \psi) = \frac{3}{\mu} \| \tilde{u} \|_{L^\infty(p_1, p_2)} + \left( 8 \| \tilde{u} \|_{L^\infty(p_1, p_2)} + 2 \| \tilde{u}' \|_{L^1(p_1, p_2)} \right) \left( \min_{p_0 \in [p_1, p_2]} |\tilde{\psi}(p)| \right)^{-1}.
\]

Now we note that \( \tilde{C}(U, \psi) \leq C(U, \psi) \). So for any \( p_0 \in I \), we have the desired uniform estimate, namely,

\[
\forall \omega > 0 \quad \left| \int_{p_1}^{p_2} U(p) e^{i\omega \psi(p)} dp \right| \leq C(U, \psi) \omega^{-\frac{3}{5}}.
\]

1.9 Remark. As previously, we furnish a better constant in the case of regular amplitude:

\[
C(U, \psi) := 2 \| \tilde{u} \|_{L^\infty(p_1, p_2)} + \left( 6 \| \tilde{u} \|_{L^\infty(p_1, p_2)} + 2 \| \tilde{u}' \|_{L^1(p_1, p_2)} \right) \left( \min_{p_0 \in [p_1, p_2]} |\tilde{\psi}(p)| \right)^{-1}.
\]

In the last theorem of this section, we give up the uniformity requirement in favour of an improved decay rate. To do so, we consider the weaker hypothesis that the derivative of the phase function is non-zero inside \( [p_1, p_2] \). This necessitates to employ the quantity \( \min_{p_0 \in [p_1, p_2]} |\psi'| \) as a lower-bound of the derivative of the phase, leading to an improved decay but which is uniform only if \( \psi \) has no stationary points at all. Otherwise the constant depends intrinsically on the distance between the stationary point \( p_0 \) and \( [p_1, p_2] \): the more the stationary point approaches the integration interval, the larger the constant is. Finally let us remark that this new estimate will be helpful to establish some results of the next section.
1.10 Theorem. Let \( \mu \in (0,1] \). Suppose that the function \( U : (p_1, p_2] \rightarrow \mathbb{C} \) satisfies Assumption \( (A_{p_1,\mu}) \). Moreover suppose that \( \psi \in C^2(I) \) such that \( \psi' \) does not vanish and is monotone on \( [p_1, p_2] \). Then

\[
\left| \int_{p_1}^{p_2} U(p) e^{i\omega\psi(p)} \, dp \right| \leq C^c(U, \psi) \omega^{-\mu},
\]

for all \( \omega > 0 \), where the constant \( C^c(U, \psi) > 0 \) is given by

\[
C^c(U, \psi) := \frac{1}{\mu} \| \tilde{u} \|_{L^\infty(p_1, p_2)} + \left( 4 \| \tilde{u} \|_{L^\infty(p_1, p_2)} + \| \tilde{u}' \|_{L^1(p_1, p_2)} \right) \left( \min_{p \in [p_1, p_2]} |\psi'(p)| \right)^{-1}.
\]

Proof. Let \( \omega > 0, \delta > 0 \) sufficiently small and split the integral as follows,

\[
\int_{p_1}^{p_2} U(p) e^{i\omega\psi(p)} \, dp = \int_{p_1}^{p_1+\delta} \ldots + \int_{p_1+\delta}^{p_2} \ldots =: I^{(1)}(\omega) + I^{(2)}(\omega).
\]

The integral \( I^{(1)}(\omega) \) is bounded by \( \frac{\| \tilde{u} \|_{L^\infty(p_1, p_2)}}{\mu} \delta^\mu \). Then we use the method of the second point of the proof of Theorem 1.2 to obtain an estimate of \( I^{(2)}(\omega) \), since \( \psi' \) does not vanish on \( [p_1, p_2] \). But here, we bound \( |\psi'| \) from below by \( \min_{p \in [p_1, p_2]} |\psi'(p)| =: m > 0 \), leading to

\[
|I^{(2)}(\omega)| \leq \left( 4 \| \tilde{u} \|_{L^\infty(p_1, p_2)} + \| \tilde{u}' \|_{L^1(p_1, p_2)} \right) m^{-1} \delta^{\mu-1} \omega^{-1},
\]

We put \( \delta = \omega^{-1} \) to finish. \( \square \)

1.11 Remarks. i) Theorem 1.10 together with Theorem 1.6 show that getting a better decay rate balances out with a loss of uniformity of the constant. Actually on the one hand, the decay rate \( \omega^{-\frac{\delta}{m}} \) is slower than \( \omega^{-\mu} \); on the other hand, \( \tilde{C}(U, \psi) \) (see Theorem 1.6) is a constant which does not depend on \( p_0 \), whereas \( C^c(U, \psi) \) may depend on the stationary point if it exists.

ii) Let us furnish a refinement of the constant \( C^c(U, \psi) \) in the case of regular amplitude. Here we do not need to consider the integral \( I^{(1)}(\omega) \) and according to Remark 1.5 the estimate of \( I^{(2)}(\omega) \) is improvable. Then we obtain

\[
C^c(U, \psi) := \left( 3 \| \tilde{u} \|_{L^\infty(p_1, p_2)} + \| \tilde{u}' \|_{L^1(p_1, p_2)} \right) \left( \min_{p \in [p_1, p_2]} |\psi'(p)| \right)^{-1}.
\]

2 Applications to a class of dispersive equations: slow decays and concentration phenomena

In this second section, we are interested in the time asymptotic behaviour of solutions of a certain class of evolution equations on the line whose generators are Fourier multipliers.
The second derivative of the symbol defining the operator is supposed to be positive and we consider initial conditions having a Fourier transform which is singular at the frequency $p_1$.

The first aim of this section is to complete in a more general setting the results of [3] and [4]. We furnish uniform estimates of the solution in arbitrary cones as well as estimates of the $L^\infty$-norm for $t \geq 1$. To do so, we write the solution as an oscillatory integral with respect to time, permitting to apply the results of Section 1. In particular, we provide the optimal $L^\infty$-time decay rate of the solution of the free Schrödinger equation on the line with initial data in compact frequency bands and having singular frequencies.

Then we show that the symbol of the Fourier multiplier may influence the dispersion of the solution: outside a certain cone depending only on the symbol, the decay rate of the solution is better than inside, leading to the idea that the solution tends to be concentrated in this cone.

Let $f : \mathbb{R} \rightarrow \mathbb{C}$ be a function belonging to $C^\infty(\mathbb{R})$ such that all derivatives grow at most as a polynomial at infinity. We can associate with such a symbol $f$ an operator $f(D) : \mathcal{S}(\mathbb{R}) \rightarrow \mathcal{S}(\mathbb{R})$ defined by

$$\forall x \in \mathbb{R} \quad f(D)u(x) := \frac{1}{2\pi} \int_{\mathbb{R}} f(p) \mathcal{F}u(p) e^{ixp} dp = \mathcal{F}^{-1} \left( f \mathcal{F}u \right)(x),$$

where $\mathcal{F}u$ is the Fourier transform of $u \in \mathcal{S}(\mathbb{R})$, namely $\mathcal{F}u(p) = \int_{\mathbb{R}} u(x) e^{-ixp} dx$. Since all the derivatives of the symbol $f$ grow at most as a polynomial at infinity, $f(D)$ can be extended to a map from the tempered distributions $\mathcal{S}'(\mathbb{R})$ to itself. The operator $f(D) : \mathcal{S}'(\mathbb{R}) \rightarrow \mathcal{S}'(\mathbb{R})$ is called a Fourier multiplier.

Secondly, for such an operator, we can introduce the following evolution equation on the line,

$$\begin{cases} 
[i \partial_t - f(D)] u(t, x) = 0 \\
 u(0, x) = u_0(x) 
\end{cases},$$

for $t > 0$ and $x \in \mathbb{R}$. Supposing $u_0 \in \mathcal{S}'(\mathbb{R})$, this initial value problem has a unique solution in $C^\infty(\mathbb{R}_+, \mathcal{S}'(\mathbb{R}))$, formally given by the following solution formula,

$$u(t, x) = \frac{1}{2\pi} \int_{\mathbb{R}} \mathcal{F}u_0(p) e^{-itf(p)+ixp} dp = \mathcal{F}^{-1} \left( e^{-itf} \mathcal{F}u_0 \right)(x).$$

(17)

Throughout this section, we shall suppose that $f'' > 0$. This hypothesis implies that the phase function which appears in the solution formula has at most one stationary point of order 1. It is possible to consider symbols leading to phases having several stationary points; the results would be more complicated but the nature of the phenomena would be unchanged. Further one might suppose that $f''$ vanishes at several points; in this case, the order of the stationary points may be larger than 1 and hence the methods employed below have to be adapted.

We shall need the following definition of a space-time cone.
2.1 Definition. Let $a < b$ be two real numbers (eventually infinite). We define the space-time cone $\mathcal{C}(a, b)$ as follows:

$$\mathcal{C}(a, b) := \left\{ (t, x) \in (0, +\infty) \times \mathbb{R} \mid a \leq \frac{x}{t} \leq b \right\}.$$ 

Furthermore the outside $\mathcal{C}(a, b)^c$ of the cone $\mathcal{C}(a, b)$ is given by

$$\mathcal{C}(a, b)^c := \left( (0, +\infty) \times \mathbb{R} \right) \backslash \mathcal{C}(a, b).$$

Frequency band and singular frequency: the influence of the initial data

In this first subsection, we study the influence of an initial data in a compact frequency band or having a singular frequency on the asymptotic behaviour of the solution.

In this first result, we consider an initial data in a compact frequency band $[p_1, p_2]$ where $p_1$ is a singular frequency. Hence the solution formula can be written as an oscillatory integral as in (2). Depending on the value of the quotient $\frac{x}{t}$, the phase has a stationary point which is either in a neighbourhood of the integration interval or far from this interval. Roughly speaking, this leads to study the solution inside the space-time cone $\mathcal{C}(f'(p_1), f'(p_2))$ generated by the frequency band and outside. Applying the results of the first section, we obtain two estimates: the decay is slower inside this cone and is globally affected by the singular frequency $p_1$. The results are in accordance with the more precise results in [3], which have been obtained under stronger conditions.

The following condition contains the assumptions of the initial data that we shall make in the first result.

Condition $(C_{[p_1, p_2], \mu})$. Fix $\mu \in (0, 1]$ and let $p_1, p_2$ be two finite real numbers such that $p_1 < p_2$.

A tempered distribution $u_0$ satisfies Condition $(C_{[p_1, p_2], \mu})$ if and only if $\text{supp} \mathcal{F} u_0 = [p_1, p_2]$ and $\mathcal{F} u_0$ verifies Assumption $(A_{p_1, \mu})$ on $[p_1, p_2]$.

2.2 Remark. It is interesting to note that $\mathcal{F} u_0$ is actually an integrable function under this condition. So $\mathcal{F} u_0$ belongs to $\mathcal{S}'(\mathbb{R})$ and hence an initial data satisfying Condition $(C_{[p_1, p_2], \mu})$ exists as a tempered distribution. Moreover thanks to the integrability of $\mathcal{F} u_0$, the solution formula (17) is well-defined for all $x \in \mathbb{R}$ and $t > 0$.

2.3 Theorem. Suppose that $u_0$ satisfies Condition $(C_{[p_1, p_2], \mu})$ and choose two finite real numbers $\tilde{p}_1, \tilde{p}_2$ such that $[p_1, p_2] \subseteq [\tilde{p}_1, \tilde{p}_2] =: \tilde{I}$. Then

$$\forall (t, x) \in \mathcal{C}(f'(\tilde{p}_1), f'(\tilde{p}_2)) \quad |u(t, x)| \leq c(u_0, f) t^{-\frac{\mu}{2}},$$

where the constant $c(u_0, f) > 0$ is given by (18). Moreover

$$\forall (t, x) \in \mathcal{C}(f'(\tilde{p}_1), f'(\tilde{p}_2))^c \quad |u(t, x)| \leq c_f(u_0, f) t^{-\mu},$$

where the constant $c_f(u_0, f) > 0$ is given by (19).
Proof. We consider the solution formula given by (17) and we factorize the phase function $p \mapsto x - tf(p)$ by $t$, which gives
\[
\forall (t, x) \in (0, +\infty) \times \mathbb{R} \quad u(t, x) = \int_{p_1}^{p_2} U(p) e^{it\psi(p)} \, dp ,
\]
where
\[
\begin{align*}
&\forall p \in (p_1, p_2] \quad U(p) := \frac{1}{2\pi} \mathcal{F}u_0(p) = \frac{1}{2\pi} (p - p_1)^{\mu-1} \hat{u}(p) , \\
&\forall p \in \mathbb{R} \quad \psi(p) := \frac{x}{t} p - f(p) .
\end{align*}
\]
It is clear that $U$ verifies Assumption $(A_{p_1, p_2})$ on $[p_1, p_2]$. Moreover, we note that
\[
\psi'(p) = \frac{x}{t} - f'(p) .
\]
But $f'' > 0$ on $\mathbb{R}$, so $f' : \mathbb{R} \to f(\mathbb{R})$ is a bijection. This implies the uniqueness of the stationary point if it exists. Now let us distinguish two cases.

i) Case $\frac{x}{t} \in f'(I)$. In this case, the stationary point $p_0$ exists, belongs to $I := (\tilde{p}_1, \tilde{p}_2]$ and is defined by
\[
p_0 := (f')^{-1} \left( \frac{x}{t} \right) .
\]
Moreover $\psi''(p) = -f''(p) < 0$ which implies $\psi''(p_0) \neq 0$. According to Examples [1.11], $\psi : \mathbb{R} \to \mathbb{R}$ satisfies Assumption $(P_{p_0, 2})$ with
\[
\tilde{\psi}(p) = \begin{cases} 
\frac{p - p_0}{|p - p_0|} \int_{0}^{1} -f''(y(p - p_0) + p_0) \, dy, & \text{if } p \neq p_0 , \\
-f''(p_0), & \text{if } p = p_0 ,
\end{cases}
\]
and $|\tilde{\psi}(p)| \geq m > 0$ for all $p \in [p_1, p_2]$, where $m := \min_{p \in [p_1, p_2]} f''(p) > 0$. Furthermore $\psi'$ is monotone on $\mathbb{R}$ since $\psi'' = -f'' < 0$. So we can apply Corollary [L.8] with $\rho = 2$, which gives for all $(t, x) \in \mathcal{C}(f'(\tilde{p}_1), f'(\tilde{p}_2))$,
\[
|u(t, x)| = \left| \int_{p_1}^{p_2} U(p) e^{it\psi(p)} \, dp \right| \leq c(u_0, f) t^{-\frac{2}{\mu}} ,
\]
where
\[
c(u_0, f) := \frac{1}{2\pi} \frac{3}{\mu} \left\| \hat{u} \right\|_{L^\infty(p_1, p_2)} + \frac{1}{\pi} \left( 4 \left\| \hat{u} \right\|_{L^\infty(p_1, p_2)} + \left\| \hat{u}' \right\|_{L^1(p_1, p_2)} \right) m^{-1} .
\]

ii) Case $\frac{x}{t} \notin f'(I)$. Firstly, let us suppose $\frac{x}{t} > f'(\tilde{p}_2)$. Here there is no stationary point in the integration interval. More precisely, it is possible to bound $\psi'$ from below by a non-zero constant, that is to say,
\[
\forall p \in [p_1, p_2] \quad \psi'(p) = \frac{x}{t} - f'(p) \geq f'(\tilde{p}_2) - f'(p_2) =: m_{\tilde{p}_2} > 0 ,
\]
and is defined by
\[
\tilde{\psi}(p) = \begin{cases} 
\frac{p - p_0}{|p - p_0|} \int_{0}^{1} -f''(y(p - p_0) + p_0) \, dy, & \text{if } p \neq p_0 , \\
-f''(p_0), & \text{if } p = p_0 ,
\end{cases}
\]
and $|\tilde{\psi}(p)| \geq m > 0$ for all $p \in [p_1, p_2]$, where $m := \min_{p \in [p_1, p_2]} f''(p) > 0$. Furthermore $\psi'$ is monotone on $\mathbb{R}$ since $\psi'' = -f'' < 0$. So we can apply Corollary [L.8] with $\rho = 2$, which gives for all $(t, x) \in \mathcal{C}(f'(\tilde{p}_1), f'(\tilde{p}_2))$,
and $\psi'$ is still monotone. According to Theorem 2.3, we obtain the following estimate of the solution,
\[
\forall t > 0 \quad \forall x > f'(\tilde{p}_2) t \quad |u(t, x)| \leq c_{x/t > f'(\tilde{p}_2)}^e(u_0, f) t^{-\mu},
\]
with $c_{x/t > f'(\tilde{p}_2)}^e(u_0, f) := \frac{1}{2\pi} \mu \left( \|\tilde{u}\|_{L^\infty(p_1, p_2)} + \frac{1}{2\pi} \left( 4 \left\|\tilde{u}\right\|_{L^\infty(p_1, p_2)} + \left\|\tilde{u}'\right\|_{L^1(p_1, p_2)} \right) \right) m^{-1}_{\tilde{p}_2}$. In the other case $\tilde{f} < f'(\tilde{p}_1)$, similar arguments furnish
\[
\forall t > 0 \quad \forall x < f'(\tilde{p}_1) t \quad |u(t, x)| \leq c_{x/t < f'(\tilde{p}_1)}^e(u_0, f) t^{-\mu},
\]
with $c_{x/t < f'(\tilde{p}_2)}^e(u_0, f) := \frac{1}{2\pi} \mu \left( \|\tilde{u}\|_{L^\infty(p_1, p_2)} + \frac{1}{2\pi} \left( 4 \left\|\tilde{u}\right\|_{L^\infty(p_1, p_2)} + \left\|\tilde{u}'\right\|_{L^1(p_1, p_2)} \right) \right) m^{-1}_{\tilde{p}_1}$, where we set $m_{\tilde{p}_1} := f'(p_1) - f'(\tilde{p}_1) > 0$.
So we can finally write
\[
\forall (t, x) \in \mathfrak{E}(f'(\tilde{p}_1), f'(\tilde{p}_2))^c \quad |u(t, x)| \leq c_{\tilde{f}}^e(u_0, f) t^{-\mu},
\]
where
\[
c_{\tilde{f}}^e(u_0, f) := c_{x/t > f'(\tilde{p}_2)}^e(u_0, f) + c_{x/t < f'(\tilde{p}_1)}^e(u_0, f).
\] (19)

An $L^\infty$-norm estimate can be easily derived from the preceding result.

2.4 Corollary. Suppose that $u_0$ satisfies Condition $C_{[p_1, p_2], \mu}$ and choose two finite real numbers $\tilde{p}_1, \tilde{p}_2$ such that $[p_1, p_2] \subseteq [\tilde{p}_1, \tilde{p}_2] =: \tilde{I}$. Then
\[
\forall t > 0 \quad \left\|u(t, \cdot)\right\|_{L^\infty(\mathbb{R})} \leq c(u_0, f) t^{-\frac{\tilde{f}}{2}} + c_{\tilde{f}}^e(u_0, f) t^{-\mu},
\]
where the constants $c(u_0, f) > 0$ and $c_{\tilde{f}}^e(u_0, f) > 0$ are given by (18) and (19) respectively. In particular, we have
\[
\forall t \geq 1 \quad \left\|u(t, \cdot)\right\|_{L^\infty(\mathbb{R})} \leq \left( c(u_0, f) + c_{\tilde{f}}^e(u_0, f) \right) t^{-\frac{\tilde{f}}{2}}.
\]
Proof. Simple consequence of Theorem 2.3.

Thanks to a combination of the preceding result and of $\mathbb{R}$, one can prove the optimality of the last $L^\infty$-norm estimate in the case of the free Schrödinger equation on the line.

2.5 Theorem. Let $u_S : \mathbb{R}_+ \times \mathbb{R} \rightarrow \mathbb{C}$ be the solution of
\[
\left\{ \begin{array}{l}
[i \partial_t - \partial_x^2] u(t, x) = 0 \\
u(0, x) = u_0(x)
\end{array} \right.,
\]
for all $t > 0$ and $x \in \mathbb{R}$, where $u_0$ satisfies Condition $C_{[p_1, p_2], \mu}$. Then
\[
\forall t \geq 1 \quad \left\|u_S(t, \cdot)\right\|_{L^\infty(\mathbb{R})} \leq c(u_0) t^{-\frac{\tilde{f}}{2}},
\] (20)
where the constant $c(u_0) > 0$ is given by Corollary 2.4 and the decay rate is optimal.
Proof. Corollary 2.4 applied to the case \( f(p) = p^2 \) furnishes \( (20) \). Then by supposing that \( \hat{u} \in C^1([p_1, p_2]) \) and that \( \hat{u}(p_2) = 0 \), Theorem 2.6 of [3] is applicable and provides an estimate to one term of the solution on the space-time direction direction \( x = 2p_1 t \), namely,

\[
\forall t \geq 1 \quad \left| u_s(t, x) - L_\mu(t, u_0) t^{-\frac{\eta}{2}} \right| \leq \tilde{c}(u_0) t^{-\frac{\eta}{2}} ;
\]

the coefficient \( L_\mu(t, u_0) \in \mathbb{C} \) is uniformly bounded with respect to time and the constant \( \tilde{c}(u_0) > 0 \) does not depend on \( t \). This shows that the solution behaves like \( L_\mu(t, u_0) t^{-\frac{\eta}{2}} \) on the above mentioned direction when \( t \) tends to infinity, implying the optimality of the decay rate.

In the following result, we furnish estimates of the solution in arbitrary narrow cones containing the direction \( \hat{x} = f'(p_1) \). In such regions, the phase has a stationary point which is in a neighbourhood of the singularity \( p_1 \). It is then expected that these two particular points interact with each other to produce the slow decay \( t^{-\frac{\eta}{2}} \). The other frequencies are regular and so they do not contribute to this slow decay rate.

Here we can remove the frequency band condition: we consider an initial data having a Fourier transform supposed integrable on \( \mathbb{R} \), combined with some technical hypotheses. Note that the following condition is inspired from Assumption (A\(_{p_1, \mu}\)).

**Condition (C\(_{p_1, \mu}\)).** Fix \( \mu \in (0, 1] \) and choose a finite real number \( p_1 \).

A tempered distribution \( u_0 \) satisfies Condition (C\(_{p_1, \mu}\)) if and only if \( \mathcal{F} u_0 \in L^1(\mathbb{R}) \) and there exists a bounded differentiable function \( \hat{u} : \mathbb{R} \to \mathbb{C} \) such that \( \hat{u}(p_1) \neq 0 \) if \( \mu \neq 1 \), \( \hat{u}' \in L^1(\mathbb{R}) \) and

\[
\forall p \in \mathbb{R} \setminus \{p_1\} \quad \mathcal{F} u_0(p) = |p - p_1|^\mu \hat{u}(p) .
\]

**2.6 Remark.** The integrability of \( \mathcal{F} u_0 \) assures that an initial condition \( u_0 \) satisfying the above condition exists as a tempered distribution. Moreover the solution formula \( (17) \) is still well-defined for \( t > 0 \) and \( x \in \mathbb{R} \).

**2.7 Theorem.** Suppose that \( u_0 \) satisfies Condition (C\(_{p_1, \mu}\)) and choose two finite real numbers \( \eta > \varepsilon > 0 \). Then for all \( (t, x) \in \mathcal{C}(f'(p_1 - \varepsilon), f'(p_1 + \varepsilon)) \), we have

\[
|u(t, x)| \leq c^{(1)}_\eta(u_0, f) t^{-\frac{\eta}{2}} + c^{(2)}_{\eta, \varepsilon}(u_0, f) t^{-1} .
\]

The constants \( c^{(1)}_\eta(u_0, f) \) and \( c^{(2)}_{\eta, \varepsilon}(u_0, f) \) are given by \( (21) \) and \( (23) \) respectively.

**Proof.** We shall employ the rewritting of the solution given in the proof of Theorem 2.3, i.e.

\[
\forall (t, x) \in (0, +\infty) \times \mathbb{R} \quad u(t, x) = \int_{\mathbb{R}} U(p) e^{i t \psi(p)} dp ,
\]

where

\[
\begin{align*}
\forall p \in \mathbb{R} \setminus \{p_1\} & \quad U(p) := \frac{1}{2\pi} \mathcal{F} u_0(p) = \frac{1}{2\pi} |p - p_1|^\mu \hat{u}(p) , \\
\forall p \in \mathbb{R} & \quad \psi(p) := \frac{x}{t} p - f(p) .
\end{align*}
\]
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Let $\eta > \varepsilon > 0$ and split the integral as follows,

$$
\int_{\mathbb{R}} U(p) e^{i\psi(p)} \, dp = \int_{p_1-\eta}^{p_1+\eta} \ldots + \int_{\mathbb{R}\setminus[p_1-\eta,p_1+\eta]} \ldots =: I^{(1)}(t, x, \eta) + I^{(2)}(t, x, \eta).
$$

Firstly we study $I^{(1)}(t, x, \eta)$. We recall that

$$
\psi'(p) = \frac{x}{t} - f'(p);
$$

since $\frac{x}{t}$ is supposed to belong to $[f'(p_1 - \varepsilon), f'(p_1 + \varepsilon)]$, then $\psi$ has a stationary point which belongs to $[p_1 - \varepsilon, p_1 + \varepsilon] \subset [p_1 - \eta, p_1 + \eta]$. Following the arguments of the point i) of the proof of Theorem 2.3, we apply Theorem 1.2 on $\mu$ which belongs to $[p_1 - \eta, p_1 + \eta]$ in the case $\mu$ does not vanish on $[p_1 - \eta, p_1 + \eta]$. We recall that $\eta > \varepsilon > 0$ and split the integral as follows,

$$
\left| I^{(1)}(t, x, \eta) \right| \leq \left| \int_{p_1-\eta}^{p_1} \ldots \right| + \left| \int_{p_1}^{p_1+\eta} \ldots \right| \leq \left( c_{1,\eta}(u_0, f) + c_{2,\eta}(u_0, f) \right) t^{-\frac{n}{2}},
$$

where

- $c_{1,\eta}(u_0, f) := \frac{1}{2\pi} \frac{3}{\mu} \| \tilde{u} \|_{L^\infty(p_1-\eta,p_1)} + \frac{1}{\pi} \left( 4 \| \tilde{u} \|_{L^\infty(p_1-\eta,p_1)} + \| \tilde{u}' \|_{L^1(p_1-\eta,p_1)} \right) m_{1,\eta}^{-1}$;
- $c_{2,\eta}(u_0, f) := \frac{1}{2\pi} \frac{3}{\mu} \| \tilde{u} \|_{L^\infty(p_1,p_1+\eta)} + \frac{1}{\pi} \left( 4 \| \tilde{u} \|_{L^\infty(p_1,p_1+\eta)} + \| \tilde{u}' \|_{L^1(p_1,p_1+\eta)} \right) m_{2,\eta}^{-1}$;

with $m_{1,\eta} := \min_{p \in [p_1-\eta,p_1]} f''(p) > 0$ and $m_{2,\eta} := \min_{p \in [p_1,p_1+\eta]} f''(p) > 0$. So we define the constant $c^{(1)}_\eta(u_0, f)$ by

$$
c^{(1)}_\eta(u_0, f) := c_{1,\eta}(u_0, f) + c_{2,\eta}(u_0, f).
$$

Let us study $I^{(2)}(t, x, \eta)$. Let $k \in \mathbb{N}$ and consider the following sequence,

$$
\hat{I}^{(2)}_k(t, x, \eta) := \int_{p_1+\eta+k}^{p_1+\eta+k+\eta} U(p) e^{i\psi(p)} \, dp.
$$

Since $\frac{x}{t} \in [f'(p_1 - \varepsilon), f'(p_1 + \varepsilon)]$, we note that the first derivative of the phase function does not vanish on $[p_1 + \eta, p_1 + \eta + k]$ and more precisely, we have for any $k \in \mathbb{N}$,

$$
\forall p \in [p_1 + \eta, p_1 + \eta + k] \quad |\psi'(p)| = f'(p) - \frac{x}{t} \geq f'(p_1 + \eta) - f'(p_1 + \varepsilon) =: \tilde{m}_{1,\eta,\varepsilon} > 0.
$$

Theorem 1.10 in the case $\mu = 1$ furnishes for all $(t, x) \in \mathcal{C}(f'(p_1 - \varepsilon), f'(p_1 + \varepsilon))$,

$$
\left| \hat{I}^{(2)}_k(t, x, \eta) \right| \leq \frac{1}{2\pi} \left( 3 \| U \|_{L^\infty(p_1+\eta,p_1+\eta+k)} + \| U' \|_{L^1(p_1+\eta,p_1+\eta+k)} \right) \tilde{m}_{1,\eta,\varepsilon}^{-1} t^{-1}.
$$
But we have
\[ \forall p \in [p_1 + \eta, p_1 + \eta + k], \quad |U(p)| \leq \eta^{\mu-1} \| \tilde{u} \|_{L^\infty(\mathbb{R})}, \]
and
\[ \int_{p_1 + \eta}^{p_1 + \eta + k} |U'(p)| \, dp \leq \eta^{\mu-1} \left( \| \tilde{u} \|_{L^\infty(\mathbb{R})} + \| \tilde{u}' \|_{L^1(\mathbb{R})} \right). \]
Consequently, \( \tilde{I}_2^{(k)}(t, x, \eta) \) can be estimated as follows,
\[ \left| \tilde{I}_2^{(k)}(t, x, \eta) \right| \leq \frac{1}{2\pi} \eta^{\mu-1} \left( 4 \| \tilde{u} \|_{L^\infty(\mathbb{R})} + \| \tilde{u}' \|_{L^1(\mathbb{R})} \right) \tilde{m}_{1, \eta, \varepsilon}^{-1} t^{-1}. \] (22)
Using the dominated convergence Theorem which claims that
\[ \lim_{k \to +\infty} \int_{p_1 + \eta}^{p_1 + \eta + k} U(p) e^{it\psi(p)} \, dp = \int_{p_1 + \eta}^{+\infty} U(p) e^{it\psi(p)} \, dp, \]
we can take the limit in (22) providing
\[ \left| \int_{p_1 + \eta}^{+\infty} U(p) e^{it\psi(p)} \, dp \right| \leq c_{1, \eta, \varepsilon}^{(2)}(u_0, f) t^{-1}, \]
with
\[ c_{1, \eta, \varepsilon}^{(2)}(u_0, f) := \frac{1}{2\pi} \eta^{\mu-1} \left( 4 \| \tilde{u} \|_{L^\infty(\mathbb{R})} + \| \tilde{u}' \|_{L^1(\mathbb{R})} \right) \tilde{m}_{1, \eta, \varepsilon}^{-1}. \]
Similar arguments permit to furnish
\[ \forall (t, x) \in \mathcal{C} \left( f'(p_1 - \varepsilon), f'(p_1 + \varepsilon) \right), \quad \left| \int_{-\infty}^{p_1 - \eta} U(p) e^{it\psi(p)} \, dp \right| \leq c_{2, \eta, \varepsilon}^{(2)}(u_0, f) t^{-1}, \]
with
\[ c_{2, \eta, \varepsilon}^{(2)}(u_0, f) := \frac{1}{2\pi} \eta^{\mu-1} \left( 4 \| \tilde{u} \|_{L^\infty(\mathbb{R})} + \| \tilde{u}' \|_{L^1(\mathbb{R})} \right) \tilde{m}_{2, \eta, \varepsilon}^{-1}, \]
with \( \tilde{m}_{2, \eta, \varepsilon}^{-1} := f'(p_1 - \varepsilon) - f'(p_1 - \eta) > 0. \)
Finally, by setting
\[ c_{\eta, \varepsilon}^{(2)}(u_0, f) := c_{1, \eta, \varepsilon}^{(2)}(u_0, f) + c_{2, \eta, \varepsilon}^{(2)}(u_0, f), \] (23)
we obtain for all \((t, x) \in \mathcal{C} \left( f'(p_1 - \varepsilon), f'(p_1 + \varepsilon) \right),\)
\[ \left| I^{(2)}(t, x, \eta) \right| \leq \left| \int_{-\infty}^{p_1 - \eta} \ldots \right| + \left| \int_{p_1 + \eta}^{+\infty} \ldots \right| \leq c_{\eta, \varepsilon}^{(2)}(u_0, f) t^{-1}. \]
This ends the proof. \( \square \)

On the other hand, in cones without the critical direction, the stationary point and the singularity are sufficiently far and so they do not interact with each other. Consequently, theirs effects on the decay rate are not coupled as in the previous result. Hence these two
particular points provide two distinct decay rates: \( t^{-\frac{1}{2}} \) coming from the stationary point and \( t^{-\mu} \) coming from the singularity. We note that these two rates are better than \( t^{-\frac{2}{p}} \).

This result combined with Theorem 2.7 highlights the fact that the singular frequency has a stronger influence on the decay rate in narrow regions containing the direction \( p_1 \), in accordance with the more precise results in [4], which have been obtained under stronger conditions.

2.8 Theorem. Suppose that \( u_0 \) satisfies Condition \((C_{p_1,\mu})\) and choose two finite real numbers \( \tilde{p}_1 < \tilde{p}_2 \) such that \( p_1 \notin [\tilde{p}_1, \tilde{p}_2] \). Then for all \((t, x) \in \mathcal{C}(f'(\tilde{p}_1), f'(\tilde{p}_2))\), we have

\[
|u(t, x)| \leq c_{\tilde{p}_1, \tilde{p}_2}^{(1)}(u_0, f) t^{-\frac{1}{2}} + c_{\tilde{p}_1, \tilde{p}_2}^{(2)}(u_0, f) t^{-\mu} + c_{\tilde{p}_1, \tilde{p}_2}^{(3)}(u_0, f) t^{-1}.
\]

The constants \( c_{\tilde{p}_1, \tilde{p}_2}^{(1)}(u_0, f) \), \( c_{\tilde{p}_1, \tilde{p}_2}^{(2)}(u_0, f) \) and \( c_{\tilde{p}_1, \tilde{p}_2}^{(3)}(u_0, f) \) are given by (24), (25) and (26) respectively.

**Proof.** The employed arguments in this proof are similar to those of the preceding one, so we only furnish a sketch of the proof.

Let \( \eta \in (0, \min\{|\tilde{p}_1 - p_1|, |p_1 - \tilde{p}_2|\}) \) and split the integral again,

\[
u(t, x) = \int_{\mathbb{R}} U(p) e^{it\psi(p)} dp = \int_{\tilde{p}_1 - \eta}^{\tilde{p}_1 + \eta} \ldots + \int_{\mathbb{R}\setminus[\tilde{p}_1 - \eta, \tilde{p}_2 + \eta]} \ldots =: I^{(1)}(t, x, \eta) + I^{(2)}(t, x, \eta),
\]

On the interval \([\tilde{p}_1 - \eta, \tilde{p}_2 + \eta]\), the phase has a unique stationary point and the amplitude is regular. Theorem 1.2 is applicable with \( \rho = 2 \) and \( \mu = 1 \), and we get

\[
\forall (t, x) \in \mathcal{C}(f'(\tilde{p}_1), f'(\tilde{p}_2)) \quad \left| I^{(1)}(t, x, \eta) \right| \leq c_{\tilde{p}_1, \tilde{p}_2}^{(1)}(u_0, f) t^{-\frac{1}{2}},
\]

where

\[
c_{\tilde{p}_1, \tilde{p}_2}^{(1)}(u_0, f) := \begin{cases} \frac{(p_1 - \eta - p_1)^{\mu-1}}{\pi} \left( \|\tilde{u}\|_{L^\infty(\mathbb{R})} \right. & , \text{if } p_1 < \tilde{p}_1, \\ + \left( 4 \|\tilde{u}\|_{L^\infty(\mathbb{R})} + \|\tilde{u}'\|_{L^1(\mathbb{R})} \right) m_{1, \tilde{p}_1, \tilde{p}_2}^{-1} & , \text{if } p_1 > \tilde{p}_2, \end{cases}
\]

with \( m_{1, \tilde{p}_1, \tilde{p}_2} := \min_{p \in [\tilde{p}_1 - \eta, \tilde{p}_2 + \eta]} f''(p) > 0 \).

Now let us study \( I^{(2)}(t, x, \eta) \). First of all, we remark that we integrate over two infinite branches such that one of them contains the singularity \( p_1 \). Consequently we shall suppose
that $p_1 < \tilde{p}_1$ without loss of generality; the other case $p_1 > \tilde{p}_2$ can be treated in a similar way. We consider the following sequence,

$$\forall k \in \mathbb{N}^* \quad I_k^{(2)}(t, x, \eta) := \int_{p_1 - k}^{\tilde{p}_1 - \eta} U(p) e^{it\psi(p)} \, dp.$$  

We note that $[p_1 - k, \tilde{p}_1 - \eta]$ contains the singularity $p_1$ and $\psi'$ does not vanish on this interval. Hence Theorem 1.10 can be employed on $[p_1 - k, p_1]$ and on $[p_1, \tilde{p}_1 - \eta]$, and taking the limit with the dominated convergence Theorem, we obtain

$$\forall (t, x) \in C(f'(\tilde{p}_1), f'(\tilde{p}_2)) \quad \left| \int_{-\infty}^{\tilde{p}_1 - \eta} U(p) e^{it\psi(p)} \, dp \right| \leq c_{p_1, \tilde{p}_2}^{(2)}(u_0, f) t^{-\mu},$$

where

$$c_{p_1, \tilde{p}_2}^{(2)}(u_0, f) := \frac{1}{\pi} \left( \frac{1}{\mu} \int_{-\infty}^{\infty} \frac{\|\tilde{u}\|_{L^\infty(\mathbb{R})} + (4 \|\tilde{u}\|_{L^\infty(\mathbb{R})} + \|\tilde{u}'\|_{L^1(\mathbb{R})}) \tilde{m}_{2, \tilde{p}_1}}{2} \right),$$

with $\tilde{m}_{2, \tilde{p}_1} := f'(\tilde{p}_1) - f'(\tilde{p}_1 - \eta) > 0$. On the other infinite branch, we define $I_k^{(3)}(t, x, \eta)$ as follows,

$$\forall k \in \mathbb{N}^* \quad I_k^{(3)}(t, x, \eta) := \int_{\tilde{p}_2 + \eta}^{\tilde{p}_1 + \eta} U(p) e^{it\psi(p)} \, dp.$$  

Here there is no singularity or stationary point, therefore Theorem 1.10 in the case $\mu = 1$ is applicable and furnishes

$$\forall (t, x) \in C(f'(\tilde{p}_1), f'(\tilde{p}_2)) \quad \left| \int_{\tilde{p}_2 + \eta}^{\infty} U(p) e^{it\psi(p)} \, dp \right| \leq c_{\tilde{p}_1, \tilde{p}_2}^{(3)}(u_0, f) t^{1},$$

where

$$c_{\tilde{p}_1, \tilde{p}_2}^{(3)}(u_0, f) := \frac{(\tilde{p}_2 - \eta - p_1)^{\mu-1}}{2\pi} \left( 4 \|\tilde{u}\|_{L^\infty(\mathbb{R})} + \|\tilde{u}'\|_{L^1(\mathbb{R})} \right) \tilde{m}_{3, \tilde{p}_2},$$

with $\tilde{m}_{3, \tilde{p}_2} := f'(\tilde{p}_2 + \eta) - f'(\tilde{p}_2) > 0$. Consequently we have an estimate of $I^{(2)}(t, x, \eta)$ in the case $p_1 < \tilde{p}_1$,

$$\forall (t, x) \in C(f'(\tilde{p}_1), f'(\tilde{p}_2)) \quad I^{(2)}(t, x, \eta) \leq c_{p_1, \tilde{p}_2}^{(2)}(u_0, f) t^{-\mu} + c_{p_1, \tilde{p}_2}^{(3)}(u_0, f) t^{1}.$$

To conclude, we provide the values of the constants $c_{p_1, \tilde{p}_2}^{(2)}(u_0, f)$ and $c_{p_1, \tilde{p}_2}^{(3)}(u_0, f)$ depending on the position of $p_1$:

- $c_{p_1, \tilde{p}_2}^{(2)}(u_0, f) := \begin{cases} \frac{1}{\pi} \left( \frac{1}{\mu} \int_{-\infty}^{\infty} \frac{\|\tilde{u}\|_{L^\infty(\mathbb{R})} + (4 \|\tilde{u}\|_{L^\infty(\mathbb{R})} + \|\tilde{u}'\|_{L^1(\mathbb{R})}) \tilde{m}_{2, \tilde{p}_1}}{2} \right), & \text{if } p_1 < \tilde{p}_1, \\ \frac{1}{\pi} \left( \frac{1}{\mu} \int_{-\infty}^{\infty} \frac{\|\tilde{u}\|_{L^\infty(\mathbb{R})} + (4 \|\tilde{u}\|_{L^\infty(\mathbb{R})} + \|\tilde{u}'\|_{L^1(\mathbb{R})}) \tilde{m}_{3, \tilde{p}_2}}{2} \right), & \text{if } p_1 > \tilde{p}_2, \end{cases}$

(25)
Moreover we suppose that

$$\epsilon_{\tilde{p}_1, \tilde{p}_2}^{(3)}(u_0, f) := \begin{cases} 
\frac{(\tilde{p}_2 + \eta - p_1)^{\mu-1}}{2\pi} \left( 4 \| \tilde{u} \|_{L^\infty(\mathbb{R})} + \| \tilde{u}' \|_{L^1(\mathbb{R})} \right) \tilde{m}_{3, \tilde{p}_2}^{-1}, & \text{if } p_1 < \tilde{p}_1, \\
\frac{(p_1 - \tilde{p}_1 + \eta)^{\mu-1}}{2\pi} \left( 4 \| \tilde{u} \|_{L^\infty(\mathbb{R})} + \| \tilde{u}' \|_{L^1(\mathbb{R})} \right) \tilde{m}_{2, \tilde{p}_1}^{-1}, & \text{if } p_1 > \tilde{p}_2. 
\end{cases}$$

(26)

It could be interesting to estimate the $L^\infty$-norm of the solution with an initial data satisfying Condition (C<sub>$p_1, \mu$</sub>). Unfortunately, the estimates of the two previous theorems are not necessarily uniform. For example, the number $m_{1, \tilde{p}_1, \tilde{p}_2}$ defined above may blow up when $\tilde{p}_1$ or $\tilde{p}_2$ tends to infinity if $\lim_{p \to \infty} f''(p) = 0$. Therefore, in the general case, it does not seem possible to derive a global estimate in a direct way. To establish such an estimate, we employ another method which consists in splitting the frequency line in small frequency bands and studying the contribution of each band. To do so, we employ the uniform estimate given by Corollary 2.4. Then we add up all these estimates to obtain the final result.

Nevertheless, we need some extra growth conditions on the phase and decay assumptions on the amplitude: under our hypotheses, the second derivative of the symbol is allowed to vanish at infinity; so the order of the stationary point of the phase may change at infinity. To prevent a possible influence coming from this change of the nature of the phase, we choose an initial data having a Fourier transform which tends sufficiently fast to 0 at infinity. Hence we have to consider new assumptions on the initial data which are a little more restrictive as compared with Condition (C<sub>$p_1, \mu$</sub>).

**Condition (C<sub>$\mu, \alpha, r$</sub>).** Fix $\mu \in (0, 1]$, $\alpha \geq 0$ and $r \geq 0$.

A tempered distribution $u_0$ satisfies Condition (C<sub>$\mu, \alpha, r$</sub>) if and only if there exists a bounded differentiable function $\tilde{u} : \mathbb{R} \to \mathbb{C}$ such that $\tilde{u}(0) \neq 0$ if $\mu \neq 1$, with

$$\forall p \in \mathbb{R} \setminus \{0\} \quad \mathcal{F} u_0(p) = |p|^\mu \tilde{u}(p).$$

Moreover we suppose that

$$\exists M \geq 0 \quad \forall p \in \mathbb{R} \quad |\tilde{u}(p)| \leq M \left( 1 + p^2 \right)^{-\frac{\mu}{2}},$$

and that $\tilde{u}' \in L^1_{\text{loc}}(\mathbb{R})$ with

$$\exists M' \geq 0 \quad \forall n \in \{ n \in \mathbb{Z} \mid |n| \geq r \} \quad \| \tilde{u}' \|_{L^1(n, n+1)} \leq M' |n|^{-\alpha}.$$  

**2.9 Remarks and Example.**

i) Here we put the singular frequency at 0 only for simplicity.

ii) If we suppose $\alpha > \mu$ then $\mathcal{F} u_0 \in L^1(\mathbb{R})$. Indeed $\mathcal{F} u_0 \in L^1_{\text{loc}}(\mathbb{R})$ since $\mu \in (0, 1]$ and $\tilde{u} \in L^\infty(\mathbb{R})$. Furthermore we have

$$\forall p \in \mathbb{R} \setminus \{0\} \quad |\mathcal{F} u_0(p)| \leq M \left( 1 + p^2 \right)^{-\frac{\mu}{2}} |p|^\mu \leq M |p|^\mu - 1 - \alpha,$$
since $$(1 + p^2)^{\frac{\alpha}{2}} \geq |p|.$$ Hence the hypothesis $$\alpha > \mu$$ implies the integrability of $$\mathcal{F}u_0$$ on $$\mathbb{R}$$.

The fact that $$\mathcal{F}u_0 \in L^1(\mathbb{R})$$ implies the existence of $$u_0$$ in $$\mathcal{S}'(\mathbb{R})$$ and the solution formula (17) is still well-defined for all $$t > 0$$ and $$x \in \mathbb{R}$$.

iii) Let us give an example of the above condition. Choose $$u_0 \in \mathcal{S}'(\mathbb{R})$$ such that its Fourier transform has the following form:

$$\forall p \in \mathbb{R} \setminus \{0\} \quad \mathcal{F}u_0(p) = |p|^\mu (1 + p^2)^{-\frac{\alpha}{2}},$$

with $$\mu \in (0, 1]$$ and $$\alpha > \mu$$. Here $$\hat{u} : \mathbb{R} \to \mathbb{R}$$ is defined by $$\hat{u}(p) = (1 + p^2)^{-\frac{\alpha}{2}}$$ for all $$p \in \mathbb{R}$$.

Here we only have to control $$\|\hat{u}'\|_{L^1(n,n+1)}$$ since the other hypotheses are clearly satisfied. One can quickly show that

$$\|\hat{u}'\|_{L^1(n,n+1)} = \left\{ \begin{array}{ll}
\hat{u}(n) - \hat{u}(n+1) & \text{if } n \geq 0, \\
\hat{u}(n+1) - \hat{u}(n) & \text{if } n \leq -1.
\end{array} \right.$$  

Using the fact that $$|n+1|^{-\alpha} \leq 2^\alpha |n|^{-\alpha}$$, if $$n \leq -2$$ according to Lemma 3.2, we obtain

$$\|\hat{u}'\|_{L^1(n,n+1)} \leq \left\{ \begin{array}{ll}
(1 + n^2)^{-\frac{\alpha}{2}} & \text{if } n \geq 0, \\
(1 + (n+1)^2)^{-\frac{\alpha}{2}} & \text{if } n = -2.
\end{array} \right.$$  

Hence for all $$|n| \geq 2$$, we have

$$\|\hat{u}'\|_{L^1(n,n+1)} \leq 2^\alpha |n|^{-\alpha},$$

and consequently, $$u_0$$ satisfies Condition $$(C_{\mu, \alpha, 2})$$.

2.10 Theorem. We suppose that

$$\exists R > 0 \quad \forall |p| \geq R \quad c |p|^{-\beta} \leq f''(p),$$

for certain $$\beta, c > 0$$. Moreover we assume that $$u_0$$ satisfies Condition $$(C_{\mu, \alpha, r})$$, with $$\mu \in (0, 1]$$, $$\alpha > \mu + \beta$$ and $$r \leq R$$. Then

$$\forall t \geq 1 \quad \|u(t,\cdot)||_{L^\infty(\mathbb{R})} \leq c^{(1)}(u_0, f) t^{-\frac{\alpha}{2}} + c^{(2)}(u_0, f) t^{-\frac{1}{2}},$$

where the constants $$c^{(1)}(u_0, f)$$ and $$c^{(2)}(u_0, f)$$ are given by (28) and (30), respectively.

Proof. We recall that the solution of the initial value problem can be written as follows,

$$\forall (t, x) \in (0, +\infty) \times \mathbb{R} \quad u(t, x) = \int_{\mathbb{R}} U(p) e^{it\psi(p)} \, dp,$$
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where
\[
\begin{align*}
\forall p \in \mathbb{R}\backslash \{0\} & \quad U(p) := \frac{1}{2\pi} \mathcal{F}u_0(p) = \frac{1}{2\pi} |p|^{\mu-1} \tilde{u}(p), \\
\forall p \in \mathbb{R} & \quad \psi(p) := \frac{x}{t} p - f(p).
\end{align*}
\]

Let us define
\[
N := \lceil R \rceil + 1, \quad \mathfrak{S}_N = \mathbb{Z}\backslash \{-N, \ldots, N-1\},
\]
where \(\lceil . \rceil\) is the ceiling function. Now we split the integral,
\[
\int_{\mathbb{R}} U(p) e^{it\psi(p)} \, dp = \int_{\mathbb{R}} \chi_{[-N,N]}(p)U(p) e^{it\psi(p)} \, dp + \int_{\mathbb{R}} \sum_{n \in \mathfrak{S}_N} \chi_{[n,n+1)}(p)U(p) e^{it\psi(p)} \, dp
\]
\[
= \int_{-N}^{N} U(p) e^{it\psi(p)} \, dp + \sum_{n \in \mathfrak{S}_N} \int_{n}^{n+1} U(p) e^{it\psi(p)} \, dp , \tag{27}
\]
where \(\chi_{[n,n+1)}\) is the characteristic function of the interval \([n, n + 1)\). We can apply Corollary 2.4 on \([-N,0]\) (resp. on \([0,N]\)), with \(\tilde{I} = [-N-1,1]\) (resp. \(\tilde{I} = [-1,N+1]\)), and we obtain
\[
\forall (t,x) \in \{t \geq 1\} \times \mathbb{R} \quad \left| \int_{-N}^{N} U(p) e^{it\psi(p)} \, dp \right| \leq \left| \int_{-N}^{0} \ldots \right| + \left| \int_{0}^{N} \ldots \right|
\]
\[
\leq (c_{-N}(u_0, f) + c_{+N}(u_0, f)) t^{-\frac{\mu}{2}}
\]
\[
=: c^{(1)}(u_0, f) t^{-\frac{\mu}{2}}, \tag{28}
\]
with
\[
\begin{align*}
\bullet \quad c_{-N}(u_0, f) & := \frac{5}{2\pi} \frac{\mu}{\mu} \| \tilde{u} \|_{L_\infty(-N,0)} + \frac{1}{2\pi} \left( 4 \| \tilde{u} \|_{L_\infty(-N,0)} + \| \tilde{u}' \|_{L^1(-N,0)} \right) m_{-N}, \\
\bullet \quad c_{+N}(u_0, f) & := \frac{5}{2\pi} \frac{\mu}{\mu} \| \tilde{u} \|_{L_\infty(0,N)} + \frac{1}{2\pi} \left( 4 \| \tilde{u} \|_{L_\infty(0,N)} + \| \tilde{u}' \|_{L^1(0,N)} \right) m_{+N},
\end{align*}
\]
and
\[
m_{\pm N} := 2 \left( \min_{p \in [0,\pm N]} f''(p) \right)^{-1} + \left( \pm f'(\pm (N+1)) \mp f'(\pm N) \right)^{-1} + \left( \pm f'(0) \mp f'(\mp 1) \right)^{-1} > 0.
\]

Now let us study each term of the series. By hypothesis, \(U\) is regular on \([n, n + 1]\) for \(n \in \mathfrak{S}_N\). Corollary 2.4 is then applicable with \(\mu = 1, \tilde{I} = [n-1, n+2]\), and it furnishes
\[
\left| \int_{n}^{n+1} U(p) e^{it\psi(p)} \, dp \right| \leq c_n(u_0, f) t^{-\frac{1}{2}} ;
\]
the constant \(c_n(u_0, f) > 0\) is given by
\[
c_n(u_0, f) := \frac{5}{2\pi} \| U \|_{L_\infty(n,n+1)} + \frac{1}{2\pi} \left( 4 \| U \|_{L_\infty(n,n+1)} + \| U' \|_{L^1(n,n+1)} \right) m_n ,
\]
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with \( m_n := 2 \left( \min_{p \in [n, n+1]} f''(p) \right)^{-1} + (f'(n+2) - f'(n+1))^{-1} + (f'(n) - f'(n-1))^{-1} > 0 \).

On the one hand, we have by using the hypothesis on \( u_0 \) and Lemma 3.2

\[
\| U \|_{L^\infty(n, n+1)} \leq 2^{1-\mu} |n|^{\mu-1} M 2^\alpha |n|^{-\alpha} = 2^{1-\mu+\alpha} M |n|^{\mu-1-\alpha}.
\]

Moreover

\[
\| U' \|_{L^1(n, n+1)} \leq \int_n^{n+1} (1 - \mu) |p|^{\mu-2} |\tilde{u}(p)| \, dp + \int_n^{n+1} |p|^{\mu-1} |\tilde{u}'(p)| \, dp
\]

\[
\leq \| \tilde{u} \|_{L^\infty(n, n+1)} \int_n^{n+1} (1 - \mu) |p|^{\mu-2} dp + 2^{1-\mu} |n|^{\mu-1} \| \tilde{u}' \|_{L^1(n, n+1)}
\]

\[
\leq M 2^\alpha |n|^{-\alpha} 2^{1-\mu} |n|^{\mu-1} + 2^{1-\mu} |n|^{\mu-1} M' |n|^{-\alpha}
\]

(29)

where the additional hypothesis on \( \tilde{u}' \) was used to get (29). On the other hand,

\[
\forall x, y \in \mathbb{R} \quad f'(x) - f'(y) = \int_y^x f''(p) \, dp \geq |x - y| \min_{p \in [x, y]} f''(p),
\]

and by the hypothesis on \( f \), we have

\[
f''(p) \geq c |p|^{-\beta} \begin{cases} 
2^{-\beta} |n|^{-\beta}, & \text{if } p \in [n, n+1], \\
2^{-\beta} |n + 1|^{-\beta} > c 4^{-\beta} |n|^{-\beta}, & \text{if } p \in [n+1, n+2], \\
2^{-\beta} |n - 1|^{-\beta} > c 4^{-\beta} |n|^{-\beta}, & \text{if } p \in [n-1, n];
\end{cases}
\]

the last inequalities were obtained by employing Lemma 3.2. This provides

\[
f'(n+2) - f'(n+1) \geq 4^{-\beta} c |n|^{-\beta} , \quad f'(n) - f'(n-1) \geq 4^{-\beta} c |n|^{-\beta}.
\]

It follows

\[
m_n \leq 2^\beta c^{-1} |n|^\beta + 4^\beta c^{-1} |n|^\beta + 4^\beta c^{-1} |n|^\beta \leq 3 \times 2^\beta c^{-1} |n|^\beta.
\]

Then we obtain

\[
c_n(u_0, f) = \frac{5}{2\pi} \| U \|_{L^\infty(n, n+1)} + \frac{1}{2\pi} \left( 4 \| U \|_{L^\infty(n, n+1)} + \| U' \|_{L^1(n, n+1)} \right) m_n
\]

\[
\leq 5 \frac{2^{-\mu} M}{\pi} |n|^{\mu-1-\alpha} + 3 \frac{2^{-\mu+\alpha+2\beta} M}{\pi c} |n|^{\mu-1-\alpha+\beta}
\]

\[
+ 3 \frac{2^{-\mu+2\beta} (2^\alpha M + M')}{\pi c} |n|^{\mu-1-\alpha+\beta}.
\]

Since \( \alpha > \mu + \beta \), the sequence \( \{ c_n(u_0, f) \} \) is sommable. It follows

\[
\left| \sum_{n \in \mathbb{N}} \int_n^{n+1} U(p) e^{it\psi(p)} \, dp \right| \leq \left( \sum_{n \in \mathbb{N}} \int_n^{n+1} U(p) e^{it\psi(p)} \, dp \right)^{1/2} \leq \left( \sum_{n \in \mathbb{N}} c_n(u_0, f) \right)^{1/2}.
\]
Then we can control the above series by employing the following estimate of the Riemann Zeta function,

\[
\forall \sigma > 1 \sum_{n \in \mathbb{N}^*} n^{-\sigma} \leq \frac{\sigma}{\sigma - 1}.
\]

Hence

\[
\sum_{n \in \mathcal{S}} c_n(u_0, f) \leq 5 \frac{2^{\alpha-\mu+1} M}{\pi} \frac{\alpha + 1 - \mu}{\alpha - \mu} + 3 \frac{2^{3-\mu+2\beta} M}{\pi c} \frac{\alpha + 1 - \mu - \beta}{\alpha - \mu - \beta} + 3 \frac{2^{1-\mu+2\beta} (2^\alpha M + M')}{\pi c} \frac{\alpha + 1 - \mu - \beta}{\alpha - \mu - \beta}
\]

\[
= 5 \frac{2^{\alpha-\mu+1} M}{\pi} \frac{\alpha + 1 - \mu}{\alpha - \mu} + 3 \frac{2^{1-\mu+2\beta} (5 \times 2^\alpha M + M')}{\pi c} \frac{\alpha + 1 - \mu - \beta}{\alpha - \mu - \beta}
\]

\[
=: c^{(2)}(u_0, f).
\]

Finally we obtain for all \( t \geq 1 \),

\[
\| u(t, \cdot) \|_{L^\infty(\mathbb{R})} \leq c^{(1)}(u_0, f) t^{-\frac{\mu}{2}} + c^{(2)}(u_0, f) t^{-\frac{1}{2}}.
\]

\( \square \)

2.11 Remark. Note that in the case \( f'' \geq m > 0 \) on \( \mathbb{R} \), the \( L^\infty \)-norm estimate can be obtained easier: we consider the sequence of integrals \( (I_n)_{n \geq 1} \) defined by

\[
\forall (t, x) \in \mathbb{R}_+^* \times \mathbb{R} \quad I_n(t, x) = \int_{-n}^n \mathcal{F} u_0(p) e^{-itf(p) + ixp} dp;
\]

then we apply Corollary [LS] to \( I_n(t, x) \), providing a uniform estimate which does not depend on \( n \). Finally we take the limit employing the dominated convergence Theorem to conclude. In this case, we can relax the hypotheses on the initial data by supposing that \( u_0 \) satisfies Condition \( (C_{p_1, \mu}) \) with \( p_1 = 0 \).

An intrinsic concentration phenomenon caused by a limited growth of the symbol

In this last subsection, we exhibit the influence of a growth limitation at infinity of the symbols on the dispersion of the solution.

We suppose that the second derivative of the symbol has a sufficient decay at infinity, implying the fact that the first derivative \( f' \) is bounded on \( \mathbb{R} \). An important consequence of this boundedness is the belonging of the stationary point to a bounded interval related to \( f'(\mathbb{R}) \), leading to a space-time cone. Hence the influence of the stationary point on the decay is restricted to this cone.

Here we only provide an estimate outside the above mentioned cone: indeed, the preceding
results, especially Theorem 2.10, affirm that the $L^\infty$-norm of the solution is estimated by $t^{-\mu}$, covering the inside of the cone. In the following result, we refine this estimate outside the cone, furnishing the better decay $t^{-\mu}$.

To prove it, we employ the method of the proof of Theorem 2.10: we assume that the initial data satisfy the above Condition $(C_{\mu,\alpha,r})$, then we decompose the frequency line and we study the influence of each frequency band.

**2.12 Theorem.** We suppose that

\[ \exists R > 0 \quad \forall |p| \geq R \quad c_- |p|^{-\beta_-} \leq f''(p) \leq c_+ |p|^{-\beta_+} , \]

for certain $\beta_- \geq \beta_+ > 1$ and $c_+, c_- > 0$. Moreover we assume that $u_0$ satisfies Condition $(C_{\mu,\alpha,r})$, with $\mu \in (0,1]$, $\alpha > \mu + \beta_- - 1$ and $r \leq R$. Then

\[ \forall (t, x) \in \mathcal{C}(a,b)^c \quad |u(t, x)| \leq c_1(u_0, f) t^{-\mu} + c_2(u_0, f) t^{-1} , \]

where the constants $c_1^{(1)}(u_0, f)$ and $c_2(u_0, f)$ are given by (31) and (32), respectively. The two finite real numbers $a < b$ verify

\[ \lim_{p \to -\infty} f'(p) = a \quad , \quad \lim_{p \to +\infty} f'(p) = b . \]

**2.13 Remarks.**

i) Let us show that the above hypothesis on $f$ implies that $f'(\mathbb{R}) = (a, b)$, where the bounds are given by the limits of $f'$ at infinity.

Due to the fact that $f'' > 0$, $f'$ is strictly increasing and so if $f'$ is bounded, then it reaches its bounds at $\pm \infty$. On the compact interval $[-r, r]$, $f'$ is bounded since it is continuous. Now for $p \geq r$, we have

\[ f'(p) - f'(r) = \int_r^p f''(x) \, dx \leq c_+ \int_r^p x^{-\beta_+} \, dx ; \]

it follows

\[ f'(p) \leq \frac{c_+}{1 - \beta_+} p^{1-\beta_+} + f'(r) - \frac{c_+}{1 - \beta_+} r^{1-\beta_+} \leq f'(r) - \frac{c_+}{1 - \beta_+} r^{1-\beta_+} < \infty . \]

Consequently $f'$ is bounded from above. Similar arguments show that $f'$ is bounded from below.

ii) Moreover we can control the distance between $f'$ and its bounds when $|p| \geq r$:

- $\forall p \geq r \quad b - f'(p) = \int_p^{+\infty} f''(x) \, dx \geq c_- \int_p^{+\infty} x^{-\beta_-} \, dx = -\frac{c_-}{1 - \beta_-} p^{1-\beta_-} ,$

- $\forall p \leq -r \quad f'(p) - a = \int_{-\infty}^p f''(x) \, dx \geq c_- \int_{-\infty}^p (-x)^{-\beta_-} \, dx = -\frac{c_-}{1 - \beta_-} (-p)^{1-\beta_-} .
Proof of Theorem 2.12. We consider the solution formula given in the previous proofs and its rewriting once again. First let us split the integral as in (27), that is to say,

$$
\int_{\mathbb{R}} U(p) e^{it\psi(p)} \, dp = \int_{-N}^{N} U(p) e^{it\psi(p)} \, dp + \sum_{n \in \mathcal{S}_N} \int_{N}^{n+1} U(p) e^{it\psi(p)} \, dp,
$$

with

$$
N := [R] + 1, \quad \mathcal{S}_N = \mathbb{Z} \setminus \{-N, \ldots, N - 1\}.
$$

We study the first integral. We note that the assumption \((t, x) \in \mathcal{C}(a, b)^c\) implies that \(\psi\) does not vanish on \(\mathbb{R}\). More precisely, on \([-N, N]\), we have

- \(\forall p \in [-N, 0] \quad |\psi'(p)| = \left| \frac{x}{t} - f'(p) \right| \geq \min \{ f'(-N) - a, b - f'(0) \} := m_{-N} > 0 \),
- \(\forall p \in [0, N] \quad |\psi'(p)| = \left| \frac{x}{t} - f'(p) \right| \geq \min \{ f'(0) - a, b - f'(N) \} := m_{+N} > 0 \),

and \(\psi\) is still monotone on \(\mathbb{R}\) since \(\psi'' = -f'' < 0\). Applying Theorem 1.10 on \([-N, 0]\) and on \([0, N]\), we obtain

$$
\forall (t, x) \in \mathcal{C}(a, b)^c \quad \left| \int_{-N}^{N} U(p) e^{it\psi(p)} \, dp \right| \leq \left| \int_{-N}^{0} \ldots \right| + \left| \int_{0}^{N} \ldots \right|
$$

$$
\leq (c_{-N}^{\ast}(u_0, f) + c_{+N}^{\ast}(u_0, f)) t^{-\mu}
$$

$$
=: c_{1}^{\ast}(u_0, f) t^{-\mu}, \quad (31)
$$

with

- \(c_{-N}^{\ast}(u_0, f) := \frac{1}{2\pi} \frac{1}{\mu} \| \tilde{u} \|_{L^{\infty}(-N, 0)} + \frac{1}{2\pi} \left( 4 \| \tilde{u} \|_{L^{\infty}(-N, 0)} + \| \tilde{u}' \|_{L^{1}(-N, 0)} \right) m_{-N}^{-1} \),
- \(c_{+N}^{\ast}(u_0, f) := \frac{1}{2\pi} \frac{1}{\mu} \| \tilde{u} \|_{L^{\infty}(0, N)} + \frac{1}{2\pi} \left( 4 \| \tilde{u} \|_{L^{\infty}(0, N)} + \| \tilde{u}' \|_{L^{1}(0, N)} \right) m_{+N}^{-1} \).

Now we study the terms of the series. By hypothesis, \(U\) is regular on \([n, n+1]\) for \(n \in \mathcal{S}_N\), \(\psi\) is monotone and is non-vanishing. Theorem 1.10 is then applicable once again on the interval \([n, n+1]\) with \(\mu = 1\) and it furnishes

$$
\forall (t, x) \in \mathcal{C}(a, b)^c \quad \left| \int_{n}^{n+1} U(p) e^{it\psi(p)} \, dp \right| \leq c_{n}^{\ast}(u_0, f) t^{-1};
$$

the constant \(c_{n}^{\ast}(u_0, f) > 0\) is defined by

$$
c_{n}^{\ast}(u_0, f) := \frac{1}{2\pi} \left( 3 \| U \|_{L^{\infty}(n, n+1)} + \| U' \|_{L^{1}(n, n+1)} \right) m_{n}^{-1},
$$

with \(m_{n} := \min \{ f'(n) - a, b - f'(n + 1) \} > 0\). As in the previous proof, we can show by using the hypothesis on \(u_0\) and Lemma 3.2 that

$$
\| U \|_{L^{\infty}(n, n+1)} \leq 2^{1-\mu+\alpha} M |n|^{\mu-1-\alpha},
$$
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and
\[ \|U\|_{L^1(n,n+1)} \leq 2^{1-\mu} (2^\alpha M + M') |n|^{\mu-1-\alpha}. \]

Furthermore the point ii) of Remarks 2.13 implies
\[ m_n \geq \frac{c_{-}}{\beta_- - 1} \min \{|n|^{1-\beta_-}, |n+1|^{1-\beta_-}\} \geq \frac{c_{-}}{\beta_- - 1} 2^{1-\beta_-} |n|^{1-\beta_-}, \]

where we used Lemma 3.2 one more time. Then we obtain
\[ c_n^c(u_0, f) = \frac{1}{2\pi} \left( 3 \|U\|_{L^\infty(n,n+1)} + \|U\|_{L^1(n,n+1)} \right) m_n^{-1} \]
\[ \leq \frac{\beta_- - 1}{2\pi c_+} \left( 3 \times 2^{-\mu+\alpha+\beta_-} M + 2^{-\mu+\beta_-} (2^\alpha M + M') \right) |n|^{\mu-2-\alpha+\beta_-}. \]

The summability of the sequence \( \{c_n^c(u_0, f)\}_{n \in \mathbb{S}_N} \) comes from the assumption \( \alpha > \mu + \beta_- - 1 \), and we have
\[ \sum_{n \in \mathbb{S}_N} c_n^c(u_0, f) \leq \frac{\beta_- - 1}{\pi c_+} \left( 3 \times 2^{-\mu+\alpha+\beta_-} M + 2^{-\mu+\beta_-} (2^\alpha M + M') \right) \frac{\alpha + 2 - \mu - \beta_-}{\alpha + 1 - \mu - \beta_-} \]
\[ =: c_2^c(u_0, f). \] (32)

It follows
\[ \left| \sum_{n \in \mathbb{S}_N} \int_n^{n+1} U(p) e^{it\psi(p)} dp \right| \leq \left( \sum_{n \in \mathbb{S}_N} c_n^c(u_0, f) \right) t^{-1} \leq c_2^c(u_0, f) t^{-1}. \]

We obtain finally for all \((t, x) \in \mathcal{C}(a, b)\),
\[ |u(t, x)| \leq c_1^c(u_0, f) t^{-\mu} + c_2^c(u_0, f) t^{-1}. \]

\[ \square \]

3 Technical lemmas

In the last section, we state and prove two basic lemmas which are used several times in this paper.

3.1 Lemma. Let \( \alpha \in (0, 1] \) and let \( x, y \in \mathbb{R}_+ \) such that \( x \geq y \). Then we have
\[ x^\alpha - y^\alpha \leq (x - y)^\alpha. \]

Proof. The case \( \alpha = 1 \) is trivial so let us assume \( \alpha < 1 \). If \( y = 0 \) then the result is clear. Suppose \( y \neq 0 \), then the above inequality is equivalent to
\[ \left( \frac{x}{y} \right)^\alpha - 1 \leq \left( \frac{x}{y} - 1 \right)^\alpha. \]
Define the function $h : [1, +\infty) \rightarrow \mathbb{R}$ by

$$
\forall z \in [1, +\infty) \quad h(z) := (z - 1)^{\alpha} - z + 1.
$$

Then we note that for all $z > 1$,

$$
h'(z) = \alpha ((z - 1)^{\alpha - 1} - z^{-1}) \geq 0,
$$
since $\alpha - 1 < 0$. It follows

$$
\forall z \in [1, +\infty) \quad h(z) \geq h(1) = 0,
$$

which proves the lemma.

**3.2 Lemma.** Let $p \in [n, n+1]$, where $n \geq 1$ or $n \leq -2$. Then we have

$$
\frac{1}{2} |n| \leq |p| \leq 2|n|.
$$

**Proof.** Firstly let us suppose that $n \geq 1$. Then

$$
\frac{1}{2} n \leq n \leq p \leq n + 1 \leq 2n.
$$

Now we suppose $n \leq -2$. Similar computations provide

$$
\frac{1}{2} |n| = -\frac{1}{2} n \leq -(n + 1) \leq -p = |p| \leq -n = |n| \leq 2|n|.
$$
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