Abstract—This paper is concerned with mismatched disturbance rejection control for the second-order discrete-time systems. Different from previous work, the controllability of the system is applied to design the disturbance compensation gain, which does not require any coordinate transformations. Via this new idea, it is shown that disturbance in the regulated output is immediately and directly compensated in the case that the disturbance is known. When the disturbance is unknown, an extra generalized extended state observer is applied to design the controller. Two examples are given to show the effectiveness of the proposed methods. Numerical simulation shows that the designed controller has excellent disturbance rejection effect when the disturbance is known. The example with respect to the permanent-magnet direct current motor illustrates that the proposed control method for unknown disturbance rejection is effective.

Index Terms—Precision motion control, observers for linear systems, stability of linear systems.

I. INTRODUCTION

Disturbances always bring negative influence on systems performance in practice. Disturbance is one of the most important factors influencing system performance. It thus is necessary for high-precision control to investigate the disturbance rejection technique. During the past four decades, some elegant disturbance attenuation techniques such as disturbance-observer-based control (DOB) [1], extended state observer-based control (ESOBC) [2], disturbance accommodation control (DAC) [3], and composite hierarchical anti-disturbance observer-based control (CHADC) [4], and so on, have been proposed and applied in various fields, see [5–10].

The existing results mainly focus on treating matching disturbances [11–14]. Such disturbances always get involved the system via the same channel with the control input, or the influence of the disturbances can be equivalently transformed into the input channels in some way. Due to the aforementioned feature, the influence of the matching disturbances on the system can be counteracted directly or indirectly by appropriately designing the controller in the same channel (before or after transformed) as the disturbances are known. In the case the disturbances are unknown, disturbance observer (DOB)/extended state observer (ESO) was then applied to disturbance rejection [5], [15], [16]. Hence, the matching disturbance rejection technique has become relatively mature.

In contrast, mismatched disturbance rejection is more challenging. Mismatched disturbances extensively exist in the real world. Many practical systems like the permanent magnet synchronous motors, roll autopilots for missiles and flight control systems, are affected by the mismatched disturbances [17–19]. Essentially different from the matching disturbances, these disturbances act on the system via the different channel from the control input. Consequently, no matter what kind of control scheme is employed, it may be impossible to completely eliminate the influence of the mismatched disturbances on the system state [20]. Therefore, a practical consideration goals at eliminating the effects of mismatched disturbances from some variables of interests, i.e., from the output channel.

There are a number of methods in dealing with the mismatched disturbances [16], [21]–[26]. In [16], a method based on a generalized ESO is proposed for linear systems and it can eliminate the mismatched disturbances from the controlled output in steady state. Similar to [16], [21] weakens the restriction of disturbance and improves the disturbance reject effect by introducing the high-order derivative of the disturbance. For the nonlinear system with mismatched disturbance, a novel slide-mode control based on a generalized DOB is provided in [22], [25] and it can reject the mismatched disturbance in the output in steady state. Different from [22], [25], [24] treats the mismatched disturbance in the multi-input multi-output system with arbitrary disturbance relative degree. However, it should be noted that the mismatched disturbance could not be eliminated immediately and completely in the literatures like the case of matched disturbance. How to compensate the disturbance immediately and directly in the case of mismatching is remained to be solved.

This paper aims to proposing a controller design method to eliminate the mismatched disturbances in the output directly and completely. Different from those existing ideas, the controllability of the system is utilized to establish a connection between the control and the disturbance. Based on this connection, the disturbance rejection controller is designed. As the disturbances are known, the proposed controller can eliminate the mismatched disturbance in the output completely. Given that the disturbance is usually unknown, a modified controller is also presented based on our previous controller.
and a generalized ESO. The modified controller can remove the disturbance in the steady-state regulated output. It should be highlighted that the residual disturbance in the regulated output under the modified controller is induced by the error of the observer. In other words, the modified controller can eliminate the disturbance in the regulated output completely if the observer can provide the exact disturbance value at every instant.

The remainder of the paper is organized as follows. Section II introduces the problem of mismatched disturbance rejection control for second-order discrete-time systems. Method of mismatched known disturbance rejection control is proposed in Section III. In Section IV, we modify the controller proposed in Section III by introducing a generalized ESO to propose a controller for unknown disturbances. In Section V, two examples are given to show the effectiveness of the proposed methods. The conclusions are drafted in Section VI.

II. PROBLEM STATEMENT

We consider the second-order single-input single-output (SISO) system with mismatched disturbances

\[
\begin{align*}
  x(k+1) &= Ax(k) + b_u u(k) + b_d d(k), \\
  y(k) &= C_m x(k), \\
  y_o(k) &= c_o x(k)
\end{align*}
\]

(1)

where \( x(k) \in \mathbb{R}^2 \), \( u(k) \in \mathbb{R} \), \( d(k) \in \mathbb{R} \), \( y(k) \in \mathbb{R}^r \), and \( y_o(k) \in \mathbb{R}^r \) are the state, control input, disturbance, measurable output, and regulated output, respectively. \( A, b_u, b_d, C_m, \) and \( c_o \) are given matrices with dimension \( 2 \times 2 \), \( 2 \times 1 \), \( 2 \times 1 \), \( r \times 2 \), and \( 1 \times 2 \), respectively.

Remark 1: In (1), \( d(k) \) represents known or unknown disturbance. The known disturbance includes the measurable disturbance and the disturbance models are available [27], [28], etc. The unknown disturbance possibly includes external disturbances, un-modeled dynamics, parameter uncertainty, complex nonlinear dynamics, discretization error, and so on.

Remark 2: The mismatched disturbance which implies that the disturbance \( d(k) \) enters the system in a different channel from the control input \( u(k) \) [25]. For the second-order system (1), that \( d(k) \) is the mismatched disturbance means \( b_u^T b_d = 0 \).

Assumption 1: \( c_o^T b_u = 0 \), which means we focus on removing the disturbance in the channel with the disturbance rather than with the control input.

We will deal with the following two problems in this paper.

Problem 1: For the system (1), assume the disturbance \( d(k) \) is bounded and known. Seek \( u(k) \) to stabilize the system and eliminate the disturbance of the regulated output immediately and completely.

Problem 2: For the system (1), assume the disturbance \( d(k) \) is unknown. Seek \( u(k) \) to stabilize the system and remove the disturbance of the regulated output in steady state.

III. KNOWN DISTURBANCES REJECTION CONTROLLER

A. Control Law Design

In order to stabilize the system and eliminate the disturbance of the regulated output simultaneously, the design of the controller can be divided as

\[
u(k) = u_x(k) + u_d(k)
\]

(2)

where \( u_x(k) \) and \( u_d(k) \) are responsible for stabilizing the system (1) and compensating the disturbance of the regulated output, respectively. \( u_x(k) \) and \( u_d(k) \) will be given in the following theorem.

Theorem 1: Suppose Assumption 1 holds, the state is available, \( (A, b_u) \) is controllable, and the disturbance is bounded and known.

1) Let \( u_x(k) = Kx(k) \), where the state feedback gain \( K \) is selected to guarantee that \( A + b_u K \) is Schur;

2) Let

\[
u_d(k) = -I_1 K_p b_d d(k) - I_2 K_p b_d d(k+1)
\]

(3)

where \( K_p = [b_u, (A + b_u K) b_u]^{-1} \), \( I_1 = [1 \ 0] \), \( I_2 = [0 \ 1] \).

Under the composite control law (2) with \( u_x(k) \) in 1) and \( u_d(k) \) in 2), there hold

- The closed-loop system (1) is bounded-input-bounded-state (BIBS) stable;
- The known disturbance can be immediately and completely eliminated from the regulated output.

Remark 3: In the case that the disturbance is time invariant or slow time-varying, we may let \( d(k+1) = d(k) \), then (3) becomes

\[
u_d(k) = -I_1 K_p b_d d(k) - I_2 K_p b_d d(k+1) = -(I_1 + I_2) K_p b_d d(k).
\]

Proof: Firstly, we will show \( [b_u, (A + b_u K) b_u] \) is non-singular. Since \( (A, b_u) \) is controllable, \( (A + b_u K, b_u) \) is controllable for any compatible \( K \). Hence, \( [b_u, (A + b_u K) b_u] \) is full row rank. For the second-order SISO system (1), the full row rank of \( [b_u, (A + b_u K) b_u] \) is equivalent to its nonsingularity.

Secondly, we will show that the system (1) is BIBS stable under the proposed control law in Theorem 1. Inserting this control law into the state equation in the system (1), leads to

\[
\begin{align*}
x(k+1) &= Ax(k) + b_u (u_x(k) + u_d(k)) + b_d d(k) \\
&= (A + b_u K) x(k) + b_u (-I_1 K_p b_d d(k) - I_2 K_p b_d d(k+1) + b_d d(k))
\end{align*}
\]

(4)

Since \( d(k) \) is bounded. \( b_u (-I_1 K_p b_d d(k) - I_2 K_p b_d d(k+1) + b_d d(k)) \) is bounded. Note that \( A + b_u K \) is Schur matrix. According to Proposition 5.8 in [29], the closed-loop system (4) is BIBS stable.

Thirdly, we will prove that \( y_o(j) \) for \( j \geq h \) in (1) is unaffected by disturbance \( d(l) \) for \( l \geq h \) under the disturbance rejection law proposed in Theorem 1 if the disturbance is present from \( h (h > 0) \) instant.

In the case of \( j = h \), there is no disturbance \( d(h) \) in \( y_o(h+1) \), which stems from the derivation below. Plugging the control law given in Theorem 1 into the state equation in the system (1), the state \( x(h) \) is expressed as

\[
x(h) = Ax(h-1) + b_u (u_x(h-1) + u_d(h-1)) \\
= (A + b_u K) x(h-1) - b_u (I_1 K_p b_d d(k) + I_2 K_p b_d d(k+1))
\]
where we have used the fact that the disturbance does not appear before $h$ instant. Inserting the above equation into the regulated output equation in the system (1) and using $c_o b_u = 0$ yield

\[ y_o(h) = c_o x(h) = c_o ((A + b_u K)x(h-1) - b_o(I_1 K_p b_d d(k) + I_2 K_p b_d d(k+1))) = c_o (A + b_u K)x(h-1) - c_o b_u (I_1 K_p b_d d(k) + I_2 K_p b_d d(k+1)) = c_o (A + b_u K)x(h-1). \]

Obviously, there is no disturbance in $y_o(h)$.

In the case of $j = h + 1$, it is easy to know

\[ x(h+1) = (A + b_u K)x(h) + b_u u_d(h) + b_d d(h) = (A + b_u K)((A + b_u K)x(h-1) + b_u u_d(h-1) + b_d d(h)) = (A + b_u K)^2 x(h-1) + b_u u_d(h) + (A + b_u K)b_u u_d(h-1) + b_d d(h) = (A + b_u K)^2 x(h-1) + b_d d(h) + [b_u, (A + b_u K)b_u] \begin{bmatrix} u_d(h) \\ u_d(h-1) \end{bmatrix}. \]

Let $P = [b_u, (A + b_u K)b_u]$, substituting (3) with $k = h - 1$ and $k = h$ into (5), we obtain

\[ x(h+1) = (A + b_u K)^2 x(h-1) + b_d d(h) + P \begin{bmatrix} -I_1 K_p b_d d(h) \\ -I_2 K_p b_d d(h) \end{bmatrix} = (A + b_u K)^2 x(h-1) - P K_p b_d d(h) + b_d d(h) = (A + b_u K)^2 x(h-1) - P K_p b_d d(h) + b_d d(h) = (A + b_u K)^2 x(h-1) - b_u I_2 K_p b_d d(h+1). \]

By plugging the above equation into the regulated output equation in the system (1) and using $c_o b_u = 0$, the regulated output $y_o(h+1)$ is derived as

\[ y_o(h+1) = c_o x(h+1) = c_o ((A + b_u K)^2 x(h-1) - b_u I_2 K_p b_d d(h+1)) = c_o (A + b_u K)^2 x(h-1) - c_o b_u I_2 K_p b_d d(h+1) = c_o (A + b_u K)^2 x(h-1), \]

which indicates that the disturbance in $y_o(h+1)$ are removed.

In the case of $j > h + 1$, along the similar derivation with (6), one can have

\[ x(j) = (A + b_u K)^{j-h+1} x(h-1) - b_u I_2 K_p b_d d(j-1). \]

Similar to (7), there holds

\[ y_o(j) = c_o ((A + b_u K)^{j-h+1} x(h-1) - b_u I_2 K_p b_d d(j-1)). \]

It is evident that the disturbance in $y_o(j)$ is eliminated either.

The proof of Theorem 1 is completed. The configuration of the proposed mismatched known disturbance rejection control method proposed in Theorem 1 is shown in Fig. 1.

![Fig. 1. Configuration of the proposed mismatched known disturbance rejection control method.](image)

**Remark 4:** It is worth stressing that the controller proposed in Theorem 1 can eliminate the disturbance in the regulated output immediately and completely, rather than in the steady state. The result is new to the best of our knowledge.

**Remark 5:** Note that the disturbance compensation part $u_d(k)$ in (2) is also suitable for matched disturbance. For the matching case (i.e., $b_u = \lambda b_d$, $\lambda \in R$), the disturbance compensation part (3) degenerates to $u_d(k) = -1/\lambda d(k)$, which is consistent with standard ESOBC control law [5].

### IV. UNKNOWN DISTURBANCE REJECTION CONTROLLER

In this section, we will deal with the mismatched disturbance rejection for the system (1), where the disturbance is unknown. Similar to Assumption 2 in [24] and [16], $d(k)$ in (1) satisfies the following assumption.

**Assumption 2:** $d(k)$ is bounded and $\lim_{k \to \infty} d(k) = c$.

Denote

\[ h(k) = d(k+1) - d(k). \]

From Assumption 2, it is evident that $h(k)$ is bounded and $\lim_{k \to \infty} h(k) = 0$.

Due to the disturbance is unknown, it is necessary to design a generalized ESO to estimate and then try to reject the unknown disturbance.

**A. Generalized ESO Design and Analysis**

Introducing an extended variable [5]

\[ x_3(k) = d(k) \]

to the system (1) and combine (9) yield the extended system equation

\[
\begin{align*}
\dot{x}(k+1) &= \bar{A} \bar{x}(k) + \bar{b}_u u(k) + E h(k), \\
y(k) &= C \bar{x}(k)
\end{align*}
\]

\[ \begin{align*}
\dot{\bar{x}}(k+1) &= \bar{A} \bar{x}(k) + \bar{b}_u u(k) + E h(k), \\
y(k) &= C \bar{x}(k)
\end{align*} \]
Thus, a new control law is obtained as
\[ u(k) = [x(k)]_{3 \times 1}^T, \]
where \( \hat{x}(k) = \begin{bmatrix} x(k) \\ x_3(k) \end{bmatrix} \),
\[ \bar{A} = \begin{bmatrix} A_{2 \times 2} & (b_d)_{2 \times 1} \\ 0 & 1 \end{bmatrix}_{3 \times 3}, \]
\[ \bar{b}_u = \begin{bmatrix} (b_u)_{2 \times 1} \\ 0 \end{bmatrix}_{3 \times 1}, \]
\[ E = \begin{bmatrix} 0_{2 \times 1} \\ 1 \end{bmatrix}_{3 \times 1}, \]
\[ \bar{C} = \begin{bmatrix} (C_m)_{r \times 2} \\ 0_{r \times 1} \end{bmatrix}_{r \times 3}. \]

For system (10), the ESO is designed as follows:
\[
\begin{align*}
\hat{x}(k + 1) &= \bar{A}\hat{x}(k) + \bar{b}_u u(k) + \bar{L}(y(k) - \hat{y}(k)), \\
\hat{y}(k) &= \bar{C}\hat{x}(k)
\end{align*}
\]
where \( \hat{x}(k) = \begin{bmatrix} \hat{x}(k)^T, \hat{x}_3(k)^T \end{bmatrix} \), \( \hat{x}(k) \) and \( \hat{x}_3(k) \) are the estimates of \( \hat{x}(k) \), \( x(k) \), and \( x_3(k) \) in (10), respectively. Matrix \( \bar{L} \) is the observer gain remains to be determined.

### B. Control Law Design

Due to the disturbance is unknown, the control law (2) is invalid for disturbance rejection. To this end, we will modify it by replacing \( u_d(k) \) in Theorem 1 with the below
\[
u_d(k) = -I_1 K_p b_d \hat{d}(k) - I_2 K_p b_d \hat{d}(k + 1)
\]
where \( \hat{d}(k) \) is the estimation of \( d(k) \).

Given the causal restriction of the controller, \( u_d(k) \) in (12) is modified as
\[
u_d(k) = -I_1 K_p b_d \hat{d}(k) - I_2 K_p b_d \hat{d}(k) = -I_1 + I_2 K_p b_d \hat{d}(k).
\]

Thus, a new control law is obtained as
\[ u(k) = u_x(k) + u_d(k) = K\hat{x}(k) + K_d \hat{d}(k), \]
which is applicable in the case that the state is available. If the state is unavailable, the control law (14) can be modified as
\[
u(k) = K\hat{x}(k) + K_d \hat{d}(k).
\]

Until now, we have no idea whether the proposed controller (14) and (15) can stabilize the system (1), or and eliminate the disturbance in regulated output or not. Hence, what follows is stability and disturbance rejection analysis.

### C. Stability and Disturbance Rejection Analysis

Before analysis, some useful lemmas are prepared as follows.

**Lemma 1:** The following linear system
\[
x(k + 1) = Ax(k) + Bu(k)
\]
is asymptotically stable if \( A \) is Schur and \( u(k) \) is bounded as well as \( \lim_{k \to \infty} u(k) = 0 \).

**Proof:** Let \( X(z) \) and \( U(z) \) are z-transform of \( x(k) \) and \( u(k) \), respectively. According to the final value theorem [30], if \( (z - 1)X(z) \) has no poles outside the unit circle, then there holds
\[
\lim_{k \to \infty} x(k) = \lim_{z \to 1} (z - 1)X(z).
\]
The z-transform of (16) is
\[
X(z) = (zI - A)^{-1}BU(z).
\]
Further, we have
\[
(z - 1)X(z) = (z - 1)(zI - A)^{-1}BU(z).
\]
It follows from the boundedness of \( u(k) \) and \( \lim_{k \to \infty} u(k) = 0 \) that \( (z - 1)U(z) \) has no poles outside the unit circle. Applying the final value theorem again yields
\[
\lim_{z \to 1} (z - 1)U(z) = \lim_{k \to \infty} u(k) = 0.
\]
Since \( A \) is Schur, all poles of \((zI - A)^{-1}\) are inside the unit circle and \( \lim_{z \to 1}(zI - A)^{-1} \) exists, which together with (20) shows that
\[
\lim_{z \to 1}(zI - A)^{-1}B(z - 1)U(z) = 0.
\]

In view of (19) and (21),
\[
\lim_{z \to 1} (z - 1)X(z) = 0.
\]
Now from (17), it is immediate to obtain that
\[
\lim_{k \to \infty} x(k) = 0.
\]

**Lemma 2:** For system (16), \( \lim_{k \to \infty} x(k) = (I - A)^{-1}BU_c \)
if \( A \) is Schur and \( \lim_{k \to \infty} u(k) = U_c \neq 0 \).

**Proof:** Along the similar reasoning with Lemma 1, Lemma 2 can be derived. The proof is thus omitted. Let
\[
e(k) = \begin{bmatrix} e_x(k) \\ e_d(k) \end{bmatrix} = \begin{bmatrix} \hat{x}(k) - x(k) \\ \hat{d}(k) - d(k) \end{bmatrix}.
\]

By using (10), (11) and (24), we obtain the following estimation error equation
\[
e(k + 1) = (\bar{A} - \bar{L}\bar{C})e(k) - \bar{E}h(k).
\]
Under Assumption 2, if selects the observer gain matrix \( \bar{L} \) in (25) such that \( \bar{A} - \bar{L}\bar{C} \) is Schur matrix, then according to Lemma 1 the observer error system (25) is asymptotically stable and
\[
\lim_{k \to \infty} e(k) = 0
\]
for bounded \( h(k) \) and \( \lim_{k \to \infty} h(k) = 0 \).
In the Case of Known State: If the state is accessible, the control law can be given as (14). We will analyze the performance of the controller in the below.

Theorem 2: Under Assumption 1 and 2, \((A, b_u)\) is controllable, and \((\tilde{A}, \tilde{C})\) is observable.

1) Select the observer gain matrix \(\tilde{L}\) in (11) such that \(\tilde{A} - \tilde{LC}\) is Schur matrix [30];
2) Choose the state feedback gain matrix \(K\) in (2) such that \(A + b_uK\) is Schur matrix;

Under the composite control law (14), there hold

- The closed-loop system (1) is asymptotically stable;
- The disturbance \(d_k\) can be eliminated from the steady-state regulated output \(y_o(k)\).

Proof: In view of (1), (14), and (25), the system (1) under the control law (14) evolves as

\[
x(k + 1) = (A + b_uK)x(k) + b_u\tilde{K}e(k) + (b_d + b_uK_d)d(k)
\]

where \(\tilde{K} = [0_{1 \times 2} \; K_d]\).

Since \(A + b_uK\) is Schur matrix. Thus, it can be concluded from Lemma 2 and Assumption 2 that the state \(x(k)\) in the closed-loop system (27) is convergent. It can be derived from (27) that

\[
\lim_{k \to \infty} x(k) = \lim_{k \to \infty} [(I - (A + b_uK))^{-1}][b_u\tilde{K}e(k) + (b_d + b_uK_d)d(k)]
\]

Combining (1) with (28) gives

\[
\lim_{k \to \infty} y_o(k) = \lim_{k \to \infty} c_o x(k) = \lim_{k \to \infty} c_o[(I - (A + b_uK))^{-1}][b_u\tilde{K}e(k) + (b_d + b_uK_d)d(k)]
\]

Substituting (26) into above equation yields

\[
\lim_{k \to \infty} y_o(k) \lim_{k \to \infty} c_o[(I - (A + b_uK))^{-1}][b_d + b_uK_d]d(k).
\]

Using (13) and (30) yields

\[
\lim_{k \to \infty} y_o(k) = \lim_{k \to \infty} c_o[(I - (A + b_uK))^{-1}]
\times (b_d - b_u(I_1 + I_2)K_p)b_d]d(k)
\]

\[
= \lim_{k \to \infty} c_o[(I - (A + b_uK))^{-1}]
\times (b_d - b_u(I_1 + I_2)P^{-1})b_d]d(k)
\]

\[
= \lim_{k \to \infty} c_o[(I - (A + b_uK))^{-1}]
\times [0, (A + b_uK - I)b_u]P^{-1}d(k)
\]

\[
= \lim_{k \to \infty} -c_o b_u I_2 P^{-1} b_d]d(k).
\]

Substituting the \(c_o b_u = 0\) into above equation yields

\[
\lim_{k \to \infty} y_o(k) = 0
\]

which means that the disturbance \(d(k)\) can be removed from the steady-state regulated output \(y_o(k)\) under the composite control law (14).

The proof of Theorem 2 is completed. The configuration of the proposed mismatched unknown disturbance rejection control method for the state available is shown in Fig. 2.

In the Case of Unknown State: If the state is unavailable, the control law can be given as (15). We will analyze the performance of the controller in the below.

Theorem 3: Under Assumption 1 and 2, \((A, b_u)\) is controllable, and \((\tilde{A}, \tilde{C})\) is observable.

1) Select the observer gain matrix \(\tilde{L}\) in (11) such that \(\tilde{A} - \tilde{LC}\) is Schur matrix;
2) Choose the state feedback gain matrix \(K\) in (2) such that \(A + b_uK\) is Schur matrix;

Under the composite control law (15), there hold

- The closed-loop system (1) is asymptotically stable;
- The disturbance \(d(k)\) can be eliminated from the steady-state regulated output \(y_o(k)\).

Proof: In view of (1), (15), and (25), the system (1) under the control law (15) evolves as

\[
x(k + 1) = (A + b_uK)x(k) + b_u\tilde{K}e(k) + (b_d + b_uK_d)d(k)
\]

where \(\tilde{K} = [K, K_d]\).

Since \(A + b_uK\) are Schur matrix. According to Lemma 2, the state \(x(k)\) in close-loop system (33) under Assumption 2 is convergent. From (33), it can be derived that

\[
\lim_{k \to \infty} x(k) = \lim_{k \to \infty} [(I - (A + b_uK))^{-1}][b_u\tilde{K}e(k) + (b_d + b_uK_d)d(k)]
\]

It follows from (1), (26), and (34) that the regulated output can be represented as

\[
\lim_{k \to \infty} y_o(k) = \lim_{k \to \infty} c_o x(k) = \lim_{k \to \infty} c_o[(I - (A + b_uK))^{-1}(b_d + b_uK_d)d(k)]
\]

With the same lines as (31), the same result as (32) can be obtained from (35).

The proof of Theorem 3 is completed.

Remark 6: From Remark 4, the residual disturbance in the regulated output under the modified controller is essentially induced by the error of observer. Consequently, the modified controller can eliminate the disturbance in the regulated output completely if the observer can provide the exact disturbance value at every instant.
V. SIMULATIONS

A. Example with Known Disturbance

In the case of known disturbance, the designed control law in this paper is compared with the GESOBC [16] to illustrate the effect of disturbance compensation.

Consider the system (1) with the following parameters

\[
\begin{align*}
A &= \begin{bmatrix} 1 & 0.01 \\ -0.02 & 0.99 \end{bmatrix}, & b_u &= \begin{bmatrix} 0 \\ 0.01 \end{bmatrix}, & b_d &= \begin{bmatrix} 0.01 \\ 0 \end{bmatrix}, \\
C_m &= \begin{bmatrix} 1 \\ 0 \end{bmatrix}, & c_o &= \begin{bmatrix} 1 \\ 0 \end{bmatrix}.
\end{align*}
\]

The state feedback gain matrix in (2) is chosen as \( K = \begin{bmatrix} -20 & -4 \end{bmatrix} \) such that the poles of closed-loop system regardless of the disturbance are 0.9750 + 0.0397i and 0.9750 − 0.0397i. Two coefficients of the disturbance compensation part \( w_d(k) \) can be calculated according to (2), giving as \(-I_1K_db_d = 95\) and \(-I_2K_db_d = -100\). According to [16], the disturbance compensation gain of the GESOBC method is calculated as \( K_d = -5\). The initial state of the system is \( x(0) = \begin{bmatrix} 1 & 0 \end{bmatrix}^T\). The known disturbance \( d = 3 \) acts on the system from \( t = 0.6 \) s. The controller aims to remove the disturbance from the regulated output \( y_o \). The simulation trajectories of the regulated output \( y_o = x_1 \) and the state \( x_2 \) are shown in Figs. 3−4.

B. Example with Unknown Disturbance

Consider the permanent-magnet direct current (PMDC) motor system [31] is described by

\[
\begin{align*}
\dot{x} &= Ax + b_uu + b_dd(t), \\
y &= Cx(t), \\
y_o(t) &= c_o x(t),
\end{align*}
\]

where \( V_a(t) \) is the armature voltage \((V)\), \( d(t) = T_L(t) \) is load torque \((Nm)\), \( w_m \) is angular speed \((rad/s)\); \( i_a(t) \) is armature current \((A)\); \( R_a, L_a \) respectively the armature resistance \((\Omega)\) and armature inductance \((H)\); \( T_m(t) \) is motor torque \((Nm)\); \( E_b \) is back emf \((V)\); \( K_b \) back emf constant \((Vs/rad)\); \( K_i \) is torque constant \((Nm/A)\); \( J_m \) is rotor inertia \((kgm^2)\); \( B_m \) is the viscous friction coefficient \((Nms/rad)\); \( \theta \) is angular position of rotor shaft \((rad)\). The parameters in the system (36) are listed in Table 1 [32].

Let \( x(t) = [w_m \ i_a]^T, y(t) = [w_m \ i_a]^T, y_o(t) = w_m, u(t) = V_a(t) \), so the state-space equation of the PMDC motor model as

\[
\begin{align*}
\dot{x} &= Ax + b_uu + b_dd(t), \\
y &= Cx(t), \\
y_o(t) &= c_o x(t),
\end{align*}
\]
the speed control on PMDC motor under variable loads. It can be noted from (37) and (38) that the disturbance in the PMDC motor system is mismatched. The control objective is to eliminate the disturbance in the output angular velocity under variable loads.

Under the method proposed in this paper, the sampling period is selected as \( T = 0.001 \text{s} \) and disturbance change is \( 5\text{Nm} \) loaded from 0.6s action. The state feedback gain matrix designed as \( K = [-0.5 \quad -4] \). It can be calculated from (13) that \( K_d = 5.3 \). The the observer gain of the generalized ESO is chosen as

\[
\hat{L} = \begin{bmatrix}
0.3 & 0.1 \\
0.1 & 0.8 \\
-0.2 & -0.05
\end{bmatrix}.
\]

(38)

The simulation trajectories of the PMDC motor speed output real and estimated value under our approach are shown in Fig. 5. The simulation trajectories of the real and estimated value of PMDC motor current are shown in Fig. 6. The trajectories of the real and estimated value of disturbance are shown in Fig. 7.

As we can see in Fig. 5-6 that the maximum speed change does not exceed 10 \( \text{rad/s} \), the PMDC motor current change is less than 3A, the settling time of them is about 0.1s, and the steady-state error disappears. Both the speed and the current vary approach to the setpoints quickly. Disturbances can be estimated accurately and timely by the generalized ESO (see Fig. 7). The results illustrate that the proposed approach has achieved expected performance in eliminating the unknown disturbance.

VI. CONCLUSION

In this paper, we have provided several mismatch disturbance rejection controllers for the known disturbance and the unknown disturbance. Different from the existing controllers, our disturbance compensation gain is proposed with the aid of the controllability of the system. The controller for the known disturbance can eliminate the disturbance in the regulated output immediately and completely, and the controller treating the unknown disturbance can reject the disturbance in the regulated output in the steady state. Two examples have been designed to illustrate that the proposed disturbance rejection control methods are effective.

| Symbol | Explanation | Value     |
|--------|-------------|-----------|
| \( P \) | Shaft Power | \( 5kW \) |
| \( V_a \) | Armature Voltage | \( 240V \) |
| \( R_a \) | Armature Resistance | \( 0.5\Omega \) |
| \( L_a \) | Armature Inductance | \( 0.012H \) |
| \( J_m \) | Total Inertia | \( 0.00471\text{kgm}^2 \) |
| \( B_m \) | Viscous Friction Coef. | \( 0.002\text{Nms/rad} \) |
| \( K_t \) | Torque Constant | \( 0.5\text{Nm/A} \) |
| \( K_b \) | Back Emf Constant | \( 0.5\text{V/s/rad} \) |
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