Feasibility and analysis of CNN-based candidate beam generation for robotic radiosurgery
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Purpose: Robotic radiosurgery offers the flexibility of a robotic arm to enable high conformity to the target and a steep dose gradient. However, treatment planning becomes a computationally challenging task as the search space for potential beam directions for dose delivery is arbitrarily large. We propose an approach based on deep learning to improve the search for treatment beams.

Methods: In clinical practice, a set of candidate beams generated by a randomized heuristic forms the basis for treatment planning. We use a convolutional neural network to identify promising candidate beams. Using radiological features of the patient, we predict the influence of a candidate beam on the delivered dose individually and let this prediction guide the selection of candidate beams. Features are represented as projections of the organ structures which are relevant during planning. Solutions to the inverse planning problem are generated for random and CNN-predicted candidate beams.

Results: The coverage increases from 95.35% to 97.67% for 6000 heuristically and CNN-generated candidate beams, respectively. Conversely, a similar coverage can be achieved for treatment plans with half the number of candidate beams. This results in a patient-dependent reduced averaged computation time of 20.28%–45.69%. The number of active treatment beams can be reduced by 11.35% on average, which reduces treatment time. Constraining the maximum number of candidate beams per beam node can further improve the average coverage by 0.75 percentage points for 6000 candidate beams.

Conclusions: We show that deep learning based on radiological features can substantially improve treatment plan quality, reduce computation runtime, and treatment time compared to the heuristic approach used in clinics. © 2020 The Authors. Medical Physics published by Wiley Periodicals LLC on behalf of American Association of Physicists in Medicine. [https://doi.org/10.1002/mp.14331]
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1. INTRODUCTION

An important advancement in radiotherapy is the development of robotic radiosurgery. The key idea of this method is to utilize the kinematic flexibility of a robot to deliver dose from multiple positions around the patient. Furthermore, the beams of radiation can be nonisocentric to achieve high conformity and allow for a steep dose gradient around the target. However, the optimal arrangement of beams becomes a challenging task due to the arbitrarily large search space of potential beam directions. In clinical practice, a beam generation heuristic based on a randomized selection of candidate beams has proven to be robust. Since there is no known analytical solution to the planning problem, the beams to be delivered during treatment are typically chosen from the set of candidate beams by solving an optimization problem. We model this optimization problem as a linear program and employ the simplex algorithm to solve for Pareto efficient solutions.

However, planning based on candidate beams is necessarily incomplete. While larger candidate beam sets generally result in better performance, the computational effort increases disproportionately with the number of candidate beams and can get prohibitive. Additionally, while improvements to clinical plan quality may diminish with increasing numbers of candidate beams, computation time is of interest, too. Furthermore, there are similarities in the patient geometry between different patients for prevalent types of cancer. Therefore, we propose a convolutional neural network (CNN)-based approach that is trained on conventionally computed treatment plans to generate candidate beams for new patients.
A CNN represents a trainable model that learns the relation between input and output data without requiring much domain knowledge. The network essentially consists of multiple convolutional layers followed by one or multiple fully connected layers prior to the output. Each layer has trainable weights that are learned by minimizing an error function for pairs of input and output data. Simply put, the convolutional layers extract features from the input images that are then evaluated by the fully connected layers to make a prediction.

Convolutional neural networks have been applied to different image processing tasks in the medical domain like classification\(^1\े2\) or segmentation\(^3\) and have shown significant improvement over conventional methods.\(^4\) Recently, methods for predicting dose distributions from three-dimensional volumes or two-dimensional (2D) slices of computed tomography (CT) scans using fully convolutional neural networks\(^5,6\) have been proposed. These distributions can then be used for inverse planning and are a promising step toward automatic treatment plan generation.

Approaches to optimize beam orientations, positions, shapes, and weights directly (direct aperture optimization) have been proposed. Those involve either solving a mixed integer problem\(^7\) or combining the optimization of the dose in the target, dose constraints, and apertures in the objective function.\(^8,9\) The former means a significant increase in computational effort while the latter sacrifices the ability to set hard constraints on the doses of critical organ structures.

Furthermore, knowledge-based methods were also applied to optimization of beam-related parameters in intensity-modulated radiation therapy (IMRT) like statistical and machine learning methods\(^10–12\) or case- and atlas-based methods\(^13–15\).

However, the problem of robotic radiosurgery is considerably more complex since more than 100 directions are typically considered in comparison to five to nine beam angles that are used for IMRT. Note that identifying apertures in IMRT corresponds to finding a spacial arrangement and shape for the treatment beams in robotic radiosurgery.

We propose an approach to represent the patient geometry as projections of radiological features of the organ structures on 2D planes in node eye view. This approach is motivated by an earlier method based on case-based reasoning.\(^16\) With these features, the CNN is trained to predict each beam’s influence on the dose distribution. These predictions then determine the probability for the beam to be included in the candidate beam set. Finally, the solution of the inverse planning problem selects and weights the treatment beams. We evaluate possible improvements on treatment plan quality and computation time for more than 30 patients previously treated for prostate cancer and discuss the difference in candidate beam sets generated by this approach to randomized candidate beam sets generated by the conventional approach.

2. MATERIALS AND METHODS

2.A. Treatment planning

For robotic radiosurgery, for example, with the CyberKnife, the beam source is mounted on a 6 degrees-of-freedom robotic arm.\(^17\) To avoid collisions with the patient and medical equipment, discrete positions are defined from where beams can be delivered. These beam nodes lie roughly on the surface of a cylinder around the patient with a radius of 900–950 mm in the case of prostate cancer therapy. Beams can be oriented arbitrarily, starting at the beam nodes. We consider nonisocentric beams with circular Iris\(^18\) collimators. A treatment plan then defines a weighted subset of candidate beams for treatment. Here, each beam’s weight corresponds to the activation time of the respective beam.

Computed tomography image data with contoured volumes of interest (VOIs), namely the planning target volume (PTV) and organs at risk (OARs), are the basis for treatment planning. Additional shell structures around the PTV are defined to control the dose gradient in normal tissue. The goal of treatment planning then is to find a configuration of beams that deliver the prescribed dose to the PTV while constraining the maximal dose to PTV, OARs, and shells.

This optimization problem is often solved by linear programming\(^19\) which has the advantage over heuristic optimization, for example, simulated annealing or gradient decent-based methods, of being optimal with respect to the set of candidate beams. The optimization is separated into distinct steps. First, a large set candidate beams is randomly sampled and dose coefficients are determined. These coefficients represent the dose delivered by a beam at a discrete location proportional to the beam’s weight. Second, the inverse optimization problem is formulated and solved with respect to clinical goals and dose constraints. Finally, from the solution, the subset of weighted beams is identified as part of the treatment plan. Generally, the quality of the treatment plan increases with increasing number of candidate beams as there are more options for treatment beams. However, computation time also increases and can become prohibitive. Furthermore, the number of actual weighted treatment beams is typically much smaller than the number of candidate beams. This motivates the use of fewer promising candidate beams to achieve comparable treatment plan quality.

2.B. Dataset

Our dataset for training and cross-validation consists of ten patient cases with prostate cancer that were previously treated with the CyberKnife with VOI sizes that represent a wide range of patients (Table I). We additionally evaluate our trained CNN on a separate cohort of 27 patients also treated with the CyberKnife. For each case, the prostate is defined as the PTV and bladder and rectum as OARs. For treatment planning we adopt a five-fraction protocol with a prescribed dose of 36.25 Gy and set hard constraints on the dose of PTV and OARs to 40.25 and 36 Gy, respectively. To achieve a steep dose gradient, we introduce two shells enclosing the PTV at 3 and 9 mm distance. We also constrain the total and per beam monitor units to 40 000 and 300 MU, respectively. To generate training data for the CNNs, we compute 30 treatment plans with 6000 random candidate beams each for every patient. Candidate beams originate at a random beam node...
and are oriented toward a random point in the projection of the PTV.

The diameters of the beams’ collimators are chosen from 10, 15, 20, 30, or 40 mm at 800-mm distance with equal probability. To make the treatment plans comparable between patients, the constraints on the dose for the shell structures are tuned to achieve roughly 95% coverage of the PTV. The coverage is a dose criterion which describes the fraction of the PTV which receives at least the prescribed dose. It is commonly used to evaluate the plan quality of a treatment plan and is optimized when generating treatment plans in our setup. We maximize the coverage indirectly by minimizing the underdosage of the PTV’s fraction that receives less than the prescribed dose by formulating the inverse planning problem as a linear program using our in-house planning software.19

2.C. Feature generation

One possible approach to feature generation could be a representation of the complete planning problem. The corresponding label would then be the entire set of weighted beams. However, this would result in a highly complex description of the planning problem which would make learning meaningful patterns hard and require a large amount of training data to generalize sufficiently well. Thus, we setup our CNN to predict the influence of a single beam on the delivered dose, independent of other beams.

A common method to describe the dosimetric influence of a beam is the projection of the VOIs from the beam node on a plane perpendicular to the line from beam node to beam target, that is, the beam’s eye view.20 A similar method has been applied in a case-based approach,16 where, among other features, similarity of beam nodes is established by projections of VOIs on a plane perpendicular to the line from beam node to PTV centroid. We describe various properties of a beam by projections onto this plane and create a separate gray-scale image for each property. Each image has a pixel size of 1 mm × 1 mm and a size of 150 × 150 pixels, which covers the PTV and most parts of the OARs. We concatenate the gray-scale images in the channel dimension and use the resulting image tensor as input for CNN. The feature creation is shown in Fig. 1 and explained in detail in the following.

A first image represents the beam relative to the target. We intersect the central beam with the projection plane and compute the effective radius at the source-plane distance. We further refer to the resulting mask of the area covered by the beam as beam feature.

### Table I. Volumes of interest sizes of patients in the dataset in cm³.

| VOI      | P1 | P2 | P3 | P4 | P5 | P6 | P7 | P8 | P9 | P10 |
|----------|----|----|----|----|----|----|----|----|----|-----|
| PTV      | 67 | 93 | 82 | 81 | 109| 70 | 115| 86 | 87 | 52  |
| Rectum   | 50 | 84 | 44 | 34 | 66 | 90 | 56 | 53 | 41 | 114 |
| Bladder  | 76 | 95 | 90 | 119| 74 | 187| 57 | 37 | 110| 259 |

Additional images represent the VOIs as viewed from the beam node. We refer to them as VOI features and study three different approaches. First, we compute separate projections of each VOI on the plane, effectively masking the outline of the VOI. This leads to input data of size \([W, H, D] = [150, 150, 1 + n_v] = [150, 150, 4]\) corresponding to one beam feature and one VOI feature per VOI when considering \(n_v = 3\) VOIs.

Second, we include the distance along the beam in the projection. Creating two images per VOI that encode the minimum and maximum distance in the projection, respectively, we represent the three-dimensional VOI shape. Therefore, we generate two VOI features per VOI and have an input of size \([W, H, D] = [150, 150, 1 + 2n_v] = [150, 150, 7]\).

Third, we consider that the effect of the beam does depend on the tissue density. We, therefore, replace the minimum and maximum distance projections by the respective minimum and maximum radiological depth. Note that this results in a deformed three-dimensional representation of the VOI that accounts for the effective dose coefficients. The input size is again \([W, H, D] = [150, 150, 1 + 2n_v] = [150, 150, 7]\).

To assess the relevance of the convolutional layers of the CNN in our approach, we compare the CNN to fully connected neural networks (FCNN). We compare flattened images and hand-crafted features as input. Flattened images are the linearized entries of the described image tensors while the hand-crafted features describe the overlapping area of VOI projections and beam projection, that is, the overlap of beam and VOIs, the overlap between each VOI, and additionally the overlap of the area where a VOI is in front of another and the overlap of the area where a VOI is behind of another, totaling in 36 features. These features are similar to those used in literature.12

2.D. Model architecture and training

We adapt DenseNet-121,21 which is a state of the art CNN architecture for natural image classification. The core idea of DenseNet is to reuse features to reduce the number of trainable parameters and thereby improve the network’s computational efficiency to allow for a deeper network. This is facilitated by the organization of multiple convolutional layers in densely connected blocks where inside a block the output of a layer is concatenated with the input of all following layers (Fig. 2). Therefore, the feature tensor of size \([B, W, H, D_1]\) of the dense block grows in \(D_1\) with the \(l\)th convolutional block (CB) by the growth rate \(g\), which we set to \(g = 32\). Here, \(B\) is the batch size, \(H\) and \(W\) are the spacial dimensions, and \(D_1\) is the depth of the concatenated feature map tensor. Each CB consists of a 1 × 1 convolution with output feature map depth \(D’ = 4\cdot g\) and a 3 × 3 convolution with \(D’ = g\). Here, the first convolution acts as a bottleneck layer because it limits the feature map depth to \(4\cdot g\) for the second convolution and forces the CNN to represent the data more efficiently.

Reusing the output of earlier layers as input allows for smaller \(D’\) in each convolution and thus reduces the number
of parameters for similar performance of the network. It also improves the convergence speed during training because the error gradient is connected directly from the output of the dense block to each layer.

Down-sampling, or pooling, layers are an essential part for many CNNs. DenseNet uses average pooling and max-pooling layers, which compute the average or maximum value for an input patch of the feature map, to decrease the spacial size of feature maps. However, this technique is not feasible within a dense block since constant spacial size is required when concatenating the feature maps in the way described above. To still be able to incorporate down-sampling in DenseNet, dense blocks are connected via transition layers. These transition layers essentially consist of a 1 × 1 convolution with \( D' = D/2 \) followed by a 2 × 2 average pooling layer with stride 2. Thereby, \( H, W, \) and \( D \) are halved in each transition. A summary of the DenseNet structure is given in Fig. 3.

We use transfer learning to initialize the weights of the CNN with weights trained from the ImageNet dataset, which consists of natural RGB images classified into 1000 classes. This method has been shown to improve results in the medical setting especially with a limited dataset. We adapt the pretrained DenseNet by replacing the fully connected layer to have a single output and linear activation for regression. Furthermore, we copy the weights of the first convolutional layer to the remaining channels since our images have four or seven channels, depending on the type of VOI features used. We then fine-tune the weights using the Adam optimizer and a learning rate of \( 10^{-3} \). The learning rate is determined by hyperparameter optimization using grid search where the search is guided by the validation loss. Evaluation of the resulting CNN-generated beams is skipped to reduce evaluation effort.

The label for each beam is derived from the associated beam weight that is assigned by the corresponding treatment plan in the training set. It is normalized by the maximum allowed weight per beam. Since after treatment planning there is a class imbalance of multiple unweighted beams per weighted beam, \( w_b \approx 19 \), we have to address this during training. Although the dose constraints are tuned to achieve roughly 95% coverage in the PTV, different sets of candidate beams result in different actual coverage. Since PTV coverage is an important quality metric, we weight each training example by

\[
w_i = \begin{cases} \frac{c_{des}}{c_{p}}, & \text{for } w_{mu,i} = 0 \\ w_b \cdot \frac{c_{p}}{c_{des}}, & \text{for } w_{mu,i} > 0 \end{cases}
\]

to include the variation in coverage in the training process. Here, \( c_{des} = 95\% \) is the desired coverage, \( c_p \) is the coverage of the treatment plan that includes beam \( i \), and \( w_{mu,i} \) is the number of monitor units assigned to the beam \( i \). The key idea, besides addressing the weight imbalance, is to increase the training weight \( w_i \) of beams that contribute to the dose delivery, if the plan quality is high, and to also increase \( w_i \) of noncontributing beams if the plan quality is low. The former ensures that truly good beams have a high weight during training. The latter reflects that beams, which were not even part of a treatment plan with poor plan quality, are truly irrelevant for the planning problem and therefore also have a high weight during training. Note that in each set the best beams have been selected by optimization.

We compare DenseNet to a FCNN to assess the relevance of the convolutional layers. For a fair comparison, we remove the convolutional layers and extend the fully connected layer to have a comparable number of parameters as the original CNN.

### 2.E. Inference and implementation

We use Keras [https://github.com/fchollet/keras], which is a high-level API for tensorflow to train our CNNs. To
generate new beams, we integrate the inference in our in-house Java planning system. A new candidate beam is CNN-generated by first computing the beam and VOI features for a beam with random position, orientation, and collimator. The prediction of the CNN for that beam is then used as the probability to accept the beam into the set of candidate beams. An overview of the complete workflow is given in Fig. 4. Note that the VOI features are computed only once for every beam node and can then be reused for multiple beams starting at that beam node.

However, the proposed method evaluates a beam without considering other beams already in the set of candidate beams. This can lead to a large number of similar beams for beam nodes with disproportionally many candidate beams and thus reduce the options for the optimizer. Note that in CyberKnife planning, the number of beams per beam node corresponds to the spacial distribution. Therefore, we study the effect of constraining the maximum allowed proportion of candidate beams per beam node, that is, the maximum number of beams starting on one node relative to the number of all beams.

2.F. Experimental setup

We train each CNN for only 15 epochs due to the long training time of about 3.3 days on a Nvidia GeForce GTX 1080 Ti. We split the complete data et into two sets. The data of patients 3, 6, 7, and 10 are used for hyperparameter optimization using fourfold cross-validation. The data of the remaining six patients are used for testing where we fold the data six times and train on five patients while testing on the remaining one, respectively. Due to the heuristic nature of the beam generation methods, we compute each treatment plan with ten beam sets to increase statistical significance.

To validate dosimetric accuracy, a CNN-generated plan was randomly selected and delivered to an Easy Cube solid water phantom (Euromechanics, Schwarzenbruck, Germany). Absolute point dose was measured by an inserted PinPoint ionization chamber (PTW, Freiburg, Germany). A dose plane including the target region was recorded on radiochromic film (Gafchromic EBT3, Ashland) inserted in coronal orientation. Measured and planned dose distributions were compared in FilmQA software (3cognition, Inc.) by Gamma analysis.

3. RESULTS

Figure 5 shows the resulting coverage from treatment plan optimization with random candidate beams and neural network-generated beams using different features for various numbers of candidate beams. We evaluated our CNN approach with cross-validation [Fig. 5(a)] and the two best performing features on a separate patient cohort of 27 patients [Fig. 5(b)]. Clearly, in both cases the resulting coverage with CNN-generated improves over randomized candidate beams for all features and numbers of candidate beams studied with the same size of the optimization problem. The differences are statistically significant with respect to the Wilcoxon rank sum test and $P < 10^{-17}$ for the null hypothesis of identical distributions. Note that only half the number of candidate beams is needed for comparable coverage. Also note that the difference in coverage improvements of CNN-generated beams over randomized beams between the results in Figs. 5(a) and 5(b) are insignificant for more than 1500 beams ($p > 0.07$).
Figure 5(c) compares the coverage for CNNs and FC neural networks. While overlap features show little improvement over random beam selection, training on the flattened images of projections comes closer to CNN-generated beams. However, the benefit of convolutions is still clearly visible.

As Fig. 6 illustrates, there are differences in coverage improvements between different patients. From the patients studied, patient 1 has one of the highest and patient 8 one of the lowest absolute improvement in coverage.

Furthermore, we evaluated the runtime of the randomized and the CNN-based beam generation approach. Treatment plans were computed with an Intel Xeon E3-1200 v3 and a Nvidia GeForce GTX 1080 Ti. Figure 7(a) compares the runtime with the tested numbers of candidate beams. To quantify the reduction in runtime, we compare the runtime of treatment plans between 90% and 96% coverage. The relative reduction was computed by

\[ r_{\text{mean}} = 1 - \frac{r_{\text{cnn}}}{c_{\text{cnn}}} \cdot \frac{c_{\text{r}}}{r_{\text{r}}} \]

where \( r_{\text{cnn}} \) and \( r_{\text{r}} \) are the runtimes of treatment plan computation with CNN-generated beams or randomized beams, respectively, and \( c_{\text{cnn}} \) and \( c_{\text{r}} \) are the coverage with CNN-generated beams or randomized beams, respectively. Following this equation, the average runtime for all patients is reduced by \( r_{\text{mean}} = 34.21\% \). The extremes for runtime reduction occurs for patient 1 with \( r_{\text{mean}} = 45.69\% \) and for patient 8 with \( r_{\text{mean}} = 20.28\% \). Figure 7(b) shows the number of weighted beams similarly. Here, the average reduction for high coverage is 11.35%, 16.19%, and 5.15% for all patients, patient 1, and 2, respectively.

Additionally, we study the difference in beam distribution between randomized and CNN-generated beam sets. Figure 8 shows the impact of the CNN based approach on the beam collimators. The average collimator size and standard deviation in the unweighted case increase from \((22.9 \pm 10.7)\) mm for randomized beams to \((24.6 \pm 10.8)\) mm for CNN-generated beams and from \((25.7 \pm 10.7)\) mm to \((25.8 \pm 10.9)\) mm in the weighted case.

Figure 9 shows an example of the beams’ target distribution for one beam node. The distribution shows all candidate beams from the beam node with their respective diameter at the projection surface. While randomized beams are...
generally more evenly distributed, CNN-generated beams concentrate in the upper region for the displayed beam node. This region corresponds to the part of the PTV that is not covered by the bladder. Note that the rectum lies behind the PTV in the view from the shown beam node. This is represented by larger values in the depth features of the rectum compared to the PTV. Figure 9 also illustrates how different the shape and location of projected VOIs can be, even for the same patient.

To further analyze the CNN-generated set of candidate beams, we study the distribution of beams among beam nodes (Fig. 10). While the randomized candidate beams are evenly distributed, CNN-generated candidate beams are biased toward certain beam nodes and more closely resemble the distribution of weighted beams. The difference of distributions for weighted beams between randomized and CNN-generated beams is small.

The difference in coverage when constraining the maximum number of candidate beams per beam node is shown in Table II. Note that the difference to the unconstrained method is significant ($P < 0.004$) for every entry in the table with respect to the Wilcoxon rank sum test.

Expectedly, dosimetric verification of the exemplary CNN-generated plan yielded clinically acceptable results: The difference between measured and calculated point dose was less than 0.1%, which is well within the uncertainty of the dose measurement, and 2D Gamma pass rate (global, 3%/1 mm) was 98.0%.

4. DISCUSSION

Considering Fig. 5, the results show a significant improvement of coverage with CNN-generated candidate beams over randomized candidate beams. With our approach, a fairly small number of patients in the training set is already enough for the CNN to generalize very well, which we have illustrated on more than 30 independent cases covering a wide range of organ structure sizes. The differences in coverage improvement between patient cohorts are only significant for small numbers of beams due to the larger variance for fewer beams. Furthermore, improvement varies between patients. For example, patient 8 shows smaller improvement than other studied patients. For this patient the prostate size is average while the bladder is smaller than that of any patient in the
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**Fig. 7.** Runtimes (a) and weighted beams (b) for randomized and convolutional neural network-generated candidate beams with radiological depth features. Each point represents the average over a range of 2% coverage. [Color figure can be viewed at wileyonlinelibrary.com]
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**Fig. 8.** Histogram of proportion of collimator frequencies for randomized and convolutional neural network-generated beams, respectively, before and after treatment plan optimization [Color figure can be viewed at wileyonlinelibrary.com]
training set. Compared to the rectum, the bladder usually covers a larger area of the prostate from the majority of beam nodes which can explain the larger impact of its size on the predictive capability of the CNN. Furthermore, a small bladder is less restrictive on the dose distribution such that the selection of candidate beams is less challenging and a set of randomized beams cannot be improved much.

Note that with 6000 CNN-generated beams, the optimization function attains a value of zero for some patients, which corresponds to 100% coverage. Thus, there would have been options to further improve the plan quality in these cases, for example, by setting stricter dose constraints. Furthermore, note that we have trained the CNN on a single GPU for relatively few epochs. Training on multiple GPUs makes training on larger datasets for more epochs feasible.

The differences in coverage between the different features are small compared to the difference to randomized beams. This is due to the setup for radiation therapy of the pelvis. Relevant tissue structure in that region is homogeneous compared to other structures, for example, in the lung where bones may influence the dose delivery more severely. Thus, the radiological depth for targets in the pelvis can be approximated well by the geometrical depth. Therefore, the learned information for both features is similar. When we compare the projection features to the other studied features, no statistically significant difference can be observed. However, the average coverage is higher with radiological depth features but lower for geometric depth features. This suggests that the CNN prediction for beam generation improves with more radiological information about the VOIs but it does not fail
Critically without it. Furthermore, the simplicity of the projection features improves the coverage over geometric depth features. Also, the general shape of the considered VOIs is similar for prostate radiation therapy between patients. Therefore, the volume can approximately be inferred by the projection alone. Furthermore, the shape of the prostate is usually regular and close to a sphere. For radiation therapy of other types of cancer, for example, lung carcinoma, spinal metastases, or complex skull base meningioma, this can be more challenging.

While there have been approaches to solve dense linear optimization problems in part on a GPU\cite{26,27}, they require inherently more sequential processing. As CNNs, on the other hand, are structured in a way that makes them highly parallelizable, they are well suited to be executed on a GPU. Therefore, the speedup of inference on a GPU decreases the computation time below that of the conventional approach as Fig. 7(a) shows. The CNN-based beam generation adds computational effort that grows linearly with increasing number of beams. The runtime of a linear optimization problem, on the other hand, grows disproportionally with increasing number of candidate beams. Thus, the advantage of the CNN-based approach is more significant for more candidate beams. However, this only holds while the number of candidate beams is still small enough that not virtually every orientation is considered by the set of beams. The results show that this point is not yet reached for 6000 beams since improvements in coverage over randomized beams are still significant.

Due to the large search space of possible candidate beams, previous work also considered heuristic methods like simulated annealing or genetic algorithms\cite{28,29} to search for promising beam configurations for IMRT. These methods, however, would drastically increase the computational effort in our case because the linear program would have to be solved for every evaluated set of candidate beams.

An additional advantage of optimizing with fewer candidate beams is a lower number of weighted beams [Fig. 7(b)]. The number of weighted beams is a factor in the treatment time of the patient as the radiation source has to be adjusted for each beam. Thus, fewer beams generally result in a shorter treatment time. Note that we did not employ beam reduction methods to maintain comparability. The decrease in runtime and the number of treatment beams for coverage close to 100% is due to the optimization function reaching the minimum possible value. Therefore, the optimizer requires fewer iterations and weighted beams to reach the optimum.

The distribution of collimator sizes of CNN-generated candidate beams is closer to that of weighted beams than randomized beams. The distribution of collimator sizes is closely linked to the clinical goal during treatment plan optimization. For example, limiting the MU would increase the use of larger collimators to still deliver the necessary dose. Thus, the learned bias is most useful for generating treatment plans with similar clinical goals.

When studying the distribution of beams to nodes, we can observe that the CNN-generated beams follow the distribution of weighted beams more closely (Fig. 10). However, our approach does not take already accepted beams in the candidate set into account when evaluating new beams. This can lead to many similar candidate beams starting at the same beam node which do not add further options for the optimizer. Therefore, we constrain the maximum number of beams starting at a single node. The results displayed in Table II show an increased coverage over the results presented in Fig. 5(a) for every constraint studied. However, the optimal constraint cannot be inferred explicitly by the results. This suggests a nontrivial relationship and motivates the inclusion of information from all nodes for the evaluation of beams.

The presented training was based on a specific treatment scenario and therefore we cannot expect that the CNN would generalize to different tumor sites or treatment protocols. However, the approach demonstrates that a fairly small set of patient data can be used to derive a beam selection method that improves over the conventional approach. Moreover, clinical planning often follows guidelines or protocols. Given that computing the projections is generic, it should be possible to employ the same approach for other targets.

**Table II.** Difference in coverage for convolutional neural network-generated treatment plans with constrained maximum number of candidate beams per beam node compared to the unconstrained approach in percentage points.

| Candidate beams | Upper limit for proportion of candidate beams per beam node [%] |
|-----------------|----------------------------------------------------------------|
|                 | 1.2 | 1.25 | 1.3 | 1.35 | 1.4 |
| 400             | 2.11 ± 2.55 | 1.96 ± 2.43 | 1.73 ± 2.87 | 1.57 ± 2.45 | 1.82 ± 2.35 |
| 600             | 1.66 ± 1.98 | 1.37 ± 1.92 | 1.25 ± 2.04 | 1.24 ± 2.08 | 1.66 ± 1.93 |
| 800             | 1.53 ± 1.54 | 1.22 ± 1.64 | 0.99 ± 1.84 | 1.21 ± 1.82 | 1.47 ± 1.60 |
| 1200            | 1.64 ± 1.23 | 1.34 ± 1.51 | 1.47 ± 1.35 | 1.56 ± 1.48 | 1.66 ± 1.28 |
| 1500            | 1.73 ± 1.18 | 1.50 ± 1.23 | 1.60 ± 1.34 | 1.51 ± 1.28 | 1.62 ± 1.26 |
| 2000            | 1.72 ± 0.99 | 1.46 ± 0.97 | 1.65 ± 1.23 | 1.73 ± 1.04 | 1.54 ± 0.93 |
| 3000            | 1.68 ± 0.67 | **1.81 ± 0.68** | 1.55 ± 0.73 | 1.67 ± 0.69 | 1.73 ± 0.74 |
| 6000            | 0.59 ± 0.50 | 0.69 ± 0.48 | 0.66 ± 0.55 | **0.75 ± 0.49** | 0.57 ± 0.51 |

Positive values represent higher coverage for the constrained approach with largest difference for the respective number of candidate beams printed in bold. Additionally, the standard deviation is shown.
5. CONCLUSION

Treatment plan generation for radiosurgery is a computationally challenging task. We show that a CNN can be applied to predict the influence of candidate beams on the delivered dose. Using CNN-predicted candidate beams significantly improved coverage, decreased plan computation time, and shortened treatment delivery. Constraining the maximum number of beams per node increases plan quality, which indicates a potential to further improve CNN predictions by considering the complete beam set during beam generation.
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