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ABSTRACT. In this paper, we will compute the Morse index and nullity of some embedded stationary geodesic networks in the sphere. The key theorem in the computation is that the index (and nullity) for the whole network is related to the index (and nullity) of small networks and the Dirichlet-to-Neumann map defined in this paper. Finally, we will show that for all stationary triple junction networks in $S^2$, there is only one eigenvalue (without multiplicity) $-1$, which is less than 0, and the corresponding eigenfunctions are locally constant. Besides, the multiplicity of eigenvalues 0 is 3 for these networks, and their eigenfunctions are generated by the rotations on the sphere.

1. Introduction

As a one-dimensional singular version of surfaces, the networks always attract a lot of researchers. In the study of minimal surfaces and mean curvature flows, especially in the case with singularities, networks are always considered first since they are simple enough for analysis but still could give some useful results. Probably one of the famous stories is a group of undergraduate students [FAGB’93] gave the proof of the 2-dimensional analog of the double bubble conjecture. Later on, F. Morgan and W. Wichiramala [MW02] extended their result and showed the unique stable double bubble in $\mathbb{R}^2$ is the standard double bubble. There is also extensive research on planar clusters. See for example [CHH’94, MFG98, HM05, Wic04]. In particular, one can also find the nice and elementary introduction of planar clusters in [Mor16, Mor18].

Similarly, since the mean curvature flows of surfaces with junctions are hard, there is also a lot of work regarding the one-dimensional mean curvature flows for networks, namely network flows. See for instance [SW20, MNT04, BR93, INS14, TW16] for some results of mean curvature flow with triple junctions and network flows.

Besides that, the Morse index is an important concept for minimal surfaces. In general, it is pretty hard to calculate the index of a general minimal surface in general ambient spaces, especially the minimal surfaces generated by Almgren-Pitts min-max theory, see for instance [Urb90, Fra07, MN21, LZ16, GLWZ21] (including the free boundary minimal surfaces case).

After the work [Wan22a], we are interested in other aspects of minimal multiple junction surfaces, especially the Morse index of those surfaces. Unfortunately, we might need to do a lot of analysis of elliptic operators on the multiple junction surfaces, especially the regularity. So before that, we can try to consider calculating the index of one-dimensional multiple junction surfaces to see if we can find a good method to compute the index. In this paper, we will focus on the Morse index and nullity of triple junction networks, especially when they are minimally embedded in $S^2$. 
Before the computation, we need the definitions of stationary networks on $S^2$. The precise definitions and related notation will be described in Section 2. Here we give a quick introduction so we can state the main theorem. At first, we will need to calculate its first and second variations. This will lead to the function spaces and stability operators we are interested in on this network. Indeed, similar things have been done in my previous work [Wan22a]. So for the functions defined on the network, we still need a compatibility condition (see Subsection 2.2 for detailed function spaces) to make sure it can arise from the variation on $S^2$. The stability operator just has form

$$Lu = \Delta u + u$$

by the second variation of networks. So this operator is closely related to the Laplacian operator on the network. This is one difference with the case of the minimal surfaces since there are usually more terms related to the second fundamental form of surfaces in the stability operators.

After defining the Jacobi operator $L$ on geodesic networks, we can talk about its eigenvalues and eigenfunctions. Standard methods and results about the spectrum of elliptic operators from PDEs can directly be applied to the operator $L$ here, especially the min-max characterization of eigenvalues. Until now, we can define the (Morse) index and nullity of the network in the sphere.

Now we can state our first main theorem of index and nullity of embedded stationary triple junction networks in $S^2$ (see Theorem 5.1 for more precise statement).

**Theorem 1.1** (Index and nullity of stationary triple junction networks). The Morse index of all embedded closed stationary triple junction networks in $S^2$ is $F - 1$ where $F$ is the number of regions on the sphere cut by this network. The corresponding eigenfunctions are all locally constant (explained in Theorem 5.1) with eigenvalue $-1$.

The nullity of all embedded closed stationary triple junction networks in $S^2$ is $3$ and the corresponding eigenfunctions are generated by the rotations on $S^2$ with eigenvalue $0$.

In other words, this theorem says that there is a gap between the first two eigenvalues (without multiplicity) of the Laplacian operator. Recall that the outstanding open problem from S.T.Yau [Yau82] says the first non-trivial eigenvalue of the Laplacian on a closed embedded minimal hypersurface in $S^n$ is $n$. This conjecture is far from solved (see for instance [TY13, Zhu17]). Our theorem says that Yau’s conjecture is true for one-dimensional stationary triple junction networks under our scenarios of the above theorem. So it will give partial results related to Yau’s conjecture.

The proof of Theorem 1.1 requires the classification of embedded closed stationary triple junction networks in $S^2$. If we do not assume the networks to have junction order at most three at each junction point, then there are infinitely many stationary embedded networks in $S^2$, although they are not area-minimizing locally in the sense of sets.

Usually, it is relatively hard to direct compute the networks’ index and nullity just based on the definitions. Inspired by the work of H. Tran [Tra20], we can consider dividing the big network into several small parts and see if we can calculate the index and nullity through the index and nullity of a small network and a suitable Dirichlet-to-Neumann map. It turns out this method works for the networks. So this part is the central part of this paper. It will provide a vital
tool in the calculation, although we need a bit more space to give the definition of the Dirichlet-to-Neumann map for a network with boundary. The eigenvalues of the Dirichlet-to-Neumann map are known as the Steklov eigenvalues. There is also quite a lot of research related to the Steklov eigenvalues, and they have a relationship with minimal surfaces, too. For example, Fraser and Schoen \cite{FS12, FS16} gave the relation between extremal Steklov eigenvalues and free boundary minimal surfaces in a ball.

Now suppose we cut a big network \( N \) into small pieces \( \{ N_i \}_{i=1}^l \) along a finite point set \( P \). Then we can define a new Dirichlet-to-Neumann map \( T \) on set \( P \) using the Dirichlet-to-Neumann map constructed on small networks. The precise definition is given in Section 4. Using this Dirichlet-to-Neumann map, we have the following index and nullity theorem to calculate the index and nullity for a big network (see Theorem 4.7 and Theorem 4.10 for details).

**Theorem 1.2** (Index and nullity theorem). Suppose \( N \) is a network with partition \( \{ N_i \}_{i=1}^l \). Then the index and nullity of \( N \) can be computed as follows,

\[
\text{Ind}(N) = \sum_{i=1}^l \text{Ind}(N_i) + \text{Ind}(T) + \dim(F_1),
\]

\[
\text{Nul}(N) = \text{Nul}(T) + \dim(F_2) + \sum_{i=1}^l \dim(I_0(\tilde{Q}_i)).
\]

Here, the linear spaces \( F_1, F_2, \) and \( I_0(\tilde{Q}_i) \) are defined in Section 4.

Although the key thought comes from the work \cite{Tra20}, there are still some differences from the cases of the free boundary surfaces. The first thing is, the properties of elliptic operators on the network are quite different from the usual elliptic operators on surfaces. So we need to pay more attention to how to define the Dirichlet-to-Neumann map for each small network. Then we can try to construct a global Dirichlet-to-Neumann map \( T \) from the Dirichlet-to-Neumann on the small networks along the junctions. In the definition of \( T \), we need to make sure \( T \) can agree with the usual Dirichlet-to-Neumann on subnetworks and also require every function in the image of \( T \) will still lie the function space we care about. So we will define quite a lot of spaces to make sure \( T \) is well-defined.

As a corollary of Theorem 1.2 (see Corollary 4.11), we know the number of eigenvalues not greater than 0 (count with multiplicity) of a big network is just the sum of the number of eigenvalues not greater than 0 of the small networks and of the Dirichlet-to-Neumann \( T \). This corollary will help us to calculate the index and nullity of complex networks on \( S^2 \).

**Remark 1.3.** This theorem can be extended to higher dimensions for surface clusters like the minimal multiple junction surfaces mentioned in \cite{Wan22a}. See \cite{Wan22b} for details.

In Section 2, we will give the basic definitions of networks in \( S^2 \) and their indices and nullities. Then we will talk about the eigenvalues and eigenfunctions from the aspect of elliptic partial differential equations in Section 3 including the definition of Dirichlet-to-Neumann map on networks with boundary. In Section 4, we will give the new Dirichlet-to-Neumann map for the partition of networks and prove the main Theorem 1.2. In the last section, we will calculate the index and nullity of embedded closed stationary triple junction networks to finish the proof of Theorem 1.1.
2. Preliminaries

2.1. Curves and networks in $S^2$. We say $\gamma : I \rightarrow S^2$ is a (smooth) curve if $\gamma$ is a smooth map from an interval $I$ to $S^2$. Sometimes, we call a subset of $S^2$ a curve if this subset is an image of a curve $\gamma$.

We make the following definitions and assumptions for the curves we are interested in.

- A curve $\gamma$ is called regular if $\gamma'(t) \neq 0$ for every $t \in I$. When we talk about a curve in this paper, we will always assume it is regular.
- We define $\xi(t) = \frac{\gamma'(t)}{|\gamma'(t)|}$ to be the unit tangent vector field along regular curve $\gamma$.
- We write $\nu(t)$ to be the unit normal vector field along a curve $\gamma$.
- Although $I$ can be unbounded, we will only consider the case when $I$ is a bounded closed interval. Moreover, we can assume $I = [0, 1]$ and $\gamma$ has constant speed after reparametrization.
- We write $\tau$ as the unit outer normal of $\gamma$. That means $\tau$ is only defined at $\gamma(0)$ and $\gamma(1)$ with $\tau(\gamma(0)) = -\xi(0), \tau(\gamma(1)) = \xi(1)$.
- We will assume all curves in this paper do not have self-intersection. That is $\gamma(t_1) \neq \gamma(t_2)$ for any $0 \leq t_1 < t_2 \leq 1$.
- Given a regular curve $\gamma(t) : I \rightarrow S^2$, we choose $s$ to be an arc length parameterization of $\gamma$. So $ds := |\gamma'(t)|dt$ is the line element of $\gamma$. When we have a function $f$ defined along curve $\gamma$, the integration of $f$ along curve $\gamma$ is defined as

$$\int_{\gamma} f ds := \int_{0}^{1} f(\gamma(t))ds(t) = \int_{0}^{1} f(\gamma(t))|\gamma'(t)|dt.$$

- The Length of $\gamma$, written as $L(\gamma)$, is defined as

$$L(\gamma) := \int_{0}^{1} |\gamma'(t)|dt = \int_{\gamma} ds.$$  

Since $\gamma$ has constant speed, we have $|\gamma'(t)| = L(\gamma)$ for $t \in [0, 1]$.

- Given a function $f$ defined along a regular curve $\gamma$, we define the gradient of $f$ along $\gamma$ as

$$\nabla f = \frac{df}{ds} \frac{d\gamma}{ds} = \frac{df(\gamma(t))}{dt} \frac{\gamma'(t)}{L^2(\gamma)}.$$

The Laplacian of $f$ along $\gamma$ is defined as

$$\Delta_{\gamma} f := \frac{d^2f}{ds^2}.$$  

Definition 2.1. A network in $S^2$ with interior endpoints set $\mathcal{P}$ and boundary endpoints set $\mathcal{Q}$ is defined as a collection of finite curves $\{\gamma^1, \cdots, \gamma^n\}$ in $S^2$ such that

- $\mathcal{P}, \mathcal{Q} \subset S^2$ are two finite sets of points such that $\mathcal{P} \cap \mathcal{Q} = \emptyset$.
- $\mathcal{P} \cup \mathcal{Q}$ is the set of all possible (distinct) endpoints of $\gamma^i$ for $i = 1, \cdots, n$. That is $\mathcal{P} \cup \mathcal{Q} = \bigcup_{i=1}^{n} \{\gamma^i(0), \gamma^i(1)\}$.

We say a network $\mathcal{N}$ is embedded if $\gamma^i$ can only intersect each other at their endpoints. We will always assume $\mathcal{N}$ is embedded in $S^2$ unless we say it is immersed.
For any $P \in \mathcal{P}$, we write $\{\gamma^j_P\}_{j=1,\ldots,j_P}$ as the collection of $\gamma^j$ having $P$ as its endpoint. We write $\tau^j_P$ as the exterior unit tangent vector of $\gamma^j_P$ for $j = 1, \cdots, j_P$.

For example, if $\gamma^j_P(0) = P$, then $\tau^j_P = -\frac{\gamma^j_P'(0)}{|\gamma^j_P'(0)|}$.

Similarly, for any $Q \in \mathcal{Q}$, we write $\{\gamma^j_Q\}_{k=1,\cdots,k_Q}$ as the collection of $\gamma^j$ having $Q$ as its endpoint and use $\tau^j_Q$ to denote the exterior unit tangent vector of $\gamma^j_Q$. In most cases of this paper, $k_Q$ will be one, and we write $\gamma_Q = \gamma^1_Q$ for short.

To avoid ambiguity, we suppose $\tau^i_P$ ($\tau^i_Q$) point in different directions for different values of $j$ ($k$).

We say a network $\mathcal{N}$ is closed if $Q = \emptyset$.

**Remark 2.2.** Of course, we can define the networks in the general manifold or even define the network intrinsically by identifying their endpoints. We can see most of the arguments can go through even if for the intrinsic definitions.

**Definition 2.3.** We say $\mathcal{N}$ is a stationary network in $\mathbb{S}^2$ if the following hold.

- Each $\gamma^i$ is an arc of a great circle.
- For any $P$ in $\mathcal{P}$, we have
  \[ \sum_{j=1}^{j_P} \tau^j_P = 0. \]

**Remark 2.4.** If $\mathcal{N}$ is stationary, then we know all of $j_P \geq 2$ by the second condition in the definition.

**Remark 2.5.** We can also consider the network with density $\theta_i$ at each $\gamma^i$ like in [Wan22a]. By imposing appropriate densities, we can see that the one skeleton of the spherical truncated icosahedron (soccer ball) can be stationary. So it is possible to calculate the index and nullity for this kind of network.

By a simple geometric observation, we know for the stationary network $\mathcal{N}$, the following two special cases hold. Let $P \in \mathcal{P}$, then

- If $P$ is a double endpoint, i.e. $j_P = 2$, then $\tau^1_P = -\tau^2_P$ as a vector.
- If $P$ is a triple endpoint, i.e. $j_P = 3$, then $\tau^1_P + \tau^2_P + \tau^3_P = 0$ as a vector.

We can define the total length of $\mathcal{N}$, written as $L(\mathcal{N})$, as the sum of all $\gamma^i$. That is

\[ L(\mathcal{N}) := \sum_{i=1}^{n} L(\gamma^i). \]

Like the minimal surfaces, we have the first variation formula for the length of $\mathcal{N}$. Suppose $\mathcal{N}_t = \{\gamma^i_t\}_{i=1}^{n}$ is a smooth variation of $\mathcal{N}$ fixing $Q$, then

\[ \frac{d}{dt} \bigg|_{t=0} L(\mathcal{N}_t) = \sum_{i=1}^{n} \int_{\gamma^i} k^i \nu^i \cdot X ds + \sum_{P \in \mathcal{P}} \sum_{j=1}^{j_P} X \cdot \tau^j_P, \]

where $k^i$ is the geodesic curvature of $\gamma^i$ in $\mathbb{S}^2$ with respect to $\nu^i$, $\nu^i = \nu^{\gamma^i}$, the unit normal vector field along $\gamma^i$, $X$, a variational vector field associated with variation of $\mathcal{N}$.

From the first variation formula, we can see that $\mathcal{N}$ is a stationary network in $\mathbb{S}^2$ if and only if it is a critical point of length for any suitable variation $\mathcal{N}_t$.

Similarly, we can compute the second variation formula. Suppose $\mathcal{N}$ is a stationary network. If we write $\phi^i = X \cdot \nu^i$, then the second derivative of length can
be computed by
\[ \frac{d^2}{dt^2} \bigg|_{t=0} L(N_t) = \sum_{i=1}^{n} \int_{\gamma_i} \left| \nabla^n \phi^i \right|^2 - \left| \phi^i \right|^2 ds^i, \]
where \( \nabla^n \) is the gradient on \( \gamma^i \).

So we can say \( \mathcal{N} \) is stable if \( \frac{d^2}{dt^2} \bigg|_{t=0} L(N_t) \geq 0 \) for any variation \( N_t \) fixing \( Q \).

2.2. Some useful function spaces. Based on the properties of \( \phi^i \), we define the following function spaces on \( \mathcal{N} \).

**Definition 2.6.** When we say \( \phi \) is a function on \( \mathcal{N} \), we mean \( \phi \) is a tuple \((\phi^1, \cdots, \phi^n)\) such that each \( \phi^i \) is a function defined on \( \gamma^i \).

We say a function \( \phi \) defined on \( \mathcal{N} \) is in the function space \( C^k(\mathcal{N}) \) \((k \in \mathbb{N} \cup \{\infty\})\) if each \( \phi^i \) is of class \( C^k \).

Similarly, we have the Sobolev space on \( \mathcal{N} \) defined as follows.

**Definition 2.7.** We say a function \( \phi \) defined on \( \mathcal{N} \) is in the function space \( W^{k,p}(\mathcal{N}) \) if each \( \phi^i \) is of class \( W^{k,p} \) on \( \gamma^i \).

Now suppose we have a \( C^k \) (tangential) vector field on \( S^2 \), then we can define a \( C^k(\mathcal{N}) \) function by defining \( \phi \) by taking \( \phi^i = X \cdot \nu^i \). We will write this function \( \phi = X \cdot \nu \) for short. Besides, for any \( C^k \) function \( f \) on \( S^2 \), we know the function \( \phi \) defined by \( \phi^i := f|_{\nu^i} \) is a \( C^k(\mathcal{N}) \) function. So we know \( C^k(\mathcal{N}) \) function space is quite large. Since we are interested in the functions of the form \( \phi = X \cdot \nu \), let us define a subspace of \( C^k(\mathcal{N}) \) in the following way.

**Definition 2.8.** We say a function \( \phi \in C^k_1(\mathcal{N}) \) if for any \( P \in \mathcal{P} \), there exists a vector \( X \in T_P S^2 \) such that \( \phi^i_P = X \cdot \nu^i_P \) at \( P \). Here we use \( \phi^i_P := \phi^i \) such that \( \gamma^i = \gamma^i_P \).

**Remark 2.9.** The main reason why we are interested in the space \( C^k_1(\mathcal{N}) \) is, many functions in this space come from variations induced by \( C^k \) vector fields \( X \) on the sphere, and only the normal components of such vector fields along the curves \( \gamma^i \) appear in the second variation formula. Indeed, there are some other important function spaces on a minimal triple junction hypersurface. See \cite{Wan22b} for more details.

Similarly, we have a version like Sobolev Spaces.

**Definition 2.10.** We say a function \( \phi \in W^{k,p}_1(\mathcal{N}), k \geq 1 \) if for any \( P \in \mathcal{P} \), there exists a vector \( X \in T_P S^2 \) such that \( \phi^i_P = X \cdot \nu^i_P \) at \( P \). Here the restriction of \( \phi^i_P \) at \( P \) should be understood in the trace sense.

We can easily check \( W^{k,p}_1(\mathcal{N}) \) is a closed subspace of \( W^{k,p}(\gamma^1) \times \cdots \times W^{k,p}(\gamma^n) \) with product norm, so \( W^{k,p}_1(\mathcal{N}) \) is a Banach space.

Here we introduce other notation to present these function spaces. For any \( P \in \mathcal{P} \), we define \( V(P) := \mathbb{R}^{j_P} \) as a vector space with \( \text{dim} = j_P \). Note that when given a function \( \phi \in C^k(\mathcal{N}) \), the restriction of \( \phi \) on \( P \) is just a tuple \((\gamma^1|_P, \cdots, \gamma^n|_P)|_P\), which can be viewed as an element in \( V(P) \). So \( V(P) \) is just like a function space on \( P \), which comes from the restriction of functions on \( \mathcal{N} \). Now we define \( V_1(P) := \{(v_1, \cdots, v_{j_P}) \in V(P) : v_j = X \cdot \nu^i_P, \forall 1 \leq j \leq j_P \text{ for some } X \in T_P S^2 \} \). \( V_1(P) \) is a subspace of \( V(P) \) with dimension at most 2.
Then we can define \( V(\mathcal{P}) := \bigoplus_{P \in \mathcal{P}} V(P), V_1(\mathcal{P}) := \bigoplus_{P \in \mathcal{P}} V_1(P) \) for any \( \mathcal{P} \subset \mathcal{P} \). Then we know a function \( \phi \in C^k(\mathcal{N}) \) \( (\phi \in W^{k,p}(\mathcal{N})) \) is in the space \( C^k_1(\mathcal{N}) \) \( (\phi \in W^{k,p}_1(\mathcal{N})) \) if and only if \( \phi|_P \in V_1(P) \).

Besides, we introduce another subspace of \( V(\mathcal{P}) \) that we will use later on. We define \( V_2(P) := V_1(P) \) for any \( P \in \mathcal{P} \) and write \( V_2(\mathcal{P}) := \bigoplus_{P \in \mathcal{P}} V_2(P) \) for any \( \mathcal{P} \subset \mathcal{P} \) where the inner product on \( V(\mathcal{P}) \) is the standard Euclidean inner product.

Another helpful function space is the space of trace zero functions. We define \( W^{k,p}_0(\mathcal{N}) \) as the trace zero function space. That is, \( W^{k,p}_0(\mathcal{N}) := \{ \phi \in W^{k,p}(\mathcal{N}) : \phi = 0 \text{ on } \mathcal{Q} \} \). We will write \( W^{k,p}_0(\mathcal{N}) \cap W^{k,p}_1(\mathcal{N}) \) for short.

Similarly, we write \( C^k_0(\mathcal{N}) \) as the space of functions in \( C^k(\mathcal{N}) \) with zero boundary values. We write \( C^k_{0,1}(\mathcal{N}) := C^k_0(\mathcal{N}) \cap C^k_1(\mathcal{N}) \).

Note that in the above, when we write \( \phi = 0 \) on \( \mathcal{Q} \), we actually mean \( \phi_Q^i = 0 \) at \( \mathcal{Q} \) for \( i = 1, \cdots, k_\mathcal{Q} \) for all \( \mathcal{Q} \). This means when we restrict \( \phi \) on \( \mathcal{Q} \), this restriction is just like a vector with dimension \( \sum_{\mathcal{Q} \in \mathcal{Q}} k_\mathcal{Q} \). For convenience, we write \( V(\mathcal{Q}) := \bigoplus_{\mathcal{Q} \in \mathcal{Q}} \mathbb{R}^{k_\mathcal{Q}} \) as the function space defined on \( \mathcal{Q} \).

From these definitions, we know the function \( \chi \cdot \nu \) is a \( C^k_1(\mathcal{N}) \) function if \( \chi \) is a \( C^k \) vector field on \( \mathbb{S}^2 \).

**Remark 2.11.** In general, given \( \phi \in C^k_1(\mathcal{N}) \), one may not find a \( C^k \) vector field \( \chi \) on \( \mathbb{S}^2 \) such that \( \phi^i = \chi \cdot \nu^i \).

In the previous definitions of \( C^k_1(\mathcal{N}) \) and \( W^{k,p}_1(\mathcal{N}) \), for \( \mathcal{N} \) being a stationary network, if \( P \) is a double endpoint or a triple endpoint, and the choice of \( \nu^i \) on \( \gamma^j \) satisfies \( \sum_{j=1}^r \nu^{r,j} = 0 \), then the condition for \( \phi \) can be simplified by

\[
\sum_{j=1}^{j_P} \phi_P^j = 0, \quad j_P = 2 \text{ or } j_P = 3.
\]

Following the index form for minimal surfaces, we can define the index form for \( W^{1,2}_{0,1}(\mathcal{N}) \) functions. Let \( \mathcal{N} \) be a stationary network in \( \mathbb{S}^2 \). From the second variation formula, we can define the bilinear form, called the index form, by the following.

**Definition 2.12.** For any \( \phi, \psi \in W^{1,2}_{0,1}(\mathcal{N}) \), we define the index form by,

\[
Q(\phi, \psi) := \sum_{i=1}^n \int_{\gamma^i} \nabla^\gamma i \phi^i \cdot \nabla^\gamma i \psi^i - \phi^i \psi^i ds^i.
\]

To simplify our formulas, we use the following notation. For any \( \phi \in W^{k,p}_1(\mathcal{N}) \) (or \( C^k_1(\mathcal{N}) \)),

\[
\int_N \phi := \sum_{i=1}^n \int_{\gamma^i} \phi^i ds^i,
\int_P \phi := \sum_{P \in \mathcal{P}} \sum_{j=1}^{j_P} \phi_P^j |_{\partial P}.
\]

The integral of \( \phi \) on \( \mathcal{P} \) is just the summation of all \( \phi^i \) taking values at endpoints which are in \( \mathcal{P} \).

So the index form can be written as

\[
Q(\phi, \psi) = \int_N \nabla^\phi \cdot \nabla^\psi - \phi \psi = - \int_N \phi (\Delta^\psi + \psi) + \int_P \phi \frac{\partial}{\partial \tau} \psi,
\]
where we have assumed $\phi, \psi \in C_{0,1}^{k}(\mathcal{N})$ for $k \geq 2$ for the last identity. Besides, with the above notation, $\int_{P} \phi \frac{\partial}{\partial \tau} \psi$ should be understood as

$$\sum_{P \in \mathcal{P}} \sum_{j=1}^{j_{P}} \phi_{P}^{j} \frac{\partial}{\partial \tau_{P}} \psi_{P}^{j}.$$ 

Associated with the index form $Q$, we can define the Jacobi operator for stationary networks in $S^{2}$ as follows.

**Definition 2.13.** For any $\phi \in C_{1}^{1}(\mathcal{N})$ for $k \geq 2$, we can define the Jacobi operator $L\phi$ on network $\mathcal{N}$ by

$$(L\phi)^{i} := \Delta_{\gamma_{i}} \phi^{i} + \phi^{i}.$$  

(Or $L\phi = \Delta \phi + \phi$ for short.)

Then, we can rewrite $Q$ as

$$Q(\phi, \psi) = -\int_{\mathcal{N}} \phi L\psi + \int_{\mathcal{P}} \phi \frac{\partial}{\partial \tau} \psi. \quad (2.1)$$

**Remark 2.14.** The Laplacian in the index form is just the usual second variation of a function with arc-length parameterization. One can try to define the index form for some particular clusters of minimal surfaces like minimal multiple junction surfaces defined in [Wan22a].

Now we can define the Morse index and nullity of $Q$ for a stationary network $\mathcal{N}$.

**Definition 2.15.** The Morse index of a stationary network $\mathcal{N}$, written as $\text{Ind}(\mathcal{N})$, is defined to be the maximal dimension of a subspace of $W_{1,2}^{1,0,1}(\mathcal{N})$ which the quadratic form $Q$ is negative definite.

Similarly, the nullity of $\mathcal{N}$, written as $\text{Nul}(\mathcal{N})$, is defined as the maximal dimension of a subspace of $W_{0,1,2}^{1}(\mathcal{N})$ which the quadratic form $Q$ vanishes.

Considering the case of the usual symmetric elliptic operator, we can define the spectrum of an operator $L$.

**Definition 2.16.** We say $\lambda \in \mathbb{R}$ is a weak eigenvalue of $L$ if there is a nonzero function $\phi \in W_{0,1,2}^{1}(\mathcal{N})$ such that

$$Q(\phi, \psi) = \lambda \int_{\mathcal{N}} \phi \psi$$

for all $\psi \in W_{0,1,2}^{1}(\mathcal{N})$. The function $\phi$ is an eigenfunction of $L$ of eigenvalue $\lambda$.

In general, we need to develop the regularity theorems to show the eigenfunction $\phi \in C_{0,1}^{\infty}(\mathcal{N})$. But for the 1-dimensional case, we can easily show $\phi \in C_{0,1}^{\infty}(\mathcal{N})$. Indeed, if $\phi$ is an eigenfunction, then on each curve $\gamma^{i}$, $\phi^{i}$ is Hölder continuous by Morrey’s inequality. So at least we know $\phi \in C_{0,1}^{\infty}(\mathcal{N})$. Note that $\phi^{i}$ satisfies $-\Delta u - u = \lambda u$ weakly on $\gamma^{i}$ with Dirichlet condition $u = \phi^{i}$ at $\gamma^{i}(0)$ and $\gamma^{i}(1)$, so $\phi^{i}$ is a smooth function up to the boundary by the usual regularity theorem for the Dirichlet problems. Hence $\phi \in C_{0,1}^{\infty}(\mathcal{N})$. Now we need to introduce another condition on function spaces to describe the properties of eigenfunctions. We say a function $\phi \in C_{1}^{k}(\mathcal{N})$, $k \geq 1$, (or $\phi \in W_{1}^{1,k,p}(\mathcal{N})$, $k \geq 2$) satisfies the compatibility condition at $P$ if the following equations hold

$$\sum_{j=1}^{j_{P}} X \cdot \nu^{\gamma_{P}} \frac{\partial}{\partial \tau_{P}} \phi_{P}^{j} = 0 \text{ for all } X \in T_{P}S^{2} \text{ at } P.$$
We say a function $\phi \in C^k_1(\mathcal{N})$, $k \geq 1$, (or $\phi \in W^{k,p}_1(\mathcal{N})$, $k \geq 2$) satisfies the compatibility condition if $\phi$ satisfies the compatibility condition at $P$ for every $P \in \mathcal{P}$.

Note that $X \cdot \nu^j \in V_1(P)$, then $\phi$ satisfies the compatibility condition at $P$ if and only if $(\frac{\partial}{\partial \tau_P} \phi^j_P)^{P=1}_{j=1} \in V_2(P)$. So $\phi$ satisfies the compatibility condition on $\mathcal{P}$ if and only if $\frac{\partial}{\partial \tau_P} \phi \in V_2(\mathcal{P})$ in short notation. In some special cases, this compatibility condition will become much simple, which will help us to understand what this condition says. If at $P$, we have $j_P = 2$ or $3$(double or triple junction) and $\sum_{j=1}^{j_P} \nu^j = 0$, then the compatibility condition at $P$ is equivalent to the condition

\[
\frac{\partial}{\partial \tau_P} \phi^j_P = \frac{\partial}{\partial \tau_P} \phi^k_P, \quad \forall 1 \leq j, k \leq j_P \text{ at } P.
\]

**Remark 2.17.** The reason why we introduce the compatibility condition is following. If $\phi$ is a weak eigenfunction of $L$ with eigenvalue $\lambda$, then by (2.1), know $\phi$ should satisfy

\[
L\phi = 0 \text{ on } \mathcal{N}, \quad \text{and } \psi \frac{\partial \phi}{\partial \tau} = 0, \text{ for any } \phi \in V_1(\mathcal{P}).
\]

The second condition is exactly the compatibility condition of $\phi$ on $\mathcal{P}$.

With these conditions, we can describe another definition of eigenvalues and eigenfunctions.

**Definition 2.18.** We say $\lambda \in \mathbb{R}$ is an eigenvalue of $L$ if there is a function $\phi \in C^k_{0,1}(\mathcal{N})$ which satisfies the compatibility condition on $\mathcal{P}$ such that

\[
-L\phi = \lambda \phi.
\]

The function $\phi$ is called the eigenfunction of $L$ with eigenvalue $\lambda$.

Using the integration by parts and regularity results above, we know $\lambda$($\phi$) is an eigenvalue (an eigenfunction) if and only if it is a weak eigenvalue (a weak eigenfunction).

**Remark 2.19.** From the definitions in this subsection, we know the function space $C^\infty_{0,1}(\mathcal{N})$ only relies on the choice of $V_1(P)$ for each $P \in \mathcal{P}$. So if we want to define the function space $C^\infty_{0,1}(\mathcal{N})$ for intrinsic networks, we only need to choose a suitable function space $V_1(P)$ for each $P$. This will allow us to define the general elliptic operator acting on space $W^\infty_{0,1}(\mathcal{N})$, which does not rely on the embedding.

Besides, we can consider the general operator $Lu = \Delta u + du$ where $d \in C^\infty(\mathcal{N})$.

2.3. Examples of eigenfunctions. Here we give an example of a stationary network. From this example, we will illustrate what the space $C^k_{0,1}(\mathcal{N})$ looks like and which conditions that eigenfunctions should satisfy.

Let $\mathcal{N}$ be the one-skeleton of a regular spherical tetrahedron like the one shown in Figure 3.

$\mathcal{N}$ has six arcs with orientation shown in Figure 13. So for a function $\phi \in C^k(\mathcal{N})$, $\phi$ belongs to $C^k_{0,1}(\mathcal{N})$ if and only if the following holds

\[
\begin{align*}
\phi^1(0) + \phi^2(0) + \phi^3(0) &= 0, \\
\phi^1(1) - \phi^3(1) - \phi^5(1) &= 0, \\
\phi^2(1) - \phi^4(1) + \phi^5(1) &= 0, \\
\phi^3(1) - \phi^4(0) + \phi^5(1) &= 0.
\end{align*}
\]

(2.2)
Let \( l = \arccos\left(-\frac{1}{3}\right) \) be the length of arcs in \( \mathcal{N} \). Then the function \( \phi \) becomes an eigenfunction with eigenvalue \( \lambda \) if and only if the following holds,

\[
\begin{align*}
-\frac{1}{l^2} (\phi^i)'' - \phi^i &= \lambda \phi^i, \quad \text{for } i = 1, \cdots, 6 \\
(\phi^1)'(0) &= (\phi^2)'(0) = (\phi^3)'(0), \\
(\phi^1)'(1) &= (\phi^5)'(0) = (\phi^6)'(1), \\
(\phi^2)'(1) &= (\phi^6)'(0) = (\phi^4)'(1), \\
(\phi^3)'(1) &= (\phi^4)'(0) = (\phi^5)'(1).
\end{align*}
\]

(2.3)

Here, we have assumed the length of \((\gamma^i)'\) is constant for each \( i \). By minimizing the Rayleigh quotient, we know the lowest eigenvalue should be \(-1\), and the corresponding eigenfunction should be constant on each \( \gamma^i \). Suppose \( \phi \) is such a function. This means we suppose \( \phi^i = c^i \), which is a constant on \( \gamma^i \). The condition (2.3) holds automatically with \( \lambda = -1 \), and the condition (2.2) will become

\[
\begin{align*}
c^1 + c^2 + c^3 &= 0, \\
c^1 - c^5 + c^6 &= 0, \\
c^2 - c^6 + c^4 &= 0, \\
c^3 - c^4 + c^5 &= 0.
\end{align*}
\]

This is a system of linear equations, and we can easily find the set of solutions is a subspace of dimension three.

This example shows, unlike the usual symmetric elliptic operators on surfaces, the principal eigenvalue of \( L \) on \( \mathcal{N} \) may not be simple. In this case, the dimension of the eigenfunction set with eigenvalue \(-1\) is 3.

Another eigenvalue of \( L \) we are interested in is \( \lambda = 0 \). The corresponding eigenfunction of it is generated by the rotational on spheres. For example, \( \phi \) defined by

\[
\begin{align*}
\phi^1(t) &= \phi^2(t) = \phi^3(t) = \sin(lt), \\
\phi^4(t) &= \phi^5(t) = \phi^6(t) = \frac{\sin l}{2\sin \frac{l}{2}} \sin \left( \frac{l}{2} - lt \right),
\end{align*}
\]

will have eigenvalue 0.

3. The Spectrum on networks and the Dirichlet-to-Neumann map

3.1. Eigenvalues on networks. Here we will describe the eigenvalues of the operator \( L \) where \( L = \Delta + d \) for \( d \in C^\infty(\mathcal{N}) \) from the point of view of symmetric
elliptic operators. We can define the bilinear form $L$ on $W^{1,2}_1(N)$ associated with $L$ by
\begin{equation}
L(u, v) := \int_N \nabla u \cdot \nabla v - duv, \quad u, v \in W^{1,2}_1(N).
\end{equation}

In particular, if $d \equiv 1$, then $L = Q$.

**Remark 3.1.** If we also assume $v \in C^{k,1}_1(N)$ or $W^{k,2}_1(N)$ for $k \geq 2$ and $v$ satisfies compatibility condition on $P$, then by integration by parts, we have
\begin{equation}
\int_N \nabla u \cdot \nabla v = \int_Q u \frac{\partial v}{\partial \tau} - \int_N u \Delta v,
\end{equation}
since $u \in V_1(P)$, $\frac{\partial u}{\partial \tau} \in V_2(P)$.

In particular, we can rewrite (3.1) as
\begin{equation}
L(u, v) = -\int_N \hat{N} u v, \quad \forall v \in W^{1,2}_1(N).
\end{equation}

To make our theorems more general, we will assume all concepts defined before, including eigenvalues, eigenfunctions, indices, and nullities, are all associated with the operator $L$.

We are interested in the following Dirichlet problem
\begin{equation}
\begin{cases}
Lu = f, & \text{on } N, \\
u = g, & \text{on } Q, \\
u \in V_1(P), \frac{\partial u}{\partial \tau} \in V_2(P), & \text{on } P,
\end{cases}
\end{equation}
with $f \in L^2(N) := \bigoplus_{i=1}^{n} L^2(\gamma^i)$, $g = (g_Q)_{Q \in \mathcal{Q}} \in V(Q)$.

This problem is equivalent to the following problem
\begin{equation}
\begin{cases}
Lw = \hat{f}, & \text{on } N, \\
w = 0, & \text{on } Q, \\
w \in V_1(P), \frac{\partial w}{\partial \tau} \in V_2(P), & \text{on } P,
\end{cases}
\end{equation}
if we set $w = u - \hat{g}$ where $\hat{g}$ is any smooth extension of $g$ in $C^\infty_1(N)$ satisfying the compatibility condition on $P$ and $\hat{f} = f - L\hat{g}$.

We can define the weak solutions to the problem (3.4) following the theory of PDEs.

We say $u \in W^{1,2}_1(N)$ weakly solves (3.4) if the following holds,
\begin{equation}
\begin{cases}
L(u, v) = -\int_N f v, & \forall v \in W^{1,2}_1(N), \\
w = g, & \text{on } Q \text{ in the trace sense}.
\end{cases}
\end{equation}

If $f$ and $u$ are sufficient regular, then by integration by parts, we know $u$ solves (3.4) if and only if $u$ solves (3.4) weakly.

Similarly, we say $w \in W^{1,0}_1(N)$ weakly solves the problem (3.5) if $L(w, v) = -\int_N \hat{f} v$ for all $v \in W^{1,2}_1(N)$.

To show the solvability of the Dirichlet problem (3.5), let us consider $L_\sigma w = Lw - \sigma w$. The corresponding bilinear form is written as
\begin{equation}
L_\sigma(w, v) := \int_N \nabla w \cdot \nabla v + (\sigma - d) uv.
\end{equation}

This will define an inner product on the Hilbert space $W^{1,2}_{0,1}(N)$ when $\sigma$ large enough such that $\sigma - d > 2$. Hence by the Riesz representation theorem, we know
for any \( \hat{f} \in L^2(\mathcal{N}) \), there is a unique \( w \in W^{1,2}_{0,1}(\mathcal{N}) \) such that

\[
\mathcal{L}_{\sigma}(w, v) = -\int_{\mathcal{N}} \hat{f} v, \quad \forall v \in W^{1,2}_{0,1}(\mathcal{N}).
\]

So we can define an operator \( L^{-1}_{\sigma} : L^2(\mathcal{N}) \to W^{1,2}_{0,1}(\mathcal{N}) \), \( L^{-1}_{\sigma}(\hat{f}) = w \).

If we take \( v = w \) in (3.7) and use Cauchy-Schwarz inequality, we can get a standard elliptic estimate for \( w \) as

\[
\|w\|_{W^{1,2}(\mathcal{N})} \leq C\|\hat{f}\|_{L^2(\mathcal{N})}.
\]

Hence, the operator \( L^{-1}_{\sigma} \) is a compact operator on \( L^2(\mathcal{N}) \) by Sobolev Embedding Theorem. Following the standard steps in the spectral theory, we know \( L \) has discrete eigenvalues \( -1 \leq \lambda_1 \leq \lambda_2 \leq \cdots \) forming a sequence that goes to infinity.

Moreover, the eigenvalues of \( L \) can be characterized by the min-max principle by the standard steps in the theory of elliptic PDEs in the following way,

\[
\lambda_k = \min_{V_k \subset W^{1,2}_{0,1}(\mathcal{N})} \max_{u \in V_k} \frac{\mathcal{L}(u, u)}{\|u\|_{L^2(\mathcal{N})}},
\]

where \( V_k \) is any \( k \)-dimensional subspace of \( W^{1,2}_{0,1}(\mathcal{N}) \).

**Definition 3.2.** We define \( \mathcal{J}_\lambda = \mathcal{J}_\lambda(L) \) to be the eigenspace of Jacobi operator \( L \) with eigenvalue \( \lambda \), and we define the following spaces,

\[
\mathcal{J}_0^- = \bigoplus_{\lambda < 0} \mathcal{J}_\lambda(L),
\]

\[
\mathcal{J}_0^0 = \mathcal{J}_0^0(\mathcal{N}) := \mathcal{J}_0(L).
\]

Note that by the min-max principle (3.8), we have

\[
\text{Ind}(\mathcal{N}) = \dim(\mathcal{J}_0^-), \quad \text{Nul}(\mathcal{N}) = \dim(\mathcal{J}_0^0).
\]

3.2. The Dirichlet-to-Neumann map.

**Definition 3.3.** For any \( \tilde{\mathcal{Q}} \subset \mathcal{Q} \), the subset of \( \mathcal{Q} \), we define

\[
D_\tau \mathcal{J}_0^0(\tilde{\mathcal{Q}}) := \{ v \in V(\tilde{\mathcal{Q}}) : v = \frac{\partial}{\partial \tau} u \text{ on } \tilde{\mathcal{Q}} \text{ for some } u \in \mathcal{J}_0^0 \}.
\]

If \( \tilde{\mathcal{Q}} = \mathcal{Q} \), then we write \( D_\tau \mathcal{J}_0^0 := D_\tau \mathcal{J}_0^0(\mathcal{Q}) \) for short.

Then by the Fredholm alternative, we have the following result.

**Proposition 3.4.** The Dirichlet problem (3.4) has a (weak) solution if and only if

\[
\int_\mathcal{N} fv + \int_{\tilde{\mathcal{Q}}} g \frac{\partial}{\partial \tau} v = 0, \quad \forall v \in \mathcal{J}_0^0(\mathcal{N}).
\]

In addition, this solution is unique up to an addition of \( v \in \mathcal{J}_0^0 \).

Moreover, for the case \( f \equiv 0 \), the problem (3.4) has a solution if and only if \( g \in (D_\tau \mathcal{J}_0^0)\perp \).

Hence for any \( \tilde{\mathcal{Q}} \subset \mathcal{Q} \), we can define a map

\[
T : (D_\tau \mathcal{J}_0^0(\tilde{\mathcal{Q}}))\perp \to (D_\tau \mathcal{J}_0^0(\tilde{\mathcal{Q}}))\perp \quad \quad g \mapsto \frac{\partial}{\partial \tau} u
\]
where $u$ is a solution of (3.4) with $f \equiv 0$ and giving boundary condition $g$ taking the value zero outside of $\mathcal{Q}$ and $(D_{\mathcal{T}}\mathcal{J}^0_{\mathcal{T}}(\mathcal{Q}))^\perp$ is the orthogonal complement of $D_{\mathcal{T}}\mathcal{J}^0_{\mathcal{T}}(\mathcal{Q})$ in the space $V(\mathcal{Q})$.

Based on Proposition 3.4, we can make the following definition.

**Definition 3.5.** For any $\mathcal{Q} \subset \mathcal{Q}$, we define the Dirichlet-to-Neumann map $T$ of $\mathcal{N}$ with respect to $\mathcal{Q}$ to be the map defined in Proposition 3.4.

**Remark 3.6.** When we talk about the Dirichlet-to-Neumann map $T$ of a network $\mathcal{N}$, we always assume this is a map defined on boundary $\mathcal{Q}$ or a subset of $\mathcal{Q}$.

Proof of Proposition 3.4. Let $\hat{g}$ be any smooth extension of $g$ in $C^\infty_c(\mathcal{N})$ with compatibility condition and $\bar{f} = f - L\hat{g}$. Applying the Fredholm alternative for the operator $L^{-1}_{\sigma}$ for some $\sigma$ large enough, we know the problem (3.5) has a weak solution if and only if

$$\int_{\mathcal{Q}} \bar{f} v = 0, \quad \forall v \in \mathcal{J}^0_{\mathcal{T}}.$$

This solution is unique up to an addition of $v \in \mathcal{J}^0_{\mathcal{T}}$. Note that if $v \in \mathcal{J}^0_{\mathcal{T}}$, using (3.3), we know the condition (3.9) is equivalent to

$$0 = \int_{\mathcal{N}} f v - vL\hat{g} = \int_{\mathcal{N}} f v + \mathcal{L}(v, \hat{g}) - \int_{\mathcal{Q}} v \frac{\partial \hat{g}}{\partial \tau} = \int_{\mathcal{N}} (f v - \hat{g}Lv) + \int_{\mathcal{Q}} (\hat{g} \frac{\partial v}{\partial \tau} - v \frac{\partial \hat{g}}{\partial \tau}) = \int_{\mathcal{N}} f v + \int_{\mathcal{Q}} \hat{g} \frac{\partial v}{\partial \tau}.$$

Here, for the last equality, we have used $Lv = 0$ on $\mathcal{N}$ and $v = 0$ on $\mathcal{Q}$. This is precisely the condition of the solvability of the problem (3.4).

For the case $f \equiv 0$, (3.4) has a solution if and only if

$$\int_{\mathcal{Q}} g \frac{\partial v}{\partial \tau} = 0 \iff g \in (D_{\mathcal{T}}\mathcal{J}^0_{\mathcal{T}}(\mathcal{Q})^\perp).$$

This solution is smooth since $f \equiv 0$ is smooth. So it is not just a weak solution.

Now let $g \in (D_{\mathcal{T}}\mathcal{J}^0_{\mathcal{T}}(\mathcal{Q}))^\perp$. We extend $g$ to an element $\hat{g}$ in $V(\mathcal{Q})$ by taking zeros outside of $\mathcal{Q}$. Since $\hat{g} \in (D_{\mathcal{T}}\mathcal{J}^0_{\mathcal{T}}(\mathcal{Q}))^\perp$, we can find a solution of (3.4) with $f \equiv 0$ with given boundary condition $\hat{g}$. Let $u$ be one such solution. In general, we do not have $\frac{\partial u}{\partial \tau} |_{\mathcal{Q}} \in D_{\mathcal{T}}\mathcal{J}^0_{\mathcal{Q}}(\mathcal{Q})$. But by the properties of orthogonal projections, we know there is a unique $h \in D_{\mathcal{T}}\mathcal{J}^0_{\mathcal{T}}(\mathcal{Q})$ such that

$$\frac{\partial u}{\partial \tau} |_{\mathcal{Q}} + h \perp D_{\mathcal{T}}\mathcal{J}^0_{\mathcal{Q}}(\mathcal{Q}).$$

By the definition of $D_{\mathcal{T}}\mathcal{J}^0_{\mathcal{T}}(\mathcal{Q})$, there is a function $v \in \mathcal{J}^0_{\mathcal{T}}$ such that $h = \frac{\partial u}{\partial \tau} |_{\mathcal{Q}}$. We will denote $u_g$ as $u + v$ with $u, v$ defined above. In summary, $u_g \in C^\infty_c(\mathcal{N})$ will solve the following problem by the construction of $u_g$,

$$\begin{cases}
Lu_g = 0, & \text{on } \mathcal{N}, \\
u_g = g, & \text{on } \mathcal{Q}, \\
u_g = 0, & \text{on } \mathcal{Q}, \\
\frac{\partial u_g}{\partial \tau} \in V_2(\mathcal{P}), & \text{on } \mathcal{P} \text{ (compatibility conditions)}, \\
\frac{\partial u_g}{\partial \tau} \in (D_{\mathcal{T}}\mathcal{J}^0_{\mathcal{T}}(\mathcal{Q}))^\perp, & \text{on } \mathcal{Q}.
\end{cases}$$
Definition 3.7. We define the function space $\mathcal{I}_0(\hat{Q})$ by

$$\mathcal{I}_0(\hat{Q}) := \{ v \in \mathcal{J}_0^0(\hat{Q}) \mid \frac{\partial v}{\partial \tau} = 0 \text{ on } \hat{Q} \}.$$  

Based on Proposition 3.4, we can define $u_g$, the $L$-extension of $g$.

Proposition 3.8. For any $g \in (D_{\tau}\mathcal{J}_0^0(\hat{Q}))^\perp$, there exists a unique $u_g$, called the $L$-extension of $g$, such that $u_g$ solves Problem (3.10) and $u_g \perp \mathcal{I}_0(\hat{Q})$. Here, $u_g \perp \mathcal{I}_0(\hat{Q})$ means $u_g$ is orthogonal to $\mathcal{I}_0(\hat{Q})$ with respect to the standard inner product defined on space $L^2(N)$.

Proof. Indeed, the proof of Proposition 3.4 already showed Problem (3.10) has a solution, and such solution is unique up to an addition of the function which solves Problem (3.11). But the solution set to the Problem (3.11) is exactly $\mathcal{I}_0(\hat{Q})$. Hence, by adding a suitable element in $\mathcal{I}_0(\hat{Q})$, we can find a unique $u_g$ solving Problem (3.10) and $u_g \perp \mathcal{I}_0(\hat{Q})$. □

It is easy to verify the $L$-extension is a linear map from $(D_{\tau}\mathcal{J}_0^0(\hat{Q}))^\perp$ to $C_1^\infty(N)$. Hence, we know $T : (D_{\tau}\mathcal{J}_0^0(\hat{Q}))^\perp \to (D_{\tau}\mathcal{J}_0^0(\hat{Q}))^\perp$ is a linear map. Moreover, $T$ is indeed a self-adjoint linear transformation on the finite-dimensional space $(D_{\tau}\mathcal{J}_0^0(\hat{Q}))^\perp$ after a simple calculation, so $T$ has finite real eigenvalues, which we write them as $\sigma_1 \leq \sigma_2 \leq \cdots \leq \sigma_{\text{dim}(D_{\tau}\mathcal{J}_0^0(\hat{Q}))^\perp}$.

At last, we mention a result that the eigenvalues of $N$ only rely on the image of $N$ in $S^2$ in some sense.

Let us see an example first. Given a curve $\gamma : [0, 1] \to S^2$, we can think this curve as a network of course with $\mathcal{P} = 0$. On the other hand, we can cut this curve into two parts in the sense that we choose $\gamma_1 = \gamma|_{[0,a]}$, $\gamma_2 = \gamma|_{[a,1]}$ for $0 < a < 1$. Now if we consider new network $N_1 := \{ \gamma_1, \gamma_2 \}$ with $\mathcal{P}_1 = \{ \gamma(a) \}$, then the network $N_1$ still represents the curve $\gamma$ as they have the same image. We call $\gamma_1, \gamma_2$ as the refinement of $\gamma$. Now we say a one-step refinement of network $N$ is the new
network $N'_1$ that all of $\gamma^i$ coming from $N$ but only one $\gamma^i$ is replaced by $\gamma^i_1, \gamma^i_2$, the refinement of $\gamma^i$. Note that $P_1$ will have one more element than $P$. We say two networks $N'_1, N'_2$ are one-step congruent to each other if $N'_1$ is the one-step refinement of $N'_2$ or vice versa. We say $N'_1, N'_2$ are congruent to each other if there is a finite sequence of one-step refinements starting at $N'_1$ and ending at $N'_2$.

Clearly, if two networks are congruent, then they will have the same image in $S^2$. Moreover, for two embedded networks, they are congruent if and only if they have the same image.

We have the following proposition.

**Proposition 3.9.** If $N'_1, N'_2$ are congruent to each other, then they have the same eigenvalues (counting multiplicity).

**Proof.** By the definition of congruent, we only consider the one-step refinement case. But for this case, this is easy to see since the eigenfunctions on $N$ can be cut like cutting the curve (restriction to subcurves). Conversely, we can connect two functions reversely by the compatibility conditions. This will give a weak solution after the connection. Hence by the results of regularity, we know it should be a classical solution, too. □

Moreover, we have the following result.

**Proposition 3.10.** The eigenvalues of the network do not rely on the choice of the orientation on each curve $\gamma^i$ in $N$. That is, if we choose different normal vector fields $\hat{\nu}^i$ for $\gamma^i$, they still give the same eigenvalues.

The proof for this proposition is quite simple since we can give a direct one-to-one map between their admissible function spaces when giving different normal vector fields. For any eigenfunction $\phi$ of $L$ with normal vector field $\nu$ on $N$, if we have another unit normal vector field $\hat{\nu}$ on $N$, we construct $\tilde{\phi}$ by choosing $\tilde{\phi}^i = \phi^i$ if $\hat{\nu}^i = \nu^i$ and $\tilde{\phi}^i = -\phi^i$ if $\hat{\nu}^i = -\nu^i$. It is easy to verify $\tilde{\phi}$ is an eigenfunction with the same eigenvalue with unit normal vector field $\hat{\nu}$.

These two propositions show that the eigenvalues of an embedded network are entirely determined by its image.

### 4. Index Theorem for networks

This section will show that one can compute the index and nullity of a large network by dividing it into small networks.

To be more precise, let $N$ be a network in $S^2$. Let $N_i, i = 1, \cdots, l$ be networks in $S^2$ with interior endpoint set $P_i$ and boundary endpoint set $Q_i$. We say $\{N_i\}_{i=1, \cdots, l}$ is a partition of $N$ if the following holds.

- $N = \bigcup_{i=1}^l N_i$, $N$ is the disjoint union of $N_i$.
- $P$ can be divided into two disjoint sets $P$ and $\overline{P}$. $Q_i$ can be divided into two disjoint sets $\overline{Q}_i$ and $Q_i$ for each $i = 1, \cdots, l$. These divisions make the following holds.
  - $P = \bigcup_{i=1}^l P_i$.
  - $\overline{P} = \bigcup_{i=1}^l \overline{Q}_i$.
  - $Q = \bigcup_{i=1}^l Q_i$.

Given a network $N$, we will cut it into several small networks along some interior endpoint set $\overline{P}$ in order to compute its index and nullity.
4.1. Dirichlet-to-Neumann map with respect to a partition. Here we want to define a Dirichlet-to-Neumann map with respect to the partition \( \mathcal{N} = \bigcup_{i=1}^{l} \mathcal{N}_i \) using the Dirichlet-to-Neumann map from the subnetworks.

Recall that the Dirichlet-to-Neumann map on \( \mathcal{N}_i \) with respect to the partition \( \mathcal{N} \) is defined as

\[
T : (D_{\tau} \mathcal{J}_0^0(\mathcal{Q}_i)) \rightarrow (D_{\tau} \mathcal{J}_0^0(\mathcal{Q}_i))^\perp, \quad g \rightarrow \frac{\partial u_g}{\partial \nu},
\]

where \( u_g \) is the \( L \)-extension of \( g \) with respect to \( \mathcal{Q}_i \).

Note that \( V(\mathcal{P}) \equiv \bigoplus_{i=1}^{l} V(\mathcal{Q}_i) \) and \((D_{\tau} \mathcal{J}_0^0(\mathcal{Q}_i))^\perp \subset V(\mathcal{Q}_i)\), we can define \( \hat{T} \) on \( \bigoplus_{i=1}^{l} (D_{\tau} \mathcal{J}_0^0(\mathcal{Q}_i))^\perp \) using \( T \) on each \( \mathcal{N}_i \) by

\[
\hat{T} : \bigoplus_{i=1}^{l} (D_{\tau} \mathcal{J}_0^0(\mathcal{Q}_i))^\perp \rightarrow \bigoplus_{i=1}^{l} (D_{\tau} \mathcal{J}_0^0(\mathcal{Q}_i))^\perp
\]

(4.2)

\[
(g_1, \cdots, g_l) \rightarrow (T(g_1), \cdots, T(g_l)).
\]

But still, we prefer to define a map related to the space \( V_1(\mathcal{P}) \).

**Definition 4.1.** We define a subspace of \( V_1(\mathcal{P}) \) by

\[
V_1(\mathcal{P}) := \bigoplus_{i=1}^{l} (D_{\tau} \mathcal{J}_0^0(\mathcal{Q}_i))^\perp \cap V_1(\mathcal{P}).
\]

We write \( \text{Proj}_{V_1(\mathcal{P})} \) as the orthogonal projection to the space \( V_1(\mathcal{P}) \). Restricting it to \( \bigoplus_{i=1}^{l} (D_{\tau} \mathcal{J}_0^0(\mathcal{Q}_i))^\perp \), we know \( \text{Proj}_{V_1(\mathcal{P})} : \bigoplus_{i=1}^{l} (D_{\tau} \mathcal{J}_0^0(\mathcal{Q}_i))^\perp \rightarrow V_1(\mathcal{P}) \) is an orthogonal projection.

**Definition 4.2.** We define a Dirichlet-to-Neumann map \( \mathbf{T} : V_1(\mathcal{P}) \rightarrow \mathcal{V}_1(\mathcal{P}) \) with respect to the partition \( \mathcal{N} = \bigcup_{i=1}^{l} \mathcal{N}_i \) by

\[
\mathbf{T}(g) := \text{Proj}_{V_1(\mathcal{P})}(\hat{T}(g)).
\]

**Remark 4.3.** Note that if we write a map as \( \mathbf{T} \), we always mean the map defined in Definition 4.2. Instead, if we have a map \( T \), the one without the bar, then we mean this is a Dirichlet-to-Neumann map defined in Definition 4.1.

We can find that \( \mathbf{T} \) is still a self-adjoint linear transformation on the space \( \mathcal{V}_1(\mathcal{P}) \). So it has finite real eigenvalues. We use \( E_{\sigma} \) to denote the subspace of \( \mathcal{V}_1(\mathcal{P}) \) with eigenvalue \( \sigma \) with respect to the operator \( \mathbf{T} \).

We define the following subspaces of \( \mathcal{V}_1(\mathcal{P}) \) by

- \( E^-(\mathbf{T}) := \bigoplus_{\sigma < 0} E_{\sigma} \), \( \mathbf{T} \) is negative definite on this space.
- \( E^0(\mathbf{T}) := E_0 \), \( \mathbf{T} \) is zero on this space.

So the index and nullity of \( \mathbf{T} \) can be written as follows,

\[
\text{Ind}(\mathbf{T}) := \dim E^-(\mathbf{T}), \quad \text{Null}(\mathbf{T}) := \dim E^0(\mathbf{T}).
\]

Note that eigenvalues of \( \mathbf{T} \) can also be characterized by the min-max principle as

\[
\sigma_k(\mathbf{T}) = \min_{V_k \subset \mathcal{V}_1(\mathcal{P})} \max_{g \in V_k} \frac{\langle \mathbf{T}(g), g \rangle}{\langle g, g \rangle},
\]

where \( \langle \cdot, \cdot \rangle \) is the standard Euclidean inner product on \( \mathcal{V}_1(\mathcal{P}) \) and \( V_k \) a \( k \)-dimensional subspace of \( \mathcal{V}_1(\mathcal{P}) \). This is because \( \mathbf{T} \) is a self-adjoint operator on a finite-dimensional space.
Remark 4.4. Note that for any \( v \in C^\infty_0(\mathcal{N}) \), we have
\[
(\mathbf{T}(g), v|_{\mathcal{P}}) = \int_{\mathcal{P}} \mathrm{Proj}_i(\frac{\partial}{\partial \tau} u_g) v = \int_{\mathcal{P}} v \frac{\partial u_g}{\partial \tau} = \int_{\mathcal{N}} \nabla u_g \cdot \nabla v + v \Delta u_g
\]
(4.4)
where, we still use \( u_g \) to denote the \( L \)-extension of \( g \) in the sense of \( u_g = (u_g|_{\mathcal{Q}_i})_{i=1, \ldots, l} \) where \( u_g|_{\mathcal{Q}_i} \) is the \( L \)-extension of \( g|_{\mathcal{Q}_i} \) on \( \mathcal{N}_i \) with respect to the set \( \mathcal{Q}_i \), and we use [3.2] with \( \mathcal{N}_i \) in place of \( \mathcal{N} \), \( \mathcal{Q}_i \) in place of \( \mathcal{Q} \) for the third equality.

Remark 4.5. There is another way to describe (3.2) with \( u \) where here, we still use (4.4)

Definition 4.6. We define
\[
F_j := \bigoplus_{i=1}^l D_\tau \mathcal{J}_0^0(\mathcal{Q}_i) \cap V_j(\mathcal{P}) \quad \text{for} \quad j = 1, 2.
\]
\[
\nabla_2(\mathcal{P}) := \bigoplus_{i=1}^l (D_\tau \mathcal{J}_0^0(\mathcal{Q}_i))^\perp \cap V_2(\mathcal{P}).
\]

Recall that \( \nabla_1(\mathcal{P}) \) is already defined in Definition 4.1.

Clearly, the direct sum of \( F_1, F_2 \) is just \( \bigoplus_{i=1}^l D_\tau \mathcal{J}_0^0(\mathcal{Q}_i) \). Here, we list some relations between \( F_j, \nabla_j(\mathcal{P}), V_j(\mathcal{P}) \), and \( D_\tau \mathcal{J}_0^0(\mathcal{Q}_i) \).

(4.5) \[ V_1(\mathcal{P}) = \nabla_1(\mathcal{P}) \oplus F_1, \]
(4.6) \[ V_2(\mathcal{P}) = \nabla_2(\mathcal{P}) \oplus F_2, \]
(4.7) \[ \bigoplus_{i=1}^l (D_\tau \mathcal{J}_0^0(\mathcal{Q}_i))^\perp = \nabla_1(\mathcal{P}) \oplus \nabla_2(\mathcal{P}), \]
(4.8) \[ \bigoplus_{i=1}^l D_\tau \mathcal{J}_0^0(\mathcal{Q}_i) = F_1 \oplus F_2. \]

Here is a quick explanation of the meaning of \( F_1 \) and \( F_2 \). For any \( g \in \bigoplus_{i=1}^l D_\tau \mathcal{J}_0^0(\mathcal{Q}_i) \), we know there is \( u \in C^\infty_1(\mathcal{N}) \) such that \( u|_{\mathcal{N}_i} \in \mathcal{J}_0^0(\mathcal{N}_i) \) and \( \frac{\partial u}{\partial \tau} = g \) on \( \mathcal{P} \). Note that actually \( Lu = 0 \) on \( \mathcal{N} \) all the time. But since \( u \) does not satisfy the compatibility condition on \( \mathcal{P} \) in general, \( u \) is not an eigenfunction on \( \mathcal{N} \). We can divide the set \( \bigoplus_{i=1}^l D_\tau \mathcal{J}_0^0(\mathcal{Q}_i) \) into \( F_1 \) and \( F_2 \). If \( g \in F_2 \), then the corresponding \( u \) will satisfy the compatibility condition on \( \mathcal{P} \) since \( \frac{\partial u}{\partial \tau} = g \in V_2(\mathcal{P}) \). This time, \( u \) will become an eigenfunction for \( L \) on \( \mathcal{N} \) with eigenvalue 0. So \( F_2 \) will be related to the nullity of the whole network \( \mathcal{N} \). Informally, this space is related to the functions such that they have eigenvalues 0 when restricted on each small network, and they happen to be the null functions on the big network. The orthogonal complement of \( F_2 \) is \( F_1 \). So we know the meaning of \( F_1 \) is \( F_1 \) will be related to the functions such that they are in the null space when restricted on each small network, but they will be orthogonal to the null space of the whole networks informally.

Now let us state the main index theorem in a formal way.
Theorem 4.7 (Index Theorem for networks). Suppose $\mathcal{N}$ is a network with partition $\{\mathcal{N}_i\}_{i=1,\ldots,N}$. Then the index of $\mathcal{N}$ can be computed as follows,

$$\text{Ind}(\mathcal{N}) = \sum_{i=1}^N \text{Ind}(\mathcal{N}_i) + \text{Ind}(\mathcal{T}) + \dim(F_i).$$

Remark 4.8. This theorem holds for arbitrary networks, not only triple junction ones.

The proof of this theorem relies on the following lemma.

Lemma 4.9. Let $g \in F_1$ and suppose $W_g := \{v \in C_0^\infty(\mathcal{N}) : v|_{\mathcal{N}_i} = cg \text{ for some } c \in \mathbb{R}, v|_{\mathcal{N}_i} \perp \mathcal{J}_0^-(\mathcal{N}_i) \text{ for each } i\}$. Here we use $\perp \mathcal{L}$ to denote the orthogonal with respect to the bilinear form $\mathcal{L}$. Then the following holds.

- If $g \equiv 0$ on $\mathcal{F}$, then $\mathcal{L}$ is non-negative definite on the space $W_g$.
- If $g \not\equiv 0$ on $\mathcal{F}$, then $\mathcal{L}$ has index 1 on the space $W_g$.

Proof. For the first case, for any $v \in W_g$, we know $v|_{\mathcal{Q}_i} \equiv 0$. Hence $v|_{\mathcal{N}_i} \in C_0^\infty(\mathcal{N}_i)$. Since $v|_{\mathcal{N}_i} \perp \mathcal{J}_0^-(\mathcal{N}_i)$, we know

$$\mathcal{L}(v|_{\mathcal{N}_i}, v|_{\mathcal{N}_i}) \geq 0.$$

Hence

$$\mathcal{L}(v, v) = \sum_{i=1}^N \mathcal{L}(v|_{\mathcal{N}_i}, v|_{\mathcal{N}_i}) \geq 0.$$

For the second case, since $g|_{\mathcal{Q}_i} \in D_\tau \mathcal{J}_0^+(\mathcal{Q}_i)$, we can find some $w_i \in \mathcal{J}_0^+(\mathcal{N}_i)$ such that $\frac{\partial w_i}{\partial \tau}|_{\mathcal{Q}_i} = g|_{\mathcal{Q}_i}$. Then we set $w = \bigoplus_{i=1}^N w_i$. Clearly $w|_{\mathcal{N}_i} \perp \mathcal{J}_0^-(\mathcal{N}_i)$ and $w \in C_0^\infty(\mathcal{N})$. Let $\hat{g} \in C_0^\infty(\mathcal{N})$ be the smooth extension of $g$ such that $\hat{g}|_{\mathcal{N}_i} \perp \mathcal{J}_0^-(\mathcal{N}_i)$ for each $i$. Such $\hat{g}$ exists since $\mathcal{J}_0^-(\mathcal{N}_i)$ is a finite dimensional space for each $i$. Then we know $\hat{g} + cw \in W_g$ for any $c \in \mathbb{R}$.

Note that

$$\mathcal{L}(w, w) = \sum_{i=1}^N \mathcal{L}(w_i, w_i) = 0.$$

So

$$\mathcal{L}(\hat{g} + cw, \hat{g} + cw) = \mathcal{L}(\hat{g}, \hat{g}) + 2c\mathcal{L}(\hat{g}, w)$$

$$= \mathcal{L}(\hat{g}, \hat{g}) + 2c \left( \int_{\mathcal{F}} g \frac{\partial w}{\partial \tau}\big|_{\mathcal{F}} - \int_{\mathcal{N}} \hat{g} Lw \right)$$

$$= \mathcal{L}(\hat{g}, \hat{g}) + 2c \int_{\mathcal{F}} g^2,$$

where we have used (3.3) for second equality. Since $\int_{\mathcal{F}} g^2 > 0$, we can always choose $c \in \mathbb{R}$ such that $\mathcal{L}(\hat{g} + cw, \hat{g} + cw) < 0$. Hence $\mathcal{L}$ has at least index 1 on the space $W_g$.

On the other hand, suppose we have two elements $v_1, v_2 \in W_g$ such that $\mathcal{L}(\alpha v_1 + \beta v_2, \alpha v_1 + \beta v_2) < 0$ for any $\alpha, \beta \neq 0$ and $v_1, v_2$ are linearly independent. By the definition of $W_g$, we know there is $c \in \mathbb{R}$ such that $v_1 = cv_2$ when restricting on $\mathcal{F}$. Hence $(v_1 - cv_2)|_{\mathcal{F}} = 0$. By the result in the first case, we know $\mathcal{L}(v_1 - cv_2, v_1 - cv_2) \geq 0$, this is a contradiction with $\mathcal{L}$ having index at least two on $W_g$. So we have shown $\mathcal{L}$ has the exact index one on space $W_g$. □
Proof of Theorem 4.7. We divide the proof into two parts.

First part. We prove the following result,

\[
\text{Ind}(\mathcal{N}) \geq \sum_{i=1}^{t} \text{Ind}(\mathcal{N}_i) + \text{Ind}(\mathcal{T}) + \dim(F_1).
\]

Let us do it step by step.

Step 1. \(\mathcal{L}\) is negative definite on each \(\mathcal{J}_0^-(\mathcal{N}_i)\) (taking zero extension outside of \(\mathcal{N}_i\)). This is obvious since \(\mathcal{L}\) has the same values on the subnetwork and the whole network after zero extension. Note that \(\mathcal{J}_0^-(\mathcal{N}_i) \subset C_{0,1}^\infty(\mathcal{N}_i)\) and \(\mathcal{J}_0^-(\mathcal{N}_i) \perp \mathcal{L}\mathcal{J}_0^-(\mathcal{N}_j)\) for any \(i \neq j\). (Here the functions in \(\mathcal{J}_0^-(\mathcal{N}_i)\) might not satisfy the compatibility condition on \(\overline{\mathcal{P}}\) after zero extension on the whole network \(\mathcal{N}_i\).

Step 2. If \((\mathcal{T}(g), g) < 0\), from identity \((4.4)\), we know \(\mathcal{L}(u_g, u_g) = (\mathcal{T}(g), g) < 0\) if \(u_g\) is the \(L\)-extension of \(g\). So we can define

\[
E^-_L(\mathcal{T}) := \{u_g \in C_{0,1}^\infty(\mathcal{N}) : g \in E^-(\mathcal{T})\}
\]

to be the \(L\)-extension space of \(E^-(\mathcal{T})\). Note that \(L\)-extension is a linear map, so \(E^-_L(\mathcal{T})\) is a finite-dimensional space. It is easy to see \(\dim(E^-_L(\mathcal{T})) = \dim(E^-(\mathcal{T}))\) and \(\mathcal{L}\) is negative definite on the space of \(E^-_L(\mathcal{T})\) by using the identity \((4.4)\).

Step 3. We will construct a new space from \(F_1\) that \(\mathcal{L}\) is negative definite on.

Let \(N = \dim(F_1)\) and we write \(\{g^1, \ldots, g^N\}\) as the orthogonal basis of \(F_1\) in the \(L^2\) norm. Then we can choose \(\hat{g}^i\) as the extension of \(g^i\) such that \(\hat{g}^i|_{\mathcal{N}_i} \perp \mathcal{J}_0^-(\mathcal{N}_i)\) for each \(i\) and \(\mathcal{L}(\hat{g}^i, \hat{g}^j) = 0\) for \(i \neq j\). This is possible since each \(\mathcal{J}_0^-(\mathcal{N}_i)\) is finite-dimensional and we can choose \(\hat{g}^i\) inductively.

Then by the proof of Lemma 4.9 we can find \(w^j, c^j\) with \(g^j = \frac{\partial w^j}{\partial T}\) on \(\overline{\mathcal{P}}\) and \(w^j|_{\mathcal{N}_i} \in \mathcal{J}_0^0(\mathcal{N}_i)\) for each \(i\) such that if we set \(w = \hat{g}^j + c^j w^j\), then \(\mathcal{L}(w, w) < 0\).

Moreover, we have

\[
\mathcal{L}(w^j, w^k) = \mathcal{L}(\hat{g}^j, \hat{g}^k) + c^j \mathcal{L}(\hat{g}^j, w^j) + c^k \mathcal{L}(\hat{g}^j, w^k) + c^j c^k \mathcal{L}(w^j, w^k)
\]

\[
= 0 + c^j \int_{\mathcal{P}} \hat{g}^j \frac{\partial w^j}{\partial T} + c^k \int_{\mathcal{P}} \hat{g}^j \frac{\partial w^k}{\partial T} + 0
\]

\[
= (c^j + c^k) \int_{\mathcal{P}} \hat{g}^j \hat{g}^k = 0
\]

for any \(j \neq k\).

So \(\mathcal{L}\) is negative definite on the space span \((w^1, \ldots, w^N)\).

We use \(F_1\) to denote the space span \((u^1, \ldots, u^N)\).

Step 4. The spaces \(\mathcal{J}_0^- (\mathcal{N}_i), E^-_L(\mathcal{T})\), and \(F_1\) are orthogonal to each other with respect to the form \(\mathcal{L}\). Here we will view \(\mathcal{J}_0^- (\mathcal{N}_i)\) as a subspace of \(C_{0,1}^\infty(\mathcal{N})\) by zero extension outside of \(\mathcal{N}_i\).

Firstly, we know \(\mathcal{J}_0^- (\mathcal{N}_i) \perp \mathcal{L}\mathcal{J}_0^- (\mathcal{N}_j)\) for any \(i \neq j\) by the properties of zero extension.

Secondly, it is clear that \(F_1 \perp \mathcal{L}\mathcal{J}_0^- (\mathcal{N}_i)\) by the choice of \(F_1\).

Thirdly, for any \(v \in \mathcal{J}_0^- (\mathcal{N}_i)\) and \(u_g \in E^-_L(\mathcal{T})\), we have

\[
\mathcal{L}(v, u_g) = \int_{\mathcal{N}_i} v\frac{\partial u_g}{\partial T} - \int_{\mathcal{N}_i} vLu_g = 0.
\]

So \(\mathcal{J}_0^- (\mathcal{N}_i) \perp E^-_L(\mathcal{T})\).
At last, for any \( u_g \in E_L^-(\mathcal{T}) \), we have
\[
\mathcal{L}(u_g, u^j) = \left\langle \frac{\partial u_g}{\partial \tau}, u^j \right\rangle + \int_{\mathcal{N}} u^j Lu_g = 0 \quad \text{for } j = 1, \cdots, N,
\]
since \( \frac{\partial u_g}{\partial \tau} \in \mathcal{D}_r \mathcal{J}_0^0(P) \) and \( u^j |_{\mathcal{P}} \in \mathcal{D}_r \mathcal{J}_0^0(P) \). Hence \( \mathcal{F}_1 \perp E_L^-(\mathcal{T}) \).

With these results, we know that \( \mathcal{L} \) is actually negative definite on the space \( W := \bigoplus_{i=1}^l \mathcal{J}_0^0(N_i) \oplus E_L^-(\mathcal{T}) \oplus \mathcal{F}_1 \).

So \( \mathcal{L} \) has index at least \( \sum_{i=1}^l \text{Ind}(N_i) + \text{Ind}(\mathcal{T}) + \dim(\mathcal{F}_1) \) on \( \mathcal{N} \).

**Second part.** We prove the following result,
\[
\text{Ind}(\mathcal{N}) \leq \sum_{i=1}^l \text{Ind}(N_i) + \text{Ind}(\mathcal{T}) + \dim(\mathcal{F}_1).
\]

Note that \( \mathcal{L} \) is negative definite on \( W \), then we know \( -\mathcal{L}(\cdot, \cdot) \) is an inner product on \( W \). Hence, the projection \( \text{Proj}_\mathcal{L} : C_0^0(\mathcal{N}) \to W \) with respect to the bilinear form \( \mathcal{L} \) is well-defined.

Let \( \mathcal{W} \) be the maximal subspace of \( C_0^0(\mathcal{N}) \) such that \( \mathcal{L} \) is negative definite on it.

We will show that the projection \( \text{Proj}_\mathcal{L} : \mathcal{W} \to W \) is a bijection. We note that \( \text{Proj}_\mathcal{L} \) is onto by the definition of \( W \) and \( \mathcal{W} \). Now, let us show \( \text{Proj}_\mathcal{L} \) is one-to-one. If not, choose a non-zero \( u \in \text{Ker}(\text{Proj}_\mathcal{L}) \). This means \( u \perp \mathcal{W} \). Let us consider the restriction \( g := u |_{\mathcal{P}} \) on \( \mathcal{P} \). Since \( g \in V_0(\mathcal{P}) \), we know \( g \) can be decomposed to \( g_1 + g_2 \in V_1(\mathcal{P}) \oplus \mathcal{F}_1 \). Let \( u_1 \) to be the \( L \)-extension of \( g_1 \), that is \( u_1 = u_{g_1} \). Now we write \( u_2 = u - u_1 \).

At first, let us check \( u_1, u_2 \perp \mathcal{L} W \). We only need to check \( u_1 \perp \mathcal{L} W \) since \( u \perp \mathcal{W} \).

- \( u_1 \perp \mathcal{L} \mathcal{J}_0^0(N_i) \) for each \( i \) is clear by the definition of \( L \)-extension.
- \( u_1 \perp \mathcal{L} E_L^-(\mathcal{T}) \) is done by the following arguments.

Using \( u \perp \mathcal{L} W \), for any \( h \in E_\sigma \), let \( u_h \) be the \( L \)-extension of \( h \), then we have
\[
0 = \mathcal{L}(u, u_h) = (u |_{\mathcal{P}}, T(h)) \sigma \int_{\mathcal{P}} u_h = \sigma(g, h).
\]

So \( g \perp E^-(\mathcal{T}) \) by the arbitrary choice of \( \sigma < 0 \). Note that \( g_2 \perp E^-(\mathcal{T}) \) automatically since \( g_2 \in \mathcal{D}_r \mathcal{J}_0^0(P) \). So \( g_1 \perp E^-(\mathcal{T}) \). By the properties of \( L \)-extension, we know \( u_1 \perp \mathcal{L} E_L^-(\mathcal{T}) \) (cf., from the identity (4.3)).

- \( u_1 \perp \mathcal{L} \mathcal{F}_1 \) since \( u_1 |_{\mathcal{P}} \in (\mathcal{D}_r \mathcal{J}_0^0(\mathcal{P}))^\perp \) and \( L \)-extension properties.

So we will find \( u_2 \perp \mathcal{L} W \).

Again, we can see \( \mathcal{L}(u_1, u_2) = 0 \) by the \( L \)-extension properties of \( u_1 \).

Now by the variational characterization of the negative eigenspace of \( \mathcal{T} \), we know \( \mathcal{L}(u_1, u_1) \geq 0 \) since \( u_1 \perp \mathcal{L} E^-(\mathcal{T}) \).

If \( u_2 |_{\mathcal{P}} \equiv 0 \), then by the first case of Lemma 4.9, we know \( \mathcal{L}(u_2, u_2) \geq 0 \). On the other hand, if \( u_2 |_{\mathcal{P}} \neq 0 \) on \( \mathcal{P} \), since \( g_2 \in \mathcal{F}_1 \), we can find an element \( w \in \mathcal{F}_1 \) such that \( w = u_2 \) on \( \mathcal{P} \). So, we can get
\[
0 \leq \mathcal{L}(u_2 - w, u_2 - w) \quad \text{(the first case of Lemma 4.9)}
\]
\[
= \mathcal{L}(u_2, u_2) + \mathcal{L}(w, w) \quad (u_2 \perp \mathcal{L} W)
\]
\[
< \mathcal{L}(u_2, u_2) \quad (\mathcal{L}(w, w) < 0).
\]

Now use \( u_1 \perp \mathcal{L} u_2 \), we have \( \mathcal{L}(u, u) = \mathcal{L}(u_1, u_1) + \mathcal{L}(u_2, u_2) \geq 0 \), which contradicts the fact that \( \mathcal{L} \) is negative definite on \( W \).
So we finished the proof. □

Similarly, we have the following theorem.

**Theorem 4.10** (Nullity Theorem for networks). Suppose $N$ is a network with partition $\{N_i\}_{i=1}^l$.

The nullity of $N$ can be computed by

$$\text{Nul}(N) = \text{Nul}(T) + \dim(F_2) + \sum_{i=1}^l \dim(I_0(\tilde{Q}_i)).$$

**Proof.** The proof for this theorem is similar to the above proof, and it is a bit easier.

**First part.** We show

$$\text{Nul}(N) \geq \text{Nul}(T) + \dim(F_2) + \sum_{i=1}^l \dim(I_0(\tilde{Q}_i)).$$

Firstly, we define

$$\hat{E}_0^0(T) := \{u_g \in C_{0,1}^\infty(N) : g \in E_0^0(T), u_g \text{ is the } L\text{-extension of } g\}.$$

Using formula (4.4) and $(T(g), v|_P) = 0$ for any $g \in E_0^0(T), v \in C_{0,1}^\infty(N)$, we know $\mathcal{L}$ indeed vanishes on the space $\hat{E}_0^0(T)$.

Secondly, for any element $g \in F_2$, we can choose an element $v_g \in C_{0,1}^\infty(N)$ such that $v_g|_P \equiv 0, g = \frac{\partial v_g}{\partial \tau}|_P$ and $v_g|_{N_i} \in J_0^0(N_i)$. $v_g$ is unique up to an addition of element in the set $\bigoplus_{i=1}^l I_0(\tilde{Q}_i)$ by the Fredholm alternative. So we always choose a unique $v_g$ such that $v_g \perp \bigoplus_{i=1}^l I_0(\tilde{Q}_i)$ means $v_g$ is orthogonal to $\bigoplus_{i=1}^l I_0(\tilde{Q}_i)$ with respect to the standard inner product in $L^2(N)$. Again, since $g \in V_2(P)$, we know $v_g$ will satisfy

$$\mathcal{L}(v_g, v) = \int_P v \frac{\partial v_g}{\partial \tau} = \int_P v g = 0,$$

for any $v \in C_{0,1}^\infty(N)$. So if we write $\hat{F}_2 := \{v_g : g \in F_2\}$, we know $\mathcal{L}$ vanishes on the space $\hat{F}_2$.

At last, for any element $u \in I_0(\tilde{Q}_i)$, we have

$$\mathcal{L}(u, v) = \int_P v \frac{\partial u}{\partial \tau} - \int_N v Lu = 0,$$

for any $v \in C_{0,1}^\infty(N)$. Hence $\mathcal{L}$ vanishes on the space $I_0(\tilde{L}_i)$.

We can easily see that $\hat{E}_0^0, \hat{F}_2, I_0(\tilde{Q}_i)$ are linearly independent. So we know

$$\text{Nul}(N) \geq \text{Nul}(T) + \dim(F_2) + \sum_{i=1}^l \dim(I_0(\tilde{Q}_i)).$$

We write $W = \hat{E}_0^0 \oplus \hat{F}_2 \oplus \bigoplus_{i=1}^l I_0(\tilde{Q}_i)$.

**Second part.** We show

$$\text{Nul}(N) \leq \text{Nul}(T) + \dim(F_2) + \sum_{i=1}^l \dim(I_0(\tilde{Q}_i)).$$
Let \( \mathbf{W} \) be the null space of \( \mathcal{L} \). In the first part, we have seen \( \mathbf{W} \subset \mathbf{W} \). Now let us choose \( w \in \mathbf{W} \setminus \mathbf{W} \). Then \( w \in C^0_{\text{Ne}}(\mathcal{N}) \) will solve the following problem,

\[
\begin{cases}
Lw = 0, & \text{on } \mathcal{N}, \\
w = 0, & \text{on } \mathcal{Q}, \\
\partial w \mid_{\mathcal{P}} \in V_2(\mathcal{P}), & \text{on } \mathcal{P}.
\end{cases}
\]

(4.9)

Restricting on \( \mathcal{N} \), \( w \) is still a solution to a Dirichlet problem with boundary condition \( w \mid_{\mathcal{Q}} \). By the existence of solutions of problem (3.1), we know \( w \mid_{\mathcal{Q}} \in (D_\tau \mathcal{J}^0_0(\mathcal{Q})) \). Combining \( w \mid_{\mathcal{P}} \in V_1(\mathcal{P}) \), we have \( w \mid_{\mathcal{P}} \in V_1(\mathcal{P}) \). So \( T(w \mid_{\mathcal{P}}) \) is well-defined.

Up to an addition of an element in \( \hat{E}^0 \), we can suppose \( w \mid_{\mathcal{P}} \perp \hat{E}^0(\mathcal{T}) \). Again up to an addition of an element in \( \hat{F}_2 \), we can suppose

\[
\partial w \mid_{\mathcal{P}} \in V_2(\mathcal{P}),
\]

since \( \partial w \mid_{\mathcal{P}} \in V_2(\mathcal{P}) \) and \( V_2(\mathcal{P}) = V_2(\mathcal{P}) \oplus F_2 \). This step does not change the values of \( w \mid_{\mathcal{P}} \). Moreover, up to an addition of elements in each \( \mathcal{I}_i(\mathcal{Q}_i) \), we suppose \( w \perp \mathcal{I}_i(\mathcal{Q}_i) \). This step does not change the values of \( w \mid_{\mathcal{P}} \), too. In summary, after these operations on \( w \), we can check \( w \) satisfies the following conditions,

- \( w \mid_{\mathcal{Q}_i} \in (D_\tau \mathcal{J}^0_0(\mathcal{Q}_i)) \). (Since \( w \mid_{\mathcal{P}} \in V_1(\mathcal{P}) \).
- \( \partial w \mid_{\mathcal{Q}_i} \in (D_\tau \mathcal{J}^0_0(\mathcal{Q}_i)) \). (Since \( \partial w \mid_{\mathcal{P}} \in V_2(\mathcal{P}) \).
- \( w \mid_{\mathcal{Q}} \perp \mathcal{I}_i(\mathcal{Q}_i) \).

So by the definition of \( L \)-extension, \( w \) is an \( L \)-extension of \( w \mid_{\mathcal{P}} \).

On the other hand, \( \text{Proj}_1(\partial w \mid_{\mathcal{P}}) = 0 \) since \( \partial w \mid_{\mathcal{P}} \in V_2(\mathcal{P}) \) by (4.9). By the definition of \( \mathcal{T} \), we know \( \mathcal{T}(w \mid_{\mathcal{P}}) = 0 \). Hence \( w \mid_{\mathcal{P}} \in E^0(\mathcal{T}) \). The only possible way is \( w \mid_{\mathcal{P}} \equiv 0 \) on \( \mathcal{P} \). But right now the unique \( L \)-extension for 0 is 0 itself, so \( w \equiv 0 \) on \( \mathcal{N} \). This means for any \( w \in \mathbf{W} \setminus \mathbf{W} \), \( w \) will be a linear combination of elements in \( \mathbf{W} \), so \( \mathbf{W} = \mathbf{W} \). So the null space of \( \mathcal{L} \) is indeed \( \mathbf{W} \) itself.

In conclusion, we have \( \text{Nul}(\mathcal{N}) = \text{Nul}(\mathcal{T}) + \dim(F_2) + \sum_{i=1}^{l} \dim(\mathcal{I}_i(\mathcal{Q}_i)) \).

Moreover, we have

\[
\mathcal{J}^0_0(\mathcal{N}) \cong \mathbf{W} \cong \hat{E}^0 \oplus \hat{F}_2 \bigoplus \bigoplus_{i=1}^{l} \mathcal{I}_i(\mathcal{Q}_i).
\]

Note that we have \( \dim(D_\tau \mathcal{J}^0_0(\mathcal{Q}_i)) + \dim(\mathcal{I}_i(\mathcal{Q}_i)) = \dim(\mathcal{J}^0_0(\mathcal{N}_i)) = \text{Nul}(\mathcal{N}_i) \), as a corollary, we have the following result.

**Corollary 4.11.** Suppose \( \mathcal{N} \) is a network with the partition \( \{\mathcal{N}_i\}_{i=1,...,l} \). Then we have

\[
\text{Ind}(\mathcal{N}) + \text{Nul}(\mathcal{N}) = \sum_{i=1}^{l} (\text{Ind}(\mathcal{N}_i) + \text{Nul}(\mathcal{N}_i)) + \text{Ind}(T) + \text{Nul}(T).
\]

5. Index and Nullity of the Stationary Triple Junction Networks on Spheres

We say a network \( \mathcal{N} \) is a triple junction network if all points in \( \mathcal{P} \) are triple junction points and \( \mathcal{Q} \equiv \emptyset \). This means \( \mathcal{N} \) is closed.
The classification of all equiangular nets on the sphere was given by Heppes [Hep64]. There are precisely 10 such $\frac{2\pi}{3}$ nets. Based on our definition, we know all the stationary triple junction networks are contained in that list.

The first one net is trivial. It is the great circle of $S^2$. It is not a triple junction network based on our definition.

Apart from the trivial one, the left nine nets can also be viewed as stationary triple junction networks here.

Following the notation of polyhedra, we define the following notation.

- $V = \sharp(P)$, the number of triple junction points (the number of vertices).
- $E = \sharp(N)$, the number of geodesics in the network (the number of edges).
- $F$, the number of regions after dividing $S^2$ by network $N$ (the number of faces).

By Euler’s formula, we have $V - E + F = 2$. Our main theorem can be stated as follows.

**Theorem 5.1** (Index and nullity of embedded stationary triple junction networks). Let $N$ be an embedded stationary triple junction network on sphere $S^2$. Let $V, E, F$ be defined as above. Then the (Morse) index of $N$ is $F - 1$, and the nullity of $N$ is 3 (with respect to the stability operators).

More precisely, for the operator $L(u) = \Delta u + u$, $L$ has only one negative eigenvalue $\lambda = -1$ (without multiplicity) and its eigenspace consisting of the locally constant functions on $N$.

Besides, all of the eigenfunctions with eigenvalue 0 are generated by the rotation on spheres.

Here, a locally constant function means a function $u \in C^\infty_1(N)$ that is constant on each geodesic $\gamma$.

The proof of Theorem 5.1 is followed by the following two propositions.

**Proposition 5.2.** For an embedded stationary triple junction network $N$ in $S^2$, we have

$$\text{Ind}(N) \geq F - 1, \quad \text{Nul}(N) \geq 3.$$ 

**Proof.** Still, we use $L = \Delta + 1$ to denote the operator we are interested in. So we only need to show $\dim(J_{-1}(L)) \geq F - 1$. Hence we will have $\text{Ind}(N) \geq \dim(J_{-1}) = F - 1$.

Note that the functions in $J_{-1}(L)$ are the locally constant functions. So indeed, we only need to find some locally constant function $u = (c^1, \cdots, c^F) \in C^\infty_1(N)$ that span a linear subspace of dimension at least $F - 1$.

Indeed, we have the following result.

**Lemma 5.3.** For each face $F_j$ of $N$ (a region in $S^2$ with boundary consisting of the curves in $N$), there exists a locally constant function $u_{F_j}$ on $N$ such that $u_{F_j}$ is not identically zero on $F_j$.

**Proof.** For any $\gamma^i$ which is a part of boundary $F_j$, we choose $c^i = 1$ if $\nu^i$ pointing outside of $F_j$ and $c^i = -1$ if $\nu^i$ pointing inside of $F_j$. For any $\gamma^i$ which is not a part of boundary $F_j$, we just choose $c^i = 0$.

Here is an example of how to choose $u$ on the network. In Figure 2, we choose the face $F_j$ (quadrilateral) as shown in this figure, then the choice of $u$ should be in the form

$$c^2 = 1, c^4 = c^5 = c^7 = -1, c^i = 0 \text{ otherwise}.$$
Based on this choice of \( u \), we can check \( u|\mathcal{P} \in V_1(\mathcal{P}) \) (we only need to check it on the vertexes of \( F_j \) indeed) and hence \( u \in C^\infty_1(\mathcal{N}) \).

So at least, we find \( F \) different elements \( \{u_1, \cdots, u_F\} \) in the space \( \mathcal{J}_{-1}(L) \), where \( u_j \) comes from the previous construction for the face \( F_j \). We do not know if they are linearly independent (actually they are not since \( \sum_{i=1}^F u_i \equiv 0 \)). Now we define

\[
V := \{(a_1, \cdots, a_F) \in \mathbb{R}^F : a_1u_1 + \cdots + a_Fu_F = 0\}.
\]

Here, we will view \( u_j = (c_j^1, \cdots, c_j^F) \) as an element in \( \mathbb{R}^F \) for each \( j \).

If \( \dim(V) \leq 1 \), then we know \( \dim(\mathcal{J}_{-1}(L)) \geq F - 1 \). On the other hand, if \( \dim(V) \geq 2 \), we know there is at least one element \( \alpha = (\alpha_1, \cdots, \alpha_F) \neq 0 \) in \( V \) such that at least one component of \( \alpha \) is 0, i.e. \( \alpha_j = 0 \) for some \( j \). Let \( M \) be the largest number such that there is at least one non-zero element in \( V \) with exact \( M \) components taking 0.

Suppose this element written as \( \alpha = (0, \cdots, 0, \alpha_{M+1}, \cdots, \alpha_F) \) after relabeling of faces. Now let us choose a curve \( \gamma^i \) in the boundary of \( F_1 \cup \cdots \cup F_M \) and \( F_{M+1} \cup \cdots \cup F_F \). This is possible since \( F_1 \cup \cdots \cup F_M \) is not the whole sphere since \( M < F \). Note that there are exactly two \( j_1, j_2 \) such that \( c_{j_1}^i, c_{j_2}^i \neq 0 \) for such fixed \( i \) (This is because each edge is incident with exactly 2 faces). By the choice of \( \gamma^i \), we can suppose \( j_1 \leq M, j_2 > M \). Now from \( \alpha_{M+1}u_{M+1} + \cdots + \alpha_Fu_F = 0 \), we have \( \alpha_{j_2}c_{j_2}^i = 0 \), which implies \( \alpha_{j_2} = 0 \). This contradicts the choice of \( \alpha \). Hence, we should have \( \dim(V) \leq 1 \).

So we have shown \( \text{Ind}(\mathcal{N}) \geq F - 1 \).

Now let us show \( \text{Nul}(\mathcal{N}) \geq 3 \). Since the rotation on a sphere is an isometry, if we let \( X \) be the vector field from this rotation, then the function defined by \( u = X \cdot \nu \) should satisfy \( Lu = 0 \) and \( u \in C^\infty_0(\mathcal{N}) \). Hence \( u \) is a function with eigenvalue 0.

We will construct at least three different linearly independent functions in \( \mathcal{J}_0(L) \). Let us choose a triple junction point \( P \in \mathcal{P} \) first. We still use \( \gamma_P^1, \gamma_P^2, \gamma_P^3 \) to denote the curves adjacent to \( P \).

First, we can consider the function \( u_0 \) generated by the rotation that fixes \( P \). This \( u \) will satisfy \( u|_P = 0 \). Second, we can consider the function \( u_i \) generated by the rotation that fixes the great circle that \( \gamma_P^i \) is contained. This \( u_i \) will take the value zero along \( \gamma^i \) and \( u_i|_P \) is not identically zero. Based on these results, we know \( u_0, u_1, u_2 \) are linearly independent.

So \( \text{Nul}(\mathcal{N}) \geq 3 \).

\begin{remark}
From the proof of Proposition 5.2, we can find the geometric meaning of the index and nullity of a network. Usually, the index means we have a
\end{remark}
method to decrease the total length of the network in the sense of the second derivative. Then, Theorem \ref{thm:deformation} tells us, the way to decrease the total length is generated by the deformation which shrinks or expands the faces of the network. For the nullity, we know the null space is generated by the rotations on $S^2$.

Now we come to the main part proof of the theorem. Note that we will only give the key idea of how to use the main theorem to compute the index and nullity and put some detailed calculations in the appendix.

**Proposition 5.5.** For any embedded stationary triple junction network in $S^2$, we have

$$\text{Ind}(\mathcal{N}) + \text{Nul}(\mathcal{N}) \leq F + 2.$$ 

**Proof.** We will use the index theorem and the nullity theorem to give the estimate of the index and nullity of $\mathcal{N}$.

More precisely, Corollary \ref{cor:classification} is enough in this proof. We divide our nine networks into five classes. We will use the classification results listed in \cite{Hep64} (see also \cite{Tay76}). In other words, we will assume the lengths of arcs contained in these nine networks are all known to us.

**First class.** We consider the network of three half-great circles having a pair of antipodal points as their endpoints.

Since it has only three geodesic arcs, we can get its index and nullity by directly finding its eigenvalues and eigenfunctions. Indeed, all of the eigenfunctions on this network come from the eigenfunctions on a great circle.

**Second class.** We consider the two following networks coming from the regular spherical polyhedron.

- One-skeleton of a regular spherical tetrahedron.
- One-skeleton of a cube.

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{fig3.png}
\caption{Partition of one-skeleton of the regular spherical polyhedron}
\end{figure}

For $\mathcal{N}$ to be one of the above networks, we will divide it into four isometric networks $\mathcal{N}_1, \cdots, \mathcal{N}_4$ shown in Figure 3 (Different colors mean different networks.)
If we can show $\text{Ind}(N_i) = \text{Nul}(N_i) = 0$ for each $i$ for all these three networks, we can get

$$\text{Ind}(\mathcal{N}) + \text{Nul}(\mathcal{N}) = \text{Ind}(\mathcal{T}) + \text{Nul}(\mathcal{T})$$

by Corollary 4.11. Note that we have $\text{Ind}(\mathcal{T}) + \text{Nul}(\mathcal{T}) \leq \dim(V_1(\mathcal{P}))$, we only need to find out the dimension of $V_1(\mathcal{P})$ to give the estimation.

Indeed, we have the following results.

- For the tetrahedron type, we can see all the points in $\mathcal{P}$ are double points, so $\dim V_1(\mathcal{P}) = 1$ for all $P \in \mathcal{P}$. Hence $\dim V_1(\mathcal{P}) = 6 = F + 2$.
- For the cube type, all $P \in \mathcal{P}$ are triple points. So $\dim V_1(\mathcal{P}) = 2$. Hence $\dim V_1(\mathcal{P}) = 2 \times 4 = 8 = F + 2$.

The only thing we have left is to check if each network satisfies

$$\text{Ind}(N_i) = \text{Nul}(N_i) = 0.$$  \hfill (5.1)

For the tetrahedron type and cube type, based on the computation we have done in Example A.4, we know $\text{Ind}(N_i) = \text{Nul}(N_i) = 0$ by Corollary A.5.

**Third class.** We consider the networks of prism type. There are two types of them (Actually three if we count the cube as a prism, too),

- One-skeleton of the prism over a regular triangle.
- One-skeleton of the prism over a regular pentagon.

We will divide this network into two isometric parts by a great circle with the same axis as this prism. We write it as $\mathcal{N} = \mathcal{N}_1 \cup \mathcal{N}_2$.

We only focus on 3-prism (the prism over a regular triangle) since the method here can be applied to 5-prism, too.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{partition.png}
\caption{Partition of prism-type networks}
\end{figure}

For the subnetwork $\mathcal{N}_1$, we want to compute its index and nullity with zero Dirichlet boundary condition and want to know how the Dirichlet-to-Neumann map is defined on the boundary.

In order to do that, we will still consider dividing it into three isometric parts as $\mathcal{N}_1 = \mathcal{N}_{11} \cup \mathcal{N}_{12} \cup \mathcal{N}_{13}$ and try to compute the Dirichlet-to-Neumann map on set $\mathcal{P} = \{P_1, P_2, P_3\}$. See Figure 4(b) for the partition and the choice of orientation for each curve. Since $\mathcal{N}_{11}$ is stable and has zero null space by Corollary A.5 we only need to compute the index and nullity of the Dirichlet-to-Neumann map on $\mathcal{P}$.

Let us focus on network $\mathcal{N}_{11}$ first. By taking $l_1 = l_2 = \arccos \frac{1}{\sqrt{3}}, l_3 = \arccos \frac{2\sqrt{2}}{3}$ in (A.9), we can find the matrix form $M$ of the Dirichlet-to-Neumann map $\mathcal{N}_{11}$ is...
given by
\[ M = \begin{bmatrix} -\sqrt{2}/3 & 2\sqrt{2}/3 & \ast \\ 2\sqrt{2}/3 & -\sqrt{2}/3 & \ast \\ \ast & \ast & \ast \end{bmatrix}. \]

The \( \ast \) means the values that we do not need to compute. Then we know the Dirichlet-to-Neumann map on \( \{P_1, P_2\} \) is given by
\[ \tilde{M} = \begin{bmatrix} -\sqrt{2}/3 & 2\sqrt{2}/3 \\ 2\sqrt{2}/3 & -\sqrt{2}/3 \end{bmatrix}. \]

Now if we take another network \( N'_1 \), which contains only one geodesic arc with length \( 2\pi/3 \) and compute its matrix form \( M' \) of Dirichlet-to-Neumann map on boundary. By Example A.6, we know \( M' \) is given by
\[ M' = \begin{bmatrix} 1/3 & -\sqrt{2}/3 \\ -\sqrt{2}/3 & 1/3 \end{bmatrix}. \]

Note that \( \tilde{M} = \sqrt{2}/3 M' \). So we can do a comparison of partition of \( N_1 = N'_{11} \cup N'_{12} \cup N'_{13} \) and partition of a unit circle \( N'_1 = N'_{11} \cup N'_{12} \cup N'_{13} \) as shown in Figure 4b where \( N'_{1i} \) will be geodesic arc with length \( 2\pi/3 \). Since they have the same way to form a big network, they will have the same index and nullity. In particular, \( N_1 \) will have index one and nullity two.

Now since \( N_1 \) has nullity two, the Dirichlet-to-Neumann map \( T_1 \) of \( N_1 \) is defined on \( (D_\tau J_0^0(Q))_0 \), which has dimension 1. Note that since \( Q_1, Q_2, Q_3 \) are double points, and \( N \) is symmetric with respect to the reflection on the plane containing \( Q_1, Q_2, Q_3 \), we know the space \( V_1(P) \) is isomorphic to \( V((Q_1, Q_2, Q_3)) \). Moreover, \( T_1 \) is same with \( T \) up to the isomorphism mentioned above. Hence, \( T \) is defined on a space of dimension 1. So we know
\[ \text{Ind}(N) + \text{Nul}(N) = (\text{Ind}(T) + \text{Nul}(T)) + \sum_{i=1}^{2} \text{Ind}(N_i) + \text{Nul}(N_i) \leq 1 + 2 \times (1 + 2) = 7 = F + 2. \]

**Remark 5.6.** Indeed, since \( N_2 \) equals to \( N_1 \) after a reflection on the plane containing \( Q_1, Q_2, Q_3 \), we can find the dimension of the space \( V_1(P) \) with respect to the partition \( N = N_1 \cup N_2 \) is given by
\[ \dim V_1(P) = \dim V_1(P) - \dim (D_\tau J_0^0(Q_i)) = 1, \]
in view of (4.5) and definition of \( F_1 \), where \( i = 1 \) or 2.

A similar method can be applied to 5-prism type networks. This time, we will know each \( N_i \) will still have index 1 and nullity 2 coming from the index and nullity of a unit circle. So \( T \), in this case, will be defined in the space of dimension 3. This will give
\[ \text{Ind}(N) + \text{Nul}(N) \leq 3 + 2 \times 3 = 9 = F + 2 \]
for 5-prism type case.

**Fourth class.** For the networks in this class, we do not have a uniform way to cut them into several isometric parts. So we will analyze them one by one. There are two of them.

- One skeleton of a spherical polyhedron with four equal pentagons and four equal quadrilaterals. We call it a 4-4 type.
One skeleton of a spherical polyhedron with six equal pentagons and three regular quadrilaterals. We call it a 6-3 type.

1. For $\mathcal{N}$ to be 4-4 type, we will still divide it into two isometric parts $\mathcal{N}_1$ and $\mathcal{N}_2$ as shown in Figure 5a by a great circle.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.png}
\caption{Partition of 4-4 type network}
\end{figure}

We will show each $\mathcal{N}_i$ will have index 3 and nullity 0. Again, we divide $\mathcal{N}_1$ into two subnetworks $\mathcal{N}_{11}$ and $\mathcal{N}_{12}$ as shown in Figure 5b. To compute the index and nullity of $\mathcal{N}_{11}$, we divide it into three subnetworks $\mathcal{N}_{111}$, $\mathcal{N}_{112}$ and $\mathcal{N}_{113}$ along point $P'$ as shown in Figure 5b. We assume $\mathcal{N}_{113}$ is the network associated with arc $Q_1 \hat{P}$.

At first, we know $\mathcal{N}_{111}$, $\mathcal{N}_{112}$, $\mathcal{N}_{113}$ have index 0 and nullity 0 by Example A.2. We directly compute the matrix form of the Dirichlet-to-Neumann map of $\mathcal{N}_{111}$ by (A.9) with order of the boundary points as \{Q_1, P_1, P_3\} and denote it $M$. We know the Dirichlet-to-Neumann map of $\mathcal{N}_{113}$ at $P'$ is given by

$$a := M_{33} = \frac{1 - \tan l_3 (\tan l_1 + \tan l_2)}{\tan l_1 + \tan l_2 + \tan l_3}.$$ 

Here,

$$l_1 = \text{the length of arc } Q_1 \hat{P},$$
$$l_2 = \text{the length of arc } P_1 \hat{P},$$
$$l_3 = \text{the length of arc } P' \hat{P}.$$ 

The Dirichlet-to-Neumann map of $\mathcal{N}_{113}$ at $P'$ is given by

$$b := \cot l_2,$$

by Example A.2. Now, in view of the computation in Example A.4, we can check $\sigma_2 = 2ab + a^2$ defined in (A.7) is negative. Here, we have used the approximate values of $l_1, l_2, l_3$ to find the sign of $\sigma_2$ (cf., [Tay76, p. 502]). This will imply the index of $\mathcal{N}_{11}$ is 1 and nullity is 0.

Now, let us consider the Dirichlet-to-Neumann map $T$ with respect to the partition $\mathcal{N}_1 = \mathcal{N}_{11} \cup \mathcal{N}_{12}$. By the symmetric properties of $\mathcal{N}_1$, we know $T$ will equal to the Dirichlet-to-Neumann map $T$ of $\mathcal{N}_{11}$ restricted on \{P_1, P_3, P_2\}. To compute the matrix form of $T$, we can ignore the actions at point $Q_1$ and $Q_2$ and view $\mathcal{N}_{11}$ as a network with only two boundary points $P_1, P'$. Then, we know the matrix form $\overline{M}$ of $T$ can be given by (A.8)

$$\begin{bmatrix}
\cot l_2 & -\csc l_2 \\
-\csc l_2 & \cot l_2
\end{bmatrix}$$
in place of $M^1$ and $M^2$.
eigenvalues and one negative eigenvalue. This can be done by following method. One can check the vector \((1, -1, 0)\) is indeed an eigenvector of \(M\) with positive eigenvalue. Then, we can compute the determinate of \(M\) and find it is a negative number. Thus, \(M\) has two positive eigenvalues and one negative eigenvalue.

**Remark 5.7.** It is not hard to see the vector \((1, -1, 0)\) is an eigenvector by the symmetric property of network \(N_{11}\) but it might not easy to see the corresponding eigenvalue is positive. To do that, we need to calculate the numerical value of \(M\) to determine how many positive eigenvalues it has. This has been done by a Python code I wrote. See A for details.

Now, by our Theorem 4.7 and Theorem 4.10 we know \(N\) has index 3 and nullity 0.

Hence, we know the Dirichlet-to-Neumann map \(T\) with respect to the partition \(N = N_1 \cup N_2\) defined on the 4-dimensional space.

So

\[
\text{Ind}(N) + \text{Nul}(N) \leq 4 + 2 \times 3 = 10 = F + 2.
\]

2. For \(N\) to be 6-3 type, we will divide \(N\) into three isometric parts \(N_1, N_2, N_3\) as shown in Figure 6.

\[(a) \ N_1, N_2, \text{ and } N_3 \quad \quad (b) \text{Divide } N_1 \text{ into four parts}
\]

**Figure 6.** Partition of 6-3 type network

Again, we can show that each \(N_i\) has index 1 and nullity 1 by dividing it into four parts. We will put the detailed calculation in Example A.6.

Moreover, the null space of \(N_i\) is still generated by the rotation that fixed 0 and \(\infty\) as shown in Figure 6a. We can see the Dirichlet-to-Neumann map on \(N_i\) is well-defined if and only if for \(g\) defined on the boundary of \(N_i\), \(g\) takes opposite values on 0 and \(\infty\) with suitable orientation. So we can find the Dirichlet-to-Neumann map \(T\) for \(N = N_1 \cup N_2 \cup N_3\) defined on a space of dimension at most 5. Hence

\[
\text{Ind}(N) + \text{Nul}(N) \leq 5 + 3 \times 2 = 11 = F + 2.
\]

**Fifth class.** For the last two networks, we do not have a good partition to reduce the burden of calculation. The possible way is to calculate the Dirichlet-to-Neumann map by writing an algorithm to compute the Dirichlet-to-Neumann map directly. Indeed, we have written a Python code to help us determine the index and nullity of a given network. See A for the link to the code. Here, we list the key points of the calculation.
For the case of regular spherical dodecahedron, we divide it into six isometric parts as shown in Figure 7a.

![Diagram of dodecahedron type network and 8-2 type network](image)

Figure 7. Partition of the dodecahedron type network and the 8-2 type network

First, we can compute the index and nullity of each subnetwork using Proposition A.3. It will tell us these subnetworks have index zero and nullity zero. Then, we can compute the Dirichlet-to-Neumann map on boundary of each subnetwork and the Dirichlet-to-Neumann map $T$ with respect to the partition shown in Figure 7a using Proposition A.3 again. Numerical results show that $T$ has at least two positive eigenvalues. Note that $T$ is defined on a space of dimension 16. Hence $\text{Ind}(N) + \text{Nul}(N) \leq 16 - 2 = 14 = F + 2$.

The last network $N$ is the one skeleton of a spherical polyhedron with eight equal pentagons and two regular quadrilaterals. We call it an 8-2 type.

We divide $N$ into 8 isometric parts as shown in Figure 7b (only one subnetwork is marked). We can show that each subnetwork has index 0 and nullity 0 by the direct computation based on Proposition A.3.

Then, we use Proposition A.3 to the Dirichlet-to-Neumann map $T$ with respect to this partition and find at least four positive eigenvalues. This will show

\[ \text{Ind}(N) + \text{Nul}(N) \leq 12 = F + 2. \]

Hence, we finish the proof for all cases.

Proof of Theorem 5.1. From the Proposition 5.2 and Proposition 5.5, we know

\[ \text{Ind}(N) = F - 1, \quad \text{Nul}(N) = 3. \]

Moreover, by the proof of Proposition 5.2, we know $\text{dim}(J_{-1}(L)) = F - 1$ and $\text{dim}(J_0(L)) = 3$. Hence we should have $J_0(N) = J_{-1}(L)$ and $J_0^2(N) = J_0(L)$. So the conclusion of this theorem is directly followed by the results in Proposition 5.2.
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Appendix A. Computation of Dirichlet-to-Neumann maps

We will give a direct method of computing the index, nullity, and Dirichlet-to-Neumann maps of a given network. Recall that there are indeed two types of Dirichlet-to-Neumann maps. The first one is the Dirichlet-to-Neumann map defined on the boundary of a given network \( \mathcal{N} \) (defined in Definition 3.5), and another one is the Dirichlet-to-Neumann map with respect to a partition of the network (defined in Definition 4.2). Before that, we fix some notation used in this section.

Given a network \( \mathcal{N} \subset \mathbb{S}^2 \) with \( \mathcal{Q} = \{ q_1, \cdots, q_k \} \) where \( k = \# \mathcal{Q} \), if \( \text{Nul}(\mathcal{N}) = 0 \), then we know the Dirichlet-to-Neumann map \( T \) of \( \mathcal{N} \) is defined on space \( V(\mathcal{Q}) \). We also fix an orientation on \( \mathcal{N} \) such that the unit normal vector field \( \nu \) satisfies \( \nu(q_i) = R\tau(q_i) \) where \( R \) is a counterclockwise rotation on \( \mathbb{S}^2 \).

Remark A.1. Sometimes, it seems impossible to choose such an orientation. For example, \( \mathcal{N} \) could contain only one curve. But we can always add several interior points if needed to make it possible. Note that the Dirichlet-to-Neumann map only depends on the image of \( \mathcal{N} \) in view of the proof of Proposition 3.9.

For the network \( \mathcal{N} \) described above, we write \( M^\mathcal{N} = (M^\mathcal{N}_{ij})_{i,j=1}^k \) as the matrix form of the Dirichlet-to-Neumann map \( T \) defined on \( V(\mathcal{Q}) \). In other words, for any fixed \( 1 \leq i, j \leq k \), if \( u \in C^\infty(\mathcal{N}) \) with \( Lu = 0 \) on \( \mathcal{N} \), \( u(q_i) = 0 \) for any \( l \neq i \), \( u(q_i) = 1 \), and \( u \) satisfies the compatibility condition, then \( M^\mathcal{N}_{ij} = \frac{\partial \nu}{\partial \tau}_{ij}(q_j) \). It is easy to see that \( M^\mathcal{N} \) is symmetric. Note that \( M^\mathcal{N} \) depends on the order of the points in set \( \mathcal{Q} \).

Example A.2. If the image of \( \mathcal{N} \) is a simple curve of length \( l \) with \( \mathcal{Q} = \{ q_1, q_2 \} \), \( l \neq k\pi \) for \( k \in \mathbb{Z} \), then the matrix form \( M^\mathcal{N} \) of the Dirichlet-to-Neumann map of \( \mathcal{N} \) is given by

\[
(A.1) \quad M^\mathcal{N} = \begin{bmatrix} \cot l & -\csc l \\ -\csc l & \cot l \end{bmatrix}.
\]

To see this, let us choose \( s \) to be the arc length parameterization of curve \( \gamma \). We choose \( q_1 = \gamma(0) \), \( q_2 = \gamma(l) \). To find the value \( M^\mathcal{N}_{22} \), we need to consider the function \( u \) on \( \gamma \) such that

\[
\frac{d^2}{ds^2}u + u = 0, \quad u(0) = 0, \quad u(l) = 1.
\]

Hence, we find \( u(s) = \frac{\sin s}{\sin l} \). Then, \( M^\mathcal{N}_{22} = \frac{d}{ds}u(l) = \cot l \). For the value of \( M^\mathcal{N}_{21} \), note that \( \tau(\gamma(0)) = -\frac{\partial \nu}{\partial \tau}_{21} \), then we find

\[
M^\mathcal{N}_{21} = -\frac{d}{ds}u(0) = -\csc l.
\]

Similarly for the values of \( M^\mathcal{N}_{11} \) and \( M^\mathcal{N}_{12} \). But we should keep in mind the choice of orientation. This means we should choose another arc length parameterization of \( \gamma \) such that \( \gamma(0) = q_2 \), \( \gamma(l) = q_1 \) to find the correct values of \( M^\mathcal{N}_{11} \) and \( M^\mathcal{N}_{12} \).

Later on, we will find that we can compute any Dirichlet-to-Neumann map of a given network \( \mathcal{N} \) only based on fundamental matrix [A.1] together with some operations described below.
Suppose \( \mathcal{N} \) is the network with partition \( \{ \mathcal{N}_i \}_{i=1}^t \) we have defined in Section 3. We will give an algorithm to compute the Dirichlet-to-Neumann map of \( \mathcal{N} \) using the Dirichlet-to-Neumann map of each \( \mathcal{N}_i \). We need to assume \( \text{Nul}(\mathcal{N}_i) = 0 \) for each \( i \) so that the Dirichlet-to-Neumann map \( T_i \) of \( \mathcal{N}_i \) is well-defined on \( V(\mathcal{Q}_i) \).

Recall that, we have written \( \mathcal{Q}_i = \widehat{\mathcal{Q}}_i \cup \overline{\mathcal{Q}}_i \). We arrange the points in \( \mathcal{Q}_i \) such that
\[
\mathcal{Q}_i = \{ \bar{q}_1, \ldots, \bar{q}_{\bar{k}_i}, \bar{q}_1, \ldots, \bar{q}_{\bar{k}_i} \},
\]
where \( \bar{q}_i \in \overline{\mathcal{Q}}_i, \bar{q}_i \in \widehat{\mathcal{Q}}_i, \bar{k}_i = \lvert \widehat{\mathcal{Q}}_i \rvert, \bar{k}_i = \lvert \overline{\mathcal{Q}}_i \rvert. \) For simplicity, we write \( \bar{k} = \bar{k}_1 + \cdots + \bar{k}_t, \bar{k}_i = \bar{k}_1 + \cdots + \bar{k}_i. \)

Then, we can write the matrix form of Dirichlet-to-Neumann map \( T_i \) as
\[
M^i = \begin{bmatrix} A_{11}^i & A_{12}^i \\ A_{21}^i & A_{22}^i \end{bmatrix},
\]
where \( A_{11}^i \) is a \( \bar{k}_i \times \bar{k}_i \) matrix, \( A_{22}^i \) is a \( \bar{k}_i \times \bar{k}_i \) matrix. We define a block matrix \( \mathcal{P} \) by
\[
\mathcal{P} = \begin{bmatrix} A_{11} & 0 & \cdots & 0 & A_{12} & 0 & \cdots & 0 \\ 0 & A_{11} & \cdots & 0 & A_{12} & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & A_{11} & 0 & 0 & \cdots & A_{12} \\ A_{21} & 0 & \cdots & 0 & A_{22} & 0 & \cdots & 0 \\ 0 & A_{21} & \cdots & 0 & A_{22} & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & A_{21} & 0 & 0 & \cdots & A_{22} \end{bmatrix} = \begin{bmatrix} P_{11} & P_{12} \\ P_{21} & P_{22} \end{bmatrix},
\]
where \( P_{11} \) is a \( \bar{k} \times \bar{k} \) matrix, \( P_{22} \) is a \( \bar{k} \times \bar{k} \) matrix. We can view \( \mathcal{P} \) as the matrix form of Dirichlet-to-Neumann map of \( \bigcup_{i=1}^t \mathcal{N}_i \) without identifying the points in \( \mathcal{P} \) and it acts on space \( V(\bigcup_{i=1}^t \mathcal{Q}_i) \) where the order of the points in \( V(\bigcup_{i=1}^t \mathcal{Q}_i) \) is given by
\[
(A.2) \quad V(\bigcup_{i=1}^t \mathcal{Q}_i) = \{ \bar{q}_1, \ldots, \bar{q}_{\bar{k}_1}, \ldots, \bar{q}_1, \ldots, \bar{q}_{\bar{k}_1}, \bar{q}_1, \ldots, \bar{q}_{\bar{k}_1}, \ldots, \bar{q}_1, \ldots, \bar{q}_{\bar{k}_1} \}.
\]
We write \( \mathcal{Q} \) such that rows of \( \mathcal{Q} \) form the orthonormal basis of \( V_1(\bigcup_{i=1}^t \mathcal{Q}_i) \) where we view \( V_1(\bigcup_{i=1}^t \mathcal{Q}_i) \) as a subspace of \( V(\bigcup_{i=1}^t \mathcal{Q}_i) \), and \( \mathcal{Q}^\perp \) such that rows of \( \mathcal{Q}^\perp \) form the orthonormal basis of the orthogonal complement of \( \mathcal{Q} \) in \( V(\bigcup_{i=1}^t \mathcal{Q}_i) \).

Note that \( \mathcal{Q} \) is a (dim(\( V_1(\mathcal{P}) \))) by \( \bar{k} \) matrix.

Later on, we will use an example to illustrate those matrices.

We also arrange the points in \( \mathcal{Q} \) such that
\[
\mathcal{Q} = \{ \bar{q}_1, \ldots, \bar{q}_{\bar{k}_1}, \ldots, \bar{q}_1, \ldots, \bar{q}_{\bar{k}_1}, \bar{q}_1, \ldots, \bar{q}_{\bar{k}_1}, \ldots, \bar{q}_1, \ldots, \bar{q}_{\bar{k}_1} \}.
\]

**Proposition A.3.** The matrix form \( \mathcal{M} \) of the Dirichlet-to-Neumann map \( \mathcal{T} \) with respect to the network \( \mathcal{N} \) with its partition \( \{ \mathcal{N}_i \}_{i=1}^t \) is given by
\[
\mathcal{M} = \mathcal{Q} P_1 \mathcal{Q}^T.
\]
If we also assume \( \text{Nul}(\mathcal{N}) = 0 \), then the matrix form \( M \) of the Dirichlet-to-Neumann map \( T \) with respect to the network \( \mathcal{N} \) on the boundary \( \mathcal{Q} \) is given by
\[
(A.3) \quad M = P_{22} - P_{21} \left[ \mathcal{Q} P_1 \right]^{-1} \left[ \mathcal{Q} P_2 \right].
\]
Here, the number 0 in the right hand side of (A.3) is a \( \bar{k} - \dim(V_1(\overline{P})) \) by \( \bar{k} \) zero matrix.

**Proof.** We first prove the first statement. Recall that \( P_{11} \) can be viewed as the matrix form of the Dirichlet-to-Neumann map \( \tilde{T} \) described in (4.2). On the other hand, we can view \( \tilde{Q} \) as a projection from \( V(\tilde{Q}) \) to \( V_1(\tilde{Q}) \). Based on the definition of \( T \) in (4.3), we know
\[
M = \tilde{Q}P_{11}\tilde{Q}^T.
\]

Next, we prove the second statement. Since \( \text{Nul}(N) = 0 \), we know the matrix \( M \) is invertible by Theorem 4.10.

Given any \( f \in V(\tilde{Q}) \), we know there exists \( u \in C^\infty_1(N) \) which solves the following problem,
\[
\begin{cases}
Lu = 0 & \text{on } N, \\
u = f & \text{on } Q, \\
u \in V_1(P), \\
\frac{\partial u}{\partial \tau} \in V_2(P).
\end{cases}
\]

Then \( Mf \) is given by the value of \( \frac{\partial u}{\partial \tau} \) restricted on \( Q \).

Let \( \tilde{f} \) be the value of \( u \) on \( P \). Then, \( Mf \) can be written as
\[
(A.4) \quad Mf = P_{21}\tilde{f} + P_{22}f.
\]

Note that we know
\[
(A.5) \quad \tilde{Q}^\perp \tilde{f} = 0,
\]

since \( u \in V_1(P) \).

On the other hand, we write the image of \((\tilde{f}, f)\) under \( P \) as \((\tilde{g}, g)\). That is, we have
\[
(A.6) \quad \tilde{g} = P_{11}\tilde{f} + P_{12}f, \quad g = P_{21}\tilde{f} + P_{22}f.
\]

Then, from \( \frac{\partial u}{\partial \tau} \in V_2(P) \), we have
\[
\tilde{Q}\tilde{g} = 0.
\]

Using (A.6), we have
\[
\tilde{Q}P_{11}\tilde{f} = -\tilde{Q}P_{12}f.
\]

Together with (A.5), we can solve \( \tilde{f} \) and find
\[
\tilde{f} = \left[ \begin{array}{c}
\tilde{Q}P_{11} \\
\tilde{Q}^\perp
\end{array} \right]^{-1} \left[ \begin{array}{c}
-\tilde{Q}P_{12} \\
0
\end{array} \right] f.
\]

Putting this into (A.4), we have
\[
Mf = P_{21}\tilde{f} + P_{22}f = -P_{21} \left[ \begin{array}{c}
\tilde{Q}P_{11} \\
\tilde{Q}^\perp
\end{array} \right]^{-1} \left[ \begin{array}{c}
\tilde{Q}P_{12} \\
0
\end{array} \right] f + P_{22}f.
\]

Therefore, we know \( M \) is given by (A.3).

One thing left, we need to show the matrix \( \left[ \begin{array}{cc}
\tilde{Q}P_{11}\tilde{Q}^T & * \\
0 & I_{\bar{k}}
\end{array} \right] \) is invertible. Since \( \tilde{Q}P_{11}\tilde{Q}^\perp \) is invertible, we know
is invertible. Here, \( I_K \) is a \( K \) by \( K \) identity matrix. Note that
\[
\begin{bmatrix}
\hat{Q}P_{11} & \\
\hat{Q}^\perp
\end{bmatrix}
\begin{bmatrix}
\hat{Q}^T & (\hat{Q}^\perp)^T
\end{bmatrix}
= \begin{bmatrix}
\hat{Q}P_{11}\hat{Q}^T & \\
0 & I_K
\end{bmatrix}
\]
and \([\hat{Q}^T (\hat{Q}^\perp)^T]\) is invertible, we know \([\hat{Q}P_{11}]\) is invertible. \( \square \)

**Example A.4.** Suppose \( \mathcal{N}_i \) is a network with end point set \( Q_i = \{ q_1^i, q_2^i \} \) and assume the Dirichlet-to-Neumann map is given by
\[
M^i = \begin{bmatrix}
M_{11}^i & M_{12}^i \\
M_{21}^i & M_{22}^i
\end{bmatrix},
\]
for \( i = 1, 2, 3. \)

Now, let us identify the point \( q_1^i, q_2^i, q_3^i \) to get a network \( \mathcal{N} \). Then we know
\[
P_{ij} = \begin{bmatrix}
M_{1j}^i & 0 & 0 \\
0 & M_{2j}^i & 0 \\
0 & 0 & M_{3j}^i
\end{bmatrix},
\]
\[
\hat{Q} = \begin{bmatrix}
\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} \\
\frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} \\
\frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}}
\end{bmatrix}.
\]
Hence,
\[
M_{ij} = \begin{bmatrix}
\frac{1}{2}(M_{1j}^i + M_{2j}^i) & -\frac{1}{2\sqrt{3}}(M_{1j}^i - M_{2j}^i) \\
\frac{1}{2\sqrt{3}}(M_{1j}^i - M_{2j}^i) & \frac{1}{6}(M_{1j}^i + M_{2j}^i + 4M_{3j}^i)
\end{bmatrix}.
\]

In particular, the eigenvalues of \( \mathcal{T} \) is exactly the root of the polynomial \( x^2 - 2\left( M_{11}^1 + M_{11}^2 + M_{11}^3 \right)x + \frac{1}{2}(M_{11}^1M_{12}^1 + M_{12}^1M_{11}^1 + M_{12}^1M_{11}^3 + M_{11}^1M_{11}^3). \)

So we can directly determine the index and nullity of \( M \) by the sign of
\[
\sigma_1 = M_{11}^1 + M_{12}^1 + M_{11}^3,
\]
\[
\sigma_2 = M_{11}^1M_{12}^1 + M_{11}^2M_{12}^1 + M_{11}^3M_{11}^1.
\]

Note that one special case is, \( \mathcal{N}_i \) is a simple curve of length \( l_i \), \( l_i \neq k\pi \) for \( k \in \mathbb{N} \). For this case, we know \( M_{11}^1 = M_{22}^1 = \cot l_i, M_{12}^1 = M_{21}^1 = -\csc l_i \) by Example A.2.

One useful result is the following.

**Corollary A.5.** If \( l_i \in (0, \frac{\pi}{2}) \) for \( i = 1, 2, 3 \). Then the network \( \mathcal{N} \) described in this example satisfies \( \text{Ind}(\mathcal{N}) = 0 \) and \( \text{Nul}(\mathcal{N}) = 0 \).

For the matrix form of \( M \), we need to assume \( \sigma_2 \neq 0 \). We know \( \hat{Q}^\perp = \begin{bmatrix}
\frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}}
\end{bmatrix} \). Put it into (A.3) and after simplification, we have
\[
M = P_{22} + \frac{1}{\sigma_2}
\begin{bmatrix}
-(M_{11}^1 + M_{11}^3)(M_{12}^1)^2 & M_{11}^3M_{12}^1M_{12}^2 & M_{11}^1M_{12}^1M_{12}^2 \\
M_{11}^1M_{12}^1M_{12}^2 & -(M_{11}^1 + M_{11}^3)(M_{12}^1)^2 & M_{11}^2M_{12}^1M_{12}^2 \\
M_{11}^1M_{12}^1M_{12}^2 & M_{11}^2M_{12}^1M_{12}^2 & -(M_{11}^1 + M_{11}^3)(M_{12}^1)^2
\end{bmatrix}.
\]

Here, we have used \( M_{ij}^i = M_{ij}^i \) for \( i = 1, 2, 3 \) to simplify the expression.
For our convenience, we also write down $M$ when $M_1 = M_2 = \cot \ell_i$, $M_{i2} = -\csc \ell_i$ for $i = 1, 2, 3$.

$$M = \frac{1}{\tan \ell_1 + \tan \ell_2 + \tan \ell_3} \left\{ I_3 \right\}$$ (A.9)

Now, we give another non-trivial example of how to compute the Dirichlet-to-Neumann map of a given network with its partition.

**Example A.6.** We will consider the network $\mathcal{N}_1$ with its partition $\bigcup_{i=1}^4 \mathcal{N}_{1i}$ as shown in Figure 6b. At first, let us compute the matrix form $M_1$ of the Dirichlet-to-Neumann map $M$ of $\mathcal{N}_1$ on its boundary. Note that each arc in $\mathcal{N}_{11}$ has length $\arcsin \left( \frac{1}{\sqrt{3}} \right)$. By choosing $\ell_1 = \ell_2 = \ell_3 = \arcsin \left( \frac{1}{\sqrt{3}} \right)$ and using matrix form of $M$ in (A.9), we know $M_1$ is given by

$$M_1 = \begin{bmatrix} 0 & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 \\ \frac{1}{\sqrt{2}} & 0 & \frac{1}{\sqrt{2}} & 0 \\ \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}.$$  

Similarly, we can compute the matrix form $M_2$ of the Dirichlet-to-Neumann map of $\mathcal{N}_{12}$ on its boundary. Note that the short arc in $\mathcal{N}_{12}$ has length $\frac{\pi}{3} - \arccos \left( \frac{1}{\sqrt{3}} \right)$. By choosing $\ell_1 = \ell_2 = \arcsin \left( \frac{1}{\sqrt{3}} \right)$, $\ell_3 = \frac{\pi}{3} - \arccos \left( \frac{1}{\sqrt{3}} \right)$, we find

$$M_2 = \begin{bmatrix} \frac{1}{2\sqrt{3}} & \frac{1}{2\sqrt{3}} & * & * \\ \frac{1}{2\sqrt{3}} & \frac{1}{2\sqrt{3}} & * & * \\ * & * & \frac{1}{2\sqrt{3}} & \frac{1}{2\sqrt{3}} \\ * & * & \frac{1}{2\sqrt{3}} & \frac{1}{2\sqrt{3}} \end{bmatrix}.$$  

Here, the star * means the values that we do not need to compute.

Now, we can write down the matrix $P_{11}$ in Proposition A.3 for $\mathcal{N}_1$ with its partition as

$$P_{11} = \begin{bmatrix} \tilde{M}_1 & 0 & 0 & 0 \\ 0 & \tilde{M}_2 & 0 & 0 \\ 0 & 0 & \tilde{M}_1 & 0 \\ 0 & 0 & 0 & \tilde{M}_2 \end{bmatrix}$$

where

$$\tilde{M}_1 = \begin{bmatrix} 0 & \frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} & 0 \end{bmatrix}, \quad \tilde{M}_2 = \begin{bmatrix} \frac{1}{2\sqrt{3}} & \frac{1}{2\sqrt{3}} \\ \frac{1}{2\sqrt{3}} & \frac{1}{2\sqrt{3}} \end{bmatrix}.$$  

Here, we ignore the points $Q_1, Q_2, Q_3, Q_4$ since we do not care about the values at $Q_i$. By the definition of $\tilde{Q}$, we know we can choose $\tilde{Q}$ as

$$\tilde{Q} = \begin{bmatrix} 0 & \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & \frac{1}{\sqrt{2}} & -\frac{1}{\sqrt{2}} & 0 & 0 \\ -\frac{1}{\sqrt{2}} & 0 & 0 & 0 & 0 & 0 & \frac{1}{\sqrt{2}} \end{bmatrix}.$$
Hence, the matrix form $\mathbf{M}$ of the Dirichlet-to-Neumann map of $N_1$ with respect to its partition is given by

$$\mathbf{M} = \tilde{Q} P_{11} \tilde{Q}^T = \begin{pmatrix}
\frac{1}{4\sqrt{3}} & -\frac{1}{2\sqrt{2}} & 0 & -\frac{1}{2\sqrt{2}} \\
-\frac{1}{2\sqrt{2}} & \frac{1}{4\sqrt{3}} & -\frac{1}{2\sqrt{2}} & 0 \\
0 & -\frac{1}{2\sqrt{2}} & \frac{1}{4\sqrt{3}} & -\frac{1}{2\sqrt{2}} \\
-\frac{1}{2\sqrt{2}} & 0 & -\frac{1}{2\sqrt{2}} & \frac{1}{4\sqrt{3}}
\end{pmatrix}.$$ 

We can directly check that $\mathbf{M}$ has two positive eigenvalues, one zero eigenvalue, and one negative eigenvalue. So $N_1$ has index 1 and nullity 1.

At last, we would like to mention that based on the Proposition A.3, we can develop a Python code to compute the Dirichlet-to-Neumann map of a given network. The code is available at https://github.com/wgaom/D-Nmap. Indeed, we actually compute the index and nullity of every network and subnetwork numerically we have discussed in the proof of Proposition 5.5 and verify our proof.
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