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Abstract: Kenya is one of the Sub-Saharan African countries that experience the highest risk of children dying before reaching the age of five years. The effects of demographic, environmental, and socio-economic factors play a significant role in under-five mortality (U5CM). The study aimed to determine the risk factors of under-5 child mortality in Kenya. In an attempt to determine the risk factors of under-5 mortality, survival analysis using both Kaplan-Meier and Cox hazard methods of live births within the Kenyan population based on the 2014 Kenya Demographic and Health Survey (KDHS) data was adopted. All children born in the period between 2009 and 2014 (n=83,591) were included in the study. The outcome variable was the all-cause under-5 mortality. Within the observation period, a total of 6,123 child deaths were recorded. The under-5 mortality rate in Kenya is strongly associated with the mother's education, region, place of residence, preceding birth interval, birth order, the total number of children ever born, mother's occupation, and type of toilet facility. The results indicated that a child born in Nyanza is twice more likely to die than that born in the Central region of Kenya. Male children have a higher risk of dying before the age of five than their female counterparts. The risk of experiencing U5CM increased among children born in rural areas compared to those born in urban areas. In summary, the study suggests that under-five child mortality is still a problem in Kenya. The government and implementing partners should allocate resources towards maternal and child healthcare, and implement interventions on women empowerment, and scale up health education among mothers. Both national and county governments should allocate resources to ensure access and use of modern contraceptives to improve child spacing. There is a need for the central government to implement socio-economic development interventions that reduce regional disparities.
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1. Introduction

Child mortality is an indicator of the overall health and well-being of a nation. Not only does it reflect the magnitude of the health issues that are directly responsible for the deaths of children, such as malnutrition, respiratory, and diarrheal infections, but also the net effect of other factors such as pre-and postnatal care of mothers and children, as well as the environmental conditions in which the child is exposed.

A report from the United Nations Inter-Agency Group for Child Mortality Estimation (UN-IGME) [1] indicates that globally, the under-five mortality rate fell to 53 deaths per 1,000 live births in 2009 from 78 deaths per 1,000 live births in 1999; the highest proportion of these deaths occurred in developing countries. The report further indicated that most of the deaths occurred in Sub-Saharan African countries. The most significant reduction (of over 50%) in the under-five child deaths was, for example, witnessed in Latin America and the Caribbean, Northern Africa, Eastern Asia, Western Asia, and South-Eastern Asia. The lowest reduction was recorded in Sub-Saharan Africa (SSA), having posted a 39% drop. The disparities in regions are attributed to numerous factors, including differences in environmental, socioeconomic, and health conditions.

Kenya is among the SSA countries that are still experiencing the highest under-five child mortality. According to the 2013 UN-IGME report [1], one in every nine
children in SSA dies before attaining five years. From 1965 to 1980, Kenya enjoyed an impressive decline in the under-five mortality rate [2], which was twice the rate of an average Sub-Saharan country during the period. An analysis carried out by several research bodies in Kenya on the 1998 Kenya Demographic Health Survey Data indicated that the decline in U5MR had not just slowed down but had been reversed during the 1990s. Nevertheless, another analysis on the 2008/9 Kenya Demographic Health Survey data indicated a reversal in mortality rates during the late 1990s and early 2000s -the rate had declined by a whopping 36 percent (from 115 deaths to 74 deaths per 1000 live births). This remarkable decline in the under-five mortality levels was attributed to the government's efforts to improve health services [3].

One of the main objectives of the fourth Millennium Development Goals, MDG4, and the third Sustainable Development Goal, SDG 3, is to reduce the child mortality rate, which by implication, increases the child survival rate. Most of the factors that cause under-five deaths in Kenya today stem from problems long since solved in developed countries, such as poor sanitation, lack of access to clean water, and lack of protection against malaria-causing mosquitoes [1].

The purpose of this study is to examine the determinants of under-five child mortality in Kenya using the 2014 Kenya Demographic Health Survey data. The study's rationale is that it offers new information on the determinants and trends of child mortality as a basis for the planning and implementation of health policies, programs, and projects. This study is also relevant as very few studies have been done on this topic in Kenya, and none has been done using the latest health survey data, 2014 KDHS. These insights are crucial in making recommendations on possible focal points for child survival programs and interventions to curb the high child mortality in Kenya and other Sub-Saharan countries. In addition, this study could be used as a reference for dealing with future causes of under-five mortality. Therefore, the findings of this study should be of great use to the Ministry of Health and other stakeholders in the health sector in designing and implementing child health intervention projects and programs.

2. Related Work

Demographic researches carried out by Schultz [4] and by Mosley and Chen [5] classified factors affecting under-5 child mortality into social demographic, socio-economic, and environmental factors.

2.1. Social Demographic Factors

The sex of a child, birth order, and mother’s age at first birth are among the socio-demographic factors that influence child mortality, as pointed out by Mosley and Chen [5]. Other similar studies were carried out by Rutstein [6] and Davanzo et al. [7].

In Kenya, the mortality patterns by maternal age are usually U-shaped. Children born to relatively younger mothers (under the age of 20 years) and older (above the age of 40 years) mothers experience higher mortality rates than those born to mothers between the age of 20 and 40 years of age [8]. According to Kibet [8], younger mothers are inexperienced in taking care of their children. Besides, a child born to a younger mother tends to be malnourished, underweight, and in some cases, anemic, a combination of which increases mortality risk.

Birth intervals have been shown to have a strong effect on both infant and child mortality. Shortly spaced birth intervals are associated with adverse birth outcomes, higher morbidity rates during pregnancy, and higher infant and child mortality rates [9]. Kumar and File [10] used cross-tabulation techniques on Ethiopian DHS 2005 survey data to examine chosen bio-demographic, socioeconomic, and maternal health care predictors of child mortality in Ethiopia. The results indicated that birth interval is among the social demographic factors that significantly increase child mortality.

Mutunga [11] analyzed the Kenyan Demographic Health Survey 2003 data to examine the effect of environmental and social demographic predictors of infant and child mortality in Kenyan urban areas. The results indicated that child mortality was higher for children with birth intervals of less than two years. Birth order is strongly associated with child mortality in many studies, such as in the study by Mosley and Chen [5]. According to these studies, first-born children are more likely to die, maybe because of their mother’s age or birth complications. The higher risk of mortality to first births may be because such births occur mainly to younger women who are inexperienced in caring for infants.

Several studies have linked the sex of a child to child mortality, with boys experiencing higher chances of dying before the age of five years than their counterpart females. Experts have explained this by the sex differences in biological and genetic makeup, with male children being biologically weaker and more vulnerable to infections and early death.

Breastfeeding duration is also linked to child mortality. Breast milk is healthy and essential for a child’s growth as it is loaded with nutrients, antibodies, antioxidants, and hormones necessary for child survival. Children who are exclusively breastfed for the first six months of life and continue breastfeeding until at least two years of age have a stronger immune system than those who are not [12]. During birth, infants are born with strong protection against infections due to the antibodies passed to them from mothers through the placenta. After birth, breast milk continues supplying additional antibodies to keep the children strong and healthy. The difference narrows as the children are introduced to other foods.

2.2. Socioeconomic Factors

Socioeconomic factors are covariates that act through the proximate determinants to affect the under-five mortality rate. They include the place of residence, mother’s educational level, employment status of the mother, and region.

The employment status of the mother has an impact on the child mortality rate. The income a mother receives from her employment is a factor as it determines how she can provide for the basic needs of the family. Employed mothers have the financial ability to provide quality health care for their children, hence increasing survival prospects of the under-five children.
However, mothers who work away from home may not provide
the necessary child care, especially if the income is low.

Lack of proper breastfeeding for the first months after birth
lowers survival chances [13]. In this case, it is the mother’s
absence to care for her child rather than the employment that
negatively affects the survival of a child. The results may be
different for those mothers working from home.

Place of residence is also one of the determinants of child
health and mortality. According to Stalling [14], children
living in urban areas where safe drinking water, proper
sanitation, and better health care services are available,
experience lower mortality rates. According to Woldemicael
[15], place of residence affects a mother’s exposure to both
education and the extent to which proper sanitation, health
care facilities, and clean water are available, thus affecting the
survival chances of a child.

Education is one of the prerequisites to a country’s
socioeconomic development-an educated population tends to
be wealthier and healthier. According to Mutunga [16], higher
educational levels are usually associated with lower mortality
rates since education exposes mothers to knowledge about
better nutrition, childhood diseases and treatment, and the use
of family planning methods to space births. Goro [17] used a
multivariate logistic regression model to analyze Ghanaian data
from 1993, 1998, and 2003 DHS surveys to examine the factors
affecting child mortality in three northern regions. He found out
that a mother’s level of education, mother’s marital status, and
birth order are strong determinants of infant mortality.

Another research carried out in Kenya by Hill [2] indicated
that mother’s educational level plays a role in infant and child
mortality. According to these studies, literate women
understand infection and disease prevention measures such as
the use of mosquito nets and vaccines. They are more likely to
take sick children to the hospital as early as possible and
follow the doctors’ instructions. They understand germ theory
and put in place hygiene measures as household priorities.
Many studies show that family size influences rates of
morbidity and mortality. According to Woldemicael et al. [15],
when many people stay together, the risk of contracting
pathogens increases, and hygiene may deteriorate. A
household with many children stands a higher risk of having
disease infections due to crowding and competition for
resources and the mother’s attention [15].

2.3. Environmental Factors

The environment has a significant impact on the overall
health of society. Environmental factors that affect health
include drinking water sources, type of toilet facilities, and
waste disposal methods. Most of these factors are often
affected by place of residence and socioeconomic status
[6].

Several studies have outlined the health benefits of
consuming safe and clean water. Analyzing DHS data from
8 sub-Saharan African countries, Fayehun [18] found that
in countries with lower child mortality, such as Lesotho and
Namibia, the number of children living in households with
improved sources of water is higher than in households
with poor sources of drinking water. According to Mutunga
[16], despite accessing water from safe and improved
sources, fetching it using dirty containers as well as
improper storage can contaminate it with infection-causing
organisms.

Studies indicate that children staying in houses with
improved toilet facilities are less likely to fall sick than those
in households with no or unimproved toilet facilities.
Research conducted in Ghana shows that the risk of
contracting infections is significantly associated with toilet
facilities, with children in houses with toilets being about 50%
less likely to contract diseases than those living in houses with
no toilets [19].

3. Concepts of Survival Models

Survival analysis involves analyzing time-to-event
occurrences. The outcome of interest is the time to event,
generically referred to as survival time, failure time, or event
time, usually measured in days, weeks, months, or years.
Survival analysis methods analyze data that have three main
features:

i. The response or dependent variable is the waiting time
   until a well-defined event occurs
ii. The observations are censored
iii. There are predictors that we wish to assess or control the
    effect on the waiting time

3.1. Survival Analysis Data Structure

In survival analysis, there are no exact starting and ending
points. All the observations do not always start at zero. A
subject can enter the study at any time. All the subjects are
brought to a common starting point where the time \( t \) is zero.
At time zero, all subjects have the survival probabilities equal
to one, that is their chance of not experiencing the event of
interest, such as death, is 100%.

3.2. Censoring

Survival analysis the event of interest may not be observed
for some individuals during the study period; this is what we
refer to as censoring. Censoring is what makes the survival
analysis methods different from other methods of analysis.
Censoring may arise in one of the following three ways:

a) An individual has not yet experienced the event of
   interest, such as death at the end of the study
b) An individual is lost to follow-up in the course of the study
   period
   c) An individual experiences a different event other than
      the event of interest, making follow-up impossible

3.3. Important Functions in Survival Analysis

The first step in carrying out the analysis of survival data is
the estimation of the distribution of survival times.

3.3.1. Survival Function, \( S(t) \)

The survivor function or the survival distribution time
describes the survival experiences of the population of interest. Let \((T \geq 0)\) denote a positive random variable that represents the time to the event, and \(F(t) = Pr(T \leq t)\) denote a Lifetime Distribution Function, which is the probability that an event of interest will happen before time \(t\). The survival experience of individuals under study is described by the survival function, \(S(t)\).

Given the time to event \(T\), survival function, \(S(t)\) is given by:

\[
S(t) = P[r(T > t)] = 1 - F(t)
\]

It gives the probability that an individual will survive from time of origin to a specified future time \(t\). The survival function is between zero and one (inclusive), is a non-increasing function of \(t\), and it approaches zero as times goes to infinity.

### 3.3.2. The Hazard Function (\(\lambda\))

Also referred to as the instantaneous death rate, instantaneous failure rate or the force of mortality, the hazard function provides one of the ways of modelling data distribution in survival analysis. The hazard function gives the probability that if a subject survives to time \(t\), it will succumb to the event in the next instant. In other words, it is the probability that the individual will experience an event of interest within a small time interval, as long as the individual has survived until the beginning of that interval.

It is given by:

\[
\lambda(t) = \lim_{\Delta t \to 0} \frac{P(t \leq T < t + \Delta t | T \geq t)}{\Delta t}
\]

**NOTE:** In contrast to the survival function, which focuses on not experiencing the event, the hazard function focuses on the event occurring.

### 3.3.3. The Cumulative Hazard Function, \(\Lambda(t)\)

This is a function that describes the accumulated risk up to time \(t\).

\[
\Lambda(t) = \int_0^t \lambda(u) du
\]

### 3.4. Distribution-Free Survival Methods

For non-parametric estimation of survival data, the survival and hazard functions are used to summarize the data. The aim of using non-parametric methods to analyze survival data is to come up with graphical summaries of the survival times for a given group of subjects in the study. These graphical summaries are for the survival and hazard and functions. For a more detailed analysis, the median and other percentiles can be obtained.

#### 3.4.1. The Empirical Survival Function

Assuming independence of observations and that no data point is censored, the survival function \(S(t)\) can be estimated using the empirical survival function. The empirical function estimates the survival function in the absence of censored data. It is given by:

\[
\hat{S}(t) = \frac{\text{Number of individuals with } T > t}{\text{Total sample size}}
\]

\(\hat{S}(t) = 1\) for all values of \(t\) before the first failure and \(\hat{S}(t) = 0\) after the final occurrence of the event of interest.

Note that \(F_n(t) = 1 - \hat{S}_n(t)\) is the empirical cumulative distribution function.

#### 3.4.2. The Kaplan-Meier Estimator

The Kaplan-Meier method is a widely used non-parametric estimator of the survival function. We can use the Kaplan-Meier method to obtain univariate descriptive statistics for the survival data and compare survival experiences for groups of subjects.

The Kaplan-Meier estimator or the product limit estimator provides an estimate of the survival function for censored observations. The Kaplan-Meier estimator of the survivorship function or the probability of survival, \(S(t) = P(T > t)\) is given by:

\[
\hat{S}(t) = \prod_{i=1}^{k} \left( 1 - \frac{d_i}{n_i} \right) = \prod_{i=1}^{k} \left( 1 - \frac{d_i}{n_i} \right)
\]

where:

- \(i\) is a set of \(K\) distinct uncensored failure times observed in the sample.
- \(d_i\) is the number of failures at \(i\)
- \(n_i\) is the number of individuals "at risk" right before the \(i^{th}\) failure time (everyone who died or censored at or after time \(i\))

The standard error is therefore given by:

\[
s.e \hat{S}(t) = \hat{S}(t) \sum_{i=1}^{K} \frac{d_i}{n_i(n_i - d_i)^{1/2}}
\]

#### 3.4.3. Cumulative Hazard Function

Given \(\hat{S}(t)\) as the Kaplan-Meier estimator for the survival function, then the estimator to the cumulative hazard function is given by:

\[
\hat{\Lambda}(t) = - \sum_{i=1}^{k} \ln \left( 1 - \frac{d_i}{n_i} \right)
\]

Using Taylor series of expansion, we get:

\[
\ln \left( 1 - \frac{d_i}{n_i} \right) = - \frac{d_i}{n_i} - \left( \frac{d_i}{n_i} \right)^2 + \ldots - \left( \frac{d_i}{n_i} \right)^k
\]

Ignoring higher order terms, the cumulative hazard function becomes:

\[
\hat{\Lambda}(t) = \sum_{i=1}^{k} \frac{d_i}{n_i}
\]

Furthermore, in case of censoring:
\[ n_i = n_{i-1} - d_{i-1} - c_{i-1} \]

where, \( c_i \) is the number of censored observations.

Note that:

a) \( \hat{S}(t) \) only changes at failure times
b) \( \hat{S}(t) \) is until the first failure time
c) \( \hat{S}(t) \) only goes to 0 if the last observation is not censored

The Kaplan-Meier estimator equals the empirical survival estimator when there is no censoring.

3.5. Parametric Survival Methods

These models assume that survival times follow a specific probability distribution. The most used distributions include Exponential, Weibull, Gama, and Log-Logistic distributions.

3.5.1. Exponential Distribution

The exponential model as a constant hazard rate \( \lambda(t) = \lambda \).

In other words, the probability that an individual will experience the event of interest within a small time interval given that the individual has not experienced the event at the beginning of the interval is constant for any time period.

Thus the survival function \( S(t) \), which is the probability that an individual survives beyond time \( t \) is:

\[ S(t) = \exp(-\lambda t) \]

And the density is:

\[ f(t) = \lambda \exp(-\lambda t) \]

The hazard function \( \lambda(t) \) can be derived from both the density and survival as follows:

\[ \lambda(t) = \frac{f(t)}{S(t)} = \lambda \]

Finally, the cumulative hazard function is given by:

\[ \Lambda(t) = \lambda t \]

Due to a constant hazard rate, the exponential distribution has a unique property called the loss of memory property.

3.5.2. Weibull Distribution

The Weibull distribution is a more general model with two parameters; the scale, \( \lambda \), and shape, \( \kappa \), parameters. Due to its flexibility, the Weibull model can be used to model survival times of populations whose hazard rate is assumed to be constant \( (\kappa = 1) \), increasing \( (\kappa > 1) \), and decreasing \( (\kappa < 1) \). When \( \kappa = 1 \), the Weibull distribution simplifies to an Exponential distribution.

The cumulative density function \( F(t) \) is given by:

\[ F(t) = 1 - \exp(-[t\lambda]^{\kappa}) \]

The survival function denoted by \( S(t) \) is given as:

\[ S(t) = \exp(-\lambda t^{\kappa}) \]

The density function \( f(t) \) is given by:

\[ f(t) = \frac{d}{dt} S(t) = \kappa \lambda t^{\kappa-1} \exp(-\lambda t^{\kappa}) \]
The hazard rate is given by:

\[ \lambda(t) = \kappa \lambda t^{\delta - 1} \]

It follows that the cumulative hazard function for the

\[ H(t) = \int_0^t \lambda(u) \, du \]

3.5.3. Log-normal Distribution

Just like the Weibull distribution, the Log-normal model is a very flexible distribution. The distribution can fit many types of failure times data. It also has two parameters for scale, \( \delta \), and shape, \( \tau \).

If \( T \) has log-normal distribution, then:

\[ Y = \log(T) = \delta + \tau W \]

Where \( W \) is the standard logistic distribution with a density given by:

\[ f_W(\tau) = \frac{e^\tau}{(1 + e^\tau)^2} \]

The CDF is given by:

\[ F_W(\tau) = \frac{e^\tau}{(1 + e^\tau)} \]

The survival function is the complement of the CDF given by:

\[ S_W(\tau) = \frac{1}{1 + e^\tau} \]

Therefore, for the variable \( T \), the survival function is given by:

\[ S_T(\tau) = \frac{1}{(1 + \lambda t)^p} \]

where \( p = \frac{1}{\delta} \) and \( \delta = -\log \lambda \)

When the observations follow a log-normal distribution, the log the observations follows a normal distribution with mean \( \mu \) and standard deviation \( \delta \). This property makes the log-normal distribution very flexible as the failure times data can easily be analyzed as normally distributed data.

3.6. Regression Models in Survival Analysis

Just like in linear and logistic regression, the statistical goal of survival analysis is to establish some measure of the effect that will describe the relationship between the time to failure and some covariates.
Several survival models are used to analyze the relationship between survival time and a set of explanatory variables. These methods include parametric, semi-parametric, and non-parametric approaches.

### 3.6.1. Parametric Regression Models

The most commonly used parametric regression models include exponential and Weibull distributions. Just like with logistic regression, parameter estimates in parametric survival models are obtained using maximum likelihood estimation.

Therefore, we can use the same procedures for testing and constructing confidence intervals in parametric survival analysis as we do for logistic regression.

#### Exponential Regression Model

The survival function of $T$ at covariate values $X = (x_1, x_2, ..., x_n)^T$ can be shown to be:

$$S(t|x) = \exp \left(-\left(t e^{-X^T \beta}\right)^\delta\right)$$

where $\beta = (\beta_0, \beta_1, ..., \beta_n)^T$ is a vector of regression coefficients.

The hazard function is given by:

$$\lambda(t|x) = \lambda \exp(X'\beta)$$

In log terms, the log hazard function is given by:

$$\log\lambda(t|X) = \left(\frac{1}{\delta} - 1\right) \log t - \log\delta - X^T \left(\frac{\beta}{\delta}\right)$$

The model transforms into a linear model for $Y = \ln(T)$.

#### Weibull Regression Model

The hazard function is normally given by:

$$h(t) = \delta \lambda^\delta t^{\delta - 1}$$

To include the covariate vector $X$, we write the hazard given $X$ as:

$$\lambda(t|X) = \lambda_0(t) \cdot \exp(X'\beta)$$

$$= \delta \lambda_0^\delta t^{\delta - 1} \cdot \exp(X'\beta) = \delta \lambda^\delta t^{\delta - 1}$$

Just like the exponential model, we get the following result in log-scale:

$$\log(\lambda(t|x)) = \log(\delta) + \delta \log(\lambda) + (\delta - 1) \log(t)$$

$$\log(t) = \log(\delta) + \delta \log(\lambda) + X'\beta + (\delta - 1) \log(t)$$

### 3.6.2. Non-parametric Regression Model: The Cox Proportional Hazard Model

Cox proportional hazard model (Cox PH) regression model is a popular semi-parametric model for analyzing survival data.

It investigates the relationship between time-to-event and the predictors through the use of the hazard function. The Cox model is based on the assumption that the predictors have an increasing effect on the hazard function and that the effect is constant over time.

The hazard function is given by:

$$\lambda(t|x) = h_0(t) e^{X'\beta} = \lambda_0(t) e^{X'\beta x_1}$$
where
\[ \lambda_0(t) \] is the baseline hazard, which does not depend on the covariates,
\[ \lambda(t|x) \] is the hazard at time t for an individual with a set of predictor variables \( X \)
\[ \beta \] are the parameters describing the effect of the predictor variables on the overall hazard.

We, therefore, interpret the Cox hazard model using hazard ratios, defined as the ratio of the predicted hazard function of two different values of a predictor variable. When the hazard ratio is less than 1, then the event of interest is less likely to occur, and when the hazard ratio is greater than 1, the event of interest is more likely to occur. When the hazard ratio equals 1, then the predictor variable does not affect the hazard function of the event.

An advantage of the Cox model is that, due to its regression framework, we can estimate the hazard ratios that are controlled for other variables in the model, such as race, sex, and age. Another reason the Cox models have achieved immense popularity is that they don’t require the researcher to assume a specific survival distribution for the data. Instead, the models use a hazard function.

### 3.6.3. Proportional Hazard Property

Despite the seeming ease of the Cox model, there is an important assumption that must be checked before using it. It assumes proportional hazards between predictor values irrespective of how the undying hazard function may change with time.

That is given two different observations \( x_1 \) and \( x_2 \), the hazard ratio is as follows:
\[
\frac{h(t|x_1)}{h(t|x_2)} = \frac{\exp(x_1\beta)}{\exp(x_2\beta)} = \exp(\langle x_1 - x_2 \rangle \beta)
\]

This shows that the hazard ratio of the two observations is constant with respect to time \( t \).

For any Cox proportional hazard model, the survival function for \( T \) is as follows:
\[
S(t|x) = \exp \left( \int_0^t \lambda(u|x) \, du \right)
\]
\[
= \exp \left( -\exp(X'\beta) \int_0^t \lambda_0(u) \, du \right)
\]
\[
= \exp \left( \int_0^t \lambda_0(u) \, du \right)^{\exp(X'\beta)} = (S_0(t))^{\exp(X'\beta)}
\]

where \( S_0(t) \) is the baseline hazard function. Therefore, the probability distribution function of \( T \) is given by:
\[
f(t|x) = \lambda(t|x)S(t|x) = \lambda_0(t) \exp(X'\beta) (S_0(t))^{\exp(X'\beta)}
\]

Note that if the proportionality assumption holds, then
\[
S_0(t) = (S_0(t))^{\exp(X'\beta)}
\]

Since the model is built solely around this assumption, if it turns out to be invalid for several predictors in a given data set, then the model should not be applied to that data set.

A way around this problem is to fit a model that has time-varying covariates or fit a stratified Cox model where the baseline hazard will vary from stratum to stratum.

It’s critical to examine the proportional hazard assumption for every predictor in a Cox model. The best way to do this is to plot the Schoenfeld residuals versus time (this is for continuous variables). For a valid proportional hazard assumption, the Schoenfeld residuals should resemble a random scatter around 0. For categorical variables, it is easier to compare a log-log transformation of the Kaplan Meier survival curves for different categories. For a valid proportional hazard assumption, the survival curves should be almost parallel and should intersect after time apart. There might be a bit of crossing at earlier time points caused by noise in the estimates and may violate the assumption.

### 4. Application to Application to the 2014 Kenya Demographic Health Survey Data

#### 4.1. Introduction to Data

The data used in this study was obtained from the 2014 Kenya Demographic and Health Survey (KDHS). It is a nationwide representative survey of men aged 15-54 and women aged 15-49 selected from 5,360 clusters throughout the country. Both Women’s Questionnaire and Household Questionnaire were administered in all households, while the Men’s Questionnaire was given in every second household.

Just like with any other child mortality data, important information comes from surveys conducted on women. The interviews involved a retrospective maternal history that collected data on every child’s date of birth, survival status, and age at death.

The dependent variable in this study is the duration of time from birth to death or censor. The main explanatory variables are categorized into environmental (drinking water and type of toilet facility), socioeconomic (mothers education, place of residence, place of delivery, and family wealth index), and demographic (family size, sex of a child, mother’s age at birth, preceding interval, breastfeeding habit) factors.

#### 4.2. Descriptive Analysis

From the results, 6,123 (7.3%) of the 83,591 children who were born alive between 2009 and 2014, did not celebrate their fifth birthday. Out of the 83,591 children who were born alive between 2008/9 and 2014, 50.6% were males while 49.4% were females. More than two-thirds (69.8%) of the children were born in rural areas, while only 30.2% were born in urban areas of Kenya. Nairobi region had the least number of children born (1.9%) between 2008/9 and 2014. According to the results, the highest proportion of children (31.3%) were born in the poorest than in the richest households (12.3%). Slightly more than
three-quarters (75.7%) of the children born alive lived with their mothers, 7.6% lived with relatives, and only 6.7% lived with their fathers.

Women who had the lowest level of education (primary or no education at all) gave birth to most children compared to their learned counterparts (secondary and higher education), who gave birth to only 21.7% of the total number of children born alive.

Almost all the children born between 2008/9 and 2014 came from Christian households (81.4%), and only 15.8% came from Muslim households. A higher proportion of children were born from self-employed mothers (83%), with only 3.9% being born of employed mothers.

Over half of the children (64.1%) were born in male-headed households, while only 35.9% came from female-headed households. Out of all children born alive between 2009 and 2014, 6,123 (7.3%) died before the age of five years. A higher proportion of deaths occurred in the urban areas of Kenya.

Most of the deaths (54.6%) occurred among male children (54.6%) than among female children (45.4%). Most of the under-five deaths (70.9%) occurred in rural areas, while only 29.1% of the deaths occurred in the urban areas of Kenya.

A child born in the Nyanza region (136 deaths per 1,000 live births) is twice likely to die before five years as a child born in the central region (58 deaths per 1,000 live births).

The western region recorded the second-highest number of under-five deaths (115 deaths per 1,000 live births).

As expected, the majority (32.6%) of the children who died before attaining the age of five came from the poorest families, with only 8.4% coming from the richest families. Of all the deaths, firstborn children recorded the highest number of deaths (28.2%) compared to other birth orders. Most of the deaths (84.9%) occurred to children whose mothers have attained a lower level of education (primary and below), while only 2.4% occurred to children whose mothers had a higher level of education.

The majority of the children who died before five years came from male-headed households (62.8%) than from female-headed households (37.2%). The results indicate that children born as a result of multiple births recorded the highest number of deaths than those born as a result of singleton births. Of the 2171 multiple births, 450 (20.7%) died before reaching the age of five, while only 6.2% of singleton births died before the age of five. Table 1 presents a summary of the distribution of live births and deaths among under-five children.

| Covariates               | Frequency | Proportion | Child is Dead | Child is Alive |
|--------------------------|-----------|------------|---------------|----------------|
| Sex of Child             |           |            |               |                |
| Male                     | 42,337    | 50.6       | 54.6          | 50.3           |
| Female                   | 41,254    | 49.4       | 45.4          | 49.7           |
| Place or Residence       |           |            |               |                |
| Rural                    | 25,261    | 30.2       | 29.1          | 30.3           |
| Coast                    | 10,350    | 12.4       | 14.1          | 12.2           |
| North Eastern            | 5,738     | 6.9        | 5.9           | 6.9            |
| Eastern                  | 13,109    | 15.7       | 12            | 16             |
| Region                   |           |            |               |                |
| Rift Valley              | 6,678     | 8          | 6             | 8.1            |
| Western                  | 25,367    | 30.3       | 21.8          | 31             |
| Nairobi                  | 8,145     | 9.7        | 13.7          | 9.4            |
| Nyanza                   | 12,635    | 15.1       | 24.7          | 14.4           |
| Nairobi                  | 1,569     | 1.9        | 1.6           | 1.9            |
| No Education             | 18,303    | 21.7       | 21.9          | 21.9           |
| Primary                  | 47,126    | 56.4       | 63            | 55.9           |
| Mother's Educational Level|         |            |               |                |
| Secondary                | 14,220    | 17         | 12.9          | 17.3           |
| Higher                   | 3,942     | 4.7        | 2.4           | 4.9            |
| Poorer                   | 26,170    | 31.3       | 32.6          | 31.2           |
| Poorer                   | 17,926    | 21.4       | 25.2          | 21.1           |
| Middle                   | 15,905    | 19         | 19.4          | 19             |
| Richer                   | 13,316    | 15.9       | 14.3          | 16.1           |
| Richest                  | 10,271    | 12.3       | 8.4           | 12.6           |
| Wealth Index             |           |            |               |                |
| Sex of HH Head           |           |            |               |                |
| Male                     | 53,109    | 64.1       | 62.8          | 64.2           |
| Female                   | 29,794    | 35.9       | 37.2          | 35.8           |
| Religion                 |           |            |               |                |
| Roman Catholic           | 15,859    | 19         | 16.7          | 19.2           |
| Protestants              | 52,214    | 62.5       | 64.4          | 62.3           |
| Muslims                  | 13,163    | 15.7       | 16.1          | 15.7           |
| Other Religion           | 2,355     | 2.8        | 2.8           | 2.8            |
| 15-19                    | 1,080     | 1.3        | 0.5           | 1.4            |
| 20-29                    | 21,210    | 25.4       | 18.3          | 25.9           |
| 30-39                    | 33,026    | 39.5       | 36.6          | 39.7           |
| 40-49                    | 28,275    | 33.8       | 44.7          | 33             |
| Mother's Age             |           |            |               |                |
| Not Employed             | 10,985    | 13.1       | 11.7          | 13.3           |
| Employed                 | 3,227     | 3.9        | 3.7           | 3.9            |
| Mother's Occupation      |           |            |               |                |
| Self Employed            | 69,379    | 83         | 84.7          | 82.9           |
| 1st Birth                | 23,245    | 27.8       | 28.2          | 27.8           |
| 2nd Birth                | 18,819    | 22.5       | 21.7          | 22.6           |
| 3rd Birth                | 14,081    | 16.8       | 15.9          | 16.9           |
| 4th Birth                | 9,963     | 11.9       | 11.7          | 11.9           |
| 5th & Higher Births      | 17,483    | 20.9       | 22.6          | 20.8           |

Table 1. Distribution of births and deaths by survival determinants.
4.3. Non-parametric Survival Analysis: Kaplan-Meier Model

The figures below present the Kaplan-Meier curves for a few selected risk factors for under-five child mortality in Kenya from KDHS 2014 data set.

A male child is at higher risk of dying before attaining the age of five than a female child, as illustrated in the figures below.

From figure 4, Central and Rift Valley regions have lower mortality rates compared to other regions. However, Western and Nyanza regions have high under-five mortality rates. This means that children born in either Western or Nyanza regions experience a higher probability of dying before the age of five than children born in either Central or Rift Valley regions.

It is clear from figure 4 that a child born of a mother with a secondary and higher level of education stands a higher chance of survival than that of a mother with a primary or lower level of education.

The survival curve for children born in urban areas is above the survival curve of children who are born in rural settings. This implies that children born in urban areas are at a higher chance of surviving to the age of five years than children born in rural areas. The wealth of a family affects the survival of a child. A child born from the wealthiest family has a higher probability of survival than a child born from a poorer family. Children who were breastfed were at a lower risk of dying before attaining the age of five years than those who were not.

4.4. Fitting a Standard Cox-proportional Hazard Model on the KDHS 2014 Data

Assuming the time to death of the children under the age of five in the KDHS 2014 data are identically and independently distributed, the Cox Proportional Hazard model with several covariates was fitted. Table 2 presents the unadjusted hazard
ratios, the p-values, and the 95% confidence intervals from fitting the standard univariate Cox-proportional hazard model.

The results indicate that a mother's education is a significant risk factor associated with under-five child mortality. Attending secondary education and above is associated with a reduction in the chances of a child dying before reaching five years. A child born of a mother with a higher level of education had higher chances \((b = -0.063; SE = 0.087; p - value < 0.01)\) of surviving to age five than one born of a mother with secondary \((b = -0.026; SE = 0.045; p - value < 0.01)\) and lower-level \((b = 0.113; SE = 0.032; p - value < 0.01)\) of education. The region where a child is bred and raised affects his/her chances of surviving to the age of five years. The significant positive coefficients for both Western \((b = 0.187, SE = 0.048, p - value < 0.01)\) and Nyanza \((b = 0.352, SE = 0.043, p - value < 0.01)\) regions indicate that the hazard rate for under-five mortality is greater in the two regions than in other regions of the country. This implies that children born in the Western and Nyanza regions are more likely to die before the age of five than those born in other regions. On the other hand, being born in Central, Rift Valley, North Eastern, Eastern, and Nairobi regions was negatively predictive of the hazard for under-five mortality (Central: \(b = -0.428, SE = 0.062, p - value < 0.01\); Rift Valley: \(b = -0.466, SE = 0.044, p - value < 0.01\); North Eastern: \(b = -0.266, SE = 0.062, p - value < 0.01\); and Nairobi: \(b = -0.232, SE = 0.105, p - value = 0.01\)). This means that children born in these regions experience lower mortality rates than those born in the Western and Nyanza part of the country.

There is a strong positive association between place of residence \((b = 0.061, SE = 0.033, p - value = 0.013)\) and the survival of under-five children. The hazard of under-five mortality is greater among children born in rural areas than those born in urban areas. In other words, children born in rural areas of Kenya experience higher chances of dying before attaining the age of five compared to those born in the urban areas of the country.

\[\text{Table 2. The Univariate Cox Proportional Hazard Model.}\]

| Factor                     | B (SE)      | Sig. | Unadjusted HR (95% CI) |
|----------------------------|-------------|------|------------------------|
| Place of Residence         | 0.061 (0.033) | 0.013 | 0.980 (0.970, 0.989) |
| Education                  | 0           |      |                        |
| Education Primary          | 0.113 (0.032) | 0      | 1.119 (0.890, 1.364) |
| Education Secondary        | -0.026 (0.045) | 0    | 0.770 (0.702, 0.972) |
| Education Higher           | -0.063 (0.087) | 0 | 0.532 (0.502, 0.682) |
| Family Size                | 0.017 (0.002) | 0    | 1.017 (1.013, 1.021) |
| Number of Children Under 5 | 0.035 (0.005) | 0 | 1.036 (1.027, 1.045) |
| Total # of Children        | 0.255 (0.008) | 0 | 1.290 (1.269, 1.312) |
| Sex of Child               | 0.007 (0.007) | 0 | 1.007 (0.993, 1.021) |
| Mother’s Age               | 0           |      |                        |
| Mother’s Age (1)           | 1.627 (0.032) | 0 | 5.090 (4.784, 5.516) |
| Mother’s Age (2)           | 0.482 (0.010) | 0 | 1.620 (1.590, 1.650) |
| Mother’s Age (3)           | 0.180 (0.006) | 0 | 1.197 (1.177, 1.217) |
| Delivery Hospital          | 0.232 (0.011) | 0 | 1.262 (1.234, 1.290) |
| Postnatal                  | -0.65 (0.026) | 0 | 1.106 (1.090, 1.123) |
| Breastfeeding              | -0.264 (0.089) | 0.003 | 0.768 (0.645, 0.915) |
| Birth Type                 | 0.063 (0.034) | 0.061 | 1.065 (0.997, 1.138) |
| Preceding                  | -0.014 (0.001) | 0 | 1.006 (1.005, 1.006) |
| Succeeding                 | -0.024 (0.001) | 0 | 1.003 (1.003, 1.003) |
| Religion1                  | 0           |      |                        |
| Religion1 (1)              | 0.165 (0.035) | 0 | 0.942 (0.900, 0.986) |
| Religion1 (2)              | 0.178 (0.045) | 0 | 0.934 (0.894, 0.976) |
| Religion1 (3)              | 0.15 (0.082) | 0.068 | 0.981 (0.935, 1.031) |
| Region1                    | 0           |      |                        |
| Region N. Eastern          | -0.26599 (0.062) | 0 | 0.992 (0.938, 1.050) |
| Region Eastem              | -0.408 (0.050) | 0 | 0.665 (0.612, 0.957) |
| Region Central             | -0.428 (0.062) | 0 | 0.969 (0.918, 1.024) |
| Region Rift Valley         | -0.466 (0.044) | 0 | 0.934 (0.882, 0.990) |
| Region Western             | 0.187 (0.048) | 0 | 1.015 (0.962, 1.071) |
| Region Nyanza              | 0.352 (0.043) | 0 | 0.949 (0.896, 1.005) |
| Region Nairobi             | -0.232 (0.105) | 0.001 | 0.908 (0.859, 0.959) |
| Water                      | 0.120 (0.026) | 0 | 0.951 (0.936, 0.965) |
| Toilet                     | 0.232 (0.027) | 0 | 0.983 (0.968, 0.998) |
| Occupation1                | 0           |      |                        |
| Occupation1 (1)            | 0.066 (0.076) | 0.39 | 1.087 (1.64, 1.110) |
| Occupation1 (2)            | 0.109 (0.04) | 0.006 | 1.047 (1.009, 1.086) |
| BirthOrders                | 0           |      |                        |
| BirthOrders (1)            | -0.019 (0.037) | 0.06 | 0.746 (0.730, 0.761) |
| BirthOrders (2)            | -0.0213 (0.040) | 0.044 | 0.871 (0.853, 0.891) |
| BirthOrders (3)            | 0.02 (0.045) | 0.657 | 0.923 (0.902, 0.945) |
| BirthOrders (4)            | 0.143 (0.036) | 0 | 0.950 (0.926, 0.975) |
| Wealth Index               | 0           |      |                        |
| Wealth Index Poorer        | 0.110 (0.034) | 0.001 | 1.032 (1.001, 1.064) |
The significant positive coefficient \((b = 0.0232, SE = 0.027, p - value < 0.01)\) indicates that the hazard of under-five mortality is greater among children who live in households that use unimproved toilet facilities than among those living in households that use improved toilet facilities. The source of drinking water has a strong association with child mortality. The risk of a child dying before the age of five is higher among children born in households that access unsafe sources \((b = 0.120; SE = 0.026; p - value < 0.01)\) of drinking water than those in a household with access to safe sources of water.

The death of under-five children increases with family size \((b = 0.017, SE = 0.002, p - value < 0.01)\). In other words, children born in families with more family members are more likely to die before attaining the age of five than those born in smaller-sized families. The results show the total number of children under-five in one household was a significant positive \((b = 0.105, SE = 0.005, p - value < 0.01)\) predictor of the hazard for the under-five mortality. This implies that a child born in a family that has a higher number of children who are under the age of five years is more likely to die before attaining the age of five than children born in a family with fewer under-five-year-old children.

The number of total children ever born was a significant negative \((b = 0.255, SE = 0.008, p - value < 0.01)\) predictor of the hazard of under-five mortality. This means that an increase in the number of children ever born in a household increases the chances of a child born in that household dying before attaining the age of five years.

Preceding birth interval was a significant negative \((b = -0.024; SE = 0.001; p - value < 0.01)\) predictor of the hazard of under-five mortality. In other words, increasing preceding birth interval lengths increases the chances of children surviving to the age of five years.

The higher succeeding birth interval was a significant negative \((b = -0.024; SE = 0.001; p - value < 0.01)\) predictor of the hazard of under-five mortality. In other words, increasing succeeding birth interval lengths reduces the chances of a child dying before reaching the age of five children. (multiple versus single birth) is also a significant \((b = 1.291; SE = 0.049; p - value = 0.061)\) predictor of under-five child mortality.

Mother's occupation is strongly associated with the survival of under-five-year-old children. A child born of a mother who is either employed \((b = 0.109; SE = 0.04; p - value = 0.006)\) or self-employed \((b = 0.066; SE = 0.079; p - value = 0.39)\) has a higher chance of dying before the age of five years than one who is born of a mother who is not employed.

The sex of a household head and birth type did not affect the survival of under-five children.

### 4.4.1. Testing Proportional Hazard Assumption Using the Scaled Schoenfeld Residuals

To conduct the multiple covariate Cox proportional hazard model, we need to test for one of the most important assumptions of the model, the proportionality hazard assumption. Not all the covariates presented in Table 2 satisfy the proportionality hazard assumption.

To test for the proportionality hazard assumption, the scaled Schoenfeld residuals test was conducted in R using the cox.zph command. The results of the test are presented in Table 3 below.

| Covariate                  | Chi-square (df) | p-value | Covariate                  | Chi-square (df) | p-value |
|----------------------------|-----------------|---------|----------------------------|-----------------|---------|
| Mother's Age               | 36.3 (1)        | <0.01   | Toilet Facility            | 2.84 (1)        | 0.092   |
| GLOBAL                     | 36.3 (1)        | <0.01   | Religion                  | 15.1 (3)        | 0.14    |
| Family Size                | 1.77 (1)        | 0.18    | GLOBAL                     | 11.8 (3)        | 0.19    |
| GLOBAL                     | 1.77 (1)        | 0.18    | Mother's Occupation       | 3.96 (2)        | 0.14    |
| Total Children in HH       | 2.33 (1)        | 0.13    | GLOBAL                     | 13.9 (2)        | 0.14    |
| GLOBAL                     | 2.33 (1)        | 0.13    | GLOBAL                     | 15.8 (4)        | 0.0033  |
| Number of Children Under 5| 0.573 (1)       | 0.45    | Child is Twin              | 17.9 (1)        | <0.001  |
| GLOBAL                     | 0.573 (1)       | 0.45    | GLOBAL                     | 17.9 (1)        | <0.001  |
| Preceding Birth Interval   | 0.518 (1)       | 0.47    | Sex of Child               | 7.6 (1)         | 0.005   |
| GLOBAL                     | 0.518 (1)       | 0.47    | GLOBAL                     | 7.6 (1)         | 0.005   |
| Succeeding Birth Interval  | 137 (1)         | <0.01   | Wealth                     | 15.8 (4)        | 0.0033  |
| GLOBAL                     | 137 (1)         | <0.01   | GLOBAL                     | 15.8 (4)        | 0.0033  |
| Region                     | 23.6 (7)        | 0.0013  | Place of Delivery          | 35.3 (1)        | <0.001  |
| GLOBAL                     | 23.6 (7)        | 0.0013  | GLOBAL                     | 35.3 (1)        | <0.001  |
| Place of Residence         | 2.96 (1)        | 0.086   | Breastfeeding              | 37.6 (1)        | <0.001  |
| GLOBAL                     | 2.96 (1)        | 0.086   | GLOBAL                     | 37.6 (1)        | <0.001  |
| Education                  | 7.94 (3)        | 0.057   | Postnatal                  | 6.59 (1)        | 0.01    |
| GLOBAL                     | 7.94 (3)        | 0.057   | GLOBAL                     | 6.59 (1)        | 0.01    |
| Source of Water            | 0.88 (1)        | 0.35    | Birth Orders               | 6.47 (4)        | 0.17    |
| GLOBAL                     | 0.88 (1)        | 0.35    | GLOBAL                     | 6.47 (4)        | 0.17    |

From the results of the Schoenfeld test, it is clear that mother's age at childbirth, succeeding birth interval, region,
wealth index, sex of a child, multiple births, place of delivery, breastfeeding habits, and postnatal care do not satisfy the proportionality hazard assumption because their p-values are less than 0.05 significance level from the scaled Schoenfeld residuals test. As such, these factors cannot be befit in the final cox-proportional hazard model to get the adjusted hazard ratios. However, other variables like the family size and the total number of children in a household satisfy this assumption and can, therefore, be fitted in the final cox-proportional hazard model.

4.4.2. The Best Fitting Model Selected by the AIC by Akaike

Using Akaike’s Information Criterion (AIC) by Akaike (1973), the best fitting standard Cox proportional hazard model consisted of eleven risk factors, including family size, the total number of children ever born, number of under-5 children in a household, preceding birth interval, place of residence, mother's level of education, type of toilet facility, religion, mother’s occupation, and birth order. The best fitting model is selected in line with the results of other findings [13].

| Covariates                        | B     | SE    | p-value | HR (95% CI) |
|-----------------------------------|-------|-------|---------|-------------|
| Place of Residence Rural          | 0.115 | 0.030 | 0.000   | 1.122 (1.057, 1.191) |
| Education                         |       |       |         |             |
| Education Primary                 | 0.049 | 0.096 | 0.607   | 1.050 (0.871, 1.267) |
| Education Secondary               | 0.388 | 0.088 | 0.000   | 1.474 (1.239, 1.753) |
| Education Higher                  | 0.209 | 0.092 | 0.023   | 1.232 (1.029, 1.476) |
| Family Size                       | -0.220| 0.007 | 0.000   | 0.803 (0.792, 0.814) |
| Number of Children Under 5        | -0.037| 0.015 | 0.014   | 0.964 (0.936, 0.993) |
| Total Number of Children          | 0.289 | 0.006 | 0.000   | 1.335 (1.319, 1.352) |
| Preceding                         | -0.009| 0.001 | 0.000   | 0.991 (0.989, 0.993) |
| Toilet Unimproved                 | -0.143| 0.029 | 0.000   | 0.867 (0.819, 0.917) |
| Religion                          |       |       |         |             |
| Religion1 Protestant              | -0.033| 0.083 | 0.688   | 0.967 (0.821, 1.139) |
| Religion1 Muslim                  | 0.124 | 0.080 | 0.118   | 1.133 (0.969, 1.324) |
| No Religion                       | 0.271 | 0.083 | 0.001   | 1.311 (1.113, 1.543) |
| Occupation                        |       |       |         |             |
| Occupation Employed               | -0.060| 0.041 | 0.146   | 0.942 (0.868, 1.021) |
| Occupation Self-Employed          | 0.189 | 0.071 | 0.008   | 1.208 (1.052, 1.387) |
| Birth Order                       |       |       |         |             |
| Birth Orders 2nd                  | 0.603 | 0.041 | 0.000   | 1.827 (1.687, 1.980) |
| Birth Order 3rd                   | 0.442 | 0.042 | 0.000   | 1.555 (1.433, 1.688) |
| Birth Order 4th                   | 0.326 | 0.044 | 0.000   | 1.386 (1.272, 1.510) |
| Birth Order 5th and Higher        | 0.236 | 0.047 | 0.000   | 1.267 (1.155, 1.389) |

5. Discussion

The goal of this study was to determine the risk factors of under-5 mortality in Kenya. From the results, 6,123 (7.3%) of the 83,591 children born alive between 2009 and 2014 did not celebrate their fifth birthday. The results indicate that family size, the total number of children ever born, number of under-5 children in a household, preceding birth interval, place of residence, mother’s level of education, type of toilet facility, religion, mother’s occupation, and birth order were the determinants of U5CM in Kenya. These results do not deviate much from the findings of studies in other Sub-Saharan African countries such as Ethiopia, Uganda, Tanzania, and Zimbabwe [13].

A child who is born and raised in an urban setting was less likely to die than one who is born and raised in a rural setting. This result is in agreement with the results of other findings [13]. In Kenya, inconsistent distribution of socio-economic resources between rural and urban areas and political influence directly affect health conditions [20]. These findings might also be attributed to the better quality of the health environment and sanitation in urban areas compared to the rural areas. Mothers who had more children in the last five years were more likely to die than one who is born and raised in a rural setting. This result is in agreement with the results of other findings [13].

In Kenya, inconsistent distribution of socio-economic resources between rural and urban areas and political influence directly affect health conditions [20]. These findings might also be attributed to the better quality of the health environment and sanitation in urban areas compared to the rural areas. Mothers who had more children in the last five years were more likely to die than one who is born and raised in a rural setting. This result is in agreement with the results of other findings [13].

Children who live in households that access improved toilet facilities experience a lower risk of death. This result is in line with the findings of the Centers for Disease Control and Prevention, which indicate that approximately 801,000 children below the age of 5 years die from diarrhea each year, mostly in developing countries, as poor hygiene conditions.

Discussion

The results also indicate that short birth intervals are associated with maternal depletion syndrome as well as resource competition between siblings, in addition to a lack of care and attention between rural and urban areas and political influence directly affect health conditions [20]. These findings might also be attributed to the better quality of the health environment and sanitation in urban areas compared to the rural areas. Mothers who had more children in the last five years were more likely to die than one who is born and raised in a rural setting. This result is in agreement with the results of other findings [13].

In Kenya, inconsistent distribution of socio-economic resources between rural and urban areas and political influence directly affect health conditions [20]. These findings might also be attributed to the better quality of the health environment and sanitation in urban areas compared to the rural areas. Mothers who had more children in the last five years were more likely to die than one who is born and raised in a rural setting. This result is in agreement with the results of other findings [13].

Children who live in households that access improved toilet facilities experience a lower risk of death. This result is in line with the findings of the Centers for Disease Control and Prevention, which indicate that approximately 801,000 children below the age of 5 years die from diarrhea each year, mostly in developing countries, as poor hygiene conditions.
Relative to those born in the Central region, children born in and Western and Nyanza regions were more likely to die before the age of five years. This finding may also be attributed to the inconsistent distribution of socio-economic resources across the regions. Besides, due to the proximity to the capital city, Nairobi, which has better health care systems, mothers in the Central region can easily access quality health care services leading to their children experiencing less likelihood of dying before the age of five than those in Nyanza and Western regions.

An unexpected finding was that the risk of under-5 child mortality was not affected by the sex of a child. This is inconsistent with the findings of other similar studies [21]. U5CM is reduced if mothers are more educated (high school and above). This result is in line with other findings [22]. A highly educated mother is more knowledgeable and able to make well-informed decisions about accessing healthcare services, including maternal and child healthcare-seeking behaviors [23], such as vaccinations, which could increase the survival chances of a child. Also, a well-informed mother is likely to reside in an economically developed area with an improved healthcare system and better sanitary conditions, which will enhance the survival probability of her children [24].

6. Conclusion and Recommendation

The study suggests that under-five child mortality is still a problem in Kenya, and the findings should inform decision-makers in resource allocation towards reproductive, maternal, new born, and child health care. The under-5 mortality rate in Kenya was found to be strongly associated with the mother’s level of education, region, place of residence, birth order, family size, mother's occupation, the total number of children, and type of toilet facility. Intensified and effective interventions are required to address these factors to achieve the Sustainable Development Goals by 2030.

Targeted interventions on women empowerment through education and health education, especially in rural and lesser inaccessible areas, will improve the socioeconomic status, health awareness, and health service utilization and ultimately reduce U5CM rates. The national government should focus on implementing socio-economic development interventions that focus on reducing regional disparities. Interventions should focus on promoting the utilization of modern family planning methods for spacing to help reduce the U5CM in Kenya.

Additionally, there is a need for intensified efforts to promote sanitation and hygiene, particularly in rural areas and lesser accessible regions. Strategies aimed towards ensuring equitable regional socioeconomic development may further impact child survival. More studies on health-related factors that impact child mortality are required. Such studies can inform approaches and interventions that are most relevant to the survival of children in Kenya.
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