Unequal clustering and scheduling in Wireless Sensor Network using Advance Genetic Algorithm
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Abstract. Due to limited energy of the sensor nodes which forming the wireless sensor network (WSN), and almost deployed in harsh environment, therefore it is very important to minimize the consumption of the sensor node’s energy. For this reasons designing an energy efficient clustering and scheduling of sensor nodes considered the most efficient methods for extending the WSN’s lifetime. In this paper, we have proposed Genetic algorithm based methods for clustering and scheduling. The proposed methods have two stages; in the first stage GA is used for cluster formation where the chromosome is represented by using the sensor node’s position. While in the second stage GA is used for selecting a minimum number of nodes while maintaining the full coverage and the connectivity of the selected nodes. The simulation result shows that the proposed algorithm (AGA) is more efficient than the existent algorithms in terms of number of first node die per round, number of a live nodes, and energy consumption.

1. Introduction

In the ongoing years, wireless sensor network (WSN) have been popular for their applications that increased in the environment like, health care, disaster alarm system, agricultural, surveillance, etc. [1]. In such applications, a large number of wireless sensor nodes must deployed in a harsh environment to perform certain tasks [2]. These sensor nodes are small in size, limited in their sensing and transmission range, limited in their energy resource, memory, and cannot be replaced; for these reasons maximizing the WSN life time and minimizing energy consumption will be the main issues in WSN [3].

In order to deal with the WSN challenges, many energy efficient approaches have been proposed, which include energy efficient MAC layer protocol, clustering, routing, scheduling, etc. [4-6]. In cluster based protocol the sensor nodes are grouped to may clusters, with a predefined number of the clusters, where only the cluster head (CH) is responsible for communicating with the sink/base-station. It’s one of the efficient approach that used for energy-efficiency enhancement by minimizing and balancing the consumption of the sensor nodes energy [7]. In sensor node scheduling, a few number of the total deployed nodes are activated for a few rounds for monitoring the target region, while the remaining nodes will be in a sleep mode, this method will preserved the energy of the nodes and this will prolong the network life-time [8]. As mentioned before, the nodes has limited range in their sensing and transmitting, and the nodes can communicate only if they are within the same
transmission range, for this reason another problem arises which is how can ensure the full-coverage of the target region and the connectivity between the nodes and the sink (base-station) [8].

In order to solve the above problems, this paper proposed an energy efficient scheduling and clustering protocol which based on genetic algorithm (GA) for reducing the sensor nodes residual energy and increasing the network life-time.

The rest of this paper will organized as follows: section 2 present the related work. Section 3 shows an overview on GA. Section 4 describe the proposed work. Section 5 provide the result. Finally Section 6 concludes the paper and provide the future work.

2. Related work
In WSN there are many energy efficient clustering approaches have been proposed for maximizing the network life-time. LEACH (Low Energy Adaptive Clustering Hierarchy) was the first clustering approaches which was proposed by Heinzelman et al. [9]. In this approach the cluster-head (CH) is chosen based on generating random numbers between 0 to 1. The selected numbers are then compared with predetermined threshold (T). If the selected random number is less than (T) the node will become a CH. This disadvantage of this protocol is the single hop (one-hop) communication between CHs and the sink (Base-station). An improved version of LEACH which was called LEACH-C (Low Energy adaptive clustering hierarchy-Centralized) [10]. The CHs selection of this approach depends on addition parameters like nodes location and the remaining energy. These parameters lead select the better CHs, where the parameters are sent to the sink, then the sink calculates the average energy of the node, the nodes are selected as a candidate CH if they have energy more than the average energy. The main drawbacks of this approach is that the CH is randomly selected from the candidate CHs, so, this approach do not always guarantee that the higher residual energy become CHs. In [11] another improved version of LEACH proposed by Lindsey and Raghavendra which called (Power-efficient gathering in sensor information) (PEGASIS), in this routing protocol a good results can be achieved with regarding of balancing the energy and prolong the network-lifetime. But the main problems of this approach are the following: first part, the generating of long chain between the neighboring nodes, because the chain is depending on the closest neighbors. Second part, the early death of some nodes during the rotation mechanism of the cluster-head, particularly those are far from sink, as a result of long transmission distance. Third part, the communication overhead will be maximize due to the resection of the chain-head after each round. There would be many cluster based routing algorithm which developed for WSN depending on evolutionary algorithms. Chakraborty et al. in [12] proposed a new routing protocol GROUP which is form a chain for communication with the sink. In this approach each nodes is allowed for a non-periodical message transmission with the sink. This transmission is based on the remaining energy and the location of each sensor nodes, for this reasons the network life-time will be increased and the greedy chain will be avoided. In [13] Ataul et al. developed a new WSN routing protocol which is based on GA for the data transmission between the getaways in the two tier WSN. This approach used Roulette Wheel for the individual selection, and the fitness function is based on the network life-time in term of each rounds. A new routing approach which based on GA was proposed in [14] for improving the life time if the network, it is called GAR. This algorithm used the overall distance in each round for defining the fitness function. Gupta and Jana in [15] developed a new clustering and routing approach which based on GA. The clustering phase is depending on two factors, the remaining energy of the gateways, and the distance between the sensor nodes and their cluster head. While the routing phase is depending on the remaining energy of the gateways as well as make a trade of between the forwards’ number and the distance of the transmission.

However, the above algorithms are not take in consideration the scheduling of the sensor nodes in the region of interest with cluster formation, so the main contribution in this paper are as follows:
- Use a proposed GA for the cluster formation.
- Use the GA for solving the multi objective problem of the scheduling for providing the full coverage, maintaining the connectivity, and minimize the number of the active sensor nodes.
3. Overview of GA

The Genetic Algorithm is an Evolutionary Algorithm which used an Adaptive Strategy and a Global Optimization technique for finding a global optimum answers [16]. It was developed to simulate the principle of “the survival to the fittest” that found by “Darwinian evolution” and “Mendel’s theory of genetics”. The search in GA always starts with a set of solutions, which called population. Each solution in the population is represented as a chromosome [17]. The evolution usually starts from a population of randomly generated solutions, and is an iterative process, with the population in each iteration called a generation [18]. The next generation which contain the new chromosomes is created by using the reproduction operators (crossover and mutation). The chromosome’s suitability is defined by fitness function. The higher fitness value means the fitter chromosome for the next generation (i.e. has higher chance of surviving). The selection mechanism is depending on the fitness function for selecting the fittest chromosome that will survive for the next generation. This process will repeated until stopping condition is achieved. The stopping condition could be either “a predefined number of iterations of the executing algorithm or convergence during a predefined number of iterations” [16].

The main design issue that must take into consideration during GA development is the chromosome’s encoding representation. There are many encoding scheme for the chromosome like gray coding, real coding and the Hillis’s diploid binary encoding scheme, etc. but binary encoding is consider the first and popular in GA [17].

The basic steps in Genetic Algorithm (GA) is described as follow [19][20][22]:

a. Initialization: the first step for starting the search in GA is the initialization a population of solutions which is randomly generated for the problem. The size of this population is depending on the problem’s nature.

b. Selection: it is the reproduction operator which used to select the chromosomes that will survive to form the next generation’s population. The common selection schemes is listed below:
   i. Roulette-Wheel selection: it is called fitness based which is depend on the fitness function for selecting the individuals. The chromosome with a high fitness function has a higher chance to be selected for the next generation. The probability for selecting the chromosomes (x) for the next generation is denotes as
   \[ P(x) = \frac{f(x)}{\sum_{i=1}^{n} f(x)} \]  
   Where \( f(x) \) is the fitness value of the chromosome x.
   ii. Rank-based selection: in this type of selection, the individuals are sorted according to their fitness values. The probability for selecting the individual is depending on their positions in this sorted list.
   iii. Tournament based selection: the selection of the individuals will be randomly, then a tournament will carried out among these individuals for selecting the best for the next generation.

c. Crossover: is the process of combining (mating) the chromosomes to produce a new chromosomes. The types of crossover are:
   i. One-Point Crossover: is select the bit location is randomly which need to change.
   ii. Two-point Crossover: is select 2- position and the bit between 2-positions are change only.

d. Mutation: is the process of selecting one or more genes in the chromosome randomly and alter them for producing best chromosomes for the next generation. This process is used to increase the population diversity to overcome the effect of the local optimum trap in GA search. Figure 1 [15] and algorithm 1 show the GA process [16][23][24].

e. Replacement: possibly defined as a process that exchange part of the population with the newly generated individual for next generation search.

Genetic Algorithm can be used clusters building in wireless network sensor. Routing based on GA will create a tree that collect all sensor nodes, and it will extend the lifetime of the network [21][25].
4. The proposed work

4.1. GA - Clustering
The sensor nodes (N) are deployed in the 2-D space, so each node (x) can be represented by (x, y) dimension where i = 1, 2, 3, ..., n. The clustering process partitions the deployed nodes to number of clusters (K), i.e. Cj where j = 1, 2, ..., k depending on some similarity metric. The main goal here is to minimize the consuming energy of the sensor nodes.

The steps of the GA-based clustering can be described as follows:

1. The chromosome representation
Each chromosome represented as an integer numbers which represent the center of the clusters. The length of the chromosome is the number of the selected clusters. Each gene in the chromosome represent the cluster center.
Example 1: let K = 4, i.e. the number of the clusters is four i.e. CH = C1 C2 C3 C4, and the chromosome will be as follows:
(50,60) (31,22) (15,29) (32,40).
(50,60) is the first cluster’s center where 50 represent the value of x-axis the 2-D area while 60 represent the value of y-axis in 2-D the area , (31,22) is the second cluster’s center, (15,29) is the third cluster’s center, (32,40) is the fourth cluster’s center.

2. Initialization of the population
Each chromosome are initialized randomly, the K cluster centers (Z1, Z2, ..., Zk) are selected randomly from the deployed nodes (X1, X2, ..., Xn). This operation is repeated for number of population (P).

3. The Cluster formation
The cluster is created according to the cluster centers that selected randomly in the chromosome. Where each nodes (Xi) are assigned to one cluster (Ci) in the chromosome if and only if
\[ \|Xi - Zj\| < \|Xi - Zp\|, \quad i = 1, 2, ..., n, j \neq p = 1, 2, ..., k \text{ but } j \neq p \]
Where Xi is the location of the nodes, Zj is the center of the clusters in the chromosome.
After the cluster formation, each cluster center in the chromosome are replaced by the mean of nodes in this cluster. The new cluster center is computed by using the following equation:
\[ Zj^* = \frac{1}{n_j} \sum X_j \]
(2)
Where \( X_j \in C_i \), i = 1, 2, ..., K, and \( n_j \) is the number of nodes that belong to the \( C_i \) cluster.

4. The Fitness computation
The fitness function f is computed as follows:
\[
\begin{align*}
(\text{max}) f &= 1/m \\
m &= \sum_{i=0}^{K} m_i \\
m_i &= \sum_{X_i \in C_i} ||X_i - Z_j||
\end{align*}
\]

5. GA-operation

Selection-This paper use Roulette Wheel selection, where the chromosome with the large fitness value will survive for the next generation.

Crossover-This paper use one point crossover with a predefined probability \(P_c\).

Mutation-Each chromosome is mutated based on a fixed probability \(P_m\), the mutation is done for the selected gene by using the following equation:
\[
\nu = v \pm (\delta + \varepsilon) \cdot v
\]
Where \(v\) is the value of the gene, \(\delta\) is a random number between \([0,1]\), \(\varepsilon\) is a number \(0 < \varepsilon < 1\).

6. Termination condition

These operation will terminate after a maximum number of iterations. The best chromosome in the last generation represent the best cluster centers locations.

Algorithm (1): Genetic Algorithm based clustering

Input: (1) \(N\): number of deployed nodes \(X\).
(2) \(P_{\text{size}}\): number of chromosomes in the initial population.
(2) \(K\): number of genes in the chromosomes, i.e. number of clusters \(C\).

Output: clusters formation with best location of the cluster center

1. \(POP = \emptyset\)
2. \(Chrom = \{ C_i | \forall i, 1 \leq i \leq K \}\)
3. While (the stopping condition is not reach) do
4. For \(j = 1\) to \(P_{\text{size}}\)
5. For \(i = 1\) to \(K\)
6. For \(r = 1\) to \(N\)
7. Choose \(X_r\) randomly from \(N\).
8. Assign nodes \(X_r\) to \(C_i\)
9. End For
10. Replace the cluster center with the new cluster center.
11. Evaluate each chromosome according to fitness function.
12. Apply GA operator.
13. End For
14. \(POP = POP \cup Chrom\)
15. End For
16. Return \(POP\)
17. End

4.2. GA based scheduling

Some text. After cluster formation, sensor nodes in each clusters will be scheduled so that subset of these nodes will be activated while the remaining will be inactive. The main purpose here is to select minimum number of nodes that sense the target area with maintaining full coverage and connectivity among the active nodes. The complete processes of this phase are repeated for each cluster in the WSN.

GA- based scheduling can be explained in the following steps:

1. Chromosome representation

The chromosome represented as a string of binary, and the chromosome’s length \((N)\) represent the number sensor nodes \((s)\) in one cluster in the WSN.
CH = \{g_i | g_i \in \{0, 1\}, \forall i, 1 \leq i \leq N\}. The value of g_i represent whether the selected \(S_i\) is active or sleep in the current round.

Where:

\[
g_i = \begin{cases} 
1, & \text{if } s_i \text{ is active node} \\
0, & \text{otherwise}
\end{cases}
\]  

(7)

2. Population initialization

The creation of the population will be done by generating the chromosomes in random form. Here, a note must be mentioned that each chromosome in the population represent a complete cluster. The generated number is either 0 or 1.

3. Calculation of Fitness Function

The evaluation of the chromosomes is depending on the fitness function. The main objective of this work is to activate minimum number of sensor nodes with preserving on the full coverage of the region of interest, and connectivity between the selected these selected nodes. The selected nodes must have sufficient energy to complete there mission. So to achieve these objectives, the fitness function will be formulated as follows:

\[
\text{Fitness (max)} = \left\{ W_1 \times \left( 1.0 - \frac{1}{N} \sum_{i=1}^{N} g_i \right) + W_2 \times \frac{1}{K} \sum_{i=1}^{K} y_{cost}(S_i) + W_3 \times \frac{E_{MIN}}{E_{MAX}} \right\}
\]  

(8)

Where:

- \(N\) number of nodes in the cluster.
- \(W_1\) Are the weight value, \(0 \leq W_i \leq 1, \forall i, 1 \leq i \leq 4\).
- \(E_{MAX}\) is the maximum energy of the sensor nodes.
- \(E_{MIN}\) is the current minimum energy.
- The objective of \(\frac{1}{N} \sum_{i=1}^{N} g_i\) is to select minimum number of sensor nodes, \(g_i\) is the number of ones in the chromosome.
- The objective of \(\frac{1}{K} \sum_{i=1}^{K} y_{cost}(S_i)\) is for ensuring full coverage of the area, \(K\) is the number of nodes in one cluster, and \(R_{sen}\) is a sensing range.

\[
y_{cost}(S_i) = \begin{cases} 
+1, & \text{if } (\xi_{cov}(S_i) = \{S_i\} | g_i = 1 \& \text{dis}(S_i, S_j) \leq R_{sen}, i, j = 1, 2, ..., K, i \neq j) \\
-1, & \text{Otherwise}
\end{cases}
\]  

(9)

4. GA operators

Selection - The chromosomes with the higher fitness values are selected for the new generation. In this paper tournament selection is used.

Crossover – two point crossover is applied for producing the new chromosomes.

Mutation – in this step the gene is randomly selected and converted from (0 to 1) or from (1 to 0).

5. Stopping condition

The algorithm is stopped after number of iterations.

5. Simulation results and analysis

The proposed algorithm was tested using MATLAB R2019b with the following parameters, shown in table 1.

| Table 1. Simulation parameters. |
|---------------------------------|
| Parameters                      | Value          |
| Area                            | \(100 \times 100\) m² |
| Number of deployed nodes        | 100            |
| Initial energy of sensor nodes  | 0.3 J          |
| Location of the Sink            | (50,100)       |
| Maximum communication range     | 100            |
The performance of the proposed algorithm is evaluated in terms of network energy consumption, network-lifetime, No. of a live nodes, and first node die. The results of the proposed algorithm is compared with the LEACH, GAR. Figure 2 shows the comparison results in term of Network-lifetime, the lifetime of the network can be defined as the number of nodes that still alive during the communication rounds of the network. The result shows that the proposed algorithm outperform other algorithms that compared with them. This is due to selection of minimum number of nodes with the same sensing range to be active in each cluster during the scheduling.

In figure 3 it is clear that the proposed algorithm extends the death of its first node compared with the other two protocols. Where we noticed that the proposed algorithm is better in term of efficiency than GAR and LEACH due to our algorithm that used for cluster formation. It can observed from figure 4 that the proposed algorithm reduced the energy consumption more than the compared algorithms. This is because the merge of clustering with the scheduling algorithms.
6. Conclusion

In this paper, two algorithms which based on GA were proposed, one for the energy efficient cluster and the other for sensor nodes scheduling. These two algorithms were combined in order to minimize the consumption of the energy as well as maximize the network life-time. The first algorithm the GA was used for selecting best cluster head (CH) which ensure single-hop communication between the nodes and their corresponding CH. The second algorithm proposed an enhance GA was used by considering a trade-off between the conflicting objectives which include the selection of less number of the nodes, ensuring the full coverage of the target area, and the remaining energy of the chosen sensor nodes. The experimental results shows that the proposed algorithms provide better performance than other algorithms in terms of network life-time, a number of selected sensor nodes in each cluster, energy-consumption, and number of rounds until first node die.
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