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Abstract. Planting a solution into the random revised B (RB) model, which is a prototype of the random constraint satisfaction problem (CSP) with growing domains, can generate very hard satisfiable CSP benchmarks. We study the solution space structure of the planted RB model. In the thermodynamic limit, by the first moment method we find that this model goes through four phase transitions as the constraint density increases. In the replica symmetric phase, what we call the independent phase transition occurs, after which the planted cluster (cluster containing the planted solution) is separated from the giant cluster. From then on, the solution space except the planted cluster goes through the same clustering phase transition and the same satisfiability phase transition as on the random RB model. The planted cluster goes through the isolated phase transition, after which the planted cluster contains only one solution. When the instances have about $10^2$ variables, experiments show that the last three phase transitions have already appeared as in the thermodynamic limit. This phase diagram provides strong evidence that this model can generate very hard satisfiable CSP benchmarks. Finally, we find when the constraint density goes to infinity, there is a single smooth valley in the energy landscape.
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1. Introduction

Constraint satisfaction problems (CSPs) play a significant role in computer science, statistical physics and mathematics. The average computational complexity of the CSP has been studied from the point of view of the spin glass theory [1], and fruitful results have been achieved. The planted CSP is also in the category of the inference problem, which has been intensely studied [2].

Timetabling, hardware configuration, factory scheduling, floor-planning and many other tasks can be solved by a unified process called ‘constraint programming’: firstly those tasks are modeled as CSPs and secondly the CPSs are solved by computer algorithms [3]. For a better understanding of this unified process, it is necessary to generate CSP instances randomly, and for this purpose the classical models A, B, C and D are proposed [4, 5]. But Achlioptas et al [6] found that those models suffer trivial asymptotic insolubility: asymptotically almost all of the instances they generate have no solutions. To overcome this deficiency, two main approaches are tried: one is incorporating some structures (e.g. arc-consistent), another is controlling the way parameters change as the problem size increases [7]. The random revised B (RB) model [8] with growing domains follows the second approach.

To benchmark algorithms, not only are pure random models required, but also models that only generate satisfiable instances. If an incomplete algorithm does not find a
solution for a satisfiable instance, there is no doubt that the algorithm fails. Many efforts have been done to generate satisfiable CSP instances, including that from the physical point of view [9–11]. Planting is a basic way to hide a solution: a solution $\vec{\sigma}_P$ to be hidden is chosen first, then only the constraints that are compatible with $\vec{\sigma}_P$ are chosen. In cryptographic application, hard planted CSP instances can serve as one-way functions.

Planting into the random RB model can generate very hard satisfiable CSP benchmarks [12]. They have been used in various kinds of algorithm competitions (e.g. CSP, SAT and MaxSAT), and the results confirmed the intrinsic hardness of these benchmarks. Based on this model, Xu [13] proposed an instance ‘frb100-40’ with 100 variables in 2005 and challenged that the instance cannot be solved on a PC in less than 24 h in 20 years. The challenge is still continuing after several researchers have tried [14, 15].

CSPs are related to the spin glass theory naturally. A CSP instance contains a set of discrete variables and a collection of constraints. A constraint restricts the joint values of some variables, so a constraint acts as an interaction among those variables. A Gibbs measure can be defined, where the energy of a configuration (an assignment of all variables) represents the number of constraints that the configuration violates. At zero temperature, the partition function is the number of solutions (configurations whose energy is zero). The distribution of the interactions is given in a CSP model.

From the point of view of statistical physics, the average computational hardness is related to the solution space structure. Using the cavity method, fruitful results on the phase diagrams have been achieved [16–19], and efficient algorithms are designed [20–23]. Usually a CSP model goes through the replica symmetric (RS) phase, where almost all solutions belong to a giant cluster; the dynamic one step replica symmetry breaking phase (or so called the clustering phase), where the solutions shatter into exponentially many clusters; the static one step replica symmetry breaking phase, etc.

In this paper, the first moment method is frequently used. Our results on solution space structure are established on typical instances, i.e. the results hold ‘with high probability (w.h.p.)’, which means ‘with probability $1 - o(1)$ when the problem size goes to infinity’. As we always study properties on typical instances, ‘w.h.p.’ is omitted if there is no ambiguity. We use the first moment method to locate phase transition points of the model based on two observations: firstly, the number of solutions are sharply concentrated (or to say has small fluctuations); secondly, experiments show that the solutions (before clustering transition) and the clusters (after clustering transition) distribute widely and relatively uniformly in the solution space. Those observations suggest that the instances under the same parameters are quite similar to each other, and the first moment is useful in locating the transition points.

In this paper, we find that in the thermodynamic limit the planted RB model goes through the independent, clustering, satisfiability (by configurations outside the planted cluster), and isolated phase transitions. The phase diagram is drawn in figure 4. The small-size instances are studied by experiments, which show that the last three transitions occur at the same locations as in the thermodynamic limit. The rest of the paper is organized as follows: we give definitions of the random RB model and the planted RB model in section 2, then study the independent phase transition and the satisfiability (by configurations outside the planted cluster) phase transition in section 3, study the clustering phase transition in section 4, study the isolated phase transition in section 5,
2. Definitions of the random and planted RB model

An instance of the RB model is comprised of \( n \) variables and \( t \) constraints. All the \( n \) variables take values from a domain \( D = \{1, 2, \ldots, d\} \), where \( d = n^\alpha, \alpha > 0 \). Each of the \( t \) constraints involves \( k \) variables and restricts the tuples of values of the \( k \) variables. For a constraint, the set of compatible tuples of values is a subset of \( D^k \). A tuple of values of all of the \( n \) variables \( \vec{\sigma} = (\sigma_1, \ldots, \sigma_n) \) is called an assignment (configuration). An assignment is a solution if it satisfies all of the \( t \) constraints. We give the definitions of the (pure) random RB model and the planted RB model by their steps to generate instances. A random RB instance is generated by the following two steps [8]:

(a) Select with repetition \( t = rn \ln n \) random constraints. Each constraint is formed by randomly selecting without repetition \( k \) of \( n \) variables.

(b) For each constraint, randomly select without repetition \( (1 - p)d^k \) (\( 0 < p < 1 \) measures the tightness of the constraint) compatible tuples of values.

A planted RB instance is generated by the following three steps:

(a) Choose a random assignment \( \vec{\sigma}_P \) to be the planted solution.

(b) This step is as same as step (a) of the random RB model.

(c) For each constraint, randomly select without repetition \( (1 - p)d^k \) compatible tuples of values, where the tuple of values in \( \vec{\sigma}_P \) must be included.

For the random RB model, when \( p < 1 - \frac{1}{k} \) and \( \alpha > 1/k \), the satisfiability transition occurs at \( r_s \) [8]:

\[
r_s = -\frac{\alpha}{\ln(1 - p)}.
\]

In the following, we let \( r = r_0r_s \), then the satisfiability transition occurs at \( r_0 = 1 \). In the following, we only consider models under the conditions: \( p < 1 - \frac{1}{k} \) and \( \alpha > 1/k \).

We should list some definitions which follow [24]. The (Hamming) distance between two assignments (configurations) \( \vec{\sigma}_A \) and \( \vec{\sigma}_B \) is the number of variables where \( \vec{\sigma}_A \) and \( \vec{\sigma}_B \) take different values. \( \vec{\sigma}_A \) and \( \vec{\sigma}_B \) are connected if and only if the distance between them is 1. A cluster is a connected component of solutions. A cluster-region is a set of clusters. The diameter of a cluster-region is the biggest distance between two solutions in the region.

In section 3, we will find that after the independent phase transition, a set of solutions centered on \( \vec{\sigma}_P \) is separated from other solutions. It only includes solutions that are at a distance smaller than \( \epsilon n \) from \( \vec{\sigma}_P \), where \( \epsilon \) is an arbitrarily small positive constant. Because the diameter of this set of solutions is very small, we might as well call the set a cluster: the planted cluster.
3. The independent phase transition and the transition at $r_s$

In this section, we will show that, in the RS phase, what we call the independent phase transition occurs, before which the planted solution belongs to the giant cluster, and after which the planted cluster (cluster containing the planted solution) is separated from the giant cluster.

Let $E(Y(x))$ be the average number of solutions being at distance $xn$ from the planted solution $\vec{\sigma}_P$, then by the definition of the planted RB model,

$$E(Y(x)) = \binom{n}{x_n, n-x_n} (d-1)^{x_n} r^n \ln n,$$

where

$$\hat{p} = \frac{\binom{n-x_n}{k, n-x_n-k}}{\binom{n}{k, n-k}} + \frac{(1-p)d^k - 1}{d^k - 1} \left(1 - \frac{\binom{n-x_n}{k, n-x_n-k}}{\binom{n}{k, n-k}}\right),$$

and $\binom{n}{m, n-m}$ represents the combination formula that equals to $\frac{n!}{m!(n-m)!}$. Let

$$h(x) = \lim_{n \to \infty} \frac{\ln E(Y(x))}{\alpha n \ln n}.$$ 

For constant $x$, $0 < x < 1$, with $n \to \infty$, we have

$$\frac{(1-p)d^k - 1}{d^k - 1} \to 1 - p,$$

$$\frac{\binom{n-x_n}{k, n-x_n-k}}{\binom{n}{k, n-k}} \to (1-x)^k,$$

and

$$\ln \left(\frac{n}{x_n, n-x_n}\right) \to -\ln(x^x(1-x)^{1-x}),$$

where the last one is from the Stirling formula. Then we have

$$h(x) = \lim_{n \to \infty} \left[\frac{-\ln(x^x(1-x)^{1-x})}{\alpha \ln n} + \frac{x \ln(d-1)}{\alpha \ln n} + \frac{r_0}{-\ln(1-p)} \ln(1-p + p(1-x)^k)\right]$$

$$= x + \frac{r_0}{-\ln(1-p)} \ln(1-p + p(1-x)^k).$$
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Figure 1. Function images of $h(x)$ when $k = 2$, $p = 0.4$ and $r = 0.6r_s$, $r = 0.8r_s$, $r = 1r_s$, $r = 1.2r_s$.

In figure 1, we draw the function images of $h(x)$ for $k = 2$, $p = 0.4$ and different $r_0$. The first and second order derivatives of $h(x)$ is

$$\frac{dh(x)}{dx} = 1 + \frac{r_0 pk(1 - x)^{k-1}}{\ln(1 - p)(1 - p + p(1 - x)^k)},$$

$$\frac{d^2h(x)}{dx^2} = \frac{r_0 pk(1 - x)^{k-2}[(k - 1)(1 - p) - p(1 - x)^k]}{(-\ln(1 - p))(1 - p + p(1 - x)^k)^2}.$$ 

Under the condition $k \geq \frac{1}{1-p}$, we have $(k - 1)(1 - p) - p \geq 0$ and $(k - 1)(1 - p) - p(1 - x)^k > 0$ ($0 < x < 1$), then $h(x)$ is concave:

$$\frac{d^2h(x)}{dx^2} > 0.$$ 

We study the following three situations:

(a) $\left.\frac{dh(x)}{dx}\right|_{x=0} > 0$. It is easy to verify that $h(0) = 0$. If $\left.\frac{dh(x)}{dx}\right|_{x=0} > 0$, then $h(x) > 0$ for all constant $x$, $0 < x < 1$.

(b) $\left.\frac{dh(x)}{dx}\right|_{x=0} < 0$ and $r < r_s$ ($r_0 < 1$). We know: $h(0) = 0$, $h(1) = 1 - r_0 > 0$, $\left.\frac{dh(x)}{dx}\right|_{x=0} < 0$, and $h(x)$ is concave. The function image of $h(x)$ will be like the $r = 0.8r_s$ line in figure 1. Let $\epsilon$ be an arbitrarily small positive constant; let $a$ be the solution of $h(x) = 0$ for $0 < x < 1$; let $b$ be a little smaller than $a$; and let $h_0 = \max\{h(\epsilon), h(b)\}$. We have $h_0 < 0$ and $h(x) \leq h_0$ for $\epsilon \leq x \leq b$. Then

$$\lim_{n \to \infty} E \left( \sum_{\epsilon n \leq x_n \leq bn} Y(x) \right) = \lim_{n \to \infty} \sum_{\epsilon n \leq x_n \leq bn} E(Y(x)) \leq \lim_{n \to \infty} n e^{h_0 \alpha n \ln n} = 0.$$ 

By the first moment method we have w.h.p. $\sum_{\epsilon n \leq x_n \leq bn} Y(x) = 0$. 
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(c) \( r > r_s \) \((r_0 > 1)\). We know: \( h(0) = 0, h(1) = 1 - r_0 < 0, \) and \( h(x) \) is concave. For an arbitrarily small positive constant \( \epsilon \), we have \( h(x) \leq h_1 \) for \( \epsilon \leq x \leq 1 \), where \( h_1 = \max\{h(\epsilon), h(1)\} < 0 \). Then

\[
\lim_{n \to \infty} E \left( \sum_{\epsilon n \leq x \leq n} Y(x) \right) = \lim_{n \to \infty} \sum_{\epsilon n \leq x \leq n} E(Y(x)) \leq \lim_{n \to \infty} n e^{h_{1 \text{con}} \ln n} = 0.
\]

By the first moment method, we have that w.h.p. \( \sum_{\epsilon n \leq x \leq n} Y(x) = 0 \).

**The independent phase transition.** In situation (b), we find for typical instances, the solutions being at distance \( x n (\epsilon n \leq x n \leq bn) \) from the planted solution \( \vec{\sigma}_P \) do not exist, where \( \epsilon \) is an arbitrarily small positive constant. The solution space can be split into two parts: the planted cluster and other solutions. The planted cluster is very small because \( \epsilon \) can take an arbitrarily small positive value.

Equation \( \frac{d h}{d x} \big|_{x=0} = 0 \) defines the independent transition point, denoted by \( r_{id} \). When \( r < r_{id} \), the planted solution is in the giant cluster (this is a reasonable but not a mathematically proven conclusion in this paper). When \( r > r_{id} \), the planted cluster is separated from the giant cluster. If the gap between the planted cluster and the giant cluster is the order parameter, the transition is of the second order. Solving equation \( \frac{d h}{d x} \big|_{x=0} = 0 \), we have \( r_0 = \frac{-\ln(1-p)}{kp} \), so

\[
r_{id} = r_0 r_s = \frac{-\ln(1-p)}{kp} r_s = \frac{\alpha}{kp}.
\]

At the end of section 4, we show that this transition occurs before the clustering transition.

**The satisfiability (by configurations outside the planted cluster) phase transition.** In situation (c), we find for typical instances, no solutions are at a distance bigger than \( cn \) from \( \vec{\sigma}_P \), where \( \epsilon \) is an arbitrarily small positive constant. It is to say \( r_s \) is a transition point: before which, the model is in the clustering phase, seeing section 4; after which, (for typical instances) no solutions exist except that in the planted cluster.

### 4. The clustering phase transition

In this section, we will show that the planted RB model has the same clustering phase (where the solutions shatter into exponentially many clusters) as the random RB model. The method that we will apply has no differences to what has been used on the random RB model in [25]. The method focuses on the number of solution-pairs at certain distances. If there are certain \( a_0 \) and \( b_0 \), such that solution-pairs at Hamming distances \( x n \) do not exist for any \( a_0 n < x n < b_0 n \), then by the method the solution space shatters into cluster-regions, where the diameter of a cluster-region is at most \( a_0 n \) and the distance between two cluster-regions is at least \( b_0 n \). This method has been applied on random graph coloring, random k-SAT, random hypergraph two-coloring, random RB model, and random \( d\)-\( k \)-CSP model, etc [24–29].

https://doi.org/10.1088/1742-5468/ac4e86
Denote the expectation of the number of solution-pairs at distance $x_n$ by $\mathbb{E}(Z(x))$, and define its normalised version as

$$f(x) = \lim_{n \to \infty} \frac{\ln(\mathbb{E}(Z(x)))}{n \ln n}. \quad (4)$$

As long as $f(x) < 0$, we can conclude that the typical instances do not have solution-pairs at a distance $x_n$. In the appendix, we show that

$$f(x) = \max(f_1(x), f_2(x)), \quad (5)$$

where

$$f_1(x) = \alpha(1 + x) + r \ln[(1 - p)^2 + (1 - p)p(1 - x)^k], \quad (6)$$

$$f_2(x) = 2\alpha x + r \ln[(1 - p)^2 + (2p - p^2)(1 - x)^k]. \quad (7)$$

We take $k = 2$, $p = 0.47$, $r = 0.98r_s$ as an example, and draw the function images of $f_1(x)/\alpha$ and $f_2(x)/\alpha$ in figure 2. In the figure, we find that when $x \in (0.038, 0.958)$ we have $f(x) < 0$, which means that the typical instances do not have solution-pairs at distances between $0.038n$ and $0.958n$. The solution space can be divided into cluster-regions, where the diameter of a cluster-region is at most $0.038n$ and the distance between two cluster-regions is at least $0.958n$ [25].

Let $g(x)$ be the counterpart of $f(x)$ on the random RB model, i.e. the logarithm of the expectation of the number of solutions pairs at distance $x_n$ divided by $n \ln n$ on the random RB model, then equation (5) in [25] shows that

$$g(x) = f_1(x). \quad (8)$$

We draw a lot of function images of $f_1(x)$ and $f_2(x)$ for different parameters $k \geq 2$, $0 < p < 1 - 1/k$ and $0 < r < r_s$. Numerical calculation shows that $f_1(x)$ and $f(x)$ have
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Figure 3. Function images of \( f_1(x)/\alpha \) and \( f_2(x)/\alpha \) when \( k = 2, p = 0.4 \) and \( r = 0.98r_s \).

the same positive part, i.e. \( f_1^+(x) = f^+(x) \), then

\[
g^+(x) = f^+(x). \tag{9}\]

In the most cases, \( f_1(x) > f_2(x) \) for \( 0 \leq x \leq 1 \), as shown in figure 3. In a few cases, \( f_1(x) < f_2(x) \) for some \( x \) but for those \( x \) we have \( f_1(x) < f_2(x) < 0 \), as shown in figure 2. In all cases, we have that \( f_1^+(x) > f_2^+(x) \) then \( f_1^+(x) = f^+(x) \) and \( g^+(x) = f^+(x) \).

Equation (9) means that inequalities \( f(x) < 0 \) and \( g(x) < 0 \) hold in the same interval of \( x \). By the method splitting the solution space, it means that the planted RB model has the same clustering phase as the random model. The clustering phase shows up when \( r \in (r_d, r_s) \), where \( r_d \) is the smallest value of \( r \) for which \( g(x) = 0 \) has at least one solution for \( x \in [0, 1] \).

The number of solutions in a cluster-region is limited by the diameter of the cluster-region. In [25], it is found that the typical instances of random RB model have a lot solutions (when \( r < r_s \)), but one cluster-region contains only an exponentially small proportion of them. For the planted model, the diameter of cluster-region remains unchanged. But the instances of the planted model are generated with probabilities proportional to the numbers of their solutions, so they tend to have more solutions than that are generated from the random model. We conclude that for the planted model, the number of cluster-regions is exponential and one cluster-region contains an exponentially small proportion of solutions.

It is easy to verify that \( g(x) = \alpha(h(x) + (1 - r_0)) \), where \( h(x) \) is defined in (3). We have \( g(x) > \alpha h(x) \) for \( r_0 < 1 \). Because of this relation and the properties of \( h(x) \), as \( r_0 \) grows, \( \left. \frac{dh}{dx} \right|_{x=0} = 0 \) occurs before ‘\( g(x) = 0 \) has at least one solution for \( x \in [0, 1] \)’. This means that the independent phase transition is before the clustering phase transition.
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5. The isolated phase transition

In this section, we show that as $r$ grows, the planted cluster goes through a transition, after which the planted cluster contains only the planted solution. We call it the isolated transition.

The average number of solutions being at a distance $x_n$ from the planted solution $\bar{\sigma}_P$, $E(Y(x))$, was given in equation (1). For any $x_n = 1, 2, \ldots, n$, we have

$$
\left( \frac{n - x_n}{k, n - x_n - k} \right) \frac{n}{k, n - k} = \frac{(n - x_n) \ldots (n - x_n - k + 1)}{n \ldots (n - k + 1)} < (1 - x)^k.
$$

Combining

$$
\frac{(1 - p)d^k - 1}{d^k - 1} < 1 - p,
$$

we have for any $x_n = 1, 2, \ldots, n$,

$$
E(Y(x)) < n^{rn}d^{rn}(1 - p + p(1 - x)^k)^{rn \ln n},
$$

and

$$
\ln E(Y(x)) < 1 + \alpha + r \ln (1 - p + p(1 - x)^k) / x.
$$

Because

$$
\lim_{x \to 0} \frac{\ln (1 - p + p(1 - x)^k)}{x} = -kp,
$$

we have

$$
\lim_{x \to 0} \frac{\ln E(Y(x))}{x_n \ln n} \leq 1 + \alpha - rkp.
$$

Let $\omega = 1 + \alpha - rkp$. When $\omega < 0$, there is a constant number $\epsilon$, such that for $0 < x \leq \epsilon$ we have

$$
\ln E(Y(x)) < \frac{1}{2} \omega.
$$

Then we have

$$
E \left( \sum_{1 \leq x_n \leq cn} Y(x) \right) = \sum_{1 \leq x_n \leq cn} E(Y(x)) \leq \sum_{x_n = 1, 2, \ldots} E(Y(x)) < n^{\frac{1}{2} \omega} + n^{2^{\frac{1}{2} \omega}} + \ldots = \frac{n^{\frac{1}{2} \omega}}{1 - n^{\frac{1}{2} \omega}} \xrightarrow{n \to \infty} 0.
$$
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Figure 4. Phase diagram of the planted RB model in the \( r_{is} > r_s \) case. The planted RB model goes through the independent transition at \( r_{id} = \frac{\alpha}{kp} \), the clustering transition at \( r_d \), the satisfiability (by configurations outside the planted cluster) transition at \( r_s = -\frac{\alpha}{\ln(1-p)} \), and the isolated transition at \( r_{is} = \frac{1+\alpha}{kp} \). \( r_d \) is the smallest value of \( r \) for which \( g(x) = 0 \) has at least a solution in \( x \in [0,1] \), where \( g(x) \) is defined in equation (8). The plant solution is the red point. When \( r > r_{id} \), the diameter of the planted cluster is smaller than \( \epsilon n \) for any constant \( \epsilon > 0 \).

By the first moment method, as long as \( \omega < 0 \) (i.e. \( r > \frac{1+\alpha}{kp} \)), we have w.h.p. \( \sum_{1 \leq x_n \leq \epsilon n} Y(x) = 0 \). It means that, for typical instances, there are no solutions at a distance smaller than \( \epsilon n \) (\( \epsilon \) is a positive constant number depending on \( \omega \)) from the planted solution, except the planted solution itself. We call \( r_{is} = 1 + \frac{\alpha}{kp} \) the isolated transition point, after which the planted cluster shrinks into a point (the planted solution). \( r_{is} = \frac{1+\alpha}{\alpha r_{id}} \), so the isolated transition occurs after the independent transition. \( r_d \) and \( r_{is} \) do not have a certain order. If \( r > r_s \) and \( r > \frac{1+\alpha}{kp} \) hold simultaneously, for typical instances, the planted solution is the only solution.

6. Phase diagram in the thermodynamic limit

By the analyses in the above three sections, in the thermodynamic limit, we find four phase transitions of the planted RB model: the independent transition at \( r_{id} = \frac{\alpha}{kp} \), the clustering transition at \( r_d \), the satisfiability (by configurations outside the planted cluster) transition at \( r_s = -\frac{\alpha}{\ln(1-p)} \), and the isolated transition at \( r_{is} = \frac{1+\alpha}{kp} \). \( r_d \) is the smallest value of \( r \) for which \( g(x) = 0 \) has at least one solution in \( x \in [0,1] \), where \( g(x) \) is defined in equations (6) and (8).

The phase diagram in the \( r_{is} > r_s \) case is drawn in figure 4. Below \( r = r_{id} \), most of the solutions, including the planted solution, belong to a giant cluster. Above \( r = r_{id} \), the planted cluster is separated from the giant cluster, and the distance between them is linear to \( n \). The diameter of the planted cluster is smaller than \( \epsilon n \), where \( \epsilon \) is an arbitrarily small positive constant. From then on, the planted cluster and other solutions go through different transitions. Above \( r = r_{id} \), solutions except that in the planted cluster shatter into exponentially many clusters, and each cluster contains only
The solution space structure of planted constraint satisfaction problems with growing domains

Figure 5. Phase diagram of the planted RB model around $r_s$ in the $r_{is} < r_s$ case. The planted solution (the red point) is isolated.

an exponentially small proportion of solutions. Above $r = r_s$, no solutions exist except that in the planted cluster. Above $r = r_{is}$, the planted cluster has only the planted solution left.

From the above three sections, we have the relations: $r_{id} < r_{ds}, r_{is} < r_{ds}$ and $r_{ds} < r_{is}$ are all possible, depending on the parameters $\alpha, p, k$. In figure 5, we show the phase diagram around $r = r_s$ in the $r_{is} < r_s$ case. In this case, the planted solution is the only solution when $r > r_s$.

The phase diagram provides strong evidence that this model can generate very hard satisfiable CSP benchmarks at $r = r_s$. (1) At $r = r_s$, it seems that there are exponentially many clusters that are distributed widely in the solution space, so there are many places that are worth searching. (2) At $r = r_s$, it also seems that only one cluster (the planted cluster) remains, so many of the above ‘clusters’ could only be traps. (3) The planted cluster and other clusters (if they exist) are all very small, so they are hard to find.

We propose a condition under which the problem should be even harder (at $r = r_s$). The condition is $r_{is} < r_s$ or equivalently

\[
\frac{1 + \alpha}{kp} < -\frac{\alpha}{\ln(1 - p)}.
\]

Under this condition, the phase diagram around $r = r_s$ has been shown in figure 5. The planted solution is isolated, so it should be difficult to find.

7. Energy landscape in the $r \to \infty, n \to \infty$ limit

If instances have very large constraint densities, it is known that simple message passing algorithms can find solutions in polynomial time [30, 31]. Experiments show that on the planted RB model, if $r$ has exceeded $r_s$ and keeps growing, both message passing algorithms and local search algorithms can succeed again. In this section, we show that in the $r \to \infty, n \to \infty$ limit there is a single smooth valley in the energy landscape. This energy landscape means that the instances are tractable by local search.
We study the energy of configurations, which is the number of constraints that the configurations violate. For the planted RB model, let $E^{x,\lambda}(X)$ be the average number of configurations with energy $\lambda t$ and at a distance $xn$ from $\tilde{\sigma}_P$, then

$$E^{x,\lambda}(X) = \left(\frac{n}{x_n, n-x_n}\right)(d-1)^{nx} \left(\frac{t}{\lambda t - \lambda t}\right) \hat{p}^{(1-\lambda)p}(1-\hat{p})^\lambda,$$

where $\hat{p}$ is defined in (2) and $t = rn \ln n$. Let

$$f(x, \lambda) = \lim_{n \to \infty} \frac{\ln E^{x,\lambda}(X)}{n \ln d},$$

we can simplify the value of $f(x, \lambda)$ for the constant number $x$:

$$f(x, \lambda) = x + \phi(\lambda)r_0,$$

where

$$\phi(\lambda) = \frac{1}{\ln(1-p)} \ln(\lambda^\lambda(1-\lambda)^{1-\lambda}) - (1-\lambda)\frac{\ln(1-p+p(1-x)^k)}{\ln(1-p)} - \frac{\lambda \ln(p-p(1-x)^k)}{\ln(1-p)}.$$ 

Calculating the first and the second order derivatives, we have

$$\frac{\partial \phi(\lambda)}{\partial \lambda} = \frac{1}{\ln(1-p)} [\ln \lambda - \ln(1-\lambda)] + \frac{\ln(1-p+p(1-x)^k)}{\ln(1-p)} - \frac{\ln(p-p(1-x)^k)}{\ln(1-p)},$$

$$\frac{\partial^2 \phi(\lambda)}{\partial \lambda^2} = \frac{1}{\ln(1-p)} \left(\frac{1}{\lambda} + \frac{1}{1-\lambda}\right) < 0.$$ 

We find that $\phi(\lambda)$ is convex, and $\phi(\lambda)$ achieves its maximum value 0 at $\lambda = p - p(1-x)^k$.

For the constant number $0 \leq x \leq 1$, let $\lambda^* = p - p(1-x)^k$ and $r^* = \frac{\lambda^*}{\lambda}$. When $\lambda \neq \lambda^*$ and $r > r^*r_s$, we have $f(x, \lambda) < 0$. By the first moment method, $f(x, \lambda) < 0$ means that (w.h.p.) configurations with energy $\lambda t$ and at a distance $xn$ from $\tilde{\sigma}_P$ do not exist.

So when $r$ is big enough, the configurations at a distance $xn$ from the planted solution $\tilde{\sigma}_P$ have a certain energy

$$\lambda^* t = (p - p(1-x)^k)t,$$

which equals $(2x - x^2)pt$ when $k = 2$. The energy equals 0 when $x = 0$, increases as $x$ grows, and equals $pt$ when $x = 1$. In the $r \to \infty$, $n \to \infty$ limit, there is a single smooth valley in the energy landscape.

In the left picture of figure 6, a schematic picture for energy landscape when $k = 2$, $r \to \infty$, $n \to \infty$ is shown. In the right picture of figure 6, we use pure min-conflicts heuristic to find a solution, and only reassign a variable if the energy can be reduced. In each step, the energy is reduced, so the algorithm finishes soon whether or not a solution can been found. We find that, when $n = 200$, $p = 0.4$, $\alpha = 0.6$, $k = 2$, the probabilities of finding a solution increase to about 1 at about $r_0 = 14$, and the numbers of steps to
find a solution decrease as \( r_0 \) grows. It indicates that, as \( r_0 \) grows, the energy landscape is becoming more and more like that in the \( r \to \infty, n \to \infty \) limit.

8. Phase diagram of small-size instances

The above discussions are in the thermodynamic limit, but to benchmark algorithms the sizes of the planted RB instances only need to be small, for example \( n = 10^2 \). The small-size instances are already very hard to solve (when \( r \approx r_s \)) because of that the domain size \( d \) grows with \( n \). In this section, we study the small-size instances (e.g. \( n = 50, n = 100, n = 200 \)) by experiments, and find that they have the similar clustering, satisfiability (by configurations outside the planted cluster) and isolated phase transitions as in the thermodynamic limit, but the independent transition at \( r_{id} = \frac{-\ln(1-p)}{pk} r_s \) does not occur.

The instances that we will use fall into three cases, where \( k \) is always set to be 2. The domain sizes \( d \) and the constraint numbers \( t \) of the three cases are listed in table 1. The transition points in the \( n \to \infty \) limit are listed in table 2. For the same \( r_0 \), instances in the first case have more than twice as many constraints as in the other two cases. For the same \( n, n \geq 50 \), variables in the third case have more than twice as many values in their domains as in the other two cases. We use different cases of instances in order to be more representative.

We use the reinforced belief propagation (RBP, referring to [32, 33]) algorithm and the WMCH (min conflicts heuristic with random walk, referring to chapter 5 of [3]).
algorithm to find solutions. RBP is a modified version of belief propagation decimation (BPD), and the idea is to build solutions according to marginals estimated by belief propagation (BP) iterations. BP iterations are

\[ \nu_{i \rightarrow a}(\sigma_i) = \frac{1}{Z_{i \rightarrow a}} \prod_{b \in \partial i \setminus a} \hat{\nu}_{b \rightarrow i}(\sigma_i), \]  

(10)

\[ \hat{\nu}_{a \rightarrow i}(\sigma_i) = \frac{1}{Z_{a \rightarrow i}} \sum_{\sigma_{a \setminus i}} \psi_a(\sigma_{a \setminus i}) \prod_{k \in \partial a \setminus i} \nu_{k \rightarrow a}(\sigma_k), \]  

(11)

where \( \nu_{i \rightarrow a}(\sigma_i) \) is the message from variable \( i \) to constraint \( a \), \( \hat{\nu}_{a \rightarrow i}(\sigma_i) \) is the message from the constraint \( a \) to variable \( i \), at step \( \eta \). \( \psi_a \) equals 1 if constraint \( a \) is satisfied by \( \sigma_{a \setminus i} \), and equals 0 otherwise. \( \partial a \) denotes the set of variables connected to constraint \( a \), and \( \partial a \setminus i \) is the same set removing \( i \). \( Z_{i \rightarrow a}^{(\eta)} \) and \( Z_{a \rightarrow i}^{(\eta)} \) are normalization constants, and here if they equal to 0, we set the messages equal to 1/\( d \) for all \( \sigma_i = 1, \ldots, d \). In the RBP, an external field is introduced enforcing the marginals toward a solution. The same as that in [34], here the update rule (10) is modified with probability \( 1 - \xi \) into

\[ \nu_{i \rightarrow a}^{(\eta+1)}(\sigma_i) = \frac{1}{Z_{i \rightarrow a}^{(\eta)}} \mu_i^{(\eta)}(\sigma_i) \prod_{b \in \partial i \setminus a} \hat{\nu}_{b \rightarrow i}^{(\eta)}(\sigma_i), \]  

(12)

\[ \mu_i^{(\eta)}(\sigma_i) = \frac{1}{Z_i^{(\eta)}} \prod_{b \in \partial i} \hat{\nu}_{b \rightarrow i}^{(\eta-1)}(\sigma_i), \]  

(13)

where \( Z_{i \rightarrow a}^{(\eta)} \) and \( Z_i^{(\eta)} \) are normalization constants. At step \( \eta \), the iterations follow update rules (10) and (11) with probability \( \xi \); and follow update rules (11)–(13) with probability

Table 1. The sizes of domain \( d \) and the numbers of constraints \( t \) (when \( r = r_s \)) for different \( p, \alpha \) and \( n \).

| Cases          | \( d \) when \( n = 50, n = 100, n = 200 \) | \( t \) (\( r = r_s \)) when \( n = 50, n = 100, n = 200 \) |
|---------------|------------------------------------------|--------------------------------------------------|
| \( p = 0.2, \alpha = 0.6 \) | 10, 16, 24                               | 516, 1243, 2848                                  |
| \( p = 0.4, \alpha = 0.6 \) | 10, 16, 24                               | 225, 543, 1244                                  |
| \( p = 0.4, \alpha = 0.8 \) | 23, 40, 69                                | 307, 722, 1658                                  |

Table 2. Transition points for different \( p \) and \( \alpha \) when \( k = 2 \), in the \( n \to \infty \) limit.

| Cases          | \( r_{id} = \frac{-\ln(1-p)}{pk} r_s \) | \( r_d \) | \( r_s = -\frac{\alpha}{\ln(1-p)} \) | \( r_{ls} = \frac{-(1+\alpha)\ln(1-p)}{akp} r_s \) |
|---------------|------------------------------------------|-----------|--------------------------------|-------------------------------------------|
| \( p = 0.2, \alpha = 0.6 \) | 0.558r_s                                | 0.866r_s  | 2.689r_s                      | 1.488r_s                                  |
| \( p = 0.4, \alpha = 0.6 \) | 0.639r_s                                | 0.883r_s  | 1.174r_s                      | 1.703r_s                                  |
| \( p = 0.4, \alpha = 0.8 \) | 0.639r_s                                | 0.883r_s  | 1.5661r_s                     | 1.437r_s                                  |
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Here, we set $\xi = \eta^{-0.1}$. At step $\eta$, the algorithm estimates marginals by

$$\nu_i^{(\eta)}(\sigma_i) = \frac{1}{\tilde{Z}_i^{(\eta)}} \prod_{b \in \partial i} \tilde{\nu}_b^{(\eta)}(\sigma_i),$$

where $\tilde{Z}_i^{(\eta)}$ is the normalization constant, then verifies whether the marginals guided assignment $\tilde{\sigma} = \{\arg \max_{\sigma_i} \nu_i^{(\eta)}(\sigma_i)\}$ is a solution. If the marginals guided assignment is a solution, the RBP succeeds. If the maximum number of iterations (which is set to be 1000 here) is reached and no solution is found, the RBP fails.

WMCH is a local search algorithm, which combines random walk and min-conflicts heuristic. Initializing in a random assignment (configuration), at each search step WMCH runs a random walk step with probability $\tau$, and runs a min-conflicts heuristic step with probability $1 - \tau$. Here we set $\tau = 0.1$. At each step, the conflict set is updated, which is the set of variables that appears in at least one unsatisfied constraint under the current assignment. At the random walk step, a randomly selected variable from the conflict set is reassigned a random value from its domain. At the min-conflicts heuristic step, a randomly selected variable from the conflict set is reassigned a value that minimizes the number of unsatisfied constraints. If the maximum number of iterations (which is set to be $200^*n$ here) is reached and no solution is found, the WMCH fails.

Firstly, the probabilities of finding a solution by RBP and WMCH are shown in figure 7, where the instances are in three cases: $\alpha = 0.6, p = 0.4$; $\alpha = 0.6, p = 0.2$; and $\alpha = 0.8, p = 0.4$, as in tables 1 and 2. From figure 7, we can find that:

(a) RBP tends to fail at about $r_d$, WMCH tends to fail before $r_d$. This indicates that the solution space has a rapid change at $r_d$, and we suppose that it is the clustering transition as in the $n \to \infty$ limit.

(b) RBP is not suitable for small $r$. When $r$ is small, marginals from BP are almost uniform, and the intensity of the external field added in RBP is small, so the marginals guided assignment will not always be a solution. But experiments show that BPD can find a solution for small $r$.

(c) If $r$ has exceeded $r_s$ and keeps growing, both algorithms can succeed again. If the constraint densities are very large, the instances are tractable, as discussed in section 7.

Secondly, the average overlaps between the found solutions and the planted solutions divided by $n$ are shown in figure 8. For more details, we take $n = 50, \alpha = 0.6, p = 0.2$ as an example, and draw the histograms of the overlaps divided by $n$ for $r_0 = 0.85$ and $r_0 = 0.95$ in figure 9. We can find that:

(a) Before $r_d$ the found solution is far away from the planted solution $\tilde{\sigma}_P$.

(b) Between $r_d$ and $r_s$ the overlap grows; at $r_s$ the found solution becomes very close to $\tilde{\sigma}_P$.

(c) At about $r_u$ the found solution totally overlaps with $\tilde{\sigma}_P$.

(d) In figure 9, the overlaps are centered on about $0.2n$ before $r_d$, and reach the maximum at about $0.8n$ after $r_d$.
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Figure 7. Probabilities of finding a solution by RBP and WMCH. (Top left) $\alpha = 0.6, p = 0.4, n = 50, 100, 200$, RBP. (Top right) $\alpha = 0.6, p = 0.4, n = 50, 100$, WMCH. (Bottom left) $\alpha = 0.6, p = 0.2, n = 50, 100$, RBP and WMCH. (Bottom right) $\alpha = 0.8, p = 0.4, n = 50, 100$, RBP and WMCH. 100–300 instances are used for each point. $r_d, r_s, r_{is}$ are the phase transition points in $n \to \infty$ limit.

This indicates that, before $r_d$, the found solution belongs to the giant cluster where most solutions are far away from $\vec{\sigma}_P$. After $r_d$ the solution space shatters into many small clusters (including the planted cluster), and the found solution belongs to those small clusters. The planted cluster is a relatively big cluster, so in the right histogram of figure 9, it is found the most times (where the overlap is about 0.8$n$). The small clusters are biased to $\vec{\sigma}_P$: the closer the clusters are to the $\vec{\sigma}_P$, the larger they tend to be and the easier they are to find. After $r_s$, only the planted cluster remains, so the found solution is in the planted cluster and the found solution is very close to $\vec{\sigma}_P$. After $r_{is}$, only the planted solution $\vec{\sigma}_P$ remains, so the found solution totally overlaps with $\vec{\sigma}_P$. The transitions at $r_d, r_s$, and $r_{is}$ should be similar to that in figure 4, except that the planted cluster is much bigger and the small clusters are biased to $\vec{\sigma}_P$.

Thirdly, the average percentages of frozen variables, which are obtained by running the whitening procedure starting from the found solutions, are shown in

https://doi.org/10.1088/1742-5468/ac4e86
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Figure 8. The average overlaps between the found solutions and the planted solutions divided by \( n \). (Top left) \( \alpha = 0.6, p = 0.4, n = 50, 100, 200 \), RBP. (Top right) \( \alpha = 0.6, p = 0.4, n = 50, 100 \), WMCH. (Bottom left) \( \alpha = 0.6, p = 0.2, n = 50, 100 \), RBP and WMCH. (Bottom right) \( \alpha = 0.8, p = 0.4, n = 50, 100 \), RBP and WMCH. 100–300 instances are used for each point. \( r_{\text{id}}, r_{\text{d}}, r_{\text{s}}, r_{\text{is}} \) are the phase transition points in \( n \rightarrow \infty \) limit.

Figure 10. The whitening procedure [29, 35–37] starts from a solution where each variable is assigned a value. If each variable has a set of values, we have a Cartesian product of the sets of values, which is a set of assignments. Starting from a solution (which can be seen as a Cartesian product), we expand the Cartesian product in such a way: if a neighbor of the Cartesian product is a solution then expand the Cartesian product minimally to include the neighbor. A neighbor means that the Hamming distance between an assignment in the Cartesian product and the neighbor is 1. When the expansion finishes, the Cartesian product contains the cluster to which the starting solution belongs. The variables frozen in the Cartesian product, which only take one value in the Cartesian product, are also frozen in the cluster.

From figure 10, we find that:

(a) The found solutions have no frozen variables until about \( r_{\text{d}} \).
Figure 9. Histograms of overlaps between the found solutions and the planted solutions divided by \( n \). (Left) \( r_0 = 0.85, n = 50, \alpha = 0.6, p = 0.2 \), over 793 data. (Right) \( r_0 = 0.95, n = 50, \alpha = 0.6, p = 0.2 \), over 592 data.

(b) The average percentage of frozen variables increases rapidly at about \( r_d \), then increases slowly until 1 is reached at about \( r_s \).

(c) Solutions found by WMCH have more frozen variables than that by RBP.

It indicates that once the solution space shatters into small clusters, many variables in the small clusters are frozen immediately. \( r_d \) seems to be the freezing transition point. The percentage of frozen variables reflects the size of a cluster. The planted cluster has about 70%–80% frozen variables (at \( r_s \)), which is consistent with the overlaps at \( r_s \) shown in figure 8. RBP ends up into bigger clusters compared with WMCH. As shown in figure 7, once variables become frozen, both algorithms tend to be invalid. The results indicate that \( r_d \) should be the clustering transition point, the freezing transition point, and the easy-hard transition point.

Fourthly, we run the BP iterations initialized in a found solution, and the results should be affected by the solution space structure. By ‘initialized in a found solution’ we mean that \( \nu^{(0)}_{i \to a} (\sigma_i) \) equals 1 if \( \sigma_i \) is the value of variable \( i \) in the found solution, and \( \nu^{(0)}_{i \to a} (\sigma_i) = 0 \) otherwise. If the BP iterations (10) and (11) converge, the marginal probabilities of variable \( i \) can be obtained from the converging messages \( \tilde{\nu}_{a \to i} (\sigma_i) \):

\[
\nu_i (\sigma_i) = \frac{1}{\tilde{Z}_i} \prod_{b \in \partial i} \tilde{\nu}_{b \to i} (\sigma_i),
\]

where \( \tilde{Z}_i \) is normalization constant. We define the normalised information entropy of the marginals:

\[
\beta_1 = -\frac{1}{n \ln d} \sum_{i=1}^{d} \sum_{\sigma_i=1}^{d} \nu_i (\sigma_i) \ln (\nu_i (\sigma_i)).
\]
Figure 10. Average percentages of frozen variables obtained by running the whitening procedure on the solutions found by RBP and WMCH. (Top left) $\alpha = 0.6, p = 0.4, n = 50, 100, 200$, RBP. (Top right) $\alpha = 0.6, p = 0.4, n = 50, 100$, WMCH. (Bottom left) $\alpha = 0.6, p = 0.2, n = 50, 100$, RBP and WMCH. (Bottom right) $\alpha = 0.8, p = 0.4, n = 50, 100$, RBP and WMCH. 100–300 instances are used for each point. $r_{ld}, r_{rd}, r_s, r_{ls}$ are the phase transition points in $n \to \infty$ limit.

$\beta_1$ can measure how uniform the marginals are. If $\nu_i(\sigma_i) = 1/d$ for all $i$ and $\sigma_i$, we have $\beta_1 = 1$. If marginals bias totally to a value $\sigma_i$ for all $i$, we have $\beta_1 = 0$. The marginals guided assignment is defined to be $\bar{\sigma} = \{\arg\max_{\sigma_i} \nu_i(\sigma_i)\}$. To measure how biased the marginals are to the initialized solution, we define the bias intensity of the marginals to the initialized solution:

$$\beta_2 = \frac{\text{the overlap between the initialized solution and the marginals guided assignment}}{n}$$

Bethe free entropy [1] is $S_{\text{Bethe}} = \sum_a S_a + \sum_i S_i - \sum_{(i,a)} S_{ia}$, where $S_a = \log \left[ \sum_{\hat{\nu}_a} \psi_\sigma(\sum_{\partial_a} \hat{\nu}_a \nu_i \to a(\sigma_i)) \right]$, $S_i = \log \left[ \sum_{\hat{\nu}_i} \prod_{b \in \partial_i} \hat{\nu}_b \nu_i (\sigma_i) \right]$, $S_{ia} = \log \left[ \sum_{\hat{\nu}_i} \nu_i \to a(\sigma_i) \hat{\nu}_a \nu_i (\sigma_i) \right]$.
Figure 11. Belief propagation initialized in solutions found by RBP and WMCH. $\beta_1$ is the normalised information entropy of the marginals. $\beta_2$ is the bias intensity of the marginals to the initialized solution. $\beta_3$ is the normalised Bethe free entropy. 100 instances are used for each point. $r_d, r_d, r_s, r_is$ are the phase transition points in $n \to \infty$ limit.

We define the normalised Bethe free entropy:

$$\beta_3 = \frac{S_{\text{Bethe}}}{n \ln d}$$

From figure 11, we find that:

(a) $\beta_1$ is almost 1 for small $r_0$, which means that the BP marginals are almost uniform. $\beta_1$ drops rapidly at $r_d$, then decreases slowly until 0 is reached at about $r_is$.

(b) Before $r_d$, $\beta_2$ corresponding to WMCH increases; $\beta_2$ corresponding to RBP decreases. Between $r_d$ and $r_s$, $\beta_2$ increases rapidly. After $r_s$, $\beta_2$ increases slowly until 1 is reached at about $r_is$.

(c) $\beta_3$ drops linearly before $r_d$, then decreases slowly until 0 is reached at about $r_is$. 

https://doi.org/10.1088/1742-5468/ac4e86
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Figure 12. Average percentages of frozen variables obtained by running the whitening procedure starting from the planted solution, over 100 instances. (Left) $\alpha = 0.6, p = 0.4, n = 50, 100, 200, 300$. (Middle) $\alpha = 0.6, p = 0.2, n = 50, 100, 200$. (Right) $\alpha = 0.8, p = 0.4, n = 50, 100, 200$. $r_{\text{id}}, r_{\text{d}}, r_{\text{s}}, r_{\text{is}}$ are the phase transition points in the $n \to \infty$ limit.

Table 3. The average percentages of frozen variables at $r_s$ obtained by running the whitening procedure starting from the planted solution, over 100 instances.

|               | $\alpha = 0.6, p = 0.4$ | $\alpha = 0.6, p = 0.2$ | $\alpha = 0.8, p = 0.4$ |
|---------------|-------------------------|-------------------------|-------------------------|
| $n = 50$      | 0.7660                  | 0.7784                  | 0.8528                  |
| $n = 100$     | 0.8122                  | 0.8536                  | 0.8890                  |
| $n = 200$     | 0.8531                  | 0.8998                  | 0.9183                  |

It indicates that the BP initialized in a solution correctly recovers the marginals of the cluster to which the initialized solution belongs. Before $r_{\text{id}}$, it is initialized in the giant cluster, so the marginals are almost uniform. Before $r_{\text{d}}$, the location of the solution found by WMCH is weakly related to the marginals. But the location of the solution found by RBP is strongly connected to the marginals for small $r_0$. $\beta_2$ corresponding to RBP decreases before $r_{\text{d}}$ means that the external field of RBP plays a more and more important role with $r_0$ increasing. After $r_{\text{d}}$, BP is initialized in a small cluster, so the marginals are no longer uniform, but bias to the initialized solution. Between $r_{\text{d}}$ and $r_{\text{s}}$, the $\beta_2$ corresponding to WMCH tends to be bigger than the $\beta_2$ corresponding to RBP, because WMCH ends up in smaller clusters than RBP. After $r_{\text{is}}$, BP is initialized in the isolated $\vec{\sigma}_P$, so the BP marginals recover $\vec{\sigma}_P$ totally. Bethe free entropy reflects the size of the initialized cluster, which dramatically changes at $r_{\text{d}}$. The performances of BP initialized in a found solution are consistent with the phase diagram revealed in figures 7, 8, and 10.

Fifthly, we run the whitening procedure starting from $\vec{\sigma}_P$, and run the BP iterations initialized in $\vec{\sigma}_P$, in order to study the planted cluster. The average percentages of frozen variables obtained by running the whitening procedure starting from $\vec{\sigma}_P$ are shown in figure 12 and table 3. The percentages of converging of BP initialized in $\vec{\sigma}_P$, and corresponding $\beta_1$, $\beta_2$, $\beta_3$ are shown in figure 13.

https://doi.org/10.1088/1742-5468/ac4e86
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Figure 13. Belief propagation initialized in the planted solution, over 100 instances. \(\beta_1\) is the normalised information entropy of the marginals. \(\beta_2\) is the bias intensity of the marginals to the planted solution. \(\beta_3\) is the normalised Bethe free entropy. \(r_{id}, r_d, r_s, r_{is}\) are the phase transition points in the \(n \to \infty\) limit.

From figure 12, table 3 and figure 13, we find that:

(a) The average percentages of frozen variables increase rapidly at about \(r_d\). As \(n\) grows the percentages increase, when \(r > r_d\). In the left and right pictures of figure 12, many variables are already frozen at \(r_0 = 0.85 < r_d\).

(b) We can find that from table 3: the average percentage of frozen variables at \(r_s\) increases with \(n\), increases with \(\alpha\), and decreases with \(p\).

(c) \(\beta_1, \beta_2\) and \(\beta_3\) change dramatically at about \(r_d\).

This indicates that the planted cluster of small-size instance is different from that in the \(n \to \infty\) limit. Firstly, instead of \(r_{id}\), the planted cluster is separated from other solutions at about \(r_d\). Secondly, the size of the planted cluster is bigger than that in the \(n \to \infty\) limit (where the cluster diameter is smaller than \(en\) for any positive constant \(e\)). If \(n\) keeps growing, the planted cluster should be more like that in the \(n \to \infty\) limit. There are two clues: (1) after \(r_d\), as \(n\) grows, the percentage of frozen variables increases; (2) in the left and right pictures of figure 12, variables become frozen a little earlier than \(r_d\).

To sum up, experiments show that the small-size instances have similar transitions at \(r_d, r_s, r_{is}\) as in the \(n \to \infty\) limit. \(r_d\) seems not only to be the clustering transition point, but also the freezing transition point and the easy-hard transition point. The independent transition at \(r_{id} = -\ln(1-p)p/k\) does not occur on small-size instances. After the solution space shatters into small clusters at \(r_d\), the planted cluster is bigger than that in the \(n \to \infty\) limit, and the small clusters are biased to (tend to be close to) \(\vec{\sigma}_P\). The bigger the planted cluster is, the easier it is to be found. From table 3 and experiments in figure 7, we find that when the percentages of frozen variables (at \(r_s\)) reach about 0.9 the problems will be extremely hard, so we suggest a set of parameters for generating extremely hard instances: \(k = 2, n = 100, \alpha = 0.8, p = 0.2\).
9. Conclusion

We find four phase transitions of the planted RB model in the thermodynamic limit. When the independent phase transition (at $r = r_{id}$) occurs, the planted cluster is separated from the majority of solutions. From then on, the majority and the planted cluster have different developments: the majority of solutions will go through the clustering transition (at $r = r_d$) and the satisfiability transition by configurations outside the planted cluster (at $r = r_s$); the planted cluster will go through the isolated transition (at $r = r_{is}$). $r_{is} < r_d$, $r_d < r_{is} < r_s$ and $r_s < r_{is}$ are all possible, depending on parameters $\alpha, p, k$.

Through experiments, we studied small-size instances that have about $10^2$ variables. They show that the last three phase transitions (except the independent phase transition) show up as in the thermodynamic limit. When $r$ is smaller than but close to $r_s$, there are many very small clusters distributed widely in the solution space, and a large part of the variables are frozen in those clusters. After $r_s$, only the planted cluster remains in the solution space. This guarantees that this model can generate very hard satisfiable CSP benchmarks. If $r_{is}$ is smaller than $r_s$, i.e. $(1 + \alpha)/(kp) < -(\alpha)/\ln(1 - p)$, the problem should be even harder (at $r = r_s$), because the planted cluster has shrunk into a point at $r = r_s$.

In the $r \to \infty$, $n \to \infty$ limit, we find that there is a single smooth valley in the energy landscape of the planted RB model. The sizes of instances on which we do the experiments are limited by the algorithms to find solutions. In the future, we will try to design more efficient algorithms, such as a message passing algorithm with backtracking [37] and a quasi-greedy algorithm [38].
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Appendix A

In appendix A, we will prove (5). First of all, from the definition of the planted RB model we will give the expression of $\mathbb{E}(Z(x))$ in the following formula (14). Secondly, the normalized version $f(x)$ will be given in (15). Thirdly the operation of finding the maximum value in (15) will be carried out and then (5) will be proven.

Let $\vec{\sigma}_A$ and $\vec{\sigma}_B$ be two assignments at a Hamming distance $xn$. The number of such assignment-pairs is

$$\binom{n}{xn, n-xn} d^n d^{-1}^{xn}.$$

Because of the planted solution, not all of those assignment-pairs have the same opportunities to be solution-pairs. We have to consider the distance between $\vec{\sigma}_A$ and $\vec{\sigma}_P$, and
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the distance between $\vec{\sigma}_B$ and $\vec{\sigma}_P$, where $\vec{\sigma}_P$ is the solution we planted. We denote by $\sigma_i(A), \sigma_i(B), \sigma_i(S)$ the values of variable $i$ in assignments $\vec{\sigma}_A, \vec{\sigma}_B, \vec{\sigma}_P$. The $n$ variables $1, 2, \ldots, n$ can be divided into five sets:

(a) $\{i|\sigma_i(A) = \sigma_i(S), \sigma_i(B) \neq \sigma_i(S), \sigma_i(A) \neq \sigma_i(B), i = 1, \ldots, n\}$;
(b) $\{i|\sigma_i(A) \neq \sigma_i(S), \sigma_i(B) = \sigma_i(S), \sigma_i(A) \neq \sigma_i(B), i = 1, \ldots, n\}$;
(c) $\{i|\sigma_i(A) \neq \sigma_i(S), \sigma_i(B) \neq \sigma_i(S), \sigma_i(A) \neq \sigma_i(B), i = 1, \ldots, n\}$;
(d) $\{i|\sigma_i(A) \neq \sigma_i(S), \sigma_i(B) \neq \sigma_i(S), \sigma_i(A) = \sigma_i(B), i = 1, \ldots, n\}$;
(e) $\{i|\sigma_i(A) = \sigma_i(S), \sigma_i(B) = \sigma_i(S), \sigma_i(A) = \sigma_i(B), i = 1, \ldots, n\}$.

The sizes of the sets are $an, bn, cn, dn, en$ respectively, then $a + b + c = x, d + e = 1 - x$. In such a way, we classify assignment-pairs into types labeled by a tuple $(a, b, c, d, e)$. The number of assignment-pairs of type $(a, b, c, d, e), a + b + c = x, d + e = 1 - x$ is

$$F_1 = \binom{n}{xn, n-xn} \binom{xn}{an, bn, cn} (n-xn)(dn, en)(d-1) \binom{n}{x-a-b}.$$ 

We will show that assignment-pairs of the same type have the same opportunity of being solution-pairs. According to the steps of generating a planted RB instances, $t = rn \ln n$ constraints are chosen randomly. Constraint $a$ involves $k$ variables that are chosen randomly, denoted by $\vec{\sigma}_a$. Let the values of those $k$ variables in assignments $\vec{\sigma}_A, \vec{\sigma}_B, \vec{\sigma}_P$ be $\vec{\sigma}_a(A), \vec{\sigma}_a(B), \vec{\sigma}_a(S)$, respectively. The relations among $\vec{\sigma}_a(A), \vec{\sigma}_a(B)$ and $\vec{\sigma}_a(S)$ are in three sorts:

(a) $\vec{\sigma}_a(A) = \vec{\sigma}_a(B) = \vec{\sigma}_a(S)$;
(b) $\vec{\sigma}_a(A) = \vec{\sigma}_a(B) \neq \vec{\sigma}_a(S)$ or $\vec{\sigma}_a(A) \neq \vec{\sigma}_a(B) = \vec{\sigma}_a(S)$ or $\vec{\sigma}_a(B) \neq \vec{\sigma}_a(A) = \vec{\sigma}_a(S)$;
(c) $\vec{\sigma}_a(A) \neq \vec{\sigma}_a(B)$ and $\vec{\sigma}_a(A) \neq \vec{\sigma}_a(S)$ and $\vec{\sigma}_a(B) \neq \vec{\sigma}_a(S)$.

For constraint $a$, $(1 - p)^d$ compatible tuples of values are selected, including $\vec{\sigma}_a(S)$. For the first sort, because $\vec{\sigma}_a(S)$ satisfies the constraint $a$, so $\vec{\sigma}_a(A)$ and $\vec{\sigma}_a(B)$ both satisfy $a$. The probability of the occurrence of the first sort is the probability that the randomly chosen $k$ variables all belong to the above fifth set (whose size is $en$), and the probability is the following $s_0$. For the second and the third sorts, the probabilities of occurrences are the following $s_1, s_2$; the probabilities that both $\vec{\sigma}_a(A)$ and $\vec{\sigma}_a(B)$ satisfy the constraint $a$ are the following $p_1, p_2$. The opportunity that an assignment-pair of type $(a, b, c, d, e)$ is a solution-pair is

$$F_2 = (s_0 + s_1p_1 + s_2p_2)^f,$$

where

$$s_0 = \binom{en}{k, en-k} / \binom{n}{k, n-k},$$

$$s_1 = s_3 + s_4 + s_5 - 3s_0,$$

$$s_2 = 1 - s_3 - s_4 - s_5 + 2s_0,$$
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\[ p_1 = \frac{d^k - 2}{(1-p)d^k - 2, pd^k} / \frac{d^k - 1}{(1-p)d^k - 1, pd^k}, \]

\[ p_2 = \frac{d^k - 3}{(1-p)d^k - 3, pd^k} / \frac{d^k - 1}{(1-p)d^k - 1, pd^k}, \]

and

\[ s_3 = \frac{(a+e)n}{k, (a+e)n - k} / \frac{n}{k, n - k}, \]

\[ s_4 = \frac{(b+e)n}{k, (b+e)n - k} / \frac{n}{k, n - k}, \]

\[ s_5 = \frac{n - xn}{k, n - xn - k} / \frac{n}{k, n - k}. \]

The expectation of the number of solutions pairs at distance \( xn \) is

\[ \mathbb{E}(Z(x)) = \sum_{an + bn + cn = xn, dn + en = n - xn} F_1 \cdot F_2. \tag{14} \]

This summation operation contains a polynomial number of items, so \( \lim_{n \to \infty} \frac{\ln(\mathbb{E}(Z(x)))}{\ln n} \) is determined by the largest term. With \( n \to \infty \), we have \( p_1 \to 1 - p, p_2 \to (1 - p)^2, s_0 \to e^k, s_3 \to (a + e)^k, s_4 \to (b + e)^k, s_5 \to (1 - x)^k \), and by the Stirling formula, we have

\[ \frac{\ln \left( \frac{n}{xn, n - xn} \right)}{n} \to - \ln(x^r(1 - x)^{1-x}). \]

The formula \( f(x) \) defined in (4) can be simplified:

\[ f(x) = \lim_{n \to \infty} \frac{\ln(\mathbb{E}(Z(x)))}{\ln n} \]

\[ = \lim_{n \to \infty} \frac{\ln \left( \max_{an + bn + cn = xn, dn + en = n - xn} F_1 \cdot F_2 \right)}{\ln n} \]

\[ = \max_{0 \leq a,b \leq x, 0 \leq c \leq 1-x, 0 \leq e \leq 1-x} \left[ a(1 + x - e - a - b) + r \ln A(x, a, b, e) \right], \tag{15} \]

where

\[ A(x, a, b, e) = e^k + [(1 - x)^k + (a + e)^k + (b + e)^k - 3e^k] (1 - p) \]

\[ + [1 - (1 - x)^k - (a + e)^k - (b + e)^k + 2e^k] (1 - p)^2 \]

\[ = (1 - p)^2 + [1 - 3(1 - p) + 2(1 - p)^2] e^k + [(1 - p) - (1 - p)^2] \]

\[ \times [(1 - x)^k + (a + e)^k + (b + e)^k]. \]
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Denoting \( m = a + b, (a + e)^k + (b + e)^k \) reaches its maximum at \( a = 0, b = m \) or \( a = m, b = 0 \), so

\[
\max_{0 \leq a, b \leq x, \ 0 \leq a + b \leq x, \ 0 \leq e \leq 1 - x} A(x, a, b, e) = \max_{0 \leq m \leq x, \ 0 \leq e \leq 1 - x} (1 - p)^2 + p^2 e^k + [(1 - p) - (1 - p)^2] ((1 - x)^k + (m + e)^k)
\]  

(16)

Let \( m + e = l \). If \( l < 1 - x \), the above formula reaches maximum at \( e = l \); if \( l > 1 - x \), the above formula reaches maximum at \( e = 1 - x \); then

\[
(16) = \max\{A_1, A_2\},
\]

where

\[
A_1 = \max_{0 \leq l \leq 1 - x} r \ln[(1 - p)^2 + (1 - p)p(1 - x)^k + pl^k],
\]

\[
A_2 = \max_{1 - x < l \leq 1} r \ln[(1 - p)^2 + p(1 - x)^k + (1 - p)pl^k].
\]

Combining (15) and (16), we have

\[
f(x) = \max\{\max_{0 \leq l \leq 1 - x} f_3, \max_{1 - x < l \leq 1} f_4\},
\]

where

\[
f_3 = \alpha(1 + x - l) + r \ln[(1 - p)^2 + (1 - p)p(1 - x)^k + pl^k],
\]

\[
f_4 = \alpha(1 + x - l) + r \ln[(1 - p)^2 + p(1 - x)^k + (1 - p)pl^k].
\]

Calculate the second order differentials of \( f_3(x, l) \) and \( f_4(x, l) \),

\[
\frac{\partial^2 f_3}{\partial l^2} = \frac{rplk^{k-2} [(k - 1) ((1 - p)^2 + (1 - p)p(1 - x)^k + pl^k) - pl^k]}{[(1 - p)^2 + (1 - p)p(1 - x)^k + pl^k]^2},
\]

\[
\frac{\partial^2 f_4}{\partial l^2} = \frac{r(1 - p)plk^{k-2} [(k - 1) ((1 - p)^2 + p(1 - x)^k + (1 - p)pl^k) - (1 - p)pl^k]}{[(1 - p)^2 + p(1 - x)^k + (1 - p)pl^k]^2},
\]

then we find \( \frac{\partial^2 f_3}{\partial l^2} \geq 0 (0 \leq l \leq 1 - x), \frac{\partial^2 f_4}{\partial l^2} \geq 0 (1 - x < l \leq 1) \) under the condition \( p < 1 - \frac{1}{k} \).

The maximum values \( \max_{0 \leq l \leq 1 - x} f_3 \) and \( \max_{1 - x < l \leq 1} f_4 \) can only be achieved on the endpoints, i.e.

\[
f(x) = \max\{f_3(l = 0), f_3(l = 1 - x), f_4(l = 1 - x), f_4(l = 1)\},
\]

and further calculating shows

\[
f(x) = \max\{f_1(x), f_2(x)\},
\]

where \( f_1(x) \) and \( f_2(x) \) are defined in (6) and (7).
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