Boosting the efficiency of Smith-Purcell radiators using nanophotonic inverse design
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The generation of radiation from free electrons passing a grating, known as Smith-Purcell radiation, finds various applications including non-destructive beam diagnostics and tunable light sources, ranging from terahertz towards X-rays. So far, the gratings used for this purpose have been designed manually, based on human intuition and simple geometric shapes. Here we apply the computer-based technique of nanophotonic inverse design to build a 1400 nm Smith-Purcell radiator for sub-relativistic 30 keV electrons. We demonstrate that the resulting silicon nanostructure radiates with a 3-times-higher efficiency and 2.2-times-higher overall power than previously used rectangular gratings. With better fabrication accuracy and for the same electron-structure distance, simulations suggest a superiority by a factor of 96 in peak efficiency. While increasing the efficiency is a key step needed for practical applications of free-electron radiators, inverse design also allows to shape the spectral and spatial emission in ways inaccessible with the human mind.
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The Smith-Purcell effect describes the emission of electromagnetic radiation from a charged particle propagating freely near a periodic structure. The wavelength $\lambda$ of the far-field radiation follows

$$\lambda = \frac{a}{m} (\beta^{-1} - \cos \theta),$$

where $a$ is the periodicity of the structure, $\beta = v/c$ the velocity of the particle, $\theta$ the angle of emission with respect to the particle propagation direction, and $m$ the integer diffraction order.

The absence of a lower bound on the electron velocity in equation (1) makes Smith-Purcell radiation (SPR) an interesting candidate for an integrated, tunable free-electron light source in the low-energy regime \[2-8\]. While the power efficiency of this process is still several orders of magnitude smaller than conventional light sources, it can be enhanced by superradiant emission from coherent electrons \[9\]. For this, pre-bunching of the electrons is a possible avenue \[10-13\], but also self-bunching due to the interaction with the excited nearfield of the grating is observed above a certain current threshold \[14-16\]. The use of coherent electrons is particularly interesting in combination with resonant structures, such as near bound states in the continuum \[17\].

Even in the regime of incoherent electrons, Smith-Purcell radiation can be greatly enhanced by optimizing beam parameters (velocity and diameter) and grating properties (material and shape). The latter are generally limited by the chosen method of fabrication. Typical gratings for the generation of near-infrared, visible or ultraviolet light are fabricated by reactive-ion etching or focused-ion-beam milling of silicon or fused silica \[2-7, 18\]. Coating the grating with a metal such as gold, silver or aluminium can lead to plasmonic enhancement \[19-22\].

While a simple rectangular grating has been the most common choice in Smith-Purcell experiments, other designs have been investigated, such as metasurfaces and aperiodic structures \[18, 22-28\]. Here, we explored the optimization technique of nanophotonic inverse design \[29-33\] to generate SPR much more efficiently. In contrast to other photonic designs created manually and optimized for a small set of parameters, inverse design finds an optimal design without any prior knowledge of its shape, purely based on the desired performance.

We applied the technique to maximize SPR from 30 keV electrons ($\beta = 0.328$) passing through a silicon nanostructure and radiating around $\lambda = 1.4 \mu m$ in the transverse direction ($\theta = 90^\circ$). The resulting nanostructure forms an asymmetric cavity around the electron beam, which leads to a highly concentrated emission into a well-defined direction. We compared the emission characteristics to those of a structure with a double row of pillars and a distributed Bragg reflector as well as that of a rectangular grating (Fig. 1). Like most previously used gratings, these radiate broadbandly, both spectrally and spatially (Fig. 1). This im-
Fig. 1. Radiation characteristics. The inverse-designed structure (left) is compared to a dual-pillar design with distributed Bragg reflector (DBR, center) and a rectangular grating (right). a, Magnetic field profile at $\lambda = 1400\, nm$ obtained from 2D-FD simulation, as used in the optimization process. b, 3D-FD simulation of the electric field profile at 1370 nm as seen from the perspective of the electron beam (red dot). c, Emission spectrum calculated from 3D-FD simulation. The inverse-designed structure radiation is sharply peaked, both spectrally and in direction, whereas the other two structures emit much more broadbandly, spectrally and spatially.

pedes their application as a light source because part of the electron energy is converted to radiation that cannot be collected or is spectrally irrelevant. By contrast, the here presented inverse design can resolve these problems with unprecedented efficiency.

DESIGN

The inverse design optimization was carried out via an open-source Python package [34] based on a 2D frequency-domain (FD) simulation. At the center of the optimization process is the objective function $G$, which formulates the desired performance of the design, defined by the design variable $\phi$ (Methods). Here, we aimed for maximum radiation in negative $x$-direction at the design angular frequency $\omega$ corresponding to $\lambda = 1.4\, \mu m$ (Fig. 1). To this end, the Poynting vector $S$ was numerically measured in the far field of the structure and integrated over one period $a$, giving the objective function

$$G(\phi) = - \int_0^a dy S_y(x_{\text{far field}}, y). \quad (2)$$

The resulting design is depicted in Fig. 1a and reveals two gratings on each side of the vacuum channel, which are similar in shape but $\pi$-phase shifted with respect to each other. The back of the double-sided grating results in a structure which resembles a distributed Bragg reflector (DBR). This way, the radiation to the left is 469-times higher than to the right.

A 200-period-long version of the inverse-designed structure was fabricated by electron beam lithography (100 kV) and cryogenic reactive-ion etching of 1-5 $\Omega cm$ phosphorus-doped silicon to a depth of 1.3(1) $\mu m$ [35]. The surrounding substrate was etched away to form a 50-$\mu m$-high mesa (Fig. 2a). We note that unlike in most previous works the etching direction is here perpendicular to the radiation emission, enabling the realisation of complex 2D geometries.

The radiation generation experiment was performed inside a scanning electron microscope (SEM) with an 11 nA beam of 30 keV electrons. The generated photons were collected with an objective (NA 0.58), guided out of the vacuum chamber via a 300-$\mu m$-core multimode fiber, and detected with a spectrometer (Fig. 2b) and Methods).
RESULTS

We compare the emission characteristics of the inverse-designed structure to two other designs: Firstly, a rectangular 1D grating with groove width and depth of half the periodicity $a$, similar to the one used in [6, 36]. And secondly, a dual pillar structure with two rows of pillars, $\pi$-phase shifted with respect to each other, and with a DBR on the back. This design was successfully used in dielectric laser acceleration, the inverse effect of SPR [30, 32, 33, 35, 37–39]. It further represents the man-made design closest to our result of a computer-based optimization.

Figure 2 shows the photon count rate as a function of the electron beam position. Maximum photon count rate is observed when focusing the beam into the channel of the inverse design structure at medium height. The spatial confinement in vertical direction points at the presence of a confined mode, as found in cavities. By contrast, Fig. S1 reveals a non-resonating nature of the other two structures, with only slight dependence on the beam height.

The efficiency of a design is quantified by comparing three different figures of merit: the peak spectral radiation density (pW/nm), the total radiation (pW), and the quantum efficiency ($\%$), defined as the number of photons generated per electron. All three quantities are determined in the experimentally accessible window, which is limited by the numerical aperture of the fiber. Its angular acceptance window acts as an effective spectral filter with a Gaussian shape centered around 1400 nm and a full width at half maximum of 175 nm (Fig. 3 and Methods).

The measurements in Fig. 3 show overall a similar performance of the inverse-designed structure and the dual-pillar structure. In terms of overall power, the inverse design is with 21.9 pW around 12% weaker than the dual pillars. This can be understood by the larger channel width of 260 nm compared to the 180 nm of the dual pillars (Fig. 1a). By contrast, the rectangular grating is single sided, and the beam was steered as closely as possible to the grating to yield maximum radiation. Even then, the inverse design radiated 2.2(1)-times as strong as the rectangular grating. The superiority becomes even more pronounced when looking at the peak spectral radiation density. The inverse design reaches 0.16 pW/nm at 1385 nm, which is 3.0(1)-times as high as that of the rectangular grating. It also surpasses marginally the dual pillar peak efficiency. This is a first indicator for the narrowband emission of the inverse design, in contrast to the broadband emission of the other two designs (Fig. 1).

For further study of the different structures, we performed 2D time-domain and 3D frequency-domain simulations. While both time and frequency domain are in principal legitimate ways to calculate the radiation spectrum from single electrons, they differ in computational complexity and precession. The time-domain simulation (Fig. 3b and Fig. S4) can capture the instantaneous response to a structure of finite length. This is computationally expensive because the field of the entire grating needs to be calculated at each point in time. The frequency-domain simulation (Fig. 3c) on the other hand calculates the radiation density at each frequency of the spectrum. This is computationally less complex because it is sufficient to considers a single unit cell with periodic boundaries, which allowed us to perform 3D simulations. It can therefore take into account the limited height of the electron beam and the structure, which is on the order of the wavelength. This is particularly relevant here because the inverse design yielded a double-sided grating that forms a resonator. The mir-
rers of the resonator are plane parallel and therefore do not form a stable resonator.

Both 2D time-domain and 3D frequency-domain simulations show similar results. For the inverse design, they predict a total radiation of $108(14)$ pW, a quantum efficiency of $1.1(2)$% and a peak spectral radiation density of $1.8(2)$ pW/nm. In terms of total power, this corresponds to an increase by 80% compared to the dual pillar design and a colossal boost of 980% with respect to the rectangular grating. The contrast in terms of peak efficiency within the experimentally accessible range from 1200 nm to 1600 nm is even more drastic. It reaches an increase by 290% compared to the dual pillars and 1650% relative to the rectangular grating.

**DISCUSSION**

Comparing the measured emission spectrum of the inverse design to its simulated profile shows that the observed emission was not as powerful and spectrally broader. We identify two causes: Firstly, the electron beam current deteriorates as the beam diverges, where electrons hit the boundaries of the channel and are lost. By measuring the current after the structure, we determined an effective current $I_{\text{eff}}$ for each design (Fig. 3e and Fig. S2). The effective current is smallest for the dual pillar design, which has the narrowest channel, and largest for the single-sided rectangular grating.

Another factor that reduces the efficiency of the inverse-designed structure are the deviations of the fabricated structure from its design. Figure 4 shows that the structure was not perfectly vertically etched but has slightly conical features. This leads to a reduction of the quality factor of the inverse-designed structure, which is reflected in a less powerful (−67%) and more broadband emission of radiation. By contrast, the efficiencies of the dual pillar structure and the rectangular grating are expected to be less affected by conical features due to their lack of pronounced resonance.

Finally, we note that the inverse design was operated with the beam at the center of the 260-nm-wide channel, whereas the rectangular grating worked at minimal beam-structure distance for maximal efficiency. The simulations assumed the distance $d = 70$ nm, whereas Fig. S3 suggests that the actual distance in the experiment was 58 nm. Would the rectangular grating have been operated at $d = 130$ nm, the simulations predict that the inverse design could improve peak spectral radiation density and overall radiation power by factors of 96 and 42, respectively.
Comparing the experimental aspects, our approach of a double-sided grating poses higher demands on the beam quality than a single-sided grating. As such, the beam can only pass the grating if aligned parallel, and as shown, divergence limits the effective current for longer gratings. Moreover, our chosen method of fabrication restricts the grating region to the height of the structure and is predestined for in-plane collection. However, the collimated emission pattern achieved by our grating can simplify collection through fibers with small numerical aperture.

### Table 1. Comparison to literature.

The inverse design structure is compared to rectangular gratings used in a similar experiment by Roques-Carmes et al. [6] and simulated by Szczepkowicz et al. [36]. Their gratings were made of silicon (Si), aluminium coated silicon (Al/Si), and gold (Au). In case of [6], the number of periods was stated as (*) the effective number of periods based on the simulated interaction length or (**) not explicitly stated. The collection ranges in the experiments were estimated as full widths at half maximum of the measured spectra. While the many different parameters jeopardize a direct comparison, it is clear that the inverse design structure at this work is far superior when it comes to the probably most relevant quantity: the (quantum) efficiency per period. The inverse designed structure is at least a factor of 5 better.

| Ref. | Exp. | Sim. | l [nm] | a [nm] | E [keV] | material | N_{max} | NA | range [nm] | d [nm] | I [nA] | P [nW] | QE [%] | QE / period |
|------|------|------|--------|--------|--------|----------|--------|-----|-----------|--------|--------|--------|--------|-------------|
| Roques-Carmes et al. | exp. | 1400 | 278 | 10 | Si | 4420* | 0.3 | 160 | 22.75 | 1508 | 1.78 | 0.13 | 0.3 · 10⁻⁴ |
| Roques-Carmes et al. | exp. | 1020 | 278 | 20 | Si | 5875* | 0.3 | 110 | 22.75 | 1685 | 7.42 | 0.36 | 0.6 · 10⁻⁴ |
| Roques-Carmes et al. | exp. | 1020 | 278 | 20 | Al/Si | 5875** | 0.3 | 110 | 22.75** | 625 | 9.49 | 1.25 | 2.1 · 10⁻⁴ |
| Szczepkowicz et al. | sim. | 914 | 300 | 30 | Si | 200 | 0.023 | 14 | 100 | 11 | 0.0004 | 0.003 | 0.14 · 10⁻⁴ |
| Szczepkowicz et al. | sim. | 914 | 300 | 30 | Au | 200 | 0.023 | 14 | 100 | 11 | 0.006 | 0.04 | 2.0 · 10⁻⁴ |
| Inverse design | exp. | 1400 | 459 | 30 | Si | 200 | 0.58 | 175 | 130 | 11 | 0.022 | 0.22 | 11 · 10⁻⁴ |

### CONCLUSION

In summary, our work introduces the technique of inverse design to the field of Smith-Purcell radiators. We presented a silicon-photonic nanostructure radiating in the NIR regime for sub-relativistic 30 keV electrons with a peak spectral density 3-times higher and overall power 2.2-times higher than a rectangular grating. With smaller fabrication inaccuracies and for the same beam-grating distance, simulations predict a 96-fold improvement in peak efficiency and 42-times-higher total power.

The superiority lies firstly in our approach of using a double-sided grating in combination with a DBR - an idea which was brought up in dielectric laser accelerators [30, 35, 39] and became possible through recent advances in nanofabrication. Secondly, the inverse design algorithm suggests to use a closed scheme where the radiation is reflected at silicon boundaries. This leads to resonant enhancement and superradiance if used together with coherent electrons [9, 11].

Further improvement of the efficiency can be achieved...
by coating the dielectric grating with a metal, which has been reported to gain enhancement by a factor of 3 to 14 for rectangular gratings [6] [36]. The advantage of inverse-designed Smith-Purcell radiators goes beyond just higher efficiency. We presented a structure that radiates in a spatially and spectrally well-defined direction. More generally, the versatility of the optimization technique allows to design the spectrum (ω), spatial distribution (r) and polarization (e) of radiation by favoring one kind [e · E(r, ω)] and penalizing others −|e′ · E(r′, ω′)| with possibly orthogonal polarization e′. Lifting the periodicity constraint opens the space to complex metasurfaces, which would for example enable designs for focusing or holograms.

Future efforts could also target the electron dynamics to achieve (self-)bunching and hence coherent enhancement of radiation. In that case, the objective function would aim at the field inside the electron channel rather than the far-field emission. This would favor higher quality factors at the cost of lower out-coupling efficiencies. However, direct inclusion of the electron dynamics through an external multi-physics package proves challenging as our inverse design implementation requires differentiability of the objective function with respect to the design parameters. Instead, one may choose to use an analytical expression for the desired electron trajectory or an approximate form for the desired field pattern.
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Inverse design. The inverse design optimization was carried out via an open-source Python package [31] based on a 2D finite-difference frequency-domain (FDFD) simulation at the design angular frequency $\omega$ corresponding to $\lambda = 1.4 \mu m$. The simulation cell used for this purpose is presented in Fig. 5.

The design $\varepsilon_r(\phi)$ was parametrized with the variable $\phi(r)$. Sharp features (< 100 nm) in the design were avoided by convolving $\phi(r)$ with a 2D circular kernel of uniform weight. Afterwards the convolved design $\tilde{\phi}$ was projected onto a sigmoid function of the form $\tanh(\gamma \phi)$. This results in a close-to-binary design where the relative permittivity $\varepsilon_r(r)$ only takes the values of silicon ($\varepsilon_r = 12.2$) [32] or vacuum ($\varepsilon_r = 1$). We observed good results by starting the optimization with small values of $\gamma = 20$ and slowly increasing $\gamma$ to 1000.

To improve the convergence of the algorithm, we enforced mirror symmetry in x-direction onto the design. This reflects the symmetry of SPR under $\theta = 90^\circ$ and reduces the parameter space by a factor of 2. Furthermore, we observed improved convergence when starting with a large grid spacing (10 nm), which is then slowly reduced to 3 nm as the optimization progresses.

2D simulations. The source term of our 2D simulations is given by the current density of a line charge with density $q = -e/\Delta z$ traversing the structure with velocity $v$ along $\hat{y}$. The choice of the length $\Delta z$ is crucial to obtain meaningful intensities from a 2D simulation [33]. By choosing $\Delta z = 1 \mu m$ throughout, we obtained 2D results that were on average only 14% off the 3D values. In transverse direction, we assumed a Gaussian charge distribution of width $\sigma_x = 20$ nm such that the spectral current density reads

$$J(r, \omega) = \frac{q}{2\pi} \cdot (2\pi \sigma_x^2)^{-1/2} \cdot e^{-x^2/2\sigma_x^2} \cdot e^{-y^2/2\sigma_y^2} \cdot e^{-ik_y y} \cdot \hat{y}$$

with $k_y = \omega/v$. Using this expression, the electromagnetic field was calculated via Maxwell’s equations for linear, non-magnetic materials. As this is a 2D problem, the transverse-electric mode $E_z$ decouples from the transverse-magnetic mode $H_z$, where only the latter is relevant here. A typical 2D-FDFD simulation took 1 s on a common laptop, and the algorithm needed about 500 iterations to converge to a stable maximum.

Simulated radiation power. From the simulated electromagnetic field, we calculate the total energy $W$ radiated by a single electron per period $a$ of the grating. In the time domain, this would correspond to integrating the energy flux $S(r, t)$ through the area surrounding the grating over the time it takes for the particle to pass...
over one period of the grating. In the frequency domain, one needs to integrate \( S(r, \omega) \) through the area around one period over all positive frequencies, that is [33],

\[
W = \int_{S} dA \int_{0}^{\infty} d\omega \ S(r, \omega),
\]

\[
S(r, \omega) = 4 \cdot 2\pi \ \text{Re}\left\{ \frac{1}{2} E(r, \omega) \times H^{*}(r, \omega) \right\},
\]

where we chose a surface \( \int_{S} dA = -a \int d\sigma \) parallel to the grating as we were only interested in radiation in negative x-direction. For 2D simulations, the area \( A = a \cdot \Delta z \) is determined by the assumed length \( \Delta z \) of the line charge density \( q = -e/\Delta z \) corresponding to one electron.

**Numerical instabilities.** We observed that the optimization for a single frequency is very sensitive to numerical instabilities, which is why we optimized our design for multiple frequencies \( \omega_i \ (i = 1, ..., N) \) simultaneously. A suitable objective function could be the sum over all \( G(\phi, \omega_i) \), but we found that the min-function

\[
f_{\text{obj}}(\phi) = \min_{i} G(\phi, \omega_i)
\]

was even more robust against numerical instabilities. Our design was optimized for the three \( \omega \)'s corresponding to \( \lambda_{1,2,3} = 1350, 1400, 1450 \) nm.

**Dual pillar design.** The dual pillar design is inspired from [34]. Pillar radii and DBR thicknesses were optimized using the same gradient-based algorithm as for inverse design [34]. Pillars that are \( \pi \)-phase-shifted with respect to each other are preferred over symmetric rows of pillars because they yield a stronger phase difference in \( E_y \) and therefore stronger coupling to the far field.

**3D simulations.** 3D finite-element-method (FEM) frequency-domain simulations were performed in COMSOL to analyse effects originating from the finite height of structure and beam. The structures were assumed to be 1.5 \( \mu \)m high on a flat silicon substrate (Fig. 1b). The spectral current density had a Gaussian beam profile of width \( \sigma = 20 \) nm:

\[
J(r, \omega) = \frac{-e}{2\pi} \cdot (2\pi \sigma^2)^{-1} e^{-(x^2+y^2)/2\sigma^2} \cdot e^{-i k_y y} \hat{y}.
\]

**Experimental setup.** The experiment was performed within an FEI Philips XL30 SEM providing an 11 nA electron beam with 30 keV mean electron energy. The structure was mounted to an electron optical bench with full translational and rotational control. The generated photons were collected with a microfocus objective Schäfter+Kirchhoff 5M-A4.0-00-S-Ti with a numerical aperture of 0.58 and a working distance of 1.6 mm. The objective can be moved relative to the structure with five piezoelectric motors for the three translation axes and the two rotation axes transverse to the collection direction. The front lens of the objective was shielded with a fine metal grid to avoid charging with secondary electrons in the SEM, which would otherwise deflect the electron beam, reducing its quality. The collected photons were focused with a collimator into a 300-\( \mu \)m-core multimode fiber guiding the photons outside the SEM, where they were detected with a NIRQuest+ spectrometer.

**Collection range.** The measured Gaussian spectrum from Fig. 4 can be explained by the limited numerical aperture of the collection fiber. Smith-Purcell radiation that is emitted in non-perpendicular direction is offset from the optical axis for collection. This leads to a loss in collection efficiency, which we modelled with the function \( \exp\{ -2 r^2 / (f \cdot (\text{NA})^2) \} \), where \( r \) is the offset measured at the collimator, \( f = 12 \) mm is the focal length of the collimator and NA the numerical aperture of the fiber. We found good agreement with the experimental data for \( \text{NA} = 0.11 \), which is below the 0.22 stated by the manufacturer and might have been a result of misalignment.
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Figure S1. Dependence on beam height for all three structure designs. The radiation spectra were calculated from 3D-FD simulations for different heights of the electron beam, where the beam positions were measured from the bottom of the 1.5-µm-high nanostructures: 0.25 µm (dotted), 0.75 µm (dashed) and 1.25 µm (solid). a, Inverse design. b, Dual pillar with DBR. c, Rectangular grating. All three designs exhibit lower emission when the beam is 0.25 µm close to the substrate. The dual pillar structure and rectangular grating show little difference between middle and high positions, whereas the inverse design performs substantially better with the beam focused at central height (0.75 µm). This demonstrates a resonating behavior of the inverse design structure, strongest at the center.

Figure S2. Determination of effective current. The electron beam current deteriorates as part of the beam collides with the silicon nanostructures. The current was measured with a Faraday cup before and after passage through different structure versions with 50, 100 and 200 periods. The beam loss is smallest for the single-sided, rectangular grating (blue) and largest for the dual pillars (green), which have a smaller channel width than the inverse design (red). From a linear fit, we determined the effective current $I_{\text{eff}}$ as the mean current within the structure or correspondingly the current after passage through half the structure.
**Figure S3. Dependence on beam-grating distance.** Simulated radiation spectra of the rectangular grating are shown for various beam-grating distances (40 nm, 70 nm, 100 nm, 130 nm). The 3D-FD simulation assumed a current of 11 nA and a beam width of $\sigma = 20$ nm. The power values in brackets, obtained by integration over the Gaussian collection range, demonstrate high dependence of the efficiency on the beam distance. We fitted an exponential function to these power values to estimate the beam-grating distance used in the experiment. With an effective current of 7.5 nA, we found that the actual distance in the experiment was 58 nm.

**Figure S4. 2D time-domain simulations.** The three videos show the emission from a single electron traversing the different structures. Each structure is 32 periods long. To avoid numerical errors, the electron is slowly faded in after the 6th period ($t \approx 20$ fs) and faded out after the 26th period. The electric field $E_y$ in direction of the electron propagation is visualized with different colormaps for the near field (red-blue) and the far field (rainbow).