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Abstract—In this paper, we conducted an experiment for comparison of the graphs generated by Erdős-Rényi, Barabási-Albert, Bollobás-Riordan, Buckley–Osthus, Chung–Lu models and a web graph constructed using real data. Twitter data have been employed to construct social network, and C++ has been used for network analysis as well as network visualization. It was shown that distribution of degrees and clustering coefficient for this network follows the power law. A machine learning approach is used for empirical evaluation of the Erdős-Rényi, Barabási-Albert, Bollobás-Riordan, Buckley–Osthus, Chung–Lu models in comparison to the Twitter graph.
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I. INTRODUCTION

One of the most important problems in the modern social sciences is the search for effective ways of summarizing and visualizing the data of social interactions of individuals. This provides useful information about the behavior of people within the communities to which they belong. Currently, the social interaction of individuals has become possible to study on the basis of data of their interactions in social networks such as Twitter, Facebook etc. The amount of data generated by social networks every day is huge. The analysis of such data becomes more complex as the number of interacting individuals and the amount of their interactions grow.

Twitter data can be easily transformed into network data. A social network is a set of individuals which have connections in pair to represent their relationship. Two individuals can be considered in a relationship if there has been friendship or common interest between them. In such type of network, an individual will be called as “node” or “vertex” and the connection will be an “edge”. In the case of Twitter network, which is studied in this paper, the social network will be represented by directed unweighted graph in which links stand for retweets. If someone uses Twitter’s Retweet icon then their Retweet or Retweet with comment will reference the tweet that they are sharing. Different types of social network analysis metrics can be used for finding edge density, degree distribution, maximum clique and maximum independent set in the network. This methodology allows us to visualize a data set, presenting its elements as vertices, and observe certain relationships between them. Studying the structure of a graph representing the data is important for understanding the intrinsic properties of social interaction.

Note that the last two decades have seen extensive research in the area of degree distribution analysis of complex networks arisen in sociology, physics, and biology. It has been shown that many networks have similar degree distributions [1–6]. It turned out that most real networks have degree distributions that are scale-free [1]. In other words, their degree distributions follow power law. Barabasi and Albert proposed the preferential attachment model in papers [7], [8] to fit the power law degree distribution of real web-graphs.

One of the most well-known social networks is Twitter which was created in 2006. Twitter which uses its minimalist concept of microblogging is an online application that aims at bringing together hundreds of millions of users around the world to express themselves. Each message (tweet) should have up to 140 characters and can be “followed” by other users without mandatory reciprocity, coupled to a very open application programming interface (API), which makes it an ideal tool for social behavior studies. In recent years, many researchers have studied the information dissipation which took place after such events as: an earthquake [9], political demonstrations [10], [11], teachings [12] or interactions on neutral corpus [13]. These studies usually visualize the networks of tweets as well as mentions and retweets. Twitter data is favored by researchers due to their availability and the possibility to inspect its contents. Social network analysis metrics allow to examine and measure the influence in political communication or scientometry [14], [15]. The paper [16] is aimed to find key factors to explain clustering within a network whose characteristics look similar to a small world.

In this paper we conducted an experiment for comparison of the graphs generated by Erdős-Rényi, Barabási-Albert, Bollobás-Riordan, Buckley–Osthus, Chung–Lu models and a web graph constructed using real data. Twitter data have been employed to construct social network, and C++ has been used for network analysis as well as network visualization. It was shown that distribution of degrees and clustering coefficient for this network follows the power law. A machine learning approach is used for empirical evaluation of the Erdős-Rényi, Barabási-Albert, Bollobás-Riordan, Buckley–Osthus, Chung–Lu models in comparison to the Twitter graph.

II. MODEL COMPARISON METHODOLOGY

One of the goals of the paper is to examine models for generating random graphs according to their suitability for fitting the Twitter user graph. In this paper we will use the approach proposed in works [17], [18]. The methodology consists of four steps:
1) We construct the Twitter user graph using real-world data. We also generate a set of graphs (subgraphs) from the real-world networks.

2) We select a set of models for generating random graphs. For each random graph model, we generate a collection of graphs. Thus, we obtain the collection of subgraphs taken from the real-world Twitter network and the collection of subgraphs taken from the graphs constructed with the use of each generative random graph model.

3) We select a set of parameters which characterize networks. For all graphs in each collection we compute different subgraph parameters (e.g. its edge density, clustering coefficient, the subgraph diameter, different centrality measures, etc.). Thus, for each subgraph we obtain a feature representation vector. The collections of subgraphs are transformed into collections of feature representation vectors.

4) Then we perform a classification task to distinguish between these two sets of vectors representing any two generative models for random graphs using a machine learning algorithm. Then using the classifier we find the probabilities that subgraphs taken from real-world Twitter network belong to each of the two collections. The idea is that if the classifier can not distinguish two sets then the underlying random graph generating model is better in the sense of producing graphs with given characteristics.

In this paper we will use support vector machines (SVMs) with the Gaussian radial basis function (rbf) as our supervised machine learning classifier. The choice is due to the fact that the model has a good predictive performance [19] and is able to capture high order dependencies [20]. The classifier should return the probability that a random graph generated with use of some model is from the Twitter user graph.

Before solving the problem, it is necessary to process the collected graph, namely, to learn how to select from it coherent subgraphs of various sizes to compile a test data set. We also need to choose the set of graph characteristics (features). The set of characteristics should reflect the graphs to make their classification more accurate. In this paper we will employ the following characteristics that will be used to classify graphs:

- the number of vertices, \( n \);
- the number of edges, \( m \);
- the graph diameter, which is the maximum of the shortest distances between any two nodes;
- the effective diameter, which is defined as the minimum distance at which 90% of the nodes are reachable from each other;
- mean value, median, first and third quartiles, maximum and minimum values, standard deviation and variance, kurtosis coefficient, asymmetry coefficient of
  - clustering coefficient;
  - betweenness centrality;
  - closeness centrality;
  - Katz centrality;

- PageRank coefficient.

III. TWITTER GRAPH

The web graph is a network in which each web page is considered as a node and each hyperlink is considered as an edge between two nodes. Perhaps, one of the first attempts to use a crawl of the web to examine some important characteristics of the web graph was performed in papers [8], [21]. This web graph consists of around 325,000 pages and more than 1.4 million edges. The main findings of this paper was that the degree distribution of the network follows the power law. This was quite surprising result at the time since power-law degree distribution can not be explained by classical random network models including Erdős–Rényi model [22], [23].

One of the first attempts to construct a random graph model fitting the power law distribution was the model proposed by Barabási and Albert. The model uses the idea of a so-called preferential attachment to naturally explain the growth of a graph. Barabási–Albert model captures such crucial properties of real networks as the logarithmic growth and the power law degree distribution. Moreover, Barabási and Albert were the first who associate the power law degree distribution (i.e. scale-free property of networks) with web graphs. A drawback of the model in describing real web graphs is that it is not realistic in capturing the true value of power law exponent. Moreover, it does not allow us to construct undirected graphs.

A crawler program was written in the Go language. It receives the user ID from which to start the crawl, as well as a number that determines how deep the crawl should be, because Twitter is too large and it is impossible to build a graph for all its users. To determine who reads tweets of a user, you can use the Twitter API, which has several advantages: reliability, good documentation, flexibility. However, it allows only a small number of requests in a period of time for a free account. Twitter API has a friends/ids HTTP endpoint to get the list of friends of the specified user with a limit of 15 requests per 15 minutes, i.e. one request per minute, which makes senseless parallelization of the code to increase performance. On the contrary, a special delay was provided in order to be within the allotted restrictions and not risk getting the application blocked. The downloaded friends list of the current user is stored in the NoSQL MongoDB database, since later it is convenient to get the graph sections without decoding the entire file, as would be the case with CSV format.

The parameters of the collected graph are presented in Table I.

| Parameter | Value |
|-----------|-------|
| Number of nodes | 325,000 |
| Number of edges | 1.4 million |

Looking at these characteristics, we can conclude that the graph turned out to be fully connected, not dense and disassortative, i.e. the hubs are connected not directly, but through chains of neighbors. The exponent of the power law lies in the interval [2, 3], but this is not enough to say that the graph degree distribution follows the power law distribution. In order to check this in the powerlaw library there is a method `distribution_compare()` that allows you to compare distribution, which accepts string constants at the
input corresponding to the distributions. The result of the method is the likelihood coefficient, if it is greater than 0, then the first distribution is preferable, otherwise the second one [24]. Table II presents the results obtained for the collected graph.

TABLE II
THE RESULTS OBTAINED BY FUNCTION DISTRIBUTION_COMPARE() WHEN APPLYING TO THE DISTRIBUTIONS 1 AND 2

| Distribution 1 | Distribution 2 | Likelihood coefficient |
|----------------|----------------|------------------------|
| Power low      | Exponential    | 2216778.52             |
| Power low      | Truncated power law | 0.000016             |
| Power low      | Lognormal      | 362.50                 |

All the likelihood coefficients are greater than 0, therefore the graph degree distribution follows the power law distribution.

IV. MODELS

A. Erdős-Rényi Model

The most well-known model for generating random graphs was introduced by Erdős-Rényi. We chose its variant $G(n, p)$ based on connecting nodes randomly, the method was proposed by Edgar Gilbert. In an $n$-nodes graph, every node in it with probability $p$ is connected to another node in the graph.

B. Barabási-Albert Model

The previous model does not exhibit power law. The Barabási-Albert model, however, generates scale-free networks with the use of preferential attachment. While starting as an $m$-nodes connected network, we add new nodes by a specific rule. Each new node is connected to a number of nodes by a certain rule, explained by the equation:

$$p_i = \frac{k_i}{\sum_j k_j}.$$

C. Bollobás–Riordan Model

The random graph constructed with the use of preferential attachment model proposed by Barabási and Albert [8], [21] exhibits the logarithmic growth that delivers the anticipated power law degree distribution. While the model is simple, it may poorly describe the real dynamics of the network. B. Bollobás and O. Riordan suggested an improved preferential attachment model in which exact formulas for obtaining the degree distribution, the diameter and the clustering coefficient were presented [25]. To better describe the model, the concept of linearized chord diagrams (LCDs) was introduced by B. Bollobás and O. Riordan [25].

Let $n$ be the number of vertices and $m$ be the parameter describing the edges to vertices number ratio, $n, m \in N$. Bollobás–Riordan model [25] for generating a random graph $G^m_n$ consists of two stages. At the first stage we should construct the graph $G^1_1$ by induction. It is supposed that the graph $G^{n-1}_1$ is already constructed. We add a new vertex $n$ with an edge conducted by a certain rule to the $G^{n-1}_1$ graph. We assume that we have the graph $G^1_1$ with one vertex and one edge loop, i.e. $G^1_1 = \{(1), \{(1, 1)\}\}$. Then in this graph we add a second vertex and draw an edge from the added vertex to the existing one with probability $\frac{\deg v}{2n-1}$, where $\deg v$ is the degree of $i$-th vertex, $i \in \{1, \ldots, n = 1\}$, or build a loop in the added vertex with probability $\frac{1}{2n-1}$. The denominator is $2n-1$ for the reason that the sum of all probabilities must be equal to one. The constructed sequence of graphs is random.

In general, the probability distribution can be written as

$$P(i = s) = \begin{cases} \frac{d \cdot c_{n-1}(s)}{2n-1}, & 1 \leq s \leq n-1; \\ \frac{1}{2n-1}, & s = n. \end{cases}$$

(1)

After the graph $G^1_1$ has been obtained, we proceed to the second stage, where it is necessary to “collapse” its vertices. To do this, we will combine the vertices into groups of $m$ vertices and each such group will be given its own notation $v_i$, where $i \in \{1, \ldots, n\}$, for example, the vertex $v_1 = \{1, \ldots, m\}$, and the vertex $v_2 = \{m+1, \ldots, 2m\}$. At each vertex $v_i$ we construct as many loops as the edges were between the vertices of the corresponding group of the original graph. Similarly, we construct edges between vertices $v$ in such a way that an edge is drawn in the case if there is an edge between the corresponding groups of the original graph. Thus, the graph $G^{nm}_m$ is transformed to the graph $G^m_n$.

D. Buckley–Osthus Model

Bollobásh-Riordan model is aimed to model a real graph the degree distribution of which follows the power law distribution, i.e the number of vertices with degree $d$ is well approximated by $d^{-\gamma}$, where $\gamma = 3$. However, the model sometimes does not produce values of interest that are close to the real data seen through empirical studies. For example, the model does not fit to the real web graph for which $\gamma = 2.1 \pm 0.1$. Thus, the model requires some improvements. One of the proposed solutions was called Buckley–Osthus model [26]. This model introduces into Bollobásh–Riordan
model a positive coefficient $a$ independent of the degree and which is called initial attractiveness of a vertex. In this case, the algorithm for adding new vertices and edges to the generated graph does not change, only the probabilities of holding an edge to a new vertex begin to be calculated taking into account the coefficient $a$ using equation (2):

$$ P(i = s) = \begin{cases} \frac{d \cdot n^{-1}(s) + a - 1}{\alpha + 1}, & 1 \leq s \leq n - 1; \\ \frac{a}{\alpha + 1}, & s = n. \end{cases} \quad (2) $$

E. Chung–Lu Model

Chung–Lu model is designed to model sparse massive graphs which degree distributions satisfy a power law. It was first used to simulate telecommunication network precisely. The model has two parameters: the logarithm of the size of the graph $\alpha$ and log-log growth rate of the graph $\beta$. The vertices of graph based on Chung–Lu model satisfy equations [27]:

$$ \log y = \alpha - \beta \log x $$

or

$$ |\{v : \text{deg}v = x\}| = y = \frac{e^\alpha}{x^\beta}. $$

V. Empirical Results

A. Comparison

We will compare the real Twitter graph with the models described in Section IV, i.e.

- Erdős–Rényi model,
- Barabási–Albert model,
- Bollobás–Riordan model,
- Buckley–Osthus model,
- Chung–Lu model.

In the section we will find the model which shows the best results of pairwise comparison, using methodology described in II.

The main idea is to construct the characteristics vector for each graph, created using the chosen model. Then the vectors are passed to classifiers for training purposes. It is followed by its predictions with the real-graph characteristics vector input.

Model classification can be achieved using sklearn python library, which holds algorithms and methods for data analysis and machine learning [28]. In our case, we need SVM classifier which is included in the library. Characteristic vectors are passed into classifier for binary classification. It is known that the results are more precise in case of two classes for SVM to distinguish. Moreover, SVM reacts heavily on the scale of characteristics, hence we normalize data beforehand. We use StandardScaler helper class in sklearn library to normalize data [28].

After training process we pass characteristic vectors of real Twitter subgraphs. The output of classifier is a probability that the vector belongs to the class of a random graph model. The classifier results are shown in Table III.

|          | Erdős–Rényi | Barabási–Albert | Bollobás–Riordan | Buckley–Osthus | Chung–Lu |
|----------|-------------|-----------------|------------------|----------------|----------|
| Erdős–Rényi | -           | 0.36            | 0.30             | 0.48           | 0.29     |
| Barabási–Albert | 0.64      | -               | 0.36             | 0.54           | 0.24     |
| Bollobás–Riordan | 0.69         | 0.64              | -                | 0.73           | 0.41     |
| Buckley–Osthus    | 0.52      | 0.46             | 0.27             | -              | 0.26     |
| Chung–Lu            | 0.71      | 0.76             | 0.59             | 0.74           | -        |

E. Chung–Lu Model

Thus, we conducted an experiment for comparison of the graphs generated by Erdős–Rényi, Barabási–Albert, Bollobás–Riordan, Buckley–Osthus, Chung–Lu models and the web graph constructed using Twitter data. The results presented in Table III show that the best fit of the real web graph corresponds to the graphs generated with use of the Chung–Lu model.

VI. Conclusion
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