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Abstract—There is an increasing popularity in exploiting modern vehicles as mobile sensors to obtain important road information such as potholes, black ice and road profile. Availability of such information has been identified as a key enabler for next-generation vehicles with enhanced safety, efficiency, and comfort. However, existing road information discovery approaches have been predominately performed in a single-vehicle setting, which is inevitably susceptible to vehicle model uncertainty and measurement errors. To overcome these limitations, this paper presents a novel cloud-assisted collaborative estimation framework that can utilize multiple heterogeneous vehicles to iteratively enhance estimation performance. Specifically, each vehicle combines its onboard measurements with a cloud-based Gaussian process (GP), crowdsourced from prior participating vehicles as “pseudo-measurements”, into a local estimator to refine the estimation. The resultant local onboard estimation is then sent back to the cloud to update the GP, where we utilize a noisy input GP (NIGP) method to explicitly handle uncertain GPS measurements. We employ the proposed framework to the application of collaborative road profile estimation. Promising results on extensive simulations and hardware-in-the-loop experiments show that the proposed collaborative estimation can significantly enhance estimation and iteratively improve the performance from vehicle to vehicle, despite vehicle heterogeneity, model uncertainty, and measurement noises.
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I. INTRODUCTION

THERE is a growing interest in employing road information in intelligent vehicle systems to improve road safety [1], ride comfort [2], and fuel efficiency [3], [4]. Real-time and crowd-sourced road information (e.g., black ice, potholes, and road roughness) can increase situational awareness, enhance control performance, and provide additional functionalities [5]. Furthermore, road surface monitoring is synergistic with many nations’ urgent need to rebuild and modernize the road infrastructure [6], by offering the government/agency up-to-date road condition information to best plan road maintenance. Meanwhile, modern automotive vehicles are equipped with advanced sensing and connectivity capabilities, which can be exploited to discover real-time road information that is not otherwise easily or economically measurable from dedicated sensors. Such vehicle-based information inference employs system dynamics and can enable efficient and robust road information discovery with a wide road coverage.

As such, various vehicle-based estimation approaches have been pursued to exploit vehicle onboard measurements along with the underlying dynamics to reconstruct the road information. Take road profile estimation as an example, there are two major classes of road profile estimation schemes: unknown input observer (UIO)-based [7]–[9] and extended state observer (ESO)-based [10]–[12]. The ESO methods exploit an augmented state by treating the road signal as an additional state, which is estimated along with the original states using the commonly used state observers such as Kalman Filter (KF) for linear systems and high gain observers (HGO) or extended KF (EKF) for nonlinear dynamic systems [9]–[14]. In this regard, the authors in [15] proposed an embedded observer based on Kalman filter with two stages. In the first stage the vertical acceleration signal is utilized to determine the vehicle body position, while in the second stage, a Kalman filter uses the first stage’s output as a measure to estimate the road profile elevation and subsequently evaluate loads on the wheels. In [16], [17] a road profile estimation method is constructed by utilizing only a smartphone to measure the responses of an ordinary vehicle. Genetic algorithm is first used to identify the model of a half car model, and with the estimated vehicle model, an augmented Kalman filter is designed to estimate the road profile. Rauch-Tung-Streiber (RTS) smoothing is employed to improve the accuracy.

On the other hand, the UIO methods generally aim to obtain a precise and stable model inverse to estimate the road information (i.e., the input) from outputs of the system. In this
regard, in [18], the road profile is characterized as a sinusoidal disturbance signal acting on the vehicle system. To handle the unknown and time-varying characteristics of the signal, the presented road profile estimate approach used the internal model concept and the Youla–Kuera (YK) parameterization methodology to construct an adaptive control system (also known as Q-parameterization). In [19], the authors used an inverse model to estimate the unknown input (i.e. the road profile signal) by measuring the unsprung mass acceleration, however no adjustments for the case where the measurement is noisy is not provided. In [20], an integrated nonlinear model is created by combining the vertical and longitudinal dynamics of a quarter wheel. The time-varying random road profile and tire friction are handled as unknown inputs in the modeled dynamics. A combination of nonlinear Lipschitz observer and modified super-twisting algorithm (STA) observer is designed to estimate these unknown inputs and states at the same time.

Some other noteworthy works beyond the above two categories are briefly reviewed as follows. Using an artificial neural network (ANN), [21] presents a solution to the problem of estimating road profiles in which the ANN is trained using data from a verified vehicle model in the ADAMS program to estimate road profiles based on accelerations detected by the vehicle. In [22], a novel sliding mode observers-based approach for road profile estimation has been developed and compared to two inertial methods. In [23], new methods for generating a preview road height profile using car sensors and controlling the active suspension using this information are developed. Sensor-fixed and inertial coordinate systems are exploited to reconstruct the road height profile from sensor data after establishing a desired road height profile as input for the defined control algorithms.

Despite the progresses, the aforementioned approaches are based on a single-vehicle setting and thus susceptible to model uncertainty and measurement errors. Therefore, the goal of this paper is to develop a new cloud-based collaborative estimation framework that can exploit multiple heterogeneous vehicles to enhance the accuracy and robustness of road information discovery. Similar idea of employing cloud to perform consensus-based parameter identification for vehicle diagnostics and prognostics is reported in [24]. In addition, a dynamic average consensus-based distributed cooperative road friction coefficient estimation scheme is presented in [25], which requires real-time vehicle-to-vehicle communication with known and fixed topology that is in general difficult to achieve in practice. In [26], an iterative learning-based collaborative road profile estimation is developed. However, it requires a much simplified model to ensure the convergence.

In this paper, our approach utilizes the cloud as a central platform to crowdsourced local vehicle estimations using Gaussian processes (GP [27]). The crowdsourced GP is then sent back to the vehicle as an additional “pseudo-measurement” to enhance onboard estimation using a local estimator such as Kalman filter. Similar idea of using pseudo-measurements to enhance estimation is also used in state estimation of power distribution systems, which are high-dimensional with limited available measurements and are thus subject to observability issues; pseudo-measurements are employed therein to improve observability and enhance estimation [28], [29]. The enhanced local estimate is then uploaded to the cloud to update the GP. This process then repeats for the next participating vehicle to iteratively refine the road information estimates. Note that the cloud-based pseudo-measurements can be pre-loaded to vehicles and the vehicle-based estimates can be sent to cloud only when there is robust network available, without requiring real-time communications and thus making this framework practically appealing.

Furthermore, as everyday vehicles are equipped with GPS of limited accuracy [30], which will inevitably result in noisy correspondence between vehicle position and estimated road information, we exploit an extended variant of GP, noisy input Gaussian process (NIGP [31]), to explicitly handle the GPS uncertainties. This is critical to provide road information estimates with satisfactory spatial resolution for practical use. Moreover, we demonstrate this framework in the application of collaborative estimation of road profile, which has been frequently proposed to be incorporated as a preview to enhance suspension controls for improved safety and comfort [32]–[34]. We show in comprehensive simulations and hardware-in-the-loop experiments that our collaborative estimation framework can greatly enhance robustness and accuracy in the presence of model uncertainty, measurement noise, and vehicle heterogeneity.

The contributions of this paper include the following. First, we develop a novel collaborative estimation framework that systematically integrates cloud-based GP with enhanced local estimation with pseudo-measurements from heterogeneous vehicles to iteratively refine the estimates. Second, we explicitly consider the GPS uncertainty existent in the location estimate of everyday vehicles, one of the major hurdles in practical use of vehicle-based road information estimate. In particular, we employ an NIGP approach that offers improved accuracy and reduced variance in the presence of GPS noises. Last but not least, extensive simulations and hardware-in-the-loop experiments are performed to show the efficacy of our framework in the application of collaborative road profile estimation.

The rest of the paper is organized as follows. In Section II, the problem of collaborative road information discovery is introduced and preliminaries on KF and GP are presented. In Section III, the cloud-assisted collaborative road information discovery framework is detailed and its application to road profile estimation is presented with extensive simulation and experimental results in section IV. Finally, Section V concludes the paper.

II. PROBLEM STATEMENT AND PRELIMINARIES

A. Problem Statement

This paper aims at developing a unified approach to efficiently crowdsourced road information from multiple heterogeneous vehicles. Specifically, given a road segment (e.g., defined by two consecutive road mile markers [35]) as illustrated in Fig. 1, the objective of vehicle-based road information estimation is to use existing onboard sensors
(e.g., accelerometers, GPS, yaw rate, roll rate) to discover \( w(s) \), the road information of interest (e.g., road profile, friction coefficient) as a function of distance in the longitudinal direction (the \( s \) direction in Fig. 1). Here it is assumed that the road condition to be discovered is uniformly distributed in the lateral direction (\( n \) direction in Fig. 1). By scaling the distance \( s \) with the vehicle speed, the road information to be estimated can also be represented by \( w(t) \in \mathbb{R} \), a function of time.

We consider the following discrete-time linear dynamics to characterize the vehicle-road interaction for participating vehicle \( i \), \( i = 1, 2, \cdots \), as:

\[
x_i(k+1) = A_i x_i(k) + B_i u_i(k) + D_i w(k) + \eta_i(k), \]
\[
y_i(k) = C_i x_i(k) + v_i(k),
\]

where \( x_i \in \mathbb{R}^n \) is the state of the system, \( u_i \in \mathbb{R}^m \) is the control input, \( w(k) \in \mathbb{R} \) is the road information of interest (e.g., road profile and road friction coefficient), \( \eta_i \in \mathbb{R}^n \) and \( v_i \in \mathbb{R}^r \) are system process noise and measurement noise, respectively, \( y_i \in \mathbb{R}^r \) is the measured noisy output, and \( A_i, B_i, C_i, D_i \) are system matrices of suitable dimensions. Similar to [36], the road information is modeled by a first-order system driven by a white noise:

\[
w(k+1) = aw(k) + be(k),
\]

where \( a \) and \( b \) are constant parameters characterizing the road conditions and \( e \) is white Gaussian noise. Following the idea of extended state observer [10]–[12], one can augment the system state by appending the road information signal \( w(k) \) as an additional state, i.e., \( \tilde{x}_i = [x_i, w] \). As a result, Eqn. 1 can be rewritten as the following augmented discrete-time system:

\[
\tilde{x}_i(k+1) = \tilde{A}_i \tilde{x}_i(k) + \tilde{B}_i u_i(k) + \tilde{\eta}_i(k),
\]
\[
\tilde{y}_i(k) = \tilde{C}_i \tilde{x}_i(k) + v_i(k),
\]

where \( \tilde{A}_i, \tilde{B}_i, \) and \( \tilde{C}_i \) are augmented system matrices, and \( \tilde{\eta}_i = [\eta; e] \) is the augmented process noise. Therefore, each vehicle can now employ a state estimator (e.g., Kalman filter) to estimate the augmented state which contains the original state along with the road information of interest. This is the common practice to estimate the road information parameter based on a single vehicle [9]–[14]. However, such single vehicle-based estimation is inevitably subject to model uncertainty and noisy measurements, which can lead to great errors and large variations.

As such, the goal of this paper is to develop a cloud-based collaborative estimation framework to iteratively refine the estimates by exploiting multiple heterogeneous vehicles. The idea of this framework is to use the cloud as a central platform to crowdsource estimates from the vehicles using Gaussian process regression (we use an enhanced version to explicitly handle GPS uncertainties) and then use the regressed model as pseudo-measurements to in turn enhance the local estimations (see Section III for more details). We next briefly review Kalman filter and Gaussian process regression to place our proposed algorithms in later sections in proper context.

B. Kalman Filter

The celebrated Kalman filter (KF) is a recursive state estimator for linear systems subject to Gaussian noises, leading to optimal state estimates with minimized mean-square error [37]. For the augmented dynamical system represented in (3), at each time step, the KF involves the following two steps: Prediction:

\[
\hat{x}_i(k+1|k) = \tilde{A}_i \hat{x}_i(k|k) + \tilde{B}_i u_i(k),
\]
\[
P_i(k+1|k) = \tilde{A}_i P_i(k|k) \tilde{A}_i^T + Q_i.
\]

Correction:

\[
\Gamma_i(k+1) = P_i(k+1|k) \tilde{C}_i^T \left( \tilde{C}_i P_i(k+1|k) \tilde{C}_i^T + R_i \right)^{-1},
\]
\[
\hat{x}_i(k+1|k+1) = \hat{x}_i(k+1|k) + \Gamma_i(k+1) \left( y_i(k+1) - \hat{C}_i \hat{x}_i(k+1|k) \right),
\]
\[
P_i(k+1|k+1) = [I - \Gamma_i(k+1) \tilde{C}_i] P_i(k+1|k),
\]

where \( \hat{x}_i(k|k) := \mathbb{E}([\tilde{x}_i(k)|Y_i(k)]) \) is the state estimate at time step \( k \) given all past observations until \( k \) with \( Y_i(k) = (y_i(1), \cdots, y_i(k)) \), \( P_i(k+1) := \mathbb{E}(\tilde{x}_i(k) - \hat{x}_i(k)(\tilde{x}_i(k) - \hat{x}_i(k))^T|Y_i(k)) \) is the covariance matrix at time step \( k \), and \( \Gamma_i(k+1) \) is referred to as the Kalman gain at time step \( k+1 \) to correct the estimation based on the measurement-prediction mismatch. Here \( Q_i = \mathbb{E}([\tilde{\eta}_i | \tilde{\eta}_i]) \) and \( R_i = \mathbb{E}([v_i | v_i]) \) denote the process and measurement noise covariances, respectively. With the augmented state estimate, the road information can be recovered as it is a sub-state of \( \hat{x}_i \) and we denote the estimated road information as \( \hat{w}_i(k|k) = \mathbb{E}(w_i(k)|Y_i(k)) \).

C. Gaussian Process

As stated above, the road information of interest can be described by a function of the spatial distance, \( w(s) \), or characterized by its power spectrum density [38]. An alternative description is from the machine learning perspective using the Gaussian process (GP) model [39], i.e., \( w(s) \sim \mathcal{GP}(m(s), K(s, s')) \), where \( m(s) = \mathbb{E}(w(s)) \) is the mean function that can take the form of \( m(s) = \sum_{j=1}^{K} \beta_j \psi_j(s) := \beta^T \psi(s) \). Here \( \psi(.) \) is the vector of \( K \) basis functions (e.g., polynomial functions or Gaussian basis functions), and \( \beta \) is the vector of corresponding linear weights to be trained from data. The kernel function, \( K(s, s') = \text{cov}(w(s), w(s')) \), characterizes the covariance between any two spatial points \( s \) and \( s' \), an example of which is the exponentiated quadratic kernel \( K(s, s') = \sigma^2 \exp\left(-\frac{(s-s')^2}{2l^2}\right) \), where \( \sigma \) and \( l \) are the hyper-parameters representing the standard deviation and the lengthscale, respectively. We denote by \( \Theta \) the set of hyper-parameters from the mean function and the kernel function (e.g., \( \Theta = \{\beta, \sigma, l\} \) for the above example functions). This GP representation of
road information parameter is advantageous as it not only provides an estimated value (i.e., the mean function) but also provides the estimation uncertainties characterized by the kernel function. In this paper, we use GP to crowdsource the estimates from multiple heterogeneous vehicles, which we present next.

III. CLOUD-ASSISTED COLLABORATIVE ROAD INFORMATION DISCOVERY WITH GP

In this section we detail our cloud-based collaborative estimation framework for road information discovery, systematically integrating a GP on the cloud side and an KF on the vehicle side. As illustrated in Fig. 2, in this framework each participating vehicle $i$ receives from cloud a Gaussian process $\mathcal{GP}_{i-1}(m_{i-1}(s), K_{i-1}(s, s'))$ with mean function $m_{i-1}(s)$ and kernel function $K_{i-1}(s, s')$ parameterized by $\Theta_{i-1}$, which was trained on the aggregated data from prior participating vehicles until vehicle $i-1$. The GP characterization of the road condition is advantageous as it describes both the estimate (by the mean) as well as the uncertainty (by the kernel function). The received $\mathcal{GP}_{i-1}(. \cdot | \Theta_{i-1})$ is then utilized as a priori “pseudo-measurement” of the road information parameter, forming an augmented output along with the onboard measurements. More specifically, at each time step $k$, an augmented output is formed as

$$\hat{y}_i(k) = \begin{bmatrix} y_i(k) \mid w_{gp,i-1}(\hat{s}(k)) \end{bmatrix},$$

where $w_{gp,i-1}(\hat{s}(k)) = m_{i-1}(\hat{s}(k))$ is the mean function evaluated at $\hat{s}(k)$ with $\hat{s}(k)$ being the estimated vehicle position (e.g., from GPS) at time step $k$. This augmented output is then incorporated into a local KF estimator, to estimate the augmented state (both vehicle states and road information parameter). In this setting, the output matrix and the measurement noise covariance in KF (Eqn. 4) after incorporating $\mathcal{GP}_{i-1}$ are modified as:

$$\bar{C}_i = \begin{bmatrix} \bar{C}_i & 0 \cdots 0 \end{bmatrix}, \quad \bar{R}_i(k) = \begin{bmatrix} R & 0 \\ 0 & \text{Var}(w_{gp,i-1}(k)) \end{bmatrix},$$

where $w_{gp,i-1}(k)$ is a short notation for $w_{gp,i-1}(\hat{s}(k))$ and is adopted hereafter, and $\text{Var}(w_{gp,i-1}(k))$ denotes the variance of $w_{gp,i-1}(k)$ and can be computed using the GP Kernel function as $\text{Var}(w_{gp,i-1}(k)) = K(\hat{s}(k), \hat{s}(k))$. This essentially uses the cloud GP as a “pseudo-measurement” and we next show that this scheme can enhance the performance of KF by reducing the minimum mean square error (MMSE).

A. GP Pseudo-Measurement for MMSE Reduction

In this subsection, we show that the GP pseudo-measurement strategy described above can improve the performance of KF by reducing the MMSE. In this analysis, we consider the discrete-time dynamic system (1), without subscript $i$ for notational simplicity. The performance of a state estimator can be characterized by the mean square error (MSE) defined as:

$$\text{MSE}\left(\tilde{\mathbf{x}}(k)\right):= \mathbb{E}\{\{\tilde{\mathbf{x}}(k) - \hat{\mathbf{x}}(k)\}^T \{\tilde{\mathbf{x}}(k) - \hat{\mathbf{x}}(k)\},$$

where $\hat{\mathbf{x}}(k)$ is the estimate from a state estimator and $\tilde{\mathbf{x}}(k)$ is the true state. It is shown in [37] that assuming Gaussian process noise and measurement noise, the Kalman filter in Eqns. 4-4 is optimal in the sense that it achieves the minimum MSE (MMSE), that is,

$$\text{MSE}_{KF}\left(\tilde{\mathbf{x}}(k)\right) = \text{MMSE} = tr\{P(k|k)\},$$

where $P(k|k)$ is the state estimate covariance defined in (4).

Let $S_1$ denote the original sensor configuration with $r$ onboard measurements, corresponding to the measurement matrix $\bar{C}$ in (3), and let $S_2$ denote the sensor configuration using the GP as an additional pseudo-measurement, totaling $r+1$ measurements and corresponding to the $\bar{C}$ in (7). Note that one can perform a change-of-state transformation such that the $\bar{C}$ matrix can be transformed to $\bar{C}_r$, which is a rank-$r$ matrix with $r$ rows (corresponding to $r$ measurements) and each row of $\bar{C}_r$ has exact one element equal to 1 and others are all 0 [40]. The following proposition summarizes the benefits of the GP pseudo-measurement.

**Proposition 1:** Consider the sensor configurations $S_1$ and $S_2$ defined above, with output matrices $\bar{C}_r$ and $\bar{C}_{r+1}$:

$$\bar{C}_{r+1} = \begin{bmatrix} \bar{C}_r \\ l \end{bmatrix}, \quad l = [0 \ 0 \cdots \ 0 \ 1] \in \mathbb{R}^{1 \times n},$$

respectively. In addition, assume the process noise $\eta$ and measurement noise $v$ in (3) are Gaussian with $\mathbb{E}\{vv^T\} = \sigma_v^2 I$ and $\mathbb{E}\{\eta\eta^T\} = \sigma_\eta^2 I$. Then

$$\text{MMSE}(\hat{\mathbf{x}}(k')) > \text{MMSE}(\hat{\mathbf{x}}_{r+1}(k')),$$

where $\hat{\mathbf{x}}(k')$ and $\hat{\mathbf{x}}_{r+1}(k')$ are, respectively, the KF estimates with sensor sets $S_1$ and $S_2$ at time step $k'$, $k' \in [0, k]$.

**Proof:** Following the notations in [40], for the $S_1$ sensor configuration Eqn. 3 implies that

$$y_{1:k} = \mathbf{O}_k \mathbf{z}_{k-1} + v_{1:k},$$

where the subscript $1:k$ denotes the vector concatenation from step 1 to step $k$, $\mathbf{z}_{k-1} = [\mathbf{x}_0, \eta_{1:k-1}]$, $\mathbf{O}_k = [\bar{C}_0; \bar{C}_L_1; \cdots; \bar{C}_L_k]$, and

$$L_i = \begin{bmatrix} I_{n \times n} & 0_{n \times n} \\ \tilde{A}^i & \tilde{A}^i \cdots \tilde{A}^i & I_{n \times n} \end{bmatrix} \quad \text{for } i = 0,$$

$$\text{for } i = 1, 2, \ldots, k.$$
Let’s denote the covariance matrix of $\hat{z}_{k-1,r}$ with the first sensor configuration as $\Sigma_{z_{k-1,r}} = E \{ (\hat{z}_{k-1} - \hat{z}_{k-1,r}) (\hat{z}_{k-1} - \hat{z}_{k-1,r})^T \}$. From the maximum-likelihood principle [41] and Eqn. 12, it follows that

$$\Sigma_{z_{k-1,r}} = \sigma_y^2 I - \sigma_y^2 \bar{O}^T_{K,r} \sigma_y^2 \bar{O}_{K,r} + \sigma_u^2 \sigma_y^2 \bar{O}_{K,r},$$

where the second line is from the Woodbury matrix identity [42]. Also Eqn. 10 implies that

$$\bar{C}_{r+1} = \bar{C}_r + I^T \sigma_y^2 \bar{C}_r,$$

from which and the fact that $rank(L_0) = rank(L_1) = \cdots = rank(L_k) = n$, according to Proposition 8.1.2 of [42], it follows that

$$O_{K,r+1} = \left[ L_0^T \bar{C}_r^T \cdots L_k^T \bar{C}_r^T \right] \bar{C}_r L_0 \cdots \bar{C}_r L_k.$$  

With the non-negativity of $\sigma_y$ and $\sigma_u$, (16) implies that

$$\sigma_y^2 I + \sigma_u^2 O_{K,r+1}^T O_{K,r+1} > \sigma_y^2 I + \sigma_u^2 O_{K,r}^T O_{K,r},$$

or equivalently,

$$(\sigma_y^2 I + \sigma_u^2 O_{K,r+1}^T O_{K,r+1})^{-1} = (\sigma_y^2 I + \sigma_u^2 O_{K,r}^T O_{K,r})^{-1},$$

which shows that $\Sigma_{z_{k-1,r}} > \Sigma_{z_{k-1,r+1}}$ according to (14). Recall that $\hat{\mathbf{x}}(k') = L_k \hat{\mathbf{z}}_{k-1}$ for any $k' \in \{0, k\}$ and that $\text{MMSE}(\hat{\mathbf{x}}(k')) = tr(L_k^T \Sigma_{z_{k-1,r} L_k^T})$. Therefore, $\text{MMSE}(\hat{\mathbf{x}}(k')) > \text{MMSE}(\hat{\mathbf{z}}_{k+1}(k'))$ holds (see the trace inequality in [42] Corollary 8.4.10), which completes the proof.

B. Fixed Interval Smoothing

As the cloud-based crowdsourcing does not require real-time data uploading, if onboard memory permits, one can further improve the estimation performance through smoothing [41]. More specifically, consider a road segment that has been estimated by vehicle $i$ using the pseudo-measurement augmented KF discussed above and assume that the estimates and the covariances are recorded onboard, the following smoothing step can be performed:

**Smoothing:**

$$H_i(k) \triangleq P_i(k|k) \bar{A}_i^T P_i^{-1}(k+1)$$

$$\hat{\mathbf{x}}_i(k|T_f) = \hat{\mathbf{x}}_i(k|k) + H_i(k)[\hat{\mathbf{x}}_i(k+1|T_f) - \hat{\mathbf{x}}_i(k+1|k)],$$

where $T_f$ is the total number of estimation steps for the considered road segment. This specific way of smoothing is called fixed-interval smoothing [41] and it is essentially a backward KF to make corrections on earlier estimates by incorporating later measurements. This strategy can generally improve the estimation performance [43] and is thus adopted in our framework.

C. Cloud-Based Crowdsourcing With GP

With smoothed states from vehicle $i$, the road estimates along with the synchronized vehicle location is $(\hat{s}_i, \hat{\mathbf{w}}_i, i) := \{ \hat{s}(k), \hat{\omega}_i(k|T_f) \}_{f=1}^{T_f}$, where $\hat{s}(k)$ is the estimated/measured vehicle position at time step $k$ and $T_f$ again is the total number of estimation steps for the considered road segment. Gathering all the collected estimates up to vehicle $i$, a Gaussian process is trained on the cloud to crowdsource the collected data, $D_i = \{ (\hat{s}_1, \hat{\mathbf{w}}_{i1}), (\hat{s}_2, \hat{\mathbf{w}}_{i2}), \ldots , (\hat{s}_i, \hat{\mathbf{w}}_{ii}) \}$, which is used to update the GP hyper-parameters defined in Section II-C using e.g., maximum likelihood learning:

$$\hat{\Theta}_i = \arg \max \text{Prob}(\hat{\mathbf{w}}_{i1}(\hat{s}_1), \hat{\mathbf{w}}_{i2}(\hat{s}_2), \ldots , \hat{\mathbf{w}}_{ii}(\hat{s}_i)) | \hat{s}_1, \hat{s}_2, \ldots , \hat{s}_i, \Theta).$$

In this regard, one can stack the training data from multiple vehicles by stacking them as $\hat{\mathbf{S}} = [\hat{s}_1, \hat{s}_2, \ldots , \hat{s}_i]$ and $\hat{\mathbf{W}} = [\hat{\mathbf{w}}_{i1}, \hat{\mathbf{w}}_{i2}, \ldots , \hat{\mathbf{w}}_{ii}]$ respectively. The objective is to approximate the spatial road information distribution as nonlinear mapping:

$$w = f(s) + \epsilon_w,$$  

with additive white Gaussian noise $\epsilon_w \sim N(0, \sigma_w^2)$. For the GP prior, it follows that the output data is a related normal distribution

$$\hat{\mathbf{W}} \sim N(0, \Sigma_{\mathbf{W}} \sigma_w^2 I),$$

where $\Sigma_{\mathbf{W}}$ is the covariance matrix for input data. With the tuned hyperparameters of the kernel and mean function one can make predictions by posterior inference conditional on observed data $D_i$. Using these information, the predictive equations for the $i$’th GP regression at points $s_i$ follow as

$$w_{gp,i} = \mathbb{E}[w_i|\hat{\mathbf{S}}, \hat{\mathbf{W}}, s_i] = \mathbb{K}(s_i, \mathbf{s}) \Sigma_{\mathbf{W}}^{-1} \Sigma_{w}^{-1} \hat{\mathbf{W}},$$

$$\text{Cov}(w_{gp,i}) = \mathbb{K}(s_i, s_i) - \mathbb{K}(s_i, \hat{s}) \Sigma_{\mathbf{W}}^{-1} \mathbb{K}(\hat{s}, \hat{s}) + \sigma_w^{-2} I^{-1} \mathbb{W},$$

The updated GP with hyper-parameters $\hat{\Theta}_i$, $\mathbb{G}P_i(\cdot, \cdot; \hat{\Theta}_i)$, is then sent to the next participating vehicle $i + 1$ to enhance its estimate as described in Section III-A. The process is then repeated.

D. Noisy-Input GP to Handle GPS Uncertainty

In practice, the position estimate $\hat{s}_i$ is usually corrupted with nonnegligible noises as the Global Positioning System (GPS) used in everyday vehicles has limited resolution. Hence, the standard GP regression discussed above, which does not account for noisy inputs, will inevitably increase the prediction variance. To obviate this issue, we explicitly incorporate the GPS uncertainty and employ a Noisy Input Gaussian Process or NIGP regression [31] to enhance the performance. The method follows from the idea that the influence of the input noise is proportional to the gradient of the input-output mapping. Specifically, for each training point, we fit a local linear model to the GP posterior mean; the output can then be referred to by the input noise variance, which is
where $\epsilon_3 \sim \mathcal{N}(0, \sigma_3^2)$, and the output can be thus represented as
\[
\hat{s} = s + \epsilon_3, \tag{25}
\]
where $\epsilon_3 \sim \mathcal{N}(0, \sigma_3^2)$, and the output can be thus represented as
\[
\omega = f(s + \epsilon_3) + \epsilon_w. \tag{26}
\]
Following [31], one can approximate the input-output relationship using the first-order Taylor expansion as:
\[
\omega \approx f(s) + \epsilon_3 f'(s) + \epsilon_w, \tag{27}
\]
where $\omega'(s) = \frac{df}{ds}$. Eqn. 27 shows that the contribution of the input noise to the output noise is approximately proportional to the function gradient evaluated at the input, which results in a prior observation distribution as:
\[
\omega \sim \mathcal{N}(0, \sigma_3^2 + (\omega'(s)\sigma_3)^2). \tag{28}
\]
In addition, the GP prediction can then be calculated as:
\[
w_{\text{NIGP}, i} = \mathbb{E}[w_s(\hat{S}, \hat{W}, s)] = \mathcal{K}(s_i, \hat{S})(\mathcal{K}(\hat{S}, \hat{S}) + \sigma_w^2 I)\text{cov}(w_{\text{NIGP}, i}) = \mathcal{K}(s_i, s) - \mathcal{K}(s, \hat{S}) \times \mathcal{K}(\hat{S}, \hat{S}) + \sigma_w^2 I + (\omega'(s)\sigma_3)^2 I)^{-1}\mathcal{K}(\hat{S}, s), \tag{29}
\]
The input data noises are thus treated deterministically with a corrective term, $(\omega'(s)\sigma_3)^2 I$, added to the output noise. In addition, one extra hyperparameter is added to the hyperparameter set, i.e. $\sigma_3$, which characterizes the GPS uncertainty. More details on how the NIGP model is used for training and prediction can be found in [31]. We show in Section IV that, as compared to the standard GP, the NIGP approach can reduce estimation variance.

**Remark 1:** The proposed cloud-assisted collaborative estimation framework has the following advantages. First, it works for a fleet of heterogeneous vehicles as the framework has no requirement in vehicle homogeneity; each vehicle exploits its own model for local estimation. Second, the GP-based “pseudo-measurement” scheme is guaranteed to enhance the local onboard estimation performance as shown in Proposition 1 (Section III-A). Third, as only information regarding road estimate is sent to the cloud, privacy-sensitive information such as vehicle states are inherently protected. The proposed collaborative estimation paradigm combines the local measurements from individual/heterogeneous vehicles equipped with sensors of limited accuracy to achieve iteratively enhanced estimation performance (see results in later sections) and can explicitly deal with GPS uncertainties, making it practically appealing.

**IV. APPLICATION TO ROAD PROFILE ESTIMATION**

In this section, we apply the cloud-assisted collaborative estimation framework to an important yet challenging application: road profile estimation, the exploitation of which has recently received significant interests in vehicle controls to improve safety and comfort [32]–[34]. Specifically, a road profile characterizes the detailed road elevation and can be characterized by $w(s)$, a function of the spatial distance as in Fig. 1. We demonstrate the efficacy of the proposed framework in the application of road profile estimation on both simulations and hardware-in-the-loop experiments.

**A. System Dynamics**

A quarter-car suspension model, as illustrated in Fig. 3, is adopted here to characterize the vehicle-road interaction, and the general system dynamics in (1) now takes the following specific form (we drop the index $i$ here to simplify the notation):
\[
\begin{align*}
\dot{x}_1 &= x_2, \\
\dot{x}_2 &= \frac{1}{M_s}(-k_s x_1 - c x_2 + k_s x_3 + c x_4), \\
\dot{x}_3 &= x_4, \\
\dot{x}_4 &= \frac{1}{M_{ms}}(k_s x_1 + c x_2 - (k_s + k_l)x_3 - c x_4 + k_l w), \\
y_1 &= x_1, \\
y_2 &= x_1 - x_3, \tag{31}
\end{align*}
\]
where $x_1$, $x_2$, $x_3$, and $x_4$ represent the sprung mass displacement, sprung mass velocity, unsprung mass displacement, and sprung mass velocity, respectively. Here $w \in \mathbb{R}$ is the road profile to be estimated, which can be modeled as the output of a low-pass filter driven by a white Gaussian noise with unit intensity. The low-pass filter transfer function is chosen as [36]:
\[
G(s) = \frac{\sqrt{2\pi} G_r V}{s + w_0}, \tag{32}
\]
where $G_r$ is the road-roughness coefficient, $V$ is the vehicle’s speed, and $w_0$ is the cut-off frequency. Alternatively, the low-pass filter can be written into a state-space form as $\dot{w}(t) = aw(t) + be(t)$, where $a = -w_0$, $b = \sqrt{2\pi} G_r V$, and $e$ is a white Gaussian noise with unit intensity.

**Remark 2:** Note that based on the road profile model (32), the impact to the vehicle vertical dynamics due to the road disturbance is a function of vehicle speed (proportional to the square root of the speed). As vehicles may have different travel speed, from (32) one can use the scaling factor $\sqrt{\frac{V}{w_0}}$ to...
scale the local estimate to train the cloud-based GP. Similar speed-based scaling can be performed when downloading GP as pseudo-measurements for local estimation. Essentially, we train a cloud-based GP based on the road profile from a nominal speed (e.g., speed limit) and then scale it based on the actual vehicle speed. Alternatively, we can train several GPs for different speed ranges, e.g., 40-50mph, 50-60mph, etc. Based on the vehicle speed, we can then integrate the local estimation with an appropriate GP based on the travel speed.

By augmenting the road profile to as an additional state, i.e., \( \mathbf{x} = [x_1; x_2; x_3; x_4; u] \), and discretizing the system with an appropriate sampling time we obtain the discrete time state-space equations in the form as Eqn. 3, which can now be used in the cloud-assisted collaborative estimation algorithm described in Section III. Those steps are summarized in Procedure 1. In the following subsections, we will show in simulations and experiments the efficacy of the developed framework.

B. Simulation Setup

In this section, simulation results for the proposed collaborative estimation framework are presented. Specifically, we consider \( N = 10 \) heterogeneous vehicles with different model parameters. The parameters used corresponding to Eqn. 31 for each vehicle \( i = 1, \ldots, N \) are as Table I.

![Procedure Cloud-Based Collaborative Road Profile Estimation Framework](image)

Two sensors, including sprung mass displacement and suspension deflection, are used, which corresponds to the following \( C \) matrix:

\[
C = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
1 & 0 & -1 & 0 & 0 \\
\end{bmatrix}
\]

We consider a road segment of about 40-meters long, corresponding to a time span of 1.5 seconds with sampling time of \( T_s = 0.01 \text{s} \), which results in a total of 151 estimation points for each KF. The default GPS noise is chosen as \( \sigma_s = 0.2 \). The measurement noise \( \sigma_l \) for each vehicle is generated in a way that the signal-to-noise (SNR) ratios are between 10 and 20, indicating relatively noisy sensors. Also we add model uncertainties such as process and measurement noises that are unknown to the KF. For the smoothing step, since the fixed interval smoothing incur higher computational cost as the number of estimated points and their dimension increase, we use a fixed-lag smoother type instead \([41]\), i.e., we condition the estimated states at each time step \( k \) on all the measurements up to time \( L + k \) where \( L \) is a fixed constant. As a result, we use \( \hat{w}_i(k|k + L) = \mathbb{E}[w_i(k)|y_i(k + L)] \) for GP learning on the cloud. With \( L \) being reasonably large, this fixed-interval strategy typically causes little performance degradation \([41]\), which is advantages for automotive applications with limited onboard resources.

For the cloud-based NIGP, the initial prior is defined as a zero mean function with exponentiated quadratic kernel defined in Section II-C. For the NIGP regression, there are several possible approaches to calculate Eqns. 23 and 24. The first approach is that, for the \( i \)th NIGP we use all the received data up to vehicle number \( i \) for training and then infer the posterior given all the collected data. Another approach is to similarly collect all the data up to vehicle \( i \) but use a sparsity approximation \([44]\) instead. Furthermore, one can adopt a recursive update scheme (see e.g., \([45]\)) where for the new arriving data the NIGP reuses past estimates for efficient updates. While data and computation efficient, this method can sometimes lead to performance degradation. In this study, we use the first approach as it is straightforward to implement and the data size in our study is manageable since the number of considered vehicles is relatively small.

C. Simulation Results

1) Onboard Estimation Performance: Figs. 4-6 summarize the performance of the proposed augmented KF when exploiting the latest NIGP fit as pseudo-measurements. In particular, Fig. 4 shows the root mean squared error (RMSE) between the actual road and each vehicle’s estimation with onboard KF that uses NIGP pseudo-measurement, as well as its comparison with two benchmark settings. In the first one, only onboard sensor measurements are used without exploiting the GP pseudo-measurements. The second benchmark is the implementation of the approach presented in \([46]\) which is an UKF method. We also include the performance when each vehicle uses a more simplified type of pseudo-measurements: incorporating the prior vehicle’s KF estimation as an additional measurement (KFs with KF ps-m in Fig. 4).

It can be seen in Fig. 4 that for vehicles that only use onboard measurements the RMSEs randomly fluctuate due to the randomness in sensor measurements. On the other hand, employing the pseudo-measurement from the immediately preceding vehicles can greatly enhance the performance and show iterative improvement. Finally, the use of NIGP pseudo-measurement achieves the best performance as

| \( M_{a.i} \) (kg) | \( M_{a.p} \) (kg) | \( k_l \) (kN/m) | \( c \) (Ns/m) |
|------------------|------------------|------------------|------------------|
| 300 \times 10^3   | 60               | 190              | 1000             |
| 16 \times 10^3    | \( a \)          | \( b \)          | \( L \)          |
| 0.01             | 0.0328           | 25              |
The crowdsourced NIGP provides more stable and reliable pseudo-measurements as compared to the use of KF from a preceding vehicle. Fig. 5 shows the iterative improvement on the onboard measurements when using the NIGP pseudo-measurement scheme, where the first vehicle doesn’t use any pseudo-measurement. It clearly demonstrates that the pseudo-measurement strategy can iteratively enhance onboard performance. Finally, to better show the impact of measurement noise and the capability of handling large disturbances, we performed analysis of estimation results under different SNR levels, the results of which are summarized in Figure 6. It can be seen that our collaborative estimation scheme is able to utilize noisy measurements from multiple heterogeneous vehicles and iteratively refine the estimation performance. This shows the practical viability of our framework as the existing sensors in everyday vehicles are generally noisy.

2) **Cloud NIGP Performance:** The performances of cloud-based GP are summarized in Figs. 7-8. It is clear in Fig. 7 that the NIGP trained only on the first vehicle’s data produces a model with poor road characterization while with the data from all ten vehicles, the road profile is well captured by the GP with much reduced variance. Fig. 8 (a) shows the RMSE comparison among the NIGP regression, standard GP regression, and a benchmark case where the KF estimations are fused through simple averaging. It can be seen that the GP and NIGP both significantly outperform the averaging benchmark. While GP and NIGP result in similar RMSE, a clear difference in variance is shown in Fig. 8 (b), that is, NIGP produces estimates with reduced uncertainty. This is because

![Fig. 4. Comparison of different onboard KF estimation schemes in RMSE.](image)

![Fig. 5. Comparison of the resultant onboard estimation for the first, fifth, and last vehicle with the proposed framework to show the iterative onboard estimation improvement.](image)

![Fig. 6. The estimation performance under different signal-to-noise levels. It can be seen that the proposed framework can iteratively improve estimation performance despite noisy measurements.](image)

![Fig. 7. NIGP regression in the cloud with one vehicle vs. with ten vehicles.](image)

![Fig. 8. (a): RMSE comparison of NIGP, GP and averaged KF. (b): Comparison of NIGP and GP fit with data from all ten vehicles. Only one mean function is plotted as the mean functions are almost identical in GP and NIGP.](image)
NIGP regression explicitly accounts for the input noise that effectively reduces the variance. In fact, the estimated variance after the last regression is \( \hat{\sigma}_s = 0.211 \), which is very close to the actual value of 0.2.

D. Hardware-in-the-Loop Experiments

We further implement our collaborative estimation framework on the Quanser Active Suspension (AS) platform (see Fig. 9) to perform hardware-in-the-loop experiments. The suspension station resembles a quarter car in a smaller scale, and it is equipped with an actuator that can be used for active suspension controls. In this study, we keep it passive (i.e., with zero controls) for the purpose of road profile estimation, which leads to the same dynamics as (31).

The suspension station is equipped with encoders to measure the sprung mass displacement and suspension displacement in agreement with the \( C \) matrix used in the simulation section.

We first used the model parameters listed in the Quanser User Manual but the obtained model was fairly inaccurate (maybe due to wear-and-tear). As such, we fine-tuned the model parameters using the Matlab Parameter Identification toolbox, and the identified parameters for the first experimental setup are included in Table II. In addition, the low-pass filter in Eqn. 32 with \( a = -5 \) and \( b = 0.0134 \) is used to best fit the system setup. For the experimental test we considered 10 different sets of parameters to simulate 10 heterogeneous vehicles. Since it is difficult to change the damping and stiffness of the suspension station, we used extra masses attached to the sprung mass to change the dynamics of the suspension station. Specifically, the sprung masses representing each vehicle is chosen as

\[
M_{s,i} = M_{s,1} + (i - 1) \times 0.1 \text{ kg}, \quad i = 1, \ldots, 10.
\]

For each experiment setup we have re-identified the parameters for different \( M_{s,i} \)'s which the results are not included here. Then for each set of sprung mass we performed the cloud-assisted collaborative estimation as in the simulation section to mimic the collaborative estimation with multiple vehicles. For the first run, the actual measurements from the suspension station and the model output is compared in Fig. 10, which shows decent performance but still some mismatch between the identified model and the actual plant.

For each run, the experiment is carried out for 4.5 seconds with a sampling time of \( T_s = 0.03 \text{ second} \). We assume that all vehicles pass the road segment with the same speed. The position uncertainty variance is also chosen as \( \sigma_s = 0.2 \), the same as the one used in the simulation studies.

1) Onboard Estimation Performance: Fig. 11 summarizes the onboard KF estimation performance for the considered experimental setup. As expected, onboard KFs with GP pseudo-measurements perform better as compared to the case without pseudo-measurements. Also, as seen before, the RMSE decreases after each run, partly due to the improved accuracy of the pseudo-measurements after each NIGP regression. The results also confirm that the effective performance of the framework under heterogeneous vehicles and moderate model uncertainties.

2) Cloud NIGP Performance: Figs. 12-13 summarize the experimental results on the cloud-based NIGP regression. It can be seen from the top figure in Fig. 12 that the first NIGP mean function is not accurate and the variance is large. With more runs, the mean function becomes closer to the actual road and the uncertainty reduces, where the final estimate after 10 runs is shown in the bottom figure of Fig. 12. Similar to the results from the simulation study, Fig. 13 (a) shows the RMSE comparison among standard GP, NIGP, and a simple average of all KF estimates. It can be seen that the GP variants have similar performance, both significantly outperforming...
the simple averaging scheme. However, reduced variance is achieved with NIGP, which is shown in Fig. 13 (b).

V. CONCLUSION

In this paper, a novel cloud-based collaborative road information discovery framework using multiple heterogeneous vehicles was developed. Gaussian process was used to crowdsource individual estimates, which was then used as pseudo-measurements for future vehicles to enhance its local measurements. We show that this pseudo-measurement strategy was able to greatly enhance the local estimation performance. The enhanced local estimation was then uploaded to the cloud to update the Gaussian process estimation. A noisy-input Gaussian Process method was exploited to explicitly account for GPS uncertainties, which was able to reduce the variance. Extensive simulations and experiments on the application of road profile estimation were performed to show the efficacy of our framework. Future work will focus on developing more data-efficient Gaussian processes, i.e., without uploading a full set of points for each segment.
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