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Abstract

We prove structure theorems for measures on the discrete cube and on Gaussian space, which provide sufficient conditions for mean-field behavior. These conditions rely on a new notion of complexity for such measures, namely the Gaussian-width of the gradient of the log-density. On the cube \( \{-1, 1\}^n \), we show that a measure \( \nu \) which exhibits low complexity can be written as a mixture of measures \( \{\nu_\theta\}_{\theta \in \mathcal{I}} \) such that: i. for each \( \theta \), the measure \( \nu_\theta \) is a small perturbation of \( \nu \) such that \( \log \frac{d\nu_\theta}{d\nu} \) is a linear function whose gradient is small and, ii. \( \nu_\theta \) is close to some product measure, in Wasserstein distance, for most \( \theta \). Thus, our framework can be used to study the behavior of low-complexity measures beyond approximation of the partition function, showing that those measures are roughly mixtures of product measures whose entropy is close to that of the original measure. In particular, as a corollary of our theorems, we derive a bound for the naive mean-field approximation of the log-partition function which improves the nonlinear large deviation framework of Chatterjee and Dembo [2016] in several ways: 1. It does not require any bounds on second derivatives. 2. The covering number is replaced by the weaker notion of Gaussian-width. 3. We obtain stronger asymptotics with respect to the dimension. Two other corollaries are decomposition theorems for exponential random graphs and large-degree Ising models. In the Gaussian case, we show that measures of low-complexity exhibit an almost-tight reverse Log-Sobolev inequality.
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1 Introduction

Let \( \mu \) be a measure on the discrete hypercube \( C_n = \{-1, 1\}^n \). In this work, we are interested in the following question: Under what natural conditions does this measure admit an approximate decomposition into a mixture of product measures most of which having roughly the same entropy as the measure \( \mu \)? This form of simplicity is a strong manifestation of what is referred to in the statistical mechanics literature as mean-field behavior.

Our main theorem provides a sufficient condition for such behavior, using a new notion of complexity, namely Gaussian-width gradient complexity. We say that a measure has low-complexity if one has nontrivial bounds on the Gaussian width of the gradient of its log-density (this is made rigorous and quantitative below). Our definition is inspired by Chatterjee and Dembo [2016], where covering numbers are considered.

Our main theorem (Theorem 3 below) shows that for a measure \( \mu \) on \( C_n \) with log-Lipschitz density, a low-complexity condition implies the existence of an approximate decomposition into product measures as described above. Additionally, these measures can be written as small tilts of the original measure, namely, they can be attained by applying a change of density with respect to some log-linear function whose gradient is small.

Perhaps the most studied manifestation of mean field behavior is the approximation of the partition function, up to first order, via a product measure. More precisely, defining \( C_n = \{-1, 1\}^n \) equipped with the uniform measure \( \mu \), the Gibbs variational principle states that

\[
\log \int e^f d\mu = \sup_{\nu} \left( \int f d\nu - D_{\text{KL}}(\nu \| \mu) \right)
\]

where the supremum is taken over all probability measures \( \nu \) on \( C_n \) and \( D_{\text{KL}} \) denotes the Kullback-Leibler divergence (defined below). The naive mean-field approximation is said to hold true when the supremum is approximately saturated by the class of product measures.

Suppose that the quantity \( \log \int e^f d\mu \) is of order \( O(n) \). One is often interested in cases where the approximation holds in first order, hence, the above inequality is saturated by product measures up to an error of \( o(n) \). This sort of approximation corresponds to the case that the function \( f \) is correlated with a linear function in a region whose measure is at least \( \exp(-o(n)) \).

The main theorem of Chatterjee and Dembo [2016] gives a sufficient condition for such an approximation to hold true. Our work takes another step, giving sufficient conditions for \( f \) to
be correlated with a (relatively small) family of linear functions \textit{almost-everywhere}. In physical terms, whereas the approximation for the partition function is equivalent to the existence of a single pure-state of non-negligible probability, our result gives a decomposition of the entire measure into pure states. As shown in an example below, replacing the unique product measure by a family thereof is necessary.

Our structure theorem applies to several settings, including subgraph-counting functions in random graphs, density of arithmetic progressions, mean-field Ising and Potts models and exponential random graphs (see below for background and references). A central corollary of the above-mentioned estimate for the partition function is a general framework deriving large deviation principles for nonlinear functions of Bernoulli random variables (Theorem 5 below) which extends the one in Chatterjee and Dembo [2016] and improves the bounds in the examples considered there. Our framework provides a seemingly cleaner theorem which, in particular, does not require any assumptions on second derivatives.

A central example where the large deviations framework comes in handy is in the derivation of a large deviation principle for nonlinear functions of Bernoulli random variables (Theorem 5 below) which extends the one in Chatterjee and Dembo [2016] and improves the bounds in the examples considered there. Our framework provides a seemingly cleaner theorem which, in particular, does not require any assumptions on second derivatives.

A central example where the large deviations framework comes in handy is in the derivation of a large deviation principle for nonlinear functions of Bernoulli random variables (Theorem 5 below) which extends the one in Chatterjee and Dembo [2016] and improves the bounds in the examples considered there. Our framework provides a seemingly cleaner theorem which, in particular, does not require any assumptions on second derivatives.

In a subsequent work, Eldan and Gross [2017a], our methods are used to derive a theorem showing that these product measures are close to critical points of the associated mean-field functional, giving a more precise characterization of the mixture.

1.1 Main structure theorems

To formulate our results, let us start with some definitions. Consider the discrete cube \( C_n = \{-1, 1\}^n \) equipped with the uniform probability measure \( \mu \). First, we would like to define a notion of complexity of a function \( f : C_n \rightarrow \mathbb{R} \). To this end, we first define the \textit{Gaussian-width} of a set \( K \subset \mathbb{R}^n \) as

\[
GW(K) = \mathbb{E} \left[ \sup_{x \in K} \langle x, \Gamma \rangle \right]
\]

where \( \Gamma \sim N(0, \text{Id}) \) is a standard Gaussian random vector in \( \mathbb{R}^n \). Next, for a function \( f : C_n \rightarrow \mathbb{R} \) and a point \( y = (y_1, \ldots, y_n) \in C_n \) and \( i \in [n] \), we write

\[
\partial_i f(y) = \frac{1}{2} \left( f(y_1, \ldots, y_{i-1}, 1, y_{i+1}, \ldots, y_n) - f(y_1, \ldots, y_{i-1}, -1, y_{i+1}, \ldots, y_n) \right)
\]

and define the discrete gradient of \( f \) as

\[
\nabla f(y) = (\partial_1 f(y), \ldots, \partial_n f(y)).
\]  

we will also define

\[
\text{Lip}(f) = \max_{i \in [n], y \in C_n} |\partial_i f(y)|,
\]
the discrete Lipschitz constant of $f$.

Finally, for a function $f : \mathcal{C}_n \to \mathbb{R}$, the gradient-complexity of $f$ will be defined as

$$\mathcal{D}(f) := \mathbf{GW} (\{\nabla f(y) : y \in \mathcal{C}_n\} \cup \{0\})$$

and for a measure $\nu$ on $\mathcal{C}_n$, by slight abuse of notation, we define its complexity as

$$\mathcal{D}(\nu) := \mathcal{D} \left( \log \frac{d\nu}{d\mu} \right).$$

**Remark 1.** In the following, the main regime which is of interest to us is functions $f$ which takes values of order $O(n)$ and whose Lipschitz constant is $\text{Lip}(f) = O(1)$. It is clear that such functions trivially have complexity at most $O(n)$. The functions for which our results will be nontrivial are the ones whose complexity is $o(n)$.

For two measures $\nu_1, \nu_2$ on $\mathcal{C}_n$ we define the Wasserstein mass-transportation distance between $\nu_1, \nu_2$ as

$$W_1(\nu_1, \nu_2) = \inf_{(X, Y) \text{ s.t. } X \sim \nu_1, Y \sim \nu_2} \mathbb{E}d_H(X, Y)$$

where $d_H$ denotes the Hamming distance. We say that a measure $\xi$ on $\mathcal{C}_n$ is a product measure if $X_1, \ldots, X_n$ are independent where $(X_1, \ldots, X_n) \sim \xi$.

Roughly speaking, our first result states that if $\nu$ is a measure of low complexity then there exists another measure $\tilde{\nu}$ whose log-density is close to that of $\nu$ in $L_\infty$ and such that its $W_1$-distance to some product measure $\xi$ is small.

**Theorem 1.** Let $\nu$ be a probability measure on the discrete cube $\mathcal{C}_n$. Then for every $\varepsilon \in (0, 1/16)$, there exists a probability measure $\tilde{\nu}$ such that if we define the functions $f, \tilde{f}$ by the equations $\frac{d\nu}{d\mu} = e^f$ and $\frac{d\tilde{\nu}}{d\mu} = e^{\tilde{f}}$ then we have

$$|f(y) - \tilde{f}(y)| \leq \varepsilon n, \quad \forall y \in \mathcal{C}_n$$

and for the unique product measure $\xi$ on $\mathcal{C}_n$ satisfying $\int y d\xi(y) = \int y d\tilde{\nu}(y)$, one has that

$$W_1(\tilde{\nu}, \xi) \leq 2^7 \sqrt{\frac{n \mathcal{D}(\nu)}{\varepsilon}} + 4 n e^{-\frac{1}{16\varepsilon}}.$$

Furthermore, there exists a set $I \subseteq [n]$ with $|I| \geq n - 2 n e^{-\frac{1}{16\varepsilon}}$ such that the following holds. For a measure $\rho$ on $\mathcal{C}_n$, denote by $\pi_I(\rho)$ the marginal law of $\rho$ on the subset $I$. Let $\xi' := \pi_I(\xi) \times \pi_{[n] \setminus I}(\tilde{\nu})$. Then one has

$$W_1(\tilde{\nu}, \xi') \leq 2^6 \sqrt{\frac{n \mathcal{D}(\nu)}{\varepsilon}}.$$

**Remark 2.** It is important to emphasize that the function $\tilde{f}$ provided by the above theorem is by no means unique. For the sake of intuition, a good example to consider is when $f(y) = -\beta T(G)$, where $T(G)$ is the number of triangles in the $N$-vertex graph whose edge set is defined by the point $y \in \mathcal{C}_n$, $n = \binom{N}{2}$ and $\beta = 1/N$. In this case, one expects the measure $\nu$ to be (in a rough sense) close to a distribution on approximately-bipartite graphs. It is clear by symmetry that this distribution is invariant under permutations of the vertices. The choice of the function $\tilde{f}$ in the above theorem should then correspond to the choice of the partition, under which the edges should be approximately independent. Note that the entropy associated to the choice of this partition is of the order $N$, which is significantly smaller than the entropy we expect to have left after that choice, which is of order $n$.
Next, we would like to formulate an easy corollary to the above, which will be useful in the context of large deviation theory. For two probability measures \( \nu_1, \nu_2 \) on \( \mathcal{C}_n \), we define the Kullback-Leibler divergence of \( \nu_1 \) with respect to \( \nu_2 \) as
\[
D_{\text{KL}}(\nu_1 \parallel \nu_2) = \int \log \left( \frac{d\nu_1}{d\nu_2}(y) \right) d\nu_2(y).
\]
The corollary is analogous to [Chatterjee and Dembo, 2016, Theorem 1.6]. It reads:

**Corollary 2.** For every \( f : \mathcal{C}_n \to \mathbb{R} \), there exists a product probability measure \( \xi \) on \( \mathcal{C}_n \) which satisfies
\[
\log \int_{\mathcal{C}_n} e^f d\mu \leq \int f d\xi - D_{\text{KL}}(\xi \parallel \mu) + 64 \text{Lip}(f)^{2/3} D(f)^{1/3} n^{2/3}.
\]

**Remark 3.** One can strengthen the above Corollary in the sense that \( \text{Lip}(f) \) can be replaced by a weaker notion of continuity. An inspection of the proof reveals that for any monotone, bounded and continuous function \( \varphi : [0, 1] \to [0, \infty) \) with \( \varphi(0) = 0 \), the following is true: Under the assumption \( D(f) = o(n) \), one gets a nontrivial mean-field approximation and as long as \( f \) attains property that for all \( x, y \in \mathcal{C}_n \), one has \( |f(x) - f(y)| \leq \varphi \left( \frac{d\mu(x,y)}{n} \right) \). In other words, \( f \) does not have to be Lipschitz in a local sense, it only needs to have small oscillations on some mesoscopic scale.

We now turn to the formulation of our main structure theorem. For a measure \( \nu \) on \( \mathcal{C}_n \) such that \( d\nu = e^f d\mu \) and for a point \( \theta \in \mathbb{R}^n \) we define the *tilt* of \( \nu \) with respect to \( \theta \), denoted by \( \tau_{\theta}\nu \), by the equation
\[
\frac{d(\tau_{\theta}\nu)}{d\mu}(y) = \frac{e^{f(y)+\langle \theta, y \rangle}}{\int_{\mathcal{C}_n} e^{f(z)+\langle \theta, z \rangle} d\mu}.
\]

Moreover, for every measure \( \nu \) on \( \mathcal{C}_n \), define by \( \xi(\nu) \) to be the unique product measure having the same marginals as \( \nu \). Define also \( B(x_0, r) := \{ x \in \mathbb{R}^n; \| x - x_0 \|_2 \leq r \} \).

Our main structure theorem states that any measure \( \nu \) of low complexity admits a decomposition into small tilts which are close to product measures. Our theorem reads,

**Theorem 3.** Let \( \nu \) be a probability measure on the discrete cube \( \mathcal{C}_n \). For every \( \varepsilon \in \left( 0, \frac{1}{8} \log \left( \frac{4n}{D(\nu)} \right)^{-1/2} \right) \) and \( \alpha > 1 \), there exists a measure \( m \) supported on \( B(0, \varepsilon \sqrt{n}) \cap [-1, 1]^n \) such that \( \nu \) admits the decomposition
\[
\int_{\mathcal{C}_n} \varphi d\nu = \int_{B(0, \varepsilon \sqrt{n})} \left( \int_{\mathcal{C}_n} \varphi d(\tau_{\theta}\nu) \right) dm(\theta) \tag{5}
\]
for every test function \( \varphi : \mathcal{C}_n \to \mathbb{R} \) and such that there exists \( \Theta \subset \mathbb{R}^n \) with \( m(\Theta) > 1 - \frac{1}{n} - \frac{1}{\alpha} \) so that for every \( \theta \in \Theta \) one has
\[
W_1(\tau_{\theta}\nu, \xi_\theta) \leq 16 \sqrt{\frac{\alpha n D(\nu)}{\varepsilon}} \tag{6}
\]
for some product measure \( \xi_\theta \). Moreover, we have that
\[
\left| D_{\text{KL}}(\nu \parallel \mu) - \int D_{\text{KL}}(\tau_{\theta}\nu \parallel \mu) dm(\theta) \right| \leq 2\varepsilon n. \tag{7}
\]
Remark 4. In the subsequent work Eldan and Gross [2017a] it is shown that, under an extra technical condition involving the second derivatives of $\log \frac{d\nu}{d\gamma}$, the measures $\xi_\theta$ are critical points of the associated Gibbs functional.

We move on to formulating our theorem for the Gaussian case. Denote by $\gamma$ the standard Gaussian measure on $\mathbb{R}^n$. For a differentiable function $f : \mathbb{R}^n \to \mathbb{R}$ we define the complexity of $f$ as

$$D(f) = \text{GW} \left( \{ \nabla f(x) : x \in \mathbb{R}^n \} \right).$$

Let $\nu$ be a density with respect to $\gamma$ such that $d\nu = e^f d\gamma$. In this case we define

$$D_{KL}(\nu \parallel \gamma) = \int f d\nu, \quad I(\nu) = \int |\nabla f|^2 d\nu$$

the Kullback-Leibler divergence and the Fisher information of of $\nu$. The log-Sobolev inequality on Gaussian space asserts that for every measure $\nu$,

$$I(\nu) \geq 2D_{KL}(\nu \parallel \gamma).$$

The following theorem reverses this inequality for measures of low complexity.

**Theorem 4.** Let $\nu$ be a measure on $\mathbb{R}^n$, such that $f = \log \frac{d\nu}{d\gamma}$ for some twice-differentiable function $f$. One has

$$I(\nu) - 2D_{KL}(\nu \parallel \gamma) \leq 2D(\nu)^{2/3}I(\nu)^{1/3} + \max \left( - \inf_{x \in \mathbb{R}^n} \Delta f(x), 0 \right).$$

### 1.2 A large deviation framework for functions of low complexity

We now turn to formulating our main theorem concerning nonlinear large deviations, which is parallel to [Chatterjee and Dembo, 2016, Theorem 1.1]. Fix a function $f : C_n \to \mathbb{R}$. For $0 \leq p \leq 1$, define $\mu_p$ to be the measure whose density is

$$\frac{d\mu_p}{d\mu}(y_1, \ldots, y_n) = \prod_{i \in [n]} (1 - y_i (1 - 2p)).$$

Our central definition is the rate function

$$\phi_p(t) = \inf_{\xi \in \mathcal{PM}(C_n)} \left\{ D_{KL}(\xi \parallel \mu_p) : \int f d\xi \geq tn \right\}. \quad (8)$$

where $\mathcal{PM}(C_n)$ is the space of product probability measures over $C_n$.

**Theorem 5.** Let $p \in (0, 1)$ and let $Y \sim \mu_p$. Then for every $t, \delta \in \mathbb{R}$ which satisfy $0 < \delta < \frac{1}{n} \phi_p(t - \delta)$, we have the bound

$$\log \mathbb{P}(f(Y) \geq tn) \leq -\phi_p(t - \delta) \left( 1 - 64L n^{-1/3} \right)$$

with

$$L = \frac{1}{\delta} \left( 2\text{Lip}(f) + |\log(p(1-p))| \right)^{2/3} \left( 2D(f) + \frac{1}{\delta} \text{Lip}(f)^2 \right)^{1/3}.$$

Moreover, whenever the assumption $\frac{1}{n\delta^2} \text{Lip}(f)^2 \leq \frac{1}{2}$ holds, we also have the lower bound

$$\log \mathbb{P}(f(Y) \geq (t - \delta)n) \geq -\phi_p(t) \left( 1 + \frac{2}{n\delta^2} \text{Lip}(f)^2 \right) - 2.$$

**Remark 5.** If the function $f$ is $O(1)$-Lipschitz, the above theorem shows that one is able to obtain a nontrivial bound with some $\delta \to 0$ as long as $D(f)/n$ tends to 0.
1.2.1 An example application: triangles in $G(N,p)$

To illustrate how the above theorem can be applied, let us use it to derive a large deviation principle for the number of triangles in $G(N,p)$. A second example application of the framework is to large deviations of the number of arithmetic sequences for random subsets of $\mathbb{Z}/n\mathbb{Z}$, which we will not discuss here, was carried out in Bhattacharya et al. [2016].

Let $P$ denote upper triangular arrays of the form $y = (y_{i,j})_{1 \leq i < j \leq N}$ where $y_{i,j} \in \{-1, 1\}$. We associate every $x \in P$ with the undirected graph $G_y = ([N], E)$ where, for $i < j$ we have $(i, j) \in E$ if and only if $y_{i,j} = 1$. We will also understand $y$ as a point in $C_n$ with $n = \binom{N}{2}$.

Define $f(y) = \frac{1}{N} T(G_y)$ where $T(G)$ is the number of triangles in $G$. Define also $A(y)$ to be the adjacency matrix of $G_y$, which is in other words the unique symmetric matrix whose above-diagonal half determined by $y$. Moreover, for a symmetric matrix $A$ define $u(A) \in \mathbb{R}^{(\binom{N}{2})}$ to be the above-diagonal vector associated with $A$, so that $u(A)_{i,j} = A_{i,j}$ for $i < j$. It is easily checked that $f(y) = \frac{1}{6N} \text{Tr}(A(y)^3)$ and $\nabla f(y) = \frac{1}{N} u(A(y)^2)$. Define

$$A = \left\{ \frac{B^2}{N} : B \in \mathbb{M}_{N \times N}, B = B^T, |B_{i,j}| \leq 1, \forall i, j \in [N] \right\}.$$ 

Clearly $\{\nabla f(y) : y \in C_n\} \subset u(A)$. We would like to bound $GW(u(A))$. First remark that for all $A \in \mathcal{A}$ we have that $A$ is positive definite with $\text{Tr}(A) \leq N$, so the Schatten 1-norm of $A$ is bounded by $N$. The noncommutative Hölder inequality therefore gives that for every $N \times N$ matrix $Q$, one has

$$\sup_{A \in \mathcal{A}} \text{Tr}(AQ) \leq N\|Q\|_{\text{op}}.$$ 

Now let $\Gamma = (\Gamma_{i,j})_{1 \leq i < j \leq N}$ be a standard Gaussian random vector in $\mathbb{R}^{(\binom{N}{2})}$ and define by $M(\Gamma)$ the unique symmetric $N \times N$ matrix whose diagonal is zero and whose above-diagonal part is equal to $\Gamma$. Then we have by the above inequality,

$$\mathbb{E}\left[ \sup_{y \in C_n} \langle \nabla f(y), \Gamma \rangle \right] \leq N \mathbb{E}\left[ \sup_{A \in \mathcal{A}} \text{Tr}(AM(\Gamma)) \right] \leq N\|M(\Gamma)\|_{\text{op}} \leq 2N^{3/2}$$

where the last inequality is well-known, and follows for example from an application of Slepian’s lemma. Moreover, remark that the entries of $B^2/N$ above are bounded by 1. We conclude the following.

**Fact 6.** One has that $D(f) \leq 5n^{3/4}$ and $\text{Lip}(f) \leq 1$.

This proof is easily generalized for any subgraph count, see Lemma 33 below. An application of Theorem 5 gives for all $t$ and $n^{-1/2} \leq \delta < \frac{1}{n} \phi_p(t - \delta)$,

$$-\phi_p(t + \delta) \left(1 + \frac{2}{n\delta^2} \right) \leq \log \mathbb{P}(f(Y) \geq tn) \leq -\phi_p(t - \delta) (1 - 64L n^{-1/3})$$

with

$$L = \frac{20}{\delta} (3 + \log(p(1-p)))^{2/3} n^{1/4}.$$ 

We now state the solution to the variational problem obtained by Lubetzky and Zhao.

**Theorem 7** (Lubetzky and Zhao [2014]). If $N^{-1/2} \ll p_N \ll 1$ then one has

$$\lim_{N \to \infty} \phi_{p_N}((\alpha + 1)p_N^3) = \min \left( \alpha^{2/3}, \frac{2}{3} \alpha \right).$$
Let $p_N \in (0, 1)$ be some sequence depending on $N$. Fix $\alpha > 0$ and define $t_N = (1 + \alpha)p_N^3$ and $\delta_N = p_N^3/(\log \log N)$. Thus, the assumption

$$p_n \gg N^{-1/18} \log(N)$$

finally gives

$$\log \mathbb{P}(T(G(N, p_N)) \geq (1 + \alpha)p_N^3 \left(\frac{N}{3}\right)) = \log \mathbb{P}(f(Y) \geq (1 + \alpha)p_N^3 n) = -\phi_T(t_N)(1+o(1)).$$

### 1.3 Mean-field behavior of the Ising model with large degree

In this section we demonstrate how our framework can be used to study the behavior of the Ising model satisfying a mean-field assumption in the spirit of Basak and Mukherjee [2017]. For the sake of simplicity, we will only discuss the Ising model, however our methods work for the Potts model as well.

Let $V = [n]$ be a set of sites, and consider a spin system taking configurations $\sigma \in \{-1, 1\}^V$. Let $A = (A_{i,j})_{i,j=1}^n$ be a real-valued, symmetric interaction matrix, and $b = (b_i)_{i=1}^n$ a vector of magnetic moments $b_i \in \mathbb{R}$. Consider the Hamiltonian

$$f(\sigma) = \langle \sigma, A\sigma \rangle + \langle b, \sigma \rangle.$$

Define $\nu$ to be the probability measure whose density is $d\nu/d\mu = f - \log Z$ with $Z$ being the normalizing constant. In order to use our framework, let us try to calculate the complexity of $f$.

To this end, fix $\sigma \in C_n$ and $i \in [n]$. Write $\sigma_{\pm} = (\sigma_1, \ldots, \sigma_{i-1}, \pm 1, \sigma_{i+1}, \ldots, \sigma_n)$. We have

$$2\partial_i f(\sigma) = \langle \sigma_+, A\sigma_+ \rangle - \langle \sigma_-, A\sigma_- \rangle + \langle b, \sigma_+ - \sigma_- \rangle = 2 \sum_{j \in [n]\setminus\{i\}} A_{i,j}\sigma_j + 2b_i.$$

With the legitimate assumption $A_{i,i} = 0$ for $i \in [n]$, we get

$$\nabla f(\sigma) = A\sigma + b.$$

We therefore have

$$\mathcal{D}(f) = \mathbb{E} \sup_{\sigma \in C_n} \langle A\sigma + b, \Gamma \rangle$$

$$\leq \mathbb{E} \sup_{\sigma \in C_n} |\langle A\sigma, \Gamma \rangle| + \mathbb{E} |\langle b, \Gamma \rangle|$$

$$\leq \sqrt{n} \mathbb{E} \sup_{x \in B(0,1)} |\langle Ax, \Gamma \rangle| + \|b\|_2$$

$$= \sqrt{n} \mathbb{E} \|A\Gamma\|_2 + \|b\|_2$$

$$\leq \sqrt{n} \mathbb{E} \|A\Gamma\|_2^2 + \|b\|_2 = \sqrt{n} (\text{Tr} A^2 + b_{\max}^2)$$

where $b_{\max} := \max_{i \in [n]} |b_i|$. The assumption $\text{Tr}(A^2) = o(n)$ is referred to in Basak and Mukherjee [2017] as the mean-field assumption.

Next, we also have that $\text{Lip}(f) \leq U(A) + b_{\max}$ where

$$U(A) = \max_{i \in [n], \sigma \in C_n} |\langle A\sigma, e_i \rangle| = \max_{i \in [n]} \sum_{j \in [n]} |A_{i,j}|.$$
Invoking Corollary 2, we get the following mean-field approximation for $Z$: there exists a product probability measure $\xi$ on $C_n$ which satisfies

$$\frac{1}{n} \left| \log Z - \left( \int fd\xi - D_{\text{KL}}(\xi||\mu) \right) \right| \leq 64 \left( \frac{(U(A) + b_{\text{max}})^4 (\text{Tr} A^2 + b_{\text{max}}^2)}{n} \right)^{1/6}.$$ 

In particular, if $U(A) = O(1)$, $b_{\text{max}} = O(1)$ and $\text{Tr} A^2 = o(n)$, then

$$\frac{1}{n} \left( \log Z - \int fd\xi + D_{\text{KL}}(\xi||\mu) \right) = o(1).$$

The result in Basak and Mukherjee [2017] relies on a weaker condition than $U(A) = O(1)$, namely that $\sup_{\sigma \in C_n} \|A\sigma\|_1 = O(n)$. However, following remark 3, it is not hard to check that our assumption $U(A) = O(1)$ can be replaced by a weaker assumption: it is enough to assume, for instance, that there exists some $p > 1$ such that $\sup_{\sigma \in C_n} \|A\sigma\|_p = O(n^{1/p})$.

Aside from the approximation of the partition function, our framework gives more information about the behavior of $\nu$. Under the above conditions, an application of Theorem 3 tells us that $\nu$ can be approximately decomposed to a mixture of product measures, whose typical entropy is very close to the entropy of the system.

### 1.4 A decomposition theorem for exponential random graphs

The goal of this subsection is to demonstrate an application of Theorem 3 to exponential random graphs. Loosely speaking, the theorem below states that an exponential random graph is close in Hamming distance to a random graph which can be expressed as a mixture of graphs with independent edges, in a way that most of the entropy comes from the independent graphs (rather than from the mixture).

For a two finite graphs $H, G$ with $m, N$ vertices respectively, we denote by $\text{Hom}(H, G)$ the number of homomorphisms from the vertex set of $H$ to that of $G$ (by homomorphisms, we mean that for every edge in $H$, the corresponding image should also be found in $G$, but not necessarily the other way around). The Homomorphism density of $H$ in $G$ is then defined as

$$t(H, G) = \frac{\text{Hom}(H, G)}{N^m}.$$ 

Let $H_1, \ldots, H_l$ be finite simple graphs and $\beta_1, \ldots, \beta_l$ be real numbers. Let $G$ be a random simple graph on $N$ vertices defined by

$$\mathbb{P}(G = g) = Z^{-1} \exp \left( N^2 \sum_{i=1}^l \beta_i t(H_i, g) \right)$$

for all simple graph $g$ on $n$ vertices, where $Z$ is a normalizing constant. The graph $G$ is referred to in the literature as an exponential random graph (see e.g. Chatterjee and Diaconis [2013] and references therein).

For $\vec{p} \in [0, 1]^{\binom{N}{2}}$ define by $G(N, \vec{p})$ the random graph whose edges determined by independent Bernoulli random variables whose probabilities correspond to the vector $\vec{p}$. Define

$$I(\vec{p}) = - \sum_{\{i,j\} \in \binom{N}{2}} \left( p_{i,j} \log p_{i,j} + (1 - p_{i,j}) \log (1 - p_{i,j}) \right) = \text{Ent}(G(N, \vec{p})).$$
Moreover, for a probability measure $\rho$ on $[0, 1]^{N \choose 2}$ define by $G(N, \rho)$ the ”$\rho$-mixture” satisfying
\[ \mathbb{P}(G(N, \rho) = g) = \int \mathbb{P}(G(N, \bar{p}) = g) d\rho(\bar{p}) \]
for all simple graphs $g$ on $N$ vertices.

It is clear that every random graph $G$ on $N$ vertices has the distribution $G(N, \rho)$ for some measure $\rho$ (we can simply take $\rho$ to be supported on $\{0, 1\}^{N \choose 2}$ with probabilities corresponding to the individual instances). However, it is interesting to look for a representation where most of the entropy comes from the graphs $G(N, \bar{p})$ rather than from the distribution $\rho$. We thus make the following definition.

Definition 8. We say that a random graph $G$ is an $\varepsilon$-mixture if there exists a measure $\rho$ on $[0, 1]^{N \choose 2}$ such that $G = G(N, \rho)$ and such that
\[ \text{Ent}(G) \leq \int I(\bar{p}) d\rho(\bar{p}) + \varepsilon \left(\frac{N}{2}\right) = \int \text{Ent}(G(N, \bar{p})) d\rho(\bar{p}) + \varepsilon \left(\frac{N}{2}\right). \]

Finally, for two simple graphs $g = (V, E), g' = (V, E')$ define $d_H(g, g') = |E \Delta E'|$, the Hamming distance between the corresponding edge sets. Our theorem roughly says that exponential graphs can be coupled with $o(1)$-mixtures in a way that the Hamming distance is $o\left((\binom{N}{2})\right)$.

Theorem 9. For any integers $N, l$, finite simple graphs $H_1, \ldots, H_l$, real numbers $\beta_1, \ldots, \beta_l$ and $\varepsilon \in (0, 1/2)$, there exists a coupling $(G, G')$ such that the marginal $G$ is the associated random exponential graph defined in equation (9), the graph $G'$ is an $\varepsilon$-mixture, and such that
\[ \mathbb{E}d_H(G, G') = \frac{20 \binom{N}{2}^{11/12}}{\varepsilon^{1/3}} \left(\sum_{i=1}^{l} |\beta_i||E(H_i)|\right)^{1/3}. \]

where $E(H_i)$ denotes the number of edges of $H_i$.

Remark 6. The ideas results of this section are extended in a subsequent work Eldan and Gross [2017b], where it is shown that, in the dense regime, the measure $\rho$ is essentially supported on block matrices.

1.5 Approach

Our two main theorems, Theorem 3 and Theorem 4, heavily rely on a construction coming from stochastic control theory, of an entropy-optimal coupling of the measure $\nu$ to a Brownian motion Föllmer [1985], Borell [2002], Lehec [2013], described below. This coupling has proven to be a strong tool for proving functional inequalities: In Borell [2002] it is used to give a proof of the Prékopa-Leindler inequality. Later on, in Lehec [2013] a representation formula for the relative entropy was derived which can be used to provide extremely simple proofs of several information-theoretical inequalities on Gaussian space, such as Shannon’s inequality and the Log-Sobolev inequality. In Eldan and Lee [2014] the same coupling was used to prove an $L_1$-version of hypercontractivity on Gaussian space, resolving the Gaussian variant of a conjecture by Talagrand whereas in Eldan et al. [2016] it is used to show that a local-curvature condition implies a transportation-entropy inequality for Markov chains.

Let us now describe this coupling and the general lines in which it is used to prove Theorem 3. Fix a measure $\nu$ on $\mathcal{C}_n$ with $d\nu = e^\beta d\mu$. Define $\overline{\mathcal{C}}_n = [-1, 1]^n$, the convex hull of $\mathcal{C}_n$. Let
$B_t$ be a standard Brownian motion on $\mathbb{R}^n$ and let $X_t$ be a process satisfying, for all $i \in [n]$, $d\langle X_t, e_i \rangle = 1 \{ |\langle X_t, e_i \rangle | < 1 \} d\langle B_t, e_i \rangle$. In other words, $X_t$ is a Brownian motion such that whenever a facet of $\mathcal{C}_n$ is hit, the corresponding coordinate stops moving. We will thus have that $X_\infty$ has the law $\mu$, the uniform measure on $\mathcal{C}_n$. The idea is to introduce a change of measure on the path space, which reweights every path of $X_t$ according to the value $\exp(f(X_\infty))$. In other words, if $P$ was the original measure on Weier space according to which $B_t$ was a Brownian motion, we consider a new measure $Q$ such that $\frac{dQ}{dP} \propto \exp(f(X_\infty))$.

A-priori, it is not even clear whether under this reweighing, the process $X_t$ is Markovian. However, as it turns out, this reweighing has an alternative interpretation in terms of drift. Namely, it turns out that under the measure $Q$,

$$dX_t = d\tilde{B}_t + v_t dt$$

where $\tilde{B}_t$ is a Brownian motion with respect to $Q$ and $v_t$ is an adapted drift (the formula is valid as long as $X_t$ is still in the interior of $[-1, 1]^n$). The drift $v_t$ turns out to be entropy-minimizing in the following sense: remark that by definition, since we reweighed every path according to the value of $f$ at the endpoint, we have that $D_{KL}(\nu||\mu) = D_{KL}(Q||P)$. In other words, the relative entropy between the distribution of the whole path of $X_t$ and that of a Brownian motion is equal to the relative entropy between the endpoints, which roughly means that the $v_t$ has to minimize the relative entropy at every infinitesimal step. As shown in Lehec [2013], among the drifts $v_t$ under which we have $X_\infty \sim \nu$, the drift $v_t$ is the one minimizing $\mathbb{E} \int_0^\infty |v_t|^2 dt$. An easy consequence of this is that $v_t$ has to be a martingale (up to the fact that it becomes zero in coordinates that reach $\{-1, +1\}$). Moreover, a calculation gives that

$$v_\infty \approx \nabla f(X_\infty).$$

The fact that $v_t$ is a martingale tells us that $v_t = \mathbb{E}[v_\infty | X_t]$, which means that $v_t$ is always approximately inside the convex hull of $\nabla f(\{ y : y \in \mathcal{C}_n \})$. Thus, our complexity assumption amount to the fact that the drift $v_t$ is "trapped" inside a small set. Another useful consequence of the entropy-minimizing property of $v_t$ is that $d\nu_t = \Gamma_t dB_t$ for a matrix $\Gamma_t$ which dominates the matrix $\text{Cov}(v_\infty | X_t)$ (in a positive-definite sense). Roughly speaking the latter tells us that if $v_t$ is expected to change significantly by time $\infty$, then it must start moving right away (or to put this property in yet simpler words, if $v_t$ needs to make a choice at some point, it will try to make this choice asap).

The latter property of $v_t$, which tells us that as long as it has some variance left, it is moving quickly, combined with the property that it needs to be trapped in a set of small Gaussian width tell us that $v_t$ must roughly stop moving by a time $t$ which is not too big. This fact, which is at the heart of the proof is the content of Lemma 29 below.

Finally, once the drift $v_t$ is roughly deterministic, then the distribution of $X_\infty | X_t$ becomes close to a product measure (it is easily seen that if $v_t$ is deterministic then $dX_t$ has independent coordinates). Thus, the relevant decomposition in our theorem 3 will be to the measures defined by the law of $X_\infty | X_t$. When the time $t$ is small, the corresponding measures will be nothing but small tilts of the original measure $\nu$.

In Section 2.1 we also demonstrate how one can derive a bound of the spirit of Theorem 1 for the Gaussian case without using the above coupling. This produces a weaker result but may give a better intuition for the way that the low complexity is used.
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2 The Gaussian case

2.1 Tilts are close to product measures

The goal of this subsection is to illustrate a general idea of how Gaussian width can produce tilts which are close to Gaussian in transportation distance. The proof in this section is rather straightforward and demonstrates the way in which Gaussian width complexity comes to play: we define a suitable vector field on $\mathbb{R}^n$ (which plays the same role of the drift $v_t$ defined in Section 1.5) which is restricted to be inside the convex hull of $\{\nabla f(x) : x \in \mathbb{R}^n\}$. Then, the assumption on the Gaussian width, via an application of the divergence theorem, implies a bound on the divergence of this vector field at a point, which in turn implies the existence of a product-like tilt.

Recall that $\gamma$ denotes the standard Gaussian measure on $\mathbb{R}^n$. Let $f : \mathbb{R}^n \to \mathbb{R}$ be twice differentiable and $\nu$ satisfy $d\nu = e^f d\gamma$. Now, for all $x \in \mathbb{R}^n$, let us consider the measure $\nu_x$ defined by

$$d\nu_x(y) = \frac{\exp(\langle x, y \rangle) d\nu(y)}{\int \exp(\langle x, z \rangle) d\nu(z)} = \frac{\exp(f(y) + \langle x, y \rangle)}{\int \exp(f(z) + \langle x, z \rangle) d\gamma(z)} d\gamma(y)$$

When the vector $x$ is small we can think of the measure $\nu_x$ as a "tilt" of the measure $\nu$ towards the direction $x$. We prove the following,

**Theorem 10.** Let $\nu$ be a measure on $\mathbb{R}^n$ satisfying $d\nu = e^f d\gamma$ for a twice-differentiable function $f$, and define $\nu_x$ as above. Then for every $r > 0$, there exists a point $x_0 \in \mathbb{R}^n$ with $|x_0| \leq r$, such that

$$W_2(\nu_{x_0}, \gamma_u)^2 \leq 2\sqrt{n} D(f) - \inf_{y \in \mathbb{R}^n} \Delta f(y)$$

where $\gamma_u$ is the Gaussian whose centroid is equal to the centroid of $\nu_{x_0}$ and having identity covariance.

Define also

$$h(x) = \int \exp(\langle x, y \rangle - |y|^2/2) d\nu(y) = (2\pi)^{-n/2} \int \exp(f(y) + \langle x, y \rangle - |y|^2/2 - |x|^2/2) dy$$

$$= \int \exp(f(y + x)) d\gamma(y)$$

Next, we consider the vector field

$$v(x) = \nabla \log h(x) = \frac{\int \nabla f(x + y) \exp(f(y + x) - |y|^2/2) dy}{\int \exp(f(y + x) - |y|^2/2) dy} = \int \nabla f(y) d\nu_x(y). \quad (10)$$

A straightforward calculation gives that

$$\nabla v(x) = \frac{\int (\nabla f(x + y)^\odot^2 + \nabla^2 f(x + y)) \exp(f(y + x) - |y|^2/2) dy}{\int \exp(f(y + x) - |y|^2/2) dy} - v(x)^\odot^2$$
Define $K$ to be the convex hull of the set $\{\nabla f(y) : y \in \mathbb{R}^n\}$. By equation (10), it is evident that $v(x) \in K$ for all $x \in \mathbb{R}^n$.

Now, fix a parameter $r > 0$ and define by $\omega_n$ the $n - 1$-dimensional Hausdorff measure of $\mathbb{S}^{n-1}$. By standard estimates concerning the norm of a Gaussian random variable, we have that $\mathbb{E}[|\Gamma|] \geq \sqrt{n}/2$ and therefore

$$
GW(K) = \mathbb{E}\left[\sup_{x \in K} (x, \Gamma) \right] \geq \frac{\sqrt{n}}{2} \frac{1}{r^{n-1}\omega_n} \int_{r\mathbb{S}^{n-1}} \sup_{x \in K} (x, \theta/r) d\mathcal{H}_{n-1}(\theta)
$$

where $\mathcal{H}_{n-1}$ denotes the $(n - 1)$-dimensional Hausdorff measure. It follows that, in particular

$$
\frac{1}{\omega_n r^{n-1}} \int_{r\mathbb{S}^{n-1}} \langle \theta/r, v(\theta) \rangle d\mathcal{H}_{n-1}(\theta) \leq \frac{2}{\sqrt{n}} GW(K). \quad (12)
$$

On the other hand, by the divergence theorem we have

$$
\int_{|x| \leq r} \nabla v(y) dy = \int_{r\mathbb{S}^{n-1}} \langle \bar{n}_\theta, v(\theta) \rangle d\mathcal{H}_{n-1}(\theta)
$$

where $\bar{n}_\theta$ denotes the outer unit normal to $r\mathbb{S}^{n-1}$ at $\theta$. Combining the two last inequalities, together with the identity $\text{Vol}(\{|x| \leq r\}) = \frac{1}{n} r^n \omega_n$, yields

$$
\frac{1}{\text{Vol}(\{|x| \leq r\})} \int_{|x| \leq r} \nabla v(y) dy = \frac{n}{r^n \omega_n} \int_{r\mathbb{S}^{n-1}} \langle \bar{n}_\theta, v(\theta) \rangle d\mathcal{H}_{n-1}(\theta) \leq 2\frac{\sqrt{n}}{r} GW(K).
$$

Consequently, there exists a point $x_0$ with $|x_0| \leq r$ such that

$$
\nabla v(x_0) \leq 2\frac{\sqrt{n}}{r} GW(K). \quad (13)
$$

Using equation (11), we have that

$$
\text{Tr}(\nabla v(x)) = \int (\Delta f(y) + |\nabla f(y)|^2) d\nu_x(y) - |v(x)|^2 = 
\geq \int |\nabla f(y)|^2 d\nu_x(y) - |v(x)|^2 + \inf_{y \in \mathbb{R}^n} \Delta f(y). \quad (14)
$$

Define now a measure $\gamma_x$ by $d\gamma_x = e^{f(y)-|y|^2/2} d\gamma(y)$. Moreover, for a measure $\rho$ consider the Fisher information of $\rho$ with respect to $\gamma_x$, defined as

$$
\mathcal{I}_{\gamma_x}(\rho) = \int \left| \nabla \log \frac{d\rho}{d\gamma_x} \right|^2 d\rho.
$$

Then we have, by definition of $\nu_x$,

$$
\mathcal{I}_{\gamma_x}(\nu_x) = \int \left| \nabla \log \frac{d\nu_x}{d\gamma_x} \right|^2 d\nu_x = \int |\nabla f(y)|^2 d\nu_x(y).
$$

Combining (13), (14) and the above identity finally gives

$$
\mathcal{I}_{\gamma_{x_0}}(\nu_{x_0}) \leq 2\frac{\sqrt{n}}{r} GW(K) - \inf_{y \in \mathbb{R}^n} \Delta f(y) + |v(x_0)|^2.
$$
Recall the transportation-entropy inequality of Talagrand [1996], which states that
\[ W_2(p, \gamma)^2 \leq 2 \mathbb{D}_{KL}(p\| \gamma). \]
for every measure \( p \) for which the right hand side is defined. Combined with the log-Sobolev inequality \( 2 \mathbb{D}_{KL}(\rho\| \gamma) \leq \mathcal{I}_\gamma(\rho) \), we have that
\[ W_2(\nu_{x_0}, \gamma_{x_0})^2 \leq 2 \frac{\sqrt{n}}{r} GW(K) - \inf_{y \in \mathbb{R}^n} \Delta f(y) + |v(x_0)|^2. \] (15)
Finally, remark that by the definition of \( h(x) \) and by integration by parts we have
\[ \nabla h(x) = (2\pi)^{-n/2} \int \nabla (e^{f(x+y)}) e^{-\|y\|^2/2} dy = (2\pi)^{-n/2} \int ye^{f(x+y)} e^{-\|y\|^2/2} dy \]
\[ = e^{-|x|^2/2} \int (y - x)e^{f(y)+(x,y)} d\gamma(z) \]
Which implies the identity
\[ v(x) = \int (y - x) d\nu_x(y). \]
Now, since for every pair of random vectors \( X, Y \in \mathbb{R}^n \) one has the parallelogram identity \( \mathbb{E}[|X - Y|^2] = \mathbb{E}[(X - \mathbb{E}[X]) - (Y - \mathbb{E}[Y])|^2 + |\mathbb{E}[X] - \mathbb{E}[Y]|^2] \), we have that
\[ W_2(\nu_{x_0}, \gamma_{x_0})^2 = \left| \int y d\nu_{x_0}(y) - \int y d\gamma_{x_0}(y) \right|^2 + W_2(\nu_{x_0}, \gamma_u)^2 = |v(x_0)|^2 + W_2(\nu_{x_0}, \gamma_u)^2 \]
where \( u = \int y d\nu_{x_0}(y) = x_0 + v(x_0) \) is the centroid of \( \nu_{x_0} \). Together with equation (15), we get
\[ W_2(\nu_{x_0}, \gamma_u)^2 \leq 2 \frac{\sqrt{n}}{r} GW(K) - \inf_{y \in \mathbb{R}^n} \Delta f(y). \]
This finishes the proof of Theorem 10.

### 2.2 A reverse log-Sobolev inequality

In this subsection we prove theorem 4. Fix the function \( f \) and the measure \( \nu \), such that \( d\nu = e^f d\gamma \). Assume that \( f \) is twice differentiable. Our proof is based on the following stochastic construction, for which we make similar definitions as in Eldan and Lee [2014]. Let \( B_t \) be a standard Brownian motion in \( \mathbb{R}^n \) adapted to a filtration \( \mathcal{F}_t \). Consider the Ornstein-Uhlenbeck convolution operator
\[ P_t[g](x) = \frac{1}{(2\pi t)^{n/2}} \int_{\mathbb{R}^n} g(y) \exp \left( -\frac{|x - y|^2}{2t} \right) dy = \mathbb{E}[g(x + B_t)]. \]
Define
\[ Z(t, x) = P_{1-t}[e^f](x), \]
and for \( t \in (0, 1) \) and \( x \in \mathbb{R}^n \) consider the measure defined by
\[ \nu_{x,t}(A) = \frac{P_{1-t}[e^f 1_A](x)}{P_{1-t}[e^f](x)} = \frac{\mathbb{E}[1_{\{B_t \in A\}} e^{f(B_t)} | B_t = x]}{\mathbb{E}[e^{f(B_t)} | B_t = x]} \]
for every measurable $A \subset \mathbb{R}^n$. Define also $\nu_{1,x} = \delta_x$, a Dirac measure supported on $x$. Remark that $\nu_{0,0} = \nu$. Finally consider the vector field

$$v(t, x) = \nabla_x \log Z(t, x) = \frac{\nabla P_{1-t}[e^f](x)}{P_{1-t}[e^f](x)} = \frac{P_{1-t}[\nabla f e^f](x)}{P_{1-t}[e^f](x)} = \int \nabla f(y) d\nu_{t,x}(y).$$

Integration by parts yields that

$$v(t, x) = \int \frac{\nabla f(y) e^{f(y) - \frac{|x-y|^2}{2(1-t)}}}{e^{f(y) - \frac{|x-y|^2}{2(1-t)}}} dy = (1-t)^{-1} \int (y-x) e^{f(y) - \frac{|x-y|^2}{2(1-t)}} dy = (1-t)^{-1} \int (y-x) d\nu_{t,x}(y).$$

We also have,

$$\nabla_x v(t, x) = \nabla^2 \log Z(t, x) = \frac{\nabla^2 Z(t, x)}{Z(t, x)} - \left( \frac{\nabla Z(t, x)}{Z(t, x)} \right)^\otimes 2$$

$$= \frac{\nabla^2 P_{1-t}[e^f](x)}{P_{1-t}[e^f](x)} - v(t, x)^\otimes 2 = \frac{P_{1-t}[\nabla^2 f + \nabla f \otimes \nabla f e^f](x)}{P_{1-t}[e^f](x)} - v(t, x)^\otimes 2$$

which gives the formula

$$\nabla_x v(t, x) = \int (\nabla^2 f(y) + \nabla f(y)^\otimes 2) d\nu_{t,x}(y) - v(t, x)^\otimes 2 =: \Gamma(t, x). \quad (16)$$

Consider now the process $X_t$ which solves the stochastic differential equation

$$X_0 = 0, \quad dX_t = dB_t + v_t dt.$$

where we define

$$v_t := v(t, X_t).$$

The following facts are proven, for instance, in [Eldan and Lee, 2014, Section 2.2]. The representation formula, equation (17) below was shown in Lehec [2013].

**Lemma 11.** The processes $X_t, v_t$ have the following properties

(i) The random variable $X_1$ has the law $\nu$, and for any time $t$ one has almost surely that $X_1|\mathcal{F}_t$ has the law $\nu_{t,X_t}$.

(ii) The process $v_t$ is a martingale.

(iii) The relative entropy of $\nu$ can be expressed as

$$\mathbb{E} \int_0^1 |v_t|^2 dt = 2D_{KL}(\nu \| \gamma). \quad (17)$$

(iv) The process $v_t$ satisfies

$$dv_t = \Gamma(t, X_t) dB_t. \quad (18)$$

An immediate corollary is

**Fact 12.** For all $t \in [0, 1]$, we have almost surely

$$v_t \in \text{Conv}(\nabla f(y) : y \in \mathbb{R}^n). \quad (19)$$
Proof. Since \( v_t \) is a martingale we have \( v_t = \mathbb{E}[v_1 | \mathcal{F}_t] = \mathbb{E}[\nabla f(X_1) | \mathcal{F}_t] \).

Defining \( \Gamma_t = \Gamma(t, X_t) \), we have by (i) in the above lemma that
\[
\Gamma_t = \mathbb{E}[v_t^{\otimes 2} + \nabla^2 f(X_1) | \mathcal{F}_t] - v_t^{\otimes 2}.
\]
Set \( H_t = \mathbb{E}[(v_1 - v_t)^{\otimes 2} | \mathcal{F}_t] \). Since \( v_t \) is a martingale, we have that
\[
H_t = \mathbb{E}[v_1^{\otimes 2} | \mathcal{F}_t] - v_t^{\otimes 2}.
\]
By Itô’s isometry and by formula (18), we have that
\[
\mathbb{E}[v_s^{\otimes 2} - v_t^{\otimes 2}] = \mathbb{E} \left[ \int_s^t \Gamma_r^2 dr \right], \quad \forall 0 \leq t \leq s \leq 1.
\]
Since \( \Gamma_t^2 \) is positive semi-definite, a combination of the two last displays gives
\[
\mathbb{E} \text{Tr}(H_t) \leq \mathbb{E} \text{Tr}(H_s)
\]
for all \( 0 \leq s \leq t \leq 1 \). We get that
\[
\mathbb{E} \text{Tr}(H_t) - M \leq \mathbb{E} \text{Tr}(\Gamma_s), \quad \forall 0 < s < t < 1
\]
where we define
\[
M := -\inf_{x \in \mathbb{R}^n} \Delta f(x).
\]
The following lemma is the central place where the Gaussian-width functional plays a role.

**Lemma 13.** Define \( K = \text{Conv}(\{ \nabla f(y) : y \in \mathbb{R}^n \}) \). For every \( t \in (0, 1) \) we have
\[
\mathbb{E}[\text{Tr}(H_t)] \leq \frac{\text{GW}(K)}{\sqrt{t}} + M.
\]

**Proof.** We have by Itô’s isometry and by (18) that, for all \( t \in (0, 1) \),
\[
\mathbb{E}[\langle B_t, v_t \rangle] = \mathbb{E} \left[ \int_0^t \text{Tr}(\Gamma_s) ds \right] \geq t (\mathbb{E} \text{Tr}(H_t) - M).
\]
On the other hand, since almost surely \( v_t \in K \) by Fact 12, we have
\[
\mathbb{E} \left[ \langle \frac{B_t}{\sqrt{t}}, v_t \rangle \right] \leq \mathbb{E} \left[ \sup_{x \in K} \langle \frac{B_t}{\sqrt{t}}, x \rangle \right] = \text{GW}(K).
\]
Combining the two above inequalities, we get
\[
\mathbb{E}[\text{Tr}(H_t)] \leq \frac{\text{GW}(K)}{\sqrt{t}} + M
\]
which completes the proof. \( \square \)

We are finally ready to prove the reverse log-Sobolev inequality.
Proof of Theorem 4. Fix a time $t \in (0, 1)$. Since $v_t$ is a martingale, we have that $\mathbb{E}|v_t|^2 \leq \mathbb{E}|v_s|^2$ for all $t \leq s$, which gives

$$2D_{KL}(\nu\|\gamma) \overset{(17)}{=} \mathbb{E} \int_0^1 |v_s|^2 ds \geq \mathbb{E} \int_t^1 |v_s|^2 ds \geq (1 - t)\mathbb{E}|v_t|^2.$$  

On the other hand, by Lemma 11 we also have

$$I(\nu) = \mathbb{E} |\nabla f(X_1)|^2 = \mathbb{E}|v_1|^2 = \mathbb{E} \left[\text{Tr}(H_t) + |v_t|^2\right]$$

and using Lemma 13 we have

$$I(\nu) \leq \mathbb{E}|v_t|^2 + \frac{\mathbb{GW}(K)}{\sqrt{t}} + M.$$  

Combining the above inequalities, we have

$$I(\nu) - 2D_{KL}(\nu\|\gamma) \leq t\mathbb{E}|v_t|^2 + \frac{\mathbb{GW}(K)}{\sqrt{t}} + M \leq tI(\nu) + \frac{\mathbb{GW}(K)}{\sqrt{t}} + M$$

Now, if $\mathbb{GW}(K) \leq I(\nu)$ then taking $t = \left(\frac{\mathbb{GW}(K)}{I(\nu)}\right)^{2/3}$ gives

$$I(\nu) - 2D_{KL}(\nu\|\Gamma) \leq 2\mathbb{GW}(K)^{2/3}I(\nu)^{1/3} + M$$

Otherwise if $\mathbb{GW}(K) > I(\nu)$, we trivially have that $I(\nu) - 2D_{KL}(\nu\|\Gamma) \leq 2\mathbb{GW}(K)^{2/3}I(\nu)^{1/3}$. The proof is complete. \qed

3 The discrete case

Our main goal in this section is to prove Theorem 3. We then show that Theorem 1 follows easily. A crucial element of our approach is to consider harmonic extensions of the function $f$ and related functions into the continuous cube, which we do in subsection 3.1. The core idea of the proof is based on a stochastic construction defined in subsection 3.4.1.

3.1 Some preliminary definitions

3.1.1 Harmonic extensions

We define $\overline{C_n} = [-1, 1]^n$, the convex hull of $C_n$. In the following, we will use the notation $\nabla$ to denote both a discrete and a continuous gradient, depending on the domain of the function. From here on, for the sake of brevity, the notation $y$ will usually be used for points in $C_n$, while $x$ will be used for points in $\overline{C_n}$. Denote by $e_1, \ldots, e_n$ the vectors of the standard basis on $\mathbb{R}^n$.

For $x \in [-1, 1]$ and $y \in \{-1, 1\}$, define

$$w(x, y) = \frac{1 + xy}{2}$$

so that for all $x \in [-1, 1]$, $w(x, \cdot)$ is a probability density on $\{-1, 1\}$ of a measure whose expectation is $x$. By slight abuse of notation, for $x \in \overline{C_n}$ and $y \in C_n$, we write

$$w(x, y) = \prod_i w(x_i, y_i).$$
For a function $\tilde{\xi} : C_n \rightarrow \mathbb{R}$, the harmonic extension to $\overline{C}_n$ is the function defined by the equation

$$\xi(x) = \sum_{y \in \mathcal{C}_n} w(x, y) \tilde{\xi}(y).$$

This is the unique function satisfying the following three conditions: (i) it is harmonic in the interior of $\overline{C}_n$, (ii) for each $k$-facet of $\overline{C}_n$, it is harmonic inside the relative interior of this facet with respect to the $k$-Laplacian associated with the corresponding affine subspace and (iii) it coincides with $f$ on $C_n$.

We have the following easy fact.

**Fact 14.** If $\xi(x)$ is the harmonic extension of $\tilde{\xi} : C_n \rightarrow \mathbb{R}$ to $\overline{C}_n$ then $\partial_t \xi$ is the harmonic extension of $\partial_t \tilde{\xi}$, or in other words

$$\nabla \xi(x) = \sum_{y \in \mathcal{C}_n} w(x, y) \nabla \tilde{\xi}(y), \ \forall x \in \overline{C}_n. \quad (21)$$

**Proof.** Suppose first that $\tilde{\xi}(y) = 1_{\{y = \epsilon\}}$ for some $\epsilon \in C_n$. Then $\xi(x) = 2^{-n} \prod_j (1 + \epsilon_j x_j)$, which implies that $\partial_t \xi(x) = 2^{-n} \epsilon_i \prod_{j \neq i} (1 + \epsilon_j x_j)$. On the other hand $\partial_t \tilde{\xi}(y) = \frac{1}{2} \epsilon_i 1_{\{y = \epsilon\}}$, where the notation $v_{-i}$ stands for the vector $v$ with the $i$-th coordinate omitted. It is now straightforward to check that $\partial_t \xi(x)$ is indeed the harmonic extension of $\partial_t \tilde{\xi}$. The proof is concluded due to the linearity of both sides of (21) with respect to $\tilde{\xi}$. \hfill $\Box$

As a consequence, we have the following simple but useful result.

**Fact 15.** Let $\tilde{\xi} : C_n \rightarrow \mathbb{R}$ and let $\xi$ be the harmonic extension of $\tilde{\xi}$ to $\overline{C}_n$. Then for any diagonal matrix $A$ and for all $x \in \overline{C}_n$, one has that $\text{Tr}(A \nabla^2 \xi(x)) = 0$. Consequently, if $Y_t$ is a martingale taking values in $\overline{C}_n$ such that $dY_t = \sigma_t dB_t$, where $B_t$ is a Brownian motion and $\sigma_t$ is almost surely diagonal for all $t$, then the process $\xi(Y_t)$ is also a martingale.

**Proof.** Use Fact 14 to conclude that $\nabla^2 \xi$ has zeroes on its diagonal. It follows from Itô’s formula that $\xi(Y_t)$ is a local martingale. Since $\xi(\cdot)$ is bounded, we conclude that $\xi(Y_t)$ is a martingale. \hfill $\Box$

### 3.1.2 Some core constructions

Let $\nu$ be a probability measure on $C_n$. Define $f_\nu(y) = \log \frac{d\nu}{d\mu}(y)$ for all $y \in C_n$. In the following, we abbreviate $f = f_\nu$ whenever there is no ambiguity. For a point $y \in C_n$ define

$$v(y) = v_\nu(y) = \frac{\nabla e^f(y)}{e^f(y)} \quad (22)$$

(using the definition of the discrete gradient $\nabla$) with the convention $v_\nu(y) = 0$ when $\frac{d\nu}{d\mu}(y) = 0$. Note that the identity $\frac{\nabla e^f(y)}{e^f(y)} = \nabla f(y)$ is **not** true in the discrete setting, but the reader can assume that it is approximately correct for the sake of intuition. The purpose of some of our definitions below is to overcome this caveat, see Remark 7 below.

Let $h_\nu(x)$ be the harmonic extension of the function $e^f$ to $\overline{C}_n$ or in other words,

$$h(x) = h_\nu(x) = \sum_{y \in \mathcal{C}_n} w(x, y) e^f(y).$$
We extend the function \( v_\nu \) from \( C_n \) to \( \overline{C}_n \) by defining

\[
v_\nu(x) = \frac{\nabla h(x)}{h(x)}, \quad \forall x \in \overline{C}_n
\]  

(23)

with the convention \( v_\nu(x) = 0 \) when \( h(x) = 0 \). Remark that \( v_\nu(x) \) is not harmonic in general, however Fact 14 implies that the latter definition is in accordance with equation (22) in the sense that the two definitions coincide on \( C_n \).

For \( x \in [-1, 1] \) and \( g \in (-1, 1) \), consider the function

\[
\zeta_x(g) = \frac{g}{1 + gx}
\]

and its inverse

\[
\zeta_x^{-1}(v) = \frac{v}{1 - vx}
\]

With slight abuse of notation, for \( g = (g_1, \ldots, g_n) \in \overline{C}_n \) and \( x = (x_1, \ldots, x_n) \in \overline{C}_n \) we define

\[
\zeta_x(g) = (\zeta_{x_1}(g_1), \ldots, \zeta_{x_n}(g_n))
\]

and define \( \zeta_{x}^{-1} \) likewise. The point of this definition will be clarified later, but a useful way to understand \( \zeta \) is the fact that if \( v = \zeta_x(g) \) then

\[
g = \frac{b - a}{b + a} \iff v = \frac{b - a}{(1 + x)b + (1 - x)a}.
\]

(24)

Both quantities above should be thought of as discrete interpretations the quantity \( \nabla \log \xi \) for a function \( \xi : \{-1, 1\} \to (0, \infty) \) satisfying \( \xi(1) = b, \xi(-1) = a \).

Finally, we will define the function

\[
g_\nu(y) = \zeta_{y}^{-1}(v_\nu(y)), \quad \forall y \in C_n
\]

(25)

In other words for \( i \in [n] \), \( y \in C_n \) if we denote \( y_+, y_- \) to be the points satisfying \( \langle y_+, e_j \rangle = \langle y_-, e_j \rangle = \langle y, e_j \rangle \) for all \( j \neq i \) and \( \langle y_\pm, e_i \rangle = \pm 1 \), then

\[
\langle g_\nu(y), e_i \rangle = \frac{e^f(y_+) - e^f(y_-)}{e^f(y_+) + e^f(y_-)} = \left( v_\nu \left( \frac{y_+ + y_-}{2} \right), e_i \right).
\]

(26)

Remark 7. Both the quantities \( g_\nu(y) \) and \( v_\nu(y) \) should be thought of as approximations of \( \nabla f(y) \). We will need to distinguish between those approximations because the chain rule \( \nabla e^f = \nabla f e^f \) does not hold true in the discrete setting. Note also that

\[
g_\nu(y) = \tanh(\nabla f_\nu(y)).
\]

(27)

Next, remark that

\[
\int g_\nu(y)d\nu(y) = \int yd\nu(y)
\]

(28)

which is a consequence of the calculation

\[
\left\langle \int g_\nu(y)d\nu(y), e_i \right\rangle = \sum_{y \in C_n} e^f(y) \langle g_\nu(y), e_i \rangle = 2 \sum_{y \in C_n} \partial_i e^f(y) = \sum_{y \in C_n} y_i e^f(y).
\]
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A central definition in our proofs will be the matrix

$$H(\nu) := \int_{C_n} g_\nu(y) \otimes^2 d\nu(y) - \left( \int_{C_n} g_\nu(y) d\nu(y) \right) \otimes^2,$$

the covariance matrix of the random vector $g_\nu(X)$ for $X \sim \nu$.

The following lemma is a straightforward application of the Sudakov-Fernique inequality:

**Lemma 16.** We have, in the above notation,

$$GW \left( \{ g_\nu(y) : y \in C_n \} \right) \leq D(\nu) = D(\nu). \quad (29)$$

The proof is postponed to the appendix.

Finally, for the sake of intuition, let us calculate the field $v_\nu(x)$ for the case that $\nu$ is a tilt of the uniform measure, $\nu = \tau_\theta(\mu)$. In this case, we have

$$h(x) = C_\theta \sum_{y \in C_n} w(x, y) \exp(\langle \theta, y \rangle) = C_\theta \prod_{i=1}^n \left( \frac{1 + x_i y_i e^{\theta_i}}{2} + \frac{1 - x_i y_i e^{-\theta_i}}{2} \right)$$

where $C_\theta$ is a normalization constant. Therefore

$$v_\nu(x) = \nabla \log h(x) = \sum_{i=1}^n \nabla \log \left( \frac{1 + x_i y_i e^{\theta_i}}{2} + \frac{1 - x_i y_i e^{-\theta_i}}{2} \right)$$

$$= \sum_{i=1}^n \frac{e^{\theta_i} - e^{-\theta_i}}{(1 + x_i)e^{\theta_i} + (1 - x_i)e^{-\theta_i}} e_i.$$

Remark that $g_\nu(y) = v_\nu(0) = \tanh(\theta)$ for all $y \in C_n$, therefore in this case we have $H(\nu) = 0$. We will later see that this is robust in the sense that whenever the matrix $H(\nu)$ is small, the measure $\nu$ is close to a product measure.

### 3.2 Two main steps towards the proof

The proof of Theorem 3 consists of two main intermediate results, which are formulated in this section. The first step roughly tells us that in order to find a product measure close to $\nu$ in the $W_1$ metric, it is enough to control the quantity $\Tr (H(\nu))$.

**Proposition 17.** Let $\tilde{\nu}$ be a probability measure on $C_n$. Then there exists a product measure $\xi = \xi(\tilde{\nu})$ such that

$$W_1(\tilde{\nu}, \xi) \leq \sqrt{n \Tr (H(\nu))}.$$

Moreover, one may take $\xi$ to be the unique product measure whose center of mass lies at the point $\int_{C_n} g_\nu(y) d\tilde{\nu}(y)$ which is equal to the center of mass of of $\tilde{\nu}$.

The second step, which is the more difficult one, is the following proposition which tells us that we can find a decomposition of $\nu$ via small tilts in a way that controls the matrix $H(\tau_\theta \nu)$. For a matrix $A$ whose decreasing rearrangement of diagonal entries is denoted by $(\alpha_i)_{1 \leq i \leq n}$, we denote $\Tr_k(A) := \sum_{i=[k]}^n \alpha_i$. 
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Proposition 18. Define $D = GW\left(\{g_\nu(y) : y \in C_n\}\right)$. Let $\nu$ be a probability measure on $C_n$ and define $f = \log \frac{d\nu}{dm}$. For all $\varepsilon \in (0, 1/16)$, there exists a measure $m$ supported on $B(0, \varepsilon \sqrt{n}) \cap [-1, 1]^n$, such that $\nu$ admits the decomposition

$$\int_{C_n} \varphi d\nu = \int_{B(0, \varepsilon \sqrt{n})} \left(\int_{C_n} \varphi d\tau_\theta(\nu)\right) dm(\theta)$$

for every test function $\varphi : C_n \to \mathbb{R}$ and which satisfies

$$m\left(\theta : \text{Tr}_k(\mathcal{H}(\tau_\theta\nu)) \leq \frac{2^k \alpha D}{\varepsilon}\right) \geq 1 - \frac{1}{\alpha} - \frac{1}{n}; \quad \forall \alpha > 1,$$

where $k \leq 2n e^{-1/(32\varepsilon^2)}$. Furthermore, under the additional assumption $\varepsilon \leq \frac{1}{8 \sqrt{\log \frac{1}{D}}}$, the above equation holds true with $k = 1$.

We will also need the following easy lemma.

Lemma 19. For every $\theta \in B(0, \varepsilon \sqrt{n})$ and for all $y \in C_n$, one has

$$\left| \log \frac{d\tau_\theta\nu}{d\nu}(y) \right| \leq 2\varepsilon n.$$

Proof. We have by definition

$$\log \frac{d\tau_\theta\nu}{d\nu} = \langle y, \theta \rangle - \log \int \exp(\langle z, \theta \rangle) d\nu(x).$$

Now, since $\theta \in B(0, \varepsilon \sqrt{n})$ we have for all $y \in C_n$ that $|\langle y, \theta \rangle| \leq \varepsilon n$. Consequently we also have $|\log \int \exp(\langle y, \theta \rangle) d\nu| \leq \varepsilon n$. The lemma follows. \qed

Given the above, the proofs of Theorem 3 and Theorem 1 follow easily.

Proof of Theorem 3. Given the measure $\nu$, apply Proposition 18 with the parameters $\alpha, \varepsilon$ to find a measure $m$ on $B(0, \varepsilon \sqrt{n}) \cap [-1, 1]^n$ such that the decomposition (30) holds. Define $\Theta$ to be the set of $\theta \in \mathbb{R}^n$ such that the event in equation (31) is satisfied with $k = 1$. Then for each $\theta \in \Theta$, using Proposition 17 with $\tilde{\nu} = \tau_\theta\nu$, one concludes that

$$W_1(\tau_\theta\nu, \xi(\tau_\theta\nu)) \leq \sqrt{n \text{Tr}(\mathcal{H}(\tau_\theta\nu))} \leq \sqrt{\frac{2^k \alpha n GW(\{g_\nu(y) : y \in C_n\})}{\varepsilon}} \leq \sqrt{\frac{2^k \alpha n D(\nu)}{\varepsilon}},$$

where, in the second inequality we applied Lemma 16. Finally, by Lemma 19, we have

$$\left| \int_{\mathbb{R}^n} D_{KL}(\tau_\theta\nu\|\mu) dm(\theta) - D_{KL}(\nu\|\mu) \right| = \left| \int_{\mathbb{R}^n} \int_{C_n} \left( \log \frac{d\tau_\theta\nu}{d\nu}(y) + \log \frac{d\nu}{dm}(y) \right) d\tau_\theta\nu(y) dm(\theta) \right|$$

$$\leq \int_{\mathbb{R}^n} \int_{C_n} \left| \log \frac{d\nu}{dm}(y) \right| d\tau_\theta\nu(y) dm(\theta)$$

$$\leq 2 \int_{\mathbb{R}^n} \int_{C_n} \varepsilon n d\tau_\theta\nu(y) dm(\theta) \leq 2\varepsilon n.$$
Proof of Theorem 1. Given the measure $\nu$, apply Proposition 18 with the measure $\nu$ the parameter $\varepsilon$ and with the choice $\alpha = 3$. A consequence of formula (31) is the existence of $\theta \in B(0, \varepsilon \sqrt{m})$ and of a diagonal projection matrix $\sigma$ of rank $n - k$, with $k \geq 2n e^{-1/(32 \varepsilon^2)}$, such that
\[
\text{Tr}(\sigma \mathcal{H}(\tau_\theta \nu)) \leq \frac{2^8 \alpha D(\nu)}{\varepsilon}.
\]
Define $\tilde{\nu} = \tau_\theta \nu$ and $\tilde{f} = \log \frac{d\tau_\theta \nu}{d\nu}$ so that
\[
\tilde{f}(y) = f(y) + \langle \theta, y \rangle - \log \int e^{\langle \theta, y \rangle} d\nu.
\]
Now, since $\theta \in B(0, \varepsilon \sqrt{m})$ we have for all $y \in C_n$ that $|\langle y, \theta \rangle| \leq \varepsilon n$. Consequently, we also have $|\log \int e^{\langle \theta, y \rangle} d\nu| \leq \varepsilon n$. We therefore get $|f - \tilde{f}| \leq 2\varepsilon n$.

Define $b = \int y \tilde{d}\tilde{\nu}(y)$, the center of mass of $\tilde{\nu}$. Let $\xi$ be the unique product measure whose center of mass is at $b$. Since, by definition, we have $|\langle g_\nu(y), e_i \rangle| \leq 1$ for all $y \in C_n$ and for all $i \in [n]$, it follows that $\langle e_i, \mathcal{H}(\tilde{\nu})e_i \rangle \leq 1$. According to Proposition 17, we therefore have
\[
W_1(\tilde{\nu}, \xi) \leq \sqrt{n \text{Tr}(\mathcal{H}(\tilde{\nu}))} \leq \sqrt{n (k + \text{Tr}(\sigma \mathcal{H}(\tilde{\nu})))}
\]
which completes the first part of the theorem.

Roughly speaking, the second part of the theorem follows by considering the foliation with respect to $\sigma$ and invoking Proposition 17 on each sub-cube separately. By rearranging the coordinates, we may assume without loss of generality that the diagonal entries of the matrix $\sigma$ are increasing. For each $y \in C_k$, consider the sub-cube $A_y = \{x \in C_n; x_i = y_i, 1 \leq i \leq k\}$ and let $\tilde{\nu}_y, \xi_y$ be the restrictions of the measures $\tilde{\nu}$ and $\xi$ to $A_y$, respectively, normalized to be probability measures. Let $b(y)$ be the center of mass of $\tilde{\nu}_y$ and recall that $b$ is the center of mass of $\tilde{\nu}$. Remark that for all $i > k$, for all $y \in C_k$ and for all $x \in A_y$, one has that $\langle g_\nu(x), e_i \rangle = \langle g_\nu(x), e_i \rangle$. Using formula (28), we therefore get
\[
\langle b(y), e_i \rangle = \left( \int g_\nu(x) \tilde{d}\tilde{\nu}_y(x), e_i \right).
\]
Consequently, by the law of total variance, we have for all $i > k$,
\[
\text{Var}_{X \sim \tilde{\nu}} [(g_\nu(X), e_i)] = \sum_{y \in C_k} \tilde{\nu}(A_y) \left( \text{Var}_{Y \sim \tilde{\nu}_y} [(g_\nu(Y), e_i)] + \langle b(y) - b, e_i \rangle^2 \right).
\]
which gives, by definition of the matrix $\mathcal{H}(\cdot)$,
\[
\text{Tr} (\sigma \mathcal{H}(\tilde{\nu})) = \sum_{y \in C_k} \tilde{\nu}(A_y) \left( \text{Tr} (\mathcal{H}(\tilde{\nu}_y)) + |\sigma(b(y) - b)|^2 \right).
\]
(33)

For each $y \in C_k$, we invoke Proposition 17 on $\tilde{\nu}_y$ to conclude that the product measure $\tilde{\xi}_y$, whose center of mass lies at $b(y)$, satisfies
\[
W_1(\tilde{\xi}_y, \tilde{\nu}_y) \leq \sqrt{n \text{Tr}(\mathcal{H}(\tilde{\nu}_y))}.
\]
(34)
Define \( \xi' := \pi_I(\xi) \times \pi_{[n] \setminus I}(\tilde{\nu}) \) where \( I = \{i; \sigma_{i,i} = 1\} \). Since for all \( y \in C_k \) one has \( \xi'(A_y) = \tilde{\nu}(A_y) \), we have

\[
W_1(\xi', \tilde{\nu}) \leq \sum_{y \in C_k} \tilde{\nu}(A_y) W_1(\xi_y, \tilde{\nu}_y)
\]

\[
\leq \sum_{y \in C_k} \tilde{\nu}(A_y) \left( W_1(\xi_y, \tilde{\xi}_y) + W_1(\tilde{\xi}_y, \tilde{\nu}_y) \right)
\]

\[
\leq \sum_{y \in C_k} \tilde{\nu}(A_y) \left( \|\sigma(b - b(y))\|_1 + \sqrt{n}\text{Tr}(\mathcal{H}(\tilde{\nu}_y)) \right)
\]

\[
\leq \sqrt{n} \sum_{y \in C_k} \tilde{\nu}(A_y) \left( |\sigma(b - b(y))| + \sqrt{\text{Tr}(\mathcal{H}(\tilde{\nu}_y))} \right)
\]

\[
\leq \sqrt{2n} \sum_{y \in C_k} \tilde{\nu}(A_y) \left( |\sigma(b - b(y))|^2 + \text{Tr}(\mathcal{H}(\tilde{\nu}_y)) \right)
\]

\[
\leq \sqrt{2n} \text{Tr}(\sigma\mathcal{H}(\tilde{\nu})) \leq 2^n \sqrt{n \frac{D(\nu)}{\varepsilon}}
\]

which is the desired bound.

\[\square\]

### 3.3 The first step: obtaining an estimate on \( W_1 \) using \( \mathcal{H} \)

The proof of the first step is rather straightforward. We choose to prove it directly, but in fact it follows from a combination of two well-known inequalities: the Log-Sobolev inequality and the transportation-entropy inequality. The sketch of this direction goes as follows: let \( \xi \) be the product measure having the same expectation as \( \nu \). Then, a straightforward calculation gives that \( \text{Tr}\mathcal{H}(\nu) \approx \mathcal{L}_\xi(\nu) \) where \( \mathcal{L}_\xi(\nu) \) is the Fisher information of \( \nu \) with respect to \( \xi \). A combination of the two above inequalities then gives \( W_1(\nu, \xi) \leq 2nD_{\text{KL}}(\nu\|\xi) \leq n\mathcal{L}_\xi(\nu) \) up to constants.

We now give a direct proof of the proposition.

**Proof of Proposition 17.** Let \( U_1, \ldots, U_n \) be independent random variables uniformly distributed in \([-1, 1]\). Define \( \overline{g} = (\overline{g}^1, \ldots, \overline{g}^n) = \int g_i(y) d\nu(y) \) for all \( i \in [n] \) (where \( g_i \) is defined in equation (25) above). Let \( Y = (Y^1, \ldots, Y^n) \) be a random point in \( C_n \) defined by

\[
Y^i = \begin{cases} 
+1 & U_i \leq \overline{g}^i \\
-1 & U_i > \overline{g}^i.
\end{cases}
\]

We define \( \xi \) to be the law of \( Y \). Clearly, \( \xi \) is a product measure. Let us now define a suitable coupling of \( Y \) with a random variable \( Z = (Z^1, \ldots, Z^n) \) whose law is \( \nu \). Consider the filtration \( \mathcal{F}_i = \sigma(U_1, \ldots, U_{i-1}) \). Set also

\[
J(j) := \{(y_1, \ldots, y_n) \in C_n \mid y_k = Z^k, \forall 1 \leq k \leq j - 1\}.
\]

Define a vector \( \Lambda(j) = (\Lambda^1(j), \ldots, \Lambda^n(j)) \) by the formula

\[
\Lambda(j) = \frac{\sum_{y \in J(j)} e^{f(y)}g(y)}{\sum_{y \in J(j)} e^{f(y)}}
\]
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where we abbreviate \( g(y) = g_e(y) \). Finally, we can define inductively
\[
Z^i = \begin{cases} 
+1 & U_i \leq \Lambda^i(i) \\
-1 & U_i > \Lambda^i(i).
\end{cases}
\]

Remark that \( \Lambda(j) \) is \( \tilde{F}_j \) measurable. Let us now show that \( Z \sim \nu \). Define \( Z(i) = (Z^1, \ldots, Z^i, 0, \ldots, 0) \). First note that whenever \( i \geq j \), one has
\[
\Lambda^i(j) = \frac{\sum_{y \in J(j), \nu_{i-1}=1} g(y) \left(e^f(y) + e^f(y+2\epsilon)\right)}{\sum_{y \in J(j)} e^f(y)}
\]
\[
= \frac{1}{2} \sum_{y \in J(j)} \frac{\partial_i e^f(y)}{e^f(y)}
\]
\[
= \frac{\sum_{y \in J(j)} \partial_i e^f(y)}{\sum_{y \in J(j)} e^f(y)} \frac{\partial_i h(Z(j-1))}{h(Z(j-1))}.
\]

The last equation and the definition of \( Z^i \) teach us that
\[
\mathbb{P}(Z^i = s | Z(i-1)) = \frac{1 + s \frac{\partial_i h(Z(i-1))}{h(Z(i-1))}}{2} = \frac{h(Z^1, \ldots, Z^i-1, s, 0, \ldots, 0)}{h(Z(i-1))}, \quad s = \pm 1.
\]

So,
\[
\mathbb{P}(Z = (z^1, \ldots, z^n)) = \prod_{i \in [n]} \mathbb{P}(Z^i = z^i | Z(i-1) = z(i-1)) = \prod_{i \in [n]} \frac{h(z(i))}{h(z(i-1))} = h(z) = e^f(z)
\]
where we have defined \( z(i) = (z^1, \ldots, z^i, 0, \ldots, 0) \). This establishes the fact that \( Z \sim \nu \). Moreover, by the last formula it is easily seen that that \( Z | \tilde{F}_i \) has the law \( \sum_{y \in J(i)} e^f(y) \). Consequently, we have
\[
\Lambda(j) = \mathbb{E}[g(Z) | \tilde{F}_j] = \mathbb{E} [\Lambda(n) | \tilde{F}_j], \quad \forall j \in [n]
\]
so that \( \Lambda(j) \) is a martingale. By definition of \( \Lambda \) and \( \mathcal{H}(\nu) \) one may verify that
\[
\text{Cov} \Lambda(n) = \text{Cov} (g(Z)) = \mathcal{H}(\nu).
\]

The fact that \( \Lambda(j) \) is a martingale implies that
\[
\text{Var} \Lambda^i(i) \leq \text{Var} \Lambda^i(n) = \langle e_i, \mathcal{H}(\nu) e_i \rangle
\]
and, moreover, we have for all \( i \),
\[
\mathbb{E} \Lambda(i) = \mathbb{E} \Lambda(n) = \mathbb{E} [g(Z)] = \overline{g}.
\]

The last two equalities and the definition of \( Z^i \) and \( Y^i \) give us that \( \mathbb{E} [Z^i] = \mathbb{E} [Y^i] \) and that
\[
\mathbb{P}(Z^i \neq Y^i) = \mathbb{E} \left| \mathbb{P}(U_i \geq \overline{g}) - \mathbb{P}(U_i \geq \Lambda^i(i) | \tilde{F}_i) \right|
\]
\[
= \frac{1}{2} \mathbb{E} \left| [\overline{g} - \Lambda^i(i)] \right|
\]
\[
\leq \sqrt{\text{Var} \Lambda^i(i)} \leq \sqrt{\langle e_i, \mathcal{H}(\nu) e_i \rangle}.
\]
Consequently,
\[ W_1(\xi, \nu) \leq \mathbb{E} \left[ \sum_{i=1}^{n} 1_{\{Y_i \neq Z_i\}} \right] \leq \sum_{i=1}^{n} \sqrt{\langle e_i, \mathcal{H}(\nu)e_i \rangle} \leq \sqrt{n \text{Tr}(\mathcal{H})}. \]

Finally note that by definition, the center of mass of \( \xi \) lies at the point \( \overline{y} \) which is by the identity (28) equal to the center of mass of \( \nu \). The proof is complete.

### 3.4 The second step: finding product-like tilts

The proof of Proposition 18 is based on several stochastic constructions, introduced henceforth.

#### 3.4.1 Stochastic constructions

Let a probability measure \( \nu \) on \( \mathbb{C}_n \) be fixed and define the functions \( v(x) = v_\nu(x), h(x) = h_\nu(x) \) and \( g(y) = g_\nu(y) \) as in Section 3.1. Let \( \sigma : [-1, 1] \times [0, \infty) \to \mathbb{R} \) be the function

\[ \sigma(x, t) = \begin{cases} 1_{x \in (-\frac{1}{2}, \frac{1}{2})} & 0 \leq t < 1 \\ 1_{x \in (-1, 1)} & t \geq 1. \end{cases} \]

By slight abuse of notation, for \( x = (x_1, \ldots, x_n) \in \mathbb{C}_n \) define

\[ \sigma(x, t) = \begin{pmatrix} \sigma(x_1, t) & 0 & 0 & \cdots \\ 0 & \sigma(x_2, t) & 0 & \cdots \\ 0 & 0 & \sigma(x_3, t) & \cdots \\ \cdots & & & \end{pmatrix}. \]

Let \( B_t \) be a standard Brownian motion in \( \mathbb{R}^n \) adapted to a filtration \( \mathcal{F}_t \). Our central construction is the following: let \( X_t \) be the solution of the stochastic differential equation

\[ X_0 = 0, \quad dX_t = \sigma(X_t, t)^{1/2} dB_t + \sigma(X_t, t) v(X_t) dt \quad (35) \]

where \( v(X_t) = v_\nu(X_t) \) is defined in equation (23).

**Remark 8.** The function \( \sigma(x, t) \) is defined in a way that \( X_t \in [-1/2, 1/2]^n \) for \( t \leq 1 \), \( X_t \in \mathbb{C}_n \) for all \( t \) and \( \lim_{t \to \infty} X_t \in \mathcal{C}_n \). The particular choice of function is not important as long as one gets this sort of behavior, and in fact, as long as \( \varepsilon \) is smaller than the order \( 1/\log n \), it will be enough to define \( \sigma(x, t) = 1_{x < 1} \) instead.

Define also

\[ M_t = \log h(X_t) \]

and

\[ \sigma_t = \sigma(X_t, t), \quad v_t = v(X_t). \]

We have, by a simple calculation using Itô’s formula and by Fact 15,

\[ dh(X_t) = \left\langle \nabla h(X_t), \sigma_t^{1/2} dB_t + \sigma_t v_t dt \right\rangle \]

and

\[ dM_t = \left\langle \sigma_t^{1/2} v_t, dB_t \right\rangle + \frac{1}{2} |\sigma_t^{1/2} v_t|^2 dt. \quad (36) \]
Finally, we define

\[ q(x) = \sum_{y \in \mathcal{C}_n} g(y) w(x, y)e^{f(y)}, \quad \forall x \in \mathcal{C}_n \]

the harmonic extension of \( g(x)e^{f(x)} \) to \( \mathcal{C}_n \). Consider the process

\[ g_t := \frac{q(X_t)}{h(X_t)}. \]  

(37)

Define \( X_\infty = \lim_{t \to \infty} X_t \). By the martingale convergence theorem and by the fact that \( \sigma(x) = 1 \) for \( x \in (-1, 1) \), \( t > 1 \) and \( \sigma(\pm 1) = 0 \), we have that almost surely \( X_\infty \in \mathcal{C}_n \). The following fact is a direct consequence of Girsanov’s formula.

**Fact 20.** For any \( t > 0 \), the random variable \( X_\infty \) conditioned on \( \mathcal{F}_t \) has the law \( y \mapsto \frac{w(X_t, y)e^{f(y)}}{h(X_t)} \). In other words, for every test function \( \varphi : \mathcal{C}_n \to \mathbb{R} \), one has

\[ \mathbb{E}[\varphi(X_\infty) | \mathcal{F}_t] = \frac{1}{h(X_t)} \sum_{y \in \mathcal{C}_n} \varphi(y) w(X_t, y)e^{f(y)}. \]  

(38)

**Proof.** Fix \( t > 0 \). Suppose that \( \{B_s\}_{t \geq s} \) is a Brownian motion when the underlying Wiener space is equipped with a measure \( P \). Let \( Q \) be a measure, defined on the same underlying Wiener space, by

\[ \frac{dQ}{dP} = \exp \left( -\int_t^\infty \left( \langle \sigma_s^{1/2}v_s, dB_s \rangle + \frac{1}{2} \sigma_s^{1/2}v_s \right)^2 dt \right). \]

Then, by Girsanov’s formula we have that the process \( s \to B_{t+s} - B_t + \int_t^{t+s} \sigma_v^{1/2}v_r dr \) is a Brownian motion under the measure \( Q \) and according to formula (35), the process \( \{X_s\}_{s \geq t} \) is a martingale under that measure, whose diffusion matrix is diagonal. Consequently we have that the distribution of \( X_\infty | \mathcal{F}_t \) under \( Q \) has the density \( w(X_t, \cdot) \), since the latter represents the harmonic measure on \( \mathcal{C}_n \) with respect to any diagonal martingale started at \( X_t \). Using equation (36), we have that

\[ \frac{dP}{dQ} = \exp \left( \int_t^\infty dM_t \right) = e^{M_\infty - M_t} = \frac{h(X_\infty)}{h(X_t)} = e^{f(X_\infty)} \frac{h(X_t)}{h(X_t)}. \]

Thus, we have under the measure \( P \) that

\[ \mathbb{E}_P[\varphi(X_\infty) | \mathcal{F}_t] = \mathbb{E}_Q \left[ \frac{dP}{dQ} \varphi(X_\infty) \bigg| \mathcal{F}_t \right] = \mathbb{E}_Q \left[ \frac{e^{f(X_\infty)}}{h(X_t)} \varphi(X_\infty) \bigg| \mathcal{F}_t \right] = \frac{1}{h(X_t)} \sum_{y \in \mathcal{C}_n} e^{f(y)} w(X_t, y) \varphi(y). \]

The proof is complete. \qed

**Remark 9.** A different way to see that the above identity is correct without using Girsanov’s inequality is simply to calculate the Itô differential of the process \( p_t := \frac{e^{f(y)}w(X_t, y)}{h(X_t)} \) and observe that it is a martingale. Therefore, one has \( \mathbb{P}(X_\infty = y | \mathcal{F}_t) = \mathbb{E}[p_\infty | \mathcal{F}_t] = p_t \).
Define a mapping $\eta : \text{Int}(\mathbb{C}_n) \to \mathbb{R}^n$ by

$$\langle \eta(x), e_i \rangle = \log \sqrt{\frac{1 + \langle x, e_i \rangle}{1 - \langle x, e_i \rangle}}.$$

We have by definition, for every $x \in \mathbb{C}_n$ and $y \in \mathbb{C}_n$,

$$\exp(\langle \eta(x), y \rangle) = \prod_{i \in [n]} \frac{1 + x_i y_i}{\sqrt{(1 + x_i)(1 - x_i)}} = C_x w(x, y)$$

with $C_x$ depending only on $x$. Therefore

$$\int_{\mathbb{C}_n} \varphi d\nu = \mathbb{E}\left[ \int_{\mathbb{C}_n} \varphi(\tau_{\eta(X_t)} \nu) \right].$$

The following two corollaries follow immediately from equation (38).

**Corollary 21.** For every stopping time $\tau$ such that $X_\tau \in \text{Int}(\mathbb{C}_n)$ almost surely, one has the following decomposition of the measure $\nu$: for every test function $\varphi : \mathbb{C}_n \to \mathbb{R}$,

$$\mathbb{E}\left[ \int_{\mathbb{C}_n} \varphi d\nu \right] = \mathbb{E}\left[ \mathbb{E}\left[ \varphi(X_\infty) | \mathcal{F}_t \right] \right].$$

**Proof.** Since $\mathbb{E}[\varphi(X_\infty) | \mathcal{F}_t]$ is a martingale, we have by the optional stopping theorem

$$\int_{\mathbb{C}_n} \varphi d\nu = \mathbb{E}[\varphi(X_\infty)] = \mathbb{E}[\mathbb{E}[\varphi(X_\infty) | \mathcal{F}_t]] = \mathbb{E}\left[ \int_{\mathbb{C}_n} \varphi d(\tau_{\eta(X_\tau)} \nu) \right].$$

**Corollary 22.** One has the identities

$$v_t = \mathbb{E}[v(X_\infty) | \mathcal{F}_t], \quad \text{and} \quad g_t = \mathbb{E}[g(X_\infty) | \mathcal{F}_t].$$

In particular, the processes $v_t$ and $g_t$ are martingales.

**Proof.** Observe that, by definition,

$$g_t = \frac{1}{h(X_t)} \sum_{y \in \mathbb{C}_n} g(y) w(X_t, y) e^{f(y)}$$

and

$$v_t = \frac{\nabla h(X_t)}{h(X_t)} = \frac{1}{h(X_t)} \sum_{y \in \mathbb{C}_n} v(y) w(X_t, y) e^{f(y)}.$$

Apply equation (38) with the choices $\varphi(y) = v(y)$ and $\varphi(y) = g(y)$.

The following calculation is central to our proof. It is the consequence of a straightforward calculation using Itô’s formula, and its proof is postponed to the appendix.

**Fact 23.** One has,

$$dg_t = \Gamma_t \sigma_t^{1/2} dB_t$$

where

$$\Gamma_t := \frac{\nabla q(X_t)}{h(X_t)} - g_t \otimes v_t.$$
Our final definition is that of the matrix-valued stochastic process

$$H_t := \mathbb{E}[(g_{\infty} - g_t)^{\otimes 2} | \mathcal{F}_t].$$ (43)

According to formula (38) and since $g_t$ is a martingale, we have that also

$$H_t = \frac{1}{h(X_t)} \sum_{y \in \mathcal{C}_n} e^{f(y)} w(X_t, y) g(y)^{\otimes 2} - g_t \otimes g_t$$

(39)\quad \Rightarrow \quad \int_{\mathcal{C}_n} g_\nu(y)^{\otimes 2} d\tau_{\eta(X_t), \nu}(y) - \left( \int_{\mathcal{C}_n} g_\nu(y) d\tau_{\eta(X_t), \nu}(y) \right)^{\otimes 2}. $$

Recalling that

$$\mathcal{H}(\tau_{\eta(X_t), \nu}) = \int_{\mathcal{C}_n} g_{\tau_{\eta(X_t), \nu}}(y)^{\otimes 2} d\tau_{\eta(X_t), \nu}(y) - \left( \int_{\mathcal{C}_n} g_{\tau_{\eta(X_t), \nu}}(y) d\tau_{\eta(X_t), \nu}(y) \right)^{\otimes 2},$$

we immediately see that $H_0 = \mathcal{H}(\nu)$. Furthermore, while the matrices $\mathcal{H}(\tau_{\eta(X_t), \nu})$ and $H_t$ are not exactly equal, they are close to each other when the coordinates of $X_t$ are small, as shown in the next technical lemma, whose proof appears in the appendix.

**Lemma 24.** Let $\theta \in \mathbb{R}^n$ and let $\nu, \tilde{\nu}$ be probability measures on $\mathcal{C}_n$. Define

$$A = \int_{\mathcal{C}_n} g_\nu(y)^{\otimes 2} d\tilde{\nu}(y) - \left( \int_{\mathcal{C}_n} g_\nu(y) d\tilde{\nu}(y) \right)^{\otimes 2}$$

and

$$B = \int_{\mathcal{C}_n} g_{\tau_{\eta, \nu}}(y)^{\otimes 2} d\tilde{\nu}(y) - \left( \int_{\mathcal{C}_n} g_{\tau_{\eta, \nu}}(y) d\tilde{\nu}(y) \right)^{\otimes 2}. $$

Then for all $1 \leq i \leq n$,

$$e^{-4||\theta||_1} B_{i,i} \leq A_{i,i} \leq e^{4||\theta||_1} B_{i,i}. $$

An immediate consequence of this lemma is that under the event $X_t \in [-1/2, 1/2]^n$, we have $\exp(2|\langle \eta(X_t), e_i \rangle|) = \frac{1+|\langle \eta(X_t), e_i \rangle|}{1-|\langle \eta(X_t), e_i \rangle|} \leq 3$ and therefore

$$X_t \in [-1/2, 1/2]^n \Rightarrow \text{Tr}(\sigma \mathcal{H}(\tau_{\eta(X_t), \nu})) \leq 9 \text{Tr}(\sigma H_t)$$ (44)

for every positive-definite diagonal matrix $\sigma$.

Recall that our final objective is to control $\text{Tr}(\mathcal{H}(\tau_{\eta(X_t), \nu}))$. In view of the above equation it therefore suffices to control the trace of $H_t$. A key fact in the proof of Proposition 18, which we will see later on, is that the matrix $H_t$ is, in a sense, controlled by the matrix $\Gamma_t$. Intuitively, this means that the martingale $g_t$ has to be moving quickly whenever $\text{Cov}(g_{\infty})$ is big.

### 3.4.2 Proof of Proposition 18

The following simple observation will help us exploit the complexity condition.

**Observation 25.** For every $t \geq 0$ we have, almost surely, $g_t \in \text{Conv}(\{g(y) : y \in \mathcal{C}_n\})$. 

28
Proof. Since \( g_t \) is a martingale, and since almost surely there exists some \( y \in C_n \) such that \( g_\infty = g(y) \), it follows that \( g_t \) can be written as

\[
    g_t = \sum_{y \in C_n} g(y) \mathbb{P}(X_\infty = y | F_t)
\]

which is a convex combination of vectors in the set \( \{g(y), y \in C_n\} \).

Next, we will need the following lemma which will help us make sense of the matrix \( \Gamma_t \) defined in (42).

**Lemma 26.** One has almost surely, for all \( t \geq 0 \) and all \( i \in [n] \),

\[
    (\mathbb{E}[g_\infty \otimes v_\infty | F_t])_{i,i} = \left( \frac{\nabla q(X_t)}{h(X_t)} \right)_{i,i}.
\]

**Proof.** Fix \( i \in [n] \). For all \( y \in C_n \) define \( y_+ \) to be the point equal to \( y \) on every coordinate except maybe the \( i \)th coordinate, where it is equal to +1. Define \( y_- \) analogously. We have for all \( y \in C_n \),

\[
    q_i(y) = e^f(y) \frac{e^f(y_+) - e^f(y_-)}{e^f(y_+) + e^f(y_-)}
\]

and thus

\[
    \partial_i q_i(y) = \frac{1}{2} \left( \frac{e^f(y_+) - e^f(y_-)}{e^f(y_+) + e^f(y_-)} \right)^2.
\]

On the other hand, with the help of equation (26) we have

\[
    g(y)_i v(y)_i = \frac{e^f(y_+) - e^f(y_-)}{e^f(y_+) + e^f(y_-)} \frac{e^f(y_+) - e^f(y_-)}{2e^f(y)}.
\]

Consequently, we have that for all \( y \in C_n \),

\[
    \partial_i q_i(y) = e^f(y) g(y)_i v(y)_i
\]

Summing up, we get

\[
    \mathbb{E}[(g_\infty \otimes v_\infty)_{i,i} | F_t] = \frac{1}{h(X_t)} \sum_{y \in C_n} w(X_t, y) e^f(y) v(y)_i g(y)_i
\]

(38)

\[
    = \frac{1}{h(X_t)} \sum_{y \in C_n} w(X_t, y) \partial_i q_i(y)
\]

(45)

\[
    = \frac{\partial_i q_i(X_t)}{h(X_t)}
\]

(21)

which completes the proof.

Now, consider the matrix

\[
    A_t := \mathbb{E}[(g_\infty - g_t) \otimes (v_\infty - v_t) | F_t] = \mathbb{E}[g_\infty \otimes v_\infty | F_t] - g_t \otimes v_t
\]

(46)

(where the second equality follows from the fact that \( g_t \) and \( v_t \) are martingales). The result of Lemma 26 combined with equation (42) tells us that

\[
    \text{Tr}(\sigma_t^{1/2} \Gamma_t) = \text{Tr}(\sigma_t^{1/2} A_t).
\]

(47)

Our next objective is to prove:
Lemma 27. We have almost surely for all \( t \geq 0 \),

\[
\text{Tr}(\sigma_t^{1/2} H_t) \leq 4 \text{Tr}(\sigma_t^{1/2} A_t).
\] (48)

In order to prove this lemma, we first formulate an intermediate technical lemma, whose proof is postponed to the appendix.

Lemma 28. For all \( t \geq 0 \) and \( i \in [n] \) we have almost surely

\[
\langle v_t, e_i \rangle = E \left[ \frac{\langle e_i, g_\infty \rangle}{\langle X_t, e_i \rangle} \right] = E \left[ \zeta_{\langle X_t, e_i \rangle}(\langle e_i, g_\infty \rangle) \right].
\] (49)

and

\[
E[\langle g_\infty - g_t, e_i \rangle \langle v_\infty, e_i \rangle | \mathcal{F}_t] = E[\langle g_\infty - g_t, e_i \rangle \zeta_{\langle X_t, e_i \rangle}(\langle g_\infty, e_i \rangle) | \mathcal{F}_t].
\] (50)

Moreover, for all \( x \in \overline{C}_n \) and \( i \in [n] \) one has

\[
\langle x, e_i \rangle \langle v(x), e_i \rangle \leq 1
\] (51)

and under the additional assumption \( x \in \left[-\frac{1}{2}, \frac{1}{2}\right]^n \),

\[
\langle v(x), e_i \rangle \leq 2.
\] (52)

Proof of Lemma 27. Fix a coordinate \( i \in [n] \) and define \( G = \langle g_\infty, e_i \rangle, V = \langle v_\infty, e_i \rangle, x = \langle X_t, e_i \rangle \) and \( \overline{G} = \langle g_t, e_i \rangle \). Since \( g_t \) is a martingale we have \( \overline{G} = E[G|\mathcal{F}_t] \). Our main step will be to show that

\[
E[(G - \overline{G})V | \mathcal{F}_t] \geq \frac{1}{4} E[(G - \overline{G})^2 | \mathcal{F}_t].
\] (53)

Assuming the latter inequality, defining \( \sigma_i = (\sigma_t^{1/2})_{i,i} \) we can write

\[
\text{Tr}(\sigma_t^{1/2} A_t) = E \left[ \sum_{i=1}^n \sigma_i \langle g_\infty - g_t, e_i \rangle \langle v_\infty - v_t, e_i \rangle | \mathcal{F}_t \right]
\]

\[
= E \left[ \sum_{i=1}^n \sigma_i \langle g_\infty - g_t, e_i \rangle \langle v_\infty, e_i \rangle | \mathcal{F}_t \right]
\]

\[
\geq \frac{1}{4} E \left[ \sum_{i=1}^n \sigma_i \langle g_\infty - g_t, e_i \rangle^2 | \mathcal{F}_t \right] = \frac{1}{4} \text{Tr}(\sigma_t^{1/2} H_t),
\] (53)

which finishes the proof. In order to prove (53), we first note that the identity

\[
E[(G - \overline{G})V | \mathcal{F}_t] = E[(G - \overline{G})\zeta_x(G) | \mathcal{F}_t]
\] (54)

follows from (50). A calculation shows that for all \( x, y \in (-1, 1) \),

\[
\frac{d}{dy} \zeta_x(y) = \frac{d}{dy} \frac{y}{1 + xy} = \frac{1}{(1 + xy)^2} \geq \frac{1}{4}
\]

which implies that

\[
|\zeta_x(G) - \zeta_x(\overline{G})| \geq \frac{1}{4} |G - \overline{G}|.
\] (55)
Therefore,
\[
\mathbb{E}[(G - \overline{G}) V | \mathcal{F}_t] \overset{(54)}{=} \mathbb{E}[(G - \overline{G}) \zeta_x(G) | \mathcal{F}_t] = \mathbb{E} \left[ (G - \overline{G}) (\zeta_x(G) - \zeta_x(\overline{G})) | \mathcal{F}_t \right] = \mathbb{E} \left[ (G - \overline{G}) \cdot (\zeta_x(G) - \zeta_x(\overline{G})) | \mathcal{F}_t \right]
\]
\[
\overset{(55)}{\geq} \frac{1}{4} \mathbb{E} \left[ (G - \overline{G})^2 | \mathcal{F}_t \right],
\]
which is (53). The proof is complete.

Define for all \( t \),
\[
I_t = \{ i \in [n] : \langle e_i, \sigma_t \rangle = 0 \},
\]
and for all \( 0 < \varepsilon < 1/2 \), define the stopping time
\[
T_\varepsilon = \min \left\{ t > 0 : \|X_t\|_2 = \varepsilon \sqrt{n} \text{ or } I_t \geq 2 \exp \left( \frac{-1}{32 \varepsilon^2} n \right) \right\} \land 1.
\]
Observe that by definition \( \langle e_i, H_t e_i \rangle = \text{Var}[(g_{\infty}, e_i) | \mathcal{F}_t] \leq 1 \). Therefore, for all \( t \leq T_\varepsilon \),
\[
\text{Tr}(\sigma_t^{1/2} H_t) \geq \text{Tr}(H_t) - I_t \geq \text{Tr}(H_t) - 2 \exp(-1/(32 \varepsilon^2)) n. \quad (56)
\]

The following lemma is the main point where Gaussian width comes to play. Its proof is, roughly speaking, an application of the divergence theorem for the vector field \( \frac{\tilde{\Gamma}_t}{n} \).

**Lemma 29.** Let \( B_t \) be a Brownian motion and let \( g_t \) be a martingale, both adapted to a filtration \( \mathcal{F}_t \). Suppose that \( dg_t = \tilde{\Gamma}_t dB_t \) for some matrix-valued process \( \tilde{\Gamma}_t \) satisfying \( \text{Tr}(\tilde{\Gamma}_t) \geq 0 \) almost surely for all \( t \). Assume that there exists a set \( K \subset \mathbb{R}^n \) such that for all \( t \) one has \( g_t \in K \). Then one has for all \( t > 0 \) and \( \alpha > 1 \),
\[
\mathbb{P} \left( \min_{0 \leq s \leq t} \text{Tr}(\tilde{\Gamma}_s) > \alpha \frac{\text{GW}(K)}{\sqrt{t}} \right) < \frac{1}{\alpha}.
\]

**Proof.** The key idea is to observe that, by an application of Itô’s isometry for the processes \( g_t \) and \( B_t \), we have that
\[
\mathbb{E}[(g_t, B_t)] = \mathbb{E} \left[ \int_0^t \text{Tr} \left( \tilde{\Gamma}_s \right) ds \right] \geq \mathbb{E} \left[ t \min_{0 \leq s \leq t} \text{Tr}(\tilde{\Gamma}_s) \right].
\]
On the other hand, since \( g_t \in K \) almost surely for all \( t \), we have
\[
\text{GW}(K) \geq \mathbb{E} \left[ \left\langle g_t, \frac{B_t}{\sqrt{t}} \right\rangle \right].
\]
Therefore,
\[
\mathbb{E} \left[ \min_{0 \leq s \leq t} \text{Tr}(\tilde{\Gamma}_s) \right] \leq \frac{\text{GW}(K)}{\sqrt{t}}.
\]
Since, by assumption, \( \text{Tr}(\tilde{\Gamma}_t) \) is nonnegative, the lemma is concluded via an application of Markov’s inequality. \( \square \)
The following statement follows easily from Gaussian tail bounds.

**Fact 30.** Let $Z_t$ be a (one dimensional) Itô process satisfying

$$Z_0 = 0; \ dZ_t = r_t dB_t$$

with $r_t$ being an adapted process satisfying $|r_t| < r$ almost surely, for some $r > 0$. Then,

$$\mathbb{P} \left( \max_{s \leq t} |Z_s| \geq \alpha \right) < 2 \exp \left( -\frac{\alpha^2}{8r^2t} \right)$$

for all $\alpha, t > 0$.

As a corollary, we get

**Lemma 31.** For all $n \geq 4$ and for all $\varepsilon \in (0, 1/8)$, we have

$$\mathbb{P} \left( T_\varepsilon \leq \frac{\varepsilon^2}{16} \right) < 1/n.$$

**Proof.** We have by Itô’s formula and by (35),

$$d\|X_t\|^2_2 = 2\langle X_t, dX_t \rangle + d[X]_t = 2\langle X_t, \sigma_t^{1/2} dB_t \rangle + 2\langle X_t, \sigma_t dt \rangle + \text{Tr}(\sigma_t) dt.$$

The bound (51) implies that $\langle X_t, \sigma_t^{1/2} dB_t \rangle \geq 1$ for all $t \leq T_\varepsilon$ (Theorem 18), gives

$$d\|X_t\|^2_2 \geq 2\langle X_t, \sigma_t^{1/2} dB_t \rangle + 3ndt.$$

Setting $t = \frac{\varepsilon^2}{16}$ gives

$$\mathbb{P} \left( \max_{s \leq t^\land T_\varepsilon} \|X_s\|^2_2 \geq \varepsilon^2 n \right) \leq 2 \exp(-n).$$

Next, define

$$J_t = \left\{ i \in [n]; \ \max_{s \leq t} |\langle B_s, e_i \rangle| \geq 1/4 \right\}.$$

Then by Fact 30, $J_t$ is the sum of $n$ independent Bernoulli random variables, each with expectation bounded by $2 \exp(-1/(8\varepsilon^2))$. Recall that, by the Chernoff-Hoeffding Theorem, if $X_t$ are independent Bernoulli random variables with expectation $p$ and $S = \frac{1}{n} \sum_{i=1}^n X_i$, then

$$\mathbb{P}(S > \alpha) \leq \left( \frac{p}{\alpha} \right)^{\alpha n} \left( \frac{1 - p}{1 - \alpha} \right)^{(1 - \alpha)n} \leq \left( \frac{p}{\alpha} \right)^{\alpha n} \varepsilon^2 \alpha n \leq \left( \frac{e^{3/2}p}{\alpha} \right)^{\alpha n}, \ \forall p < \alpha < 1/2.$$

where the second inequality uses the fact that $\frac{1}{1 - \alpha} \leq e^{3\alpha/2}$ for $\alpha \leq 1/2$. Taking $p = 2 \exp(-1/(8\varepsilon^2))$ and $\alpha = \max(p^{1/4}, 1/n)$, this gives

$$\mathbb{P}(J_t \geq 2 \exp(-1/(32\varepsilon^2)n) = \mathbb{P}(J_t \geq \max \left( 2 \exp(-1/(32\varepsilon^2))n, 1 \right)) \leq \exp \left( \frac{3}{4} \max(np^{1/4}, 1) (\log p + 2) \right).$$
The assumption \( \varepsilon < 1/8 \) amounts to \( p < e^{-7} \) and the expression \( p^{1/4}(\log p + 2) \) is decreasing on the interval \((0, e^{-7})\). This implies \( np^{1/4}(\log p + 2) \leq -4 \log n + 2 \) for \( p \geq n^{-4} \). We therefore get \( \frac{3}{4} \max(np^{1/4}, 1) (\log p + 2) \leq -3 \log n + 2 \) for all \( p < e^{-7} \). Consequently,

\[
\mathbb{P}(J_t > 2 \exp(-1/(32\varepsilon^2)) n) \leq \frac{8}{n^3} \leq \frac{1}{2n}.
\]

By (52) one has \(|\langle v_t, e_i \rangle| \leq 2\) for all \( i \in [n] \) and \( t \in [0, 1] \) which gives

\[
\max_{s \leq t} |\langle B_s, e_i \rangle| < 1/4 \Rightarrow \max_{s \leq t} |\langle X_s, e_i \rangle| < 1/2, \ \forall t \leq 1/8.
\]

Combining this with the fact that \( I_t \) is increasing for \( t \in [0, 1] \), we conclude that \( I_t \leq J_t \) for all \( t \leq 1/8 \). Finally, remarking that

\[
\mathcal{T}_\varepsilon < t \leq 1 \Rightarrow \max_{s \leq t \wedge \mathcal{T}_\varepsilon} \|X_s\|_2^2 \geq \varepsilon^2 n \text{ or } J_t \geq 2 \exp(-1/(32\varepsilon^2)) n,
\]

and applying a union bound with respect to the events in the last display completes the proof. \( \square \)

We can finally prove:

**Proof of Proposition 18.** We intend to invoke Lemma 29 with the processes \( g_t \) and \( \tilde{\Gamma}_t = \sigma_t^{1/2} \Gamma_t \) where \( \Gamma_t \) is defined as in (42). Equations (47) and (48), together with the fact that \( H_t \) is positive-definite, give

\[
4 \text{Tr} \left( \tilde{\Gamma}_t \right) \geq \text{Tr} \left( \sigma_t^{1/2} H_t \right) \geq 0.
\]

Observation 25 ensures that \( g_t \in \mathcal{K} := \text{Conv} \{ g(y) : y \in C_n \} \). Therefore we may invoke Lemma 29 with the choice \( t = \frac{\varepsilon^2}{16} \) to get

\[
\mathbb{P} \left( \min_{s \leq \varepsilon/16} \text{Tr} \left( \sigma_t^{1/2} H_s \right) > \frac{16\alpha \mathbf{GW}(K)}{\varepsilon} \right) \leq \mathbb{P} \left( \min_{s \leq \varepsilon/16} \text{Tr}(\tilde{\Gamma}_s) > \frac{4\alpha \mathbf{GW}(K)}{\varepsilon} \right) < \frac{1}{\alpha}.
\]

Define

\[
\tau := \min \left\{ t : \text{Tr} \left( \sigma_t^{1/2} H_t \right) \leq \frac{16\alpha \mathbf{GW}(K)}{\varepsilon} \right\} \wedge \mathcal{T}_\varepsilon.
\]

A union bound gives

\[
\mathbb{P} (\tau < \mathcal{T}_\varepsilon) \geq 1 - \frac{1}{\alpha} - \mathbb{P} (\mathcal{T}_\varepsilon \leq \frac{\varepsilon^2}{16}).
\]

Remark that if either \( D > 2^{-4} n \) or \( n < 4 \) then the result of the proposition follows trivially by taking \( m \) to be supported at 0, thus we may assume \( n \geq 4 \) and \( \varepsilon < 1/8 \). Using Lemma 31 therefore gives

\[
\mathbb{P} (\tau < \mathcal{T}_\varepsilon) \geq 1 - \frac{1}{\alpha} - \frac{1}{n}.
\]

Applying equation (40) with the stopping time \( \tau \) which tells us that for every test function \( \varphi \),

\[
\int \varphi d\nu = \mathbb{E} \left[ \int \varphi (\tau|X_s)(\nu) \right].
\]
Set the measure $m$ to be the law of $\eta(X_\tau)$, so that equation (30) holds. Since $T_\epsilon \leq 1$ and by the definition of $\sigma$, we have $\|X_\tau\|_\infty \leq 1/2$ and $\|X_\tau\|_2 \leq \epsilon \sqrt{n}$. Since $|\eta(z)| \leq 4/3$ for all $|z| < 1/2$ this implies that for $\theta := \eta(X_\tau)$ one has $\|\theta\|_\infty \leq 2/3$ and $\|\theta\|_2 \leq \epsilon \sqrt{n}$. Therefore, the measure $m$ is supported on $[-1, 1]^n \cap B(0, \epsilon \sqrt{n})$.

Next, note that by definition of $T_\epsilon$, we have

$$\text{Tr}(\sigma_\tau^{1/2}) \geq n - 2ne^{-1/(32\epsilon^2)}. \quad (59)$$

Apply equation (44) and use the definition of $\tau$ to get

$$\tau < T_\epsilon \Rightarrow \text{Tr} \left( \sigma_\tau^{1/2} \mathcal{H}(\tau_\eta(X_\tau)(\nu)) \right) \leq 10 \text{Tr} \left( \sigma_\tau^{1/2} H_\tau \right) \leq \frac{2^{n+6} \mathbb{G}W(K)}{\epsilon}$$

which, together with equations (58) and (59) implies Equation (31).

It remains to show that under the additional assumption $\epsilon \leq \frac{1}{\alpha} \left( \log(4n/\mathbb{G}W(K)) \right)^{-1/2} \leq 1$, Equation (31) holds with $k = 1$. To that end, an application of equation (56) gives

$$\tau < T_\epsilon \Rightarrow \text{Tr}(H_\tau) \leq \frac{16\alpha \mathbb{G}W(K)}{\epsilon} + 2 \exp(-1/(32\epsilon^2))n \leq \frac{20\alpha \mathbb{G}W(K)}{\epsilon}.$$

Applying Equation (44), in a similar manner to the above, completes the proof. \hfill \Box

4 The large deviation framework

In this section we prove Corollary 2 and Theorem 5. The following is a trivial consequence of the chain rule. Its proof is postponed to the appendix.

**Fact 32.** Let $\nu$ be a measure on $\mathcal{C}_n$ and let $\xi$ be a product measure satisfying $\mathbb{E}[\xi] = \mathbb{E}[\nu]$. Then $\mathbb{D}_{KL}(\nu\|\mu) \geq \mathbb{D}_{KL}(\xi\|\mu)$.

**Proof of Corollary 2.** Define $f(x) = f(x) - \log \int e^f d\mu$, so that the measure $\nu$ defined by $d\nu = e^{f(x)} d\mu$ is a probability measure. Fix $\epsilon \in (0, \frac{1}{\alpha})$ whose value will be chosen later on. Apply Theorem 1 with $\nu, \epsilon$ to obtain (using the second part of the theorem) a function $\hat{f} : \mathcal{C}_n \to \mathbb{R}$ and the measures $\hat{\nu}$ and $\xi'$ and a subset $I \subset [n]$. The theorem ensures us that

$$\max_{y \in \mathcal{C}_n} |\hat{f}(y) - f(y)| \leq \epsilon n \quad (60)$$

and that

$$W_1(\hat{\nu}, \xi') \leq 2^6 \sqrt{\frac{n \mathbb{D}(f)}{\epsilon}}.$$

The last inequality clearly implies

$$\left| \int f d\xi' - \int f d\hat{\nu} \right| \leq 2^6 \text{Lip}(f) \sqrt{\frac{n \mathbb{D}(f)}{\epsilon}}. \quad (61)$$

Moreover, since $\xi' = \pi_I(\xi') \times \pi_{[n]\setminus I}(\hat{\nu})$,

$$\int f(y) d\xi'(y) = \int_{\{-1,1\}^n \setminus I} \left( \int_{\{-1,1\}^I} f(z, w) d\pi_I(\xi')(z) \right) d\pi_{[n]\setminus I}(\hat{\nu})(w).$$
The above identity implies the existence of $w_0 \in \{-1, 1\}^{|n\setminus I|$ for which $f(z, w_0) d\pi_I(z) \geq \int f d\xi'$. Define $\xi$ to be the restriction of $\xi'$ to $\{w_0\} \times \{-1, 1\}^I$ and observe that $\xi$ is a product measure, since the marginal of $\xi'$ on the subset $I$ is a product measure. The above amounts to

$$\int f d\xi \geq \int f d\xi' \geq \int f d\nu - 2^6 \text{Lip}(f) \sqrt{\frac{nD(f)}{\varepsilon}}.$$ 

Moreover, equation (60) implies that

$$\left| \int \tilde{f} d\nu - \left( \int f d\nu - \log \int e^f d\mu \right) \right| \leq \varepsilon n.$$ 

By Fact 32, together with the chain rule for relative entropy, we have that

$$D_{KL}(\nu \| \mu) \geq D_{KL}(\pi_I(\nu) \times \pi_{|n\setminus I}(\nu) \| \mu) \geq D_{KL}(\xi' \| \mu) \geq D_{KL}(\xi \| \mu) - (n - |I|) \log 2.$$ 

Since $e^f$ is a probability density, and since $n - |I| \leq 2ne^{-1/(32e^2)}$, we therefore get

$$\int f d\nu = \int f e^f d\mu = D_{KL}(\nu \| \mu) \geq D_{KL}(\xi \| \mu) - 2ne^{-1/(32e^2)}.$$ 

A combination of the above finally gives

$$\int f d\xi - \log \int e^f d\mu - D_{KL}(\xi \| \mu) \geq -\left( \varepsilon + 2e^{-1/(32e^2)} \right) n - 2^6 \text{Lip}(f) \sqrt{\frac{nD(f)}{\varepsilon}}.$$ 

We choose $\varepsilon = \left( \frac{4 \text{Lip}(f)^2 D(f)}{n} \right)^{1/3}$. Remark that we may legitimately assume that

$$64 \text{Lip}(f)^{2/3} D(f)^{1/3} n^{2/3} \leq n \log 2,$$

since, otherwise, the result of the corollary holds trivially by taking $\xi$ to be supported on the point where $f$ attains its maximum. This amounts to $\varepsilon < 2^{-4}$. Since $2e^{-1/(32e^2)} \leq \varepsilon$ for all $\varepsilon \in (0, 2^{-4})$, we get the desired bound.

**Proof of Theorem 5.** We begin by following similar lines to the proof of [Chatterjee and Dembo, 2016, Theorem 1.1]. Define

$$h(x) = \begin{cases} 
2x + 1 & x \leq -1 \\
-x^2 & -1 \leq x \leq 0 \\
0 & x \geq 0
\end{cases}$$

so that $h$ is concave and $|h'| \leq 2$. By a Taylor approximation argument we clearly have for $x_0, x \in \mathbb{R}$,

$$|h(x_0 + x) - h(x_0) - x h'(x_0)| \leq x^2.$$ 

Next, define

$$\psi(x) = K h((x - t)/\delta)$$
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for \( K = \frac{\phi_p(t - \delta)}{n} \). Thus \( |\psi'| \leq \frac{2K}{\delta} \) and \( |\psi''| \leq \frac{2K}{\delta^2} \). Now set
\[
g(y) = n\psi(f(y)/n), \quad \forall y \in \mathcal{C}_n.
\]

Our first goal is to give an estimate for the complexity \( \mathcal{D}(g) \) in terms of \( \mathcal{D}(f) \). Define
\[
\mathcal{A}_f = \{ \nabla f(y) : y \in \mathcal{C}_n \}, \quad \mathcal{A}_g = \{ \nabla g(y) : y \in \mathcal{C}_n \}
\]

For \( y \in \mathcal{C}_n \) define \( S_i(y) \) to be the unique point all of whose coordinates except for the \( i \)th coordinate are equal to the corresponding ones of \( y \) (and the \( i \)th coordinate is the negative of its concurrent). Using a Taylor approximation to \( \psi \) at \( f(y)/n \), for all \( y = (y_1, \ldots, y_n) \in \mathcal{C}_n \) we have the bound
\[
|\partial_i g(y) - \psi'(f(y)/n)\partial_i f(y)| = \left| -\frac{n}{\delta^2} \left( \psi(f(S_i(y))/n) - \psi(f(y)/n) \right) \right|
\]
\[
\leq \frac{K}{\delta^2 n} \text{Lip}(f)^2,
\]
or in other words,
\[
|\nabla g(y) - \psi'(f(y)/n)\nabla f(y)| \leq \frac{K}{\delta^2 n} \text{Lip}(f)^2.
\]

Consequently, since \( |\psi'(f(y)/n)| \leq \frac{2K}{\delta} \) for all \( y \in \mathcal{C}_n \), we have for every vector \( v \in \mathbb{R}^n \),
\[
\sup_{u \in \mathcal{A}_g} \langle v, u \rangle \leq \max \left( 0, \frac{2K}{\delta^2} \sup_{u \in \mathcal{A}_f} \langle v, u \rangle \right) + \frac{K}{\delta^2 n} \text{Lip}(f)^2 |v|.
\]

Now, since for a standard Gaussian random vector \( \Gamma \) one has \( \mathbb{E} |\Gamma| \leq \sqrt{n} \), we get that
\[
\mathcal{D}(g) \leq \frac{2K}{\delta} \mathcal{D}(f) + \frac{K}{\delta^2} \text{Lip}(f)^2. \tag{63}
\]

By the same considerations, we also have that
\[
\text{Lip}(g) \leq \sup_{x \in \mathbb{R}} |\psi'(x)| \text{Lip}(f) \leq \frac{2K}{\delta} \text{Lip}(f). \tag{64}
\]

Since \( f(x) \geq tn \Rightarrow g(x) = 0 \) we get that, for \( Y \sim \mu_p \),
\[
\mathbb{P}(f(Y) \geq tn) \leq \mathbb{E}[\exp(g(Y))] = \int_{\mathcal{C}_n} \exp(g(y) + \log I(\bar{p}, y)) d\mu \tag{65}
\]
where \( \bar{p} = (-1 + 2p)(1, \ldots, 1) \) and \( I(x, y) = \prod_{i \in [n]} (1 + x_i y_i) \), so that \( \log I(\bar{p}, y) = \sum_i \log(1 - y_i + 2py_i) \). We also easily have
\[
\text{Lip}(\log I(\bar{p}, \cdot)) \leq |\log(p(1 - p))|.
\]

Invoking Corollary 2, we learn that for some product measure \( \xi \),
\[
\log \int_{\mathcal{C}_n} \exp(g(y) + \log I(\bar{p}, y)) d\mu \leq \int gd\xi + \int \log I(\bar{p}, y) d\xi(y) - \text{D}_{\text{KL}}(\xi||\mu) + 64(\text{Lip}(g) + |\log(p(1 - p))|)^{2/3} \mathcal{D}(g)^{1/3} n^{2/3}. \tag{66}
\]
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An easy calculation shows that \( \int \log I(\vec{p}, y) d\xi(y) - D_{KL}(\xi \| \mu) = -D_{KL}(\xi \| \mu_p). \) Combining this with (63) and (64) we have that
\[
\log \int_{\mathcal{C}_n} \exp(g(y)) d\mu_p \leq \int gd\xi - D_{KL}(\xi \| \mu_p) + 64KLn^{2/3}
\]
with
\[
L := \frac{1}{\delta} (2\text{Lip}(f) + |\log(p(1-p)))|^{2/3} \left( 2D(f) + \frac{1}{\delta}\text{Lip}(f)^2 \right)^{1/3}
\]
where we use the assumption \( \delta \leq \frac{1}{n} \phi_p(t - \delta) \) which implies \( K/\delta \geq 1. \) Next, we claim that for every product measure \( \xi \) one has
\[
\int gd\xi - D_{KL}(\xi \| \mu_p) \leq -\phi_p(t - \delta).
\]
Indeed, if \( \xi \) is such that \( \int fd\xi \geq (t - \delta)n \) then by definition of \( \phi_p, \) we must have that \( -D_{KL}(\xi \| \mu_p) \leq -\phi_p(t - \delta), \) and since \( g \) is non-positive, the inequality is correct. So, we may assume that \( \int fd\xi \leq (t - \delta)n. \) By the concavity and monotonicity of \( \psi \) and by Jensen’s inequality, we have
\[
\int gd\xi = \int n\psi(f(y)/n) d\xi(y) \leq n\psi \left( \int f d\xi/n \right) \leq n\psi(t - \delta) = -Kn = -\phi_p(t - \delta).
\]
This establishes (68). Together with equations (65) and (66), we finally get
\[
\log \mathbb{P}(f(Y) \geq tn) \leq -\phi_p(t - \delta)(1 - 64Ln^{-1/3}).
\]
The proof of the upper bound is complete.

Moving on to the lower bound, we define the function \( g \) in the same way, with the exception that this time we take \( K = 2(\phi_p(t) + 1)/n. \) With the help of equation (62) and by Jensen’s inequality we have for every random variable \( Z, \)
\[
\mathbb{E} [n\psi(Z/n)] \geq n(\psi(\mathbb{E}[Z]/n)) - \frac{K}{\delta^2n} \text{Var}[Z].
\]
Moreover, clearly if \( W_1, \ldots, W_n \) are independent Bernoulli random variables (with arbitrary expectation) and \( W = (W_1, \ldots, W_n) \) setting \( M_i = \mathbb{E}[f(W)|W_1, \ldots, W_i] \) then
\[
\text{Var}(f(W)) = \sum_{i=1}^n \mathbb{E}(M_i - M_{i-1})^2 \leq \text{Lip}(f)^2 \sum_{i\in[n]} \text{Var}[W_i] \leq n\text{Lip}(f)^2.
\]
The two last displays teach us that for every product measure \( \xi \) one has
\[
\int gd\xi \geq n\psi \left( \frac{\int fd\xi}{n} \right) - \frac{K}{\delta^2} \text{Lip}(f)^2.
\]
which finally gives
\[
\mathbb{P}(f(Y) \geq (t - \delta)n) \geq \int e^g d\mu_p - \int_{\{y : f(y) \leq (t - \delta)n\}} e^g d\mu_p
\]
\[
\geq \int e^g d\mu_p - \exp(-2nK)
\]
\[
\geq \exp\left(\sup_{\xi \in \mathcal{P}_M} \int g d\xi - \text{D}_{\text{KL}}(\xi \| \mu_p)\right) - \exp(-2\phi_p(t) - 2)
\]
\[
\geq \exp\left(\sup_{\xi \in \mathcal{P}_M} \left(n\psi \left(\frac{\int f d\xi}{n}\right) - \text{D}_{\text{KL}}(\xi \| \mu_p) - \frac{2K}{\delta^2}\text{Lip}(f)^2\right) - \exp(-2\phi_p(t) - 2)\right)
\]
\[
\geq \exp\left(-\phi_p(t) \left(1 + \frac{1}{n\delta^2}\text{Lip}(f)^2\right) - \frac{1}{n\delta^2}\text{Lip}(f)^2\right) - \exp(-2\phi_p(t) - 2)
\]
\[
\geq \exp\left(-\phi_p(t) \left(1 + \frac{1}{n\delta^2}\text{Lip}(f)^2\right) - 1\right) \left(1 - \exp(-1)\right)
\]
where the last inequality uses the assumption \(\frac{2}{n^2}\text{Lip}(f)^2 \leq 1\). We finally get
\[
\log \mathbb{P}(f(Y) \geq (t - \delta)n) \geq -\phi_p(t) \left(1 + \frac{2}{n\delta^2}\text{Lip}(f)^2\right) - 2.
\]

The proof is complete. \(\square\)

5 Exponential random graphs and complexity of subgraph counts

Fix an integer \(N\) and set \(n = \binom{N}{2}\). Recall that we define by \(\mathcal{P}\) the set of above-diagonal sequences \((y_{i,j})_{1 \leq i < j \leq N}\), which is identified with \(C_n\). For a finite, simple graph \(H\) and a point \(y \in C_n\) we define
\[
f_H(y) = N^2 t(H, G_y).
\]
where \(G_y\) is the graph associated with \(y\) and \(t(H, G)\) is the homomorphism density defined in section 1.4. The next lemma gives a bound for the Gaussian-width complexity of subgraph counts.

**Lemma 33.** For every finite simple graph \(H = ([k], E)\) on \(k\) vertices, we have \(\mathcal{D}(f_H) \leq |E| N^{3/2}\).

**Proof.** For a fixed \(y \in C_n\), let \(A = A(y)\) be the adjacency matrix of \(G_y\). We have
\[
f_H(y) = \frac{1}{N^{k-2}} \sum_{q \in [N]^k} \prod_{(t, e) \in E} A_{q_t, q_e}.
\]
A calculation gives (see also [Chatterjee and Dembo, 2016, Equation (5.2)])

$$\frac{\partial f_H(y)}{\partial y_{i,j}} = \frac{1}{N^{k-2}} \sum_{(a,b) \in E} \sum_{q \in [N]^k} \prod_{q_{a,b} = j} A_{q_{e},q_{e'}}$$

$$= \frac{1}{N^{k-2}} \sum_{(a,b) \in E} \sum_{q \in [N]^{k-2}} \prod_{\ell \neq b} A_{i,q_{\ell}} \prod_{\ell \neq a} A_{j,q_{\ell}} \prod_{(\ell,\ell') \in E} A_{q_{\ell},q_{\ell'}}$$

$$= \frac{1}{N^{k-2}} \sum_{(a,b) \in E} \sum_{q \in [N]^{k-2}} J_{i,j}(A, a, b, q)$$

where

$$J_{i,j}(A, a, b, q) = \prod_{(a,\ell) \in E} A_{i,q_{\ell}} \prod_{(b,\ell) \in E} A_{j,q_{\ell}} \prod_{(\ell,\ell') \in E} A_{q_{\ell},q_{\ell'}}$$

for all $a,b,q \in [N]^{k-2}$. Consequently, we have for all $M \in M_{N \times N}$

$$\sup_{A \in M_{n \times n}} \sup_{q \in [N]^{k-1} \setminus \{(a,b)\}} \text{Tr}(J_{i,j}(A, a, b, q)M) \leq \sup_{u,v \in \{0,1\}^n} \langle u, Mv \rangle \leq N\|M\|_{\text{op}}.$$

Thus if for $\theta \in \mathbb{R}^n$ we set $M(\theta)$ to be the unique symmetric matrix with null diagonal and whose above-diagonal entries that those of $\theta$, then the above inequality combined with (69) yields

$$\langle \nabla f_H(y), \theta \rangle = \frac{1}{N^{k-2}} \sum_{(a,b) \in E} \sum_{q \in [N]^{k-2}} \text{Tr}(J_{i,j}(A, a, b, q)M(\theta))$$

$$\leq \frac{1}{2N^{k-2}} \sum_{(a,b) \in E} \sum_{q \in [N]^{k-2}} N\|M(\theta)\|_{\text{op}}$$

$$\leq \frac{1}{2} |E| \cdot N\|M(\theta)\|_{\text{op}}.$$

Therefore, if $\Gamma$ is a standard Gaussian random vector in $\mathbb{R}^n$ then

$$\mathbb{E} \sup_{y \in C_n} \langle \nabla f_H(y), \Gamma \rangle \leq \frac{1}{2} |E| \cdot N\|M(\Gamma)\|_{\text{op}} \leq |E| N^{3/2},$$

where the last inequality follows from standard estimates for norms of Gaussian matrices. The proof is complete.

We can now prove our Theorem about decomposition of exponential random graphs.

**Proof of Theorem 9.** Setting $n = \binom{N}{2}$, we identify a point $y \in C_n$ with the graph $G_y$ as in Section 1.2.1. Consider the function

$$f(y) = N^2 \sum_{i=1}^{l} \beta_i t(H_i, G_y).$$
According to Lemma 33 and since the Gaussian-width is sub-additive, the complexity of $f$ is bounded as follows
\[ \mathcal{D}(f) \leq 2n^{3/4} \sum_{i=1}^{l} |\beta_i||E(H_i)|. \]

Define the measure $\nu$ on $C_n$ by $d\nu = \frac{e^{f}}{\int_{C_n} e^{f} \ d\mu} \int_{C_n} e^{f} \ d\mu$. Observe that by definition if $Y \sim \nu$ then $G_Y \overset{d}{=} G$.

We now apply Theorem 3 with the measure $\nu$, $\varepsilon$ and some $\alpha > 1$ whose value will be chosen later on, to obtain a measure $m$ on $B(0, \varepsilon \sqrt{n})$. Moreover, for all $\theta \in \mathbb{R}^n$ define by $\xi_\theta$ the product measure having the same marginals as $\tau_\theta \nu$, and define by $\vec{p}(\theta)$ to be the unique $\vec{p} \in [0,1]^l$ such that $G(N,\vec{p})$ has the same distribution as $G_Z$ with $Z \sim \xi$. Let $\rho$ be push-forward of $m$ under the map $\theta \rightarrow \vec{p}(\theta)$. For all $\theta$ let $Y_\theta$ be a random point having the law $\tau_\theta \nu$. Moreover let $\tilde{\theta}$ be a random variable in $\mathbb{R}^n$ whose law is $m$, which is independent from the family $\{Y_\theta\}$. Then by equation (5) we have that $G := G_{Y_\theta}$ has the exponential graph distribution (9). Moreover, for all $\theta \in \mathbb{R}^n$ let $G'_\theta$ be distributed as $G(N,\vec{p}(\theta))$. We may assume that $G'_\theta$ are defined on the same probability space, and that the family $\{G'_\theta\}$ is independent of $\tilde{\theta}$. Now, define

$G' = G'_{\tilde{\theta}}$.

It is clear that $G'$ has the distribution $G(N,\rho)$. Now, according to equation (6) there exists $\Theta$ with $m(\Theta) \geq 1 - \frac{1}{\alpha} - \frac{1}{n}$ such that for all $\theta \in \Theta$ we may couple the graph $G'_\theta$ with $G_{Y_\theta}$ so that

\[ \mathbb{E}d_H(G_{Y_\theta}, G'_\theta) \leq 16 \sqrt{\frac{\alpha n \mathcal{D}(\nu)}{\varepsilon}}. \]

Therefore, by taking expectation with respect to $\tilde{\theta}$, we have

\[ \mathbb{E}d_H(G, G') \leq 16 \sqrt{\frac{\alpha n \mathcal{D}(\nu)}{\varepsilon}} + n \left( \frac{1}{\alpha} + \frac{1}{n} \right). \]

Choosing $\alpha = \frac{n^{1/3} \varepsilon^{1/3}}{\mathcal{D}(\nu)^{1/3}}$, we get

\[ \mathbb{E}d_H(G, G') \leq \frac{20n^{2/3} \mathcal{D}(\nu)^{1/3}}{\varepsilon^{1/3}} \leq \frac{20n^{11/12}}{\varepsilon^{1/3}} \left( \sum_{i=1}^{l} |\beta_i||E(H_i)| \right)^{1/3} \]

and finally equation (7) tells us that

\[ \int I(p) d\rho(p) \geq \text{Ent}(G) - 2\varepsilon n. \]
6 Appendix - proofs of Auxiliary results

Proof of Fact 32. This is a straightforward consequence of the chain rule for relative entropy. Let \( Y = (Y_1, \ldots, Y_n) \sim \nu \) and \( \tilde{Y} = (\tilde{Y}_1, \ldots, \tilde{Y}_n) \sim \xi \). Then we have
\[
n \log 2 - D_{KL}(\nu \| \mu) = H((Y_1, \ldots, Y_n)) \\
= \sum_{i=1}^{n} H(Y_i | (Y_1, \ldots, Y_{i-1})) \\
\leq \sum_{i=1}^{n} H(Y_i) \\
= \sum_{i=1}^{n} H(\tilde{Y}_i) = n \log 2 - D_{KL}(\xi \| \mu).
\]
\[
\square
\]

Proof of Lemma 16. By definition of the function \( g(y) = g_\nu(y) \) (or according to equation (26)), we have that for all \( y \in \mathcal{C}_n \) if we denote \( g_\nu(y) = (g_1, \ldots, g_n) \) and \( \nabla f_\nu(y) = (d_1, \ldots, d_n) \) then
\[
g_i = \varphi(d_i) := \frac{e^{d_i} - 1}{e^{d_i} + 1}.
\]
Since \( |\varphi'(x)| \leq 1 \) for all \( x \in \mathbb{R} \), we have that the set \( \{ g_\nu(y) : y \in \mathcal{C}_n \} \) is the image of the set \( \{ \nabla f(y) : y \in \mathcal{C}_n \} \) under a 1-Lipschitz mapping. In turn, we have for all \( y_1, y_2 \in \mathcal{C}_n \),
\[
|g_\nu(y_1) - g_\nu(y_2)| \leq |\nabla f_\nu(y_1) - \nabla f_\nu(y_2)|
\]
and therefore
\[
\mathbb{E} \left[ (g(y_1) - g(y_2), \Gamma)^2 \right] \leq \mathbb{E} \left[ (\nabla f(y_1) - \nabla f(y_2), \Gamma)^2 \right]
\]
where \( \Gamma \) is a standard Gaussian random vector. An application of the Sudakov-Fernique inequality (see e.g., [Ledoux and Talagrand, 2011, Chapter 3]) completes the proof.
\[
\square
\]

Proof of Fact 23. The proof is a straightforward calculation using Itô’s formula,
\[
dg_t = \frac{dq(X_t)}{h(X_t)} - \frac{q(X_t)dh(X_t)}{h^2(X_t)} + \frac{q(X_t)d[h(X)]_t}{h^3(X_t)} - \frac{d[q(X), h(X)]_t}{h^2(X_t)} \\
= \left( \frac{\nabla q(X_t)}{h(X_t)} - \frac{q(X_t) \otimes \nabla h(X_t)}{h^2(X_t)} \right) \left( \sigma_t^{1/2} dB_t + \sigma_t v_t dt \right) \\
+ \frac{q(X_t) \langle \sigma_t \nabla h(X_t), \nabla h(X_t) \rangle_{dt}}{h^3(X_t)} dt - \frac{\nabla q(X_t) \sigma_t v_t dt}{h^2(X_t)} \\
= \left( \frac{\nabla q(X_t)}{h(X_t)} - g_t \otimes v_t \right) \left( \sigma_t^{1/2} dB_t + \sigma_t v_t dt \right) \\
+ g_t \langle v_t, \sigma_t v_t \rangle dt - \frac{\nabla q(X_t) \sigma_t v_t dt}{h(X_t)} \\
= \left( \frac{\nabla q(X_t)}{h(X_t)} - g_t \otimes v_t \right) \sigma_t^{1/2} dB_t.
\]
\[
\square
\]
Proof of Lemma 24. Let $Y \in C_n$ be a random variable with law $\tilde{\nu}$. Fix $i \in [n]$. The lemma will be concluded by showing that

$$\Var(g_{\tau_{\nu}}(Y), e_i) \leq \exp(4\|\theta\|_\infty)\Var(g_{\nu}(Y), e_i).$$ (70)

Next, by definition of $\tau_{\nu}$ we have $\nabla f_{\tau_{\nu}} = \nabla f_{\nu} + \theta$, and equation (27) gives

$$g_{\tau_{\nu}}(y) = \tanh(\nabla f_{\tau_{\nu}}(y)) = \tanh(\nabla f_{\nu}(y) + \theta) = \tanh(\tanh^{-1}(g_{\nu}(y)) + \theta)$$

for all $y \in C_n$, so that

$$\langle g_{\tau_{\nu}}(y), e_i \rangle = u_{\theta_i}(\langle g_{\nu}(y), e_i \rangle), \forall y \in C_n,$$

where $u_s(z) := \tanh(\tanh^{-1}(z) + s)$.

Defining $Z = \langle g_{\nu}(Y), e_i \rangle$ and using the last display, equation (70) becomes

$$\Var[u_{\theta_i}(Z)] \leq \exp(4\|\theta\|_\infty)\Var[Z].$$

It is straightforward to check that for all $x \in (-1, 1)$ and $s \in \mathbb{R}$, one has $\left|\frac{d}{dx}u_s(x)\right| \leq \exp^{2|s|}$. Since for any $L$-Lipschitz function $u$ and any random variable $Z$ one has $\Var[u(Z)] \leq L^2\Var[Z]$, it follows that

$$\Var[u_{\theta_i}(Z)] \leq \exp(4\|\theta_i\|)\Var[Z].$$

This yields (70) which completes the proof. $\square$

Proof of Lemma 28. Define $x = \langle X_t, e_i \rangle$, $V = \langle v_{\infty}, e_i \rangle$ and $G = \langle g_{\infty}, e_i \rangle$. Let $\hat{p} : C_n \to \mathbb{R}$ be a function satisfying $\partial_i \hat{p} \equiv 0$, let $p$ be the harmonic extension of $\hat{p}$ to $\overline{C}_n$ and define $P = \hat{p}(X_{\infty})$. Set $\hat{C}_n = \{(y_1, \ldots, y_n), y_i = \langle X_t, e_i \rangle \text{ and } y_j \in \{-1, 1\}, \forall j \neq i\}$ and let $\pi : \{-1, 1\}^n \to \{-1, 1\}^{n-1}$ be the projection defined by $\pi((y_1, \ldots, y_n)) = (y_1, \ldots, y_{i-1}, y_{i+1}, \ldots, y_n)$. We calculate

$$\mathbb{E}[VP|F_t] \overset{(38)}{=} \frac{1}{h(X_t)} \sum_{y \in \hat{C}_n} w(X_t, y)e_f(y)p(y)v(y), e_i$$

$$= \frac{1}{h(X_t)} \sum_{y \in \hat{C}_n} w(X_t, y)p(y)\partial_i e_f(\hat{y})$$

$$= \frac{1}{h(X_t)} \sum_{y \in \hat{C}_n} w(\pi(X_t), \pi(\hat{y}))p(\hat{y})\partial_i h(\hat{y})$$

$$= \frac{1}{h(X_t)} \sum_{y \in \hat{C}_n} w(\pi(X_t), \pi(\hat{y}))h(\hat{y})p(\hat{y})\partial_i h(\hat{y})$$

$$= \frac{1}{h(X_t)} \sum_{y \in \hat{C}_n} w(X_t, y)h(y)p(y)\frac{\partial_i h(y)}{h((y_1, \ldots, y_{i-1}, x, y_{i+1}, \ldots, y_n))}$$

$$\overset{(24)}{=} \frac{1}{h(X_t)} \sum_{y \in \hat{C}_n} w(X_t, y)h(y)p(y)\zeta(x)(\langle g(y), e_i \rangle) \overset{(38)}{=} \mathbb{E}[\zeta_x(G)P|F_t].$$

The proof of (49) follows by taking $\hat{p}(y) = 1$ and that of (50) follows by taking $\hat{p}(y) = \langle g(y) - g_t, e_i \rangle$. Finally, in order to obtain the bound (52), we combine the formula (49) with the estimate

$$|\zeta_x(g)| = \left|\frac{g}{1 + gx}\right| \leq \frac{1}{1 - \frac{1}{2}} \leq 2, \forall g \in [-1, 1], x \in [-1/2, 1/2].$$
To obtain the bound (51), observe that for any \( x, g \in (0, 1) \) one has

\[
x \cdot \zeta_x(g) = \frac{g x}{1 + g x} \leq 1,
\]

use the formula (49) and take expectation.

\[\square\]
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