ABSTRACT. An unresolved conjecture by Graham Higman states that for all $n \geq 1$ the number of conjugacy classes of the group of $n \times n$ unitriangular matrices with entries in the finite field $\mathbb{F}_q$ is a polynomial in $q$. In this paper we introduce a new quiver generalization of the conjecture. Motivated by this generalization, we prove that certain operations on quivers leave the relevant counts unchanged. Based on these invariance properties, we solve the introduced conjecture for quivers containing no path of length exceeding two, providing explicit formulas.
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1. Introduction

We denote by $k(U_n(k))$ the number of conjugacy classes of the group $U_n(k)$ of $n \times n$ unitriangular matrices with entries in $k = \mathbb{F}_q$. First mentioned in [Hig60], Higman’s conjecture asserts that $k(U_n(k))$ is a polynomial in $q$, for all $n \geq 1$. It has been verified for $n \leq 13$ by Arregi and Vera-López in a series of papers [VLA92, VLA95, VLA03] where a clever brute-force algorithm was devised. The authors have shown that each conjugacy class of $U_n$ contains a unique canonical matrix with respect to a certain order on matrix entries, and that a matrix is canonical if and only if certain entries called inert points are zero. Their algorithm revolves around constructing canonical matrices while identifying which entries are inert.

Pak and Soffer [PS15] have built on this algorithm while developing a recursive way of calculating the number of conjugacy classes of pattern groups (subgroups of $U_n(k)$ where certain entries are fixed to be zero), verifying the conjecture for $n \leq 16$. They have also found a pattern subgroup of $U_{13}(k)$ whose number of conjugacy classes is not polynomial count, and which appears in the recursive expansion for $k(U_{59}(k))$. This is the main indication that Higman’s conjecture could be false.

Mozgovoy [Moz19] has recently given a quiver generalization of the conjecture, as well as a modern way to understand it in terms of linear stacks. This generalization involves the number of commuting pairs of nilpotent endomorphisms of a projective representation of an acyclic quiver. We propose another generalization by instead considering the count of commuting pairs of radical endomorphisms. This count is expected to be related to the character of the Hall algebra that can be constructed from the category of pairs $(P, f)$ of a projective representation of an acyclic quiver together with a radical endomorphism of it. This is a sign that Hall algebra techniques could be fruitful to understand Higman’s conjecture or, in the reverse direction, that polynomiality of the character of the Hall algebra witnesses deeper algebraic structures (as for the constructible Hall algebra [SVDB01, BS19], where a $\mathbb{Z}$-graded Borcherds Lie algebra appears). In this paper, we concentrate ourselves on counting properties, leaving the Hall algebra part for further investigations.

After covering some background material and, in particular, the concept of radicals in §2, we introduce the new, natural quiver generalization in §3, proving results that let us reduce the associated counting
problems. We give a complete description of the first nontrivial cases in §4 and explain future research directions in §5.

2. Preliminaries

Burnside’s Lemma allows us to write
\[
k(U_n(k)) = \frac{|\{(x,y) \in U_n(k) \times U_n(k) \mid xy - yx = 0\}|}{|U_n(k)|},
\]
so we see that \( k(U_n(k)) \) is a polynomial in \( q \) if and only if the number of commuting pairs in \( U_n(k) \) is a polynomial in \( q \). The elements \( x, y \in U_n(k) \) commute precisely when \( x - 1_{n \times n} \) and \( y - 1_{n \times n} \in T_n \) commute, where we have defined \( T_n = T_n(k) := U_n(k) - 1_{n \times n} \). Therefore Higman’s conjecture is equivalent to the assertion that
\[
(1) \quad |\{(x,y) \in T_n \times T_n \mid xy - yx = 0\}| \in \mathbb{Q}[q], \text{ for all } n \geq 1.
\]

To identify the object \( T_n \), we recall the definition of the radical of a ring:

**Definition 2.1 (Radical of a Ring).** The (Jacobson) *radical* \( \text{rad} \) \( R \) of a ring \( R \) is the intersection of all maximal right ideals in \( R \).

**Lemma 2.2 ([Sch14, Lemma 4.1]).** Let \( R \) be a ring and \( a \in R \). The following are equivalent:

1. \( a \in \text{rad} R \).
2. \( a \) lies in the intersection of all maximal left ideals in \( R \).
3. For all \( b \in R \), the element \( 1 - a \cdot R b \) is invertible in \( R \).
4. For all \( b \in R \), the element \( 1 - b \cdot R a \) is invertible in \( R \).

**Corollary 2.3.** For any ring \( R \), \( \text{rad} R \) is a two-sided ideal in \( R \).

It is the case that \( T_n = \text{rad} B_n \), where \( B_n = B_n(k) \) is the algebra of upper triangular \( n \times n \) matrices. Since \( T_n \) is a nilpotent ideal, we have a natural way of weakening Higman’s conjecture as given in the form of (1) by considering powers of the radical: we can ask if, given \( l, m \geq 0 \) and \( n \geq 1 \), we have that
\[
(2) \quad \left| \left\{ (x,y) \in T_n^l \times T_n^l \mid xy - yx \in T_n^{mn} \right\} \right| \in \mathbb{Q}[q].
\]

Note that this is trivially the case when \( m \leq 2l \), and that Higman’s conjecture is the statement that the answer is “yes” for all \( n \geq 1 \) with \( l = 1 \) and \( m = n \).

We also have a natural way of generalizing Higman’s conjecture — we can investigate counting problems relating to radicals of certain algebras that arise from quivers. For this it helps to recall the definition of the radical of a category, for we will be interested in the category of representations of an arbitrary acyclic quiver \( Q \), rep \( Q \):

**Definition 2.4 (Radical of a Category).** The (Jacobson) *radical* \( \text{Rad} = \text{Rad}_C \) of an additive \( \mathbb{K} \)-category \( C \) is the class of morphisms defined as, for all objects \( X, Y \in C \),

\[
\text{Rad}(X,Y) = \{ f \in \text{Hom}(X,Y) \mid 1_X - g \circ f \text{ is an isomorphism } \forall g \in \text{Hom}(Y,X) \} \subseteq \text{Hom}(X,Y).
\]

Notice that Definitions 2.1 and 2.4 align when we consider the endomorphism algebra \( \text{End}(X) \) of an object \( X \in C \): \( \text{rad}(\text{End}(X)) = \text{Rad}(X,X) \).
3. A Quiver Generalization

3.1. The Conjecture. The classification of projective representations of quivers does not depend on
the ground field \(k\). Using this, Remark 3.4 will make rigorous sense of our following generalization of
Higman’s conjecture:

**Conjecture 3.1.** Let \(Q\) be an acyclic quiver and \(P \in \text{rep} \ Q\) be a projective representation of \(Q\) over the
field \(k = \mathbb{F}_q\). Then the number of commuting pairs in the radical \(\text{rad}(\text{End}(P))\) is a polynomial in \(q\).

**Definition 3.2.** Let \(\bigoplus_{i \in Q_0} P_Q(i)^{d_i}\) be a projective representation of an acyclic quiver \(Q\), where \(P_Q(i)\)
denotes the indecomposable projective representation at vertex \(i\), and \(d \in \mathbb{Z}_{\geq 0}^Q\) is what we call the
summand vector. We denote this representation by \(P_Q,d\) and define \(A_Q,d\) to be its endomorphism algebra,
\(\text{End}(P_Q,d)\). We define the count \([Q,d]\) to be the number of commuting pairs in \(\text{rad} A_Q,d \times \text{rad} A_Q,d\).

**Remark 3.3.** Note that \([Q,d] = 1\) in the degenerate cases where \(d = 0\) or \(Q_0 = \emptyset\), since an empty direct
sum is the zero object.

Suppose that we have a quiver \(Q = 1 \rightarrow 2 \leftarrow 3\) and summand vector \(d = (4,0,1)\). Then we
compactly visualise this data as \(\left[ 4 \rightarrow 0 \leftarrow 1 \right]\), which we also take to be alternative notation for
\([Q,d]\). Note that when in square brackets each vertex \(i \in Q_0\) is labeled by \(d_i\) instead of \(i\).

**Remark 3.4.** Since every projective representation of \(Q\) is isomorphic to \(P_Q,d\) for some summand vector \(d\) [Sch14, Corollary 2.21], Conjecture 3.1 is equivalent to the statement that for any acyclic quiver \(Q\) and
summand vector \(d\), the count \([Q,d]\) is a polynomial in \(q\).

This is subtly — though crucially — different to that of Mozgovoy’s generalization [Moz19, Conjecture
1], in which it is the set of nilpotent elements that is considered, not the radical. Our generalization
is natural, since the radical of a finite dimensional algebra is always a nilpotent ideal [Sch14, Corollary
4.10], allowing for a weakening as in (2). The two generalizations agree precisely when the set of nilpotent
elements is a two-sided ideal, as is the case for quivers and summand vectors of the form
\[
\left[ \begin{array}{cccc}
1 & 1 & \cdots & 1 \\
& & \ddots & \\
& & & 1
\end{array} \right],
\]
which recovers Higman’s classical conjecture (1) as the endomorphism algebra is isomorphic to \(B_n\).

Regardless of whether Conjecture 3.1 is true, it serves as a good motivation to study the combinatorics
of certain objects arising from the endomorphism algebras of projective representations of quivers, in our
case — counts. To this end, we will prove several results that allow us to understand the nature of counts
of acyclic quivers and summand vectors in terms of counts of (usually) simpler quivers and summand
vectors.

In §3.3 we prove that certain operations on quivers and summand vectors leave the algebras unchanged
up to isomorphism, hence preserving counts. In §3.4 we present operations that preserve the structures of
the radicals and thereby preserve counts, though not necessarily preserving the structures of the algebras.

3.2. Notations. Suppose that the object \(X\) in an additive \(k\)-category \(C\) is given by the (external) direct
sum \(X = \bigoplus_{i=1}^t X_i\). Now consider the endomorphism algebra \(\text{End}(X)\). Letting \(\pi_k : X \rightarrow X_k\) and
\(i_k : X_k \rightarrow X\) denote the canonical projection and inclusion morphisms, any \(f \in \text{End}(X)\) is uniquely
determined by its matrix elements \( f_{ij} := \pi_i \circ f \circ \iota_j \in \text{Hom}(X_j, X_i) \) for \( i, j = 1, \ldots, t \). Furthermore, we have that \((f \circ g)_{ij} = \sum_{k=1}^t f_{ik} \circ g_{kj}\), and so the identification

\[
f \leftrightarrow \begin{bmatrix} f_{11} & \cdots & f_{1t} \\ \vdots & \ddots & \vdots \\ f_{t1} & \cdots & f_{tt} \end{bmatrix} = [f_{ij}]_{i,j=1,\ldots,t}
\]
yields an algebra isomorphism

\[
\text{End}(X) \cong \begin{bmatrix} \text{Hom}(X_1, X_1) & \cdots & \text{Hom}(X_t, X_1) \\ \vdots & \ddots & \vdots \\ \text{Hom}(X_1, X_t) & \cdots & \text{Hom}(X_t, X_t) \end{bmatrix} = [\text{Hom}(X_j, X_i)]_{i,j=1,\ldots,t},
\]

where addition and scalar multiplication in the right-hand algebra is component-wise and multiplication is as above: \((f \circ g)_{ij} = \sum_{k=1}^t f_{ik} \circ g_{kj}\). We will often abuse notation by writing

\[
\text{End}(X) = [\text{Hom}(X_j, X_i)]_{i,j=1,\ldots,t} \text{ and } f = [f_{ij}]_{i,j=1,\ldots,t} \in \text{End}(X).
\]

Similarly, we will understand \(\text{rad(End}(X))\) as \([\text{Rad}(X_j, X_i)]_{i,j=1,\ldots,t} \) [ASS06, A.3, 3.4. Lemma].

Given an acyclic quiver \(Q\) and summand vector \(d\), we often write \(P_{Q,d}\) as \(\bigoplus_{i=1}^t P_Q(v_i)\), where \(v_1, \ldots, v_t\) are (not necessarily distinct) vertices in \(Q\), so that

\[
A_{Q,d} = \text{End}(P_{Q,d}) = [\text{Hom}(P_Q(v_j), P_Q(v_i))]_{i,j=1,\ldots,t} \text{ and } \text{rad} A_{Q,d} = [\text{Rad}(P_Q(v_j), P_Q(v_i))]_{i,j=1,\ldots,t}.
\]

We will also often abbreviate \(\text{Hom}(P_Q(v_j), P_Q(v_i))\) by \(H_{ij}\) and \(\text{Rad}(P_Q(v_j), P_Q(v_i))\) by \(R_{ij}\).

**Remark 3.5.** If for each \(i, j\) we define the maps

\[
\phi_{ij} : H_{ij} = \text{Hom}(P_Q(v_j), P_Q(v_i)) \longrightarrow P_Q(v_i)_{v_j} = \langle c \mid c : v_i \rightleftharpoons v_j \in Q \rangle;
\]

\[
h = (h^{(k)})_{k \in Q_0} \mapsto h^{(v_j)}(e_{v_j}),
\]

where \(\langle c \mid c : v_i \rightleftharpoons v_j \in Q \rangle\) is the \(k\)-vector space with basis the set of all paths \(v_i \rightleftharpoons v_j\) in \(Q\), then these are vector space isomorphisms [Sch14, Theorem 2.11], and so \(\{\phi^{-1}_{ij}(c) \mid c : v_i \rightleftharpoons v_j \in Q\}\) is a basis for \(H_{ij}\).

**Remark 3.6.** Recall Definition 2.4 of the radical of a category. Consider \(H_{ij}\) for \(i, j = 1, \ldots, t\). If \(v_i \neq v_j\), then we have the implication \(H_{ij} \neq 0 \implies H_{ji} = 0\), since \(Q\) is acyclic. Therefore we see that \(R_{ij} = H_{ij}\), if \(v_i \neq v_j\). On the other hand, if \(v_i = v_j\), then \(H_{ij} \cong \langle e_{v_i} \rangle \cong k\), and so \(R_{ij} = 0\). Thus, for any \(i, j\), it is the case that the isomorphism \(\phi_{ij}\) in Remark 3.5 restricted to \(R_{ij}\) (which we denote by \(\psi_{ij}\)) yields a vector space isomorphism

\[
\psi_{ij} : R_{ij} = \text{Rad}(P_Q(v_j), P_Q(v_i)) \sim \langle c \mid c : v_i \overset{\text{n.c.}}{\rightleftharpoons} v_j \in Q \rangle,
\]

where \(\langle c \mid c : v_i \overset{\text{n.c.}}{\rightleftharpoons} v_j \in Q \rangle\) is the \(k\)-vector space with basis the set of all non-constant paths \(v_i \overset{\text{n.c.}}{\rightleftharpoons} v_j\) in \(Q\). In particular, \(\{\psi_{ij}^{-1}(c) \mid c : v_i \overset{\text{n.c.}}{\rightleftharpoons} v_j \in Q\}\) is a basis for \(R_{ij}\).

**Proposition 3.7** (Composition of Basis Elements).

1. Let \(c : v_i \rightleftharpoons v_k \in Q\) and \(p : v_k \rightleftharpoons v_j \in Q\) be paths. Then

\[
\phi^{-1}_{ik}(c) \circ \phi^{-1}_{kj}(p) = \phi^{-1}_{ij}(cp).
\]
(2) Let \( c : v_i \xrightarrow{n.c.} v_k \in Q \) and \( p : v_k \xrightarrow{n.c.} v_j \in Q \) be non-constant paths. Then
\[
\psi_{ik}^{-1}(c) \circ \psi_{kj}^{-1}(p) = \psi_{ij}^{-1}(cp).
\]

**Proof.**

(1) It suffices to show that \( \phi_{ij}(\phi_{ik}^{-1}(c) \circ \phi_{kj}^{-1}(p)) = cp \). Indeed,
\[
\phi_{ij}(\phi_{ik}^{-1}(c) \circ \phi_{kj}^{-1}(p)) = (\phi_{ik}^{-1}(c) \circ \phi_{kj}^{-1}(p)(e_{v_i})) = (\phi_{ik}^{-1}(c))^{(e_{v_i})} \circ (\phi_{kj}^{-1}(p))^{(e_{v_i})}(e_{v_j})
\]
\[
= (\phi_{ik}^{-1}(c))^{(e_{v_i})} \circ \phi_{kj}(\phi_{kj}^{-1}(p)) = (\phi_{ik}^{-1}(c))^{(e_{v_i})}(p) = (\phi_{ik}^{-1}(c))^{(e_{v_i})} \circ \varphi_p(e_{v_k})
\]
\[
= \varphi_p \circ (\phi_{ik}^{-1}(c))^{(e_{v_k})}(e_{v_k}) = \varphi_p \circ \phi_{ik}(\phi_{ik}^{-1}(c)) = \varphi_p(c) = cp,
\]
where \( \varphi_p \) is the linear mapping given by the action of \( p \) and in \((*)\) we made use of the following commutative diagram:

\[
\begin{array}{ccc}
P_Q(v_k)_{v_k} & \xrightarrow{\varphi_p} & P_Q(v_k)_{v_j} \\
(\phi_{ik}^{-1}(c))^{(e_{v_k})} & \downarrow & (\phi_{ik}^{-1}(c))^{(e_{v_j})} \\
P_Q(v_i)_{v_k} & \xrightarrow{\varphi_p} & P_Q(v_i)_{v_j}
\end{array}
\]

(2) This follows from the fact that each \( \psi_{ij} \) is a restriction of \( \phi_{ij} \).

\( \square \)

### 3.3. Count-Preserving Operations.

The following theorem and corollary show that counts are invariant under reversal of all arrows in their corresponding quivers. This is useful for later, where we will prove that certain operations on sources leave counts unchanged, and thus it will follow that the analogous operations on sinks leave counts unchanged too.

**Theorem 3.8.** Let \( Q \) be an acyclic quiver and \( d \in \mathbb{Z}_{\geq 0}^Q \). Then \( A_{Q,d}^{op} \cong A_{Q^{op},d} \), as \( \mathbb{k} \)-algebras.

**Proof.** We write \( P_Q,d \) as \( \bigoplus_{i=1}^t P_Q(v_i) \) and \( P_Q^{op},d \) as \( \bigoplus_{i=1}^t P_Q^{op}(v_i) \) so that
\[
A_Q,d = [\text{Hom}(P_Q(v_j), P_Q(v_i))]_{i,j=1,\ldots,t} = [H_{ij}]_{i,j=1,\ldots,t} \quad \text{and}
\]
\[
A_Q^{op},d = [\text{Hom}(P_Q^{op}(v_j), P_Q^{op}(v_i))]_{i,j=1,\ldots,t} = [H_{ij}^{op}]_{i,j=1,\ldots,t}.
\]

Recall that the opposite algebra \( A_Q^{op},d \) is the same as \( A_Q,d \) but with multiplication reversed, i.e. \( f \cdot_{A_Q,d}^{op} g = g \cdot_{A_Q,d} f \).

For each \( i,j = 1,\ldots,t \) we define the vector space isomorphisms
\[
\phi_{ij} : H_{ij} \xrightarrow{\sim} \langle c \mid c : v_i \xrightarrow{\sim} v_j \in Q \rangle \quad \text{and} \quad \phi_{ij}^{op} : H_{ij}^{op} \xrightarrow{\sim} \langle c \mid c : v_i \xrightarrow{\sim} v_j \in Q^{op} \rangle
\]
as in Remark 3.5. Now \( c \) is a path \( v_i \xrightarrow{\sim} v_j \) in \( Q \) if and only if \( c^{op} \) is a path \( v_j \xrightarrow{\sim} v_i \) in \( Q^{op} \), so for each \( i,j = 1,\ldots,t \) we can define vector space isomorphisms by specifying their actions on the basis elements:
\[
\Phi_{ij} : H_{ij} \xrightarrow{\sim} H_{ij}^{op}; \quad \phi_{ij}^{-1}(c) \mapsto (\phi_{ij})^{-1}(c^{op}).
\]
Now note that if \( c : v_j \rightarrow v_k \) and \( p : v_k \rightarrow v_i \) are paths in \( Q \), then

\[
\Phi_{ji}(\phi_{jk}^{-1}(c) \circ \phi_{ki}^{-1}(p)) = \Phi_{ji}(\phi_{ji}^{-1}(cp)) = (\phi_{ij}^{op})^{-1}((cp)^{op}) = (\phi_{ij}^{op})^{-1}(p^{op}c^{op}) = (\phi_{ik}^{op})^{-1}(p^{op}) \circ (\phi_{kj}^{op})^{-1}(c^{op}) = \Phi_{ki}(\phi_{ki}^{-1}(p)) \circ \Phi_{jk}(\phi_{jk}^{-1}(c)),
\]

where we have used Proposition 3.7 twice. And so it follows from the linearity of each \( \Phi_{ij} \) that for any \( g_{jk} \in H_{jk} \) and \( f_{ki} \in H_{ki} \) we have

\[
(3) \quad \Phi_{ji}(g_{jk} \circ f_{ki}) = \Phi_{ki}(f_{ki}) \circ \Phi_{jk}(g_{jk}).
\]

Finally, we define the map \( \Phi : A^{op}_{Q,d} \rightarrow A^{op}_{Q,d} \) by \( (\Phi(f))_{ij} = \Phi_{ji}(f_{ji}) \). We show that this is an isomorphism of \( \mathbb{k} \)-algebras, hence proving the theorem:

- This is an isomorphism of vector spaces since it can be viewed as component-wise application of the vector space isomorphisms \( \Phi_{ij} \) followed by transposition.
- The unity \( 1_{A^{op}_{Q,d}} \) of \( A^{op}_{Q,d} \) is such that

\[
(1_{A^{op}_{Q,d}})_{ij} = \begin{cases} 
0, & \text{if } i \neq j, \\
1_{\text{End}(P_Q(v_i))}, & \text{if } i = j,
\end{cases}
\]

and so

\[
(\Phi(1_{A^{op}_{Q,d}}))_{ij} = \Phi_{ji}((1_{A^{op}_{Q,d}})_{ji}) = \begin{cases} 
0, & \text{if } i \neq j, \\
\Phi_{ii}(1_{\text{End}(P_Q(v_i))}), & \text{if } i = j.
\end{cases}
\]

But \( \Phi_{ii}(1_{\text{End}(P_Q(v_i))}) = \Phi_{ii}(\phi_{ii}^{-1}(c_{v_i})) = (\phi_{ii}^{op})^{-1}(c_{v_i}) = 1_{\text{End}(P_Q^{op}(v_i))} \), so we see that \( \Phi(1_{A^{op}_{Q,d}}) = 1_{A^{op}_{Q,d}} \).

- Let \( f, g \in A^{op}_{Q,d} \). We have that

\[
(\Phi(f \cdot A^{op}_{Q,d} g))_{ij} = \Phi_{ji}((f \cdot A^{op}_{Q,d} g)_{ji}) = \Phi_{ji}((g \cdot A_{Q,d} f)_{ji}) = \sum_k \Phi_{ji}(g_{jk} \circ f_{ki})
\]

\[
= \sum_k \Phi_{ki}(f_{ki}) \circ \Phi_{jk}(g_{jk}) = \sum_k (\Phi(f))_{ik} \circ (\Phi(g))_{kj},
\]

so \( \Phi(f \cdot A^{op}_{Q,d} g) = \Phi(f) \cdot A^{op}_{Q,d} \Phi(g) \).

Thus \( \Phi \) is an isomorphism of \( \mathbb{k} \)-algebras.

\[ \square \]

**Corollary 3.9 (Arrow Reversal).** If \( Q \) is acyclic and \( d \in Z_{\geq 0}^{Q_0} \), then \([Q,d] = [Q^{op},d]\).

**Proof.** For any algebra \( A \), by Lemma 2.2 we have that

\[
x \in \text{rad } A \iff \forall y \in A, 1 - x \cdot A y \text{ is invertible in } A
\]

\[
\iff \forall y \in A^{op}, 1 - y \cdot A^{op} x \text{ is invertible in } A^{op} \iff x \in \text{rad } A^{op},
\]

so in particular \( \text{rad } A \) and \( \text{rad } A^{op} \) have the same number of commuting pairs. The result follows from the fact that \( A^{op}_{Q,d} \cong A^{op}_{Q,d} \), by Theorem 3.8.

\[ \square \]
Our next theorem shows that if $d_v = 0$ for some vertex $v$ in $Q$, then we can remove that vertex so long as we preserve the paths through it as follows:

![Diagram](image)

**Theorem 3.10** (Zero-Vertex Removal). Suppose that $Q$ is acyclic and $d \in \mathbb{Z}_{\geq 0}$ is such that $d_v = 0$ for some vertex $v$. Let $Q_0 := Q \setminus \{v\}$ and $\mathbf{d} := (d_i)_{i \in Q_0}$. Further, let $A := \{\alpha \in Q_1 \mid t(\alpha) = v\}$ and $B := \{\beta \in Q_1 \mid s(\beta) = v\}$, so that $AB = \{\alpha \beta \mid \alpha \in A, \beta \in B\}$ is the set of paths of length two in $Q$ with middle vertex $v$. Thinking of $AB$ as a set of arrows, let $Q_1 := Q_1 \cup AB \setminus (A \cup B)$, giving the quiver $Q := (Q_0, Q_1)$. Then $A_Q, d \cong A_{Q, \mathbf{d}}$ as $k$-algebras. In particular, $[Q, d] = [Q, \mathbf{d}]$.

**Proof.** As before, we write $P_{Q, d}$ as $\bigoplus_{i=1}^t P_Q(v_i)$. Note that $v_i \neq v$ for all $i$, since $d_v = 0$, so we can consistently write $P_{Q, \mathbf{d}}$ as $\bigoplus_{i=1}^t P_Q(v_i)$. Hence

$$A_Q, d = [\text{Hom}(P_Q(v_j), P_Q(v_i))]_{i,j=1,...,t} = [H_{ij}]_{i,j=1,...,t} \text{ and } A_{Q, \mathbf{d}} = [\text{Hom}(P_Q(v_j), P_Q(v_i))]_{i,j=1,...,t} = [\Pi_{ij}]_{i,j=1,...,t}.$$

For each $i, j = 1, \ldots, t$ we define the vector space isomorphisms

$$\phi_{ij} : H_{ij} \sim \langle c \mid c : v_i \sim v_j \in Q \rangle \quad \text{and} \quad \phi_{ij} : \Pi_{ij} \sim \langle c \mid c : v_i \sim v_j \in Q \rangle \sim \langle \bar{c} \mid c : v_i \sim v_j \in \bar{Q} \rangle$$

as in Remark 3.5. If $c : v_i \sim v_j$ is a path in $Q$, then $c$ does not have the vertex $v$ as an endpoint, and so let $\bar{c} : v_i \sim v_j$ denote the corresponding path in $Q$. Each path in $Q$ arises in this way. Thus, for each $i, j = 1, \ldots, t$ we can define vector space isomorphisms by specifying their actions on basis elements:

$$\Phi_{ij} : H_{ij} \sim \Pi_{ij}; \quad \phi_{ij}^{-1}(c) \mapsto \phi_{ij}^{-1}(\bar{c}).$$

Clearly, if $c : v_i \sim v_j$ and $p : v_j \sim v_k$ are paths in $Q$, then $c\bar{p} = \bar{c}p$. Using this, along with Proposition 3.7, we have

$$\Phi_{ij}(\phi_{ik}^{-1}(c) \circ \phi_{kj}^{-1}(p)) = \Phi_{ij}(\phi_{ij}^{-1}(cp)) = \phi_{ij}^{-1}(\bar{c}) = \phi_{ij}^{-1}(\bar{c}) \circ \phi_{ij}^{-1}(p).$$

By linearity, it follows that for any $f_{ik} \in H_{ik}$ and $g_{kj} \in H_{kj}$, $\Phi_{ij}(f_{ik} \circ g_{kj}) = \Phi_{ik}(f_{ik}) \circ \Phi_{kj}(g_{kj})$. From this, and the fact that each $\Phi_{ij}$ is a vector space isomorphism, it is clear that the mapping $\Phi : A_{Q, d} \rightarrow A_{\mathbf{Q}, \mathbf{d}}$ defined by $(\Phi(f))_{ij} = \Phi_{ij}(f_{ij})$ is an algebra isomorphism. \hfill \Box

**Definition 3.11.** We say that a quiver $Q$ is **connected** if its underlying graph is path-connected, and **disconnected** otherwise. A **connected component** of $Q$ is a maximal connected subquiver of $Q$.

Note that the set of connected components of a quiver $Q$ is a partition of $Q$, and that $Q$ is disconnected if and only if it has more than one connected component. Therefore, as the following theorem shows, we can simplify the problem of finding counts for disconnected quivers:

**Theorem 3.12.** Let $Q$ be an acyclic quiver with connected components $Q^1, \ldots, Q^n$, and let $d \in \mathbb{Z}_{\geq 0}$. Then $[Q, d] = [Q^1, d^1] \cdots [Q^n, d^n]$, where $d^k = (d_i)_{i \in Q^k}$ for $k = 1, \ldots, n$.

**Proof.** This simply follows from the fact that $A_{Q, d} \cong A_{Q^1, d^1} \times \cdots \times A_{Q^n, d^n}$, as $k$-algebras. \hfill \Box
3.4. More Count-Preserving Operations. It can be the case that an operation on a quiver and summand vector can preserve the structure of the radical, while not necessarily preserving the structure of the algebra. We consider such operations in this section. The proofs for these are somewhat more tedious, though similar in nature, to those of Theorems 3.8 and 3.10. We begin with the following definition:

**Definition 3.13** (Isomorphic Ideals). Let $A, B$ be $k$-algebras and $I \leq A, J \leq B$ be two-sided ideals. We call these ideals isomorphic, writing $I \cong J$, if there exists a bijective $k$-linear map $\Psi : I \rightarrow J$ that also preserves multiplication. That is, so that $\Psi(i_1 \cdot_A i_2) = \Psi(i_1) \cdot_B \Psi(i_2)$, for all $i_1, i_2 \in I$.

**Remark 3.14.** It is clear that if $I \cong J$, then $I$ and $J$ have the same number of commuting pairs.

Through the following theorem and corollary we show that we can change the summand vector’s component for a source/sink, so long as we compensate by appropriately duplicating the arrows starting/ending at the source/sink:

\[
\begin{bmatrix}
\vdots & \vdots & \vdots \\
\#d & \#d & \#d \\
\vdots & \vdots & \vdots
\end{bmatrix} \sim \begin{bmatrix}
\vdots & \vdots & \vdots \\
\#d & \#d & \#d \\
\vdots & \vdots & \vdots
\end{bmatrix},
\]

where “$\#d$” denotes that there are $d$ copies of the underlying, drawn arrow (“$\#0$” means that the underlying, drawn arrow is not in the quiver).

**Theorem 3.15** (Source Conversion). Suppose that $Q$ is acyclic, $v \in Q_0$ is a source, and that $d \in \mathbb{Z}_{\geq 0}$ with $d_v = d$. Let $\overline{Q}_0 := Q_0, \overline{A} \in \mathbb{Z}_{\geq 0}^d$ be such that $\overline{A}_v = 1$ and $\overline{A}_i = d_i$ for all $i \neq v$. Furthermore, let $A := \{\alpha \in Q_1 \mid s(\alpha) = v\}$, $\overline{A} := \{\alpha^1, \ldots, \alpha^d \mid \alpha \in A\}$ consist of $d$-duplicates of each $\alpha \in A$, and $\overline{Q}_1 := Q_1 \cup \overline{A} \setminus A$, giving the quiver $\overline{Q} := (\overline{Q}_0, \overline{Q}_1)$. Then $\text{rad } A_{Q,d} \cong \text{rad } A_{\overline{Q},\overline{A}}$. In particular, $[Q, d] = [\overline{Q}, \overline{A}]$.

**Proof.** The claim is clear if $d = 0$. Hence we assume that $d \geq 1$. We write $P_{Q,d}$ as $\bigoplus_{i=1}^{d} P_Q(v_i)$, such that $v_i = v$ for $i = 1, \ldots, d$ (and necessarily $v_i \neq v$ for all $i > d$). Since $Q_0 = \overline{Q}_0$ and $d_i = \overline{A}_i$ for all $i \neq v$, we can consistently write $P_{\overline{Q},\overline{A}}$ as $\bigoplus_{i=1}^{d} P_{\overline{Q},\overline{A}}(v_i)$. Therefore

\[
\text{rad } A_{Q,d} = [\text{rad}(P_{Q}(v_j)), P_Q(v_i))]_{i,j=1,\ldots,t} = [\overline{R}_{ij}]_{i,j=1,\ldots,t} \quad \text{and}
\]

\[
\text{rad } A_{\overline{Q},\overline{A}} = [\text{rad}(P_{\overline{Q}}(v_j)), P_{\overline{Q}}(v_i))]_{i,j=1,\ldots,t} = [\overline{R}_{ij}]_{i,j=1,\ldots,t}.
\]

For each relevant pair $i, j$, define the vector space isomorphisms

\[
\psi_{ij} : R_{ij} \xrightarrow{\sim} \langle c \mid c : v_i \ncc v_j \in Q \rangle \quad \text{and} \quad \overline{\psi}_{ij} : \overline{R}_{ij} \xrightarrow{\sim} \langle c \mid c : v_i \ncc v_j \in \overline{Q} \rangle
\]

as in Remark 3.6, giving bases $\{\psi_{ij}^{-1}(c) \mid c : v_i \ncc v_j \in Q\}$ of $R_{ij}$ and $\{\overline{\psi}_{ij}^{-1}(c) \mid c : v_i \ncc v_j \in \overline{Q}\}$ of $\overline{R}_{ij}$. Crucial for later is the observation that, for $v_i, v_j \neq v$ (i.e. for $i, j > d$), $Q$ and $\overline{Q}$ have the same paths $v_i \ncc v_j$ (and thereby non-constant paths $v_i \ncc v_j$).

- Understanding $\text{rad } A_{Q,d}$:

  For $j \leq d$, $R_{ij} = 0$ since there are no non-constant paths $v_i \ncc v$ in $Q$. For $j > d$, we define

\[
R_{ij} := \begin{bmatrix}
R_{ij} \\
\vdots \\
R_{dj}
\end{bmatrix} = \text{rad}(P_Q(v_j), P_Q(v))^d,
\]
and, for \( f_{sj} = [f_{1j}, \ldots, f_{dj}]^\top \in \mathbb{R}_{sj} \) and \( g_{jk} \in \mathbb{R}_{jk} \) with \( j, k > d \), define composition as

\[
(4) \quad f_{sj} \circ g_{jk} := \begin{bmatrix} f_{1j} \circ g_{jk} \\
\vdots \\
f_{dj} \circ g_{jk} \end{bmatrix}.
\]

With this we can write

\[
\text{rad } A_{Q,d} = \begin{bmatrix} O_{d \times d} & R_{*d,1} & \cdots & R_{*,t} \\
\vdots & \vdots & \ddots & \vdots \\
O_{(t-d) \times d} & R_{d+1,1} & \cdots & R_{d+1,t} \\
\vdots & \vdots & \ddots & \vdots \\
R_{t,d+1} & \cdots & R_{t,t} \end{bmatrix} \leq A_{Q,d},
\]

with addition and scalar multiplication in \( \text{rad } A_{Q,d} \) being componentwise, and multiplication being given for \( f, g \in \text{rad } A_{Q,d} \) as

\[
(5) \quad (f \cdot A_{Q,d} g)_{sj} = \sum_{k=d+1}^t f_{sk} \circ g_{kj}, \text{ for } j > d, \text{ and } (f \cdot A_{Q,d} g)_{ij} = \sum_{k=d+1}^t f_{ik} \circ g_{kj}, \text{ for } i, j > d.
\]

- Understanding \( \text{rad } A_{\vec{Q},d} \):

For \( j = 1 \) (equivalently here, for \( j \leq d \)), \( \overline{R}_{ij} = 0 \), since there are no non-constant paths \( v \vdash_{n.c.} v \) in \( \overline{Q} \). Therefore,

\[
\text{rad } A_{\overline{Q},d} = \begin{bmatrix} 0 & \overline{R}_{1,d+1} & \cdots & \overline{R}_{1,t} \\
\vdots & \vdots & \ddots & \vdots \\
0 & \overline{R}_{d+1,d+1} & \cdots & \overline{R}_{d+1,t} \\
\vdots & \vdots & \ddots & \vdots \\
0 & \overline{R}_{t,d+1} & \cdots & \overline{R}_{t,t} \end{bmatrix} \leq A_{\overline{Q},d},
\]

with addition and scalar multiplication in \( \text{rad } A_{\overline{Q},d} \) being componentwise, and multiplication being given for \( \overline{f}, \overline{g} \in \text{rad } A_{\overline{Q},d} \) as

\[
(6) \quad (\overline{f} \cdot A_{\overline{Q},d} \overline{g})_{ij} = \sum_{k=d+1}^t \overline{f}_{ik} \circ \overline{g}_{kj}, \text{ for } j > d \text{ (i.e. for } j > 1\).
\]

Before constructing a mapping between the radicals we define mappings \( \Psi_{ij} \) (with domains \( \overline{R}_{ij} \)) for each \( j > d \) and all \( i \) (we need not consider those for \( j \leq d \)):

- For \( i = 1 \) (i.e. \( i \leq d \)) and \( j > d \):

  Note that \( v_j \neq v \). If \( c = \alpha \beta_1 \cdots \beta_r \) is a non-constant path \( v \vdash_{n.c.} v_j \) in \( Q \), then \( \alpha \in A \) and there is a set \( \{c^\gamma := \alpha \gamma \beta_1 \cdots \beta_r \mid \gamma = 1, \ldots, d\} \) of corresponding non-constant paths \( v \vdash_{n.c.} v_j \) in \( \overline{Q} \), obtained by replacing the first arrow \( \alpha \) with its \( d \)-duplicates in \( \overline{A} \). Furthermore, \( \{c^\gamma \mid c : v \vdash_{n.c.} v_j \in Q, \gamma = 1, \ldots, d\} \) is the complete set of non-constant paths \( v \vdash_{n.c.} v_j \) in \( \overline{Q} \). Hence we can define vector space isomorphisms by specifying their actions on basis elements:

\[
\Psi_{1j} : \overline{R}_{1j} \sim \overline{R}_{sj}; \quad \overline{\psi}_{1j}^{-1}(c^\gamma) \mapsto [0, \ldots, 0, \psi_{\gamma_j}^{-1}(c), 0, \ldots, 0]^\top = [\delta_{\gamma,1} \psi_{\gamma_j}^{-1}(c)]_{l=1,\ldots,d},
\]

where \( \delta_{\gamma,l} \) is the Kronecker delta.

- For \( i, j > d \):
\(Q\) and \(\overline{Q}\) have the same non-constant paths \(v_i \overset{n.c.}{\sim} v_j\), so we can once again define vector space isomorphisms by specifying their actions on basis elements:

\[
\Psi_{ij} : R_{ij} \xrightarrow{\sim} R_{ij}; \quad \overline{\psi}_{ij}^{-1}(c) \mapsto \psi_{ij}^{-1}(c).
\]

We can now define the map \(\Psi : \text{rad} A_{Q,\mathfrak{d}} \to \text{rad} A_{Q,\mathfrak{d}}\) to be such that \((\Psi(\overline{f}))_{ij} = \Psi_{ij}(\overline{f}_{ij})\) for \(j > d\), and \((\Psi(\overline{f}))_{ij} = \Psi_{ij}(\overline{f}_{ij})\) for \(i, j > d\). \(\Psi\) is a vector space isomorphism, since each \(\Psi_{ij}\) is. It remains to show that \(\Psi\) preserves multiplication.

First we show that, for all \(j, k > d\) and any \(i\), if \(c : v_i \overset{n.c.}{\sim} v_k\) and \(p : v_k \overset{n.c.}{\sim} v_j\) are non-constant paths in \(\overline{Q}\), then \(\Psi_{ij}(\overline{\psi}_{ik}^{-1}(c) \circ \overline{\psi}_{kj}^{-1}(p)) = \Psi_{ik}(\overline{\psi}_{ik}^{-1}(c)) \circ \Psi_{kj}(\overline{\psi}_{kj}^{-1}(p))\):

- For \(i > d\):
  Let \(c : v_i \overset{n.c.}{\sim} v_k\) and \(p : v_k \overset{n.c.}{\sim} v_j\) be non-constant paths in \(\overline{Q}\). Then
  \[
  \Psi_{ij}(\overline{\psi}_{ik}^{-1}(c) \circ \overline{\psi}_{kj}^{-1}(p)) \overset{\text{Prop. 3.7}}{=} \Psi_{ij}(\overline{\psi}_{ij}^{-1}(cp)) = \psi_{ij}^{-1}(cp) \overset{\text{Prop. 3.7}}{=} \psi_{ik}^{-1}(c) \circ \psi_{kj}^{-1}(p) = \Psi_{ik}(\overline{\psi}_{ik}^{-1}(c)) \circ \Psi_{kj}(\overline{\psi}_{kj}^{-1}(p)).
  \]

- For \(i = 1\), i.e. \(i \leq d\):
  Let \(c' : v \overset{n.c.}{\sim} v_k\) and \(p : v_k \overset{n.c.}{\sim} v_j\) be non-constant paths in \(\overline{Q}\). Then for each \(l = 1, \ldots, d\) we have
  \[
  [\Psi_{ij}(\overline{\psi}_{ik}^{-1}(c') \circ \overline{\psi}_{kj}^{-1}(p))]_l \overset{\text{Prop. 3.7}}{=} [\Psi_{ij}(\overline{\psi}_{ij}^{-1}(cp))]_l = [\Psi_{ij}(\overline{\psi}_{ij}^{-1}((cp)\gamma))]_l = \delta_{ijl}\delta_{\gamma j}^{-1}(cp)
  \]
  \[
  \overset{\text{Prop. 3.7}}{=} \delta_{ijl}\delta_{\gamma j}^{-1}(c) \circ \delta_{\gamma j}^{-1}(p) = \delta_{ijl} \overset{\text{Prop. 4.1}}{=} [\Psi_{ik}(\overline{\psi}_{ik}^{-1}(c')) \circ \Psi_{kj}(\overline{\psi}_{kj}^{-1}(p))]_l.
  \]
  Therefore,
  \[
  \Psi_{ij}(\overline{\psi}_{ik}^{-1}(c') \circ \overline{\psi}_{kj}^{-1}(p)) = \Psi_{ik}(\overline{\psi}_{ik}^{-1}(c')) \circ \Psi_{kj}(\overline{\psi}_{kj}^{-1}(p)).
  \]

It now follows by linearity that, for all \(j, k > d\) and any \(i\), for all \(\overline{f}_{ik} \in R_{ik}\) and \(\overline{g}_{kj} \in R_{kj}\) we have

\[
(\Psi(\overline{f} \cdot A_{Q,\mathfrak{d}} \overline{g}))_{ij} = \Psi_{ij}(\overline{f} \cdot A_{Q,\mathfrak{d}} \overline{g})_{ij} \overset{\text{Prop. 3.7}}{=} \sum_{k=d+1}^{t} \Psi_{ij}(\overline{f}_{ik} \circ \overline{g}_{kj}) = \sum_{k=d+1}^{t} \Psi_{ik}(\overline{f}_{ik}) \circ \Psi_{kj}(\overline{g}_{kj}) = \Psi_{ik}(\overline{f}_{ik}) \circ \Psi_{kj}(\overline{g}_{kj}),(7)
\]

Finally, let \(\overline{f}, \overline{g} \in \text{rad} A_{Q,\mathfrak{d}}\). Then

- For \(j > d\):
  \[
  (\Psi(\overline{f} \cdot A_{Q,\mathfrak{d}} \overline{g}))_{s,j} = \Psi_{ij}(\overline{f} \cdot A_{Q,\mathfrak{d}} \overline{g})_{ij} \overset{\text{Prop. 3.7}}{=} \sum_{k=d+1}^{t} \Psi_{ik}(\overline{f}_{ik} \circ \overline{g}_{kj}) = \sum_{k=d+1}^{t} \Psi_{ik}(\overline{f}_{ik}) \circ \Psi_{kj}(\overline{g}_{kj}) = (\Psi(\overline{f}) \cdot A_{Q,\mathfrak{d}} \overline{g})_{s,j} \overset{\text{Prop. 3.7}}{=} (\Psi(\overline{f}) \cdot A_{Q,\mathfrak{d}} \overline{g})_{s,j}.
  \]

- Similarly, for \(i, j > d\):
  \[
  (\Psi(\overline{f} \cdot A_{Q,\mathfrak{d}} \overline{g}))_{ij} = \Psi_{ij}(\overline{f} \cdot A_{Q,\mathfrak{d}} \overline{g})_{ij} \overset{\text{Prop. 3.7}}{=} \sum_{k=d+1}^{t} \Psi_{ik}(\overline{f}_{ik} \circ \overline{g}_{kj}) = \sum_{k=d+1}^{t} \Psi_{ik}(\overline{f}_{ik}) \circ \Psi_{kj}(\overline{g}_{kj}) = (\Psi(\overline{f}) \cdot A_{Q,\mathfrak{d}} \overline{g})_{ij} \overset{\text{Prop. 3.7}}{=} (\Psi(\overline{f}) \cdot A_{Q,\mathfrak{d}} \overline{g})_{ij}.
  \]

Therefore \(\Psi(\overline{f} \cdot A_{Q,\mathfrak{d}} \overline{g}) = (\Psi(\overline{f}) \cdot A_{Q,\mathfrak{d}} \overline{g})\), and the result follows. \(\square\)
Corollary 3.16 (Sink Conversion). Suppose that $Q$ is acyclic, $v \in Q_0$ is a sink, and that $d \in \mathbb{Z}_{\geq 0}^Q$ with $d_v = d$. Let $\overline{Q}_0 := Q_0$, $\overline{d} \in \mathbb{Z}_{\geq 0}^{Q_0}$ be such that $\overline{d}_v = 1$ and $\overline{d}_i = d_i$ for all $i \neq v$. Furthermore, let $A := \{ \alpha \in Q_1 \mid t(\alpha) = v \}$, $\overline{A} := \{ \alpha^1, \ldots, \alpha^d \mid \alpha \in A \}$ consist of $d$-duplicates of each $\alpha \in A$, and $\overline{Q}_1 := Q_1 \cup \overline{A} \setminus A$, giving the quiver $\overline{Q} := (\overline{Q}_0, \overline{Q}_1)$. Then $\text{rad} A_{Q,d} \cong \text{rad} A_{\overline{Q},\overline{d}}$. In particular, $[Q,d] = [\overline{Q},\overline{d}]$.

Proof. Since $v$ is a source in the opposite quiver $Q^{\text{op}}$, we denote by $Q^{\text{op}}$ the quiver given as in the statement of Theorem 3.15. Note that $Q^{\text{op}} = (Q)^{\text{op}}$ and that $\overline{d}$ is the same regardless of whether it is understood as in the statement of Theorem 3.15 or this corollary. Thus,

$$\text{rad} A_{Q,d} = (\text{rad} A_{Q,d})^{\text{op}} \cong (\text{rad} A_{Q^{\text{op}},d})^{\text{op}} \cong (\text{rad} A_{Q^{\text{op}},\overline{d}})^{\text{op}} = (\text{rad} A_{\overline{Q}^{\text{op}},\overline{d}})^{\text{op}} \cong \text{rad} A_{\overline{Q},\overline{d}}.$$ 

$\Box$

Remark 3.17. We can visualize the argument of the proof of Corollary 3.16, where we apply the operations of arrow reversal (Theorem 3.8), source conversion (Theorem 3.15), and then arrow reversal again:

\[
\begin{bmatrix}
\vdots & d & \vdots \\
\end{bmatrix} \leadsto \begin{bmatrix}
\vdots & d & \vdots \\
\end{bmatrix} \leadsto \begin{bmatrix}
\vdots & \#d & \#d & \vdots \\
\vdots & \#d & \#d & \vdots \\
\end{bmatrix} \leadsto \begin{bmatrix}
\vdots & \#d & \#d & \vdots \\
\vdots & \#d & \#d & \vdots \\
\end{bmatrix}
\]

Of course we must keep in mind that while the radical’s structure is unchanged under source conversion, its structure is opposed under reversal of all arrows. However, doing so twice (as above) — or more generally an even number of times — leaves the radical’s structure unchanged, which is what we wanted to show.

We now introduce what are perhaps our main results, which state that we can split a source/sink, so long as we preserve the arrows starting/ending at that source/sink. We split sources as follows:

\[
\begin{bmatrix}
\vdots & d & \vdots \\
\end{bmatrix} \leadsto \begin{bmatrix}
\vdots & d & \vdots \\
\end{bmatrix}
\]

Theorem 3.18 (Source Splitting). Suppose that $Q$ is acyclic, $v \in Q_0$ is a source, and $d \in \mathbb{Z}_{\geq 0}^Q$ with $d_v = d$. Let $\{A,B\}$ be a partition of the set $\{ \alpha \in Q_1 \mid s(\alpha) = v \}$ of arrows with source vertex $v$. Define the sets $\overline{Q}_0 := Q_0 \cup \{v^A, v^B\} \setminus \{v\}$, $\overline{A} := \{v^A \rightarrow t(\alpha) \mid \alpha \in A\}$, $\overline{B} := \{v^B \rightarrow t(\beta) \mid \beta \in B\}$, and $\overline{Q}_1 := Q_1 \cup (\overline{A} \cup \overline{B}) \setminus (A \cup B)$, so that we have the quiver $\overline{Q} := (\overline{Q}_0, \overline{Q}_1)$. We also define the summand vector $\overline{d} \in \mathbb{Z}_{\geq 0}^{Q_0}$ to be such that $\overline{d}_{v,A} = d_v = d$ and $\overline{d}_i = d_i$ for all $i \in Q_0 \setminus \{v\}$. Then $\text{rad} A_{Q,d} \cong \text{rad} A_{\overline{Q},\overline{d}}$.

In particular, $[Q,d] = [\overline{Q},\overline{d}]$.

Proof. Suppose that $d = 1$ (we will prove the claim for general $d$ afterwards). We write $P_{Q,d}$ as $\bigoplus_{i=1,2,\ldots,t} P_Q(v_i)$, so that $v_1 = v$ (and necessarily $v_i \neq v$ for all $i \geq 2$), and consistently $P_{\overline{Q},\overline{d}}$ as
\[ \bigoplus_{i=1,1^s,2,...,t} P_Q(v_i), \] where we defined \( v_{1A} := v^A \) and \( v_{1B} := v^B \). We have
\[
\text{rad } A_{Q,d} = [\text{Rad}(P_Q(v_i), P_Q(v_{i,j}))]_{i,j=1,2,...,t} = [R_{ij}]_{i,j=1,2,...,t} \quad \text{and} \quad \text{rad } A_{Q,d} = [\text{Rad}(P_Q(v_i), P_Q(v_{i,j}))]_{i,j=1,1^s,2,...,t} = [\overline{R}_{ij}]_{i,j=1,1^s,2,...,t}.
\]
Consider the vector space isomorphisms \( \psi_{ij} : R_{ij} \xrightarrow{\sim} \langle c | c \ni v \mid v_j \in Q \rangle \) for \( i = 1, 2, \ldots, t \), and \( \overline{\psi}_{ij} : \overline{R}_{ij} \xrightarrow{\sim} \langle c | c \ni v \mid v_j \in \overline{Q} \rangle \) for \( i = 1^A, 1^B, 2, \ldots, t \), as in Remark 3.6. These give bases \( \{ \psi_{ij}^{-1}(c) | c \ni v_j \in Q \} \) of \( R_{ij} \) and \( \{ \overline{\psi}_{ij}^{-1}(c) | c \ni v_j \in \overline{Q} \} \) of \( \overline{R}_{ij} \), for each relevant pair \( i, j \).

There is a natural identification between non-constant paths in \( Q \) and \( \overline{Q} \) (this is clear from (8)). In accordance with this identification, for each \( i, j \geq 2 \) and non-constant path \( c \ni v_i \ni v_j \) in \( Q \), denote by \( \overline{c} \) its corresponding non-constant path \( v_i \ni v_j \) in \( Q \). For each \( j \geq 2 \) and non-constant path \( c = \beta_1 \cdots \beta_t : v \ni v_j \) in \( Q \) with first arrow \( \beta_1 \in A \) (respectively \( \beta_1 \in B \)), let \( \overline{c} \) denote its corresponding non-constant path \( v^A \ni v_j \) (respectively \( v^B \ni v_j \)) in \( \overline{Q} \).

- Understanding \( 	ext{rad } A_{Q,d} \):
  For each \( i = 1, 2, \ldots, t \) there are no non-constant paths \( c \ni v_i \ni v \) in \( Q \), so \( R_{ij} = 0 \) for \( j = 1 \). Therefore
  \[
  \text{rad } A_{Q,d} = \begin{bmatrix}
  0 & R_{12} & \cdots & R_{1t} \\
  0 & R_{22} & \cdots & R_{2t} \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & R_{t2} & \cdots & R_{tt}
  \end{bmatrix} \leq A_{Q,d},
  \]
  with addition and scalar multiplication in \( \text{rad } A_{Q,d} \) being componentwise, and multiplication being given for \( f, g \in \text{rad } A_{Q,d} \) as
  \[
  (f \cdot A_{Q,d} g)_{ij} = \sum_{k=2}^{t} f_{ik} \circ g_{kj}, \text{ for } j \geq 2.
  \]

- Understanding \( \text{rad } A_{Q,d} \):
  For each \( i = 1^A, 1^B, 2, \ldots, t \) there are no non-constant paths \( c : v_i \ni v^A \) or \( c : v_i \ni v^B \) in \( Q \), so \( \overline{R}_{ij} = 0 \) for \( j = 1^A, 1^B \). Furthermore, for each \( j \geq 2 \), we define the vector space \( \overline{R}_{1j} := \overline{R}_{1A,j} \oplus \overline{R}_{1B,j} \) and, for \( \overline{f}_{1j} = [\overline{f}_{1A,j}, \overline{f}_{1B,j}]^T \in \overline{R}_{1j} \) and \( \overline{g}_{jk} \in \overline{R}_{jk} \) with \( j, k \geq 2 \), define composition as
  \[
  \overline{f}_{1j} \circ \overline{g}_{jk} := [\overline{f}_{1A,j} \circ \overline{g}_{jk}, \overline{f}_{1B,j} \circ \overline{g}_{jk}]^T.
  \]
  With this we can write
  \[
  \text{rad } A_{\overline{Q},\overline{d}} = \begin{bmatrix}
  O_{2 \times 2} & \overline{R}_{12} & \cdots & \overline{R}_{1t} \\
  \overline{R}_{22} & \cdots & \overline{R}_{2t} \\
  \vdots & \ddots & \vdots \\
  \overline{R}_{t2} & \cdots & \overline{R}_{tt}
  \end{bmatrix} \leq A_{\overline{Q},\overline{d}},
  \]
  with addition and scalar multiplication in \( \text{rad } A_{\overline{Q},\overline{d}} \) being componentwise, and multiplication being given for \( \overline{f}, \overline{g} \in \text{rad } A_{\overline{Q},\overline{d}} \) as
  \[
  (\overline{f} \cdot A_{\overline{Q},\overline{d}} \overline{g})_{ij} = \sum_{k=2}^{t} \overline{f}_{ik} \circ \overline{g}_{kj}, \text{ for } i = 1, 2, \ldots, t \text{ and } j \geq 2.
  \]
We now define vector space isomorphisms $\Psi_{ij} : R_{ij} \xrightarrow{\sim} \overline{R}_{ij}$ for $i = 1,2,\ldots,t$ and $j \geq 2$ on bases \( \{ \psi_{ij}^{-1}(c) \mid c : v_i \overset{n.c.}{\to} v_j \in Q \} \) (these are isomorphisms due to the correspondence of non-constant paths in $Q$ and $\overline{Q}$ discussed earlier):

- For $j \geq 2$:
  \[
  \Psi_{1j} : R_{1j} \xrightarrow{\sim} \overline{R}_{1j}; \quad \psi_{1j}^{-1}(c) \mapsto \begin{cases} 
  \left[ \overline{\psi_{1j}}^{-1}(\overline{c}), 0 \right]^\top, & \text{if } c = \beta_1 \cdots \beta_r \text{ with } \beta_1 \in A, \\
  \left[ 0, \overline{\psi_{1j}}^{-1}(\overline{c}) \right]^\top, & \text{if } c = \beta_1 \cdots \beta_r \text{ with } \beta_1 \in B.
  \end{cases}
  \]

- For $i,j \geq 2$:
  \[
  \Psi_{ij} : R_{ij} \xrightarrow{\sim} \overline{R}_{ij}; \quad \psi_{ij}^{-1}(c) \mapsto \overline{\psi_{ij}}^{-1}(\overline{c}).
  \]

It can easily be checked that, for all $j,k \geq 2$ and any $i = 1,2,\ldots,t$, if $c : v_i \overset{n.c.}{\to} v_k$ and $p : v_k \overset{n.c.}{\to} v_j$ are non-constant paths in $Q$, then $\Psi_{ij}(\psi_{ik}^{-1}(c) \circ \psi_{kj}^{-1}(p)) = \Psi_{ik}(\psi_{ik}^{-1}(c)) \circ \Psi_{kj}(\psi_{kj}^{-1}(p))$, from which it follows by linearity that $\Psi_{ij}(f_{ik} \circ g_{kj}) = \Psi_{ik}(f_{ik}) \circ \Psi_{kj}(g_{kj})$ for all $f_{ik} \in R_{ik}$ and $g_{kj} \in R_{kj}$. Then the map $\Psi : \text{rad } A_{Q,d} \longrightarrow \text{rad } A_{\overline{Q},d}$ defined by $(\Psi(f))_{ij} = \Psi_{ij}(f_{ij})$ for $i = 1,2,\ldots,t$ and $j = 2,\ldots,t$ (which is a vector space isomorphism) can be checked to be multiplication-preserving, analogously to how it was done in the proof of Theorem 3.15, and hence rad $A_{Q,d} \cong \text{rad } A_{\overline{Q},d}$ by Definition 3.13. This proves the claim for $d = 1$.

Suppose now that we have general $d \in \mathbb{Z}_{\geq 0}$. By what we have just shown, and repeated applications of Theorem 3.15,

\[
\begin{bmatrix}
  \vdots \\
  \vdots \\
  d \\
  \vdots \\
  \vdots 
\end{bmatrix} \xrightarrow{\sim} \begin{bmatrix}
  \vdots \\
  \vdots \\
  1 \\
  \vdots \\
  \vdots 
\end{bmatrix} \xrightarrow{\sim} \begin{bmatrix}
  \vdots \\
  \vdots \\
  \vdots \\
  \vdots \\
  \vdots 
\end{bmatrix}
\]

is a sequence of radical-preserving operations. \(\square\)

As the following corollary shows, we have the dual notion of splitting sinks as follows:

\[
\begin{bmatrix}
  \vdots \\
  \vdots \\
  d \\
  \vdots \\
  \vdots 
\end{bmatrix} \xrightarrow{\sim} \begin{bmatrix}
  \vdots \\
  \vdots \\
  d \\
  \vdots \\
  \vdots 
\end{bmatrix}
\]

**Corollary 3.19 (Sink Splitting).** Suppose that $Q$ is acyclic, $v \in Q_0$ is a sink, and $d \in \mathbb{Z}_{\geq 0}$ with $d_v = d$. Let $\{A,B\}$ be a partition of the set $\{\alpha \in Q_1 \mid t(\alpha) = v\}$ of arrows with terminal vertex $v$. Define the sets $\overline{Q}_0 := Q_0 \cup \{v^A, v^B\} \setminus \{v\}$, $\overline{A} := \{s(\alpha) \xrightarrow{\overline{A}} v^A \mid \alpha \in A\}$, $\overline{B} := \{s(\beta) \xrightarrow{\overline{B}} v^B \mid \beta \in B\}$, and $\overline{Q}_1 := Q_1 \cup (\overline{A} \cup \overline{B}) \setminus (A \cup B)$, so that we have the quiver $\overline{Q} := (\overline{Q}_0, \overline{Q}_1)$. We also define the summand vector $\overline{d} \in \mathbb{Z}_{\geq 0}^{\overline{Q}_0}$ to be such that $\overline{d}_{v^A, v^B} = d$ and $\overline{d}_i = d_i$ for all $i \in Q_0 \setminus \{v\}$. Then rad $A_{Q,d} \cong \text{rad } A_{\overline{Q},\overline{d}}$. In particular, $[Q,d] = [\overline{Q},\overline{d}]$. 

Proof. Analogous to the argument of Remark 3.17, we have that the sequence of operations

$$\begin{bmatrix} \vdots & d & \vdots \end{bmatrix} \rightarrow \begin{bmatrix} \vdots & d & \vdots \end{bmatrix} \rightarrow \begin{bmatrix} \vdots & d & \vdots \end{bmatrix} \rightarrow \begin{bmatrix} \vdots & d & \vdots \end{bmatrix}$$

leaves the radical’s structure unchanged. □

The significance of Theorem 3.18 and Corollary 3.19 is that when a source/sink of a connected quiver is the only point of contact between otherwise distinct connected components, then we can split the quiver at the source/sink so as to disconnect it, yielding these connected components while preserving the count. By Theorem 3.12, the count of the original quiver is then the product of the counts of the connected components.

4. First Cases

The results and operations introduced in §3.3 and §3.4 are particularly effective for understanding the counts of quivers and summand vectors where after removal of zero-vertices as in Theorem 3.10 there are no remaining paths of length greater than 2. For such quivers and summand vectors we see that it suffices to understand counts of the forms

$$\begin{bmatrix} 1 \end{bmatrix}, \begin{bmatrix} 1 & 1 \end{bmatrix}, \text{ and } \begin{bmatrix} l & d & m \end{bmatrix}.$$

It is clear that $$\begin{bmatrix} 1 \end{bmatrix} = 1,$$ and that $$\begin{bmatrix} 1 & 1 \end{bmatrix} = q^2.$$

Proposition 4.1. For $$l, d, m \geq 1$$ we have

$$\begin{bmatrix} l & d & m \end{bmatrix} = q^{2lm} \sum_{i=\max\{0, 2d-l\}}^{2d} q^{mi} \prod_{j=0}^{i-1} \left( \frac{q^{2d} - q^{i}}{q^j - q^i} \right) \prod_{j=0}^{2d-i-1} \left( q^j - q^{i} \right).$$

Proof. Keeping in mind the underlying quiver, we see that rad $$A_{Q,d}$$ is isomorphic to the set of block matrices of the form

$$\begin{bmatrix} O & A & B \\ O & O & C \\ O & O & O \end{bmatrix},$$

where $$A \in \text{Mat}_{l \times d}(k), B \in \text{Mat}_{l \times m}(k),$$ and $$C \in \text{Mat}_{d \times m}(k).$$ A pair

$$\begin{pmatrix} O & A & B \\ O & O & C \\ O & O & O \end{pmatrix}, \quad \begin{pmatrix} O & \overline{A} & \overline{B} \\ O & O & \overline{C} \\ O & O & O \end{pmatrix}$$

commutes if and only if $$AC - \overline{A}C = O.$$ Writing this condition as $$[A - \overline{A}]_{l \times 2d} \begin{bmatrix} C \\ \overline{C} \end{bmatrix}_{2d \times m} = O$$ and keeping in mind $$B$$ and $$\overline{B},$$ we see that the number of commuting pairs as in (9), the count, is $$q^{2lm}$$ multiplied by
the number of pairs \( (X, Y) \) where \( X \) is a linear mapping \( \mathbb{k}^{2d} \rightarrow \mathbb{k}^l \) and \( Y \) is a linear mapping \( \mathbb{k}^m \rightarrow \mathbb{k}^{2d} \) with \( \text{im} \ Y \subseteq \ker X \). Writing all this concisely, we have
\[
\left[ \begin{array}{cc}
l & d \\
m & \end{array} \right] = q^{2lm} \left| \left\{ \left( X : \mathbb{k}^{2d} \rightarrow \mathbb{k}^l, Y : \mathbb{k}^m \rightarrow \mathbb{k}^{2d} \right) \mid \text{im} \ Y \subseteq \ker X \right\} \right|,
\]
where the fact that \( X \) and \( Y \) are linear is understood. Next, note that
\[
\left| \left\{ \left( X : \mathbb{k}^{2d} \rightarrow \mathbb{k}^l, Y : \mathbb{k}^m \rightarrow \mathbb{k}^{2d} \right) \mid \text{im} \ Y \subseteq \ker X \right\} \right| = \left| \left\{ \left( X : \mathbb{k}^{2d} \rightarrow \mathbb{k}^l, Y : \mathbb{k}^m \rightarrow \ker X \right) \right\} \right| = \left| \left\{ \left( X : \mathbb{k}^{2d} \rightarrow \mathbb{k}^l, Y : \mathbb{k}^m \rightarrow \ker^{\dim(ker \ X)} \right) \right\} \right|
= \sum_{i=\max\{0,2d-l\}}^{2d} \left| \left\{ X : \mathbb{k}^{2d} \rightarrow \mathbb{k}^l \mid \dim(ker \ X) = i \right\} \right| \cdot \left| \left\{ Y : \mathbb{k}^m \rightarrow \mathbb{k}^l \right\} \right|.
\]
We now determine \( \left| \left\{ X : \mathbb{k}^{2d} \rightarrow \mathbb{k}^l \mid \dim(ker \ X) = i \right\} \right| \). By universality, a linear map \( X : \mathbb{k}^{2d} \rightarrow \mathbb{k}^l \) factors uniquely through the canonical mapping \( \pi : \mathbb{k}^{2d} \rightarrow \mathbb{k}^{2d}/\ker X \), inducing an isomorphism \( X : \mathbb{k}^{2d}/\ker X \xrightarrow{\sim} \text{im} \ X \):

\[
\begin{array}{ccc}
\mathbb{k}^{2d} & \xrightarrow{\pi} & \mathbb{k}^{2d}/\ker X \\
X & \downarrow \Downarrow & \downarrow \\
\text{im} \ X & & \\
\end{array}
\]

Thus we have a bijection from the set of linear mappings \( \mathbb{k}^{2d} \rightarrow \mathbb{k}^l \) with kernel of dimension \( i \) to the set of tuples \( (U, V, \phi) \) where \( U \subseteq \mathbb{k}^{2d} \) and \( V \subseteq \mathbb{k}^l \) are subspaces of dimensions \( i \) and \( 2d - i \) respectively and \( \phi \) is an isomorphism \( \mathbb{k}^{2d}/U \xrightarrow{\sim} V \). This bijection sends \( X \mapsto (\ker X, \text{im} \ X, \mathbb{X}) \). Due to this bijection, we see that \( \left| \left\{ X : \mathbb{k}^{2d} \rightarrow \mathbb{k}^l \mid \dim(ker \ X) = i \right\} \right| \) is equal to
\[
\left| \left\{ U \subseteq \mathbb{k}^{2d} \mid \dim U = i \right\} \right| \cdot \left| \left\{ V \subseteq \mathbb{k}^l \mid \dim V = 2d - i \right\} \right| \cdot |GL_{2d-i}(\mathbb{k})|,
\]
where the fact that \( U \) and \( V \) are subspaces is understood. The total number of ordered bases for subspaces of dimension \( i \) in \( \mathbb{k}^{2d} \) is \( \prod_{j=0}^{i-1} (q^{2d} - q^j) \) (the empty product is understood to be 1 for the case \( i = 0 \)), while the number of ordered bases for a given subspace \( U \subseteq \mathbb{k}^{2d} \) of dimension \( i \) is \( \prod_{j=0}^{i-1} (q^j - q^j) \). Hence
\[
\left| \left\{ U \subseteq \mathbb{k}^{2d} \mid \dim U = i \right\} \right| = \prod_{j=0}^{i-1} \left( \frac{q^{2d} - q^j}{q^j - q^j} \right), \text{ and similarly}
\]
\[
\left| \left\{ V \subseteq \mathbb{k}^l \mid \dim V = 2d - i \right\} \right| = \prod_{j=0}^{2d-i-1} \left( \frac{q^j - q^j}{q^{2d-i} - q^j} \right).
\]
Finally, we have \( |GL_{2d-i}(\mathbb{k})| = \prod_{j=0}^{2d-i-1} (q^{2d-i} - q^j) \), yielding
\[
\left| \left\{ X : \mathbb{k}^{2d} \rightarrow \mathbb{k}^l \mid \dim(ker \ X) = i \right\} \right| = \prod_{j=0}^{i-1} \left( \frac{q^{2d} - q^j}{q^j - q^j} \right) \prod_{j=0}^{2d-i-1} \left( q^j - q^j \right),
\]
and the result follows.
5. Further Investigations

In this section we present a few questions related to counts that are of interest to attack the quiver version of Higman’s conjecture stated in Section 3 and to understand its link to Hall algebras.

5.1. Commuting endomorphisms. As mentioned in the introduction, determining the character of the Hall algebra of pairs \((P, f)\) of a projective representation \(P\) of an acyclic quiver together with an endomorphism \(f \in \text{rad}(\text{End}(P))\), which has links with different Hall algebras considered in the literature [RSZ21, Bri13], involves the number of commuting pairs in \(\text{Aut}(P) \times \text{rad}(\text{End}(P))\). As in [Moz19, Theorem 1.1], this number is related to the number of commuting pairs in \(\text{End}(P) \times \text{rad}(\text{End}(P))\) and the polynomiality of one implies the polynomiality of the other. As in Definition 3.2 and Remark 3.4, a projective representation of an acyclic quiver \(Q\) is determined by its summand vector \(d \in \mathbb{Z}_{\geq 0}^Q\). We let \([Q, d]\) denote the number of commuting pairs in \(A_{Q, d} \times \text{rad} A_{Q, d}\).

Conjecture 5.1. Let \(Q\) be an acyclic quiver and \(d \in \mathbb{Z}_{\geq 0}^Q\). The quantity \([Q, e]\) is a polynomial in \(q\) for all \(e \leq d\) if and only if \([Q, e]\) is a polynomial in \(q\) for all \(e \leq d\). Moreover, \([Q, d]\) can be expressed in terms of \([Q, e]\) for \(e \leq d\).

This conjecture is the analog of [Evs07, Corollary 4.2.5], which deals with the classical case (that is commuting pairs in \(B_n \times T_n\)).

Regarding the examples computed in [Evs07, page 93] and the various positivity conjectures appearing in the theory of quiver representations (Kac conjectured the positivity of the polynomials counting representations of quivers solved in [HLRV13] and also in [Dav18], the positivity of absolutely cuspidal polynomials conjectured in [BS19] and the deep geometric methods developed to tackle them), we take the risk of conjecturing the following

Conjecture 5.2. For any acyclic quiver \(Q\) and \(d \in \mathbb{Z}_{\geq 0}^Q\), the quantity \([Q, d]\) is a polynomial in \(q\) with nonnegative coefficients.

5.2. Reduction of the conjecture. Using the operations described in Theorem 3.15, Corollary 3.16, Theorem 3.18 and Corollary 3.19, Conjecture 5.1 is equivalent to the same conjecture for oriented quivers with a single source and a single sink (that is, quivers with a set of vertices \(\{1, \ldots, n\}\) for some \(n\) with only source 1, only sink \(n\), and the condition that there exists an arrow \(i \to j\) only if \(i < j\)).

Proposition 5.3. Let \(Q\) be an oriented quiver with vertices \(1, \ldots, n\) and suppose that \(n\) is the only sink. Let \(d \in \mathbb{Z}_{\geq 0}^Q\) be a summand vector, giving the projective representation \(P_{Q, d}\) of \(Q\). We denote by \(V = \bigoplus_{i=1}^n V_i\) the underlying vector space of \(P_{Q, d}\). Then the map

\[
A_{Q, d} = \text{End}(P_{Q, d}) \rightarrow \text{End}(V_n);
\]

\[
f = (f_1, \ldots, f_n) \mapsto f_n
\]

is injective.

Proof. Let \(1 \leq i \leq n\). Since \(Q\) is acyclic, there are a finite number of paths starting at \(i\) and hence there exists a path \(c\) with \(s(c) = i\) of maximal length. That is, so that \(l(c) \geq l(p)\) for all paths \(p\) with \(s(p) = i\). Such a path must end at a sink, so necessarily \(l(c) = n\). The linear map \(\varphi_c : V_i \rightarrow V_n\) given by the action of \(c\) is injective, and so the equality \(\varphi_c f_i = f_n \varphi_c\) implies that \(f_i\) is determined by \(f_n\), proving the injectivity of the map \(A_{Q, d} \rightarrow \text{End}(V_n)\). \(\square\)
In view of this result, it seems interesting to understand the image of this map as well as the image of the radical \( \text{rad}^A_{Q,d} \). It is reasonable to expect a description in terms of pattern groups. Which pattern groups can be obtained this way is an open question of interest.
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