Parameter Estimation in Searches for the Stochastic Gravitational-Wave Background
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The stochastic gravitational-wave background (SGWB) is expected to arise from the superposition of many independent and unresolved gravitational-wave signals of either cosmological or astrophysical origin. The spectral content of the SGWB carries signatures of the physics that generated it. We present a Bayesian framework for estimating the parameters associated with different SGWB models using data from gravitational-wave detectors. We apply this technique to recent results from LIGO to produce the first simultaneous 95% confidence level limits on multiple parameters in generic power-law SGWB models and in SGWB models of compact binary coalescences. We also estimate the sensitivity of the upcoming second-generation detectors such as Advanced LIGO/Virgo to these models and demonstrate how SGWB measurements can be combined and compared with observations of individual compact binary coalescences in order to build confidence in the origin of an observed SGWB signal. In doing so, we demonstrate a novel means of differentiating between different sources of the SGWB.
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Introduction.—The stochastic gravitational-wave background (SGWB) is expected to arise from the superposition of gravitational waves (GWs) from many uncorrelated and unresolved sources. Numerous cosmological and astrophysical models have been proposed. Cosmological models include the slow-roll inflation model \cite{1,2}, a variety of inflationary models with significant boosts in energy density at high frequencies (parametric resonance in the preheating phase \cite{3}), models of axionic natural inflation \cite{4}, models based on cusps or kinks in cosmic (super)strings \cite{5,6,7,8}, and models of alternative cosmologies such as pre-Big-Bang models \cite{9,10}. Astrophysical models integrate contributions from various astrophysical objects across the universe including compact binary coalescences (CBC) of binary neutron stars (BNS) or binary black holes (BBH) \cite{11,12,13,14,15,16,17}, magnetars \cite{18,19,20}, rotating neutron stars \cite{21,22,23}, the first stars \cite{24}, and white dwarf binaries \cite{25,26}.

In all models, the SGWB is described in terms of the normalized GW energy density,

\begin{equation}
\Omega_{GW}(f) = \frac{f}{\rho_c} \frac{d \rho_{GW}}{df},
\end{equation}

where \(d \rho_{GW}\) is the energy density of GWs in the frequency range \(f\) to \(f + df\) and \(\rho_c\) is the critical energy density of the universe \cite{27,28}. The amplitude and the frequency dependence of this GW spectrum depend on the physics of the model that generated it. For example, in the CBC model the spectrum is determined by the rate of binary systems throughout the universe and by the distribution of their chirp masses.

Past SGWB searches, performed using data from the first-generation interferometric GW detectors LIGO \cite{29,30} and Virgo \cite{31}, assumed a power-law model,

\begin{equation}
\Omega_{GW}(f) = A (f/f_{ref})^{\alpha},
\end{equation}

and set limits only on the amplitude \(A\) for fixed values of the spectral index \(\alpha\) and of the reference frequency \(f_{ref}\) \cite{32,33,34,35}. In this Letter we introduce a Bayesian technique, building on \cite{36}, to simultaneously estimate multiple parameters of SGWB models using cross-correlation data from pairs of GW detectors \cite{37}. We apply this technique to recent results from LIGO to produce the first simultaneous limits on multiple parameters for power-law and CBC models of the SGWB. We also estimate the sensitivity of second-generation GW detectors to these models—Advanced LIGO (aLIGO) \cite{38,39,40,41}, Advanced Virgo \cite{42,43,44}, GEO-HF \cite{45,46,47}, and KAGRA \cite{48,49,50,51,52,53,54}—are expected to produce first results in 2014, and will be sufficiently sensitive to probe a variety of interesting SGWB models (see, e.g., \cite{55}). We demonstrate that the technique can be easily extended to include other measurements, such as direct GW observations of resolvable compact binary coalescences, in order to better constrain astrophysical parameters and to gain insight into the origin of the observed SGWB signal.

Method.—We define the cross-correlation estimator

\begin{equation}
\hat{Y} = \frac{T}{2} \int df \hat{s}_1(f) \hat{s}_2(f) Q(f),
\end{equation}

where \(T\) is the measurement time, \(\hat{s}_1(f)\) and \(\hat{s}_2(f)\) are Fourier transforms of the strain time-series of two GW detectors, and \(Q(f)\) is a filter \cite{28}. In the small-signal approximation, and assuming stationary, Gaussian noise—uncorrelated between the two detectors—the variance of
\( \hat{Y} \) is given by:

\[
\sigma_{\hat{Y}}^2 = \frac{T}{4} \int df P_1(f) P_2(f) |\tilde{Q}(f)|^2, \tag{4}
\]

where \( P_1(f) \) are the one-sided strain power spectral densities of the two GW detectors. Optimization of the signal-to-noise ratio (SNR) leads to the following optimal filter for a frequency-independent GW spectrum \( \Omega_{GW}(f) = \Omega_0 \) [23]:

\[
\tilde{Q}(f) = N \frac{\gamma(f)}{f^3 P_1(f) P_2(f)}, \tag{5}
\]

where \( \gamma(f) \) is the overlap reduction function arising from the overlap of antenna patterns of GW detectors at different locations and with different orientations [28]. The normalization constant \( N \) is chosen so that \( \langle \hat{Y} \rangle = \Omega_0 \).

Most proposed SGWB models \( \Omega_{f}^{\tilde{q}}(f; \theta) \) vary slowly with frequency; (here \( \theta \) denotes the model parameters). It is therefore a good approximation to compute the above estimator for a series of small, 0.25 Hz-wide frequency bins (see, e.g., [34]), and define the following likelihood function:

\[
L(\hat{Y}_i, \sigma_i | \theta) \propto \exp \left[ \frac{1}{2} \sum_i \frac{\left( \hat{Y}_i - \Omega_{f}(f_i; \theta) \right)^2}{\sigma_i^2} \right], \tag{6}
\]

where the sum runs over frequency bins \( f_i \), and \( \hat{Y}_i \) and \( \sigma_i^2 \) are the estimator and variance in the frequency bin \( f_i \) given respectively by Eqs. 3 and 4. Since \( \hat{Y}_i \) is calculated by averaging over many short time segments, its distribution is expected to be Gaussian due to the central limit theorem, as observed, e.g., in [34]. Multiplying the likelihood with the prior distribution for \( \theta \) yields the Bayesian posterior distribution for the free parameters \( \theta \), which can then be used to extract confidence intervals for \( \theta \). In the subsequent results, we take all priors to be flat within the plotted range of \( \theta \) (and zero elsewhere).

**Power-law spectrum.**—As most SGWB models predict power-law dependence in the LIGO frequency band, we apply the above formalism to the power-law model of the SGWB (see Eq. 2) with a reference frequency of \( f_{\text{ref}} = 100 \) Hz. In Fig. 1 we use recent LIGO measurements of second-generation detectors [42]. Meanwhile, integrating contributions from all CBCs in the universe leads to an SGWB that may also be detected by cross-correlating pairs of GW detectors [13–17, 43].

Following [17], in the BNS case we include only the inspiral part of the GW signal, and write the GW spectrum as an integral over redshift \( z \) and over the chirp mass \( M'_c \):

\[
\Omega_{f}(f; M'_c, \lambda) = \frac{8 \lambda (\pi G)^{5/3} f^{2/3}}{9 H_0^2 c^2} \int dM'_c p(M'_c) M'_c^{5/3} \int_{z_{\text{sup}}(M'_c)}^{z_{\text{inf}}(M'_c)} \frac{R_V(z) dz}{(1+z)^{1/3} E(\Omega_m, \Omega_\Lambda, z)}.
\]

We have verified that the shape of the chirp mass distribution has a negligible effect on the GW spectrum,
especially at frequencies below the peak where terrestrial GW detectors are most sensitive (see Fig. 2). We therefore approximate the GW spectrum using only the average chirp mass \( M_c \), as shown in the second line of Eq. (7). The free parameters of the model are therefore \( M_c \) and \( \lambda \), the mass fraction parameter. We treat the BNS and BBH populations separately, with different average chirp masses. Furthermore, for the BBH case we use the more complex functional form derived by [14] and used by [16–17], which includes the inspiral, merger, and ringdown contributions to the gravitational-wave signal (see [16] for more detail). The merger and ringdown spectra are computed assuming equal mass black holes.

The \( \lambda \) parameter is proportional to the local CBC rate per unit volume (discussed further below), and it captures uncertainties associated with the mass fraction of the neutron star and black hole progenitors, the fraction of massive binaries formed among all stars, and the fraction of all binaries that remain bounded after the second supernova event. Further, \( G \) is Newton’s constant, \( c \) is the speed of light, \( E(\Omega_m, \Omega_\Lambda, z) = \sqrt{\Omega_m(1+z)^3 + \Omega_\Lambda} \) captures the dependence of the comoving volume on redshift (we use the standard \( \Lambda \)CDM cosmology, \( \Omega_m = 0.3, \Omega_\Lambda = 0.7 \), and \( R_V(z) \) is the observed rate of binary coalescences given by the following integral over the time-delay \( t_d \) between creation and coalescence of the binary:

\[
R_V(z) = \int_{t_{\text{min}}}^{t_{\text{max}}} \frac{1}{1 + z_f} R_s(t_c(z) - t_d)p(t_d) dt_d. \tag{8}
\]

Here \( t_c(z) \) is the cosmic time to coalescence corresponding to redshift \( z_f \), \( z_f = \frac{r_f}{c} \) is the redshift at the formation time \( t_c(z) - t_d \), and \( R_s \) is the star formation rate (SFR). Multiple SFR models have been proposed. We adopt the model from [45] and note that other SFR models can lead to variations in \( \Omega_{\Lambda}(f, M_c, \lambda) \) of up to a factor of two [17]. Finally, \( p(t_d) \) is the probability density function for the time-delay—we use \( p(t_d) \sim t_d^{-1} \), with the minimum time-delay \( t_{\text{min}} = 20 \) Myr for BNS and 100 Myr for BBH cases, and with \( t_{\text{max}} \) equal to the age of the universe. We note that other choices of time-delay distribution could also lead to a factor of two difference [17]. Finally, note the local CBC rate is given by \( R_{\text{loc}} = \lambda R_V(0) \).

The upper limit on the integral range in Eq. (2) depends on both the emission frequency range, \( f_{\text{min}} - f_{\text{max}} \), in the source frame, and on the maximum redshift \( z_{\text{max}} = 6 \) considered for the star formation history calculation:

\[
z_{\text{sup}}(f) = \begin{cases} 
z_{\text{max}} & \text{if } f < f_{\text{max}}/(1 + z_{\text{max}}) \\
 f_{\text{max}}/f - 1 & \text{otherwise} 
\end{cases} \tag{9}
\]

The top-left panel of Fig. 2 shows several examples of BNS and BBH spectra—depending on the choice of parameter values, the spectra could peak in the sensitive band of aLIGO. In the top-right panel of Fig. 2, we show the 95% CL limits in the \( R_{\text{loc}} - M_c \) plane (or, equivalently, \( \lambda - M_c \) plane) obtained using recent LIGO results [34] and the projected sensitivities for aLIGO at SNR = 2, assuming 1 yr of exposure for colocated detectors operating at design sensitivity (and \( Y_l = 0 \) [52]. Note that second-generation detectors are expected to be \( 10^4 \times \) more sensitive to the CBC SGWB models than initial LIGO [34]. Also note that, as stated above, different choices of the star formation rate and time-delay distribution lead to a factor of 2 uncertainty in the computed upper limits and projected sensitivities.

The bottom row of Fig. 2 shows projected confidence contours for plausible simulated BNS (left) and BBH (right) signals that are within the reach of advanced detectors. For the BBH case, we consider the local BBH rate \( R_{\text{loc}} = 0.17 \) Mpc\(^{-3}\)Myr\(^{-1}\), which is in between the realistic rate (0.005 Mpc\(^{-3}\)Myr\(^{-1}\)) and the optimistic rate (0.3 Mpc\(^{-3}\)Myr\(^{-1}\)) from [22]. This results in relatively narrow contours in the \( R_{\text{loc}} - M_c \) plane. It is evident, however, that this signal is not strong enough to break the degeneracy between the \( R_{\text{loc}} \) and \( M_c \) parameters—roughly 10 times higher rate of BBH systems is needed in order to break this degeneracy. For the BNS case, we consider the local BNS rate \( R_{\text{loc}} = 2 \) Mpc\(^{-3}\)Myr\(^{-1}\), which is in between the realistic rate (1 Mpc\(^{-3}\)Myr\(^{-1}\)) and the optimistic rate (10 Mpc\(^{-3}\)Myr\(^{-1}\)) from [22]. Again, the stochastic measurement alone is not sufficient to break the degeneracy between \( R_{\text{loc}} \) and \( M_c \). However, we demonstrate in this case that our likelihood formalism can be naturally extended to include measurements of individually resolvable binary coalescences to extract more information about these parameters and about the source of the GW background.

The \( R_{\text{loc}}-M_c \) likelihood function from individual CBC detections is given approximately by

\[
L(\hat{n}, \hat{\mu}|R_{\text{loc}}, M_c) \propto \exp \left[ \frac{-(\hat{\mu} - M_c)^2}{2\sigma^2} \right] \frac{(V(M_c)R_{\text{loc}}T)^\hat{n}}{\hat{n}!} e^{-V(M_c)R_{\text{loc}}T}, \tag{10}
\]

where \( \hat{\mu} \) is the average reconstructed chirp mass (with uncertainty \( \sigma_\mu \)), \( \hat{n} \) is the number of CBC detections above threshold, \( V(M_c) \) is the average volume of space in which CBC signals with chirp mass \( M_c \) can be detected, and \( T \) is the observation time. Eq. (10) does not take into account the fact that the detectability of CBC signals varies with chirp mass—SNR grows like \( M_c^{5/6} \) [50]—but this introduces only a small bias \( \lesssim 4\% \). The uncertainty \( \sigma_\mu \) depends on the variance of the true chirp mass distribution, the number of measurements, and the measurement errors associated with individual \( M_c \) measurements, which are typically \( \lesssim 0.5 M_\odot \) depending on the SNR.

We assume that the true chirp mass distribution is a delta function at \( \mu = 1.22 M_\odot \) (each NS has a mass of 1.4\,M_\odot). Given our “semi-optimistic” rate of 2 Mpc\(^{-3}\)Myr\(^{-1}\), we expect 80 BNS events in 1 year of aLIGO data [42]. We further assume that each
chirp mass can be reconstructed with a precision of $\approx 0.5M_\odot$ so that the uncertainty for the average is $\sigma_\mu = 0.5M_\odot/\sqrt{80} \approx 0.06M_\odot$. (If the true chirp mass distribution has a width comparable to or greater than the detector resolution then $\sigma_\mu$ will grow appreciably.)

In the bottom-left panel of Fig. 2 we include 95% confidence contours obtained using just stochastic data, just direct BNS observations, and the contour obtained by computing the joint likelihood function as the product of likelihood functions given in Eqs. 3 and 10. The joint likelihood leads to the tightest constraints on astrophysical parameters. Further-

Conclusions.—We have presented the first multidimensional confidence intervals for models of the stochastic gravitational-wave background. The two cases we considered, generic power-law and compact binary coalescence models, can both be parametrized with just two parameters. Other models, invoking, for example, magnetars or cosmic strings, are likely to require more than two parameters. As the dimensionality of the likelihood function increases, techniques such as Markov-chain Monte Carlo [51] or nested sampling [52] will be necessary in order to efficiently calculate confidence intervals on model parameters.

We have demonstrated that our technique can be extended to combine stochastic measurements with direct detections of gravitational-wave transients, yielding better constraints on astrophysical parameters. Furthermore, the technique provides a formalism for understanding the energy budget of the observed stochastic gravitational-wave background, identifying contributions due to different known astrophysical and cosmological sources and potentially revealing unexpected components. This work was supported by NSF grants PHY-0758035 and PHY-0970074.
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