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1. Introduction

Water waves in channels and oceans are usually described by the Euler equations. Due to their complexity, several approximate models have been derived in various wave regimes. Once a new mathematical model is proposed, the limits of its applicability have to be determined. In shallow water, the main restriction comes from the ratio between the characteristic wavelength $\lambda$ and the mean water depth $d$, the so-called shallowness parameter $\sigma = d/\lambda \ll 1$. Restrictions on the free surface elevation are characterised by the dimensionless parameter $\varepsilon = a/d$, where $a$ is a typical amplitude ($\varepsilon\sigma = a/\lambda$ is a wave steepness). Many approximate equations have been derived for waves in shallow water, such as the Korteweg–de Vries (KdV) equation [22] for unidirectional waves, the Saint-Venant equations [39] for bidirectional non-dispersive waves and many variants of the Boussinesq equations [4, 6] for dispersive waves propagating in both directions. In addition to shallowness ($\sigma \ll 1$), KdV and Boussinesq equations assume small amplitudes (e.g. $\varepsilon = \mathcal{O}(\sigma^2)$) [19].

Considering long waves propagating in shallow water but without assuming small amplitudes (i.e. $\sigma \ll 1$ and $\varepsilon = \mathcal{O}(1)$), Serre [35] derived a so-called fully-nonlinear weakly dispersive system of equations [40, 41] which, after further approximations, include the Korteweg–de Vries, Saint-Venant and Boussinesq equations as special cases. For steady flows, these equations were already known to Rayleigh [26]. The Serre equations were independently rediscovered by Su and Gardner [38], and again later by Green, Laws and Naghdii [18]. These nowadays popular equations constitute an asymptotic fully nonlinear model including all the terms up to order $\sigma^3$ into the momentum equation. Serre’s equations represent a substantial improvement with respect to the Boussinesq theory [8], but many shallow water phenomena involve significant dispersive effects that are not well described by Serre’s equations.

One possibility to improve the Serre model is by including the terms of order $\sigma^5$ (and higher-order terms) into the momentum equation. This program was accomplished for Boussinesq equations in, e.g., [28]. However, this modification makes the fifth-order (and higher-order) derivatives to appear in the model equations, making its numerical resolution (and thus its applicability) rather challenging. Actually, the numerical resolution of these high-order Boussinesq-like equations is slower (and less accurate) than that of the Euler equations, at least for simple (periodic) domains.

Another way of improving the classical model was coined by Bona and Smith [5] (see also [4, 34]). The idea consists in introducing a free parameter into the model that can be appropriately chosen to improve some of the desired properties. This can be achieved by replacing the depth-averaged velocity variable by the velocity of the fluid evaluated at at a certain depth in the bulk of fluid [29]. Most often, this parameter is chosen to optimise somehow the dispersion relation properties [20, 27]. In general, the community is rather focused on various linear properties of the model, even if it is used later to simulate nonlinear waves.
Similar ideas have also been applied to the SERRE equations with flat \[12, 15, 25\] and varying bottoms \[1, 2, 8\]. Free parameters are obtained from arbitrarily-weighted averages of different (but of same order) approximations of some quantities. However, these modified SERRE equations invalidate one fundamental physical property: the conservation of the energy. Some variants also invalidate the GALILEAN invariance \[13\], that is a severe drawback for many applications. The same remarks apply as well to previous works on the improved BOUSSINESQ equations \[3, 30\]. Thus, one may improve the dispersive properties of the model but, on the other hand, loses the energy conservation property. For many applications, specially in the case of long time simulations, the disadvantages can be crucial, overriding all the possible advantages. In the present paper, we address this issue, proposing a method for deriving an improved version of the SERRE equations that preserves the aforementioned nice properties of the original SERRE model. For the sake of simplicity, the method is illustrated for 2D waves over a horizontal bottom, but generalisations to 3D and varying bottom can be obtained in an analogous manner.

The present paper is organised as follows. In Section 2 a simple derivation of the classical SERRE equations is presented. It is followed by the derivation of an already known one-parameter generalisation of these equations and its shortcomings are explained. In Section 3 we derive a new one-parameter generalisation of the SERRE equations that conserve the energy. In Section 4 we discuss several criteria for choosing the free parameter. Some numerical results are provided in Section 5 demonstrating the advantages of the new SERRE-like equations. Finally, the main conclusions, possible generalisations and perspectives are discussed in Section 6.

## 2. Classical and modified Serre’s equations

Here, we derive the classical SERRE equations and a modified version of these equations with an additional free parameter using variational methods.
2.1. Classical Serre’s equations

In order to model irrotational two-dimensional long waves propagating in shallow water over horizontal bottom, one can approximate the velocity field by the ansatz

\[ u(x, y, t) \approx \bar{u}(x, t), \quad v(x, y, t) \approx -(y + d) \bar{u}_x, \]  

(2.1)

where \( d \) is the water depth and \( \bar{u} \) is the horizontal velocity averaged over the water column — i.e., \( \bar{u} = \frac{1}{h} \int_{-d}^{0} u \, dy \), \( h = \eta + d \) the total water depth — \( y = \eta \) and \( y = 0 \) being the equations of the free surface and of the still water level, respectively; a sketch of the fluid domain is depicted in the Figure 1. The horizontal velocity \( u \) is thus (approximately) uniform along the water column and the vertical velocity \( v \) is chosen so that the fluid incompressibility is valid. Note that the vorticity \( \omega = v_x - u_y \approx -(y + d) \bar{u}_{xx} \) is not exactly zero, meaning that the potential flow is approximated by a rotational velocity field. The fact that the irrotationality is violated should not be more surprising than the violation of other relations, such as the isobarity of the free surface.

With the ansatz (2.1), the vertical acceleration is

\[ \frac{Dv}{Dt} = \frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} \approx -v \bar{u}_x - (y + d) \frac{D\bar{u}_x}{Dt} = \gamma \frac{y + d}{h}, \]

where \( \gamma \) is the vertical acceleration at the free surface, i.e.,

\[ \gamma = \frac{Dv}{Dt} \bigg|_{y=\eta} \approx h \left[ \bar{u}_x^2 - \bar{u}_{xt} - \bar{u} \bar{u}_{xx} \right] = 2h \bar{u}_x^2 - h \partial_x \left[ \tilde{\phi}_t + \bar{u} \tilde{\phi}_x \right]. \]  

(2.2)

The kinetic and potential energies per water column, respectively \( \mathcal{K} \) and \( \mathcal{V} \), are similarly easily derived

\[ \frac{\mathcal{K}}{\rho} = \int_{-d}^{0} \frac{u^2 + v^2}{2} \, dy \approx \frac{h \bar{u}_x^2}{2} + \frac{h^3 \bar{u}_x^2}{6}, \quad \frac{\mathcal{V}}{\rho} = \int_{-d}^{0} g(y + d) \, dy = \frac{gh^2}{2}, \]

where \( \rho > 0 \) is the (constant) fluid density and \( g > 0 \) is the acceleration due to gravity (directed downward). A LAGRANGIAN density \( \mathcal{L} \) can then be introduced as the kinetic minus the potential energies plus a constraint for the mass conservation

\[ \frac{\mathcal{L}}{\rho} = \frac{h \bar{u}_x^2}{2} + \frac{h^3 \bar{u}_x^2}{6} - \frac{gh^2}{2} + \{ h_t + [h \bar{u}]_x \} \tilde{\phi}, \]  

(2.3)

where \( \tilde{\phi} \) is a LAGRANGE multiplier. Physically, \( \tilde{\phi} \) is a (approximated) velocity potential expressed at the free surface.

The EULER–LAGRANGE equations for the action functional \( \mathcal{S} = \int \int \mathcal{L} \, dx \, dt \) are

\[ \delta \tilde{\phi} : 0 = h_t + [h \bar{u}]_x, \]  

(2.4)

\[ \delta \bar{u} : 0 = \tilde{\phi} h_x - [h \tilde{\phi}]_x - \frac{1}{2} [h^3 \bar{u}_x]_x + h \bar{u}, \]  

(2.5)

\[ \delta h : 0 = \frac{1}{2} \bar{u}_x^2 - g h + \frac{1}{2} h^2 \bar{u}_x^2 \tilde{\phi}_t + \tilde{\phi} \bar{u}_x - [\bar{u} \tilde{\phi}]_x, \]  

(2.6)
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thence

\[ \tilde{\phi}_x = \tilde{\varphi} - \frac{1}{3} h^{-1} [h^3 \tilde{u}_x]_x, \]  
\[ \tilde{\phi}_t = \frac{1}{2} h^2 \tilde{u}^2 - \frac{1}{2} \tilde{u}^2 - g h + \frac{1}{3} \tilde{u} h^{-1} [h^3 \tilde{u}_x]_x. \]  

Differentiating (2.8) with respect to \( x \) and using (2.7) in order to eliminate \( \tilde{\phi} \), after some elementary algebra, one obtains the surface tangential momentum equation (cf. Appendix B for the physical interpretation of this equation)

\[ \partial_t \left( \frac{1}{3} h^{-1} (h^3 \tilde{u}_x)_x \right) + \partial_x \left[ \frac{1}{2} \tilde{u}^2 + g h - \frac{1}{6} h^2 \tilde{u}_x^2 - \frac{1}{3} \tilde{u} h^{-1} (h^3 \tilde{u}_x)_x \right] = 0, \]  

that can be written into the more familiar non-conservative form

\[ \tilde{u}_t + \tilde{u} \tilde{u}_x + g h_x = - \frac{1}{3} h^{-1} \partial_x \left[ h^2 \gamma \right]. \]  

After multiplication by \( h \) and exploiting (2.4), we derive the conservative equations for the momentum

\[ \partial_t [h \tilde{u}] + \partial_x [h \tilde{u}^2 + \frac{1}{2} g h^2 + \frac{1}{3} h^2 \gamma] = 0, \]  

that can be rewritten

\[ \partial_t \left[ h \tilde{u} - \frac{1}{3} (h^3 \tilde{u}_x)_x \right] + \partial_x \left[ h \tilde{u}^2 + \frac{1}{2} g h^2 - \frac{2}{3} h^3 \tilde{u}_x^2 - \frac{1}{3} h^3 \tilde{u} u_{xx} - h^2 h_x \tilde{u}_x \right] = 0. \]  

From the two conservative equations (2.4) and (2.11), an equation for the energy conservation can also be derived in the form

\[ \partial_t \left[ \frac{1}{2} h \tilde{u}^2 + \frac{1}{6} h^3 \tilde{u}_x^2 + \frac{1}{2} g h^2 \right] + \partial_x \left[ \left( \frac{1}{2} \tilde{u}^2 + \frac{1}{6} h^2 \tilde{u}_x^2 + g h + \frac{1}{3} h \gamma \right) h \tilde{u} \right] = 0. \]  

In summary, we have just derived the following system of equations

\[ h_t + \partial_x [h \tilde{u}] = 0, \]  
\[ \partial_t [h \tilde{u}] + \partial_x [h \tilde{u}^2 + \frac{1}{2} g h^2 + \frac{1}{3} h^2 \gamma] = 0, \]

together with (2.2), that are the Serre equations [35] and are a special case of the Green–Naghdi equations [18]. Here, we refer to these equations as the classical Serre–Green–Naghdi (cSGN) equations.

The derivation presented in this section is straightforward but, for readers more familiar with small parameter expansions, some additional material is given in Appendix A. Other variational derivations can be found, for instance, in [16, 21].

Physically, equations (2.14) and (2.15) describe, respectively, the mass and momentum flux conservations. The physical interpretation of (2.9) have been debated in the literature. Actually, (2.9) is a conservative equation for the surface tangential momentum, as shown in Appendix B (see also [17] for an alternative derivation).
2.2. Modified Serre’s equations

The cSGN equations describe long waves in shallow water, thus the horizontal and temporal derivatives are small quantities, i.e., $\partial_x \propto O(\sigma)$ and $\partial_t \propto O(\sigma)$, where $\sigma \ll 1$ is of the order of the water depth divided by the characteristic wavelength (Appendix A). As a consequence, the left-hand side of $(2.10)$ is of order one, while its right-hand side is of order three ($\gamma$ is of order two), while higher-order terms are neglected in this equation.

The definition $(2.2)$ of $\gamma$ involving parts of the equation $(2.10)$, the latter can be used to derive another approximation of the vertical acceleration at the free surface. Indeed, substituting the relation

$$\bar{u}_t + \bar{u} \bar{u}_x = -gh_x - \frac{1}{3} h^{-1} \partial_x \left[ h^2 \gamma \right],$$

into the definition of $\gamma$, one obtains to the same order of approximation (Appendix A)

$$\gamma = 2h \bar{u}_x^2 + g h h_{xx} + O(\sigma^4),$$

(2.16)

which is another expression for the vertical acceleration consistent with the order of approximation. It is however possible to obtain a more general system averaging the two expressions $(2.2)$ and $(2.16)$ as

$$\gamma = 2h \bar{u}_x^2 + \beta g h h_{xx} + (\beta - 1) h \partial_x [\bar{u}_t + \bar{u} \bar{u}_x] + O(\sigma^4),$$

(2.17)

where $\beta$ is a parameter at our disposal. Thus, the modified Serre equations are

$$h_t + \partial_x [h \bar{u}] = 0,$$

(2.18)

$$\partial_t [h \bar{u}] + \partial_x [h \bar{u}^2 + \frac{1}{2} gh^2 + \frac{1}{3} h^2 \gamma] = 0,$$

(2.19)

$$2h \bar{u}_x^2 + \beta g h h_{xx} + (\beta - 1) h \partial_x [\bar{u}_t + \bar{u} \bar{u}_x] = \gamma,$$

(2.20)

and the cSGN equations are recovered if $\beta = 0$. These modified SGN equations (mSGN), or similar ones, have been derived and studied before in the literature (see, e.g., [1, 12, 25]). The free parameter $\beta$ involved in the mSGN equation can be chosen such that it optimises the linear dispersion relation (see Section 4), but other criteria can be used to define $\beta$ [15].

From the modified Serre equations, one can derive a secondary relation

$$\partial_t \left[ h \bar{u} + \frac{1}{3} (\beta - 1) (h^3 \bar{u}_x)_x \right] + \partial_x \left[ h \bar{u}^2 + \frac{1}{2} gh^2 + \frac{1}{3} \beta g h^3 h_{xx} \right.$$

$$+ \frac{2}{3} (2\beta - 1) h^3 \bar{u}_x^2 + \frac{1}{3} (\beta - 1) h^3 \bar{u} \bar{u}_{xx} + (\beta - 1) h^2 h_x \bar{u} \bar{u}_x \right] = 0,$$

(2.21)

that is the modified counterpart of (2.12). However, equations analogous to (2.9) and (2.13) cannot be obtained if $\beta \neq 0$. This means, in particular, that the energy is not conserved for the mSGN equations and that a variational principle cannot be obtained (if $\beta \neq 0$). This is a serious drawback, specially for long time simulations and for theoretical investigations.

It should be noted that instead of using the generalised acceleration (2.17) into the momentum equation (2.15), it could be used into the energy equation (2.13). This yields
other modified SERRE’s equations conserving the energy but not the momentum. Thus, the shortcomings of the mSGN are not addressed that way (if $\beta \neq 0$).

The mSGN equations (2.19) – (2.21) are asymptotically consistent with their cSGN counterparts for all values of the parameters $\beta$. However, the mSGN equations for the tangential momentum and for the energy are worse than asymptotically inconsistent: they are not conservative if $\beta \neq 0$. Even worse, a variational principle for the mSGN equations cannot be obtained if $\beta \neq 0$. Thus, seeking for an improved shallow water model tuning the momentum equation, some physically crucial properties are lost, although the modifications are consistent from an asymptotic viewpoint.

In the next section, we derive another set of modified SERRE’s equations that have a free parameter and that conserve both the energy and the momenta.

### 3. Consistent modified Serre’s equations

In order to derive a better variant of the SGN equations, we modify the LAGRANGIAN (2.3) appropriately instead of modifying directly the cSGN equations, this modified LAGRANGIAN being asymptotically consistent with (2.3). Thus, the existence of a variational principle for the resulting approximate equations is automatically ensured, as well as conservative equations for the momentum, energy and tangential momentum at the surface.

#### 3.1. Modified Lagrangian

The LAGRANGIAN density (2.3) for the cSGN equations can be rewritten replacing $h\bar{u}^2_x$ by its expression in terms of $\gamma$ according to (2.2) such that:

$$\frac{\mathcal{L}}{\rho} = \frac{h\bar{u}^2}{2} + \frac{h^2\gamma}{12} + \frac{h^3}{12} \left[ \bar{u}_t + \bar{u} \bar{u}_x \right]_x - \frac{g h^2}{2} + \left\{ h_t + \left[ h \bar{u}_x \right]_x \right\} \tilde{\phi}.$$  \(\text{(3.1)}\)

Substituting the generalised expression (2.20) for $\gamma$, we obtain the new LAGRANGIAN $\mathcal{L}'_0$ as

$$\frac{\mathcal{L}'_0}{\rho} = \frac{h\bar{u}^2}{2} + \frac{h^3\bar{u}^2_x}{6} + \frac{\beta h^3}{12} \left[ \bar{u}_t + \bar{u} \bar{u}_x + g h_x \right]_x - \frac{g h^2}{2} + \left\{ h_t + \left[ h \bar{u}_x \right]_x \right\} \tilde{\phi}$$

$$= \frac{\mathcal{L}}{\rho} + \frac{\beta h^3}{12} \left[ \bar{u}_t + \bar{u} \bar{u}_x + g h_x \right]_x.$$  \(\text{(3.1)}\)

Obviously, $\mathcal{L}$ and $\mathcal{L}'_0$ differ by fourth-order terms — the squared bracket in (3.1) — that are neglected in these approximations. These two LAGRANGIANS have therefore the same order of approximation according to the asymptotic analysis (Appendix A). It should be noted that the squared bracket in (3.1) has a simple generalisation in three dimensions, thus allowing a straightforward three-dimensional extension of this modified LAGRANGIAN (Appendix C).
Integrating by parts the terms involving $\bar{u}_t$, $\bar{u}\bar{u}_x$ and $h_{xx}$, and using the mass conversation in order to remove the resulting term $h_t$, one gets
\[
h^3 [\bar{u}_t + \bar{u}\bar{u}_x]_x = \partial_t [h^3 \bar{u}_x] - 3 h^2 h_t \bar{u}_x + h^3 \bar{u}_x^2 + h^3 \bar{u} \bar{u}_{xx},
\]
\[
= \partial_t [h^3 \bar{u}_x] + \partial_x [h^3 \bar{u} \bar{u}_x] + 3 h^3 \bar{u}_x^2;
\]
\[
h^3 h_{xx} = \partial_x [h^3 h_x] - 3 h^2 h_x^2.
\]
Substituting these relations into (3.1) and omitting the boundary terms $\partial_x[\cdots]$ and $\partial_t[\cdots]$ (since they do not contribute to the variational principle), we obtain the simplified modified LAGRANGIAN
\[
\mathcal{L}' = h \bar{u}^2 + \frac{(2 + 3\beta) h^3 \bar{u}_x^2}{12} - \frac{g h_x^2}{2} - \beta g h^2 h_x^2 + \{ h_t + [h \bar{u}]_x \} \tilde{\phi}. \tag{3.2}
\]
With this LAGRANGIAN, it follows that the modified kinetic and potential energy densities are, respectively,
\[
\mathcal{K}' = \frac{h \bar{u}^2}{2} + \frac{(2 + 3\beta) h^3 \bar{u}_x^2}{12}, \quad \mathcal{V}' = \frac{g h_x^2}{2} \left( 1 + \frac{\beta h_x^2}{2} \right),
\]
to be compared with the corresponding quantities in the cSGN (obtained when $\beta = 0$). In the cSGN, the kinetic energy is approximate (compared to the exact equations), while the potential energy is exact. On the other hand, both energies are approximate in (3.2) if $\beta \neq 0$. Having one (or more) exact relation in an approximated model is not necessarily a good thing; what really matters is to have a better approximation of the overall system of equations, as advocated in [10]. It is more important to have a better approximation of the complete system of equations than, *e.g.*, an exact potential energy.

### 3.2. Improved Serre’s equations

The **Euler–Lagrange** equations for the modified **LAGRANGIAN** (3.2) are
\[
\delta \tilde{\phi} : \quad 0 = h_t + [h \bar{u}]_x, \quad \tag{3.3}
\]
\[
\delta \bar{u} : \quad 0 = h \bar{u} + \tilde{\phi}_x - \left[ h \tilde{\phi} \right]_x - \left( \frac{1}{2} + \frac{1}{2} \beta \right) \left[ h^3 \bar{u}_x \right]_x, \quad \tag{3.4}
\]
\[
\delta h : \quad 0 = \frac{1}{2} \bar{u}^2 - g h - \tilde{\phi}_t + \tilde{\phi}_x - [\bar{u} \tilde{\phi}]_x \]
\[
+ \left( \frac{1}{2} + \frac{3}{4} \beta \right) h^2 \bar{u}_x^2 - \frac{1}{2} \beta g h h_x^2 + \frac{1}{2} \beta g [h^2 h_x]_x, \quad \tag{3.5}
\]
\]
\[
\tilde{\phi}_x = \bar{u} - \left( \frac{1}{3} + \frac{1}{2} \beta \right) h^{-1} \left[ h^3 \bar{u}_x \right]_x, \quad \tag{3.6}
\]
\[
\tilde{\phi}_t = \frac{1}{2} \bar{u}^2 - \bar{u} \tilde{\phi}_x - g h + \left( \frac{1}{2} + \frac{3}{4} \beta \right) h^2 \bar{u}_x^2 + \frac{1}{2} \beta g h [h h_x]_x, \quad \tag{3.7}
\]
After differentiation of (3.7) with respect to \( x \) and using (3.6), we obtain the improved SERRE–GREEN–NAGHDI (iSGN) equations, written as

\[
\begin{align*}
    h_t + \partial_x [h \bar{u}] &= 0, \\
    q_t + \partial_x [\bar{u} q - \frac{1}{2} \bar{u}^2 + g h - (\frac{1}{2} + \frac{3}{4} \beta) h^2 \bar{u}_x^2 - \frac{1}{2} \beta g (h^2 h_{xx} + h h_x^2)] &= 0,
\end{align*}
\]

where \( q = \tilde{\phi}_x \) is given by (3.6). Equation (3.9) is the iSGN counterpart of the equation (2.9) for the cSGN, i.e. (3.9) is a conservative equation for the surface tangential momentum. Analogs to the cSGN equations can also be derived.

A non-conservative momentum equation is obtained directly from (3.9)

\[
\bar{u}_t + \bar{u} u_x + g h_x + \frac{1}{2} h^{-1} \partial_x [h^2 \Gamma] = 0, \tag{3.10}
\]

where

\[
\Gamma = (1 + \frac{3}{2} \beta) h \left[ \bar{u}_x^2 - \bar{u}_x \bar{u}_x - \bar{u} \bar{u}_xx \right] - \frac{3}{2} \beta g \left[ h h_{xx} + \frac{1}{2} h_x^2 \right].
\]

Notice that \( \Gamma \neq \gamma \) if \( \beta \neq 0 \). After multiplication by \( h \), the equation (3.10) yields at once the conservation of the momentum flux

\[
\partial_t [h \bar{u}] + \partial_x [h \bar{u}^2 + \frac{1}{2} g h^2 + \frac{1}{3} h^2 \Gamma] = 0. \tag{3.11}
\]

Finally, the requested equation for the energy conservation can also be derived in the form

\[
\begin{align*}
    \partial_t \left[ \frac{1}{2} h \bar{u}^2 + (\frac{1}{6} + \frac{1}{4} \beta) h^2 \bar{u}_x^2 + \frac{1}{2} g h^2 \left( 1 + \frac{1}{2} \beta h_x^2 \right) \right] + \partial_x \left[ \left\{ \frac{1}{2} \bar{u}^2 + (\frac{1}{6} + \frac{1}{4} \beta) h^2 \bar{u}_x^2 + g h \left( 1 + \frac{1}{3} \beta h_x^2 \right) + \frac{1}{2} h \Gamma \right] h \bar{u} + \frac{1}{2} \beta g h^3 h_x \bar{u}_x \right] &= 0. \tag{3.12}
\end{align*}
\]

Thanks to the variational principle, we have derived a one-parameter generalisation of the SERRE equations that retains important physical properties such as the momentum and energy conservations, as well as the GALILEAN invariance. These modified equations have a variational principle that is consistent with the original one according to the asymptotic analysis.

### 3.3. Steady waves

Since the iSGN equations are GALILEAN invariant, we can consider now steady solutions (i.e., independent of time in the frame of reference moving with the wave). For 2L-periodic solutions, the mean water depth \( d \) and the mean depth-averaged velocity \(-c\) are

\[
d = \langle h \rangle = \frac{1}{2L} \int_{-L}^{L} h \, dx, \quad -c d = \langle h \bar{u} \rangle = \frac{1}{2L} \int_{-L}^{L} h \bar{u} \, dx, \tag{3.13}
\]

thus \( c \) is the wave phase velocity observed in the frame of reference without mean flow.

With \( h = h(x) \) and \( \bar{u} = \bar{u}(x) \), the mass conservation (3.8) straightforwardly yields

\[
\bar{u} = -c d / h,
\]
and substitution into (3.9) and (3.11) gives, respectively,

\[
\frac{(2 + 3\beta) F (2hh_xx - h_x^2)}{12 (h/d)^2} - \beta \frac{(hh_xx + h_x^2)}{2 (d/h)} + \frac{F d^2}{2 h^2} + \frac{h}{d} = 1 + \frac{F}{2} + C_1, \tag{3.14}
\]

\[
\frac{(2 + 3\beta) F (hh_xx - h_x^2)}{3 (h/d)} - \beta \frac{(2hh_xx + h_x^2)}{2 (d/h)^2} + \frac{2 F d}{h} + \frac{h^2}{d^2} = 1 + 2 F + C_2, \tag{3.15}
\]

\(F = c^2/gd\) being a Froude number squared and where \(C_n (n = 1, 2)\) are dimensionless integration constants to be determined from the relations (3.13) \((C_1 = C_2 = 0\) for solitary waves). Eliminating \(h_xx\) between (3.14) and (3.15), after some straightforward algebra, one obtains the first-order ordinary differential equation

\[
\left(\frac{dh}{dx}\right)^2 = \frac{F - (1 + C_2 + 2F) (h/d) + (2 + 2C_1 + F) (h/d)^2 - (h/d)^3}{\left(\frac{1}{3} + \frac{1}{2}\beta\right) F - \frac{1}{2} \beta (h/d)^3}. \tag{3.16}
\]

The left-hand side being positive, so is the right-hand side. Its numerator and the denominator are therefore necessarily of the same sign.

The equation (3.16) can be solved in parametric form with the help of Jacobian elliptic functions. However, we consider here only solitary waves, \(i.e., h(\infty) = d\) and \(u(\infty) = -c\) thence \(C_1 = C_2 = 0\). Thus, with \(h(x) = d + \eta(x)\), we obtain the differential equation

\[
\left(\frac{d\eta}{dx}\right)^2 = \frac{(F - 1) (\eta/d)^2 - (\eta/d)^3}{\left(\frac{1}{3} + \frac{1}{2}\beta\right) F - \frac{1}{2} \beta (1 + \eta/d)^3}.
\]

Introducing the change of independent variable \(x \mapsto \xi\) such that

\[
x(\xi) = \int_0^\xi \left| \frac{(1 + 2/3 F - \beta h^3(\xi')/\beta)}{(\beta + 2/3 F - \beta)} \right|^{1/2} d\xi', \tag{3.17}
\]

we obtain the classical equation for solitary waves

\[
\left(\frac{d\eta}{d\xi}\right)^2 = \left| \frac{(F - 1) (\eta/d)^2 - (\eta/d)^3}{\left(\frac{1}{3} + \frac{1}{2}\beta\right) F - \frac{1}{2} \beta} \right|,
\]

with a solution given in the parametric form

\[
\frac{\eta(\xi)}{d} = (F - 1) \text{sech}^2\left(\frac{\kappa \xi}{2}\right), \quad (\kappa d)^2 = \frac{6 (F - 1)}{(2 + 3\beta) F - 3\beta}, \tag{3.18}
\]

the wave amplitude being \(a = \eta(0) = (F - 1)d\). Substitution of (3.18) into (3.17) yields an expression for \(x(\xi)\). This expression being very complicated, though an explicit closed-form, it is not given here since it is of little practical interest (numerical quadrature is more efficient).

It should be noted that the cSGN and iSGN equations have the same relation between the phase velocity and the wave amplitude for steady solitary waves \((i.e., the relation \(c(a)\) is independent of \(\beta\)), but other relations are generally not independent of \(\beta\).
4. Criteria for choosing the free parameter

We present here some criteria for choosing the free parameter $\beta$ The possibilities listed below are by no mean the only ones that could be considered.

4.1. Linear approximation

For infinitesimal waves, $\eta$ and $\bar{u}$ being both small, the iSGN equations yield the linear system of equations

$$\eta_t + d \bar{u}_x = 0, \quad (4.1)$$

$$\bar{u}_t - \left(\frac{1}{3} + \frac{1}{2} \beta\right) d^2 \bar{u}_{xxt} + g \eta_x - \frac{1}{2} \beta g d^2 \eta_{xxx} = 0. \quad (4.2)$$

Seeking for traveling waves of the form $\eta = a \cos(k(x - ct))$, one obtains the (linear) dispersion relation

$$\frac{c^2}{g d} = \frac{2 + \beta (kd)^2}{2 + \left(\frac{2}{3} + \beta\right) (kd)^2} \approx 1 - \frac{(kd)^2}{3} + \frac{\left(1 + \frac{\beta}{2}\right) (kd)^4}{3},$$

that should be compared with the exact relation

$$\frac{c^2}{g d} = \frac{\tanh(kd)}{kd} = 1 - \frac{(kd)^2}{3} + \frac{2 (kd)^4}{15} - \frac{17 (kd)^6}{315} + \cdots. \quad (4.3)$$

One can choose the parameter $\beta$ so that the linear dispersion relation is correct up to the highest possible order of its Taylor expansion around $k = 0$. Thus, with $\beta = 2/15 \approx 0.1333$ the exact and iSGN dispersion relations coincide up to $k^4$ (but only up to $k^2$ if $\beta \neq 2/15$).

It should be noted that this choice improves the dispersion relation only in the vicinity of $kd = 0$, i.e., for very long infinitesimal waves. Another possibility is to minimise some norm of the difference between the exact and approximate linear dispersion relations over an interval $k \in [0, k_{max}]$ with $k_{max}$ chosen a priori.

4.2. Decay of a solitary wave

In the far field, a solitary wave decays like $e^{-\kappa|x|}$, the trend parameter $\kappa > 0$ being related to the Froude number by the “dispersion” relation

$$\frac{c^2}{g d} = \frac{2 - \beta (kd)^2}{2 - \left(\frac{2}{3} + \beta\right) (kd)^2} = 1 + \frac{(kd)^2}{3} + \frac{\left(1 + \frac{\beta}{2}\right) (kd)^4}{3} + \cdots, \quad (4.4)$$

*Recall that we are considering the frame of reference moving with the wave. In a fixed frame, the wave travels with a constant phase speed $c$ and solitary waves decays, both in space and time, like $e^{-\kappa|x-ct|}$. Thus, relations (4.4) and (4.5) are not dispersion relations for the evanescent modes, the latter decaying in space and being periodic in time.*
to be compared with the exact relation [32, 37]
\[
\frac{c^2}{gd} = \frac{\tan(\kappa d)}{\kappa d} = 1 + \frac{(\kappa d)^2}{3} + \frac{2(\kappa d)^4}{15} + \frac{17(\kappa d)^6}{315} + \cdots.
\]
\(4.5\)
The main advantage of this approach compared to the previous one is that \((4.5)\) is exact and valid for all amplitudes, while \((4.3)\) is exact only in the limit \(a \to 0\). Note that \((4.5)\) can be simply deduced from \((4.3)\) by setting \(k = i\kappa\).

The tangent function is meromorphic with single poles at \(\kappa d = \pm \pi/2, \pm 3\pi/2, \cdots\). The relation \((4.4)\) has a single pole at \(\kappa d = \pm \sqrt{6/(2 + 3\beta)}\). This pole is at \(\kappa d = \pm \pi/2\) if \(\beta = \frac{2}{3}(12\pi^2 - 1) \approx 0.1439\).

This choice of \(\beta\) is close to the optimal value \(2/15\) proposed above. The fact that both methods (TAYLOR expansion and meromorphic interpolation) produce similar optimal values for \(\beta\) is an indication that \(\beta = 2/15\) is a good choice.

\[\text{4.3. Limiting wave}\]

For exact steady solutions, we focus now on the vicinity of the crest of the highest waves. To this end, we consider the solitary wave solution given above without loss of generality since the analysis is local. TAYLOR expansions of \((3.17)\) and \((3.18)\) around the crest \(\xi = 0\) give
\[
\begin{align*}
x(\xi) &= \left[\frac{(2 + 3\beta)\mathcal{F} - 3\beta \mathcal{F}^3}{(2 + 3\beta)\mathcal{F} - 3\beta}\right]^{1/4}\xi + \mathcal{O}(\xi^3), \\
\eta(\xi) &= a\left[1 - \frac{1}{4}(\kappa\xi)^2\right] + \mathcal{O}(\xi^4).
\end{align*}
\]
Peaked crests are found if \(dx/d\xi = 0\) at \(\xi = 0\). That happens if
\[\mathcal{F}^2 = 1 + \frac{2}{3}\beta^{-1}.
\]
With this peculiar limiting FROUDE number, the slope at the crest is
\[\frac{d\eta}{dx}\bigg|_{\xi=0^\pm} = \frac{d\eta}{d\xi}\bigg|_{\xi=0^\pm} = \mp \frac{\kappa a}{a + d} \left(\mathcal{F}^2 + \mathcal{F} + 1\right)^{1/2} \approx \mp \frac{a\sqrt{2/3\beta}}{a + d}.
\]
In other words, if \(\beta \neq 0\), we have a family of limiting waves parametrised by the parameter \(\beta\). Various inner angles are obtained depending on the choice of \(\beta\).

For \(\beta = 2/15\), we have \(\mathcal{F} = \sqrt{6} \approx 2.45\), \(a/d = \sqrt{6} - 1 \approx 1.45\) and the crest has (approximately) a 28.4\(^\circ\) inner angle. This is therefore not a good approximation of the limiting solitary wave.

For \(\beta = \frac{2}{3}(12\pi^{-2} - 1)\), the crest inner angle is about 37.3\(^\circ\). This is thus a somehow better approximation but still far from the exact 120\(^\circ\) angle [36].

From these peculiar choices, it can be seen that the iSGN system optimised for linear waves cannot describe equally well the highest wave. A 120\(^\circ\) inner angle is obtained if
\[\kappa a \sqrt{\mathcal{F}^2 + \mathcal{F} + 1} = \mathcal{F} \quad \text{or} \quad a\sqrt{2/\beta} = a + d,
\]
and in terms of $\beta$, this condition becomes

$$\frac{3\beta}{4} = \frac{\beta + \sqrt{2\beta} - 1}{\beta - \sqrt{8\beta} + 2}$$

This relation gives $\beta \approx 0.34560$ thence $a/d \approx 0.711$, that is much closer to the exact value $a/d \approx 0.8332$ [31]. However, with this value of $\beta$, the linear dispersion relation of infinitesimal waves is not at all improved.

**Remark 1.** The iSGN model provides limiting values for wave heights, unlike the cSGN one, that is an interesting feature in some situations. However, this model is not designed for modelling extreme waves, choosing $\beta$ to improve the linear dispersion relation is probably the best choice for most simulations.

### 5. Numerical examples

In this section, we present few numerical tests illustrating the performance of the iSGN model. The numerical methods used are briefly described in corresponding sections below. The aim here is just to show that the new model outperforms the classical one.
5.1. Steady solitary waves

For the first test, we compare steady solitary wave solutions of the cSGN and the iSGN (with $\beta = 2/15$) models with the exact solution of the full Euler equations [9, 14]. The comparison of surface elevations for three different amplitudes is given in Figure 2. It can be seen that both models are good approximations for small amplitudes. For large amplitudes, however, the iSGN model is significantly better than the cSGN one. This result may be surprising because the value $\beta = 2/15$ is chosen to improve the dispersion of sinusoidal infinitesimal waves (see Section 4.1). This is not so surprising considering that this value of $\beta$ is close to the one optimising the the relation (4.4) relating the phase speed with the trend parameter (see Section 4.2).

5.2. Random wave evolution

We consider now a random initial condition (see upper Figure 3(a)) which is generated from the Gaussian Fourier power spectrum with random phases distributed uniformly in $[0, 2\pi]$ (see [15] for details where the same type of initial conditions were used). This
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initial wave is moderately steep ($a/d = 0.1$) but rather dispersive ($\sigma = 0.25$). Thus, this test focuses on the dispersive properties of the iSGN model.

In order to solve the iSGN equations on a periodic domain, we use the continuous Galerkin/Finite–Element method detailed in [33]. The unsteady Euler equations are solved numerically using conformal mapping and pseudo-spectral discretisation [7, 24].

The evolution of the generated random initial condition is shown in Figure 3. In Figure 3(a) one can see that all three models are initialised with the same condition. During the evolution of this initial condition, the cSGN model starts lagging behind the reference solution given by the full Euler model. In Figure 4, we show a magnification of a portion of the computational domain at the final simulation time, where one can see that the iSGN equations commit a much lower phase error. It results a better prediction in the positions of the wave crests, that is important in applications focused on extreme waves.

6. Discussion

In this paper, we presented a novel model for fully nonlinear long waves in shallow waters. These equations generalise the Serre equations in the sense that the new model contains a free parameter. The value of this parameter can be used to optimise, for instance, the linear dispersion relation properties. However, it is possible to use this extra degree of freedom to optimise the linear shoaling [3] or any other desired characteristics.

In all the modified shallow water models we are aware of, the introduction of an extra parameter leads to the violation of the energy conservation. For some models, the Galilean invariance is violated too. Here, we succeeded in deriving a new model that preserves these properties, thanks to the use of a variational formalism based on Hamilton principle [10]. Instead of tweaking the system of PDEs, we modified the corresponding Lagrangian functional. This approach allows to preserve the underlying variational structure as well. Moreover, we showed that this model repeats another feature of the full Euler equations: the existence of limiting waves that are not included in the Serre equations.

We performed some unsteady simulations that clearly show the importance of the iSGN equations compared to the classical ones. The fact that the energy is conserved in the
The iSGN model is very important for long-time simulations. Also, we have shown that the improved dispersion relation leads to a better description of large solitary waves.

The main goal of this study was to make a proof of principle. However, the developments and ideas presented above can be generalised to non-flat bottom and in three dimensions (see Appendix C), for example. The derivations and examples presented here are sufficient to demonstrate the advantages of our approach.

Tweaking the vertical acceleration at the surface, we easily obtained a one-parameter generalisation of the classical SERRE equation. Modifying other quantities, in the spirit of [12], one may obtain a multi-parameter generalisation of these equations. These extra free parameters can be tuned to improve even further the model equations. These generalisations are also left to future investigations.

We conclude this discussion by noting that, in addition to the GALILEAN invariance and the energy conservation, the dispersion-improved iSGN equations have the same order of derivatives and are thus not more difficult to solve numerically (similar algorithms and running times) compared to the classical SERRE equations, unlike the high-order BOUSSINESQ-like equations. This is an interesting feature for practical applications.

### A. Asymptotic derivation

For the horizontal velocity $u$, the most general solution of the LAPLACE equation satisfying the seabed impermeability ([23]) is

$$ u = \cos[(y + d)\partial_x] \tilde{u} = \tilde{u} - \frac{1}{2} (y + d)^2 \tilde{u}_{xx} + \frac{1}{24} (y + d)^4 \tilde{u}_{xxxx} - \cdots, \quad (A.1) $$

where $\tilde{u}(x, t) = u(x, y = -d, t)$ is the velocity at the bottom. Assuming long waves in shallow water means that $\partial_x = O(\sigma)$ and, these waves having finite phase velocities, $\partial_t = O(\sigma)$. Thence, the relation defining the depth-averaged horizontal velocity $\bar{u}$, i.e.

$$ \bar{u} = \tilde{u} - \frac{1}{6} h^2 \tilde{u}_{xx} + \frac{1}{5!} h^4 \tilde{u}_{xxxx} + O(\sigma^6), $$

can be solved for $\tilde{u}$ as

$$ \tilde{u} = \bar{u} + \frac{1}{6} h^2 \bar{u}_{xx} + \frac{7}{360} h^4 \bar{u}_{xxxx} + \frac{1}{6} h^3 h_x \bar{u}_{xxx} + \frac{1}{18} h^2 (hh_x)_x \bar{u}_{xx} + O(\sigma^6). $$

Thus, the horizontal velocity (A.1) can be represented equivalently to $O(\sigma^4)$ as

$$ u = \bar{u} + \frac{1}{6} \left[ h^2 - 3 (y + d)^2 \right] \bar{u}_{xx} + O(\sigma^4). $$

Similarly, fulfilling the fluid incompressibility and the bottom impermeability, the vertical velocity $v$ is

$$ v = -(y + d) \bar{v}_x - \frac{1}{6} (y + d) \left[ h^2 - (y + d)^2 \right] \bar{v}_{xx} - \frac{1}{6} (y + d) h h_x \bar{v}_{xx} + O(\sigma^5), $$

thence at the free surface $\tilde{v} = -h \bar{v}_x - \frac{1}{3} h^2 h_x \bar{v}_{xx} + O(\sigma^5)$.

Assuming finite velocity and surface elevation, we take $\bar{u} = O(\sigma^0) —$ thus $\tilde{\phi} = O(\sigma^{-1})$ because $u \approx \tilde{\phi}_x$ and $\eta = O(\sigma^0) —$ and the depth-integrated kinetic and potential
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energies are
\[
\mathcal{H} = \int_{-d}^{d} \frac{u^2 + v^2}{2} \, dy = \frac{h \tilde{u}^2}{2} + \frac{h^3 \tilde{u}_x^2}{6} + \mathcal{O}(\sigma^4), \quad \mathcal{V} = \int_{-d}^{d} g (y + d) \, dy = \frac{gh^2}{2}.
\]
The incompressibility and the bottom impermeability being identically satisfied, the HAMILTON principle can be reduced to the LAGRANGIAN density
\[
\frac{\mathcal{L}}{\rho} = \frac{h \tilde{u}^2}{2} + \frac{h^3 \tilde{u}_x^2}{6} - \frac{gh^2}{2} + \{ h_t + [h \tilde{u}]_x \} \tilde{\phi} + \mathcal{O}(\sigma^4),
\]
which, after neglecting higher-order terms, corresponds exactly to the LAGRANGIAN density in the action integral (2.3).

It should be noted that instead of enforcing the mass conservation, one could enforce the impermeability of the free surface. These two approaches are equivalent here, however. Indeed, the incompressibility and the bottom impermeability are identically fulfilled with (2.1), fulfilling the surface impermeability yields the mass conservation, and vice versa.

B. Tangential momentum at the free surface

Let \( \phi \) be the velocity potential of an irrotational motion, i.e., \( u = \phi_x, \, v = \phi_y \). Denoting with ‘tildes’ the quantities written at the free surface and exploiting the surface impermeability, we have the relation
\[
\tilde{\phi}_t = \tilde{\phi}_t - \eta_t \tilde{v} = \tilde{\phi}_t - \tilde{v}^2 + \eta_x \tilde{u} \tilde{v} = \tilde{\phi}_t - \tilde{v}^2 + \left( \tilde{\phi}_x - \tilde{u} \right) \tilde{u}. \quad (B.1)
\]
The Bernoulli equation at the free surface can then be rewritten
\[
\tilde{\phi}_t + \left( \tilde{\phi}_x - \tilde{u} \right) \tilde{u} + g \eta + \frac{1}{2} \tilde{u}^2 - \frac{1}{2} \tilde{v}^2 = 0. \quad (B.2)
\]
After differentiation with respect of \( x \), this equation becomes
\[
\partial_t \left[ \tilde{\phi}_x \right] + \partial_x \left[ g \eta + \frac{1}{2} \tilde{u}^2 - \frac{1}{2} \tilde{v}^2 + \left( \tilde{\phi}_x - \tilde{u} \right) \tilde{u} \right] = 0. \quad (B.3)
\]
Equation (2.9) is recovered using the ansatz (2.1) and the relation (2.7). Therefore, Equation (2.9) represents the horizontal derivative of the Bernoulli equation at the free surface, i.e., the surface tangential component of the momentum (Euler) equation for irrotational flow. Alternative derivations of this result can be found in [17].

C. Generalisation in three dimensions

The generalisation of our approach in three dimensions is straightforward. Let \( \mathbf{x} = (x_1, x_2) \) the horizontal CARTESIAN coordinates and \( \mathbf{u} = (u_1, u_2) \) the horizontal velocity

*Note that, e.g., \( \tilde{u} = \tilde{\phi}_x \neq \tilde{\phi}_x \).
field. A shallow water ansatz fulfilling the fluid incompressibility and the (horizontal) bottom impermeability is

\[
u(x, y, t) \approx \bar{u}(x, t), \quad v(x, y, t) \approx -(y + d) \nabla \cdot \bar{u},
\]

(C.1)

where \(\nabla\) is the horizontal gradient. From this ansatz, one can derive the ‘irrotational’ Green–Naghdi equations \([9, 21]\)

\[
h_{tt} + \nabla \cdot \left[ h \bar{u} \right] = 0,
\]

\[
\bar{u}_t + \nabla \left[ \frac{|\bar{u}|^2}{2} \right] + g \nabla h + \frac{\nabla \cdot [h^2 \gamma]}{3h} = \frac{\bar{u} \cdot \nabla h}{3} \nabla [h \nabla \cdot \bar{u}] - \left[ \bar{u} \cdot \nabla \left( \frac{h \nabla \cdot \bar{u}}{3} \right) \right] \nabla h,
\]

where \(\gamma = h \{(\nabla \cdot \bar{u})^2 - \nabla \cdot \bar{u}_t - \bar{u} \cdot \nabla [\nabla \cdot \bar{u}]\} \) is the vertical acceleration at the free surface.

These equations can be straightforwardly derived from the 3D generalisations of the Serre equations that have been debated in the literature \([11]\). We picked one of them in order to illustrate that the improvement method can be easily used in three dimensions; our goal here is not to explore in details all the possible 3D cases. It is also clear that the approach presented here can be easily used to improve models in presence of a varying bottom and surface tension, for example.
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