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ABSTRACT
A landslide susceptibility map, which describes the quantitative relationship between known landslides and control factors, is essential to link the theoretical prediction with practical disaster reduction measures. In this work, the artificial neural network (ANN) model, a promising tool for mapping landslide susceptibility, was adopted to evaluate the coseismic landslide susceptibility affected by the 2013 Minxian, Gansu, China, Mw 5.9 earthquake. The evaluation was based on the landslide inventory of this event containing 6479 landslides, and the terrain, geological and seismic factors from database available. During the analyses, two ANN models were applied: considering the entire factors aforementioned (CS model) and excluding seismic factors above (ES model). The success and predictive rates of ANN models and the cumulative percentage curves of susceptibility maps obtained from the models all indicate that the CS model has a relatively better performance than the ES model. However, the comparison of overlapping susceptibility areas suggests that 52.8% of the very high susceptibility areas derived from the CS model coincide with the ES model; and for the very low susceptibility areas, this proportion is 73.55%. Thus, it can be concluded that the assessment based on existing earthquake-induced landslides and the ES model could provide better background information for seismic landslide susceptibility mapping and disaster prevention.

1. Introduction
Earthquake-induced landslides are one of the main natural hazards which seriously threaten the life and property of human beings. For instance, there were about 200,000 landslides caused by the 2008 Wenchuan, China Mw 7.9 earthquake, which...
occupied a total area of 1160 km² with a total volume larger than 10 billion m³, resulting in huge casualties and hundreds of billions RMB economic losses (Yin et al. 2009; Xu et al. 2014b; Xu et al. 2016b). Another recent example is the 2015 Gorkha, Nepal Mw 7.8 earthquake, which triggered more than 2064 landslides with an area larger than 10 thousand m², covering a total area of 44.78 km² with the estimated average volume of 509 million m³ (Xu et al. 2016c).

Most research related to the earthquake-induced landslides is based on the coseismic landslide inventory. So far, many coseismic landslide inventories have been published, which were used to delineate the spatial distribution of landslides, prepare susceptibility maps, study the impact of slope failure on landscape evolution, and invert seismogenic mechanism (Keefer 2000; Kamp et al. 2010; Parker et al. 2011; Gorum et al. 2013; Xu et al. 2015a, 2017; Rao et al. 2017). Only by making clear the mechanisms of past landslide hazards, can they be prevented and mitigated effectively when future earthquakes strike the same area once again (Guzzetti et al. 2006). However, it is difficult to identify the mechanism of every landslide in a large area. From a regional perspective, it is the susceptibility assessment that is generally accepted as a final product to link the theoretical analyses with practical disaster reduction measures (Hong et al. 2016b). The preparation of seismic landslide susceptibility maps commonly uses the methods in research on rainfall-induced landslides for reference. Integrating the evaluation model and the relationships between landslide data and the related control factors permits to determine the landslide-prone conditions and help prevent and mitigate the disaster (Lee et al. 2007; Tien Bui et al. 2012b). Thus, to a given area, the selection of evaluation models and control factors decide the accuracy of a landslide susceptibility map. The commonly used models include logistic regression, certainty factor, information value, weight of evidence, and so on (Xu et al. 2013a; Bai et al. 2014; Dou et al. 2015a; Chen et al. 2017b; Tian et al. 2017a). For example, Xu et al. (2012b) delineated the landslide-prone areas in the Qingshui River watershed of the 2008 Wenchuan earthquake struck region by using thirteen controlling factors, landslide data and the weight of evidence model. Though many methods and technologies can be used to map the landslide susceptibility, there is still no agreement on the optimal model (Wang et al. 2005; Yesilnacar and Topal 2005; Regmi et al. 2013). With the development of machine learning technologies, lots of unconventional statistical methods have been proposed to map the landslide susceptibility, such as the artificial neural network (ANN), decision tree, and support vector machine (Tien Bui et al. 2013, 2017; Hong et al. 2016a, 2017b). For example, using the support vector machine model, eighteen control factors and the landslide data in the study area, Lee et al. (2017) mapped the landslide susceptibility for the Pyeong Chang and Inje areas of Gangwon Province, Korea. Nowadays, lots of aforementioned methods have been applied to mapping earthquake-induced landslide susceptibility (Xu et al. 2012a; Wang et al. 2016; Chen et al. 2017a). Among them, the ANN model shows a good performance for classification and prediction (Pradhan and Lee 2009; Yilmaz 2009a, 2010; Dou et al. 2015b; Lee et al. 2016). For example, Pradhan and Lee (2010) assessed the landslide susceptibility using a back-propagation (BP) artificial network model for the
Klang Valley. Their results suggest that the ANN model has a better performance with the predictive accuracy of 94%. The second disagreement is the number of the control factors which are used to train the evaluation model (Tien Bui et al. 2011; Hong et al. 2017a). When mapping the landslide susceptibility in the Klang Valley area, Malaysia, Pradhan and Lee (2010) analyzed three cases about the factor selection in their study: 11 factors, 7 factors (removal of 4 factors with smallest weights), and 4 factors (removal of the remaining three factors with least weights). The results show that the case with seven factors has the best accuracy. Therefore, the selection of the control factors plays an important role in landslide susceptibility mapping.

Figure 1. (a) Regional location of study area. (b) Major faults and the limit of coseismic landslides of the 2013 Minxian earthquake (grey ellipse). F1: West Qinling fault; F2: Lintan–Dangchang fault, F2-1, F2-2, F2-3, and F2-4 are its branches; F3: East Kunlun fault. (c) Distributions of faults and coseismic landslides in the study area. Source: Author.
After the 2013 Minxian, China Mw5.9 earthquake, only a little research was published concerning the landslides triggered by this event. However, Minxian is an earthquake-prone area, and apparently its terrain and geological conditions imply a high probability of landsliding. Moreover, this region belongs to a part of the Belt and Road Initiative. Therefore, mapping the landslide susceptibility is very important in this region. In this study, the affected area of the 2013 Minxian Mw 5.9 earthquake was taken as an example for mapping landslide susceptibility by use of the ANN model. Ten control factors (elevation, slope angle, slope aspect, curvature, slope position, distance to drainages, lithology, earthquake intensity, peak ground acceleration, and distance to the seismogenic fault) were considered. For the purpose of disaster prevention and mitigation in the seismically active area, the cases considering (CS) and excluding (ES) seismic factors were compared in this study. The software platforms used in this study include ArcGIS 10.4, Weka 3.7 and Matlab R2014a.

2. Tectonic setting and study area

Due to the effect of the India-Eurasia plate collision, the northeastern margin of the Tibetan Plateau hosts very active tectonics (Figure 1(a)). A great deal of large-scale active faults developed there. Among them, the West Qinling fault (F1) and East Kunlun fault (F3) are the two large-scale strike-slip structures. Their relative movements generate a rock bridge area in which there are a series of thrust faults with left slip components (Figure 1(b)). The Lintan–Dangchang fault (F2) is one of these thrust faults, which has several branches. On 22 July 2013, one branch (F2-2 in Figure 1(c)) of the Lintan–Dangchang fault was ruptured by the Minxian Mw 5.9 earthquake (He et al. 2013) with the epicenter nearby the bending of the Tao River and the focal depth about 20 km.

Despite its moderate magnitude, the 2013 Minxian earthquake has triggered a large number of coseismic landslides. Statistics show that the earthquake and its secondary effects led to several billion RMB of economic losses and affected hundreds of thousands of people (Tian et al. 2016). Combined with the results of field investigation and comparative analyses of remote sensing images collected close to the origin time, the approximate area affected by coseismic landslides of 873.95 km² was delineated as the study area. The elevation of this area ranges from 2193 m to 3360 m with an average of 2695 m, and the east side of Tao River is much higher than the west side. The slope angles range from 10° to 80.7° with an average of 24°. The earthquake struck area belongs to transition regions of temperate semi-humid to high and cold humid climate. The annual average precipitation is about 600 mm. The one-week accumulative antecedent precipitations are about 10−20 mm in the study area before the earthquake (Tian et al. 2017b).

3. Data and methods

3.1. Coseismic landslides caused by the 2013 Minxian Earthquake

Following the principles of preparing earthquake-triggered landslide inventories (Xu 2015), a detailed landslide inventory for the 2013 Minxian event has been
constructed. It was based on field investigations and the remote sensing images before and after the event. According to the differences of colors, textures and terrains between the pre- and post-earthquake images, coseismic landslides triggered by the 2013 Minxian earthquake were mapped. Consequently, a polygon database including 6479 coseismic landslides was created (Tian et al. 2016) (Figure 1(c)). These landslides occupy about 1.76 km², nearly 50% of which are smaller than 100 m², and only less than 10% exceed 500 m². The majority of these landslides are distributed along the loess scarp, dominated by soil slides and flows (Figure 2).

3.2. Control factors

The quantity and accuracy of control factors determine the quality of landslide susceptibility maps (Tien Bui et al. 2016). In spite of no unanimous selection standards for control factors (Xu et al. 2013b), it is commonly accepted that the factors concerning terrain, geology, and seismology are most significant for spatial susceptibility assessment of earthquake-induced landslides (Dai et al. 2011; Xu et al. 2013c, 2015b). Ten control factors were considered in this study, namely six terrain factors (elevation, slope angle, slope aspect, curvature, slope position, and distance to drainages), one geological factor (lithology), and three seismic factors (earthquake intensity, peak ground acceleration, and distance to the seismogenic fault). In order to obtain a high-quality susceptibility map, 5-m-resolution ALOS DEM was used to extract the

Figure 2. Photos showing typical landslides in the study area: (a) landslide in Chuanducun, (b) landslide in Weixincun, (c) Yongguangcun 1# landslide, and (d) Yongguangcun 2# landslide.
terrain factors in this study. The geological and seismic factors were derived from websites of NGAC (National Geological Archives of China, http://geodata.ngac.cn/), CEA (China Earthquake Administration, http://www.cea.gov.cn), and USGS (United States Geological Survey, https://earthquake.usgs.gov). The specific descriptions of these control factors are as follows.

3.2.1. Elevation
Elevation has a complicated relationship with the distribution of earthquake-triggered landslides. The mass at a higher slope altitude would become unstable when it suffers large topography magnification from seismic waves. However, slope material at a lower elevation nearby rivers can also be subject to landsliding. No matter what kind of effect it would be, elevation does have a major control on landslides. The elevation range of the study area was categorized into 11 sets with a 100-m interval (Figure 3): (1) < 2300 m; (2) 2300–2400 m; (3) 2400–2500 m; (4) 2500–2600 m; (5) 2600–2700
m; (6) 2700–2800 m; (7) 2800–2900 m; (8) 2900–3000 m; (9) 3000–3100 m; (10) 3100–3200 m; and (11) >3200 m.

3.2.2. Slope angle
Slope angle describes the inclination of the slope surface. It can be defined by the maximum rate of elevation differences between one cell and its neighbours. The homogeneous and steeper slopes have larger gravity components to slide along the slope surface, thus slopes with larger slope angles are more prone to slide (Xu and Xu 2013). Using a ten-degree interval, the slope angle in the study area is divided into eight classes: (1) < 10°; (2) 10°–20°; (3) 20°–30°; (4) 30°–40°; (5) 40°–50°; (6) 50°–60°; (7) 60°–70°; and (8) > 70° (Figure 4).

3.2.3. Slope aspect
Slope aspect refers to the facing direction of a slope surface. Different slope aspects may be subject to varied effects of light, temperature, rainfall, and wind. This would in turn influence the type and distribution of vegetation and the weathering of slope materials (Dai and Lee 2002). Furthermore, the higher weathering materials are easier to slide. In this study, the acknowledged aspect classifications were employed as follows: (1) FLAT (−1); (2) N (North, 0°–22.5° and 337.5°–360°); (3) NE (Northeast, 22.5°–67.5°); (4) E (East, 67.5°–112.5°); (5) SE (Southeast, 112.5°–157.5°); (6) S (South, 157.5°–202.5°); (7) SW (Southwest, 202.5°–247.5°); (8) W (West, 247.5°–292.5°); and (9) NW (Northwest, 292.5°–337.5°) (Figure 5).

3.2.4. Slope position
Slope position is a scale-based parameter which characterizes the relative slope positions in a given region (Weiss 2001). It is qualified by the topographic position index
(TPI) and slope angle. According to Jenness et al. (2013), the six categories of slope positions are (1) valley with extreme low TPI value; (2) lower slope with moderately low TPI value; (3) gentle slope with TPI value around 0 and slope angle ≤ 5°; (4) steep slope with TPI value around 0 and slope angle > 5°; (5) upper slope with moderately high TPI value; and (6) ridge with extreme high TPI value. The classification of slope positions in the study area is shown in Figure 6.

Figure 5. Classifications of slope aspect in the study area.

Figure 6. Classifications of slope position in the study area.
3.2.5. Curvature
Curvature refers to the bending of a slope plane. A positive curvature means the slope surface is convex outwards. By contrast, a negative curvature indicates the slope surface is concave inwards. Moreover, the zero value is to say that the slope surface is close to straight and flat. Generally speaking, the convex and concave slopes are more prone to sliding than flat slopes (Xu et al. 2014a). The factor of curvature includes eight categories according to the classification results (Figure 7): (1) $<-20$; (2) $-20$ to $-10$; (3) $-10$ to $-4$; (4) $-4$ to $0$; (5) $0$ to $4$; (6) $4$ to $10$; (7) $10$ to $20$; and (8) $>20$.

3.2.6. Distance to drainages
The landforms of free surfaces due to erosion and excavation near rivers provide favourable conditions for landslide occurrence. Therefore, landslides are often distributed along drainages. In this study, the buffers were created around the rivers with larger accumulation to study the relationships between landslides and distance to drainages. The study area was classified into 5 classes with a buffered distance interval of 2 km: (1) 0–2 km; (2) 2–4 km; (3) 4–6 km; (4) 6–8 km; and (5) $>8$ km (Figure 8).

3.2.7. Lithology
Lithology, which characterizes the slope-forming material, affects the properties of slopes, such as the slope strength and permeability (Dai and Lee 2002). Therefore, it is an important factor affecting the landslide distribution. The strata of eight strati-graphic ages with different lithology are distributed in the study area, namely (1) Holocene (Qh): Sand and gravel; (2) Late Pleistocene (Qp): Sand, gravel beds, and sand loess; (3) Neogene (N): Sandstone, conglomerate, claystone, and sandy mudstone; (4) Eogene (E): Sandstone, conglomerate; (5) Jurassic (J): Conglomerate, carbonaceous shale clip coal, or oil shale; (6) Triassic (T): Thick sandstone, slate, and a
small amount of limestone; (7) Permian (P): carbon-containing slate, slate, sandstone, conglomerate; (8) Devonian (D): silty slate, powder sandstone, slate. The strata with varied lithology above in the study area are depicted in Figure 9.

3.2.8. Peak ground acceleration (PGA)
PGA is the maximum change of ground shaking velocity recorded by seismometers during an earthquake. It is a measure of how strong the ground shakes at a given site. The intense shakes can trigger slope failure. The PGA data downloaded from the USGS website (https://earthquake.usgs.gov/earthquakes/eventpage/usb000ije3#shake-map) indicate that there are nine levels of PGA in the study area: (1) 0.04 g; (2) 0.08 g; (3) 0.12 g; (4) 0.16 g; (5) 0.20 g; (6) 0.24 g; (7) 0.28 g; (8) 0.32 g; and (9) 0.36 g (Figure 10).

3.9.10. Earthquake intensity
Earthquake intensity, published by the China Earthquake Administration, is an index to express how strong the ground shaking and its impact resulted from an earthquake are. It is estimated by the human feelings, building damages, other damages and horizontal motion on the ground and classified into twelve degrees in Roman numerals from I (insensible) to XII (landscape reshaping) (The Chinese seismic intensity scale

---

![Figure 8. Classifications of distances to drainages in the study area.](image-url)
(GB/T 17742-2008); https://en.wikipedia.org/wiki/China_seismic_intensity_scale). Usually, more landslides may occur on slopes in the higher seismic intensity area. Relevant data have established that the study area of this work is located in the regions of VII- and VIII-intensity (Figure 11).

### 3.9.11. Distance to the seismogenic fault

The landslides triggered by earthquakes are usually distributed linearly along the seismogenic fault (Kamp et al. 2008; Gorum et al. 2011; Lee 2014; Xu and Xu 2014). In general, with the increasing distance away from the causative fault, the quantity and scale of landslides would obviously decrease. Eight portions were sliced based on the distances to the seismogenic fault (F2-2) in the study area, namely (1) 0–2 km; (2) 2–4 km; (3) 4–6 km; (4) 6–8 km; (5) 8–10 km; (6) 10–12 km; (7) 12–14 km; and (8) > 14 km (Figure 12).

### 3.3. Artificial neural network model

Given that the limitations of statistical techniques of oversimplification, prohibitive data requirements and ineffective input data acquisition, an alternative
machine learning technology named ANN is adopted in this work. This method imitates the neural network of human brains to apply the experience learned via samples to recognize new unseen data, gradually mature through several decades (Gómez and Kavzoglu 2005; Yilmaz 2009b). ANN is characterized by the features of the independent statistical distribution of the data, self-learning, and associative memory. It has a remarkable ability for handling imperfect or incomplete data and the nonlinear and complex problems. Therefore, though it is not known exactly how it works (known as a black box), the ANN model has widely been used in pattern recognition, classification, regression, autocorrelation, prediction, and other fields.

The BP neural network is one of the most commonly used ANN learning algorithms and was applied in this study. It consists of input, hidden and output layers. The input and output layers are to ANN what the dendrite and axon are to the neurons of the human brain, respectively. There are many neurons in the model which are connected in layers. During the course of learning, the input signals travel from the input layer through the hidden layer to the output layer by multiplying corresponding weights. Next, the resulting signals are summed up and processed by the transfer function to obtain the outputs. Then the errors between the actual and

Figure 10. Classifications of PGA in the study area.
target outputs are calculated and back propagated starting at the output layer to adjust the corresponding weights till the threshold conditions are satisfied, and this is how the ANN model learns. Finally, an optimized model can be built to validate testing data or apply in other similar conditions. The sigmoid function is a transfer function commonly employed in ANN to introduce nonlinearity transformation. It is defined by formula \( f(x) = 1/(1+e^{(-x)}) \) and produces an “S” shape curve (Lee et al. 2003, 2004; Gómez and Kavzoglu 2005).

The ANN model is a useful tool in assessing the probability of landslides, which can be used to forecast the future landslides according to the distribution of past ones (Yilmaz 2009b). The landslide susceptibility assessment can be regarded as a binary classification (landslide and non-landslide), and what we want to do is to identify the areas of landslide and non-landslide (Hong et al. 2015a). To control the over-fitting of the model, the landslide samples were split into two parts separately to train and test the model (Ripley 1996; Tien Bui et al. 2012a). The total 6479 landslides induced by the 2013 Minxian earthquake were divided into two sets: training landslide dataset (4536, accounting for 70%) and testing landslide dataset (1943, accounting for 30%). The equivalent points of training and testing datasets of non-landslide were randomly selected outside the 5 m buffers of these coseismic...
landslide polygons to minimize the influence from the landslides. Consequently, 9072 points and 3886 points with extracted information of control factors were applied to train and test the ANN model, respectively.

The aforementioned control factors were imported into the model corresponding to the nodes of the input layer. The classification results of landslide and non-landslide were assigned to two sets of nodes in the output layer. The parameters of learning rate and momentum were set as defaults 0.3 and 0.2, respectively. The number of epochs was 500 by default. The accuracy of the ANN model could be improved by changing the number of neurons in the hidden layer. According to Tien Bui et al. (2016), by comparing the areas under curves (AUC for short) of the ROC (receiver operator characteristics) of training data and testing data in varying numbers of neurons, the optimal number of the nodes in the hidden layer can be determined.

For the sake of promoting the ability to prevent and reduce landslide disaster before future earthquakes, two cases were considered in the ANN analysis: one uses all the control factors aforementioned, and the other uses those but excluding the seismic factors. The case considering the seismic factors is marked by CS, and another excluding these factors is marked by ES.

Figure 12. Classifications of distance to the seismogenic fault in the study area.
4. Results

4.1. Architectures of the ANN models

The AUCs of training data and testing data versus the numbers of neurons in the hidden layer are shown in Figure 13. With the increasing number of the neurons, the indexes above both increase firstly and then fluctuate in a certain range. The results
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**Figure 13.** The number of neurons in the hidden layer versus AUC concerning training data and testing data. CS: the case of considering seismic factors (earthquake intensity, PGA, and distance to the seismogenic fault); ES: the case of excluding seismic factors (the same hereinafter).

![Figure 14](image)

**Figure 14.** Architectures of the ANN models: (a) CS model and (b) ES model.
indicate that the AUCs of predictive ratio curves for testing data are the largest when there are 22 and 21 nodes in the hidden layers of CS and ES models, respectively.

Based on the Minxian coseismic landslides and control factors, the CS and ES models were built. The architectures of the ANN models are shown in Figure 14.

### 4.2. Performances of the ANN models

Using the above landslide data along with the ANN models, the relevant assessment indexes of the training and testing results were calculated (Table 1). Sensitivity and specificity were used to measure the performances of classification tests. As shown in Table 1, for the CS model, the sensitivity and specificity of the training data are 81.43% and 85.19%, respectively; for the testing data, they are 80.74% and 82.56%, respectively. It means that there are 81.43% and 80.74% of the total landslide samples in the training and testing data were correctly classified, respectively; and 85.19% and 82.56% of the non-landslide samples were correctly classified, respectively. The classification accuracy of the training process is 83.20%; and for testing process is 81.63%. As for the ES model, the sensitivity and specificity of the training data are 75.50% and 82.17%, respectively; for the testing data, they are 75.19% and 80.87%, respectively. It means that there are 75.50% and 75.19% of the landslide samples in the training and testing data were correctly classified, respectively; and 82.17% and 80.87% of the non-landslide samples were correctly classified, respectively. The classification accuracy of the training process is 78.45%; and for testing process is 77.74%. However, the Kappa values of the training and testing data for the CS model are 0.66 and 0.63; and for the ES model, they are 0.569 and 0.55. The Kappa value represents the agreement between processed results and the reality. When it exceeds 0.61, it means a substantial agreement. The ES model with lower Kappa values shows a moderate agreement between the processed results and the realistic landslide distribution. Because of the error of sampling methods for the landslide and non-landslide points, the ANN models could also be accepted to map the landslide susceptibility in the whole study area.

The ROC curve provides us with an approach to evaluate the overall performance of the classification models (Hong et al. 2015b). The area under the ROC curve (AUC) can intuitively express the meaning carried by the ROC curve. Figure 15 displays the ROC curves for CS and ES model. The success rates of the ANN models are 90.2% and 87.0%, and the predictive rates are 88.6% and 86.1%, respectively.

| No. | Index                              | CS model (Training data) | CS model (Testing data) | ES model (Training data) | ES model (Testing data) |
|-----|------------------------------------|---------------------------|-------------------------|--------------------------|-------------------------|
| 1   | Correctly classified instances     | 7548                      | 3172                    | 7117                     | 3021                    |
| 2   | Incorrectly classified instances   | 1524                      | 714                     | 1955                     | 865                     |
| 3   | True positive (TP)                | 3902                      | 1614                    | 3821                     | 1609                    |
| 4   | True negatives (TN)               | 3646                      | 1558                    | 3296                     | 1412                    |
| 5   | False positive (FP)               | 634                       | 329                     | 715                      | 334                     |
| 6   | False negatives (FN)              | 890                       | 385                     | 1240                     | 531                     |
| 7   | Sensitivity (%)                   | 81.43                     | 80.74                   | 75.50                    | 75.19                   |
| 8   | Specificity (%)                   | 85.19                     | 82.56                   | 82.17                    | 80.87                   |
| 9   | Kappa statistic                   | 0.66                      | 0.63                    | 0.569                    | 0.55                    |
| 10  | Accuracy (%)                      | 83.20                     | 81.63                   | 78.45                    | 77.74                   |
Therefore, the models with AUC value both much larger than 50% perform well. Apparently, the CS model is better than the ES model.

4.3. Landslide susceptibility maps

The high classification accuracy and the good performance suggest that the ANN models can be used in the whole study area to map the landslide susceptibility. Combined with the ANN models and control factors in the study area, the susceptibility maps of CS and ES cases were generated. By using the reclassified method of natural breaks, the landslide susceptibility maps were both categorized into five classes: (1) very high; (2) high; (3) moderate; (4) low; and (5) very low. The final landslide susceptibility maps are shown in Figure 16.

5. Analyses and discussion

The results of CS case in the entire study area show that there are 5016 (77.42% of the total) landslides distributed in the high and very high categories of the landslide susceptibility map with an area of 140.19 km² (16.04% of the total area); and for the ES case, the high and very high categories with an area of 144.08 km² (accounting for 16.49%) possessed 4621 landslides (accounting for 71.32%) (Figure 17 and Table 2). Compared to the ES case, there are more landslides concentrated in a much smaller area, which is classified as very high and high class in the CS case. This reflects the higher performance of the CS case in the ANN analysis.

Using the cumulative percentage of the susceptibility area as the abscissa (x-axis) and the cumulative percentage of the landslide number as the ordinate (y-axis), the cumulative percentage curve depicts the quality of the susceptibility map quantitatively (Xu et al. 2016a). Then, the training and testing landslide samples were used to construct the cumulative percentage curves concerning the CS and ES susceptibility maps (Figure 18). The success and predictive ratios of the CS susceptibility map are
88.3% and 88.0%, respectively; and for the ES case, they are 86.0% and 85.7%, respectively. Since the higher success and predictive ratios imply a better susceptibility map, the results show that the two susceptibility maps both largely coincide with the actual landslide distribution in the Minxian earthquake region. Moreover, the CS

Figure 16. Landslide susceptibility maps for cases of (a) CS and (b) ES in the study area.
model considering seismic factors works well. On the other hand, the results also imply that the ANN model is a promising tool in mapping earthquake-induced landslide susceptibility.

Figure 17. Class area and landslide number percentage in each susceptibility class for the cases of CS and ES.

Table 2. Landslide distribution in each susceptibility class.

| Susceptibility class | CS model | ES model |
|----------------------|----------|----------|
| Class area (km²)     | Landslide number | Landslide number percentage (%) | Class area (km²) | Landslide number | Landslide number percentage (%) |
| 1. Very high         | 75.77 | 3765 | 58.11 | 75.14 | 3447 | 53.20 |
| 2. High              | 64.42 | 1251 | 19.31 | 68.94 | 1174 | 18.12 |
| 3. Moderate          | 81.11 | 675  | 10.42 | 141.74 | 1070 | 16.51 |
| 4. Low               | 127.95 | 426  | 6.58 | 141.57 | 431  | 6.65 |
| 5. Very low          | 524.69 | 362  | 5.59 | 446.56 | 357  | 5.51 |

Figure 18. Success and predictive ratio curves of the susceptibility maps in the cases of CS and ES.
The quantitative comparison above shows that the CS model performs a little better than the ES model. However, a small bit difference of predictive ratio may mean a big difference of the landslide susceptibility areas (Hong et al. 2015a). Hence, it can be deduced that the seismic factors play a major role in the spatial distribution of landslides triggered by the 2013 Minxian earthquake. To analyse the degree of the difference between the susceptibility maps, the corresponding overlapping areas of each susceptibility class for CS and ES cases were calculated, which represented the same areas predicted by both CS and ES model. According to Table 3, the differences between the two susceptibility maps mainly exist in the high, moderate and low classes. The very high class has a moderate duplication, and the map of the CS case has an area of 40.01 km² (accounting for 52.8%) which was also classified by ES model to be the very high class. The overlapping area with an area of 385.91 km² accounts for 73.55% in the very low class. The higher overlapping percentage of these two classes may indicate that they are relatively prone to landsliding and remaining stable, respectively, no matter whether an earthquake occurred or not. While for the high, moderate and low classes, they may be more subject to the strong ground shaking triggered by an earthquake. Therefore, when mapping the landslide susceptibility without seismic factors, the result is also acceptable.

Therefore, despite the moderate duplication, the susceptibility map obtained from the ES model still could provide useful background information for landslide disaster prevention and mitigation, especially for the safe and extreme potential dangerous regions. Generally speaking, the seismic parameters, such as the seismogenic fault, earthquake intensity and PGA, are unknown before an earthquake happens in regions with high seismic risk. To minimize the losses, the disaster prevention should be taken into account in advance. For example, according to the susceptibility map in the ES case, the priority of the infrastructure construction can be developed in the very low susceptibility regions; and the further geotechnical and engineering geological measures should be considered in the very high susceptibility areas.

6. Conclusions

Based on the coseismic landslides inventory of the 2013 Minxian, China Mw5.9 earthquake and ten control factors (elevation, slope angle, slope aspect, curvature, slope position, distance to drainages, lithology, earthquake intensity, peak ground acceleration, and distance to the seismogenic fault), the ANN models were adopted to build the landslide susceptibility maps in the affected area. During this mapping, two cases were considered: one includes all the control factors above (CS Model), and the other
excludes the seismic factors (ES model). In the CS case, the success and predictive ratios of the model are 90.2% and 88.6%, respectively; and for the cumulative percentage curve related to the susceptibility map, they are 88.3% and 88.0%, respectively. While in the ES case, the success and predictive ratios of the model are 87.0% and 86.1%, respectively; and for the cumulative percentage curve related to the susceptibility map, they are 86.0% and 85.7%, respectively. Combined with the values, it can be concluded that the ES model has a relatively poor performance. The comparison of the overlapping susceptibility areas shows that 52.8% of the very high susceptibility areas derived from the CS model coincide with the ES model; and for the very low susceptibility areas, the percentage is 73.55%. In spite of the moderate duplication, the susceptibility assessment only using terrain and geological factors can also provide useful background information for taking proper measures before the future earthquakes to reduce the disasters caused by the earthquake-triggered landslides.
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