Real-time prediction of interstitial oxygen concentration in Czochralski silicon using machine learning
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We developed a machine learning model to predict interstitial oxygen (Oi) concentration in a Czochralski-grown silicon crystal. A highly accurate prediction can be ensured by selecting the appropriate experimental parameters that represent the change in the furnace conditions. A neural network was trained using the dataset of 450 ingots, and its prediction error for the testing dataset was $4.2 \times 10^{-16}$ atoms cm$^{-3}$. Finally, a real-time prediction system was developed wherein the crystal growth data are input into the model, and the Oi concentration at the current growth interface is calculated immediately. © 2020 The Author(s). Published on behalf of The Japan Society of Applied Physics by IOP Publishing Ltd

Material evaluation is a fundamental process in the production and development of materials; it is accompanied by a time lag between the initiation of fabrication and the completion of evaluation. This poses a significant problem in the process of evaluating the bulk crystalline materials that undergo time-consuming preparation processes wherein the samples are cut and sliced. The evaluation of the interstitial oxygen (Oi) concentration\textsuperscript{1}–\textsuperscript{3} in Czochralski (CZ) silicon crystals typically requires four days: two days for crystal growth, one day for grinding and cutting, and one day for measurements. Furthermore, there are few discrete positions at which the Oi concentrations are measured in a crystal ingot. It is important that the process of material evaluation be continuous and have no time lag between the different stages of the process.

Predicting impurity concentration using crystal growth parameters is one of the ways to solve this problem. Numerical analysis and crystal growth simulation help predict the impurity distribution in a crystal ingot by modeling the transfer of impurities during the crystal growth. Many studies have reported the mechanism of oxygen transport in a furnace during the growth of silicon crystals.\textsuperscript{5}–\textsuperscript{8} In the CZ silicon crystal growth, the melt is contained in a silica (quartz) crucible; as the process progresses, the walls of the crucible dissolve into the melt and therefore oxygen is transported inside the silicon melt by diffusion and convection of the melt. Generally, this is how oxygen impurity is incorporated into the silicon melt during the CZ silicon crystal growth.\textsuperscript{9}–\textsuperscript{13} Although most of the oxygen evaporates from the surface of the melt as SiO gas, some oxygen is incorporated into the silicon crystal. On the basis of these oxygen transport mechanisms, two-dimensional and three-dimensional numerical models of oxygen transport have been developed to analyze the relationship between oxygen concentration in CZ silicon crystals and the various control parameters during crystal growth.\textsuperscript{14}–\textsuperscript{19} Brown et al. qualitatively predicted the Oi concentration in the crystal by analyzing the heat transfer and gas flow in a CZ furnace.\textsuperscript{20}–\textsuperscript{22} Togawa et al. used numerical analysis to investigate the impact of crucible rotation rate, an essential parameter that influences melt convection and Oi concentration in CZ silicon crystals.\textsuperscript{23,24}

However, it is difficult to accurately model the actual flow pattern and oxygen transport inside the crucible even using a three-dimensional simulation. This is because there are many parameters in an actual crystal growth process that significantly affect the impurity concentration which are difficult to formulate. In addition to the process parameters, factors such as age of the graphite crucible and size of the ingot shoulder that vary slightly with each growth cycle also influence Oi concentration. These are difficult to incorporate in the simulation models. Furthermore, simulation is time-intensive which poses a significant problem during investigation of the effects of various parameters on Oi concentration and the interactions between the parameters.

Non-parametric machine learning models such as neural networks can incorporate the influence of experimental parameters that are difficult to formulate. Thus far, most of the machine learning models of crystal growth have been simulation-based that have systematically produced data using numerical simulations without noise or fluctuation.\textsuperscript{25}–\textsuperscript{29} In addition to this noise-related problem, for the machine learning modeling of practical crystal growth, the number of parameters that should be considered is higher than that of simulation results, as mentioned above. In this study, we trained a machine-learning model to predict Oi concentration in a CZ silicon ingot using a dataset of experimental data (consisting of 100 parameters) from 450 ingots grown in the same furnace in the presence of a magnetic field. The crystal diameter was 300 mm. The Oi concentration range of the samples was between $0.7 \times 10^{18}$ and $1.7 \times 10^{18}$ atoms cm$^{-3}$, and the resistivity range was between 1.5 and 78.1 $\Omega$ cm. The Oi concentration was measured via Fourier transform infrared spectroscopy (FT-IR) of wafer samples cut from several positions of each ingot. Figure 1 shows a schematic of the data structure for the machine learning model. The experimental data that is input to the machine learning model can be categorized into three groups: fixed parameters such as age of the graphite heater and crucible, process parameters such as ingot pulling rate, crucible rotation rate and crystal rotation rate, and monitored parameters such as temperature and ingot diameter. The process parameters are controllable and set by the operator, and the monitored parameters are only for observation and
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not directly controlled. In the case of Oi prediction using the crystal growth simulation, the monitored parameters are not input parameter because the calculation results of monitored parameters are determined by the process parameter values. However, in the case of practical crystal growth, though the process parameter values remain the same, the monitored parameters vary in each ingot owing to the differences in the variation in furnace conditions. Thus, we added the monitored parameters to the input dataset of the machine learning model in order to contain information about the furnace condition. We also directly take the influence of the furnace condition into account by adding the fixed parameters that change by each ingot. The process and monitored parameters are time series data with more than 20,000 values for an ingot. Thus, the total data size is 100 (number of parameters) × 20,000 (time direction) × 450 (number of ingots) = 900 million. From this huge data set of the acquired parameter values, we extracted data rows corresponding to the ingot length position where Oi concentration was measured. Merging the extracted rows of the process and monitored data with fixed data and Oi concentration values, we prepared the dataset for the machine learning. Through this process, there were as many number of data rows as there were Oi data, which was 2209 in this study. This is the actual data-set (number of rows) used against the effective number of variables in the machine learning model. Subsequently, this dataset was categorized into 1554 training data and 655 test data; particularly, each ingot datum was assigned to one of these data groups to prevent data contamination. Finally, the parameter values were standardized using the standardization formula: \( x' = (x - u)/s \), where \( x' \) and \( x \) are the standardized and original parameter values, and \( u \) and \( s \) are the mean and standard deviation of the parameter values of the training dataset, respectively.

Before feeding the dataset into the machine learning model, we performed correlation analysis on the input parameters. Some parameters showed a strong linear correlation; therefore, one parameter from every pair that had a correlation coefficient higher than 0.90 was excluded from the input of the machine learning model. For example, the correlation coefficient between the process time and ingot length or between the set values and actual values of the pulling rate was more than 0.90; hence, one parameter from each of these pairs was removed from the input. This process reduced the number of parameters to 43.

The fully-connected feedforward neural network model was made and trained using the Keras library in Python.30) The number of layers, nodes in each layer, and epochs were 3, 47, and 20,000, respectively. Dropout and batch normalization were used after every fully connected layer. A sigmoid activation function was applied, and the loss was measured by mean squared error with layer weight regularizer. To optimize all the learning parameters in the network, backpropagation based on the Adam scheme31) was implemented. The above-mentioned hyperparameter values were optimized by a combination of manual exploration and Bayesian optimization.

Figure 2 shows the relationship between the measured and predicted Oi concentrations for the training and test dataset. The coefficient of determination (R² score), mean absolute error (MAE), and root mean squared error (RMSE) for the test data were 0.94, 2.7 × 10¹⁶ atoms cm⁻³, and 4.2 × 10¹⁶ atoms cm⁻³. This prediction error is low enough for the practical estimation and control of Oi concentration. Note

![Fig. 1. (Color online) Schematic of data structure for the machine learning model. CR: crucible rotation rate. CA: graphite crucible age (number of usage). The experimental data was the time series data of the progress of crystal growth with respect to the growth length. The machine learning data set was constructed by extracting and combining the huge data set consisting of process, monitored, and fixed parameter data.](image)

that the minimum value of the predicted Oi concentration sharply locates at $0.9 \times 10^{16}$ atoms cm$^{-3}$. This is the result of the learning to balance between prediction accuracy and overfitting. There is a possibility that prediction accuracy around the lower limit is improved by further optimization of the neural network structure and hyper parameters.

We investigated the effects of the monitored and fixed parameters on the prediction accuracy of the machine learning model. The 43 input parameters of the above-mentioned neural network model consisted of 21 fixed, 7 process, and 15 monitored parameters. We also made neural network models using only fixed and process parameters (without monitored parameters), monitored and process parameters (without fixed parameters), and process parameters (without monitored and fixed parameters). RMSEs of the four models for the test dataset are shown in Fig. 3. The RMSE of the model trained with all the parameters is measurably smaller than that of the other models; $4.8 \times 10^{16}$, $4.8 \times 10^{16}$, and $5.4 \times 10^{16}$ atoms cm$^{-3}$ for the models trained without monitored parameters, without fixed parameters, and without monitored and fixed parameters, respectively. This suggests that the effect of monitored and fixed parameters on the prediction accuracy is significant. In addition, the variation of the RMSE is remarkably large in the model trained without fixed parameters. This indicates that the fixed parameters are also effective to generalization of the model. The process parameters were controlled to keep the ingot diameter constant during the growth of the ingot body; further, the regulation of the diameter determines the Oi concentration. The Oi concentration is also influenced by the furnace conditions. The monitored parameters reflect the time changes in the furnace conditions during the growth, such as SiO deposition condition and the melt surface positions with respect to the crucible. The fixed parameters represent the difference of the furnace conditions between the ingot growth, such as physical properties of the graphite heaters and crucibles. Therefore, they have a significant effect on the accuracy and generalization of the prediction.

The prediction accuracy achieved by the machine learning model, indicated by $\text{MAE} = 2.7 \times 10^{16}$ atoms cm$^{-3}$, is still greater than $3 \times 10^{15}$ atoms cm$^{-3}$, which shows the repeatability of the FT-IR measurement. One way to improve the prediction accuracy is to use past data from the time series of an ingot growth. For the machine learning model, we used only the experimental values corresponding to the growth positions where the Oi concentration was measured, as shown in Fig. 1. However, the Oi concentration is also influenced by the history of the crystal growth process. Thus, it can be assumed that the time series data can improve the prediction accuracy, and this is currently undergoing study.

Figure 4 shows the measured and predicted Oi concentrations in a single ingot. The predicted values were calculated using actual values of the time series experimental data of the ingot. The prediction line indicates the fluctuation of Oi concentration along the ingot length. The result obtained demonstrates the high accuracy and usefulness of the machine learning model. Using the real-time prediction of the machine learning model, we established a system to predict Oi concentration instantaneously. Once the growth furnace was online, the process and monitored data were constantly input to the machine learning model. The data was then converted according to a specific format, so that it could be input to the machine learning model. The obtained prediction values are plotted in Fig. 4. The total time required in fetching an output was less than 1 s. Thus, we are able to know the Oi concentration at the position of the current growth interface immediately. In contrast, the conventional process of determining Oi concentration, starting from the crystal growth stage to the Oi inspection stage, spans across several days. This application will help reduce the time required to process the feedback of the material evaluation.
result that accelerates the development of materials with well-controlled target properties.

Unlike the discrete measured values, the predicted value is continuous along the horizontal axis denotingingot length. This is yet another advantage of using a machine learning model for prediction. Further, the continuous prediction of Oi concentration will lead to the detection of abnormal Oi fluctuation, which will prevent degradation of production yield due to the Oi concentration being beyond specification.

We made a machine learning model to predict Oi concentration in CZ silicon using the experimental data of approximately 450 ingots. The obtained prediction accuracy of RMSE $= 4.2 \times 10^{-6}$ atoms cm$^{-3}$ is high enough for practical use of the model for controlling Oi concentration. Using the real-time machine learning prediction model, we established a system that can instantaneously provide the Oi concentration at the position of the current growth interface. Further, we showed the importance of monitored and fixed parameters for accurate prediction and the advantages of parameter-influence analysis and continuous prediction using the machine learning model. These concepts will be useful for development of various other materials.
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Fig. 4. (Color online) Measured and predicted Oi concentrations in a single ingot as function of ingot length. The measured data of this figure are included in the test data not in training data for the machine learning. In the real-time prediction system, the prediction line extends to the right as the ingot growth progresses, and we can obtain continuous profile of Oi concentration up to the current growth interface in the grown ingot.
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