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In this paper, the stability and Hopf bifurcation of a fractional-order model of the Susceptible-Exposed-Infected-Kill Signals Recovered (SEIR-KS) computer virus with two delays are studied. The sufficient conditions for solving the stability and the occurrence of Hopf bifurcation of the system are established by using Laplace transform, stability theory, and Hopf bifurcation theorem of fractional-order differential systems. The research shows that time delays and fractional order \( q \) have an important effect on the stability and the emergence of Hopf bifurcation of the fractional computer virus model. In addition, the validity of the theoretical analysis is verified by selecting appropriate system parameters for numerical simulation and the biological correlation of the equilibrium point is discussed. The results show that the bifurcation point of the model increases with the decrease in the model fractional order \( q \). Under the same fractional order \( q \), the effects of different types of delays on bifurcation points are obviously different.

1. Introduction

The spread of computer virus is the most common problem in network security. It spreads fast, spreads widely, and does serious harm. If it is not controlled in time, it will cause huge economic losses and seriously interfere with the normal production of the society. Therefore, it is very necessary to study the propagation mechanism of computer virus, and the research on virus propagation model has important significance both in theory and practice. In 1991, Kephart and White noted that there are many similarities between biological virus propagation and computer virus propagation [1]. It was the first time of introducing an epidemiological mathematical model into the study of computer virus transmission. Since then, many scholars have also used some models and analytical methods in biology to conduct in-depth research on computer viruses [2–8].

The fractional-order model was first proposed in the study of basic mathematical theory, but it has not been widely used for a long time because of the complexity of its calculation [9]. With the development of computer technology, the complex calculation process can be completed by various software programs and the fractional model has re-entered the field of view of researchers. Since fractional calculus can describe the evolutionary process with genetic attributes, its memory characteristics can not only describe the past state of the relevant system but also affect the present and future state of the system. In recent years, researchers in the fields of mathematics, physics, biology, and finance have found that some fractional models used to describe problems better reflect the real situation of the problem[10–16].

The proper “ecological memory” is an important characteristic of the biological population model; it refers to “the past state or experience affects the current or future response ability of the community” [17]. This characteristic coincides with that of fractional calculus. Many researchers have introduced fractional calculus into various models of biological mathematics and obtained a number of results with theoretical value and practical significance. For example, Djordjevic et al. used fractional-order ordinary differential...
equations to model a class of cell problems, and the consistency between the model and the actual data was more accurate than that of the integer-order model [18]. El-Saka studied the SIS epidemic model of fractional-order changing population and analyzed the stability of the equilibrium point and the conditions for the existence of the uniform steady-state solution [19]. Uçar et al. studied the stability of a fractional SAIMDR model in the frame of the Atangana–Baleanu derivative [20]. The computer virus model based on epidemiology has a strong “memory” attribute because of its evolution process and control strategy and can be studied by using fractional calculus theory, so that new dynamic characteristics such as chaos can be obtained [21].

In this paper, a fractional reciprocal SEIR-KS computer virus model, which has double delay, is proposed on the basis of reference. Based on the conclusions summarized in [22], the relationship between Hopf bifurcation and time delay appearing at the positive equilibrium point of the model is theoretically analyzed. To verify the rationality of the theoretical analysis, the appropriate system parameters were selected for numerical simulation and the variation trend of the critical value of the time delay under the condition of fractional-order change was obtained through numerical simulation.

2. Preliminaries and Model Description

In this part, we will introduce the relevant theories of this study, which are about the Caputo fractional derivative and the theoretical research methods for the fractional-order computer virus-spreading model [23, 24].

First of all, we give the definition of the Caputo fractional-order derivative:

$$D_t^a f(t) = \frac{1}{\Gamma(u - a)} \int_0^t (t - \tau)^{u-a-1} f^{(n)}(\tau) d\tau, \quad (1)$$

where $u - 1 < \alpha < u$, $\mu \in N$, $0 \leq \alpha \leq 1$, and $\Gamma(\cdot)$ is the Gamma function.

The definition of the Laplace transform of the Caputo fractional-order derivative is

$$L[D_t^a f(t)] = s^\alpha F(s) - \sum_{l=0}^{m-1} s^{\alpha-l-1} f^{(l)}(0). \quad (2)$$

If $f^{(l)}(0) = 0$, where $l = 0, 1, \ldots, u - 1$, we get $L[D_t^a f(t)] = s^\alpha F(s)$.

Fangfang Yang and Zizhen Zhang studied the following integer-order time delay computer virus-spreading model [25]:

$$\begin{align*}
\frac{dS}{dt} &= pb - \beta_1 S(t) E(t) - \beta_2 S(t) I(t) - \phi S(t) K(t) - \mu S(t) + \sigma R(t - \tau_1), \\
\frac{dE}{dt} &= rb + \beta_1 S(t) E(t) + \beta_2 S(t) I(t) - \alpha E(t - \tau_2) - \chi E(t) - \mu E(t), \\
\frac{dI}{dt} &= \alpha E(t - \tau_2) - \delta I(t) K(t) - \gamma I(t) - \epsilon I(t) - \mu I(t), \\
\frac{dK}{dt} &= \delta I(t) K(t) + \gamma I(t) - \chi E(t) - \mu K(t), \\
\frac{dR}{dt} &= \phi S(t) K(t) + \epsilon I(t) - \mu R(t) - \sigma R(t - \tau_1),
\end{align*} \quad (3)$$

where $S(t)$ represent the number of susceptible computers, $E(t)$ represent the number of exposed computers, $I(t)$ represent the number of infected computers, $K(t)$ represent the number of kill signals computers, and $R(t)$ represent the number of recovered computers; $p, b, \beta_1, \beta_2, \phi, \mu, \alpha, \chi, \delta, \gamma, \epsilon, \sigma, \tau_1, \tau_2 \in (0, 1)$ are the probability of interconversion between various nodes; $\tau_1$ is the temporary immunization time delay for the recovered computer to be converted into a susceptible computer; and $\tau_2$ is the latency from the exposed computer to the infected computer. They analyze the local stability and Hopf bifurcation of system (3) with time delay as the parameter and confirm the effectiveness of the conclusion. The direction of Hopf bifurcation and the stability of bifurcation periodic solution are proved.

Up to now, the Hopf bifurcation of the fractional computer virus model is poorly studied. To remedy this defect, we think that it is necessary to study the Hopf branch of the fractional computer virus. Inspired by the above analysis, on the basis of previous system (3), we establish the following fractional-order SEIR-KS computer virus-spreading model with two delays:
where \( q \in (0, 1) \) is the fractional order. Obviously, system (4) degenerates into the model in [25] when \( q = 1 \).

3. The Stability and the Hopf Bifurcation Analysis

In this section, some sufficient conditions are established for the existence of Hopf bifurcation of system (4).

Make the five equations in system (4) be equal to zero. Next, we can obtain that

\[
\begin{align*}
D^q S(t) &= p b - \beta_1 S(t) E(t) - \beta_2 S(t) I(t) - \phi S(t) K(t) - \mu S(t) + \sigma R(t - \tau_1), \\
D^q E(t) &= r b + \beta_1 S(t) E(t) + \beta_2 S(t) I(t) - \alpha E(t) - \chi E(t) - \mu E(t), \\
D^q I(t) &= \alpha E(t - \tau_2) - \delta I(t) K(t) - \gamma I(t) - \epsilon I(t) - \mu I(t), \\
D^q K(t) &= \delta I(t) K(t) + \gamma I(t) + \chi E(t) - \mu K(t), \\
D^q R(t) &= \phi S(t) K(t) + \epsilon I(t) - \mu R(t) - \sigma R(t - \tau_1),
\end{align*}
\]

(4)

Hence,

\[
\begin{align*}
S^* &= \frac{\alpha R^* + p b}{\beta_1 E^* + \beta_2 I^* + \phi K^* + M}, \\
E^* &= \frac{r b}{\alpha + \chi + M - \beta_1 E^* - \beta_2 I^*}, \\
I^* &= \frac{\alpha E^*}{\delta K^* + \gamma + \epsilon + M}, \\
K^* &= \frac{\gamma I^* + \chi E^*}{\mu - \delta I^*}, \\
R^* &= \frac{\epsilon I^* + \phi S^* K^*}{\mu + \sigma}.
\end{align*}
\]

From [25], if \( R_0 = (\beta_1 b / (\alpha + \chi + \mu)) > 1 \), \((S^*, E^*, I^*, K^*, R^*)\) is a unique endemic equilibrium of system (4).

The linearized part of system (4) is

\[
\begin{align*}
D^q S(t) &= a_{11} S(t) + a_{12} E(t) + a_{13} I(t) + a_{14} K(t) + m_{15} R(t - \tau_1), \\
D^q E(t) &= a_{21} S(t) + a_{22} E(t) + a_{23} E(t - \tau_2) + a_{24} I(t), \\
D^q I(t) &= a_{31} E(t - \tau_2) + a_{32} I(t) + a_{33} K(t), \\
D^q K(t) &= a_{42} E(t) + a_{43} I(t) + a_{44} K(t), \\
D^q R(t) &= a_{51} S(t) + a_{52} I(t) + a_{53} K(t) + a_{54} R(t) + m_{55} R(t - \tau_1),
\end{align*}
\]

(7)

where

\[
\begin{align*}
a_{11} &= - (\beta_1 E^* + \beta_2 I^* + \phi K^* + \mu), \\
a_{12} &= - \beta_1 S^*, \\
a_{13} &= - \beta_2 S^*, \\
a_{14} &= \phi S^*, \\
m_{15} &= \sigma, \\
a_{21} &= \beta_1 E^* + \beta_2 I^*, \\
a_{22} &= \beta_1 S^* - \chi - \mu, \\
n_{32} &= - \alpha, \\
a_{23} &= \beta_2 S^*, \\
n_{32} &= \alpha,
\end{align*}
\]

\[
\begin{align*}
a_{33} &= -(\delta K^* + \gamma + \epsilon + \mu), \\
a_{34} &= - \delta I^*, \\
a_{42} &= \chi, \\
a_{43} &= \delta K^* + \gamma, \\
a_{51} &= \phi K^*, \\
a_{53} &= \epsilon, \\
a_{54} &= \phi S^*, \\
\end{align*}
\]

(8)

We can get the characteristic equation of system (7):
\[
\begin{vmatrix}
\lambda^q - a_{11} & -a_{12} & -a_{13} & -a_{14} & -m_{55}e^{-\lambda_1 t_1} \\
-a_{21} & \lambda^q - a_{22} - n_{22}e^{-\lambda_2 t_2} & -a_{23} & 0 & 0 \\
0 & -n_{32}e^{-\lambda_3 t_3} & \lambda^q - a_{33} & -a_{34} & 0 \\
0 & -a_{42} & -a_{43} & \lambda - a_{44} & 0 \\
-a_{51} & 0 & -a_{53} & -a_{54} & \lambda^q - a_{55} - m_{55}e^{-\lambda_1 t_1}
\end{vmatrix} = 0. \quad (9)
\]

Then, the following exponential equation can be obtained:

\[
\lambda^q + a_4 \lambda^q + a_3 \lambda^{q_3} + a_2 \lambda^{q_2} + a_1 \lambda^q + a_0 + (b_4 \lambda^q + b_3 \lambda^{q_3} + b_2 \lambda^{q_2} + b_1 \lambda^q + b_0)e^{-\lambda_1 t_1} + \\
(c_4 \lambda^q + c_3 \lambda^{q_3} + c_2 \lambda^{q_2} + c_1 \lambda^q + c_0)e^{-\lambda_1 t_1} + (d_4 \lambda^q + d_3 \lambda^{q_3} + d_2 \lambda^{q_2} + d_1 \lambda^q + d_0)e^{-\lambda(t_1+t_2)} = 0, \quad (10)
\]

where

\[
a_4 = -(a_{11} + a_{22} + a_{33} + a_{44} + a_{55}),
\]

\[
a_3 = a_{11}a_{22} - a_{12}a_{21} + a_{11}a_{33} + a_{13}a_{31} + a_{14}a_{41} + a_{22}a_{33} + a_{11}a_{55} + \\
a_{22}a_{44} + a_{23}a_{32} + a_{34}a_{43} + a_{33}a_{25} + a_{44}a_{33},
\]

\[
a_2 = -(a_{11}a_{22}a_{33} - a_{12}a_{21}a_{33} + a_{11}a_{22}a_{44} + a_{12}a_{21}a_{44} + a_{14}a_{21}a_{42} + a_{11}a_{22}a_{55} + a_{11}a_{33}a_{44} - a_{11}a_{34}a_{43} - a_{12}a_{21}a_{55} + \\
a_{13}a_{33}a_{45} + a_{23}a_{33}a_{43} + a_{23}a_{33}a_{42} + a_{23}a_{33}a_{45} + a_{23}a_{42}a_{45} + a_{33}a_{42}a_{45} - a_{34}a_{43}a_{55}),
\]

\[
a_1 = a_{11}a_{22}a_{33}a_{44} - a_{12}a_{21}a_{33}a_{44} + a_{13}a_{22}a_{34}a_{43} + a_{13}a_{21}a_{34}a_{43} + a_{13}a_{21}a_{34}a_{43} - a_{13}a_{21}a_{34}a_{43} + \\
a_{14}a_{21}a_{33}a_{42} + a_{14}a_{21}a_{33}a_{55} - a_{12}a_{21}a_{33}a_{45} + a_{14}a_{21}a_{42}a_{55} + a_{14}a_{21}a_{42}a_{55} + \\
a_{11}a_{22}a_{33}a_{45} - a_{13}a_{22}a_{34}a_{43} + a_{23}a_{34}a_{42} + a_{23}a_{34}a_{43}a_{55} - a_{23}a_{34}a_{43}a_{55} + a_{23}a_{34}a_{43}a_{55}.
\]

\[
a_0 = -a_{11}a_{22}a_{33}a_{44}a_{55} + a_{12}a_{21}a_{33}a_{44}a_{55} - a_{12}a_{21}a_{33}a_{44}a_{55} - \\
a_{12}a_{21}a_{34}a_{42}a_{55} - a_{12}a_{21}a_{34}a_{42}a_{55},
\]

\[
b_4 = -m_{55},
\]

\[
b_3 = a_{11}m_{55} + a_{22}m_{55} + a_{33}m_{55} + a_{44}m_{55},
\]

\[
b_2 = m_{55}(-a_{11}a_{22} - a_{12}a_{21} - a_{11}a_{33} - a_{11}a_{44} + a_{22}a_{33} + a_{22}a_{44} - a_{33}a_{44} + a_{33}a_{44})
+ m_{55}(a_{22}a_{55} + a_{33}a_{55} + a_{44}a_{55}),
\]

\[
b_1 = m_{55}(a_{11}a_{22}a_{33} - a_{12}a_{21}a_{33} + a_{11}a_{22}a_{44} - a_{12}a_{21}a_{44} + a_{14}a_{21}a_{43} + \\
a_{11}a_{33}a_{44} - a_{11}a_{34}a_{43} + a_{22}a_{33}a_{44} + a_{23}a_{33}a_{43}),
\]

\[
b_0 = m_{55}(-a_{11}a_{22}a_{33}a_{44} + a_{11}a_{22}a_{34}a_{43} - a_{12}a_{21}a_{34}a_{43} + a_{14}a_{21}a_{34}a_{43} + a_{13}a_{21}a_{34}a_{43} - a_{14}a_{22}a_{33}a_{42} + \\
+ m_{55}(a_{21}a_{33}a_{42}a_{54} + a_{21}a_{34}a_{42}a_{53} - a_{22}a_{33}a_{44}a_{51} - a_{23}a_{34}a_{43}a_{51} + a_{23}a_{34}a_{43}a_{51}),
\]

\[
c_4 = -n_{22},
\]

\[
c_3 = a_{11}n_{22} - a_{12}n_{21} + a_{22}n_{22} + a_{22}n_{22} + a_{55}n_{22},
\]

\[
c_2 = \left(-a_{11}a_{22}n_{22} + a_{12}a_{21}n_{22} + a_{11}a_{44}n_{22} + a_{23}n_{22} - a_{23}n_{22} + a_{33}n_{22} + a_{44}n_{22},ight)
\]

\[
c_1 = n_{22}(a_{11}a_{22}a_{33} - a_{11}a_{22}a_{43} + a_{11}a_{33}a_{43} + a_{11}a_{44}a_{33} + a_{33}a_{44}a_{33} - a_{34}a_{43}a_{55})
+ n_{22}(-a_{21}a_{22}a_{33} - a_{11}a_{22}a_{43} - a_{11}a_{22}a_{43} + a_{12}a_{21}a_{33}a_{43} - a_{12}a_{21}a_{34}a_{43} + \\
a_{13}a_{21}a_{34}a_{43} + a_{14}a_{21}a_{34}a_{43} - a_{14}a_{22}a_{33}a_{42}),
\]

\[
c_0 = (a_{11}a_{22}a_{33}a_{44}) - a_{11}a_{22}a_{34}a_{55} + a_{11}a_{22}a_{43}a_{55} - a_{11}a_{22}a_{55}a_{55} + a_{12}a_{21}a_{33}a_{55},
\]

\[
(13)
\]
3.1. Case 1: \( \tau_1 = \tau_2 = 0 \). When \( \tau_1 = \tau_2 = 0 \), equation (10) becomes

\[
\lambda^5 + B_4 \lambda^4 + B_3 \lambda^3 + B_2 \lambda^2 + B_1 \lambda + B_0 = 0, \tag{14}
\]

where

\[
B_0 = a_0 + b_0 + c_0 + d_0, \\
B_1 = a_1 + b_1 + c_1 + d_1, \\
B_2 = a_2 + b_2 + c_2 + d_2, \\
B_3 = a_3 + b_3 + c_3 + d_3, \\
B_4 = a_4 + b_4 + c_4 + d_4.
\tag{15}
\]

By the Routh–Hurwitz criterion, a set of necessary and sufficient conditions for all roots of equation (14) to have a negative real part is given in the following form:

\[
D_4 = \begin{vmatrix} B_4 & B_2 & B_1 & 0 \\ 0 & B_3 & B_1 & 0 \\ 0 & 1 & B_3 & B_0 \\ 1 & 0 & B_3 & B_0 \end{vmatrix} > 0, \tag{19}
\]

\[
D_3 = \begin{vmatrix} B_4 & B_2 & B_0 \\ 1 & B_3 & B_1 \\ 0 & B_4 & B_2 \end{vmatrix} > 0, \tag{18}
\]

\[
D_2 = \begin{vmatrix} B_4 & B_2 & 0 \\ 1 & B_3 & B_1 \end{vmatrix} > 0, \tag{17}
\]

\[
D_1 = B_4 > 0. \tag{16}
\]

\[
D_5 = \begin{vmatrix} B_4 & B_2 & B_1 & 0 \\ 1 & B_3 & B_1 & 0 \\ 0 & 1 & B_3 & B_0 \\ 0 & 0 & B_2 & B_0 \end{vmatrix} > 0. \tag{20}
\]

Lemma 1. If \( \tau_1 = \tau_2 = 0 \), \( R_0 > 1 \), and (16)-(20) are satisfied, the endemic equilibrium of system (4) is asymptotically stable.

3.2. Case 2: \( \tau_1 > 0, \tau_2 = 0 \). When \( \tau_1 > 0 \) and \( \tau_2 = 0 \), then we can obtain the following equation:

\[
\lambda^5 + C_4 \lambda^4 + C_3 \lambda^3 + C_2 \lambda^2 + C_1 \lambda + C_0 + \left( E_4 \lambda^4 + E_3 \lambda^3 + E_2 \lambda^2 + E_1 \lambda + E_0 \right)e^{-\lambda \tau_1} = 0, \tag{21}
\]

where

\[
C_4 = a_4 + c_4, \\
C_3 = a_3 + c_3, \\
C_2 = a_2 + c_2, \\
C_1 = a_1 + c_1, \\
C_0 = a_0 + c_0, \\
E_4 = b_4, \\
E_3 = b_3 + d_3, \\
E_2 = b_2 + d_2, \\
E_1 = b_1 + d_1, \quad \text{and} \quad E_0 = b_0 + d_0.
\]

Let \( \lambda = i\omega \); we substitute this into (21), and separate the real part from imaginary part:

\[
\begin{align*}
M_{11} \cos(\omega \tau_1) + M_{12} \sin(\omega \tau_1) &= M_{13}, \\
M_{12} \cos(\omega \tau_1) - M_{11} \sin(\omega \tau_1) &= M_{14},
\end{align*}
\tag{22}
\]

where

\[
M_{11} = E_4 \omega^4 \cos(2\omega \pi) + E_3 \omega^3 \cos\left(\frac{3\omega \pi}{2}\right) + E_2 \omega^2 \cos(\omega \pi) + E_1 \omega \cos\left(\frac{\pi}{2}\right) + E_0,
\]

\[
M_{12} = E_4 \omega^4 \sin(2\omega \pi) + E_3 \omega^3 \sin\left(\frac{3\omega \pi}{2}\right) + E_2 \omega^2 \sin(\omega \pi) + E_1 \omega \sin\left(\frac{\pi}{2}\right),
\]

\[
M_{13} = \omega^5 \cos\left(\frac{5\omega \pi}{2}\right) + C_4 \omega^4 \cos(2\omega \pi) + C_3 \omega^3 \cos\left(\frac{3\omega \pi}{2}\right) + C_2 \omega^2 \cos(\omega \pi) + C_1 \omega \cos\left(\frac{\pi}{2}\right) + C_0,
\]

\[
M_{14} = \omega^5 \sin\left(\frac{5\omega \pi}{2}\right) + C_4 \omega^4 \sin(2\omega \pi) + C_3 \omega^3 \sin\left(\frac{3\omega \pi}{2}\right) + C_2 \omega^2 \sin(\omega \pi) + C_1 \omega \sin\left(\frac{\pi}{2}\right).
\]

From (22), it is easy to obtain

\[
\cos(\omega \tau_1) = \frac{M_{11}M_{11} + M_{14}M_{12}}{M_{11}^2 + M_{12}^2}, \tag{24}
\]

\[
M_{11}^2 + M_{12}^2 = M_{13}^2 + M_{14}^2. \tag{25}
\]

By (25), we have

\[
\omega^{10q} + f_8 \omega^{9q} + f_7 \omega^{8q} + f_6 \omega^{7q} + f_5 \omega^{6q} + f_4 \omega^{5q} + f_3 \omega^{4q} + f_2 \omega^{3q} + f_1 \omega^q + f_0 = 0,
\]

\[
\omega^{10q} + f_8 \omega^{9q} + f_7 \omega^{8q} + f_6 \omega^{7q} + f_5 \omega^{6q} + f_4 \omega^{5q} + f_3 \omega^{4q} + f_2 \omega^{3q} + f_1 \omega^q + f_0 = 0,
\]
$f_0 = C_0^2 - E_0^2,$

$$f_1 = 2C_0C_1 \cos\left(\frac{q\pi}{2}\right) - 2E_0E_1 \cos\left(\frac{q\pi}{2}\right),$$

$$f_2 = C_1^2 - E_1^2 + 2C_0C_1 \cos(q\pi) - 2E_0E_2 \cos(q\pi),$$

$$f_3 = 2C_0C_3 \cos\left(\frac{3q\pi}{2}\right) - 2E_0E_3 \cos\left(\frac{3q\pi}{2}\right) + 2C_1C_2 \sin(q\pi)\sin\left(\frac{q\pi}{2}\right) - 2E_1E_2 \sin(q\pi)\sin\left(\frac{q\pi}{2}\right) + 2C_1C_2 \cos(q\pi)\cos\left(\frac{q\pi}{2}\right) - 2E_1E_2 \cos(q\pi)\cos\left(\frac{q\pi}{2}\right),$$

$$f_4 = C_2^2 - E_2^2 + 2C_0C_4 \cos(2q\pi) - 2E_0E_4 \cos(2q\pi) + 2C_1C_3 \sin\left(\frac{3q\pi}{2}\right) - 2E_1E_3 \sin\left(\frac{3q\pi}{2}\right) + 2C_1C_3 \cos\left(\frac{3q\pi}{2}\right) - 2E_1E_3 \cos\left(\frac{3q\pi}{2}\right),$$

$$f_5 = 2C_0 \cos\left(\frac{5q\pi}{2}\right) + 2C_1C_4 \sin(2q\pi)\sin\left(\frac{q\pi}{2}\right) + 2C_1C_3 \sin(q\pi)\sin\left(\frac{3q\pi}{2}\right) - 2E_1E_4 \sin(2q\pi) \sin\left(\frac{q\pi}{2}\right) - 2E_2E_3 \sin(q\pi)\sin\left(\frac{3q\pi}{2}\right) + 2C_1C_4 \cos(2q\pi)\cos\left(\frac{q\pi}{2}\right)$$

$$+ 2C_2C_3 \cos(q\pi)\cos\left(\frac{3q\pi}{2}\right) - 2E_1E_4 \cos(2q\pi)\cos\left(\frac{q\pi}{2}\right) - 2E_2E_3 \cos(q\pi)\cos\left(\frac{3q\pi}{2}\right),$$

$$f_6 = C_3^2 - E_3^2 + 2C_1 \cos\left(\frac{q\pi}{2}\right) \cos\left(\frac{5q\pi}{2}\right) + 2C_1 \sin\left(\frac{q\pi}{2}\right) \sin\left(\frac{5q\pi}{2}\right) + 2C_2C_4 \sin(q\pi)\sin(2q\pi)$$

$$- 2E_2E_4 \sin(q\pi)\sin(2q\pi) + 2C_2C_4 \cos(q\pi)\cos(2q\pi) - 2E_2E_4 \cos(q\pi)\cos(2q\pi),$$

$$f_7 = 2C_2 \cos(q\pi)\cos\left(\frac{5q\pi}{2}\right) + 2C_2 \sin(q\pi)\sin\left(\frac{5q\pi}{2}\right) + 2C_3C_4 \sin(2q\pi)\sin\left(\frac{3q\pi}{2}\right) - 2E_2E_4 \sin(2q\pi) \sin\left(\frac{3q\pi}{2}\right) + 2C_2C_4 \cos(2q\pi)\cos\left(\frac{q\pi}{2}\right)$$

$$+ 2C_3C_4 \cos(q\pi)\cos\left(\frac{3q\pi}{2}\right) - 2E_2E_4 \cos(2q\pi)\cos\left(\frac{q\pi}{2}\right),$$

$$f_8 = C_4^2 - E_4^2 - 2C_3 \cos\left(\frac{3q\pi}{2}\right) \cos\left(\frac{5q\pi}{2}\right) + 2C_3 \sin\left(\frac{3q\pi}{2}\right) \sin\left(\frac{5q\pi}{2}\right),$$

$$f_9 = 2C_4 \cos(2q\pi)\cos\left(\frac{5q\pi}{2}\right) + 2C_4 \sin(2q\pi) \sin\left(\frac{5q\pi}{2}\right).$$

Let $h_1(\omega) = a_{10} + f_5\omega^2 + f_4\omega^3 + f_5\omega^4 + f_6\omega^5 + f_7\omega^6 + f_8\omega^7 + f_9\omega^8 + f_1\omega^9$, obviously, $\lim_{\omega \to \pm \infty} h_1(\omega) = +\infty$. When $f_0 = C_0^2 - E_0^2 < 0$, namely, $(a_0 - C_0)^2 - (b_0 - d_0)^2 < 0$, then (26) has at least one positive real root.

**Lemma 2.** When $(a_0 - C_0)^2 - (b_0 - d_0)^2 < 0$, (26) has at least one positive real root.

By (24), we have

$$\tau_{10} = \frac{1}{\omega_{10}} \arccos \frac{M_{11}M_{11} + M_{14}M_{12}}{M_{11}^2 + M_{12}^2},$$

where $\pm i\omega_{10}$ is a pair of purely imaginary roots of (21) with $\tau_{10}$. Also,

$$\text{(H1) Re} \left( \frac{d\lambda}{dt_1} \right) \bigg|_{t_1 = \tau_{10}} \neq 0. \quad (30)$$

Taking the derivative of $\lambda$ with respect to $t_1$ in (21), we can obtain

$$\frac{d\lambda}{dt_1} = \frac{\lambda V_{13}}{V_{11} + V_{12} - \tau_{1} V_{13}}, \quad (31)$$

where
\[ V_{11} = 5q\lambda^{5\beta-1} + 4qC_4\lambda^{4\beta-1} + 3qC_3\lambda^{3\beta-1} + 2qC_2\lambda^{2\beta-1} + qC_1\lambda^{\beta-1}, \]
\[ V_{12} = (4qE_4\lambda^{4q-1} + 3qE_3\lambda^{3q-1} + 2qE_2\lambda^{2q-1} + qE_1\lambda^{q-1})e^{-\lambda t}, \]
\[ V_{13} = (E_4\lambda^{4q} + E_3\lambda^{3q} + E_2\lambda^{2q} + E_1\lambda^{q} + E_0)^{-3\lambda t}, \]
\[ \left( \frac{d\lambda}{d\tau} \right)^{-1} = \frac{V_{11} + V_{12}}{\lambda V_{13}} = \frac{\tau}{\lambda}, \]
\[ \left( \frac{d\lambda}{d\tau} \right)^{-1} = \frac{W_{11} + W_{12} \cos(\omega \tau_1) + W_{13} \sin(\omega \tau_1) + i( -W_{13} \cos(\omega \tau_1) - W_{11} \sin(\omega \tau_1) + W_{14})}{W_{15} \cos(\omega \tau_1) + W_{16} \sin(\omega \tau_1) + i( -W_{16} \cos(\omega \tau_1) - W_{15} \sin(\omega \tau_1))} \frac{\tau}{iW} \]
Theorem 2. Suppose that $R_0 > 1$, (16)–(20), (H2), and $(a_0 + b_0)^2 - (c_0 + d_0)^2 < 0$ hold; then, the following results hold:

(i) When $\tau_2 \in (0, \tau_{20})$, the endemic equilibrium $(S^*, E^*, I^*, K^*, R^*)$ is asymptotically stable.

(ii) When $\tau_2 = \tau_{20}$, system (4) experiences a Hopf bifurcation at the endemic equilibrium. In other words, system (4) has a bifurcation of periodic solution bifurcating near $\tau_2 = \tau_{20}$.

3.4. Case 4: $\tau_1 = \tau_2 = \tau_* > 0$. When $\tau_1 = \tau_2 = \tau_* > 0$, we can easily obtain the following equation:

$$
\begin{align*}
&\left(\lambda^{5q} + a_4 \lambda^{4q} + a_2 \lambda^{2q} + a_1 \lambda^q + a_0\right) e^{\lambda \tau_*} + \\
&\left(\lambda^{3q} + J_3 \lambda^{2q} + J_2 \lambda^q + J_1 \lambda^0 + J_0\right) \\
&+ \left(d_3 \lambda^{2q} + d_2 \lambda^{q} + d_1 \lambda^0 + d_0\right) e^{-\lambda \tau_*} = 0,
\end{align*}
$$

where $J_0 = b_0 + c_0$, $J_1 = b_1 + c_1$, $J_2 = b_2 + c_2$, $J_3 = b_3 + c_3$, and $J_4 = b_4 + c_4$.

Supposing $\lambda = i\omega$, next we can obtain equation (38) by separating the real part from imaginary part:

$$
\begin{align*}
&M_{31} \cos(\omega \tau_*) + M_{32} \sin(\omega \tau_*) = M_{33}, \\
&M_{34} \cos(\omega \tau_*) - M_{35} \sin(\omega \tau_*) = M_{36},
\end{align*}
$$

where

$$
M_{31} = \omega^{5q} \cos\left(\frac{5q\pi}{2}\right) + a_4 \omega^{4q} \cos(2q\pi) + a_2 \omega^{3q} \cos\left(\frac{3q\pi}{2}\right) + a_2 \omega^{2q} \cos(q\pi) + a_1 \omega^q \cos\left(\frac{q\pi}{2}\right) + a_0 \omega^0 \cos\left(\frac{q\pi}{2}\right) + d_3 \omega^{2q} \cos(q\pi) + d_2 \omega^{q} \cos\left(\frac{q\pi}{2}\right) + d_1 \omega^0 \cos\left(\frac{q\pi}{2}\right) + d_0,
$$

$$
M_{32} = -\left(\omega^{5q} \sin\left(\frac{5q\pi}{2}\right) + a_4 \omega^{4q} \sin(2q\pi) + a_2 \omega^{3q} \sin\left(\frac{3q\pi}{2}\right) + a_2 \omega^{2q} \sin(q\pi) + a_1 \omega^q \sin\left(\frac{q\pi}{2}\right) + a_0 \omega^0 \sin\left(\frac{q\pi}{2}\right) + da_2 \omega^{2q} \sin(q\pi) + d_1 \omega^0 \sin\left(\frac{q\pi}{2}\right),
$$

$$
M_{33} = J_3 \omega^{2q} \cos(2q\pi) + J_2 \omega^{2q} \cos\left(\frac{3q\pi}{2}\right) + J_1 \omega^{2q} \cos\left(\frac{q\pi}{2}\right) + J_0,
$$

$$
M_{34} = \omega^{5q} \sin\left(\frac{5q\pi}{2}\right) + a_4 \omega^{4q} \sin(2q\pi) + a_2 \omega^{3q} \sin\left(\frac{3q\pi}{2}\right) + a_2 \omega^{2q} \sin(q\pi) + a_1 \omega^q \sin\left(\frac{q\pi}{2}\right) + d_3 \omega^{2q} \sin(q\pi) + d_2 \omega^{q} \sin\left(\frac{q\pi}{2}\right) + d_1 \omega^0 \sin\left(\frac{q\pi}{2}\right),
$$

$$
M_{35} = \omega^{5q} \cos\left(\frac{5q\pi}{2}\right) + a_4 \omega^{4q} \cos(2q\pi) + a_2 \omega^{3q} \cos\left(\frac{3q\pi}{2}\right) + a_2 \omega^{2q} \cos(q\pi) + a_1 \omega^q \cos\left(\frac{q\pi}{2}\right) + a_0
$$

$$
- \left(d_3 \omega^{2q} \cos\left(\frac{3q\pi}{2}\right) + d_2 \omega^{q} \cos\left(\frac{q\pi}{2}\right) + d_1 \omega^0 \cos\left(\frac{q\pi}{2}\right) + d_0\right),
$$

$$
M_{36} = J_4 \omega^{4q} \sin(2q\pi) + J_3 \omega^{4q} \sin\left(\frac{3q\pi}{2}\right) + J_2 \omega^{4q} \sin(q\pi) + J_1 \omega^q \sin\left(\frac{q\pi}{2}\right).
$$

Suppose that (38) has roots, the expression of $\sin(\omega \tau_*)$ and $\cos(\omega \tau_*)$ can be obtained as follows:
\[ \cos(\omega \tau_o) = \frac{M_{33}M_{35} - M_{32}M_{36}}{M_{31}M_{35} - M_{32}M_{34}} \] (40)

\[ \sin(\omega \tau_o) = \frac{M_{33}M_{36} - M_{33}M_{34}}{M_{31}M_{35} - M_{32}M_{34}} \] (41)

Since \( \sin^2(\omega \tau_o) + \cos^2(\omega \tau_o) = 1 \), we have
\[ \omega^{2i\theta} + k_1 \omega^{i\theta} + \cdots + k_i \omega^i + k_0 = 0, \] (42)

where
\[ k_0 = (a_0 + d_0)^2(a_0 - d_0)^2 - f_0^2(a_0 - d_0)^2, \]
\[ k_1 = 2(a_0 + d_0)(a_0 - d_0)\left( (a_0 + d_0)(a_1 - d_1)\cos\left(\frac{q\pi}{2}\right) + (a_1 + d_1)(a_0 - d_0)\cos\left(\frac{q\pi}{2}\right) \right) - 2J_0(a_0 - d_0)\left( J_1(a_0 + d_0)\cos\left(\frac{q\pi}{2}\right) + J_0(a_1 - d_1)\cos\left(\frac{q\pi}{2}\right) \right), \]
\[ k_{19} = 2\left( a_4 \cos(2q\tau)\cos\left(\frac{5q\pi}{2}\right) \right) - (a_4 - d_4)\left( \sin(2q\tau)\sin\left(\frac{5q\pi}{2}\right) \right). \] (43)

Let \( h_3(\omega) = \omega^{2i\theta} + k_1 \omega^{i\theta} + \cdots + k_i \omega^i + k_0 \); obviously, 
\[ \lim_{\omega \to \pm \cos h_3(\omega)} = \pm \infty. \]

When \( k_0 = (a_0 + d_0)^2(a_0 - d_0)^2 - f_0^2(a_0 - d_0)^2 < 0 \), then (42) has at least one positive real root.

**Lemma 3.** When \( (a_0 + d_0)^2(a_0 - d_0)^2 - f_0^2(a_0 - d_0)^2 < 0 \), (42) has at least one positive real root.

**By (40), we have**
\[ \tau_o = \frac{1}{\omega_{30}} \arccos\left( \frac{M_{33}M_{35} - M_{32}M_{36}}{M_{31}M_{35} - M_{32}M_{34}} \right), \] (44)

where \( \pm i\omega_{30} \) is a pair of purely imaginary roots of (37) with \( \tau_o \).

\[ \frac{\text{Re}\left( \frac{d\lambda}{d\tau_o} \right)^{-1}}{\lambda V_{31} + V_{33} + V_{34} - \tau_o V_{13}}, \]

where
\[ V_{31} = \left( 5q^3 \lambda^{5q - 1} + 4qa_0 \lambda^{4q - 1} + 3qa_3 \lambda^{3q - 1} + 2qa_2 \lambda^{2q - 1} + qa_1 \lambda^{q - 1} \right)e^{i\tau_o}, \]
\[ V_{32} = \left( \lambda^{5q} + a_4 \lambda^{4q} + a_3 \lambda^{3q} + a_2 \lambda^{2q} + a_1 \lambda^{q} + a_0 \right) - e^{i\lambda}, \]
\[ V_{33} = 4qJ_1 \lambda^{4q - 1} + 3qJ_3 \lambda^{3q - 1} + 2qJ_2 \lambda^{2q - 1} + qJ_1 \lambda^{q - 1}, \]
\[ V_{34} = \left( 3qd_3 \lambda^{3q - 1} + 2qd_2 \lambda^{2q - 1} + qd_1 \lambda^{q - 1} \right)e^{-i\lambda}, \]
\[ V_{35} = \left( d_3 \lambda^{3q} + d_2 \lambda^{2q} + d_1 \lambda^{q} + d_0 \right)e^{-i\lambda}, \]

\[ \left( \frac{d\lambda}{d\tau_o} \right)^{-1} = \frac{V_{31} + V_{33} + V_{34}}{\lambda (V_{32} + V_{35})} = -\frac{\tau_o}{\lambda}, \]

\[ \left( \frac{d\lambda}{d\tau_o} \right)^{-1} = \frac{W_{30} + W_{31} \cos(\omega \tau_o) + W_{32} \sin(\omega \tau_o) + i(W_{33} \cos(\omega \tau_o) + W_{34} \sin(\omega \tau_o) + W_{35})}{W_{36} \cos(\omega \tau_o) + W_{37} \sin(\omega \tau_o) + i(-W_{36} \cos(\omega \tau_o) - W_{37} \sin(\omega \tau_o))} - \frac{\tau_o}{iW}, \]

where
\[ W_{30} = 4qJ_4 \omega^{q+1} \sin (2q\pi) + 3qJ_3 \omega^{q+1} \sin \left(\frac{3q\pi}{2}\right) + 2qJ_2 \omega^{q+1} \sin (q\pi) + qJ_1 \omega^{q+1} \sin \left(\frac{q\pi}{2}\right), \]

\[ W_{31} = 5q\omega^{q+1} \sin \left(\frac{5q\pi}{2}\right) + 4qa_4 \omega^{q+1} \sin (2q\pi) + 3qa_3 \omega^{q+1} \sin \left(\frac{3q\pi}{2}\right) + 2qa_2 \omega^{q+1} \sin (q\pi) + qa_1 \omega^{q+1} \sin \left(\frac{q\pi}{2}\right), \]

\[ W_{32} = 5q\omega^{q+1} \cos \left(\frac{5q\pi}{2}\right) + 4qa_4 \omega^{q+1} \cos (2q\pi) + 3qa_3 \omega^{q+1} \cos \left(\frac{3q\pi}{2}\right) + 2qa_2 \omega^{q+1} \cos (q\pi) + qa_1 \omega^{q+1} \cos \left(\frac{q\pi}{2}\right), \]

\[ W_{33} = -(4qJ_4 \omega^{q+1} \cos (2q\pi) + 3qJ_3 \omega^{q+1} \cos \left(\frac{3q\pi}{2}\right) + 2qJ_2 \omega^{q+1} \cos (q\pi) + qJ_1 \omega^{q+1} \cos \left(\frac{q\pi}{2}\right)), \]

\[ W_{34} = -(5q\omega^{q+1} \cos \left(\frac{5q\pi}{2}\right) + 4qa_4 \omega^{q+1} \cos (2q\pi) + 3qa_3 \omega^{q+1} \cos \left(\frac{3q\pi}{2}\right) + 2qa_2 \omega^{q+1} \cos (q\pi) + qa_1 \omega^{q+1} \cos \left(\frac{q\pi}{2}\right)), \]

\[ W_{35} = 5q\omega^{q+1} \sin \left(\frac{5q\pi}{2}\right) + 4qa_4 \omega^{q+1} \sin (2q\pi) + 3qa_3 \omega^{q+1} \sin \left(\frac{3q\pi}{2}\right) + 2qa_2 \omega^{q+1} \sin (q\pi) + qa_1 \omega^{q+1} \sin \left(\frac{q\pi}{2}\right), \]

\[ W_{36} = \omega^{q} \sin \left(\frac{5q\pi}{2}\right) + a_4 \omega^{q} \sin (2q\pi) + a_3 \omega^{q} \sin \left(\frac{3q\pi}{2}\right) + a_2 \omega^{q} \sin (q\pi) + a_1 \omega^{q} \sin \left(\frac{q\pi}{2}\right), \]

\[ W_{37} = \omega^{q} \cos \left(\frac{5q\pi}{2}\right) + a_4 \omega^{q} \cos (2q\pi) + a_3 \omega^{q} \cos \left(\frac{3q\pi}{2}\right) + a_2 \omega^{q} \cos (q\pi) + a_1 \omega^{q} \cos \left(\frac{q\pi}{2}\right) + a_0 + d_4 \omega^{q} \cos (q\pi) + d_1 \omega^{q} \cos \left(\frac{q\pi}{2}\right) + d_0, \]

\[ W_{38} = -\omega^{q} \cos \left(\frac{5q\pi}{2}\right) + a_4 \omega^{q} \cos (2q\pi) + a_3 \omega^{q} \cos \left(\frac{3q\pi}{2}\right) + a_2 \omega^{q} \cos (q\pi) + a_1 \omega^{q} \cos \left(\frac{q\pi}{2}\right) + a_0 + d_4 \omega^{q} \cos (q\pi) + d_1 \omega^{q} \cos \left(\frac{q\pi}{2}\right) + d_0, \]

\[ W_{39} = \omega^{q} \sin \left(\frac{5q\pi}{2}\right) + a_4 \omega^{q} \sin (2q\pi) + a_3 \omega^{q} \sin \left(\frac{3q\pi}{2}\right) + a_2 \omega^{q} \sin (q\pi) + a_1 \omega^{q} \sin \left(\frac{q\pi}{2}\right) + d_4 \omega^{q} \sin (q\pi) + d_1 \omega^{q} \sin \left(\frac{q\pi}{2}\right) + d_0, \]

\[ R_{\tau \cdot \tau}^{-1} = \frac{X_{33} X_{34} + X_{32} X_{33}}{X_{32} + X_{34}}, \]

where

\[ X_{31} = W_{30} + W_{31} \cos (\omega \tau) + W_{32} \sin (\omega \tau), \]

\[ X_{32} = W_{33} + W_{34} \cos (\omega \tau) + W_{35} \sin (\omega \tau), \]

\[ X_{33} = W_{36} \cos (\omega \tau) + W_{37} \sin (\omega \tau), \]

\[ X_{34} = W_{38} \cos (\omega \tau) - W_{39} \sin (\omega \tau). \]

Noticing that \( \text{sign}[R_{\tau}(\hat{d}l^2))]_{\tau_{\tau-\tau_0}} = \text{sign}[R(\hat{d}l^2)]_{\tau_{\tau-\tau_0}} \neq 0 \), we can obtain \( R_{\tau}(\hat{d}l^2))_{\tau_{\tau-\tau_0}} \neq 0 \).

\[ \textbf{Theorem 3}. \text{ Suppose that } R_0 > 1, (16)-(20), (H3), \text{ and } (a_0 + d_0)^2 (a_0 - d_0)^2 - f_0^2 (a_0 - d_0)^2 < 0 \text{ hold; then, the following results hold:} \]

(i) When \( \tau_\ast \in [0, \tau_{\ast 0}] \), the endemic equilibrium \( (S^*, E^*, I^*, K^*, R^*) \) is asymptotically stable.

(ii) When \( \tau_\ast = \tau_{\ast 0} \), system (4) experiences a Hopf bifurcation at the endemic equilibrium. In other words, system (4) has a bifurcation of periodic solution bifurcating near \( \tau_\ast = \tau_{\ast 0} \).
Figure 1: State trajectories of fractional system (4). When $\tau_1 = 15 < \tau_{10}$, the equilibrium $(0.5941, 2.2161, 0.0730, 14.3346, 2.7823)$ is asymptotically stable.

Figure 2: Phase portrait of fractional system (4). When $\tau_1 = 17 > \tau_{10}$, the equilibrium $(0.5941, 2.2161, 0.0730, 14.3346, 2.7823)$ is not asymptotically stable.

Table 1: Relation of parameters of $q$, $\omega_{10}$, and $\tau_{10}$ of model (4).

| Fractional order $q$ | Critical frequency $\omega_{10}$ | Bifurcation point $\tau_{10}$ |
|---------------------|---------------------------------|-------------------------------|
| 1                   | 0.0874                          | 12.9417                       |
| 0.95                | 0.0779                          | 16.1132                       |
| 0.90                | 0.0711                          | 18.4241                       |
| 0.85                | 0.0641                          | 22.0137                       |
| 0.80                | 0.0570                          | 26.9546                       |
| 0.75                | 0.0499                          | 31.3456                       |
| 0.70                | 0.0427                          | 34.5276                       |
4. Numerical Simulation and Discussion

In this part, for confirming our theoretical analysis, we give some numerical results of system (4). Based on time delay fractional-order estimation method [26], we obtain the simulation results with step length $h = 0.05$.

In this case, the following case of system (4) with the parameters were considered: $p = 0.5$, $\beta_1 = 0.25$, $\beta_2 = 0.3$, $\phi = 0.1$, $\mu = 0.05$, $\sigma = 0.26$, $\alpha = 0.18$, $\chi = 0.15$, $\delta = 0.35$, $\gamma = 0.25$, $\epsilon = 0.15$, $r = 0.5$, $q = 0.95$, and initial values $(0.5, 4, 0.1, 30, 5)$ and then we can get a system as follows:

Figure 3: State trajectories of fractional system (4). When $\tau_2 = 26 < \tau_{20}$, the equilibrium $(0.5941, 2.2161, 0.0730, 14.3346, 2.7823)$ is asymptotically stable.

Figure 4: Phase portrait of fractional system (4). When $\tau_2 = 32 > \tau_{20}$, the equilibrium $(0.5941, 2.2161, 0.0730, 14.3346, 2.7823)$ is not asymptotically stable.
Table 2: Relation of parameters of $q$, $\omega_{20}$, and $\tau_{20}$ of model (4).

| Fractional order $q$ | Critical frequency $\omega_{20}$ | Bifurcation point $\tau_{20}$ |
|----------------------|---------------------------------|-----------------------------|
| 1                    | 0.0361                          | 18.3248                     |
| 0.95                 | 0.0322                          | 29.4167                     |
| 0.90                 | 0.0286                          | 35.5668                     |
| 0.85                 | 0.0253                          | 45.7815                     |
| 0.80                 | 0.0224                          | 52.0668                     |
| 0.75                 | 0.0201                          | 61.3841                     |
| 0.70                 | 0.0190                          | 76.4499                     |

Figure 5: State trajectories of fractional system (4). When $\tau_* < \tau_{*0}$, the equilibrium $(0.5941, 2.2161, 0.0730, 14.3346, 2.7823)$ is asymptotically stable.

Figure 6: Phase portrait of fractional system (4). When $\tau_* = 16 > \tau_{*0}$, the equilibrium $(0.5941, 2.2161, 0.0730, 14.3346, 2.7823)$ is not asymptotically stable.
which has a unique equilibrium $(0.5941, 2.2161, 0.0730, 14.3346, 2.7823)$.

After calculation, we can obtain $\omega_{10} = 0.0779$ and $\tau_{10} = 16.1132$. Figure 1 manifests that system (4) is locally asymptotically stable when $\tau_1 \in [0, \tau_{10})$. Figure 2 shows that a Hopf bifurcation exists when $\tau_1 \in [\tau_{10}, +\infty)$. Table 1 indicates the relation of fractional order $q$ to the critical frequency $\omega_{10}$ and bifurcation point $\tau_{10}$. From Table 1, with decrease in fractional order $q$, the critical frequency $\omega_{10}$ is decreasing and bifurcation point $\tau_{10}$ is increasing.

In the same way, we get $\omega_{20} = 0.0322$ and $\tau_{20} = 29.4167$. Figure 3 indicates that system (4) is locally asymptotically stable when $\tau_2 \in [0, \tau_{20})$. From Figure 4, system (4) becomes unstable when $\tau_2 \in [\tau_{20}, +\infty)$. We can see the relation of fractional order $q$ to the critical frequency $\omega_{20}$ and bifurcation point $\tau_{20}$ in Table 2. With decrease in fractional order $q$, the critical frequency $\omega_{20}$ is decreasing and bifurcation point $\tau_{20}$ is increasing, as shown in Table 2.

To verify the validity of Theorem 3, we take $\omega_{s0} = 0.0567$ and $\tau_{s0} = 14.4547$. From Figures 5 and 6, we can find that system (4) is locally asymptotically stable when $\tau_s \in [0, \tau_{s0})$; but once $\tau_s > \tau_{s0}$, system (4) becomes unstable. We can find the relation of fractional order $q$ to the critical frequency $\omega_{s0}$ and bifurcation point $\tau_{s0}$ in Table 3. With decrease in fractional order $q$, the critical frequency $\omega_{s0}$ is decreasing and bifurcation point $\tau_{s0}$ is increasing, as shown in Table 3.

From Figures 1–6, we can see the correctness of the theoretical results. All the tables show that the bifurcation point increases gradually with the decrease in fractional order $q$, among which the influence on $\tau_s$ is the most obvious. In other words, $\tau_2$ is more inclusive than $\tau_1$ at the same fractional order $q$. Therefore, when controlling the spread of computer viruses, we should find ways to reduce the temporary immunity time delay in converting recovered computers into susceptible ones.

### Table 3: Relation of parameters of $q, \omega_{s0}$, and $\tau_{s0}$ of model (4).

| Fractional order $q$ | Critical frequency $\omega_{s0}$ | Bifurcation point $\tau_{s0}$ |
|----------------------|----------------------------------|-------------------------------|
| 1                    | 0.0726                           | 11.4161                       |
| 0.95                 | 0.0567                           | 14.4547                       |
| 0.90                 | 0.0427                           | 18.4184                       |
| 0.85                 | 0.0308                           | 22.4685                       |
| 0.8                  | 0.0214                           | 26.0011                       |
| 0.75                 | 0.0142                           | 32.6267                       |
| 0.7                  | 0.0090                           | 37.2772                       |

\[
\begin{align*}
D^{0.95} S(t) &= 0.5 - 0.25S(t)E(t) - 0.3S(t)I(t) - 0.1S(t)K(t) - 0.05S(t) + 0.26R(t - \tau_1), \\
D^{0.95} E(t) &= 0.5 + 0.25S(t)E(t) + 0.3S(t)I(t) - 0.18E(t) - 0.2E(t), \\
D^{0.95} I(t) &= 0.18E(t - \tau_2) - 0.35I(t)K(t) - 0.45I(t), \\
D^{0.95} K(t) &= 0.35I(t)K(t) + 0.25I(t) + 0.15E(t) - 0.05K(t), \\
D^{0.95} R(t) &= 0.1S(t)K(t) + 0.15I(t) - 0.05R(t) - 0.26R(t - \tau_1),
\end{align*}
\]

### 5. Conclusions

We consider a fractional-order model of Susceptible-Exposed-Infected-Kill Signals Recovery (SEIR-KS) computer virus propagation with two delays, based on the model in [25]. The linear method and Laplace transform were used to transform the model. We analyze the coefficient matrix characteristic equation and the system characteristic equation of the linearized system, and then, we get the relationship between the equilibrium stability of the time delay and the fractional-order system; the calculation formula of the critical value of the time delay was derived when Hopf bifurcation appeared. To verify the rationality of the theoretical analysis, the appropriate system parameters are selected for numerical simulation. The simulation results not only verify the correctness of the conclusion but also reveal the influence trend of fractional order on the critical value of time delay. We can find that, with the decrease in fractional order $q$, the bifurcation point increases gradually. The bifurcation point of case 3 is larger than that of case 2 at the same fractional order $q$, which means that we should aim to reduce the temporary immunity time delay for converting recovered computers into susceptible ones. Therefore, the application of this paper is helpful for the computer virus emergency center to make immediate decision and response plan when computing virus outbreak. The research results of this paper extend the research scope and method of the computer virus model to some extent.
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