Finance-growth nexus in sub-Saharan Africa

Background: There is now significant empirical literature suggesting that finance is good for growth only up to a threshold level of financial development, becoming harmful after that level, in developed and developing countries.

Aim: This study extends this literature that investigates non-linearities on the finance-growth link, by testing the inverted U-shape hypothesis in sub-Saharan African countries, which are among the least developed ones.

Setting: 36 countries from sub-Saharan Africa over the period 1980–2015.

Method: Estimation of quadratic dynamic panel data models by system-generalised method of moments.

Results: Empirical results show that there is a hump-shaped relationship between financial development and economic growth in sub-Saharan African countries.

Conclusion: Results suggest that the hypothesis of ‘too much finance harms economic growth’ also holds for low-income and less developed countries, but for much lower threshold levels of financial development than those of more developed and higher-income countries. As for policy implications, measures to strengthen finance quality and other growth-enhancing strategies need to be undertaken, rather than increasing finance size.
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Introduction

An extensive literature has examined the impact of financial development on economic growth.¹ A significant branch found empirical evidence of a positive relationship between financial development and economic growth, suggesting ‘more finance, more growth’ (e.g. Beck, Levine & Loayza 2000; King & Levine 1993a, 1993b; Levine, Loayza & Beck 2000). Indeed, most arguments rely on the fact that a more developed financial system reduces information, transaction and monitoring costs while improving the allocation of capital and risk-taking across the economy. These gains exert positive effects on economic growth by increasing investment and its quality, through affecting its composition and encouraging innovation.

However, the financial sector also competes for physical capital and high-skilled labour with the rest of the economy and that may distort the allocation of resources, draining the more qualified from the productive sectors of the economy. Additionally, a malfunctioning financial system may discourage saving, encourage speculation and benefit low-productivity projects, thus decreasing investment and its quality. The subsequent negative effects on economic growth are more likely to dominate when the financial sector is too large, giving support to the hypothesis that ‘too much finance harms economic growth’.²

The global financial and economic crisis of 2007–2008 provides evidence of the negative consequences of a large, high-developed, though malfunctioning, financial sector. Therefore, there is now significant empirical literature that assesses the existence of a hump-shaped relationship between financial development and economic growth in developed and developing countries where the financial system is relatively developed (e.g. Arcand, Berkes & Panizza 2015; Benczur, Karagiannis & Kvedaras 2019; Cecchetti & Kharrourbi 2012; Law & Singh 2014; Samargandi, Fidrmuc & Ghosh 2015). At large, this literature suggests that finance improves economic growth-enhancing strategies need to be undertaken, rather than increasing finance size.

1. Levine (2000), Beck (2011, 2013), Pasali (2013), Panizza (2014), Fernandez and Tamayo (2017) and Popov (2017), among others, provide comprehensive surveys on this literature.

2. Arcand et al. (2015), Ductor and Grechyna (2015) and Popov (2017) systematise some theoretical channels that support this hypothesis.
growth only up to a threshold level of financial development and that it becomes harmful beyond that level.

The argument that some critical levels of financial and economic development, human capital or political institutions’ quality are required to make economic growth benefit from financial development also echoes in the literature that addresses the presence of non-linearities in the finance-growth nexus. Some of this empirical literature suggests that, in less developed and low-income countries, the relationship between financial development and economic growth is not significant, while it becomes positive and significant for relatively more developed and higher-income countries (e.g. Deidda & Fattouh 2002; Rioja & Valev 2004b).

In the case of African countries, characterised, on average, by low levels of financial development, there is now a growing body of empirical literature that investigates the potential role of financial development in economic growth, by resorting to an array of panel data econometric techniques (e.g. Adusei 2013; Bist 2018; Effiong 2015; Elhiumasoe & Lean 2018; Ibrahim & Alagidede 2018; Inoue & Hamori 2016; Ngongang 2015). However, to the best of our knowledge, only Ibrahim and Alagidede (2018) assess the existence of a non-linear relationship for a sample of 29 sub-Saharan African (SSA) countries during the period 1980–2014. Their findings lend support to the hypothesis that financial development has a positive and significant impact on growth, only when initial income, financial development or human capital are sufficiently high.

Many African countries have recently experienced extensive reforms in the financial sector that made the access to financial services more widespread and increased financial sector depth (Demirgüç-Kunt & Klapper 2012). In consequence of such reforms, access to financial services has grown faster in the SSA countries that were among the countries with the lowest records in this matter (Inoue & Hamori 2016). A larger dissemination of financial services, promoted by the successful adherence to new technologies, such as mobile money, together with the financial deepening of credit, contributed to the development of SSA countries’ financial sectors.

Despite the development of the financial sector in SSA, important informal methods of saving and borrowing still coexist with formal ones. Moreover, Demirgüç-Kunt and Klapper (2012) show that, when compared to other developing economies, high-growth small and medium firms are less likely to use formal financing, suggesting that formal financial systems may not be serving the needs of firms facing growth opportunities. Hence, in SSA countries, it may be the case that the relative dimension of the financial sector is underestimated when one uses the typical measures of (formal) financial development. Apparently, it may also be the case that the projects benefiting from formal financing funds may not be the most productive and growth-enhancing ones. Therefore, relying on the empirical evidence of an inverted U-shaped relationship between financial development and growth for high- and middle-income countries, we conjecture that parallel evidence would also hold in low-income countries, such as SSA countries, but certainly for lower threshold levels of financial development. The low levels of physical and human capital and the weak institutional quality that characterise these countries are additional factors that may contribute to a (still) underdeveloped financial sector becoming excessive.

In line with these arguments, this article extends recent empirical literature that investigates non-linearities in the link between financial development and economic growth, by testing the inverted U-shaped hypothesis in countries that are among the least developed ones, such as the SSA countries. It contributes to the existing literature in three aspects. Firstly, to the best of our knowledge, we present the first attempt to investigate this pattern of non-linearity in this region, by applying the Cecchetti and Kharroubi (2012) non-linear modelling strategy to a panel of 36 SSA countries, over the period 1980–2015. Secondly, as estimation strategy, we use a dynamic panel system-generalised method of moments (SYS-GMM) estimator, which allows us to control for potential endogeneity problems. Thirdly, we use the Lind and Mehlum (2010) U-test, which is more appropriate to validate the inverted U-shaped relationship than conventional tests.

Our results suggest that more finance may be growth-depleting, even for countries with (still) low levels of financial development. To get positive growth effects from ‘more finance’, complementary reforms may be required: institutional quality and economic reforms should be pursued together with those in the financial system. ‘More finance’ needs to be supported by ‘better finance’.

The rest of the article is structured as follows. Section 2 reviews relevant literature on the finance-growth nexus. Section 3 specifies the model, describes the data and the econometric methodology. Section 4 presents and discusses empirical results. Section 5 provides main conclusions.

**Literature review**

The services provided by the financial sector might contribute to economic growth by: (1) producing ex-ante information about potential investments, (2) monitoring investment and enhancing corporate governance, (3) facilitating risk management and diversification, (4) mobilising and pooling savings, and (5) easing the exchange of goods and services (Levine 2005). Essentially, by reducing information, transaction and monitoring costs and improving the allocation of capital and risk across the economy, financial development increases investment and improves its quality, and thus exerts a positive effect on economic growth,
suggesting a positive relationship between financial development and economic growth.\(^4\)

However, there is also the possibility that financial development distorts resource allocation, discourages saving, encourages speculation, and favours unproductive projects, decreasing investment and its quality, and thus exerts a negative effect on economic growth. Negative effects are likely to coexist with positive ones and might explain non-linearities on the finance-growth nexus. There is a strand of theoretical literature that identifies the sources of a non-linear relationship between finance and growth relying only on financial development itself, while another strand of the literature, instead, emphasises the role of mediating factors on such non-linearity.

In line with the first strand of literature, a first important argument for the non-linearity of the finance-growth nexus is the suboptimal allocation of talents that results from a large financial sector. According to Tobin (1984), the private returns of the financial sector are higher than the social ones. Bolton, Santos and Scheinkman (2016) provide a theoretical model where the financial industry extracts excessively high rents from the provision of financial services and these rents attract too much talent. Therefore, a larger financial sector, competing for more qualified resources with the rest of the economy, may drain the ‘cream-skimming’ resources from the productive sectors, with negative consequences for economic growth.

A second argument relates to financial development, resulting from financial innovation and liberalisation, with the increase of systemic risk which, by exacerbating macroeconomic volatility, impacts negatively on economic growth (see, for instance, Arcand et al. 2015; Ductor & Grechyna 2015; Popov 2017).

Another argument follows from the segmentation of the credit market between investment and consumption credit markets or between firm and household (especially house mortgage) credit. Hung and Cothren (2002) show that, with credit market imperfections, when screening consumers is cheaper than screening entrepreneurs, financial development initially favours investment and promotes growth. However, when credit markets are further developed, consumers’ borrowing constraints are relaxed and net savings decrease more substantially, and this attenuates the effects of financial development on economic growth. This model predicts that the effects of credit market development on growth are more effective in countries with lower levels of financial development than in those with higher levels of financial development. In turn, Hung (2009) develops a more general model, aiming to replicate all the non-linear patterns found by recent empirical literature, of the finance-growth nexus. In his model, financial development facilitates both investment loans and consumption loans with opposite impacts on economic growth. The net effect on economic growth depends on the relative magnitudes of these two channels which hinge on the initial level of financial development. In countries with low levels of financial development, there is uncertainty on which effect dominates and thus the effect of financial development on economic growth is also uncertain. However, in countries with intermediate levels of financial development, the relationship between finance and growth is positive because the effect of investment loans clearly dominates. Finally, in countries with high levels of financial development, the effect of consumption loans increases with the level of financial development and once more there is uncertainty about which effect dominates. However, even if the investment loans effect dominates, the positive net effect on economic growth becomes smaller than that for countries with intermediate levels of financial depth.

Along these theoretical arguments, there is substantial literature that finds empirical evidence of a non-linear relationship between financial development and economic growth. Typically, in most empirical studies, measures of banking sector development, such as the ratios of private sector credit or of liquid liabilities to gross domestic product (GDP), are employed as measures of financial development, while the financial sector encompasses other types of financial institutions and markets. At large, this literature suggests that finance is good for growth only up to a threshold level of financial development, becoming harmful beyond that level, giving support to the so-called ‘too much finance’ hypothesis.\(^5\) However, this threshold level varies significantly across the different studies. While Swamy and Dharani (2019) found, using a sample of 24 advanced economies, that more finance hinders growth when the domestic credit to private sector ratio exceeds a level of 142% of GDP, Benczúr et al. (2019) found, also in high-income economies, threshold levels ranging from 37% to 46% and 61% to 76%, depending on the group of countries and on how financing is decomposed. For more comprehensive samples of developed and developing countries, Arcand et al. (2015), Cecchetti and Kharroubi (2012) and Law and Singh (2014) found that credit to the private sector is expected to start having negative effects on output growth when it reaches threshold levels of 100%, 99% and 88% of GDP. In turn, Samargandi et al. (2015), in a panel of middle-income countries and using the threshold method, found that, for the whole sample and the upper-middle income subsample, the estimated threshold value of the financial development indicator is around 92% of GDP, while it decreases to 43% for lower middle-income countries. Soedarmono, Hasan and Arsyad (2017), from a panel data set of provinces of Indonesia over the period 2000–2009, document inverted U-shaped relationships between total credit, investment credit and, to a lesser extent, consumption credit and the regional economic growth, but with much lower threshold levels. Their different measures of financial depth start to hamper regional output growth when they

\(^4\)Greenwood and Jovanovic (1990), Bencivenga and Smith (1991), Pagano (1993) and Acemoglu and Zilibotti (1997) are examples of theoretical contributions demonstrating the role of financial development in promoting investment and the improvement of its efficiency.

\(^5\)In developed countries, security markets play an increasingly important role in the process of economic development, while the reverse occurs in the services provided by banks (cf. Demirgüç-Kunt, Feyen & Levine 2013). Arcand et al. (2015) claim that this may provide a rationale for a ‘too much credit’ hypothesis rather than the ‘too much finance’ hypothesis, as it may be the case of a wrong structure of finance with a disproportionate size of banks relative to markets.
reach threshold levels ranging from 18% to 40%. According to these authors, if the majority of loans are allocated to sectors that contribute less to economic growth, such as wholesale and retail trade sectors in Indonesia, then more credit might have adverse consequences on growth and become ‘too much’, even for relatively low levels of financial depth.

Rioja and Valev (2004a), using a panel of 74 developed and developing countries, found a different non-linear pattern in the finance-growth nexus, as predicted by the theoretical model of Hung (2009). More specifically, the effect of financial development produced: (1) an uncertain effect on economic growth for countries with low levels of financial development, (2) a significantly positive effect for countries with intermediate levels of financial development and (3) a positive, but small, effect for countries with high levels of financial development.

Another strand of theoretical and empirical literature asserts the importance of mediating factors to explain non-linearity on the finance-growth relationship. The conditioning effect of political and economic institutions on the finance-growth nexus is emphasised by, for instance, Demetriades and Law (2006), Gazdar and Cherif (2015) and Slesman, Baharumshah and Azman-Saini (2019), while that of the economic development stage receives empirical support from Deidda and Fattouh (2002), Rioja and Valev (2004b) and Ibrahim and Alagidede (2018), among others. For instance, Slesman et al. (2019) posit that empirical evidence of a non-linear relationship between finance and growth in developing countries may have missed the contingent role played by political institutions. They found robust evidence that a critical threshold level of political institutions is required for economic growth to benefit from financial development in developing countries, where political institutions are known to be relatively weak and the levels of financial development low. In turn, Ibrahim and Alagidede (2018) claim that the initial level of income is a key potential threshold variable mediating how finance affects economic growth. For a panel of 29 SSA countries, their results suggest that, in less developed and low-income countries, the relationship between financial development and economic growth is not significant, while it becomes positive and significant for relatively more developed and higher-income countries. More generally, Ibrahim and Alagidede provide evidence that financial development has a positive and significant impact on growth, only when economies are above some threshold levels of initial income, financial development or human capital; below these threshold levels, there is no significant impact of financial development on growth.

Data and methodology
Model specification and data description

In line with Cecchetti and Kharroubi (2012), but within a dynamic model, we assume the following standard quadratic relationship between financial development and economic growth:

\[ \text{growth}_{i,t} = \alpha + \beta_1 \text{growth}_{i,t-1} + \beta_2 \left( \ln \text{FD}_{i,t} \right) + \beta_3 \left( \ln \text{FD}_{i,t} \right)^2 + \phi X_{i,t} + \theta_t + \epsilon_{i,t} \]

[Eqn 1]

In Equation 1, \( \text{growth}_{i,t} \) refers to GDP growth rate in the \( i \)th country at time \( t \). \( \ln \text{FD}_{i,t} \) is the natural logarithm of the country’s level of financial development, \( X_{i,t} \) represents the vector of control variables, \( \alpha \) is the unobserved country-specific effect for country \( i \), \( \theta_t \) is the period effect for time \( t \) and \( \epsilon_{i,t} \) is the error term. The control variables used in the model are commonly used in the literature and include initial income, investment, human capital, inflation and an index of institutional quality.

Our major concern is the magnitude and significance of coefficients \( \beta_2 \) and \( \beta_3 \). If the finance-growth relationship follows an inverted U-shaped relationship, then \( \beta_2 \) is positive and \( \beta_3 \) negative. To estimate the model and to test this hypothesis, we use a panel data sample of 36 SSA countries for the period 1980–2015. In order to purge business cycle frequencies from the data, the data set is averaged for non-overlapping periods of 5 years, which allows for a maximum of seven observations per country (1981–1985, 1986–1990, 1991–1995, 1996–2000, 2001–2005, 2006–2010, 2011–2015).

Table 1 describes the variables, and corresponding sources, used in the model. Economic growth (growth) is proxied by percentage changes in real GDP per capita. Two different variables are used as measures of financial development (FD): the domestic credit to the private sector (DC) and liquid liabilities, commonly referred to as broad money (M3), all expressed as ratios to GDP. Domestic credit to the private sector refers to loans given by financial institutions to the private sector, that is, it excludes credits issued to governments or its agencies, public enterprises, as well as credits issued by the central bank. Liquid liabilities include currency plus demand and interest-bearing liabilities of banks and non-banking financial intermediaries. Both indicators of financial development are commonly used as indicators of financial intermediation and financial depth (e.g. Loyaza & Rancière 2006), although domestic credit is more directly linked to investment and economic growth than liquid liabilities.

As for control variables, the ratio of gross capital formation (GCF) to GDP is used to proxy investment and physical capital accumulation, while the index of human capital (HC) is a per worker index based on the average years of schooling and on the rate of return for primary, secondary and tertiary

---
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To test for the presence of an inverse U-shaped relationship between financial development and economic growth in a more appropriate way, we use the test provided by Lind and Mehlum (2010). These authors argue that it is not enough that the first and the second derivatives have opposite signs for having a U-shaped or inverted U-shaped relationship. This criterion will be misleading when the estimated extreme point is close to the end point or to the starting point of the data range. To validate an inverted U-shaped relationship between FD and growth, we test the null hypothesis $H_0$ (Equation 2) against the alternative hypothesis $H_1$ (Equation 3):

\[ H_0 : \beta_1 + 2\beta_2 \ln FD_{\text{avg}} \leq 0 \cup \beta_1 + 2\beta_2 \ln FD_{\text{max}} \geq 0 \]  
\[ \text{[Eqn 2]} \]

\[ H_1 : \beta_1 + 2\beta_2 \ln FD_{\text{avg}} > 0 \cup \beta_1 + 2\beta_2 \ln FD_{\text{max}} < 0 \]  
\[ \text{[Eqn 3]} \]

$\ln FD_{\text{avg}}$ and $\ln FD_{\text{max}}$ represent the minimum and maximum values of $\ln FD$.

The inverted U-shaped relationship holds, if the null hypothesis is rejected.

### Empirical results

Descriptive statistics presented in Table 2 confirm the small magnitude of the financial sector in these countries: the average domestic credit to the private sector represents only 18.5% of GDP, while the average liquid liabilities represents 26.4% of GDP.\(^8\) Descriptive statistics further indicate that, on average, these countries are low-income countries, with high average inflation (52.4%) and exhibiting poor institutional quality (the index of political rights and civil liberties averages 0.3 out of 1). Records also suggest that countries in the sample are highly heterogeneous. Moreover, correlation coefficients between financial development variables and economic growth, reported in Table 2, are positive but only statistically significant for liquid liabilities. Gross capital formation, human capital and the index of political rights and civil liberties are also positive and statistically significantly correlated with growth during this period, while inflation is negatively correlated.

### Analysis of estimation results

Table 3 reports the results from the two-step system GMM estimation of Equation 1, in its original form and without the financial development quadratic term, using separately domestic credit to private sector ($\ln DC$) and liquid liabilities ($\ln M3$) as proxies for financial development.

Referring to Models 1DC and 1M3, which assume a linear relationship between financial development and economic growth, the results indicate that financial development does not have a statistically significant impact on economic growth, as described by Feenstra, Inklaar and Timmer (2015). Both variables are expected to have a positive effect on growth. The growth rate of the consumer price index (inflation) is used to proxy macroeconomic instability while initial income (GDP), the initial GDP per capita (constant price in US$, 2010) for each 5-year sub-period, is used to capture absolute convergence effects. These two variables are expected to negatively impact on growth. Finally, we use the Freedom House Index of Political Rights and Civil Liberties (IL) to represent institutional quality, as in Anwar and Cooray (2012). Naturally, better institutions are expected to enhance growth. With the exception of growth, inflation and IL, all variables are transformed into natural logarithms.

### Methodology

Model estimation uses the dynamic panel system GMM estimator developed by Arellano and Bover (1995) and Blundell and Bond (1998). This estimator, requiring a large number of cross-section units and a small number of time periods, was chosen in order to control: (1) country-specific effects, (2) autocorrelation problems, due to the presence of the lagged dependent variable in the model, and (3) simultaneity bias, caused by potential endogeneity of some of the explanatory variables.

Unlike the difference GMM estimator, proposed by Arellano and Bond (1991), this estimator is appropriate when explanatory variables are persistent, as is the case of macroeconomic variables such as financial development, human capital, GDP per capita, investment or inflation, for which corresponding lagged values are seen as weak instruments (see Law, Lee & Singh 2018, for more elaborated arguments).

We use the two-step system GMM estimator which is asymptotically more efficient than the one-step estimator. The proliferation of instruments in a sample of small cross-section dimensions, as in the present study, may lead to biased standard errors. Therefore, we apply Windmeijer (2005) finite-sample correction to reported standard errors in the two-step estimation, to avoid standard errors being severely downward biased.

---

\(^8\) In the sample of 75 developed and developing countries, for the period 1996–2010, used by Law et al. (2018), the mean of the ratio of private sector credit to GDP is 72.9%.
TABLE 2: Descriptive statistics and correlation matrix.

| Variables | Growth | GDP₀ | DC | M3 | GCF | Inflation | IL | HC |
|-----------|--------|------|----|----|-----|-----------|----|----|
| Mean      | 0.91   | 1998.42 | 18.46 | 26.44 | 19.07 | 52.48 | 0.39 | 1.58 |
| Standard deviation | 3.94 | 2192.59 | 20.82 | 14.75 | 8.22 | 434.10 | 0.34 | 0.38 |
| Minimum   | -21.66 | 115.44 | 0.20 | 0.36 | 0.00 | -2.99 | 0.00 | 1.02 |
| Maximum   | 30.74  | 12139.54 | 150.47 | 100.35 | 53.77 | 6517.11 | 1.00 | 2.77 |
| Number of observations | 249 | 246 | 249 | 249 | 236 | 236 | 249 | 249 |

Correlation matrix

| Economic growth (%) | 1 | - | - | - | - | - | - | - |
| Initial GDP per capita (constant price in US$, 2010) | 0.01 | 1 | - | - | - | - | - | - |
| Domestic credit to private sector (% of GDP) | 0.06 | 0.48*** | 1 | - | - | - | - | - |
| Liquid liabilities (% of GDP) | 0.19*** | 0.38*** | 0.76*** | 1 | - | - | - | - |
| Gross capital formation (% of GDP) | 0.24*** | 0.32*** | 0.14*** | 0.21*** | 1 | - | - | - |
| Inflation rate (%) | -0.29*** | -0.03 | -0.07 | -0.05 | -0.12* | 1 | - | - |
| Index of political rights and civil liberties | 0.24*** | 0.22*** | 0.37*** | 0.46*** | 0.24*** | -0.11 | 1 | - |
| Human capital index | 0.18*** | 0.57*** | 0.42*** | 0.69*** | 0.38*** | -0.05 | 0.42*** | 1 |

Note: Countries: Angola, Burundi, Benin, Burkina Faso, Botswana, Central African Republic, Cote d’Ivoire, Cameroon, Democratic Republic of the Congo, Republic of the Congo, Gabon, Ghana, Gambia, Kenya, Liberia, Lesotho, Madagascar, Mali, Mozambique, Mauritania, Mauritius, Malawi, Namibia, Niger, Nigeria, Rwanda, Sudan, Senegal, Sierra Leone, Swaziland, Togo, Tanzania, Uganda, South Africa, Zambia and Zimbabwe.

GDP, gross domestic product; GCF, gross capital formation.

***, ** and * denote significance level at 1%, 5% and 10%.

TABLE 3: Two-step system-generalised method of moments estimations.

| Variable | Financial development, FD ≡ DC | Financial development, FD ≡ M3 |
|----------|-------------------------------|--------------------------------|
| Model 1DC | Model 2DC | Model 1M3 | Model 2M3 |
| Coefficient | Robust standard errors | Coefficient | Robust standard errors | Coefficient | Robust standard errors | Coefficient | Robust standard errors |
| Growth₀ | -0.1747*** | 0.0442 | -0.1925*** | 0.0396 | -0.1911*** | 0.0627 | -0.2209*** | 0.0358 |
| lnGDP | -5.3089*** | 1.9435 | -4.3681*** | 1.9280 | -5.0221*** | 1.6035 | -4.3261*** | 1.5755 |
| lnFD | 0.3267 | 0.8015 | 1.9384* | 1.1886 | -1.4640 | 1.6692 | 8.8831*** | 2.5605 |
| lnFD² | - | -0.5014 | 0.3071 | - | - | - | -1.7983*** | 0.4332 |
| lnGCF | 1.3151*** | 0.6348 | 0.9792* | 0.5571 | 1.3544*** | 0.5399 | 1.0691*** | 0.4821 |
| lnHC | 2.2209* | 1.2804 | 1.7749* | 0.9318 | 2.3783 | 1.5346 | 1.5834 | 1.0409 |
| lnIL | 0.0009* | 0.0005 | -0.0011* | 0.0005 | -0.0006 | 0.0004 | -0.0013*** | 0.0003 |
| AR2 (p-value) | 0.3527 | - | 0.2914 | - | - | 0.2056 | - | 0.1332 |
| Sargan test (p-value) | 0.5265 | - | 0.4290 | - | - | 0.7500 | - | 0.5451 |
| No. of countries | 35 | - | 35 | - | - | 35 | - | 35 |
| No. of observations | 194 | - | 194 | - | - | 194 | - | 194 |
| No. of instruments | 32 | - | 33 | - | - | 32 | - | 33 |
| Turning point | - | - | 6.9% | - | - | - | - | 11.8% |
| Lower bound slope | - | - | 3.5611*** | - | - | - | - | 12.5961*** |
| Upper bound slope | - | - | -3.0893*** | - | - | - | - | -7.6613*** |
| Overall U-test (p-value) | - | - | 4.44*** | - | - | - | - | 11.62*** |

Note: Time dummies were jointly significant and are not reported here to save space. Sargan test performed with non-robust standard errors. Dependent variable: Economic growth. Sample period: 1980–2015 (5-year average).

***, ** and * denote significance level at 1%, 5% and 10%.

growth, in line with the findings of Effiong (2015) and Ngongang (2015). However, the results of the estimation of a linear relationship are misleading when the true relationship between financial development and economic growth is non-linear, as we hypothesise it to be.

The estimation of Models 2DC and 2M3 show the existence of a non-linear relationship between both financial development indicators and economic growth. The results are in line with the hypothesis that finance delivers a positive impact on growth only up to a certain threshold and that too much finance becomes harmful. Effectively, the coefficients of the linear term of both financial development indicators are positive, while those of quadratic terms are negative (and statistically significant), suggesting the existence of an inverted U-shaped relationship between finance and growth. This relationship is validated by the Lind and Mehlum (2010) U-test in Table 3. Therefore, as many studies have demonstrated for the case of more developed and higher-income countries, our estimation suggests that the inverted U-shaped relationship between finance and growth also holds for low-income and less developed countries, but on a much lower threshold-level of financial development. According to our point estimate, domestic credit to private sector ratio (%GDP) becomes harmful to economic growth after a threshold level of 6.9%, while liquid liabilities (%GDP) become detrimental after
11.8%. These two values fall below the means for the two financial indicators reported in Table 2.

Figure 1 and Figure 2 present the graphical representations of Models 2DC and 2M3. They illustrate the inverted U-shaped profile between both indicators of financial development and economic growth and show that most observations fall in the descending part of the fitted lines. This suggests an oversized financial sector, even in countries where its relative dimension is, apparently, too small. Such counter-intuitive results may be the consequence of the confluence of many factors: (1) the financial sector’s drainage of the scarce ‘cream-skimming’ resources from productive sectors (e.g. Tobin 1994), (2) the dominance of consumption credit over investment credit (e.g. Hung 2009), (3) the low quality levels of political, legal and economic institutions (e.g. Slesman et al. 2019), (4) unbalanced growth in the financial and real estate (e.g. Ductor & Grechyna 2015) and (5) a financial structure where informal methods of saving and borrowing compete with the formal financial sector regarding financing high-growth small and medium firms (Demirgüç-Kunt & Klapper 2012).

Some other empirical studies also have found relatively low threshold levels of financial development: Samargandi et al. (2015) in a subsample of lower-middle income countries and Soedarmono et al. (2017) for Indonesia, using regional-level data, for instance. However, as for African countries, most panel data studies assume a linear finance-growth nexus with blurred evidence of the significance and signal of this relationship. While, for instance, Adusei (2013) and Ehigiamusoe and Lean (2018) find evidence of a significant and positive relationship between finance and growth, Ngongang (2015) find no statistical significance and Bist (2018) show that private credit has a positive and significant impact on economic growth for 9 out of 16 African countries, no significant impact on four countries and a negative impact on three countries. However, these results may lose relevance if the true finance-growth nexus is non-linear. Ibrahim and Alagidede (2018) add to this empirical literature by estimating a threshold model and allowing for a non-linear relationship between finance and growth. Based on data from 29 SSA countries over the period of 1980–2014, they find that financial development only has a significant and positive effect on growth after an initial financial development threshold-level, at odds with our results.

Concerning control variables, Table 3 shows that their coefficients have signs consistent with the theory and that they are statistically significant, except for human capital. As expected, more investment and better institutional quality improve economic growth, while a higher initial income and higher inflation lead to lower economic growth.

As for the diagnostic tests, the Sargan test does not reject the null hypothesis of over-identification restriction, suggesting that the instruments are valid. Furthermore, the serial correlation test fails to reject the null hypothesis of no second-order autocorrelation. Overall, both tests suggest that models are relatively well specified.

Robustness checks

In order to examine the sensitivity of the results, we carried out two robustness checks.

In the first one, additional explanatory variables are included, namely the ratio of government expenditure to GDP (\(\ln G\)) and trade openness (\(\ln \text{Open}\)). Table 4 presents estimation results of Models 3DC and 3M3, that include \(\ln G\) as an additional control variable, and Models 4DC and 4M3 that, instead, include \(\ln \text{Open}\). The coefficients of these two additional variables are not statistically significant and the results are qualitatively similar to the ones reported in Table 3.

As a second robustness check, we apply two different estimation methodologies.

---

10. Acaravci, Ozturk and Acaravci (2009) provide a comprehensive review of empirical literature on SSA.

11. Natural logarithm of the ratio of the general government expenditure to GDP (\(\ln G\)); natural logarithm of the ratio of exports plus imports to GDP (\(\ln \text{Open}\)). Both indicators were obtained from World Bank, World Development Indicators (WDI).
Following Soedarmono et al. (2017), we check the robustness of our results, running a static panel data model with GMM instrumental variables estimation. The estimation results presented in Table 1-A1, in Appendix 1, globally corroborate previous results of an inverted U-shaped relationship between financial development and economic growth.

Moreover, since our inverted U-shaped relationship result seemed incompatible with the results of Ibrahim and Alagidede (2018) of the existence of a threshold above (below) with which there is a positive and significant (non-significant) relationship between financial development and growth, we also applied a threshold estimation technique. However, Ibrahim and Alagidede estimate a static panel threshold model with annual data, while we control for endogeneity and purge business cycle frequencies from the data, estimating a dynamic panel threshold model with 5-year averaged data.

We follow the estimation procedure of Seo, Kim and Kim (2019) for a model with a kink in financial development. The threshold modelling strategy is becoming increasingly popular to search for non-linear relationships. As Law and Singh (2014) argue, the quadratic specification strategy imposes that the effect of finance on growth monotonically increases and decreases with the level of financial development. The threshold model, instead, allows for asymmetric behaviour with positive ranges of financial development. The threshold model reinforces our findings in the large sample and the alternative estimation method, but do not support Ibrahim and Alagidede’s (2018) results.

Table 2-A1, in Appendix 1, reports the results of the estimation of a dynamic threshold model using a GMM estimator, for a balanced sample of 23 SSA countries and for the period 1980–2015. Empirical findings show a hump-shaped relationship between financial development and economic growth: financial development has positive effects on growth only up to a threshold level of 17% of GDP for liquid liabilities, hurting growth if these threshold levels are surpassed. The threshold levels for financial development indicators acting as a regime switching trigger. However, the estimation of this model requires a strictly balanced panel sample and, as a consequence, our sample is reduced to 23 countries. Therefore, this robustness exercise just seeks to check if the use of a threshold estimation method supports evidence of the non-linear pattern as seen in Ibrahim and Alagidede’s (2018) results, rather than validate our results for the sample of 36 countries.
Conclusion

There is now significant empirical literature that documents the existence of a hump-shaped relationship between financial development and economic growth in developed and developing countries where the financial system is relatively developed.

In face of the recent expansion of the financial sectors of SSA countries, it may be the case that even underdeveloped financial systems can become relatively oversized. In other words, it is possible that an inverted U-shaped relationship between financial development and economic growth can also be verified in less developed and low-income countries, but on a much lower threshold-level of financial development compared to developed countries. We fill a gap in empirical literature by testing this hypothesis for a panel data in 36 SSA countries for the period 1980–2015.

Our empirical results suggest that more finance is not always better and may harm economic growth, even in countries with low levels of financial development. Moreover, most of the sample observations exceed the low threshold levels of financial development suggesting that further increase of the financial sector may hamper economic growth in SSA countries. Therefore, in terms of policy implications, policymakers should focus more on formulating and implementing policies that create a favourable environment for the private sector to grow with the availability of the required finance, rather than just increasing the size of the financial sector. Measures to strengthen the quality of finance and other growth-enhancing strategies, namely institutional quality and economic reforms, need to be undertaken.

Future research could shed more light on the non-linear relationship between finance and growth by examining more profoundly the role of mediating factors such as the quality of political institutions and by deconstructing the credit into consumption and investment credit. Investigating this non-linear relationship in the individual SSA countries may be also of interest.
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### Appendix 1

**TABLE 2-A1:** Dynamic panel threshold model estimations.

| Variable | Financial development, FD ≡ DC | Financial development, FD ≡ M3 |
|----------|-------------------------------|-------------------------------|
|          | Model 7DC                     | Model 7M3                     |
|          | Coefficient | Robust standard errors | Coefficient | Robust standard errors | Coefficient | Robust standard errors | Coefficient | Robust standard errors |
| Growth<sub>t-1</sub> | -0.163** | 0.0606 | -0.1139*** | 1.2346 | -5.6059*** | 1.3589 |
| lnGDP0  | -7.2356*** | 0.4375 | -7.9253*** | 0.9005 | 6.9515*** | 2.6325 |
| lnFD    | 1.8806*** | 0.3102 | 2.9177*** | 0.5350 | - | - |
| lnFD (kink slope) | -3.7911*** | 1.4429 | -5.2978*** | 0.6185 | - | - |
| lnGCF   | 0.3441 | 0.6416 | 0.1228 | 0.6324 | 0.3112 | 0.9005 | 0.1514 | 0.5485 |
| Inflation | -0.0006* | 0.0003 | -0.0087*** | 0.0004 | -0.0014** | 0.0006 | 0.0005 | 0.0004 |
| IL      | 3.8173*** | 1.0804 | 4.4035*** | 1.1362 | 4.1573*** | 1.4072 | 3.7591*** | 1.1964 |
| lnHC    | 0.8507 | 4.2723 | 2.2195 | 4.3066 | 1.5981 | 5.2880 | 2.9854 | 4.4475 |
| Cragg-Donald Wald F statistic | 20.8300 |  | 4.0960 |  | 3.2850 |  | 1.6920 |  |
| Hansen J statistic | 0.1300 |  | 0.5640 |  | 0.2150 |  | 1.8900 |  |
| No. of observations | 35 |  | 35 |  | 35 |  | 35 |  |
| Lower bound slope | - | 2.6106** | - | - | - | - | 10.8042*** | - |
| Upper bound slope | - | -3.1243 | - | - | - | - | - | 10.2155*** |
| Overall U-test (t-value) | - | 1.07 | - | - | - | - | 2.51*** | - |

Note: Time dummies were jointly significant and are not reported here to save space. Dependent variable: Economic growth. Sample period: 1980–2015 (5-year average).

### Table 3-A1: Generalised method of moments instrumental variables estimations.

| Variable | Financial development, FD ≡ DC | Financial development, FD ≡ M3 |
|----------|-------------------------------|-------------------------------|
|          | Model 5DC | Model 6DC | Model 5M3 | Model 6M3 |
|          | Coefficient | Robust standard errors | Coefficient | Robust standard errors | Coefficient | Robust standard errors | Coefficient | Robust standard errors |
| lnGDP0  | -6.5998*** | 1.3183 | -5.4440*** | 1.5398 | -6.1139*** | 1.2346 | -5.6059*** | 1.3589 |
| lnFD    | 0.2032 | 0.8809 | 1.2114* | 0.6720 | 3.7428 | 2.7086 | 6.9515*** | 2.6325 |
| lnGCF   | 0.3441 | 0.6416 | 0.1228 | 0.6324 | 0.3112 | 0.9005 | 0.1514 | 0.5485 |
| lnFD²   | - | - | -0.4324 | - | - | - | - | - |
| lnGCF²  | - | - | -0.1228 | - | - | - | - | - |
| Inflation | -0.0006* | 0.0003 | -0.0087*** | 0.0004 | -0.0014** | 0.0006 | 0.0005 | 0.0004 |
| IL      | 3.8173*** | 1.0804 | 4.4035*** | 1.1362 | 4.1573*** | 1.4072 | 3.7591*** | 1.1964 |
| lnHC    | 0.8507 | 4.2723 | 2.2195 | 4.3066 | 1.5981 | 5.2880 | 2.9854 | 4.4475 |
| Cragg-Donald Wald F statistic | 20.8300 |  | 4.0960 |  | 3.2850 |  | 1.6920 |  |
| Hansen J statistic | 0.1300 |  | 0.5640 |  | 0.2150 |  | 1.8900 |  |
| No. of countries | 35 |  | 35 |  | 35 |  | 35 |  |
| No. of observations | 159 |  | 159 |  | 159 |  | 159 |  |
| Turning point | - | - | 4.1% | - | - | - | - | 6.4% |
| Lower bound slope | - | - | 2.6106** | - | - | - | - | 10.8042*** |
| Upper bound slope | - | - | -3.1243 | - | - | - | - | -10.2155*** |
| Overall U-test (t-value) | - | - | 1.07 | - | - | - | - | 2.51*** |

Note: Time dummies were jointly significant and are not reported here to save space. Dependent variable: Economic growth. Sample period: 1980–2015 (5-year average).

***, ** and * denote significance level at 1%, 5% and 10%. 

**Note:** Dependent variable: Economic growth. Sample period: 1980–2015 (5-year average).