Cosmological constraints on dark matter annihilation and decay: Cross-correlation analysis of the extragalactic $\gamma$-ray background and cosmic shear
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We derive constraints on dark matter (DM) annihilation cross section and decay lifetime from cross-correlation analyses of the data from Fermi-LAT and weak lensing surveys that cover a wide area of $\sim 660$ squared degrees in total. We improve upon our previous analyses by using an updated extragalactic $\gamma$-ray background data reprocessed with the Fermi Pass 8 pipeline, and by using well-calibrated shape measurements of about twelve million galaxies in the Canada-France-Hawaii Lensing Survey (CFHTLenS) and Red-Cluster-Sequence Lensing Survey (RCSLenS). We generate a large set of full-sky mock catalogs from cosmological $N$-body simulations and use them to estimate statistical errors accurately. The measured cross correlation is consistent with null detection, which is then used to place strong cosmological constraints on annihilating and decaying DM. For leptophilic DM, the constraints are improved by a factor of $\sim 100$ in the mass range of $O(1)$ TeV when including contributions from secondary $\gamma$ rays due to the inverse-Compton upscattering of background photons. Annihilation cross-sections of $<\sigma v>\sim 10^{-23}$ cm$^3$/s are excluded for TeV-scale DM depending on channel. Lifetimes of $\sim 10^{25}$ sec are also excluded for the decaying TeV-scale DM. Finally, we apply this analysis to wino DM and exclude the wino mass around 200 GeV. These constraints will be further tightened, and all the interesting wino DM parameter region can be tested, by using data from future wide-field cosmology surveys.

I. INTRODUCTION

An array of astronomical observations over a wide range of redshifts and length scales consistently support the existence of cosmic dark matter (DM). Recent observations include the statistical analysis of the cosmic microwave background (CMB) anisotropies (e.g., Refs [1, 2]), spatial clustering of galaxies (e.g., Ref. [3]), galaxy rotation curves (e.g., Ref. [4]), and direct mapping of matter distribution through gravitational lensing (e.g., Ref. [5]).

Gravitational lensing is a direct and most promising probe of the matter density distribution in the Universe. A foreground gravitational field causes small distortions of the images of distant background galaxies. The small distortions contain, collectively, rich information on the foreground matter distribution and its growth over cosmic time. In the past decades, the coherent lensing effect between galaxy pairs with angular separation of $\sim$ degree has been successfully detected in wide-area surveys (e.g., Refs [6-8]). Most importantly, the large angular scale signals, called cosmic shear, probe the matter distribution in an unbiased manner. However, cosmic shear alone does not provide, by definition, any information on possible electro-magnetic signatures from DM, and thus it cannot be used to probe the particle properties of DM such as annihilation cross-section and decay lifetime.

The extragalactic $\gamma$-ray background is thought to be a potential probe of DM, if DM annihilates or decays to produce high-energy photons. Weakly-interacting massive particles (WIMPs) are promising DM candidates that can naturally explain the observed abundance of cosmic DM if the WIMP mass ranges from 10 GeV to 10 TeV and the self-annihilation occurs around the weak-interaction scale [9]. Dark matter decay lifetime remains largely unknown, and, in fact, there are not strong cosmological and astrophysical evidences for stable DM; the possibility of very long-lived particles with a lifetime longer than the age of the Universe of 13.8 Gyr remains viable. DM annihilation or decay produces a variety of cascade products and thus leaves characteristic...
imprints in, for example, the cosmic $\gamma$-ray background. The isotropic $\gamma$-ray background (IGRB) is a promising target to search for DM annihilation or decay [10]. Although the mean IGRB intensity can be explained by (extrapolating) unresolved astrophysical sources (e.g., [11]), there remains substantial uncertainties and thus there is room for contribution from other unknown sources. The anisotropies in the diffuse $\gamma$-ray background should in principle contain rich information about DM contributions at small and large length scales (e.g., see Ref. [12] for review).

It has been proposed that the cross-correlation of the IGRB with large-scale structure provides a novel probe of the microscopic properties of DM [13–17]. Positive correlations with actual galaxy survey data [18] have been reported, and implications for the nature of DM have been discussed [19].

In this paper, we search indirect DM signals through cross-correlation of the IGRB and cosmic shear. We improve the cross-correlation measurement over our previous analysis [20] by using the latest $\gamma$-ray data taken from the Fermi-LAT and two publicly available galaxy catalogs, the Canada-France-Hawaii Lensing Survey (CFHTLenS) and the Red-Cluster-Sequence Lensing Survey (RCSLenS), that provide with precise galaxy shape measurement. We apply a set of Galactic $\gamma$-ray emission models to characterize the foreground emission from our own Galaxy, and also utilize full-sky simulations of cosmic shear to construct realistic mock galaxy catalogues specifically for CFHTLenS and RCSLenS. In order to make the best use of the cross-correlation signals over a wide range of angular separations, we calculate the statistical uncertainties associated with the intrinsic galaxy shapes, the Poisson photon noise, and the sample variance of cosmic shear. To this end, we make use of our large mock catalogues in a manner closely following the actual observations. The methodology presented in this paper is readily applicable to cross-correlation analyses of the IGRB and cosmic shear with ongoing and future surveys, such as the Hyper-Suprime Cam, the Dark Energy Survey, the Large Synoptic Survey Telescope, and the Cherenkov Telescope Array.

The rest of the paper is organized as follows. In Section II, we summarize the basics of the two observables of interest: IGRB and cosmic shear. We also present a theoretical model of the cross-correlation of the IGRB and cosmic shear in annihilating or decaying DM scenarios. In Section III we describe the $\gamma$-ray data and the galaxy imaging survey for shape measurement. The details of the cross-correlation analysis are provided in Section IV. In Section V, we show the result of our cross-correlation analysis, and derive constraints on particle DM. Concluding remarks and discussions are given in Section VI. Throughout the paper, we adopt the standard $\Lambda$CDM model with the following parameters; matter density $\Omega_\text{m} = 0.279$, dark energy density $\Omega_\Lambda = 0.721$, the density fluctuation amplitude $\sigma_8 = 0.823$, the parameter of the equation of state of dark energy $w_0 = -1$, Hubble parameter $h = 0.700$ and the scalar spectral index $n_s = 0.972$. These parameters are consistent with the WMAP nine-year results [11].

II. A MODEL OF DARK MATTER

A. Extragalactic probe

We consider two observables to probe dark matter properties: the IGRB and cosmic shear. The former may contain $\gamma$ rays from DM annihilation/decay located outside of our galaxy, while the latter provides unbiased information of the DM mass distribution in the Universe.

**Isotropic $\gamma$-ray background**

The IGRB intensity $I_{\gamma}$ is defined by the number of photons per unit energy, area, time, and solid angle,

$$E_{\gamma} I_{\gamma} = \frac{c}{4 \pi} \int \frac{d\sigma}{dE_{\gamma}} \frac{P_\gamma(E_{\gamma}, z)}{H(z)(1+z)^2} e^{-\tau(E_{\gamma}, z)},$$

where $E_{\gamma}$ is the observed $\gamma$-ray energy, $E' = (1+z)E_{\gamma}$ is the energy of the $\gamma$ ray at redshift $z$, $H(z) = H_0(1+z)^{\frac{1}{2}} + \Omega_\Lambda^{1/2}$ is the Hubble parameter in a flat Universe, and the exponential factor in the integral takes into account the effect of $\gamma$-ray attenuation during propagation owing to pair creation on diffuse extragalactic photons. For the $\gamma$-ray optical depth $\tau(E_{\gamma}, z)$, we adopt the model in Ref. [21]. In Eq. (1), $P_\gamma$ represents the volume emissivity (i.e., the photon energy emitted per unit volume, time, and energy range), which is given by

$$P_\gamma(E_{\gamma}, z) = E_{\gamma} S_{\gamma}(E_{\gamma}, z) F_{\gamma}(r, z),$$

where $S_{\gamma}$ is a $\gamma$-ray source function and $F_{\gamma}$ represents the relevant density field of $\gamma$-ray sources.

Here we consider two particle properties of DM, annihilation and decay. For annihilating DM, the two functions $S_{\gamma}$ and $F_{\gamma}$ are given by

$$S_{\gamma}(E_{\gamma}, z) = \frac{\langle \sigma v \rangle}{2m_{\gamma}^2} \left( \frac{dN_{\gamma,a}}{dE_{\gamma}} + Q_{\gamma IC}(E_{\gamma}, z) \right),$$

$$F_{\gamma}(r, z) = |\rho_{\gamma}(r, z)|^2,$$

where $dN_{\gamma,a}/dE_{\gamma}$ is the $\gamma$-ray spectrum per annihilation, $Q_{\gamma IC}$ describes the $\gamma$-ray energy distribution through the inverse-Compton (IC) scattering between $e^\pm$ produced by annihilation and background photons, $\langle \sigma v \rangle$ is the annihilation cross section times the relative velocity averaged with the velocity distribution function, and $m_{\gamma}$ is the DM particle mass. For decaying dark matter,

$$S_{\gamma}(E_{\gamma}, z) = \frac{\Gamma_d m_{\gamma}^2}{m_{\gamma}^2} \left( \frac{dN_{\gamma,d}}{dE_{\gamma}} + Q_{\gamma IC}(E_{\gamma}, z) \right),$$

$$F_{\gamma}(r, z) = |\rho_{\gamma}(r, z)|^2,$$
where \( \frac{dN_{\gamma,d}}{dE_{\gamma}} \) is the \( \gamma \)-ray spectrum per decay, \( Q_{\text{IC,d}} \) is the contribution from the inverse-Compton scattering of decay products \( e^\pm \), and \( \Gamma_d \) is the decay rate.

We assume that the IGRB intensity is measured in the energy range \( E_{\gamma,\text{min}} \) to \( E_{\gamma,\text{max}} \) along a given angular direction \( \hat{n} \). The DM contribution in Eq. (1) is given by

\[
I_{\gamma}(\hat{n}) = \int d\chi \ W_{\text{dm}}(\chi) F_{\text{dm}}(\chi \hat{n}, z(\chi)),
\]

(7)

\[
W_{\text{dm}}(\chi) = \int_{E_{\gamma,\text{min}}}^{E_{\gamma,\text{max}}} \frac{dE_{\gamma}}{4\pi} S_{\text{dm}}(E'_{\gamma}, z(\chi)) e^{-\tau(E'_{\gamma}, z(\chi))},
\]

(8)

where \( \chi(z) \) is the comoving distance. Throughout this paper, we set \( E_{\gamma,\text{min}} = 1 \text{ GeV} \) and \( E_{\gamma,\text{max}} = 500 \text{ GeV} \), respectively.

\textbf{Cosmic shear}

Images of distant galaxies are distorted by the weak lensing effect due to foreground matter distributions. The weak lensing effect is commonly characterized by the following two-dimensional matrix:

\[
A_{ij} = \frac{\partial \beta^j}{\partial \theta^i} = \begin{pmatrix} 1 - \kappa - \gamma_1 & -\gamma_2 \\ -\gamma_2 & 1 - \kappa + \gamma_1 \end{pmatrix},
\]

(9)

where \( \kappa \) is the convergence, \( \gamma \) is shear, and \( \theta \) and \( \beta \) represent the observed position and the true position of a source object, respectively.

When considering the metric perturbation in the Newtonian gauge, one finds that each component of \( A_{ij} \) can be related to the second derivative of the gravitational potential \cite{22}. Since the gravitational potential can be related to the matter density through the Poisson equation, the convergence field is expressed as

\[
\kappa(\hat{n}) = \int d\chi W_{\kappa}(\chi) \delta(\chi \hat{n}, \chi(z)),
\]

(10)

where \( \delta \) is the matter overdensity field. The weight \( W_{\kappa} \) in Eq. (10) is given by

\[
W_{\kappa}(\chi) = \frac{3}{2} \left( \frac{H_0}{c} \right)^2 \Omega_{\text{m0}}(1 + z(\chi)) f_K(\chi) \\
\times \int_{\chi_H}^{\infty} d\chi' \ p(\chi') \frac{f_K(\chi' - \chi)}{f_K(\chi')},
\]

(11)

where \( \chi_H \) is the comoving distance to the horizon, \( f_K(\chi) \) is the comoving angular diameter distance, and \( p(\chi) \) represents the source distribution normalized to \( \int d\chi p(\chi) = 1 \).

\textbf{B. Microscopic processes}

DM annihilation or decay generally yields a mixture of various final states depending upon the particle interaction model. We consider three benchmark models with 100% branching ratios to \( \mu^+ \mu^- \), \( \tau^+ \tau^- \), and \( bb \) final states; in Section \textbf{V B} we also explore a specific model of wino DM. We use the \texttt{PPPC4DMID} package \cite{23} to estimate the primary \( \gamma \)-ray energy spectrum. For \( \tau^+ \tau^- \) and \( bb \) final states, hadronic production of neutral pions are kinematically allowed and the \( \gamma \)-ray spectra \( dN_{\gamma,a}/dE_{\gamma} \) are dominated by the decay of neutral pions. For decaying DM with particle mass of \( m_{\text{dm}} \), we model the \( \gamma \)-ray spectrum per decay \( (dN_{\gamma,d}/dE_{\gamma}) \) using the \( \gamma \)-ray spectrum from annihilation \( (dN_{\gamma,a}/dE_{\gamma}) \) except with a particle mass of \( m_{\text{dm}}/2 \). These are primary \( \gamma \)-ray emissions, to be distinguished from secondary emission that results from interactions of the annihilation products with the environment.

An example of a relevant secondary emission is the inverse-Compton \( \gamma \)-rays that are up-scattered background photons off of the high energy \( e^\pm \) produced through annihilation or decay or subsequent interactions. We follow Refs. \cite{24} \cite{25} to calculate the inverse-Compton contributions from up-scattered photons, i.e., \( Q_{\text{IC,a}} \) in Eq. (3) and \( Q_{\text{IC,d}} \) in Eq. (5). The energy spectrum of the inverse-Compton \( \gamma \)-rays can be expressed as \cite{24} \cite{26}

\[
Q_{\text{IC,a}}(E_{\gamma}, z) = c \int dE_e dE_{\text{BG}} (1 + z) \frac{d\sigma_{\text{IC}}}{dE_{\gamma}}(E'_{\gamma}, E_e, E_{\text{BG}}) \times f_{\text{BG}}(E_{\text{BG}}, z) Y_{e,i}(E_e),
\]

(12)

where \( i = a \) or \( d \) for annihilation and decay, respectively. Here, \( E_e \) and \( E_{\text{BG}} \) represent the energy of \( e^\pm \) and the background photons, \( f_{\text{BG}} \) is the energy spectrum of the background photon field, \( d\sigma_{\text{IC}}/dE_{\gamma} \) is the differential cross section of the inverse-Compton scattering, and \( b_{\text{IC}} \) is the energy loss rate of \( e^\pm \). In Eq. (12), \( Y_{e,i}(E_e) \) is defined by

\[
Y_{e,i}(E_e) = \int_{E_e}^{\infty} dE \left( \frac{dN_{e^+ + i}}{dE} + \frac{dN_{e^- + i}}{dE} \right),
\]

(13)

where \( dN_{e^+ + i}/dE \) is the energy distribution of \( e^\pm \) produced by DM annihilation \((i = a)\) or decay \((i = d)\). We consider the CMB as the background photons and ignore the extragalactic background light (EBL) with other wavelengths. Ref. \cite{25} has shown that the EBL would only have a \( \sim 5\% \) contribution to the energy loss rate of \( e^\pm \) at \( z = 0 \), and even less at higher \( z \). In order to calculate the energy spectrum of inverse-Compton \( \gamma \)-rays, we need the energy distribution of \( e^\pm \) in annihilation/decays, which we calculate using \texttt{PPPC4DMID} \cite{23} for each of our adopted final states.

For CMB, the integrand of Eq. (12) has a maximum at \( E_{\text{BG}} \sim 10^{-3} \text{ eV} \) and \( E_e/E'_{\gamma} \sim 200 - 300 \) for \( E'_{\gamma} = 1 \text{ GeV} \). Hence heavy DM with mass \( m_{\text{dm}} \gtrsim 200 - 300 \text{ GeV} \) would be needed for prominent secondary \( \gamma \)-ray emissions, because the integrand is proportional to the cumulative number of \( e^\pm \) given by Eq. (13). For \( E'_{\gamma} = 0.1 \text{ GeV} \), we find the maximum in the integrand of Eq. (12) to be at \( E_{\text{BG}} \sim 10^{-3} \text{ eV} \), and thus \( E_e/E'_{\gamma} \sim 1000 \), suggesting that DM with mass of \( m_{\text{dm}} \sim 100 \text{ GeV} \) yields
a larger secondary contribution than the primary one at \( E' = 0.1 \) GeV. Therefore, setting a low energy cut in \( \gamma \)-ray analysis would be important to efficiently search for cross-correlation signals from DM annihilation or decay with \( m_{\text{DM}} \sim O(100) \) GeV. In practice, we use the \( \gamma \) rays with \( E_\gamma \geq 1 \) GeV in our analyses, because the smearing effect of Fermi’s point spread function (PSF) on cross-correlation analysis is significant in the range of \( E_\gamma \lesssim 1 \) GeV at present.

### C. Cross-correlation statistics

Using Eqs. (7) and (10), with the Limber approximation [27], we can calculate the angular cross-power spectrum of the convergence field and extragalactic \( \gamma \) rays emitted through DM annihilation/decay as,

\[
C_{\kappa,\text{IGRB}}(\ell) = \int \frac{d\chi}{f_K(\chi)^2} W_{\text{dm}}(\chi) W_{\kappa}(\chi) \times P_{\delta,F}(k = \ell + 1/2, \chi, z),
\]

where \( P_{\delta,F}(k, z) \) represents the three-dimensional power spectrum between two fields of \( \delta \) and \( F_{\text{dm}} \) as a function of wave number \( k \) and redshift \( z \).

In practice, a more direct observable is the two-point cross-correlation function of the tangential shear \( \gamma_t(\hat{n}) \) and \( \gamma \)-ray intensity [20]. The two-point cross-correlation function \( \xi(\theta) \) can be calculated from the angular power spectrum by the following equation:

\[
\xi(\theta) = \int \frac{d\ell}{2\pi} C_{\kappa,\text{IGRB}}(\ell) J_2(\ell),
\]

where \( J_2(x) \) represents the second-order Bessel function [28, 29]. Furthermore, the smearing effect of Fermi’s PSF on \( \xi \) would be relevant to the \( \gamma \)-ray statistics on small angular scales. Thus, we apply the same framework to take into account the PSF effect, as in Ref. [20].

For annihilation, \( P_{\delta,F}(k, z) \) in Eq. (14) is equivalent to \( \bar{\rho}_{\text{dm}}^2(z) P_{\delta,\beta}(k, z) \) where \( \bar{\rho}_{\text{dm}} \) is the mean DM density at redshift \( z \) and \( P_{\delta,\beta}(k, z) \) represents the cross power spectrum of matter overdensity and its squared. We adopt the halo model approach to predict \( P_{\delta,\beta}(k, z) \) as in Ref. [20]. In the framework of the halo model [30], \( P_{\delta,\beta}(k, z) \) can be expressed as a sum of two terms, called the one-halo and two-halo term, respectively. The former represents the two-point correlation within a given DM halo, and the latter corresponds to the clustering of DM halos. In the halo-model calculation, we adopt the model of halo mass function and linear halo bias as in Refs. [31, 32], and assume the NFW density profile [33] with concentrations as given in Ref. [34]. For the boost factor \( b_{\text{sh}} \) that describes the effective increase of the amplitude of the DM density clumping, we consider two phenomenological models by Refs. [35, 36]. In one model, subhalo properties are scaled as power-laws and extrapolated many orders of magnitudes to the smallest subhalos \( (10^{-6} M_\odot) \) [35]. This procedure yields a large boost factor, but it is rather uncertain whether the extrapolation remains valid to such small halos. We thus test another model as an optimistic scenario, where the halo concentration is given by a relation that flattens at small halo masses, yielding a smaller boost factor [36]. We regard the latter model as a conservative case, because the concentration-mass relation is derived from field halos rather than subhalos. For a given mass, a subhalo is expected to be more concentrated than a field halo, and hence the boost factor in the latter model remains modest. Ref. [37] estimates that the net effect is a factor of 2–5 increase in \( b_{\text{sh}} \) of Ref. [36].

Fig. 1 shows our benchmark model of \( \xi(\theta) \). Here, we consider two representative channels \((b\bar{b} \text{ and } \tau^+\tau^-)\) for a 100 GeV DM, and only show the primary \( \gamma \)-ray contribution. The top panel shows the case of annihilating DM with a thermal cross section \( \sigma v = 3 \times 10^{-26} \text{ cm}^3/\text{s} \). We also show the model uncertainty originating from the choice of the boost factor. The expected correlation for each channel lies in the shaded region in the top panel. The uncertainty of the boost factor causes an uncertainty in \( \xi(\theta) \) of a factor of \( \sim 10 \) for annihilating DM. Our model predicts that the contribution from inside a single DM halo (i.e., arising from subhalos) dominate on scale of \( \lesssim 30 \) arcmin, while the clustering of DM halos induce significant correlations at \( \gtrsim 1 \) deg.

For decaying DM, \( P_{\delta,F}(k, z) \) in Eq. (14) is given by \( \bar{\rho}_{\text{dm}}(z) P_{\delta}(k, z) \), where \( P_{\delta}(k, z) \) is the three-dimensional power spectrum of the matter overdensity. The power spectrum \( P_{\delta}(k, z) \) has been calibrated with a set of N-body simulations over a wide range of \( k \) and \( z \) for cosmological analyses. We adopt a fitting formula of \( P_{\delta}(k, z) \) that reproduces the non-linear effects on two-point statistics at \( \gtrsim 1 \) Mpc scales, consistently with the result of cosmological N-body simulations [39]. For comparison, we also calculate the cross-correlation adopting linear matter power spectrum.

The bottom panel of Fig. 1 shows the case of decaying DM with decay rate of \( \Gamma_D = 3.3 \times 10^{-28} \text{ s}^{-1} \). There, the solid lines represent the model with non-linear power spectrum \( P_{\delta} \), while the dashed lines are with linear \( P_{\delta} \). We find that the non-linear gravitational growth enhances the signal at \( \lesssim 30 \) arcmin scales by a factor of a few. The linear approximation is valid only at scales larger than a few degrees.

We next consider the effect of secondary \( \gamma \) rays on our cross-correlation statistics \( \xi \). Fig. 2 summarizes the contributions for a 1 TeV dark matter decaying into \( \mu^+\mu^- \) final states. The red line shows the correlation signals originating from primary \( \gamma \) rays, while the blue line is for the secondary contribution produced by the inverse-Compton scattering of CMB photons by the decay products \( e^\pm \). As shown in Fig. 2, the secondary \( \gamma \) rays dominate the cross-correlation statistics when large amounts of energetic leptons are generated, as in the case of heavy DM particles with 1–10 TeV masses annihilating/decaying in leptonic channels. The different angular dependence between the red and blue lines originates
FIG. 1. We plot the model IGRB-cosmic shear cross-correlation as a function of angle separation. We assume a DM particle mass of 100 GeV and ignore secondary γ rays in this figure. The different colors represent different channels: $b\bar{b}$ (cyan) and $\tau^+\tau^-$ channel (gray). Top: DM annihilation with the canonical cross section of $\langle \sigma v \rangle = 3 \times 10^{-26}$ cm$^3$/s. For each colored line, the shaded band indicates our conservative estimate of the theoretical uncertainty caused by the subhalo boost factor model. The solid line shows the total correlation function while the dashed line represents the so-called one-halo term (see text). Bottom: DM decay with decay rate of $3.3 \times 10^{-28}$ s$^{-1}$ for the $\mu^+\mu^-$ model. The solid line shows the correlation function with proper modeling of non-linear gravitational growth, while the dashed line represents the expected signal with linear growth of density perturbations. Note that we assume the source galaxy distribution of Ref. [7] and the γ-ray PSF as in Ref. [38].

from the energy dependence of the γ-ray PSF. The primary γ rays have a dominant contribution to the IGRB intensity for $E_\gamma > 100$ GeV, while the secondary mainly contributes to observed photon counts with lower energies of $E_\gamma \sim 1$ GeV [25]. Since the size of the γ-ray PSF is smaller for higher energy photons, the secondary contribution tends to be affected more by the PSF smoothing than the primary contribution.

FIG. 2. The contributions from primary and secondary γ rays to the cross-correlation function. Shown are the correlation expected from DM decay. We assume a DM particle mass of 1 TeV and a decay rate of $3.3 \times 10^{-28}$ s$^{-1}$ for the $\mu^+\mu^-$ model. The red dashed line shows the contribution from primary γ rays, while the blue shows secondary γ rays induced by the inverse-Compton upscattering of CMB photons by the decay products $e^\pm$. The solid line is the sum of the primary and secondary contributions.

III. DATA

A. Fermi-LAT Data Selection and Methodology

The Fermi-LAT detects γ-ray photons in the energy range 20 MeV to over 300 GeV [39]. In operation since August 2008, this telescope makes all sky observations every ~3 hours, making it an excellent tool to investigate diffuse γ-ray background photons. The LAT instrument is described in detail in Ref. [38].

The analysis presented here was carried out with ~7 years of observations from August 4, 2008–September 4, 2015 of the recently released Pass 8 data. For each CFHTLens and RCSLens patch, we selected events within a squared region of $14^\circ \times 14^\circ$ (around their respective centroids) with energies greater than 1 GeV, and using combined Front and Back events. At low energies the angular resolution of the LAT is poor and source confusion could introduce a bias in the analysis, the chosen low energy limit is a compromise between sensitivity and statistics.

Events and instrument response functions (IRFs) for the lowest-residual Cosmic Ray (CR) background “ULTRACLEANVETO” [40] from the Pass 8 were used. The zenith angles were chosen to be smaller than 100$^\circ$ to reduce contamination from the Earth limb. Time intervals when the rocking angle was more than 52$^\circ$ and
FIG. 3. Residual IGRB counts for energies $> 1$ GeV in the lensing survey regions. The isotropic components are calculated by subtracting the best-fit foreground model to the raw photon counts in each ROI (see text). All maps comprise an area of $14^\circ \times 14^\circ$ and have been passed through a Gaussian filter of $0.3^\circ$.

when the Fermi satellite was within the South Atlantic Anomaly were also excluded.
In order to determine the IGRB photons in all of the CFHTLenS and RCSLenS region of interest (ROI) we performed a maximum-likelihood fit [41] with the pylLikelihood analysis tool [42]. The energy binning was set to 24 logarithmic evenly spaced bins and the Fermi Science Tools [43] v10r0p5 was used.

In the fit we employed all 3FGL [41] γ-ray point-sources present in each ROI plus the standard diffuse Galactic background (DGB) gill_iem_v06.fits and the isotropic-extra-galactic background model iso_P8R2_ULTRACLEANVETO_V6_v06.txt. In addition, we included specialized templates for the Sun and Moon in our fits. These account for diffuse γ-ray photons resulting from CR interactions with the solar radiation field, solar atmosphere, and the lunar lithosphere. The Sun and Moon templates were constructed by making use of the tool gtsuntemp as explained in the Cicerone [44].

The normalization and spectral index of all the γ-ray point sources that fell within 10° of the center of each patch were left free in the fit while all the spectral parameters of sources which were within 5° of the ROI perimeter were fixed to their catalog values [41]. We also varied the normalizations corresponding to the isotropic and DGB components but kept the Sun and Moon fluxes fixed to their nominal values. Convergence was reached iteratively by following a relaxation method that has proven to be successful in a region with a high density of γ-ray point sources and large parameter degeneracies [45, 46]. Lastly, the extragalactic diffuse photons were obtained by subtracting the best-fit foreground emission model from the raw counts maps. A mosaic with the resulting IGRB residual images is shown in Fig. 5.

B. CFHTLenS and RCSLenS

We use the cosmic shear data from the Canada-France-Hawaii Telescope Lensing Survey (CFHTLenS) [47] and the Red Cluster Sequence Lensing Survey (RCSLenS) [48]. Table 1 summarizes the number of source galaxies and the effective survey area for each subregion used in the present paper.

| Survey   | Name of patch | Ngal | Effective area (deg²) |
|----------|---------------|------|-----------------------|
| CFHTLenS |               |      |                       |
| W1       | 2,570,270     | 63.6 |
| W3       | 1,649,718     | 41.5 |
| W4       | 770,356       | 21.2 |
| RCSLenS  |               |      |                       |
| W2       |               | 13.4 |
| W3       |               | 27.6 |
| W4       |               | 21.2 |
| TOTAL    |               | 661.0 |

Table 1. Summary of lensing data used in this paper. Ngal represents the number of source galaxies used in our cross-correlation measurement, and the last column shows the effective survey area evaluated in Ref. [49]. Note that the W2 field in CFHTLenS and CDE1514 field in RCSLenS are discarded due to a conservative mask on the γ-ray data of |b| < 30 deg about the Galactic plane.

CFHTLenS

CFHTLenS is a 154 square degree multi-color optical survey in five optical bands u, g, r, i, z. CFHTLenS is optimized for weak lensing analysis with a full multi-color depth of i'_{AB} = 24.7 with optimal sub-arcsec seeing conditions. The survey consists of four separated regions called W1, W2, W3, and W4, with an area of ~ 72, 30, 50, and 25 square degrees, respectively.

In CFHTLenS, catalog construction mainly consists of the following three processes: photometric redshift measurement [50], weak lensing data processing with THELI [51], and shear measurement with lensfit [52]. A detailed systematic error study of the shear measurements in combination with the photometric redshifts is presented in Ref. [47] and additional error analyses of the photometric redshift measurements are presented in Ref. [53].

The ellipticities of the source galaxies in the data have been calculated using the lensfit algorithm. lensfit performs a Bayesian model fitting to the imaging data by varying a galaxy’s ellipticity and size, and by marginalizing over the centroid position. It adopts a forward convolution process that convolves the galaxy model with the PSF to estimate the posterior probability of the model given the data. For each galaxy, the ellipticity ε is estimated as the mean likelihood of the model posterior probability after marginalizing over galaxy size, centroid position, and bulge fraction. An inverse variance weight w is given by the variance of the ellipticity likelihood surface and the variance of the ellipticity distribution of the galaxy population (see Ref. [52] for further details).

The photometric redshifts z_p are estimated by the BPZ code [54]. The true redshift distribution of sources is well described by the sum of the probability distribution functions (PDFs) estimated from BPZ [53]. The galaxy-galaxy-lensing redshift scaling analysis confirms that contamination is not significant for galaxies selected at 0.2 < z_p < 1.3 [47]. In this redshift range, the weighted median redshift is ~ 0.7 and the effective weighted num-
ber density $n_{\text{eff}}$ is 11 per square arcmins. We have used the source galaxies with $0.2 < z_p < 1.3$ to measure the cross-correlation of cosmic shear and IGRB.

To make a reliable lensing measurement, we use the following criteria of source galaxies in addition to the selection of redshift. First, we discard galaxies that have the flag $\text{MASK} > 1$, indicating masked objects. We use the galaxies that have ellipticity weight $w > 0$, and the ellipticity fitting flag $\text{fitclass} = 0$, which indicates that the shape is reliably estimated.

\textit{RCSLenS}

RCSLenS fully utilizes multi-band imaging data taken by the Red-sequence Cluster Survey 2 (RCS2) [52]. RCS2 is a 785 square degree multi-color imaging survey with sub-arcsecond seeing in four bands to a depth of $\sim 24.3$ mag in the $r$-band and originally designed to optically select a very large sample of galaxy clusters over a wide redshift range. RCSLenS re-analyzes the imaging data in RCS2 with a dedicated weak lensing pipeline examined in the CFHTLenS survey. RCSLenS consists of 14 separate regions with varying survey area between $\sim 36 - 100$ square degrees.

The lensing data in RCSLenS is obtained by re-analysis of RCS2 imaging data with THELI and lensfit, as in CFHTLenS. The effective source number density in RCSLenS is $\sim 5.5$ per square arcmins. The photometric redshift estimates by BPZ are only derived for pointings with four-color information, corresponding to about two-thirds of the survey area. Ref. [49] has estimated the underlying source redshift distribution by using the CFHTLenS sample incorporated with near-IR and GALEX near-UV data. This new photometric sample, called CFHTLenS-VIPERS, is calibrated against 60,000 spectroscopic redshifts [53]. The source redshift distribution in RCSLenS then has been constructed with stacking of the photometric redshift PDF over the CFHTLenS-VIPERS galaxies that pass the same RCSLenS selection criteria. The resulting redshift distribution can be fitted by the sum of exponential functions with nine free parameters and the median redshift is found to be $\sim 0.5$. The detailed function form and best-fitted parameters are summarized in Ref. [49].

For the RCSLenS, we perform the same selection of source galaxies as in the case of CFHTLenS; removal with $\text{MASK} > 1$ and selection with $w > 0$ and $\text{fitclass} = 0$. In addition, we adopt the selection in $r$-band magnitude of $18 < r < 24$, as in Ref. [49].

\section{IV. CROSS CORRELATION}

\subsection{A. Measurement}

In order to detect the cross-correlation signal of IGRB and cosmic shear, we introduce the following estimator [20],

$$\xi_{\text{IGRB}-\text{WL}}(\theta) = \frac{\sum_i I_{\gamma,i}^\text{obs}(\phi_i) w_i \epsilon_{t,j}(\phi_i + \theta_j)}{(1 + K(\theta)) \sum_j w_j},$$

where $I_{\gamma,i}^\text{obs}(\phi_i)$ is the observed IGRB intensity in pixel $i$ of the $\gamma$-ray map, $w_i$ is the weight related to the shape measurement, and $\epsilon_{t,j}(\phi_i + \theta_j)$ is the tangential component of the $j$-th galaxy’s ellipticity, defined by

$$\epsilon_t(\phi_i + \theta_j) = -\epsilon_1(\phi_i + \theta_j) \cos(2\alpha_{ij}) - \epsilon_2(\phi_i + \theta_j) \sin(2\alpha_{ij}),$$

where $\alpha_{ij}$ is defined as the angle measured from the right ascension direction to a line connecting the $i$-th pixel and the $j$-th galaxy. The overall factor $1 + K(\theta)$ in Eq. (16) is used to correct for the multiplicative shear bias $m$ in the shape measurement with lensfit [52]. It is given by

$$1 + K(\theta) = \frac{\sum_{i,j} w_{ij}(1 + m_{ij})}{\sum_{i,j} w_{ij}},$$

For binning in angular separation $\theta$, we employ a logarithmically equally spaced binning in the range of $10 - 300$ arcmin. The number of bins is set to be 10.

In order to quantify the systematics in the shape measurement, we consider the cross-correlation using another component of weak lensing shear that is rotated 45° from the tangential shear component. We denote this shear component $\gamma_x$. This is commonly used as an indicator of systematics in the shape measurement, since the correlation signal with $\gamma_x$ should vanish statistically in the case of perfect shape measurement and no intrinsic alignment. In addition, Eq. (16) should be dependent on the details of the subtraction of Galactic $\gamma$ rays from the observed photon count maps. We take into account this systematic uncertainty by using different models of the Galactic $\gamma$-ray foreground emission. The details of the analyses are summarized in Section IV C.

\subsection{B. Statistical uncertainties}

To discuss the statistical significance of the measured estimator from real data, we need to estimate the covariance of Eq. (16). According to Ref. [20], the covariance in the case of $\langle \xi_{\text{IGRB}-\text{WL}} \rangle = 0$ can be expressed as

$$\text{Cov} [\xi_{\text{IGRB}-\text{WL}}(\theta_i), \xi_{\text{IGRB}-\text{WL}}(\theta_j)] = C_{\text{SN}+p}(\theta_i, \theta_j) + C_{\text{WL}+p}(\theta_i, \theta_j) + C_{\text{SN}+\text{obs}}(\theta_i, \theta_j) + C_{\text{WL}+\text{obs}}(\theta_i, \theta_j),$$

where $C_{\text{SN}+p}$ represents the covariance associated with the intrinsic shape of source galaxies and the Poisson noise of photon counts, $C_{\text{WL}+p}$ is the contribution of the sample variance of cosmic shear and photon noise, $C_{\text{SN}+\text{obs}}$ stands for the covariance originated from the intrinsic shape and the angular correlation of observed photon counts, and $C_{\text{WL}+\text{obs}}$ is the covariance caused by
FIG. 4. Variance of the cross-correlation signals estimated from a set of randomized realizations, mock catalogs and observed maps. The red line shows the statistical error associated with the Poisson error due to the finite number of γ-ray photon counts. The gray line shows the statistical error associated with the intrinsic shape of source galaxies. The black line corresponds to a more realistic uncertainty incorporating the intrinsic shape and the sample variance of weak lensing.

The sample variance of cosmic shear and the angular correlation of observed photon counts.

Since the cosmic shear is $\sim 10^{-2}$ time smaller than the intrinsic shape of sources (called shape noise) in the current ground-based galaxy imaging survey, the two terms $C_{\text{SN}+\text{p}}$ and $C_{\text{SN}+\text{obs}}$ would dominate Eq. (19) over a wide range of angular separations. Nevertheless, the sample variance of cosmic shear can be important at angular scale of $O(1)$ degrees where the coherent distortion of galaxy shape caused by cosmic shear would dominate the shape noise. In this paper, we estimate each term in Eq. (19) by using three kinds of Monte Carlo realizations of the observed data set. For a given random catalog, we estimate the covariance matrix of the estimator Eq. (16) by,

$$C_{ij} = \frac{1}{N_{\text{re}}-1} \sum_r \left( \xi_{\text{GRB}-\text{WL}}(\theta_i) - \bar{\xi}(\theta_i) \right) \times \left( \xi_{\text{GRB}-\text{WL}}(\theta_j) - \bar{\xi}(\theta_j) \right) ,$$  

(20)

$$\bar{\xi}(\theta_i) = \frac{1}{N_{\text{re}}} \sum_r \xi_{\text{GRB}-\text{WL}}(\theta_i) ,$$  

(21)

where $\xi_{\text{GRB}-\text{WL}}(\theta_i)$ is the estimator of the $i$-th angular bin obtained from the $r$-th realization, $N_{\text{re}}$ is the number of randomized catalogs.

The sum of $C_{\text{SN}+\text{p}}$ and $C_{\text{WL}+\text{p}}$ in Eq. (19) can be estimated from the observed galaxy catalogue and randomized count maps based on a Poisson distribution. To simulate the photon count noise, we generate 500 randomized count maps in the same way as Ref. [20]. We repeat the cross-correlation analysis with the 500 randomized count maps and the observed galaxy shear catalogue. We then estimate the statistical error related to the photon noise in the same manner as shown in Eq. (20).

We can estimate $C_{\text{SN}+\text{obs}}$ in Eq. (19) by using the observed γ-ray intensity map and randomized shear catalogs. In order to simulate the intrinsic shape noise, we generate 500 randomized shear catalogs by rotating the direction of each galaxy ellipticity but with fixed amplitude as in Ref. [20]. We then apply Eq. (20) to a set of randomized shear catalogs and the observed γ-ray map.

The remaining term in Eq. (19) is $C_{\text{WL}+\text{obs}}$, which can be evaluated by cross-correlation measurements with the observed γ-ray map and a set of realistic mock shape catalogs. The mock shape catalogs of interest should contain appropriate information of cosmic shear and several observational factors such as an inverse weight $w$ and survey geometry. To generate a set of mock shape catalogs, we follow the approach shown in Ref. [57] and utilize numerical simulations of cosmic shear based on multiple N-body simulations [58]. The simulation in Ref. [58] is designed to simulate the weak lensing effect over a full sky with angular resolution of $\sim 1$ arcmin. We store the full sky weak lensing simulation data for 30 different source redshifts with width of $\Delta \chi = 150 h^{-1}\text{Mpc}$. The angular and redshift resolution of our simulations are suitable to create mock catalogs for the current galaxy imaging surveys, RCSLenS and CFHTLenS. We incorporate our simulations with observed photometric redshift and angular position of real galaxies. We simply assume that individual galaxies in CFHTLenS and RCSLenS would follow the estimated photometric-redshift and angular position of real galaxies. We simply assume that individual galaxies in CFHTLenS and RCSLenS would follow the estimated photometric-redshift and angular position of real galaxies. The mock CFHTLenS and RCSLenS, mock galaxies can realize the same angular distribution on the celestial sphere as the real galaxies, allowing us to simulate complex observational factors, e.g., survey geometry. From a single full-sky simulation, we make 50 mock shear catalogs.
by choosing the desired sky coverage as shown in Table 1. Since we have 10 full-sky lensing simulations, we obtain 500 realizations of each region of RCSLenS and CFHTLenS in total. With these 500 mock catalogs and the observed $\gamma$-ray map, we repeat the cross-correlation analysis and then estimate the covariance with Eq. (20).

Figure 4 shows representative examples of the statistical uncertainty of our cross-correlation measurements. In both panels, we show the different contributions to the covariance of $\xi_{\text{IGRB-WL}}$: the red line shows the covariance associated with the Poisson noise of photon counts ($C_{\text{SN+WL}}$); the gray line represents the covariance from intrinsic shape noise (expressed as $C_{\text{SN+obs}}$); and the black line is for the covariance associated with galaxy imaging surveys including the shape noise and the sample variance of cosmic shear ($C_{\text{SN+obs}+C_{\text{WL+obs}}}$). The left panel corresponds to the variance in the W1 field of CFHTLenS, while the right is for CDE1111 field of RCSLenS. Note that both covers a similar survey area, but the CFHTLenS field contains a factor $\sim 2.5$ more source galaxies. Figure 4 clearly shows that the sample variance of cosmic shear can be subdominant, but contributes at the level of $\sim 20\%$ to the statistical error on large angular scales of $\theta \gtrsim 0.5$ degrees. In the following, we therefore include all contributions of the covariance for completeness. The total covariance is estimated as the sum of the red and black lines in Figure 4.

C. Systematic uncertainties

Diffuse Galactic $\gamma$ rays are produced through the interactions of high-energy CR particles with interstellar gas via nucleon-nucleon inelastic collisions and electron Bremsstrahlung, and with the interstellar radiation field, via IC scattering. Such diffuse Galactic emission accounts for more than $60\%$ of the photons detected by the Fermi-LAT. Modeling this component can thus introduce a large impact on the properties of the IGRB.

We estimated the systematic uncertainties in the DGB in a similar fashion to that in Ref. [59]. We constructed eight different diffuse emission models using GALPROP [61] and each of these templates were included in the likelihood fit of the lensing surveys as an alternative to the standard DGB recommended in the 3FGL catalog [41].

The set of alternative DGB models taken into account in this analysis consider a range of possible values for the input parameters that were found to affect the most the $\gamma$-ray fits performed by the Fermi team in Ref. [59]. The parameters varied in the models are the CR source distribution (supernova remnants or pulsars), CR halo heights (4 kpc or 10 kpc), and the atomic hydrogen spin temperature (150 K or optically thin). In all of the GALPROP runs an $E(B-V)$ magnitude cut of 5 mag was chosen. The impact in the resulting IGRB spectra obtained through this method is displayed as a green shaded area in Fig. 6.

We use these eight model templates and repeat the cross-correlation analysis described in Sec. IV A. We therefore obtain eight different binned signals ($\xi_{\text{IGRB-WL}}$) as functions of angular separation for each ROI. We introduce the following quantity for convenience,

$$\Delta \xi_{\text{IGRB-WL}} = \xi_{\text{IGRB-WL}}(\text{GALPROP}) - \xi_{\text{IGRB-WL}}(\text{Fiducial})$$

where $\xi_{\text{IGRB-WL}}(\text{Fiducial})$ is the cross-correlation signal measured with the IGRB intensity constructed by the fiducial Galactic template, and $\xi_{\text{IGRB-WL}}(\text{GALPROP})$ is for the IGRB intensity with the GALPROP Galactic template.

Figure 5 summarizes the systematic effect associated with the subtraction of Galactic $\gamma$ rays. In this figure, the red line shows the average $\Delta \xi_{\text{IGRB-WL}}$ over the eight different GALPROP templates, while the hatched region is for the scatter of $\Delta \xi_{\text{IGRB-WL}}$. Note that the amplitudes are normalized by the statistical uncertainty evaluated in Sec. IV B. The figure shows that our measurements are insensitive to the choice of Galactic $\gamma$-ray template, and that the typical systematic uncertainty in each ROI is smaller than the statistical uncertainty by a factor of $\sim 0.1 - 0.2$. The small effect of the Galactic $\gamma$-ray template uncertainty is consistent with previous works [62], and derives from the high latitudes of our ROIs: had we chosen ROIs closer to the Galactic plane, the model uncertainty would likely be significantly larger. Nevertheless, we also find that some ROIs show a relatively large difference among adopted Galactic templates at large angular separations (e.g., $\theta \gtrsim 2\deg$). We have confirmed
FIG. 6. Systematic uncertainties in our cross-correlation analysis. Each panel shows the difference in $\xi_{\text{IGRB-WL}}$ between the fiducial Galactic $\gamma$-ray template and an alternate Galactic $\gamma$-ray template (see text). The differences are normalized by the statistical uncertainty. The red line shows the average residual over eight galactic tempts, while the hatched region represents the range of maximum and minimum residuals for a given $\theta$.

that our results remain robust when we limit the angular scale by $\Delta \xi_{\text{IGRB-WL}}(\theta) < 0.5 \sqrt{\text{Var}[\xi_{\text{IGRB-WL}}]}$ where $\text{Var}[\xi_{\text{IGRB-WL}}]$ represents the statistical variance of our cross correlation measurements.

V. RESULT

A. Cross-correlation measurement

Here we present the cross-correlation measurements of the IGRB and cosmic shear that we use to probe the parameter space of generic DM models.

Figure 2 summarizes the cross-correlation signals obtained for the CFHTLenS and RCSLenS fields. The top panel shows the result obtained for CFHTLenS, while the bottom is for RCSLenS. In each panel, the gray thin line shows the cross-correlation signal estimated with Eq. (16) for each patch in the lensing survey. To combine the measured signal with different patches, we introduce the weighted cross-correlation signal over the different patches,

$$\xi_{\text{IGRB-WL}}^{(c)}(\theta) = \sum_{\alpha} W_{\alpha}(\theta) \xi_{\text{IGRB-WL}}(\theta|\alpha), \quad (23)$$

where $\xi_{\text{IGRB-WL}}(\theta|\alpha)$ represents the measured signal for the $\alpha$-th ROI and the summation is taken over all ROIs of interest. We determine the weight $W_{\alpha}$ for a given $\theta$ by minimization of variance of $\xi_{\text{IGRB-WL}}^{(c)}(\theta)$. The minimum variance weight is then given by,

$$W_{\alpha}(\theta) = \frac{\text{Var}^{-1}[\xi_{\text{IGRB-WL}}(\theta|\alpha)]}{\sum_{\beta} \text{Var}^{-1}[\xi_{\text{IGRB-WL}}(\theta|\beta)]}, \quad (24)$$

where $\text{Var}[\xi_{\text{IGRB-WL}}(\theta|\alpha)]$ represents the variance of $\xi_{\text{IGRB-WL}}(\theta|\alpha)$ and we assume that the cross covariance between different two patches can be ignored.

We then evaluate the significance of measured signals by using the signal-to-noise ratio for Eq. (23),

$$\chi^2 = \sum_{i,j} \xi_{\text{IGRB-WL}}^{(c)}(\theta_i) C^{(c)}_{ij}^{-1} \xi_{\text{IGRB-WL}}^{(c)}(\theta_j), \quad (25)$$
FIG. 7. The cross-correlation signal of the IGRB and cosmic shear. The top panel shows the ROIs within each of the CFHTLenS fields, while the bottom is the equivalent for RCSLenS. In both panels, each gray thin line represents the cross-correlation signals for a single ROI, while the symbols with error bars are the results combining several ROIs. The red circles show the results using tangential component of shear, while the black circles are for the cross component of shear as an indicator of systematics in lensing data. The error bars are based on the statistical uncertainties of 500 randomized shear catalogs, mock shear catalogs, and randomized photon count maps.

\[ C_{ij}^{(c)} = \sum_\alpha W_\alpha(\theta_i)W_\alpha(\theta_j)C_{ij}(\alpha), \]  

(26)

where \( C_{ij}(\alpha) \) represents the covariance matrix for \( \xi_{\text{IGRB-WL}}(\theta_i,\alpha) \). The red point with error bar in Figure 7 shows the weighted signal for the tangential shear, while the black point with error bar is for the cross component of shear as an indicator of systematics in lensing data. The error bars are based on the statistical uncertainties of 500 randomized shear catalogs, mock shear catalogs, and randomized photon count maps.

TABLE II. Summary of the significance of our cross-correlation measurements. When combining with several fields, we employ the minimum variance weighting (see the text for detail).

| Survey      | Name of patch | \( \chi^2 \) for \( \gamma_t \) | \( \chi^2 \) for \( \gamma_x \) |
|-------------|---------------|-------------------------------|-------------------------------|
| CFHTLenS    | W1            | 2.40/10                       | 4.13/10                       |
|             | W3            | 5.00/10                       | 2.77/10                       |
|             | W4            | 10.45/10                      | 6.46/10                       |
| RCSLenS     | CDE0047       | 6.26/10                       | 4.27/10                       |
|             | CDE0133       | 4.91/10                       | 4.11/10                       |
|             | CDE0310       | 5.22/10                       | 5.10/10                       |
|             | CDE0357       | 7.21/10                       | 8.08/10                       |
|             | CDE1040       | 9.40/10                       | 8.53/10                       |
|             | CDE1111       | 8.67/10                       | 11.92/10                      |
|             | CDE1303       | 1.60/10                       | 4.54/10                       |
|             | CDE1613       | 6.50/10                       | 3.26/10                       |
|             | CDE1645       | 1.40/10                       | 10.04/10                      |
|             | CDE2143       | 2.22/10                       | 5.61/10                       |
|             | CDE2329       | 4.40/10                       | 8.72/10                       |
|             | CDE2338       | 7.84/10                       | 6.40/10                       |
|             | CSP0320       | 4.03/10                       | 6.46/10                       |
| TOTAL       |               | 8.92/10                       | 5.11/10                       |

resulting \( \chi^2 \) per number of degree of freedoms is 7.04/10 for CFHTLenS and 8.92/10 for RCSLenS. When combining all fields in CFHTLenS and RCSLenS, \( \chi^2 \) in Eq. (26) is 8.99. Also, we confirm that the \( \chi^2 \) for \( \gamma_x \) is consistent with null signal, suggesting the lensing systematics in our measurement are under control. We also define the significance for each ROI as

\[ \chi^2_\alpha = \sum_{i,j} \xi_{\text{IGRB-WL}}(\theta_i|\alpha)C_{ij}^{-1}(\alpha)\xi_{\text{IGRB-WL}}(\theta_j|\alpha) \]  

(27)

\[ \chi^2(p) = \sum_{i,j} (D_i - \mu_i(p))C_{ij}^{-1}(D_j - \mu_j(p)), \]  

(29)

B. Constraints on particle dark matter

In order to use the null detection of the cross-correlation to place constraints on particle DM, we use a maximum likelihood analysis. We assume that the data vector \( D \) is well approximated by the multivariate Gaussian distribution with covariance \( C \). In this case, the \( \chi^2 \) statistics (log-likelihood) is given by,

\[ \chi^2(p) = \sum_{i,j} (D_i - \mu_i(p))C_{ij}^{-1}(D_j - \mu_j(p)), \]  

(29)
where $\mu(p)$ is the theoretical template for the set of parameters of interest. The theoretical prediction is computed as in Section II C. The parameters of interest $p$ are the DM particle mass $m_{\text{dm}}$ and the annihilation cross section $(\sigma v)$ for annihilating DM; as for decaying DM, we consider $m_{\text{dm}}$ and the decay rate $\Gamma_d$.

The data vector $D$ consists of the ten measured cross-correlation amplitudes in the range of $\theta = [10,300]$ arcmin as,

$$D_i = \{\xi(\theta_1), \xi(\theta_2), ..., \xi(\theta_{10})\}, \quad (30)$$

where $\theta_i$ is the $i$-th angular separation bin. The inverse covariance matrix $C^{-1}$ includes the statistical error owing to the intrinsic shape of galaxies, the sample variance of cosmic shear, and the photon Poisson error (see Section IV B). In our likelihood analysis, we assume that the 16 patches of CFHTLenS and RCSLenS are independent of each other. With this assumption, the total log-likelihood is given by the sum of Eq. (29) in each patch of CFHTLenS and RCSLenS. We consider the 95% confidence level posterior distribution function of parameters. This is given by the contour line in the two dimensional space $(m_{\text{dm}}$ and $(\sigma v)$, or $m_{\text{dm}}$ and $\Gamma_d$), defined as

$$\Delta \chi^2(p) = \chi^2(p) - \chi^2(\mu = 0) = 6.17. \quad (31)$$

Note that the constraints in the following are based on all the measurements presented in this paper. Compared to the constraints using CFHTLenS alone [20], the present analysis combines CFHTLenS and RCSLenS, resulting in a factor of ~5 improvement. This derives from several factors, namely, (i) better $\gamma$-ray photon data quality and higher statistics, (ii) the increase in the number of source galaxies, and (iii) the use of large angular separations, i.e., $\theta \gtrsim 100$ arcmin. When we limit the angular range to $\theta < 100$ arcmin, the constraints are degraded by a factor of ~4, even if both CFHTLenS and RCSLenS are used. This indicates that the main cosmological information comes from large angular scales, making large sky coverage essential for maximizing the information content of our cross-correlation statistics. Note that our limit in this paper corresponds to the 95% confidence level, while our previous study using CFHTLenS in Ref [20] derived constraints based on the 68% confidence level.

**Dark matter annihilation**

As discussed in Section II C, the choice of the boost factor $b_{\gamma}$ affects the theoretical predictions significantly—by a factor of ~10. We therefore derive constraints based on both; an optimistic scenario as in Ref. [35], and a conservative one following Ref. [36].

Figure 8 summarizes the constraints on DM annihilation with our cross-correlation measurements. These were obtained for three representative channels: $b\bar{b}$, $\tau^+\tau^-$ and $\mu^+\mu^-$. In Figure 8, the red line shows the constraints obtained by considering primary $\gamma$-ray emissions alone, while the blue line includes the secondary emission due to IC scattering between secondary $e^\pm$ and the CMB. As expected, heavier DM particles have a larger contribution of $\gamma$ rays induced by the IC process. Thus, the constraints on heavier DM particles can be significantly improved when the secondary emission is taken into account—the typical improvement is of order $\sim 100$. Notice that leptonic channels are further enhanced by the secondary emission since more energetic $e^\pm$ tend to be produced. For very high DM masses $m_{\text{dm}} \gtrsim 2-3$ TeV, we find that the constraints are degraded by a factor of $m_{\text{dm}}^2$ because the peak energy in $dN_{\gamma,a}/dE_\gamma$ is found to be outside our $\gamma$-ray energy range of 1-500 GeV.

**Dark matter decay**

We next consider decaying DM. As discussed in Section II C, the cross-correlation signal for DM decay can be predicted by the three-dimensional clustering of the DM density distribution. Conservatively, we consider two models of $\xi_{\text{IGRB}}-\text{WL}$; one is based on the fitting formula of $P_\delta$ calibrated with a set of cosmological N-body simulations [39], and the second one is an even more conservative scenario that uses only the linear matter power spectrum. Despite this rather extreme treatment of model uncertainty, we find that our results are fairly robust to the choice of the model of $P_\delta$, introducing only some $\sim 10\%$ differences.

Our constraints on decaying DM are shown in Fig. 9. Similarly to the annihilating DM case, the constraints on the decay rate for heavy DM particles are improved by a factor of $\sim 100$ when secondary emission is accounted for. This trend is more prominent for the leptonic decay channels than the hadronic channel.

In part due to the accurate models of $P_\delta$, the uncertainty from cosmic structure formation models in the DM decay constraint is significantly small compared to the uncertainty in DM annihilation. Although the resulting constraints are $\sim 10$ times weaker than the recent constraints with the spectrum of IGRB intensity [21] and the cross-correlation of the IGRB and local galaxy distributions [25], they are the first constraints obtained from unbiased matter distributions outside the local Universe. Note that the previous constraints [21, 25] have been derived by the full-sky analysis of $\gamma$ rays, while our constraints are based on the cross correlation analysis with smaller sky fraction. When considering upcoming imaging surveys with a sky coverage of 20,000 squared degrees, we find that the expected constraints would be very similar to the constraints in the literature (see Section VI).

**Wino dark matter**

Finally, we explore the parameter space of particular wino DM models that are well motivated in particle physics. The wino DM is the lightest supersymmet-
FIG. 8. 95% confidence level upper limits on the DM annihilation cross section as a function of DM particle mass. The three panels correspond to three different annihilation channels ($b\bar{b}$, $\tau^+\tau^-$, and $\mu^+\mu^-$). In each panel, constraints with (blue lines) and without (red) consideration of secondary $\gamma$ rays from inverse-Compton upscattering of CMB photons are shown. For each, the shaded band represents a conservative estimate of the theoretical uncertainty due to DM substructure. The black line shows the canonical cross section expected for thermal relic DM [63].

FIG. 9. The same as Figure 8 but for the 95% confidence level upper limit on the DM decay rate. The shaded band represents a conservative estimate of the theoretical uncertainty due to three-dimensional power spectrum of the DM distribution.

A prominent feature of the wino DM is considerably enhanced annihilation cross-section by the Sommerfeld effects [81]. Due to such a large annihilation cross section, indirect detection of the wino DM through cosmic-ray signals is promising. In fact, the $\gamma$-ray searches such as observation of the dwarf spheroidal galaxies by Fermi-LAT, and the galactic center by H.E.S.S. and anti-proton searches by AMS-02 [82–86] can severely constrain the wino DM. These constraints may, however, suffer from potentially large systematic and astrophysical uncertainties such as the distribution of DM and that of other astrophysical sources. Therefore, it is important to examine the wino DM with our cross-correlation statistics, which has totally different systematics.

In order to derive constraints on the wino mass, we adopt the annihilation cross-section including the one-loop and Sommerfeld corrections [64]. We assume that wino DM annihilates mainly into $W^+W^-$. The primary and secondary $\gamma$-ray emissions for $W^+W^-$ channel are evaluated with PPPC4DMID package [23] and the method shown in Ref. [24].
FIG. 10. The confidence level derived from our cross-correlation analysis for a wino-like DM model [64]. We consider the annihilation channel of \( W^+ W^- \). The red line shows the constraint in absence of secondary emission, while the blue is with including the primary and secondary emissions. Note that the shaded regions represent the model uncertainty associated with DM substructures.

Figure 10 shows the confidence level of wino DM model derived from our cross-correlation analysis. Note that the single parameter of wino mass is of interest in the case of wino DM model. In this figure, the red and blue lines represent \( \Delta \chi^2 \) as a function of wino mass in absence and presence of secondary emissions, respectively. The hatched regions show the model uncertainty of boost factor in our benchmark model (see Section II C in detail). Our result excludes the wino mass with \( m_{dm} < \sim 320 \text{ GeV} \) and \( 2050 \text{ GeV} < \sim m_{dm} < \sim 2500 \text{ GeV} \) (95% C.L.) in the case of the optimistic boost factor model and \( m_{dm} \lesssim 140 \text{ GeV} \) in the conservative case. The constraint is already close to that derived by the LHC [79] and can be further improved with ongoing and upcoming imaging surveys that cover a wider area than \( \sim 660 \) squared degrees considered here.

Note also that the secondary \( \gamma \)-ray emission originated from heavy DM particle tend to have lower energies. Thus, it would be possible to make the constraint tighter by using \( \gamma \)-ray photons with lower energy. On the other hand, the angular resolution becomes worse, or the photon noise increases when we use the low-energy \( \gamma \) rays. It would also be necessary to examine carefully systematic uncertainties associated with Galactic \( \gamma \)-ray emissions.

VI. CONCLUSION AND DISCUSSION

We have performed cross-correlation analyses of the IGRB and cosmic shear using data from the Fermi-LAT and two galaxy imaging surveys, CFHTLenS and RC-SLenS. Compared with our earlier study [20], the present study benefits not only from the increased survey area, but also from the following three aspects:

1. The use of reprocessed \( \gamma \)-ray data with the Pass 8 pipeline.

The improved photon event characterization decreases the size of point spread function (PSF) in the energy range of \( \gtrsim 1 \text{ GeV} \) to \( \sim 30 \) arcmin, allowing us to access the cross-correlation signals at small angular scales originating from \( \gamma \)-ray emission within single DM halos. The effective area is also increased, which when coupled with the improved PSF also allows an improved characterization of the IGRB.

2. Reduction of the statistical uncertainty by using twelve million galaxies.

Our cross-correlation analysis is based on the ensemble average of galaxy-photon pairs. Hence the statistical uncertainty is largely determined by the number of galaxy-photon pairs. With about twelve million galaxies, we have reduced the statistical uncertainties by factor of \( \sim 2.3 \) compared to our previous study.

3. An accurate model of the sample variance of cosmic shear.

There are substantial sample variances of cosmic shear at large angular separations. We properly take this into account by using full-sky lensing simulations [58] incorporating observational effects in a direct manner [57].

Our cross-correlation measurement using 661 squared-degrees sky coverage is still consistent with null detection. With our accurate treatment on both statistical and systematic uncertainties, we fully utilized the cross-correlation measurement in the range of 10-300 arcmin, allowing us to improve the cosmological constraint by a factor of a few. We investigate a generic class of particle DM assuming three representative annihilation/decay channels. Because we include the contribution from secondary \( \gamma \) rays produced through inverse-Compton scattering of CMB photons, we are able to improve the DM constraints by a factor of \( \sim 100 \) for TeV-scale DM with leptonic channels.

Using GALPROP models, we have shown explicitly that the systematic uncertainties due to imperfect knowledge of Galactic \( \gamma \)-ray emission are unimportant compared to the statistical error in our measurement at present: we find that the typical systematic uncertainty is \( \sim 10\% \) of the statistical error when using \( \sim 12 \) million galaxies. This conclusion is consistent with the analysis of correlation with the spatial distribution of galaxies [62]. However, the uncertainty due to uncertain Galactic emission will likely become an issue in the future. Firstly, future wide-area imaging surveys, such as the Large Synoptic
Survey Telescope (LSST), will have a sky coverage of some 20,000 square degrees and source number density of 30 arcmin$^{-2}$. We expect to use 2.16 billion galaxies in the cross-correlation measurement, improving potentially the statistical uncertainty by a factor of $\sqrt{170} \sim 13$. Thus, the error on cross-correlation measurement would be dominated by systematic uncertainties due to the subtraction of Galactic $\gamma$-rays from the observed photon counts. Secondly, recent evidence for significant large-scale time-dependent contributions to the cosmic rays, e.g., the Fermi bubble [57], are starting to motivate studies beyond the stationary-state GALPROP treatment.

If we can reduce the statistical error to the level where the measurement is limited by the current systematic uncertainties, a wide range of annihilating DM models with a thermal cross section can be excluded: $m_{\text{dm}} < 56 - 357$ GeV ($b\bar{b}$ channels), $m_{\text{dm}} < 26 - 96$ GeV ($\tau^+\tau^-$ channels), and $m_{\text{dm}} < 5 - 25$ GeV ($\mu^+\mu^-$ channels). Such tight constraints can actually test various ‘hints’ of DM signals reported so far. For example, the Galactic Center excess [14, 46, 88–100], when interpreted as owing to DM annihilation, requires a cross section $\langle \sigma v \rangle \sim (0.5-5) \times 10^{-26}$ cm$^3$/s over DM mass $\sim 10-100$ GeV, depending on the precise annihilation channel. Moreover, in the specific model of wino DM, all the viable wino DM mass region ($< 3$ TeV) can be tested in the case of the optimistic boost factor model. With the conservative assumption, the wino mass $m_{\text{dm}} \lesssim 740$ GeV and $1830$ GeV $\lesssim m_{\text{dm}} \lesssim 2690$ GeV may be excluded. Similarly, we find decaying DM models in the wide range of $m_{\text{dm}} = 10$ GeV–20 TeV with $\Gamma_d > 1.8 \times 10^{-27}$ s$^{-1}$ ($b\bar{b}$ channels), $\Gamma_d > 5.5 \times 10^{-27}$ s$^{-1}$ ($\tau^+\tau^-$ channels), and $\Gamma_d > 2.8 \times 10^{-26}$ s$^{-1}$ ($\mu^+\mu^-$ channels) are excluded when the measurement would be limited by the current systematic uncertainties. For specific DM models, these constraints can be further combined with constraints from additional probes such as direct detection and collider searches, e.g., [101].

We have shown that the cross-correlation analysis with the IGRB intensity and cosmic shear opens a new window to indirect detection of DM. Similar analysis using data from future surveys will provide competitive and independent constraints on the nature of DM from the local dwarf galaxy constraints. Remaining important issues include, (i) reducing the uncertainty due to Galactic $\gamma$-ray subtraction, (ii) direct measurement or constraints on the abundance of substructures within DM halos, (iii) optimization of detection of the cross-correlation signals between the IGRB intensity and cosmic shear, and (iv) joint analysis with Galactic and extra-galactic measurements. There appear to be a few ways to increase the signal-to-noise ratio of the cross-correlation. For example, detection of DM halos in cosmic shear analyses [102, 103] can help us with reconstructing the DM distribution more accurately. In the next decades, a wealth of astronomical survey data in multi-wavelengths will be steadily collected. Precise statistical analysis of such big data will shed light on the long-standing mystery of the nature of DM.
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