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Abstract

This paper describes MITRE’s participation in the native language identification (NLI) task at BEA-8. Our best effort performed at an accuracy of 82.6% in the eleven-way NLI task, placing it in a statistical tie with the best performing systems. We describe the variety of machine learning approaches that we explored, including Winnow, language modeling, logistic regression and maximum-entropy models. Our primary features were word and character n-grams. We also describe several ensemble methods that we employed for combining these base systems.

1 Introduction

Investigations into the effect of authors’ latent attributes on language use have a long history in linguistics (Labov, 1972; Biber and Finegan, 1993). The rapid growth of social media has sparked increased interest in automatically identifying author attributes such as gender and age (Schler et al., 2006; Burger and Henderson, 2006; Argamon et al., 2007; Mukherjee and Liu, 2010; Rao et al., 2010). There is also a long history of computational aids for language pedagogy, both for first- and second-language acquisition. In particular, automated native language identification (NLI) is a useful aid to second language learning. This is our first foray into NLI, although we have recently described experiments aimed at identifying the gender of unknown Twitter authors (Burger et al., 2011). We performed well using only character and word n-grams as evidence. In the present work, we apply that same approach to NLI, and combine it with several other baseline classifiers.

In the remainder of this paper, we describe our high-performing system for identifying the native language of English writers. We explore a varied set of learning algorithms and present two ensemble methods used to produce a better system than any of the individuals. In Section 2 we describe the data and task in detail as well as the evaluation metric. In Section 3 we discuss details of the particular system configuration that scored best for us. We describe our experiments in Section 4, including our exploration of several different classifier types and parameterizations. In Section 5 we present and analyze performance results, and inspect some of the features that were useful in discrimination. Finally in Section 6 we summarize our findings, and describe possible extensions to the work.

2 Task, data and evaluation

Native Language Identification was a shared task organized as part of the Eighth Workshop on Innovative Use of NLP for Building Educational Applications, 2013. The task was to identify an author’s native language based on an English essay.

The data provided consisted of a set of 12,100 Test of English as a Foreign Language (TOEFL) examinations contributed by the Educational Testing Service (Blanchard et al., to appear). These were English essays written by native speakers of Arabic, Chinese, French, German, Hindi, Italian, Japanese, Korean, Spanish, Telugu, and Turkish. A set of 1000 essays for each language was identified as training data, along with 100 per language for development,
and another 100 per language for a final test set. The mean length of an essay is 348 words.

The primary evaluation metric for shared task submissions was simple accuracy: the fraction of the test essays for which the correct native language was identified. A baseline accuracy would thus be about 9% (one out of eleven). Results were also reported in terms of F-measure on a per-language basis. F-measure is a harmonic mean of precision and recall: 

\[ F = \frac{2PR}{P+R} \]

For the evaluation, the precision denominator was the number of items labeled with a particular language by the system and the recall denominator was the number of items marked with a particular language in the reference set.

The training, development, and test sets all had balanced distributions across the native languages, so error rates and accuracy did not favor any particular language in any set.

3 System overview

The systems we used to generate results for the NLI competition were all machine-learning-based, with no handwritten rules or features. The final submitted systems were ensembles built from the outputs and confidence scores of independent eleven-way multinomial classifiers.

3.1 Features

The features used to build these systems were language-independent and were generated using the same infrastructure designed for the experiments described in Burger et al. (2011).

We incorporated a variety of binary features into our systems, each of which was hashed into a 64-bit numeric representation using MurmurHash3 (Appleby, 2011). The bulk of our features were case-sensitive word- and character-based n-grams, in which a feature was turned “on” if its sequence of words or characters appeared at least once in the text of an essay. We also added binary features describing surface characteristics of the text such as average word length and word count. Features were separated into tracks such that the word unigram “i” and the character unigram “i” would each generate a distinct feature.

Part of speech tag n-grams were added to the feature set after reviewing performance results in Brooke and Hirst (2012). We used the Stanford log-linear part of speech tagger described in Toutanova et al. (2003), with the en-lish-left3words-distsim.tagger pretrained model and the Penn Treebank tagset. The tagger was run on each essay and outputs were incorporated as sequence features with n-grams up to length 5.

3.2 Classifiers

Carnie\(^1\) is a MITRE-developed linear classifier that implements the Winnow2 algorithm of Carvalho and Cohen (2006), generalized for multinomial classification. Carnie was developed to perform classification of short, noisy texts with many training examples. It maintains one weight per feature per output class, and performs multiplicative updates that reinforce weights corresponding to the correct class while penalizing weights associated with the top-scoring incorrect class. The learner is mistake-driven and performs an update of size \(\epsilon\) after an error or when the ratio of weight masses of the correct and top incorrect classes is below \(1 + \delta\). It iterates over the training data, cooling its updates after each iteration. For the purposes of these experiments, an input to Carnie was the text of a single TOEFL essay, and the output was the highest scoring class and several related scores.

SRI’s Language Modeling Toolkit (SRILM) is a toolkit for sequence modeling that continues to be relevant after more than a decade of development (Stolcke, 2002). It can be used to both build models of sequence likelihoods and to evaluate likelihoods of previously unseen sequences. Building a multinomial text classifier with a language model toolkit involves building one model for each target class and choosing the label whose model gives the highest probability.

Many smoothing methods are implemented by SRILM, along with a variety of n-gram filtering techniques. The out-of-the-box default configuration produces trigram models with Good-Turing smoothing. It worked well for this competition. Using open vocabulary models (−unk), turning off sentence boundary insertion (−no-sos -no-eos) and treating each essay as one sentence

\(^1\)It is named for entertainers who guess personal characteristics of carnival goers.
worked best in our development environment.

LIBLINEAR is a popular open source library for classification of large, sparse data. We experimented with several of their standard Support Vector Machine and logistic regression configurations (Fan et al., 2008). We selected multiclass $\ell_2$-regularized logistic regression with the dual-form solver and default parameters. Inputs to the model were binary features generated from a single TOEFL essay. Features for this model were generated by Carnie. The model provided probability estimates for each candidate output class (L1) for each essay, which were then combined with the outputs of Carnie and SRILM in an ensemble to produce a single prediction.

### 3.3 Ensembles

The classifiers described above were selected for inclusion as components in a larger ensemble on the basis of their performance and the observation that errors committed by these systems were not highly correlated. We used the entirety of our training data for construction of each component system, leaving scant data available for estimating parameters of ensembles. This scenario led us to choose naive Bayes to combine the outputs of the original components. Given $h_1, \ldots, h_k$ hypothesis labels from $k$ different systems, one approximates the conditional likelihood of the reference label $P(R|H_1 \ldots H_k)$ using the Bayes transform and the development set estimates of $P(H_i|R)$. One investigates all possible labels to decode $r^* = \arg\max_r P(r) \prod_i P(h_i|r)$. The class balance in every set we operated on made the prior $P(r)$ irrelevant for maximization and simplified many of the denominators along the way. This is a typical formulation of naive Bayes.

**Confidence** All of our component systems produce scores as well as a predicted label. Carnie produces (non-probability) scores for all of the candidate labels, SRILM produces log-probabilities and perplexities, and LIBLINEAR produces $P(h|r)$, the likelihood of each of the possible labels. We experimented with several transformations of those scores to best use them to predict correctness of their hypothesis. There were several graphical models we could use for folding these scores into the Bayes ensemble, and we chose a simple, discretized $P(H,S|R)$. We evenly partitioned and relabeled our system outputs according to their scores $(S)$, and used those partition labels in the Bayes ensemble. Thus when a particular reference label was scored in the ensemble during decoding, both its prediction and score contributed to the label in the naive Bayes table lookup.

### 3.4 Best configuration

We submitted five systems with a variety of configurations. One of our systems was our individual Carnie system on its own for calibration. The other four were ensembles.

The best system we submitted was a Bayes ensemble of the Carnie, SRILM, and LIBLINEAR components each trained on the train-development sets. Carnie was trained for twelve iterations with $\epsilon = 0.03$, $\delta = 0.05$, and a cooling rate of 0.1. SRILM models were trained for open vocabulary and the default trigram, Good-Turing setting. Logistic regression from LIBLINEAR was run with $\ell_2$ regularization and using the dual form solver.

Parameters for the Bayes model were collected from the development set when the components were trained only on the training set. A grid search was performed over likely candidates for $\lambda$, the Dirichlet parameter, and $\rho$, the number of score-based partitions, resulting in $\lambda = 0.03125$ and $\rho = 2$. The grid search was performed with the component models trained only on the training set and using 10-fold cross validation on the development set.

### 4 Experiments

In all experiments described below, systems were trained initially on the 9900 training examples alone, with the 1100 item development set held back to allow for hyperparameter estimation. When preparing our final test set submissions, the development set was folded into the training data, and all models were re-trained on this new dataset containing 11000 items.

#### 4.1 Baselines

How hard is the NLI task? Simple baselines often give us a quick glimpse into what matters in an NLP task. In Figure 1, we give accuracy results on ten different baselines we trained on the training
set and evaluated on the development set. Predictions based on simple character and word lengths show only slight gains over random. Using the high/medium/low proficiency score that accompanied the data similarly gives a tiny amount of information over baseline (14.9%). We ignored those ratings elsewhere in our work, to focus on the core task of prediction based on essay content.

We collected some simple distributions of vowel and consonant clusters and used them for prediction, scoring with Jensen-Shannon divergence. JS divergence is a symmetrized form of KL divergence to alleviate the mathematical problem involved with missing observations. It has behaved well in the context of language processing applications (Lee, 1999). The score progression from consonant clusters, to vowel clusters, to words suggests that there is NLI information scattered at various levels of surface features.

4.2 Varied Carnie configurations

Carnie’s out-of-the-box configuration is one that has been optimized for application to micro-blogs and other ungrammatical short texts. While our hypothesis was that this configuration would be well suited to analysis of English TOEFL essays, we investigated a number of possible techniques to help Carnie adapt to the new domain.

We began by performing a grid search to select model hyperparameters that enabled our standard configuration to generalize well from the training dataset to the development dataset. These values of $\epsilon$, $\delta$, and cooling rate were then applied to various new feature configurations.

The standard configuration included binary features for word unigrams and bigrams, character n-grams of sizes 1 to 5, and surface features. We experimented here with word trigrams, character 6-grams, and lowercased character n-grams of sizes 1 to 6. We also added skip bigrams, which were ordered word pairs in which 1 to 6 intervening words were omitted. We incorporated part of speech tags in a number of ways, including POS n-grams of lengths 1 to 5, POS k-skip bigrams with k ranging from 1 to 6, and POS n-grams in which closed-class POS tags were replaced with the actual content word used. We also measured the impact of using frequency-weighted features.

Our standard approach with Carnie is to perform multinomial classification using one model trained on all the data simultaneously. We experimented with other ways of framing the NLI problem, such as building eleven binary classifiers, each of which was trained on all of the data but with the sole task of accepting or rejecting a single candidate L1. We also partitioned the training data to build 55 binary classifiers for all possible pairs of L1s. These binary classifiers were then combined via a voting mechanism to select a single winner. This allowed us to apply focused efforts to improve discrimination in language pairs which Carnie found challenging, such as Hindi-Telugu or Japanese-Korean. To this end, we collected a substantial amount of additional out-of-domain training data from the websites lang8.com (70,000 entries) and gohackers.com (40,000 entries). Although we did not use this data in our final submission, we performed experiments to measure the value of this new data in the TOEFL11 domain with no adaptation, with feature filtering to limit training features to items observed in the test sets, and with “frustratingly easy” domain adaptation, EasyAdapt, described in Daumé and Marcu (2007).

4.3 Varied SRILM configurations

SRILM offers a number of parameters for experimentation. We hill-climbed on the training/development split to select a good configuration. We experimented with n-gram lengths from 1-5 (bag of words through word 5-grams), using the tokenization given by the NLI organizers. We tried the lighter weight smoothing techniques offered by
SRILM including Good-Turing, Witten-Bell, Ristad’s natural discounting, both modified and original Kneser-Ney. We built both closed vocabulary and open vocabulary language models and with special symbols added for sentence boundaries.

### 4.4 Component confidence experiments

Our components generate scores, but those scores were not always scaled in the same way. Winnow (in Carnie) is a margin-based, mistake-driven learner generating scores which are interpretable only as sums of weights. SRILM produces \( \log p(d_j|h_i) \), but renormalizing those (with priors) into estimates of \( p(h_i|d_j) \) is unreliable because the different sub-models are not connected with smoothing. Logistic regression produces a distribution for \( p(h_i|d_j) \). We aimed to express these notions of confidence in a way that was common to all systems. We did this by relabeling system hypotheses after sorting by confidence, but not all metrics were equally good at this sorting.

We performed an ad hoc assessment of several candidate scoring functions. Our goal was to find functions that best separated correct answers from incorrect answers in a sorted ranking. We ran several candidates on our development set and measured the difference between the mean rank of correct answers and the mean rank of incorrect answers. Figure 2 displays the results. In each case \( h_1 \) was the best hypothesis generated by the system and \( h_2 \) is second best. \( p(\cdot) \) indicates probabilities, \( s(\cdot) \) indicates non-probability scores. We chose those functions with the highest values.

#### 4.5 Simple models for combination

In this work, we focused our ensembles only on the output of our individual components, ignoring the features from the original data that they attempt to model. The base systems are all trained to minimize errors, and did not appear to have any particular preferential capabilities. Thus we rely on them entirely for the primary processing and focus on their outputs.

In our naive Bayes formulation, the random variables produced by the component systems \( H \) need not take on values directly comparable with the reference labels to be predicted \( R \). We experimented with folding in several one-shot systems that produced labels in \( \{ L, \bar{L} \} \), for particular native language groups, but none of these proved to be good complements for the components described above.

To cope with decode-time configurations of \( H \) that hadn’t been seen during estimation, we used a Dirichlet prior on \( R \) in this ensemble. A single parameter, \( \lambda \), was introduced. Thus our estimates for \( P(h_i|r) \) were based on smoothed counts: 

\[
\frac{c(h_i, r) + \lambda}{\alpha(r) + |R|}
\]

The search for \( \lambda \) was performed using cross-validation on the development set.

**Assignment** In many prediction settings, we know that our evaluation data consists of examples drawn from a particular allocation of candidate classes. One can take advantage of this in a probabilistic setting by doing a global search for the maximum likelihood assignment of the test documents to the L1 languages under the constraint that each L1 language must have a particular occupancy by the documents – in this case, an even split. More generally, once we have \( p(h_i|d_j) \) for each candidate language \( h_i \) and document \( d_j \), we can find an assignment \( A = \{(i, j) : \alpha_{i,j} = 1\} \) that maximizes the likelihood \( P(H|D) = \prod_{(i,j) \in A} p(h_i|d_j) = \prod_{i,j} p(h_i|d_j)^{\alpha_{i,j}} \) under the constraints that \( \sum_i \alpha_{i,j} = |D|/|H| \) and \( \sum_j \alpha_{i,j} = 1 \). The first constraint says that each language should get an even allocation of documents assigned to it and the second constraint says that
each document should be assigned to only one language. This reduces to a maximum weight matching on \( \sum_{i,j} \alpha_{i,j} \log p(h_i|d_j) \). This problem is directly convertible into a max flow problem or a linear program. It can be solved with methods such as the Hungarian algorithm, Ford-Fulkerson, or linear programming. In our case, we used LPSOLVE\(^2\) to find this global maximum. This looks at first glance like an integer programming problem, but one can relax the constraints into inequalities and still be guaranteed that the solution will end up with all \( \alpha_{i,j} \) landing on either zero or one in the right amounts. We applied this assignment combination as a post-processing step to the probabilities generated in the naive Bayes ensemble and also to the raw LIBLINEAR outputs. The hope in doing this is that the optimizer will move the less likely assignments around appropriately while preserving the assignments where it has more confidence. We observed mixed results on our development set and submitted two systems using this ensemble technique.

4.6 Other components explored

LIBLINEAR provides an implementation of a linear SVM as well as a logistic regression package. We experimented with various combinations of \( \ell_1 \)- and \( \ell_2 \)-loss SVMs, with both \( \ell_1 \) and \( \ell_2 \)-regularization, but in the end opted to use the \( \ell_2 \)-regularized logistic regression due to slightly superior performance and the ease with which we could extract eleven values of \( P(H) \) for inclusion in our ensemble.

Another component that was tested in development of our ensemble systems was a maximum entropy classifier. This particular effort used the implementation from JCarafe\(^3\) which uses L-BFGS for optimization.

We approached the NLI task as document classification, following a typical JCarafe recipe (Gibson et al., 2007). The class of the document is the native language of the author. Each document was treated as a bag of words, and several classes of features were extracted: token n-gram frequency, character n-gram frequency, part of speech n-gram frequency. The feature mix that produced the best score was token bigrams and trigrams, character trigrams and


| L1 | Mean F | Our Best F |
|----|--------|------------|
| GER| 1      | 0.776      |
| ITA| 2      | 0.757      |
| CHI| 3      | 0.723      |
| JPN| 4      | 0.708      |
| FRE| 5      | 0.701      |
| TEL| 6      | 0.667      |
| KOR| 7      | 0.665      |
| TUR| 8      | 0.656      |
| ARA| 9      | 0.65       |
| SPA| 10     | 0.631      |
| HIN| 11     | 0.606      |

Figure 3: L1s by empirical prediction difficulty. Mean F incorporates all submissions by all competition teams.

POS trigrams. A feature frequency threshold of 5 was used to curb the number of features.

5 Results

Our best performing ensemble was 82.6% accurate when scored on the competition test set, and was composed of Carnegie, SRILM, and logistic regression, using naive Bayes to combine the subsystem outputs and confidence scores into a single prediction. The best performing subsystem during system development scored 79.3% on the test set in isolation, demonstrating once again the value of combining systems that make independent errors.

Certain L1s gave our systems more difficulty than others. Our best submitted F-measure scores ranged from 0.921 for German to 0.762 for Hindi. Figure 3 demonstrates that our systems’ scores were highly correlated with average scores from all submissions by all teams (\( R^2 = 0.84 \)). From this we infer that our performance differences between L1s may be explained by inherent difficulties in certain languages or by the selection of similar L1s as a part of the competition task, rather than quirks of our approach. Our submissions do appear to have a particular advantage on Arabic and Korean, relative to the field.

Figure 4 shows the overall performance of our submissions and subsystems on the development and test evaluation sets.

Our scores dropped 4 to 5% between development and test evaluations, representing significant overfit-

\(^2\)http://lpsolve.sourceforge.net
\(^3\)https://github.com/wellner/jcarafe
Figure 4: Results.

Figure 4 also shows the effect of various efforts to improve our baseline Carnie system. Adding part-of-speech n-grams and word trigrams as features improved the score on the development set by 1% in total. Meanwhile many of our experiments with new types of features yielded no gains. Lowercased character n-grams, skip bigrams and all non-vanilla formulations of part-of-speech tags provided no improvement and were discarded.

It was observed that all of our systems showed a strong preference for binary features over frequency-weighted inputs. In the case of the JCarafe classifier, switching to binary features yielded a 10% accuracy gain. Although JCarafe didn’t provide a gain over the ensemble of Carnie, SRILM, and LIBLINEAR logistic regression, development set results indicated that JCarafe served capably as a replacement for LIBLINEAR in some ensembles.

We also measured the impact of using out-of-domain Japanese and Korean L1 data to train a pairwise JPN/KOR system. Only 78.5% of JPN and KOR texts were correctly identified in our eleven-way baseline system. We restricted train and evaluation data to only those two L1s and found our baseline technique was 86.5% accurate. When we added our out-of-domain data with no domain adaptation technique, that score dropped to 82.0%. Removing features that didn’t appear in our test set only raised the score to 82.5%. However, the EasyAdapt technique (Daumé and Marcu, 2007) showed promise. By making an additional source-specific copy of each feature, we were able to raise the score to 88.5%. While this result was of limited applicability in our final submission, and was therefore not submitted to the open data competition task, we believe that this technique may prove useful in enabling cross-domain NLI system transfer.

Figure 5 provides a small sample of word-level features discovered by the Winnow classifier. The table shows the rank of each n-gram relative to all features, and the native language that the feature predicts. The weight assigned by the Winnow2 algorithm is not readily interpretable, although higher weights indicate a stronger association.

Similarly, the top character n-grams can be seen in Figure 7, along with manually selected examples of each. These features can be seen to mainly fall into several broad categories. There are mentions of the authors’ home countries as in Korean, Italian and Turkey. There are also characteristic misspellings and infelicities such as personalement, perhaps incorrectly modeled from the French personnellement.

It is worth noting that the weights (and thus the ranks) for the top character n-gram features are
Figure 6: Training set cross-validation results.

| System            | Accuracy (%) | Errors |
|-------------------|--------------|--------|
| Carnie            | 80.4         | 2153   |
| SRILM             | 74.5         | 2800   |
| LIBLINEAR         | 80.8         | 2116   |
| ensemble-assign   | 81.9         | 1990   |
| ensemble-Bayes    | 82.2         | 1961   |

higher than for the top word features, indicating that Winnow found the former to be more informative.

Finally, the top part-of-speech n-gram features are shown in Figure 8, again with manually selected examples. These features have similar weights to the character n-gram features and for the most part seem to represent ungrammatical constructions (e.g., the first feature indicates that a personal pronoun followed by an uninflected verb predicts Chinese). However, there are some perfectly grammatical items that are indicative of a particular native language (e.g., as compared to for Hindi). One possible explanation might be a dominant L2 pedagogy for that language.

5.1 Cross-validation results

The task organizers requested that the participants run a ten-fold cross validation on a particular split of the union of the training and development sets after the evaluation was over. Results of our leading component systems and ensemble systems are presented in Table 6. These are comparable with the TOEFL-11 column of Figure 3 in Tetreault et al. (2012).

6 Conclusion

In this paper, we have presented MITRE’s participation in the native language identification task at BEA-8. Our best system was a naive Bayes ensemble combining component systems that used Winnow, language modeling and logistic regression approaches, all using relatively simple character and word n-gram features. This ensemble performed at an accuracy of 82.6% in the eleven-way NLI task, placing it in a statistical tie with the winning systems submitted by 29 teams. For individual native languages, our submission performed best among the participants on Arabic, as ranked by F-measure.

In addition to the three base systems in our best ensemble, we experimented with a maximum entropy classifier and an assignment-based ensemble method. We described a variety of experiments we performed to determine the best configurations and settings for the various systems. We also covered experiments aimed at using out-of-domain data for several native languages. In future work we will expand upon these, with the goal of applying domain adaptation approaches.

One concern with NLI as framed in this evaluation is the interaction between native language and essay topic. The distribution of topics was very similar in the various subcorpora, but in more natural settings this is unlikely to be the case, and there is a danger of overtraining on topic, to the detriment of language identification performance. This is especially problematic for a highly lexical approach such as ours. In future work, we intend to explore the extent of this effect, using topic-based splits of the corpus. Our initial experiments to remedy this problem are likely to involve domain adaptation approaches, such as Daumé and Marcu (2007).

As described above, we have had success using the Winnow-based system Carnie for other latent author attributes, such as gender. We would like to explore ensembles similar to those described here for these attributes as well.

The techniques described in this paper successfully identified an author’s native language 82.6% of the time using a sample of text averaging less than 350 words in length. Future work could study the interaction of text length and NLI performance, including texts shorter than 140 characters in length.
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