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Abstract

Word sense disambiguation is the problem of finding the most likely senses for a sequence of words in a given context. Disambiguation is a major step in most of the text applications. However, the meanings of the words are highly dependent on the domain of the text. Recently, word sense disambiguation is being addressed as an optimization problem. For this, metaheuristics like simulated annealing and D-Bees are developed. In this paper, we try to answer the question about the compatibility of general domain algorithms to solve specific domain word sense disambiguation. For this, we propose two variants of the D-Bees algorithm to include the domain information into the disambiguation process. The concepts proposed in this paper are general and can be adapted to other algorithms. It will be concluded that the D-Bees algorithm is suitable for solving specific domain word sense disambiguation. It has a robust performance in general and achieves competitive results compared with the simulated annealing method for different datasets.
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Introduction

Word Sense Disambiguation (WSD) is the problem of identifying the most likely sense of a target word, or a sequence of words, in a given context [1]. For example, the word mouse has two different meanings in the following two sentences: “The mouse eats cheese” and “I want to buy a new mouse for my computer”. The word mouse in the previous two sentences refers to “a rodent” and “a computer device” respectively.

WSD is not a stand-alone problem [2,3] rather it is used implicitly in many applications like machine translation [4] information retrieval [5] lexical simplification [6] and others.

Disambiguating words in a particular domain is referred to as specific domain WSD. Considering the domain of the text in WSD is important in particular applications like machine translation in order to achieve high accuracy. For example, the word bug should be translated to the German word Wanze if it means “an insect” in some biological context. If it has the computing sense “a fault or defect in a computer program”, then it should be translated into German as Fehler or Fehlfunktion.

There are several methods to solve the WSD problem for general domain that are usually divided into three interrelated categories: supervised, unsupervised, and knowledge-based methods [2,1].

Supervised methods use semantically annotated corpora. In these methods, a classifier is trained using a subset of the annotated corpora (training set), then evaluated using the another subset of the annotated corpora (test set). The classifier should be able to classify new examples correctly [1].

Unsupervised methods use unannotated corpora. They are mainly based on the assumption that words which occur in similar contexts are likely to have similar meanings. The result is a set of clusters of related words, each of which conveying a particular sense [7].

Finally, knowledge-based methods rely on machine readable dictionaries such as WordNet [8]. These approaches are applicable to any text, as long as the words are covered by the used dictionaries.

The Lesk algorithm [9] is a well-known knowledge-based method that disambiguates two words by calculating the contextual overlap between these definitions of their senses. For example, each of the words pine and cone has a sense that includes the terms evergreen tree in their sense definitions, so these two senses will be assumed to disambiguate each other in case pine and cone co-occur in the same context.

This algorithm is intuitive and simple to implement. However, it fails when there is no overlap found between the sense definitions. Therefore, variants of the Lesk algorithm are proposed to augment the definition of a word meaning with definitions of semantically related words [10].

Further researches are being done on the knowledge-based methods although the supervised methods achieve better results [11]. The reason is that the process of annotating corpora needs strenuous effort and has to be repeated for every language and for various domains.

Moreover, the same language evolves by time which means even more effort to get new examples if new terms appear; e.g., the word tweet nowadays means “the sound of a bird” or “an entry posted on Twitter” [12]. Therefore, the coverage of supervised methods is limited by the available set of annotated examples.

Recently, WSD is being addressed as an optimization problem by applying the Lesk algorithm to a text larger than two words [13]. The straight forward method is to consider all possible definition combinations. This may lead to combinatorial explosion, that is the
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time complexity grows exponentially with the problem size and so the problem becomes unsolvable within reasonable time [14].

In the previous example: “The cat chases the mouse in the yard”, the sentence has three open-class words each of which having several possible meanings as given by WordNet lexicon [8]: cat(8), chase(4), mouse(4), yard(9) resulting in a total of 1,152 sense combinations for this small sentence. This shows that applying the straight forward method on a simple sentence might lead to the problem of combinatorial explosion.

Metaheuristics like simulated annealing [15] and D-Bees [16] are global algorithms that can be used to avoid the combinatorial explosion problem.

Specific domain WSD introduces new challenges. The main questions that arise here are to what extent can the general domain WSD systems still be used within the specific domain application? Also how should they be adapted to fit this problem if their performance is not sufficient?

In this paper, we propose applying the D-Bees algorithm on WSD problem for specific domain and try to answer the previous questions. The experiments are conducted on two different datasets. The same concepts are performed using the simulated annealing algorithm and the results of both algorithms are compared and analyzed thoroughly. The major contribution of this paper is proposing two general methods to include the information from the domain into the WSD process. This is applied on the D-Bees and simulated annealing here, but can be applied to other algorithms as well.

The remainder of this paper is organized as follows. Section 2 gives an overview of the related background and describes the used algorithms in brief. Section 3 explains adjusting the D-Bees algorithm to solve the WSD problem for specific domain. For this, we introduce the domain detection module and two different variants of the D-Bees algorithm. Section 4 describes the results and experiments in details. At the end of the section an analysis is provided about the performance of the D-Bees algorithm in comparison with simulated annealing. The conclusion is then given in section 5.

Background

The D-bees algorithm for general domain

Inspired by [13], the WSD optimization problem can be defined as an optimization problem to disambiguate a sequence of words simultaneously [16].

Definition 1 Let \( W = (w_1, w_2, \ldots, w_n) \) be a sequence of \( n \) words to be disambiguated and a sequence of senses \( \sigma = (s_1, s_2, \ldots, s_n) \) be the corresponding sense for each word \( W_i \). Let \( S = \{s_1, \ldots, s_n\} \) be the set of all sequences of senses that represent sense combinations of the words in the sequence \( W \). Then the objective function becomes

\[
\text{argmax}_{\sigma} f(\sigma),
\]

where \( f \) is the score assigned to a sequence of senses based on the semantic relatedness. The score is calculated using a variant of Lesk (eLesk) as in [10].

The D-Bees algorithm aims at solving the WSD as an optimization problem and it can be summarized as follows [16]. At first, one word is chosen from the target words to represent the hive which produces bee agents and sends them to other words in the context window.

The number of bee agents equals the number of senses of the hive. In this way, each bee agent holds one sense in its memory and searches for the senses that have a higher similarity value with the sense it holds.

Initially, the path contains a sense of the target word from which the bee has created and the quality is set to zero. After each step, the bee agents update their local memory. They append the chosen sense to the path and update its quality by adding the similarity value incrementally.

The bee agent moves a step further until the number of moves is reached and by this it accomplishes a forward pass. Then it initiates the backward pass by returning to the hive holding a partial solution. In the hive, the agents exchange information on a virtual dancing floor.

During the backward pass, the bee agents with good partial solution advertise their solutions by performing a waggle dance. Each bee calculates the loyalty probability, based on which the bee agent decides whether to stay loyal to its path or to become uncommitted and follow one of the advertised solutions. It follows that becoming a recruiter depends mainly on the goodness of the partial solution found so far.

The forward and backward passes are alternated until there are no more target words to be disambiguated. The bee agent with the best found solution in terms of path quality is stored. Finally, the best solution is returned as the output of the disambiguating process.

Simulated annealing for general domain

Simulated Annealing (SA) is based on the metal annealing process. The metal is heated and then cooled slowly to obtain a stable state [17].

SA has been applied to the WSD problem by Cowie et al. [15]. Given a sequence of \( n \) words \( W = (w_1, \ldots, w_n) \) the SA algorithm starts with an initial sequence \( (\sigma) \) by assigning a sense to each word in the sentence, randomly or based on some predefined criterion. The algorithm searches for a sequence of senses that has the highest number of overlapping words among the definitions. This overlap is called redundancy \( (R) \). To do this, first all the definitions of the senses are retrieved, preprocessed and stored in a list. For this list, a frequency map is created, where each word has a matching frequency value measuring how often the word occurs in the list. The redundancy is then the summation of the frequency values minus one over all the list such that the words that occur once do not influence the redundancy value.

WSD in this case can be defined as a minimization problem, where each sequence has an associated energy value \( E \) and the goal is to find the sequence \( (\sigma) \) with the minimum energy value. The energy function \( E \) represents the dissimilarity among words and can be defined as follows:

\[
E = \frac{1}{1+R}
\]

where \( R \) is the redundancy.

A random modification is done on the initial solution, by changing a sense of a randomly chosen word. The energy value is calculated for and a decision whether to accept the new sequence or not is made. SA accepts a “not-very-good” solution based on the rejection probability in order to escape from the local optima hoping that a better solution will be found in the later iterations.

This process is repeated until the maximum number of iterations is reached, or the best solution found so far cannot be changed significantly. Finally, the best found solution is returned.
Related work

The domain is included in the dictionaries under the name of subject code [1]. Subject codes are used to define which senses belong to which domains; e.g., the word bass expresses different meanings based on the domain in which it is used, in music it means "the lowest part of the musical range" and in biology it means "a type of fish". Subject codes can be used to detect the domain of a certain text by counting their frequency overall words in the text. This is beneficial for the WSD specific domain system by giving a preference to the senses that share the same subject code.

The domain information are included in WordNet [8]. Synsets have at least one domain label [1]. Domains can include synsets of different syntactic categories, and they may group multiple different senses of a certain word into a semantic cluster. This decreases the ambiguity level in the case of specific domain disambiguation.

Magnini et al. [18] have presented a system to solve the specific domain WSD problem under the hypothesis, called DDD (Domain Driven Disambiguation). This hypothesis indicates that it is possible to establish associations among words in a coherent text using their domain labels, such that the related senses maximize the domain similarity.

To this end, given a target word \( w_t \) and a context window \( W = (w_1, \ldots, w_n) \), the disambiguation process can be done in three steps [1]:

1. Create the domain vector of the context window \( T(W) = \bigcup_{i=1}^{n} T(w_i) \) (\( \pm 50 \) words around the target word were used in the DDD system).

2. Find the domain vector for each sense \( s_j \) of the target word \( T(s_j) = (t_1, \ldots, t_k) \), \( 1 \leq j \leq m, k \geq 1 \), such that \( m_j \) is the number of senses of the target word, and \( k \) is the number of domain words found for this sense.

3. Choose the next sense \( s' \) of the target word such that

\[
    s' = \text{argmax} \sum_{i=1}^{n} T(T(w_i), T(s_j)).
\]

where \( \sigma_i \) is the semantic similarity calculated between the sequence of the domain words of the context window and the target word.

The domain vectors can be created using the associations between the words synsets and the domain label provided in WordNet. Then, the sense that maximizes the similarity with the relevant domain of the context is selected. The DDD system was tested in Senseval 2 [19] and achieved a precision of 75% and a recall of 36%. The reason of achieving a low recall value is that only a subset of the word senses in a specific domain text are actually related to the domain of the context.

The D-Bees Algorithm for Specific Domain

Adapting the D-Bees algorithm from the general domain to a specific one starts by feeding the algorithm with domain information about the dataset before the disambiguation process takes place. Therefore, the first step is detecting the domain automatically. This is possible by using the suitable semantic relations provided by WordNet to indicate the domain.

Before starting the disambiguation process, the domain detection procedure is performed on the whole dataset. Given a text to be disambiguated \( W = (w_1, w_2, \ldots, w_n) \), detecting the domain is done as follows:

1. Retrieve the sequence of possible synsets \( S = (s_{i_1}, s_{i_2}, \ldots, s_{i_m}) \) from WordNet for each word \( w_i \), where \( m_i \geq m \) is the number of senses, \( 1 \leq i \leq n \).

2. For each synset \( s_{j_s} \) get the semantic related synsets corresponding to the semantic relation category.

3. Create a frequency table of two columns. In the first column, store the domain words retrieved for all synsets of the target words in the text. In the second column, store how many times this domain word is associated with the synsets in the whole text.

4. Sort the frequency table in descending order, such that the first entry represents the most frequent domain word in the whole text.

5. The idea is then to work with only the top-\( k \) domains, we used the top-3 domains in our experiments.

We have included the domain words in the disambiguation module of the D-Bees algorithm using two different approaches.

D-Bees variant 1: Domain information in choosing next synset

The D-Bees algorithm for general domain is discussed earlier. Given a sequence of words to be disambiguated \( W = (w_1, w_2, \ldots, w_n) \), the bee agents explore the senses of the words and append each time a sense to the build up an admissible solution. Choosing the next sense can be done either based on the usage frequency or uniformly at random.

In the specific domain D-Bees variant 1, we incorporate the domain words by choosing the next sense during the disambiguation process. This variant is motivated by the fact that the distributions and predominant senses vary in a specific domain text [20]. Therefore relying on on frequency of usage to choose the next senses might not be result in "good-enough" solutions.

The alternative is to choose the next sense that has the highest overlap with the top-\( k \) domain words. Let \( W' = (w_1, w_2, \ldots, w_n) \) be the sequence of words to be disambiguated. The domain words can be defined as \( T(W) = \bigcup_{i=1}^{n} T(w_i) \). Let \( T = (t_1, t_2, \ldots, t_f) \) be the top-\( k \) frequent domain words in the whole text (or dataset) sorted in descending order. Choosing the next sense is then performed by selecting the sense which has maximum number of overlapping domain words with the text. Let \( \sigma_w \) be the selected next sense of the words \( w_i \). It can be defined formally as follows:

\[
    \sigma(w) = \text{argmax} \sum_{i=1}^{n} \left| \text{overlap}(T, T(s_i)) \right|
\]

where \( T(s_i) \) is the domain words obtained from the \( f^o \) sense of the word \( w_i \), \( 1 \leq i \leq n \).

The D-Bees variant 1 works as follows:

1. Detect the domain for the whole dataset before starting the disambiguation.

   a. The disambiguation component works per sentence. Similar to the generic D-Bees algorithm, after choosing the hive and initializing the bee agents are supposed to choose a next sense to append it to the partial solution they found so far.

   b. The next word \( w_i \) has the sequence of senses \( S(w_i) = (s_{i_1}, s_{i_2}, \ldots, s_{i_m}) \).

   c. Retrieve the semantic relations for each sense \( s_j \) from WordNet, namely category. The result is sequence of domain words associated with this sense \( T(s_j) \).

   d. Choose the next sense from the sequence of senses as in Eq. 4.
If no overlapping domain words can be found between $T$ and $T(t_s)$, then choose the next sense uniformly at random or based on the usage frequency as in the generic D-Bees.

The forward and backward passes as well as the loyalty and recruitment process are performed similar to the generic D-Bees algorithm.

The general flow chart that describes the D-Bees algorithm variant 1 for specific domain WSD is illustrated in Figure 1.

**D-Bees variant 2: Domain information per sentence**

The second approach is to append the top-k domain words to each sentence before disambiguating it, and then remove them after the disambiguation is completed as illustrated in Figure 2. In this case, the domain words are participating in the disambiguation process. The definitions of the domain words are influencing the objective function, since we use the eLesk similarity measure.

This variant enriches the sense definitions with the domain information. Therefore the result of the disambiguation process should be more domain-relevant senses. In this way, the same generic D-Bees algorithm can be used with some minor changes. Besides the domain detection module, a component is created that appends the domain words and the removes them to and from each sentence.

In more details the D-Bees algorithm variant 2 works as follows:

- Detect the domain words of the text before the disambiguation process same as in variant 1. Let $T = (t_1, t_2, ..., t_k)$ be the domain words sorted in descending order based on the frequency of occurrence in the text.
- Let $W = (w_1, w_2, ..., w_n)$ be the sequence of words to be disambiguated. Then append the domain words to the sequence of the words:

$$W' = \text{append} (W, T) = (w_1, w_2, ..., w_n, t_1, t_2, ..., t_k).$$

- Perform the D-Bees disambiguation procedure on the $W'$ the same way as for the general domain. This means that the domain words are considered like the target words and will be disambiguated.

The domain words might also be polysemous but they are definitely more specific than the target words; e.g. the domain music and the target word bass. The D-Bees algorithm benefits from the advantage of considering the most frequent senses during the disambiguation; e.g., the case of music.

- Delete the domain words from the sentence: $W = \text{delete} (W, T)$ such that only the words in the original sequence will be returned as the output of the disambiguation process.

The words that are not specific domain do not have a significant influence on the domain detection. This fact makes this variant more appealing because the D-Bees algorithm focuses on the specific domain senses but still handles the target words well from a general domain perspective.

**Results and Analysis**

**The dataset**

The specific domain word sense disambiguation is introduced in [20] task 17: all-words WSD on a specific domain for different languages: Chinese, Dutch, English and Italian [20]. The dataset provided with the task includes a test set and background texts, both of which focus on the environmental domain. Table 1 summarizes the statistical information about the test sets.

The test set for the English language contains three texts focusing on the environmental domain divided between 1,032 nouns and 366 verbs. The target words are annotated by only one expert.

The dataset includes three texts compiled by the European Center for Nature Conservation and Worldwide Wildlife Forum [20]. Only nouns and verbs are tagged as being target words and should be disambiguated. The inter-annotator agreement is not applicable for the English dataset because it was annotated by only one expert.

The first sense baseline has scored a precision of 50.5% on the English test set, where the most frequent senses are taken from the WordNet. The random baseline has scored a precision of 23.3% which indicates a high average of polysemy in comparison with other languages: 32.1%, 32.8%, 29.4% on Chinese, Dutch and Italian, respectively [20].

In addition to this dataset, we have conducted experiments on the

| Language | Total | Noun | Verb | IAA |
|----------|-------|------|------|-----|
| Chinese  | 3989  | 754  | 450  | 0.96|
| Dutch    | 8157  | 997  | 635  | 0.90|
| English  | 5342  | 1032 | 366  | n/a |
| Italian  | 8560  | 1340 | 513  | 0.72|

**Table 1:** Dataset statistics.
fourth text (d004) in SemEval 2007 task 7 [11]. The lemmas and part-of-speech are provided for the target words. The text has 677 different instances of nouns, verbs, adjectives and adverbs. The domain of the text is computer science. Based on our experiments on d004, the precision of the random sense baseline is 60.71%, while for the first sense 75.18%.

To evaluate any WSD system, the following metrics are used. First, coverage describes how many target words are disambiguated by the system out of the total target words. Precision is the number of target words that are correctly disambiguated divided by the total number of target words that the system disambiguates and recall is the number of correctly disambiguated target words divided by the total number of target words in the dataset. Finally, the F-measure is the harmonic mean of the precision and recall values.

**Domain detection**

In the [20] corpus the target words are tagged, but neither their part of speech nor lemmas are provided. Therefore the performance of the WSD system is partially influenced by the POS tagger as well as the lemmatizer. The coverage is 100% for all algorithms; i.e., precision = recall = F-measure. Thus we will report the precision only.

We have used two approaches in order to detect the domain of a given text. The first approach (all texts) considers the domain words over all the texts in [20] task 17 corpus.

We have developed the second approach (per text) because the corpus consists of three different texts. The second approach considers the domain words for each text in the corpus and apply it sentence wise within the same text. This improves the results because then we limit the range of domain detection into one coherent text. The detected domain words are then more precise in the second approach. The results are obtained by applying the D-Bees variant 1 discussed earlier. Table 2 summarizes the results.

In Figure 3, we compare the performance of the domain detection approaches on [20] task 17 corpus divided per text. It can be observed that for all texts detecting the domain within one text outperforms incorporating the domain information from the whole corpus.

The top two domain words in each text found by the domain detection module for both corpora are listed in Table 3.

It can be observed that the dominant domain words in the text d004 are precise and more specific. Therefore, choosing the senses which have the maximum overlap with the domain words should lead to a good performance. This argument has been proved by the results of the D-Bees algorithm. The domain words have a remarkably high frequency value (91 each) in comparison with the texts of [20] texts. This means that they are shared among many words senses in the text.

On the other hand, in [20] the top domain words have less frequencies. This means when selecting the next sense of a particular word, it is less likely to find one with an overlap with the domain words. However including the domain words in the disambiguation process for each sentence enforces a bias towards the domain relevant senses in the text. It can also be that the domain of environment is broader than the computer science. Therefore, the domain words in the environmental field have a larger polysemy average and need to be disambiguated in comparison with that in the computer science field.

It can be assumed that the domain words can be highly affected by the named entities in the text as shown in Table 3. There might be some instance of rivers in the second text en2 that lead to the domain word river; e.g., Jordan River. It might be useful to include some key words manually to the whole text based on the domain. However, to avoid the necessity of manual intervention, the algorithm can consider more domain words than the top-3 as in our experiments. This ensures that the existence of many named entities will not mislead the search process.

**Comparison with simulated annealing**

We have developed the same disambiguation approaches using the Simulated Annealing (SA) algorithm for the specific domain WSD (more about this can be found in [21]).

SA is a metaheuristic that was adapted to solve the WSD optimization problem. In SA, the disambiguation process starts with an initial sequence of senses corresponds to the sequence of words to be disambiguated. SA variant 1 includes the domain information from each text in the corpus for modifying the initial sequence randomly. To do this, first a random word is chosen for which the sense will be changed. Then a sense is chosen for this word according to variant 1 explained earlier. SA variant 2 works similarly as D-Bees variant 2 by adding the domain words to the sentence.

A comparison is given in Table 4 between the D-Bees and the simulated annealing algorithms including the baselines for both corpora. It can be observed that the D-Bees variant 1 performs better than variant 2 on the text d004 unlike SA. This also contradicts the
results on [20]. The reason might be that d004 is a coherent text in the domain of computer science.

Figures 4 and 5 visualize the results. It is worth mentioning that the results on d004 are obtained using the best parameters found by the ILS parameter estimation method trained on a subset of the [20] corpus.

The results of D-Bees in comparison to SA divided by the text and POS are visualized in Figure 6.

| Algorithm       | Precision (%) |
|-----------------|---------------|
|                 | [20] task 17  | [11] (d004) |
| First Sense     | 50.5          | 75.18       |
| 3*D-Bees Generic| 48.93         | 76.07       |
| Variant 1       | 47.28         | 81.5        |
| Variant 2       | 50.00         | 75.33       |
| 3*SA General    | 24            | 68          |
| Variant 1       | 25            | 69          |
| Variant 2       | 40            | 71          |
| Random Sense    | 23            | 60.71       |

Table 4: A comparison between the D-Bees and SA algorithms for specific domain.

Comparison with other participating systems in [20] task 17

Eleven systems have participated in this task and submitted more than thirty runs. The systems are classified in three categories based on the way they trained or obtained the senses of the target words, supervised, weakly supervised or knowledge-based systems. Below we describe the systems with which we compare the D-Bees results [20]:

Treematch uses a knowledge-based method that requires a dictionary and untagged text as an input. Kyoto represents a free reimplementation of the WSD method presented in [22]. CFILT is a specific domain knowledge-based system. The system works by first identifying the domain dependent words using the background dataset. Then the system selects the most representative synsets within the domain using a graph based on the hyponyms in WordNet and a breadth first search method. They have added manually disambiguated examples from the domain as seeds. Their best run is under the weakly supervised category and it was ranked first.

IIITTH is based on the personalized Page Rank algorithm over a graph constructed from WordNet similar to [22]. RACAI uses a mapping to the domains provided by WordNet in order to limit the domains of the words in the test set.

HIT-CIR estimates the predominant sense from the raw text. This is done by calculating the frequency information in the background text.

• WS acquires information by querying the local context of a given target word in the Web.

The sense is chosen based on the relatedness between the senses of the target word and the information obtained from the Web.

Besides the first sense baseline, we compare the results of the D-Bees algorithm variant 2 only with the participating knowledge-based systems. The results in Table 5 are sorted in descending order based on the recall values.

It can be observed that the D-Bees algorithm performs on par with the top ranked knowledge-based systems, although both variants of the D-Bees algorithm do not consider the background text in the disambiguation process.
The D-Bees algorithm is adapted to the specific domain WSD in a way similar to the DDD method described earlier [18]. However unlike the DDD method, it scores a stable recall value. The reason is that including the domain words in the disambiguation process favors the domain relevant senses. This can be achieved in the D-Bees algorithm because the semantic similarity function considers the sequence of words at once.

During the disambiguation the definitions of the domain words are included each time. Choosing next senses based on their usage frequency is highly beneficial to disambiguate the domain labels that lead the search to focus on the senses related to the domain.

**Conclusion**

In conclusion, the performance of the D-Bees algorithm is robust to some extent and the algorithm can be adapted to the WSD for specific domain with minor modifications. Based on the conducted experiments, it can be inferred that the D-Bees algorithm performs better than the simulated annealing.

Adjusting a WSD algorithm from general to specific domain starts by detecting the domain in the dataset. Then the two variants that are presented in this paper can be used to adapt any algorithm from general to specific domain.

The D-Bees is comparable to the first sense baseline. However the D-Bees algorithm takes the context into consideration and gives a priority to the more frequent senses. Therefore, even if they perform on par, the D-Bees algorithm can be improved unlike the first sense baseline. As a future enhancement, the D-Bees algorithm should consider the background texts to find more accurate domain words. It is also possible to include some domain words manually once for the whole dataset in order to cause a bias in sense selection.
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