SHARP REILLY-TYPE INEQUALITIES FOR SUBMANIFOLDS IN SPACE FORMS
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Abstract. Let $M$ be an $n (> 2)$-dimensional closed orientable submanifold in an $(n+p)$-dimensional space form $\mathbb{R}^{n+p}(c)$. We obtain an optimal upper bound for the second eigenvalue of a class of elliptic operators on $M$ defined by $L_T f = -\text{div}(T \nabla f)$, where $T$ is a general symmetric, positive definite and divergence-free $(1, 1)$-tensor on $M$. The upper bound is given in terms of an integration involving $\text{tr} T$ and $|H_T|^2$, where $\text{tr} T$ is the trace of the tensor $T$ and $H_T = \sum_{i=1}^n A(T e_i, e_i)$ is a normal vector field associated with $T$ and the second fundamental form $A$ of $M$. Furthermore, we give the sufficient and necessary conditions when the upper bound is attained. Our main theorem can be viewed as an extension of the famous “Reilly inequality". The operator $L_T$ can be regarded as a natural generalization of the well-known operator $L_r$ which is the linearized operator of the first variation of the $(r+1)$-th mean curvature for hypersurfaces in a space form. As applications of our main theorem, we generalize the results of Grosjean ([16]) and Li-Wang ([19]) for hypersurfaces to higher codimension case.

1. Introduction

Let $M$ be an $n (\geq 2)$-dimensional closed orientable submanifold immersed in $\mathbb{R}^{n+p}(c)$, where $\mathbb{R}^{n+p}(c)$ is the $(n+p)$-dimensional simply connected space form of constant curvature $c$ and represents the Euclidean space $\mathbb{R}^{n+p}$, the hyperbolic space $\mathbb{H}^{n+p}(−1)$ and the unit sphere $\mathbb{S}^{n+p}(1)$ for $c = 0, −1$ and $1$ respectively.

In [13], A. El Soufi and S. Ilias obtained a sharp upper bound for the second eigenvalue of the Schrödinger operator $L_s = -\Delta + q$, where $\Delta$ is the Laplacian on $M$ and $q \in C^\infty(M)$. They proved that

$$\lambda_2^{L_s} \leq \frac{1}{V(M)} \int_M [n(H^2 + c) + q] \, dv_M, \tag{1.1}$$

where $H$ is the length of the mean curvature vector. Moreover, if $n \geq 3$, then equality holds in (1.1) if and only if $q$ is constant and $M$ is minimally immersed in a geodesic sphere of radius $r_c$ of $\mathbb{R}^{n+p}(c)$ with $r_0 = (n/\lambda_2^\Delta)^{1/2}$, $r_1 = \arcsin r_0$ and $r_{-1} = \arcsinh r_0$. When $q = 0$, (1.1) becomes

$$\lambda_2^\Delta \leq \frac{1}{V(M)} \int_M [n(H^2 + c)] \, dv_M, \tag{1.2}$$

which is called “Reilly inequality" as it was first proved by R. Reilly for submanifolds of $\mathbb{R}^{n+p}$ in [26] and was proved by A. El Soufi and S. Ilias in [12] for submanifolds of $\mathbb{H}^{n+p}(-1)$. If $M$ is a minimal hypersurface or a hypersurface with constant mean curvature in $\mathbb{R}^{n+1}(c)$, $q = -S - nc$, where $S$ denotes the squared norm of the second fundamental form, then $L_s$ is the Jacobi operator of $M$ and its spectral behavior is related to the stability of $M$.
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Later, J.-F. Grosjean [16] generalized the “Reilly inequality” (cf. [26] and [13]) to the $L_r$ operator on hypersurfaces of space forms. Here $T_r$ is the $r$-th Newton transformation arising from the shape operator $A$, and the operator $L_r$ is the linearized operator of the first variation of the $(r + 1)$-th mean curvature arising from variations of an immersed hypersurface $M \subset \mathbb{R}^{n+1}(c)$ (see Section 2.3 for details). Under some assumptions, $L_r$ is elliptic and its spectrum is closely related to the stability of hypersurfaces with constant $r$-th mean curvature in space forms. For more details of the properties of the $L_r$ operator, we refer the readers to [2, 4, 9, 25, 28] and the references therein. In [16], Grosjean proved that

**Theorem A.** (Theorem 1.1 in [16]) Let $(M, g)$ be a closed orientable Riemannian manifold of dimension $n \geq 2$ and $x$ be a convex isometric immersion of $(M, g)$ in $\mathbb{R}^{n+1}(c)$. If $H_{r+1} > 0$ for $r \in \{0, \ldots, n-2\}$, then we have

$$\lambda_2^{L_r} \leq \frac{(n-r)(n)}{V(M)} \int_M \frac{\mathcal{H}_r^2 + cH_r^2}{H_r} \, dv_M. \quad (1.3)$$

Moreover, equality holds if $x(M)$ is an umbilical sphere. And for $r < n-2$, if equality holds, then $x(M)$ is an umbilical sphere.

When $r = 1$, there exists a natural operator $J_s$ associated with $L_1$, more precisely, $J_s = L_1 - S_1S_2 + 3S_3 - (n-1)S_1$ and $L_1(f) = -\sum_{i,j}(nH\delta_{ij} - h_{ij})f_{ij}$, $\forall f \in C^\infty(M)$, where $f_{ij}$ is the second covariant derivative of $f$, $h_{ij}$ is the component of the second fundamental form of the hypersurface, $S_r$ is the $r$-th $(r = 1, 2, 3)$ mean curvature of the hypersurface, see Section 2.3 for the definition. $J_s$ is the Jacobi operator of hypersurfaces with constant scalar curvature in a unit sphere $\mathbb{S}^{n+1}(1)$. In [19], H. Li and the second author obtained a sharp estimate for the second eigenvalue of $J_s$ without the convexity assumption, they proved that

**Theorem B.** (Theorem 1.4 in [19]) Let $M$ be an $n$-dimensional closed orientable hypersurface with constant scalar curvature $n(n-1)r = n(n-1)(1+H_2)$, $H_2 > 0$, in $\mathbb{S}^{n+1}(1), n \geq 5$. Then the Jacobi operator $J_s$ is elliptic and its second eigenvalue $\lambda_2^{J_s}$ satisfies

$$\lambda_2^{J_s} \leq 0,$$

where the equality holds if and only if $M$ is totally umbilical and non-totally geodesic.

In fact, from the proof of Theorem B, one can see that the authors did not use the condition of “$H_2$ being constant” and one can get the same estimate as in (1.3) for $L_1$ without the convexity assumption by adapting the arguments in [19].

We notice that the inequalities (1.1) and (1.2) were proved for submanifolds in space forms, while the results in Theorem A and Theorem B are in the setting of hypersurfaces in space forms, a natural question is the following:

**Problem.** In higher codimension case, can we get sharp inequalities analogous to (1.1) and (1.2) for some general elliptic operators? Can we generalize Theorem A and Theorem B to higher codimension case?

In this paper, we give an affirmative answer to the problem stated above. We obtain a sharp upper bound for the second eigenvalue of some general elliptic operators on closed submanifolds in space forms, and we can deduce Theorem A and Theorem B as corollaries of our theorems.

Let $M$ be an $n$-dimensional closed orientable submanifold in an $(n + p)$-dimensional space form $\mathbb{R}^{n+p}(c)$ and $\{e_1, \ldots, e_{n+p}\}$ be an orthonormal frame of $\mathbb{R}^{n+p}(c)$ such that $\{e_1, \ldots, e_n\}$ are tangent to $M$, $\{e_{n+1}, \ldots, e_{n+p}\}$ are normal to $M$. Denote $A = (h_{ij}^s)$ the
second fundamental form of \( M \) in \( \mathbb{R}^{n+p}(c) \). Under the frame defined above, generally, given a symmetric, divergence-free \((0,2)\)-tensor \( T = (T_{ij}) \) on \( M \) (\( T \) can also be regarded as a \((1,1)\)-tensor), we define a differential operator \( L_T \) as follows:

\[
L_T f = -\text{div}(T \nabla f) = -\sum_{i,j} T_{ij} f_{ij}, \quad f \in C^\infty(M),
\]

where \( f_{ij} \) is the second covariant derivative of \( f \). It is not hard to show that \( L \) is self-adjoint since \( T \) is divergence-free. \( L_T \) is elliptic if and only if \( T \) is positive definite. When \( L_T \) is elliptic, the first eigenvalue of \( L_T \) is 0 obviously and the corresponding eigenfunctions are nonzero constant functions. The minus symbol in the definition (1.4) is to ensure that the operator is positive-definite. In this case, \( \lambda \) is an eigenvalue of \( L_r \) if there exists a non-zero function \( u \) satisfying \( L_r u = \lambda u \). We define a normal vector field \( H_T \) associated with \( T \) by

\[
H_T = \sum_{i=1}^{n} A(T e_i, e_i) = \sum_{\alpha,i,j} h_{ij}^\alpha T_{ij} e_\alpha.
\]

\( M \) is called \( T \)-minimal in \( \mathbb{R}^{n+p}(c) \) if \( H_T \equiv 0 \). The concept \( T \)-minimal is a natural generalization of minimal and \( r \)-minimal (see Section 2.3). We obtain the following sharp estimate for the upper bound of the second eigenvalue of the operator \( L_T \):

**Theorem 1.1.** Let \( M \) be an \((n>2)\)-dimensional closed orientable submanifold in an \((n+p)\)-dimensional space form \( \mathbb{R}^{n+p}(c) \). Let \( T \) be a symmetric, divergence-free \((1,1)\)-tensor on \( M \). Assume that \( T \) is positive definite, and \( T' = (\text{tr} T) I - 2T \) is semi-positive definite. Then we have the following sharp estimate for the second eigenvalue of \( L_T \):

\[
\lambda_2^{L_T} \leq \frac{1}{V(M)} \int_M \left( c \text{tr} T + \frac{|H_T|^2}{\text{tr} T} \right) dv_M.
\]

The equality in (1.6) holds if the following two conditions hold: (1) \( \text{tr} T \) is constant; (2) \( M \) is \( T \)-minimal in a geodesic sphere \( \Sigma_c \) of \( \mathbb{R}^{n+p}(c) \), where the geodesic radius \( r_c \) of \( \Sigma_c \) is given by

\[
r_0 = \left( \frac{\text{tr} T}{\lambda_2^{L_T}} \right)^{1/2}, \quad r_1 = \arcsin r_0, \quad r_{-1} = \arcsinh r_0.
\]

Moreover, if \( T' \) is positive definite and \( H_T \) is not identically zero, then the equality in (1.6) holds if and only if both the two conditions (1) and (2) hold.

**Remark 1.2.** (1) **Theorem 1.1** can be regarded as an extension of the “Reilly inequality” (1.2). We also generalize **Theorem 1.1** to Schrödinger-type operators, see **Theorem 3.11** for the details, which can be regarded as an extension of the inequality (1.1).

(2) We note that the condition “\( H_T \) is not identically zero” is not essential and it is only used in the case \( c = 1 \). This condition is used to exclude the case that \( M \) is \( T \)-minimal in \( S^{n+p}(1) \) but \( M \) is not contained in any totally geodesic \( S^{n+p-1}(1) \) of \( S^{n+p}(1) \). In fact, if \( H_T \) is identically zero, \( T' \) is positive definite and the equality in (1.6) holds, then it is not hard to prove that the position vector of the immersion \( x : M \rightarrow S^{n+p}(1) \) satisfies that \( L_T x = \lambda_2^{L_T} x \), then using an analogous argument to that in Proposition 3.5, we get that \( M \) is \( T \)-minimal in \( S^{n+p}(1) \) with \( \text{tr} T = \lambda_2^{L_T} \).

There are lots of natural tensors that satisfy the assumptions in **Theorem 1.1**. For instance, when \( T = T_r \), the \( r \)-th Newton transformation arising from the shape operator \( A \) of a hypersurface in a space form, \( L_T \) is just the well-known \( L_r \) operator. In higher codimension case, i.e., \( p > 1 \), when \( r \) is even, we can also define a \((0,2)\)-tensor \( T_r \) and an \( L_r \) operator on the submanifolds, which can be regarded as a natural generalization of the
$T_r$ operator for hypersurfaces in space forms, see Section 2.3 for the detailed definitions of $T_r$, $L_r$, $H_r$ and $H_{r+1}$. In Section 4, by applying Theorem 1.1 to the operators $L_r$ for the case $p = 1$ or the case $p > 1$ and $r$ is even, we obtain

**Theorem 1.3.** Let $M$ be an $n(\geq 2)$-dimensional closed orientable submanifold in an $(n + p)$-dimensional space form $\mathbb{R}^{n+p}(c)$. For each $r \in \{0, \ldots, n-2\}$ (when $p > 1$ we assume $r = 2k$ is an even integer), assume that $T_r$ is positive definite and $(\sum_{k,\alpha} T_{r-1}^{\alpha} h_{k_i}^\alpha)$ is semi-positive definite. Then $L_r$ is elliptic and

$$\lambda^2_r \leq \frac{(n-r)^2 V(M)}{V(M)} \int_M cH_r^2 + |H_{r+1}|^2 \, dV_M. \quad (1.7)$$

The equality in (1.7) holds if both the following two conditions hold.

1. $M$ has constant $r$-mean curvature;

2. $M$ is $r$-minimal in a geodesic sphere $\Sigma_c$ of $\mathbb{R}^{n+p}(c)$, where the geodesic radius $r_c$ of $\Sigma_c$ is given by

$$r_0 = \left( \frac{(n-r)S_r}{\lambda^2_r} \right)^{1/2}, \quad r_1 = \arcsin r_0, \quad r_{-1} = \arcsinh r_0.$$

When $r < n-2$ and $H_{r+1}$ is not identically zero, (1) and (2) are also the necessary conditions for the equality.

**Remark 1.4.** (1) When $p = 1$, by using (2.19), we have

$$(\sum_{k,\alpha} T_{r-1}^{\alpha} h_{k_i}^\alpha) = (\sum_{k,\alpha} T_{r-1}^{\alpha} h_{k_i}^\alpha) = \sum_{k=1}^r (-1)^{k-1} S_{r-k} A^k,$$

where $A = (h_{ij})$. (cf. [3,16]). If $H_{r+1} > 0$ and $M$ is convex, then $T_r$ satisfies the conditions in Theorem 1.3, we can get Theorem A as a corollary of Theorem 1.3.

(2) When $r$ is even, from Lemma A.2 in Appendix A, we know that $(\sum_{k,\alpha} T_{r-1}^{\alpha} h_{k_i}^\alpha)$ is an intrinsic tensor on $M$ corresponding to the Lovelock curvatures. In particular, when $r = 2$, we have

$$(\sum_{k,\alpha} T_{r-1}^{\alpha} h_{k_i}^\alpha) = R_{\text{ic}} - (n-1)cI,$$  \hspace{1cm} (1.8)

in this case, the condition “$(\sum_{k,\alpha} T_{r-1}^{\alpha} h_{k_i}^\alpha)$ is semi-positive definite” is equivalent to $R_{\text{ic}} \geq (n-1)cI$. We give some examples in Section 4 which satisfy the conditions in Theorem 1.3 and the equality in (1.7).

Note that when $p > 1$, one cannot define the operator $L_r$ if $r$ is odd. However, if the mean curvature vector is nowhere zero, we choose $e_{n+1} = \frac{H}{|H|}$, where $H = |H|$ is the mean curvature, $e_{n+1}$ is usually called the principal normal. We can define a tensor $T$ by

$$T_{ij} = nH\delta_{ij} - h_{ij}^{n+1}, \quad (1.9)$$

where $h_{ij}^{n+1}$ denotes the component of the second fundamental form in the direction of the principal normal. Then its corresponding operator is given by

$$Lf = -\sum_{i,j} (nH\delta_{ij} - h_{ij}^{n+1}) f_{ij}, \quad \forall f \in C^\infty(M). \quad (1.10)$$

This operator is a natural generalization of the operator $L_1$ on hypersurfaces in space forms. In [18], X. Guo and H. Li used the properties of $L$ to prove a rigidity theorem for submanifolds with constant scalar curvature and parallel normalized mean curvature vector field in a unit sphere. In Section 5, by applying Theorem 1.1 to the tensor $T$
defined by (1.9) and the operator \( L \) defined by (1.10), we get an optimal upper bound for the second eigenvalue of \( L \) by assuming that \( n \geq 4 \) and \( H_2 > 0 \). Moreover, we prove that the equality holds if and only if \( M \) is a minimal submanifold in a geodesic sphere of \( \mathbb{R}^{n+p}(c) \). We note that the conclusion that \( M \) is minimal is stronger than the conclusion that \( M \) is \( T \)-minimal. More precisely, we prove the following result.

**Theorem 1.5.** Let \( M \) be an \( n \)-dimensional closed orientable submanifold in an \((n+p)\)-dimensional space form \( \mathbb{R}^{n+p}(c) \). We assume that \( n \geq 4 \), \( H_2 > 0 \). Then the mean curvature vector \( \mathbf{H} \neq 0 \). We choose an orthonormal frame \( \{e_1, \cdots, e_{n+p}\} \) as above. Then the operator \( L \) defined by (1.10) is elliptic, and the second eigenvalue of \( L \) satisfies

\[
\lambda_2^L \leq \frac{n(n-1)}{V(M)} \int_M \left[ cH + \frac{1}{H} \left( H_2 + \frac{|\tau|^2}{n(n-1)} \right)^2 + \frac{1}{n^2(n-1)H} \sum_{\alpha \geq n+2} \left( \sum_{i,j} h^{\alpha+1}_{ij} h^{\alpha}_{ij} \right)^2 \right] dv_M,
\]

where \( |\tau|^2 = \sum_{\alpha \neq n+1} (h^{\alpha}_{ij})^2 \).

Moreover, the equality in (1.11) holds if and only if \( M \) is a minimal submanifold in a geodesic sphere \( \Sigma_c \) of \( \mathbb{R}^{n+p}(c) \), where the geodesic radius \( r_c \) of \( \Sigma_c \) is given by

\[
r_0 = \left( \frac{n}{\lambda_2^L} \right)^{1/2}, \quad r_1 = \arcsin r_0, \quad r_{-1} = \arcsinh r_0.
\]

**Remark 1.6.** When \( p = 1 \), we obtain the same estimate for the case \( r = 1 \) in Theorem A without the convexity assumption. By adapting the proof of Theorem 1.5 and using the Newton-Maclaurin inequalities, one can prove that Theorem B is true for \( n \geq 4 \), which gives a partial answer to the problem mentioned in Remark 4.3 of [19].

The paper is organized as follows. In Section 2, we show some basic formulas for a submanifold \((M, g_M)\) in a Riemannian manifold \((N^{n+p}, g_N)\), including the relations between some geometric quantities of \( M \) as a submanifold in \((N^{n+p}, g_N)\) and their corresponding quantities of \( M \) as a submanifold in \((N^{n+p}, \tilde{g}_N)\), where \( \tilde{g}_N \) is conformal to \( g_N \). These relations will be used in the proof of our main theorem. In Section 3, we prove Theorem 1.1 and generalize Theorem 1.1 to a Schrödinger-type operator \( L_T + q \). In Section 4, we apply Theorem 1.1 to the \( L_0 \) operator for the case \( p = 1 \) or the case \( p > 1 \) and \( r \) is even, we also give some examples. In Section 5, we prove Theorem 1.5.

Our main contributions in this paper are in two aspects: first, we can deal with a class of very general elliptic operators for submanifolds in space forms for any codimension. The key ingredient is to find the relations between some geometric quantities associated with the elliptic operator, which is presented in Proposition 3.3; second, we prove that the inequality is sharp and give the sufficient and necessary conditions when the upper bound is attained. This part is more difficult as we are in the arbitrary codimension case. If the codimension is 1, the sufficient and necessary conditions can be proved easily. To overcome the difficulties coming from the higher codimension case, we write down explicitly the conformal transformation used in the proof and analyze the equality case very carefully, and the key steps are contained in Lemmas 3.6, 3.8 and 3.10. The most important observation in these lemmas is that we find that the the component \( \Phi^0 \) is 0 on \( M \). Moreover, in Theorem 1.5, we prove that \( M \) is minimal in a geodesic sphere of \( \mathbb{R}^{n+p}(c) \), which is stronger than the conclusion \( T \)-minimal, so we cannot get Theorem 1.5 by applying Theorem 1.1 directly, and we need to do some further analysis for the equality.
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In this section, we give the relations between some geometric quantities of $M$ as a submanifold in $(N^{n+p},g_N)$ and their corresponding quantities of $M$ as a submanifold in $(N^{n+p},\tilde{g}_N)$, where $\tilde{g}_N$ is conformal to $g_N$. Although the relations are well-known in the literature (cf. [5, 6]), we give a brief proof of these relations for the reader’s convenience as the relations will be used in the proof of Theorem 1.1. Next, we also recall some basic formulas for submanifolds in space forms. At last, we recall the definitions and properties of the $L_r$ operator and the $r$-mean curvature.

We use the following convention on the ranges of indices except special declaration:

$\ 1 \leq i,j, k, \ldots \leq n; \ \ n+1 \leq \alpha, \beta, \gamma, \ldots \leq n+p; \ \ 1 \leq A, B, C, \ldots \leq n+p.$

2.1. **Conformal relations.** Let $M$ be an $n$-dimensional submanifold in an $(n+p)$-dimensional Riemannian manifold $(N^{n+p},g_N)$, where $g_N$ is the metric of $N$. We denote the immersion from $M$ to $N$ by $x$, then $M$ has an induced metric $g_M = x^*g_N$. We denote the Levi-Civita connections on $M$ and $N$ by $\nabla$ and $\nabla$ respectively. Let $\{e_A\}_{A=1}^{n+p}$ be an orthonormal frame of $(N, g_N)$, where $\{e_i\}_{i=1}^n$ are tangent to $M$ and $\{e_\alpha\}_{\alpha=n+1}^{n+p}$ are normal to $M$; Let $\{\omega_A\}_{A=1}^{n+p}$ be the dual coframe of $\{e_A\}_{A=1}^{n+p}$. Then the structure equations of $(N, g_N)$ are (see [10]):

\[
\begin{align*}
    d\omega_A &= \sum_B \omega_{AB} \wedge \omega_B, \\
    \omega_{AB} + \omega_{BA} &= 0,
\end{align*}
\]  

(2.1)

where $\{\omega_{AB}\}$ are the connection forms of $(N, g_N)$.

Denote $x^*\omega_A = \theta_A, x^*\omega_{AB} = \theta_{AB}$, then restricted to $(M, g_M)$, we have (see [10])

\[\theta_\alpha = 0, \quad \theta_{\alpha i} = \sum_j h^\alpha_{ij} \theta_j.\]  

(2.2)

and

\[
\begin{align*}
    d\theta_i &= \sum_j \theta_{ij} \wedge \theta_j, \quad \theta_{ij} + \theta_{ji} = 0, \\
    d\theta_{ij} - \sum_k \theta_{ik} \wedge \theta_{kj} &= -\frac{1}{2} \sum_{k,l} R_{ijkl} \theta_k \wedge \theta_l,
\end{align*}
\]

(2.3)

where $R_{ijkl}$ are components of the curvature tensor of $(M, g_M)$ and $h^\alpha_{ij}$ are components of the second fundamental form of $(M, g_M)$ in $(N, g_N)$.

Now we assume that $N$ is equipped with a new metric $\tilde{g}_N = e^{2\rho}g_N$ which is conformal to $g_N$, where $\rho \in C^\infty(N)$. Then $\{\tilde{e}_A = e^{-\rho}e_A\}$ is an orthonormal frame of $(N, \tilde{g}_N)$, and $\{\tilde{\omega}_A = e^\rho \omega_A\}$ is the dual coframe of $\{\tilde{e}_A\}$. We denote the Levi-Civita connections on $(N, \tilde{g}_N)$ by $\tilde{\nabla}$. The structure equations of $(N, \tilde{g}_N)$ are given by
\[
\begin{align*}
\{d\tilde{\omega}_A &= \sum_B \tilde{\omega}_{AB} \wedge \tilde{\omega}_B, \\
\tilde{\omega}_{AB} + \tilde{\omega}_{BA} &= 0, \tag{2.4}
\end{align*}
\]

where \{\tilde{\omega}_{AB}\} are the connection forms of \((N, \tilde{g}_N)\).

Given a smooth function \(F\) on \((N, g_N)\), its gradient is given by (see [10])
\[
dF = \sum_{A=1}^{n+p} F_A \omega_A = \sum_{A=1}^{n+p} \nabla A F \omega_A.
\]
The second covariant derivative are given by
\[
\sum_B F_{AB} = dF_A + \sum_B F_B \omega_{BA}.
\]
On the other hand, under the metric \(\tilde{g}_N\),
\[
dF = \sum_{A=1}^{n+p} \tilde{F}_A \tilde{\omega}_A = \sum_{A=1}^{n+p} \tilde{\nabla}_A F \tilde{\omega}_A,
\]
so we have the following relation
\[
\tilde{\nabla}_A F = e^{-\rho} \nabla_A F, \quad \forall F \in C^\infty(N). \tag{2.5}
\]

From (2.1) and (2.4), we derive that
\[
\tilde{\omega}_{AB} = \omega_{AB} + \rho_A \omega_B - \rho_B \omega_A, \tag{2.6}
\]
where \(\rho_A\) means the covariant derivative of \(\rho\) with respect to \(e_A\).

We denote \(\tilde{g}_M = x^* \tilde{g}_N, x^* \tilde{\omega}_A = \tilde{\theta}_A, x^* \tilde{\omega}_{AB} = \tilde{\theta}_{AB}\), then restricted to \((M, \tilde{g}_M)\), we have
\[
\tilde{\theta}_\alpha = 0, \quad \tilde{\theta}_{\alpha j} = \sum_j \tilde{h}_{ij}^\alpha \tilde{\theta}_j, \tag{2.7}
\]
and
\[
\begin{align*}
\begin{cases}
\{d\tilde{\theta}_i = \sum_j \tilde{\theta}_{ij} \wedge \tilde{\theta}_j, \quad &\tilde{\theta}_{ij} + \tilde{\theta}_{ji} = 0, \\
\{d\tilde{\theta}_{ij} - \sum_k \tilde{\theta}_{ik} \wedge \tilde{\theta}_{kj} = -\frac{1}{2} \sum_{k,l} \tilde{R}_{ijkl} \tilde{\theta}_k \wedge \tilde{\theta}_l \tag{2.8}
\end{cases}
\end{align*}
\]
where \(\tilde{R}_{ijkl}\) are components of the curvature tensor of \((M, \tilde{g}_M)\) and \(\tilde{h}_{ij}^\alpha\) are components of the second fundamental form of \((M, \tilde{g}_M)\) in \((N, \tilde{g}_N)\).

By pulling back (2.6) to \(M\) by \(x\) and using (2.2) and (2.7), we obtain the following relation.
\[
\tilde{h}_{ij}^\alpha = e^{-\rho}(h_{ij}^\alpha - \rho_\alpha \delta_{ij}), \quad \tilde{H}^\alpha = e^{-\rho}(H^\alpha - \rho_\alpha). \tag{2.9}
\]

Combining (2.3), (2.6), (2.5) and (2.8), we can obtain the following relation:
\[
e^{2\rho} \tilde{R}_{ijkl} = R_{ijkl} - (\rho_i \rho_k \delta_{jl} + \rho_j \rho_k \delta_{il} - \rho_i \rho_j \delta_{lk} - \rho_k \rho_j \delta_{il})
+ (\rho_i \rho_k \delta_{jl} + \rho_j \rho_k \delta_{il} - \rho_i \rho_j \delta_{lk} - \rho_k \rho_j \delta_{il})
- \left(\sum_m \rho_m^2\right) \left(\delta_{ik} \delta_{jl} - \delta_{il} \delta_{jk}\right), \tag{2.10}
\]
\[
e^{2\rho} \tilde{R}_{ij} = R_{ij} + (n - 2)(\rho_i \rho_j - \rho_{ij} - |\nabla \rho|^2 \delta_{ij}) - (\Delta \rho) \delta_{ij}, \tag{2.11}
\]
where \(R_{ij}\) (or \(\tilde{R}_{ij}\) resp.) are components of Ricci curvature with respect to \(g_M\) (or \(\tilde{g}_M\) resp.).
2.2. Basic formulas for submanifolds in space forms. From now on, we set \( N = \mathbb{R}^n + p(c) \), and denote \( x \) the immersion from \( M \) to \( \mathbb{R}^n + p(c) \). Using the previous notations, when restricted to \( M \), we have the following structure equations of \( M \) (see \([4,10]\)):

\[
dx = \sum_i \theta_i e_i, \quad de_i = \sum_j \theta_{ij} e_j + \sum_j h_{ij}^\alpha \theta_j e_\alpha - c_\theta e_i, \quad de_\alpha = -\sum_{i,j} h_{ij}^\alpha \theta_j e_i + \sum_\beta \theta_\alpha \beta e_\beta,
\]

from which we derive that (cf. \([4,29]\))

\[
x_i = e_i, \quad x_{ij} = \sum_\alpha h_{ij}^\alpha e_\alpha - c_\delta_{ij} x.
\]

The Gauss equations are given by (see \([4,10]\))

\[
R_{ijkl} = (\delta_i \delta_j - \delta_{ij}) + \sum_\alpha (h_{ik}^\alpha h_{jl}^\alpha - h_{il}^\alpha h_{jk}^\alpha),
\]

\[
R_{ik} = (n - 1) c \delta_{ik} + n H^\alpha h_{ik}^\alpha - \sum_\alpha h_{ij}^\alpha h_{ik}^\alpha,
\]

\[
R = n(n - 1) c + n^2 H^2 - S,
\]

where \( R \) is the scalar curvature of \( M \), \( S = \sum_\alpha (h_{ij}^\alpha)^2 \) is the norm square of the second fundamental form, \( H = \sum_\alpha H^\alpha e_\alpha = \frac{1}{n} \sum_\alpha (\sum_i h_{ii}^\alpha) e_\alpha \) is the mean curvature vector of \( M \).

The Codazzi equations are given by (see \([4,10]\))

\[
h_{ij}^\alpha = h_{ik}^\alpha,
\]

where the covariant derivative of \( h_{ij}^\alpha \) is defined by

\[
\sum_k h_{ij}^\alpha \theta_k = dh_{ij}^\alpha + \sum_k h_{kj}^\alpha \theta_i + \sum_k h_{ik}^\alpha \theta_j + \sum_\beta h_{ij}^\beta \theta_\beta.
\]

The gradient and Hessian of \( f \in C^\infty(M) \) are given by

\[
df = \sum_{i=1}^n f_i \theta_i, \quad \sum_{j=1}^n f_i \theta_j = df_i + \sum_{j=1}^n f_j \theta_j.
\]

2.3. Newton transformations \( T_r \), the \( L_r \) operator and the \( r \)-mean curvature. By convention, we set \( H_0 = S_0 = 1 \) and \( T_0 = I \). We denote \( A_{ij} = A(e_i, e_j) = \sum_\alpha h_{ij}^\alpha e_\alpha \) and define \((0,2)\)-tensor \( T_r \) for \( r \in 1, \cdots, n \) as follows (cf. \([4,17,26]\)):

\[
T_r = \frac{1}{r!} \sum_{i_1 \cdots i_r} \delta_{i_1 \cdots i_r} (A_{i_1 j_1}, A_{i_2 j_2}) \cdots (A_{i_r j_r}, A_{i_r j_r}) \theta_i \otimes \theta_j
\]

\[
= \sum_{i,j} T_{r ij} \theta_i \otimes \theta_j, \quad \text{if } r \text{ is even.}
\]

\[
T_r = \frac{1}{r!} \sum_{i_1 \cdots i_r} \delta_{i_1 \cdots i_r} (A_{i_1 j_1}, A_{i_2 j_2}) \cdots (A_{i_r j_r}, A_{i_r j_r}) A_{i_r j_r} \theta_i \otimes \theta_j
\]

\[
= \sum_{i,j,\alpha} T_{r ij}^{\alpha} e_\alpha \theta_i \otimes \theta_j, \quad \text{if } r \text{ is odd.}
\]

Here \( \delta_{i_j \cdots i_r} \) is the generalized Kronecker delta.
When \( r \) is even, \( T_r \) is a symmetric and divergence-free \((0,2)\)-tensor, and one can define a differential operator \( L_r \) associated to \( T_r \) by (see [4,9])
\[
L_r f = - \sum_{i,j} T_{r ij} f_{ij} = - \text{div}(T_r \nabla f), \quad \forall f \in C^\infty(M).
\] (2.17)

When \( r \) is odd, \( T_r \) is a symmetric and divergence-free normal-vectored value \((0,2)\)-tensor and one can define a differential operator \( L_r \) by
\[
L_r f = - \sum_{i,j} T_{\alpha r ij} f_{ij} e_\alpha, \quad \forall f \in C^\infty(M),
\]
which maps smooth functions to the sections of the normal bundle of \( M \) (cf. [4]).

When \( r \) is even, the \( r \)-th mean curvature function \( S_r \) and \((r+1)\)-th mean curvature
vector field \( S_{r+1} \) are defined as follows:
\[
S_r = \frac{1}{r} \sum_{\alpha,i,j} T_{r-1 i j}^\alpha h_{ij}^\alpha = \left( \frac{n}{r} \right) H_r, \quad S_{r+1} = \frac{1}{r+1} \sum_{\alpha,i,j} T_{r ij} h_{ij}^\alpha e_\alpha = \left( \frac{n}{r+1} \right) H_{r+1}.
\] (2.18)

A submanifold \( M \) is called \( r \)-minimal if its \((r+1)\)-th mean curvature vector \( S_{r+1} \) vanishes on \( M \) (see Definition 1.1 in [4]).

When the codimension \( p = 1 \), we denote \( h_{ij} = h_{ij}^{n+1} \) and replace \( T_r \) by the tensor
\( T_r = (T_r(\cdot,\cdot), e_{n+1}) \) for odd \( r \). Then
\[
S_r = \sum_{i_1 < \cdots < i_r} k_{i_1} \cdots k_{i_r}
\]
is the \( r \)-th elementary symmetric polynomial of principal curvatures \( \{k_1, \cdots, k_n\} \).

We recall some basic facts for later use.

**Lemma 2.1** (see Lemma 3.3, Lemma 3.4 of [4] and Lemma 2.1 of [3]). For any integer \( r \in \{0, \ldots, n-1\} \), we have
\[
\text{tr}(T_r) = (n-r) S_r, \quad \text{when } p = 1 \text{ or } p > 1 \text{ and } r \text{ is even};
\]
\[
\text{tr}(T_{\alpha r ij}) = \frac{n-r}{r} \sum_{i,j} T_{r-1 ij}^\alpha h_{ij}^\alpha, \quad \text{for each } \alpha \text{ when } r \text{ is odd};
\]
\[
T_{r ij} = S_r \delta_{ij} - \sum_{k,\alpha} T_{r-1 k j}^\alpha h_{ki}^\alpha, \quad \text{when } p = 1, \ r \geq 1 \text{ or } p > 1, r \geq 1 \text{ and } r \text{ is even}. \quad (2.19)
\]

3. **Proof of Theorem 1.1**

In this section, we prove Theorem 1.1. First, to prove the inequality (1.6), the first step is using a technique of conformal transformation on a sphere which was introduced by Li and Yau (see [20]) and was used by other authors (see [8,13,16,19,22,23,30]). This technique will provide us good test functions to estimate the second eigenvalue of \( L_T \). After choosing the suitable test functions, the key step is to find the relations between some geometric quantities associated with \( T \), which is presented in Proposition 3.3. Second, to prove the sufficient and necessary conditions of the equality in (1.6), we need to write down explicitly the conformal transformation and analyze the equality carefully. We will discuss the three cases \((c = 1, 0, -1)\) separately. Finally, we generalize Theorem 1.1 to Schrödinger-type operators.
3.1. The inequality in (1.6). By using the technique in Li-Yau [20], we have the following lemma.

**Lemma 3.1** (see [13, 20]). Let $M$ be an $n$-dimensional closed orientable submanifold in an $(n + p)$-dimensional space form $\mathbb{R}^{n+p}(c)$. Then there exists a regular conformal map $\Gamma : \mathbb{R}^{n+p}(c) \to S^{n+p}(1) \subset \mathbb{R}^{n+p+1}$ such that the immersion $\Phi = \Gamma \circ x = (\Phi^1, \ldots, \Phi^{n+p+1})$ satisfies that

$$\int_M \Phi^A dv_M = 0, \ A = 1, \ldots, n + p + 1.$$ 

**Remark 3.2.** We note that the immersion $\Phi$ in Lemma 3.1 can be written down explicitly, see Section 3.3 for the details.

Now we set $N = \mathbb{R}^{n+p}(c)$ in Section 2.1, $g_N = h_c, \tilde{g}_N = \Gamma^* h_1 = c^{2p} g_N$, then $g_M = x^* h_c$, $\tilde{g}_M = (\Gamma \circ x)^* h_1$. Here $h_c$ is the standard metric on $\mathbb{R}^{n+p}(c)$. In order to obtain the inequality (1.6), we first prove the following key proposition.

**Proposition 3.3.** Let $M$ be an $n(> 2)$-dimensional closed orientable submanifold in an $(n + p)$-dimensional space form $\mathbb{R}^{n+p}(c)$. Let $T$ be a symmetric, divergence-free $(1, 1)$-tensor on $M$. Then we have the following relation.

$$e^{2\rho} \text{tr} T = c \text{tr} T + 2L_T \rho - \text{tr} T|\nabla \rho|^2 + 2\langle H_T, (\nabla \rho) \nabla \rho \rangle - T'(\nabla \rho, \nabla \rho),$$

where $T' = (\text{tr} T) I - 2T$, $\nabla \rho = \sum_i \rho_i e_i$, $(\nabla \rho) \nabla \rho = \sum_\alpha \rho_\alpha e_\alpha = \tilde{\nabla} \rho - \nabla \rho$.

**Proof.** From (2.14), we have the Gauss equations for the immersion $x$ and the immersion $\Phi = \Gamma \circ x$ respectively:

$$R_{ij} = (n - 1) c \delta_{ij} + \sum_\alpha n H^\alpha h^\alpha_{ij} - \sum_{k,\alpha} h^\alpha_{ik} h^\alpha_{kj}, \tag{3.1}$$

$$\tilde{R}_{ij} = (n - 1) \delta_{ij} + \sum_\alpha n \tilde{H}^\alpha \tilde{h}^\alpha_{ij} - \sum_{k,\alpha} \tilde{h}^\alpha_{ik} \tilde{h}^\alpha_{kj}. \tag{3.2}$$

From (2.9), (2.11), (3.1) and (3.2), we obtain

$$(n - 2)(\rho_i \rho_j - \rho_{ij} - |\nabla \rho|^2 \delta_{ij}) - (\Delta \rho) \delta_{ij} = e^{2\rho} \tilde{R}_{ij} - R_{ij}$$

$$= (n - 1)(e^{2\rho} - c + \sum_\alpha \rho_\alpha^2) \delta_{ij} - (n - 2) \sum_\alpha \rho_\alpha h^\alpha_{ij} - \sum_\alpha n H^\alpha \rho_\alpha \delta_{ij}. \tag{3.3}$$

Contracting (3.3) with $\delta_{ij}$ and $T_{ij}$ respectively, we obtain

$$-2\Delta \rho = (n - 2)|\nabla \rho|^2 + n(e^{2\rho} - c + \sum_\alpha \rho_\alpha^2) - 2\sum_\alpha n H^\alpha \rho_\alpha, \tag{3.4}$$

$$(n - 1) \text{tr} T(e^{2\rho} - c + \sum_\alpha \rho_\alpha^2)$$

$$= (n - 2) \sum_{\alpha, i, j} \rho_\alpha h^\alpha_{ij} T_{ij} + \sum_\alpha n H^\alpha \rho_\alpha \text{tr} T + (n - 2) \sum_{i, j} \rho_i \rho_j T_{ij}$$

$$- (n - 2) \sum_{i, j} \rho_{ij} T_{ij} - (n - 2) \text{tr} T|\nabla \rho|^2 - \text{tr} T(\Delta \rho)$$

$$= (n - 2) \sum_{\alpha, i, j} \rho_\alpha h^\alpha_{ij} T_{ij} + \sum_\alpha n H^\alpha \rho_\alpha \text{tr} T + (n - 2) \sum_{i, j} \rho_i \rho_j T_{ij}$$

$$+ (n - 2)L_T \rho - (n - 2) \text{tr} T|\nabla \rho|^2$$
implies each coordinate function $\Phi^i$ is still valid for this case.

\[
\text{from Remark 3.4.}
\]

where $T$ from which we immediately get

\[
\text{As we assume that } n > 2, \text{ we obtain that}
\]

\[
\text{from which we immediately get}
\]

\[
\text{where } T' = (\text{tr } T) I - 2T, \nabla \rho = \sum_l \rho_l e_l, (\nabla \rho) \perp = \sum_\alpha \rho_\alpha e_\alpha = \nabla \rho - \nabla \rho. \quad \square
\]

**Remark 3.4.** We note that if $n = 2$, $T_{ij} = \delta_{ij}$, then $L_T = -\Delta$ is the Laplacian on $M$, from (3.4), one can see that Proposition 3.3 is still valid for this case.

**Proof of the inequality (1.6):** Since we assume that $T$ is positive definite, the operator $L_T$ defined by (1.4) is elliptic and has a discrete nonnegative spectrum. The first eigenvalue of $L_T$ is 0 and the corresponding eigenfunctions are nonzero constant functions. Lemma 3.1 implies each coordinate function $\Phi^A$ is $L^2$-orthogonal to the first eigenfunction, then by using the min-max principle, we have

\[
\lambda_2^{L_T} \int_M (\Phi^A)^2 dv_M \leq \int_M \Phi^A L_T \Phi^A dv_M, \quad (1 \leq A \leq n + p + 1). \quad (3.5)
\]

By using (2.5), we have

\[
\sum_{A=1}^{n+p+1} \Phi^A_i \Phi^A_j = e^{2\rho} \sum_{A=1}^{n+p+1} \nabla_i \Phi^A \nabla_j \Phi^A = e^{2\rho} \delta_{ij}. \quad (3.6)
\]

Summing up (3.5) over $A$ and using (3.6) and the fact that $\sum_{A=1}^{n+p+1} (\Phi^A)^2 = 1$, we obtain

\[
\lambda_2^{L_T} V(M) \leq \sum_{A=1}^{n+p+1} \int_M \Phi^A L_T \Phi^A dv_M = \sum_{A=1}^{n+p+1} \int_M \sum_{i,j} \Phi^A_i \Phi^A_j T_{ij} dv_M
\]

\[
= \int_M \sum_{i,j} e^{2\rho} \delta_{ij} T_{ij} dv_M = \int_M e^{2\rho} \text{tr } T dv_M. \quad (3.7)
\]

Since $T'$ is semi-positive definite and $L_T$ is self-adjoint, from (3.7) and Proposition 3.3, we have

\[
\lambda_2^{L_T} V(M) \leq \int_M e^{2\rho} \text{tr } T dv_M
\]

\[
\leq \int_M \left( c \text{tr } T - \text{tr } T \left| (\nabla \rho) \perp - \frac{1}{\text{tr } T} H_T \right|^2 + \frac{|H_T|^2}{\text{tr } T} \right) dv_M \quad (3.8)
\]

\[
\leq \int_M \left( c \text{tr } T + \frac{|H_T|^2}{\text{tr } T} \right) dv_M. \quad (3.9)
\]

\square
3.2. Sufficient condition for the equality in (1.6). First we give a Takahashi-type result which characterizes the \( T \)-minimal submanifold in a sphere and can be compared with Theorem 1.1.

**Proposition 3.5.** Let \( x : M \to \mathbb{S}^{n+m} \) be an \( n \)-dimensional closed orientable submanifold in a sphere \( \mathbb{S}^{n+m} \) of constant curvature \( c'(>0) \) and \( T \) be a symmetric, divergence-free \((1,1)\)-tensor on \( M \). Then \( M \) is a \( T \)-minimal submanifold in \( \mathbb{S}^{n+m} \) if and only if \( L_T x = c'(tr T)x \). As a corollary, assume that \( T \) is positive definite and \( tr T \) is constant, if \( M \) is \( T \)-minimal in the sphere \( \mathbb{S}^{n+m} \) of constant curvature \( c'(>0) \), then \( \lambda_2^{L_T} \leq c'(tr T) \).

**Proof.** The proof is inspired by the famous Takahashi theorem (cf. [29]). Let \( x \) be the position vector of \( M \) in \( \mathbb{S}^{n+m} \subset \mathbb{R}^{n+m+1} \), then using (2.12), we have

\[
L_T x = -\sum_{i,j} T_{ij} x_{ij} = c'(tr T)x - H_T,
\]

which shows that \( L_T x = c'(tr T)x \) if and only if \( H_T = 0 \), i.e., \( M \) is \( T \)-minimal in \( \mathbb{S}^{n+m} \).

When \( T \) is positive definite and \( tr T \) is constant, if \( M \) is \( T \)-minimal in the sphere \( \mathbb{S}^{n+m} \) of constant curvature \( c'(>0) \), then we have \( L_T x = c'(tr T)x \), which means that \( c'(tr T) \) is a positive eigenvalue of \( L_T \) and each coordinate function (if it is not 0) is an eigenfunction corresponding to \( c'(tr T) \), so we get \( \lambda_2^{L_T} \leq c'(tr T) \). \( \square \)

**Proof of the sufficient condition for the equality in (1.6):** Assume that \( tr T \) is constant and \( M \) is \( T \)-minimal in a geodesic sphere \( \Sigma_c \) of \( \mathbb{R}^{n+p}(c) \), where the geodesic radius \( r_c \) of \( \Sigma_c \) is given by

\[
r_0 = \left( \frac{tr T}{\lambda_2^{L_T}} \right)^{1/2}, \quad r_1 = \arcsin r_0, \quad r_{-1} = \arcsinh r_0. \tag{3.10}
\]

To show that the equality in (1.6) holds, we need to compute the right hand side of (1.6).

When \( M \) is \( T \)-minimal in a geodesic sphere \( \Sigma_c \) of constant curvature \( c' \) of \( \mathbb{R}^{n+p}(c) \) \((c' \geq 1 \text{ for } c = 1 \text{ and } c' > 0 \text{ for } c = 0, -1)\), we choose the unit normal vector of the immersion from \( \Sigma_c \) to \( \mathbb{R}^{n+p}(c) \) to be \( e_{n+1} \), and let \( \{e_{n+2}, \ldots, e_{n+p}\} \) be the normal frame of the immersion from \( M \) to \( \Sigma_c \). When \( p = 1 \), \( M = \Sigma_c \) and there is only one normal vector \( e_{n+1} \). We choose an orthonormal tangent frame \( \{e_1, \ldots, e_n\} \) on \( M \), then we have \( h_{ij}^{n+1} = k \delta_{ij} \), where \( k = \sqrt{c' - c} \geq 0 \) is the principal curvature of \( \Sigma_c \) in \( \mathbb{R}^{n+p}(c) \) (the expression of \( k \) can be obtained by using Gauss equation, and we can always choose \( e_{n+1} \) such that \( k \geq 0 \)). Since \( M \) is \( T \)-minimal in \( \Sigma_c \), we have \( \sum_{\beta=n+2}^{n+p} T_{ij} h_{ij}^{\beta} e_\beta = 0 \), so we get that

\[
H_T = \sum_{\beta=n+2}^{n+p} T_{ij} h_{ij}^{\beta} e_\beta = (tr T)k e_{n+1}. \tag{3.11}
\]

Since \( tr T \) is constant, we immediately get that the right side of (1.6) is \((c + k^2)tr T = c' tr T \).

On the other hand, a basic fact is that the geodesic radius \( r_c \) and the curvature \( c' \) of \( \Sigma_c \) have the following relation

\[
c' = \frac{1}{r_0^2} = \frac{1}{\sin^2 r_1} = \frac{1}{\sinh^2 r_{-1}}. \tag{3.11}
\]

Therefore, by using (3.10), we get \( \lambda_2^{L_T} = c' tr T \). This completes the proof of the sufficient condition for the equality in (1.6). \( \square \)
3.3. Necessary condition for the equality in (1.6). In this subsection, we discuss the necessary condition for the equality in (1.6). For convenience, we will denote \( N = n + p \), and set \( x = (\tilde{x}, x^0) \) for any vector \( x \in \mathbb{R}^{N+1} \), where \( \tilde{x} = (x^1, \ldots, x^N) \in \mathbb{R}^N, x^0 \in \mathbb{R}^1 \).

First of all, note that if equality holds in (1.6), then we have the following necessary conditions:

(N1) \( L_T \Phi^A = \lambda_2 L_T \Phi^A \) on \( M \) for all \( A(0 \leq A \leq N) \), which is obtained from (3.5).

(N2) \( |\nabla \rho| = 0 \) on \( M \), which is obtained by using (3.8), Proposition 3.3 and the assumption that \( T' \) is positive definite.

(N3) \( H_T = (\text{tr} T)(\nabla \rho)^\bot \) on \( M \), which is obtained from (3.9).

First, we prove that \( \text{tr} T \) is constant. By using the condition (N1) and the fact that \( \sum_{A=0}^{N} (\Phi^A)^2 = 1 \), we obtain that

\[
0 = \frac{1}{2} L_T \left( \sum_{A=0}^{N} (\Phi^A)^2 \right) = \sum_{A=0}^{N} \Phi^A L_T \Phi^A - \sum_{A,i,j} T_{ij} \Phi^A \Phi^A = \lambda_2 L_T - e^{2\rho} \text{tr} T, \tag{3.12}
\]

where we used condition (N1) and (3.6) in the last equality. On the other hand, condition (N2) implies that \( \rho \) is constant on \( M \), so we immediately get that \( \text{tr} T = \lambda_2 L_T / e^{2\rho} \) is a positive constant from (3.12).

In order to prove that \( M \) is \( T \)-minimal in a geodesic sphere \( \Sigma_c \) of \( \mathbb{R}^{n+p}(c) \), where the geodesic radius \( r_c \) of \( \Sigma_c \) is given by \( r_0 = \left( \frac{\text{tr} T}{\lambda_2} \right)^{1/2}, r_1 = \arcsin r_0, r_{-1} = \arcsinh r_0 \), we need to write down the immersion \( \Phi \) explicitly. With out loss of generality, we can assume that \( c = 1, 0 \) or \(-1\). Recall that (cf. [19, 22]) for each \( g \in B^{N+1} \), we can define a conformal map \( \gamma \) on \( S^N(1) \):

\[
\gamma_g(x) = \frac{x + (\mu f + \lambda)g}{\lambda(1 + f)}, \quad \forall x \in S^N(1), \tag{3.13}
\]

where \( B^{N+1} \) is the open unit ball in \( \mathbb{R}^{N+2} \), \( x \) is the position vector of \( S^N(1) \), and

\[
\lambda = (1 - |g|^2)^{-1/2}, \quad \mu = (\lambda - 1)|g|^{-2}, \quad f(x) = \langle x, g \rangle. \tag{3.14}
\]

When \( g = 0 \), we set \( \lambda = 1, \mu = 0, \gamma_0(x) = x \).

We deal with the three cases \( (c = 1, 0 \) or \(-1\)\) respectively.

**Case 1.** \( c = 1 \). In this case, the conformal map \( \Gamma : S^N(1) \to S^N(1) \) in Lemma 3.1 is given by

\[
\Gamma = \gamma_g \tag{3.15}
\]

for certain \( g \in B^{N+1} \), where \( x \) is the position vector of \( S^N(1) \) (cf. [13, 19, 22]).

We denote \( h_1 \) the standard metric on \( S^N(1) \), and set \( \Gamma^* h_1 = e^{2\rho} h_1 \), then by direct computation, we can obtain

\[
e^{2\rho} = \frac{1}{\lambda^2 (1 + f)^2}, \quad \rho = -\ln \lambda - \ln (1 + f), \quad \rho_A = -\frac{f_A}{1 + f} \quad (1 \leq A \leq N). \tag{3.16}
\]

From the last equation of (3.16), it is obvious that \( \rho \) is constant if and only if \( f \) is constant.

First, we note that condition (N3) and the assumption that \( H_T \) is not identically zero imply that \( \rho \) is not constant on \( S^N(1) \), then we have \( g \neq 0 \). Otherwise, if \( g = 0 \), then \( \lambda = 1, \mu = 0, \gamma_0(x) = x \), which means that \( \gamma_0 \) is the identity map, so we have that \( \rho \equiv 0 \) on \( S^N(1) \), which is a contradiction. Next, as \( \rho \) is not constant on \( S^N(1) \), condition (N2) implies that \( M \) lies in a level set \( \{ x \in S^N(1) \mid \rho(x) = b \} \) for some constant \( b \). We note that \( \rho \) is constant if and only if \( f \) is constant, \( g \neq 0 \), so we get that \( M \) lies in a totally
umbilical hypersurface \( \{ x \in S^N(1) \mid f(x) = \langle x, g \rangle = a \} \) of \( S^N(1) \) for some constant \( a \). We parameterize \( S^N(1) \) by the geodesic polar coordinates \((r, s^1, \ldots, s^{N-1})\) centered at the north pole \((0, \ldots, 0, 1)\), where \((s^1, \ldots, s^{N-1})\) are the spherical coordinates on \( S^{N-1}(1) \). Under the geodesic polar coordinates, the position vector \( c \) can be written as \( x = (\tilde{x}, \cos r) \) with \( |\tilde{x}|^2 = \sin^2 r \). Up to an isometry of \( S^N(1) \), we can assume that \( g = (0, g^0) \) and \( M \) lies in

\[
\Sigma_1 = \{ x \in S^N(1) \mid x^0 = \cos r_1 \}
\]

for some constant \( r_1 \in (0, \pi) \). Without loss of generality, we assume that \( r_1 \in (0, \pi/2) \) in the following.

Next, we prove that \( M \) is \( T \)-minimal in \( \Sigma_1 \). Since \( g = (0, g^0) \), from the expression of \( \rho \) (see (3.16)) and the definition of \( f \) (see (3.14)), we find that \( \rho \) only depends on \( r \) under the geodesic polar coordinates. As \( r = r_1 \) is constant on \( \Sigma_1 \), we know that when restricted to \( \Sigma_1 \), \( \nabla \rho \) lies in the normal bundle of \( \Sigma_1 \) in \( S^N(1) \), which combines with the condition (N3) imply that \( M \) is \( T \)-minimal in \( \Sigma_1 \).

Finally, we determine the geodesic radius of \( \Sigma_1 \). The following lemma is the key step to fix the radius for the case \( c = 1 \).

**Lemma 3.6.** Let \( \nu = -\partial_r \) and \( k \) be the unit normal vector and the principal curvature of \( \Sigma_1 \) in \( S^N(1) \) respectively, then we have

\[
\nabla_\nu \rho |_{\Sigma_1} = k.
\]

**Proof.** As choose \( \nu = -\partial_r \) on \( \Sigma_1 \), the principal curvature \( k = \frac{\cos \rho_1}{\sin \rho_1} \). Note that the function \( \rho \) only depends on \( r \). From (3.16), we have

\[
\nabla_\nu \rho = \partial_r \ln(1 + g^0 \cos r) = \frac{-g^0 \sin r}{(1 + g^0 \cos r)}.
\]

On the other hand, as \( \lambda, \mu, g^0 \) are constant, \( x^0 \) and \( f \) are constant on \( M \), we have that

\[
\Phi^0 = \frac{x^0 + \mu(x^0 g^0 + \lambda)g^0}{\lambda(1 + f)}
\]
is also constant on \( M \) and hence \( L_T \Phi^0 = 0 \). We claim that \( \Phi^0 \) must be 0 on \( M \). If \( \Phi^0 \neq 0 \), then \( \Phi^0 \) is the 1st eigenfunction of \( L_T \), which contradicts condition (N1). So \( \Phi^0 \) must be 0 on \( M \), that is,

\[
x^0 + \mu(x^0 g^0 + \lambda)g^0 = 0.
\]

(3.17)

When \( r_1 \in (0, \pi/2) \), note that \( g = (0, g^0), |g|^2 = (g^0)^2, x^0 = \cos r_1 > 0 \), we immediately get that \( g^0 = -x^0 = -\cos r_1 \) on \( M \). Therefore, we have

\[
\nabla_\nu \rho |_{\Sigma_1} = \frac{\cos r_1}{\sin r_1} = k.
\]

When \( r_1 = \pi/2 \), we have \( x^0 = 0 \), hence from (3.17), we get that \( g^0 \) must be 0, which contradicts \( g \neq 0 \). Hence, the case \( r = \pi/2 \) cannot occur. \( \square \)

Now, we determine the geodesic radius of \( \Sigma_1 \). We denote the sectional curvature of \( \Sigma_c \) by \( c' \), then from Gauss equation, we have that \( c' = c + k^2 \). By using Lemma 3.6 and condition (N3), we derive that \( |H_T|^2 = k^2(\text{tr} T)^2 \), as we have proved that \( \text{tr} T \) is constant, we get that the right hand side of (1.6) equals \( (1 + k^2) \text{tr} T = c' \text{tr} T \). Since that the equality in (1.6) is attained, we derive that \( \lambda_{2}^{cT} = c' \text{tr} T \), hence \( c' = \lambda_{2}^{cT} / \text{tr} T \), then by using the relation between the geodesic radius \( r_c \) and the sectional curvature \( c' \) of \( \Sigma_c \) (see (3.11)), we obtain that the geodesic radius \( r_1 \) of \( \Sigma_1 \) is given by \( r_1 = \arcsin r_0 \) with \( r_0 = \left( \frac{\text{tr} T}{\lambda_{2}^{cT}} \right)^{1/2} \).

This completes the proof of the necessary condition for the equality in (1.6) in the case \( c = 1 \).
Remark 3.7. Once we have obtained that \( g^0 = -x^0 = -\cos r_1 \) on \( M \), the radius \( r_1 \) can also be solved from the expression of \( \rho \). However, this method also need to use the observation that \( \Phi^0 = 0 \), hence, it is essentially the same as the method presented above.

**Case 2.** \( c = 0 \). There is a conformal map \( \pi_0 : \mathbb{R}^N \to S^N(1) \subset \mathbb{R}^{N+1} \) given by “stereographic projection”:

\[
\pi_0(x) = \left( \frac{2x^1}{1 + |x|^2}, \frac{|x|^2 - 1}{1 + |x|^2} \right) \in S^N,
\]

where \( x \) is the position vector in \( \mathbb{R}^N \). In this case, the conformal map \( \Gamma : \mathbb{R}^N \to S^N(1) \) in Lemma 3.1 is given by (cf. [13])

\[
\Gamma = \gamma_g \circ \pi_0
\]

for certain \( g \in B^{N+1} \).

We denote \( h_0 \) the standard metric on \( \mathbb{R}^N \), and set \( \Gamma^* h_1 = \pi_0^* (\gamma_g^* h_1) = e^{2\rho} h_0 \). By direct computation, we have

\[
e^{2\rho} = \frac{4}{(1 + |x|^2)^2} \cdot \frac{1}{\lambda^2 (1 + f \circ \pi_0(x))^2},
\]

where \( f : S^N(1) \to \mathbb{R} \) is defined by (3.14). From (3.20), we have that \( \rho \) is constant if and only if \((1 + f \circ \pi_0(x))(1 + |x|^2) = a \), where \( a \) is a constant. Suppose \( g = (\tilde{g}, g^0) \in \mathbb{R}^N \times \mathbb{R}^1 \), then we have \( 1 + |x|^2 + 2(x, \tilde{g}) + (|x|^2 - 1)g^0 = a \), which is equivalent to

\[
\left| x + \frac{\tilde{g}}{1 + g^0} \right|^2 = \frac{(1 + g^0)a + |g|^2 - 1}{(1 + g^0)^2},
\]

which means that \( M \) lies in an \((N - 1)\)-dimensional geodesic sphere \( \Sigma_0 \) of \( \mathbb{R}^N \). We parameterize \( \mathbb{R}^N \) by the geodesic polar coordinates \((r, s^1, \ldots, s^{N-1})\) centered at the origin \((0, \ldots, 0)\), where \((s^1, \ldots, s^{N-1})\) are the spherical coordinates on \( S^{N-1}(1) \). Up to an isotopy of \( \mathbb{R}^N \), we can assume that

\[
\Sigma_0 = \{ x \in \mathbb{R}^N \mid |x| = r_0 \}
\]

for some \( r_0 > 0 \). Then by repeating the argument above, there exists an element \( g = (\tilde{g}, g^0) \in B^{N+1} \) such that (3.21) holds.

Now, we prove that \( M \) is \( T \)-minimal in \( \Sigma_0 \) and determine the geodesic radius of \( \Sigma_0 \). If \( g = (0, g^0) \), from the expression of \( \rho \) (see (3.20)) and the definition of \( f \) and \( \pi_0 \) (see (3.14) and (3.18)), we find that \( \rho \) only depends on \( r \) under the geodesic polar coordinates, as \( r = r_0 \) is constant on \( \Sigma_0 \), we know that when restricted to \( \Sigma_0 \), \( \nabla \rho \) lies in the normal bundle of \( \Sigma_0 \) in \( \mathbb{R}^N \), which combines with the condition (N3) imply that \( M \) is \( T \)-minimal in \( \Sigma_0 \). The following lemma is the key step to fix the radius for the case \( c = 0 \).

**Lemma 3.8.** Let \( \nu = -\partial_r \) and \( k \) be the unit normal vector and the principal curvature of \( \Sigma_0 \) in \( \mathbb{R}^N \) respectively. If \( g = (0, g^0) \), then we have

\[
\nabla_\nu \rho|_{\Sigma_0} = k.
\]

**Proof.** As we choose \( \nu = -\partial_r \) on \( \Sigma_0 \), the principal curvature \( k = \frac{1}{r_0} \). Note that the function \( \rho \) only depends on \( r \). By using (3.14), (3.18), (3.20) and the fact that \( |x|^2 = r^2 \), we have

\[
\nabla_\nu \rho = \partial_r \left( \ln(1 + r^2) + \ln \left( 1 + \frac{r^2 - 1}{1 + r^2 g^0} \right) \right) = \frac{2r}{1 + r^2} + \frac{4r^2 g^0}{1 + r^2}.
\]
On the other hand, $f \circ \pi_0(x) = \frac{r_0^2-1}{1+r_0^2} g^0$ is constant restrict to $M$, so
\[
\Phi^0 = \frac{r_0^2-1}{1+r_0^2} + (\mu f \circ \pi_0(x) + \lambda) g^0
\]
is also constant on $M$. By an argument similar to that in the proof of Lemma (3.6), we deduce from $L_T \Phi^0 = 0$ that $\Phi^0 = 0$, from which we obtain that $g^0 = -\frac{r_0^2-1}{1+r_0^2}$. Hence $\nabla \nu \rho|_{\Sigma_0} = 1/r_0 = k$. \(\square\)

We denote the sectional curvature of $\Sigma_0$ by $c'$, then from Gauss equation, we have that $c' = k^2$. If $g = (0, g^0)$, then by using Lemma 3.8 and condition (N3), we derive that $|H_T|^2 = k^2(\text{tr} T)^2$, as we have proved that $\text{tr} T$ is constant, we get that the right hand side of (1.6) equals $k^2 \text{tr} T = c' \text{tr} T$. Since that the equality in (1.6) is attained, we derive that
\[
\lambda^L_T = c' \text{tr} T, \text{ hence } c' = \frac{\lambda^L_T}{\text{tr} T},
\]
then by using the relation between the geodesic radius $r_c$ and the sectional curvature $c'$ of $\Sigma_c$ (see (3.11)), we obtain that the geodesic radius $r_0$ of $\Sigma_0$ is given by $r_0 = \left( \frac{\text{tr} T}{\lambda^L_T} \right)^{1/2}$.

If $g \neq (0, g^0)$, then from (3.21) and (3.22), we know that $M$ lies in an $(N-2)$-sphere $\Sigma'_0$, which is the intersection of two $(N-1)$-spheres. We note that $\Sigma'_0$ can be regarded as a hypersphere in $\mathbb{R}^{N-1}$, where $\mathbb{R}^{N-1}$ is totally geodesic in $\mathbb{R}^N$. Therefore, we reduce the dimensions $N$ and $p$ to $N-1$ and $p-1$ respectively, so we can repeat the discussions above up to finite times and finally obtain that $M$ is a $T$-minimal submanifold in a geodesic sphere $\Sigma_0$ of $\mathbb{R}^N$ with geodesic radius $r_0 = \left( \frac{\text{tr} T}{\lambda^L_T} \right)^{1/2}$. This completes the proof of the necessary condition for the equality in (1.6) in the case $c = 0$.

**Case 3.** $c = -1$. Let $\mathbb{R}^{N+1}_1$ be the Lorentz space equipped with the Lorentz metric $ds^2 = dx_1^2 + \cdots + dx_{N}^2 - dx_0^2$, and denote the inner product by $\langle , \rangle'$, i.e.,
\[
\langle x, y \rangle' = \langle \tilde{x}, \tilde{y} \rangle - x^0 y^0
\]
for $x = (\tilde{x}, x^0), y = (\tilde{y}, y^0) \in \mathbb{R}^{N+1}_1$. Then $\mathbb{H}^N(-1) = \{ x \in \mathbb{R}^{N+1}_1 \mid \langle x, x \rangle' = -1, x^0 \geq 1 \}$, which is equipped with the induced metric from $\mathbb{R}^{N+1}_1$.

There is a conformal map $\pi : \mathbb{H}^N(-1) \to B^N(1) \subset \mathbb{R}^N$ by “stereographic projection”:
\[
\pi(x) = \frac{x}{1+x^0} =: w(x) \in B^N(1), \quad \pi^{-1}(w) = \left( \frac{2w}{1 - |w|^2}, \frac{1 + |w|^2}{1 - |w|^2} \right) \in \mathbb{R}^{N+1}_1,
\]
where $x = (\tilde{x}, x^0)$ is the positive vector in $\mathbb{H}^N(-1)$. In fact, $\left( B^N(1), \frac{4|dw|^2}{(1-|w|^2)^2} \right)$, which has constant curvature $-1$, is the Poincaré model of hyperbolic space $\mathbb{H}^N(-1)$. We have the following basic facts.

**Lemma 3.9.** If $S$ is a hypersphere in $B^N(1)$, then $\pi^{-1}(S)$ is a geodesic sphere of $\mathbb{H}^N(-1)$. Up to an isometry of $\mathbb{H}^N(-1)$, we can assume that $\pi^{-1}(S) = \{ x \in \mathbb{H}^N(-1) \mid x^0 = d > 1 \}$, where $d$ is a constant.

In this case, the conformal map $\Gamma : \mathbb{H}^N(-1) \to S^N(1)$ in Lemma 3.1 is given by (cf. [13])
\[
\Gamma = \gamma_g \circ \pi_0 \circ \pi
\]
for certain \( g \in B^{N+1} \).

We denote \( h_{-1} \) the standard metric on \( \mathbb{H}^N(-1) \), and set \( \Gamma^*h_1 = \pi^*(\pi_0^*(\gamma^*h_1)) = e^{2\rho}h_{-1} \). By direct computation, we have

\[
e^{2\rho} = \frac{(1 - |w(x)|^2)^2}{(1 + |w(x)|^2)^2} \cdot \frac{1}{\lambda^2(1 + f(\pi_0(w(x))))^2},
\]

(3.25)

where \( f : S^N(1) \to \mathbb{R} \), \( \pi_0 : \mathbb{R}^N \to S^N(1) \) and \( w(x) \) are defined by (3.14), (3.18) and (3.23) respectively.

From (3.25), we know that \( \rho \) is constant if and only if \( (1 + f(\pi_0(w(x)))(1 + |w(x)|^2) = a(1 - |w(x)|^2) \), where \( a \) is a constant. Suppose \( g = (\tilde{g}, g^0) \in \mathbb{R}^N \times \mathbb{R}^1 \), then we have

\[
a = \frac{1 + |w|^2 + 2\langle \tilde{g}, \tilde{g} \rangle}{1 - |w|^2} - g^0,
\]

(3.26)

which implies that \( 1 + a + g^0 = \frac{2(1 + \langle w, \tilde{g} \rangle)}{1 - |w|^2} > 0 \), where we used \( |\tilde{g}| < 1, |w| < 1 \). Hence, we obtain that

\[
|w(x) + \frac{\tilde{g}}{1 + a + g^0}|^2 = 1 - \frac{2}{1 + a + g^0} \frac{|\tilde{g}|^2}{(1 + a + g^0)^2}.
\]

(3.27)

Note that \( 1 - \frac{2}{1 + a + g^0} \frac{|\tilde{g}|^2}{(1 + a + g^0)^2} < 1 - \frac{2|\tilde{g}|}{1 + a + g^0} + \frac{|\tilde{g}|^2}{(1 + a + g^0)^2} = \left(1 - \frac{|\tilde{g}|^2}{1 + a + g^0} \right)^2 \), thus (3.27) implies that \( w(x) \) lies in a hypersphere \( S \) of \( B^N(1) \).

We parameterize \( \mathbb{H}^N(-1) \) by the geodesic polar coordinates \((r, s^1, \cdots, s^{N-1})\) centered at \((0, \cdots, 0, 1)\), where \((s^1, \cdots, s^{N-1})\) are the spherical coordinates on \( S^{N-1}(1) \). Under the geodesic polar coordinates, the position vector can be written as \( x = (\tilde{x}, \cosh r) \) with \( |\tilde{x}|^2 = \sinh^2 r \). According to Lemma 3.9, up to an isometry of \( \mathbb{H}^N(-1) \), we can assume that \( M \) lies in

\[
\Sigma_{-1} = \pi^{-1}(S) = \{ x \in \mathbb{H}^N(-1) \mid x^0 = \cosh r_{-1} \}
\]

(3.28)

for some constant \( r_{-1} > 0 \), so we obtain that \( |\tilde{x}|^2 = \sinh^2 r_{-1} \) on \( \Sigma_{-1} \), hence from (3.23) we get that \( |w(x)|^2 = |\tilde{x}|^2/(1 + x^0)^2 = \tanh^2 \frac{r}{2} \) on \( \Sigma_{-1} \). Then by repeating the argument above, there exists an element \( g = (\tilde{g}, g^0) \in B^{N+1} \) such that (3.27) holds.

Now, we prove that \( M \) is \( T \)-minimal in \( \Sigma_{-1} \) and determine the geodesic radius of \( \Sigma_{-1} \). If \( g = (0, g^0) \), from the expression of \( \rho \) (see (3.25)) and the definition of \( f, \pi_0 \) and \( \pi \) (see (3.14), (3.18) and (3.23)), we find that \( \rho \) only depends on \( r \) under the geodesic polar coordinates, as \( r = r_{-1} \) is constant on \( \Sigma_{-1} \), we know that when restricted to \( \Sigma_{-1} \), \( \nabla \rho \) lies in the normal bundle of \( \Sigma_{-1} \) in \( \mathbb{H}^N(-1) \), which combines with the condition (N3) imply that \( M \) is \( T \)-minimal in \( \Sigma_{-1} \). The following lemma is the key step to fix the radius for the case \( c = -1 \).

**Lemma 3.10.** Let \( \nu = -\partial_r \) and \( k \) be the unit normal vector and the principal curvature of \( \Sigma_{-1} \) in \( \mathbb{H}^N(-1) \) respectively. If \( g = (0, g^0) \), then we have

\[
\nabla_\nu \rho |_{\Sigma_{-1}} = k.
\]

**Proof.** As we choose \( \nu = -\partial_r \) on \( \Sigma_{-1} \), the principal curvature \( k = \frac{\cosh r_{-1}}{\sinh r_{-1}} \). Note that the function \( \rho \) only depends on \( r \). By using (3.14), (3.18), (3.23) and (3.25), we have

\[
\nabla_\nu \rho = \partial_r \left( \ln \left( 1 + \tanh^2 \frac{r}{2} \right) - \ln \left( 1 - \tanh^2 \frac{r}{2} \right) + \ln \left( 1 + \frac{\tanh^2 \frac{r}{2} - 1}{1 + \tanh^2 \frac{r}{2}} \right) \right).
\]
\[ = \partial_r \left( \ln(\cosh r) + \ln \left( 1 - \frac{g^0}{\cosh r} \right) \right) = \tanh r \left( 1 + \frac{g^0}{\cosh r - g^0} \right). \]

By an argument similar to that in the proof of Lemma (3.6), we deduce from \( L_T \Phi^0 = 0 \) that \( \Phi^0 = 0 \), from which we obtain that \( g^0 = \frac{4}{\cosh r - 1} \). Hence
\[
\nabla_{\nu' \rho}'|_{\Sigma_{-1}} = \frac{\cosh r_{-1}}{\sinh r_{-1}} = k.
\]

We denote the sectional curvature of \( \Sigma_{-1} \) by \( c' \), then from Gauss equation, we have that \( c' = -1 + k^2 \). If \( g = (0, g^0) \), then by using Lemma 3.10 and condition (N3), we derive that \( |H_T|^2 = k^2 (\text{tr} T)^2 \), as we have proved that \( \text{tr} T \) is constant, we get that the right hand side of (1.6) equals \((-1 + k^2) \text{tr} T = c' \text{tr} T \). Since that the equality in (1.6) is attained, we derive that \( \lambda_2^L_T = c' \text{tr} T \), hence \( c' = \frac{\lambda_2^L_T}{\text{tr} T} \), then by using the relation between the geodesic radius \( r_c \) and the sectional curvature \( c' \) of \( \Sigma_c \) (see (3.11)), we obtain that the geodesic radius \( r_{-1} \) of \( \Sigma_{-1} \) is given by \( r_{-1} = \text{arsinh} r_0 \) with \( r_0 = \left( \frac{\text{tr} T}{\lambda_2^L_T} \right)^{1/2} \).

If \( g \neq (0, g^0) \), then from (3.27) and (3.28), we know that \( M \) lies in an \( (N-2) \)-sphere \( \Sigma_{-1}' \), which is the intersection of two \((N-1)\)-spheres. We note that an \((N-2)\)-sphere \( \Sigma_{-1}' \) can be regarded as a hypersphere in \( \mathbb{H}^{N-1}(-1) \), where \( \mathbb{H}^{N-1}(-1) \) is totally geodesic in \( \mathbb{H}^N(-1) \). Therefore, we reduce the dimensions \( N \) and \( p \) to \( N-1 \) and \( p-1 \) respectively, so we can repeat the discussions above up to finite times and finally obtain that \( M \) is a \( T \)-minimal submanifold in a geodesic sphere \( \Sigma_{-1} \) of \( \mathbb{H}^{N}(-1) \) with geodesic radius \( r_{-1} = \text{arsinh} r_0 \), where \( r_0 = \left( \frac{\text{tr} T}{\lambda_2^T} \right)^{1/2} \). This completes the proof of the necessary condition for the equality in (1.6) in the case \( c = -1 \).

3.4. A generalization of Theorem 1.1. In this section, we generalize Theorem 1.1 to Schrödinger-type operators. We prove the following result.

Theorem 3.11. Let \( M \) be an \((n>2)\)-dimensional closed orientable submanifold in an \((n+p)\)-dimensional space form \( \mathbb{R}^{n+p}(c) \). Let \( T \) be a symmetric, divergence-free \((1,1)\)-tensor on \( M \). Assume that \( T \) is positive definite, and \( T' = (\text{tr} T)I - 2T \) is semi-positive definite. For any function \( q \in C^\infty(M) \), consider the operator \( L_{T,q} = L_T + q \), we have the following sharp estimate for the second eigenvalue of \( L_{T,q} \):
\[
\lambda_2^{L_{T,q}} \leq \frac{1}{V(M)} \int_M \left( c \text{tr} T + \frac{|H_T|^2}{\text{tr} T} \right) dv_M + \bar{q},
\]
where \( \bar{q} = \frac{1}{V(M)} \int_M q dv_M \). The equality in (1.6) holds if the following two conditions hold:

1. \( M \) is \( T \)-minimal in a geodesic sphere \( \Sigma_c \) with constant curvature \( c' \) of \( \mathbb{R}^{n+p}(c) \);

2. \( c' \text{tr} T + q = \lambda_2^{L_{T,q}} \) is constant.

Moreover, if \( T' \) is positive definite and \( H_T \) is not identically zero, then the equality in (1.6) holds if and only if the conditions (1) and (2) hold.

Proof. Under the assumptions in Theorem 1.1, there exists a regular conformal map \( \Gamma : \mathbb{R}^{n+p}(c) \to S^{n+p}(1) \subset \mathbb{R}^{n+p+1} \) such that the components of the immersion \( \Phi = \Gamma \circ x =

\((\Phi^1, \ldots, \Phi^{n+p+1})\) are \(L^2\)-orthogonal to the first eigenfunction of \(L_{T,q}\) (cf. [11]), then by using similar argument to that in Sections 3.1, it is not hard to prove that
\[
\lambda_2^{L_{T,q}} = \frac{1}{V(M)} \int_M e^{2\rho} \tr T \, dv_M + \bar{q} \leq \int_M \left( c \tr T + \frac{|H_T|^2}{\tr T} \right) \, dv_M + \bar{q}.
\]

If the conditions (1) and (2) hold, then by analogous argument to that in Section 3.2, we obtain that the equality in (3.29) is attained.

Conversely, if \(T'\) is positive definite, \(H_T\) is not identically zero and the equality in (1.6) holds, then by modifying the arguments in Section 3.3 slightly, we can obtain that the conditions (1) and (2) hold. We briefly explain the difference. First, the condition (N1) will be replaced by
\[
(N1') \ L_{T,q} \Phi^A = \lambda_2^{L_{T,q}} \Phi^A \quad \text{for all} \quad 0 \leq A \leq N. 
\]
The other two conditions (N2) and (N3) are the same. Then by using the condition (N1') and the fact that \(\sum_{A=0}^N (\Phi^A)^2 = 1\), we obtain that
\[
q = \sum_{A=0}^N \left( \frac{1}{2} L_T + q \right) (\Phi^A)^2 = \sum_{A=0}^N \Phi^A L_{T,q} \Phi^A - \sum_{A,i,j} T_{ij} \Phi_i^A \Phi_j^A 
= \lambda_2^{L_{T,q}} - e^{2\rho} \tr T,
\]
where we used condition (N1') and (3.6) in the last equality. From (3.30), we immediately get that \(e^{2\rho} \tr T + q = \lambda_2^{L_{T,q}}\) is a positive constant. In order to prove the condition (2), it suffices to show that \(e^{2\rho} = c'\). We explain how to show this in the case \(c = 1\). From the expression of \(\rho\) and conditions (N2) and (N3), we can first also show that \(M\) is \(T\)-minimal in a geodesic sphere \(\Sigma_1\), which is the condition (1). By adjusting the proof of Lemma 3.6, we have that \(\Phi^0\) is constant on \(M\) and \(L_{T,q} \Phi^0 = q \Phi^0 = \lambda_2^{L_{T,q}} \Phi^0\). If \(\Phi^0 \neq 0\), then \(q = \lambda_2^{L_{T,q}}\) is constant. But we know that \(\lambda_1^{L_{T,q}} = q\) if \(q\) is constant and \(\lambda_1\) is simple, which is a contradiction. Hence, \(\Phi^0\) must be 0, then we get that \(g^0 = -x^0 = -\cos r_1\) on \(M\), from this we derive that \(e^{2\rho} = 1/\sin^2 r_1 = c'\). The case \(c = 0\) and the case \(c = -1\) can be proved by modifying the arguments in Section 3.3 in a similar way. \(\Box\)

**Remark 3.12.** If we take \(L_T = -\Delta\), then we can obtain Theorem 2.1 in [13] by applying Theorem 3.11. When \(p = 1\), \(L_T = L_r\), which is the linearized operators for the first variation of the \((r+1)\)-mean curvature for hypersurfaces in a space form, the Jacobi operator for the corresponding variational problem is a Schrödinger-type operator associated with \(L_r\). In [19], the estimate of the second eigenvalue of the Jacobi operator \(J_s\) for hypersurfaces with constant scalar curvature in a sphere was applied to give a new proof of the stability result of [1]. We expect that our Theorem 3.11 can be applied to prove some stability result for some variational problems in higher codimension cases in future.

4. **Application of Theorem 1.1 to the \(L_r\) operator**

In this section, we prove Theorem 1.3 by applying Theorem 1.1 to the \(L_r\) operator for the case \(p = 1\) or the case \(p > 1\) and \(r\) is even. We also give some examples which satisfy the assumptions in Theorem 1.3 and attain the equality in (1.7). These examples show that our estimate is really sharp.

4.1. **Proof of Theorem 1.3.** First of all, when \(n = 2\), as we assume that \(r \leq n - 2\), \(r\) must be 0, then \(L_0 = -\Delta\). Although we assume that \(n > 2\) in Theorem 1.1, the conclusion is still true for \(n = 2\) and \(L_0 = -\Delta\). This can be seen from Remark 3.4 and the proof of...
Theorem 1.1. Actually, this case corresponds to the “Reilly in equality” which was proved in [26] and [12].

Now, we assume that $n > 2$, we only need to check that under the assumption of Theorem 1.3, the assumptions in 1.1 are satisfied. If $p > 1$ and $r$ is even, or $p = 1$, the tensor $T_r$ is a symmetric and divergence-free $(1,1)$-tensor (cf. Lemma 2.1 in [17] or Lemma 3.1 in [4]). From Lemma 2.1, we have the following relations:

$$\text{tr}(T_r) = (n - r)S_r,$$

$$T_r' = \text{tr}(T_r)I - 2T_r = (n - r - 2)S_r + (\sum_{k,\alpha} T_{r-1}^\alpha h_{ki}^\alpha).$$

So the assumption that “$T_r$ is positive definite and $(\sum_{k,\alpha} T_{r-1}^\alpha h_{ki}^\alpha)$ is semi-positive definite” implies that $S_r > 0$ and $T_r'$ is semi-positive definite. Moreover, $T_r'$ is positive definite if $r < n - 2$. Hence, $T_r$ satisfies the conditions in Theorem 1.1, then by applying Theorem 1.1, we complete the proof by using (2.18), (4.1) and the relation $H_{T_r} = (r + 1)S_{r+1}$.

4.2. Some Examples. We give some examples in higher codimension case ($p > 1$). For simplicity, we only consider the $L_2$ operator ($r = 2$). We always assume that $n \geq 4$ in the following examples since $2 = r \leq n - 2$.

Example 4.1 (Torus in Euclidean space or the hyperbolic space). Assume that $c \leq 0$, $n \geq 4$ and $1 \leq m \leq n/2$. Given $0 < a < 1$, let

$$x : M = T(m, a) = S^m(a) \times S^{n-m}(\sqrt{1 - a^2}) \to S^{n+1}(1) \subset S^{n+p-1}(1) \subset \mathbb{R}^{n+p}(c)$$

be a torus immersed in $\mathbb{R}^{n+p}(c)$, where $S^m(a)$ and $S^{n-m}(\sqrt{1 - a^2})$ denote a sphere with radius $a$ and $\sqrt{1 - a^2}$ respectively.

Claim 1. For the tensor $T_2$ and the operator $L_2$, all the assumptions in Theorem 1.3 are satisfied. We denote the position vector of $T(m, a)$ in $S^{n+1}(1)$ by $x = (x_1, x_2) \in S^m(a) \times S^{n-m}(\sqrt{1 - a^2})$, then the unit normal vector at this point $x$ is given by $e_{n+1} = (\sqrt{1 - a^2}x_1, -\frac{a}{\sqrt{1 - a^2}}x_2)$. The principal curvatures of $x$ are given by

$$k_1 = \cdots = k_m = -\frac{\sqrt{1 - a^2}}{a}, \quad k_{m+1} = \cdots = k_n = \frac{a}{\sqrt{1 - a^2}}.$$

The Ricci curvature of $T(m, a)$ is non-negative and is given by

$$R_{ii} = \frac{m-1}{a^2}(1 \leq i \leq m), \quad R_{jj} = \frac{n-m-1}{1 - a^2}(m + 1 \leq j \leq n),$$

so $\text{Ric} \geq (n - 1)cI$ as $c \leq 0$, then by using (1.8), we obtain that $(\sum_{k,\alpha} T_{r-1}^\alpha h_{ki}^\alpha)$ is semi-positive definite. From (1.8), (2.19) and Gauss equation (2.15), we know that

$$T_2 = [S_2 + (n - 1)c]I - \text{Ric} = \left[\frac{R - n(n - 1)c}{2} + (n - 1)c\right]I - \text{Ric}$$

$$= \frac{1}{2} \left[\frac{m(m - 1)}{a^2} + \frac{(n - m)(n - m - 1)}{1 - a^2} - (n - 1)(n - 2)c\right]I - \text{Ric} > 0.$$

Claim 2. The inequality in (1.7) holds.

The tensor $T_2$ can be diagonalized as $\text{diag}(t, \cdots, t, s, \cdots, s)$, where the first $m$ entries are $t$ and the rest are $s$, and

$$t = \frac{1}{2} \left[\frac{(m - 2)(m - 1)}{a^2} + \frac{(n - m)(n - m - 1)}{1 - a^2} - (n - 1)(n - 2)c\right],$$

$$s = \frac{1}{2} \left[\frac{n(n - 1)}{1 - a^2} - (n - 1)(n - 2)c\right].$$
Using the first (non-zero) eigenvalue of Laplacian on a sphere, we have (cf. Example 3.2 in [19])

\[ \lambda_{L_2}^2 = \min \{ \frac{m}{n} \frac{m}{n} s, (n-m) s / (1-a^2) \} \].

Without loss of generality, we assume \( \frac{m}{n} s / a^2 \leq (n-m) s / (1-a^2) \), which is equivalent to

\[ \frac{(n-m)s}{mt} \geq \frac{1-a^2}{a^2}. \tag{4.3} \]

On the other hand, if we denote \( S'_3 \) the 3-mean curvature of \( T(m,a) \) in \( S^{n+1}(1) \), then we have

\[ \frac{(n-2)\binom{n}{2}}{V(M)} \int_M cH_2^2 + |H_3|^2 \frac{a^2}{H_2} dv_M = \text{tr} T_2 + \frac{(3S'_3)^2}{n} \frac{a^2}{H_2} \geq \text{tr} T_2 = \frac{m}{n} s + (n-m) s \]

\[ = \frac{mt}{a^2} \left( 1 + \frac{(n-m)s}{mt} \right) \geq \frac{mt}{a^2} \left( 1 + \frac{1-a^2}{a^2} \right) = \lambda_{L_2}^2, \tag{4.5} \]

where we used (4.3) in the last inequality.

Claim 3. \( S^m(\sqrt{1/2}) \times S^m(\sqrt{1/2}) \to \mathbb{R}^N \) or \( \mathbb{H}^N(-1) \) attains the equality in (1.7).

From (4.4) and (4.5), we know that the equality in (1.7) holds if and only if \( S'_3 = 0 \) and \( a^2/a^2 = \frac{m}{(n-m)s} \).

The principal curvatures of \( T(m,a) \) in \( S^{n+1}(1) \) are \( \lambda = -\frac{1-a^2}{a^2} \) with multiplicity \( m \) and \( \mu = \frac{n}{\sqrt{1-a^2}} \) with multiplicity \( n-m \), so we get \( \lambda \mu = -1, S'_3 = \binom{m}{3} \lambda^3 + \binom{m}{2} \binom{n-m}{1} \lambda^2 \mu + \binom{m}{1} \binom{n-m}{2} \lambda \mu^2 + \binom{m}{3} \mu^3 \).

When \( n = 2m \geq 4 \), it is easy to check that \( t = s, \mu^2 = \frac{a^2}{1-a^2} = \frac{m}{(n-m)s} = 1, S'_3 = 0 \).

Example 4.2 (Einstein manifolds). Let \( M^n \) be an Einstein manifold with scalar curvature \( R > n(n-1)c \) immersed in \( \mathbb{R}^{n+p}(c) \), then the operator \( L_2 \) on \( M \) satisfies the assumptions in Theorem 1.3. In fact, for an Einstein manifold, \( \text{Ric} = \frac{R}{n} I \). It is not hard to verify that

\[ T_2 = \left[ \frac{R-n(n-1)c}{2} + (n-1)c \right] I - \text{Ric} > 0 \] if and only if \( \text{Ric} > (n-1)cI \), i.e., \( R > n(n-1)c \).

By using (1.8), we obtain that \( \left( \sum_k T_{\rho-1,kj} h_{k\rho}^\alpha \right) \) is positive definite. From In addition, if we assume that \( M \) is minimal in some sphere \( S^{n+1}(a) \subset \mathbb{R}^{n+p}(c) \) (a denotes the radius of the sphere) and has constant Ricci curvature, then \( M \) is also 2-minimal (i.e., the 3-rd mean curvature vector \( S'_3 \) of \( M \) in \( S^{n+1}(a) \) vanishes) in the sphere (cf. Example 5.6 in [4], and \( T_2 = K I, L_2 = -K \Delta \) for some constant \( K > 0 \). Hence, by combining with the Takahashi theorem, we have

\[ \frac{(n-2)\binom{n}{2}}{V(M)} \int_M cH_2^2 + |H_3|^2 \frac{a^2}{H_2} dv_M = \text{tr} T_2 + \frac{(3S'_3)^2}{n} \frac{a^2}{H_2} \geq \frac{\text{tr} T_2 a^2}{a^2} = \frac{nK}{a^2} \geq K \lambda_2^2 = \lambda_{L_2}^2. \]

In particular, when \( \lambda_{L_2}^2 = n/a^2 \), the equality in (1.7) is attained.

(1) Spheres with radius \( a \). We consider an immersion \( x : M = S^n(a) \to S^{n+p-1}(a) \subset \mathbb{R}^{n+p}(c) \) (we assume that \( a < 1 \) when \( c = 1 \)). Note that \( M \) is totally geodesic in \( S^{n+p-1}(a) \), so it is automatically 2-minimal. We also have

\[ k^2 = \frac{1}{a^2} - c, \quad H_2 = k^2, \quad |H_3| = k^3. \quad L_2 = -\frac{(n-2)(n-1)}{2} k^2 \Delta, \quad \lambda_2^2 = n/a^2, \]
where $k > 0$ is the principal curvature of $S^{n+p-1}(a)$ in $\mathbb{R}^{n+p}(c)$, hence we get

$$\lambda_2^L = \frac{n(n-2)(n-1)}{2a^2}k^2 = \frac{(n-2)(n)}{V(M)}\int_M \frac{cH^2 + |H_3|^2}{H_2} dv_M.$$  

In fact, for spheres, the equality in (1.7) holds for each $r$.

(2) **Projective spaces.** Let $\mathbb{F}$ denote the field $\mathbb{R}$ of real numbers, the field $\mathbb{C}$ of complex numbers, and $M = P^m(\mathbb{F})$ be the projective space over $\mathbb{F}$, then the real dimension of $M$ equals $n = m \cdot d_\mathbb{F}$, where

$$d_\mathbb{F} = \begin{cases} 1, & \mathbb{F} = \mathbb{R}, \\ 2, & \mathbb{F} = \mathbb{C}, \\ 4, & \mathbb{F} = \mathbb{Q}. \end{cases}$$

Let $\phi_1 : P^m(\mathbb{F}) \to S^{N-1}(\sqrt{\frac{m}{2(m+1)}})$ be the first standard minimal immersion into a unit sphere (see [27] or Chapter 4.6 in [7] for the details), and $i : S^{N-1}(\sqrt{\frac{m}{2(m+1)}}) \to \mathbb{R}^N$ be the inclusion map, where $N = \frac{m(m+1)d}{2} + m$. We consider the immersion $x = i \circ \phi_1 : P^m(\mathbb{F}) \to \mathbb{R}^N$, then the curvature of $M$ and the 1st nonzero eigenvalue of Laplacian on $M$ are listed as follows (cf. [7, 27]).

| $M$ | dim $M$ | sectional curvature | Ricci curvature | $\lambda_2^\Delta$ (1st nonzero eigenvalue of $\Delta$) |
|-----|--------|---------------------|-----------------|--------------------------------|
| $P^m(\mathbb{R})$ | $m$        | 1                   | $m-1$           | $2(m+1)$                       |
| $P^m(\mathbb{C})$ | $2m$       | $[1,4]$             | $2(m+1)$        | $4(m+1)$                       |
| $P^m(\mathbb{Q})$ | $4m$       | $[1,4]$             | $4(m+2)$        | $8(m+1)$                       |

Since $P^m(\mathbb{F})$ has positive constant Ricci curvature, is minimally immersed in a unit sphere and satisfies that $\lambda_2^\Delta = \dim M \left/ \left(\sqrt{\frac{m}{2(m+1)}} \right)^2 \right.$, we obtain that the equality in (1.7) is attained.

5. **Application to the operator $L$ defined by (1.10)**

In this section, we prove Theorem 1.5 by applying Theorem 1.1 to the tensor $T$ defined by (1.9) and the operator defined by (1.10). Under the assumption $H_2 > 0$, we have that $n^2H^2 > S > 0$, so we have that the mean curvature vector $H$ is nowhere zero. We choose $e_{n+1} = \frac{H}{H^2}$ as in Section 1.

First, we prove the following algebraic lemma which will be used in the proof for the case $n = 4$.

**Lemma 5.1.** Given two positive numbers $a > 0, b > 0$ which satisfy $9a^2 > 24b$, if we consider a function $f : \mathbb{R}^4 \to \mathbb{R}$ defined by

$$f(x) = 3x_1 + x_2 + x_3 + x_4, \quad \forall x = (x_1, x_2, x_3, x_4) \in \mathbb{R}^4,$$

then $f(x)$ is always positive on the set

$$K_{a,b} = \{x = (x_1, x_2, x_3, x_4) \in \mathbb{R}^4 | \sum_{1 \leq i \leq 4} x_i = a, \sum_{1 \leq i < j \leq 4} x_ix_j = b\}.$$  

**Proof.** Note that if $x \in K_{a,b}$, then $|x|^2 = a^2 - 2b > 0$, so $K_{a,b}$ is bounded. Obviously $K_{a,b}$ is a closed set, hence $K_{a,b}$ is a compact set. We will prove that the minimum of $f$ in $K_{a,b}$
is positive. By using the method of Lagrange multipliers, we consider the function
\[ F(x, \lambda, \mu) = f(x) - \lambda \left( \sum_{i=1}^{4} x_i - a \right) - \mu \left( \sum_{1 \leq i < j \leq 4} x_i x_j - b \right). \]

The necessary condition for an extremum of \( F(x, \lambda, \mu) \) is given by
\[
\begin{align*}
\frac{\partial F}{\partial x_1} &= 3 - \lambda - \mu (x_2 + x_3 + x_4) = 0, \\
\frac{\partial F}{\partial x_2} &= 1 - \lambda - \mu (x_1 + x_3 + x_4) = 0, \\
\frac{\partial F}{\partial x_3} &= 1 - \lambda - \mu (x_1 + x_2 + x_4) = 0, \\
\frac{\partial F}{\partial x_4} &= 1 - \lambda - \mu (x_1 + x_2 + x_3) = 0,
\end{align*}
\]

which implies that
\[ 2 + \mu (x_1 - x_2) = \mu (x_2 - x_3) = \mu (x_3 - x_4) = \mu (x_4 - x_1) = 0, \]
so we get \( \mu \neq 0 \) and \( x_2 = x_3 = x_4 \). Let \( x_1 = s, x_2 = x_3 = x_4 = t, \) as \( x \in K_{a,b} \), we have \( s + 3t = a, 3st + 3t^2 = b \), so we get \( 6t^2 - 3at + b = 0 \). We can solve out
\[ t = \frac{3a \pm \sqrt{9a^2 - 24b}}{12}. \]

Note that \( s = a - 3t \), we get
\[ f(x) = 3(s + t) = \frac{3a \mp \sqrt{9a^2 - 24b}}{2} > 0. \]

Hence, we derive that the minimum of \( f \) in \( K_{a,b} \) equals \( \frac{3a \mp \sqrt{9a^2 - 24b}}{2} \) which is positive. This completes the proof. \( \square \)

**Proof of Theorem 1.5:** From the definitions of \( T \) in (1.9) and \( L \) in (1.10), we have \( T_{ij} = (nH \delta_{ij} - h_{ij}^{n+1}) \), then
\[ \text{tr } T = n(n-1)H, \]
(5.1)
\[ H_T = \sum_{i,j,\alpha} (nH \delta_{ij} - h_{ij}^{n+1}) h_{ij}^{\alpha} e_\alpha = (n^2 H^2 - \sum_{i,j} (h_{ij}^{n+1})^2) e_{n+1} - \sum_{\alpha \geq n+2} \left( \sum_{i,j} h_{ij}^{n+1} h_{ij}^{\alpha} \right) e_\alpha \\
= \left( n(n-1)H_2 + \sum_{\alpha \geq n+2} (h_{ij}^{n+1})^2 \right) e_{n+1} - \sum_{\alpha \geq n+2} \left( \sum_{i,j} h_{ij}^{n+1} h_{ij}^{\alpha} \right) e_\alpha. \]
(5.2)

In order to apply Theorem 1.1, we verify that \( T \) and \( T' = (\text{tr } T)I - 2T \) are both positive definite.

We choose orthonormal frame \( \{ e_1, \cdots, e_n \} \) such that \( (h_{ij}^{n+1}) = \text{diag}(k_1, \cdots, k_n) \) is diagonalized. \( H_2 > 0 \) implies that
\[ 0 < n(n-1)H_2 = (nH)^2 - S \leq (nH)^2 - \sum_i (k_i)^2 \leq (nH)^2 - (k_i)^2, \]

So \( nH > |k_i| \) for each \( i \), which implies that \( T \) is positive definite. On the other hand, the principal curvatures of \( T' \) are given by \( T_{ii}' = n(n-1)H - 2(nH - k_i) = n(n-3)H + 2k_i, \) \( i = 1, \cdots, n \). Assume that \( k_1 \leq \cdots \leq k_n \) without loss of generality, then it is sufficient to show that \( n(n-3)H + 2k_1 > 0 \).

When \( n \geq 5 \), since \( nH > |k_1| \), we have \( n(n-3)H + 2k_1 \geq 2(nH - |k_1|) > 0 \).
When $n = 4$, we need to prove that $4H + 2k_1 > 0$. Set $x_i = k_i (i = 1, 2, 3, 4)$ in Lemma 5.1, then by using the Newton-Maclaurin inequality, $9a^2 - 24b = 144(H^2 - H_2) > 0$. Hence by applying Lemma 5.1, we get $4H + 2k_1 = 3k_1 + k_2 + k_3 + k_4 > 0$.

Now we can apply Theorem 1.1. By substituting (5.1) and (5.2) into (1.6), we obtain the inequality (1.11).

If the equality in (1.11) holds, we have the following conclusions: (1) $\text{tr} T = n(n - 1)H$ is constant; (2) $M$ is $T$-minimal in a geodesic sphere $\Sigma_c$ of $\mathbb{R}^{n+p}(c)$, where the geodesic radius $r_c$ of $\Sigma_c$ is given by

$$r_0 = \left(\frac{\text{tr} T}{\chi_2(T)}\right)^{1/2}, \quad r_1 = \arcsin r_0, \quad r_{-1} = \arcsinh r_0.$$

In the following, we prove that $M$ is not only $T$-minimal in $\Sigma_c$, but also minimal. Let $H'$ be the mean curvature vector of $M$ immersed in $\Sigma_c$, denote $H' = |H'|$. We will show that $H' = 0$. Suppose that $H' \neq 0$, as $e_{n+1}$ is parallel with $H$, it is obvious that $e_{n+1} \in \text{Span}\{\nu, H'\}$, where $\nu$ is the unit normal of $\Sigma_c$ in $\mathbb{R}^{n+p}(c)$. We can choose the normal frame $\{\tilde{e}_{n+1}, \cdots, \tilde{e}_{n+p}\}$ on $M$ such that $\tilde{e}_{n+1} = \nu, \tilde{e}_{n+2} = \frac{H'}{H'}, \tilde{e}_\beta = e_\beta (\beta \geq n + 3)$. Then $\tilde{h}_{ij}^{n+1} = \delta_{ij} k$ and $H^2 = H'^2 + k^2$, where $k$ is the principal curvature of $\Sigma_c$ in $\mathbb{R}^{n+p}(c)$.

We assume that

$$\begin{pmatrix} e_{n+1} \\ e_{n+2} \end{pmatrix} = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix} \begin{pmatrix} \tilde{e}_{n+1} \\ \tilde{e}_{n+2} \end{pmatrix},$$

Then we have

$$\begin{pmatrix} h_{ij}^{n+1} \\ h_{ij}^{n+2} \end{pmatrix} = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix} \begin{pmatrix} \tilde{h}_{ij}^{n+1} \\ \tilde{h}_{ij}^{n+2} \end{pmatrix},$$

$$\tilde{H}^{n+1} = k = H \cos \theta, \quad \tilde{H}^{n+2} = H' = H \sin \theta,$$

where $\tilde{h}_{ij}^{n+1}$ and $\tilde{h}_{ij}^{n+2}$ denote the components of the second fundamental form in the directions of $\tilde{e}_{n+1}$ and $\tilde{e}_{n+2}$ respectively. By using (5.3) and the $T$-minimality of $M$ in $\Sigma_c$, we get

$$0 = \sum_{i,j} T_{ij} \tilde{h}_{ij}^{n+2} = nH \sum_{i} \tilde{h}_{ij}^{n+2} - \sum_{i,j} h_{ij}^{n+1} \tilde{h}_{ij}^{n+2}$$

$$= n^2H H' - \sum_{i,j} \cos \theta \tilde{h}_{ij}^{n+1} \tilde{h}_{ij}^{n+2} - \sum_{i,j} \sin \theta \tilde{h}_{ij}^{n+2} \tilde{h}_{ij}^{n+1}$$

$$= n^2H^2 \sin \theta - nkH' \cos \theta - \sin \theta \sum_{i,j} (\tilde{h}_{ij}^{n+2})^2$$

$$= n^2H^2 \sin \theta - nk^2 \sin \theta - \sin \theta \sum_{i,j} (\tilde{h}_{ij}^{n+2})^2$$

Since $H > 0$, $H' > 0$, then from (5.3) we get $\sin \theta > 0$, hence (5.4) implies that $0 \geq \sin \theta (n^2H^2 - S) = n(n - 1)H_2 \sin \theta$, so we get $H_2 \leq 0$, which is a contradiction.

Hence $H' = 0$, i.e., $M$ is minimal in $\Sigma_c$. Furthermore, $H = k, L = -(n - 1)k \Delta, \lambda_T^2 = (n - 1)k \lambda_s^2$, $\text{tr} T = n(n - 1)H = n(n - 1)k$, so from Theorem 1.1, it follows that the geodesic radius of $\Sigma_c$ is $r_c$ is given by $r_0 = \left(\frac{n}{\lambda_T^2}\right)^{1/2}, r_1 = \arcsin r_0$ and $r_{-1} = \arcsinh r_0$. 


Conversely, if $M$ is minimal in a geodesic sphere $\Sigma_c$ of radius $r_c$ given as mentioned above, we can obtain the equality in (1.11) by using analogous arguments to that in Section 3.2.

□

APPENDIX A. RELATIONS BETWEEN THE $k$-TH GAUSS-BONNET CURVATURE AND THE $r$-TH MEAN CURVATURE

Recall that under the orthonormal frame, for $1 \leq k \leq n/2$, the $k$-th Lovelock curvature $E^{(k)}_{ij}$, the $k$-th Gauss-Bonnet curvature $L_k$ and the $P^{(k)}$ curvature corresponding to $L_k$ are defined by (cf. [15, 21])

\[
E^{(k)}_{ij} := -\sum \frac{1}{2k+1} \delta^{i_1 \cdots i_{k-1}}_{j_1 \cdots j_{k-1}} R_{i_1 i_2 j_1 j_2} \cdots R_{i_{2k-1} i_{2k} j_{2k-1} j_{2k}} \quad (k < n/2 \text{ is required}),
\]

\[
L_k := \sum \frac{1}{2k} \delta^{i_1 \cdots i_{k-1}}_{j_1 \cdots j_{k-1}} R_{i_1 i_2 j_1 j_2} \cdots R_{i_{2k-1} i_{2k} j_{2k-1} j_{2k}},
\]

\[
P^{s tl m}_{k} := \sum \frac{1}{2k} \delta^{i_1 \cdots i_{k-2} s t l m}_{j_1 \cdots j_{k-2} s t l m} R_{i_1 i_2 j_1 j_2} \cdots R_{i_{2k-3} i_{2k-2} j_{2k-3} j_{2k-2}}.
\]

We point out that $L_k$ denotes the $k$-th Gauss-Bonnet curvature in this appendix, and it cannot be confused with the operator $L_r$ defined in Section 2.

These curvature tensors are important in geometry and physics, and have been widely studied by many mathematicians and physicists. For example, $E^{(k)}_{ij}$, introduced by Lovelock in [21], is a generalization of the Einstein tensor $E^{(1)}_{ij} = R_{ij} - \frac{1}{2} \delta_{ij} R$; $L_1 = R$ is the scalar curvature, and $L_{n/2}$ is well-known as the Euler density which appears in the famous Gauss-Bonnet-Chern theorem; $P^{(k)}$ can be used to define the Gauss-Bonnet-Chern mass, which generalizes the ADM mass. We refer the readers to [14, 15] for more details.

We note that the generalized Kronecker delta has following properties:

\[
\delta^{i_1 \cdots i_{t-1} i_t \cdots i_{s-1} i_s}_{j_1 \cdots j_{t-1} j_t \cdots j_{s-1} j_s} = -\delta^{i_1 \cdots i_{t-1} i_t \cdots i_{s-1} i_s}_{j_1 \cdots j_{t-1} j_t \cdots j_{s-1} j_s}, \quad \text{for } 1 \leq t < s \leq l \leq n,
\]

\[
\sum_{t=1}^{l} \delta^{i_1 \cdots i_{t-1} i_t \cdots i_{s-1} i_s}_{j_1 \cdots j_{t-1} j_t \cdots j_{s-1} j_s} = \frac{(n-l)!}{(n-l)!} \delta^{i_1 \cdots i_{t-1} i_t \cdots i_{s-1} i_s}_{j_1 \cdots j_{t-1} j_t \cdots j_{s-1} j_s}, \quad \text{for } 1 \leq t \leq l \leq n,
\]

\[
\delta^{i_1 \cdots i_{t} i_{t+1} \cdots i_{s}} = \delta^{i_1 \cdots i_{t-1} i_{t} \cdots i_{s-1} i_s}_{j_1 \cdots j_{t-1} j_t \cdots j_{s-1} j_s} - \sum_{l=1}^{s-1} \delta^{i_1 \cdots i_{t-1} i_{l+1} \cdots i_{t} i_{t+1} \cdots i_{s-1} i_s}_{j_1 \cdots j_{t-1} j_l j_{t+1} \cdots j_{s-1} j_s}, \quad \text{for } 1 \leq l \leq n,
\]

It is not hard to obtain that

Lemma A.1. Set $E^{(0)}_{ij} = -\delta_{ij}$. For $1 \leq k \leq n/2$, we have

\[
P^{ijkl}_{(k)} = -P^{ijkl}_{(k)} = -P^{ijkl}_{(k)} = P^{ijkl}_{(k)},
\]

\[
\sum_s P^{s i j}_{(k)} = -(n - 2k + 1) E^{(k-1)}_{ij},
\]

\[
E^{(k)}_{ij} = -\left(\frac{1}{2} L_k \delta_{ij} - k \sum_{s, t, l} P^{st l}_{(k)} R_{stij}\right),
\]

\[
L_k = \sum_{s, t, l, m} P^{st l m}_{(k)} R_{stlm},
\]

\[
\text{tr} E^{(k)} = -\frac{n - 2k}{2} L_k \quad (k < n/2 \text{ is required}).
\]

Now we show some relations between $P^{(k)}$, $L_k$ and $T_{r-1}$.
Lemma A.2. For a submanifold $M^n$ in $\mathbb{R}^{n+p}(c)$ and $r = 2k$ is even, we have

$$
\sum_{m, \alpha} T^\alpha_{r-1} m h^\alpha_{mi} = \frac{1}{(2k-1)!} \left\{ \frac{1}{k} \left( E^{(k)}_{ij} + \frac{1}{2} L_k \delta_{ij} \right) + (-c)^k \frac{(n-1)!}{(n-2k)!} \delta_{ij} \right. \\
+ \left. \sum_{t=1}^{k-1} (-c)^{k-t} \frac{(n-2t-1)!}{(n-2k)!} \left( \frac{k}{t} \left( \frac{n-k-t}{t} L_t \delta_{ij} + \frac{n-2t}{2t} L_t \delta_{ij} \right) \right) \right\}.
$$

(A.4)

**Proof.** First, from the definition of $T_{r-1}$, we have

$$
\sum_{m, \alpha} T^\alpha_{r-1} m h^\alpha_{mi} = \frac{1}{(r-1)!} \sum \delta^{i_1 \ldots i_{r-1} m}_j \left( \prod_{s=1}^{k-1} \langle A_i, A_{i_{r-s-1}}, A_{m} \rangle \right) \langle A_{i_{r-s-1}}, A_{m} \rangle =: \frac{1}{(r-1)!} Q_{ij}.
$$

(A.5)

Now we rewrite the Gauss equation (2.13) as follows:

$$
\langle A_{im}, A_{jl} \rangle - \langle A_{il}, A_{jm} \rangle = R_{ijml} - (\delta_{im} \delta_{jl} - \delta_{il} \delta_{jm}) c,
$$

(A.6)

by setting $(i, j, m, l) = (i_1, i_2, j_1, j_2), \ldots, (i_{2k-1}, m, j_{2k-1}, i)$ in (A.6) respectively, we obtain $k$ equations. We have LHS = RHS, which are defined by

$$
\text{LHS} = \sum \left( \prod_{s=1}^{k-1} \left( \langle A_i, A_{i_{r-s-1}}, A_{m} \rangle - \langle A_{i_{r-1}}, A_{m} \rangle \right) \delta^{i_1 \ldots i_{r-1} m}_j \right)
$$

$$
\cdot \left( \langle A_{i_{r-j-1}}, A_{mi} \rangle - \langle A_{i_{r-1}}, A_{m} \rangle \right) \delta^{i_1 \ldots i_{r-1} m}_j = 2^k Q_{ij},
$$

$$
\text{RHS} = \sum \left( \prod_{s=1}^{k-1} \left( R_{i_{r-s-1} j_{r-s-1} i_{r-s-2} j_{r-s-2}} - c(\delta_{i_{r-s-1} j_{r-s-1}} \delta_{i_{r-s-2} j_{r-s-2}} - \delta_{i_{r-s} j_{r-s}} \delta_{i_{r-s-1} j_{r-s-1}}) \right) \right)
$$

$$
\cdot \left( R_{i_{r-1} m j_{r-1} i} - c(\delta_{i_{r-1} j_{r-1}} \delta_{mi} - \delta_{i_{r-1} i} \delta_{mj_{r-1}}) \right) \delta^{i_1 \ldots i_{r-1} m}_j.
$$

Using (A.1) and (A.2), we have

$$
\text{RHS}_1 := \sum \left( \prod_{s=1}^{k-1} \left( R_{i_{r-s-1} j_{r-s-1} i_{r-s-2} j_{r-s-2}} - c(\delta_{i_{r-s-1} j_{r-s-1}} \delta_{i_{r-s-2} j_{r-s-2}} - \delta_{i_{r-s} j_{r-s}} \delta_{i_{r-s-1} j_{r-s-1}}) \right) \delta^{i_1 \ldots i_{r-1} m}_j \right)
$$

$$
= \sum_{t=0}^{k-1} (-c)^{k-1-t} \binom{k-1}{t} \left( \sum \left( \prod_{s=1}^{t} \left( R_{i_{r-s-1} j_{r-s-1} i_{r-s-2} j_{r-s-2}} \right) \right) \delta^{i_1 \ldots i_{r-1} m}_j \right)
$$

$$
= \sum_{t=0}^{k-1} (-c)^{k-1-t} \binom{k-1}{t} 2^{k-1-t} \frac{(n-2t+1)!}{(n-r)!} \left\{ \sum \left( \prod_{s=1}^{t} \left( R_{i_{r-s-1} j_{r-s-1} i_{r-s-2} j_{r-s-2}} \right) \delta^{i_1 \ldots i_{r-t} j_{r-t}} \right) \right\}
$$

Combining with Lemma A.1, we have

$$
\text{RHS} = \sum \text{RHS}_1 \left( R_{i_{r-1} m j_{r-1} i} - c(\delta_{i_{r-1} j_{r-1}} \delta_{mi} - \delta_{i_{r-1} i} \delta_{mj_{r-1}}) \right)
$$
\[
\sum_{t=0}^{k-1} (-c)^{k-t}\left(\frac{k-1}{t-1}\right)2^{k-t}\frac{(n-2t)!}{(n-r)!}\sum_{s,l,m} P_{(t)}^{slmj} R_{slmi} - \sum_{t=1}^{k} (-c)^{k-t}\left(\frac{2}{t}\right)2^{k-t}\frac{(n-2t+1)!}{(n-r)!}E_{ij}^{(t-1)}
\]

\[
= \sum_{s,l,m} P_{(k)}^{slmj} R_{slmi} + (-c)^{k}\frac{(n-1)!}{(n-2k)!}\delta_{ij} + \sum_{t=1}^{k-1} (-c)^{k-t}\left(\frac{n-2t+1}{t-1}\right)2^{k-t}\frac{(n-2t)!}{(n-2k)!}\sum_{s,l,m} P_{(t)}^{slmj} R_{slmi} - \sum_{t=1}^{k} (-c)^{k-t}\left(\frac{2}{t}\right)2^{k-t}\frac{(n-2t+1)!}{(n-r)!}E_{ij}^{(t-1)}
\]

\[
= \sum_{s,l,m} P_{(k)}^{slmj} R_{slmi} + (-c)^{k}\frac{(n-1)!}{(n-2k)!}\delta_{ij}
\]

\[
+ \sum_{t=1}^{k} (-c)^{k-t}2^{k-t}\left(\frac{n-2t-1}{t-1}\right)\left(\frac{1}{t-1}\right)^{k-1}\left(n-2t\right)\sum_{s,l,m} P_{(t)}^{slmj} R_{slmi} - \frac{k-t}{t}E_{ij}^{(t)}
\]

\[
= \frac{1}{k} \left( E_{ij}^{(k)} + \frac{1}{2} L_{k}\delta_{ij} \right) + (-c)^{k}\frac{(n-1)!}{(n-2k)!}\delta_{ij}
\]

\[
+ \sum_{t=1}^{k} (-c)^{k-t}2^{k-t}\left(\frac{n-2t-1}{t-1}\right)\left(\frac{1}{t-1}\right)^{k-1}\left(n-2t\right)\left(E_{ij}^{(t)} + \frac{1}{2} L_{t}\delta_{ij} \right) - \frac{k-t}{t}E_{ij}^{(t)}
\]

\[
= \frac{1}{k} \left( E_{ij}^{(k)} + \frac{1}{2} L_{k}\delta_{ij} \right) + (-c)^{k}\frac{(n-1)!}{(n-2k)!}\delta_{ij}
\]

\[
+ \sum_{t=1}^{k} (-c)^{k-t}2^{k-t}\left(\frac{n-2t-1}{t-1}\right)\left(\frac{1}{t-1}\right)^{k-1}\left(n-2t\right)\left(E_{ij}^{(t)} + \frac{2}{2t} L_{t}\delta_{ij} \right)
\]

Therefore, we get the conclusion from (A.5), (A.7) and \( Q_{ij} = \frac{1}{2^k} \text{LHS} = \frac{1}{2^k} \text{RHS} \). \( \square \)

**Remark A.3.** R. Reilly obtained the relation in Lemma A.2 in the case \( c = 0, p = 1 \), using the Ricci tensor of degree \( 2k \) (see [24] for details).
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