Mr. Tompkins world: Effects of extreme variations in fundamental constants on the structure of atoms, molecules, and periodic table
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In 1939, George Gamow published the book “Mr. Tompkins in Wonderland”, which tells a story about a world where fundamental constants have radically different values from those they have in the real world. Gamow’s classic predates modern theories that generically promote fundamental constants to dynamic entities. Constants are no longer constant. Enter Mr. Tompkins world where the speed of light c is reduced to that of a speeding bicycle. Here we show that reducing c from its nominal value truncates periodic system of elements, qualitatively changes the aufbau principle in atoms, and modifies the nature of chemical bond and the structure of molecules. Noble gasses are no longer inert. Water fails to serve as a universal solvent. In addition to pushing relativistic quantum chemistry to its limits, our analysis lends further support to the anthropic principle: life as we know it can happen only in a certain range of fundamental constants.

Quantum chemistry primarily depends on a set of three fundamental constants (FCs): the electron mass mc, the elementary charge e, and the Plank constant ħ. Relativity brings in the speed of light c or, equivalently, the fine-structure constant α = e²/ħc. These constants, together with the nuclear parameters, are fixed in conventional computations to their empirical or nominal values. Modern theories, however, generically promote FCs to dynamic entities [1, 2]. Constants are no longer constant. Previous literature on variations of FCs predominantly focused on small deviations from their nominal values [3–5]. In this paper, we explore a novel regime of extreme variations that are motivated by dark matter models [6]. We find an abundance of remarkable effects on the structure of atoms and molecules and, by extension, on the fundamental conditions for the emergence and sustainability of life, i.e., the so-called anthropic principle in cosmology [7, 8].

The variation of FCs in the non-relativistic Born-Oppenheimer (NR-BO) approximation reduces to the isotropic scaling of all nuclear and electronic coordinates by the Bohr radius a = ℏ²/mce², see Appendix A. As a result, molecular bond angles do not depend on FCs. Similarly, all the FC-dependence of energies factorizes out via the Hartree energy mc²/2. Effects beyond the NR-BO approximation violate these scaling laws and lead to changes in bond angles with varying FCs. For concreteness, here we focus on the role of relativity and examine the consequence of varying α. In atomic units (mc = |e| = ħ = 1), α = 1/c and variations in α are equivalent to those in c via c/c₀ = α₀/α. Here and below, the subscript 0 of a quantity refers to its nominal value, e.g., α₀ ≈ 1/137.

Beyond connections to novel theories, there is a practical utility in artificially enhancing relativity [9]. Be-

FIG. 1. Energy levels of atomic hydrogen as a function of speed of light, based on solving the Dirac equation with finite-sized proton. The 1s₁/₂ level “dives” into the Dirac sea at the critical value c∗ ≈ c₀/143.

cause an electron near the nucleus of charge Z moves with speed v/c ∼ αZ, relativistic effects are most pronounced in heavy systems. However, in heavy atoms and molecules, the role of relativity are often masked by large electron correlations. Reducing c magnifies the role of relativity in molecules comprising light atoms, where correlations can be treated with much higher accuracy. It is worth emphasizing that for small speeds of light, v/c ∼ 1, and one must solve the non-perturbative four-component Dirac equation [10, 11]. We carry out ab initio relativistic quantum chemistry calculations with the state-of-the-art DIRAC package [12, 13], exploring its capabilities in the ultra-relativistic regime.

We start with a hydrogen atom. Its ground state energy is given by [14]

ε₁s₁/₂ = c² (√1 − (Z/e)² − 1). (1)

We remind the reader that the Dirac equation has two
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continua: one above the ionization threshold, $\varepsilon > 0$, and one below the rest-mass gap, $\varepsilon < -2c^2$, see Fig. 1. The lower continuum, in the Dirac sea paradigm [14], is fully occupied by electrons and an atomic electron can not spontaneously decay into the Dirac sea due to the Pauli exclusion principle. As we increase $c$, the $1s_{1/2}$ energy (1) is lowered towards the Dirac sea until we reach a value of $c = Z$ with which $\varepsilon_{1s_{1/2}} = -c^2$. For $c > Z$, the argument of the square root, $1 - (Z/c)^2$, becomes negative and the energy acquires an imaginary part: the ground state becomes unstable.

The point-like nucleus approximation of Eq. (1), however, is inadequate for determining the critical value of $c$. This is because the bound states become unstable when their energies “dive” into the Dirac sea [15, 16], i.e., when $\varepsilon_{1s_{1/2}} = -2c^2$, and not $-c^2$ per Eq. (1). To remedy the failure of the point-like nucleus approximation, we solved the Dirac equation with finite-size nuclei numerically. The dependence of the energies of several lowest-energy orbitals on $c$ is shown in Fig. 1. As expected, the solutions remain stable until their energy dives into the Dirac sea. The $1s_{1/2}$ energy breaches the rest-mass energy gap at the critical value of $c^* \approx c_0/143$.

What happens when $c$ is driven below its critical value $c^*$? This question has been explored in a related problem of determining the critical nuclear charge with $c$ fixed to its nominal value [15, 16]. For $c < c^*$, the discrete $1s_{1/2}$ level becomes embedded into the Dirac sea continuum, and, as such, becomes unstable, similar to Fano resonances in chemical physics [17]. An electron-positron pair is emitted spontaneously and the vacuum becomes electrically charged.

We show in the Appendix B that the critical value $c^*$ for a hydrogen-like ion increases with its nuclear charge as

$$c^*/c_0 = \alpha_0/\alpha^* \approx Z/168.$$  

(2)

This remains a good approximation for multi-electron systems as the $1s_{1/2}$ electrons tend to see the unscreened nuclear charge, with minor correlation corrections to binding energies. In a molecule, $c^*$ is determined by the charge of the heaviest nucleus: for water and ammonia, $c^* \approx c_0/20.9$ by the nitrogen atom in NH$_3$. Inverting Eq. (2), we observe that at a given value of $c/c_0$, only elements with $Z \lesssim 168$ occur in water. As $c$ is gradually decreased from its nominal value, the heavier elements are destabilized and the periodic system is truncated. If $c$ is reduced ten-fold, only elements with $Z \lesssim 16$ remain stable and the entire Mendeleev table shrinks to elements from hydrogen to sulfur. In Mr. Tompkins alternative reality [18], where $c$ is reduced to that of a speeding bicycle, $c/c_0 \approx 4 \times 10^{-8}$, even the hydrogen atom fails to exist.

One of the most powerful rules in atomic structure theory is the aufbau (building-up) principle which determines the sequence of how atomic orbitals are filled with electrons. For $c \approx c_0$, the textbook sequence of orbitals is $1s_{1/2}^2 2s_{1/2}^2 2p_{1/2}^2 2p_{3/2}^2 3s_{1/2}$. In the ultra-relativistic regime, when $c$ approaches its critical value, we find that the energy of the $3s_{1/2}$ orbital drops below that of $2p_{3/2}$, changing the filling order of these orbitals, see Fig. 2. For example, the ground state of neon (Z = 10), for $c \approx c^* \approx c_0/14$, contains the configuration $1s_{1/2}^2 2s_{1/2}^2 2p_{1/2}^2 3s_{1/2}^2 2p_{3/2}^2$ with the total angular momentum $J = 2$, see Fig. 3. Thus, neon becomes an open-shell atom (with the $2p_{3/2}$ shell only half-occupied), and, as such, is no longer inert. The valence-shell configuration of ultra-relativistic neon, $3s_{1/2}^2 2p_{3/2}^2$, closely resembles that of carbon at nominal $c$, $2s^2 2p^2$. Therefore, such neon

![FIG. 3. Energy spectrum of neon atom as a function of the speed of light ($c_0/c = \alpha/\alpha_0$). The nominal ground state $0^+(1S_0)$ is used as a reference (blue horizontal line). At the nominal $c$, the levels are labeled using the conventional L-S coupling scheme [19]. At smaller values of $c$, the levels are labeled as $J^\pi$, where $J$ is the total angular momentum and $\pi$ is the parity of the state. There is a substantial reshuffling of sequence of energies near the critical value of $c^* \approx c_0/14.8$. The ground state of neon atom becomes the open-shell $2^e$ state.](image-url)
is expected to have as rich a chemistry as carbon, e.g., it may engender an ultra-relativistic version of organic chemistry. It is intriguing to imagine polymers, nanostructures, and an entirely new biology where neon plays the traditional role of carbon.

Our calculations for second-period atoms with electrons in the $2p_{3/2}$ shell (N, O, F, and Ne) demonstrate similar non-trivial changes in the nature of their ground states near their respective $c^*$ (see Appendix C), consistent with the modified aufbau principle of Fig. 2. Qualitatively, the $2p_{3/2}$ orbital dives into the Dirac sea at $c$ substantially lower than that for $2p_{1/2}$, see Fig. 1. This leads to a giant $\sim m_e c^2$ fine-structure splitting near the critical value $c^*$. For the same reason, there is a large difference in the relativistic contraction of the $2p_{3/2}$ and $2p_{1/2}$ orbitals near $c^*$: the $2p_{1/2}$ (and the $3s_{1/2}$) shells become submerged inside the $2p_{3/2}$ shell. This drives a more effective screening of the nuclear charge by the inner shells causing an increase in our computed $2p_{3/2}$ orbital energies with decreasing $c$ in many-electron atoms — a trend opposite to that in the H-like ions, Fig. 1. These effects also lead to dramatic changes in the geometry of molecules containing these atoms.

How would the extreme variation of the speed of light affect the structure and properties of molecules? Here we address this question by focusing on water and ammonia. All known forms of life use water as a universal solvent for various chemicals and as an essential component of many metabolic processes [20]. Ammonia is an important source of nitrogen required for the synthesis of amino acids, for building proteins in living systems [21], and as an alternative universal solvent [20].

The formation of molecular orbitals (MOs) from atomic orbitals requires energy resonances and overlaps between the constituent atomic orbitals. Relativity affects the resonances via the different rates of stabilization of energies and the overlaps via the varying degrees of contraction of atomic orbitals. When the speed of light is reduced, the geometry of the water molecule changes, with the initial contraction of the bond angle and the subsequent complete straightening of the molecule, Fig. 4. We find that at $c \approx c_0/14$, the calculated bond angle in water decreases from the nominal 104.5° to 90°. At $c \approx c_0/18$, the water molecule becomes linear and therefore nonpolar. These dramatic changes in the molecular geometry are induced by the relativistic stabilization of the $2s_{1/2}$ and $3s_{1/2}$ orbitals with respect to the $2p_{1/2}$ orbitals of the oxygen atom, and by the increased fine-structure splitting between the $2p_{1/2}$ and $2p_{3/2}$ orbitals, Fig. 4. These effects drive changes in the molecular geometry which can be understood using the valence-shell electron-pair repulsion (VSEPR) and the MO models [22].

According to the VSEPR model, at the nominal $c$, the valence $2s$ and the three valence $2p$ atomic orbitals of oxygen mix to form four equivalent hybrid orbitals ($sp^3$ hybridization, or $2s_{1/2}2p_{1/2}2p_{3/2}$ in relativistic notation). Two of the hybrid orbitals overlap with the hydrogen $1s$ orbitals, and the remaining two hold the two lone electron pairs. The repulsion between the four electron pairs on the hybrid orbitals leads to the slightly distorted tetrahedral arrangement, corresponding to the bond angle of 104.5°.

At the intermediate $c \approx c_0/14$, the stabilization of the $2s_{1/2}$ and $2p_{1/2}$ orbitals in oxygen breaks down the $sp^3$ hybridization. This results in an energetically isolated $2p_{3/2}$ orbital, which can accommodate up to four electrons forming the oxygen-hydrogen bonds. This stabilizes the molecular structure, resulting in an 90° bond angle [9]. The stabilization of the $2s_{1/2}$ and $2p_{1/2}$ atomic orbitals also drives changes in the distributions of the electron radial density in H$_2$O, see Fig. 14. The computed radial density distributions reduce to those of the $2s_{1/2}$ and $2p_{1/2}$ atomic orbitals, which no longer participate in chemical bonding.

At even smaller $c \approx c_0/18$, the lowering of the $3s_{1/2}$ energy and the raising of the $2p_{3/2}$ energy in oxygen leads to these two orbitals becoming quasi-degenerate. This induces the $ps$ hybridization between the half-filled $2p_{3/2}$ and the $3s_{1/2}$ shells [9], resulting in the linear molecular geometry. The participation of the $3s_{1/2}$ orbital in the chemical bonding is supported by our calculated radial density distribution for the HOMO-1 (HOMO is the highest occupied MO) of water: near $c^*$, the shape of this distribution closely resembles that of the $3s_{1/2}$ atomic orbital, see Fig. 14.

The Walsh correlation diagrams of the MO theory provide more insights into the relation between the electronic structure and geometry of the water molecule, see Fig. 5. These diagrams show the energies of valence MOs as functions of the bond angle. Because the total energy of a molecule can be approximated as the sum of MO energies, the Walsh diagrams can be used to predict the values of the bond angle that minimize the total energy. At $c = c_0$, the interplay between the HOMO-1 and HOMO-2 energies minimizes the total energy at the bond angle of 104.5°. As the speed of light decreases, the $2s_{1/2}$ orbital stabilizes and its contribution to HOMO is diminished, leading to the minima of the HOMO and total energies at the 90° bond angle. At even lower speed of light, the relativistically stabilized $3s_{1/2}$ orbital starts to contribute to HOMO, leading to the linear geometry.

The modifications of the molecular geometry of ammonia at reduced speeds of light resemble those of water and can be similarly explained by the changes in the electronic structure of the nitrogen and oxygen atoms, see Figs. 10, 11. At the nominal speed of light, the VSEPR model predicts the formation of four equivalent $sp^3$ hybrid orbitals in nitrogen, forming a tetrahedral arrangement. Three of these hybrid orbitals form chemical bonds with the hydrogen atoms, while the fourth orbital holds the lone electron pair, leading to the trigonal pyramidal geometry, with the bond angle of 106.8°, see Fig. 6.

As $c$ decreases, the NH$_3$ molecule becomes first more pyramidal, but then completely flattens. At $c \approx c_0/18$, the NH$_3$ bond angle reduces to its minimum value of 87°.
FIG. 4. Molecular geometry and orbital diagram of water at different speeds of light, (a) $c = c_0$, (b) $c \approx c_0/13.7$, and (c) $c \approx c_0/17.8$. At the nominal speed of light (panel a), the orbitals are labeled and coloured according to their irreducible representations in the $C_{2v}$ point group. At the decreased speeds of light (panels b and c), only the occupied molecular orbitals are shown.

This can be explained by the loss of the hybridization due to the relativistic stabilization of the $2s_{1/2}$ atomic orbital of nitrogen. A $\sim 20$-fold decrease in the speed of light leads to the planar geometry with a $120^\circ$ bond angle. This is due to the induced quasi-degeneracy between the $2p_{3/2}$ and $3s_{1/2}$ orbitals, which leads to the formation of the $p^2 s$ hybrid orbitals. These observations are further supported by the calculated radial density distributions of the occupied MOs in ammonia, see Fig. 16.

The striking changes in the geometries of the oxygen and nitrogen-containing molecules at reduced speeds of light would lead to alternative chemistry and biology. For example, in contrast to the bent water molecules that form three-dimensional networks of hydrogen bonds, the ultra-relativistic linear water molecules could only form two-dimensional networks. This is anticipated to substantially decrease the freezing and boiling points of water [23, 24]. In addition, the linear water molecule would have no dipole moment. Thereby, water would cease to serve as a universal solvent. Clearly, life as we know it can only happen in a certain range of values of fundamental constants (the anthropic principle [7, 8]).

However, the anthropic principle constraints on the variation of FCs can be evaded for certain clumpy dark matter models [6]. In these models, the FCs inside and outside the dark matter clumps can differ substantially. Encounters of the solar system with dark matter clumps can be exceedingly rare, while the laboratory searches [25] so far only extend over a cosmologically short 20-year recent history. Our predicted changes in the geometry of ammonia, one of the most abundant polyatomic molecules in the interstellar space [26], can be potentially used in astrophysical searches for such “Mr.
Molecular geometry and orbital diagram of ammonia at different speeds of light. (a) $\theta = 106.8^\circ$, $c = c_0$; (b) $\theta = 87^\circ$, $c \approx c_0/17.8$; and (c) $\theta \approx c_0/20.6$. At the nominal speed of light (panel a), the orbitals are labeled and colored according to their irreducible representations in the $C_3v$ point group. At decreased speed of light (panels b and c), the spin-orbital notation is used for atomic nitrogen, and only the occupied molecular orbitals are shown.
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Appendix A: Invariance of molecular geometry under variation of fundamental constants in the non-relativistic Born-Oppenheimer approximation

The goal of this section is to prove that the variation of fundamental constants cause all the molecular bonds to stretch/dilate by the very same scaling factor, leaving the angles between molecular bonds unaffected, see Fig. 7. This statement holds only with the assumption of (i) the non-relativistic approximation, (ii) infinitely-heavy nuclei (Born-Oppenheimer approximation) and, (iii) point-like spinless nuclei. If any one of these assumptions is violated, molecular bond angles would vary with changing FCs.

We begin by considering an arbitrary molecule containing $N_n$ point-like nuclei and $N_e$ electrons. Under the enumerated assumptions, the non-relativistic Born-
Oppenheimer (NR-BO) Hamiltonian has the form

\[
H_{\text{NR-BO}} = \sum_i \frac{h^2}{2m_e} \Delta r_i + \frac{1}{2} \sum_{i \neq j} \frac{e^2}{|r_i - r_j|} + \frac{1}{2} \sum_{n \neq n'} \left( Z_n Z_{n'} \frac{e^2}{|R_n - R_{n'}|} - \sum_{i,n} \frac{Z_n e^2}{|R_n - r_i|} \right). \tag{A1}
\]

Here, for clarity, we retained all the fundamental constants (FCs) and we use the Gaussian system of electromagnetic units. We labeled the positions of electrons as \( r_i \), and those of nuclei as \( R_n \), with \( Z_n \) being nuclear charges. All the terms in \( H_{\text{NR-BO}} \) have their usual meaning: the kinetic energy of electrons, the electron repulsion, the nuclear repulsion, and the electron-nucleus attraction, respectively. The assumption of infinitely heavy nuclei allows the nuclear kinetic terms to be neglected.

To determine the molecular geometry in the BO approximation, one first solves the time-independent Schrödinger equation the positions of the nuclei fixed,

\[
H_{\text{NR-BO}} (r_i | R_n) \Psi (r_i | R_n) = E (R_n) \Psi (r_i | R_n). \tag{A2}
\]

Here the Hamiltonian \( H \) and thus the eigenfunctions \( \Psi \) and energies \( E \) depend on fundamental constants: \( E (R_n | m_e, \hbar, e) \). After the potential surfaces \( E (R_n | m_e, \hbar, e) \) are obtained as functions of nuclear coordinates, the equilibrium nuclear positions, \( \{ R_n^{\text{eq}} \} \), are determined by minimizing the energy

\[
\min_{\{ R_n \}} E (R_n | m_e, \hbar, e) \Rightarrow \{ R_n^{\text{eq}} \}. \tag{A3}
\]

We would like to explicitly factor out the dependence on FCs from Eq. (A2). To this end, we rescale all the coordinates by the same factor \( \xi \): \( r_i \to \xi r_i, R_n \to \xi R_n \). Upon substitution into \( H_{\text{NR-BO}} \), the kinetic energy term is transformed into \( - \sum_i \hbar^2 \Delta \rho_i/(2m_e \xi^2) \) and all the electro-static interaction potentials are divided by \( \xi \). We may choose \( \xi \) so that the dimensionful prefactors in the kinetic and potential energy contributions equal one another, i.e.,

\[
\frac{h^2}{m_e \xi^2} = \frac{e^2}{\xi}. \tag{A4}
\]

This particular choice of \( \xi \) enables us to factor out the dependence on the FCs from the Hamiltonian \( H_{\text{NR-BO}} \). Solving Eq. (A4) results in

\[
\xi = \frac{\hbar^2}{m_e e^2} = a, \tag{A5}
\]

where \( a \) is the Bohr radius.

With this choice, the Hamiltonian admits the factorization

\[
H_{\text{NR-BO}} = E_h h (\rho_e | \rho_n), \tag{A6}
\]

where \( h (\rho_e | \rho_n) \) is a scaled Hamiltonian which does not depend on FCs. The solution of the eigenvalue equation

\[
h (\rho_e | \rho_n) \varphi (\rho_e | \rho_n) = \varepsilon (\rho_n) \varphi (\rho_e | \rho_n), \tag{A7}
\]

which is the rescaled version of Eq. (A2), does not depend on FCs either. The full energy \( E (R_n) \) is obtained from \( \varepsilon (\rho_n) \) via

\[
E (R_n | m_e, \hbar, e) = \frac{m_e e^4}{\hbar^2} \varepsilon (\rho_n),
\]

which shows that the minimum of \( E (R_n | m_e, \hbar, e) \) is attained at the point

\[
R_n^{\text{eq}} = \frac{\hbar^2}{m_e e^2} \rho_n^{\text{eq}}, \tag{A8}
\]

where \( \rho_n^{\text{eq}} \) is obtained by finding the equilibrium positions

\[
\min_{\{ \rho_n \}} \varepsilon (\rho_n) \Rightarrow \{ \rho_n^{\text{eq}} \}, \tag{A9}
\]

and is thus FC-independent.

To reiterate, in the non-relativistic Born-Oppenheimer approximation, as the FCs are varied from their nominal values, all the equilibrium positions are scaled by the very same factor,

\[
R_n^{\text{eq}} = \frac{a}{a_0} R_n^{\text{eq},0}. \tag{A10}
\]

Here and below all the quantities with the subscript 0 refer to the nominal values. Equation (A10) represents an isotropic scaling of all the coordinates by the same factor, leaving all molecular bond angles unaffected, see Fig. 7.

The fact that the isotropic scaling does not affect angles in a molecule of arbitrary geometry can be formally proven as follows. Choose \( \{ R_n \}_{n=1,...,N} \) to be (equilibrium) position vectors of all \( N \) nuclei in a molecule. The angle \( \theta_{ab} \) between a pair of these vectors, \( R_a \) and \( R_b \), is given by

\[
\cos^{-1} \left( \frac{R_a \cdot R_b}{|R_a||R_b|} \right), \tag{A11}
\]

where we used the conventional definition of scalar products and \( |R_n| = \sqrt{(R_a \cdot R_a)} \) is the length of the vector.
Should all the position vectors be scaled by some factor \( \lambda \), \( \mathbf{R}_a \rightarrow \lambda \mathbf{R}_a \), the factors of \( \lambda \) in Eq. (A11) cancel out. Thereby, the angles between molecular bonds are not affected by the isotropic scaling. The entire molecule undergoes isotropic stretching or dilation as the FCs are varied.

In addition, as follows from our derivation, all the electron coordinates undergo the same isotropic scaling,

\[
\mathbf{r}_e = \frac{a}{a_0} \mathbf{r}_{e,0}. \tag{A12}
\]

In particular, this means that the sizes of electronic clouds and atoms are scaled by the same \( a/a_0 \) ratio. Another point is that all the energies (both atomic and molecular) are scaled by the atomic unit of energy

\[
E = \frac{E_h}{E_{h,0}}. \tag{A13}
\]

These observations offer a visualization: as a “Mr. Tompkins” clump, introduced in the main text, sweeps through an atom or a molecule, all the energy levels are gently modulated and the atom or molecule “breathes” in accordance with the local values of FCs. This picture is valid in the regime of sufficiently large and slow clumps. The clumps need to be sufficiently large, so that there are no gradients of FCs across the extent of the individual atom or molecule. The clumps have to be sufficiently slow, so that the induced perturbation does not cause transitions between molecular or atomic levels. Then the atom or molecule follows the change in FCs adiabatically.

It is worth emphasizing that our proof heavily relies on the possibility of factoring out all the dependence on FCs in various contributions to the \( H_{\text{NR-BO}} \) Hamiltonian. If we were to the add kinetic energies of the nuclei to \( H_{\text{NR-BO}} \), our coordinate scaling procedure would result in the requirement

\[
\frac{\hbar^2}{m_n \xi^2} = \frac{e^2}{\xi} = \frac{\hbar^2}{M_1 \xi^2} = \cdots = \frac{\hbar^2}{M_N \xi^2}, \tag{A14}
\]

where \( M_n \) are the nuclear masses. Generically, these equalities can not be satisfied simultaneously by any choice of the scaling parameter \( \xi \).

Our factorization procedure depends on the fact that the Coulomb interactions in the \( H_{\text{NR-BO}} \) Hamiltonian exhibited power-law dependence with respect to distances. If the nuclei have finite size, the Hamiltonian no longer admits simple coordinate scaling. Moreover, introducing nuclear properties (such as finite-size charge distribution or hyperfine interactions with nuclear moments) into the problem brings in another FC, \( m_q/\Lambda_{\text{QCD}} \), where \( m_q \) is the average mass of up and down quarks and \( \Lambda_{\text{QCD}} \) is the energy scale of quantum chromo-dynamics.

Similarly, the Dirac equation does not admit factoring out all the FCs in the Hamiltonian. Indeed, even in the simplest case of the hydrogen atom with an infinitely-heavy point-like nucleus, the Dirac Hamiltonian contains three terms,

\[
h_D = -i\hbar \mathbf{\alpha} \cdot \mathbf{\nabla} + \beta m_e c^2 - \frac{e^2}{r}. \tag{A15}
\]

Since the \( 4 \times 4 \) Dirac matrices \( \mathbf{\alpha} \) and \( \beta \) are collections of FC-independent \( c \)-numbers, our coordinate scaling procedure results in the requirement

\[
\frac{\hbar}{\xi} = m_e c^2 = \frac{e^2}{\xi}. \tag{A16}
\]

For arbitrary values of FCs \( (m_e, \hbar, c, m_q, e, \text{and } \xi) \), these equalities cannot be simultaneously satisfied. We conclude that relativity must lead to the breakdown of the isotropic scaling of atomic structure and molecular geometry with varying FCs. Molecular bond angles vary with changing FCs due to relativistic effects.

Since the theory of quantum electrodynamics (QED) is built on the quantization of relativistic fields, field-theoretic effects also lead to the breakdown of the isotropic scaling with varying FCs. This can be easily understood by examining the effects of vacuum polarization by the nucleus [16]. In QED, a nucleus is immersed into a nuclear-field-polarized cloud of virtual pairs of particles and anti-particles. Vacuum polarization leads to the replacement of the pure Coulomb potential \(-Z/r\) of a point-like nucleus by the Uehling potential. The success of our factorization procedure depends on the fact that the Coulomb interactions in the NR-BO Hamiltonian exhibits a power-law dependence with respect to distances. The Uehling potential lacks this power-law dependence and, thereby, does not admit factoring out FCs in the resulting Hamiltonian.

To recapitulate, the isotropic scaling of molecular geometry preserves angles between molecular bonds in the NR-BO approximation. Molecules “breathe” with varying FCs.

Finally, consider a thought experiment where we compare lengths of two rulers of different chemical composition. Suppose at the nominal values of FCs both rulers have the same lengths. As the FCs change, both rulers are expanding/contracting by the same factor in the NR-BO approximation. Molecules would not be able to tell if FCs have changed. The very same argument applies to transition frequency comparisons: in the NR-BO approximation, all the dependence of electronic energies on FCs is governed by the common factor of Hartree energy \( m_e e^4/\hbar^2 \). Corrections to the most basic NR-BO approximation violate this isotropic scaling law: the lengths of two rulers in our thought experiment would differ for varying FCs. Similarly, the ratios of transition frequencies for two different atoms or molecules would change with varying FCs.

Appendix B: Critical values of \( \alpha \)

As discussed in the main text, the well-known analytical solution of the Dirac equation for hydrogen-like ions
with a point-like nucleus is inadequate for determining the critical values \( \alpha^* \) of the electromagnetic fine-structure constant. In this section, we solve this problem using the more realistic finite-sized nucleus model. We also discuss the critical values of \( \alpha \) for multi-electron atoms and the truncation of periodic system at reduced speed of light.

The critical value \( \alpha^* \), specific to an atomic energy level, is determined by the requirement that the energy \( \varepsilon \) of that level becomes equal to the Dirac sea threshold, \( \varepsilon = -2m_e c^2 \) (see the main text). Here and below the rest mass energy \( m_e c^2 \) is excluded from \( \varepsilon \). For some simple models of the nuclear charge density, this problem can be solved analytically by generalizing the solution for a similar problem of determining the critical nuclear charge for the fixed nominal value of \( \alpha \) (see, for example, Refs. [15, 16]).

The analytical solution can be developed for a spherical shell-like nuclear charge density distribution, \( \rho_{\text{shell}}(r) \propto \delta(r - R) \), where \( R \) is the radius of the nuclear charge shell. Inside the nuclear shell, \( r < R \), the potential is constant \( V(r) = -Z e^2 / R \) and the solution to the Dirac equation is given by the free particle solution regular at the origin. Outside the nuclear shell, the potential is of a pure Coulomb character, \( V(r) = -Z e^2 / r \), and the solution to the Dirac equation is a linear combinations of the regular and irregular relativistic Coulomb wavefunctions.

Setting \( \varepsilon = -2m_e c^2 \) and matching the inner and outer solutions at \( r = R \), we find, for the \( n s_{1/2} \) orbitals, the following transcendental equation for \( \alpha^* \)

\[
\xi K_{\nu}^{\prime}(\xi) / K_{\nu}(\xi) = 2(\alpha^* Z) \cot(\alpha^* Z), \tag{B1}
\]

where \( \xi = \sqrt{8Z R/a_0} \), \( K_{\nu}^{\prime}(\xi) \) is the modified Bessel function of the second kind (also known as the Macdonald function) with index \( \nu \equiv 2 \sqrt{(\alpha^* Z)^2 - 1} \). \( K_{\nu}^{\prime}(\xi) \) is the derivative of \( K_{\nu}(\xi) \) with respect to \( \xi \). Equation (B1) has infinitely many roots, which correspond to increasing values of the principal quantum number \( n \). The lowest value of the root determines \( \alpha^* \) for the \( 1s_{1/2} \) orbital.

To solve Eq. (B1), we need to specify the nuclear charge shell radius \( R \). We make a connection to the more realistic nuclear charge distributions by noticing that for the spherical shell distribution, the root-mean-square (rms) radius \( R_{\text{rms}} \) is identical to \( R \). For proton, we take the 2018 CODATA [27] recommended value, \( R_{\text{rms}}(\text{H}) = 0.8414(19) \) fm. For heavier elements, we use an approximation [16] \( R \approx 1.6 Z^{1/3} \) fm, adequate for our semi-qualitative discussions. From Eq. (B1) we find the critical value of \( \alpha \) for hydrogen \( 1s_{1/2} \) to be \( \alpha^* \approx 1.04 \) or, equivalently, \( e^* \approx c_0 / 143 \).

One may argue that the spherical shell approximation for the nuclear charge distributions used in deriving Eq. (B1) is not realistic. To address this question, we solved the Dirac equation for hydrogen numerically using the finite-difference techniques [28]: for a uniform nuclear charge distribution we find \( \alpha^* \approx 1.042 \). This is to be compared to the spherical shell result of 1.040. A similar exercise for fermium (\( Z = 100, A = 257 \), \( R_{\text{rms}} = 7.1717 \) fm) shows that the \( 1s_{1/2} \) value of \( \alpha^* \) is \( 1.20 \times 10^{-2} \) for the spherical shell distribution and \( 1.18 \times 10^{-2} \) for both the uniform and the Fermi nuclear charge distributions. Thus the accuracy of the spherical shell approximation for the nuclear charge distribution is \( \approx 0.1 \% \), which is adequate for our goals.

We note that the DIRAC19 package internally uses the Gaussian nuclear charge distributions with \( R_{\text{rms}} \) given by the fitting formula [29]

\[
R_{\text{rms}} = 0.836 A^{1/3} + 0.570 (\pm 0.05) \text{ fm}. \tag{B2}
\]

For a given charge \( Z \) we use the mass number \( A \) for the most abundant isotope. This formula results in the proton \( R_{\text{rms}}(\text{H}) = 1.406 \) fm which is almost twice as large as the CODATA recommended value, \( R_{\text{rms}}(\text{H}) = 0.8414(19) \) fm. The simple reason for this discrepancy is that Eq. (B2) is a fit for atomic mass numbers \( A \geq 9 \), see Ref. [29]. If we use the value \( R_{\text{rms}}(\text{H}) = 1.406 \) fm, Eq. (B1) results in \( \alpha^*(\text{H}) = 1.044 \), slightly larger than the value of 1.040 obtained with the CODATA \( R_{\text{rms}}(\text{H}) \).

The results of our calculations for \( \alpha^* \) as a function of \( Z \) are shown in Fig. 8. In this plot, the red curve represents the relationship between \( e^* / c_0 \) and the nuclear charge \( Z \) of a finite-size nucleus with a Fermi charge distribution. The blue curve represents the same dependence but for a point-like nucleus, where \( e^* = 1 / Z \). This parameter space can be interpreted as a phase diagram: any point \((c / c_0, Z)\) lying above the red curve corresponds to unstable Dirac sea, where the \( 1s_{1/2} \) orbital is embedded into the Dirac sea continuum.

![Unstable Dirac sea](image)

FIG. 8. Phase diagram of periodic system of elements as a function of varying speed of light. Red curve are the results for critical values of \( e^* / c_0 \) as a function of nuclear charge \( Z \) for finite-size nuclei. Blue curve is the same dependence but for point-like nuclei. To borrow an analogy from condensed matter physics, \( \alpha \) (or \( c \)) is an order parameter that governs phase transitions.

The finite-size nuclei critical curve exhibits a nearly linear dependence with a fit,

\[
Z_{\text{max}} \approx 168 \frac{c}{c_0}, \tag{B3}
\]
or, equivalently,
\[ \frac{c^*}{c_0} \approx \frac{Z}{168}. \]  \hspace{1cm} (B4)

The linearity of these equations can be understood by examining the graphical solution of the transcendental Eq. (B1), see Fig. 9 for hydrogen; plots for heavier elements are similar. Even without solving the equation (B1), it is apparent that the critical value of \( \alpha \) for the \( 1s_{1/2} \) orbital occurs in the vicinity of the first zero of Macdonald function \( K_{1/2}(\xi) \), where the l.h.s. approaches the vertical asymptote. The first zero of \( K_{1/2}(\xi) \) is given by \( \ln \xi = -\pi/\nu + \ln 2 - \gamma_{\text{Euler}} \), where \( \gamma_{\text{Euler}} = 0.5772156649 \ldots \) is the Euler constant \([30]\). This leads to an analytical estimate
\[ \alpha^* \approx \frac{1}{Z} \left( 1 + \frac{\pi^2}{8} \left( \frac{\ln(\sqrt{2ZR/a_0})}{\gamma_{\text{Euler}} + \frac{1}{2} \ln(\sqrt{2ZR/a_0})} \right)^2 \right). \]  \hspace{1cm} (B5)

FIG. 9. Graphical determination of critical values of fine-structure constant for hydrogen (\( Z = 1, R = 0.8414 \) fm). The r.h.s and the l.h.s of transcendental Eq. (B1) are drawn as blue and brown curves, respectively. The values of \( \alpha \) at the intersection of two curves are critical values \( \alpha^* \) of \( \alpha \). The lowest \( \alpha^* \) is the critical value for \( 1s_{1/2} \), next lowest \( \alpha^* \) is for \( 2s_{1/2} \) and so on.

The leading \( 1/Z \) term in Eq. (B5) can be recognized as the critical value for the point-like nucleus (see the main text). We use the smaller sign \( \lesssim \) because the true value of \( \alpha^* \) lies below this asymptotic estimate, see Fig. 9. The second term is due to the finite size of the nucleus, with the nuclear radius \( R \propto Z^{1/3} \). The fractional contribution of this second term has a weak logarithmic dependence on the nuclear charge, \( \ln(Z^{4/3}) \), explaining the nearly linear dependence of the maximum allowed nuclear charge in Fig. 8. In the approximate Eq. (B5) we also restored the Bohr radius \( a_0 \), showing that the dominant dependence is the ratio of the nuclear radius \( R \) to the characteristic size of the atomic orbital \( a_0/Z \). The approximation (B5) tends to overestimate \( \alpha^* \). Its relative accuracy ranges from 2% for hydrogen to 50% for Fermium (\( Z = 100 \)) as follows from a comparison with our numerical results. It is worth noting also that QED corrections to the \( 1s_{1/2} \) energy (vacuum polarization and self-energy) tend to cancel \([16]\), leaving the critical values \( \alpha^* \) and \( c^* \) largely unaffected by these corrections.

For multi-electron systems, the stability of an atom with respect to varying FCs requires further qualifiers. As discussed in the main text for hydrogen-like ions, for \( c < c^* \), the bound \( 1s_{1/2} \) level becomes embedded into the Dirac sea continuum, and, as such, becomes unstable, similar to Fano resonances in chemical physics \([17]\). An electron-positron pair is emitted spontaneously and the vacuum becomes electrically charged. For low-lying energy states of multi-electron atoms, however, the \( 1s_{1/2} \) orbital is fully occupied. Then a Dirac sea electron can not transition into the fully occupied \( 1s_{1/2} \) orbital due to the Pauli exclusion principle \([15]\). Yet, because the rest-mass energy gap is lowered with reduced \( c \), ambient photons can promote Dirac sea electrons into unoccupied orbitals, i.e., Dirac sea becomes unstable with respect to the interaction with ambient photons.

As for the critical values of multi-electron systems, we computed the Dirac-Hartree-Fock (DHF) energies of the \( 1s_{1/2} \) orbitals in several atoms as a function of \( c \). We find that the hydrogen-like ion result (B3) for \( c^* \) remains an excellent approximation. Indeed, the energies of the deeply-bound \( 1s_{1/2} \) orbitals in atoms and molecules are strongly dominated by the interaction with the nucleus with a small corrections from the interaction with other electrons.

Appendix C: Results for many-electron atoms

The atomic spectra of N, O, F, and Ne atoms were calculated at different values of the speed of light (or \( \alpha \)) using the Kramer Restricted Configuration Interaction (KR CI) method, as implemented in DIRAC19 \([12, 13]\). The Dirac-Hartree-Fock (DHF) calculations were first carried out to obtain the reference wavefunction for the CI step. In the DHF calculations, the \( 3s_{1/2} \) orbital was included in the active space via the average-of-configuration open-shell framework \([12]\). This ensures the balanced description of atomic states at the CI step and allows us to assess the effects of the relativistic stabilization of the \( 3s_{1/2} \) orbital.

At the nominal \( c \), the atomic states are labeled in the conventional L-S (Russell-Saunders) coupling scheme: \( ^{2S+1}L_J \). At decreased \( c \), however, the amplified relativity leads to the breakdown of the LS coupling scheme, as only the total angular momentum \( J, \ J = L + S \), is conserved \([28]\). Thereby, we label the states as \( ^J \Pi \), where \( J \) is the value of the total angular momentum and \( \pi \) is the parity of the state. If there are multiple states of the same \( ^J \Pi \) symmetry, we distinguish them by appending their sequential number \( \nu \): \( ^J \Pi(\nu) \), where the states are enumerated in the order of increasing energy. In our notation for electronic configurations, for brevity, we suppress the \( 1s_{1/2} \) and \( 2s_{1/2} \) shells, as these remain always doubly occupied for our considered low-lying en-
ergy states.

Since the typical distance of an electron from the nucleus decreases with $c$ due to relativistic contraction, the basis sets used in our calculations needed to be calibrated to accurately describe the electronic density near the nucleus at reduced $c$. The calibrating procedure was carried out by considering the hydrogen-like ions of N, O, F, and Ne as follows. For a selected ion, the speed of light was gradually lowered until the $1s_{1/2}$ ground state dived into the Dirac sea. The size of the basis set and the largest exponents were chosen to match the critical values of $c^*$ obtained using such a basis set with that predicted by solving the transcendental Eq. (B1). Additionally, the validity of these basis sets was verified by comparing the energy level orderings they generated with those predicted by the finite-difference solution of the Dirac equation. To obtain the correct energy ordering, it required to augment standard basis sets with additional $p$ basis functions.

For example, for N, the eleven $p$ basis functions in the original unc-aug-cc-pV6Z basis set were augmented to a total of nineteen. The exponents of the new functions were obtained by subsequently multiplying the largest $p$ exponent by 3. For simplicity, the same exponents were used for the $s$ basis functions. This procedure was carried out until a match with the solution to the transcendental Eq. (B1) was obtained, while maintaining the correct ordering of the energy levels. The resulting modified basis thus included nineteen $s$ and nineteen $p$ basis functions with the largest exponent being $6.9 \times 10^8$. Basis functions of higher angular momenta were left unchanged. The same strategy was used for O, F, and Ne, yielding modified basis sets containing also nineteen $s$ and nineteen $p$ basis functions. The largest exponents were, respectively, $8.8 \times 10^8$ for O, $1.1 \times 10^9$ for F, and $1.4 \times 10^9$ for Ne. With such modified basis sets, the critical $c^*$ values obtained using the DIRAC19 program matched those predicted by Eq. (B1), namely, the critical values are $c_N^* \approx c_0/21.1$, $c_O^* \approx c_0/18.4$, $c_F^* \approx c_0/16.4$, and $c_{Ne}^* \approx c_0/14.8$.

Note that to avoid the collapse of many-electron wavefunctions into the Dirac sea [31], the so-called “no-pair” Hamiltonian [32, 33] was used in fully relativistic electronic structure calculations

$$H_{\text{no-pair}} = \sum_i h_D(i) + \frac{1}{2} \sum_{i \neq j} \frac{1}{r_{ij}} \Lambda_{++} \Lambda_{++}. \quad (C1)$$

Here the first term is a sum of the Dirac Hamiltonian $h_D(i)$ describing an electron $i$ moving in the potential of a finite-size nucleus and the second term describes the Coulomb repulsion between the electrons. Notice that the $e-e$ interaction is sandwiched between projection operators $\Lambda_{++}$ which exclude states from the Dirac sea continuum of $h_D$.

We have described the methods with which we computed the low-lying energy states of several second-period atoms, from nitrogen through to neon, at the nominal and reduced speeds of light. Below, we present the results of our calculations. We find that as $c$ is reduced, the energies of the excited states of an atom exhibit various interesting features. Relative to the energy of the “nominal” ground state (the ground state at nominal $c$), an excited state energy may rise or fall in the regime $c \sim c_0/10$, leading to several crossings of levels. However, as $c$ is reduced further, all excited states eventually stabilize with respect to the nominal ground state. Even more remarkably, as $c$ nears $c^*$, the energies of some excited states decrease so much that these states become the “new” ground states themselves. This phenomenon happens in all considered atoms, albeit to different degrees: in F, the change in the nature of the ground state only lasts for a small interval of $c$ around $c_0/15$, whereas in N, O, and Ne, the “usurping” excited states remain the ground state of their respective atoms until $c$ reaches $c^*$.

We show below that the electron-configuration picture is sufficient for the qualitatively explanation of these phenomena. The Lynch-pins of this exposition are the facts that as $c$ decreases, (i) the $2p_{1/2}$ energy decreases, (ii) the $2p_{3/2}$ energy increases, (iii) the $3p_{1/2}$ energy falls, but with a slower rate than that of $2p_{1/2}$, (iv) the $3p_{3/2}$ energy rises but with a slower rate than that of $2p_{3/2}$, and (v) all $s_{1/2}$ energies fall. It is worth stressing that the rise in the energy of $2p_{1/2}$ (and similarly of all other $p_{3/2}$) orbitals is only present in multi-electron atoms. In a hydrogen-like atom, although the fine-structure contribution to a $2p_{3/2}$ energy increases with decreasing $c$, the gross-structure contribution decreases (it is a negative quantity whose magnitude gets larger), leading to an overall decline of the $2p_{3/2}$ energy. In a multi-electron atom, however, the contractions of the inner $1s_{1/2}$, $2s_{1/2}$, and $2p_{1/2}$ orbitals with decreasing $c$ leads to more effective screening of the nuclear charge, thus reducing the magnitude of the gross-structure contribution to the $2p_{3/2}$ energy. This in turn means that the $2p_{3/2}$ energy increases with decreasing $c$.

1. **Nitrogen** ($c^* \approx c_0/21.1$)

We begin our discussion with the nitrogen atom, describing the changes in its eight lowest energy states induced by varying $c$, see Fig. 10. The $2p^3$ ground electron configuration of the nitrogen atom produces five states which arises from all possible distributions of the three valence electrons over the six orbitals $2p_{1/2,3/2}$, $3p_{2/3,1/2}$, and $3p_{3/2,3/2}$. The ground state, labeled as $^4S_{3/2}$ at $c = c_0$, is the spin quartet with the total orbital angular momentum $L = 0$. The left superscript is the spin multiplicity $2S + 1$, and the right superscript $0$ indicates an odd parity.

The excited states of the $2p^3$ configuration at the nominal $c$ are the spin doublet states $^2D^o$ and $^2P^o$, with orbital angular momenta $L = 2$ and $L = 1$, respectively. The $^2D^o$ and $^2P^o$ states both split into components with different values of the total angular momentum quan-
respect to changing \( c \) is the principle quantum number). As a result, the \( \pi \triangleleft \) contributes to the ground state. Furthermore, since the \( \pi \) energy of the \( \pi \triangleleft \) is less influenced by relativistic effects than that of the \( \pi \triangleleft \) orbital, the former is less affected by relativistic effects. Through this discussion, the nominal ground state \( \pi \triangleleft \) is around 8 cm\(^{-1}\) lower in energy than \( \pi \triangleleft \). As a result, this discussion is responsible for the stabilization of \( \pi \triangleleft \) relative to the ground state.

Next, we discuss the state \( \pi \triangleleft \), whose dominant configuration \( \pi \triangleleft \) remains the same throughout the variation of \( c \). In the regime \( c = 13/18 \leq c < c_0 \), the \( \pi \triangleleft \) energy remains stable relative to that of the ground state \( \pi \triangleleft \) due to the balance between the \( \pi \triangleleft \) and \( \pi \triangleleft \) configurations in the latter. However, as soon as \( \pi \triangleleft \) drops off from \( \pi \triangleleft \) at \( c \approx c_0/18 \), the state \( \pi \triangleleft \) starts to destabilize relative to the ground state. This trend continues past \( c \approx c_0/15 \), where the ground state composition changes to \( \pi \triangleleft \) and \( \pi \triangleleft \) until \( c \approx c_0/18 \), at which point correlation effects, especially interactions with higher-lying states of the same \( J \) and parity, force the \( \pi \triangleleft \) energy down. This results in the stabilization of \( \pi \triangleleft \) relative to the ground state for \( c \leq c_0/18 \).

Before describing the behavior of the remaining two states of the \( \pi \triangleleft \) and \( \pi \triangleleft \) doublets, we note that the \( \pi \triangleleft \) and \( \pi \triangleleft \) states cross at \( c \approx c_0/3 \). At the nominal \( c \), \( \pi \triangleleft \) is around 8 cm\(^{-1}\) lower in energy than \( \pi \triangleleft \). In the region \( c_0/7 \leq c < c_0 \), both states are dominated by the \( \pi \triangleleft \) configuration. However, the \( \pi \triangleleft \) state, due to its lower value of \( J \), contains a second dominant configuration, \( \pi \triangleleft \). As decreases, this extra configuration is responsible for the stabilization of \( \pi \triangleleft \) relative to \( \pi \triangleleft \).

We now turn our attention to the state \( \pi \triangleleft \). In the regime \( c_0/15 \leq c \leq c_0 \), its dominant configuration is \( \pi \triangleleft \), the same as for \( \pi \triangleleft \). As a result, the \( \pi \triangleleft \) energy behaves in a similar way as that of \( \pi \triangleleft \): relative to the ground state energy, it remains stable for \( c_0/13 \leq c < c_0 \) and rises for \( c_0/15 \leq c \leq c_0/13 \). At \( c \approx c_0/15 \), however, the avoided crossing with a higher (nominally) \( \pi \triangleleft \) state causes the configuration of \( \pi \triangleleft \) to become \( \pi \triangleleft \), which results in \( \pi \triangleleft \) rapidly stabilizing with respect to the ground state.

Finally, we discuss the state \( \pi \triangleleft \). For \( c_0/6 \leq c \leq c_0 \), the dominant configuration in \( \pi \triangleleft \) is \( \pi \triangleleft \) with a small mixture of \( \pi \triangleleft \). As a result, in this regime, the energy of \( \pi \triangleleft \) remains stable relative to that of
the ground state \((3/2)^o(1)\). As \(c\) decreases further, the contributions from \(2p_{1/2}^3\) to \((3/2)^o(3)\) grows and eventually becomes dominant, leading to a rapid destabilization of \((3/2)^o(3)\) with respect to \((3/2)^o(1)\). One would expect this destabilization to accelerate when \(c\) decreases past the value \(c_0/13\), whereupon \(2p_{3/2}^3\) drops off from the ground state configuration. However, at \(c \approx c_0/13\), the avoided crossing between \((3/2)^o(3)\) and the higher-lying \((3/2)^o(4)\) changes the dominant configuration of \((3/2)^o(3)\) to \(2p_{1/2}^3p_{3/2}^1\). This leads to a rapid downturn of the \((3/2)^o(3)\) energy relative to that of \((3/2)^o(1)\). As noted above, at \(c \approx c_0/18\), another avoided crossing, this time between \((3/2)^o(3)\) and \((3/2)^o(2)\), occurs, changing the nature of \((3/2)^o(3)\) to \(2p_{1/2}^2p_{3/2}^2\). As \(c\) decreases, the "new" state \((3/2)^o(3)\) stabilizes further due to correlation effects.

We have described the behaviors of the four lowest excited odd-parity states as \(c\) varies. We now extend our discussion to the three lowest even-parity states \((1/2)^e\), \((3/2)^e\) and \((5/2)^e\) states, which at the nominal \(c\) correspond to \(4P_{1/2}, 4P_{3/2}\) and \(4P_{5/2}\). For this purpose, apart from the observation that the \(2p_{1/2}\) energy decreases while the \(2p_{3/2}\) energy increases as \(c\) is reduced, we also need the fact that the \(3s_{1/2}\) energy decreases with decreasing \(c\) [34].

We begin with the state \((1/2)^e\). Near the nominal \(c\), it comprises of the \(2p_{1/2}^23s_{1/2}, 2p_{2}^23s_{1/2}\) and \(2p_{1/2}^2p_{3/2}^13s_{1/2}\) configurations. As \(c\) decreases, the destabilizing \(2p_{3/2}\) orbital causes the last two configurations to drop off, at \(c \approx c_0/10\). The remaining configuration \(2p_{1/2}^23s_{1/2}\), which contains only stabilizing orbitals, causes the \((1/2)^e\) energy to decline rapidly, until \(c \approx c_0/19\), where it falls below the energy of \((3/2)^o(1)\) and \((1/2)^e\) becomes the new ground state of nitrogen.

Similarly, at \(c = c_0\), \((3/2)^e\) and \((5/2)^e\) are mixtures of the \(2p_{3/2}^23s_{1/2}\) and \(2p_{1/2}^2p_{3/2}^13s_{1/2}\) configurations, with \(2p_{3/2}^23s_{1/2}\) dropping off at \(c \lesssim c_0/15\). That these two states have the same dominant configuration for \(c \lesssim c_0/15\) is evident via the near coincidence of the two corresponding curves in this regime, see Fig. 10. That their dominant configuration for small \(c\) still containing the destabilizing orbital \(2p_{3/2}\) also explains why the \((3/2)^e\) and \((5/2)^e\) energies do not decline as fast as that of \((1/2)^e\). As a result, although their energies do fall below that of the nominal ground state \((3/2)^o(1)\), \((3/2)^e\) and \((5/2)^e\) lose out in the competition with \((1/2)^e\) to become the new ground state of nitrogen.

2. Oxygen (\(c^* \approx c_0/18.4\))

In this subsection, we turn to the discussion of the oxygen atom, where we consider five lowest states of even parity, nominally \(3P_2, 3P_1, 3P_0, 1D_2\), and \(1S_0\), originating from the \(2p^4\) ground electron configuration of oxygen, and the two lowest odd-parity excited states \(5S_2\) and \(3S_1\), originating from the \(2p^3 3s\) configuration, see Fig. 11. The nominal ground state of oxygen, labeled as \(3P_2\) at \(c = c_0\) and \(2^o(1)\) for \(c < c_0\), is used as a reference.

Just like for nitrogen, we begin by describing the behavior of the nominal ground state with decreasing \(c\). In the regime \(c_0/10 \lesssim c \lesssim c_0\), \(2^o(1)\) comprises predominantly of \(2p_{1/2}^2p_{3/2}^2\) and \(2p_{1/2}^2p_{3/2}^3\). For \(c \lesssim c_0/10\), the \(2p_{3/2}^3\) energy rises high enough so that the contribution of \(2p_{1/2}^2p_{3/2}^3\) becomes subdominant. At \(c = c^* \approx c_0/18.4\), the energies of the stabilizing orbital \(3s_{1/2}\) and that of the destabilizing orbital \(2p_{3/2}^3\) become nearly degenerate. As a result, two \(p\)-shell electrons may be promoted to the \(3s_{1/2}\) shell and \(2p_{1/2}^2p_{3/2}^33s_{1/2}^2\) emerges as a dominant configuration in \(2^o(1)\). Note that this promotion involves one \(2p_{1/2}\) and one \(2p_{3/2}\) electron due to the conservation of total angular momentum and parity.

Next, we concentrated on the excited states. For \(c_0/10 \lesssim c \lesssim c_0\), the state \(0^o(1)\), which at \(c = c_0\) is labeled \(3P_0\), is a mixture of \(2p_{1/2}^2p_{3/2}^2\) and \(2p_{3/2}^3\). Since \(0^o(1)\) contains a configuration which has the destabilizing orbital \(2p_{3/2}^3\) quadruply occupied, in contrast to \(2^o(1)\), in whose configurations \(2p_{3/2}^3\) is at most triply occupied, \(0^o(1)\) destabilizes relative to the ground state in this regime. For \(c < c_0/10\), the contribution \(2p_{3/2}^3\) is no longer significant, leaving only \(2p_{1/2}^22p_{3/2}^2\) as the dominant configuration in the CI expansion of \(0^o(1)\), similar to \(2^o(1)\). This explains the flattening out of the \(0^o(1)\) curve in the regime \(c_0/13 \lesssim c \lesssim c_0/10\). For \(c \lesssim c_0/13\), however, the state \(0^o(1)\) begins to stabilize relative to the ground state. This is due to the avoided crossing with \(0^o(2)\), which introduces the configuration \(2p_{1/2}^23s_{1/2}^2\) to the CI expansion of \(0^o(1)\). The doubly-occupied stabilizing \(3s_{1/2}\) orbital causes the \(0^o(1)\) energy to decline rapidly and eventually fall below that of \(2^o(1)\) at \(c \approx c_0/17\),
making 0°(1) the new ground state of oxygen.

We now address the state 1°, which at c = c₀ is labeled 3P₁. For c₀/13 < c < c₀, the dominant configuration of 1° is 2p₁/₂ 2p₃/₂, which means that this state destabilizes relative to the nominal ground state (the rate of destabilization increases after c ≈ c₀/10, when 2p₁/₂ 2p₃/₂ is no longer a dominant contribution to the ground state). However, at c ≈ c₀/13, the energy of 3p₁/₂ is lowered enough so that the configuration 2p₁/₂ 2p₃/₂ 3p₁/₂ emerges in the expansion of 1°. Notice that the transfer of one 2p₃/₂ electron to the 3p₁/₂ shell is accompanied by the demotion of another 2p₃/₂ electron to the 2p₁/₂ shell in order to conserve total angular momentum. The stabilizing orbital 3p₁/₂ causes the 1° energy to decrease relative to and eventually become lower than that of the nominal ground state. However, the stabilization effect of the singly-occupied 3p₁/₂ orbital is not as strong as that of the doubly-occupied 3s₁/₂ orbital so 1° never becomes the new ground state in place of 0°(1).

Before discussing the remaining states, we note that similar to nitrogen, there occurs an “early” crossing between the 1° and 0°(1) states of the oxygen atom, see Fig. 11. At c = c₀, 0°(1) lies 65 cm⁻¹ higher in energy than 1°. At c ≈ c₀/7, the role of 2p₃/₂ in 0°(1) starts to diminish and since the remaining configuration 2p₁/₂ 2p₃/₂ of 0°(1) is more energetically favorable than the 2p₁/₂ 2p₃/₂ of 1°, 0°(1) crosses below 1°.

We continue our discussion with the state 2°(2) which is labeled 1D₂ at c = c₀. In the regime c₀/10 < c < c₀, 2°(2) is made up of 2p₁/₂ 2p₃/₂ and 2p₁/₂ 2p₃/₂, similar to the ground state 2°(1), albeit with different proportions of the configurations. As c decreases, the 2p₁/₂ 2p₃/₂ component becomes more and more pronounced in 2°(2) instead of fading out as in 2°(1). At c ≈ c₀/10, 2p₁/₂ 2p₃/₂ drops off from the ground state configuration whereas it becomes the dominant contribution to 2°(2). These two observations are supported by the upturn of the 2°(2) curve relative to the ground state baseline. At c ≈ c₀/13, however, 2°(2) participates in an avoided crossing with the 2°(3) (nominally 5P₂) state, whereupon its configuration becomes a mixture of 2p₁/₂ 2p₃/₂ 3p₁/₂ and 2p₁/₂ 2p₃/₂. The presence of the 3p₁/₂ orbital causes 2°(2) to stabilize relative to the ground state, albeit not strongly enough to drive it below 2°(1) before c reaches c°.

The last even-parity state in our current discussion of the oxygen atom is 0°(2), which is labeled 1S₀ at c = c₀. For c₀/10 < c < c₀, the state 0°(2) comprises of the configurations 2p₁/₂ 2p₃/₂ and 2p₁/₂ 2p₃/₂, with the latter causing the 0°(2) energy to rise relative to that of the ground state. At c ≈ c₀/10, however, there occurs an avoided crossing between 0°(2) and the higher lying 0°(3) state (not shown), whereupon the dominant configuration in 0°(2) changes to 2p₁/₂ 2p₃/₂. As c decreases further, this configuration becomes more and more dominant in 0°(2), thus stabilizing this state relative to the ground state, which, to reiterate, comprises mainly of 2p₁/₂ 2p₃/₂. At even smaller c, more specifically, at c ≈ c₀/12, 0°(2) becomes involved in another avoided crossing with the same 0°(3). After this second avoided crossing, the dominant configuration in 0°(2) is now 2p₁/₂ 3s₁/₂, which causes its energy to fall even more precipitously. The state 0°(2) does eventually fall below the nominal ground state but this happens very close to the critical c°.

Finally, we discuss the two odd-parity states, 2° and 1°, which, at c = c₀, are labeled 3S₁⁻ and 3P₁⁻, respectively. The evolutionary patterns of these two states as c varies are qualitatively the same, as evident in the congruence of their corresponding curves. They start out as combinations of 2p₁/₂ 2p₃/₂ 3s₁/₂, 2p₁/₂ 2p₃/₂ 3s₁/₂, and 2p₁/₂ 2p₃/₂. For c₀/6 < c < c₀, the competing lowering of the 3s₁/₂ energy and raising of the 2p₃/₂ energy results in a slight stabilization of 2° and 1° relative to the ground state. However, for c ≤ c₀/6, the two configurations with 2p₃/₂ doubly and triply occupied drop off from the CI expansions of 2° and 1°, leaving only 2p₁/₂ 2p₃/₂ 3s₁/₂ which hastens their stabilization. In fact, the state 2° is the first to come below the nominal ground state 2°(1), at c = c₀/16.5, thus acting as a “new” ground state in the interval c₀/17 < c ≤ c₀/16.5, after which the role of ground state is taken over by 0°(1). Although the state 1° does cross the nominal ground state, at c ≈ c₀/17, its higher energy at c = c₀ means that it never becomes a ground state of oxygen, unlike 2°.

3. Fluorine (c° ≈ c₀/16.4)

In this subsection, we investigate the behavior of atomic fluorine with varying c, limiting ourselves to the five lowest states, see Fig. 12. At the nominal c, the 2p₅
ground electron configuration produces two atomic states with odd parities, $2p^3\;3s\;3p_2/2$ and $2p^3\;3p_2/2$. From the $2p^3\;3s$ first excited configuration of fluorine we consider three low-lying states, which are labeled $4P_{5/2}$, $4P_{3/2}$, and $4P_{1/2}$ at $c = c_0$.

Again, the nominal ground state, labeled $(3/2)^o$ for $c < c_0$, is used as a reference. It consists of a single dominant configuration $2p^2/2\;2p^2/2$ from $c = c_0$ all the way down to $c \approx c_0/14$ where next possible configuration, $2p^2/2\;2p^3/2\;3s_{1/2}$ as required by the conservation of total angular momentum and parity, emerges as another dominant configuration. This fact may be understood by noting that $2p^2/2\;2p^3/2\;3s_{1/2}$ involves transferring a pair of $2p^3/2$ electrons to the higher $3s_{1/2}$ shell and is thus only possible if the $3s_{1/2}$ and $2p^3/2$ energies are close enough to each other.

We now discuss the odd-parity excited states. In the region $c_0/10 \lesssim c < c_0$, the state $(1/2)^o$ (nominally $4P_{1/2}$) consists primarily of $2p^2/2\;2p^1/2$, so its energy rises relative to that of the ground state $(3/2)^o$. At $c \lesssim c_0/10$, however, the $2p^3/2$ and $3p^3/2$ energies come close enough to one another so that the migration of a $2p^3/2$ electron to the $3p^3/2$ shell happens, accompanied by the filling of the $2p^3/2$ shell with another $2p^3/2$ electron. As a result, $(1/2)^o$ acquires the component $2p^2/2\;2p^3/2\;3p^3/2$, which causes its energy to slightly lower relative to the ground state energy. When $c$ is reduced beyond $c_0/14$, the energy gaps between $2p^3/2$ and $3s_{1/2}$ and between $3p^1/2$ and $3p^3/2$ become such that its is possible to promote the two $2p^3/2$ electrons to $3s_{1/2}$ shell while demoting at the same time the $3p^3/2$ electron to $3p^1/2$. As a result, for $c \lesssim c_0/14$, the state $(1/2)^o$ contains the configuration $2p^2/2\;3s_{1/2}\;3p^1/2$. The stabilizing $3s_{1/2}$ and $3p^1/2$ orbitals cause a rapid decline in the $(1/2)^o$ as $c$ approaches $c^o$.

We now describe the even-parity excited states. The behaviors of $(5/2)^o$ and $(3/2)^o$ (nominally $4P_{3/2}$ and $4P_{1/2}$, respectively) as $c$ varies are very similar. They both start out as combinations of $2p^2/2\;2p^3/2\;3s_{1/2}$ and $2p^1/2\;2p^3/2\;3s_{1/2}$. The configuration $2p^2/2\;2p^3/2\;3s_{1/2}$ is responsible for the stabilization of these two states relative to $(3/2)^o$. This stabilization is gradual at first but accelerates after $c \approx c_0/2$, when the energetically unfavorable component $2p^1/2\;2p^3/2\;3s_{1/2}$ drops off from the CI expansion of $(5/2)^o$ and $(3/2)^o$. As $c$ is reduced further to $c \approx c_0/14$, the configuration $2p^2/2\;2p^3/2\;3s_{1/2}$ appears in the expansion of the ground state and, since the $3s_{1/2}$ energy is still a little higher than that of $2p^3/2$, causes the states $(5/2)^o$ and $(3/2)^o$ to stabilize even faster. In fact, $(5/2)^o$ briefly replaces $(3/2)^o$ as the "new" ground state of fluorine. At $c \approx c_0/15$, however, the $3s_{1/2}$ energy falls below that of $2p^3/2$ and this explains the upturn at the rightmost ends of the $(5/2)^o$ and $(3/2)^o$ energy curves.

Finally, we discuss the state $(1/2)^o$ which is labeled $4P_{1/2}$ at $c = c_0$. For $c_0/6 \lesssim c \lesssim c_0/10$, its CI expansion contains the configurations $2p^2/2\;2p^3/2\;3s_{1/2}$, $2p^1/2\;2p^3/2\;3s_{1/2}$, and $2p^3/2\;3s_{1/2}$. The stabilization of $2p^1/2$ and $3s_{1/2}$ competes with the destabilization of $2p^3/2$, resulting in a flat pattern of the $(1/2)^o$ energy relative to the ground state energy. For $c$ below $c_0/6$, however, the two configurations with $2p^3/2$ triply and quadruply occupied become so energetically unfavorable that they no longer contribute to $(1/2)^o$. The remaining configuration $2p^2/2\;2p^3/2\;3s_{1/2}$ leads to a rapid downturn of the $(1/2)^o$ energy. The rise of the $(1/2)^o$ energy relative to the ground state for $c \lesssim c_0/16$ may again be explained by the crossing of the $2p^3/2$ and $3s_{1/2}$ orbitals.

4. Neon ($c^o \approx c_0/14$)

The last atom in our consideration is neon. At the nominal $c = c_0$, the closed-shell $2p^6$ ground electron configuration $2p^6$ of neon results in a single atomic state with even parity, $^1S_0$. The $2p^3\;3s$ first excited configuration gives rise to four excited states with odd parity: $2^3[3/2]_2$, $2^3[3/2]_1$, $2^1[1/2]_1$, and $2^1[1/2]_0$. The second excited configuration $2p^3\;3p$, generates a manifold of atomic states with even parity, among which we consider the three lowest states, $2^3[1/2]_1$, $2^3[1/2]_3$, and $2^3[5/2]$. We therefore include a total of eight atomic states of neon in our discussion, see Fig. 3 in the main text. At smaller $c$, these states are labeled, in the order they are introduced above, as $0^e$, $2^o(1^o(1), 0^o, 1^o(2), 1^e, 3^o, 3^o$ and $2^o$, respectively.

Again, we use the nominal ground state $0^e$, corresponding to $^1S_0$ at the nominal $c$, as a reference. In the range $c_0/13 \lesssim c \leq c_0$, the $0^e$ state retains $0^e$ its closed-shell configuration of $2p^2/2\;2p^4/2$. At $c \approx c_0/13$, the $3s_{1/2}$ and $2p^3/2$ energies become close enough so that $2p^2/2\;2p^3/2\;3s_{1/2}$ emerges as an appreciable contribution in the CI expansion of $0^e$. Note that two electrons are transferred from $2p^3/2$ to $3s_{1/2}$ to preserve total angular momentum and parity. The appearance of the open-shell configuration $2p^2/2\;2p^3/2\;3s_{1/2}$ in the CI expansion of the nominal ground state indicates that at $c \lesssim c_0/14$, neon is no longer chemically inert.

The fact that lowering $c$ has the effect of "activating" the naturally inert neon may also be understood by considering the state $2^o$, which corresponds to $2^3[3/2]_2$ at $c = c_0$. The main configuration for $2^o$ in the regime $c_0/13 \lesssim c \leq c_0$ is $2p^2/2\;2p^3/2\;3s_{1/2}$ containing the orbital $3s_{1/2}$ which has the effect of destabilizing $2^o$. As discussed in the previous paragraph, in the vicinity of $c \approx c_0/13$, the ground state $0^e$ acquires the component $2p^2/2\;2p^3/2\;3s_{1/2}$. Since the $3s_{1/2}$ orbital still lies above $2p^3/2$ in this regime, the $2^o$ energy falls below that of $0^e$ and $2^o$ briefly becomes the "new" ground state of neon. However, as $c$ nears $c_0/14$, the $2p^3/2$ and $3s_{1/2}$ orbitals cross, raising $2^o$ back above $0^e$.

The state $1^o(1)$ (nominally $2^3[3/2]_1$) displays a dependence on varying $c$ similar to that of $2^o$. In the regime $c_0/13 \lesssim c \leq c_0$, its CI expansion is dominated by $2p^2/2\;2p^3/2\;3s_{1/2}$ and $2p^1/2\;2p^3/2\;3s_{1/2}$ which stabilize its energy relative to the ground state. However, due to the
second configuration where $2p_{3/2}$ is quadruply occupied, the energy of $1^e(1)$ does not lower as dramatically as that of $2^e$. In particular, the $1^e(1)$ energy never falls below the ground state energy. As $c$ approaches then passes $c_0/14, 3s_1/2$ crosses below $2p_{1/2}$ and $1^e(1)$ destabilizes relative to $0^e$. The rate of destabilization is reduced as $c$ approach $c^*$ due to the appearance of the configuration $2p^2_{1/2}2p_{3/2}3s^2_{1/2}4s_{1/2}$ in the expansion of $1^e(1)$.

The last odd-parity state included in our discussion is $0^e$ (nominally $2^1[1/2]^0$) which, for $c_0/10 \lesssim c \leq c_0$ comprises mainly of $2p_{1/2}2p^3_{3/2}3s_{1/2}$ which, similarly to the case of $1^e(2)$, causes $0^e$ to destabilize relative to the nominal ground state. However, unlike $1^e(2)$, the absence of the configuration $1^e(2)$ in the expansion of $0^e$ means that its energy continues to rise until $c \approx c_0/10$, where an avoided crossing with higher (nominally) $2^1[1/2]^0$ state (not shown) changes the configuration of $0^e$ to $2p^2_{1/2}2p^3_{3/2}3d_{5/2}$. Since the $3d_{5/2}$ orbital destabilizes with decreasing $c$ at a much slower rate than $2p_{3/2}$, the $0^e$ energy experiences a steep downturn relative to the ground state energy for $c \lesssim c_0/10$.

Next, we consider the even-parity excited states $1^e$ and $2^e$, which correspond to $2^1[1/2]_1$ and $2^5[5/2]_2$ at $c = c_0$. These states both start out at as combinations of $2p^2_{1/2}2p^3_{3/2}3p_{1/2}$ and $2p^2_{1/2}2p^3_{3/2}3p_{3/2}$. As $c$ is reduced, the $3p_{1/2}$ energy decreases and the $3p_{3/2}$ increases at a much slower rate than that of $2p_{1/2}$. As a result, the states $1^e$ and $2^e$ generally destabilize with respect to the nominal ground state $0^e$. However, the stabilization pattern of $2^e$ display a peculiar feature. At $c \approx c_0/13$, the configuration $2p_{1/2}^22p_{3/2}^33p_{3/2}$ is replaced by $2p_{1/2}^22p_{3/2}^23s_{1/2}$ from the CI expansion of $1^e$ and $2^e$. As a result, the decrease of the $2^e$ energy becomes even more precipitous and at $c \approx c_0/14$, it becomes less than the $0^e$ energy, thus making $2^e$ the new ground state of neon.

Finally, we consider the state $3^e$, which is labeled $2^5[5/2]_3$ at $c = c_0$. The dominant configuration in state remains $2p^2_{1/2}2p^3_{3/2}3p_{3/2}$ for all $c^* \lesssim c \leq c_0$. As a result, it destabilizes continuously relative to the ground state, albeit not rapidly enough for it to cross the nominal ground state anywhere in the interval $c^* \lesssim c \leq c_0$.

**Appendix D: Results for molecules**

In the relativistic picture, the states of atoms and molecules are described by four-component Dirac spinors $\psi = (\psi^L_\alpha, \psi^S_\alpha, \psi^L_\beta, \psi^S_\beta)^T$, where $L$ and $S$ indicate the large and small components, respectively, while $\alpha$ and $\beta$ describe the spin degrees of freedom. The spinor components are, in general, complex numbers so a general collection of four such components has eight degrees of freedom. However, since the spatial and spin degrees of freedom are coupled, the symmetry of the Dirac spinors is described by the double groups, where the total spinor transforms under fermion irreducible representations spanned by half-integer spin functions [12]. Furthermore, the real and imaginary parts of each spinor component are spanned by boson irreducible representations, which are irreducible representations of conventional single point groups. Therefore, each spinor component can be described by scalar functions, or orbitals.

The symmetries of the ammonia and water molecules are described by the $C_{3v}$ and $C_{2v}$ groups. For example, exploiting the symmetry of the Dirac Hamiltonian, it can be shown that in the $C_{2v}$ group, the real and imaginary parts of the large component transform under the $(a_1,a_2)$ and $(b_1,b_2)$ boson irreducible representations for $\psi^a_L$ and $\psi^b_L$, respectively [35]. At the nominal $c$, molecular orbitals of ammonia and water are spanned only by a real or imaginary part of a single component, neglecting vanishing contribution from other components. Therefore, these orbitals are described by a single irreducible representation, in compliance with results from non-relativistic calculations. At decreased $c$, however, the molecular orbitals are spanned by multiple real and imaginary parts of the spinor components and one cane no longer assign a single irreducible representation to molecular orbitals. For this reason, the symmetry labels in the MO diagrams of ammonia and water are presented only at the nominal speed of light, but not for smaller $c$.

In the MO diagram for water (Fig. 4 in the main text), the $\sigma$ and $\sigma^*$ linear combinations of 1s orbitals of two hydrogen atoms have the $a_1$ and $b_2$ symmetries. For oxygen at the nominal $c$, the atomic orbitals $2s_{1/2}$ and $3s_{1/2}$ have the symmetry of $a_1$ whereas the $2p$ orbitals have the symmetries of $a_1$, $b_2$, and $b_1$. In the ammonia MO diagram (Fig. 6 in the main text), the three linear combinations $\psi_1, \psi_2$, and $\psi_3$ of 1s orbitals belonging to the three hydrogen atoms have $a_1$ and doubly degenerate $e$ symmetries. At the nominal $c$, the $2s_{1/2}$ and $3s_{1/2}$ atomic orbitals of nitrogen have symmetry $a_1$ whereas the $2p$ orbitals have symmetries $a_1$ and $e$. In atomic calculations of oxygen and nitrogen, the $3s_{1/2}$ spinor was included in the average-of-configuration Dirac-Hartree-Fock method to assess the effect of stabilizing higher lying spinors on molecular bonding. For clearer comparison of diagrams, we keep the energy unit constant and equal to that at the nominal $c$. To better demonstrate the changes in the electronic structure of molecules at the decreased speeds of light, we calculated the radial density distribution in DIRAC19 [12, 13] for each molecular orbital of water and ammonia as

$$\rho(r) = \int_0^{2\pi} \int_0^{\pi} \rho(r)r^2 \sin \theta \ d\theta \ d\phi,$$

where $\rho(r) = |\Psi(r)|^2$ is the electron density and $\Psi(r)$ is the MO wave function.

The Walsh correlation diagrams for ammonia are shown in Fig. 17. At the nominal and intermediate $c$, the minima of the sum of orbital energies correspond to the trigonal pyramidal molecular geometries. For even lower $c$, the HOMO stabilization at large angles dominates the
FIG. 13. Fractional changes in the bond distance $r$ and the bond angle $\theta$ in the water molecule at different values of the speed of light, $c$. The critical value of $c$ is marked with $\ast$ on the $x$-axis, $c_0/c_\ast = 18.4$.

FIG. 14. Radial density distributions for four occupied molecular orbitals of water at different values of the speed of light, (a) $c = c_0$, (b) $c \approx c_0/9.6$, (c) $c \approx c_0/13.7$, and (d) $c \approx c_0/17.8$. The oxygen atom is placed at the coordinate origin. The molecular orbitals are labeled in the order of increasing energy. The dark blue solid curve shows the distribution for the lowest occupied molecular orbital, HOMO-3 (HOMO stands for the highest occupied molecular orbital); the dark red dashed curve - HOMO-2; the dark green dotted curve - HOMO-1; and the magenta dot-dashed curve - HOMO. For better resolution, the distance from the oxygen atom is given in the units of the unscaled nominal Bohr radius.
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FIG. 17. Walsh correlation diagrams of ammonia showing the energies of four valence molecular orbitals as functions of bond angle at different speeds of light, (a) $c = c_0$, (b) $c \approx c_0/17.8$, and (c) $c \approx c_0/20.6$. In panels b and c, the lowest occupied molecular orbital is omitted as it reduces to $2s_{1/2}$ core spin-orbital of nitrogen and does not participate in the formation of nitrogen-hydrogen bonds. The energies of molecular orbitals at the equilibrium bond angles correspond to those in Fig. 6 in the main text.
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