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Abstract—Data-driven based method for navigation and positioning has absorbed attention in recent years and it outperforms all its competitor methods in terms of accuracy and efficiency. This paper introduces a new architecture called IMUNet which is accurate and efficient for position estimation on edge device implementation receiving a sequence of raw IMU measurements. The architecture has been compared with one dimension version of the state-of-the-art CNN networks that have been introduced recently for edge device implementation in terms of accuracy and efficiency. Moreover, a new method for collecting a dataset using IMU sensors on cell phones and Google ARCore API has been proposed and a publicly available dataset has been recorded. A comprehensive evaluation using four different datasets as well as the proposed dataset and real device implementation has been done to prove the performance of the architecture. All the code in both Pytorch and Tensorflow framework as well as the Android application code have been shared to improve further research.

Index Terms—Deep learning, Data-driven methods, Inertial navigation, IMU measurements.

I. INTRODUCTION

Three-axis gyroscope and a three-axis accelerometer make up a common inertial measurement unit (IMU). These sensors assess a moving platform’s rotational velocity and linear acceleration. Some IMU sensors provide the gravity-compensated linear acceleration of a moving platform as well. Since the IMU collects motion data without the use of any external infrastructure, it’s been utilized in a variety of navigation systems and applications, including edge device applications [1], [2], robotics [3], drones [4], automatic vehicles [5], and so on.

Most methods for processing IMU data rely on hand-crafted models to approximate sensor properties and the dynamic characteristics of the underlying motion. In [6] the pipeline for processing the IMU data has been summarized as follows: filtering the data, model to compensate for the intrinsic characteristics of the sensors, data estimation using interpolation and extrapolation techniques, integration techniques for pose calculation, and sensor fusion techniques to compensate measurement drifting. Filtering the data and model compensation are called the preprocessing steps which mainly be used to obtain cleaned data by eliminating the error caused by the intrinsic properties of the sensors or collected during the measuring process.

Interpolation, extrapolation, and integration techniques are common methods to determine the IMU’s integrated orientation and position based on the underlying motion dynamics. Since there is an inevitable drifting during the IMU integration, data from additional sensors [1], [4], or motion restrictions [7], [8] is also harnessed to update sensors’ data using probabilistic method to mitigate the measurement drift.

The current IMU data preprocessing methods are appropriate to produce noise-free data for further processing. However, they are still susceptible to some error resources. The sensor modeling error is one of the most significant steps in IMU data pre-processing. In [7] and [9], authors studied the signal processing model for IMU sensors, while in [10] and [11], the intrinsic model for sensor modeling error has been investigated. However, these models are handcrafted and being designed by considering engineering limitations and cannot be considered as a general solution across all platforms and applications.

In this paper, we offer a new machine learning architecture for a data-driven strategy for inertial sensor modeling to achieve improved performance and efficiency inspired
by recent papers harnessing data-driven methods and neural networks for positioning, navigation, and timing [8], [12]–[16]. An edge-device-friendly deep neural network has been designed in this paper which processes and fuses the IMU data measurements and regresses the position and the velocity as an output. Additionally, a method for collecting a dataset using an Android mobile phone has been proposed in this paper and a new dataset has been collected. The method for collecting the dataset is the modification of the method in [17] and it is similar to the method that has been introduced in [18]. However, instead of using the Tango device, our proposed method is collecting the ground-truth data using Google ARCore API [19] which is introduced by Google in 2019. By doing so, one will be able to collect the dataset using recent android phones. Other than the proposed architecture, the performance of some of the state-of-the-art edge device-friendly CNN architectures such as MobileNet [20], MobileNetV2 [21], MnasNet [22], and EfficientB0 [23] have been investigated while using them as a regression model for data-driven methods. All the architectures have been modified to be compatible with IMU measurements. Consequently, these models have been used as a regression model for the recent successful data-driven methods [14] and the performance of them, the proposed model, and the Resnet18 architecture [24] which is the model that has been used in [14] has been evaluated and reported on quite a few datasets.

To summarize, our contributions are three-fold:

- A new architecture called IMUNet which is appropriate for edge device implementation using IMU measurements is proposed to do the inertial navigation efficiently and accurately while preserving more energy.

- An improved version of the method used in [17] by modifying the method introduced in [18] for collecting a dataset using the Google ARCore API has been proposed and a publicly available dataset has been collected.

- An empirical study has been implemented for evaluating the performance of the proposed model as well as different state-of-the-art CNN models on different datasets.

- Tensorflow and Pytorch versions of the framework are implemented. Also, the testing part of the data-driven methods has been implemented for Android devices and all the source codes, as well as the android application code for the testing part and collecting a new dataset, are publicly available.

The rest of this paper is organized as follows: In section II we will scrutinize different efforts and strategies that have been done so far by researchers to do inertial navigation and positioning using IMU sensors. In section III we will introduce the proposed method for collecting the dataset in depth. In section IV we will walk through the preliminary knowledge about inertial navigation using double integration methods, data-driven strategy, and the proposed architecture. The experimental result will be thoroughly investigated in section V. Section VI concludes the paper.

II. RELATED WORK

IMU sensors are susceptible to a variety of error sources. These errors are caused by electrical, mechanical, and flaws in signal processing systems. Statistical methods are the most available strategies that are being used to minimize the noise in IMU reading data and adjust the error in the intrinsic model. The high-frequency components are typically eliminated or attenuated when filtering IMU measurement output in inertial navigation methods [9]. In [25], the authors used Auto-regressing and moving average (ARMA) methods for this end. The additional components can be considered in measurement’s equations to handle the IMU sensors biases which affect IMU readings other than noises [10].

Although handling the noise and sensors biased can be sufficient to have an acceptable accuracy when dealing with
high-end IMU sensors when dealing with low-cost IMU sensors, other parameters must be taken into accounts such as G-sensitivity matrix and misalignment and scale factors [26], [27]. In [28], the authors considered the thermal components that can affect the final accuracy to have a better real application. Using Newton’s law [1], [6] and numerical integration, the inertial position can be calculated when the cleaned and error-free measurement is available. Mathematical descriptions of the sensor’s noises and the intrinsic model method are incapable of attaining clean data since the error is highly dependent on the type of IMU sensors, signal processing approaches, and measurement procedures.

Even with an appropriate mathematical description of the noise, drifting will be accrued in the pose integration. To overcome the accumulated drifting, one approach is to fuse the measurements from other sensors such as, visual sensors [11], a global positioning system (GPS) [6], wheel odometers [3], and laser range finders [29] with the IMU reading. Another approach is to apply constraints to the motion or consider a repetitive motion pattern in the platform to alleviate the estimation error by using the probability techniques [7], [8]. Zero-velocity event [7], [8] is the typical method to apply the constraints to the motion pattern. In these methods, IMU is mounted on the foot and the drifting is corrected considering the constraint that when the foot touched the ground, the velocity is zero. However, these methods require an additional foot-mounted sensor when IMU sensors mounted on edge devices are supposed to be used. Moreover, for drone navigation, these methods are useless.

Pedestrian pattern methods [30] are the methods that consider a repetitive motion pattern in the platform. For those motions that are inherently repetitive like human motions, heuristics of the motion can be harnessed to estimate the navigation. Step counting is a method that considers some conditions to estimate tracking and navigation. It considers that the tracking distance is related to the number of steps and the IMU sensors are providing data rigidly during the tracking. Considering this controlled environment, the results have been acceptable and impressive. In [31], the authors tried to use a more elaborated method using frequency domain analysis to estimate the motion direction. Some other researchers have tried to take advantage of both considering the controlled motion and using additional sensors. In [32], by taking the integration from the hovering motion detection module, Kottas et al. proposed a visual-inertial odometry method. In [4], VIMO is proposed which is a method that estimates the sensor poses using multi-sensors’ inputs. Although the performance of these methods is acceptable, they do not show the robustness of the data-driven-based methods.

Recently, data-driven strategy is another method that is widely being investigated to overcome the accumulated drifting during the integration. Deep Neural Networks (DNNs) have been showing acceptable performances in a variety of different applications it has inspired researchers to increase the inertial navigation accuracy using these methods to constitute IMU models [2], [8]. These models are responsible to take the end-to-end integration on the IMU sensors data and estimate the IMU poses [14], [16], [18]. These models are also harnessed to represent sensor models [13], [15]. In [33], a recurrent neural network model has been used to estimate the position as a regression model. These models are more appropriate for series data and transfer memory knowledge from the previous stage to the later points. IMU, Magnetometer, and barometer measurements have been used as inputs and the output is the position and the velocity. However, it is not feasible to use these methods for general cases since the network parameters need to be trained for each IMU sensor output specifically.

### III. Proposed Dataset

A variety of methods have been proposed so far to collect the datasets. Different tools have been harnessed to collect the IMU sensors data such as using the IMU sensors on edge devices or developing an embedded system with IMU sensors on the chip. The former one mostly used for inertial navigation inside and outside the buildings and the latter is being used for vehicle and drone tracking in the wild. One of the most challenging parts while collecting the dataset for inertial navigation is to obtain the accurate and precise trajectory of the navigation as ground truth to evaluate the different methods. Using additional sensors other than IMU measurements is the most common method that has been used for this purpose. In the following, some of the recent publicly available datasets have been presented.

#### A. Available Datasets

1) PX4 dataset: In [34], an inexpensive flight controller board called Pixhawx which is appropriate for research as well as industrial purposes has been used to collect the dataset. The board integrates IMU sensors, magnetometer, flight controlling, monitoring components, and an ARM processor as well as a micro SD card for recording the requiring IMU sensors data and flight information. An open-source autopilot software named PX4 autopilot has been developed by people who developed the first Pixhawk flight controller [35]. The software features control loops, planning algorithm, and sensor drivers as well as a library named Estimation and Control Library (ECL) [36] with a sensor fusion method called EKF2 [37]. EKF2 is a sensor fusion algorithm that fuses the GPS, Magnetometer, Barometer, and IMU sensors measurements to estimate the actual trajectory, velocity, and quaternion representation of the attitude in the board’s frame (local North-East-Down frame). This information can be used as ground truth for data-driven method purposes by researchers. A database contains the flight logs of real flight data that are being collected and uploaded by users all around the world. The logs are being maintained by the PX4 team. Thousands of flight logs of different vehicles and various Pixhawk versions can be found in the database [38].

2) RIDI dataset: In [38], a dataset called RIDI was collected using IMU sensors in smartphones. The actual position of the phone has been calculated using the Visual Inertial Odometry system [39] as a ground truth. A Lenovo Phab2 Pro smartphone which is armed with Google Tango augmented reality features has been used to collect the angular velocities,
Magnetometer, linear acceleration measurements as well as 3D poses of the camera and the orientation of the device using the SLAM (Simultaneous Localization and Mapping) [40] method. Android APIs have been used to obtain the device orientation and the inertial odometry system on Tango has been used to calculate the camera’s poses. 100 minutes of walking from six different people and four different placements of the phone have been collected. The trajectories contain a variety of motions such as side motion, backward, forward walking, and acceleration/deceleration motions. The data has been collected at 200Hz which is the camera frame rate of the Lenovo phone and other sensors’ measurements have been synchronized into the time-stamps of the camera using the linear interpolation methods. An android application for collecting the dataset has been published by the author, however, one must have a device with Tango features to be able to use the application. Another drawback of this dataset is that the camera must have a clear field of view all the time and only the measurements of the IMU sensors integrated on the Lenovo device have been collected which limits the generalization of the method for real-time implementation purposes.

3) OXIOD dataset: In [41], a large dataset named OXIOD has been proposed which uses a motion capture system called (Vicon) which precisely captures the motions. Various phone placements such as a hand, a bag, a pocket, and a trolley have been harnessed for data collection. Five human subjects collected the dataset and in total 14.7 hours of data have been collected. Similar to the previous dataset, a single device has been used for both ground truth and IMU sensor measurements collections, and the camera must have a clear sight of view for the Visual Inertial SLAM method or should be clearly visible for the Vicon system all the time which makes the method unusable for natural phone positionings such as in a bag or leg pocket.

4) RONIN dataset: In [14], the authors enhanced their previous data collection methods [18] to address its mentioned drawbacks. A two-device data gathering method has been proposed while one phone has been used to collect the IMU measurements as well as the magnetometer and the barometer measurements in a natural way such as day-to-day activities so that the phone can be held in the pocket or in the bag during different movements such as sitting and walking around. For collecting the ground truth, a similar SLAM method has been harnessed using a 3D tracking phone (Asus Zenfone AR) which is attached to the subject’s body so that instead of the trajectory of the phone, the trajectory of the body can be estimated using data-driven methods. A data preprocessing pipeline is harnessed to align two different phones and overcome the drifting. 42.7 ours of IMU measurements data from 100 human subjects and two different android phones inside three different buildings have been collected while users can freely hold the second phone like a natural phone handling such as putting it deep in the bag or packet. Both phones collected the data at 200Hz. However, to collect the ground truth, a specific 3D tracking phone is required which limits the data collection.

B. Proposed data collection method

All the last three mentioned suffering from ground truth data collection since they are required a specific type of edge device to collect the actual trajectory of the phone. This drawback limits their general usage for people. One of the contributions of this article is to address this problem. Our data collection is similar to the method that has been used in [13]. However, instead of using a specific phone (i.e. Lenovo or Asus Zenfone), we have used ARCore API to harness the SLAM technique for the ground truth collection. Using our proposed method, any android phone whose camera features motion tracking ability (more than 90% of these days phones) can be used to collect the ground truth data. The ARCore API allows you to collect the camera pose at 30Hz or 60Hz if the camera features 60Hz data collections. However, the sampling rate of the IMU sensors is higher than this number. By synchronizing the IMU sensors’ data to the camera pose timestamp, IMU sensors will be down-sampled, and losing these measurements will hurt the dataset. A preprocessing pipeline that uses linear interpolation to synchronize the camera timestamp with any sampling rate target has been used to preserve the data. Then, another linear interpolation has been applied to all IMU sensor measurements to synchronize them with the new sampling rate time-stamp. Also, Google Tango phone, Lenovo Phab2 Pro with a similar method in [18] has been harnessed to collect the dataset. Consequently, two different datasets have been collected:

- A dataset that uses the exact method in [18] using Google Tango phone, Lenovo Phab2 Pro
- A dataset in which the ARCore API has been harnessed for ground truth collection using the Samsung S10 smartphone

For all the datasets, two human subjects collect the data by holding the phone by hand. About 60 minutes of data have been collected for each set of data. The android application is also provided that allows the majority of android device users to collect their own dataset in their own scenarios and conditions. These two datasets have been combined and used as a proposed dataset in this paper.

IV. IMU PROPOSED METHODOLOGY MODELS

A. Double Integration Method

In a positioning system using the double integration method, taking integration twice from noise and drift-free IMU measurements in the global frame will provide the position. However, the measurements are in the IMU frame and noisy. Moreover, drifting is inevitable after measuring the IMU signals. The IMU framework can be defined as follow:

\[ G_g, A_g = f(G_{imu}, A_{imu}, err_m) \] (1)

Where \( G_g \) and \( A_g \) are the noise and drifting-free gyroscope and accelerometer measurements in the global frame. \( G_{imu} \) and \( A_{imu} \) are the noise and drifting-free gyroscope and accelerometer measurements in the imu frame and \( err_m \) is the measurement’s error which contains the drifting and the noise. The framework \( f \) plays an important role and can be divided
into two main parts: noise cancellation and drifting prevention. For noise cancellation, the sensor modeling technique is being used in a non-linear relationship. Let’s consider \( W \) as a sensor modeling system. then applying noisy IMU measurements to this model would provide the noise-free measurements using this equation:

\[
IMU_c = W * IMU_n
\]

(2)

Where \( IMU_c \) and \( IMU_n \) are clean and noisy IMU data respectively. For drifting prevention, a constraint will apply to the framework to compensate for the drifting.

\[
IMU_m = IMU_c + IMU_d
\]

(3)

Where \( IMU_d \) is the drifting values and the constraint tries to estimate the drifting values and subtract them from the measurement to achieve the clean IMU signals. The orientation can be obtained using the sensor fusion techniques using gyroscope, barometer, and magnetometer sensors. Using the quaternion multiplication, data from the IMU frame can be transformed into the global frame for further processing:

\[
IMU_g = Ori ** IMU_imu
\]

(4)

Where ** shows the quaternion multiplication, \( Ori \) is the orientation vector, and \( IMU_g \) and \( IMU_imu \) are IMU measurements in the global and IMU frame respectively. While achieving the clean IMU measurements in the global frame, the velocity in the global frame \( V_g \) in the time frame \( t \) can be calculated using the Newton law as follow:

\[
V_g(t_{k+1}) = \sum_{t=t_k}^{t_{k+1}} A_g(t) * \Delta(t_{k+1} - t_k) + V_g(t_k)
\]

(5)

By taking another integration from the velocities, the position values in the global frame can be obtained:

\[
P_g(t_{k+1}) = \sum_{t=t_k}^{t_{k+1}} V_g(t) * \Delta(t_{k+1} - t_k) + P_g(t_k)
\]

(6)

The data-driven methodology tries to perform integration, sensor modeling, and drifting prevention using a powerful machine learning architecture. The details of the restrictions, and the learning method, and cost functions can be different, however, the strategy is the same. In [14], the raw IMU measurements are being applied to a model to estimate the clean velocity data:

\[
V_g(t_{k+1}) = ML_p(Inputs)
\]

(7)

Where \( ML \) is a regression machine learning model and \( V_g(t_{k+1}) \) is the velocity in the global frame. \( P \) is the parameters of the network and should be trained using the back propagation method to do equations [2] simultaneously. Achieving the estimated values for \( V_g(t_{k+1}) \), the position can be obtained using the equation [6]. The \( Inputs \) in equation [7] can be obtained from the equation below:

\[
Inputs = Ori ** (A_{imu}(t_{k->k+1}), G_{imu}(t_{k->k+1}))
\]

(8)

Where \( Ori \) is the orientation, ** is the quaternion multiplication, \( A_{imu} \) and \( G_{imu} \) are raw accelerometer and gyroscope measurements in the IMU frame respectively. \( t_{k->k+1} \) shows all the measurements from \( t_k \) to \( t_{k+1} \). For training the model, the ground truth velocity can be measured using the sensors or by taking a derivative from the ground truth position obtained by external sensors such as a camera or GPS sensors.

**B. Data-driven methods**

Data-driven methods have absorbed quite a little attention recently for inertial navigation purposes. In these methods, a machine learning model is being used to provide noise-free IMU values or even estimate the velocity/position as an output with receiving the raw noisy IMU values as an input. For doing so, the ground truth velocity/position value is required for training the model. These values can be obtained from other sensors such as GPS or the camera. A data-driven method introduced in [14] has been used as a based method in this paper. The author proposed a method that harnesses a neural network model as a regression model that receives a series of noisy accelerometer and gyroscope data and estimates the noise-free velocity values in 2-D space. Taking the integration from the output will provide the position. Three different machine learning models have been used as regression models and their performance has been reported. Three different datasets have been used to evaluate the performance of the proposed method so that sensor values are being collected using integrated IMU sensors on cellphones and the ground truth has been obtained using the cellphone’s or external camera [14], [18], [41].

**C. Regression Networks**

The performance of all the data-driven methods as well as the method introduced in [14], highly depends on the regression model and its capacity to do correction, noise cancellation, sensor calibration, and even navigation equations by its architecture and parameters. More importantly, for the end-to-end solutions, these methods are required to perform well in a real-time manner and the inference time, model size, and energy consumption of the models play an important role. For instance, for doing inertial navigation purposes using the cellphone device and only IMU sensors, the less model size, and shorter inference time would be more beneficial in mobile implementation and more applicable for real-time implementation. IMU sensors can be run in the phone for more than 24 hours without having the battery draining problem, and more appropriate models with less size and inference time will help to save even more energy.

The performance of the mentioned data-driven method with some different state-of-the-art CNN models that have been designed specifically for edge device implementation as its brain has been investigated. Mobilenet [20], MobilenetV2 [21], MNAsNet [22] and EfficientNetB0 [23] have been investigated in this paper. Mobilenet and MobilenetV2 are CNN models that have been designed manually to be implemented on IoT devices by experts. MNAsNet and EfficientNetB0 are edge devices implementing oriented architectures that have been found using a technique called Neural Architecture Search (NAS). In this technique, an architecture for specific purposes (i.e. IoT implementation) is found using a searching method.
and an optimization algorithm. Since the input data is 1-D signals, the 1-D version of the components of the networks has been used (1-D Convolution, Batch normalization, and Pooling).

Other than these models, a new model has been proposed as a regression model for navigation that outperforms these state-of-the-art models in terms of accuracy, inference time, and model size. Also, the testing part of the method introduced in [14] has been implemented on an actual edge device and the inference time of all the models on a real device has been reported. For comparison, the mentioned datasets and the datasets that have been introduced in this paper have been used. In the following, the architecture of the state-of-the-art models, as well as the proposed IMUNet model, has been explained.

1) MobileNet [20]: Introduced in 2017, MobileNet is a CNN architecture that has been proposed for mobile and embedded implementation. The architecture harnesses depth-wise and point-wise convolutions instead of regular convolution which reduces computational cost tremendously and makes the architecture appropriate for embedded implementation. The depth-wise and point-wise convolutions are factorized convolutions of the standard convolution. In depth-wise convolution, a single filter is applied to each channel of the input separately and in the point-wise convolution, a 1x1 convolution is used to merge all the outputs from depth-wise convolutions. However, a standard convolution does the filtering and merging of the result to the new sets of output simultaneously. Since this new architecture separates the filtering and combines the results, the computation cost and model size have been reduced drastically. The figure 2 demonstrates the factorized elements (depth-wise and point-wise convolutions) of the standard convolution.

2) MobileNetV2 [21]: Introduced in 21, the authors did a little improvement on the structure of the MobileNet architecture. The idea was to combine the idea of MobileNet (point-wise and depth-wise convolutions) and use the residual block in a new architecture. In the normal residual block, the residual connection is connecting the bigger channels together. However, in the MobileNetV2, the residual connection is from a narrow or bottleneck channel to the next narrow channel which is called an inverted residual block. For doing the convolutions, instead of using standard convolutions, the idea of MobileNet has been harnessed to reduce the model size and the computation cost. Moreover, the authors proved that non-linearity will eliminate the information from each inverted residual block to the next one since narrow filters have been connected to each other. Consequently, no nonlinear function has been used at the end of each inverted residual block and the whole block has been called inverted residuals and linear bottleneck.

3) MnasNet [22]: Designing a CNN model manually for specific purposes is really difficult since balancing the trade-offs between mutually exclusive targets is tedious work when quite a few possible neural architectures can be designed. To address this issue, unlike MobileNet and MobileNetV2 which have been designed manually, MnasNet has been found automatically using a technique called Neural Architecture Search. The authors introduced a method that balances the trade-off between the model’s accuracy and its inference latency by executing the inference on a real device. For a search space, a new factorized hierarchical search space has been introduced. This search space allows for the diversity of the different layers in the whole network.

4) EfficientNetB0 [23]: This model also has been found using the neural architecture search technique. The same technique in [22] has been used for searching. However, concentrating on a hardware device is not a target since the main idea of the authors is to find a base network and scale that network up to find other architectures. Consequently, a trade-off has been considered between the accuracy and the number of FLOPS. Since this model is the smallest model of this proposed method, we only considered this model from the EfficientNet family as a comparison.

D. IMUNet

Our experiments show that the performance of all the mentioned models and the ResNet18 model harnessed in [14] are close to each other on different datasets. However, the size and inference of those models are different for mobile implementation. ResNet18 is using a regular convolution while all other models are using depth-wise and point-wise convolution instead of regular convolution. Inspiring from MobileNet [20], our experiment shows that replacing the convolutional layers in ResNet18 with depth-wise and point-wise convolutions, not only will it reduce the computational cost of the model drastically, it can improve the accuracy of the model. Since the depth-wise convolution is being run separately on each channel (here different IMU measurements in different dimensions), the noise of each IMU measurement can not affect other IMU outputs during the convolution. By preventing the intervention during the convolution, more purified information can be forwarded to the next layers and the accuracy will improve.

Moreover, the idea of a residual block could pass the input to the output block, transform the pure data, and prevent
TABLE I: Performance evaluation. Five state-of-the-art architectures as well as the proposed architecture have been evaluated on 4 different datasets as well as the proposed datasets. ATE and RTE have been used as a metric in meters. Since the PX4 dataset does not contain the time value, only ATE metric has been calculated for this dataset. The top three results are highlighted in red, orange, and blue colors per row.

| Test Subjects | Metric | ResNet18 | MobNet | MobNetV2 | MnasNet | EffNet | IMUNet |
|---------------|--------|----------|--------|----------|---------|--------|--------|
| Proposed Dataset | Seen | ATE | 2.73 | 2.98 | 3.03 | 2.75 | 2.67 | 2.59 |
| | | RTE | 3.03 | 3.42 | 3.55 | 3.19 | 3.48 | 2.97 |
| RONIN Dataset | Seen | ATE | 3.63 | 4.08 | 3.83 | 3.78 | 3.66 | 3.52 |
| | | RTE | 2.76 | 2.83 | 2.85 | 2.75 | 2.79 | 2.71 |
| | Unseen | ATE | 5.65 | 6.16 | 6.17 | 5.19 | 5.68 | 5.68 |
| | | RTE | 4.57 | 4.75 | 4.69 | 4.54 | 4.6 | 4.49 |
| OXIOD Dataset | Seen | ATE | 3.14 | 3.2 | 3.38 | 3.08 | 3.22 | 2.88 |
| | | RTE | 2.66 | 2.68 | 2.89 | 2.64 | 2.69 | 2.58 |
| RIDI Dataset | Seen | ATE | 1.56 | 1.73 | 1.55 | 1.71 | 1.67 | 1.56 |
| | | RTE | 1.92 | 2.09 | 1.97 | 2.10 | 2.05 | 1.83 |
| PX4 Dataset | Unseen | ATE | 92.46 | 64.94 | 65.86 | 56.70 | 65.42 | 71.66 |

V. EXPERIMENTAL RESULTS

To evaluate the proposed model, quite a few experiments have been implemented. We evaluate the model on 4 different datasets as well as the proposed dataset. We applied all five datasets to the data-driven method with the mentioned state-of-the-art machine learning models as well as our proposed architecture.

over-fitting. A new block which is the MobileResNet block has been proposed in this paper. inside the block, depth-wise and point-wise convolution along with a batch normalization has been used to reduce the computational cost and noise intervention between different channels. Residual connection is being used to avoid over-fitting. The rest of the architecture is similar to the Resnet18 introduced in [14] which is a one-dimensional version of [24]. However, Exponential Linear Unit(ELU) which is introduced in [42] has been used as an activation function instead of Rectified Linear Unit(ReLU). It will prevent the dying neurons problem and it will reduce the training time and improve the accuracy. However, according to the equation (9) for negative value, it is slower than ReLU and its derivatives for exponential calculation which increases the latency inference time. However, for the improvement in accuracy, it can be neglected. Figure 2 shows the MobileResnet Block architecture. The details of the IMUNet’s architecture have been presented in the table II.

\[ y = \begin{cases} 
  x & \text{if } x \geq 0 \\
  \exp(x) - 1 & \text{if } x < 0 
\end{cases} \quad (9) \]

A. Dataset

For evaluating the performance of the proposed architecture as well as other state-of-the-art models using data-driven methods, quite a few datasets have been harnessed. We applied the methods to all datasets introduced in section III-A that are publicly available. For the RONIN dataset, half of the data is publicly available and is used. all the data in OXIOD and RIDI datasets have been used. For evaluating the models the data in three dimensions with complex maneuvers, some of the px4 dataset logs were downloaded and have been applied to the framework. The proposed dataset which is the combination of using the ARCore and Tango device for ground truth collection has been used to evaluate the architectures as well.

TABLE II: Architecture of IMUNet. m is the number of dimension.

| Stage | Operator | Resolution | Channels(n) | Layer |
|-------|----------|------------|-------------|-------|
| 1     | Input    | 6*200      | 6           | -     |
| 2     | Conv1D   | 2*64       | 64          | 1     |
| 3     | MRBlock  | 2*64       | 64          | 2     |
| 4     | MRBlock  | 1*128      | 128         | 2     |
| 5     | MRBlock  | 1*256      | 256         | 2     |
| 6     | MRBlock  | 1*512      | 512         | 2     |
| 7     | Conv1D   | 1*128      | 128         | 1     |
| 8     | Dense    | 1*m        | 512         | 2     |
Fig. 4. Trajectories from the Proposed, RONIN [14], RIDI [18], and OXIOD [41] datasets and the performance of all the state-of-the-art networks. The numbers in the parenthesis show Absolute Trajectory Error (ATE) and the Relative Trajectory Error (RTE) respectively in meters. All the axis are in meters as well. (a) A trajectory from the Proposed dataset with the Tango device. (b) A trajectory from the Proposed dataset using ARCore API for ground truth collection. (c) A trajectory from the RONIN dataset from Seen data (The environment is the same as the training set). (d) A trajectory from the RONIN dataset from Unseen data (The environment is different than the training set). (e) A trajectory from the RIDI dataset. (f) A trajectory from the OXIOD dataset.

B. Setup

Python language has been used for experimental evaluation. We modified the RONIN Resnet method’s code provided by the authors by replacing the model with our proposed models and applying the PX4, OXIOD, and the proposed datasets. Pytorch framework has been used for the implementation.
TABLE III: Latency inference on an actual edge device and the tensorflow lite models size of all the state-of-the-art models as well as the proposed model.

| Metric    | ResNet18 | MNet   | MNetV2  | MnasNet | EffNet | IMUNet |
|-----------|----------|--------|---------|---------|--------|--------|
| tfLite Size Mb | 4.5      | 3.5    | 2.7     | 3.1     | 3.8    | 1.4    |
| Latency μSec | 1044    | 907    | 645     | 654     | 967    | 387    |

Keras’s version of the RONIN method was also implemented. However, the results of Pytorch implementation have been reported. Absolute Trajectory Error (ATE) and Relative Trajectory Error (RTE) that were used in [14] has been used in all experiments. ATE is the root mean square error (RMSE) and RTE is the average of the ATE in the predefined time interval. A single GPU (Nvidia GeForce GTX 1080 Ti with 11 GB GDDR5X memory) has been used for training all the models. We have used the same parameters as [14]. However, each model has been trained for 300 epochs.

D. Model performance on Ronin Method

Table III shows the gist conclusion of the implementation. The performance of the networks on different datasets has been presented. Out of each dataset, sample trajectories from the test set have been chosen and the performance of all the networks has been depicted in figures 4 and 5. Unseen trajectories are those subjects that are not included during the training stage. For the PX4 dataset, the subjects are recorded from different people and considered unseen subjects. As it can be seen from the figures and the table, the proposed model outperforms the state-of-the-art edge device-friendly architectures in terms of accuracy.

E. Model Efficiency on Edge devices

We implemented the test section of the RONIN method with the proposed dataset on the edge devices to evaluate the performance of all models in real-time implementation. For doing so, the TensorFlow lite version of all the models has been created. For Pytorch models, we used the ONNX library which is a third-party library to convert a deep learning model from Pytorch to Keras version. However, for experimental results, we used the models of our Keras implementation. Galaxy S10 cellphone has been used. This application also contains the method using ARCore API for collecting the dataset. Table III shows the latency inference and the TensorFlow lite model size of each model as well as the proposed model. The inference time of the proposed model and its size is less than other networks which show its ability to preserve more energy and capability of real-time implementation.

VI. CONCLUSION

This paper introduces a new architecture for inertial navigation using the sequence of imu measurements. neural inertial navigation methods are the most reliable method to perform navigation and positioning. The performance of these methods highly depends on the capacity of the neural network. More importantly, since the ultimate goal is to perform the navigation on edge devices, the efficiency of the architecture is important for real-time implementation. An accurate and efficient network was proposed in this paper. A new method for collecting a dataset was introduced and the code was shared that allows anyone with a cellphone to collect a dataset for further research. An empirical study was done by implementing and harnessing a one-dimensional version of edge device-friendly state-of-the-art convolutional neural networks for inertial navigation purposes. All the code was shared for modification to enhance further research.
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