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Abstract
In this paper, we reassess claims of human parity and super human performance in machine translation. These terms have already been discussed, as well as the evaluation protocols used to achieve these conclusions (human-parity is achieved (i) only for a very reduced number of languages, (ii) on very specific types of documents and (iii) with very literal translations). However, we think it is necessary to consider these questions again. We show that the terms used are themselves problematic, and that human translation involves much more than what is embedded in automatic systems. We also discuss ethical issues related to the way results are presented and advertised. Finally, we claim that a better assessment of human capacities should be put forward and that the goal of replacing humans by machines is not a desirable one.
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1. Introduction
Machine translation (MT) has recently achieved impressive results. Thanks to the success of deep learning approaches, state of the art systems have been made available online, which translate quite accurately between a large variety of languages (Bojar et al., 2018; Barrault et al., 2019), although differences from one language to the other remain important. This success is clear, it has been widely acclaimed and end-users can feel this progress very directly in their everyday life. Whereas previous systems were providing translations that needed to be heavily revised and corrected, recent systems provide decent and readable translations most of the time. Of course, the quality depends on a lot of parameters, among others the language pair considered, the type of text and the required quality of the final result. Following this success, several teams have claimed to have reached super human performance for different pairs of languages. The term “human parity” (Hassan et al., 2018) and even “super-human performance” (Barrault et al., 2019) have been used for example in the context of the Workshop on Machine Translation (WMT) evaluation campaigns. This means that MT is supposed to be equal or even to have surpassed the quality of human translation, at least in this context. Practically, during the evaluation, the translation produced by a machine was regularly preferred to the one obtained from a professional translator.

This sounds impressive, but should be discussed further and put into perspective. In this paper, we claim that the term “human parity” and, moreover, “super human performance” are misleading, in that they concern only very specific types of texts, for a very limited number of languages, in very specific conditions. Authors of course mention this when they discuss their results, see for example (Hassan et al., 2018), but paper titles, and thereafter headlines in the press, leave apart these as details, making the general public confused about the real state of the art.

Although our concerns are not new and have already been detailed by different authors, especially (Toral et al., 2018; Toral, 2019; Toral, 2020; Läubli et al., 2018; Läubli et al., 2020), we think it is important to discuss them again, as these terms are themselves problematic. They are reproduced in the media for a general audience without much care, as if MT was a solved task, at least between some languages, whereas it is clear that performance varies a lot from one domain to the other, or from one type of text to the other. MT is not a solved task and has not reached human parity between any language pair (although some results obtained in evaluation conferences on specific data from specific domains may suggest the opposite).

We first describe previous work (Section 2), before detailing why we think it is not really appropriate to claim that MT has achieved “human parity” for some language pairs (Section 3). Finally we show that the notion of usability, especially the interaction between MT and translators (through the post-editing process) is a more fundamental concept that should be better taken into account (Section 4).

1See for example: “English to German: Facebook-FAIR achieves super-human translation performance; several systems are tied with human performance.” (Barrault et al., 2019)

2For example, in the tech magazine TechRadar: “Microsoft’s new AI translates Chinese-to-English as well as a human translator” https://tinyurl.com/2mctxzvc
2. Previous Work

The terms “human parity” and “super human performance” have been used in the Machine Translation community, especially in the framework of the WMT conferences.

Toral et al. (Toral et al., 2018) have demonstrated several shortcomings in the WMT evaluation. The main issues are that the translations to be evaluated were sometimes based on problematic source texts. For example, in some cases, the source text was itself a translation from another language, which entails biases, like issues with phrasing and idiomaticity, and is thus not considered appropriate for evaluation. Another issue is that evaluators were not always professional translators (evaluators include participants themselves, and often remote crowd-workers or “turkers” who tend to prefer calque or word-to-word translation, even if it is not fluid, compared to a professional translation where the translator has appropriately transposed an idea or a concept through a less direct translation). Regarding the latter, it should be noted that the perception of translation quality varies according to the evaluator (i.e. end-users vs MT developers vs professional translators), although professional translators tend to achieve higher inter-annotator agreement (Toral et al., 2018). It is, however, possible that the non-experts used for the task were actually closer to the target audience for the type of texts being evaluated (news translation) than professional translators.

The problems observed during the 2018 WMT evaluation campaign were partially corrected in 2019 (Toral, 2019). Other potential problems in the type of evaluation performed at the WMT event remain: the evaluation proceeded by text segment, and thus cannot really take into account the text as a coherent whole, see for instance (Läubli et al., 2018) (Läubli et al., 2020) come to similar conclusions when reassessing the findings of (Hassan et al., 2018); they show that “perceived quality in human evaluation depends on the choice of raters, the availability of linguistic context, and the creation of reference translations.” Some efforts are now made to better take into account the translation context (i.e. the larger text) and achieve better evaluations. (Läubli et al., 2020) in particular propose a set of 5 recommendations to avoid the issue of over achievement claims (these 5 recommendations are: (R1) Choose professional translators as raters; (R2) Evaluate documents, not sentences; (R3) Evaluate fluency in addition to adequacy; (R4) Do not heavily edit reference translations for fluency; (R5) Use original source texts).

Whereas these recommendations are a progress in the field (and claims of human of super-human performance have been less frequent these last months), we think that even if the comparison between humans and machine is legitimate to a certain extent, the obtained result is not the same and this comparison may just be misleading when it is just based on purely informative texts (like news). It should also be noted that translation quality assessment is performed very differently depending on the context (research oriented vs industrial oriented for example) and this should be taken into account in comparative experiments.

Lastly, one should note that we do not address machine translation for under-resourced languages in this paper, a domain in which human expertise is still highly valued. It is however quite important to keep this in mind when addressing the place of humans in the current research paradigm (NMT works well for 20-30 languages, and the most popular online systems are available for 100+ languages but bilingual training corpora are then rare. This should be compared to the circa 7000 languages existing in the world).

3. Does it Make Sense to Speak of “Human Parity”??

Fundamentally, the whole idea of “super-human performance” is in our opinion problematic, since translations are difficult to evaluate and to compare, especially when they do not contain clear mistakes. It also gives the impression that MT is a problem solved, at least for some languages (and, if the results are said to be “super-human” for some languages, one can assume that automatic systems will soon be better than humans for a large number of other languages). A quick look at current systems clearly shows that we are still far from any “human parity”.

3.1. MT Produces Very Literal Translations

Neural machine translation generally works at the sentence level, although more and more systems try to go beyond the sentence boundary to take a larger context into account, see for example (Popel et al., 2019) (Popel et al., 2020). It was already the case with statistical MT (and segment-based MT) (Koehn, 2009), but this previous approach suffered a lot from a more fundamental issue, since it had to assemble different fragments of texts that were not always fully compatible, hence the frequent problem with ill-formed sentences within this research paradigm. NMT, by directly manipulating representations at the sentence level, thanks to transformers (Vaswani et al., 2017), does not suffer so much from this kind of problems.

However, it should be noted that, despite these recent advances in the field, machine translations remain quite literal, see for example (Fonteyne et al., 2020). This is due to the approach itself: NMT is still mainly based on knowledge inferred from large collections of parallel data, where one sentence in the source language corresponds to one sentence in the target language. From this point of view, NMT is a direct continuation of the previous segment-based approaches. Equivalences between languages are found inside the sentence at a more or less local level, despite recent attempts to integrate a wider context in the process. The statistical nature of NMT also favours standard trans-
lations over more original ones. Moreover, NMT does not include reformulation or paraphrase modules that would allow the system to produce more varied or more global decisions (for example, human translators choose some translation equivalencies depending on the context and the situation, cf. “(human) translators can adapt word choice according to different communicative demands and circumstances of language use” (Frankenberg-Garcia, 2021). All this explains why, despite powerful architectures based on transformers and accessing the whole sentence in one go, translations remain literal and based on local equivalencies. The consequence is an accurate but very literal way of translating, that is not always convenient. This especially explains the large discomfort and disdain expressed by professional translators, especially when the target is a rather elaborate text. The question is not to translate literature, but even for articles in newspapers, NMT is often judged too literal.

3.2. MT Works better on Purely Informative Texts

As we have just seen, the nature of the text to be translated plays a major role. Evaluations (and especially the annual WMT evaluations, within the workshop on machine translation) have shown that performance is now comparable with those of humans for some language pairs. However, this evaluation has been traditionally performed on short news, i.e. informative texts written in a direct and simple style so that they can be easily re-used by journalists to write more complete articles. The content of such texts can be translated quite literally and generally does not require much rephrasing in the target language (Reiss, 1981). This is highly specific, and does not cover the full range of needs and types of text one may need to translate.

The WMT conferences organizers are aware of the problem and have recently introduced different tasks and different types of texts appropriately. However, the main evaluation (and claims of human parity performance) are still based on the main track concerning news translation. It is however interesting to have a look at the different test suites and changes of domain to examine how robust the systems are.

When one looks at other tasks, results are mixed and predictable issues appear with terminology and domain specific phrasing. For example, for WMT 2019, a sub-task consisted in translating “audit reports and agreements from English to Czech, without domain adaptation (Vojtěchová et al., 2019).” Although “syntax and overall understandability was scored on par or better than the human reference”, “Terminological choices [were] a little worse” (Barrault et al., 2019). On the other hand, “the micro-study on agreements reveals that even very good systems produce practically useless translations of agreements because none of them handles document specific terms and their consistent translations whatsoever.” (idem) Audit agreements are still technical texts and are not literature. Beyond terminological problems, other issues can be observed in more complex types of documents concerning syntax and semantics.

3.3. Super Human just does not Make Sense

Toral (2020) explains that the term “super-human” actually refers to recent advances in artificial intelligence, especially games like Go, where the machine can play against itself and, in doing so, can develop new and original strategies (these strategies are now studied by humans and are very different from anything proposed so far). Alpha Go, the program developed by DeepMind, beat the world champion of Go, Lee Sedol, in 2016 and has continued improving since. From this point of view, one can say that artificial intelligence-based Go programs are indeed ‘super-human’. But the rules of Go are simple compared to the complexity of languages (the complexity of Go is mainly related to the number of possibilities at each stage of the game), and at least in the end, it is easy to see who has won. With language, and especially translation, there is nothing to win and no unique solution.

It should also be emphasized that the term “human parity” is problematic by itself, since MT works very differently from humans. Human translation involves understanding the text on two levels, i.e. establishing relations between elements of the text themselves (text internal cohesion) and correspondences between elements of text and the real world (discourse external coherence). While the machine can reasonably be expected to handle issues of text cohesion at some point, discursive coherence is out of its reach, since it requires knowledge of the world.

It is also clear that most current systems work at the sentence level and are, for instance, very bad at dealing with pronouns, when the source and the target language differ in this respect (“Most MT systems at the sentence-level do not have access to adequate context that may be required for the translation of pronouns” (Jwalapuram et al., 2020), see also (Sennrich, 2018). Note however some preliminary attempts to address the problem, like in (Luong and Popescu-Belis, 2016) or (Fu et al., 2019). For example, when the source language only has one gender and the target language different pronouns for masculine and feminine, one gender has to be chosen, often at random, by the translation system, which is thus often wrong. This kind of mistake is frequent for any decision the system has to make that involves a context larger than a single sentence. This is thus understandable (and probably negligible from a statistical point of view in a BLEU score), but should prevent the use of terms like “human parity”.

4. Putting Humans back in the Loop

We have shown in the previous sections that it does not really make sense to speak of human parity when eval-
4.1. NMT and Human Invisibilization

We have seen in the previous section that several studies (esp. (Toral et al., 2018) Toral, 2020) reassessed claims of human parity and highlighted that this is only true for certain types of texts, especially news. Although all studies outline that evaluation on other domains and languages that the ones addressed in a specific paper (generally centered around a specific language pair) remain to be done (Hassan et al., 2018), all are optimistic about generalization capabilities. However practical experiments have shown that generalizing performance beyond the news domain is far from obvious. A famous example is the translation of the book Deep learning (Goodfellow et al., 2016) from English to French using NMT techniques, that has been widely advertised in the press as having been done automatically and praised as an astonishing success (which is undoubtedly the case). The process was in fact far from being fully automatic. A large amount of time had to be devoted to the preparation of the data for i) marking in the text technical zones that should not be translated (like pseudo-code and algorithms) and ii) manually translating technical terms (a dictionary of 200 technical term was manually elaborated before translation). The automatic translation of the rest of the text was also not perfect, as explained in (Escribe, 2019): “category shifts and paraphrasing seem to be procedures that the NMT system did not implement, which sometimes caused the output to be too literal”. All this was largely ignored by the press, leading to the impression that a whole manuscript: There are lots of contexts in which texts would nevertheless interesting as an example of translation of a complex and technical text, whose length was also remarkable. Instead of “Invisibilizing” human work to prepare the data and revise the automatic translation, everybody would have benefited from putting this forward as a successful collaboration between humans and machines in the domain of translation.

4.2. NMT and Human Creativity

If NMT can accurately translate different kinds of texts, why not try with literature? Some experiments have recently been done in this domain (Toral et al., 2020). Taking the same idea as a starting point, (Fonteyne et al., 2020) evaluate a translation obtained using a standard NMT system (their corpus being the translation from English to French of a novel from Agatha Christie). They report issues like ‘mistranslation’, and problems with ‘coherence’ and ‘style & register’, according to a specific taxonomy developed for this purpose. Moreover, the problem is maybe more fundamental than this kind of evaluation suggests. Machine translation, by providing accurate translations of informational texts, leads to think that even literary translation is within reach. But NMT may just lack fundamental features of literary translation, precisely the ones put forward in (Fonteyne et al., 2020): an explicit encoding of coherence, style and register for example, even if recent systems try to integrate discourse features in the translation process (Sennrich, 2018). Note that the notion of literary translation is in itself very imprecise: the translation of poetry is certainly out of reach, whereas the translation of some modern prose is probably easier than the translation of complex technical books, full of jargon. Translation quality should also always be discussed. For example, (Matusov, 2019) advocates that NMT could be useful for literature, but observing that “the quality is often high enough to understand and even enjoy the story” seems a very low standard for literature, that precisely goes beyond just transmitting information. As we see, discussing human parity does not make much sense if one does not also discuss style and creativity in a broader context. Here again, everybody would gain in having a deeper analysis of analogies and differences in ways of reasoning between machines and humans (whatever reasoning could mean for a machine).

4.3. NMT and Human translators

As we have seen, terms like “human parity” and “super human parity” are problematic because they suggest that machines can replace humans (this is explicitly stated in (Popel et al., 2020) for example: “deep learning may have the potential to replace humans in applications where conservation of meaning is the primary aim”). This may have some advantages, from a certain point of view. First, and even if this is obvious, it needs to be reminded: There are lots of contexts in which texts would
not be translated and thus would not be accessible by people who do not know the target language. Machine translation makes these texts accessible, and this is certainly a good thing. On the other hand, machines have the potential to reduce time and costs, and of course, they already replace humans in some contexts, for example MT agencies already widely use NMT (and humans then more and more intervene as post-editors, and not as pure translators) (Koponen, 2016). But should this really be seen as a desirable feature? This situation leads to an understandable apprehension from translators, as detailed in (Breyel and Grass, 2019): “there is a fear for translators of losing their jobs or seeing the price of their work drop. There is also a reluctance of professional translators towards post-editing”, this reluctance being mainly due to the fact that “post-editing is considered an alienating activity devoid of creativity.” One can advocate that this is unavoidable and just corresponds to the evolution of techniques, like power looms automated the textile industry and led to less weavers during the 19th century, but the implication of this state of affairs should be discussed in detail. The idea that technology can replace humans cannot be put forward as a success without some precautions and some discussion.

The complex relations between AI and the future of work is a question that goes beyond the scope of this paper (Benhamou, 2020). It would be interesting to study more precisely if automatic translation is just a threat for translators, or if it can also open new doors by decreasing the cost of translation (for example for publishers who cannot afford to translate all their books, but could use MT to evaluate the potential of some books in a given language). The minimum is at least to consider these questions seriously and not just put forward the replacement of humans as an unquestionable desirable advantage of technology.

5. Conclusion

In this paper we have shown why terms like “human parity” or “super human performance” are misleading and do not bring much benefit to the evaluation process. We have examined several important features to consider, like the type of texts used for evaluation and the literal (vs idiomatic) nature of the foreseen translations. Finally, we propose to better take into human aspects in the evaluation process, and in particular try to see how human can be integrated, rather than just replaced by machines. Humans play an important role for MT, especially in operational contexts, for example by providing an expertise in the preparation of the data, establishing the terminology of a domain and correcting MT output during the post-editing phase. All this should be valued and the goal of NMT should not be to replace humans in the first place.
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