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In this paper we investigate further the tableaux system for a deontic action logic we presented in previous work. This tableaux system uses atoms (of a given boolean algebra of action terms) as labels of formulae. This allows us to embrace parallel execution of actions and action complement, two action operators that may present difficulties in their treatment. One of the restrictions of this logic is that it uses vocabularies with a finite number of actions. In this article we prove that this restriction does not affect the coherence of the deduction system; in other words, we prove that the system is complete with respect to language extension. We also study the computational complexity of this extended deductive framework and we prove that the complexity of this system is in PSPACE, which is an improvement with respect to related systems.

1 Introduction

Tableau systems [23][14][10] are practical proof systems that are representative of an important stream of research in automated theorem proving [9]. The basic idea behind these kinds of proof systems is proving by refutation, i.e., to prove a formula $\varphi$, we start with $\neg \varphi$ and then we try to derive a contradiction using the rules provided by the logical system. Usually, if a formula is not provable, we get a counterexample (a model which satisfies the negation of the formula). Several tableau systems have been proposed for logics used in computer science, some examples are: dynamic logics [21][13], modal logics [10][18] and temporal logics [14][7].

In [4] we introduced a tableaux method for the deontic action logic presented in [5]; this logic is a modal action logic [16] which uses boolean operators on actions (parallel execution and complement of actions) as well as the standard deontic predicates over actions, i.e., permission, obligation and prohibition. We have proposed this logic for reasoning about fault-tolerant programs [5]; the deontic predicates seem suitable to formalize concepts such as fault, violation, and fault-recovery. Some intuitions and examples of the use of this logic in specification and verification of fault-tolerant systems are shown in [3].

We believe that tableau methods can help us provide automated theorem provers for this logic, enabling automation of the analysis of software specifications.

In this paper we extend the system presented in [4] and present further results. In particular, we redefine the rules of the system in such a way that the method for checking formula validity is in PSPACE, and we prove that the restriction to finite action vocabularies does not affect the completeness of the method. This was not proven in the paper cited above. In technical words, we consider a finite number of actions in vocabularies; this implies that extending the vocabularies may affect the validity of formulae, for instance, we may add some extra actions in a vocabulary that may introduce new scenarios in a model
that could falsify a formula that has been proven valid for the original vocabulary. We provide a formal machinery to tackle this problem; corollary 2 of section 4 states that there is a bound on the number of actions to be considered when proving the validity of formulae. More precisely, given a formula, we can calculate the number of actions that we must consider in the vocabulary to prove its “global” validity (i.e., its validity in every vocabulary). Having a finite number of actions has some theoretical benefits, for instance, this implies that the underlying algebra of action is atomic, and these atoms can be used as labels of formulae to build canonical models. This also implies that the logic is compact in contrast with similar logics. We discuss this in section 2.1. Furthermore, in section 5 we study the complexity of this tableaux system and we show that the system is in PSPACE, that is, it is aligned with the complexity of most modal logics. Interestingly, most of the dynamic logics with boolean operators proposed in the literature are EXPTIME-Complete.

The paper is organized as follows. In the next section we give a brief description of the deontic action logic. In section 3 we introduce the tableaux system for this logic together with the basic properties of this system. In section 4 we prove some theorems about how formula validity is preserved when the vocabulary is extended. Finally, in section 5 we investigate the complexity of the methods proposed below, and then we discuss some conclusions.

2 Background

Deontic action logics [19, 2, 16] (also called dynamic deontic logics) are modal action logics [16, 15] with deontic predicates over actions. These logics can be classified as “ought-to-do” deontic logics, since the deontic operators are applied to actions, in contrast to “ought-to-be” logics where deontic operators are applied to predicates. For example, the standard deontic system KD [6] is an “ought-to-be” deontic logic. In this section we describe, briefly, the deontic logic (called DPL) presented in [5]; for further details, the reader is referred to that paper.

The language of the logic is given by a vocabulary $V = \langle \Delta_0, \Phi_0 \rangle$, where $\Delta_0$ is a finite set of primitive actions (denoted by $a, b, c, d, ...$), and a set $\Phi_0$ of primitive propositions (denoted by $p, q, s, ...$). Using these two sets one can build complex formulae by employing the modal connectives, the deontic predicates and the boolean operators over actions. The set $\Delta$ of action terms and the set $\Phi$ of formulae over $V$ are described by the following grammars:

$$
\alpha ::= a_i \mid \alpha \sqcap \alpha \mid \alpha \sqcup \alpha \mid \overline{\alpha} \mid \emptyset \mid U
$$
$$
\varphi ::= p_i \mid \neg \varphi \mid \varphi \rightarrow \varphi \mid P(\alpha) \mid P_w(\alpha) \mid [\alpha] \varphi \mid \alpha_1 =_{act} \alpha_2
$$

where $a_i \in \Delta_0$. $\alpha_1 \sqcup \alpha_0$ is the non-deterministic choice between actions $\alpha_1$ and $\alpha_0$, $\alpha_1 \sqcap \alpha_2$ is the parallel execution of actions $\alpha_1$ and $\alpha_2$, $\overline{\alpha}$ denotes the execution of an alternative action to $\alpha$, $\emptyset$ is an impossible action and $U$ denotes the execution of any action. In addition to the standard boolean connectives, we have the following formulae: $[\alpha] \varphi$ asserts that after any execution of $\alpha$, $\varphi$ is true; and $\alpha_1 =_{act} \alpha_2$ states that actions $\alpha_1$ and $\alpha_2$ are equal. We consider two permission predicates: $P_w(\alpha)$ is called weak permission; it is true when $\alpha$ is allowed to be executed in some scenarios. On the other hand, $P(\alpha)$ is called strong permission; this formula is true when $\alpha$ is permitted to be executed in any scenario. The two versions of permission can be found in the deontic literature. Using permissions, we introduce other deontic operators such as obligation, prohibition, etc. Note that in this logic the interpretation of deontic predicates is independent of the modal operators (they have a different interpretation in the semantic structures), whereas in related work (e.g., [19, 2]) the deontic operators are reduced to modal formulae.
Let us briefly introduce the semantics of the logic with some remarks:

**Definition 1 (structures)** Given a vocabulary $V = (\Phi_0, \Delta_0)$, a $V$-Structure is a tuple $M = (\mathcal{W}, \mathcal{R}, \mathcal{E}, \mathcal{I}, \mathcal{P})$ where:

- $\mathcal{W}$ is a set of worlds;
- $\mathcal{R}$ is an $\mathcal{E}$-labeled relation between worlds, s.t., if $(w, w', e) \in \mathcal{R}$ and $(w, w'', e) \in \mathcal{R}$, then $w' = w''$;
- $\mathcal{E}$ is a non-empty set of (names of) events.
- $\mathcal{P} \subseteq \mathcal{W} \times \mathcal{E}$ is a relation which indicates which event is permitted in which world;
- $\mathcal{I}$ is a function s.t. for every $p \in \Phi_0 : \mathcal{I}(p) \subseteq \mathcal{W}$ and for every $\alpha \in \Delta_0 : \mathcal{I}(\alpha) \subseteq \mathcal{E}$.

$I$ has to satisfy the following properties:

I.1 For every $\alpha_i \in \Delta_0$: $|\mathcal{I}(\alpha_i) - \bigcup \{\mathcal{I}(\alpha_j) | \alpha_j \in (\Delta_0 - \{\alpha_i\})\}| \leq 1$.

I.2 For every $e \in \mathcal{E}$: if $e \in \mathcal{I}(\alpha_i) \cap \mathcal{I}(\alpha_j)$, where $\alpha_i \neq \alpha_j \in \Delta_0$, then:

$$\cap \{\mathcal{I}(\alpha_k) | \alpha_k \in \Delta_0 \land e \in \mathcal{I}(\alpha_k)\} = \{e\}.$$

I.3 $\mathcal{E} = \bigcup_{\alpha_i \in \Delta_0} \mathcal{I}(\alpha_i)$.

We can extend the function $\mathcal{I}$ to well-formed formulae and action terms as follows:

- $\mathcal{I}(\lnot \varphi) \defeq \mathcal{W} - \mathcal{I}(\varphi)$,
- $\mathcal{I}(\varphi \rightarrow \psi) \defeq \mathcal{I}(\lnot \varphi) \cup \mathcal{I}(\psi)$,
- $\mathcal{I}(\alpha \sqcup \beta) \defeq \mathcal{I}(\alpha) \cup \mathcal{I}(\beta)$,
- $\mathcal{I}(U) \defeq \mathcal{E}$,
- $\mathcal{I}(\alpha \sqcap \beta) \defeq \mathcal{I}(\alpha) \cap \mathcal{I}(\beta)$,
- $\mathcal{I}(\lnot \alpha) \defeq \mathcal{E} - \mathcal{I}(\alpha)$,
- $\mathcal{I}(\emptyset) \defeq \emptyset$.

Note that here we do not follow the traditional approach of interpreting each action as a relation (e.g., see [12]); instead we interpret each action as a set of “events”, the events in which it “participates in” during its execution. Then, the action combinators are interpreted as the classical boolean set operators. Note that the restrictions on models (I.1 and I.2) imply that we have one point sets in the family of the event sets, i.e., intuitively every “event” is produced by a combination of actions in our systems (system actions and environmental actions). (So, events can be seen as collections of actions to be executed in parallel.) Then, if we take a maximal set of actions, the execution of this set only produces an event in our system; in other words, this set of actions is complete in the sense that they describe unambiguously one event in the system execution. We have presented a sound and complete axiomatic system for this logic in [5]. Given a structure $M = (\mathcal{W}, \mathcal{R}, \mathcal{E}, \mathcal{I}, \mathcal{P})$, we define the relation $\models$ between worlds, models, and formulae, as follows:

- $w, M \models p \iff w \in \mathcal{I}(p)$.
- $w, M \models \varphi \rightarrow \psi \defeq \text{not } w, M \models \varphi \text{ or } w, M \models \psi$.
- $w, M \models \lnot \varphi \iff \text{not } w, M \models \varphi$.
- $w, M \models \alpha =_{\text{act}} \beta \iff \mathcal{I}(\alpha) = \mathcal{I}(\beta)$. 

\[ w, M \models [\alpha] \varphi \iff \text{for all } w' \in W \text{ and } e \in \mathcal{I}(\alpha) \text{ if } w \xrightarrow{e} w' \text{ then } w', M \models \varphi. \]

\[ w, M \models P(\alpha) \iff \text{for all } e \in \mathcal{I}(\alpha), P(w, e) \text{ holds.} \]

\[ w, M \models P_w(\alpha) \iff \text{there exists some } e \in \mathcal{I}(\alpha) \text{ such that } P(w, e). \]

For the other standard formulae the definition is as usual.

### 2.1 Related Logics

We make a brief digression to compare the logic presented above with related formalisms. Boolean Modal Logic \([12, 1]\) combines modal operators with boolean operators over actions. In this logic a relational semantics is provided: each action is interpreted as a relationship in the semantic structures. In this setting, the universal action is interpreted as the universal relationship between states or worlds. In the logic presented above, the universal action is relative to the actual state, that is, this action characterizes all the reachable states from a given state, and therefore the complement is also relative to the actual state. As it is argued in \([2]\), relative complements are more useful when reasoning about computer systems. To the authors’ knowledge, no tableau systems have been proposed for boolean modal logic with relative complement.

It is worth remarking that in our logic the existence of boolean atoms in the boolean algebra of actions allows us to express exactly which actions are involved in a given transition: each atomic action denotes exactly one event. This allows us to prove the strong completeness of the logic and therefore we get also the compactness of the axiomatic system presented in \([5]\). BML is not compact; this can be easily proven using the fact that the vocabularies in BML contain an infinite number of actions \([2]\).

On the other hand, Segerberg \([22]\) presents a deontic action logic with boolean operators where permissions are characterized as ideals of the boolean algebra of actions. As shown in \([24]\), the absence of atoms in Segerberg’s logic implies that the so-called closure principle \(\text{(any event is allowed or forbidden)}\) cannot be captured by Segerberg’s logic. In section 5 we compare the time complexity of the tableaux method proposed below with the complexity of the logics referenced in this section.

### 3 A Tableaux System for DPL

In this section we describe the tableaux system introduced in \([4]\). We introduce some minor changes to the original system to be able to improve its complexity (see below); note that formulae are enriched with labels; intuitively, each label indicates a state in the semantics where the formula is true. Labeled systems are usual for many logics and tableaux systems. An introduction to these systems can be found in \([10, 11]\). We adapt these techniques to our modal action logic, showing that deontic operators fit neatly into the system; the duality between the strong and weak permissions resembles the duality between modal necessity and modal possibility. As shown in \([4]\) this system is sound and complete.

A labeled, or prefixed, formula has the following structure: \(\sigma : \varphi\), where \(\sigma\) is a label made up of a sequence of boolean (action) terms built from a given vocabulary. We use the following notation for sequences: \(\langle \rangle\) (the empty sequence), \(x . xs\) (the sequence made of an element \(x\) followed by a sequence \(xs\)); we also use the same notation to denote the concatenation of two sequences.

From here on we consider a fixed vocabulary: \(V = \langle \Phi_0, \Delta_0 \rangle\). We denote by \(\Phi_{BA}\) some complete and decidable axiomatization of boolean algebras \([20]\); If \(\Delta_0 = \{a_1, ..., a_n\}\), we add the equation \(a_1 \uplus \cdots \uplus a_n = U\) to the set \(\Phi_{BA}\). We denote by \(\Delta_0/\Gamma\) the boolean terms over \(\Delta_0\) modulo a set of axioms \(\Gamma\); usually, \(\Gamma\) is an extension of the theory of boolean algebras, i.e., \(\Phi_{BA} \subseteq \Gamma\). We write \(\Gamma \vdash_{BA} t_1 =_{act} t_2\), if
the equation \( t_1 =_{\text{act}} t_2 \) is provable from the boolean theory \( \Gamma \) using equational calculus. This implies that our method depends on some suitable method to decide boolean algebras. Using this notation, we denote by \( At(\Delta_0/\Gamma) \) the set of atoms in the boolean algebra of terms modulo \( \Gamma \cup \Phi_{BA} \) (note that the boolean algebra is atomic because the set of primitive action symbols is finite). In the same way, we denote by \( At_{\subseteq a}(\Delta_0/\Gamma) \) the set of atoms \( \gamma \in At(\Delta_0/\Gamma) \) such that \( \Gamma \vdash_{BA} \gamma \subseteq \alpha \), where \( \subseteq \) is the order relation of the algebra, and \( At_{\subseteq a}(\Delta_0/\Gamma) \) denotes the strict version of this set.

A tableau is an (n-ary) rooted tree where nodes are labeled with prefixed formulae, and a branch is a path from the root to some leaf. Intuitively, a branch is a tentative model for the initial formula (which we are trying to prove valid). Given a branch \( \mathcal{B} \), we denote by \( E\mathcal{Q}(\mathcal{B}) \) the equations appearing in \( \mathcal{B} \).

In figure 1, we introduce a classification of formulae which is useful for presenting the rules of the tableaux calculus (see figure 2). Standard propositional formulae are classified following Smullyan’s unifying notation [10]. We also introduce the less standard classification for deontic formulae. Although the deontic operators are, in some sense, similar to the modal operators, we need to distinguish them; the deontic predicates state properties about transitions, whereas the modal operators state properties about states related to the actual state. Using the above classification of formulae, we can introduce the rules of the tableaux method. In the definition of these rules we use front action of a \( P, N, P_D \) or \( N_D \) formula to refer to the action nearest the root in the syntax tree corresponding to this formula.

The rules of this calculus can be found in figure 2. The rules for standard boolean operators are as usual. Rule \( N \) is standard for \( K \) modal logics [10]; it does not introduce new labels in the branch, but it adds new formulae to labels already in the branch; intuitively, for all (the states denoted by) the labels reachable from the current state, the \( N \) formula must be true. The rule for deontic necessity is similar, but it adds the corresponding deontic formulae to labels already in the branch and for which there is a \( P_D \) formula with the same action in the branch.

Notice the rules \( P \) and \( P_D \) for modal and deontic possibility, respectively; given a \( P \) formula, rule \( P \) creates one branch for each possible execution of the front action in the formula; although the rule for deontic possibility is very similar, note that deontic possibility does not create new labels, because permissions only predicate over transitions. Note that, in these rules, an inequation saying that the action must not be impossible is added in each branch, allowing us to avoid adding labels that cannot exist in the semantics. Finally, rule \( Per \) states that, if an action which is atomic (in the sense that it cannot have different executions, i.e., not participate in different events) is weakly allowed, then it is also strongly

| \( \mathcal{A} \) | \( \mathcal{A}_1 \) | \( \mathcal{A}_2 \) | \( \mathcal{P} \) | \( \mathcal{P}(\gamma) \) | \( \mathcal{N} \) | \( \mathcal{N}(\gamma) \) |
|---|---|---|---|---|---|---|
| \( \sigma : \varphi \land \psi \) | \( \sigma : \varphi \) | \( \sigma : \psi \) | \( \varphi \land \psi \) | \( \varphi \land \psi \) | \( \varphi \land \psi \) |
| \( \sigma : \lnot (\varphi \lor \psi) \) | \( \sigma : \lnot \varphi \) | \( \sigma : \lnot \psi \) | \( \lnot (\varphi \lor \psi) \) | \( \lnot (\varphi \lor \psi) \) | \( \lnot (\varphi \lor \psi) \) |
| \( \sigma : \lnot \varphi \) | \( \sigma : \varphi \) | \( \varphi \) | \( \varphi \) | \( \varphi \) |
| \( \mathcal{B} \) | \( \mathcal{B}_1 \) | \( \mathcal{B}_2 \) | \( \mathcal{P}_D \) | \( \mathcal{P}_D(\gamma) \) | \( \mathcal{N}_D \) | \( \mathcal{N}_D(\gamma) \) |
| \( \sigma : \varphi \lor \psi \) | \( \sigma : \varphi \) | \( \sigma : \psi \) | \( \varphi \lor \psi \) | \( \varphi \lor \psi \) | \( \varphi \lor \psi \) |
| \( \sigma : \lnot (\varphi \land \psi) \) | \( \sigma : \lnot \varphi \) | \( \sigma : \lnot \psi \) | \( \lnot (\varphi \land \psi) \) | \( \lnot (\varphi \land \psi) \) | \( \lnot (\varphi \land \psi) \) |

**Figure 1:** Classification for deontic formulae.
allowed.

We do not state any rule for equality; this is because equality reasoning is implicit in our calculus (see below the definition of boolean closed). For simplicity of the presentation of the concepts, we rule out those formulae of the form: \( [\alpha] [\alpha =_{act} \beta] \). This does not affect the completeness of the method since formulae of this kind are equivalent to formulae where equations do not appear after modalities [5]. Let us introduce the notions of closed, boolean closed, deontic closed and open branch. Keep in mind that a branch is a set of prefixed formulae.

Given a branch \( \mathcal{B} \) and a boolean theory \( \Gamma \), we say that \( \mathcal{B} \) is deontic closed with respect to \( \Gamma \) if it satisfies at least one of the following conditions: (i) \( \sigma : P(\alpha) \in \mathcal{B} \) and \( \sigma : \neg P(\alpha) \in \mathcal{B} \), for some label \( \sigma \); (ii) \( \sigma : P_w(\alpha) \in \mathcal{B} \) and \( \sigma : \neg P_w(\alpha) \in \mathcal{B} \), for some label \( \sigma \); (iii) \( \sigma : \neg P(\alpha) \in \mathcal{B} \) and \( \sigma : P_w(\alpha) \in \mathcal{B} \), for some label \( \sigma \).

Note that we have not included \( \sigma : P(\alpha) \) and \( \sigma : \neg P_w(\alpha) \) as being mutually contradictory; this is because they are not contradictory when \( \Gamma \vdash_{BA} \alpha \equiv_{act} \emptyset \). This fact yields the definition of extended boolean theory:

\[
EQ^*(\mathcal{B}) = \{ [\alpha \cap \beta =_{act} \emptyset] \mid \sigma : P(\alpha), \sigma : \neg P_w(\beta) \in \mathcal{B} \} \cup EQ(\mathcal{B})
\]

It is useful for us to introduce the notion of boolean closed branch; intuitively these branches are inconsistent boolean theories. A branch \( \mathcal{B} \) is boolean closed iff \( EQ^*(\mathcal{B}) \vdash_{BA} \emptyset =_{act} U \), or \( EQ^*(\mathcal{B}) \vdash_{BA} \alpha =_{act} \beta \) and \( \alpha \neq_{act} \beta \in \mathcal{B} \).

Finally, we say that a branch is closed if either it contains a labeled propositional variable \( \sigma : p \) and a labeled negation of it \( \sigma : \neg p \), or it is deontic closed or boolean closed. Note that rule \( N_D \) only takes into account labels that contain a \( P_D \) formula. In [4] this rule creates a labelled deontic formula for each atom of the corresponding action, implying that in that system the space needed in a branch is exponential w.r.t. formula length.

Figure 2: Tableau Rules
4 Completeness with respect to language extension

Recall that vocabularies contain a finite number of primitive actions. This is different from what happens in dynamic logics, where vocabularies have an infinite number of actions. This assumption allows us to obtain atoms in the corresponding boolean algebra of action terms. These atoms are useful for proving completeness and compactness. However, doing this we also constrain our deductive machinery to only take into account a restricted number of actions. Sometimes, we will be interested in proving properties that are valid in every vocabulary, and not only in a particular one. This extension idea then represents situations where we have embedded our component in a larger one with a set of primitive actions extending those of the component.

Consider the formula: $\langle \alpha \rangle \phi \rightarrow [\alpha] \phi$. This formula is not valid, but if we build the tableau for it considering a vocabulary with $a$ as the unique action, the final tree has no open branches. This only shows that this formula is valid for a vocabulary with one primitive action. Intuitively, if we think of a theory as a specification of a computing system, we take the view that the vocabulary describes all the actions that can be executed during a run of the system being specified. Adding more actions to the vocabulary can be understood as incorporating new behavior to the system, or taking into account more actions from the environment (e.g., some additional interaction with the users). Sometimes, we will be interested in proving that some properties are valid in any vocabulary. This has the obvious interpretation that these are properties that are valid for a system and any extension of it.

Summarizing, our specification only gives us a partial picture of a system. Because of this, system properties are hard to verify (using tableaux or other formal systems). After all, perhaps we may not be taking into account some actions important for the property to be proven. The following theorems give us some machinery to address this difficulty. Corollary 2 says that we can verify a property (using tableaux or other formal systems) restricting our attention to a finite number of actions; if for this number of actions, this formula is valid, then it will be valid for any language extension (containing, potentially, any number of actions). Some auxiliary notions are needed and we introduce the concepts of normal form, disjunctive normal form, and existential degree, and then we present the theorems.

The degree of a formula $\phi$ (denoted by $d(\phi)$) is the length of the longest string of nested modalities (taking permission as being of degree 0). For any formula $\phi$ we denote by $Pr(\phi)$ the set of primitive actions appearing in $\phi$. Given a vocabulary $\langle \Delta_0, \Phi_0 \rangle$, we adapt the definition of normal form of degree $n$ given in [8] to our logic. We denote by $F_i$ the set of formulae of normal form of degree $i$, defined as follows:

- $F_0$ is the set of formulae of the form $*\phi_1 \land \ldots \land *\phi_h$, where for each $i$: $\phi_i \in \Phi_0$ or $\phi_i$ is a deontic predicate, and $*$ is $\neg$ or blank.
- $F_{n+1}$ is the set of formulae of the form: $\theta \land *\langle \alpha_1 \rangle \phi_1 \land \ldots \land *\langle \alpha_k \rangle \phi_k$, where $\theta \in F_0$, $\phi_i \in F_n$ for all $1 \leq i \leq k$, $*$ is $\neg$ or blank. ($\theta$ may not appear in the formula, in which case we only consider everything but not $\theta$.)

The set of normal form formulae is $F = \bigcup_{i=1}^{n} F_i$. If a formula is in normal form, we say that it is a NF formula. Any formula of degree $\leq n$ is equivalent to $\bot$ or a disjunction of normal forms of degree $n$:

**Theorem 1** Given a vocabulary $V$ and formula $\phi$ of degree $\leq n$, either there exist NF formulae $\phi_i$ of degree $n$, such that $w, M \models \phi \leftrightarrow \lor \phi_i$ for any $V'$-structure $M$ (with $V \subseteq V'$); or there is no $V'$-structure $M$ s.t. $w, M \models \phi$.

**Proof** See the proof given in [8] and use the property $\vdash \langle \alpha \rangle (\phi \lor \psi) \leftrightarrow \langle \alpha \rangle \phi \lor \langle \alpha \rangle \psi$, which is valid in any vocabulary.
Note that, in general, a NF formula can be expressed using the following schema:

\[ \theta \land \Delta \land \bigwedge_{i=1}^{n} \langle \alpha_i \rangle \varphi \land \bigwedge_{j=1}^{m} \neg \langle \beta_j \rangle \psi \]

where \( \theta \) is a conjunction of propositional variables or negations of them, and \( \Delta \) is a conjunction of deontic predicates or negations of them.

If a formula is a disjunction of normal forms, we say that this formula is in disjunctive normal form (or DNF for short). We call \( \varphi \) (or DNF for short). We call \( \varphi \) existential formulae, i.e., existential formulae are those whose semantics is given in terms of an existential quantifier. Given a NF formula \( \varphi \), with \( d(\varphi) = n \), we can define a set of formulae \( SF(\varphi, k) \), for every \( k \leq n \), called the subformulae at level \( k \).

For \( k = 0 \) we define:

- If \( \varphi = \bigwedge_{i=1}^{n} \alpha_i \), i.e., it is a conjunction of propositions or negations of them, then for this case the definition is: \( SF(\bigwedge_{i=1}^{n} \alpha_i, 0) = \bigcup_{i=1}^{n} \{ \ast \alpha_i \} \)
- If \( \varphi = \bigwedge_{i=1}^{n} \alpha_i \land \bigwedge_{k=1}^{m} \neg \beta_k \), i.e., the formula is a conjunction of deontic formulae or negations of them, then we define:

\[
SF(\bigwedge_{i=1}^{n} \alpha_i \land \bigwedge_{k=1}^{m} \neg \beta_k, 0) = \bigcup_{i=1}^{n} \{ \ast \alpha_i \} \cup \bigcup_{k=1}^{m} \{ \ast \neg \beta_k \}
\]

- In the case of a conjunction of propositional formulae and deontic formulae we can use the two definitions above, that is: \( SF(\theta \land \Delta, 0) = SF(\theta, 0) \cup SF(\Delta, 0) \)
- In the general case, we define:

\[
SF(\theta \land \Delta \land \bigwedge_{i=1}^{n} \langle \alpha_i \rangle \varphi_i \land \bigwedge_{j=1}^{m} \neg \langle \beta_j \rangle \psi_j, 0) = SF(\theta) \cup SF(\Delta) \cup \bigcup_{i=1}^{n} \{ \langle \alpha_i \rangle \varphi_i \} \cup \bigcup_{j=1}^{m} \{ \neg \langle \beta_j \rangle \psi_j \}
\]

For the case of \( k > 0 \), we define:

\[
SF(\theta \land \Delta \land \bigwedge_{i=1}^{n} \langle \alpha_i \rangle \varphi_i \land \bigwedge_{j=1}^{m} \neg \langle \beta_j \rangle \psi_j, k + 1) = \bigcup_{i=1}^{n} SF(\varphi_i, k) \cup \bigcup_{j=1}^{m} \neg SF(\psi_j, k)
\]

where given a set \( S \) of formulae, we denote by \( \neg S \), the set containing the negations of the formulae in \( S \). (We also suppose that several negations over a formula are simplified, i.e., instead of having \( \neg \neg p \) we have \( p \).) In some sense, the set \( SF \) indicates which set of subformulae must be true at a given level. We use \( \#_S \) the number of existential formulae in the set \( S \). Using this definition, we can define the existential degree of a NF formula \( \varphi \), denoted by \( D_\exists \), which is defined as follows: \( D_\exists(\varphi) = \max_{0 \leq i \leq n} \{ \#_S(\varphi, i) \} \). We can extend this definition to DNF formulae, as follows: \( D_\exists(\varphi_1 \lor \ldots \lor \varphi_k) = \max \{ D_\exists(\varphi_1), \ldots, D_\exists(\varphi_k) \} \)

Note that function \( D_\exists \) can be extended to cope with any formula: to obtain \( D_\exists(\varphi) \) (where \( \varphi \) may not be a DNF formula) calculate the maximum number of existential subformulae in the same level of the syntax tree of such a formula. Note that this number coincides with the existential degree of an equivalent DNF formula (obtained by using theorem 1).

The idea is to use the sets \( SF \) to define smaller models of \( \varphi \). First, we need to define the notion of \( n \)-reachable. Given a model \( M \) and a state \( w \), we say that a state \( v \) is \( n \)-reachable (or reachable in \( n \)-steps) from \( w \), if there exists a path \( w \xrightarrow{e_1} w_2 \xrightarrow{e_2} \ldots \xrightarrow{e_n} v \) in \( M \). Note that our logic has the unraveling property [1], i.e., if a formula \( \varphi \) is satisfiable in a model \( M \) and state \( w \), we can build a model \( M' \) unraveling \( M \) such that \( w \) and \( M' \) satisfies \( \varphi \) and this new model is a tree, i.e., it does not have cycles. For the following results we restrict our attention to tree models; the unraveling property guarantees that these theorems extend to any other model.
If \( d(\varphi) = n \), then we can define a mapping \( L_w \) from the states reachable in \( M \) from \( w \) in \( n \) or less steps, to the subformulae of \( \varphi \), as follows:

\[
L_w(v) = \{ \psi \in \text{SF}(\varphi,k) \mid v \text{ is } k\text{-reachable from } w \text{ and } v, M \models \psi \text{ with } k \leq n \}.
\]

Using the definition of \( L_w(v) \) we prove that, given a formula \( \varphi \) and a model of this formula, we can define a new model that has an out-degree (the number of transitions coming out of any state) less than or equal to \( D_{\exists}(\varphi) \).

**Theorem 2** Given a NF formula \( \varphi \) and a model \( M = \langle \mathcal{W}, \mathcal{R}, \mathcal{E}, \mathcal{I}, \mathcal{P} \rangle \) over a vocabulary \( V = \langle \Delta_0, \Phi_0 \rangle \), if \( w, M \models \varphi \), then there exists a model \( M_w^0 \) such that \( v, M_w^0 \models L_w(v) \), for every \( v \in \mathcal{W}^0 \) and \( M_w^0 \) has an out-degree less than or equal to \( D_{\exists}(\varphi) \).

**Proof:** First let us define the new model, consider a model \( M = \langle \mathcal{W}, \mathcal{R}, \mathcal{E}, \mathcal{I}, \mathcal{P} \rangle \) over a vocabulary \( V = \langle \Delta_0, \Phi_0 \rangle \) and a NF formula \( \varphi \) (of degree \( n \)) such that \( w, M \models \varphi \). The labeling \( L \) helps us to define a new model \( M_w^0 = \langle \mathcal{W}_w^0, \mathcal{R}_w^0, \mathcal{E}_w^0, \mathcal{I}_w^0, \mathcal{P}_w^0 \rangle \) as follows:

- \( \mathcal{E}_w^0 = \mathcal{E} \).
- We define \( \mathcal{R}_w^0 \) in \( n \) steps:
  - At step 0, choose for each \( (\alpha_i) \varphi_i \in L(w) \) an event \( e_i \) such that \( e_i \in \mathcal{I}(\alpha_i) \) and there exists a state \( v_i \) with \( w \xrightarrow{e_i} v_i \), and \( v_i, M \models \varphi_i \), and define \( \mathcal{R}_0^0 = \bigcup_{e_i} \{ w \xrightarrow{e_i} v_i \} \).
  - At step \( k+1 \), let \( v_1, \ldots, v_m \) be the states \( k \)-reachable from \( w \). For each of these states proceed as was done for state \( w \), and define a relation \( R_{v_i}^k \), and then \( \mathcal{R}_{v_i}^{k+1} = \bigcup_{i \leq m} R_{v_i}^k \).

Finally, \( R_{\mathcal{R}_w^0}^n = \bigcup_{k \leq n} R_{v_i}^k \).

- \( \mathcal{W}_w^0 = \mathcal{W} \).
- \( \mathcal{W}_w^0 = \{ v \in \mathcal{W} \mid v \in \text{Dom}(\mathcal{R}_w^0) \cup \text{Ran}(\mathcal{R}_w^0) \} \).
- \( I_w^0(a_i) = \mathcal{I}(a_i) \), for every \( e_i \). \( \mathcal{I}_w^0(p_i) = \mathcal{I}(p_i) \), for every \( p_i \in \Phi_0 \).

Note that this model has an out-degree (the number of transitions coming out of any state) less than or equal to \( D_{\exists}(\varphi) \), since in each state of the new model, we only have one transition per existential subformula at the corresponding level.

Suppose that \( d(\varphi) = n \); we prove the result by induction. If \( v \) is reachable in \( n \) steps from \( w \), then, by definition, \( L(v) \) only contains propositional variables and deontic predicates, and therefore, by definition of \( M_w^0 \), we have that \( v, M_w^0 \models L(v) \).

If \( v \) is reachable in \( k \) steps (with \( k < n \)) from \( w \), then for each \( (\alpha_i) \varphi_i \) in \( L(v) \) we have an \( e_i \in \mathcal{I}_w^0(\alpha_i) \) such that \( v \xrightarrow{e_i} v' \); by induction we know that \( v', M_w^0 \models \varphi_i \), and therefore \( v, M_w^0 \models (\varphi_i) \).

Now, suppose that \( \neg(\beta_j) \varphi_j \in L(v) \); we know that \( \varphi_j \) is a NF formula, and therefore \( \varphi_j = \psi'_1 \land \ldots \land \psi'_h \), and by definition of SF, we have that \( \neg(\beta_j) \varphi_j \models L(\varphi,k+1) \). Then, if for some \( \varphi_j \) and state \( v' \), we have \( v', M \models \neg(\varphi_j) \), then by induction we have \( v', M_w^0 \models \neg(\psi'_j) \), which implies that \( v, M_w^0 \models (\beta_j) \varphi_j \). This concludes the proof.

Note that \( L_w(w) = \varphi \), and therefore we obtain the following corollary.

**Corollary 1** If \( w, M \models \varphi \), then \( w, M_w^0 \models \varphi \).

Summarizing, given a model of a NF formula \( \varphi \), we can build a new model with branching being at most \( D_{\exists}(\varphi) \). We are close to our original goal; using the model \( M_w^0 \), we define another model over a restricted vocabulary that preserves property \( \varphi \).
Theorem 3 Given a vocabulary $V = \langle \Delta_0, \Phi_0 \rangle$, a NF formula $\varphi$ such that $\Delta_0 > \Pr(\varphi) + D_{\varphi}(\varphi)$, with $d(\varphi) = n$ and a model $M$, if $w, M \models \varphi$, then there is a model $M^*$ over a vocabulary $V^* = (\Pr(\varphi) \cup \{b_1, \ldots, b_{D_{\varphi}(\varphi)}\}, \Phi_0)$ with the $b_i$'s being fresh action terms, such that $w, M^* \models \varphi$.

Proof: First, given a model $M$ over a vocabulary $V = \langle \Delta_0, \Phi_0 \rangle$, we denote by $EQ(M)$ the set of equations true in $M$, and if we have a subset $S \subseteq \Delta_0$, we denote by $EQ^S(M)$ the set of equations built from primitive actions in $S$ which are true in $M$, i.e.,

$$EQ^S(M) = \{ \alpha =_{act} \beta \mid \alpha =_{act} \beta \in EQ(M) \land \alpha, \beta \in T_{BA}(S) \}$$

where $T_{BA}(S)$ denotes the set of boolean terms built from variables in $S$.

Suppose that $D_{\varphi}(\varphi) = c$. If $\#\Delta_0 > \Pr(\varphi) + c$, then we define a model $M^* = \langle W^*, R^*, d^*, I^*, P^* \rangle$ over the vocabulary $V^* = \langle \Delta_0^* = \Pr(\varphi) \cup \{b_1, \ldots, b_c\}, \Phi_0 \rangle$, $b_1, \ldots, b_c$ being fresh primitive actions.

- $d^* = At(\Delta_0^*/EQP(\varphi)(M))$.
- $W^* = W_w^\varphi$.
- For each $v \in W_w^\varphi$ let $\{e_1^v, \ldots, e_k^v\} \subseteq \mathcal{E}_w$ be the set of events such that each $e_i^v$ satisfies either:
  - there exists a state $v_i$ and $v \xrightarrow{e_i^v} v_i \in R_w^\varphi$, or
  - there is a $P_w(\alpha_i) \in L(v)$ such that $e_i^v \in \mathcal{I}_w^\varphi(\alpha_i)$ and $P_w^\varphi(v, e_i^v)$, or
  - there is a $\neg P(\alpha_i) \in L(v)$ with $e_i^v \in \mathcal{I}_w^\varphi(\alpha_i)$ and $(v, e_i^v) \notin P_w^\varphi$.

We know that $k \leq D_{\varphi}(\varphi)$, and then define for each such a $e_i^v$ a corresponding event in $d^*$ as follows:

$$e_i^{v^*} = \left( \bigcap_{a \in \Pr(\varphi) \land e_i^v \in \mathcal{I}(a)} a \right) \cap \left( \bigcap_{d' \in \Pr(\varphi) \land e_i^v \notin \mathcal{I}(d')} \overline{d'} \right) \cap \left( \bigcap_{b_j \in \Delta_0^* \land b_j \neq b_i} \overline{b_j} \right) \cap b_i$$

(where we use some enumeration of the fresh $b_i$'s to determine each $b_i$); note that for these $e_i^{v^*}$'s, we have: $e_i^v \in \mathcal{I}_w^\varphi(\alpha) \iff e_i^{v^*} \in \mathcal{I}^*(\alpha)$, for each $\alpha \in T_{BA}(\Pr(\varphi))$. Now we use these $e_i^{v^*}$'s to define:

- $R_v = \{ v \xrightarrow{e_i^{v^*}} v_i \mid v \xrightarrow{e_i^v} v_i \in R_w^\varphi \}$.
- $P_v = \{ (v, e_i^{v^*}) \mid P_w^\varphi(v, e_i^v) \}$.\)

Using these sets defined for each state $v$, we define:\

$$\mathcal{P}^* = \left( \bigcup_{v \in W^*} \mathcal{P}^v \right) \cup \{ (v, e) \mid v \in W^* \land P(\alpha) \in L(v) \land e \in \mathcal{I}^*(\alpha) \}.$$\

- Define $\mathcal{I}^*(\alpha) = \{ [\gamma] \mid [\gamma] \models_{BA} \gamma \subseteq a_i \}$, for every $a_i \in \Delta_0^*$.
- Define $\mathcal{I}^*(p_i) = \mathcal{I}_w^\varphi(p_i)$, for every atomic proposition $p_i$.

Let us prove that this new model preserves properties of $L$.

By the theorem above, we have that $w, M_w^\varphi \models \varphi$. As explained above, if we prove that $v, M^* \models L(v)$ for every $v$, we have that $w, M^* \models \varphi$. For the states reachable in $n$ steps, we have that $L(v)$ contains only propositional variables or deontic predicates; for the propositional predicates, the result is trivial. Now, suppose that $P(\alpha) \in L(v)$, then $v, M_w^\varphi \models P(\alpha)$, and then $v, M^* \models P(\alpha)$, by the definition of $M^*$. If $P_w(\alpha) \in L(v)$, then $v, M_w^\varphi \models P_w(\alpha)$, and therefore there exists an $e_i \in \mathcal{I}_w^\varphi(\varphi)$ such that $P_w^\varphi(v, e_i)$, but for this $e_i$ we have a corresponding $e_i^{v^*}$ such that $(v, e_i^{v^*}) \in \mathcal{P}^*$ and $e_i \in \mathcal{I}^*(\alpha)$, and therefore $v, M^* \models P_w(\alpha)$. If $\neg P(\alpha) \in L(v)$, then we have an $e_i \in I_w^\varphi$ such that $\neg P(v, e_i)$; for this $e_i$, we have an $e_i^{v^*} \in \mathcal{P}^*$ and by definition of $\mathcal{P}^*$ we have $\neg \mathcal{P}^*(v, e_i^{v^*})$, since $\neg \mathcal{P}_w^\varphi(v, e_i)$ and $P(\alpha) \notin L(v)$, otherwise $L(v)$ is inconsistent. Therefore, $v, M^* \models \neg P(\alpha)$. If $\neg P_w(\alpha) \in L(v)$, then we have have $\neg \mathcal{P}_w^\varphi(e_i, v)$ for every $e_i \in \mathcal{I}^*(\alpha)$; if we
have $P(\alpha) \in L(v)$, then $\alpha =_{act} \emptyset$, an equation which is also true in $M^*$ and therefore $v, M^* \models \neg P_w(\alpha)$. If $\alpha \neq_{act} \emptyset$, then $P(\alpha) \notin L(v)$, and there is no way to introduce a tuple $(\nu, e_i^j)$ in $\mathcal{P}^*$, so $v, M^* \models \neg P_w(\alpha)$.

Now, suppose that $v$ is reachable in $k < n$ steps from $w$; for the deontic predicates and propositional variables the proof proceeds as before. If $(\alpha_i) \phi_i \in L(v)$, then $v, M^\phi \models (\alpha_i) \phi_i$, and so there is an $e_i \in \mathcal{S}_w^\phi(\alpha)$ such that $v \xrightarrow{e_i} v_i$ and $v_i, M^\phi \models \phi_i$. Using induction we get $v_i, M^* \models \phi_i$, and we have, by definition of $M^*$, that $v e_i^j \xrightarrow{v_i}$ this implies that $v, M^* \models (\alpha_i) \phi_i$. If $\neg (\beta_j) \psi_j \in L(v)$, then $v, M^\psi \models \psi_j$, which means that for all $e_i$ such that $e_i \in \mathcal{S}_w^\psi(\beta_j)$ and $v \xrightarrow{e_i} v_i$, we have $v_i, M^\psi \models \neg \psi_j$. Since $\psi_j$ is a NF formula, it is a conjunction of formulæ, i.e., $\psi_j = \psi_j^1 \land \cdots \land \psi_j^m$, and, for some of these $\psi_j$’s, we have $v, M^\psi \models \neg \psi_j^j$, and by definition of $L$ we have $\neg \psi_j^j \in L(v^{'})$ and therefore, by induction, $v^{'}, M^* \models \neg \psi_j^j$, which implies $w, M^* \models \neg (\beta_j) \psi_j$. The theorem follows.

Thus, $D_3(\varphi)$ gives us a bound for the number of new primitive symbols that we need to verify a given formulæ. From this theorem we get the following corollary:

**Corollary 2** For any DNF formulæ $\varphi$ with $D_3(\varphi) = n$, if we have a vocabulary $V = \langle \Delta_0, \Phi_0 \rangle$ and a model $M$ of $V$ such that $w, M \models \varphi$, then there exists a model $M'$ of a vocabulary $V' = \langle \text{Pr}(\varphi) \cup \{b_1, \ldots, b_k\}, \Phi_0 \rangle$ such that $w', M' \models \varphi$ and $k \leq n$.

**Proof.** Suppose that $w, M \models \varphi$ for some $M$ over a vocabulary $V$. Since $\varphi$ is in DNF, we know that $\varphi = \varphi_1 \lor \cdots \lor \varphi_m$ (each $\varphi_i$ being a NF formulæ), and therefore $w, M \models \varphi_i$ for some $i$. By theorem 3, we know that there exists a model $M'$ of a vocabulary $V' = \langle \text{Pr}(\varphi) \cup \{b_1, \ldots, b_k\}, \Phi_0 \rangle$ such that $w', M' \models \varphi_i$ and then $w', M' \models \varphi$. (Note that we can ensure that each $\text{Pr}(\varphi) = \text{Pr}(\varphi_i)$, by adding the formulæ $\{a_1 \sqcup \cdots \sqcup a_j\}^\top$ to each $\varphi_i$ with $\text{Pr}(\varphi) = \{a_1, \ldots, a_j\}$, these formulæ do not modify the truth value of the former.)

Roughly speaking, this theorem says that, if we cannot get a model with $n$ (with $D_3(\varphi) = n$) new primitive actions, we will not get a model by adding further primitive actions to the language. Because each formulæ is equivalent to a DNF formulæ, the above result gives us a bound for checking every formulæ (where the bound depends on the formulæ under consideration).

The method is as follows: given a formulæ $\varphi$, take its negation and then develop a tableau taking into account at most $D_3(\neg \varphi) = n$ (which can be calculated for any formulæ, as explained above) primitive actions; if the tableau is closed, then the formulæ is valid for any extension of its vocabulary. It is worth noting that we have two kinds of validities: we have formulæ which are valid with respect to one vocabulary (i.e., these formulæ are true with respect to all the models of this vocabulary). We can call this notion of validity local validity. And we have formulæ which are valid with respect to every vocabulary, i.e., a global validity. For example the formulæ $[a \sqcup b] \varphi \leftrightarrow [U] \varphi$ is valid in the vocabulary $\langle \{a, b\}, \{p, q, s, \ldots\} \rangle$ but it is not valid in the vocabulary $\langle \{a, b, c\}, \{p, q, s, \ldots\} \rangle$.

## 5 Time Complexity

We present some results about the time complexity of the method presented above. Our first theorem says that checking local satisfiability is polynomial w.r.t. space.

**Theorem 4** Checking local satisfiability with the tableaux for DPL is PSPACE.

**Proof.** Let us note that, given a vocabulary, the number of its actions is fixed, and then, the number of atomic action terms is constant with respect to formulæ length. Since the branching is bounded by the number of atoms, it is bounded by a constant, and the length of any branch is linearly bounded by the length of the formulæ. That is, it is straightforward, given a formulæ $\varphi$, to write a procedure that inspects
each branch in time $O(a^{|\phi|})$, where $|\phi|$ is the length of $\phi$ and $a$ is the number of atomic action terms of the given vocabulary. Furthermore, since we only need to inspect a branch at a time, we can develop an algorithm that behaves in a backtracking way; it only needs to keep a record of the current branch, each atom can be described by a binary number of constant length w.r.t. the formula length, and (in each branch) we only use an atom for each existential subformula; i.e., since this branch is linearly bounded by the length of the formula (the number of subformulae of a formula is linear w.r.t. the length of the formula), we only need polynomial space to develop the algorithm.

However, when we want to check if a formula is valid in any possible extension of the vocabulary, we need to use the the results shown in section 4. Interestingly, in this case we also obtain that the method is polynomial w.r.t. space.

**Theorem 5** Checking global satisfiability with the tableaux for DPL is PSPACE.

**Proof.** Let us analyze the complexity of the global satisfiability, i.e., when we want to check the satisfiability of a formula in any vocabulary extension. In this case, we add a number of actions to a vocabulary, this number is bounded by the length of the formula. Note that this does not affect the length of branches since we still use one action atom for each existential subformula appearing in the original formula. Moreover, each atom appearing in the branch can be represented using a binary number of a length linearly bounded by the length of the formula (we have a part of the binary number which is constant since it represents the occurrence of the original action, plus a binary number that represents the new actions which are bounded by the length of the formula). And therefore using the same procedure as before, but taking into account the new actions we obtain a PSPACE algorithm.

Let us compare the complexity of the tableaux method developed here with the complexity of related logics. Boolean modal logic is NExpTime-Complete [17] since the global modality allows us to encode complex problems. Restricting BML to signatures with only a finite number of relation symbols is ExpTime-Complete [17]. That is, the complexity of our tableaux is therefore relatively acceptable w.r.t. the complexity of well-known logics. Taking into account that the modal logic $K$ is PSPACE-Complete, we can expect that the complexity of the tableaux is aligned to the complexity of deciding validity in DPL.

Now we give some examples. In figure 3 we build the tableau for the formula: $(\langle \alpha \rangle \varphi \land (\alpha) \psi) \rightarrow (\alpha)(\varphi \land \psi)$. This formula is one of the axioms given for dynamic logic in [15]. The crosses at the end of each branch mean that those branches are closed. Note that here we are using a new action symbol.

We have added numbers in the formulae to better explain the example. Formula (1) is the negation of the formula to be proven. Formulae (2) and (3) are obtained by applying the rule $A$ to the negation of the implication, formulae (4) and (5) are obtained from formula (2) using the $A$ rule. Formulae (6) and (7) follow from formula (3) by application of the $N$ rule. In a similar way, we obtained formulae (8) and (9) from formula 4. After that, we have branching using the $P$ rule. Finally, we apply the $B$ rule to formulae (6) and (7) and we obtain the leaves closing the tableau.

Now, consider the following formula (which is not valid): $\langle \alpha \rangle \varphi \rightarrow [\alpha] \varphi$. The tableau for it is shown in figure 4. Note that, in this case, we use a new action symbol (following corollary 2). First, we reduce the implication. After that we use the rule $P$ on the second formula, and then we use rule $P$ again in the third formula. We can observe that this tableau has some open branches and using them we can build a “counterexample” (shown in figure 5). Note that we can use the labels in the formulae to put the labels on the transitions, indicating in this way which actions were executed and which were not.
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\[(1)\] \((\alpha \varphi \land (\alpha) \psi) \land \neg ((\alpha) (\varphi \land \psi))\)

\[(2)\] \((\alpha \varphi \land (\alpha) \varphi)\)

\[(3)\] \(\neg ((\alpha) (\varphi \land \psi))\)

\[(4)\] \((\alpha) \varphi\)

\[(5)\] \((\alpha) \psi\)

\[(6)\] \(\alpha \sqcap \beta : \neg (\varphi \land \psi)\)

\[(7)\] \(\alpha \sqcap \beta : \neg (\varphi \land \psi)\)

\[(8)\] \(\alpha \sqcap \beta : \varphi\)

\[(9)\] \(\alpha \sqcap \beta : \psi\)

\[(10)\] \(\alpha \sqcap \beta : \psi\)

\[(11)\] \(\alpha \sqcap \beta : \neg \varphi\)

\[(12)\] \(\alpha \sqcap \beta : \neg \psi\)

\[(13)\] \(\alpha \sqcap \beta : \psi\)

\[(14)\] \(\alpha \sqcap \beta : \neg \varphi\)

\[(15)\] \(\alpha \sqcap \beta : \neg \psi\)

Figure 3: Tableau for \(([\alpha] \varphi \land (\alpha) \psi) \rightarrow (\alpha) (\varphi \land \psi)\)

\(\emptyset : (\alpha) \varphi \land \neg (\alpha) \varphi\)

\(\emptyset : (\alpha) \varphi\)

\(\emptyset : \neg (\alpha) \varphi\)

\(\alpha \sqcap \beta : \varphi\)

\(\alpha \sqcap \beta : \psi\)

\(\alpha \sqcap \beta : \neg \varphi\)

\(\alpha \sqcap \beta : \neg \psi\)

\(\alpha \sqcap \beta : \neg \varphi\)

\(\alpha \sqcap \beta : \neg \psi\)

\(\alpha \sqcap \beta : \neg \varphi\)

\(\alpha \sqcap \beta : \neg \psi\)

Figure 4: Tableau for \((\alpha) \varphi \rightarrow [\alpha] \varphi\)

\(\bullet \models \varphi\)

\(\alpha \sqcap \beta\)

\(\alpha \sqcap \beta\)

\(\bullet \models \neg \varphi\)

\(\bullet \models \neg \varphi\)

\(\bullet \models \neg \varphi\)

\(\bullet \models \neg \varphi\)

Figure 5: Counterexample for \((\alpha) \varphi \rightarrow [\alpha] \varphi\)
6 Further Remarks

In this paper we have investigated further the properties of the tableaux system presented in [4]. One of the main features of the system is that it uses the underlying algebra of actions to produce tableaux, enabling it to manage successfully the intersection and complement operators on actions. Moreover, the algebra of actions allows us to extend the propositional tableaux system to manage temporal predicates.

A relevant point demonstrated in the paper is that, though we have a finite number of actions, it is possible to prove properties which are valid in any extension of the actual vocabulary, which seems to be very useful in practice to verify computing components which could be part of bigger systems. This kind of completeness with respect to language extension is also preserved for the temporal version of the logic. In addition, we have investigated the time complexity of the tableaux system and we prove that it is in \( \text{PSPACE} \) in comparison with related logics, which are in \( \text{EXPTIME} \).

This deontic logic was presented in [5], where several of its properties, and some examples of application, were shown. In those papers we proposed this logic to specify and verify properties related to fault-tolerance. It seems very useful to apply the tableaux system described here to such examples. We leave this as further work.
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