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Abstract

We propose a method for generating nodes for kernel quadrature by a point-wise gradient descent method. For kernel quadrature, most methods for generating nodes are based on the worst case error of a quadrature formula in a reproducing kernel Hilbert space corresponding to the kernel. In typical ones among those methods, a new node is chosen among a candidate set of points in each step by an optimization problem with respect to a new node. Although such sequential methods are appropriate for adaptive quadrature, it is difficult to apply standard routines for mathematical optimization to the problem. In this paper, we propose a method that updates a set of points one by one with a simple gradient descent method. To this end, we provide an upper bound of the worst case error by using the fundamental solution of the Laplacian on $\mathbb{R}^d$. We observe the good performance of the proposed method by numerical experiments.

Keywords  Kernel quadrature, Point-wise gradient descent method, Discrete energy, Reproducing kernel Hilbert space, Gaussian kernel

Mathematics Subject Classification  65D30, 65D32, 65K05, 41A55, 41A63

1 Introduction

This paper is concerned with kernel quadrature, an approach to deriving numerical integration formulas with kernels. Let $d \in \mathbb{Z}_+$ be a positive integer, $\Omega \subset \mathbb{R}^d$ a region with a non-empty interior in $\mathbb{R}^d$, and $\mu$ a Borel measure on $\Omega$. A formula for quadrature is formally expressed as

$$\int_{\Omega} f(x) \, d\mu(x) \approx \sum_{j=1}^{N} w_j f(x_j),$$

where $X_N = \{x_1, \ldots, x_N\} \subset \Omega$ and $W_N = \{w_1, \ldots, w_N\} \subset \mathbb{R}$ are the sets of distinct nodes and weights, respectively.

Besides Monte Carlo (MC) methods and quasi Monte Carlo (QMC) methods, kernels have been used to derive numerical integration formulas recently. There are several categories of
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such kernel methods. We can see a category of randomized methods for choosing nodes $x_j$. It includes importance sampling [8], random feature expansions [1], kernel quadrature with determinantal point processes (DPPs) [3], etc.

On the other hand, there are categories of deterministic methods. One of them consists of sequential algorithms choosing nodes $x_j$ one-by-one with greedy ways. Such algorithms are kernel herding (KH) [2, 7], sequential Bayesian quadrature (SBQ) [11, 14], orthogonal matching pursuit (OMP) [14], and their variants [5, 6, 11, 12, 15, 16, 20]. For example, the SBQ is realized by the procedure

$$x_{N+1} \in \arg\min_{x \in \Omega} \left( e_{\text{wor}}(X_N \cup \{x\}, W^x_{N+1}; H_K) \right) \quad (n = 1, 2, \ldots),$$

where $e_{\text{wor}}$, $W^x_{N+1}$, and $H_K$ denote an worst case error, optimal set of weights, and reproducing kernel Hilbert space defined later in (2.2), (3.1), and Section 2 respectively. The methods in this category are rational in that we can add new nodes with keeping existing nodes. Such procedures are useful for adaptive quadrature, which is useful in the case of a high-dimensional and/or complicated region $\Omega$. However, each step like (1.2) requires nonlinear and nonconvex optimization choosing nodes among prepared ones in the region $\Omega$.

There is another category of methods obtaining whole nodes at once. For example, Oettershagen [14] proposes a method solving nonlinear equation. Furthermore, Fekete points, which maximize the determinant of a kernel matrix, are known to be useful as nodes for quadrature. Unfortunately, it is hard to find them exactly because the maximization of the determinant is intractable in general. However, some approximate optimization methods have been proposed [13, 18], although these are aimed at approximation of functions. In fact, these optimization methods employ convex objective functions for finding a set of nodes. They enable us to find a good set of nodes by standard optimization routines without preparing a candidate set of nodes in $\Omega$. In particular, a logarithmic energy with an external field

$$I(x_1, \ldots, x_N) = \varepsilon^2 \sum_{k=1}^{N} x_k^2 + \sum_{1 \leq i < j \leq N} \log \frac{1}{|x_i - x_j|}$$

(1.3)

is derived in [13] as an objective function to find approximate Fekete points for a one-dimensional Gaussian kernel $K(x, y) = \exp(-\varepsilon^2(x-y)^2)$ with $\varepsilon > 0$. This tool is restricted to a one-dimensional Gaussian kernel and has the following problems:

1. It is difficult to extend it to higher-dimensional cases.
2. The relationship between it and the worst case error $e_{\text{wor}}$ is unclear.

Therefore it would be useful for kernel quadrature if we can obtain an extension of the energy in (1.3) as an upper bound of the worst case error. Here we note that finding a set of nodes at once by optimization of such an extended energy may be difficult when we need to find very many nodes in very high-dimensional region $\Omega$. However, in such a case, such an energy can be used also for a sequential algorithm finding nodes one-by-one.

In this paper, we provide an extension of the energy in (1.3) by using the fundamental solution of the Laplacian on $\mathbb{R}^d$ and show that it provides an upper bound of the worst case error. A method for deriving these results is based on the idea of [17]. Based on the bound, we propose a method that updates a set of points one by one with a simple gradient descent
method, which we call a point-wise gradient descent method. This method does not require a candidate set of points in \( \Omega \) and relatively easy to be implemented.

The rest of this paper is organized as follows. In Section 2 we review some basic notions for kernel quadrature. In Section 3 we review the basics about the energy in (1.3). In Section 4 we derive an extension of the energy by using the fundamental solution of the Laplacian on \( \mathbb{R}^d \). In Section 5 we propose the point-wise gradient descent method. In Section 6 we show some results of numerical experiments. In Section 7 we conclude this paper.

2 Basic notions for kernel quadrature

Let \( K : \Omega \times \Omega \to \mathbb{R} \) be a continuous and symmetric function and assume that it is positive definite. Let \( \mathcal{H}_K(\Omega) \) be the reproducing kernel Hilbert space (RKHS) corresponding to the kernel \( K \). It has the following properties:

1. \( \forall x \in \Omega, \ K(\cdot, x) \in \mathcal{H}_K(\Omega) \),
2. \( \forall f \in \mathcal{H}_K(\Omega), \forall x \in \Omega, \langle f, K(\cdot, x) \rangle_{\mathcal{H}_K} = f(x) \).

The latter is called a reproducing property. We consider quadrature formula (1.1) for a function \( f \in \mathcal{H}_K(\Omega) \). This approximation can be regarded as that of the measure \( \mu \) as follows:

\[
\mu \approx \sum_{j=1}^{N} w_j \delta_{x_j}, \tag{2.1}
\]

For the formula in (1.1), we can define the worst-case error \( e_{\text{wor}}(\mathcal{X}_N, \mathcal{W}_N; \mathcal{H}_K) \) by

\[
e_{\text{wor}}(\mathcal{X}_N, \mathcal{W}_N; \mathcal{H}_K) = \sup_{\|f\|_{\mathcal{H}_K} \leq 1} \left| \int_{\Omega} f(x) \, dx - \sum_{i=1}^{N} w_i f(x_i) \right|. \tag{2.2}
\]

In general, it is desirable to construct a good point set \( \mathcal{X}_N \) and weight set \( \mathcal{W}_N \) that make the worst-case error as small as possible. To approach this goal, the following well-known expression of the worst-case error is useful.

\[
(e_{\text{wor}}(\mathcal{X}_N, \mathcal{W}_N; \mathcal{H}_K))^2
= \left\| \int_{\Omega} K(y, x) \, d\mu(x) - \sum_{j=1}^{N} w_j K(y, x_j) \right\|^2_{\mathcal{H}_K}
= \int_{\Omega} \int_{\Omega} K(y, z) \, d\mu(y) \, d\mu(z) - 2 \sum_{j=1}^{N} w_j \int_{\Omega} K(x_j, x) \, d\mu(x) + \sum_{i=1}^{N} \sum_{j=1}^{N} w_i w_j K(x_i, x_j). \tag{2.3}
\]

This is owing to the reproducing property \( \langle f, K(\cdot, x) \rangle_{\mathcal{H}_K} = f(x) \). Therefore sets \( \mathcal{X}_N \) and \( \mathcal{W}_N \) minimizing the value

\[
-2 \sum_{j=1}^{N} w_j \int_{\Omega} K(x_j, x) \, d\mu(x) + \sum_{i=1}^{N} \sum_{j=1}^{N} w_i w_j K(x_i, x_j) \tag{2.4}
\]
are required as a quadrature formula. We often assume that

\[ w_i = \frac{1}{N} \quad (i = 1, \ldots, N) \]  

(2.5)

for simplicity.

3 Approximate Fekete points for Gaussian kernels

3.1 Expression of the worst case error by determinants

If we fix the point set \( \mathcal{X}_N \), the right hand side in (2.3) becomes a quadratic form with respect to the weight set \( \mathcal{W}_N \). Therefore, we can easily find its minimizer \( \mathcal{W}_N^* = \{w_i^*\} \) as follows:

\[ w^* = \int \mathcal{K}_{\mathcal{X}_N}^{-1} k_{\mathcal{X}_N}(x) \, dx, \]  

(3.1)

where \( w^* = (w_1^*, \ldots, w_N^*)^T \), and

\[
\mathcal{K}_{\mathcal{X}_N} = \begin{bmatrix}
K(x_1, x_1) & K(x_1, x_2) & \cdots & K(x_1, x_N) \\
K(x_2, x_1) & K(x_2, x_2) & \cdots & K(x_2, x_N) \\
\vdots & \vdots & \ddots & \vdots \\
K(x_N, x_1) & K(x_N, x_2) & \cdots & K(x_N, x_N)
\end{bmatrix}, \quad k_{\mathcal{X}_N}(x) = \begin{bmatrix}
K(x, x_1) \\
K(x, x_2) \\
\vdots \\
K(x, x_N)
\end{bmatrix}. \]  

(3.2)

By using these, we can express the worst-case error with the optimal weights \( \mathcal{W}_N^* \) by

\[ (e^{\text{wor}}(\mathcal{X}_N, \mathcal{W}_N^*; \mathcal{H}_K))^2 = \frac{1}{\det \mathcal{K}_{\mathcal{X}_N}} \det \begin{bmatrix}
k_0 & k_1 & \cdots & k_N \\
k_1 & \ddots & \vdots & \vdots \\
\vdots & \ddots & \ddots & \ddots \\
k_N & \cdots & \cdots & \ddots
\end{bmatrix}, \]  

(3.3)

where

\[ k_0 = \int \int \Omega K(x, y) \, dx \, dy, \quad k_i = \int \Omega K(x, x_i) \, dx \quad (i = 1, \ldots, N). \]  

(3.4)

Clearly, the value \( e^{\text{wor}}(\mathcal{X}_N, \mathcal{W}_N^*; \mathcal{H}_K) \) is less than or equal to the worst-case error with the equal weights in (2.5):

\[ e^{\text{wor}}(\mathcal{X}_N, \mathcal{W}_N^*; \mathcal{H}_K) \leq e^{\text{wor}}(\mathcal{X}_N, \{1/N\}_i=1^N; \mathcal{H}_K). \]  

(3.5)

According to Formula (3.3), maximization of the determinant of the matrix \( \mathcal{K}_{\mathcal{X}_N} \) seems to be useful, although we do not have some reasonable estimate of the worst case error for its maximizer: the Fekete points. Unfortunately, the maximization of \( \det \mathcal{K}_{\mathcal{X}_N} \) is not tractable in general. However, in the case of the one-dimensional Gaussian kernel \( K \), we can obtain a tractable approximation of the determinant by expanding the kernel [13].

\[ ^1\text{Although its derivation is fundamental, we write it in Appendix A for readers’ convenience.} \]
3.2 Expansion and truncation of the one-dimensional Gaussian kernel

Let \( K(x, y) := \exp(-\varepsilon^2|x - y|^2) \) be the one-dimensional Gaussian kernel. Then, we have

\[
K(x, y) \approx \tilde{K}(x, y) = \sum_{\ell=0}^{n-1} \varphi_\ell(x) \varphi_\ell(y),
\]

where \( \varphi_\ell(x) := \exp(-\varepsilon^2x^2)\sqrt{\frac{2\varepsilon^2}{\ell!}}x^\ell \). Let \( \tilde{K}_{X_N} = (\tilde{K}(x_k, x_m))_{k,m=1}^N \in \mathbb{R}^{n \times n} \) be the corresponding kernel matrix, where \( X_N = \{x_1, \ldots, x_N\} \). Then, it is shown in [13] that

\[
-\log \left( \det \tilde{K}_{X_N} \right)^{1/2} = C_{\varepsilon,N} + \varepsilon^2 \sum_{k=1}^N x_k^2 + \sum_{1 \leq i < j \leq N} \log \frac{1}{|x_i - x_j|},
\]

where \( C_{\varepsilon,N} \) is a constant independent of \( X_N \). This is the logarithmic energy with an external field shown in (1.3), for which we need to find a minimizer. We can show that this energy is convex and that there exists a unique minimiser \( X^*_N \in \mathcal{X}_N := \{(x_1, \ldots, x_N) \in \Omega_N \mid x_1 < x_2 < \cdots < x_{N-1} < x_N \} \). Therefore we can find \( X^*_N \) numerically by using a standard optimization technique like the Newton method.

Unfortunately, extension of the above argument to higher-dimensional cases is difficult because of the complicated structure of the kernel matrix of the truncated kernel \( \tilde{K} \) for \( d \geq 2 \). Therefore we introduce another way for such extension in Section 4 below.

4 Bound for a discrete energy of the Gaussian kernel with the fundamental solution of the Laplacian

Taking the relation in (3.5) into account, we focus on the case of the equal weights in this section.

4.1 Discrete energy given by an integral of the heat kernel

Let \( d \geq 2 \). We use the \( d \)-dimensional fundamental solution \( G_d(x, y) \) for the Laplacian \( \Delta \) on \( \mathbb{R}^d \). It is given by the following expression:

\[
G_d(x, y) = \begin{cases} 
\frac{1}{2\pi} \log \|x - y\| & (d = 2), \\
-\frac{1}{2(d-2)s_d} \frac{1}{\|x - y\|^{d-2}} & (d \geq 3),
\end{cases}
\]

where \( s_d \) is the surface area of the \((d-1)\) dimensional unit sphere. The fundamental solution satisfies

\[
\Delta_x G_d(x, y) = \delta_y(x) \quad (= \delta(x - y)).
\]

The following lemmas are based on the ideas in [17], whereas their proofs are slightly different from those in the paper. Their proofs are provided in Section C.
Lemma 4.1. Let $s$ and $t$ be positive real numbers and let $a$ and $b$ be points in $\mathbb{R}^d$. Then the following equality holds:

$$
\int_{\mathbb{R}^d} dx \int_{\mathbb{R}^d} dy \; G_d(x, y) e^{s \Delta_x} \delta_a(x) e^{t \Delta_y} \delta_b(y) = \int_{\mathbb{R}^d} dy \; G_d(a, y) e^{(s+t) \Delta_y} \delta_b(y).
$$

Lemma 4.2. Let $t$ be a positive real number and let $b$ be a point in $\mathbb{R}^d$. Then, the value

$$
\int_{\mathbb{R}^d} dy \; G_d(b, y) e^{t \Delta_y} \delta_b(y)
$$

is bounded and depends only on $d$ and $t$.

Lemma 4.3. Let $t$ be a positive real number and let $a$ and $b$ be disjoint points in $\mathbb{R}^d$. Then the following equality holds:

$$
\int_{\mathbb{R}^d} dy \; G_d(a, y) e^{t \Delta_y} \delta_b(y) = G_d(a, b) + \int_{0}^{t} \frac{1}{(4\pi s)^{d/2}} \exp \left( -\frac{\|a - b\|^2}{4s} \right) ds.
$$

For a discrete measure

$$
\mu_N = \frac{1}{N} \sum_{j=1}^{N} \delta_{x_j},
$$

with disjoint sets $\{x_i\}_{i=1}^{N}$, we introduce a renormalized energy. To this end, for $\mu_N$ and a positive number $t > 0$, we define $A_d(t, \mu_N)$ by

$$
A_d(t, \mu_N) := \int_{\mathbb{R}^d} dx \int_{\mathbb{R}^d} dy \; G_d(x, y) e^{t \Delta_x} \mu_N(x) e^{t \Delta_y} \mu_N(y).
$$

Furthermore, we define a constant:

$$
C_d(t) := \int_{\mathbb{R}^d} dy \; G_d(0, y) e^{t \Delta_y} \delta_0(y).
$$

Then, we can derive the following relation by using the above lemmas.

Theorem 4.4. Let $t > 0$ be a positive number. Then, we have

$$
\frac{1}{N^2} \sum_{i \neq j} \int_{0}^{t} \frac{1}{(4\pi s)^{d/2}} \exp \left( -\frac{\|x_i - x_j\|^2}{4s} \right) ds = A_d(t, \mu_N) - \frac{C_d(t)}{N} - \frac{1}{N^2} \sum_{i \neq j} G_d(x_i, x_j).
$$

Proof. By using Lemmas 4.1, 4.2, and 4.3 we can derive the following equalities:

$$
A_d(t, \mu_N) = \frac{1}{N^2} \sum_{i=1}^{N} \sum_{j=1}^{N} \int_{\mathbb{R}^d} dx \int_{\mathbb{R}^d} dy \; G_d(x, y) e^{t \Delta_x} \delta_a(x) e^{t \Delta_y} \delta_b(y)
$$

$$
= \frac{1}{N^2} \sum_{i=1}^{N} \int_{\mathbb{R}^d} dy \; G_d(x_i, y) e^{t \Delta_y} \delta_b(y) \quad \text{(\because Lemma 4.1)}
$$

$$
= \frac{1}{N^2} \left( \sum_{i=j} + \sum_{i \neq j} \right) \int_{\mathbb{R}^d} dy \; G_d(x_i, y) e^{t \Delta_y} \delta_b(y).
$$
\[
\begin{align*}
C_d(t) + \frac{1}{N^2} \sum_{i \neq j} \left\{ G_d(x_i, x_j) + \int_0^t \frac{1}{(4\pi s)^{d/2}} \exp \left( -\frac{\|x_i - x_j\|^2}{4s} \right) \, ds \right\} \\
(\therefore \text{Lemmas [4.2 and 4.3]).}
\end{align*}
\]

Hence the conclusion follows.

Here we present a sketch of an idea to estimate both sides of (4.6). Suppose that

- the points \(x_j\) are in a bounded region \(\Omega \subset B[0, r] \subset \mathbb{R}^d\), and
- \(t\) is sufficiently large so that \(A_d(t, \mu_N)\) is almost independent of \(\{x_j\}_{j=1}^N\).

Under these conditions, we may have

\[
\begin{align*}
\int_0^t \frac{1}{(4\pi s)^{d/2}} \exp \left( -\frac{\|x_i - x_j\|^2}{4s} \right) \, ds \\
= \left( \int_0^r + \int_r^t \right) \frac{1}{(4\pi s)^{d/2}} \exp \left( -\frac{\|x_i - x_j\|^2}{4s} \right) \, ds \\
\approx \int_0^r \frac{1}{(4\pi s)^{d/2}} \exp \left( -\frac{\|x_i - x_j\|^2}{4s} \right) + \int_r^t \frac{1}{(4\pi s)^{d/2}} \, ds \\
\approx \hat{C}_{d,r} \exp \left( -\frac{\|x_i - x_j\|^2}{4r} \right) + \int_r^t \frac{1}{(4\pi s)^{d/2}} \, ds. 
\end{align*}
\]

Therefore we may state that the terms depending on \(\{x_j\}_{j=1}^N\) in (4.6) are:

- \(\frac{1}{N^2} \sum_{i \neq j} \hat{C}_{d,r} \exp \left( -\frac{\|x_i - x_j\|^2}{4r} \right)\) (in the LHS) and
- \(\frac{1}{N^2} \sum_{i \neq j} G_d(x_i, x_j)\) (in the RHS).

We make the above rough idea rigorous in Section [4.2] below. That is, we derive a bound of the energy of the Gaussian kernel by using Theorem [4.4].

### 4.2 Bound of the discrete energy of the Gaussian kernel

We provide a lower bound of the integral of the heat kernel in Theorem [4.4] by the following lemma, whose proof is provided in Section [C].

**Lemma 4.5.** Let \(\Omega \subset \mathbb{R}^d\) be a bounded region with \(D := \text{diam} \Omega < \infty\) and let \(x, y \in \Omega\) be disjoint points in the region. Then, for any \(t\) with \(t \geq D^2/d\), we have

\[
\int_0^t \frac{1}{(4\pi s)^{d/2}} \exp \left( -\frac{\|x - y\|^2}{4s} \right) \, ds \geq \frac{1}{(4\pi)^{d/2}} \left[ \frac{d^{d/2-1}}{2D^{d-2}} \exp \left( -\frac{d \|x - y\|^2}{4D^2} \right) + h_{d,D}(t) \right],
\]

where

\[
h_{d,D}(t) := \begin{cases} 
  e^{-d/4} \left( \frac{1}{d^{d/2-1}} - \frac{d^{d/2-1}}{D^{d-2}} \right) & (d \neq 2), \\
  e^{-1/2} \log \left( \frac{2t}{D^2} \right) & (d = 2).
\end{cases}
\]
Remark 4.1. The function $h_{d,D}$ in (4.10) satisfies $h_{d,D}(t) \geq 0$ for any $t$ with $t \geq D^2/d$.

By combining Theorem 4.4 and Lemma 4.5 we have the following estimate of the energy of the Gaussian kernel.

Theorem 4.6. Let $\Omega \subset \mathbb{R}^d$ be a bounded region with $D := \text{diam } \Omega < \infty$. Let $\{x_i\}_{i=1}^N \subset \Omega$ be a set of disjoint points in $\Omega$ and let $\mu_N$ be the discrete measure given by (4.3). Then, for any $t$ with $t \geq D^2/d$ and $a$ with $a \geq \sqrt{d/(2D)}$, we have

$$\frac{1}{N^2} \sum_{i \neq j} \exp \left( -a^2 \|x_i - x_j\|^2 \right) \leq \frac{2(4\pi)^{d/2}D^{d-2}}{(d^2-1)(4\pi)^{d/2}2D^{d-2}} \left( N \sum_{i \neq j} G_d(x_i, x_j) + A_d(t, \mu_N) - \frac{C_d(t)}{N} \right) - \frac{1}{N} h_{d,D}(t),$$

(4.11)

where $A_d(t, \mu_N)$ and $C_d(t)$ are given by (4.4) and (4.5), respectively.

**Proof.** It follows from inequality (4.9) in Lemma 4.5 and equality (4.6) in Theorem 4.4 that

$$\frac{1}{N^2} \sum_{i \neq j} \frac{1}{(4\pi)^{d/2}2D^{d-2}} \exp \left( -a^2 \|x_i - x_j\|^2 \right) \leq \frac{1}{N^2} \sum_{i \neq j} \frac{1}{(4\pi)^{d/2}2D^{d-2}} \exp \left( - \frac{d \|x_i - x_j\|^2}{4D^2} \right) \leq \frac{1}{N^2} \sum_{i \neq j} \int_0^t \frac{1}{(4\pi s)^{d/2}} \exp \left( - \frac{\|x_i - x_j\|^2}{4s} \right) ds - \frac{1}{N} h_{d,D}(t) = A_d(t, \mu_N) - \frac{C_d(t)}{N} - \frac{1}{N^2} \sum_{i \neq j} G_d(x_i, x_j) - \frac{1}{N} h_{d,D}(t).$$

Thus we have the conclusion. \qed

In the parenthesis of the RHS of (4.11), the second term $A_d(t, \mu_N)$ also depends on the set $\{x_i\}_{i=1}^N$. However, we can expect that the dependence tends to disappear as $t \to \infty$. Therefore minimization of

$$- \frac{1}{N^2} \sum_{i \neq j} G_d(x_i, x_j)$$

will provide approximate minimizer of the energy of the Gaussian kernel.

5 Approximate minimization of the worst case error by a point-wise gradient descent method

In this section, we present a method for generating points for quadrature based on the arguments in Section 4. Then, based on the relation in (3.5), we compute the optimal weights by using Formula (3.11) to obtain a quadrature formula.
5.1 Objective functions

According to Theorem 4.6, we can provide an upper bound of the value in (2.4) in the case of the Gaussian kernel $K(x, y) = \exp\left(-a^2\|x - y\|^2\right)$ with $a \geq \sqrt{d}/(2D)$. That is, the value

$$\begin{align*}
-\frac{2}{N} \sum_{j=1}^{N} \int_{\Omega} K(x_j, x) \, d\mu(x) - \frac{\hat{C}_{d,D}}{N^2} \sum_{i \neq j} G_d(x_i, x_j) \\
+ \hat{C}_{d,D} \left( A_d(t, \mu_N) - \frac{C_d(t)}{N} - \frac{1}{(4\pi)^{d/2}} \frac{N-1}{N} h_{d,D}(t) \right)
\end{align*}
$$

is such an upper bound, where

$$\hat{C}_{d,D} := \frac{2(4\pi)^{d/2} D^{d-2}}{d^{d/2-1}}. $$

Since the underlined part of (5.1) is almost independent of the set $\{x_j\}_{j=1}^{N}$, we minimize the other part of (5.1) to obtain an approximate minimizer of the worst case error. In the following, we deal with the Gaussian kernel $K(x, y) = \exp\left(-\|x - y\|^2\right)$. That is, we consider the case that $a = 1$ in Theorem 4.6. Let $J_1(x)$ be defined by

$$J_1(x) := \int_{0}^{1} \exp(-|x-y|^2) \, dx = \frac{\sqrt{\pi}}{2} (\text{erf}(1-x) + \text{erf}(x)).$$

In the following, we consider the two and three dimensional cases.

5.1.1 Two dimensional case: $d = 2$

We consider a region $\Omega = [0, 1]^2$ and measure $d\mu(x) = dx$. Then, we have $D = \sqrt{2}$ and $\hat{C}_{d,D} = 8\pi$, and we can confirm that $a = 1 \geq 1/2 = \sqrt{d}/(2D)$. Furthermore, we have

$$\int_{\Omega} K(x, y) \, d\mu(y) = J_1(x^{(1)})J_1(x^{(2)}) =: J_2(x),$$

where $x^{(1)}$ and $x^{(2)}$ are the first and second components of $x \in [0, 1]^2$, respectively. From these and the two-dimensional fundamental solution in (4.1), the objective function in (5.1) is written in the form

$$I_2(x_1, \ldots, x_N) := -\frac{2}{N} \sum_{j=1}^{N} J_2(x_j) + \frac{4}{N^2} \sum_{i \neq j} \log \frac{1}{\|x_i - x_j\|}. $$

5.1.2 Three dimensional case: $d = 3$

We consider a region $\Omega = [0, 1]^3$ and measure $d\mu(x) = dx$. Then, we have $D = \sqrt{3}$ and $\hat{C}_{d,D} = 16\pi^{3/2}$, and we can confirm that $a = 1 \geq 1/2 = \sqrt{d}/(2D)$. Furthermore, we have

$$\int_{\Omega} K(x, y) \, d\mu(y) = J_1(x^{(1)})J_1(x^{(2)})J_1(x^{(3)}) =: J_3(x), $$

where $x^{(1)}$, $x^{(2)}$, and $x^{(3)}$ are the first, second, and third components of $x \in [0, 1]^3$, respectively. From these and the three-dimensional fundamental solution in (4.1), the objective function in (5.1) is written in the form

$$I_3(x_1, \ldots, x_N) := -\frac{2}{N} \sum_{j=1}^{N} J_3(x_j) + \frac{4}{N^2} \sum_{i \neq j} \log \frac{1}{\|x_i - x_j\|}. $$
where \(x^{(1)}\), \(x^{(2)}\) and \(x^{(3)}\) are the first, second and third components of \(x \in [0, 1]^3\), respectively. From these and the three-dimensional fundamental solution in (4.1), the objective function in (5.1) is written in the form

\[
I_3(x_1, \ldots, x_N) := \frac{2}{N} \sum_{j=1}^{N} J_3(x_j) + \frac{2\sqrt{\pi}}{N^2} \sum_{i \neq j} \frac{1}{\|x_i - x_j\|}.
\] (5.5)

**Remark 5.1.** The functions \(I_2\) and \(I_3\) are similar to the Riesz energies (see e.g. [4]), which have an intrinsic repelling property. As shown in Section 6, this property seems to be well-suited to a method introduced in Section 5.3. Similar energies are considered and different algorithms are applied to them in [11, 12].

### 5.2 Regularization terms

In the functions \(I_2\) and \(I_3\), the sums of \(J_2(x_j)\) and \(J_3(x_j)\) take roles as regularization terms, respectively. However, it was observed that their effects were so weak that minimization of \(I_2\) and \(I_3\) made points \(x_j\) accumulate near the boundary of \(\Omega\). Since such distribution is not appropriate for quadrature on \(\Omega\), we introduce stronger regularization terms.

To this end, we begin with approximating the characteristic functions of the regions \([0, 1]^2\) and \([0, 1]^3\):

\[
\delta_{[0,1]^d}(x) := \begin{cases} 0 & (x \in [0, 1]^d), \\ \infty & (x \notin [0, 1]^d), \end{cases} \quad (d = 2, 3).
\]

There are various choices about such approximate functions. In this paper, by using a real number \(M > 0\), we choose

\[
\tilde{\delta}^{(2)}_M(x) := \sum_{\ell=1}^{2} \left( \log \frac{1}{x^{(\ell)} - M} + \log \frac{1}{1 + M - x^{(\ell)}} \right)
\]

and

\[
\tilde{\delta}^{(3)}_M(x) := \sum_{\ell=1}^{3} \left( \frac{1}{x^{(\ell)} - M} + \frac{1}{1 + M - x^{(\ell)}} \right)
\]

for \(\delta_{[0,1]^2}(x)\) and \(\delta_{[0,1]^3}(x)\), respectively. The number \(M\) sets a margin of the boundaries of the regions. By using these, we introduce

\[
R_2(x_1, \ldots, x_N) := \frac{1}{NP} \sum_{i=1}^{N} \tilde{\delta}^{(2)}_M(x_i)
\]

and

\[
R_3(x_1, \ldots, x_N) := \frac{1}{NP} \sum_{i=1}^{N} \tilde{\delta}^{(3)}_M(x_i)
\] (5.6) (5.7)

as regularization terms in the cases of \(d = 2\) and \(d = 3\), respectively. The parameter \(P\) determines strength of these terms.

We generate a set \(\{x_j\}\) of points by minimizing the functions

\[
I_d(x_1, \ldots, x_N) + R_d(x_1, \ldots, x_N) \quad (d = 2, 3).
\]

The hyper-parameters \(P\) and \(M\) are chosen so that good distribution of points are obtained by the algorithm proposed below in Section 5.3.
Remark 5.2. The functions $\tilde{\delta}_M^{(2)}$ and $\tilde{\delta}_M^{(3)}$ are not based on any theory, although they imitate the corresponding fundamental solutions. In addition, the factor $N^{-p}$ in (5.6) and (5.7) may have room for improvement. Finding more appropriate regularization terms based on a theory is a topic for future work.

Remark 5.3. In [9], the authors use the heat kernels, which are time-dependent Gaussian kernels in a special case, to generate points on compact manifolds via simulated annealing. They show superiority of the points given by the heat kernels over those given by the Riesz kernels and other QMC sequences. In Section 6 of this paper, we observe that the functions $I_d$ with the regularization terms $R_d$ can be superior to the functions of the worst case error for the Gaussian kernel.

5.3 Point-wise gradient descent method (PWGD)

Here we propose an algorithm for generating a set $\{x_j\}$ of points by using the function $I_d + R_d$. We intend to realize a so simple algorithm with cheap computational cost that it can be applied to high-dimensional cases with many points. To this end, it is better to avoid preparation of many candidate points in $\Omega$ among which points for quadrature are selected.

Taking these considerations into account, we propose Algorithm 1 for generating points for quadrature. We call it a point-wise gradient descent method (PWGD). After preparing an initial set $\{x_j\}_{j=1}^N \subset \Omega$, the algorithm updates its member one by one with a gradient of the function $I_d + R_d$ with respect to the member.

Algorithm 1 Point-wise gradient descent method (PWGD)

Require: a number $N$ of points, a default step size $\gamma > 0$
Ensure: a set $\{x_i\}_{i=1}^N \subset \Omega$ of points

1: generate an initial set $\{x_i\}_{i=1}^N \subset \Omega$ randomly
2: for $k = 1, \ldots, K_{\text{max}}$ do
3: for $i = 1, \ldots, N$ do
4: $g_i := \nabla x_i \{I_d(x_1, \ldots, x_N) + R_d(x_1, \ldots, x_N)\}$
5: $\gamma' := \max\{\beta \geq 0 \mid x_i - \beta g_i \in \Omega\}$
6: $\gamma := \max\{\gamma, \gamma'\}$
7: $x_i \leftarrow x_i - \gamma g_i$
8: end for
9: if $\max_{1 \leq i \leq N} \|g_i\| < \epsilon$ then
10: break
11: end if
12: end for
13: return $\{x_i\}_{i=1}^N$

Finally, we obtain a set $\{(x_j, w_j^*)\}_{j=1}^N$ of points and weights for quadrature by the following procedure.

1. Obtain a set $\{x_j\}_{j=1}^N \subset \Omega$ by Algorithm 1 (PWGD) with equal weights: $w_j = 1/N$.
2. Compute the optimal weights $\{w_j^*\}_{j=1}^N$ by Formula (3.3): $w^* = \int_{\Omega} K^{-1}_{\chi_N} k_{\chi_N}(x) \, d\mu(x)$. 
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6 Numerical experiments

We compute the sets \( \{(x_j, w_j^*)\}_{j=1}^N \) by the proposed procedure in the cases that \( K(x, y) = \exp(-\|x - y\|^2) \) and \( \Omega = [0, 1]^d \) for \( d = 2, 3 \). We set \( \gamma = 1 \) in Algorithm [1] and choose the hyper-parameters \( P \) and \( M \) experimentally. For comparison, we also use other methods shown below:

**M1** Sequential Bayesian quadrature (SBQ),

**M2** Application of the point-wise gradient descent method to the worst-case error with the equal weights: \( e_{\text{wor}}(X_N, \{1/N\}_{i=1}^N; \mathcal{H}_K) \).

In particular, we deal with the latter method to confirm the effect of the proposed method. We set \( \gamma = 0.1 \) in Algorithm [2]. In addition, we used \( \varepsilon = 10^{-5} \) and \( \varepsilon = 10^{-4} \) in Algorithm [1] in the cases of \( d = 2 \) and \( d = 3 \), respectively.

MATLAB programs are used for all computation in this section. In addition, the computation is done with the double precision floating point numbers. The programs used for the computation are available on the web page [19].

6.1 Two dimensional case: \( d = 2 \)

First, we show the generated points in Figures [1][2]. We can observe that the points given by the proposed procedure are separated each other and do not gather around a certain point as opposed to those given by the other methods.

![Figure 1: 50 points given by M1 (SBQ).](image1)

![Figure 2: 50 points given by M2 (PWGD for the original worst-case error).](image2)

\(^2\)The default step size \( \gamma \) in Algorithm [1] is determined experimentally. In most cases, we observed that the inner iteration was terminated before it reached the maximum number \( K_{\text{max}} \) of the iteration.
Next, in Figures 5 and 6, we show the worst case errors for the points and weights given by methods M1, M2 and the proposed procedure. We can observe that the proposed procedure outperforms with the other methods when the hyper-parameters \((P, M)\) are set appropriately according to \(N\), the number of the points.

Figure 3: 50 points given by the proposed procedure with \((P, M) = (0.5, 0.5)\).

Figure 4: 50 points given by the proposed procedure with \((P, M) = (0.6, 0.35)\).

Figure 5: Squared worst case errors. The horizontal axis corresponds to \(N\). The legend “PWGD with Gauss” indicates method M2 and “PWGD \((P, M)\)” indicates the proposed procedure with the hyper-parameters \((P, M)\). Here \(P = 0.5\).
Figure 6: Squared worst case errors. The horizontal axis corresponds to $N$. The legend “PWGD with Gauss” indicates method M2 and “PWGD $(P, M)$” indicates the proposed procedure with the hyper-parameters $(P, M)$. Here $P = 0.6$.

6.2 Three dimensional case: $d = 3$

First, we show the generated points in Figures 7–10. We can observe similar situations to the two-dimensional case.

Figure 7: 100 points given by M1 (SBQ).

Figure 8: 100 points given by M2 (PWGD for the original worst-case error).
Next, in Figures 11 and 12 we show the worst case errors for the points and weights given by methods M1, M2 and the proposed procedure. We can observe that the proposed procedure often outperforms method M2, which implies that the proposed function $I_d + R_d$ is well-suited to the point-wise gradient descent algorithm. On the other hand, the performance of the proposed procedure seems to be slightly worse than that of method M1 (SBQ), although the former outperforms the latter in some cases.
7 Concluding remarks

By using the fundamental solutions of the Laplacian on \( \mathbb{R} \), we have provided the upper bound in (5.1) for the main terms in (2.4) of the worst case error in an RKHSs with the Gaussian kernel. Based on the bound, we have proposed the objective functions with the regularization terms and Algorithm 1 (PWGD) for generating points for quadrature in Section 5. Then, quadrature formulas are obtained by calculating the optimal weights with respect to the generated points. By the numerical experiments in Section 6, we have observed that this procedure can outperform the SBQ and PWGD with the original worst case error if the hyper-parameters are appropriate. We can guess that direct application of the PWGD to the original worst case error tends to make a set of points trapped in a bad local minimum.

We mention some topics for future work. Since the upper bound in (5.1) is loose and the regularization terms are artificial, it will be better to find discrete energies that is more suited to the PWGD. After that, theoretical guarantee of the performance of the PWGD should be required. Furthermore, we will consider generalization of such results to other kernels.
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A Derivation of Formula (3.3)

Note that the right hand side of (2.3) is rewritten in the form
\[
\int_{\Omega} \int_{\Omega} K(x, y) \, dx \, dy - 2 \int_{\Omega} w^T k_{\chi_N}(x) \, dx + w^T K_{\chi_N} w
\]
by using \( w = (w_1, \ldots, w_N)^T \). Then, by letting \( w = w^* \) in (A.1), we have
\[
\int_{\Omega} \int_{\Omega} K(x, y) \, dx \, dy - 2 \int_{\Omega} w^T k_{\chi_N}(x) \, dx + w^T K_{\chi_N} w
\]
\[
= \int_{\Omega} \int_{\Omega} K(x, y) \, dx \, dy - \int_{\Omega} \left( k_{\chi_N}(x) \right)^T K_{\chi_N}^{-1} k_{\chi_N}(y) \, dx \, dy
\]
\[
= \int_{\Omega} \int_{\Omega} K(x, y) \, dx \, dy + \frac{1}{\det K_{\chi_N}} \det \begin{bmatrix} 0 & k_1 & \cdots & k_N \\ k_1 & \cdots & \cdots & k_N \\ \vdots & \ddots & \ddots & \vdots \\ k_N & & & \chi_N \end{bmatrix}
\]
\[
= \frac{1}{\det K_{\chi_N}} \det \begin{bmatrix} k_0 & k_1 & \cdots & k_N \\ k_1 & \cdots & \cdots & k_N \\ \vdots & \ddots & \ddots & \vdots \\ k_N & & & \chi_N \end{bmatrix}.
\]

B Integrability of the fundamental solutions of the Laplacian

Regard the fundamental solution \( G(x, y) \) in (4.1) as a function of \( x \) for a fixed \( y \). Then, for \( d \geq 2 \), it has a singularity at \( x = y \). Here we confirm that it is integrable on a bounded neighborhood of the singularity. In the following, we assume that \( y = 0 \) without loss of generality. Let \( B_d[0, R] := \{ x \in \mathbb{R}^d | \| x \| \leq R \} \) be a closed ball.

B.1 \( d = 2 \)

We assume that \( R \leq 1 \). Then, we have
\[
\int_{B_2[0, R]} |G_2(x, 0)| \, dx = - \int_0^R r \, dr \int_0^{2\pi} \frac{1}{2\pi} \log r = - \frac{R^2}{4} (2 \log R - 1) < \infty.
\]
### B.2 \( d \geq 3 \)

We have
\[
\int_{B_{d}(0,R)} |G_{d}(x,0)| \, dx = \int_{0}^{R} r^{d-1} \, \frac{1}{2(d-2)\pi^{d/2}} \frac{1}{r^{d-2}} = \frac{R^{2}}{4(d-2)} < \infty.
\]

### C Proofs

#### Proof of Lemma 4.1

By integration by parts and equality (4.2), we have
\[
\frac{\partial}{\partial s} \text{(LHS)} = \int_{\mathbb{R}^{d}} dy \, e^{\Delta s} \delta_{b}(y) \int_{\mathbb{R}^{d}} dx \, G_{d}(x,y) \, e^{s \Delta x} \delta_{a}(x)
\]
\[
= \int_{\mathbb{R}^{d}} dy \, e^{\Delta s} \delta_{b}(y) \int_{\mathbb{R}^{d}} dx \, \Delta_{x} G_{d}(x,y) \, e^{s \Delta x} \delta_{a}(x)
\]
\[
= \int_{\mathbb{R}^{d}} dy \, e^{\Delta s} \delta_{b}(y) \int_{\mathbb{R}^{d}} dx \, \delta_{y}(x) \, e^{s \Delta x} \delta_{a}(x)
\]
\[
= \int_{\mathbb{R}^{d}} dy \, e^{\Delta s} \delta_{b}(y) \, e^{s \Delta y} \delta_{a}(y)
\]
\[
= \int_{\mathbb{R}^{d}} dy \, e^{(s+t) \Delta y} \delta_{b}(y) \, \delta_{a}(y),
\]
and
\[
\frac{\partial}{\partial s} \text{(RHS)} = \int_{\mathbb{R}^{d}} dy \, G_{d}(a,y) \, \Delta_{y} e^{(s+t) \Delta y} \delta_{b}(y)
\]
\[
= \int_{\mathbb{R}^{d}} dy \, \Delta_{y} G_{d}(a,y) \, e^{(s+t) \Delta y} \delta_{b}(y)
\]
\[
= \int_{\mathbb{R}^{d}} dy \, \delta_{a}(y) \, e^{(s+t) \Delta y} \delta_{b}(y).
\]

Therefore they coincide. Furthermore, by taking the limit of both sides as \( s \to +0 \), we have
\[
\lim_{s \to +0} \text{(LHS)} = \int_{\mathbb{R}^{d}} dx \int_{\mathbb{R}^{d}} dy \, G_{d}(x,y) \, \delta_{a}(x) \, e^{s \Delta y} \delta_{b}(y)
\]
\[
= \int_{\mathbb{R}^{d}} dy \, e^{s \Delta y} \delta_{b}(y) \int_{\mathbb{R}^{d}} dx \, G_{d}(x,y) \, \delta_{a}(x)
\]
\[
= \int_{\mathbb{R}^{d}} dy \, e^{s \Delta y} \delta_{b}(y) \, G_{d}(a,y),
\]
and
\[
\lim_{s \to +0} \text{(RHS)} = \int_{\mathbb{R}^{d}} dy \, G_{d}(a,y) \, e^{s \Delta y} \delta_{b}(y).
\]

Hence the conclusion holds.

#### Proof of Lemma 4.2

Note that \( e^{\Delta y} \delta_{b} \) is the heat kernel with center \( b \):
\[
e^{\Delta y} \delta_{b}(y) = \frac{1}{(4\pi t)^{d/2}} \exp \left( -\frac{\|y-b\|^{2}}{4t} \right).
\]
Therefore the function \( e^{t \Delta} \delta_b(y) \) depends only on \( t \) and the difference \( y - b \). In addition, the function \( G_d(b, y) \) depends only on \( y - b \) as shown by formula (4.1). Then, by integration by substitution with \( z = y - b \), we have

\[
\int_{\mathbb{R}^d} dy \ G_d(b, y) e^{t \Delta_b} \delta_b(y) = \int_{\mathbb{R}^d} dz \ G_d(0, z) e^{t \Delta} \delta_0(z)
\]

\[
= \frac{1}{(4\pi t)^{d/2}} \int_{\mathbb{R}^d} dz \ G_d(z, 0) \exp \left( -\frac{\|z\|^2}{4t} \right).
\]

Clearly this value is independent of \( b \). Furthermore, to show the boundedness of this value, we use the following estimate:

\[
\left| \int_{\mathbb{R}^d} dy \ G_d(b, y) e^{t \Delta_b} \delta_b(y) \right| \leq \frac{1}{(4\pi t)^{d/2}} \left( \int_{B_d[0,1]} + \int_{\mathbb{R}^d \setminus B_d[0,1]} \right) dz \ |G_d(z, 0)| \exp \left( -\frac{\|z\|^2}{4t} \right)
\]

\[
\leq \frac{1}{(4\pi t)^{d/2}} \left( \int_{B_d[0,1]} dz \ |G_d(z, 0)| + \int_{\mathbb{R}^d \setminus B_d[0,1]} dz \ |G_d(z, 0)| \exp \left( -\frac{\|z\|^2}{4t} \right) \right). \tag{C.2}
\]

The first term in the parenthesis is bounded because of the argument in Section B. To estimate the second term, we note that \( |G_d(z, 0)| \) depends only on \( \|z\| \) and bounded by \( c_d \|z\| \) for some constant \( c_d > 0 \) when \( \|z\| \geq 1 \). Therefore we have

\[
\int_{\mathbb{R}^d \setminus B_d[0,1]} dz \ |G_d(z, 0)| \exp \left( -\frac{\|z\|^2}{4t} \right) \leq s_d \int_1^\infty r^{d-1} dr \cdot c_d \cdot r \cdot \exp \left( -\frac{r^2}{4t} \right)
\]

\[
= s_d c_d \int_1^\infty r^d \exp \left( -\frac{r^2}{4t} \right) dr < \infty.
\]

From these, the RHS of (C.2) is bounded.

\[ \Box \]

Proof of Lemma 4.3. When \( t \to +0 \), the LHS tends to \( G_d(a, b) \). By differentiating the LHS, we have

\[
\frac{\partial}{\partial t} (\text{LHS}) = \int_{\mathbb{R}^d} dy \ G_d(a, y) \Delta_y e^{t \Delta_b} \delta_b(y) = \int_{\mathbb{R}^d} dy \ \delta_a(y) e^{t \Delta_b} \delta_b(y) = \left( e^{t \Delta} \delta_b \right)(a) = \frac{1}{(4\pi t)^{d/2}} \exp \left( -\frac{\|a - b\|^2}{4t} \right),
\]

where we use formula (C.1) in the last equality. Then, the conclusion follows.

\[ \Box \]

Proof of Lemma 4.5. Set \( \alpha := \|x - y\| \), which satisfies \( 0 < \alpha \leq D \). For preparation, we define a function \( g \) by

\[
g(s) := \frac{1}{s^{d/2}} \exp \left( -\frac{\alpha^2}{4s} \right)
\]
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for $s > 0$. Since
\[ g'(s) = \frac{1}{4s^{d/2+2}} \exp \left( -\frac{\alpha^2}{4s} \right) (\alpha^2 - 2ds), \]
the function $g$ is unimodal and becomes maximum at $s = \frac{\alpha^2}{2d}$. Then, if we set $s_* = \frac{D^2}{2d}$, the function $g$ is monotone decreasing on $[s_*, \infty)$. Therefore we have
\[ g(s) \geq g(2s_*) \text{ for any } s \text{ with } s_* \leq s \leq 2s_. \]

By using this inequality, we can derive the following estimate:
\[
\int_0^t \frac{1}{(4\pi s)^{d/2}} \exp \left( -\frac{\alpha^2}{4s} \right) ds \\
\geq \frac{1}{(4\pi)^{d/2}} \left( \int_{s_*}^{2s_*} + \int_{2s_*}^t \right) g(s) ds \\
\geq \frac{1}{(4\pi)^{d/2}} \left( s_* g(2s_*) + \exp \left( -\frac{\alpha^2}{8s_*} \right) \int_{2s_*}^t \frac{1}{s^{d/2}} ds \right) \\
\geq \frac{1}{(4\pi)^{d/2}} \left( s_* g(2s_*) + \exp \left( -\frac{D^2}{8s_*} \right) \int_{2s_*}^t \frac{1}{s^{d/2}} ds \right) \\
= \begin{cases} 
\frac{1}{(4\pi)^{d/2}} \left[ \frac{d^{d/2-1}}{2D^{d-2}} \exp \left( -\frac{\alpha^2}{4D^2} \right) + \frac{e^{-d/4}}{1 - d/2} \left( \frac{1}{\alpha^{d/2-1}} - \frac{d^{d/2-1}}{D^{d-2}} \right) \right] & (d \neq 2), \\
\frac{1}{(4\pi)^{d/2}} \left[ \frac{d^{d/2-1}}{2D^{d-2}} \exp \left( -\frac{\alpha^2}{4D^2} \right) + e^{-d/4} \log \left( \frac{td}{D^2} \right) \right] & (d = 2), 
\end{cases}
\]

Thus the conclusion holds. \(\square\)