ON THE ORIGIN OF WIND LINE VARIABILITY IN O STARS
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ABSTRACT

We analyze 10 UV time series for five stars that fulfill specific sampling and spectral criteria to constrain the origin of large-scale wind structure in O stars. We argue that excited state lines must arise close to the stellar surface and are an excellent diagnostic complement to resonance lines which, due to radiative transfer effects, rarely show variability at low velocity. Consequently, we splice dynamic spectra of the excited state line N\textsc{iv} \lambda 1718 at low velocity with those of Si\textsc{iv} \lambda\lambda 1400 at high velocity in order to examine the temporal evolution of wind line features. These spliced time series reveal that nearly all of the features observed in the time series originate at or very near the stellar surface. Furthermore, we positively identify the observational signature of equatorial corotating interaction regions in two of the five stars and possibly two others. In addition, we see no evidence of features originating further out in the wind. We use our results to confirm the fact that the features seen in dynamic spectra must be huge in order to remain in the line of sight for days, persisting to very large velocity, and that the photospheric footprint of the features must also be quite large, ~15%–20% of the stellar diameter.
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1. INTRODUCTION

Revealing the systematic spectral variability of OB star wind lines was a major contribution of the International Ultraviolet Explorer (IUE, Boggess et al. 1978; e.g., Massa et al. 1995; Kaper et al. 1996, k96 hereafter). These observations demonstrated that the source of the variability was large, coherent structures in the winds (e.g., Fullerton et al. 1997; Kaper et al. 1999, k99 hereafter; de Jong et al. 2001; Prinja et al. 2002). Since then, similar evidence for large-scale structure has been detected in the winds of LMC O stars (Massa et al. 2000), the central stars of planetary nebulae (Prinja et al. 2012), and may be a fundamental property of radiatively driven wind flows.

While the absorption features observed in time series propagate monotonically to higher velocity, they move more slowly than the velocity law of the wind (determined from the shapes of saturated wind lines) would predict. In fact, one often observes different features propagating with different accelerations at the same time. To explain this, Mullan (1984) proposed that the absorption features were the signatures of corotating interaction regions (CIRs) in the winds. These are similar to structures seen in the solar wind where different sectors of the stellar surface give rise to winds that accelerate differently. Rotation causes these different sectorial flows to interact, and an interface with a spiral pattern can result with a velocity plateau possibly developing along the interface. Then, as the CIR moves across our line of sight to the stellar disk, it can give the appearance of an absorption feature moving slowly outward in the wind. This explanation has considerable appeal, since it explains the slow acceleration of the absorption features, and the large spatially coherent structures can explain the persistence of the absorption features along the line of sight, which can persist for several days.

Cranmer & Owocki (1996) and Lobel & Blomme (2008) analyzed the time-dependent signature of CIRs originating in the equatorial plane of a star when viewed equator-on. They showed that a specific wavelength dependent form of variability resulted, and they termed its shape “bananas.” This signature has been identified in the Si\textsc{iv} \lambda\lambda 1400 wind lines of the B supergiants HD 64760 (Fullerton et al. 1997) and HD 150168 (Prinja et al. 2002), and the O star \( \xi \) Per (de Jong et al. 2001). In these cases, a photospheric origin for the variability seems secure. In fact, Ramiaramanantsoa et al. (2014) detected optical photometric variability in \( \xi \) Per with a time scale similar to the DACs measured by de Jong et al., strengthening the case for a photospheric connection. In other cases, it is not clear whether the absorption features which appear at low velocity and propagate to high velocity actually originate near the stellar surface, or if they are the result of a density enhancement caused by low velocity material behind a shock further out in the wind, which then simply appears at low velocity.

The presence of structure can significantly affect the mass-loss rate inferred from different spectral diagnostics and has been the focus of some recent observational (e.g., Fullerton et al. 2006; Prinja & Massa 2010, 2013) and theoretical (e.g., Sundqvist et al. 2010; Sürlan et al. 2012) studies. The result has been a mass-loss rate discrepancy, which refers to the large, up to a factor of 10, differences between the theoretical expectations (e.g., Muijres et al. 2012) and observationally determined mass-loss rates derived from homogeneous wind models. Recent theoretical models have resolved much of this discrepancy by introducing optically thick structures in the wind. However, current models are based on winds containing randomly distributed, small-scale blobs, and the results could be very different for large structures, such as CIRs. This is because geometry matters for wind line formation in a wind containing large-scale optically thick structures.

Determining whether the variability seen in the time series is due to material originating near or at the surface of the star and then propagating outward, or low speed material at large distances from the star which simply appears at low velocity is the goal of this paper. Should the origin of all of the features be tied to the stellar surface, this would have implications for the structure of the winds (how does the component of the wind which shapes saturated wind lines co-exist with large-scale structure), the structure of the photosphere (what causes the
photospheric irregularities that give rise to the different wind flows), X-ray production (do X-rays originate mainly in small, spatially incoherent shocks or along the interfaces of the CIRs), and the theoretical derivations and simulations based on a smooth wind.

In the following sections, we (1) provide a brief review of wind line formation and variability, emphasizing how excited state lines can be used to trace structures to the lower wind and to make a photospheric connection; (2) examine the available data sets for O stars with a well-developed excited state line and arrive at our sample of time series; (3) demonstrate one new instance of a CIR in a time series for 68 Cyg, and possible CIR signatures in time series for ζ Pup and λ Cep; and (4) discuss the implications of our results.

2. WIND LINE FORMATION

When discussing wind line variability, we confine ourselves to UV lines and concentrate on wind absorption. Variable emission in UV wind lines is rarely observed in OB stars, primarily because the emission at a given velocity is composed of light scattered throughout the wind, averaging over any inhomogeneities that may be present. In contrast, the absorption arises in the cylinder of wind material that lies between the stellar disk and the observer. The observed absorption is a function of wavelength or, equivalently, velocity.

Generally, there is no way to directly determine the radial location of an absorption feature at a specific velocity. For example, a low-velocity feature could arise from material near the stellar surface, accelerating outward, or from slowly moving wind material far out in the wind which is re-accelerating after being shocked. This ambiguity is always the case for resonance lines, but not for excited-state lines. To see why this is the case, we now provide a brief description of how the two different lines are formed.

A resonance wind line is effectively a pure scattering line. Anywhere an ion exists in the ground state, the resonance line will scatter incoming radiation. For a typical wind acceleration law, a resonance line will first become optically thick at low velocity where the wind density is highest. As a result, wind lines that are strong enough to show variability at intermediate and high velocities are usually optically very thick at low velocity. Consequently, large changes in column density translate into small changes in the absorption. Two other factors also conspire to make the variability of resonance lines difficult to observe at low velocity. The first factor is that the photospheric resonance line is typically very strong, so any line-of-sight absorption is seen against a very weak continuum. The second factor is that the scattered radiation originating from all over the wind peaks at low velocity. This means that any weak variation in the small residual flux at low velocity is masked by strong emission.

An excited state wind line arises from an allowed transition whose lower level is the upper level of a resonance transition (typically below 900 Å). They frequently appear as wind lines in O stars with strong mass fluxes. One of the most commonly observed excited state lines is N\textsc{iv} λ1718, whose lower level is the upper level of the N\textsc{iv} λ 765 resonance line. In most cases, a very simplified level population model can be used to accurately describe the population of the lower state of an excited state wind line (e.g., Olson 1981). H\textsc{i} (and to a lesser degree He\textsc{ii} λ1640) is a notable exception. Because H\textsc{i} is a trace ion in O star winds and lies on the only path to the ground state, its level populations are dominated by recombinations. An excited state line like N\textsc{iv} λ1718 has three important properties that make it a valuable diagnostic for variability studies. First, because a strong EUV radiation field is required to populate its lower level, it can only exist close to the star (this gives excited state lines their distinctive profiles). As a result, a feature which appears at low velocity in N\textsc{iv} λ1718 must originate close to the stellar surface, i.e., it cannot be a low-velocity, post-shock region far out in the wind. Second, the photospheric Н\textsc{iv} λ1718 line tends to be considerably weaker than a resonance line, so variable absorption is viewed against a stronger continuum than for a resonance line. Third, because excited state lines become optically thin far from the star, the scattered light contribution at low velocity is much weaker. These properties make variability much easier to detect at low velocity in an excited state line. However, because excited state lines weaken quickly at large distances from the star, high-velocity variability is difficult to detect.

We see, therefore, how resonance and excited state lines complement one another. If a feature (indicated by excess or reduced absorption) appears at low velocity in an excited state line and then joins a high-velocity feature in a resonance line (whose low-velocity portion may be saturated) at higher
velocity, this provides evidence that the excess or deficiency of opacity, which caused the feature close to the stellar surface (where the radiation field is intense), propagated outward, into the wind.

3. THE DATA

The IUE database is the only one available containing the UV time series needed for analysis. To avoid radiative transfer effects, one would prefer to compare a resonance singlet and an
excited state singlet. While N\textsc{iv}\ λ\textsubscript{1718} is an ideal example of the latter, O star spectra do not have a suitable resonance singlet in the \textit{IUE} wavelength band. Consequently, we were forced to use a doublet. In this case, Si\textsc{iv}\ λ\textsubscript{1400} is the best candidate, since its doublet separation is large, δν = 1936 km s\textsuperscript{−1}, and it is often strong but unsaturated in stars with well-developed N\textsc{iv}\ λ\textsubscript{1718}. We concentrate on the blue component of the doublet because it is unaffected by the red component over the velocity range $v < v_{\infty} + δν$ (Olson 1982). Thus, much of the high-velocity portion of the blue component behaves as if it were a singlet. For example, the blue component of the Si\textsc{iv} doublet in a star with $v_{\infty} = 2700$ km s\textsuperscript{−1} is unaffected by the red component over the velocity range $-2700 \leq v \leq -764$ km s\textsuperscript{−1}. Figure 1 shows these intervals for ζ Pup.

To arrive at our sample, we began with all the SWP high-resolution observations of stars in \textit{IUE} object classes 12–15, which stand for main-sequence O, supergiant O, Oe, and Of. This consisted of 3401 spectra of 325 stars. The sample was then narrowed to stars with 10 or more spectra (54 stars) with sequential observations separated by less than 1 day (27 stars). We then imposed the following two constraints. First, the spectra must have distinctly asymmetric N\textsc{iv}\ λ\textsubscript{1718} profiles, so that wind variability can be observed. Second, the series must cover four or more days to span enough time to determine whether features observed at low velocity in N\textsc{iv} appear later at high velocity in Si\textsc{iv}. The net result of this search was 12 potentially suitable time series of 6 stars.

Table 1 gives some basic properties of the stellar sample. The columns represent the following: 1—the star name; 2—spectral types from Maíz-Apellániz et al. (2003); 3—wind terminal velocities from Prinja et al. (1998) for HD 93843 and the compilation of Fullerton et al. (2006) for the rest; 4—projected rotational velocities from Penny (1996); 5—stellar radii (again from Fullerton et al. or Prinja et al.); and 6—the number of time series inspected. Table 2 summarizes the properties of the time series we will examine. The columns list the following: 1—the star name; 2—the duration of the series in days; 3—the range of \textit{IUE} high-resolution image numbers which encompass the series; 4—the number of spectra in the series; 5—the dates spanned by the series; and 6—comments on the individual series.

Unfortunately, a few of the time series are not very useful for our purposes. For example, the series for HD 93843 is a long but very sparsely sampled series (see Prinja et al. 1998) with a mean sampling interval of 10.2 hr. Such sparse sampling makes it difficult to identify features at low velocity where they accelerate quickly. To quantify this, consider the time it takes a
parcel of wind to accelerate from its initial velocity, \( v_1 \), to a specific velocity, \( v_2 \). We adopt a standard \( \beta \) law for the wind acceleration, which has the form \( w = (1 - a/x)^2 \), where \( w = v/v_\infty \), \( x = r/R_\star \), and \( a = 1 - w (x = 1) \). Adopting \( \beta = 1 \) (a common value for O stars), we find that the time it takes a parcel of wind material to accelerate from \( w_1 \) to \( w_2 \) is

\[
t_2 - t_1 = 193.5 \frac{a R_\star}{v_\infty} \frac{w_2 - w_1}{(1 - w_1)(1 - w_2)} + \ln \frac{w_2(1 - w_1)}{w_1(1 - w_2)} \text{ hr.}
\]

Equation (1) shows that it takes wind material \( \sim 4.9 \) hr to accelerate from \( w = 0.02 \) to \( w = 0.5 \) (where features tend to be lost in \( \text{N} \text{IV} \)). While absorption features typically accelerate more slowly than this, the sampling is so sparse that it can easily miss the entire time evolution of low-velocity \( \text{N} \text{IV} \) features. As a result, we eliminate the HD 93843 series from the following analysis. For similar reasons, we also drop the third series for \( \lambda \) Cep.

4. ANALYSIS

Our analysis is relatively simple and based primarily on visual inspection of dynamic spectra. Dynamic spectra are images of time-ordered spectra normalized by the mean spectrum of the series, i.e., \( n_\lambda = f_\lambda / \langle f_\lambda \rangle \). Figures 2–11 show dynamic spectra for the program stars. Each figure contains three dynamic spectra with time increasing upward (labeled by the number of days since the beginning of the series) plotted against the normalized velocity, \( w = v/v_\infty \), where the \( v_\infty \) values are taken from Table 1. Nearest neighbor interpolation was used to place the spectra on a linear time grid, and gaps appeared whenever more than 5 hr elapsed between exposures. The vertical lines represent the rest wavelengths of the lines, the bar at the side of each set shows the color scale used, and the mean spectrum for the series is shown at the bottom of each panel. The first two panels of each figure are for the \( \text{Si} \text{IV} \) \( \lambda \lambda 1400 \) resonance doublet and the \( \text{N} \text{IV} \) \( \lambda 1718 \) excited state line and the minimum and maximum scaling for these are 1/1.4–1.4 and 1/1.2–1.2, respectively. The third panel shows the low-speed portion of the \( \text{N} \text{IV} \) dynamic spectrum (\( v \lesssim 1000 \text{ km s}^{-1} \)) spliced onto the high-speed portion (\( v > 1000 \text{ km s}^{-1} \)) of the \( \text{Si} \text{IV} \) one (Figure 1 shows the regions spliced from each line). We choose 1000 km s\(^{-1}\) so that the high-speed portion of the blue component of the resonance doublet will be radiatively decoupled from the red component. Because the amplitude of the \( \text{N} \text{IV} \) variability near 1000 km s\(^{-1}\) is typically smaller than that of \( \text{Si} \text{IV} \), we rescale the \( \text{N} \text{IV} \) portion of the profile to make

**Figure 4.** Same as Figure 2 for the HD 34656 time series.
the amplitudes match. This was done as follows:

\[ n' = \left( n_{\lambda} - 1 \right) \times \text{Const} + 1, \]  

where a value of \( \text{Const} = 2.5 \) was used for all of the time series except \( \zeta \) Pup, which has very strong \( \text{N}\ IV \), so a value of 1.5 was used. The minimum and maximum extents of the color range for the spliced profiles are 1/1.2–1.2.

Our final sample is biased toward rapidly rotating stars. This is a consequence of the findings by Prinja (1988), which determined that wind activity evolves more quickly in rapidly rotating stars, and so later time series observations concentrated on these objects to maximize the activity that could be captured in a fixed amount of \( \text{IUE} \) observing time.

The remainder of this section summarizes the result of each spliced time series.

\( \xi \) Per (Figures 2 and 3): the first series for this star was examined previously by k96, Kaper et al. (1997, k97 hereafter), and k99. The series lasts only 4.4 days. Nevertheless, during that time two major absorption events occur, both of which appear to have the “banana” shape that is indicative of an equatorial CIR moving into the line of sight.

The second series was analyzed extensively by de Jong et al. (2001). It is roughly twice as long as the first and, as de Jong et al. point out, contains the signatures of at least four CIR passages.

\( \text{HD 34656} \) (Figure 4): our time series for this star was previously analyzed by k96, k97, and k99. The dynamic spectrum contains four major absorption features of Si\ IV, and all of these connect to low-velocity features in \( \text{N}\ IV \). While these features lack the signature of an equatorial CIR viewed edge on, at least two of them appear to extend to \( v \approx 0 \). Although faint, it seems clear that one can trace absorption features from \((w, t) = (0.0, 1.3) \rightarrow (-0.7, 2.4) \) and \((0.0, 2.5) \rightarrow (-0.6, 3.1) \).

\( \zeta \) Pup (Figures 5 and 6): the first series for this star was analyzed by Prinja et al. (1992). It is poorly sampled for our purposes, with large gaps in the time coverage. Nevertheless, at least three features can be seen moving through the \( \text{Si\ IV} \) profile, and all of them appear to connect to low-velocity features in \( \text{N}\ IV \) which extend to \( v \approx 0 \).

The second series was described by Howarth et al. (1995). It is long and well sampled. Numerous features are apparent in both \( \text{Si\ IV} \) and \( \text{N}\ IV \), and all of them appear to join seamlessly, indicating that they all originate near or at the stellar surface. A few of the features (e.g., the ones near days 4, 9, and 14) may have CIR signatures.

Figure 5. Same as Figure 2 for the first \( \zeta \) Pup time series.
Figure 6. Same as Figure 2 for the first ζ Pup time series.

Figure 7. Same as Figure 2 for the first 68 Cyg time series.
68 Cyg (Figures 7–9): this star has the weakest N\textsc{iv} $\lambda$1718 of the sample. The first series has been discussed several times in the past (Prinja 1988; Prinja & Howarth 1988; k96; k97; k99). This series is poorly sampled for our purposes. Nevertheless, there are good indications that the high- and low-velocity features join. Specifically, the feature between days 5 and 6 and the two between days 3 and 5 appear to connect. The large gaps in coverage for the rest of the series make it impossible to draw conclusions about the remainder of the features seen in Si\textsc{iv}.

The second 68 Cyg series was analyzed by Howarth & Smith (1995), k96, k97, and k99. It is a short, but well-sampled series and it is quite clear that all of the high-velocity features seen in Si\textsc{iv} join low-velocity features in N\textsc{iv}.

The third 68 Cyg series has not been presented previously. It is fairly well sampled and considerably longer than the others. Once again, in spite of the weakness of the N\textsc{iv} variability, it is apparent that all of the high- and low-velocity features join. In fact, an equatorial CIR signature is apparent in many of them.

$\lambda$ Cep (Figures 10 and 11): the first series for this was included in k96, k97, and k99. It is well sampled and presents an excellent example of distinct high- and low-velocity features joining seamlessly. The feature that straddles day 1 hints of having a CIR signature.

5. DISCUSSION

We begin by summarizing our main observational results. We then discuss their implications for the structure of O star winds. Finally, we highlight some issues that must be resolved before we can arrive at a complete understanding of OB star winds.

Our main observational results are the following.

1. Every absorption feature observed at low velocity connects to a feature at high velocity.

2. Conversely, whenever the data allow it, every feature observed at high velocity can be traced to a feature at low velocity.

3. Some of the spliced Si\textsc{iv}–N\textsc{iv} dynamic spectra reveal “bananas,” which are the accepted signatures of CIRs tied to the stellar surface.
4. We see evidence of an equatorial CIR in 68 Cyg for the first time, and possible equatorial CIR signatures in spliced time series for ζ Pup and λ Cep.
5. Since our technique reveals CIR signatures which almost certainly indicate the presence of spiral arms in the winds, we suspect that the other features which extend to $v_0$ are also caused by CIRs, just not in the equatorial plane, or viewed edge on.

These results have the following implications on the structure of OB star winds.

1. The fact that features observed at low velocity in excited state lines join seamlessly with features at high-velocity lines and vice versa, establishes a connection between the wind features and the stellar surface.
2. For the series analyzed, we see no evidence of features formed at intermediate velocity in the wind, i.e., all features can be traced back to the surface and they move through the profile monotonically with velocity. This implies that the features are not formed by shocked gas far from the star, but by some mechanism very close to or on the stellar surface.
3. As has been known for a long time, the features seen in dynamic spectra must be huge, in order to remain in the line of sight for days persisting to very large velocity.
4. For a feature to be detected at $v_0$, it must cause a 2%–4% (Howarth & Smith 1995) decrease in the flux or, equivalently, occult at least 2%–4% of the stellar disk. This means that the linear size of the region responsible for the excess absorption must be ~15%–20% of the stellar diameter and, in some cases, considerably larger.

While the current results represent real progress, several open questions remain and we now describe a few of them. First, the stars in our sample which have been monitored at optical wavelengths show only very small amplitude photometric variability (Howarth & Stevens 2014; Ramiaramanantsoa et al. 2014). Because we have shown that the photospheric footprints of the variability must be quite large, this implies that either the temperature difference between the footprints and the surrounding regions is very small or else the wind structures arise from small, randomly distributed irregularities which somehow organize themselves into large-scale wind structures very near the stellar surface. Second, it is currently thought that the X-rays originate from small, spatially incoherent shocks.
distributed throughout the wind (e.g., Cohen et al. 2014). However, when monitored in X-rays, ζ Pup (Nazé et al. 2013) showed no evidence for variability on short timescales, implying that if the X-rays are produced by small-scale structures, there must be thousands of them present at any given time. On the other hand, both ζ Pup and ξ Per (Massa et al. 2014) exhibit X-ray variability on timescales that are more consistent with the those of the large structures we observe in the UV wind lines. Three possible explanations are as follow: (1) the CIRs shepherd the clumps (although exactly how this occurs is not clear); (2) the CIRs occult some of the clumps as they sweep across the line of sight (but this requires them to be optically thick to X-rays and carry considerably more mass than currently believed); or (3) the CIRs themselves are the source of the X-rays and, since they are large, coherent structures, short timescale variability is not expected (such a model has not been examined). Whatever the case, the fact that X-rays vary on a timescale consistent with the spiral structures observed in the UV wind lines highlights a shortcoming of our current understanding of how OB star winds are structured. Third, we know that the UV spectral diagnostics used to derive mass-loss rates in OB stars are strongly affected by optically thick structures (Massa et al. 2008; Prinja & Massa 2010). Furthermore, Sundqvist et al. (2010) and Sürlan et al. (2013) have demonstrated how small, optically thick clumps can affect the diagnostics. However, for large-scale, optically thick structures, geometry matters, i.e., the exact location and velocity of the structures affect the resulting wind line profiles, but to what extent is not at all clear. While CIRs may have a small effect on the mass-loss rates (Lobel & Blomme 2008), they can have a profound effect on the wind lines. This is because they are thought to form in a velocity plateau, which can make their optical depths as much as 100 times larger than the ambient wind (see, Cranmer & Owocki 1996). Furthermore, CIRs can affect a large velocity range at any given time (see, Figure 3 in Owocki et al. 1995). Unlike the small-scale structures, the effects that optically thick CIRs may have on wind lines have not been modeled. Consequently, it is not clear how much of an effect they can have on our interpretations of observed profiles. Finally, we note that according to Cranmer & Owocki (1996), the DACs are caused by a non-monotonic velocity law. This occurs when the faster wind collides with the slower wind. For this mechanism to be responsible for what we observe, the two winds must interact very close to the stellar surface. While this is not typical for CIR formation, it is not impossible and sets a strong constraint on the winds from the two regions that create the CIRs.
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