A Model Output Deep Learning Method for Grid Temperature Forecasts in Tianjin Area
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Abstract: In weather forecasting, numerical weather prediction (NWP) that is based on physical models requires proper post-processing before it can be applied to actual operations. Therefore, research on intelligent post-processing algorithms has always been an important topic in this field. This paper proposes a model output deep learning (MODL) method for post-processing, which can improve the forecast effect of numerical weather prediction. MODL is an end-to-end post-processing method based on deep convolutional neural network, which directly learns the mapping relationship between the forecast fields output by numerical model and the observation temperature field in order to obtain more accurate temperature forecasts. MODL modifies the existing deep convolution model according to the post-processing problem’s characteristics, thereby improving the performance of the weather forecast. This paper uses The International Grand Global Ensemble (TIGGE) dataset from European Centre for Medium-Range Weather Forecasts (ECMWF) and the observed air temperature of 2 m obtained from Tianjin meteorological station in order to test the post-processing performance of MODL. The MODL method applied to temperature in post-processing is compared with the ECMWF forecast, Model Output Statistics (MOS) methods, and Model Output Machine Learning (MOML) methods. The Root Mean Square Error (RMSE) of the temperature field predicted by MODL and the observed temperature field is smaller than the other models and the accuracy of the temperature difference of 2 °C (Acc) is higher, especially where the prediction time is in the first three days. The lightweight nature of MODL also makes it suitable for most operations.
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1. Introduction

In recent years, most of the meteorological forecasting methods are based on numerical weather prediction (NWP). NWP uses the observations to estimate future atmospheric behavior that is based on the current state and mathematical and physical principles [1]. Since the proposal of numerical forecasting models in the early 20th century, numerical forecasting technology has made significant progress with the rapid development of modeling technology [2,3], observation technology [4,5], and computer technology [6–8]. Numerical weather prediction has become a crucial part of meteorological forecasting technology.

However, NWP has some inevitable errors, including initial condition error and model error [9]. The quality of the observations, quality of the observational network, and the handling of observation
and background information by the data assimilation system (DAS) are different types of initial condition errors which can be estimated through a variety of means. Ma and Bao [10] pointed out that these uncertainties may be related to the grid process. Mu et al. [11] proposed that some uncertainties may be related to the physical and dynamic processes that are missed or not yet discovered by the numerical model. Ensemble forecasting, a universal numerical forecast technique, is widely applied to operational forecasting in order to recompense for the shortcomings of the NWP physical model and estimate the uncertainty of the forecast. The European Centre for Medium-Range Weather Forecasts (ECMWF) and the National Centers for Environmental Prediction (NCEP) have extensively tested such methods and put them into the operations [12,13].

While the growth of initial condition error can be estimated, the growth of model error is more difficult to determine. Therefore, forecasters are still required to interpret and revise the numerical forecasting in combination with their meteorological knowledge and forecasting experience for the forecast area in order to improve the weather forecast’s accuracy before the weather forecast is released [14], which is called weather consultation. As weather forecasting becomes increasingly useful as a guide in different fields, more types of observation data and greater spatiotemporal resolution forecasts are needed. Continuously upgraded observation equipment provides a large amount of historical data to support NWP models. However, the way of manual weather consultation has become a hindrance due to the slow speed and heavy workload. The emergence of intelligent post-processing algorithms provides the possibility to meet the needs of weather forecasting. Hence, suitable post-processing algorithms for weather consultation are needed to help the manual process of weather consultation [15–17].

Typical numerical forecast post-processing methods include the frequency matching method, Model Output Statistics (MOS) [18], Anomaly Numerical-correction with Observations (ANO) [19], Bayesian Model Averaging (BMA) [20], the Kalman filter [21,22], and Model Output Machine Learning (MOML) [23]. However, the success of MOS is based on a large amount of accurate historical observation data. Each update of numerical forecasting models will invalidate the previous historical data. The continuous update of numerical forecasting models prevents MOS from collecting a large amount of historical data. The failure to analyze the potential high-dimensional features in the observation data is also a limitation of MOS. The disadvantage of ANO is that they are not likely to predict sudden changes in the forecast error caused by rapid transitions from one weather regime to another though the ANO does not need too much data and it has a lower computational complexity. The assumption of prior probability is the limitation of BMA. Different prior probabilities generally have a greater impact on the results of the BMA method. BMA sometimes returns poor forecast results due to the bad settings of the prior probabilities. The use of MOML to post-process NWP requires the extraction of hidden high-dimensional features in large amounts of historical data which required meteorological knowledge [24]. Cyclone, wind shear, etc. can all be regarded as high-dimensional features extracted through meteorological knowledge, but only professionals can extract them. Therefore, the complex pre-processing that is related to feature engineering is a deficiency of MOML.

The post-processing methods that are mentioned above can be considered as machine learning algorithms. Machine learning algorithms build a mathematical model based on sample data, known as “training data”, in order to make predictions or decisions [25]. In the post-processing, machine learning algorithms build the model based on historical data to map the relationships between forecast field and observation data. As a branch of machine learning methods, deep learning has demonstrated its remarkable capacities and massive potential in many different fields in recent years. The development of deep learning has also promoted the historical process of artificial intelligence because of its extensive application possibilities [26]. Deep learning has made breakthroughs in many fields, especially in computer vision (CV) [27], speech recognition [28], and natural language processing (NLP) [29]. The emergence of deep learning provides a new approach for several meteorological problems. In recent years, many papers have tried to use deep learning to reduce the model error and initial
condition error of NWP. For example, Zambrano et al. [30] used a multilayer feedforward neural network in order to predict Chile’s degree of drought in 2018. Hossain et al. [31] used autoencoders to predict temperature and humidity in Nevada. Dupuy et al. [32] implemented convolutional neural networks to the forecasts of cloud cover. Wang et al. [33] trained a deep belief network in the prediction of wind power. However, the above-mentioned deep learning models that are applied to weather forecasting are gradually replaced by the new models due to slow convergence and easy over-fitting in the CV and NLP areas. In addition, these algorithms establish the mapping relationship between the forecast field and a single weather station. The idea of directly establishing a mapping from the forecast area to the observation area, which can be called as end-to-end post-processing, has not been tried.

In this paper, a model output deep learning (MODL) method is proposed while using two state-of-the-art deep learning techniques, namely Three-Dimensional (3D) Fully Convolutional Neural Networks and U-Net Structure, to correct the numerical prediction. Fully convolutional neural networks, recurrent neural networks, and fully connected neural networks are common deep learning methods to solve pixel-level classification and regression problems. A recurrent neural network is difficult to converge because of the complex structure. The fully connected neural network cannot handle large input tensors due to the large number of parameter requirements. When compared with the fully connected neural network and recurrent neural network, the fully convolutional network that was proposed by Long et al. [34] has a better performance on pixel-level regression. Thus, the 3D Fully Convolutional Network (FCN) is widely used to process 3D data. Li et al. [35] used this structure to detect vehicles in the point cloud. Janssens et al. [36] trained a regression 3D FCN automatic segmentation of lumbar vertebrae from CT images. Janssens et al. proposed a U-net structure for biomedical image segmentation. U-net codec structure can fuse multi-scale features in the network. Multi-scale and multi-lifecycle meteorological features need to be comprehensively analyzed during the post-processing of NWP. For example, as a weather system with a small scale and short duration, wind shear affects temperature through ascending movement. Extratropical cyclones with an average diameter of 1000 km will cause large-scale weather changes in the area. It is necessary to comprehensively consider weather systems of different scales in post-processing. Therefore, the U-net structure is suitable for solving the multi-space-time scale post-processing problem. Unlike other papers, the MODL model is an end-to-end training model. No additional human intervention is needed in post-processing. Thus, we propose this MODL method for the post-processing of NWP and employ it to forecast 2 m air temperature forecasting in Tianjin area in this paper. Comparison experiments were conducted that showed the significant improvement of our approach as compared to other widely-used post-processing methods.

This paper is organized, as follows: Section 2 introduces the source of the data and the problems solved by this article; Section 3 details the algorithm and usage of the MODL algorithm; Section 4 compares and discusses the experimental results; and, Section 5 is the summary.

2. Data and Organization

This section will explain the data sources, data organization forms and problems solved by the experiment in this article. The data used in the experiment, which is recorded as $D_0$, consists of two parts: numerical model data and observation data. Section 2.1 will introduce the numerical model data used in the experiment. Section 2.2 will introduce the observation data used in the experiment. Section 2.3 will introduce the problems solved by the experiment in this paper.

2.1. Model Data

Many countries and regions have their own global numerical weather prediction centers, including ECMWF (European Centre for Medium-Range Weather Forecasts), GFS (United States Global Forecast System), or RHMC (Russian Hydrological and Meteorological Center). Among these centers, ECMWF is an independent intergovernmental organization with the world’s largest archive of numerical weather
prediction data. Because of the noticeable correction effect on the deterministic forecast of extreme weather, it has become a vital reference product for short- and medium-term weather forecasting [38].

The forecast data that are used in this paper are The International Grand Global Ensemble (TIGGE) dataset, which is the global ensemble forecast data from ECMWF. The model data provided by TIGGE includes wind speed, temperature, precipitation, humidity, and other basic physical quantities and basic weather phenomenon elements that explain the state of the atmosphere, which we call weather elements. During weather consultation, meteorologists will select some, but not all, weather elements for weather consultation based on meteorological principles and their own local forecasting experience. Based on the experience of weather forecasters, this paper selects 21 kinds of weather elements with a correlation with temperature. In the correlation analysis in Section 3, further screening of these weather elements will be carried out.

As part of the experimental data $D_0$, the model forecast data is recorded as $X_0$. $X_0$ used in the experiment is the combination of three-hourly forecast data initialized at 0000 UTC up to a lead time of 72 h and six-hourly forecast data up to lead time of 240 h from January 2016 to November 2018 provided by Tianjin Bureau of Meteorology. Each day provides a forecast sample from January 2016 to November 2018. Thus, there are 1065 samples recorded as $S$ in a specific space on a certain day, i.e., $S = 1, 2, \ldots, 1065$. For the numerical forecast in the above time range with a resolution of 0.125°, the grid shape covering the Tianjin area (38.5°–40.25° N, 116.25°–118.5° E) is 16 × 12. Because grid points at the grid boundary need to be considered, this paper uses grid data with a shape of 18 × 14. Each point on the grid can be represented by $(m, n)$, where $m = 1, 2, \ldots, 14$ and $n = 1, 2, \ldots, 18$. As part of the experimental data $D_0$, the model forecast data are recorded as $X_0$. Each sample contains 21 weather elements (2T, 2D, \ldots, VIS) and we use C to represent some element, i.e., $C \in (2T, 2D, \ldots, VIS)$, which will be introduced in detail later. Each sample has 53 time steps (or called forecast lead time) and can be divided into two groups according to the time steps, which is the 3-h interval sample of the first 72 h and the 6-h interval sample of 72–240 h ($t = 0, 3, \ldots, 69, 72, 78, \ldots, 234, 240$). Each point on the grid can be represented by $(m, n)$, where $m = 1, 2, \ldots, 14$ and $n = 1, 2, \ldots, 18$. Therefore, the five-dimensional (5D) tensor $X_0$ of size $14 \times 18 \times 53 \times 21 \times 1065$ can be written as

$$X_0 = \{x_{m,n,S,t,C}\},$$

where $x_{m,n,S,t,C}$ is the value of forecast sample $S$ with the weather element $C$ in grid point $(m, n)$ whose forecast lead time is $t$.

Figure 1 shows an element in $X_0$. Three of 21 different weather elements (C) with fixed parameters are drawn using four different color tables. Each weather element is composed of three heat maps, representing three different time parameters ($t$). The length of the time dimension is 53, and each time parameter corresponds to a two-dimensional matrix of $14 \times 18$ $(m, n)$ in space. The figure shows the value of weather elements in the form of heat maps through nearest neighbor interpolation.

2.2. Observational Data

The observational data are the 2 m air temperature observation data of all 267 automatic stations in Tianjin provided by the Tianjin Meteorological Bureau. Each automatic station recorded the 2 m air temperature of its location hour by hour from January 2016 to November 2018. Thus, these observational data constitute the other part of the original dataset $D_0 = (X_0, Y_0)$, and this part is denoted by

$$Y_0 = \{y_{S,t,\text{state}}\},$$

where the ranges of values of $\text{state}$, $t$ and $S$ are $(1, 2, \ldots, 267)$, $(1, 2, \ldots, 24)$ and $(1, 2, \ldots, 1065)$. Because the maximum forecast lead time of model data is 10 days, each model sample requires 10 days of observation samples as the label of the model input. The EC data eliminated due to the lack of observation data is calculated for a total of 33 days. Accordingly, the time dimension parameter $S$ of the numerical forecast data is specifically compressed to 1032.
Figure 1. Visualization of model forecast data. Each two-dimensional (2D) heat map represents the distribution of a single weather element at a single time. For each weather element, all of the corresponding heat maps in the first column are concatenated through time to form the three-dimensional (3D) tensor in the second column. Different color tensors represent different weather elements. Twenty-one 3D tensors correspond to 21 types of weather elements. The 3D tensors are concatenated to obtain the four-dimensional (4D) tensor on the right side of Figure 1. Each four-dimensional tensor is a sample in the experiment.

Because the automatic station data is not grid data in space, this paper uses inverse distance interpolation to obtain grid format observation data, as shown in Figure 2. Observation data of 267 automatic stations at 53 time steps are interpolated to form one data for supervision. Inverse distance weighting is the general term for a series of weighted average interpolation methods. Different strategies for setting weights will make some difference in the grid data after interpolation. This paper uses the Cressman strategy [39]. The Cressman strategy uses the ratio between distance of an observation from a grid cell and the maximum allowable distance in order to calculate the relative importance of an observation for calculating an interpolation value.

Figure 2. Visualization of observational data. The first column in the figure is the site observation data at 53 time steps. The second column is the grid observation data after inverse distance interpolation. The third column is the 3D tensor obtained by concatenating the tensor in the second column in the time dimension.

2.3. Problem

The problem studied in this paper, the grid temperature forecast, is actually a problem of using the forecasts from the ECMWF model as the input and obtaining the 2 m air temperature forecasts, as the output which can be written as

$$y_0 = F(x_0), x_0 \in X_0, y_0 \in Y_0.$$  \hspace{1cm} (3)

Focusing on the samples from January 2016 to December 2018, for each sample, the 2 m air temperature forecasts in Tianjin area at the forecast lead times of 1–10 days need to be forecast.
This paper uses $2\degree C$ temperature difference accuracy (Acc) and root mean square error (RMSE) in order to assess the quality of 2 m air temperature predictions.

This paper trains the MOS method based on univariate linear model, the MOML method based on linear regression model, and the MOML method based on random forest as comparison models in order to examine the advantages and disadvantages of MODL in the numerical prediction post-processing technology. The comparison models of this paper will be introduced in detail in Section 3.3.

3. Methods

This section will introduce the algorithm and usage of the MODL algorithm. MODL is a post-processing algorithm for numerical weather prediction. Like MOS, MODL is also a technology that is used to improve the prediction capabilities of numerical weather models. The difference is that MODL uses the back-propagation capability of the neural network to establish the mapping relationship between NWP and observation data. In addition, the post-processing model established by MODL is an end-to-end model that considers spatio-temporal correlation. Using MODL to post-process, the numerical prediction can make the prediction of meteorological elements more accurate. Section 3.1 will introduce the preprocessing method before model data $X_0$ is input into MODL. Section 3.2 will introduce the training method, operational method and the structure of MODL. Section 3.3 will introduce comparison algorithms.

3.1. Data Preprocessing

Twenty-one kinds of weather elements were selected that may not have strong correlations with temperature forecasts. Weather elements that are less dependent on 2 m air temperature will increase the difficulty of the deep learning model’s convergence and will also affect the forecasting effect of the convergence model [40–42]. This paper uses the random forest for the feature selection.

The random forest algorithm is one of the most important machine learning algorithms [43]. It usually has good prediction performance, lower overfitting, and stronger interpretability. In addition to being used as a classifier, random forest can also be used as a tool for feature selection. The random forest consists of a number of flowchart-like structural classifiers called decision trees. Each node of the decision tree will select a feature to classify the input data. These operations will produce many different conditions of the samples. Each condition is evaluated by some kind of indicator, or called loss. The indicator is mean squared error in regression. The temperature prediction problem that is studied in this paper is a typical regression problem, so the mean squared error is used to measure random forest regression. The changes in features affect the loss of the model. For a certain feature, random forest judges the importance of the feature by adding noise to the feature. The greater the loss of the model, the more important the features after adding noise.

Among the 21 weather elements in the numerical model data, the correlation between the 2 m air temperature and observed temperature is much higher than the correlations between other weather elements and the observed temperature. Thus, the 2 m air temperature is removed when selecting features. In the experiment, different parameters will affect the effect of training. Therefore, it is necessary to perform a grid search on the parameters. Grid-search is used to find the optimal hyperparameters of a model, which results in the most ‘accurate’ predictions. However, a lot of calculation time will be wasted if the scope of the grid search is not restricted. Therefore, according to the sample feature dimension and sample size, we set the scope of grid search. The parameters participating in the grid search are “The number of trees in the forest (n_estimators)”, “The maximum depth of the tree (max_depth)”, “The minimum number of samples required to be at a leaf node (min_samples_leaf), and “The number of features to consider when looking for the best split (max_features)”. Table 1 shows the combination range of parameters. The score of the random forest model is obtained by out-of-bag (OOB) score. OOB is the mean prediction score on each training sample $x_i$, using only the trees that did not have $x_i$ in their bootstrap sample. The higher the OOB score, the stronger the feature selection ability of the model corresponding to the parameter combination.
Table 1. Parameter combination range.

| Parameters Abbreviation | Range                  |
|-------------------------|------------------------|
| n_estimators            | (50,120,160,200,250)   |
| max_depth               | (1,2,3,5,7,9,11,13)    |
| min_samples_leaf        | (1,5,10,20,30,40)      |
| max_features            | (3,5,7,9)              |

In the optimal random forest model, essential weather elements are selected as input to the MODL according to the feature correlation score that is calculated by random forest. The feature correlation score here is a score that evaluates the correlation between different weather elements and the observed temperature. Table 2 shows the names of 21 types of weather elements, abbreviations of numerical forecasts, and correlation scores.

Table 2. Weather elements, abbreviations, and correlations.

| Predictor                              | Abbreviation | Level | Score (%) |
|----------------------------------------|--------------|-------|-----------|
| 10-m U wind component                  | 10u          | -     | 9.249     |
| 10-m V wind component                  | 10v          | -     | 10.006    |
| 2 m dewpoint                           | 2d           | -     | 4.893     |
| 2 m temperature                        | 2t           | -     | -         |
| Convective available potential energy  | cape         | -     | 0.126     |
| Low cloud cover                        | lcc          | -     | 0.032     |
| Mean sea level pressure                | msl          | -     | 9.091     |
| Relative humidity                       | r            | 850 hPa | 4.766     |
| Relative humidity                       | r            | 925 hPa | 3.946     |
| Relative humidity                       | r            | 950 hPa | 4.104     |
| Temperature                             | T            | 850 hPa | 7.481     |
| Temperature                             | T            | 925 hPa | 14.426    |
| Total cloud cover                       | tcc          | -     | 3.030     |
| Total precipitation                     | tp           | -     | 2.052     |
| Visibility                              | vis          | -     | 7.797     |
| U wind component                        | u            | 850 hPa | 1.042     |
| U wind component                        | u            | 925 hPa | 4.766     |
| U wind component                        | u            | 950 hPa | 4.893     |
| V wind component                        | v            | 850 hPa | 2.241     |
| V wind component                        | v            | 925 hPa | 2.620     |
| V wind component                        | v            | 950 hPa | 3.441     |

The largest correlation in Table 2 is the 925 hPa temperature field, the correlation is 14.43%. Six kinds of elements’ correlation are almost greater than 60%, which are 10-m V wind component (10v), 10-m U wind component (10u), temperature at 850 hPa (t-850), temperature at 925 hPa (t-925), visibility (vis), and mean sea level pressure (msl). Adding the 2 m air temperature, seven of 21 weather elements will be input into MODL after feature selection.

3.2. MODL Method

The core of the MODL is 3D Fully Convolutional Neural Networks (3D FCNN). Acknowledged convolution neural networks (CNN) architectures (such as AlexNet [44] or GoogLeNet [45]) require a fixed-size input image and they use a pooling layer to gradually reduce the spatial resolution of the representation. The spatial knowledge of the features will be completely lost due to the classifier’s fully connected layer. Although the sliding window method can be used to solve the above problems, many redundant convolution operations affect the running speed of the model. Unlike traditional CNNs, FCNNs only consist of convolutional layers, which can be applied to images of any size.
Because the spatial graphs of class scores are obtained in a single dense inference step, FCNN can avoid redundant convolution and pooling operations, thereby making them more computationally efficient. The post-processing of temperature prediction is greatly affected by spatial information. NWP data are also grid data in units of time and space. The size of the model input space is uncertain when the model is applied in other regions. Therefore, the structure of the FCNN is more suitable for the MODL model.

The 3D FCNN is composed of three convolutional layers, and each convolutional layer is composed of several 7 × 7 × 7 convolution kernels. The output of each convolutional layer is noted as the feature map. The k-th output of the l-th convolutional layer can be written as:

\[ y_{l}^{k} = f \left( \sum_{n=1}^{m_{l}} W_{i}^{k,n} \otimes x_{l-1}^{n} + b_{i}^{k} \right) \]  

where \( m_{l} \) is the number of the convolution kernels in layer l of the network, \( x_{l-1}^{n} \) is the n-th input of the l-th layer convolution, \( W_{i}^{k,n} \) is the kernel convolved with the previous output features, \( b_{i}^{k} \) is the bias, and \( f \) is a non-linear activation function. The feature map that is generated by convolution is slightly smaller than its input volume. The output feature map will be two pixels smaller in each dimension than the input feature map. For a convolution kernel of size 3 × 3 × 3, each convolution operation will reduce 2 units on the space-time scale of the output tensor. In order to make the output tensor the same size as the input tensor, three solutions have been used to compare. The first one is to use bilinear interpolation to reduce output tensor after each convolution to the same size as the input tensor. The second is to choose a larger input area as MODL input, which can be calculated by the number of convolution modules and the size of convolution kernel. The last one is to use the boundary expansion method to appropriately expand the boundary size of the input tensor. The experiments show that effects of the three methods above are very close, so that the experiments discussed in this paper use the neighbor value filling method to deal with the boundary effect.

Therefore, MODL is a multi-layer network structure with the above-mentioned convolutional layer as the basic unit. The parameters of the convolutional layer are updated by training MODL. In operations, the trained MODL can post-process the numerical weather prediction data to obtain more accurate prediction results. Section 3.2.1 will introduce the training and operational process of MODL. Section 3.2.2 will introduce the structure of MODL.

3.2.1. The Training and Operational Process of MODL

This subsection will describe the training and operational process of MODL. Figure 3 shows the flow chart. The convolution parameters of MODL can be changed while training the model. However, the parameters of MODL are fixed during the operations.

The model requires model data \( x_{0} \) and observation data \( y_{0} \) during training. The MODL processing model data with random initialization parameters obtain the forecast tensor, which is noted as \( y_{predict} \). The difference between the predicted tensor and the observed data can be calculated through a custom loss function. The loss function used in this paper’s experiment is the mean square error. The parameters of MODL are updated through gradient backpropagation after each loss is obtained. The trained MODL is the model that is saved by repeating the above operations until the loss is no longer reduced.

In the operations, the parameters of MODL are fixed and the value of the parameters is set by the training process. MODL directly processes model data to get the forecast tensor. When compared with using model data as the forecast result, the forecast result output by MODL is closer to the real observation data.
3.2.2. The Structure of MODL

This subsection will describe the structure of MODL. Figure 3 shows the base framework. The post-processing method based on the MODL model can be summarized as two tasks, i.e., high-dimensional feature extraction and regression. The feature extraction part uses different convolution kernels to process input data. The high-dimensional feature tensors will be extracted through the convolution operation in a specific spatiotemporal range, which can get different spatiotemporal information nonlinearly. The regression part uses the convolution kernel of size $1 \times 1 \times 1$ to integrate a single coordinate with different feature capabilities for regression. The shape of the data $x_0$ after data preprocessing is $14 \times 18 \times 53 \times 7$. Assume that the number of features extracted for each pixel is $D$, the shape of the feature tensor after high-dimensional feature extraction is $14 \times 18 \times 53 \times D$. The shape of the prediction result $y_0$ by the regression module is $14 \times 18 \times 53$, which corresponds to the prediction results' 53 time steps and the grid space of the $18 \times 14$ range.

The purple module is the convolution module, as shown in Figure 4. In addition to the convolution layers, the convolution modules also have regularization layers and activation layers. The feature extraction part is composed of multiple convolution modules. The number of convolution modules is affected by the spatial and temporal scale of the processed data. According to the different number of convolutional modules in feature extraction, this paper builds two MODL architectures, namely 3D Fully Convolutional Neural Network Model (MODL-PLAIN) and 3D Fully Convolutional Neural Network Model Based on U-Net Structure (MODL-U). MODL-PLAIN, with three convolutional modules, and MODL-U, with five convolutional modules, pooling and deconvolution operations, will be described in detail in the rest of this subsection.

3D Fully Convolutional Neural Network Model (MODL-PLAIN)

The proposed MODL-PLAIN conducts post-processing using a stack of locally connected convolutional layers. Figure 5 shows the model structure. The low-level convolution in the red dotted frame on the left is used for general feature extraction. The high-level convolution in the blue dotted frame on the right uses these features to regress temperature predictions.
Figure 4. The base framework of MODL.

Figure 5. 3D Fully Convolutional Neural Network Model (MODL-PLAIN) structure. The seven-channel tensor on the left is the input of the model, which is the seven weather elements of the numerical forecast model. The single-channel tensor on the right is the output of the model, which is the forecast result of MODL-PLAIN. The three green tensors in the middle are the output feature tensors of the middle convolutional layer. The feature tensor has the same shape and different channels.

The feature extraction part of MODL-PLAIN is composed of three convolution modules. For the problem examined in this paper, the scale of the convolution kernel is set to $3 \times 3 \times 3$. The feature extraction part can integrate a square area with a length of eight pixels pitch with the output pixel as the center point in space and time information with eight-time intervals around the output time point as the center. Figure 6 uses a geographical location in Tianjin as an example to visualize the impact of feature extraction. The location of the red dot, which is the center of the forecast area on each map, in the figure is $117.25^\circ$ E $39.25^\circ$ N. The information that MODL-PLAIN can integrate is the purple part of the picture, which contains 80% of Tianjin area. In the longitude direction, it can include an area of 172 km from the output point in the east-west direction. On the other hand, the information of the area of 222 km from the output point in the north-south direction can be included in the latitude direction. Therefore, the model can find the relationship between the output points of the numerical forecast over a large spatial range at the same time dimension. In the time direction, the 3-h interval model can be fully considered by the temperature change of one day before and after the output grid ($3 \times 8 = 24$ h). The temperature change of two days before and after the output grid ($6 \times 8 = 48$ h) can be fully considered by the 6-h interval model.
For the activation function, we used Scale Exponential Linear Unit (SeLU) [46] instead of the popular Rectified Linear Unit (ReLU) [47]. This function can be formulated as

\[
f(x) = \lambda \left\{ \begin{array}{ll}
x & \text{if } x > 0 \\
\frac{x}{a e^x - a} & \text{if } x \leq 0
\end{array} \right.
\]

Figure 6. MODL-PLAIN spatial information integration scope. Different administrative areas in each map are painted in different colors according to the observed temperature.

where the \( x \) defines the input signal, \( f(x) \) represents the output of the activation function, and \( a \) is a scaling coefficient for when \( x \) is negative. This activation function can modify the rectifier to its input, improving the accuracy of the network with a few extra calculation costs. ReLU directly sets the inputs to zero, while SeLU obtains the parameter \( a \) by calculation, so that the network has the ability to be self-normalization.

Although SeLU has provided the convolution module with regularization capabilities, the additional regularization module [48] can still improve the regression effect of the model. Therefore, each convolution module in the feature extraction part on the left side of the figure adds a regularization operation.

3D Fully Convolutional Neural Network Model Based on U-Net Structure (MODL-U)

The convolution structure of MODL-PLAIN can integrate the spatiotemporal information in a certain range. Therefore, the feature tensors that are extracted by the middle-hidden layer are considered to have the same effect as the weather system of different scales. This characteristic tensor that affects temperature prediction is called weather-like system in this paper. Similarly, during weather consultation, meteorologists also analyze the multi-scale weather system extracted from different element fields in order to determine the effect of different elements on temperature forecasting.

Generally, the temperature of a certain area is affected by weather systems of different sizes at the same time. For example, the damp-heat summer in South China is affected by both the large-scale system such as subtropical high and the small-scale system such as wind shear. In addition, due to different life cycles of different weather systems, different life stages (generation, evolution, extinction) of the same weather system have different impacts on weather elements at the same location in the time dimension. Cold fronts and cyclones of different sizes may cause a decrease in temperature. Cold vortex with long life cycle will also cause temperature drop. Therefore, it is necessary to consider the scale of time and space when designing the model.

However, the hidden layer features of MODL-PLAIN have the same scale. Weather-like systems of different sizes and different life cycles cannot be extracted. Therefore, this paper proposes a 3D Fully Convolutional Neural Network Model that is based on U-Net Structure (MODL-U). The U-net structure is a multi-scale feature fusion method commonly used in the field of computer vision. It uses
convolution kernels of the same size to perform a convolution operation on the same feature tensor scaled to different sizes. It is a multi-scale feature fusion parallel branch structure without adding redundant network parameters. Figure 7 shows the MODL-U structure used in this experiment.

The feature extraction of the MODL-U contains five sets of convolution modules and interspersed with two sets of up and downsampling operations in the middle of the convolution modules. Spatial downsampling is to increase the receptive field of the convolution kernel in the spatial range in order to capture more extensive weather-like system characteristics. The temporal downsampling is used to increase the time’s receptive field of the convolution kernel to capture weather-like system information with a longer life cycle. The model can have the ability to process multi-scale information at the same time after upsampling small-scale features and splicing with large-scale features, and then performing convolution operations. Therefore, through the scale transformation of the space-time dimension, the characteristics of weather-like systems of different scales are integrated together. The middle layer output of MODL-U has three different shape feature maps. Among them, the feature maps with shape $53 \times 18 \times 14$ are weather-like system features with smaller scales and shorter life cycles. The feature maps with shape $53 \times 7 \times 7$ are weather-like system features with large or medium scales and shorter life cycles. The feature maps with shape $26 \times 7 \times 7$ are weather-like system features with large or medium scales and longer life cycles.

The weather-like system information that is extracted by the convolution kernel is not similar in structure to the weather system in meteorology but has similarities in function. Additionally, it is associated with the division of the training data set, so that multi-fold cross-validation must be used to ensure the effectiveness of the model.
3.3. Comparison Algorithm

3.3.1. MOS Algorithm

Univariate linear MOS, unary linear regression in other words, is one of the most important and widely used statistical post-processing methods. MOS is unary linear regression; thus, only one predictor is needed. The general unary linear regression equation of univariate linear MOS can be written as

\[ y = wx_p + b, \]  

(6)

where \( y \) is the predicted value from post-processing, \( x_p \) is the output of the NWP model, which is the unprocessed data, and \( w, b \) are the slope and intercept of the linear regression equation. The value of the parameter pair \( w, b \) of the univariate linear MOS should minimize the temperature difference between the predicted temperature and the observed temperature in a large amount of historical data. The forecast value \( \tilde{y}_{m,n,t,S} \) for different time \((S,t)\) and space \((m,n)\) is calculated by its corresponding \( w, b, x_p \).

3.3.2. MOML Algorithm

MOML is a machine learning-based post-processing method. It also contains two structures, feature extraction and regression, the same as MODL. The difference is that the feature extraction part needs to be designed with meteorological knowledge, and the regression can be selected from various machine learning models. This paper selects two different MOML algorithms that are based on different kernels as the comparative experiment. One is the linear regression and the other one is the random forest.

Multiple linear regression attempts to model the correlation between two or more analytical features and a response variable by fitting a linear equation to observed data, which can be written as

\[ \tilde{y} = f(x_1, x_2, \cdots, x_i) = w_1x_1 + w_2x_2 + \cdots + w_ix_i + b, \]  

(7)

where \( x_1, x_2, \cdots, x_i \in X_{\text{train}} \) is the output of the feature engineering; \( w, b \) are the characteristic coefficients obtained by training with observational data that are obtained by the model training. The aim of learning in the training set is to decide the coefficient \( w \) and \( b \), so as to make the result as close to \( y \) as possible.

Random forest has already been introduced in Section 3.1. The bagging decision tree algorithm is an ensemble of decision trees trained in parallel, and the random forest algorithm is an extended version of the bagging decision tree algorithm, which introduces random attribute selection in the training process of the decision tree.

The MOS algorithm of the univariate linear model, the MOML algorithm that is based on multiple linear regression and the MOML algorithm based on random forest are used as the three comparative experiments in this article. The same training and testing dataset as the MODL algorithm are used to carry out three-dimensional space-time temperature prediction in Tianjin area. The results of the comparison will be discussed in detail in Section 4.

4. Results and Discussion

In this section, the experimental results will be discussed in detail, including the comparison between the different MODL algorithms and the comparison between MODL, MOS, MOML, and the original NWP results. The root-mean-square error (RMSE) and temperature prediction accuracy (Acc) are used to test the results of these algorithms in order to evaluate the effect of these methods on the forecast.
The RMSE is a general evaluation metric for solving regression problems. The RMSE of temperature is denoted by the following $T_{\text{RMSE}}$

$$T_{\text{RMSE}}(f) = \left( \frac{1}{K} \sum_{k}^{K} [f(x_k) - y_k]^2 \right)^{\frac{1}{2}}, \quad (8)$$

where $f$ is the deep learning regression model, $K$ is the total number of samples of dataset, $x_k$ is the input, and $y_k$ is the label.

Accuracy is an evaluation indicator for evaluating classification tasks. However, the regression results can be classified into two categories by setting a threshold ($\Delta$) for the temperature difference. Accordingly, the accuracy can be used as an indicator to evaluate the temperature regression problem which denoted as $T_{\text{acc}}$. The positive samples are the samples with temperature difference $\lvert y_k - f(x_k) \rvert < \Delta$, and negative samples have the temperature difference $\lvert y_k - f(x_k) \rvert \geq \Delta$ on the contrary. According to [35], Li et al. choose 2 °C as the threshold of the temperature in Beijing area. Tianjin and Beijing have similar climate characteristics due to the geographical proximity. $T_{\text{acc}}$ in this paper is defined as the percentage of absolute deviation of the temperature forecast not being greater than 2 °C, which is formulized as.

$$T_{\text{acc}} = \frac{N_p}{N_n + N_p} \times 100\%, \quad (9)$$

where $N_p$ is the number of the samples in which the difference between the forecast temperature and the observational temperature does not exceed ±2 °C and $N_n$ is the negative samples. To prevent confusion, we specifically point out that the calculation of RMSE involves all data and it has no relationships with the threshold.

4.1. Data Organization Scheme

In particular, using one deep learning model to fit $Y_0$ may cause inconsistency in time scale, since the mid-term forecast data includes two different time scales, namely, a 3-h interval forecast within 72 h of the reporting time and a 6-h interval forecast within 72–240 h from the reporting times. Accordingly, this paper organizes $D_0$ in the way shown in Figure 8.

![Figure 8. Variable metric in time scale processing.](image)

For each input tensor $x_0 \in X_0$, the size is $14 \times 18 \times 53 \times 7$. The weather element dimension of the input tensor $x_0$ is omitted in the figure in order to simplify the description. In the time dimension, there are two scales of 3 h (blue part in the figure) and 6 h (red part in the figure). Up-sampling the red part at a 3-h interval and combining the blue part results in a tensor $x_{0-3}$ with a time interval of 3 and a size of $14 \times 18 \times 80 \times 7$. Down-sampling the blue part at a 6-h interval and combining the red
part results in a tensor $x_{0-6}$ with a time interval of 6 and a size of $14 \times 18 \times 40 \times 7$. Processing the $x_{0-3}$ and $x_{0-6}$ separately from the two sets of $x_0$ independent models $F_3$ and $F_6$. Combine the first 24 data presented in the $F_3(x_3)$ time dimension (the part within 72 h from the reporting time) and the last 29 data in the $F_6(x_6)$ time dimension (the part that is 72–240 h from the reporting time) into a size of $14 \times 18 \times 53$ as the final forecast result.

The training is based on eight-fold cross-validation because the massive parameters of deep learning may cause the risk of overfitting the model. The process of training the model can be regarded as selecting a group of suitable hyperparameters to train the model so that the model has a lower forecast error and a higher accuracy rate after training. Each group of hyperparameters corresponds to a score, which can be RMSE or Acc. The training data ($D_{\text{train}}$) is divided into eight folds ($D_1 - D_8$), and one part is taken as a validating set each time, and the remaining seven parts are used as the training set. For a group of hyperparameter, use this group of hyperparameters to train the model on seven folds of the training set. The model with the highest score on the validation set (the remaining one-fold) is saved as the optimal model for this fold. The same test data ($D_{\text{test}}$) were input into eight optimal models for evaluation. The mean value of the evaluation score is regarded as the best score of the current hyperparameters. Figure 9 shows the specific process.

Figure 9. Eight-fold cross-validation of experimental data. Training is the process of training the model using the selected hyperparameter in the training set. Evaluating is the process of saving the optimal model based on the validation set’s score. Testing is the process of evaluating the hyperparameters by calculating each folding model’s scores on the test set.

4.2. Comparison of MODL, MOML, MOS and EC Forecast

In this subsection, a comparison in the test dataset of the ECMWF model (EC), univariate linear running training period MOS (MOS), MOML, and MODL is presented. The results of MOML with multiple linear regression (MOML-LR), the results of MOML with random forest (MOML-RF), the results of MODL based 3D FCNN (MODL-PLAIN), and the results of MODL based U-structure (MODL-U) are reported.

The more obvious the statistical characteristics of the model data, the better the forecast results. The forecast $T_{\text{RMSE}}$ is negatively correlated with the accuracy. The lower $T_{\text{RMSE}}$ means higher forecast accuracy.

The total number of samples in the test set is $1032 \times 0.2 \approx 206$. Each test sample will predict a total of 53 steps in the next 10 days. Each time step has $18 \times 14$ grid points, and each grid point is regarded as a forecast result. First of all, calculate the $T_{\text{RMSE}}$ and $T_{\text{acc}}$ of all the grid data in all time steps of all test samples. The $T_{\text{RMSE}}, T_{\text{acc}}$ that are shown in Table 3 are the mean value of all forecast grid evaluations of the test set data. It can be seen that using EC data to predict temperature directly has a massive error. All of the post-processing methods have the ability to revise the 2 m air temperature
data of the ECMWF model quite fit in the sense of the annual average. MOS can slightly reduce the temperature prediction error. Both MOML models can better improve numerical prediction indicators. The post-processing effect of MODL-PLAIN and MODL-U proposed in this paper is better than other models. MODL-U can reduce the EC forecast error by nearly half.

Table 3. Model performance on the test set.

| Methods      | EC   | MOS  | MOML-LR | MOML-RF | MODL-U  | MODL-PLAIN |
|--------------|------|------|---------|---------|---------|------------|
| RMSE         | 4.0667 | 3.0154 | 2.5388  | 2.2206  | 1.9542  | 2.0147     |
| Acc          | 69.5  | 70.21 | 74.53   | 77.71   | 80.65   | 79.51      |

The lead time between the forecast step and the forecast time will affect the final effect of the weather consultation. Therefore, we separately calculate the $T_{RMSE}$ of all test samples at different time steps and visualize them in Figure 10. The horizontal axis is the forecast lead time, and the vertical axis is $T_{RMSE}$. A test sample has 53 grid predictions. Figure 10 shows daily $T_{RMSE}$. The time interval for grid forecasting from 0–2 days (left side of the dotted line in the figure) to the reporting time is 3 h, and the time interval of 3–10 days (right side of the dotted line in the figure) is 6 h. The EC forecast error increases nonlinearly with the increase of forecast lead time. The forecasting effect of the first three days is obviously better than 3–10 days. The MOS algorithm can slightly reduce the forecast error of the first three days and greatly reduce the forecast error of 3–10 days. However, generally, in weather consultation, the forecast results of the first three days are more important. Both MOML and MODL algorithms can greatly reduce the daily forecast errors. The MOML algorithm can limit the daily forecast error to about 2 $^\circ$C. The MOML algorithm based on random forest is slightly better than the MOML algorithm that is based on multiple linear regression. Besides, the error curve of MOML does not increase significantly with the increase in forecast lead time. The MODL-PLAIN algorithm’s improvement effect in the first three days is superior to the MOML algorithm, but the improvement effect of 3–10 days is close to that of MOML-RF. The daily forecast effect of the MODL-U algorithm is the best among all algorithms. Nevertheless, the forecasting time of 72–96 h and 216–240 h is not as good as MOML-RF. These two steps are the left and right boundaries in the time dimension of the 6-h interval model. Therefore, a better algorithm to solve the boundary problem may be needed to improve this result.

![Figure 10. Forecast error’s daily root-mean-square error (RMSE).](image)

By comparing Table 3 and Figure 10, it is found that the daily $T_{RMSE}$ in MOML algorithm and MODL algorithm in Figure 10 looks smaller than the total $T_{RMSE}$ in Table 3. It indicates that there are a few forecast results with large errors, and those points with large forecast errors are often regarded as abnormal points that affect the results of weather consultation. Therefore, we use the box chart in order to visualize the error distribution of the above algorithm presented in Figure 11.
Figure 11. Error box plot. Each box plot corresponds to the distribution of a model forecast error. The ordinate of the green line in the box is the median of the error distribution, and the ordinate of the green triangle is the mean of the error distribution. The upper and lower sides of the box are the upper quartiles (Q3) and lower quartiles (Q1) of the error distribution. The two horizontal lines on the outside of the box are the maximum and minimum values of non-abnormal error data. Each circle represents an abnormal error.

The smaller the rectangular box area, the more concentrated the distribution of error data. It can reflect the robustness of the algorithm to a certain extent. The robustness of the EC forecast is poor. The error distribution of MODL is more concentrated and concentrated at a lower level. Therefore, MODL forecast results are more reliable and stable in operational applications.

The points above the upper edge in the box plot are considered to be abnormal points in the data distribution. EC forecast and MOS forecast have many abnormal points with large errors. EC forecast, MOS forecast, and MOML-LR forecast have some abnormal points with an error greater than 10 °C. These anomalies will interfere with weather consultation. The extreme value of the abnormal point of MOML-RF does not exceed 10 °C, but its effect in correcting extreme errors is not as good as the MODL algorithm.

The forecast deviation of models in the test dataset is expanded into a deviation comparison matrix in both dimensions of the date and the forecast time which is plotted in the form of a heat map in Figure 12 to compare the post-processing effects of different models for different dates and different time steps. For an element of the contrast matrix with the coordinates \((a, b)\), the shade of its grid color means the \(TRMSE\) of the forecast step \(b\) on the test date \(a\). The darker the element is, the greater the error is, and the worse the prediction effect is. On the contrary, the lighter the part is, the prediction result is closer to the observation result.

According to Figure 12, the better the EC data, the better the forecast results. It means that the improved models can only post-process based on the deviation of the learned observation data from the EC data. The seasonal impact of EC temperature forecast results is not enormous. Accordingly, the seasonality of the post-processing algorithm is not obvious. Of the six error heat maps, the two heat maps for MODL forecasts have the lightest color, which shows that the MODL forecast has the best effect.

Finally, the experiment randomly selected the forecast data at six forecast moments from test dataset for visualization in Figure 13 in order to show the improvement effect of MODL more clearly. Because of space limitations, in addition to the observed temperature field, TIGGE forecast temperature field, and MOS forecast temperature field, we have selected the MOML-RF and MODL-U forecasted temperature fields that perform better in MOML and MODL to visualize them. Through horizontal comparison, it can be seen that most of the MODL-U forecast temperature field is closer to the observed temperature field. This shows that the post-processing effect of MODL-U is better. However, there is
also a situation like the last line, the forecasting effect of different post-processing algorithms is not as good as the EC forecasting effect. This may be related to other weather elements being used in the post-processing model modeling. In addition, it should be noted that, in the same subgraph, some grid points are closer to the real temperature after post-processing, while some grid points have worse prediction effect after post-processing. This is related to the geographical location of the grid and the density of observation stations around the grid. Intuitively, the post-processing effect of MODL-U is better than other post-processing algorithms.

Figure 12. Comparison matrix of RMSE for different post-processing methods. The total number of samples in the test set is $1032 \times 0.2 \approx 206$, including 51 dates in 12 months throughout 2017. A forecast will be made for a test date. Each time it will forecast the temperature at 53 steps in the future. Therefore, the horizontal axis of the heat map is 51 test times arranged in date order in 2017. The vertical axis is the 53 steps forecast for each forecast date. The pixel value of the heat map indicates the error between the forecast temperature and the observed temperature. The deviation evaluation index is the root mean square error (RMSE).

4.3. Comparison of MODL-PLAIN and MODL-U

This subsection will compare MODL-U and MODL-PLAIN. The various statistical performance of MODL-U is better than MODL-PLAIN due to the integration of the features of different time and space scales. MODL-U has a smaller $T_{\text{RMSE}}$ and a larger $T_{\text{Acc}}$ in Table 3. The error of MODL-U at different forecast lead times are also smaller than MODL-PLAIN, which can be seen in Figure 10. The smaller rectangular area of MODL-U in Figure 11 shows its higher robustness. The shallower comparison matrix in Figure 12 shows that MODL-U is better than MODL-PLAIN for any forecast lead time and any forecast date. It can be seen that the multi-scale MODL model has better forecasting capabilities.
Figure 13. 2 m air temperature forecast visualization comparison figure. The figure visualizes the observation results of 2 m temperature and the forecast results of different forecast models at six different time steps. Each row of pictures corresponds to a temperature field at a time step. From left to right is the observation field, TIGGE forecast field, MOS forecast field, MOML-RF forecast field and MODL-U forecast field. Each dot on the subgraph represents the temperature of a valid forecast grid point. The shade of the color indicates the level of temperature.

However, for deep learning models, the demand for computing resources is also an important measurement. This directly affects whether the MODL algorithm can be applied to the weather consultation of the meteorological department. The indexes that affect the application ability of model engineering include model size, memory requirements, floating point operations (FLOPs), and parameter-number. Models with large storage space and high memory requirements cannot be run on computers with low configuration. Models with massive FLOPs require more computing power. Table 4 compares the above indicators of MODL-U and MODL-PLAIN.
Table 4. Comparison of evaluation indexes of different models.

|                  | MODL-PLAIN | MODL-U  |
|------------------|------------|---------|
| storage space    | 172 KB     | 690 KB  |
| memory requirements | 3.9 GB    | 6.5 GB  |
| FLOPs            | 0.558 GB   | 1.354 GB|
| parameter-number | 0.041 MB   | 0.1 MB  |

The storage space is the space occupied by the trained model on the hard disk. MODL-PLAIN and MODL-U take up little storage space and have low demand for the machine. The memory requirements in the table are the memory required for testing when batch size = 128. When the computer uses the MODL model for post-processing, it will read the model parameters from the hard disk to the internal memory. In addition, the matrix calculation also requires memory when the model is running. Too many requests for memory will slow down the speed of the computer. MODL-U requires a computer with at least 8 GB memory and MODL-PLAIN only needs 4 GB. FLOPs is a measure of computer performance, useful in fields of scientific computations that require floating-point calculations. FLOPs can reflect the speed of the calculation. MODL-U has twice as much floating-point calculation as MODL-PLAIN. The parameter-number is the total amount of $W$ and $b$ in the formula (4). MODL-PLAIN has less than half of MODL-U’s parameter-numbers. During post-processing, MODL-PLAIN will run much faster than MODL-U, because of the parameter-number and FLOPs. Therefore, MODL-PLAIN is a lightweight model. In actual operations, if better forecast results are needed, the MODL-U model can be used for the post-processing of NWP. MODL-PLAIN can be used as an alternative model when the computer configuration is not sufficient to run MODL-U, or the processing results need to be obtained quickly.

5. Conclusions

This paper proposes a temperature forecast model that is based on deep learning methods, called MODL. The novelty of MODL focuses on the application of advanced deep learning modules to improve the prediction accuracy of the global numerical model ECMWF. The principal work of this paper is the design and application of MODL model. Two MODL models with base skeleton structure are proposed, namely MODL-PLAIN and MODL-U. The MODL can deliver outputs (in the form of more accurate ECMWF prediction) in real-time, and it is easy to use by both professionals and basic end-users. Although the forecasting effect of MODL is affected by the input (ECMWF forecast data), the improvement effect of the MODL model on different dates and at different times is obvious.

In summary, the MODL method is better than the univariate linear MOS method, the MOML method based random forest, and linear regression with a running period, and it has the ability to improve grid temperature forecast results in Tianjin area. Besides, MODL can be implemented in the weather consultation process as a post-processing method with high-grade application prospects and it can significantly reduce human resources expenditure in the weather consultation process. In terms of its practical applicability, it is not necessary to retrain the model when using the deep learning algorithm that is mentioned in this article to process data within two years. The prediction results can be quickly obtained. Our future research direction is to explore the application of different deep learning modules in the interpretability of weather forecast and the generalization ability of the model in different regions with different weather elements. In addition, finding the weather elements related to the 2 m air temperature and evaluating the model that is based on the sub-sampling results of these elements is also worthy of further study.
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