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SUMMARY  Music classification has been inspired by the remarkable success of deep learning. To enhance efficiency and ensure high performance at the same time, a hybrid architecture that combines deep learning and Broad Learning (BL) is proposed for music classification tasks. At the feature extraction stage, the Random CNN (RCNN) is adopted to analyze the Mel-spectrogram of the input music sound. Compared with conventional CNN, RCNN has more flexible structure to adapt to the variance contained in different types of music. At the prediction stage, the BL technique is introduced to enhance the prediction accuracy and reduce the training time as well. Experimental results on three benchmark datasets (GTZAN, Ballroom, and Emotion) demonstrate that: i) The proposed scheme achieves higher classification accuracy than the deep learning based one, which combines CNN and LSTM, on all three benchmark datasets. ii) Both RCNN and BL contribute to the performance improvement of the proposed scheme. iii) The introduction of BL also helps to enhance the prediction efficiency of the proposed scheme.
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1. Introduction

Digital music and online streaming have become very popular these days due to the increase in the number of users. As a result, how to help the users find valuable data, such as trends, popular genres and artists, has become a great challenge. Automatic music classification technique can help to solve this problem. It has become a hot research topic within the field of Music Information Retrieval (MIR) in the past two decades.

It has been verified in [1]–[3], [5] that compared with the conventional hand-crafted feature extraction strategies, deep learning-based ones have their superiorities: i) The nonlinear mapping strategy in deep architecture helps to describe the prominent time-varying nonlinear property of music, precisely. ii) The hierarchical architecture of the deep architecture can represent the time (onset, rhythm) and frequency (note, chord)-based hierarchical nature contained in the music. iii) The Recurrent Neural Network (RNN)-based deep learning architecture (e.g. LSTM) can grasp the prominent long-term dependency based properties, such as recurrent harmonics and music structure contained in the music. These are the possible reasons why deep learning architecture based schemes have achieved tremendous success in various MIR tasks, such as onset detection [6], emotion recognition [7], chord estimation [8], rhythm stimuli recognition [9], source separation [10], music recommendation [11] and auto-tagging [4], [12], [14], [15].

For music classification tasks, CNN and RNN are the two most adopted deep learning architectures. In most cases, CNN is adopted to analyze the spectrogram image of the music sound to learn the high-level descriptors of it. In [4], [5], [17], the influence of the filter shape of CNN on the performance of music feature extraction was studied. It was verified that different shapes of filters may be fit for extracting different features of music sound. For example, the wider and higher filters may learn longer temporal dependency and more spreader timbral features, respectively [17]. In [16], the problem that if randomly weighted CNNs can obtain equivalent classification accuracy as trained CNN was studied. It was believed that the former is close to matching the accuracies obtained by the latter. However, as shown in [17], CNNs may be good at modeling the local context (such as instrument timbre or musical units), but not the long-term dependencies (such as music structure or recurrent harmonies). To solve this problem, RNN-based schemes are studied for music classification tasks. For example, in [18], LSTM was adopted to analyze the MFCC feature sequences for classification. However, since the temporal modeling is performed on the linear feature, it is difficult to disentangle underlying factors of variation with the input. Also, since there is no intermediate nonlinear hidden layer in LSTM, the history of previous inputs may not be summarized, efficiently.

To take full advantage of the complementarity between CNN and RNN in representing different aspects of music sound, some researchers proposed to construct hybrid architectures of CNN and RNN for music classification [2], [4], [12], [13]. In [13], a hybrid architecture consisting of the paralleling CNN and Bi-RNN blocks was proposed. CNN and Bi-RNN were adopted to extract spatial feature and temporal frame orders, respectively. Finally, the outputs of CNN and Bi-RNN are fused to obtain the whole feature, which was then used for classification. It was verified that the Bi-RNN block was an excellent complement to CNNs. In [4], three channels of CNNs with different shapes of filters were applied on the spectrogram image of the music sound, respectively, to extract its pitch-, tempo- and bass-relevant descriptors, respectively. Then, the outputs of each CNN channel were concatenated and put into
an LSTM to extract the long-term dependency-based property contained in the concatenated feature sequence. It was shown that the adding of the LSTM layer helps to enhance classification accuracy, greatly, especially for the emotion classification task. The possible reason is that the detection of emotion is more dependent on the long-term dependency-based property, which can be grasped by LSTM, precisely. Despite the high performances achieved by the hybrid architecture proposed in [4], it has some shortcomings: i) Since the probability distributions of the features (such as pitch, tempo, or bass) may vary, greatly, among different music datasets (GTZAN, Ballroom, or Emotion), it may be impossible to find a fixed size of the filter for each CNN channel to make them fit for different music datasets. ii) For each CNN channel, only one hidden layer is included, thus the hierarchical feature of the sound may not be grasped, precisely. In addition, the shapes and the number of the filters in the hidden layer should be set manually in advance, which reduces its flexibility, greatly. iii) The training of the LSTM architecture takes too much time, which is not desired in real applications.

To solve these problems, a hybrid architecture-based music classification scheme, which takes full advantage of the merits of RCNN [19] in representing the nonlinear property and inherent hierarchical nature of music, and that of Broad Learning (BL) in ensuring training efficiency [20], is proposed in this paper. On the one hand, since RCNN can set the number of hidden layers and that of filters in each layer, flexibly, according to the property of the input, it may be robust to the variance contained in different music datasets well. On the other hand, since sparse autoencoder is adopted in the training procedure of BL, it can overcome the randomness nature of the input feature matrix. Also, due to the high training efficiency of BL, the proposed scheme may be fit for real applications. Experimental results on three benchmark datasets demonstrate that: i) The proposed model, denoted as RCNNBL, performs better than the hybrid deep learning architecture-based one [4]. ii) Compared with Multi-Channel CNN (MCC)-based feature extraction scheme [4], RCNN-based one achieves higher classification accuracy. iii) Compared with the LSTM-based prediction strategy in [4], the BL-based one achieves much lower training time and a little bit higher classification accuracy.

2. Proposed Scheme

As shown in Fig. 1, the proposed scheme is composed of three RCNNBL architectures, which are represented as red, green, and purple, respectively. The final predicted tag is obtained by applying the majority voting on the predicted ones achieved by the above three architectures. Each architecture comprises 4 steps: preprocessing, RCNN-based feature extraction, BL-based tag prediction, and majority voting.

2.1 Preprocessing

First, the original music sound, whose sampling rate is 44.1 kHz, is segmented into frames of 2048 samples (50% overlap) with the Blackman-harris window. Then, Discrete-Time Fourier Transform (DTFT) is applied on each frame to obtain the spectrum, which is further filtered by a Mel filter bank that is composed of \( k_1 \) filters to generate the Mel-spectrogram. Finally, the whole Mel-spectrogram sequence is split into \( L \) chunks of \( k_2 \) frames, which are denoted as \( I_q, q = 1, \ldots, L \), along the time axis. Thus, the size of each chunk is \( k_1 \times k_2 \).

2.2 RCNN-Based Feature Extraction

In the hybrid deep architecture-based classification scheme proposed in [4], three CNN channels, which are composed of different shapes of (vertical bar, horizontal bar, and rectangular) of filters, were adopted to extract pitch-, tempo- and bass-based feature from the Mel-spectrogram, respectively. The outputs of each CNN channel are concatenated to obtain the combined feature. However, as shown in Figs. 2 (a), (b) and (c), it has been verified that for each CNN channel, different sizes of filters are set to obtain the best performance on different datasets (GTZAN, Ballroom, and Emotion). As a result, it is quite difficult to obtain a filter size combination that makes all three CNN channels perform the best on different datasets. In addition, in each CNN channel of in [4], there is only one hidden layer, so the hierarchical nature of the input sound may not be grasped,
Fig. 2  Classification accuracy obtained by CNN channels with different filter shapes (a) vertical bar, (b) horizontal bar, and (c) rectangle at different sizes on three benchmark datasets. The red mark corresponds to the highest classification accuracy.

2.3 BL-Based Tag Prediction

Assuming that the feature of the s-th song is \( x_s, s = 1, \ldots, S \), where \( S \) is the number of music songs contained in the music collection, the feature matrix of the whole music dataset can be denoted as \( X = [x_1, x_2, \ldots, x_s] \).

First, the original feature matrix \( X \) is linearly projected to \( N \) mapped feature matrices, which are denoted as \( Z_i, i = 1, \ldots, N \), with Eq. (1)

\[
Z_i = \phi(XW_{ei} + \beta_{ei}), i = 1, \ldots, N
\]  

(1)

where, \( \phi \) is a linear function, \( W_{ei} \) and \( \beta_{ei} \) are the random weights with proper dimension.

Next, all the obtained mapped features are concatenated with Eq. (2) to obtain the linear-combined feature, denoted as \( Z \).

\[
Z = [Z_1, Z_2, \ldots, Z_N]
\]  

(2)

Then, \( M \) nonlinear mappings (see Eq. (3)) are performed on \( Z \) to obtain the nonlinear feature matrices, denoted as \( H_j, j = 1, \ldots, M \)

\[
H_j = \xi(ZW_{hj} + \beta_{hj}), j = 1, \ldots, M
\]  

(3)

where \( \xi \) is tansig function, \( W_{hj} \) and \( \beta_{hj} \) are the random weights with proper dimension.

Finally, all the obtained nonlinear feature matrices \( H_j, j = 1, \ldots, M \) are concatenated to obtain the non-linear combined feature matrix, denoted as \( H \), with Eq. (4). The number of enhancement nodes is \( Q \).

\[
H = [H_1, H_2, \ldots, H_M]
\]  

(4)

Assuming that the true labels of the songs in the whole training set are \( Y = \{y_s, s = 1, \ldots, S\} \), then, the broad learning can be represented as Eq. (5)

\[
Y = [Z|H]W
\]  

(5)

where \( W \) is the connecting weights for the broad structure and it can be obtained through the ridge regression approximation shown in Eq. (6)

\[
W = [Z|H]^\dagger Y
\]  

(6)
So, the training of the BL structure is quite efficient. Then, at the testing stage, the predicted tags of the songs in the whole testing set $\hat{Y}$ can be calculated with Eq. (7)

$$\hat{Y} = \hat{X}W$$ (7)

where $\hat{X}$ is the feature matrix of the testing set.

2.4 Majority Voting

To ensure the robustness and generalization, three RCNNBL architectures, which are represented as red, green, and purple, respectively, in Fig. 1, are combined in the proposed model. Then, the majority voting is applied to the outputs of the above three RCNNBL architectures to obtain the final prediction of the tag. Specifically, assuming that the output obtained with the $t$-th architecture for the $s$-th song is $\hat{y}_{st}$, $t = 1, \ldots, T$, $s = 1, \ldots, S$, the predicted label of the $s$-th song, denoted as $\hat{y}_{s}$, can be obtained with Eq. (8)

$$\hat{y}_{s} = \arg \max_{i} \left[ \text{softmax}(\hat{y}_{si}) \right]$$ (8)

3. Experiments

To evaluate the effectiveness and efficiency of the proposed classification model in comparison with the deep learning-based ones [4], [17], three benchmark datasets that are composed of different types of music are included in the experiments. To make a fair comparison, 10-fold cross validation is performed for each scheme to obtain the classification accuracy. Each dataset is randomly split into training, validation, and testing sets with the proportion of 8:1:1. The parameters of the proposed scheme are listed in Table 1, and those of the 3-channel (MCC-3)-based scheme and MCCLSTM scheme are set as shown in [17] and [4], respectively. All the experiments are carried out on NVIDIA TITAN Xp GPU with 12 GB memory.

3.1 Datasets

- GTZN dataset [24]: This dataset and Ballroom dataset are adopted to test the performance of the proposed scheme in genre classification. The 1000 songs in this dataset are classified into 10 genres (classical, country, disco, hiphop, jazz, rock, blues, reggae, pop, and metal). For each genre, there are 100 songs. The length, sampling rate, and quantization precision are 30 seconds, 22050 Hz, and 16-bits/sample, respectively.
- Ballroom dataset [25]: This dataset consists of 698 songs of ballroom dance music. All the songs (each lasts 30 seconds) are divided into 8 genres, such as char-cha-cha (111), jive (60), quickstep (82), rumba (98), samba (86), tango (86), viennese waltz (65), and slow waltz (110).
- Emotion dataset [26]: This dataset, which is composed of 2906 songs, is included to test the performance of the proposed scheme in emotion classification. Compared with GTZAN and Ballroom, the size of this dataset is much larger. The tracks of this dataset are classified into 4 classes (angry 639, happy 753, relax 750, and sad 764). The length of the tracks varies from 30 seconds to 60 seconds. In the experiment, only the first 30 seconds of each track are used.

3.2 Effectiveness of RCNN-Based Feature Extraction

In this experiment, to verify the superiority of RCNN in feature extraction over MCC-3, the output of RCNN in the proposed model and that of MCC-3 in [4] are directly used for classification, which is performed by softmax function and majority voting. The comparison results shown in Table 2 demonstrate that the RCNN-based feature extraction method performs much better than the MCC-3-based one on all three datasets. The RCNN-based one even achieves higher performance than the whole scheme proposed in [4], which is based on the combination of CNN and LSTM and is denoted as MCCLSTM in this paper. In addition, unlike the MCC-3-based one, which needs to set the size and the number of filters in advance manually, in RCNN, the shape of the filter is fixed as $3 \times 3$ and the number of the filters is randomly chosen between 128 and 384 according to the input, automatically. Thus, the RCNN-based feature extraction method is more convenient and flexible. Considering that the block size of the RCNN architecture in the proposed model is between 3 and 5, and the number of convolutional layers is between 128 and 384, the performances of RCNN and those of the Fixed CNN (FCNN) architectures with 3 blocks and 128 convolutional layers, or 5 blocks and 384 convolutional layers, are compared on Ballroom dataset (see Fig. 3). It can be seen that when compared with FCNN, the accuracy of RCNN is a little bit lower. But, when BL is combined, the proposed scheme performs better than the combination of FCNN and BL.

| Table 1 Parameters for the proposed model. |
|---|---|
| Steps | Parameters |
| Preprocessing | $k_1 = 40$ |
| | $k_2 = 40$ (GTZAN), 80 (Ballroom, Emotion) |
| RCNN-based feature extraction | $P = 256$ |
| BL-based tag prediction | $N = 10, 11$ |
| | $Q = 100, 110, 120, 130, 140$ |
| MV | $T = 3$ |

| Table 2 Effectiveness of RCNN in feature extraction in comparison with deep learning-based schemes [4]. |
|---|---|---|
| Schemes | Classification accuracy: mean(%)±std(%) |
| GTZAN | Ballroom | Emotion |
| MCC-3 [4] | 82.90 ± 2.11 | 89.45 ± 2.18 | 52.96 ± 2.78 |
| MCCLSTM [4] | 84.69 ± 1.76 | 91.90 ± 2.33 | 56.33 ± 2.15 |
| RCNN | 88.20 ± 2.67 | 92.27 ± 2.22 | 56.59 ± 2.53 |
3.3 Efficiency of BL-Based Prediction

To verify the training efficiency of the BL-based prediction model adopted in the proposed scheme in comparison with the LSTM-based one adopted in [4], BL and LSTM are adopted to make prediction based on the feature extracted by MCC-3 and RCNN schemes, respectively. For the same feature (MCC-3 or RCNN), the training time, which is obtained as the mean value of the training time for the 10-fold cross validation, needed by the BL-based model and LSTM-based one is compared in Table 3. It is obvious that: i) The training efficiency of the BL-based model is much higher than that of LSTM-based one, especially on the Emotion dataset. ii) Unlike the LSTM-based model, whose training time changes greatly with the size of the datasets, the training time of BL-based one remains stable among the three datasets. iii) When RCNN-based feature is considered, on the largest dataset included, Emotion, the BL-based prediction model will save about 9 minutes than LSTM-based one. While, in real application, the music collection may include more than 200,000 songs. In such case, the BL-based model will save more than 10 hours’ training time. In addition, the training speed of BL and that of three-layer MLP when equivalent classification accuracies (95.71% and 94.56%, respectively) are achieved is compared on Ballroom. The result is that the training time of three-layer MLP, which is 135.59s, is much larger than that of BL, which is 49.48s.

3.4 Effectiveness of BL-Based Prediction

To verify the effectiveness of the BL-based prediction scheme in comparison with LSTM-based one [4], BL and LSTM are adopted to make tag prediction based on the same feature (MCC-3 or RCNN), respectively. From the experimental results shown in Table 4, it can be seen that, in most cases, for the same input feature (MCC-3 or RCNN), BL-based prediction model can achieve a little bit higher classification accuracy than LSTM-based one, which means that

Table 3 Training efficiency comparison between BL-based prediction model and LSTM-based one [4].

| Schemes      | Training time (seconds) |
|--------------|-------------------------|
|              | GTZAN       | Ballroom  | Emotion  |
| MCCLSTM [4]  | 95.63       | 73.84     | 247.96   |
| MCCBL        | 32.96       | 32.94     | 40.66    |
| RCNNLSTM     | 260.28      | 179.18    | 615.57   |
| RCNNBL       | 76.84       | 49.48     | 55.74    |

Table 4 Effectiveness of BL-based prediction model in comparison with LSTM-based one [4].

| Schemes      | Classification accuracy: mean(%)±std(%) |
|--------------|----------------------------------------|
|              | GTZAN       | Ballroom  | Emotion  |
| MCCLSTM [4]  | 84.69 ± 1.76 | 91.90 ± 2.33 | 56.33 ± 2.15 |
| MCCBL        | 85.24 ± 1.42 | 93.21 ± 2.12 | 55.81 ± 2.64 |
| RCNNLSTM     | 89.50 ± 1.96 | 93.84 ± 2.21 | 57.33 ± 3.03 |
| RCNNBL       | 90.50 ± 1.69 | 95.71 ± 2.03 | 59.56 ± 2.16 |

Fig. 3 Classification accuracy comparison between the FCNN-based and RCNN-based schemes on the Ballroom dataset.

Fig. 4 Comparison of the classification accuracy distribution obtained with 10-cross-validation by different schemes on (a) GTZAN, (b) ballroom, and (c) emotion dataset.
the BL-based prediction strategy may help to enhance classification accuracy as well. The only abnormal case occurs on the Emotion dataset when the MCC-based feature is considered.

3.5 Performance Comparison with State-of-the-Art Schemes

In Fig. 4, the distributions of the classification accuracy (obtained by 10-cross-validation) achieved by different models (MCC-2 [17], MCC-3 [4], MCC-LSTM [4], RCNN, RCNN-LSTM, and RCNNBL) are compared on three datasets. The horizontal red line in each box is the median of the classification accuracies obtained by 10-cross-validation. The lower and upper horizontal block lines of the box indicate the 25- and 75-percentiles, respectively. The horizontal black lines further above or below represent the furthest points not considered outlines. Points beyond this range are depicted as red plus signs.

It can be observed in Fig. 4 that: i) The proposed model achieves higher median classification accuracy than the other 5 schemes on all three datasets. ii) The lowest classification accuracy obtained by the proposed scheme is equal to or higher than those of the other 5 schemes on all three datasets. iii) When compared with the hybrid deep architecture-based scheme MCCLSTM [4], the proposed scheme enhances the classification performance, obviously, on all three datasets. iv) By comparing the performances obtained by MCCLSTM [4], RCNN-LSTM and RCNNBL on each dataset, we may draw the conclusion that both RCNN and BL contribute to the performance enhancement of the proposed scheme.

4. Conclusions

In this article, we present a hybrid architecture, which combines RCNN and BL, for music classification tasks. The proposed model aims to take advantage of the effectiveness and flexibility of RCNN in representing the music’s nonlinear and hierarchical features, and the model training efficiency of BL to enhance both the effectiveness and the efficiency of music classification tasks. Extensive experimental results on three benchmark datasets (GTZAN, Ballroom and Emotion) demonstrate that the proposed hybrid architecture can enhance both the classification accuracy and prediction efficiency, greatly.
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