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Abstract—Effective collaboration in multi-robot systems requires accurate and robust estimation of relative localization: from cooperative manipulation to collaborative sensing, and including cooperative exploration or cooperative transportation. This paper introduces a novel approach to collaborative localization for dense scene reconstruction in heterogeneous multi-robot systems comprising ground robots and micro-aerial vehicles (MAVs). We solve the problem of full relative pose estimation without slidding time windows by relying on UWB-based ranging and Visual Inertial Odometry (VIO)-based egomotion estimation for localization, while exploiting lidars onboard the ground robots for full relative pose estimation in a single reference frame. During operation, the rigidity eigenvalue provides feedback to the system. To tackle the challenge of path planning and obstacle avoidance of MAVs in GNSS-denied environments, we maintain line-of-sight between ground robots and MAVs. Because lidars capable of dense reconstruction have limited FoV, this introduces new constraints to the system. Therefore, we propose a novel formulation with a variant of the Dubins multiple traveling salesman problem with neighborhoods (DMTSPN) where we include constraints related to the limited FoV of the ground robots. Our approach is validated with simulations and experiments with real robots for the different parts of the system.

I. INTRODUCTION

Research in multi-robot systems and swarm robotics has seen increasing attention from the research community in recent years [1]. Swarms of robots and the robots’ ability to navigate and explore unknown and extreme environments have been identified as a growing trend in robotics for the next decade [2]. Heterogeneous multi-robot systems and algorithms for collaborative autonomy have also gained increasing research interest owing to the potential for multi-modal and multi-source sensor fusion, and the deployment flexibility and robustness in complex scenarios [3], [4].

In GNSS-denied environments, different approaches to multi-robot cooperative exploration have been showcased during the DARPA Subterranean challenge [5], [6]. The participants of the challenge deployed both unmanned ground vehicles (UGVs) and micro aerial vehicles (MAVs). Localization and collaborative sensing represented two of the main challenges. Indeed, solving these problems would allow robotic systems to go out of laboratory settings. In this paper, we address the problem of collaborative multi-robot 3D dense scene reconstruction involving UGVs and MAVs.

Solid-state lidars represent the state-of-the-art regarding sensors for high-accuracy and long-range point cloud scanners, often with limited Field of View (FoV) owing to the lack of rotating parts [7], [8]. However, the stringent payload constraints of MAVs make RGB-D cameras a more viable solution for dense scene reconstruction [9]. Therefore, to achieve collaborative sensing, we chose to embed 3D lidars only on UGVs with MAVs equipped with depth cameras.

From the point of view of MAVs, advances in both monocular and stereo dense reconstruction and navigation have...
arrived to a point where commercial solutions such as Skydio II are able of high degrees of autonomy and situational awareness [10]. Nonetheless, deployment in GNSS-denied environments with limited visibility and potentially dynamic environments is still challenging [11].

Regarding localization approaches for multi-robot systems in GNSS-denied environments, ultra-wideband (UWB) wireless ranging transceivers have recently emerged as an inexpensive and relatively accurate method for point-to-point ranging [12], [13]. Full pose estimation can be achieved by fusing UWB with visual-inertial odometry (VIO)-based egomotion estimation. However, previous works are not able to provide full position estimation within a single common reference unless robots move [14].

At the same time, over the past two decades research in both distance-based [15] and bearing-based [16], [17], [18] rigidity maintenance control have been shown to be robust and efficient methods for distributed collaborative localization in multi-robot systems. Different rigidity maintenance approaches have been proposed to ensure that the collaborative localization problem can be solved. However, up to our knowledge, none of the works of the literature integrate rigidity theory as a feedback to a localization system while, at the same time, achieving a navigation goal given by a high-level planner.

Taking the above considerations into account, we present a novel approach to collaborative dense scene reconstruction within heterogeneous multi-robot systems that address several of the aforementioned challenges. First, we propose a UWB-VIO-based collaborative localization framework that exploits sensors onboard UGVs to detect the position of MAVs at startup for a unique localization graph realization. Second, we leverage the UGVs’ sensors high accuracy and range for real-time path planning and obstacle avoidance of MAVs. At the same time, we use the collaborative localization framework to extract data from the UGVs’ point clouds relative to the MAVs’ positions. Third, we propose a different formulation to the collaborative scene reconstruction problem that solves a variant of the Dubins Multiple Traveling Salesman Problem with Neighborhoods (DMTSPN). In this problem the neighborhoods are defined as the parts of the environment which are occluded, due to obstacles, for the UGVs’ sensors. Finally, to account for the limited FoV of lidars, we solve the DMTSPN by adding UGV-to-MAV line-of-sight (LoS) constraints.

Compared to previous approaches in rigidity maintenance for collaborative localization, we focus on path planning while ensuring LoS, which, in turn, ensures that the graph is rigid within the UWB range. Compared to previous works on dense scene reconstruction with map merging or point cloud alignment, we focus on teaming the different robots and the distribution of locations to be surveyed. Our results show good alignment of point clouds without further optimization, which can then be improved based on existing algorithms. This opens the door to further integration and research in coupled localization and sensing for multi-robot systems.

II. RELATED WORKS

A. UWB-Based Collaborative Localization

Ultra-wideband localization systems often rely on time-of-flight measurements between moving nodes, or tags, and a set of fixed nodes, or anchors, in known positions [19], [20], [13]. These systems are more portable and inexpensive than motion capture (MOCAP) systems but trade-off accuracy, both lacking deployment flexibility. Recent approaches to mobile localization systems include continuous recalibration of anchor positions [21], or collaborative localization approaches. Xu et al. have presented a robust multi-modal sensor fusion algorithm exploiting UWB ranging and VIO that provides a decentralized and collaborative localization framework for multi-UAV systems [14]. In other works, UWB ranging has helped overcome the limitations of lidar-based SLAM in environments lacking enough features (e.g., long corridors) [22].

Similar work in collaborative localization is being carried out by Walter et al. with UVDAR [23], an ultra-violet detection and ranging sensor that uses active markers and cameras onboard UAVs. However, this approach requires not only LoS but also the markers to be within the field of view of the cameras. One benefit compared to UWB ranging is that UVDAR provides full relative position information [24]. With multiple UWB transceivers on at least one of the robots, relative position and not only ranging is also possible [25].

B. Collaborative Scene Reconstruction

Over the last decade we witnessed an increasing adoption of inexpensive 2D lidars, 3D scanners, and depth cameras on mobile robots. Also, several advancements have been presented in monocular dense SLAM. These aspects pave the way for the development of multiple approaches for cooperative mapping and collaborative scene reconstruction. Collaborative SLAM and collaborative mapping in general have been widely studied problems. However, the focus is often on the map merging or area coverage distribution among the robots [26], [27]. Relevant to this work is collaborative RGB-D reconstruction [28].

We take a different approach by focusing on path planning with constraints to visit a series of interest regions. In this direction, a recent work by Dong et al. on collaborative dense scene reconstruction that takes an initial map and focuses on task allocation is similar to ours from the formulation point of view [29]. Another related area is next best view (NBV) planning. In [30], Sukkar et al. present a multi-robot region-of-interest reconstruction with RGB-D cameras. Compared to these approaches, we focus on the integration of sensing constraints (e.g., limited FoV) in LoS path planning.

III. COLLABORATIVE LOCALIZATION

We use the following notation for the remaining of this paper. We consider a group of \( N \) robots, or agents, with positions denoted by \( \mathbf{p}_i(t) \in \mathbb{R}^3 \), with \( i \in \{1, \ldots, N\} \). Agents are able to measure their relative distance to a subset of the other
agents in a bidirectional way, i.e., with both agents calculating a common ranging estimation simultaneously. The set of robots and estimated distances between them are modeled by a graph \( G = (V, E) \), where \( \{1, \ldots, N\} \) is a set of \( N \) vertices and \( E \subset V \times V \) is a set of \( M \leq N(N - 1)/2 \) edges. We consider undirected graphs, i.e., \((i,j) \in E \iff (j,i) \in E\).

We consider robots in three-dimensional space. Nonetheless, for the purpose of collaborative localization, we assume that the position of each agent is given by \( \mathbf{p}_i \in \mathbb{R}^2 \). The pair \((G, \mathbf{p})\) with the position vector \( \mathbf{p} = \mathbf{p}_1^T, \ldots, \mathbf{p}_N^T \) is a framework. We denote the incidence, degrees and adjacency matrices by \( E(G) \in \mathbb{R}^{E \times |V|} \), \( \Lambda(G) \in \mathbb{R}^{E \times |V|} \) and \( A(G) \in \mathbb{R}^{|E| \times |V|} \), respectively, and the graph Laplacian by \( L(G) = E(G)E(G)^T = \Lambda(G) - A(G) \). It is worth noting that an important result from algebraic graph theory states that \( G \) is connected if and only if the second smallest eigenvalue of \( L(G) \) is positive [31].

The solution of the collaborative localization problem is related to the uniqueness of graph realizations in space. There will be a unique graph realization (except for rototranslations in \( \mathbb{R}^2 \)) if the framework \((G, \mathbf{p})\) is rigid. Intuitively, a rigid graph is a graph that cannot be deformed without breaking the constraints put over the edges. A sufficient and necessary algebraic condition similar to that of the graph connectivity is that through \( g_k \) a graph \( G \) is positive [31].

In this paper, we are considering a heterogeneous multi-robot system comprising both UGVs and MAVs, and therefore their relative positions must be given in a three-dimensional space. While the above conditions for rigidity hold for three-dimensional graphs, the amount of information required is larger (more edges needed in \( G \)). Since MAVs are already equipped with relative altitude sensors and capable of VIO estimations, we only consider graph rigidity in 2D and project the ranging information to the plane using data from other onboard sensors. The relative altitude is estimated primarily based on a downward facing single-beam lidar sensor. We model UWB measurements with Gaussian noise:

\[
\mathbf{z}_{i,j}^{UWB}(t) = \| \mathbf{p}_i(t) - \mathbf{p}_j(t) \| + \mathcal{N}(0, \sigma_{UWB}) \quad (2)
\]

where \( \sigma_{UWB} \) is obtained experimentally from our previous work [21]. VIO egomotion estimations are modeled with

\[
\mathbf{z}_{i}^{VIO}(t) = \begin{bmatrix}
\mathbf{R}_i(t - \delta t)\mathbf{R}_i(t) & \mathbf{p}_i(t) - \mathbf{p}_i(t - \delta t) \\
0 & 1
\end{bmatrix} + \mathcal{N}(0, \sigma_{VIO}) \quad (3)
\]

where we utilize \( \sigma_{VIO} < \sigma_{UWB}/10 \), estimated experimentally, and \( \delta t \) is the output frequency of the VIO algorithm, \( \mathbf{R}_i(t) \) is the orientation matrix for agent \( i \) and \( \mathbf{R}_i(t) \) is the relative egomotion estimation in the interval \( t - \delta t, t \). The relative altitude is estimated based on the lidar:

\[
\mathbf{z}_i^{H}(t) = \begin{cases}
\hat{h}_i^{\text{lidar}} & \text{if } \Delta^i(\hat{h}_i^{\text{lidar}}, h_i^{UWB}, h_i^{VIO}) < 1 \\
\hat{h}_i^{UWB+VIO} & \text{otherwise}
\end{cases} \quad (4)
\]

where \( \Delta^i(\cdot) \) estimates the mismatch between the different sensors. We use a filter to smooth the UWB ranges using the VIO translational estimations at both agents.

UWB-based ranging information provides only the position of the full pose of the agents. Therefore, we rely on VIO-based orientation to estimate the orientation and achieve full pose estimation. We assume that all agents share a common reference. However, in order to match the graph realization with the agents’ reference, we need to be able to measure the relative position, and not just distance, of at least one pair of agents. To do so, we assume that each MAV is within at least one UGV’s field of view when the mission starts, and that the MAV can be detected from the UGV after taking off. Let \( \mathcal{V}_{UGV} \) and \( \mathcal{V}_{MAV} \) be the sets of UGVs and MAVs, respectively, with \( N = N_{UGV} + N_{MAV} = |\mathcal{V}_{UGV}| + |\mathcal{V}_{MAV}| \). Then, let \( \mathcal{G}_S = (\mathcal{V}_S, \mathcal{E}_S) \) be the UGV sensing graph with the same vertex set \( \mathcal{V}_S = \mathcal{G} \) where \((i,j) \in \mathcal{E}_S \iff i \in \mathcal{V}_{UGV}, j \in \mathcal{V}_{MAV} \) and \( j \) is visible from sensors onboard agent \( i \) (e.g. 3D lidar). We denote by \( N_i \) the set of neighbor nodes in \( \mathcal{G} \) and \( N_{G_i} \) the neighbor set in \( \mathcal{G}_S \). The actual localization is done by minimizing triangulation errors.

We now assume that the sensors on the UGVs produce accurate and dense point clouds but with limited FoV. Let \( \mathcal{P}_i \subset \mathbb{R}^3 \) be the point cloud generated at agent \( i \). For a point \( p \in \mathbb{R}^3 \), we denote by \( N^p_{p} = \{ q \in \mathcal{P} \mid \| p - q \| < \epsilon \} \).
Algorithm 1: Collaborative localization.

Input:
- UWB Ranges: \( \{z_{i,j}^{UWB}\} \in \mathbb{R}^{3}\)
- 3D lidar point cloud (\(P_i\));
- Relative altitude of MAVs: \(\{z_i^h\}\);
- VIO odometry: \(\{z_i^{10}\}\)

Output:
- Full robot poses \(\hat{p}(\theta) \in \mathbb{R}^6\)

while \(!\text{graph}\text{-}\text{is}\text{-}\text{connected}(L(G))\) do
  sleep();
while \(!\text{graph}\text{-}\text{is}\text{-}\text{rigid}(R_G(z^{UWB}))\) do
  sleep();
\(\hat{p} \leftarrow \text{minimize}\text{-}\text{triangulation}\text{-}\text{error}()\);
takeoff\_MAVs();
Calculate graph orientation \(\hat{\theta}\) as follows (init. \(\theta = 0\)):

\[
\text{foreach } i \in V_{UGV} \text{ do }
\begin{align*}
\text{error} &= 0; \quad \text{theta}+ = \Delta \theta; \\
\text{foreach } j \in N_i \text{ do }
\begin{align*}
\text{error} + & = \frac{\text{size}(kdtree_i, \text{radiusSearch}(\hat{p}_i, R_{\text{MAV}}))}{\text{size}(kdtree_i, \text{radiusSearch}(\hat{p}_i, 2R_{\text{MAV}}))}
\end{align*}
\end{align*}
\]

if \(\text{error} < \text{threshold}\) then
  \(\hat{\theta} = \theta;\)

Calculate full pose: \(\hat{p}(\theta) | \hat{p}_0 = (0, 0), \hat{p}_1 = (0, z_{0(1)}^{UWB})\);

- \(q\| \leq R\) the set of points in \(P\) within a distance \(R\) of \(p\).
- Finally, given a graph realization orientation \(\theta\), we denote by \(\hat{p}_i(\theta)\) the estimated position of agent \(i\) in the global reference frame, where the position of agent 0 is used as the origin of the frame. We then calculate the orientation \(\hat{\theta}\) of the graph realization in the common reference frame by minimizing:

\[
\hat{\theta} = \arg\min_{\theta} \sum_{i \in V_{UGV}} \sum_{j \in N_i} \frac{|N_{\hat{p}_i(\theta)}^{R_{\text{MAV}}}(P)|}{|N_{\hat{p}_i(\theta)}^{2R_{\text{MAV}}}(P)|} + 1
\]

where \(R_{\text{MAV}}\) is the radius of the circumscribed sphere to a MAV point cloud, roughly half the width of a MAV (we consider homogeneous MAVs, otherwise the different sizes must be taken into account). The localization process is summarized in Algorithm 1.

While the assumption of having MAVs within UGV’s field of view could be directly leveraged towards measuring relative positions (together with a common orientation reference and VIO estimations at each robot), we still rely on UWB as the main source of localization when the mission starts and during the entire mission. The reason for doing so is twofold: first, UWB ranging is more accurate than estimating the position of an object extracted from a point cloud accounting for its size, shape and orientation; and second, we do not need to consider uncertainties in the point-cloud-based detector (whether it detects MAVs or other similarly sized objects).

IV. COLLABORATIVE SCENE RECONSTRUCTION

The main objective of this paper is to provide methods for collaborative dense scene reconstruction. This serves simultaneously as a validation of the collaborative localization framework owing to the unavailability of high-accuracy tracking systems such as those utilized in the CoLo evaluation [32].

In order to formulate the problem, we use the following notation. Let \(q \in \mathbb{R}^{2M}\), \(q = [q_1^T, \ldots, q_M^T]^T\) be a stacked position vector for the \(M\) locations to be visited. We make the following assumptions: (i) \(M \geq N_{\text{MAV}} \geq N_{\text{UGV}}\); and (ii) if \(H(p_{\text{UGV}})\) is the convex hull defined by the positions of the UGVs, then \(q \cap H(p_{\text{UGV}}) = \emptyset\), i.e., all locations to be surveyed by the MAVs lay beyond the positions of the UGVs.

We consider the problem of utilizing multiple MAVs to obtain information about the areas of the scene that are occluded to the UGVs, with each MAV always staying within the FoV of one UGV (its tracker). The collaborative scene reconstruction process then proceeds as follows (see Algorithm 2). First, the ground robots scan the scene and estimate blind spots based on their movement constraints due to uneven terrain or near obstacles. Second, each of the occluded regions behind obstacles blocking the FoV of UGVs is considered a neighborhood for the DMTSPN problem. We distribute the locations to be surveyed among the MAVs by solving DMTSPN problem where each location represents a neighborhood.

Multiple works have been devoted to solving DMTSPN [33], [34]. However, to the best of our knowledge, the current literature does not consider scenarios where the paths have to meet LoS with limited FoV constraints with respect to a certain point in the environment. In particular, considering limited FoV is a topic largely unaddressed in the multi-robot systems literature [35].

To address this, we assign each MAV to one of the UGVs based on their initial positions, and proceed to assign the neighborhoods to MAVs based on their angular position with respect to their tracker UGV when considering their position in polar coordinates from the UGV’s local reference. Then, the MTSPN problem is solved based on the constraints defined above, with the neighborhood assignment to MAVs changing until an exit condition is met. Finally, the Dubins paths are generated smoothing turns over the neighborhoods, and the speed of the MAVs is adjusted to ensure LoS maintenance (the DMTSPN solution does not consider time).

Since the different parts of the problem are decoupled (diving neighborhoods among MAVs, solving the TSPN for each MAV, and smoothing the paths with Dubins curves), we will obtain a sub-optimal solution. However, this already happens when introducing the LoS with limited FoV constraints, since in general optimal solutions to the MTSPN will not ensure that MAVs can stay within LoS of UGVs. Because our focus is on providing an initial approach that also combines the collaborative localization framework, we leave further optimization of the DMTSPN solver to future works. Over the next section, we introduce our novel approach to integrating the DMTSPN solver with the sensing and localization constraints.
Algorithm 2: Collaborative scene reconstruction.

Input:
- Dense UGV lidar point clouds: \( \{P_i^L\}_{i \in V_{UGV}} \)
- Dense MAV depth point clouds: \( \{P_i^D\}_{i \in V_{MAV}} \)
- UGV FoV: \( \{(\Delta \theta_i^H, \Delta \theta_i^V)\}_{i \in V_{UGV}} \)

Output:
- UGV+MAV paths \( \{p_i(t)\} \)

\[
P = \text{merge_point_clouds}\left( \{P_i^L\} \right);
\]
\[
\mathcal{N} \mathcal{B} \mathcal{H} = \text{neighborhoods_from_blind_spots}(P);
\]
\[
\mathcal{N} \mathcal{B} \mathcal{H}_i = \text{assign_nbh}(\mathcal{N} \mathcal{B} \mathcal{H}, P_{i \in V_{MAV}});
\]

foreach \( i \in V_{UGV} \) do
  while !neighborhood_exit_condition() do
    foreach \( j \in \mathcal{N} \mathcal{B} \mathcal{H}_i \) do
      run_tspn_solver(\( N_i, p_i, \Delta \theta_i^H, \Delta \theta_i^V \));
      calculate_dubins_path(\( i \));
      merge_while_navigating(\( \{P_i^L\}, P^D \));

V. METHODOLOGY

Heterogeneous Multi-Robot System. In our experiments, we utilize a single ground robot, one MAV, and a set of UWB transceivers (Fig. 2). The ground robot is an EAI Dashgo platform equipped with a Livox Horizon lidar (81.7° × 25.1° FoV). We also use one custom-built MAV based on the X500 quadrotor frame. The MAV is embedded with a Pixhawk flight controller running the PX4 firmware. A TF Mini Lidar is utilized for height estimation on the MAV, also equipped with Intel RealSense D435 depth camera for sensing and 3D reconstruction. An AAEON Up Square with dual-code Intel Celeron processor is used as a companion computer on both robots. Both robots use RealSense T265 cameras for VIO-based egomotion estimation.

UWB Ranging and Position Estimation. The distance between each pair of robots is estimated using Decawave DWM1001 UWB transceivers. In order to ensure a safe fallback for the MAV autonomous flight, we utilize both an anchor-based localization system as well as ranging between robots for collaborative localization. We also compare the localization from both methods.

Software. The system has been implemented using ROS Melodic, with all robots running the same version under Ubuntu 18.04. All the code utilized in this paper is open-source and will be made freely available in our GitHub page\(^1\). Specifically for this paper we have written the following ROS packages: uwb-graph-rigidity, uwb-collaborative-sensing and offboard-control. We also use dashgo-d1-ros, ros-dwm1001-uwb-localization and tfmini-ros for sensor interfacing. Most of the code has been written in Python or C++. In particular, the point cloud library (PCL) [36] is utilized to extract the position of the MAV for estimating the localization graph orientation, and extracting the point cloud around it. We use MAVROS to interface the onboard computer with the PX4 controller.

VI. EXPERIMENTAL RESULTS

This section reports the results from the simulations and experiments carried out to validate the proposed methods. First, we perform test flights to assess the viability of the collaborative localization framework, using the UGV and MAV and additional UWB transceivers on the ground that are also considered as graph vertexes to ensure rigidity. Second, we introduce simulations to show that an UGV is able to track and maintain in its FoV two MAVs while they are exploring the occluded locations around the UGV (not possible with a basic DMTSPN solver). Then, we show that we achieve

\(^1\)https://github.com/TIERS
Fig. 4: Simulations for two MAVs and one UGV with limited FoV. Subfigure (a) shows both a baseline DMTSPN solver, and our solver with LoS constraints, with (b) showing the velocity and acceleration profiles of our solver. This particular example was chosen to illustrate how the MAVs follow an anticlockwise direction from the UGV’s reference. In Subfigure (c), we show that only with our DMTSPN solver we can ensure that MAVs are always within LoS with limited FoV at the UGV (angular separation below predefined FoV of $\pi/2$).

(a) Global scene with boxes in the center and MAV in the bottom right. (b) Picture of the test environment while the MAV is hovering.

c) Aligned point clouds using UWB+VIO for relative localization. The white point cloud is recorded with the RealSense D435 depth camera on the MAV, while the colored point cloud comes from the Livox lidar on the UGV (both poses shown, D345 is inclined 36°).

Fig. 5: Validation of the collaborative sensing algorithm. Figures (a) and (b) show the scene from opposite corners. The UGV is not visible in (a). Figure (c) shows the limited FoV of the Livox lidar.

good alignment of raw data collected from the UGV and MAV for 3D reconstruction. Finally, we discuss the system’s scalability.

**Collaborative Localization Framework.** Fig. 3 shows the positions of the MAV based on Decawave’s anchor-based localization system (DRTLS) and our collaborative localization framework over a test flight. The UGV is taken as the origin of coordinates in the latter scenario. We also show the evolution of the rigidity eigenvalue. Because our framework provides relative localization only, the two paths in the figure are congruent with respect to a rototranslation, except for measurement errors. However, by detecting the MAV from the UGV after take-off, we are able to fix the orientation of the localization graph in the common orientation frame (not necessarily the same than the DRTLS system). The DRTLS localization is based on 8 fixed anchors, and therefore the accuracy can be considered higher. Monitoring the rigidity eigenvalue will play a more important role in applications where the robots operate in a larger environment, and this is, to the best of our knowledge, the first time it is used as a health indicator to the system for higher-level planning.

**Multi-MAV Path Planning.** The multi-robot path planning with UGV-to-MAV LoS constraints in limited FoV scenarios is tested through simulations with random distribution of neighborhoods. The simulations are done with a fixed UGV that can only rotate and two MAVs that have to visit all locations in the map as fast as possible while staying in LoS within the FoV of the UGV. We pick one representative example, and compare in Fig. 4 the difference between the paths calculated by a baseline DMTSPN without constraints, and ours. Fig. 4c shows the angular distance between the two MAVs from the UGV’s reference when considering polar coordinates. For the solver with constraints, the FoV is limited to $\pi/2$ rad. We can see that there are multiple times where the UGV would be unable to maintain both MAVs within its FoV (points where the angular distance is larger than $\pi/2$ rad) with the baseline DMTSPN implementation. By introducing the limited FoV constraints, we are therefore able to obtain results that can be better ported to real-world applications.

**Collaborative Scene Reconstruction.** We perform experiments in an indoors facility and show the performance of the collaborative localization and sensing algorithms for matching raw point clouds (see Fig. 5). First, the UGV scans
the scene. To create a map, we utilize an implementation of lidar odometry and mapping (LOAM) optimized for limited-FoV lidars: Livox LOAM [8]. We then detect the blind spots to the UGV based on a standard elevation occupancy map. In the experiments, owing to the limited space available, we only use one UGV and one MAV, together with two more UWB transceivers placed on the ground to ensure global graph rigidity. The UGV is set to rotate and move within a limited space to always maintain the MAV within its FoV and in LoS. This opens the door to operating the MA Vs in LoS means that the more accurate the localization framework has potential to take multi-robot systems out of the test area are scanned from complementary points of view simultaneously, showing a good point cloud alignment directly with the raw data. This opens the door to further optimization, and providing feedback to the localization framework based on the alignment of local point clouds. The area behind the boxes occluded to the UGV’s lidar corresponds to a neighborhood in the DMTSPN formulation. Intuitively, the neighborhoods can be mapped to the UGV lidar’ shadows as those seen in Fig. 5a.

Scalability. In terms of the system’s scalability, the localization framework is based on UWB ranging and the VIO egomotion estimation is done on a separate processor on the T265 camera. The UWB ranging is only limited by the number of robots in terms of the available bandwidth, and therefore the localization frequency must be decreased as the number of robots increases (the current frequency of 10 Hz can accommodate approximately 20 robots within line-of-sight of each other). As to the number of robots involved in scene reconstruction, because the MAVs are assigned to one UGV and the DMTSPN solved from each UGV’s reference, the computational load of the path planning algorithm can be maintained even when the number of robots grows. The assignment of MAVs to UGVs has linear complexity.

In summary, we provide an initial implementation of all parts of the proposed system, which can then be leveraged for collaborative scene reconstruction in GNSS-denied environments. In particular, we show that the localization framework has potential to take multi-robot systems out of the lab with good results in local map merging for scene reconstruction, lifting the need for more accurate but significantly less flexible motion capture systems or UWB localization systems based on fixed anchors. Finally, the fact that UGVs are continuously tracking MAVs and keeping them within their FoV in LoS means that the more accurate lidar data they capture can be used for local path planning on the MAVs. This opens the door to operating the MAVs in more complex and dynamic environments even with limited onboard sensing.

VII. CONCLUSION

We have addressed some of the challenges in multi-robot dense scene reconstruction, with a focus on (i) collaborative localization, and (ii) path planning with LoS and FoV constraints. We have first presented a framework for collaborative localization with UWB-based ranging and VIO fusion in heterogeneous UGV+MAV systems, exploiting sensors onboard the UGVs to establish a common reference frame for all agents. Then, we have utilized this framework for collaborative scene reconstruction. With simulations, we show that the proposed algorithm effectively ensures MAVs are always within the UGVs FoV, and with real experiments we show that the localization framework is accurate enough to provide good alignment of point clouds even at the raw data level.

In future works, we will look into improving the DMTSPN solution by allowing dynamic tracking of a single MAV from different UGVs during the scene reconstruction mission. We will also investigate the possibilities of integrating the UGVs within the DMTSPN solver.
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