Using cosmological simulations and synthetic absorption spectra to assess the accuracy of observationally derived CGM metallicities
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ABSTRACT

We used adaptive mesh refinement hydrodynamic cosmological simulations of a $z = 1$ Milky Way-type galaxy and a $z = 0$ Dwarf galaxy and generated synthetic quasar absorption-line spectra of their circumgalactic medium (CGM). Our goal is to assess whether standard observational spectroscopic analysis methods accurately reproduce intrinsic column densities, metallicities [Si/H], and hydrogen densities $n_H$, in simulated absorption-line systems. Without knowledge of the intrinsic simulated properties (blind study), we analysed synthetic COS and HIRES spectra with fixed $S/N = 30$ to determine the column densities, metallicities, and $n_H$, using Voigt profile fitting combined with Markov-Chain Monte-Carlo single-phase CLOUDY modelling techniques. To quantify the simulated absorbing gas properties, we objectively determined which gas cells along a line of sight (LOS) contribute to detected absorption in the spectra and adopt the unweighted geometric mean of these properties. For this pilot study, we performed this experiment for five LOS in the two simulated galaxies. We found an average agreement between the “observed” and intrinsic metallicity overestimated within $0.8\sigma$ or 0.2 dex for the “Milky-Way” and overestimated within $1.4\sigma$ or 0.2 dex for the Dwarf galaxy. We found that the spectroscopically-derived $n_H$ are underestimated within $0.8\sigma$ or 0.4 dex of the intrinsic $n_H$ for the “Milky-Way” and overestimated within $0.3\sigma$ or 0.3 dex for the Dwarf galaxy. The overall agreement suggests that, for single-phase ionisation modelling of systems where there is substantial spread in gas properties, global metallicity measurements from quasar absorption line studies are capturing the average metallicity and ionisation parameters.
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1 INTRODUCTION

A central goal of astrophysics is to understand how galaxies evolve. As the cycling of baryons is a key process, we can learn a great deal about galaxies if we can understand how baryons cycle in and out of galaxies, in what gas phases they persist, and the how their metal abundances are distributed. These insights would provide information as to how the baryon cycle drives galaxy evolution and gives rise to the observed universe of stars and galaxies. The interplay between stellar feedback processes in the interstellar medium (ISM) and filamentary accretion from the intergalactic medium (IGM) gives rise to the extended (> 150 kpc) metal-enriched circumgalactic medium (CGM). Acting as the interface between the ISM and IGM, the CGM is a key regulating component of galaxies and is therefore critical to understand as the gatekeeper of the baryon cycle.

The baryon cycle provides a fundamental understanding of galaxies, star formation, and chemical evolution. Theory is used to establish the physical processes by which baryonic matter responds to the full spectrum of gravity-induced dark matter overdensities, thereby explaining many observed global galaxy relations such as the stellar mass-to-halo mass ratio and its cosmic evolution, and the stellar mass–metallicity relation (e.g., Tremonti et al. 2004; Behroozi et al. 2013; Gu et al. 2016; Sánchez et al. 2019). Significant effort has been directed toward understanding the baryon cycle using hydrodynamic cosmological simulations via the tracking of gas cycles and the modelling of star formation and feedback physics (e.g., Kereš et al. 2005, 2009; Oppenheimer & Davé 2008; Ceverino & Klypin 2009; Ceverino et al. 2014; Trujillo-Gomez et al. 2015; Kacprzak et al. 2016; Davé et al. 2016; Nelson et al. 2019). Davé et al. (2011) were able to show that star-forming galaxies develop via a slowly evolving equilibrium balanced by inflows (driven by gravity/mass), wind recycling, star formation rates, and outflows, the latter regulating the fraction of inflow that gets converted into stars. The CGM gas content regulates the competition between IGM inflow and gas ISM consumption by star formation (e.g., Birrer et al. 2014; Finlator et al. 2017).
The best approach for observationally probing baryons in, around, and between galaxies is to analyse absorption lines in spectra of background quasars whose sight lines pass near galaxies. The key is to quantify and characterise the dynamics, spatial distributions, metallicities, densities, and temperatures of the gas flowing into, out of, and through galaxies. These quasar absorption lines indirectly provide the aforementioned gas properties; we say “indirectly” because chemical-ionisation models of the gas are required to take incomplete information from various absorbing transitions of various ions in order to extract the physical conditions of the gas. Furthermore, a quasar line of sight (LOS) provides a pencil beam 1D probe of the gas as a function of LOS velocity (3D velocity dotted into the LOS).

Interpretation of such data in terms of the global evolution of galaxies has been guided by hydrodynamic simulations (see Tumlinson et al. 2017, for a review). However, the vast breadth of our collective understanding is based on the analysis of the spectra by observers, who chart the densities, metallicities, ionisation conditions, and kinematics of the gas. (e.g., Stocke et al. 2013; Werk et al. 2014; Lehner et al. 2014, 2018, 2019; Wotta et al. 2016, 2019; Prochaska et al. 2017; Pointon et al. 2019). The important astrophysical conclusions of these works guide our inferences about galaxy evolution and the baryon cycle. As such, continued investigation into the methods is merited.

The problem is that the hydrodynamic simulations clearly show that the analysis methods applied by observers can run completely counter to the intrinsic nature of CGM gas. Observers can be blind to the much richer reality of the physics occurring along the quasar LOS. For example, in simulations, there can be multiple density peaks that overlap in LOS velocity such that their column density contributions in a spectral line are not fully separable; these velocity-aligned yet spatially separated peaks can have different densities, temperatures, and/or metallicities (Churchill et al. 2015; Liang et al. 2018; Peeples et al. 2019).

This is counter the central assumptions by which observers analyse the data by fitting Voigt profiles (VP) to the absorption line profiles. VP fitting is founded on the assumption of multiple spatially discrete isothermal clouds, each having a unique LOS velocity. VP fits yield the column densities and velocities of the detected ions (such as Mg$^+$, C$^+$, O$^+$, etc.) for each cloud. The time-honoured method is to use these column densities to constrain chemical-ionisation models, such as CLOUDY (Ferland et al. 2017). The CLOUDY models provide the critical gas properties, such as hydrogen number density ($n_H$), metallicity ($Z/Z_\odot$), ionisation parameter ($U=n_Y/n_e$), and ionisation conditions ($\log U$); these are key quantities describing the CGM.

Zoom-in Eulerian cosmological simulations incorporate sophisticated stellar feedback processes into the baryon physics (supernovae, runaway stars, radiation pressure, radiative heating, etc., Ceverino et al. 2010, 2014; Trujillo-Gomez et al. 2015). Some have experimented with “forced resolution” for a more refined investigation into the CGM gas structures and their kinematics (e.g., Hummels et al. 2019; Peeples et al. 2019). This level of realism provides an open road for applying observational quasar absorption line analysis methods to simulated galaxies. There is now an opportunity for a revolutionary paradigm shift in our ability to interpret quasar absorption line data.

Though simulations are commonly touted as a powerful tool for providing deeper insights into the interpretation of quasar absorption line data, and many forays in this direction have been undertaken (e.g., Churchill et al. 2015; Liang et al. 2018; Kacprzak et al. 2019; Peeples et al. 2019; Péroux et al. 2020; Marra et al. 2021; Strawn et al. 2021), no experiment has been performed as to how the standard spectral analysis plus chemical-ionisation modelling methods employed by observers hold for simulated quasar absorption lines, i.e., do we recover the intrinsic mean physical properties of the absorbing gas using standard VP fitting to the spectra (see Churchill et al. 2020, and references therein) followed by CLOUDY (Ferland et al. 2017) ionisation modelling constrained by the Voigt profile column densities?

Our goal with this paper is to conduct a double-blind pilot study to directly examine how well the long-standing observational analysis methods of applying single-phase ionisation models to metal-rich quasar absorption line systems capture the intrinsic underlying gas properties. In particular, we focus on the metallicity and hydrogen density (ionisation parameter) of the absorbing gas systems. By “double blind”, we mean that we perform this experiment on two parallel tracks: (1) individuals are blindly handed mock absorption line spectra from the simulations following which they perform a full observational analysis of the absorbing gas, and (2) individuals are blindly provided the simulation gas properties that are responsible for the detected absorption lines and perform and analyse the intrinsic simulated gas properties. We then compare the two parallel analyses.

In Section 2 we describe the cosmological simulations we use. In Section 3 we discuss the software used to create synthetic spectra from sightlines through the simulations and our pilot study. In Section 4 we explain how we determine metallicity and hydrogen density using the synthetic spectra and observational techniques. In Section 5 we present our comparison of the metallicity and hydrogen number density values using our different analysis methods. We summarise our findings, discuss them in the context of quasar absorption lines studies, and provide concluding remarks in Section 6. Throughout we adopt an $H_0 = 70$ km s$^{-1}$ Mpc$^{-1}$, $\Omega_M = 0.3$, $\Omega_{\Lambda} = 0.7$ cosmology.

### 2 SIMULATIONS

In this work we studied two different simulated galaxies. The first is named “VELA27”, a higher-mass, Milky Way-type galaxy at a redshift of $z = 1$ from the VELA simulations of Ceverino et al. (2014). The second is named “D9m4a”, a low-mass Dwarf galaxy at a redshift of $z = 0$ from the simulations of Trujillo-Gomez et al. (2015).

Both galaxies were simulated using the Hydrodynamic Adaptive Refinement Tree code known as ART (Kravtsov et al. 1997; Kravstov 1999; Kravstov 2003; Ceverino & Klypin 2009; Trujillo-Gomez et al. 2015). The ART code combines dark matter $\Lambda$CDM cosmological simulations using an N-body ART code and Eulerian methods to treat hydrodynamics while employing the zoom-in technique of Klypin et al. (2001).

A galaxy is identified for hydrodynamic simulation in a sphere with a radius of two times the virial radius, generally around 1–2 comoving Mpc. The sphere is traced back to its Lagrangian volume at $z = 60$, and the zoom-in technique (see Klypin et al. 2001) is applied to refine the fluctuations down to the chosen resolution limit. We first add gas to the box following the dark-matter distribution using the universal baryonic fraction. We then re-simulated the whole box, refining resolution in the selected Lagrangian volume around the simulated galaxy. The integration of the gas physics and gravity are performed on the adaptive mesh. The refinement of each cell size is the result of slicing a cell into 8-subcells, with each having half the 1D size and one-eighth the volume.

The two selected simulated galaxies were each created using different stellar feedback recipes, gas heating and cooling subgrid physics, and Eulerian mesh gas cell resolutions. We emphasise that, in this work, we are not investigating the outcomes of the CGM properties
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Figure 1. Random slices centred on the simulated galaxies used in this study. (upper row) The $z = 1$ galaxy VELA27, which has a virial radius of 112 kpc (Ceverino et al. 2014). (lower row) The $z = 0$ Dwarf galaxy, which has a virial radius of 79 kpc (Trujillo-Gomez et al. 2015). (left to right) The gas hydrogen number density \([\text{cm}^{-3}]\), gas temperature \([\text{K}]\), and gas phase metallicity \([Z_\odot]\), respectively. Each slice shows a region extending to \(3R_{\text{vir}}\); the virial radius is shown as the dashed circle. The insets in the density panels show the inner 0.1\(R_{\text{vir}}\) to provide a detailed look at the structure of the gas disk.

Table 1. Simulated Galaxy Properties

|         | log(\(M_{\text{vir}}\)) [\(M_\odot\)] | log(\(M_\star\)) [\(M_\odot\)] | \(R_{\text{vir}}\) [kpc] | SFR \([\text{M}_\odot \text{yr}^{-1}]\) |
|---------|----------------------------------|---------------------------------|-------------------------|-------------------------------------|
| VELA (\(z = 1\)) | 11.6 | 10.3 | 110 | 0.7 |
| D9m4a (\(z = 0\)) | 10.5 | 7.3 | 79 | 0.002 |

as a function of the subgrid physics employed in the simulations. We aim to assess only how accurately observational spectroscopic absorption line analysis methods recover the probed CGM gas properties. The simulations have slightly different maximum resolutions (one with a maximum resolution of 20 pc, the other 57 pc), which may allow us to obtain some degree of insight into whether gas cell resolution affects this accuracy (however, see Hummels et al. 2019; Peebles et al. 2019; van de Voort et al. 2019).

The basic properties of these galaxies are listed in Table 1. Both simulated galaxies are described in greater detail in Sections 2.1 and 2.2. These two galaxies were selected with no a priori knowledge of their properties, such as their star formation rates, and stellar or halo masses. In Figure 1, we show slices through the gas distribution centred on the galaxy for both simulations (VELA top row, Dwarf bottom row) showing gas hydrogen number density (left), temperature (centre), and metallicity (right). A 100 kpc scale is indicated and the dashed circles show the virial radius. The inset in the density panel highlights the inner 0.1\(R_{\text{vir}}\).

2.1 The VELA Galaxy

We selected the massive galaxy #27 from the VELA simulations, which use the RadPre_LS_1R feedback model described in Ceverino et al. (2014). This model differs from the RadPre runs used in Zolotov et al. (2015). In brief, stellar feedback includes thermal and radiative feedback that incorporates the effects of radiation pressure of ionising and infrared photons, local photo-ionisation and photo-heating around young and massive stars. Gas is self-shielded, advects metals, undergoes metallicity-dependent cooling, and is heated by a homogeneous ultraviolet background. The gas can cool to 300 K due to metal and molecular line cooling. Gas flows, shock fronts, and metal disbursement follow self-consistently from this physics.

The highest spatial resolution of a gas cell at \(z = 1\) is approximately 20 pc, a regime in which stellar feedback overcomes radiative cooling (Ceverino & Klypin 2009). This results in natural galactic outflows (Ceverino et al. 2010, 2016) and allows for a combination of cold flow accretion, mergers, and galactic outflows that results in galaxy formation and evolution proceeding on physically-based principles. We note that these simulations have been generally successful at...
producing observed galaxy properties, such as the distribution of halo masses, stellar mass to halo mass function, mass metallicity relation, Tully-Fisher relation, rotation curves, halo mass to star formation rate, etc. (Ceverino et al. 2014).

The full VELA simulations are 20 Mpc on a side. We extracted a smaller post-production box centred on the target galaxy that is roughly four virial radii ($4R_{\text{vir}}$) in diameter. The VELA27 galaxy has a maximum cell resolution of 17 pc, a minimum stellar particle mass of $10^3 M_\odot$, and a dark matter particle mass of $8.3 \times 10^4 M_\odot$. At z = 1, the galaxy has $\log(M_{\text{vir}}/M_\odot) = 11.6$, $\log(M_* / M_\odot) = 10.3$, $R_{\text{vir}} = 110$ kpc, and a star formation rate of $0.7 M_\odot \, \text{yr}^{-1}$.

2.2 The Dwarf Galaxy

The main differences between the VELA simulations and the Dwarf simulations are the star formation and feedback subgrid physics implemented in the simulations, the full details of which can be found in Trujillo-Gomez et al. (2015).

In the Dwarf galaxy simulations, star particles are formed in a denser ($n_\text{H} \sim 100$ cm$^{-3}$), colder ($T \sim 100$ K) molecular phase. Furthermore, stars are formed “deterministically” based on observations of star forming efficiency in star forming regions in molecular clouds, which is $\sim 2-3\%$. Hydrodynamically, the effect of photo-ionisation heating and radiation pressure was included in the feedback implementation of the Dwarf simulation by adding a non-thermal dynamical pressure to the gas surrounding young star particles, based on expectations for HII regions. This combination of star formation and stellar feedback was found to accurately reproduce many of the properties seen in low-mass galaxies at $z \approx 0$ such as the baryon content, stellar-to-halo mass ratio, star formation history, cold gas fraction galaxy morphology, and rotation curves (see Trujillo-Gomez et al. 2015).

Similar to the VELA simulations, the Dwarf galaxy simulations have high-resolution hydrodynamic regions surrounding the galaxies that extend $\sim 1$–2 Mpc in diameter. As with the VELA galaxies, we extracted smaller post-production boxes centred on the target galaxies that are roughly four virial radii ($4R_{\text{vir}}$) in diameter.

The Dwarf galaxy has a maximum cell resolution of 57 pc, a minimum stellar particle mass of 100 $M_\odot$, and a dark matter particle mass of $9.4 \times 10^3 M_\odot$. At $z = 0$, the galaxy has $\log(M_{\text{vir}}/M_\odot) = 10.5$, $\log(M_* / M_\odot) = 7.3$, $R_{\text{vir}} = 79$ kpc, and a star formation rate of 0.002 $M_\odot \, \text{yr}^{-1}$.

3 METHODOLOGY

We conducted a double-blind study to analyse the simulated CGM gas using two common approaches: theoretical and observational. We began by running lines of sight (LOS) through the CGM of the simulated galaxies and generating synthetic absorption line spectra. The absorption lines were then located in the spectra and measured (as described in Section 3.1).

The analysis from the theoretical perspective directly examined the properties of the gas cells in the simulated CGM (see Section 4.2). The analysis from the observational perspective involved inferring the average gas properties using observer-based spectral analysis methods, including Voigt profile fitting and ionisation modelling (see Section 4.4). Both these analysis perspectives were performed separately of one another by different individuals and then were compared to examine and quantify the degree to which the observer analysis captured the intrinsic average properties of the simulated CGM gas (the theoretical analysis).

Table 2. LOS Data

| Sim. LOS | D [kpc] | $\log(N_{\text{H}/cm^{-2}})$ | $D/R_{\text{vir}}$ |
|---------|--------|----------------------------|-------------------|
| VELA27 0022 | 7.3   | 18.52                      | 0.06              |
| VELA27 0025 | 8.1   | 18.79                      | 0.07              |
| VELA27 0027 | 8.8   | 17.85                      | 0.08              |
| VELA27 0055 | 18.6  | 16.67                      | 0.17              |
| VELA27 0081 | 30.5  | 14.20                      | 0.28              |
| D9m4a 0091 | 10.3  | 18.13                      | 0.13              |
| D9m4a 0061 | 6.9   | 17.77                      | 0.09              |
| D9m4a 0072 | 8.4   | 17.77                      | 0.11              |
| D9m4a 0034 | 3.9   | 17.47                      | 0.05              |
| D9m4a 0137 | 15.3  | 17.41                      | 0.19              |

3.1 Synthetic Absorption Line Generation

We use the Mockspec$^1$ pipeline (see Churchill et al. 2015; Vander Vliet 2017) to generate the synthetic quasar spectra and analyse the resulting absorption features.

Every gas cell in ART has a unique 3D spatial coordinate, physical size ($L_{\text{cell}}$), 3D velocity components, temperature ($T$), hydrogen number density ($n_\text{H}$), and metal mass fraction ($x_\text{m}$). We perform a post-processing equilibrium ionisation modelling to determine the ionisation fractions in order to calculate the number densities of all ion stages. We employed the photo+collisional ionisation code Hartrate (detailed in Churchill et al. 2014), which defaults to solar abundance mass fractions for each individual metal up to zinc (Draine 2011; Asplund et al. 2009). However, we are capable of adjusting the abundances on an element-by-element basis to match other astrophysically motivated abundance patterns. The Hartrate code is well suited for studying the low-density CGM ($\log(n_\text{H}/cm^{-2}) < -1$) as it gives the best results for optically thin, low density gas.$^2$

Previous studies (Churchill et al. 2012; Kacprzak et al. 2012; Churchill et al. 2015; Kacprzak et al. 2019; Marra et al. 2021) have used Hartrate. A quantitative comparison with the industry-standard ionisation code Cloudy (Ferland et al. 1998, 2013) shows that across astrophysically applicable densities and temperatures for optically thin gas, the ionisation fractions are in agreement within ±0.05 dex. In the post-production boxes, all the gas cells are illuminated with the ultraviolet background (UVB) spectrum of Haardt & Madau (2005) to obtain the equilibrium solution. Hartrate records the electron density, ionisation and recombination rate coefficients, ionisation fractions, and number densities for each gas cell and for all ions from hydrogen through zinc.

We use Mockspec to generate a user-specified number of “quasar” LOS that are distributed through a simulated galaxy. Relative to the target simulated galaxy, each LOS is defined by the position angle on the plane of the sky (in the range of $0^\circ \leq \phi \leq 360^\circ$), the impact parameter, and the sky-projected inclination of the galaxy. The plane of the sky is defined as the plane through the centre of mass of the galaxy that is perpendicular to the LOS. The details of the methodology to produce synthetic spectra from quasar sightlines and...
detection threshold sensitivity of the absorption features in the synthetic spectra are objectively detected using methods detailed in Churchill et al. (2000) as originally developed by Schneider et al. (1993).

As this is a pilot study, we limited our analysis to ten LOS systems, using five LOS from the VELA27 simulated galaxy and five LOS from the simulated Dwarf galaxy. The LOS ID number, impact parameter, $D$, the $\text{H}i$ column density, and normalised impact parameter, $D/R_{\text{vir}}$, are listed in Table 2. The VELA27 galaxy has an inclination angle of 90° and the Dwarf galaxy has an inclination angle of 0°. This selection was arbitrary. All LOS had randomly selected position angles. For each simulated galaxy, the five LOS were selected by using simple selection criteria. We avoided LOS that were damped Lyα absorbers (DLAs). This is because the ionisation corrections for DLAs are often assumed to be zero or negligible, and we wanted to test the more common sub-Lyman limit and Lyman-limit systems.

Preliminary examination of the gas cells along the LOS provided estimates for the $\text{H}i$ column density. Our selection criteria resulted in primarily Lyman limit systems. In order to have robust constraints from the metal lines, we selected systems for which $\text{C}ii$, $\text{C}iv$, $\text{Si}ii$, $\text{Si}iv$, $\text{S}iv$, and $\text{Mg}ii$ absorption lines were detected with rest-frame equivalent widths of 0.1 Å or greater. We did not require the same detection criteria for the $\text{O}vi$ and $\text{Fe}ii$ metal lines. From the VELA galaxy, we included two sub-Lyman limit systems, LOS0055 and LOS0081. The latter has only metal absorption lines for $\text{C}ii$, $\text{C}iv$, and $\text{O}vi$. Our reasoning is that we wanted to examine at least two lower $\text{H}i$ column density systems.

As an illustrative example, the synthetic spectra of Dwarf LOS0034 are shown in Figure 2. We show commonly observed transitions for $\text{H}i$ (including Lyα, Lyβ, Lyγ, and Lyδ), $\text{C}iv$, $\text{C}ii$, $\text{Si}iv$, $\text{Si}ii$, $\text{Si}v$, and $\text{Mg}ii$ absorption lines fitted spectra (see Section 4.3), and the cyan tick-marks show the velocity centre of each VP component. For transitions with rest-frame wavelengths in the far UV (FUV), we adopt a spectral resolution of $R = 20,000$ with eight pixels per resolution element to emulate the G130M and G160M gratings of the Cosmic Origins Spectrograph (COS, Green et al. 2012) on board the Hubble Space Telescope (HST). However, instead of using the actual COS line spread function, we adopted a simple Gaussian function. For transitions in the near UV (NUV), we adopted $R = 45,000$ with three pixels per resolution element to emulate the HIRES (Vogt et al. 1994) and UVES (Dekker et al. 2000) spectrographs on the Keck and Very Large Telescopes, respectively. All synthetic spectra have a signal-to-noise-ratio $S/N = 30$. These spectral characteristics yield a $3\sigma$ detection threshold sensitivity of $W_h = 0.05$ Å for the “COS” spectra and $W_r = 0.02$ Å for the “HIRES” spectra.

4 ANALYSIS

4.1 Theoretical Approach: Defining Absorbing Gas Cells

Once synthetic spectra are generated, Mockspec determines which gas cells along a given LOS contribute to the absorption features objectively detected to the $3\sigma$ significance level in the synthetic spectra. There are several criteria that Mockspec uses to make this determination. For gas cells pierced by the LOS, the ionic column density of each cell is calculated using the path length of the LOS through the cell. Cells with ion column density $N_{i,x} < 10^9$ cm$^{-2}$ are assumed to not contribute to detectable absorption. Mockspec identifies which of the remaining gas cells give rise to the observed absorption by determining which gas cells account for 95% of the equivalent width of the absorption features. The cells are sorted by decreasing column density and are removed until the resulting (noiseless) spectrum created by the remaining cells has an equivalent width equal to 95% of the original spectrum’s equivalent width. Remaining gas cells (typically around 10-30) are considered “absorbing cells” as they are the cells along the LOS that contribute 95% of the measured equivalent width. The process is repeated for each ion, yielding the absorbing cells for each ion.

In Figure 3, we show the physical conditions of the gas cells intercepted by LOS0034 for the $z = 0$ Dwarf galaxy as a function of line of sight position $\Delta S$ (in kpc), where $\Delta S = 0$ kpc is the plane of the sky intersecting the centre of mass of the simulated galaxy. Each column from left to right corresponds to eight of the ions we studied, $\text{H}i$, $\text{C}ii$, $\text{C}iv$, $\text{Si}ii$, $\text{Si}iv$, and $\text{Mg}ii$. We highlight the absorbing cells for each ion as the coloured points.

It is clear that the majority of the gas cells intersected by LOS0034 do not contribute to the detected absorption features in the synthetic spectra. This clearly illustrates the need for comparing only the absorbing cells (instead of all intersected gas cells) for understanding the connection between spectral absorption lines and the physical properties of the gas giving rise to absorption. To this point, we use only the absorbing gas cells for our analysis. For example, the majority of the metal-line absorption is spatially concentrated at $\Delta S \approx 5–20$ kpc and this gas arises in a contiguous grouping of cells with $T \approx 10,000$ K in a $n_h$ density enhancement in the range $-2 \geq \log n_h$/cm$^{-3} \geq -3$. There is a velocity shear with $\Delta v \approx 40$ km s$^{-1}$ over which the $n_h$ density decreases as $\Delta v$ is increasing across the shear.

Quite importantly, the metal-line absorption we study does not arise in the highest metallicity gas, which is associated with a grouping of lower density, $\log n_h$/cm$^{-3} \approx -4.5$, hotter $T \approx 10^6$ K gas cells. The high velocity ($\Delta v \approx -50$ to $-200$ km s$^{-1}$) of these lower density, hotter, metal-enriched cells may constitute a galaxy outflow (note it is blue shifted and on the near side of the galaxy). The rapid velocity inversion adjacent to the absorbing cells is suggestive of a shock front that has collided into slightly redshifted, higher density, cooler, lower metallicity absorbing gas. Interestingly, the intermediate and higher ions, $\text{C}ii$, $\text{C}iv$, $\text{Si}ii$, and $\text{Si}iv$, and the neutral hydrogen $\text{H}i$, also have some absorbing cells on the opposite side of the putative shock front (at $\Delta S \leq -10$ kpc).

4.2 Theoretical Approach: Mean Properties of Absorbing Cells

Our goal is to determine a single mean value for the metallicity and the number density of hydrogen in a LOS. Following the methods of Pointon et al. (2019), we use $\text{[Si/H]}$ to quantify metallicity as opposed to $Z/Z_\odot$. For details on how $\text{[Si/H]}$ is computed for each absorbing cell, see the Appendix.

To calculate a single averaged value of $\text{[Si/H]}$ and $n_h$ for a given LOS, we calculate the geometric mean values of $\text{[Si/H]}$ and $n_h$ from the absorbing cells,

$$\langle X \rangle = \left( \prod_{i=1}^{n} X_i \right)^{1/n} = \sqrt[n]{X_1 X_2 \cdots X_n}, \quad \text{(1)}$$

where $n$ is the number of cells. The geometric mean is employed as it is appropriate when the values span several orders of magnitude, whereas the arithmetic mean is dominated by the largest values. The
standard deviation in the geometric mean is
\[
\sigma'_{\langle X \rangle} = \exp \left\{ \frac{1}{n} \sum_{i=1}^{n} \log \left( \frac{x_i}{(\langle X \rangle)^{1/n}} \right) \right\}^{2/2}.
\] (2)

Pursuant our goal to compare the geometric mean values to the values determined using observational methods (described in Section 4.4), we include all unique absorbing cells that give rise to H\textsc{i}, C\textsc{ii}, C\textsc{iv}, Si\textsc{ii}, Si\textsc{iii}, Si\textsc{iv}, and Mg\textsc{ii}, from the absorption lines of commonly observed transitions. Upper limits (3σ) on column densities are determined from the equivalent width detection threshold assuming a Doppler parameter of \( b = 8 \text{ km s}^{-1} \). The absorbing gas cells selected from these spectra are shown in Figure 3. The synthetic absorption line spectra and VP fitted spectra for the other LOS can be found online in the supplementary material.

4.3 Observational Approach: The Absorption Lines

The synthetic spectra were used for the absorption line analysis in the same fashion as would occur for an observer. The observational analysis was done without any information about the underlying properties of the simulated galaxies. Using the synthetic spectra, the column densities of each ion were obtained using Voigt profile (VP) fitting. We used version 12.2 of VPfit (Carswell & Webb 2014). The initial guesses for VPfit were generated manually using its interactive mode feature, and its iterative fitting procedure derived a best-fit model upon achieving a sufficiently good \( \chi^2 \). We obtain VP component column densities, Doppler \( b \) parameters, redshifts, and the 1σ uncertainty on each parameter. For a given ion, “\( X \)”, the column densities of the VP components are summed to obtain the system total column density \( \log N_{\text{tot}} \).

We “averaged” the gas conditions across the full profiles by using \( \log N_{\text{tot}} \) to constrain the ionisation models. We thus adopted a fitting philosophy focused on minimising the \( \chi^2 \) for each ion. Though we enforced that transitions of the same ion had identical column densities, Doppler \( b \) parameters, and velocity components, we did not “tie together” the velocity centres and/or Doppler \( b \) parameters of different ions of similar ionisation potentials, a technique commonly applied for VP fitting that focuses on decomposing the absorption profiles kinematically. In Figure 2, we show the VPfit absorption line models superimposed on the synthetic spectra for LOS0034.

To check that the VPfit column densities accurately reflect the column densities of the absorbing gas cells, we compared \( \log N_{\text{tot}} \) (from VPfit, see Figure 2) and the sum of the column densities of the absorbing cells (see Figure 3). In Figure 4, we present VPfit column densities versus the summed absorbing cell column densities.

Figure 2. The synthetic absorption line spectra and Voigt Profile (VP) fitted spectra (cyan curves) for LOS0034 of the \( z = 0 \) Dwarf galaxy D9m4a. Ticks above the spectra provide the number of VP components and the velocity centre of each. The VP fitting is used to measure the total column density of each ion, in this case H\textsc{i}, C\textsc{iv}, C\textsc{ii}, C\textsc{iii}, Si\textsc{iv}, Si\textsc{iii}, Si\textsc{ii}, and Mg\textsc{ii}, from the absorption lines of commonly observed transitions. Upper limits (3σ) on column densities are determined from the equivalent width detection threshold assuming a Doppler parameter of \( b = 8 \text{ km s}^{-1} \). The absorbing gas cells selected from these spectra are shown in Figure 3.
Assessing CGM metallicities

Figure 3. The physical conditions of the gas cells intercepted by LOS0034 for the $z = 0$ Dwarf galaxy as a function of line of sight position $\Delta S$ (in kpc), where $\Delta S = 0$ kpc is the plane of the sky intersecting the centre of mass of the simulated galaxy. (across, left to right) The properties for the ions HI, CII, CIII, CIV, SiII, SiIII, SiIV, and MgII are shown. (top to bottom) The gas cell column density ($N_{\text{ion}}$ [cm$^{-2}$]), the hydrogen number density ($n_{\text{H}}$ [cm$^{-3}$]), the temperature ($T$ [K]), the metallicity ($Z_{\text{ion}}$), and the line of sight velocity ($\Delta v$ [km s$^{-1}$]), respectively. The column densities are computed from $N_{\text{ion}} = \int n_{\text{H}} n_{\text{ele}} \Delta L$, where $\Delta L$ is the actual path length of the line of sight through the cell (not the cell wall length). Absorbing cells for each ion are marked using coloured dots; these cells are selected from the synthetic absorption line spectra as described in Section 4.1. This figure for the other LOS can be found online in the supplementary material.

for HI, CIV, CIII, CII, SiIV, SiIII, SiII and MgII. The gold points correspond to the five LOS through the Dwarf galaxy and the blue points correspond to the five LOS through the VELA galaxy.

It is reassuring that the VPftr column densities generally match the summed absorbing cell column densities. To a high degree, the values agree within the 1σ uncertainties in the VPftr column densities. This would suggest that the VP modelling of synthetic absorption line spectra accurately reflect the column densities of the absorbing cells. As the column density is effectively the product of the number density and LOS path length, this provides some confidence that the synthetic spectra and VP modelling reflect the underlying density distribution of the absorbing cells.

4.4 Observational Approach: The Ionisation modelling

To estimate the mean [Si/H] and $n_{\text{H}}$ of the absorbing cells from synthetic absorption, we used the Markov-Chain Monte-Carlo (MCMC) technique described in Pointon et al. (2019), originally developed by Crigton et al. (2015). Following Pointon et al. (2019), we generate CLOUDY grids using version 13.05 (Ferland et al. 2013), spanning a range of hydrogen number densities and metallicities that are plausible for the CGM, with a HI column density range selected to bound the $N_{\text{H}}$ value derived from VPftr results. We adopted the UV background ionising spectrum of Haardt & Madau (2005), calculated for the average redshift of the line fits returned by VPftr. Note that this is the same UV background used to compute the ionisation fractions of hydrogen and the metals in the gas cells of the simulations. The CLOUDY grids are used with the EMCEE package (Foreman-Mackey et al. 2013) to perform MCMC sampling and create the posterior distributions for [Si/H], $\log N_{\text{H}}$, $\log n_{\text{H}}$, and $\log U$ based on the metal and hydrogen column densities derived from VPftr.

The HI column density is assumed to have a Gaussian prior centred on the measured $N_{\text{H}}$, and all other parameters are assumed to have flat priors spanning the entire range included in the CLOUDY grids. The MCMC process is run using 200 walkers for 200 steps to perform the burn-in, and an additional 200 steps for the MCMC sampling. Although the OVI lines were VP fitted when detected, following Werk et al. (2014); Wotta et al. (2016, 2019); Pointon et al. (2019), the O15 ion was not included in the MCMC modelling. As such, our resulting MCMC/CLOUDY [Si/H], $\log N_{\text{H}}$, $\log n_{\text{H}}$, and $\log U$ output results should be viewed as a single-phase average of multi-ion absorption systems for which the OVI absorption phase is not weighted in the solution. We remind the reader that the analysis was done blind of any details about the underlying properties of the simulated galaxies and used only the synthetic spectra provided.

An example of the MCMC/CLOUDY results is shown in Figure 5 for
Dwarf LOS0034. The panels with the green histograms show the posterior distributions of [Si/H], log $N_{\text{HI}}$, log $n_{\text{HI}}$, and log $U$, along with vertical black lines depicting the most likely value (thick centre line) and 1σ values (two bracketing thin lines). These MCMC/CLOUDY values are to be compared with the geometric mean values of the absorbing gas cells.

5 RESULTS

For the ten LOS examined in this study, we show the comparison between the mean [Si/H] and $n_{\text{HI}}$ properties obtained using the absorbing cells and the absorption line analysis (MCMC/CLOUDY modelling) in Figure 6. Each panel shows [Si/H] versus $n_{\text{HI}}$ for a single LOS, with LOS0022, 0025, 0027, 0055, and 0081 from the VELA simulations in the left-hand panels and LOS0034, 0061, 0072, 0091, and 0137 from the Dwarf simulations in the right-hand panels. Each data point corresponds to an absorbing gas cell (those that contribute to detectable absorption in the synthetic spectra). Absorbing cells are coloured by their H1 column density as indicated in the colour bar ranging from $12 \leq \log(N_{\text{HI}}/\text{cm}^{-2}) \leq 17$. The black “X” gives the geometric mean value of [Si/H] and $n_{\text{HI}}$ of the absorbing cells, calculated using Equation 1. The light grey shaded “box” region corresponds to the 1σ uncertainties of the geometric mean, calculated using Equation 2.

Regarding the absorbing cell properties, there are some systemic differences between those selected from the VELA and Dwarf galaxies. Compared to the Dwarf galaxy, in the VELA galaxy there are generally fewer absorbing cells. This is especially true for LOS0055 and 0081, which have the lowest $N_{\text{HI}}$ absorption column densities. In general, there are ~20–30 absorbing cells for the LOS through the VELA galaxy. Conversely, for each LOS of the Dwarf galaxy, there are ~50 absorbing cells. Considering the mean cell size of absorbing gas cells in the different galaxies, the VELA27 galaxy has a mean absorbing cell size of 226 pc while the Dwarf galaxy has a larger mean absorbing cell size of 460 pc. The slightly larger average for the Dwarf galaxy is because the absorbing cell sizes are roughly equally distributed between the two cell sizes 218 pc and 436 pc, whereas...
\( \geq 95\% \) of the VELA galaxy absorbing cells correspond to the 218 pc cell size.

Additionally, though the range of \( n_0 \) of the absorbing cells are fairly similar between the VELA and the Dwarf galaxies \((-3.5 \leq \log n_0/cm^{-3} \leq -2.0)\), the [Si/H] values are roughly an order of magnitude higher for the absorbing gas cells from the VELA galaxy as compared to the Dwarf galaxy. For the VELA galaxy, the range is roughly \(-0.8 \leq [Si/H] \leq -0.2\), whereas the range for the Dwarf galaxy is roughly \(-2 \leq [Si/H] \leq -1\). This difference is likely because the VELA galaxy is significantly more massive than the Dwarf galaxy and the greater stellar mass has yielded more mass in metals in the VELA CGM. Also, the VELA galaxy is at a redshift of \( z \approx 1.0 \) while the Dwarf is at \( z \approx 0.0 \), and there are generally more galactic outflows at higher redshift.

LOS0025 from the VELA galaxy has a number of absorbing cells comparable to those found for the Dwarf galaxies and also a broader distribution of [Si/H] values than the other LOS from the VELA galaxy. Interestingly, for the LOS0022, 0025, and 0027 for the VELA galaxy, the distribution of [Si/H] values also exhibit bimodalities in the [Si/H] values with respect to the geometric mean [Si/H] of the absorbing cells. Examination of the global distribution of the absorbing cell [Si/H] for five LOS through the Dwarf galaxy show that it is a Gaussian distribution about the geometric mean value.

In Figure 6, the measured \( n_0 \) and [Si/H] derived from the MCMC/Cloudy modelling based on the \( \log N_{\text{HI}} \) determined from VP modelling of synthetic absorption lines in the synthetic spectra are marked with a red ‘+’. The 1\( \sigma \) uncertainties are the darker pink shaded “box” regions centred on the red ‘+’ and the 3\( \sigma \) uncertainties are the lighter pink shaded regions. Before comparing the MCMC/Cloudy results to the properties of the absorbing gas cells in the simulations, we remind the reader that the MCMC/Cloudy modelling was performed blind of any information about the underlying properties of the simulated galaxies. Only the synthetic spectra were made available for analysis in the identical fashion as would occur for an observer. After this "observer" followed the analysis steps described in Sections 4.3 and 4.4 the resulting MCMC/Cloudy results were then made available for comparison with the theoretical approach using the mean absorbing gas properties.

In all cases, the 3\( \sigma \) uncertainty box from the MCMC/Cloudy modelling overlaps with a subset of the absorbing gas cells. However, LOS0081 only has two absorbing cells overlapping with the 3\( \sigma \) uncertainty box. There are only eleven absorbing cells for this LOS, which is significantly fewer absorbing cells than any of the other LOS. Note that this is the lowest \( N_{\text{HI}} \) system in our study, with \( \log N_{\text{HI}}/cm^{-2} = 14.2 \). The discrepancy between the MCMC/Cloudy analysis and the cell values could result because this is the only LOS that has spectroscopically detected metal-absorption only in C iv and C iv while all other LOS have metal absorption from C iv, C iv, Si iv, Si iv, Si iv, Mg ii, and occasional Fe ii. It is also possible that the discrepancy was a result of the single phase assumption breaking down as there are no low ions in this system.

In order to quantify the level of overlap between the observer MCMC/Cloudy method and the theoretical geometric mean values from the absorbing cells, we computed a "z-score" for both the [Si/H] and \( n_0 \) for each LOS. For the "observer" quantity \( x \) with geometric "theoretical" mean \( \langle X \rangle \), the z-score is simply \( z\)-score = \( (x - \langle X \rangle) / \sigma \), where \( \sigma = \sqrt{\langle (X - \langle X \rangle)^2 \rangle} \), and \( \sigma(x) \) and \( \sigma(X) \) are the one-sided standard deviations between \( x \) and \( \langle X \rangle \), respectively. We list the z-score for each LOS and the mean score for the VELA and Dwarf galaxy in Table 3. The z-score accounts for both the uncertainty in the "observer" value and the dispersion in the absorbing cell property and is interpreted as the number of \( \sigma \) the two values \( x \) and \( \langle X \rangle \) depart from one another; we thus quote the z-score in \( \sigma \) units.

Examining the VELA galaxy results (left panels of Figure 6), we found that, with the exception of LOS0081, [Si/H] is recovered well within the 1\( \sigma \) uncertainties of the MCMC/Cloudy result. By recovered, we mean that the MCMC/Cloudy results are consistent with the geometric mean determined from the absorbing gas cell. On average, we found that the LOS in the VELA galaxy are within \( \approx 0.8\sigma \) for [Si/H]. However, for all VELA LOS, the MCMC/Cloudy modelling systematically underestimated the mean \( n_0 \) by \( \approx 0.8\sigma \). As the ionisation parameter is defined as \( \mu = n_e(z)/n_0 \), where \( n_e(z) \) is a fixed photon number density at redshift \( z \) for the choice of UV ionising background, we see that the ionisation parameter would be correspondingly overestimated in proportion to \( \sigma(U)/U = \sigma(n_e)/n_e \).

Examining the Dwarf galaxy results (right panels of Figure 6), we found that for four of the LOS, the MCMC/Cloudy metallicities are overestimated by 0.8 to 1.9\( \sigma \), while the final LOS is underestimated by 0.8\( \sigma \). On average the \( n_0 \) is recovered within \( \approx 0.34\sigma \), with all of the five LOS having their MCMC/Cloudy \( n_0 \) overestimated relative to the geometric mean of the absorbing cells.

A direct comparison of the MCMC/Cloudy derived [Si/H] and \( n_0 \) values with the theoretical approach values (the mean absorbing cell values) is presented in Figure 7. Blue points correspond to the LOS through the VELA galaxy, whereas gold points correspond to LOS through the Dwarf galaxy. In Figure 7(a), we see that the derived MCMC/Cloudy values of \( n_0 \) are systematically lower by an average of 0.8\( \sigma \) or 0.4\( \sigma \) than the geometric mean value of the absorbing gas cells for the VELA galaxy and systematically higher by an average of 0.3\( \sigma \) or 0.3\( \sigma \) dex for the Dwarf galaxy.

From the complex scatter distributions of absorbing cell gas properties seen in Figure 6, it is clear that the geometric mean is a crude single-valued description of a complex distribution of gas properties. Yet, the MCMC/Cloudy modelling formalism employed by most observational studies enforces a single-valued derived quantity for [Si/H] and \( n_0 \) for comparison with a complex distribution of absorbing gas properties. As such, this forces an open question as to

---

**Table 3. z-score values**

| Sim. | LOS   | \( n_0 \) z-score | [Si/H] z-score |
|------|-------|-------------------|----------------|
| VELA27 | 0022  | 0.85              | -0.61          |
| VELA27 | 0025  | 0.22              | -0.56          |
| VELA27 | 0027  | 0.22              | -0.68          |
| VELA27 | 0055  | 1.26              | -0.05          |
| VELA27 | 0081  | 1.48              | -2.21          |

| VELA27   | mean   | 0.81              | -0.82 |

| D9m4a    | 0034   | -0.02             | -1.86 |
| D9m4a    | 0061   | -0.38             | -1.89 |
| D9m4a    | 0072   | -0.79             | 0.79  |
| D9m4a    | 0091   | -0.25             | -0.87 |
| D9m4a    | 0137   | -0.24             | -1.79 |

| D9m4a   | mean   | -0.34             | -1.44 |
Figure 6. Metallicity, \([\text{Si}/\text{H}]\), versus hydrogen number density, \(n_{\text{H}}\) for (left panels) the five sight lines for the \(z = 1\) VEL Agalaxy and (right panels) the five sight lines for the \(z = 0\) Dwarf galaxy. Data points are the absorbing cells, colour coded by their \(\text{H} \text{I}\) column density. The black “X” corresponds to the geometric mean \([\text{Si}/\text{H}]\) and \(n_{\text{H}}\) of the cells. The light grey shading shows the 1\(\sigma\) uncertainty in the geometric means. The MCMC/Cloudy results, based on VP\(\text{He}\) \(\log N_{\text{ion}}\) measured from the synthetic spectra, are shown as the red “+”, including the 1\(\sigma\) (dark pink shading) and 3\(\sigma\) uncertainties (light pink shading).

what is the most appropriate mean value of the simulated absorbing gas to employ for comparison with the MCMC/Cloudy results.

In addition to the non-weighted geometric means that we present in Figure 6, we also explored an \(N_{\text{HI}}\) weighted geometric mean, motivated by the notion that cells with high \(\text{H} \text{I}\) column would contribute more strongly to the absorption lines. We did not investigate a cell mass weighted mean, as suggested by Liang et al. (2018), because the LOS path length through a given cell may comprise only a small fraction of the cell wall length. Instead, we account for cell wall length when computing the cell column density, \(N_{\text{HI}}\), which reflects the actual product of \(n_{\text{H}}L\), where \(L\) is the path length pierced through the cell. As such, the \(N_{\text{HI}}\) weighting is a proxy for mass weight-
ing. However, we found that weighting the geometric mean with $N_{\text{hi}}$ resulted in a larger disagreement between the MCMC/CLOUDY derived $n_H$ and the weighted geometric mean values. Depending on the LOS, the weighted geometric mean $n_H$ was an additional 0.5 to 1 dex higher when using $N_{\text{hi}}$ weighting. Comparatively, the [Si/H] values were not significantly different between the weighted and the unweighted geometric mean.

Based on the $n_H$ results, we decided to use the unweighted geometric mean to compare with the MCMC/CLOUDY results, which we believe better reflects the distribution of absorbing cells in terms of their relative contribution to metal line absorption. For example, inspection of Figure 3 for LOS0034 shows that the highest metallicity cells correspond to cells with low $\text{H}^1$ column densities. This might provide a partial physical explanation for why the MCMC/CLOUDY $n_H$ value is found near the cluster of lower $N_{\text{hi}}$ absorbing cells (see Figure 6).

Also apparent from a study of Figure 3 for LOS0034 is that, for the higher ions C II, C IV, Si III, and Si IV, there is a small spatially isolated cluster of absorbing cells at $\Delta z \approx -15$ kpc and a second grouping $\Delta z \approx +10$ kpc with lower $n_H$, roughly $\log(n_H/$cm$^{-3}) \approx -3.5$. The $n_H$ densities of these absorption cell groupings are systematically below the density range of the absorbing cells of the low ions C II, Si II, and Mg II, which are in the range $-3 \leq \log(n_H/$cm$^{-3}) \leq -2$. This is suggestive that the absorption systems is characterised by multiple phases.

6 SUMMARY AND CONCLUSIONS

Our aim with this pilot study of 10 LOS was to develop insights into the efficacy of the techniques applied to quasar absorption spectra for determining the physical conditions of the absorbing gas in the CGM. In particular, we examined the common approach of VP fitting the absorption line profiles followed by chemical-ionisation modelling to estimate the metallicity and density (ionisation parameter) assuming a single gas phase.

We produced synthetic absorption line spectra (Churchill et al. 2015; Vander Vliet 2017) through high-resolution hydrodynamic cosmological simulations (Ceverino et al. 2014; Trujillo-Gomez et al. 2015). We used objective absorption line finding and measuring software (Schneider et al. 1993; Churchill et al. 1999) to identify and quantify the absorption lines in the synthetic spectra. We then manually VP fitted the absorption lines using VPtrr (Casswell & Webb 2014) to determine the column densities of the $\text{H}^1$ and metal ions. These column densities were then used to constrain the MCMC/CLOUDY models (Crighton et al. 2015; Ferland et al. 2013) to determine the metallicity ([Si/H]), hydrogen number density ($n_H$), ionisation parameter ($U$), and a model estimate of the neutral hydrogen column density ($N_{\text{hi}}$), and their uncertainties. Similar methods have been applied for decades (e.g. Bergeron & Stasińska 1986; Steidel 1990; Stocke et al. 2013; Werk et al. 2014; Prochaska et al. 2017; Lehner et al. 2019; Pointon et al. 2019).

We created synthetic spectra with the characteristics the COS G130M and G160M gratings on board HST and the HIRES and UVES instruments with $S/N = 30$, corresponding to a $3\sigma$ equivalent width detection threshold of $\approx 0.05$ Å (COS) and $\approx 0.02$ Å (HIRES/UVES). Thus, our findings are comparable to observational studies such as Stocke et al. (2013), Werk et al. (2014), Pointon et al. (2019), and Lehner et al. (2019). The results of our synthetic observations and analysis were compared to the properties of the gas in the simulations giving rise to the absorption. This is a key point, as we objectively identify the absorbing cells pierced by the LOS that contribute to the detected absorption profiles (Churchill et al. 2015; Vander Vliet 2017). To the best of our knowledge this is a unique approach to studying the properties of absorbing gas in simulations. As observed absorption lines must represent only the gas giving rise to the absorption actually detected in the spectra, it seems the theoretical studies of simulations should universally adopt this physical fact. This also implies that the gas being studied in absorption is dictated by the detection threshold, or signal-to-noise ratio and resolution, of the spectra.

To compare the “observational” analysis to the absorbing gas cell properties, we employed the unweighted geometric mean to provide a single-valued characterisation of the diverse absorbing gas cell properties (see Eq. 1). We focused on the metallicity [Si/H] and the hydrogen number density $n_H$, as these are key quantities that characterise the CGM. Our main results are presented in Figures 4, 6, and 7 as described in Section 5. Our findings can be summarised as follows:
The summed VP column density for each ion determined from VP fitting the synthetic spectra are generally statistically consistent with the summed column densities of the absorption selected gas cells. This suggests a meaningful correspondence between the properties measured from the synthetic spectra and the selected absorbing cells in the simulations.

The \( n_l \), derived from the MCMC/Cloudy modelling tends to be lower than the unweighted geometric mean of the absorbing cells for the VELA galaxy, and is consistent, on average, to \( \approx 0.81 \sigma \) or 0.4 dex. The MCMC/Cloudy modelling tends to be higher and does significantly better for the Dwarf galaxy, yielding results consistent within \( \approx 0.34 \sigma \) or 0.3 dex.

The [Si/H] metallicity derived from MCMC/Cloudy modelling tends to be somewhat higher than the unweighted geometric mean of the absorbing cells. Typically, for the VELA galaxy, the MCMC/Cloudy value is consistent with the geometric mean value to the \( \approx -0.82 \sigma \) level or 0.2 dex. The MCMC/Cloudy modelling did not match quite as well for the Dwarf galaxy, which on average had results consistent with the geometric mean value to the \( \approx -1.4 \sigma \) level or 0.2 dex.

For this study, we have assumed a single-phase of gas for the MCMC/Cloudy modelling. This means we did not attempt to capture the more detailed distributions of the absorbing gas cell properties as clearly illustrated in Figure 6 (also see Figure 3). In addition to not examining the multi-phase gas properties, we followed the modelling philosophy of Werk et al. (2014); Wotta et al. (2016, 2019); Pointon et al. (2019) and omitted O VI absorption from our analysis. The high ionisation potential of \( \text{O}^\text{+5} \) typically places the ion in a lower density, diffuse phase than the absorption from the lower ionisation species (e.g., Bergeron 2006; Churchill & Charlton 1999; Ding et al. 2003; Muzahid et al. 2015; Rosenwater et al. 2018), or in a collisionally ionized phase (e.g., Haislmaier et al. 2021; Sameer et al. 2021). Further, simulations suggest that \( \text{H} \) and O VI absorption, even if aligned in velocity, do not originate from the same physical gas structures (e.g., Oppenheimer & Davé 2009; Churchill et al. 2015).

Our approach differs from a similar experiment conducted by Liang et al. (2018) in which they compare properties (density, temperature, and metallicity) derived using a Bayesian approach with intrinsic gas properties found by \( \text{H} \)-mass weighting all gas cells along a LOS. Again, we note that a key to our experiment is that we do not compare all of the gas cells along a LOS, but only those gas cells that significantly contribute to absorption in the synthetic spectra. While Liang et al. (2018) results are generally consistent with ours, in that both of our methods yield reasonably good agreement between the derived properties and the average of the intrinsic gas properties, they conclude that such agreement would not be achieved under the assumption of a single-phase ionisation model. However, as shown in Figure 7, our methodology, which is uniquely designed to closely emulate observational techniques, essentially recovers the average intrinsic metallicity of the gas (though with an \( \approx 0.8 \sigma \) or 0.4 dex underprediction of the gas density for the VELA galaxy and \( \approx 0.3 \sigma \) or 0.3 dex overprediction for the Dwarf galaxy).

Perhaps it is not unexpected that our experiment captures the average metallicity of the absorbing gas cells. As found by Sameer et al. (2021, see their Figure 14), a direct comparison between single-phase modelling and multi-phase modelling of complex metal-rich absorption line systems suggests that the single-phase modelling yields the average metallicity of the multi-phase gas properties.

Interestingly, as can be seen in Figure 6, LOS0022, 0025, and 0027 through the VELA galaxy exhibit a metallicity bimodality. LOS0022 has a grouping of absorbing cells with [Si/H] \( \approx -0.6 \) and \( \approx -0.3 \), whereas LOS0025 has groupings at \( \approx -0.5 \) and \( \approx -1.5 \) and LOS0027 has groupings at \( \approx -0.6 \) and \( \approx -0.35 \). Lehnert et al. (2013, 2018) and Wotta et al. (2016, 2019) have reported a bimodal metallicity distribution for \( z \approx 1 \) partial Lyman Limit systems. As our results suggest that the modelling recovers the average metallicity of a complex distribution of metallicities along the LOS (as also corroborated by Sameer et al. 2021), we would conclude that the observed bimodality of lower and higher metallicity systems does not rule out the presence of high metallicity pockets of gas in systems with low average metallicity (and vice versa).

Indeed, not all metallicity distributions are found to be bimodal. Prochaska et al. (2017) found a high metallicity unimodal distribution in \( z \approx 0.2 \) Lyman limit systems. Considering these opposing results, an important question to think about is what astrophysics drives such bimodalities or whether the observed bimodality is an artefact of how the metallicity is determined from the data. Our results suggest that the observed metallicity bimodality is not an artefact of the analysis methods used to determine metallicity, but is indicative of truly different averages in these systems.

What we must understand is that the single-phase modelling does not capture the intrinsic distribution of metallicities in either the “low-” and “high-metallicity” systems, which may have substantial overlap. An excellent discussion of the short-comings of single-phase modelling are covered by Haislmaier et al. (2021). We expect that a multiphase modelling approach, such as those developed by e.g., Zayed et al. (2019, 2021), Haislmaier et al. (2021), or Sameer et al. (2021), applied to LOS0022, 0025, and 0027 through the VELA galaxy should potentially capture the metallicity bimodality in those absorption systems and even the different mean densities of those gas cell groupings. For example, as evident from the distribution of absorbing cells in Figure 6, LOS0025 might be best described as a two-phase system with the first phase characterised by \( \log n_\text{i}/\text{cm}^{-3} \approx -3 \) and [Si/H] \( \approx -1.5 \) and the second by \( \log n_\text{i}/\text{cm}^{-3} \approx -2 \) and [Si/H] \( \approx -0.5 \). Even then, chemical-ionisation modelling of absorption lines can, in all practicality, provide only averages of underlying distributions. The distributions of absorbing cell metallicities and hydrogen densities in the simulations bear out that this must be a fundamental truth of observed absorption line systems.

Furthermore, all types of metal-enriched gas structures are not captured in the absorption lines adopted for this study, which by design are typical of the vast majority of quasar absorption line studies. As illustrated in Figure 3, along LOS0034 of the Dwarf galaxy, there is a \( T \approx 10^{5} \) K blueshifted outflow at \( \Delta \lambda \approx 0 \to -10 \) kpc with a peak metallicity of \( \log Z/Z_\odot \approx -0.5 \) and \( \log n_\text{i}/\text{cm}^{-3} \approx -4 \) and \( \log N_\text{H}/\text{cm}^{-2} \approx 10 \). This is gas that potentially would give rise to Ne \( \text{viii} \) \( 4770 \), 780 absorption (e.g., Savage et al. 2005; Haislmaier et al. 2021), but that note of the detected \( \text{H} \) absorption along this LOS would be associated with this gas phase. This problem of how to “partition” the \( \text{H} \) absorption between modelled phases presents a tremendous challenge for multi-phase modelling. In our opinion, this example also serves to illustrate why studies that compare the results of observational absorption line analysis methods to the intrinsic properties of the gas in simulations must examine only those gas cells that actually contribute to the detected absorption lines in the synthetic spectra.

As this is a pilot study, we must temper our inferences and conclusions accounting for the limited sample size of 10 LOS. The pilot sample of 10 LOS is a compromise between having a sample that could potentially capture and inform us of possible variations, scatter, and/or systematic errors, while remaining manageable. The observer methodology of VP\( \text{stt} \) plus MCMC/Cloudy modelling is human-intensive. Ideally, a fully automated approach would be ideal.
in order to substantially increase the sample size for which the differences in the densities and metallicities between the observer and simulation methods could be expressed as well-sampled posterior inferences in the densities and metallicities between the observer and redshifts; the VELA galaxy at the equivalent redshifts and mean resolutions. However, it is computationally expensive to run massive galaxies to $z \sim 0$ with high resolution; as a consequence, the VELA galaxies were run only down to $z = 1$.

Our sample size for this pilot study has shown systematically different results for the LOS in the two different galaxies. In future studies, for which we plan a more in depth study employing thousands of LOS in different simulated galaxies, it will be interesting to see if this statistical difference for the two galaxies hold, or if it is an artefact of the small sample size.

Overall MCMC/CLOUDY modelling was able to reproduce the geometric mean $\frac{\text{Si}}{\text{H}}$ of the absorbing gas cells within the 0.8σ level of consistency for the VELA galaxy and 1.9σ level of consistency for the Dwarf galaxy. We concluded that single-phase MCMC/CLOUDY models based on VP fit parameters from absorption lines effectively captures the mean metallicity of the gas that is giving rise to absorption. If our results are to be taken at face value, this would suggest that global metallicity measurements from quasar absorption line studies are capturing the average metallicity properties across cosmic time and astrophysical environment.

We found that the single-phase MCMC/CLOUDY modelling yielded $n_{\text{HI}}$ values that are systematically too low on average by 0.4 dex for the VELA galaxy and too low on average by 0.3 dex compared to the geometric mean $n_{\text{HI}}$ values of absorbing cells. Though there is roughly a factor of two difference in the sizes of the highest resolution gas cells between these two simulations, we cannot be certain that resolution effect is affecting the systematic offset. The VELA simulations have higher resolution than the Dwarf simulations, yet the systematic offset is more severe in the VELA simulations. One additional difference between the two simulations is that the number of absorbing cells in a given VELA LOS was smaller than in a given Dwarf galaxy LOS (with the exception of VELA LOS0025). However, there is no trend or correlation between the number of absorbing cells and the offset in the $n_{\text{HI}}$ values.

In the future we plan a statistical analysis of tens of thousands of LOS using the same methodology used for this pilot study. Our goal is to provide a wholesale statistical quantification of how effectively observational techniques are reproducing physical properties of the gas. We also plan to conduct a pilot study using the multi-phase modelling methods developed by Sameer et al. (2021), including the OVI absorption.
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APPENDIX A: CALCULATING [SI/H] IN A GAS CELL

In this Appendix, we describe how we determine the value [Si/H] in a gas cell. We start with the solar mass fractions, 
\[ x_{\text{H}}^\odot = 0.7381, \quad x_{\text{He}}^\odot = 0.2485, \quad x_{\text{M}}^\odot = 0.0134. \]

The silicon and hydrogen atomic mass units are 
\[ A_{\text{H}} = 1.00784 \quad \text{and} \quad A_{\text{Si}} = 28.0855. \]
The solar ratio for silicon to hydrogen is 
\[ \log \frac{\nu_{\text{Si}}}{\nu_{\text{H}}} = 4.49. \]

The desired quantity is 
\[ \frac{\nu_{\text{Si}}}{\nu_{\text{H}}} = \log \left( \frac{n_{\text{Si}}}{n_{\text{H}}} \right). \]  
(A1)

The relationship between number density and mass fraction 
\[ \frac{n_{\text{Si}}}{n_{\text{H}}} = x_{\text{Si}}/A_{\text{Si}}, \quad \text{and} \quad \frac{n_{\text{Si}}}{n_{\text{H}}} = \frac{x_{\text{Si}}^\odot}{A_{\text{Si}}}. \]  
(A2)

For the VELA galaxy, which had metallicities typically in the range \( \log Z/Z^\odot < -1 \), we assumed a solar abundance pattern. For the Dwarf galaxy, which had metallicities typically in the range \( \log Z/Z^\odot > 1 \), we enhanced \( \alpha \)-group elements \( \times 0.5 \) dex, since one typically sees enhanced \( \alpha/\text{Fe} \) for \( \text{Fe/H} < 1 \) (e.g., Lauroesch et al. 1996; Weinberg et al. 2019).

We applied the simple scaling 
\[ x_{\text{H}}/(x_{\text{H}}^\odot) = Z_{\text{cell}}/(x_{\text{H}}^\odot), \quad \text{where} \quad Z_{\text{cell}} = Z_t + Z_d, \]
\( Z_t \) is the mass fraction of metals from Type Ia supernovae yields and \( Z_d \) is the mass fraction of metals from Type II supernovae yields. Taking the ratio of \( n_{\text{H}}/n_{\text{H}}^\odot \) and rearranging, we obtain
\[ \frac{x_{\text{Si}}}{(x_{\text{Si}})} = \frac{Z_{\text{cell}}}{(x_{\text{Si}})} = \frac{x_{\text{H}}}{(x_{\text{H}})}. \]  
(A3)

which simplifies to
\[ \frac{n_{\text{H}}}{n_{\text{H}}^\odot} = \frac{(x_{\text{Si}})}{(x_{\text{Si}}^\odot)} \frac{Z_{\text{cell}}}{x_{\text{H}}^\odot} = \frac{(x_{\text{Si}}^\odot)}{(x_{\text{Si}})} \frac{Z_{\text{cell}}}{x_{\text{H}}^\odot}. \]  
(A4)

Taking the log of both sides, we have
\[ \frac{\nu_{\text{Si}}}{\nu_{\text{H}}} = \log \left( \frac{Z_{\text{cell}}}{x_{\text{H}}} \right) + 1.741. \]  
(A5)

or,
\[ \frac{\nu_{\text{Si}}}{\nu_{\text{H}}} = \log \left( \frac{Z_{\text{cell}}}{x_{\text{H}}} \right) + 1.741. \]  
(A6)

The hydrogen mass fraction for the cell is obtained from 
\[ x_{\text{H}} + x_{\text{He}} + Z_{\text{cell}} = 1, \]
which can be written 
\[ x_{\text{H}} = (1 - Z_{\text{cell}})/(1 + r), \]
where 
\[ r = x_{\text{He}}/x_{\text{H}}, \]
giving
\[ \frac{\nu_{\text{Si}}}{\nu_{\text{H}}} = \log \left( \frac{Z_{\text{cell}}(1 + r)}{1 - Z_{\text{cell}}} \right) + 1.741. \]  
(A7)

We adopt \( r = 0.335 \).
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