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Abstract

We give some relationships between the first Dirichlet eigenvalues and the exit time moments for the general symmetric Markov processes. As applications, we present some examples, including symmetric diffusions and α-stable processes, and provide the estimates of their first Dirichlet eigenvalues and the exit time moments.
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1 Introduction and main results

The relationship between the first Dirichlet eigenvalues and the exit time moments of Markov processes is an important topic of recent interest in probability theory and geometry, for instance, for a Brownian motion on Riemannian manifold, the Dirichlet eigenvalue which is an important geometric quantity, and the exit time moments, known as torsional rigidity (see [6]) or moment spectrum (see [12]), have a numerous studies in the literature. More specifically, [14] obtain the classical Pólya’s inequality for the Dirichlet eigenvalue and the torsional rigidity, further results can be found in e.g. [16, 17]. McDonald [11, 12] used the mean exit time moment spectrum to analysis the Dirichlet spectrum, while [6, 10] prove a number of inequalities of them.

The purpose of this paper is to extend the problem to general symmetric Markov processes, and develop some new relationships between their first Dirichlet eigenvalues and exit time moments.

To state our main results, we start with some notations. Let \((E, d, \mu)\) be a metric measure space, that is, \((E, d)\) is a Polish space with Borel \(\sigma\)-algebra \(\mathcal{B}(E)\), and \(\mu\) is a positive Radon measure on \(E\) with full support. Let \(X := (X_t)_{t \geq 0}\) be a Markov process on
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\((E, d)\) with transition kernel \(P_t(x, dy), t \geq 0, x, y \in E\). We assume that \(X\) is symmetric with respect to \(\mu\), that is,

\[
\mu(dx)P_t(x, dy) = \mu(dy)P_t(y, dx) \quad \text{for all } t \geq 0, x, y \in E.
\]

Denote by \((\mathcal{L}, \mathcal{D}(\mathcal{L}))\) the generator of process \(X\) in \(L^2(\mu)\), and by \((\mathcal{E}, \mathcal{F})\) the associated symmetric Dirichlet form. It is known that

\[
\mathcal{E}(f, g) = -\langle \mathcal{L}f, g \rangle_{\mu}, \quad f, g \in \mathcal{D}(\mathcal{L}).
\]

Assume additionally that \((\mathcal{E}, \mathcal{F})\) is regular, i.e., \(\mathcal{F} \cap C_0(E)\) is dense both in \(\mathcal{F}\) and \(C_0(E)\), where \(C_0(E)\) is the set of continuous functions with compact supports on \(E\).

Let \(\Omega \subset E\) be a domain, \(\mu(f) := \int_E f \, d\mu\). Define the first Dirichlet eigenvalue of process \(X\) on \(\Omega\) as

\[
\lambda_0(\Omega) = \inf \left\{ \frac{\mathcal{E}(f, f)}{\mu(f^2)} : f \in \mathcal{F} \text{ and } \tilde{f} = 0 \text{ q.e. on } \Omega^c \right\},
\]

where \(\tilde{f}\) is the quasi-continuous version of \(f\) and q.e. means quasi-everywhere, see [2, Definition 1.2.12] for more details. From the regularity of \((\mathcal{E}, \mathcal{F})\), it is clear that

\[
\lambda_0(\Omega) = \inf \left\{ \frac{\mathcal{E}(f, f)}{\mu(f^2)} : f \in \mathcal{F} \cap C_0(\Omega) \right\}
\]

\[
= \inf \left\{ \frac{\mathcal{E}(f, f)}{\mu(f^2)} : f \in \mathcal{F} \text{ and } \tilde{f} = 0 \text{ } \mu\text{-a.e. on } \Omega^c \right\}.
\]

Denote by \(\tau_\Omega = \inf\{t \geq 0 : X_t \notin \Omega\}\) the first exit time of process \(X\) from \(\Omega\), and by \(T_k(\Omega)\) the \(k\)-th moment of \(\tau_\Omega\), i.e.,

\[
T_k(\Omega) = \mathbb{E}_\mu[\tau^k_\Omega] := \int_\Omega \mathbb{E}_x[\tau^k_\Omega] \, d\mu(x).
\]

We can now state our first main result in the following, which gives some upper bounds of the first Dirichlet eigenvalue \(\lambda_0(\Omega)\).

**Theorem 1.1.** Let \(\Omega \subset E\) be a domain with \(\mu(\Omega) < \infty\) and \(\lambda_0(\Omega) > 0\). Then for every \(k \geq 1\),

\[
\lambda_0(\Omega) \leq \frac{(k!)^2}{(2k - 1)!} \frac{T_{2k-1}(\Omega)}{T_k(\Omega)} \mu(\Omega),
\]

and

\[
\lambda_0(\Omega) \leq k \frac{T_{k-1}(\Omega)}{T_k(\Omega)}.
\]

Thus we have

\[
T_k(\Omega) \leq \frac{k! \mu(\Omega)}{\lambda_0(\Omega)^k}, \quad \text{and} \quad \mathbb{E}_\mu[e^{\beta \tau_\Omega}] \leq \left( 1 + \frac{\beta}{\lambda_0(\Omega) - \beta} \right) \mu(\Omega),
\]

for all \(\beta \in (0, \lambda_0(\Omega))\).

**Remark 1.2.** Note that [10, Proposition 2] obtains the similar bounds as Theorem 1.1 for Brownian motion when \(\Omega\) is a geodesic ball. Furthermore, [3] shows the similar result for diffusions on general bounded domain \(\Omega\).
To study the lower bound of \( \lambda_0(\Omega) \), we need some other notations. Let \((P^\Omega_t)_{t \geq 0}\) be the transition semigroup of process \( X \) killed upon leaving \( \Omega \), that is,

\[
P^\Omega_t(x, A) = \mathbb{P}_x(X_t \in A, t < \tau_\Omega), \quad x \in E, \; A \in \mathcal{B}(E).
\]

Denote by \((\mathcal{L}^\Omega, \mathcal{D}(\mathcal{L}^\Omega))\) the associated generator in \( L^2(\mu) \). In fact, it is well known that \( \lambda_0(\Omega) = -\sup\{\lambda: \lambda \in \sigma(\mathcal{L}^\Omega)\} \), where \( \sigma(\mathcal{L}^\Omega) \) is the spectrum of \( \mathcal{L}^\Omega \) in \( L^2(\mu) \).

We have the following result while \( \mathcal{L}^\Omega \) possesses discrete spectrum (see [8, Theorem 1.2] for some criteria of discrete spectrum).

**Theorem 1.3.** Let \( \Omega \subset E \) be a domain with \( \mu(\Omega) < \infty \) and \( \lambda_0(\Omega) > 0 \). Assume that \(-\mathcal{L}^\Omega \) has discrete spectrum in \( L^2(\mu) \), denoted by

\[
0 < \lambda_0(\Omega) \leq \lambda_1(\Omega) \leq \lambda_2(\Omega) \leq \cdots
\]

Let \( \varphi_i, \; i \geq 0 \) be the associated eigenfunctions. Then for any \( k \geq 1 \),

\[
T_k(\Omega) = k! \sum_{i=0}^{\infty} \frac{\mu(\varphi_i)^2}{(\lambda_i(\Omega))^k} \geq k! \frac{\mu(\varphi_0)^2}{(\lambda_0(\Omega))^k}.
\]

Thus,

\[
\lambda_0(\Omega) \geq \left( \frac{k! \mu(\varphi_0)^2}{T_k(\Omega)} \right)^{1/k}.
\] (1.5)

**Remark 1.4.** (1) We mention that when \( X \) is a Brownian motion, the similar result as Theorem 1.3 is presented in [6, Theorem 1.3].

(2) From (1.5), we could obtain a lower bound of the exponential moment of the exit time:

\[
\mathbb{E}_\mu[e^{\beta \tau_\Omega}] \geq \left( 1 + \frac{\beta}{\lambda_0(\Omega) - \beta} \right) \mu(\varphi_0)^2,
\]

which is a extension of [9, Corollary 1.6].

As an application of Theorems 1.1 and 1.3, we obtain the following result.

**Corollary 1.5.** Let \( \Omega \subset E \) be a domain with \( \mu(\Omega) < \infty \) and \( \lambda_0(\Omega) > 0 \) Assume that \(-\mathcal{L}^\Omega \) has discrete spectrum in \( L^2(\mu) \). Then we have

\[
\lambda_0(\Omega) = \sup \left\{ \lambda \geq 0 : \limsup_{n \to \infty} \lambda^n \frac{T_n(\Omega)}{n!} < \infty \right\}.
\]

\[
= \inf \left\{ \lambda \geq 0 : \liminf_{n \to \infty} \lambda^n \frac{T_n(\Omega)}{n!} > 0 \right\}. \tag{1.6}
\]

**Remark 1.6.** Note that when the process \( X \) is a Brownian motion, (1.6) is obtained by [10, Theorem 1].

The remainder of the paper is structured as follows. In the next section, we present the relation of exit time and Poisson equation. From it we obtain variational formulas for the exit times. Section 3 is devoted to proofs of the main results. In section 4, we provide some examples.
2 Exit time, Poisson equation and variational formula

In this section, we will do some preparations, which are helpful in the proof of our main results.

Recall that \( X := (X_t)_{t \geq 0} \) is a symmetric Markov process on Polish space \((E, d, \mu)\), with the generator \((\mathcal{L}, \mathcal{D}(\mathcal{L}))\) in \(L^2(\mu)\) and regular Dirichlet form \((\mathcal{E}, \mathcal{F})\). For a domain \( \Omega \subset E \), define
\[
\mathcal{F}^\Omega = \left\{ f \in \mathcal{F} : \tilde{f} = 0 \text{ q.e. on } \Omega^c \right\}.
\]

Now fix a domain \( \Omega \subset E \) and a function \( \xi \in \mathcal{F}^\Omega \). Consider the following Poisson equation corresponding to \( \mathcal{L} \):
\[
\begin{aligned}
- \mathcal{L} u &= \xi, & \text{in } \Omega; \\
u &= 0, & \text{q.e. on } \Omega^c.
\end{aligned}
\tag{2.1}
\]

We call function \( u \in \mathcal{F}^\Omega \) is a weak solution to (2.1) if
\[
\mathcal{E}(u, f) = \langle \xi, f \rangle := \int_{\Omega} \xi f \, d\mu \quad \text{for all } f \in \mathcal{F}^\Omega.
\]

In fact, if \( \mu(\Omega) < \infty \) and \( \lambda_0(\Omega) > 0 \), then by the definition of \( \lambda_0(\Omega) \), for \( h := (\lambda_0(\Omega)/\mu(\Omega))^{1/2} \),
\[
\int_{\Omega} |f|h \, d\mu \leq \sqrt{\mu(f^2 \mathbb{1}_\Omega) \mu(h^2 \mathbb{1}_\Omega)} \leq \sqrt{\lambda_0(\Omega)^{-1} \mathcal{E}(f, f)} \sqrt{\lambda_0(\Omega)} = \sqrt{\mathcal{E}(f, f)}
\]
for all \( f \in \mathcal{F}^\Omega \), which implies the Dirichlet form \((\mathcal{E}, \mathcal{F}^\Omega)\) is transient (see [7, (1.5.6)]). Therefore, from [13, Theorem 1.3.9], one could find (2.1) exists a unique weak solution
\[
G^\Omega \xi(x) := \int_{\Omega} \xi(y) G^\Omega(x, dy) = \mathbb{E}_x \int_0^{\tau_\Omega} \xi(X_t) \, dt, \quad x \in E,
\]
under the assumption \( \langle \xi, G^\Omega \xi \rangle_2 < \infty \), where \( G^\Omega(x, dy) \) is the Green potential measure of process \( X \) killed upon \( \Omega \), that is,
\[
G^\Omega(x, dy) := \int_0^\infty \mathbb{P}_x(X_t \in dy, t < \tau_\Omega) \, dt.
\]

Using the above analysis, the following lemma tells us that the \( k \)-th moments of the exit time satisfy some Poisson equations.

**Lemma 2.1.** Let \( \Omega \subset E \) be a domain with \( \mu(\Omega) < \infty \) and \( \lambda_0(\Omega) > 0 \). Define \( \{u_k\}_{k \geq 0} \) with \( u_0 = 1 \) and for \( k \geq 1 \),
\[
u_k(x) := k \int_{\Omega} u_{k-1}(y) G^\Omega(x, dy), \quad x \in E.
\]

Then for each \( k \geq 1 \), \( u_k(x) = \mathbb{E}_x \tau_{\Omega}^k, x \in E \). Moreover, it is the weak solution of Poisson equation
\[
\begin{aligned}
- \mathcal{L} u_k &= k u_{k-1}, & \text{in } \Omega; \\
u_k &= 0, & \text{q.e. on } \Omega^c.
\end{aligned}
\tag{2.2}
Proof. First, we prove \( u_k = (\mathbb{E}_x \tau^k_\Omega : x \in E) \), \( k \geq 1 \) by induction. In fact, when \( k = 1 \),

\[
    u_1(x) = \int_{\Omega} G^\Omega(x, dy) = \int_0^\infty \mathbb{P}_x(\tau_\Omega > t) dt = \mathbb{E}_x \tau_\Omega.
\]

Assume now that for \( k = n \geq 1 \), the assertion holds. Then for \( k = n + 1 \),

\[
    u_{n+1}(x) = (n + 1) \int_{\Omega} u_n(y) G^\Omega(x, dy) = (n + 1) \int_{\Omega} \mathbb{E}_y \tau^n_\Omega G^\Omega(x, dy)
    = (n + 1) \int_0^\infty \int_{\Omega} \mathbb{E}_y \tau^n_\Omega \mathbb{P}_x(X_t \in dy, t < \tau_\Omega) dt
    = n(n + 1) \int_0^\infty \int_{\Omega} \mathbb{P}_x(\tau_\Omega > r) dr \mathbb{P}_x(X_t \in dy, t < \tau_\Omega) dt.
\]

Note that by the strong Markov property, for any \( t, r > 0 \) we have

\[
    \mathbb{P}_x(\tau_\Omega > t + r) = \mathbb{E}_x[1_{\{\tau_\Omega > t\}} \mathbb{P}_x(\tau_\Omega > r)] = \int_{\Omega} \mathbb{P}_y(\tau_\Omega > r) \mathbb{P}_x[X_t \in dy, \tau_\Omega > t].
\]

Applying the above analysis to (2.3) gives that

\[
    u_{n+1}(x) = n(n + 1) \int_0^\infty \int_r^\infty r^n \mathbb{P}_x(\tau_\Omega > t + r) dr dt
    = n(n + 1) \int_0^\infty \int_r^\infty r^n \mathbb{P}_x(\tau_\Omega > s) dr ds
    = (n + 1) \int_0^\infty \int_0^s r^n \mathbb{P}_x(\tau_\Omega > s) dr ds
    = \int_0^\infty (n + 1) s^n \mathbb{P}_x(\tau_\Omega > s) ds = \mathbb{E}_x \tau^{n+1}_\Omega.
\]

Since \( \lambda_0(\Omega) > 0 \), it is clear that the Dirichlet space \((\mathcal{E}, \mathcal{F}^\Omega)\) is transient. Note that by [9] Lemma 3.1, for \( \beta < \lambda_0(\Omega), \mathbb{E}_x e^{\beta \tau_\Omega} \in L^2(\mu) \) for all \( x \in E \). Therefore, \( u_k = \mathbb{E}_x[\tau^k_\Omega] \in L^2(\mu) \), which implies that \( \langle u_k, G^\Omega u_k \rangle_2 = (k + 1)^{-1} \langle u_k, u_{k+1} \rangle_2 < \infty \). Thus by [2] Theorem 2.1.12, we see that \( u_k \in \mathcal{F}^\Omega \) and

\[
\mathcal{E}(u_k, v) = k \langle u_{k-1}, f \rangle_2 \quad \text{for all } f \in \mathcal{F}^\Omega.
\]

Hence, \( u_k \) is the weak solution of (2.2). \( \square \)

From Lemma 2.1 and the proof of [9] Theorem 2.1, we obtain the following variational formulas for the \( k \)-th moments of the exit time directly.

**Proposition 2.2.** Let \( \Omega \subset E \) be a domain with \( \mu(\Omega) < \infty \) and \( \lambda_0(\Omega) > 0 \), and \( \{u_k\}_{k=0}^\infty \) be defined as in Lemma 2.7. Then for any \( k \geq 1 \),

\[
    \frac{1}{k \langle u_{k-1}, u_k \rangle_2} = \inf_{f \in \mathcal{M}_{\Omega,k}} \mathcal{E}(f, f),
\]

where \( \mathcal{M}_{\Omega,k} := \{ f \in \mathcal{F}^\Omega : k \langle u_{k-1}, f \rangle_2 = 1 \} \).
3 Proofs

To prove our main results, we need the following lemma.

**Lemma 3.1.** Let $\Omega \subset E$ be a domain with $\mu(\Omega) < \infty$ and $\lambda_0(\Omega) > 0$, and $\{u_k\}_{k \geq 0}$ be defined as in Lemma 2.1. Denote $T_k(\Omega) = \int_{\Omega} u_k(x) \mu(dx)$. Then for any $k \geq 1$,

$$k \langle u_{k-1}, u_k \rangle_2 = \frac{(k!)^2}{(2k-1)!} T_{2k-1}(\Omega) \quad \text{and} \quad \langle u_k, u_k \rangle_2 = \frac{(k!)^2}{(2k)!} T_{2k}(\Omega). \quad (3.1)$$

**Proof.** For fixed $k \geq 1$, we apply (2.4) to $u_{k+1}$ and $u_{k-1}$, and obtain that

$$\langle u_k, u_{k-1} \rangle_2 = \frac{1}{k+1} \mathcal{E}(u_{k+1}, u_{k-1}) = \frac{k-1}{k+1} \langle u_{k-2}, u_{k+1} \rangle_2.$$  

Iterating this procedure, we have

$$\langle u_k, u_{k-1} \rangle_2 = \frac{(k-1)!k!}{(2k-1)!} \int_{\Omega} u_{2k-1}d\mu,$$

which implies the first equality in (3.1).

Similarly, from (2.4),

$$\langle u_k, u_k \rangle_2 = \frac{1}{k+1} \mathcal{E}(u_{k+1}, u_k) = \frac{k}{k+1} \langle u_{k-1}, u_{k+1} \rangle_2,$$

we can complete the proof by iterating. \qed

We are now ready to prove Theorem 1.1.

**Proof of Theorem 1.1.** By (2.4) and (3.1), we see that

$$\mathcal{E}(u_k, u_k) = k \langle u_{k-1}, u_k \rangle_2 = \frac{(k!)^2}{(2k-1)!} T_{2k-1}(\Omega).$$

Therefore, taking $f = u_k$ in (1.1), we get

$$\lambda_0(\Omega) \leq \frac{\mathcal{E}(u_k, u_k)}{\int_{\Omega} u_k^2d\mu} \leq \frac{(k!)^2}{(2k-1)!} \frac{T_{2k-1}(\Omega)}{\int_{\Omega} u_k^2d\mu} \leq \frac{(k!)^2}{(2k-1)!} \frac{T_{2k-1}(\Omega)}{T_{2k}(\Omega)} \mu(\Omega), \quad (3.2)$$

where in the last inequality we used the Hölder inequality

$$T_k^2(\Omega) = \left( \int_{\Omega} u_k d\mu \right)^2 \leq \mu(\Omega) \int_{\Omega} u_k^2 d\mu.$$

On the other hand, if we apply the second equality in (3.1) to (3.2), we also have that

$$\lambda_0(\Omega) \leq \frac{(k!)^2}{(2k-1)!} \frac{T_{2k-1}(\Omega)}{T_{2k}(\Omega)} = 2k \frac{T_{2k-1}(\Omega)}{T_{2k}(\Omega)}. \quad (3.3)$$

To complete the proof of (1.3), we need the variational formulas in Proposition 2.2. Specifically, for fixed $k \geq 1$ and $f \in \mathcal{M}_{\Omega,k}$, by Hölder inequality,

$$1 = \langle ku_{k-1}, f \rangle_2^2 \leq k^2 \mu(u_{k-1}^2) \mu(f^2). \quad (3.4)$$
Thus from (1.1) we have

$$\lambda_0(\Omega) \leq \frac{\mathcal{E}(f, f)}{\mu(f^2)} \leq \mathcal{E}(f, f) k^2 \mu(u_{k-1}^2).$$

According to the arbitrariness of $f \in \mathcal{M}_{\Omega,k}$ and Proposition 2.2,

$$\lambda_0(\Omega) \leq \frac{k^2 \mu(u_{k-1}^2)}{k(u_{k-1}, u_k)_2} = \frac{k \mu(u_{k-1})}{(u_{k-1}, u_k)_2}.$$

Combining this with (3.1) yields

$$\lambda_0(\Omega) \leq \frac{k((k-1))!^2}{k(2k-2)!} T_{2k-2}(\Omega) = (2k-1) T_{2k-2}(\Omega).$$

Therefore, (1.3) is obtained by (3.3) and (3.5). By iterating and the Taylor expansion of function $e^{\beta x}$, we could obtain (1.4) immediately.

**Proof of Theorem 1.3.** By the assumption that $-L^\Omega$ possesses the discrete spectrum $0 < \lambda_0(\Omega) \leq \lambda_1(\Omega) \leq \cdots$, and the fact $P^\Omega_t = e^{t L^\Omega}$, we see that $P^\Omega_t$ admits a spectral decomposition:

$$P^\Omega_t f = \sum_{i=0}^{\infty} e^{-\lambda_i(\Omega) t} \mu(\phi_i f) \phi_i \quad \text{for} \quad f \in L^2(\mu) \text{ with } f = 0 \mu\text{-a.e. on } \Omega.$$

Together this with the proof of Lemma 2.1, for any $k \geq 1$ we get that

$$\mathbb{E}_x[r^k_\Omega] = k \int_0^\infty s^{k-1} \mathbb{P}_x(\tau_\Omega > s) ds = k \int_0^\infty s^{k-1} P^\Omega_s 1(x) ds$$

$$= k \sum_{i=0}^{\infty} \int_\Omega \varphi_i d\mu \int_0^\infty s^{k-1} e^{-\lambda_i(\Omega) s} ds \varphi_i$$

$$= k! \sum_{i=0}^{\infty} \frac{\int_\Omega \varphi_i d\mu}{(\lambda_i(\Omega))^k} \varphi_i,$$

which implies

$$T_k(\Omega) = k! \sum_{i=0}^{\infty} \frac{(\int_\Omega \varphi_i d\mu)^2}{(\lambda_i(\Omega))^k} \geq k! \frac{(\int_\Omega \varphi_0 d\mu)^2}{(\lambda_0(\Omega))^k}.$$

**Proof of Corollary 1.5.** Denote by

$$\eta = \sup \left\{ \lambda \geq 0 : \limsup_{n \to \infty} \lambda^n \frac{T_n(\Omega)}{n!} < \infty \right\}.$$

First, by Theorem 1.1, $0 < \mu(\varphi)^2 \leq T_k(\Omega) \lambda_0(\Omega)^k / k! \leq \mu(\Omega) < \infty$, which implies that $\lambda_0(\Omega) \leq \eta$. On the other hand, for any $\lambda > \lambda_0(\Omega)$,

$$\lambda^k \frac{T_k(\Omega)}{k!} = \left( \frac{\lambda}{\lambda_0(\Omega)} \right)^k \left( \lambda_0(\Omega)^k \frac{T_k(\Omega)}{k!} \right) \geq \left( \frac{\lambda}{\lambda_0(\Omega)} \right)^k \mu(\varphi)^2 \to \infty \quad \text{as} \quad k \to \infty,$$

therefore, $\lambda_0(\Omega) \geq \eta$, thus $\lambda_0(\Omega) = \eta$. The remaining part can be obtained by a similar argument. \qed
4 Examples

In this section, we will present some concrete examples and provide some estimates of their Dirichlet eigenvalues and the exit time moments from our main results.

4.1 Diffusion processes on Riemannian manifolds

Let $M$ be a $d$-dimensional connected complete Riemannian manifold with Riemannian metric $\rho$ and Riemannian volume $dx$. Consider the diffusion operator $L = \Delta + \nabla V \cdot \nabla$ where $V \in C^2(M)$, and let $Y$ be the associated ergodic diffusion process on $M$ with the generator $L$ and stationary distribution $\pi(dx) = \exp(V(x))dx/\int_M \exp(V(x))dx$. For fixed $o \in M$, let $\rho(x)$ be the Riemannian distance function from $o$, and $\text{cut}(o)$ be the cut-locus. Assume that either $\partial M$ is bounded or $M$ is convex. Let $D$ be the diameter of $M$. In this case, the associated Dirichlet form is given by

$$\mathcal{E}(f, g) = \int_M \nabla f \cdot \nabla g \pi$$

and $\mathcal{F} = C^1(M) \cap L^2(M, \pi)$.

Set $B_r = \{x \in M : \rho(x) \leq r\}$, \[\gamma(r) = \sup_{\rho(x) = r, x \notin \text{cut}(o)} L\rho(x) \quad \text{and} \quad C(r) = \int_1^r \gamma(s)ds.\]

Assume that

$$\delta_r := \sup_{t \geq r} \int_t^r \exp(-C(l))dl \int_0^D \exp(C(s))ds < \infty.$$

Then [9, (3.13)] tells us that $\lambda_0(B_r) \geq 1/(4\delta_r) > 0$.

Thus plugging this into (1.4) yields that

$$T_k(B_r) \leq \frac{k!\mu(B_r)}{(\lambda_0(\Omega))^k} \leq 4k!\mu(B_r)\delta_r,$$

and

$$\mathbb{E}_\mu[e^{\beta \tau_{B_r}}] \leq \left(1 + \frac{4\beta\delta_r}{1 - 4\beta\delta_r}\right)\mu(B_r) \quad \text{for} \quad 0 < \beta < 1/(4\delta_r).$$

4.2 Symmetric stable processes

Let $Z := (Z_t)_{t \geq 0}$ be a symmetric $\alpha$-stable process on $\mathbb{R}^d$ with generator $-(-\Delta)^{\alpha/2}$, $\alpha \in (0, 2]$, where $-(-\Delta)^{\alpha/2}$ is the fractional Laplacian. Note that when $\alpha = 2$ the process $Z$ is a $d$-dimensional Brownian motion running at twice the usual speed. It is known that the process $Z$ is symmetric with respect to Lebesgue measure on $\mathbb{R}^d$. Fix a bounded open subset $\Omega \subset \mathbb{R}^d$, and denote by $X^\Omega$ the sub-process killed upon leaving $\Omega$ with transition kernel

$$P_t^{\alpha, \Omega}(x, A) := \mathbb{P}_x \left(Z_t \in A, t < \tau^{(\alpha)}_\Omega\right), \quad x \in \Omega, A \in \mathcal{B}(\mathbb{R}^d),$$

where $\tau^{(\alpha)}_\Omega$ is the exit time of process $Z$ from $\Omega$. 
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Let $\mathcal{L}_\alpha^\Omega$ be the associated generator of $P_t^{\alpha, \Omega}$. Since $\Omega$ is bounded, the spectrum of $-\mathcal{L}_\alpha^\Omega$ is discrete (see [4] for more details), denoted by

$$0 < \lambda_0^{(\alpha)}(\Omega) \leq \lambda_1^{(\alpha)}(\Omega) \leq \lambda_2^{(\alpha)}(\Omega) \leq \cdots,$$

Let $\varphi_0^{(\alpha)}, \varphi_1^{(\alpha)}, \varphi_2^{(\alpha)}, \ldots$ be the corresponding orthonormal $L^2(\Omega)$ eigenfunctions with

$$\text{Leb}(\varphi_i^{(\alpha)})^2 := \int_\Omega \varphi_i^{(\alpha)}(x)^2 dx = 1 \text{ for all } i \geq 0.$$ Denote by $T_k^{(\alpha)}(\Omega) = \int_\Omega E_x[(\tau_\alpha^\Omega)^k] dx$ the $k$-th moment of $\tau_\alpha^\Omega$.

From [1, Theorems 4 and 5] we know that if $\Omega \subset \mathbb{R}^d$ is a bounded domain, then the first Dirichlet eigenvalue $\lambda_0^{(\alpha)}(\Omega)$ has estimate

$$\frac{\gamma_d^{\alpha/d} \Gamma\left(1 + \frac{\alpha}{2}\right) \Gamma\left(\frac{d + \alpha}{2}\right)}{\Gamma\left(\frac{d}{2}\right) \text{Leb}(\Omega)^{\alpha/d}} \leq \lambda_0^{(\alpha)}(\Omega) \leq \left(\frac{\lambda_0^{(2)}(\Omega)}{\alpha^2}\right)^{\alpha/2},$$

where $\gamma_d$ is the volume of the unit ball in $\mathbb{R}^d$. Therefore, together this fact with Theorems 1.1 and 1.3, we arrive at

$$\frac{k! \left(\text{Leb}(\varphi_0^{(\alpha)})\right)^2}{(\lambda_0^{(2)}(\Omega))^{\alpha k/2}} \leq T_k^{(\alpha)}(\Omega) \leq \frac{k! \left(\text{Leb}(\Omega)\right)^{\alpha k/2} \Gamma\left(\frac{d + \alpha}{2}\right)^k}{\left(\gamma_d^{\alpha/d} \Gamma\left(1 + \frac{\alpha}{2}\right) \Gamma\left(\frac{d + \alpha}{2}\right)\right)^k}.$$

### 4.3 Time-changed symmetric stable processes

Let $Z := (Z_t)_{t \geq 0}$ be the symmetric $\alpha$-stable process on $\mathbb{R}$ with generator $-(-\Delta)^{\alpha/2}$, $\alpha \in (0, 2)$. Consider the following stochastic differential equation:

$$dX_t = \sigma(X_{t-}) \, dZ_t, \quad (4.1)$$

where $\sigma$ is a strictly positive continuous function on $\mathbb{R}$. By [5, Proposition 2.1], there is a unique weak solution $X = (X_t)_{t \geq 0}$ to the SDE (4.1), and $X$ can also be expressed as a time change process $X_t := Z_{\zeta_t}$, where

$$\zeta_t := \inf \left\{ s > 0 : \int_0^s \sigma(Z_u)^{-\alpha} \, du > t \right\}.$$

Furthermore, from [3, Section 1.2] we see that the generator of process $X$ is $L = \sigma^\alpha \Delta^{\alpha/2}$, which is symmetric with respect to its invariant measure $\mu(dx) = \sigma(x)^{-\alpha} dx / \int_\mathbb{R} \sigma(x)^{-\alpha} dx$.

As we know, [13, Theorem 2] shows that

$$\lambda_0((0, \infty)) \geq \frac{(\alpha - 1) \Gamma(\alpha/2)^2}{4\delta_+},$$

where

$$\delta_+ := \sup_{x > 0} x^{\alpha - 1} \int_x^\infty \sigma(z)^{-\alpha} dz < \infty.$$ Thus combining it with Theorem 1.1 we have

$$T_k((0, \infty)) \leq \frac{k! \mu((0, \infty))}{(\lambda_0((0, \infty)))^k} \leq \frac{4^k k! \mu((0, \infty))}{(\alpha - 1)^k \Gamma(\alpha/2)^{2k} \delta_+^k}.$$
\[ \mathbb{E}_\mu[e^{\beta \tau_{(0,\infty)}}] \leq \left(1 + \frac{4\beta \delta_+}{(\alpha - 1)\Gamma(\alpha/2)^2 - 4\beta \delta_+}\right) \mu((0, \infty)) \quad \text{for } 0 < \beta < \frac{(\alpha - 1)\Gamma(\alpha/2)^2}{4\delta_+}. \]
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