An Efficient Framework for Multi-Objective Risk-Informed Decision Support Systems for Drainage Rehabilitation
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Abstract: Combining multiple modules into one framework is a key step in modelling a complex system. In this study, rather than focusing on modifying a specific model, we studied the performance of different calculation structures in a multi-objective optimization framework. The Hydraulic and Risk Combined Model (HRCM) combines hydraulic performance and pipe breaking risk in a drainage system to provide optimal rehabilitation strategies. We evaluated different framework structures for the HRCM model. The results showed that the conventional framework structure used in engineering optimization research, which includes (1) constraint functions; (2) objective functions; and (3) multi-objective optimization, is inefficient for drainage rehabilitation problem. It was shown that the conventional framework can be significantly improved in terms of calculation speed and cost-effectiveness by removing the constraint function and adding more objective functions. The results indicated that the model performance improved remarkably, while the calculation speed was not changed substantially. In addition, we found that the mixed-integer optimization can decrease the optimization performance compared to using continuous variables and adding a post-processing module at the last stage to remove the unsatisfying results. This study (i) highlights the importance of the framework structure inefficiently solving engineering problems, and (ii) provides a simplified efficient framework for engineering optimization problems.
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1. Introduction

Urban flooding happens when the capacity of a municipal sewerage system cannot support the amount of water that emerges in a short period of time [1]. Such a large amount of water could have either resulted from an intensified storm due to climate change [2–4], or freshets that amplify the stress on the sewerage system [5]. In order to release the stress of overflooding in cities, transforming the sewerage system and increasing its resilience to extreme weather can be a priority to increase the resilience of cities.

Computational simulations have been used for urban planning, including underground infrastructure design and pipe rehabilitation in recent years [6,7]. The essential idea is to build an optimization framework and apply it to modify a set of drainage system related variables such as the diameter, slope, and depth of the pipe. The framework requires the users to select applicable objective functions, which can be the system hydraulic performance or system pipe breaking risk [8,9], to maximize the performance of the system. Previous studies have focused on various aspects such as the cost of flooding damage [10], and integrated 1D/2D hydraulic modelling, where the SWMM5
was used as the 1D hydraulic model for sewer system simulations and a 2D model was employed to analyze the overflooding consequences in the drainage basin to obtain more accurate results on the damage of urban flooding [11].

In addition to the surcharge, drainage systems face more challenges, such as ageing due to natural and human impacts [12]. The threat of drainage pipes breaking cannot be ignored at locations across the world [13–15]. Canada’s Infrastructure Card [12], reported that nearly one-third of potable water and sewerage pipes underground are imposed to breaking risk. Due to the ageing of the pipe system, the breakage of water supply pipes and sewerage pipes can introduce secondary pollutants into potable water and threaten human health [16].

Accurate predictions of the current and future conditions of a sewerage system using available assessment data are crucial for developing appropriate strategies for ageing pipe maintenance and rehabilitation. Statistical models are used to predict the probability of pipe failure in a drainage system [17]. The advantage of statistical models is that they are easy to apply in a large system to calculate the systematical performance when the random impacts can be ignored. Some statistical models such as the homogeneous Poisson processes model, non-homogeneous Poisson process model, and zero-inflated non-homogeneous Poisson process model, which use the age (time) of a pipe to predict its failure, have good performance in practice [18,19].

Altarabsheh et al. [20,21] conducted research based on whole lifecycle assessment, genetic algorithm, and Monte Carlo simulation to maximize network condition and serviceability while minimizing network risk of failure and total lifecycle cost for the entire planning period. State transition in a Markov chain can simulate the life of a pipe and predict the whole life risk of a pipe [22]. Other methods such as evolutionary polynomial regression [23], ordinal regression model [24], and flexible fuzzy model [25] are promising methods. Researchers have also concentrated on deciding the consequences of failure, such as the analytical hierarchy process [26,27]. However, this line of research has not been applied with drainage surcharge for drainage rehabilitation and design.

Cai et al. [28] combined hydraulic performance and breaking risk via a multi-objective genetic algorithm optimization framework. By building a relationship between rehabilitation and hydraulic performance as well as pipe breaking risk, they provided a novel decision support system for drainage systems rehabilitation. In their methodology, they used the traditional three-element optimization method: (1) set constraint functions to allow the system meet basic requirements; (2) set objective functions to improve the performance of the system; and (3) use a linkage module to link different modules in the system. They used one constraint function to control the overflooding in an urban system, and used a hydraulic performance objective function to optimize the rehabilitation methods. In their paper, they used a breadth-first searching algorithm to separate the problematic system and then optimized the system by a hydraulic diagnostic model [29] from the high impact drainage chain route to the low impact drainage chain route. This method provides good results for various drainage systems. However, there are some limitations in their framework. The overflooding was solved by constraint function, which means they added many logistic judgments in their algorithm, and that will decrease the calculation speed. Second, this hydraulic diagnostic model is designed to search for a narrow pipe in a chain route in a drainage system. Therefore, it can decrease the speed when they apply this method chain by chain to search for all the narrow pipes in the drainage network. In their research, they only discussed the genetic algorithm (GA), which neglected other optimization methods, such as particle swarm optimization (PSO) that has been used in drainage rehabilitation problems [30].

In this research, we improved the three-element optimization framework, which included constraint functions, objective functions, and multi-objective optimization, and created a faster and more accurate framework for urban drainage system. We improved their first-generation rehabilitation methodology from four aspects. (1) Enlightened by a multiple-stage decision support system [31], we improved their framework to get accurate results by adding a new objective function to optimize the budget distribution. (2) We tested whether the constraint function can be removed, and the final results can be selected by a filter to increase the speed. (3) We examined whether it is accurate enough
to use the overflooding index in each node for optimization. In this way, the new algorithm does not need to search the network chain by chain. (4) We tested whether particle swarm optimization can have better results than the genetic algorithm in this problem. This is because, in literatures, there is a debate on which method has a better performance in drainage systems.

This paper is organized as follows: first, the structure of our new algorithms is introduced; subsequently, we specify the new algorithms in a computational model, Hydraulics and Risk Combined Model (HRCM). Then, two scenarios are studied to verify those new methods. Finally, we provide a combined methodology to replace/rehabilitate pipes in the drainage system for urban flooding control and pipe breaking precaution.

2. Materials and Methods

2.1. Introduction to the Hydraulics and Risk Combined Model Model

In this research, we used the Hydraulics and Risk Combined Model (HRCM) [28] to calculate the hydraulic performance, risk, and maintenance cost of a drainage system. There are five modules in the HRCM model:

(1) Hydraulic simulation module: In this module, the SWMM5 model calculates hydraulic grade line in the drainage system. Then, the hydraulic diagnostic model is applied to this system to calculate the hydraulic performance index (flooding index) for the drainage.

The GA-HRMC method has a hydraulic diagnostic model [29], which calculates the overflooding impact of a pipe to the system; Equations (1)–(3). According to this model, the hydraulic impacts of a pipe are represented by the sum of the pipe to the system (other pipes). The diagnostic model can have better performance than using the ratio of the hydraulic grade line over the depth of the manhole [32]. The system overflooding objective function $N_s$ is calculated by the weight average value of the overflooding ratio of each pipe weighted by its length; Equation (4).

$$N_i = 100\% \times \frac{H_{US}^i}{G_i} \tag{1}$$

$$N_i^i = N_{\min} + (N_{\max} - N_{\min}) \frac{(H_{US}^i - H_{DS}^i)}{G_i} \tag{2}$$

$$N_{DS}^i = N_i - N_i^i = (N_{\max} - N_{\min}) \frac{H_{DS}^i}{G_i} \tag{3}$$

$$N_s = \sum_{i} N_i^i l_i / \sum_{i} l_i \tag{4}$$

where $H_{US}^i$ = upstream hydraulic grade line of pipe $i$; $H_{DS}^i$ = downstream hydraulic grade line of pipe $i$; $G_i$ = height of the node $i$; $N_i^i$ = net effect of the surcharge causes by pipe $i$; $N_i$ = overflooding ratio of node $i$; $N_{\min}$ = minimum overflooding ratio of node $i$; $N_{\max}$ = maximum overflooding ratio of node $i$; $N_s$ = system overflooding index.

(2) Risk assessment module: In the risk assessment module, the probability of failure for each pipe is calculated according to the age of each pipe. Then, a statistical exponential equation gives the probability of breaking for each pipe. The breaking probability of each pipe multiplies the consequence of failure of that pipe to get the breaking risk of that pipe. We assumed that the probability of failure for each pipe is given in Equation (5):

$$P(t) = a \times e^{b \times (t-c)} \tag{5}$$

where: $P(t)$ = the possibility of failure with time $t$ (year). The $a$, $b$, and $c$ are fitting parameters.

In the risk-informed model, Cai et al. [28] assumed a statistical exponential model [33] to calculate the probability of failure; and they used the consequence of failure criteria by Baah et al. [34] to calculate the weighted system pipe breaking risk index. In this study, we kept the same setting in our
risk-informed model. The objective function of the system pipe breaking risk $R_S$ is given in Equation (6):

$$R_S = \frac{\sum C_i P_i}{\sum l_i}$$  \hspace{1cm} (6)

where $R_S$ = the risk of the system; $C_i$ = the consequence of a failure of pipe $i$; $P_i$ = the possibility of failure of pipe $i$; $l_i$ = the length of pipe $i$.

(3) Rehabilitation module: In this module, different rehabilitation methods are connected to the age and diameter of a pipe. This can change the values of breaking risk index and overflooding index in a drainage system.

Six rehabilitation methods were linked to hydraulic performance (pipe diameter) and breaking risk (pipe age) (Table 1) [20]. In order to make the HRCM model recognize the cost difference among different pipe diameters, Cai et al. [28] added a pipe cost item for pipe replacement. The pipe cost $C_p$ is a function that is related to pipe diameter and pipe length. The cost to rehabilitate one pipe is the sum of the rehabilitation cost, disruption cost, and pipe cost. The cost objective function is the total cost of all the pipes.

Table 1. The rehabilitation matrix [20,28]

| Rehabilitation Number | Action                      | Rehabilitation Cost ($/m) | Disruption Cost ($/m) | Pipe Cost ($/m) | Benefit (Year) |
|-----------------------|-----------------------------|---------------------------|-----------------------|-----------------|----------------|
| 1                     | Do nothing                  | 0                         | 0                     | 0               | -              |
| 2                     | Routine cleaning            | 16                        | 0                     | 0               | 10             |
| 3                     | Shotcrete                   | 656                       | 0                     | 0               | 20             |
| 4                     | Cured-in-place pipe         | 1558                      | 0                     | 0               | 50             |
| 5                     | Reinforced fiberglass sliplining | 2231                     | 0                     | 0               | 100            |
| 6                     | Dig and replace with concrete pipe | 1148                      | 656                   | $C_p$           | 50             |

$C_p = f(d_i, l_i)$ pipe cost function. In this research, we assumed $C_p = d_i \times l_i$.

(4) Multi-objective optimization module: There are two objective functions in this multi-objective optimization. First, a set of constraint functions on hydraulics performance, breaking risk, and budget limits the minimum requirements for rehabilitation methods. Second, they use a non-dominated sorting genetic algorithm (NSGA-II) to optimize hydraulic performance and decrease breaking risk in this system.

(5) Postprocessing filter (expert system): This module can select results from the Pareto Front according to the cost.

The structure of the HRCM model can be seen in Figure 1.

Figure 1. Structure of the HRCM model.
2.2. Algorithm Frameworks

HRCM Model Simulation Frameworks

We considered six alternative methodologies for HRCM calculation to compare with the method by Cai et al. [28], which we named the GA-HRCM method. We used their original framework (GA-HRCM) as our control group to compare with other methods. Explanations of other alternative algorithms, GA-Continuous, GA-Cost, GA-Unconstraint, PSO-Cost, PSO-HRCM, and GA-Network, are given in Figure 2.

The GA-HRCM method uses a discrete pipe diameter, which increases the time in each iteration to transform the continuous value to discrete value, which is a process in the GA algorithm itself. The GA-Continuous method uses a continuous diameter for pipes during optimization. In the post-processing section, the continuous pipe diameters were transformed to the nearest discrete pipe diameters, which are used in engineering, and then the overflooding index and the pipe breaking index were calculated (Table 2).

The GA-HRCM method did not use cost as an objective function, because in an engineering project, budget is seen as a constraint. GA-Cost uses rehabilitation cost as another objective function. We use this comparison to evaluate whether this can improve rehabilitation strategy results by increasing cost-effectiveness (Table 2).

The GA-HRCM method has a constraint function for both hydraulic and budget. It did not limit the breaking risk because it uses a stochastic model, so the breaking risk is an objective function rather than a constraint function. The GA-Unconstraint method removes the hydraulic constraint in rehabilitation as well as the budget constraint. The results were filtered and we only kept the results that satisfied our expectations after the optimization process (Table 2).

The particle swarm optimization (PSO) and genetic algorithm (GA) methods have been widely used in sewerage pipe design and rehabilitation [35,36] and have shown good results in predicting hydraulic performance. However, it is still unclear as to which method is suitable for drainage optimization [7,36–38]. We revised the code given by Yarpiz [39] in order to solve the mixed integers problem. We employed two PSO methods, PSO-HRCM and PSO-Cost, to compare their performance with the employed genetic algorithm. The PSO-HRCM method replaces the NSGA-II to non-dominant
sorting PSO method. Upon this replacement, the PSO-Cost method adds cost as another objective function to the PSO-HRCM method.

A drainage system has a complex structure [40]. In their research work, Bennis et al. [29] provided a hydraulic diagnostic model. To distinguish it from other indexes, we call it the chain route index in this study. In the model, they recognized narrow pipes by calculating an index to evaluate backwater effects downstream to upstream. Their method can separate the surcharge effect into two categories: (1) surcharge caused by the pipe itself; (2) surcharge caused by the downstream narrow pipes. Therefore, a computational model can detect which pipe affects the system easily. The GA-HRCM method used this hydraulic diagnostic model to optimize the overall overflooding index. The GA-Network method tests whether this strong searching model is unnecessary to find the narrow pipe. Dion and Bennis [32] introduced a global modeling approach to evaluate hydraulic performances in a drainage system. Instead of calculating the chain route index, they directly used the hydraulic grade line in each junction to evaluate the hydraulic performance of the drainage system; Equation (7).

\[ N_s = \frac{\sum_i N_i l_i}{\sum_i l_i} \]  

(7)

To distinguish this index from the chain route one, it will be called the network index in the present study. The GA-HRCM model uses the chain route index. It has high efficiency when the drainage system is simple, but it is not efficient when the drainage system becomes complex, because this chain route index needs to calculate the index from one branch of the system to another [28]. In this research, we evaluated this speed-accuracy compromise by comparing the GA-HRCM method and the GA-Network method, using the global hydraulic index (Table 2).

| Name              | Discrete Pipe | Constraint Functions | Diagnostic Model | Network Index | Objective Cost | GA     |
|-------------------|---------------|----------------------|------------------|---------------|----------------|--------|
| GA-HRCM           | √             | √                    | √                | √             | √              | √      |
| GA-Continuous     | √             | √                    | √                | √             | √              | √      |
| GA-Cost           | √             | √                    | √                |               | √              | √      |
| GA-Unconstrained  | √             | √                    | √                | √             | √              | √      |
| GA-Network        | √             | √                    | √                | √             | √              | √      |
| PSO-HRCM          | √             | √                    | √                | √             | √              | √      |
| PSO-Cost          | √             | √                    | √                | √             | √              | √      |
| RHRCM             |               |                      |                  |               |                |        |

1 Constraint functions of cost and hydraulic overflooding. 2 The system overflooding index in Equation (4). 3 The system overflooding index in Equation (7).

2.3. Revised HRCM Method (RHRCM)

In previous sections, seven calculation methods were applied to the HRCM model to verify how they affect the framework. On comparing the performance of the seven methods, we revised the HRCM model to improve its efficiency to solve overflooding and pipe breaking combined problems.

The revised framework is presented in Figure 3. In this new framework, we simplified the three-element framework to: (1) optimization; (2) linkage; (3) post-processing. This framework can be applied to other pipe systems and solve similar problems. The method with the fastest convergence speed—GA-Continuous—was selected to improve convergence speed. The GA-Network method was selected to enhance the performance of the HRCM model on the network drainage system and improve efficiency. Besides, the GA-Continuous method and the GA-Network method can offer fewer strategies than the original HRCM method. In order to compensate for the weakness of the original HRCM inefficient budget distribution to rehabilitate each pipe, we selected the GA-Cost method to increase the accuracy of the framework. The new framework removes constraint functions and adds cost as another objective function. It also removes the hydraulic diagnostic and discrete models. Distinguished from
other studies that study optimization methods directly without improving the structure of optimization, we propose to study optimization structure in each step for drainage optimization.

Figure 3. Diagram of the revised framework (RHRCM).

2.4. Case Study

Because the validation of the HRCM model was evaluated by Cai et al. [28] and the objective of this study is to compare the performance of different frameworks, we assumed two idealized scenarios in which it is easy to recognize narrow and aged pipes. Therefore, we can easily evaluate the performance of different frameworks. The configuration of the drainage system used the system proposed by Bennies et al. [29] (Figure 4).

Figure 4. Drainage system configuration: (a) structure of the drainage system; (b) schematic view of the pipe diameter, length, and depth (Data from Bennies et al. and Cat et al. [28,29]).

In this paper, we considered two scenarios (Table 3) to evaluate the seven methods mentioned in Figure 2. The first scenario represented a narrow pipe scenario, and the second scenario an aged pipe scenario.
Table 3. The simulation scenarios.

| Classification | Scenario | Description | Function |
|----------------|----------|-------------|----------|
| Hydraulic      | 1        | A system with one narrow pipe (poor hydraulic performance) at the chain route. The diameter of pipe (C8) is replaced to 0.1 m. The age of all the pipes is zero. | In this simulation, it was tested whether the method can detect the narrow pipe. |
| Ageing risk    | 2        | A system with a pipe at high risk but there is no hydraulic risk. The diameters of pipes are presented in Figure 4b. The age of pipe C9 was 60, and other pipes ages are zero. | In this simulation, it was tested whether the method can detect an aged pipe. |

The first scenario is used to test whether these methods can choose the correct pipe and replace it with a larger one. In the first scenario, three narrow pipes were placed in the system, and all the pipes were of the same age. Among the three narrow pipes, one pipe was extremely narrow, which means that the model must find and replace it; the overflooding constraint can then be satisfied. The other pipes will affect the overflooding index but are not necessary to satisfy requirements. The second scenario includes an aged pipe and two narrow pipes. The aged pipe was severely deteriorated as compared to the other pipes, and the narrow pipes were not severely narrow. The second scenario was used to test whether these methods can find the aged pipe and use a reasonable rehabilitation method to solve the ageing problem. The drainage system was set as in Figure 4a. This is the same as that in the Cai et al. [28] study, for comparison purposes. Chicago designed rainfall is a common case for the simulation of sewerage systems [29,41,42].

2.5. Model Performance Evaluation

Sensitivity Analysis

Result accuracy can increase with an increased population size of the optimization algorithm, but the computational time will also increase. As per the functionality limitation of our computer—Intel® Core™ i7-8750H CPU @2.20GHz, 16.0 GB (RAM), we set the population size to 100, 500, 1000, 1500, 2000, and 2500 for both GA and PSO methods. We evaluated population convergence (i.e., whether the results will converge at our population setting) and time convergence (i.e., the computational time at the convergent population if the convergence exists). The evaluation criteria are: (1) computational time at the population equals to 2500; (2) how many rehabilitation solutions are given by the HRCM model at population size equal to 2500; (3) and the average cost of the total solutions at the 2500 population size (Tables 4 and 5). It should be noted that the word ‘convergence’ in this research means the number of strategies, the overflooding index, and the pipe breaking index in strategies set for one population size, which does not change at a larger population size.

After postprocessing, the selected output results can solve the overflooding problem. Then, we compared their rehabilitative effectiveness. The cost-effectiveness analysis can quantify the rehabilitation performance of a rehabilitation strategy at per unit cost [43,44]. This method can evaluate the effectiveness of our rehabilitation method, as it provides information on which method can best improve the performance of a system under the unit cost. It is defined as the index in Equation (8) to evaluate the efficiency of each method. The original overflooding index and the risk index of scenario 1 were 29.72 and 16.24, respectively. The overflooding index and risk index of scenario 2 were 5.07 and 22.68, respectively:

\[ Ce = \frac{1}{k} \sum_{j} \left( I_{ij}^p - I_{ij}^r \right) / C_{ij}^r \]  

where \( Ce \) = cost-effectiveness index; \( I_{ij}^p \) = average of the difference between the original overflooding/risk index; \( I_{ij}^r \) = overflooding/risk index after the rehabilitation; \( C_{ij}^r \) = cost for rehabilitation; \( k \) = the total number of \( j \).
3. Results

3.1. Computational Time Competition

Figure 5 shows the time competition of the seven methods. The computational time increases with an increased population. However, the trend was not monotonic.

![Figure 5](image.png)

Figure 5. The time competition for seven methods: (a) scenario 1; (b) scenario 2.

Different methods exhibited discrepancies in calculation speed under the various scenarios. The GA-Unconstraint method had the minimum calculation time in the first scenario. There is a bump up when the population equals 2500 of GA-Unconstraint in the second scenario. We calculated two simulations for the GA-Unconstraint method with the population size being equal to 2200 and 3000, respectively. The computational times were 77,286 s and 89,393 s, respectively. Therefore, we inferred that the high computational time for the GA-Unconstraint method at the population size (equal to 2500) is because of the fluctuations of the program. The GA-Continuous method had a fast convergence speed for both scenarios. It was found that the GA-HRCM method was the slowest method (Figure 5). The computational time comparison between the RHRCM method and the other seven modified methods is presented in Figure 5. The RHRCM method exhibited the fastest speed compared to the other seven methods, and it was stable with respect to the population increase in scenario 1. This property can be also seen from the computational time comparison of scenario 2. The RHRCM method was relatively stable, compared to the GA-Unconstraint method. It showed a significant advantage over other methods in terms of computational speed.

3.2. Methods Evaluation

3.2.1. Scenario 1—Narrow Pipe

We assessed the results by evaluating the converged population, convergence time, number of solutions, and cost-effectiveness at a population of 2500 (Table 4). The cost-effectiveness value was calculated by dividing the difference between the original hydraulic/risk index and the new hydraulic/risk index by cost (million $) (Table 4).

After adding cost as another objective function, the expense of rehabilitation decreased from 0.67 million dollars to 0.3 million dollars. Compared to the GA-HRCM method, we found that it is less likely that the GA-Cost method selects fiberglass reinforcement, which is the most expensive rehabilitation method in our case (Table 1). This can reduce costs on unnecessary rehabilitation.
Table 4. The summarized results of the seven methods with scenario 1.

| Method       | Convergent Population | Convergent Time (s) | 2500 Time (s) | 2500 Number of Solutions | 2500 Average Cost (million $) | 2500 Cost Effectiveness | Hydro $^1$ | Risk $^2$ |
|--------------|-----------------------|---------------------|---------------|--------------------------|-------------------------------|--------------------------|------------|----------|
| GA-HRCM      | 2000                  | 182,334             | 372,035       | 6                        | 0.67                          | 54.81                    | 31.36      |          |
| GA-Continuous| 1500                  | 116,374             | 232,122       | 5                        | 0.44                          | 62.65                    | 33.60      |          |
| GA-Cost      | N/A                   | N/A                 | 298,599       | 34                       | 0.30                          | 138.26                   | 73.92      |          |
| GA-Network   | 500                   | 36,696              | 229,006       | 4                        | 0.70                          | 43.97                    | 23.82      |          |
| GA-Unconstraint| N/A             | N/A                 | 84,157        | 8                        | 1.03                          | 28.16                    | 13.99      |          |
| PSO-HRCM     | N/A                   | N/A                 | 223,591       | 5                        | 0.61                          | 45.24                    | 22.18      |          |
| PSO-Cost     | N/A                   | N/A                 | 268,340       | 13                       | 0.30                          | 177.29                   | 87.82      |          |
| RHRCM        | N/A                   | N/A                 | 89,182        | 10                       | 0.30                          | 177.29                   | 87.82      |          |

$^1$ Hydro is the cost-effectiveness of the overflooding index. $^2$ Risk is the cost-effectiveness of the breaking index.

The GA-Network method converged at population size equals to 500, which is faster than the GA-HRCM method converged at a population of 2000 (Table 4). The GA-Network method offered four strategies, which is smaller than the six strategies obtained from the chain route index—the GA-HRCM method (Table 4). The GA-Unconstraint method has the fastest calculation speed for the same population size as the other methods (Figure 5). It was found that GA-Continuous converged at the 1500 population size, and it is faster than GA-HRCM.

PSO-based methods did not offer a significant advantage in cost-effectiveness and computational speed (Table 4), when compared to the GA-based method. Zarbaf et al. [45] compared the PSO method and the GA method for the calculation of cable tension estimate. They found that both methods can evaluate the tensioned cable, but the PSO method was more accurate. Surendar et al. [37] compared the GA and PSO methods in predicting Brazilian tensile strength. They found that even though the two methods can predict the value, PSO had better performance in fitting the result. Vasudevan and Sinha [36] showed that the PSO method had better performance in the distribution system. However, in the sewerage system, one study showed that GA methods can offer similar results as the PSO method [46]. In our research, we find that the PSO method was not as good. The PSO method uses the best values in one generation to guide the algorithm to produce the next generation. This will be efficient when searching for an optimum value in a continuous function. However, to rehabilitate drainage systems, there are many parallel solutions. For example, even though the hydraulic performance is improved when we enlarge the diameter of a pipe, after enlarging the diameter and exceeding a threshold, the results are improved. This means that in one generation, there will be many optimum values, thus impacting the performance of the PSO method in searching for the optimum value.

The RHRCM method can combine the strengths of previous frameworks. We found that the RHRCM method has one advantage offered by the GA-Unconstraint method—it took 89,182 s for the 2500 population; it is also more stable (Figure 5). Besides, the RHRCM achieved maximum cost-effectiveness as compared to the other methods. The cost-effectiveness of overflooding rehabilitation was found to be 177.29, and the pipe breaking rehabilitation cost-effectiveness was 87.82 (Table 4). Besides, the RHRCM offered 10 rehabilitation strategies, which is acceptable (Table 4). These strategies simplified those provided by the GA-Cost method.

3.2.2. Scenario 2—Ageing Pipe

Previous studies, such as Kleiner et al. [47] considered age of the pipe as a Fuzzy variable. Scenario 2 includes an aged pipe; its results are presented in Table 5. Among the seven methods, GA-Cost showed high cost-effectiveness of system overflooding and pipe breaking risk—13.92 and 129.5, respectively. The hydraulic cost-effectiveness value (11.7) is higher than that of the RHRCM method. The RHRCM method gave the highest risk cost-effective of 137.31, which shows that it is compatible with the risk scenario.
Table 5. The summarized results of seven methods with scenario 2.

| Method          | Convergent Population | Convergent Time (s) | 2500 Time (s) | 2500 Number of Solutions | 2500 Average Cost (million $) | 2500 Cost Effectiveness |
|-----------------|-----------------------|---------------------|---------------|--------------------------|-----------------------------|-------------------------|
| GA-HRCM         | N/A                   | N/A                 | 163,519       | 6                        | 0.65                        | 4.46                    | 40.77                   |
| GA-Continuous   | 1500                  | 232,415             | 222,536       | 6                        | 0.67                        | 3.64                    | 39.66                   |
| GA-Cost         | N/A                   | N/A                 | 277,206       | 40                       | 0.24                        | 13.92                   | 129.50                  |
| GA-Network      | N/A                   | N/A                 | 196,281       | 6                        | 0.66                        | 3.69                    | 41.07                   |
| GA-Unconstraint | 2000                  | 86,322              | 406,361       | 6                        | 0.73                        | 4.40                    | 36.62                   |
| PSO-HRCM        | N/A                   | N/A                 | 219,888       | 5                        | 1.00                        | 3.30                    | 19.87                   |
| PSO-Cost        | N/A                   | N/A                 | 309,305       | 33                       | 0.63                        | 4.29                    | 27.17                   |
| RHRCM           | N/A                   | N/A                 | 89,863        | 30                       | 0.26                        | 11.70                   | 137.31                  |

1 Hydro is the cost-effectiveness of the overflooding index. 2 Risk is the cost-effectiveness of the breaking index.

4. Discussion

4.1. Advantage and Limitation of RHRCM Method

The refined HRCM model is faster because unnecessary parts in the original HRCM model are removed. We also acquired a higher cost-effectiveness by adding cost as another objective function, as it can remove the parallel solutions.

We believe that there is a convergence of optimum value in an optimum question because the Pareto Front is the set of optimum values. However, are there optimum strategies in a rehabilitation problem? The answer is no. The reason for this is because the two types of situations can result in the same value on the Pareto Front with different strategies. First, if there are two pipes which have the same breaking risk and hydraulic performance in this network, one will have the same result when replacing the first pipe or the second pipe. That means that one will have two solutions offering the same result on the Pareto Front; furthermore, both are optimum solutions. The second type is that if one can replace a pipe to a diameter of 0.305 m to 1 m, it may solve the surcharge problem; however when one changes the diameter to 2 m, it can get the same surcharge index at that junction. This means that every pipe has a threshold; when the diameter of the pipe goes beyond that threshold, all of the rehabilitation strategies are the same in the optimization program. In the HRCM model, we used a post-processing strategy to select solutions from the set of rehabilitation plans. In the RHRCM model, the new dimension (cost) can help to partly solve the parallel results problem because different diameters have different costs. This can improve the performance of an optimization method. However, this method does not increase the search speed for hydraulic performance and breaking risk. How to solve the parallel solution problem and increase the searching speed can be a topic for future study.

4.2. Discrete Versus Continuous Data

In engineering, certain parameters are not continuous. For example, the diameter of the pipe in a real case should be a discrete value, based on manufacturing standards. Therefore, although the mixed-integer optimization method is widely used in many engineering problems, there should be a discussion on whether mixed-integer is better than continuous optimization. In our research, we found the GA-Continuous has a faster convergence speed in scenario 1 than GA-HRCM. However, GA-Continuous is slower than GA-HRCM in scenario 2. We found that both continuous and discrete methods can solve the problem well. Therefore, mixed-integer optimization is not always better than continuous optimization. In the context of optimization algorithms, the continuous optimization method can have a higher sensitivity to variables that are changed continuously, and they do not have a process to transform a continuous number to an integer. However, it may be easy to obtain the local optimum value. Thus, it is a competition between these two situations, and we should adjust it according to different situations.
4.3. Parallel Results Problem

The slow convergence speed can be attributed to the parallel results problem; in network optimization, it is defined as having multiple solutions with the same performance. For example, consider a case in which there is a pipe in a drainage system leading to a surcharge, such as C8 in Figure 4b, and the critical diameter is $\delta$ (which is enough to solve the surcharge). When the model assigns diameter values larger than $\delta$, they can get the same results for the overflooding index. This means that even though there are limited points on the Pareto Front, there are many strategies that can have the exact same values on the Pareto Front. Therefore, this seriously affects the convergence speed of optimization. The parallel results problem may explain this non-convergence in the framework. This motivated us to study how to evaluate the performance of optimization for rehabilitation problems in the future.

In this study, we use the GA and PSO methods because they are the most widely used in engineering. Many kinds of optimization algorithms, such as ant colony optimization algorithm [45], random forest [25], cellular automata [48], hanging gardens algorithm [49], and whale optimization [50] should be tested in the future to see whether they are more suitable for this framework.

We found that when we add the cost into our framework our program can have better results. That provided the initial idea to solve the parallel solution problem. We can add more parameters to this system. The GA-Unconstraint and RHRCM show that there is no significant difference in the calculation speed when we have two or three objective functions. The GA-Cost and GA-HRCM showed that the case of three objective functions needs more time for calculation. This means that when we remove the constraint function, the calculation time will not increase significantly even though we add more objective functions. Therefore, we can add more parameters to this framework to make it more resistant to the parallel solutions. Besides, we believe, this framework can have a higher calculation speed when we use parallel computing.

4.4. Framework

Distinguishing our research from other studies, and improving the performance of an optimization model by using different optimization methods, we studied whether the simplified calculation framework can improve performance. In our research, we found that with our new framework, the calculation speed and cost-effectiveness of the HRCM model were significantly improved. The computational speed of RHRCM was increased four times, and cost-effectiveness increased three times as compared to the GA-HRCM method, by changing the computational framework. This emphasizes the importance of studying how to improve the calculation methodology of an optimization question. A multi-objective optimization model is a complex system, because it has a multifaceted calculation structure and involves many modules to solve one question. Therefore, current optimization methods should be simplified to achieve a higher performance. Research on framework structure thus needs to be paid more attention.

5. Conclusions

Developing rehabilitation strategies in order to obtain maximum benefit for solving urban flooding and reducing pipe breaking risk at the same time is an important issue in urban drainage systems. In this paper, seven potential frameworks were compared. The results showed that calculation speed and accuracy were improved when continuous variables are used and constraint functions are removed. A post-processing filter was added at the end to transform pipe diameter to a discrete value and remove the unsatisfying strategies that result in a high overflooding index or breaking risk index. Multi-objective optimization was found to be adequate in finding a solution. Furthermore, calculation accuracy can increase when cost is selected as an objective function. We also found that the GA algorithm had a better performance than the PSO method in drainage optimization problems. Simulation results showed that these methods can significantly improve the decision support system.
for drainage rehabilitation. A new method was proposed (RHRCM), which exhibited a remarkably higher computational speed (four times faster than the original HRCM model) and was able to obtain results with a higher cost-effectiveness (three times higher than the original HRCM model). We found that a simplified framework can significantly improve the calculation performance of the original model; therefore, further research should focus on study of the framework structure.
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