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Abstract

In this paper, some geometric properties of inverse polynomial images which consist of a real interval and an arc symmetric with respect to the real line are obtained. The proofs are based on properties of Jacobi’s elliptic and theta functions.
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1 Introduction

Let \( P_n \) be the set of all polynomials of degree \( n \) and let \( T_n \in P_n \). Let \( T_n^{-1}([-1,1]) \) be the inverse image of \([-1,1]\) under the polynomial mapping \( T_n \), i.e.,

\[
    T_n^{-1}([-1,1]) := \{ z \in \mathbb{C} : T_n(z) \in [-1,1] \}.
\]

In general, \( T_n^{-1}([-1,1]) \) consists of \( n \) Jordan arcs, on which \( T_n \) is strictly monotone increasing from \(-1\) to \(+1\), see [7]. If there is a point \( z_1 \in \mathbb{C} \), for which \( T_n(z_1) \in \{-1,1\} \) and \( T_n'(z_1) = 0 \), then two Jordan arcs can be combined into one Jordan arc. This combination of arcs can be seen very clearly in the inverse image of the classical Chebyshev polynomial \( T_n(z) = \cos(n \arccos(z)) \). In this case, the inverse image \( T_n^{-1}([-1,1]) \) is just \([-1,1]\), i.e. one Jordan arc, since there are \( n - 1 \) points \( z_j \) with the property \( T_n(z_j) \in \{-1,1\} \) and \( T_n'(z_j) = 0 \). Note that \( T_n \) is, up to a linear transformation, the only polynomial mapping with this property. In [8], Peherstorfer and the author have characterised the case in which \( T_n^{-1}([-1,1]) \) consists of two Jordan arcs, see also [9] for an algebraic solution of the problem. The paper in hand can be considered as a continuation of [8], whereas here we focus on the case in which the two Jordan arcs consists of an interval and an arc symmetric with respect to the real line.

The paper is organised as follows: First, a general result on the number of extremal points on \( T_n^{-1}([-1,1]) \) is given. Then, we focus on the case in which \( T_n^{-1}([-1,1]) \) consists of a real interval and an arc symmetric with respect to the real line. We obtain several interesting geometric properties involving the connectivity of the two arcs, the number of extremal points of the corresponding polynomial on the two arcs and a density result concerning the endpoints of the arcs. Finally, some auxiliaries on Jacobis elliptic and theta functions, which are necessary for the proofs in Section 2, are proved in Section 3.
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2 Main results

We call four pairwise distinct points \(a_1, a_2, a_3, a_4 \in \mathbb{C}\) a \(T_n\)-tuple if there exist polynomials \(T_n \in \mathbb{P}_n\) and \(U_{n-2} \in \mathbb{P}_{n-2}\) such that a polynomial equation (sometimes called Pell’s equation) of the form

\[
T_n^2(z) - H(z)U_{n-2}^2(z) = 1
\]

holds, where

\[
H(z) := (z - a_1)(z - a_2)(z - a_3)(z - a_4).
\]

Note that \(T_n\) and \(U_{n-2}\) are unique up to sign. It is proved in [8] Thm. 3] that the above polynomial equation (1) is equivalent to the fact that \(T_n^{-1}([-1,1])\) consists of two Jordan arcs with endpoints \(a_1, a_2, a_3, a_4\). It will turn out that the point \(z^*\) defined by the equation

\[
\frac{d}{dz}\{T_n(z)\} = \pm n(z - z^*)U_{n-2}(z)
\]

plays an important role in what follows. With the help of \(z^*\), \(T_n\) can be given by the integral

\[
T_n(z) = \pm \cosh\left( n \int_{a_1}^z \frac{w - z^*}{\sqrt{H(w)}} \, dw \right).
\]

The first result gives the number of extremal points of \(T_n\) on \(T_n^{-1}([-1,1])\). As usual, a point \(z_0 \in T_n^{-1}([-1,1])\) is called an extremal point of \(T_n\) on \(T_n^{-1}([-1,1])\) if \(|T_n(z_0)| = \max_{z \in T_n^{-1}([-1,1])} |T_n(z)|\), i.e., if \(T_n(z_0) \in \{-1, 1\}\).

**Theorem 1.** Suppose that the polynomial equation (1) holds and let \(z^*\) be defined by (2). If \(T_n(z^*) \neq \pm 1\) \(\{T_n(z^*) = \pm 1\}\) then \(T_n\) has \(n + 2 \ [n + 1]\) extremal points on \(T_n^{-1}([-1,1])\).

**Proof.** Case 1. \(T_n(z^*) \neq \pm 1\). Then, by [8] Lem. 1(ii), \(z^*\) is no zero of \(HU_{n-2}\) and \(U_{n-2}\) has \(n - 2\) simple zeros which are no zeros of \(H\). Thus, by (2), \(T_n^2 - 1\) has \(n - 2\) double zeros (zeros of \(U_{n-2}\)) and 4 simple zeros (zeros of \(H\)). This gives the assertion.

Case 2. \(T_n(z^*) = \pm 1\). Then, by (1), \(z^*\) is a zero of \(HU_{n-2}\). By [8] Lem. 1(ii), there are two cases possible:

(i) \(z^*\) is a double zero of \(U_{n-2}\) but not a zero of \(H\), and \(U_{n-2}\) has only simple zeros, apart from \(z^*\).

(ii) \(z^*\) is a zero of \(H\) and a simple zero of \(U_{n-2}\), and \(U_{n-2}\) has only simple zeros.

Thus, by (2), in case (i), \(T_n^2 - 1\) has 4 simple zeros, \(n - 4\) double zeros and one zero of order 4, in case (ii), \(T_n^2 - 1\) has 3 simple zeros, \(n - 3\) double zeros and one zero of order 3. This completes the proof. \(\square\)

In what follows, we focus on the case when \(a_1, a_2 \in \mathbb{R}, a_3, a_4 \in \mathbb{C}\) with \(a_3 = \overline{a_4}\). By linear transformation and symmetry arguments, we only have to consider the case \(a_1 = -1, a_2 = 1, \text{Re}(a_3) > 0, \text{Im}(a_3) > 0, a_3 = \overline{a_4}\). Since the characterisation of \(T_n\)-tuples involves a rigorous usage of Jacobi’s elliptic and theta functions, let us briefly mention some notation.

Let \(0 < k < 1\) denote the modulus of Jacobi’s elliptic functions \(sn(u), cn(u), \text{and } dn(u)\), of Jacobi’s theta functions \(\Theta(u), H(u), H_1(u), \text{and } \Theta_1(u)\), and, finally, of Jacobi’s zeta function, \(zn(u)\). Let \(k' := \sqrt{1 - k^2} \in (0, 1)\) be the complementary modulus, let \(K \equiv K(k)\) and \(E \equiv E(k)\) be the complete elliptic integral of the first and second kind, respectively, and let \(K' \equiv K(k') := K(k')\) and \(E' \equiv E(k') := E(k')\). For the definitions and many important properties of these functions, see, e.g., [2, 4, 6, 10].
Let us consider the mapping
\[
\alpha + i\beta \equiv \alpha(k, \lambda) + i\beta(k, \lambda) = \frac{cn(2\lambda K)}{dn^2(2\lambda K)} + i \frac{k k' sn^2(2\lambda K)}{dn^2(2\lambda K)}
\]  
(3)

for \(0 < k < 1\) and \(0 < \lambda < \frac{1}{2}\). This mapping is bijective from \((0,1) \times (0, \frac{1}{2})\) onto \(\{z \in \mathbb{C}: \text{Re}(z) > 0, \text{Im}(z) > 0\}\) by Lemma 8. By Theorem 17, for fixed \(0 < \lambda < \frac{1}{2}\), \(\alpha(k, \lambda)\) is strictly monotone increasing in \(k\) and \(\alpha(k, \lambda) \to \cos(\lambda\pi), \beta(k, \lambda) \to 0\) as \(k \to 0\), and \(\alpha(k, \lambda) \to +\infty\) as \(k \to 1\). For fixed \(0 < \lambda \leq \frac{1}{4}\), \(\beta(k, \lambda)\) is also strictly monotone increasing in \(k\). For fixed \(0 < \lambda < \frac{1}{4}\) and \(\lambda = \frac{1}{4}\) and \(\frac{1}{4} < \lambda < \frac{1}{2}\), \(\beta(k, \lambda) \to 0\) and \(\beta(k, \lambda) \to 1\) and \(\beta(k, \lambda) \to +\infty\) as \(k \to 1\), respectively.

Moreover, the curves \(\alpha(k, \lambda) + i\beta(k, \lambda)\) have the following nice property:

**Theorem 2.** Let \(\alpha, \beta\) be defined in (3) then

\[\alpha^2 + \beta^2 = 1 \iff k = k' = \frac{1}{\sqrt{2}}.\]

Further, \(\alpha^2 + \beta^2 < 1\) if and only if \(k < \frac{1}{\sqrt{2}}\) and \(k > \frac{1}{\sqrt{2}}\), respectively.

**Proof.** We have

\[
\alpha^2 + \beta^2 = 1 \\
\iff cn^2(2\lambda K) + k^2 k'^2 sn^4(2\lambda K) = dn^4(2\lambda K) \\
\iff 1 - sn^2(2\lambda K) + k^2 k'^2 sn^4(2\lambda K) = (1 - k^2 sn^2(2\lambda K))^2 \\
\iff (1 - 2k^2)sn^2(2\lambda K) + k^2 (k^2 - k'^2) sn^4(2\lambda K) = 0 \\
\iff 1 - 2k^2 = 0 \quad \& \quad k^2 - k'^2 = 0 \\
\iff k = \frac{1}{\sqrt{2}}
\]

The second assertion is clear since \(\alpha + i\beta \to \cos(\lambda\pi)\) as \(k \to 0\) and \(\alpha \to +\infty\) as \(k \to 1\).

In Figure 1 the curves \(\alpha(k, \lambda) + i\beta(k, \lambda)\) are plotted:

- for fixed \(\lambda \in \{\frac{1}{16}, \frac{2}{16}, \ldots, \frac{7}{16}\}\) and moving \(k\) with solid lines (the curve for \(\lambda = \frac{4}{16} = \frac{1}{4}\) is the fat solid line);

- for fixed \(k \in \{0.5, \frac{1}{\sqrt{2}}, 0.8\}\) and moving \(\lambda, 0 < \lambda < \frac{1}{2}\), with dashed lines (the curve for \(k = \frac{1}{\sqrt{2}}\) is the fat dashed line).

Let us summarize the known results on \(T_n\)-tuples which consists of an interval and an arc, see [8, Section 5.2], [11], [1, Section 19] and [5, pp. 249–251].

**Theorem 3.** Let \(n \in \mathbb{N}\), and let \(a_1 = -1, a_2 = 1, a_3 \in \mathbb{C}, \text{Re}(a_3) > 0, \text{Im}(a_3) > 0, a_4 = a_3\). Further, let \(0 < k < 1\) and \(0 < \lambda < \frac{1}{2}\) be such that \(a_3 = \alpha(k, \lambda) + i\beta(k, \lambda)\), where \(\alpha, \beta\) are defined in (3).

(i) The tuple \((a_1, a_2, a_3, a_4) = (-1, 1, \alpha + i\beta, \alpha - i\beta)\) is a \(T_n\)-tuple if and only if \(\lambda = \frac{m}{n}\), where \(m \in \mathbb{N}\), i.e., if and only if \(\lambda\) is rational with denominator \(n\).
(ii) The associated polynomial $T_n$ is given by

$$T_n(z(u)) = \frac{1}{2} \left( \Omega^n(u) + \frac{1}{\Omega^n(u)} \right),$$

where

$$\Omega(u) := \frac{H(u - \lambda K) \Theta_1(u - \lambda K)}{H(u + \lambda K) \Theta_1(u + \lambda K)}$$

and

$$z(u) := \frac{\text{cn}(2u) \text{cn}(2\lambda K) - 1}{\text{cn}(2u) - \text{cn}(2\lambda K)}.$$ 

(iii) The point $z^*$ defined by relation (2) is given by

$$z^* = 1 + \frac{1}{\text{dn}(2\lambda K)} \left( \text{cn}(2\lambda K) - 1 + 2 \text{sn}(2\lambda K) \text{zn}(\lambda K) \right)$$

and $z^* > 0$ holds.

(iv) The inverse image $T_n^{-1}([-1, 1])$ is given by

$$T_n^{-1}([-1, 1]) = \{z(u) \in \mathbb{C} : u \in \mathbb{C}, |\Omega(u)| = 1 \}$$

and consists of the interval $[-1, 1]$ and a Jordan arc symmetric with respect to the real line with the endpoints $a_3$ and $a_4$. We will denote this Jordan arc by $\tilde{a_3a_4}$.

(v) If $z^* \leq 1$ then the arc $\tilde{a_3a_4}$ crosses the interval $[-1, 1]$ at $z^*$.

(vi) If $z^* > 1$, then $\tilde{a_3a_4}$ and $[-1, 1]$ are non-intersecting.

(vii) For the special case $\lambda = \frac{1}{2}$, there is $a_3 = \frac{i\kappa}{K}$, $z^* = 0$, $T_n(z) = T_n(2k^2(z^2 - 1) + 1)$ and $T_n^{-1}([-1, 1]) = [-1, 1] \cup [-\frac{i\kappa}{K}, \frac{i\kappa}{K}]$.

(viii) If $\lambda$ changes to $1 - \lambda$ then $\alpha$ changes to $-\alpha$, $\beta$ remains equal and $T_n^{-1}([-1, 1])$ is reflected with respect to the imaginary axis.
**Remark.** In Figure 2 for \( n = 8 \) and \( \lambda = \frac{2}{8} \) (i.e. \( m = 2 \)), the inverse images \( T_n^{-1}(\mathbb{R}) \) (dotted line) and \( T_n^{-1}([-1,1]) \) (solid line) are plotted for the cases \( z^* < 1 \) (picture above), \( z^* = 1 \) (picture in the middle) and \( z^* > 1 \) (picture below), respectively, see Theorem 3 (v) and (vi). Note that the extremal points of \( T_n \) on \( T_n^{-1}([-1,1]) \) are the endpoints of the two arcs \([-1,1]\) and \( \tilde{a}_3\tilde{a}_4 \) and the points of intersection of the dotted and the solid lines, see Theorem 4.

**Figure 2:** Inverse images \( T_n^{-1}(\mathbb{R}) \) (dotted line) and \( T_n^{-1}([-1,1]) \) (solid line)

**Theorem 4.** Let \( 0 < k < 1, 0 < \lambda < \frac{1}{2}, \lambda = \frac{m}{n}, m, n \in \mathbb{N}, 0 < m < \frac{n}{2}, \) let \( z(u) \) and \( \Omega(u) \) be defined by (6) and (5), respectively, and let \( T_n(z(u)) \) defined by (4).

(i) If \( z^* \leq 1 \), i.e. the arcs \( \tilde{a}_3\tilde{a}_4 \) and \([-1,1]\) are intersecting at the point \( z^* \), then \( T_n(z) \) has at least \( n - 2m + 1 \) extremal points on \([-1,1]\).

(ii) If \( z^* > 1 \), i.e. the arcs \( \tilde{a}_3\tilde{a}_4 \) and \([-1,1]\) are non-intersecting, then \( T_n(z) \) has exactly \( n - 2m + 1 \) extremal points on \([-1,1]\) and exactly \( 2m + 1 \) extremal points on \( \tilde{a}_3\tilde{a}_4 \).
Proof. Recall that, by Lemma 11, \( z(0) = -1, z(iK') = 1, z : [0, iK'] \to [-1, 1], u \mapsto z(u), \) is bijective, and, by Lemma 12, \( \Omega(0) = -1 = \exp(i\pi) \) and \( \Omega(iK') = \exp(\frac{2m\pi}{n}) \). Since \([-1, 1] \subseteq T_0^{-1}([-1, 1]), \) for \( u \in [0, iK'], \) there is \( |\Omega(u)| = 1, \) thus \( \Omega(u) = \exp(i\varphi(u)) \), where \( \varphi(u) \in \mathbb{R}. \) Hence, by [11], for \( u \in [0, iK'], \) \( T_0(z(u)) = \cos(n\varphi(u)) \), and \( T_0(z(u)) \) has an extremal point iff \( \varphi(u) = n\nu, \) \( \nu \in \mathbb{Z}. \) Now, if \( u \) moves from 0 to \( iK' \) then, for some \( \ell \in \mathbb{Z}, \) \( \varphi(u) \) moves continuously from \( \pi \) to \( \frac{2m\pi}{n} + 2\ell\pi \) and \( n\varphi(u) \) moves continuously from \( n\pi \) to \( 2m\pi + 2\ell n\pi. \) Thus the number of extremal points of \( T_0(z) \) on \([-1, 1]\) is at least

\[
1 + \min_{\ell \in \mathbb{Z}} |n - 2m - 2\ell n| = 1 + n - 2m.
\]

So far, we have proved assertion (i) and a part of assertion (ii).

Let \( z^* > 1 \) and let \( C \) be that Jordan arc in the \( u \)-plane of Lemma 11 (v). Recall that, by Lemma 11 (iii), \( z(\frac{K}{2} - i\frac{K'}{2}) = a_3 \) and \( z(\frac{K}{2} + i\frac{K'}{2}) = a_4 \) and, by Lemma 12, \( \Omega(\frac{K}{2} \pm i\frac{K'}{2}) = \exp(\pm i\frac{m\pi}{n}). \) For \( u \in C, |\Omega(u)| = 1, \) thus, as above, \( \Omega(u) = \exp(i\varphi(u)), \) where \( \varphi(u) \in \mathbb{R}, \) and \( T_0(z(u)) = \cos(n\varphi(u)). \) Now, if \( u \) moves continuously from \( \frac{K}{2} + i\frac{K'}{2} \) to \( \frac{K}{2} - i\frac{K'}{2} \) then, for some \( \ell \in \mathbb{Z}, \) \( \varphi(u) \) moves continuously from \( \frac{m\pi}{n} \) to \( -\frac{m\pi}{n} + 2\ell\pi \) and \( n\varphi(u) \) moves continuously from \( m\pi \) to \( -m\pi + 2\ell n\pi. \) Thus, the number of extremal points of \( T_0(z) \) on the arc \( a_3 a_4 \) is at least

\[
1 + \min_{\ell \in \mathbb{Z}} |\ell - m - 2\ell n| = 1 + 2m.
\]

Taking into consideration Theorem 1 assertion (ii) is completely proved. \( \Box \)

The next theorem gives a density result.

**Theorem 5.** Let \( \alpha, \beta > 0 \) and \( n \in \mathbb{N} \) be given. Then there exist \( \alpha^*, \beta^* > 0 \) such that \((a_1, a_2, a_3, a_4) = (-1, 1, \alpha^* + i\beta^*, \alpha^* - i\beta^*)\) is a \( T_n \)-tuple and

\[
|\alpha + \beta| - (\alpha^* + i\beta^*)| \leq \frac{A}{n}
\]

and \( A \) is a constant independent of \( n. \)

**Proof.** Let \( 0 < \lambda < \frac{1}{2} \) and \( 0 < k < 1 \) be such that

\[
\alpha = \frac{\text{cn}(2\lambda K)}{\text{dn}^2(2\lambda K)}, \quad \beta = \frac{kk'n^2(2\lambda K)}{\text{dn}^2(2\lambda K)},
\]

and let \( m \in \{0, 1, 2, \ldots, \lfloor \frac{n}{2} \rfloor) \) such that \( |\lambda - \frac{m}{n}| \leq \frac{1}{n} \) and define

\[
\alpha^* := \frac{\text{cn}(2\frac{m}{n} K)}{\text{dn}^2(2\frac{m}{n} K)}, \quad \beta^* := \frac{kk'n^2(2\frac{m}{n} K)}{\text{dn}^2(2\frac{m}{n} K)}.
\]

Then

\[
|\alpha + \beta| - (\alpha^* + i\beta^*)|
\]

\[
\leq \left| \frac{\text{cn}(2\lambda K)}{\text{dn}^2(2\lambda K)} - \frac{\text{cn}(2\frac{m}{n} K)}{\text{dn}^2(2\frac{m}{n} K)} \right| + kk' \left| \frac{n^2(2\lambda K)}{\text{dn}^2(2\lambda K)} - \frac{n^2(2\frac{m}{n} K)}{\text{dn}^2(2\frac{m}{n} K)} \right|
\]

\[
\leq \left| \lambda - \frac{m}{n} \frac{2K}{k^3} \right| + kk' \left| \lambda - \frac{m}{n} \frac{4K}{k^3} \right| \tag{by Lemma 13}
\]

\[
\leq \frac{1}{n} \left( \frac{2K}{k^3} + \frac{4kK}{k^2} \right) = \frac{A}{n}.
\]

\( \Box \)
Next, we give some properties of the point \( z^* \) as a function of the modulus \( k \).

**Theorem 6.** The point \( z^* \) given in (7) can also be expressed by the formula

\[
z^* = \text{cn}(2\lambda K) + \frac{\text{sn}(2\lambda K) \text{zn}(2\lambda K)}{\text{dn}(2\lambda K)}.
\] (8)

For fixed \( \lambda \), \( 0 < \lambda < \frac{1}{2} \), the point \( z^* \), as a function of the modulus \( k \), \( 0 < k < 1 \), is strictly monotone increasing. Furthermore,

\[
z^* \to \cos(\lambda \pi) \quad \text{as } k \to 0
\] (9)

and

\[
z^* \sim \left( \frac{1}{2} - \lambda \right) \left( \frac{4}{k'} \right)^{2\lambda} \to \infty \quad \text{as } k \to 1.
\] (10)

**Proof.** By the formulae (3.6.2) and (2.4.4) of [4], we get

\[
\text{zn}(u) = \frac{1}{2} \left( \text{zn}(2u) + k^2 \text{sn}(2u) \frac{1 - \text{cn}(2u)}{1 + \text{dn}(2u)} \right).
\]

Applying this formula for \( \text{zn}(\lambda K) \) in (7) gives after some simplification (8).

Using the formulae for the derivatives of \( \text{sn}(\lambda K) \), \( \text{cn}(\lambda K) \), \( \text{dn}(\lambda K) \), and \( \text{zn}(\lambda K) \) with respect to \( k \) (for fixed \( \lambda \)), see [8, Lem. 39], we get from (8)

\[
\frac{d}{dk} \{ z^* \} = \frac{\text{zn}(2\lambda K) \left[ \text{sn}(2\lambda K) \text{dn}(2\lambda K) - \text{cn}(2\lambda K) \text{zn}(2\lambda K) \right]}{kk'\text{sn}^2(2\lambda K)}.
\]

Thus, it remains to prove that

\[
\text{sn}(2\lambda K) \text{dn}(2\lambda K) - \text{cn}(2\lambda K) \text{zn}(2\lambda K) > 0.
\] (11)

By Lemma\(^{10}\)

\[
\text{zn}(2\lambda K) \leq \frac{k^2 \text{sn}(2\lambda K) \text{cn}(2\lambda K)}{\text{dn}(2\lambda K)} < \frac{\text{sn}(2\lambda K) \text{dn}(2\lambda K)}{\text{cn}(2\lambda K)},
\]

where the last inequality is true since

\[
0 < \text{dn}^2(2\lambda K) - k^2 \text{cn}^2(2\lambda K) = k'^2.
\]

Hence, inequality (11) is true and the monotonicity of \( z^* \) is proved.

The limits of \( z^* \) as \( k \to 0 \) and \( k \to 1 \) follow immediately from [3]. \( \square \)

**Remark.** (i) A similar formula as (8) can be found in [1, eq. (54)].

(ii) Formulae (9) and (10) can also be found in [5, eq. (2.82), eq. (2.83)] (there is a misprint in formula (2.83)).

(iii) By Theorem\(^{6}\) for each \( \lambda \in (0, \frac{1}{2}) \), there exists a uniquely determined modulus \( k^* \equiv k^*(\lambda) \), for which \( z^* = 1 \). Thus, for \( k \leq k^* \), the arc \( a_3\overline{a_4} \) is intersecting the interval \([−1, 1]\) (at \( z^* \)), and, for \( k > k^* \), \( a_3\overline{a_4} \) and \([−1, 1]\) are non-intersecting. Compare Figure\(^2\) which shows the inverse images \( T_{−1}^n(\mathbb{R}) \) (dotted line) and \( T_{−1}^{-1}([−1, 1]) \) (solid line) for \( n = 8, \lambda = 2/8 \) and \( k = 0.7 < k^* \) (picture above), \( k^* = 0.942809\ldots \) (picture in the middle) and \( k = 0.99 > k^* \) (picture below), respectively.
(iv) Figure 3 shows that parametric curve $\alpha(\lambda, k^*(\lambda)) + i\beta(\lambda, k^*(\lambda))$, on which $z^* = 1$, i.e. for all points $a_3 = \alpha + i\beta$, $\alpha, \beta > 0$, lying on the left hand side [right hand side] of this curve, the corresponding arc $\tilde{a}_3a_4$ is intersecting [non-intersecting] the interval $[-1, 1]$. The following theorem gives a simple sufficient condition such that the two arcs $\tilde{a}_3a_4$ and $[-1, 1]$ are intersecting each other.

![Figure 3: Parametric curve $\alpha(\lambda, k^*) + i\beta(\lambda, k^*)$, on which $z^* = 1$](image)

**Theorem 7.** If $\alpha \leq 1$ the two arcs $\tilde{a}_3a_4$ and $[-1, 1]$ are intersecting each other.

**Proof.** Let $z^*$ be given by (8). By Theorem 3 (iv), if $z^* \leq 1$ then $\tilde{a}_3a_4$ is intersecting the interval $[-1, 1]$. By inequality (16) of Lemma 10, a sufficient condition for $z^* \leq 1$ is

$$\frac{\text{cn}(2\lambda K) + k^2\text{sn}^2(2\lambda K)\text{cn}(2\lambda K)}{\text{dn}^2(2\lambda K)} \leq 1.$$  \hspace{1cm} (12)

By (3),

$$\text{(12)} \iff \frac{\text{cn}(2\lambda K)}{\text{dn}^2(2\lambda K)} \leq 1$$  \hspace{1cm} \iff \frac{1 - \text{dn}^2(2\lambda K)}{\text{dn}^2(2\lambda K)} \leq 1$$

$$\iff \text{cn}(2\lambda K) \leq 1$$  \hspace{1cm} \iff \alpha \leq 1.$$  \hspace{1cm} (12)

This completes the proof. \hfill \Box

### 3 Auxiliary results

**Lemma 8.** The mapping

$$f : (0, 1) \times (0, \frac{1}{2}) \rightarrow \mathbb{R}^+ \times \mathbb{R}^+$$

$$(k, \lambda) \mapsto \left( \frac{\text{cn}(2\lambda K)}{\text{dn}^2(2\lambda K)}, \frac{k^2\text{sn}^2(2\lambda K)}{\text{dn}^2(2\lambda K)} \right)$$  \hspace{1cm} (13)

is bijective.
Proof. The system of equations
\[
\alpha = \frac{\text{cn}(2\lambda K)}{\text{dn}^2(2\lambda K)},
\beta = \frac{kk^\prime \text{sn}^2(2\lambda K)}{\text{dn}^2(2\lambda K)}
\]
is equivalent to (using the formulas \(k^2 \text{sn}^2(u) = 1 - \text{dn}^2(u)\) and \(k^2 \text{sn}^2(u) = \text{dn}^2(u) - \text{cn}^2(u)\))
\[
\alpha^2 = \frac{\text{cn}^2(2\lambda K)}{\text{dn}^4(2\lambda K)},
\beta^2 = \frac{(1 - \text{dn}^2(2\lambda K))(1 - \alpha^2 \text{dn}^2(2\lambda K))}{\text{dn}^2(2\lambda K)}
\]
which is again equivalent to (using the formula \(k^2 = \frac{1 - \text{dn}^2(2\lambda K)}{1 - \alpha^2 \text{dn}^4(2\lambda K)}\))
\[
\text{dn}^2(2\lambda K) = \frac{1}{2\alpha^2}(1 + \alpha^2 + \beta^2 - \sqrt{(1 + \alpha^2 + \beta^2)^2 - 4\alpha^2}) \tag{14}
\]
\[
k^2 = \frac{1 - \text{dn}^2(2\lambda K)}{1 - \alpha^2 \text{dn}^4(2\lambda K)} \tag{15}
\]
Thus, for given \(\alpha, \beta > 0\), in a unique way, one can determine \(\text{dn}^2(2\lambda K)\) from (14), then \(k\) from (15) and finally \(0 < \lambda < \frac{1}{2}\) with the help of (14).

Lemma 9. Let \(f \in C^2([a, b]), a < b\). If \(f(a) = f(b) = 0\) and \(f''(u) \geq 0\) \([f''(u) \leq 0]\) for \(u \in [a, b]\) then \(f(u) \leq 0\) \([f(u) \geq 0]\) for \(u \in [a, b]\).

Lemma 10. Let \(0 \leq k < 1\), then for \(0 \leq u \leq K\),
\[
\frac{k^2k^2}{1 + k^2} \cdot \frac{\text{sn}(u) \text{cn}(u)}{\text{dn}(u)} \leq \text{zn}(u) \leq \frac{k^2}{1 + k^2} \cdot \frac{\text{sn}(u) \text{cn}(u)}{\text{dn}(u)},
\]
where equality is attained for \(u = 0\) or \(u = K\) or \(k = 0\).

Proof. Let
\[
f(u) := \text{zn}(u) - B \cdot \frac{\text{sn}(u) \text{cn}(u)}{\text{dn}(u)},
\]
then \(f(0) = f(K) = 0\) and
\[
f''(u) = -2k^2 \text{sn}(u) \text{cn}(u) \text{dn}(u) + B \cdot \frac{2\text{sn}(u) \text{cn}(u)}{\text{dn}^3(u)} \cdot (k^2 + \text{dn}^4(u))
\]
\[= \frac{2\text{sn}(u) \text{cn}(u)}{\text{dn}^3(u)} \left( -k^2 \text{dn}^4(u) + B(k^2 + \text{dn}^4(u)) \right) \]
For \(B := k^2/(1 + k^2)\) and \(B := k^2k^2/(1 + k^2)\), by the trivial inequality \(k' \leq \text{dn}(u) \leq 1\), we get \(f''(u) \geq 0\) and \(f''(u) \leq 0\), respectively. By Lemma 9 both inequalities of (16) are proved.

Using the basic properties of the function \(\text{cn}(2u)\), it is easy to derive successively the following properties for the function \(z(u)\) defined in (5):
Lemma 11. Let $0 < k < 1$, $0 < \lambda < \frac{1}{2}$, then $z(u)$, defined by (6), has the following properties:

(i) $z(-u) = z(u)$, $z(\overline{u}) = \overline{z(u)}$

(ii) $z(u)$ is an elliptic function of order 2 with fundamental periods $2K$ and $K + iK'$ and simple poles at $\pm \lambda K$.

(iii) $z(0) = z(K + iK') = -1$, $z(iK') = z(K) = 1$, $z(\lambda K') = z(K - \lambda K + iK') = \infty$, $z(\frac{K}{2} - \frac{iK'}{2}) = a_3$, $z(\frac{K}{2} + \frac{iK'}{2}) = a_4$

(iv) The following mappings $z : A \to B$, $u \mapsto z(u)$, are bijective:

$[0, iK'] \to [-1, 1]$, $[0, \lambda K] \to (-\infty, -1)$, $(\lambda K, K] \to [1, \infty)$, $[K, K + iK'] \to [-1, 1]$, $[iK', K - \lambda K + iK'] \to [1, \infty)$, $(K - \lambda K + iK', K + iK') \to (-\infty, -1)$

(v) If $z^* > 1$ then there exists a continuous Jordan arc $C$ in the $u$-plane with endpoints $\frac{K}{2} + \frac{iK'}{2}$ and $\frac{K}{2} - \frac{iK'}{2}$, crossing the real line at a point of the interval $(\lambda K, K)$, such that for all $u \in C$ there is $|\Omega(u)| = 1$.

Lemma 12. Let $0 < k < 1$, $0 < \lambda < \frac{1}{2}$, $\lambda = \frac{m}{n}$, $m, n \in \mathbb{N}$, $0 < m < \frac{n}{2}$, and let $\Omega(u)$ be defined by (5). Then

$$\Omega(0) = -1, \quad \Omega(iK') = \exp \left( \frac{2i\pi m}{n} \right), \quad \Omega \left( \frac{K}{2} \pm \frac{iK'}{2} \right) = \exp \left( \pm \frac{i\pi n}{n} \right).$$

Proof. First let us note that $H(u)$ is an odd function of $u$ and $H_1(u)$, $\Theta_1(u)$, and $\Theta(u)$ are even functions of $u$. Therefore, $\Omega(0) = -1$ follows immediately. By the formulae

$$H(u + iK') = i q^{-1/4} \exp \left( -\frac{i\pi u}{2K} \right) \Theta(u),$$

$$\Theta_1(u + iK') = q^{-1/4} \exp \left( -\frac{i\pi u}{2K} \right) H_1(u),$$

we get

$$\Omega(iK') = \exp \left( \frac{2i\pi \lambda K}{n} \right) = \exp \left( \frac{2i\pi m}{n} \right).$$

By the formula

$$H(u + K + iK') = H_1(u + iK') = q^{-1/4} \exp \left( -\frac{i\pi u}{2K} \right) \Theta_1(u)$$

we get

$$\Omega \left( \frac{K}{2} + \frac{iK'}{2} \right) = \frac{H \left( \frac{K}{2} - \frac{iK'}{2} - \lambda K + K + iK' \right)}{H \left( \frac{K}{2} - \frac{iK'}{2} + \lambda K + K + iK' \right)} \cdot \frac{\Theta_1 \left( \frac{K}{2} - \frac{iK'}{2} - \lambda K \right)}{\Theta_1 \left( \frac{K}{2} - \frac{iK'}{2} + \lambda K \right)} \cdot \frac{\Theta \left( \frac{K}{2} - \frac{iK'}{2} - \lambda K \right)}{\Theta \left( \frac{K}{2} - \frac{iK'}{2} + \lambda K \right)}$$

$$= \exp \left( \frac{i\pi n}{n} \right) = \exp \left( \frac{2i\pi m}{n} \right).$$
Lemma 13. For $0 < k < 1$ and $0 < \mu < \frac{1}{2}$, we have
\[
\frac{d}{d\mu} \left\{ \frac{\text{cn}(2\mu K)}{\text{dn}^2(2\mu K)} \right\} = \frac{2K\text{sn}(2\mu K)}{\text{dn}^3(2\mu K)} \left[ k^2 \text{cn}(2\mu K) + k'^2 \right] \leq \frac{2K}{k'^3}
\]
and
\[
\frac{d}{d\mu} \left\{ \frac{\text{sn}^2(2\mu K)}{\text{dn}^2(2\mu K)} \right\} = \frac{4K\text{sn}(2\mu K)\text{cn}(2\mu K)}{\text{dn}^3(2\mu K)} \leq \frac{4K}{k'^3}
\]

Proof. The derivatives are obtained by the formulae (731.01)–(731.03) of [2], the inequalities are a direct consequence of the trivial estimates $0 < \text{sn}(u) < 1$, $0 < \text{cn}(u) < 1$, and $k' < \text{dn}(u) < 1$, for $0 < u < K$. 
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