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Abstract

We construct an analytical theory of interplay between synchronizing effects by common noise and by global coupling for a general class of smooth limit-cycle oscillators. Both the cases of attractive and repulsive coupling are considered. The derivation is performed within the framework of the phase reduction, which fully accounts for the amplitude degrees of freedom. Firstly, we consider the case of identical oscillators subject to intrinsic noise, obtain the synchronization condition, and find that the distribution of phase deviations always possesses lower-law heavy tails. Secondly, we consider the case of nonidentical oscillators. For the average oscillator frequency as a function of the natural frequency mismatch, limiting scaling laws are derived; these laws exhibit the nontrivial phenomenon of frequency repulsion accompanying synchronization under negative coupling. The analytical theory is illustrated with examples of Van der Pol and Van der Pol–Duffing oscillators and the neuron-like FitzHugh–Nagumo system; the results are also underpinned by the direct numerical simulation for ensembles of these oscillators.
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1. Introduction

Over decades the importance of synchronization and its systematic study was very well illuminated in physical, geophysical, biological, and social sciences (e.g., see [1]). The situations where the inherent dynamics of elements is simple and the complexity emerges as a collective effect are of particular interest. From the mathematical point of view, this is the case of stable limit-cycle oscillators interacting via weak mutual coupling or common forcing. The states of limit-cycle oscillators experiencing weak forcing can be fully characterized by their phases. Therefore, their dynamics can be described within the framework of the phase reduction [2, 3, 4]. Recently, the practical implementation of the phase reduction procedure was demonstrated also for the cases where limit-cycle oscillations occur in spatially distributed systems [5, 6] or one deals with collective oscillations of networks of coupled dynamical elements [7].

For identical limit-cycle or phase oscillators, one can recognize three distinct generic mechanisms of synchronization: (i) by mutual coupling, (ii) by common periodic forcing, and (iii) by common noisy driving [8, 9, 10, 11, 12, 13, 14]. The distinction becomes apparent with a pair of slightly nonidentical oscillators (for discussion of the interplay between coupling and common periodic forcing from an alternative perspective see, e.g., [15]). The important feature of the synchronization by common noise is the absence of frequency and phase locking [16], which is not merely typical for the two first mechanisms but can be used as a criterion for detecting the synchronization. For two slightly
nonidentical oscillators driven by common noise, the states are close to each other most of the time, but intermittent phase slips unavoidably occur from time to time. As a result, the phase locking is never perfect and, moreover, the average frequencies are not pulled together.

The distinction between the mechanisms raises the question whether they can compensate one another while making an opposite action, e.g., a desynchronizing coupling competes with a synchronizing common noise. The interplay of different mechanisms when they all make synchronizing action may be less surprise-promising but not less interesting. The interaction of coupling and common noise was first studied in Refs. [17, 18]. Later on, the employment of the Ott–Antonsen theory [19] and the sight from new perspectives allowed to extend the understanding of the mechanisms of interplay [20, 21, 22]. In particular, a surprising phenomenon was revealed and comprehensively studied: with repulsive coupling, a strong enough common noise enforces synchronization of oscillators, but the average individual frequencies of oscillators at the synchronized state are more diverse than the natural frequencies of oscillators. The importance of this phenomenon and its understanding is highlighted by one of early definitions of synchronization as the “phenomenon of the pulling together of frequencies” [23]. Here we observe a synchronization resulting in a mutual repulsion of frequencies.

For phase oscillator ensembles, the special case of the systems of the form

\[ \dot{\varphi}_j = \omega(t) + \text{Im}(H(t)e^{iZ_j}), \]

where \( \omega(t) \) and \( H(t) \) can depend on time, is important. The Watanabe–Strogatz and Ott–Antonsen theories [19, 24, 25, 26] were developed for these systems. With the Ott–Antonsen (OA) theory, one can write down an equation for the complex-valued order parameter \( Z = \langle e^{i\varphi} \rangle \)

\[ Z = i\omega(t)Z + \frac{H(t)}{2} - \frac{H^*(t)}{2}Z^2. \]

With this equation, the dynamics of the order parameter can be rigorously studied for arbitrary degree of synchrony in the system. Meanwhile, with the general phase ensembles an analytical study of the collective behavior is possible only for high-synchrony states (we will see this in Sec. 2). Thus, the ensembles of form (1) are of interest since they lend the opportunity to study the transition to synchrony from maximal asynchrony states in detail.

For OA systems, one can distinguish two generic situations with interplay of common noise and coupling:

(i) The case of a Kuramoto-type ensemble with multiplicative common noise [20, 21]:

\[ \dot{\varphi}_j = \Omega_j + \mu \sum_{k=1}^{N} \sin(\varphi_k - \varphi_j + \beta) + \epsilon \xi(t) \sin \varphi_j, \]

where \( N \to \infty, \mu \) is the coupling coefficient, \( \beta \) is the phase shift in the coupling, \( \xi(t) \) is a normalized common noise signal, natural frequencies \( \Omega_j \) are identical or distributed according to the Lorentzian distribution. This case corresponds to \( \omega_j(t) = \Omega_j, H(t) = e^{-\beta t}Z - \epsilon \xi(t) \).

(ii) The case of the ensemble of globally coupled active rotators subject to additive common noise [22]:

\[ \dot{\varphi}_j = \Omega_j - B \sin \varphi_j + \mu \sum_{k=1}^{N} \sin(\varphi_k - \varphi_j) + \epsilon \xi(t). \]

For an additive noise the nonuniformity of “phase” rotation, provided by the \( B \)-term, is essentially required; otherwise, the common noise makes no synchronization effect [11, 12]. This case corresponds to \( \omega_j(t) = \Omega_j + \epsilon \xi(t) \) and \( H(t) = B + \mu Z \).

Although the works [20, 21, 22] yielded the basic understanding of the interplay between two generic mechanisms of synchronization and, in particular, revealed the phenomenon of the frequency repulsion accompanying synchronization, the theoretical study remains restricted to a quite specific class of OA systems. In these systems, the clustering dynamics is forbidden (the distribution of elements between clusters is frozen). The intrinsic noise violates the OA properties; a new approach for constructing a perturbation theory on top of the OA theory, which allows handling the intrinsic noise, was suggested just recently [27, 28]. Further, higher harmonic terms, such as \( \sim \sin 2\varphi_j \), are not admitted, etc. Under such circumstances, the case of general limit-cycle oscillators becomes the third important case,
where a comprehensive analytical study can be performed. This case is the most important one due to its applicability to experimental non-OA studies [29], although an unfortunate drawback of this case compared to the OA cases is that one cannot rigorously describe the impact of synchrony imperfectness.

Generally, the phase reduction requires noise to be weak; thus, the effects of the desynchronization by common noise [8, 16, 30, 31] is excluded from our consideration, since it requires a moderate noise strength. In this paper, we consider synchronization in an ensemble of general limit-cycle oscillators subject to synchronizing common noise and global coupling. The impact of intrinsic noise is taken into account. For the case of nonidentical oscillators, the phenomenon of frequency repulsion under repulsive coupling is thoroughly studied.

The paper is organized as follows. In Sec. 2 the phase reduction procedure is performed for the general class of limit-cycle oscillators with common and intrinsic noise and global coupling; the governing equation for the phase deviation for an individual oscillator is derived from the phase equations in the limit of high frequency. In Sec. 3 for the case of identical oscillators, the synchronization condition is derived and the distortion of perfect synchrony due to intrinsic noise is studied; in particular, the phase deviation distribution is obtained. In Sec. 4 the analytical theory is constructed for the case of nonidentical oscillators, scaling laws for the average frequency difference with respect to the natural frequency mismatch are derived, the frequency repulsion phenomenon is reported for negative coupling. The analytical results are illustrated with the results of numerical simulation for the Van der Pol and Van der Pol–Duffing oscillators and the neuron-like FitzHugh–Nagumo model. In Sec. 5 we summarize and discuss the main findings. In Appendix, we show how our basic phase reduction model is valid for the systems where the amplitude degrees of freedom are important.

2. Basic model for the ensemble of general limit-cycle oscillators

Let us consider the ensemble of \( N \) identical general limit-cycle oscillators subject to a global coupling and common noise driving:

\[
\dot{x}_j = F(x_j) + \frac{\mu}{N} \sum_{k=1}^{N} H(x_j, x_k) + \epsilon B(x_j) \circ \xi(t) + \sigma C(x_j) \circ \zeta_j(t),
\]  

(3)

where \( x_j \) is the state of the \( j \)-th oscillator, \( j = 1, 2, ..., N \); \( \mu \) is the coupling strength; \( \epsilon \) and \( \sigma \) are the common and intrinsic noise strengths, respectively, \( \xi(t) \) and \( \zeta_j(t) \) are independent normalized \( \delta \)-correlated Gaussian noise signals: \( \langle \xi \rangle = \langle \zeta_j \rangle = 0 \), \( \langle \xi(t) \xi(t') \rangle = 2\delta(t-t') \), \( \langle \xi(t) \zeta_j(t') \rangle = 0 \), \( \langle \zeta_j(t) \zeta_j(t') \rangle = 2\delta(t-t') \); the symbol “\( \circ \)” indicates the Stratonovich form of equations. Here by “global coupling” we imply that all the pair-wise interactions \( H(x_j, x_k) \) of oscillators are identical. Without the loss of generality, we assume vanishing coupling term for coinciding arguments, \( H(x, x) = 0 \); if it does not vanish, one can remove \( H(x, x) \) by redefining the term \( F(x) \to F(x) - \mu H(x, x) \). The noise- and coupling-free oscillators possess a stable periodic solution \( x^{(0)}(t) = x^{(0)}(t + 2\pi/\Omega) \), where \( \Omega \) is the natural frequency of oscillators, and this solution can be parameterized by phase \( \varphi \), \( x^{(0)}(\varphi) = x^{(0)}(\varphi + 2\pi) \), which uniformly grows with time. The phase can be introduced in a finite vicinity of the limit cycle: \( \varphi = \varphi(x) \).

For a weak noise and coupling, to the leading order, the dynamics of system (3) can be described within the framework of the phase reduction [2, 3, 4]:

\[
\dot{\varphi}_j = \Omega + \frac{\mu}{N} \sum_{k=1}^{N} \mathcal{H}(\varphi_j, \varphi_k - \varphi_j) + \epsilon \mathcal{B}(\varphi_j) \circ \xi(t) + \sigma \mathcal{C}(\varphi_j) \circ \zeta_j(t),
\]  

(4)

where

\[
\mathcal{B}(\varphi) \equiv \left( \frac{\partial \varphi}{\partial x} \cdot B \right)_{x = x^{(0)}(\varphi)}, \quad \mathcal{C}(\varphi) \equiv \left( \frac{\partial \varphi}{\partial x} \cdot C \right)_{x = x^{(0)}(\varphi)}
\]

are \( 2\pi \)-periodic functions featuring the sensitivity of the phase to noise, \((\mu/N)\mathcal{H}(\varphi, \psi)\) is the increase of the phase growth rate of an oscillator at state \( x^{(0)}(\varphi) \) created by the coupling to another oscillator at state \( x^{(0)}(\varphi + \psi) \):

\[
\mathcal{H}(\varphi, \psi) \equiv \left( \frac{\partial \varphi}{\partial x} \right)_{x = x^{(0)}(\varphi)} \cdot H\left(x^{(0)}(\varphi), x^{(0)}(\varphi + \psi)\right).
\]
As $\mathbf{H}(\mathbf{x}, \mathbf{x}) = 0$, one finds $\mathcal{H}(\varphi, 0) = 0$.

Note, for a $\delta$-correlated noise the derivation of Eq. (4) is not rigorous; a subtle consideration (see Appendix A and Refs. [32, 33]) yields the same result but with $\Omega$ shifted by a correction of the order of magnitude of $(\varepsilon^2 + \sigma^2)$. This correction is owned by the amplitude degrees of freedom. For the mean oscillation frequency this correction is important as it is of the same order of magnitude as the corrections due to noise terms present in Eq. (4). However, Eq. (4) can be treated as accurate if one bears in mind that $\Omega$ is not the natural frequency of the noise- and control-free oscillator but a shifted one.

In the case of imperfect identity of oscillators, to the leading order, equation systems (4) takes the form

$$
\dot{\varphi}_j = \Omega_j + \frac{\mu}{N} \sum_{k=1}^{N} \mathcal{H}(\varphi_j, \varphi_k - \varphi_j) + \varepsilon \mathcal{B}(\varphi_j) \circ \xi(t) + \sigma \mathcal{C}(\varphi_j) \circ \zeta(t),
$$

(5)

where $\Omega_j$ is the natural frequency of the $j$-th oscillator.

For characterization of the high-synchrony dynamics of the ensemble, it is convenient to introduce a reference phase $\varphi_0$, defined by the equation

$$
\dot{\varphi}_0 = \Omega_0 + \varepsilon \mathcal{B}(\varphi_0) \circ \xi(t),
$$

(6)

where $\Omega_0$ is the mean natural frequency, and phase deviations $\theta_j = \varphi_j - \varphi_0$ obeying

$$
\dot{\theta}_j = \omega_j + \frac{\mu}{N} \sum_{k=1}^{N} \mathcal{H}(\varphi_0 + \theta_j, \theta_k - \theta_j) + \varepsilon \mathcal{B}(\varphi_0 + \theta_j) - \mathcal{B}(\varphi_0) \circ \xi(t) + \sigma \mathcal{C}(\varphi_0 + \theta_j) \circ \zeta(t),
$$

(7)

where $\omega_j = \Omega_j - \Omega_0$ is the frequency mismatch.

Equation system (6)–(7) yields the Fokker–Planck equation for the probability density $w(\varphi_0, \theta_1, ..., \theta_N, t)$:

$$
\frac{\partial w}{\partial t} + \frac{\partial}{\partial \varphi_0}(\Omega_0 w) + \sum_{j=1}^{N} \frac{\partial}{\partial \theta_j} \left( (\omega_j + \frac{\mu}{N} \sum_{k=1}^{N} \mathcal{H}(\varphi_0 + \theta_j, \theta_k - \theta_j) ) w \right) - \varepsilon^2 \hat{Q}_x^2 w
$$

$$
- \sigma^2 \sum_{j=1}^{N} \frac{\partial}{\partial \theta_j} (C(\varphi_0 + \theta_j) \frac{\partial}{\partial \theta_j} (C(\varphi_0 + \theta_j) w) ) = 0,$$

where

$$
\hat{Q}_x(\cdot) \equiv \frac{\partial}{\partial \varphi_0} \left( \mathcal{B}(\varphi_0)(\cdot) \right) + \sum_{j=1}^{N} \frac{\partial}{\partial \theta_j} \left( [\mathcal{B}(\varphi_0 + \theta_j) - \mathcal{B}(\varphi_0)](\cdot) \right).
$$

Integrating the Fokker–Planck equation over all $\theta_i$ except for $j = l$, one finds for

$$
w_l(\varphi_0, \theta_l, t) = \int d\theta_1...d\theta_{j-1}d\theta_{j+1}...d\theta_N w(\varphi_0, \theta_1, ..., \theta_N, t)
$$

the following equation:

$$
\frac{\partial w_l}{\partial t} + \frac{\partial}{\partial \varphi_0}(\Omega_0 w_l) + \frac{\partial}{\partial \theta_l} (\omega_l w_l) + \int d\theta_1...d\theta_{j-1}d\theta_{j+1}...d\theta_N \frac{\mu}{N} \sum_{k=1}^{N} \mathcal{H}(\varphi_0 + \theta_l, \theta_k - \theta_l) w_l - \varepsilon^2 \hat{Q}_l^2 w_l
$$

$$
- \sigma^2 \frac{\partial}{\partial \theta_l} (C(\varphi_0 + \theta_l) \frac{\partial}{\partial \theta_l} (C(\varphi_0 + \theta_l) w_l)) = 0,$$

where

$$
\hat{Q}_l(\cdot) \equiv \frac{\partial}{\partial \varphi_0} \left( \mathcal{B}(\varphi_0)(\cdot) \right) + \frac{\partial}{\partial \theta_l} \left( [\mathcal{B}(\varphi_0 + \theta_l) - \mathcal{B}(\varphi_0)](\cdot) \right).
$$

In the thermodynamic limit $N \to \infty$, one can parameterize oscillators with the natural frequency mismatch $\omega$ instead of index $l$ and calculate the integral of the sum-term so that the Fokker–Planck equation for $w_\omega(\varphi_0, \theta_\omega, t)$ acquires the
form
\[
\frac{d\omega}{dt} + \frac{\partial}{\partial \varphi_0} \left( \Omega_0 w_\omega \right) + \frac{\partial}{\partial \omega} \left( \langle \omega + \mu \int d\omega_1 g(\omega_1) \int d\theta w_{\omega_1} (\varphi_0, \theta) \mathcal{H}(\varphi_0 + \omega_1, \theta - \omega) \rangle w_\omega \right) - \varepsilon^2 \hat{C}_W^2 w_\omega
\]
\[= \sigma^2 \langle C(\varphi_0 + \theta_0) \frac{\partial}{\partial \omega} (C(\varphi_0 + \theta_0)) \rangle w_\omega = 0 ,
\]
where \( g(\omega) \) is the distribution of natural frequencies.

In the high-frequency limit, where \( \Omega_0 \) is large compared to \( \mu, \varepsilon^2, \sigma^2 \), and \( \omega \), one can perform a rigorous procedure of averaging over fast rotation of the phase \( \varphi_0 \) by means of a standard multiple scale method \cite{34} (for detailed examples of implementation of this procedure to similar problems see Refs. \[20, 21\]). The procedure yields \( \langle \omega_\varphi, \psi \rangle \) (or \( \langle \mathcal{H}(\varphi, \psi) \rangle \)), \( \langle \sim \rangle = (2\pi)^{-1} \int_0^{2\pi} ... d\varphi \); by rescaling \( \sigma \) we also introduced here the normalization condition \( \langle |C(\phi)|^2 \rangle = 1 \). Alternatively, one can write:
\[
\frac{\partial W_\omega(\theta, t)}{\partial t} + \frac{\partial}{\partial \theta} \left( \langle \omega + \mu h^{\omega}(\theta) \rangle W_\omega \right) - \frac{\partial^2}{\partial \theta^2} \left( 2\varepsilon^2 [f(0) - f(\theta)] + \sigma^2 \right) W_\omega = 0 , \tag{10}
\]
\[h^{\omega}(\theta) = \int d\omega g(\omega) \int d\theta_1 W_\omega(\theta_1, t) h(\theta_1 - \theta) . \tag{11}
\]
Eq. (10) is the principal equation we will be working with.

Notice, \( h(0) = 0 \), and
\[
f(\theta) = \langle \mathcal{B}(\varphi) \mathcal{B}(\varphi + \theta) \rangle = \langle \mathcal{B}(\varphi) \sum_{k=0}^{\infty} \frac{d^n \mathcal{B}(\varphi)}{d\varphi^n} \frac{\theta^n}{n!} \rangle = \sum_{n=0}^{\infty} \frac{(-1)^n}{(2\pi)!} \left( \frac{d^n \mathcal{B}(\varphi)}{d\varphi^n} \right)^2 \theta^{2n}
\]
contains only even terms in its Taylor series and the coefficient signs are deliberated.

Eqs. (10)–(11) form a self-contained mathematical description, where, for prescribed functions \( h^{\omega}(\theta) \) and \( f(\theta) \), one can calculate \( W_\omega(\theta, t) \), and with this \( W_\omega(\theta, t) \) one can further calculate \( h^{\omega}(\theta) \) from \( h(\theta) \) and \( g(\omega) \); a specific physical system is characterized by \( h(\theta) \), \( f(\theta) \), and \( g(\omega) \). Unfortunately, this problem can be solved analytically only for special cases (e.g., Ott–Antonsen phase ensembles \[19, 20, 21, 22\]) or with some simplifying assumptions for calculation of \( h^{\omega}(\theta) \) from \( h(\theta) \). For high-synchrony states a sensible assumption will be \( h^{\omega}(\theta) \approx h(\theta) \).

The effective Langevin equation for Eq. (10) reads
\[
\dot{\theta} = \omega + \mu h^{\omega}(\theta) + \varepsilon^2 f'(\theta) + \varepsilon \sqrt{2[f(0) - f(\theta)]} \circ \xi(t) + \sigma \zeta(t) . \tag{12}
\]

For the Kuramoto and Kuramoto–Sakaguchi ensembles with the sinusoidal noise terms, studied in \[20, 21\], \( h(\theta) = \sin(\theta + \beta) - \sin \beta \), \( \mathcal{B}(\varphi) = \sin \varphi \), \( f(\theta) = 0.5 \cos \theta \), Eqs. (10) and (12) with specified functions \( h(\theta) \) and \( f(\theta) \) are equivalent to the corresponding equations of Refs. \[20, 21\] in the limit of high synchrony. While demonstration of that for Eq. (10) is merely a technical task, for Eq. (12), one has to bear in mind that two independent Gaussian noises \( \sqrt{0.5 \sin \theta} \circ \zeta(t) + \sqrt{0.5 \cos \theta - 1} \circ \zeta(t) \) act as a single noise the intensity of which is the sum of the intensities of independent noises, i.e., they are equivalent to the term \( [0.5 \sin^2 \theta + 0.5 \cos \theta - 1]^{1/2} \circ \xi(t) = \sqrt{1 - \cos \theta} \circ \xi(t) \). The discrepancies for imperfect synchrony appear, because the reference phase, we use in this work, is not equivalent to the phase of the order parameter of the state of partial synchrony.

Now we specify the normalization conditions for \( h(\theta) \) and \( f(\theta) \) (or \( \mathcal{B}(\varphi) \)); we can choose these normalization conditions by deliberating the scale for \( \mu \) and \( \varepsilon \), respectively. From Eq. (12), one can see that the coupling is importantly
characterized by \( h(\theta) \) for small phase deviations \( \theta \) (close to perfect synchrony); therefore, it is natural to adopt the normalization condition

\[
\lim_{\theta \to 0} \frac{h(\theta)}{\theta} = 1.
\]

Below in the text we will see that an important characteristic of the phase sensitivity to noise \( B(\varphi) \) is \( \langle [B'(\varphi)]^2 \rangle_\varphi \). Simultaneously, the vast number of papers in the field deals with the cases where \( B(\varphi) = \sin \varphi \); therefore, for the ease of comparison with earlier works (especially, \([20,21]\)) we adopt the normalization condition

\[
\langle [B'(\varphi)]^2 \rangle_\varphi = \frac{1}{2}, \quad \text{or} \quad f(0) - f(\theta) = \frac{\theta^2}{4} + O(\theta^4).
\]

3. Ensemble of identical oscillators

3.1. No intrinsic noise

For identical oscillators (\( \omega = 0 \)) without intrinsic noise, the perfect synchrony state is possible and characterization of its stability becomes the main task. While for the Ott–Antonsen systems a finite dimensional equation system can be derived for the order parameter and one can naturally characterize the transition to the perfect synchrony state in terms of this order parameter, for general limit-cycle oscillators the quantitative characterization is less deliberated. We provide a two-fold characterization of the stability: (i) the evaporation Lyapunov exponent for the state cluster and (ii) dynamics of the probability density function \( W(t) \) close to perfect synchrony.

For an oscillator slightly deviating from a cluster, \( h^{\text{ev}}(\theta) = h(\theta), |\theta| \ll 1 \) and Langevin equation (12) at \( \omega = \sigma = 0 \) yields

\[
\dot{\theta} = -\mu \theta - \epsilon^2 \langle [B'(\varphi)]^2 \rangle_\varphi \theta + \epsilon \langle [B'(\varphi)]_\varphi \rangle^{1/2} \theta \circ \xi(t)
\]

and provides the cluster evaporation Lyapunov exponent:

\[
\lambda = \langle \frac{d}{dt} \ln \theta \rangle = -\mu - \epsilon^2 \langle [B'(\varphi)]^2 \rangle_\varphi = -\mu - \frac{\epsilon^2}{2}.
\]

The perfect synchrony state is attractive where \( \lambda < 0 \), i.e. for nonlarge repulsive coupling as well as for attractive coupling.

Let us consider now the dynamics of \( W(\theta) \) close to the perfect synchrony state. Eqs. (10) and (11) yield

\[
\frac{\partial}{\partial t} W - \mu \frac{\partial}{\partial \theta} (\theta W) - \frac{\epsilon^2}{2} \frac{\partial^2}{\partial \theta^2} (\theta^2 W) = 0.
\]

For even distributions \( W(\theta) \) one can multiply Eq. (15) by \( \theta^n \) and integrate from 0 to +\( \infty \) to obtain:

\[
\frac{d}{dt} \langle \theta^n \rangle + n \mu \langle \theta^n \rangle - \frac{n(n-1)}{2} \epsilon^2 \langle \theta^n \rangle = 0,
\]

or

\[
\frac{d}{dt} \ln \langle \theta^n \rangle = n \left( -\mu - \frac{\epsilon^2}{2} \right) = n \left( 1 + n \frac{\epsilon^2}{2} \right).
\]

Eq. (16) characterizes the process of localization/delocalization of the distribution with time. It is important, that the convergence of integral \( \langle \theta^n \rangle \) requires \( W(\theta) \) to decay for large \( \theta \) not slower than \( 1/|\theta|^{1+n+\epsilon} \) with \( \epsilon > 0 \). For \( n \to +0 \), this integral converges for any distribution which can be normalized (i.e. is not a \( \delta \)-function); for this case the condition of collapse of the distribution is \( \lambda < 0 \). Different decay rates and conditions of \( \langle \theta^n \rangle \) for \( n > 0 \) reflect the properties of localization of \( W(\theta) \) in \( \theta \); heavy tails of the distribution result in poorer integral convergence properties.
3.2. With intrinsic noise
For nonzero $\sigma$, Eqs. (10) and (11) yield
\[
\frac{\partial}{\partial t} W - \mu \frac{\partial}{\partial \theta} (\theta W) - \frac{\partial^2}{\partial \theta^2} \left( \frac{e^2 \theta^2}{2} + \sigma^2 \right) W = 0. \tag{17}
\]
Here we naturally restrict our consideration to the case of $\sigma \ll \epsilon$, as the ensemble will be far from perfect synchrony otherwise. The steady state solution to Eq. (17) is
\[
W_{\text{ss}}(\theta) = \frac{\Gamma(1 + m)}{\sqrt{2\pi} \Gamma\left(\frac{1}{2} + m\right)} \frac{e}{\sigma} \left( 1 + \frac{e^2 \theta^2}{2\sigma^2} \right)^{-\frac{1}{2}(1+m)}, \tag{18}
\]
where
\[
m \equiv \frac{\mu}{\epsilon^2}.
\]
For arbitrary small intrinsic noise strength $\sigma$, distribution (18) is localized and can be normalized only if $m > -1/2$, which corresponds to $\lambda < 0$.

At $m = 0$, Eq. (18) turns into the Lorentzian distribution reported for the no-coupling case in [16].

4. Ensemble of slightly nonidentical oscillators
4.1. Analytical theory
For a steady state distribution, Eq. (10) can be once integrated and yields the probability flux
\[
q = (\omega + \mu h^v(-\theta)) W_\omega - \frac{\partial}{\partial \theta} \left( 2e^2 [f(0) - f(\theta)] + \sigma^2 \right) W_\omega, \tag{19}
\]
which, on the other hand, yields average frequency mismatch: $\langle \dot{\theta} \rangle = 2\pi q$. The formal solution of Eq. (19) reads
\[
W_\omega(\theta) = \frac{q}{2e^2 [f(0) - f(\theta)] + \sigma^2} \int_0^{\theta+2\pi} d\psi \exp \left( - \int_0^\psi d\theta \frac{\omega + \mu h^v(-\theta)}{2e^2 [f(0) - f(\theta)] + \sigma^2} \right) \exp \left( - \int_0^{2\pi} d\theta \frac{\omega + \mu h^v(-\theta)}{2e^2 [f(0) - f(\theta)] + \sigma^2} \right) - 1. \tag{20}
\]
The probability flux $q$ can be found from the normalization condition $\int_0^{2\pi} W_\omega(\theta) d\theta = 1$. Eq. (20) can be recast into a more informative form, if one notice that, for $\sigma \ll \epsilon$, the principal contribution to the $\theta$-integral is made by the interval of small $\theta$, where the denominator is small. For this interval one can make substitution
\[
\mu h^v(-\theta) = m(2e^2 [f(0) - f(\theta)] + \sigma^2) + \mu h^v_{\text{res}}(-\theta),
\]
where
\[
m = \lim_{\theta \to 0} \frac{\mu h^v(-\theta)}{2e^2 [f(0) - f(\theta)] + \sigma^2} = \frac{\mu}{\epsilon^2},
\]
the Taylor series of $h^v_{\text{res}}(-\theta)$ starts with the $\theta^2$-term (i.e. it becomes nonsmall only where the integrand is already significantly suppressed by the denominator), and, moreover, for the systems where $f(\theta) \sim \cos \theta$ and $h(\theta) \sim -\sin \theta$ (e.g., [20, 21]) the residue $h^v_{\text{res}}(-\theta)$ vanishes. Then Eq. (20) takes form:
\[
W_\omega(\theta) = \frac{q}{2e^2 [f(0) - f(\theta)] + \sigma^2} \int_0^{\theta+2\pi} d\psi \frac{2e^2 [f(0) - f(\theta)] + \sigma^2}{(2e^2 [f(0) - f(\theta)] + \sigma^2)} \exp \left( - \int_0^\psi d\theta \frac{\omega + \mu h^v_{\text{res}}(-\theta)}{2e^2 [f(0) - f(\theta)] + \sigma^2} \right) \exp \left( - \int_0^{2\pi} d\theta \frac{\omega + \mu h^v_{\text{res}}(-\theta)}{2e^2 [f(0) - f(\theta)] + \sigma^2} \right) - 1. \tag{21}
\]
and

\[
\langle \dot{\theta} \rangle = \frac{1}{2\pi \sigma} \exp \left( \int_0^{2\pi} d\theta \frac{\omega + \mu h_{\text{res}}^\ast(-\theta)}{2\varepsilon^2[f(0) - f(\theta)] + \sigma^2} \right) - 1.
\] (22)

Further in this subsection we derive the asymptotic laws for the dependence of \( \langle \dot{\theta} \rangle \) on \( \omega \) given by Eq. (22).

For Eq. (22) with \( \sigma \ll \varepsilon \), one can distinguish two characteristic zones of the dependence of \( \langle \dot{\theta} \rangle \) on \( \omega \). (i) Where \( \omega \) is non-small compared to \( \mu h_{\text{res}}^\ast \), the vicinity of \( \theta = 0 \) makes the principal contribution into integrals due to the small values of the denominator of the integrand in the \( \dot{\theta} \)-integral. Here, neglecting \( \sigma \) and employing the same approximations as in Appendix B of [22], one can evaluate

\[
\langle \dot{\theta} \rangle \approx \frac{\sqrt{\pi} \Gamma(m + \frac{1}{2})}{\Gamma(\frac{m}{2} + 1)} \frac{\omega}{\varepsilon^2} \left( \frac{\varepsilon}{\omega} \right)^{2m+1}.
\] (23)

Here \( \Gamma(\cdot) \) is the Gamma-function.

However, if \( \omega \) is zero, the contribution of the \( \mu h_{\text{res}}^\ast \)-term in the \( \dot{\theta} \)-integral becomes non-negligible. For \( \omega \ll \sigma^2 \), one can construct an expansion for Eq. (22) with \( W_\omega = W_0 + W_1 + \ldots + q = q_1 + \ldots \), where \( W_\omega, q_\omega \sim \omega^\alpha \). \[0 = \mu h_{\text{res}}^\ast(-\theta)W_0 - \frac{\partial}{\partial \theta} \left( 2\varepsilon^2[f(0) - f(\theta)] + \sigma^2 \right)W_0, \] (24)

\[q_1 = \omega W_0 + \mu h_{\text{res}}^\ast(-\theta)W_1 - \frac{\partial}{\partial \theta} \left( 2\varepsilon^2[f(0) - f(\theta)] + \sigma^2 \right)W_1. \] (25)

The non-normalized solution to Eq. (24) reads

\[W_0(\theta) = \exp \left( \int_0^\theta \frac{\mu h_{\text{res}}^\ast(-\theta) d\theta}{2\varepsilon^2[f(0) - f(\theta)] + \sigma^2} \right). \]

where the integral in the argument of the exponential is finite since the integrand is finite everywhere. The conjugated problem for Eq. (24) and its solution read

\[0 = \mu h_{\text{res}}^\ast(-\theta)W_0^\ast + \left( 2\varepsilon^2[f(0) - f(\theta)] + \sigma^2 \right)\frac{\partial}{\partial \theta}W_0^\ast, \]

\[W_0^\ast(\theta) = \exp \left( - \int_0^\theta \frac{\mu h_{\text{res}}^\ast(-\theta) d\theta}{2\varepsilon^2[f(0) - f(\theta)] + \sigma^2} \right). \]

Multiplying Eq. (25) by \( W_0^\ast \) and integrating over \( \theta \), one can obtain

\[\langle \dot{\theta} \rangle \approx 2\pi q_1 = \frac{2\pi \langle W_0^\ast W_0 \rangle_0}{\langle W_0^\ast \rangle_0 \langle W_0 \rangle_0} \omega. \] (26)

Thus, for \( \omega \to 0 \), the power law (23) is replaced with the linear dependence of the observed frequency difference \( \langle \dot{\theta} \rangle \) on the natural frequency mismatch \( \omega \).

For \( \sigma \ll \varepsilon \), the expression for the proportionality coefficient of this dependence can be simplified and one can see some of its properties explicitly. Indeed, for \( \sigma \ll \varepsilon \),

\[\langle W_0^\ast W_0 \rangle_0 \approx \frac{\pi \sqrt{2}}{\sigma \varepsilon}. \]
is system-specific. Notice, for the systems with small $h$, where we explicitly indicate that the coefficient depends only on the ratio $m = \mu/\epsilon^2$, the form of this dependence is system-specific. Notice, for the systems with small $h_{\text{res}}$ (e.g., for nearly harmonic oscillators $h_{\text{res}} \approx 0$), the integral $I_{\text{res}} \to 0$ and Eq. (27) simplifies to

$$
\langle \hat{\theta} \rangle \approx C(m) \left( \frac{\epsilon}{\mu} \right)^{2m-1} \omega,
$$

where we explicitly indicate that the coefficient $C$ depends only on the ratio $m = \mu/\epsilon^2$, the form of this dependence is system-specific. Notice, for the systems with small $h_{\text{res}}$ (e.g., for nearly harmonic oscillators $h_{\text{res}} \approx 0$), the integral $I_{\text{res}} \to 0$ and Eq. (27) simplifies to

$$
\langle \hat{\theta} \rangle \approx \begin{cases} 
\frac{2m+1}{2} \frac{\Gamma(1-m)}{\Gamma(1+m)} \omega, & m < \frac{1}{2}; \\
\frac{2m+1}{2} \frac{\Gamma(1-m)}{\Gamma(1+m)} \omega, & m > \frac{1}{2}.
\end{cases}
$$

The analytical result (27) as well as the asymptotic laws (23) and (26) can be observed with the results of numerical simulation for example systems in the next subsection.

4.2. Phase reduction theory vs numerical simulation

In Fig. 1, we illustrate the effect of the global coupling in the presence of common noise with a finite ensemble of nonlinear oscillators. One can see, that in the presence of common noise the frequency locking becomes impossible for...
Figure 2. The average frequency shift is plotted vs the natural frequency mismatch $\omega$ for large ensembles of globally coupled oscillators driven by common and intrinsic noise: direct numerical simulation. (a): Van der Pol oscillator \((28)\) with $a = 1, \bar{\mu} = 0.021, 0.014, 0.007, 0, -0.007, -0.014$ (from bottom to top on the right-hand side, the same parameters as in Fig. 6b); (b): Van der Pol–Duffing oscillator \((29)\) with $a = b = 1, \bar{\mu} = 0.0135, 0.009, 0.0045, 0, -0.0045, -0.009$ (the same parameters as in Fig. 7b); (c): FitzHugh–Nagumo system \((30)\) with $\bar{\mu} = 0.006, 0.003, 0, -0.003, -0.006$ (the same parameters as in Fig. 7d).

Figure 3. Phase reduction properties of Van der Pol oscillator \((28)\) with $a = 1$. (a): Limit cycle orbit. (b): Phase resetting curve $B(\varphi)$ (or susceptibility of the phase to noise). (c): Function $f(\theta)$ determining the synchronizing action of noise [see Eqs. (12), (19), or (22)]; the harmonic approximation of $f(\theta)$ is plotted with the red circles. (d) and (e): The susceptibility $h(\theta)$ of the phase to the coupling term for the cases of $\bar{G}/N \sum_i (x_i - y_i)$ and $\bar{G}/N \sum_i (y_i - y_j)$ terms in $y$, respectively; the red circles and the blue square represent the harmonic and Ott–Antonsen approximations of $h(\theta)$, respectively. (f): The residual part of $h(\theta)$ for the cases of the $y$- and $x$-coupling (solid and dashed lines).

arbitrary strong attractive coupling (Fig. 1b), while without noise the frequencies become identical for strong enough coupling (Fig. 1h). Due to the synchronizing action of common noise, the order parameter $R = \langle |N^{-1} \sum_j e^{i\varphi_j}| \rangle$ can be quite large even for a non-strong negative coupling. Much more intriguingly, the synchronization of the oscillator states (which occurs also for moderately strong repulsive coupling) does not necessarily mean the pulling together of
the average frequencies. On the contrary, for negative coupling the frequencies are more diverse than for no-coupling case (see Fig. 1b). Meanwhile, for no common noise, the effect of the negative coupling on the average frequencies nearly disappears, since there is no mean field for the global coupling term (some small value of $R$ is observed as a finite-size effect and vanishes in the thermodynamic limit of $N \to \infty$).

For a systematic study of the effect, the phase reduction properties have been derived for the ensembles of several example nonlinear oscillators:

(a) Van der Pol oscillators:

$$\dot{x}_j = y_j, \quad \dot{y}_j = a(1 - 4x_j^2)y_j - \omega_0^2x_j + \frac{\mu}{N} \sum_{k=1}^{N} (y_k - y_j) + \bar{\varepsilon}_j(t) + \bar{\sigma} \zeta_j(t),$$

where $a$ is the bifurcation parameter; the bigger is $a$ the stronger is the oscillator anharmonicity. The tilde sign is used for coefficients since they are not normalized as coefficients in the phase reduction equations; the parameter $\tilde{\omega}$ also differs from the cyclic frequency of nonlinear oscillations.

(b) Van der Pol–Dufling oscillators:

$$\dot{x}_j = y_j, \quad \dot{y}_j = a(1 - 4x_j^2)y_j - \omega_0^2x_j - b x_j^3 + \frac{\mu}{N} \sum_{k=1}^{N} (y_k - y_j) + \bar{\varepsilon}_j(t) + \bar{\sigma} \zeta_j(t),$$

where $b$-term introduces the nonisochronicity of oscillations; the bigger is $b$ the more anisochronous are oscillations of different amplitude.

(c) FitzHugh–Nagumo systems [35, 36]:

$$\dot{v}_j = v_j - v_j^3/3 - w_j + I_{\text{ext},j} + \frac{\mu}{N} \sum_{k=1}^{N} (v_k - v_j) + \bar{\varepsilon}_j(t) + \bar{\sigma} \zeta_j(t), \quad \dot{w}_j = 0.12(v + 0.7 - 0.8w),$$

Figure 4. Phase reduction properties of Van der Pol–Dufling oscillator [29] with $a = 1, b = 1$. For description see the Caption for Fig. 3.
Figure 5. Phase reduction properties of FitzHugh–Nagumo model (30). (a): The regime of stable periodic oscillations. (b), (c): See the Caption for Fig. 3. (d): The susceptibility \( h(\theta) \) of the phase to the coupling term; the blue squares show its Ott–Antonsen approximation. (e): The residual part of \( h(\theta) \).

where \( v_j \) is the neuron membrane voltage, \( w_j \) is the linear recovery variable, \( I_{\text{ext},j} \) is external stimulus.

In Fig. 2, we show the effect of frequency entrainment/anti-entrainment for these systems with attractive/repulsive global coupling.

In Figs. 3–5, we present the phase reduction properties calculated for dynamic systems (28)–(30) (instrumentally, these properties can be calculated with modification of the Maple-program in supplementary material of Ref. [37]). In Fig. 6, the results of numerical simulations for Eqs. (28) demonstrate a good agreement with the results of analytical theory (red dashed lines). In particular, the power law (23) can be well seen with the black dotted lines, as well as linear behavior (26) for small \( \omega \).

However, one can notice a regular shift between the analytical and numerical results for \( \omega \rightarrow 0 \). To understand this shift, let us remind the results for the Kuramoto and Kuramoto–Sakaguchi ensembles [20, 21], where it was possible to take the synchrony imperfectness into account rigorously. For the perfect synchrony, only the power law of form (23) was observed at \( \omega \rightarrow 0 \) (this law was analytically derived in Appendix B of [22]). The transition to a linear dependence for extremely small \( \omega \) was observed only as a result of the synchrony imperfectness. In this work, the synchrony imperfectness cannot be rigorously taken into account with the phase reduction in a simple way. On the other hand, in this work we can take the impact of intrinsic noise into consideration. This consideration is correct from the view point of hierarchy of small parameters [as one can see from the derivation procedure staring with Eq. (5)], but it cannot be extended beyond the leading order of the perturbation theory, since the deviation of the order parameter from 1 in the coupling term is neglected by assuming \( h^\text{av}(\theta) \approx h(\theta) \). In our consideration, the intrinsic noise (of general form) resulted finally in \( \sigma^2\text{-term in Eq. (19)} \), while exactly the same sort of term was appearing in Refs. [21, 22] due to the synchrony imperfectness. Hence, one can expect that certain fixed level of an additional intrinsic noise can mimic the impact of synchrony imperfectness. Indeed, with the additional effective intrinsic noise of intensity \( \Delta\sigma^2 = 0.28 \cdot 10^{-4} \), the analytical results (blue lines in Fig. 6a) exhibit a nearly perfect correspondence with the results of numerical simulation.
In Figs. 6, 7, a, b, the results of the analytical theory with functions $f(\theta)$ and $h(\theta)$ from Figs. 3, 5 are in a fair agreement with the results of numerical simulation for strongly nonlinear Van der Pol and Van der Pol–Duffing oscillators and FitzHugh–Nagumo system [Eqs. (28), (29), and (30), respectively].
Here we would like to draw the attention to panels (c-e) in Figs. 3 and 4. For nearly-harmonic oscillators,

$$\ddot{x}_j + x_j + \mathcal{N}(x_j, \dot{x}_j) = \frac{\mu}{N} \sum_{k=1}^{N} (x_k - x_j) + \varepsilon \xi(t) + \sigma \zeta(t),$$

where $\mathcal{N}(x_j, \dot{x}_j)$ stands for small nonlinear terms, one can derive Kuramoto-type equations with $h = \sin \theta$ (or $h = 1 - \cos \theta$ for the case of a reactive coupling) and $f = 0.5 \cos \theta$. For a more general case of oscillators the phase reduction of which admits the Ott–Antonsen approach, one finds $h = \sin(\theta + \beta) - \sin \beta$ and the same $f = 0.5 \cos \theta$. In Figs. 3 and 4 one can see that $f$ and $h$ for significantly nonlinear oscillators are very close to their harmonic approximations (red circles) and undistinguishable from the OA approximations (blue squares), even though $B(\varphi)$ is far from a sinusoidal shape. Since the effect of frequency entrainment/anti-entrainment, as it can be seen from the analytical theory, are determined dominantly by $f(\theta)$ and $h(\theta)$, one should expect the results for the Van der Pol and Van der Pol–Du...
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Appendix A. Phase reduction and the amplitude degrees of freedom

Let us consider the role of amplitude degrees of freedom for the phase reduction of the systems where the noise autocorrelation time is nonlarge compared to the relaxation time for the amplitude degrees of freedom. For simplicity we consider 2-D oscillators (i.e., the systems with one amplitude degree of freedom); the results can be extended to higher-dimensional systems in a straightforward way. Generally, the equations for a limit-cycle oscillators can be rewritten in the phase–amplitude variables:

$$
\dot{\varphi}_j = \Omega + \frac{\mu}{N} \sum_{k=1}^{N} \mathcal{H}(\varphi_j, \varphi_k - \varphi_j, r_j, r_k) + \epsilon \mathcal{B}(\varphi_j, r_j) \circ \xi(t) + \sigma \mathcal{C}(\varphi_j, r_j) \circ \zeta_j(t),
$$

\( (A.1) \)

$$
\dot{r}_j = -\lambda r_j + \frac{\mu}{N} \sum_{k=1}^{N} \mathcal{P}(\varphi_j, \varphi_k - \varphi_j, r_j, r_k) + \epsilon \mathcal{S}(\varphi_j, r_j) \circ \xi(t) + \sigma \mathcal{R}(\varphi_j, r_j) \circ \zeta_j(t),
$$

\( (A.2) \)

where \( \lambda \) is the transversal Lyapunov exponent (see Supplementary material in 33 for the explanation of the general validity of this form of equations). Making expansions in \( r, \mathcal{H}(\varphi, \varphi_j, r_j) = \mathcal{H}_{00}(\varphi, \varphi_j) + \mathcal{H}_{10}(\varphi, \varphi_j) r_j + \mathcal{H}_{01}(\varphi, \varphi_j) r_k + \mathcal{O}(r_j), \mathcal{B}(\varphi, r) = \mathcal{B}_0(\varphi) + \mathcal{B}_1(\varphi) r + \mathcal{O}(r^2), \) etc., one finds

$$
\dot{\varphi}_j = \Omega + \frac{\mu}{N} \sum_{k=1}^{N} \left[ \mathcal{H}_{00}(\varphi_j, \varphi_k - \varphi_j) + r_j \mathcal{H}_{10}(\varphi_j, \varphi_k - \varphi_j) + r_k \mathcal{H}_{01}(\varphi_j, \varphi_k - \varphi_j) + \ldots \right] + \epsilon \left[ \mathcal{B}_0(\varphi_j) + r_j \mathcal{B}_1(\varphi_j) + \ldots \right] \circ \xi(t) + \sigma \left[ \mathcal{C}_0(\varphi_j) + r_j \mathcal{C}_1(\varphi_j) + \ldots \right] \circ \zeta_j(t),
$$

\( (A.3) \)

$$
\dot{r}_j = -\lambda r_j + \frac{\mu}{N} \sum_{k=1}^{N} \left[ \mathcal{P}_{00}(\varphi_j, \varphi_k - \varphi_j) + r_j \mathcal{P}_{10}(\varphi_j, \varphi_k - \varphi_j) + \ldots \right] + \epsilon r_j \mathcal{S}_0(\varphi_j) \circ \xi(t) + \sigma \mathcal{R}_0(\varphi_j) \circ \zeta_j(t) + \ldots.
$$

\( (A.4) \)

Applying the regular procedure of phase reduction for a \( \delta \)-correlated noise 32, 33, one finds to the leading corrections:

$$
\dot{\phi} = \Omega_{\phi} \equiv \Omega + \epsilon^2 \mathcal{S}_0(\varphi) \mathcal{B}_1(\varphi) + \sigma^2 \mathcal{R}_0(\varphi) \mathcal{C}_1(\varphi).
$$

\( (A.5) \)

The growth rate of the phase \( \phi \) is now subject not only to the effect of the coupling and two noise terms, but also to a deterministic time-dependent shift, \( \epsilon \mathcal{S}_0(\varphi) \mathcal{B}_1(\varphi) + \sigma^2 \mathcal{R}_0(\varphi) \mathcal{C}_1(\varphi) \). Now one has to introduce a new "true" phase \( \phi \), which must grow uniformly in the absence of the \( \mu \)-term and two latter noise terms;

$$
\dot{\phi} = \Omega_{\phi} \equiv \Omega + \epsilon^2 \mathcal{S}_0(\varphi) \mathcal{B}_1(\varphi) + \sigma^2 \mathcal{R}_0(\varphi) \mathcal{C}_1(\varphi).
$$

\( (A.5) \)

The relation between \( \phi \) and \( \varphi \) is

$$
\frac{d\phi}{d\varphi} = \frac{\Omega_{\phi} \varphi}{\Omega + \epsilon^2 \mathcal{S}_0(\varphi) \mathcal{B}_1(\varphi) + \sigma^2 \mathcal{R}_0(\varphi) \mathcal{C}_1(\varphi)}.
$$

\( (A.5) \)

To the leading correction in \( \mu, \epsilon^2, \) and \( \sigma^2 \), Eq. \( (A.5) \) yields

$$
\dot{\phi}_j \approx \Omega_{\phi} + \frac{\mu}{N} \sum_{k=1}^{N} \left[ \mathcal{H}_{00}(\phi_j, \phi_k - \phi_j) + \epsilon \mathcal{B}_0(\phi_j) \circ \xi(t) + \sigma \mathcal{C}_0(\phi_j) \circ \zeta_j(t) \right].
$$

\( (A.6) \)

Eqs. \( \ref{(A.5)} \) and \( \ref{(A.6)} \) are identical up to the substitution \( (\Omega, \varphi_j) \leftrightarrow (\Omega_{\phi}, \phi_j) \), i.e. Eq. \( \ref{(A.5)} \) is generally valid up to a proper correction of the natural frequency.
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