Vision Transformer Visualization: What Neurons Tell and How Neurons Behave?

Abstract

Recently vision transformers (ViT) have been applied successfully for various tasks in computer vision. However, important questions such as why they work or how they behave still remain largely unknown. In this paper, we propose an effective visualization technique, assisting us in exposing the information carried in neurons and feature embeddings across the ViT’s layers. Our approach departs from the computational process of ViTs with a focus on visualizing the local and global information in input images and the latent feature embeddings at multiple levels. Visualizations at the input and embeddings at level 0 reveal interesting findings such as providing support as to why ViTs are rather generally robust to image occlusions and patch shuffling; or unlike CNNs, level 0 embeddings already carry rich semantic details. Next, we develop rigorous framework to perform effective visualizations across layers, exposing the effects of ViTs filters and grouping/clustering behaviors to object patches. Finally, we provide comprehensive experiments on real datasets to qualitatively and quantitatively demonstrate the merit of our proposed methods as well as our findings. [https://github.com/byM1902/ViT_visualization](https://github.com/byM1902/ViT_visualization)

1 Introduction

Inspired by the success of Transformer [28] in natural language processing [8], Vision Transformers (ViT) [9, 25] have been proposed for vision data with a specific focus on large-scale and complex datasets such as ImageNet [7, 20]. Subsequently, inherited from the original ViT [9], many variants of ViTs have been explored to deal with various applications in computer vision ranging from image classification [25, 4], object detection [3, 32, 14], semantic segmentation [31, 23, 29], image captioning [6, 30] to name a few.

*The first two authors contributed equally to this work

Preprint. Under review.
With the engagement of the multi-head self-attention mechanism \[23\], ViTs operating principle is fundamentally different from that of Convolutional Neural Networks (CNN) \[13, 11\]. Therefore, it is essential to answer the questions regarding the intriguing properties of ViTs. For instance, "how are ViTs fundamentally different from CNNs?", "what are the intriguing properties of ViTs?", or "how are ViTs robust to adversarial attacks, image occlusions, or patch shuffling?". Targeting these questions, some works have been dedicated to studying the characteristics and behaviors of ViT, notably \[17, 2, 22, 19, 18\].

Particularly, Naseer et al. \[17\] studied the intriguing properties of ViTs and found that ViTs are more robust to image occlusions, patch shuffling, and shape-biased learning than CNNs. Shao et al. \[22\] analyzed ViTs against adversarial noise and demonstrated that ViTs are more robust to high frequency changes. Additionally, Bhogapanalil et al. \[2\] studied ViTs against spatial perturbations \[22\] and showed their robustness to the removal of almost any single layer and their robustness superiority to the ResNet counterparts. Recently, to compare the robustness of ViTs and CNNs, Yutong et al. \[1\] undertook comprehensive and fair experiments to come with a quite opposite conclusion: ViTs are not actually more robust than CNNs w.r.t. adversarial examples. Furthermore, Maithra et al. \[19\] analyzed the internal representation structure of ViTs and CNNs on image classification benchmarks and found that ViTs have more uniform representations across all layers. Namuk et al. \[18\] studied the behavior of multi-head self-attentions (MSA) and convolutional layers (Convs), and then proposed to replace Conv blocks at the end of a stage with MSA blocks for improving the performance.

In this paper, to enrich the understanding of the behaviors and characteristics of ViTs, we propose a visualization technique that allows us to visualize the information in input images captured in neurons and feature embeddings across the layers of ViTs. Furthermore, by observing and analyzing the outputs of our visualization technique, we observe an interesting clustering behavior of feature embeddings across the layers for which we can develop a simplified mathematical explanation. More concretely, our contributions in this paper can be summarized:

- We propose a visualization technique to visually expose the local/global information in input images carried in neurons and embeddings across the layers of ViTs. Additionally, using the proposed visualization technique, we can partly explain why ViTs are rather robust to image occlusions and patch shuffling.

- Moreover, by visualizing neurons and embeddings at the layer 0, we find that the filters of ViTs (i.e., \(16 \times 16\) filters) are sufficiently powerful to activate multiple object types across multiple images. This is different from CNNs, where the low-level filters are typically small and can capture only low-level features (e.g., edges or lines) at low-level layers.

- Furthermore, by analyzing the outputs of our visualization technique, we further realize the clustering behavior of feature embeddings across layers. Specifically, when moving up to higher layers, ViT’s feature embeddings at each layer tend to form more well-separated clusters, each of which is dominated by feature embeddings corresponding to the same object type’s patches (e.g., feature embeddings of the dog patches); the attention weights for feature embeddings in an object cluster are also higher than others. Finally, we develop a simplified mathematical theory to explain this clustering behavior and conduct experiments on the Pascal VOC 2009 dataset \[10\] to quantitatively verify it.

2 Vision Transformers

We recap the technical specification of ViT \[9\], which lays foundation for the presentation of our visualization technique in the sequel. Given an image \(x \in \mathbb{R}^{H \times W \times C}\), we divide this image to \(N\) patches \(\{x_p\}_{i=1}^N\), each of which has the shape \(x_p^i \in \mathbb{R}^{P \times P \times C}\) with \(N = \frac{H \times W}{P \times P}\). We next apply \(D\) filters with the shape \(P \times P \times C\) to each patch to work out a patch embedding \(\tilde{z}_i^0 \in \mathbb{R}^{D \times 1}\) \((i = 1, ..., N)\). We then concatenate the patch embedding with the class embedding \(z_{class}^0 = \tilde{z}_i^0\). Finally, we add the position encoding \(E_{pos} \in \mathbb{R}^{(N+1) \times D}\) to obtain the patch embeddings and class embedding at the layer 0 as

\[
\begin{align*}
    z_0 & = \left[ z_{class}, \tilde{z}_i^1, ..., \tilde{z}_i^N \right]^T + E_{pos} \in \mathbb{R}^{(N+1) \times D}.
\end{align*}
\]

The representations at layer 0 are fed to the Transformer encoder \[27\] consisting of alternating layers of multi-headed self-attention (MSA) and MLP blocks. Layer norm (LN) is applied before every
block, and residual connections after every block. Additionally, the MLP contains two layers with a GELU non-linearity.

\[
\hat{z}_l = MSA(LN(z_{l-1})) + z_{l-1}, \quad l = 1, \ldots, L \\
z_l = MLP(LN(\hat{z}_l)) + \hat{z}_l, \quad l = 1, \ldots, L \\
y = LN(z_0^0).
\]

Here we note that we use the pretrained ViT [9] for the visualization and empirical studies of the behaviors of ViT. Therefore, we have \(H = W = 224, D = 768,\) and \(N = 14 \times 14 = 196.\)

3 Visualization for ViT

In this section, we first present our visualization technique for neurons and embeddings across the layer 0 and subsequent layers. We then discuss the findings based on the observation of the visual outputs. Interestingly, the visual outputs give us a hint on the clustering behavior of the patch embeddings corresponding to the objects in an input image. We finally conduct further experiments on real images to quantitatively confirm this finding.

3.1 What Do Neurons Tell?

3.1.1 Visualization for Layer 0

We visualize to answer the question: “What information is captured or represented by a neuron or an embedding at the layer 0?” Since we convolve a specific filter with an image patch to compute a neuron at the layer 0 and all \(D\) filters with an image patch to form a patch embedding, a neuron or patch embedding at the layer 0 can only capture a local information of a patch.

**Visualizing a neuron and an embedding at the layer 0:** The neuron \(z_{0}^{i,j}\) (i.e., the neuron \(j\) of the patch embedding \(i\)) is formed by convolving the filter \(f_j \in \mathbb{R}^{P \times P \times C}\) (1 \(\leq j \leq D\)) and the patch \(x_p^i\). Therefore, this neuron contains a local information of the patch \(i\) w.r.t. the filter \(f_j\), meaning that it captures local information from a view of a patch. To visualize the neuron \(z_{0}^{i,j}\), we perform the element-wise product between the patch and the filter: \(V(z_{0}^{i,j}) = f_j \otimes x_p^i \in \mathbb{R}^{P \times P \times C}\).

Here we denote \(V(z_{0}^{i,j})\) as the *visualization of the neuron* \(z_{0}^{i,j}\). Furthermore, to visualize the patch embedding \(z_0^i\) (i.e., the row \(z_0^{i:D}\)), we overlay the visualizations \(V(z_0^{i:D})\). In other words, we stack the \(D\) tensors/images \(V(z_0^{i:D}) \in \mathbb{R}^{P \times P \times C}\) to represent the information of the patch embedding \(z_0^i\). Obviously, the visualization \(R(z_0^i)\) of \(z_0^i\) can only capture a local information according to a multi-view of the patch \(x_p^i\).

Moreover, we visualize all neurons in the column \(j\) corresponding to the filter \(f_j\) (i.e., the column \(z_0^{1:N,j}\)) by placing \(V(z_0^{1:N,j})\) in the shape of input image. This can be realized by simply moving the filter \(f_j\) across all patches and doing the element-wise products on the fly. Certainly, the visualization \(R(z_0^{1:N,j})\) can capture a global information of an entire image w.r.t. a view or a filter. Our visualization for the layer 0 is summarized in Figure 1.

**Visualization of a specific neuron and an embedding on the layer 0:** We now visualize the neurons on the patch embedding 1 in Figure 2. Each neuron contains a local information of the image patch 1 or a view of this image patch. Moreover, we overlay the visualizations of 768 neurons in the row 1 together to yield the visualization of the 768-dimensional patch embedding.

**Visualization of a column of neurons corresponding to a filter on the layer 0:** We choose some filters and visualize the neurons corresponding to these filters on the layer 0 in Figure 3. The neurons corresponding to a filter can be represented by an image formed by convolving this filter and the input image. In other words, these neurons represent a single-view of the entire image. We observe that a \(16 \times 16 \times 3\) filter of ViT is sufficiently powerful, hence it can be learned to optimize and emphasize many object types across various images. For instance, the filter 714 can activate various elephants with different sizes, fishes, and etc. This makes sense because the large \(16 \times 16 \times 3\) filters of ViT make a strong optimization problem with \(16 \times 16 \times 3\) variables to optimize on various object types.
Figure 1: Overview of our visualization technique. At the layer 0, the visualization of the neuron $z_{i,j}^0$ is $V(z_{i,j}^0) = f_j \otimes x_p^j \in \mathbb{R}^{P \times P \times C}$. At the layer 1, we arrange $a_{0:k,j}^N V(z_{k,j}^0) \in \mathbb{R}^{P \times P \times C}, k = 1, ..., N$ to form an image for $V(z_{i,j}^1) = \text{Concat} \left[ a_{0:1:N,i}^N V(z_{0:1:N,j}^0) \right]$. At the layer 2, we employ $V(z_{i,j}^2) = \sum_{k=0}^{N} a_{1:k,i}^N V(z_{1:k,j}^1)$.

Figure 2: Visualization of the neurons and the patch embedding 1 on the layer 0.

across images. It is worth noting that for state-of-the-art CNNs [11, 24], much smaller $3 \times 3 \times 3$ or $5 \times 5 \times 3$ filters are employed, hence the low-level filters can only learn low-level features such as vertical/horizontal lines or edges, whereas the higher-level filters can combine low-level features to obtain more abstract features. We further observe that the filters are complementary in the sense that each of them is responsible for a set of object types. For instance, although the filter 714 cannot activate the dog or cat objects, the filter 732 can complement it to activate these object types.

3.1.2 Visualization for Subsequent Layers

Visualization for Layer 1: We answer the same question but for the neurons and embeddings on the subsequent layers. We start with the layer 1. The neuron $z_{i,j}^1$ is computed based on the neurons $z_{0:N,j}^0$ on the previous layer. Each $z_{i,j}^0$ represents the view $j$ of the patch $i$, hence the neuron $z_{i,j}^1$ combining $z_{0:N,j}^0$ contains a global information of an entire image. Our purpose is to visualize the information in an input image captured in a neuron at a layer. Therefore, for the sake of visualization, we mainly focus on the multi-head self-attention and consider how to visualize the information of $V(z_{i,j}^1)$ based on $V(z_{0:N,j}^0)$ and the attention weights $a_{0:1:N,i}^N$, where $a_{k,j}^{k,j}$ represents the attention weight of the embeddings $z_{k,j}^0$ and $z_{j}^0$. Visualization at this layer is summarized in Figure 1.

Because the neuron $z_{i,j}^1$ contains a global information of an entire image and computationally depends on $z_{0:N,j}^0$ and the attention weights $a_{0:1:N,j}^N$ via a self-attention, we visualize $V(z_{i,j}^1)$ by arranging
Figure 3: Visualization of the neurons in the columns $z_{1:N,714}$ corresponding to the filter 714 and $z_{1:N,732}$ corresponding to the filter 732 for some input images. The filter 714 is good to activate elephants and fishes, whereas the filter 732 is good to activate dogs and cats.

$\mathbf{V}(z_{k,j}^{1:D}) \in \mathbb{R}^{P \times P \times C}$, $k = 1, \ldots, N$ to form an image or a tensor $\mathbf{V}(z_{1}^{i,j}) \in \mathbb{R}^{H \times W \times C}$ in the order according to $k$. By doing so, we can summarize the information of $\mathbf{V}(z_{0}^{k,j})$ with the attention level $a_{0}^{k,j}$ for $k = 1, \ldots, N$ into $\mathbf{V}(z_{1}^{i,j})$. Additionally, to take into account multiple heads, we use the average of the attention weights across the heads for our visualization. Moreover, we do not use the information from $z_{0:j}^{b}$ in the class embedding when visualizing $z_{1}^{i,j}$ since it does not relate directly to a patch. Finally, to yield the visualization $\mathbf{V}(z_{1}^{i}) = \mathbf{V}(z_{1}^{i:1:D})$ for the embedding $i$ at the layer 1, we simply stack $\mathbf{V}(z_{2}^{i,j})$.

Visualization for Layer \( \geq 2 \): We present how to visualize the neurons and embeddings on the layer 2 based on those on the layer 1. We apply the same way to visualize for the remaining layers. Recap that each neuron $z_{2}^{i,j}$ on the layer 1 contains a global information of an entire image. Because $z_{2}^{i,j}$ computationally depends on the neurons $z_{1}^{k:N,j}$ with the attention weights $a_{1}^{k,j}$, we obtain the visualization $\mathbf{V}(z_{1}^{i,j})$ for the neuron $z_{2}^{i,j}$ by $\mathbf{V}(z_{2}^{i,j}) = \sum_{k=0}^{N} a_{1}^{k,i} \mathbf{V}(z_{1}^{k,j})$, which returns an image or a tensor with the shape $\mathbb{R}^{H \times W \times C}$, meaning that the neuron $z_{2}^{i,j}$ contains a global information of an entire image. Visualization at this layer is summarized in Figure 1.

Visualization of neurons and embeddings across layers: In Figure 4 we visualize the neurons corresponding to the filter 3 across the layers for some cases: (i) the neuron relevant to the class embedding, (ii) the neuron relevant to a background (non-object) patch, and (iii) the neuron relevant to a foreground (object) patch. We have the following observations in order. First, the neuron on the class embedding at high layers contain sufficient information of the objects for making predictions. This is possibly due to the fact that we make predictions on the class embedding directly. Second, the neurons corresponding to the patches 62 and 78 (i.e., two patches on the dog object) contain a clear information of the dog object, which is strengthened at higher layers. Third, the neuron on the background patch also contains the information of the objects due to the self-attentions, but the information amount are less than the neurons on the foreground patches. Fourth, the positional encoding information is retained in the neurons. Fifth, the visualizations of the neurons belonging to the same object (e.g., the patches 62 and 78 for the dog object) are more similar to those in other objects or background. This hints us about the clustering behavior of the embeddings corresponding to the foreground patches of the same object, leading to our further investigation in Section 3.2.

Visualization of the information retained with an occlusion: Inspired by [17], we visualize the information from an input image retained in a neuron at a certain layer with an occlusion. We examine three cases: (i) Random drop, (ii) Non-salient drop, and (iii) Salient drop. For the random
Figure 4: Visualization of the neurons corresponding to background (none-object) and foreground (object) patches.

drop, because the patches are randomly dropped, the object information is partly retained rather well. Additionally, the information from the dropped patches seems hard to be recovered in the higher layers, which hurts the final prediction. For the salient drop, the object information retained a little, whereas for the non-salient drop, the object information is remained rather intact. These concur with the observations in [17].

3.2 How Do Neurons Behave?

As hinted by our clustering behavior conjecture in the previous section, we quantitatively and qualitatively investigate this behavior on real images. To realize this clustering behavior, we apply t-SNE [26] to visualize the high-dimensional patch embeddings across the layers.

**t-SNE visualization of the embeddings across the layers**: We use t-SNE [26] to visualize the patch embeddings at each layer of ViT for input images in Figure 6. Particularly, in Figure 6a we visualize the patch embeddings for a single image with a dog object and a cat object at the layers 0, 6, and 11. It can be observed that when moving up to higher layers, the cluster for the dog patch embeddings (i.e., the green points) becomes more separated with the cluster for the cat patch embeddings (i.e., the orange points). In Figure 6b we concatenate four images to have an input image with diverse objects and then visualize the embeddings at the layers 0, 6, and 11. Again, we observe the same clustering behavior, i.e., the clusters for the object embeddings become more separated at higher layers. In addition, at the last layer, we visualize the attention weights w.r.t. the class token for patch embeddings with a bigger size and a brighter color for a higher value. It can be seen that the object-patch embeddings have higher attention weights.

In what follows, we provide a sketch mathematical explanation for the clustering behavior. According to our analysis, this exciting behavior mainly comes from the nature of the self-attention mechanism,
Figure 5: Visualization of the information retained with an occlusion. Information retained a little with the salient drop, retained more with the random drop, and remained rather intact with the non-salient drop.

(a) t-SNE for a single image with multiple objects.

(b) t-SNE for the concatenation of four images.

Figure 6: t-SNE of feature embeddings across the layers of ViT. At higher layers, the object-patch embeddings form more separated clusters. Meanwhile, the attention weights w.r.t. the class token of object-patch embeddings are higher than others. Which makes two similar embeddings to become even more similar. To simplify the context, we only consider the single-head self-attention case.

Mathematical explanation for the clustering behavior: We consider the single-head self-attention with the key matrix $W_K$, the query matrix $W_Q$, and the value matrix $W_V$. We examine the embeddings at two consecutive layers: $z_t \in \mathbb{R}^{(N+1) \times D}$ and $z_{t+1} \in \mathbb{R}^{(N+1) \times D}$, where each row of them is an embedding. The attention weights $a_{i,j}^k$ are computed based on the similarity of the linear projections of $z_i^k$ and $z_j^k$ w.r.t. $W_K$ and $W_Q$ respectively. We then apply the linear projection to $z_{i+1}^j, j = 0, \ldots, N$, then compute $z_{i+1}^j, j = 0, \ldots, N$, and finally do another linear projection to project $z_i^j, j = 0, \ldots, N$ back to the embedding space to obtain $z_{i+1}^j, j = 0, \ldots, N$. To simplify our analysis, we further assume that $W_V = \mathbb{1}$ (i.e., the identity matrix). Therefore, we compute the embeddings in the next layer as $z_{i+1}^j = \sum_{k=0}^N a_{i,j}^k z_i^k$. We develop the following theorem regarding the clustering behavior of the embeddings.

**Theorem 3.1.** (Proof can be found in the supplementary material) Let $d(A) = \max_{a, b \in A} \|a - b\|_2$ be the diameter of the set $A$. The following statements hold
We notice that because the object patches of the same object are possibly similar, their embeddings can be highly purified. Additionally, we notice that objects in the ImageNet dataset often take a big area in images, hence to assign an object label to label an object type or a background for a image patch.

For each selected image, we feed to the ViT to extract the embeddings at the layers. We employ the DBSCAN clustering algorithm [15] to cluster the embeddings at each layer. For the clustering solution at each layer, we measure the purity score [10], the Silhouette score [21], the average cosine similarity of the embeddings in a cluster, the average cosine similarity of the embeddings relevant to an object, and the unique label ratio (cf. the supplementary material for the formula of the clustering measures).

Figure 8: The visualization of the average the clustering measures on the Pascal VOC dataset across the ViT’s layers. Left: the purity and Silhouette scores. Right: the average cosine similarity of the embeddings in a cluster, the average cosine similarity of the embeddings relevant to an object, and the unique label ratio. At higher layers, we obtain more pure object-dominated clusters with high similar object-patch embeddings.

**Quantitative verification of the clustering behavior:** We experiment on real images to quantitatively verify the clustering behavior. We select the 500 images and use the ground-truth pixel label to label an object type or a background for an image patch. Additionally, we notice that objects in the ImageNet dataset often take a big area in images, hence to assign an object label for an image patch, this patch needs to be overlapped at least 40% with the object. Using this criterion, we select images with at least two objects, wherein each object has at least 3 patches validly belonging to it.

For each selected image, we feed to the ViT to extract the embeddings at the layers. We employ the DBSCAN clustering algorithm [15] to cluster the embeddings at each layer. For the clustering solution at each layer, we measure the purity score [10], the Silhouette score [21], the average cosine similarity of the embeddings in a cluster, the average cosine similarity of the embeddings relevant to an object, and the unique label ratio (cf. the supplementary material for the formula of the clustering measures).
similarity of the embeddings in a cluster means that the embeddings in a cluster are highly similar, whereas a high average cosine similarity of the embeddings relevant to an object means that the embeddings corresponding to object patches are highly similar. Finally, the unique label ratio is computed as the ratio of the number of unique cluster labels (i.e., the cluster label is the object or background patches dominating the cluster) and the number of labels (i.e., the number of objects plus 1), hence a high unique label rate implies that there are more object-dominated clusters.

Figure 8 visualizes the clustering measures across the layers on the Pascal VOC dataset. It can be observed that the purity becomes increased at higher layers, indicating purer clusters. The Silhouette score gets increased, indicating the intra-cluster distances decrease faster than the inter-cluster distances when moving to higher layers. The average cosine similarity of the embeddings in a cluster gets increased, indicating the embeddings in a cluster becomes more similar at higher layers. The average cosine similarity of the embeddings relevant to an object gets increased, indicating the embeddings of object patches becomes more similar at higher layers. The unique label ratio gets increased, indicating more object-dominated clusters at higher layers. Putting altogether, at higher layers, we obtain more pure object-dominated clusters with high similar object-patch embeddings, concurring with the clustering behavior.

(a) Image shuffled with the grid $2 \times 2$. The object embeddings form clusters and attention weights for object embeddings are high.

(b) Image shuffled with the grid $8 \times 8$. The object embeddings do not form clusters and attention weights for object embeddings are still high.

Figure 9: t-SNE of feature embeddings across the layers for shuffling images.

Figure 10: The visualization of the average the clustering measures for shuffling images. The purity and Silhouette scores for the $2 \times 2$ shuffling are higher than for the $8 \times 8$ shuffling, but they are all low. The in-cluster and in-object similarities are rather high for the $2 \times 2$ shuffling, whereas they are much lower for the $8 \times 8$ shuffling.

Clustering behavior for shuffling images: We investigate the clustering behavior for the patch-shuffling images. We first use t-SNE to visualize feature embeddings across the layers for patch-shuffling images, followed by the evaluation of the clustering measures for the real shuffling images. We observe that for the $2 \times 2$ shuffling, all measures are rather good, meaning that ViT are quite robust to patch shuffling, whereas for the $8 \times 8$ shuffling, all measures are significantly hurt.
To conclude, we notice that although in this work, we have not further exploited the clustering behavior of the feature embeddings in a real-world application, we believe this clustering behavior if strengthened properly using for example contrastive learning [5][12] might possibly create more contrastive feature embeddings to benefit downstream tasks.

4 Conclusion

In this paper, we propose a visualization technique to visually expose the information carried in a neuron or an embedding at a certain layer of ViTs. Our visualization technique helps to visualize the local and global information on an image represented by a neuron or a group of neurons. By observing and analyzing the visual outcome of our visualization technique, we come with some findings, wherein the most important one is the clustering behavior of the embeddings across the layers of ViTs. We establish the sketch mathematical explanation for this behavior as well as conducting experiments on real images to quantitatively verify it.
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Mathematical explanation for the clustering behavior: We consider the single-head self-attention with the key matrix $W_K$, the query matrix $W_Q$, and the value matrix $W_V$. We examine the embeddings at two consecutive layers: $z_t \in \mathbb{R}^{(N+1) \times D}$ and $z_{t+1} \in \mathbb{R}^{(N+1) \times D}$, where each row of them is an embedding. The attention weights $a_{k,j}^{k,t}$ are computed based on the similarity of the linear projections of $z_{k}^t$ and $z_{j}^t$ w.r.t. $W_K$ and $W_Q$ respectively. We then apply the linear projection to $z_{k}^{t,j}$, $j = 0, ..., N$, then compute $\tilde{z}^{t,j}_{t+1}$, $j = 0, ..., N$, and finally do another linear projection to project $\tilde{z}^{t,j}_{t+1}$, $j = 0, ..., N$. 

Appendix

A Theoretical Development
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back to the embedding space to obtain $z_{i+1}^j$, $j = 0, \ldots, N$. To simplify our analysis, we further assume that $W_V = I$ (i.e., the identity matrix). Therefore, we compute the embeddings in the next layer as $z_{i+1}^j = \sum_{k=0}^N a_i^{k,j} z_k^i$. We develop the following theorem regarding the clustering behavior of the embeddings.

**Theorem A.1.** Let $d(A) = \max_{a, b \in A} \|a - b\|_2$ be the diameter of the set $A$. The following statements hold

i) $d(Z_{i+1}) \leq d(Z_i)$, where $Z_i$ and $Z_{i+1}$ are the sets of the row vectors (i.e., the embeddings) of $z_i$ and $z_{i+1}$ respectively.

ii) Assume that the embeddings $Z_i$ (or $z_i$) can be grouped into $M$ clusters $Z_i^m = \{z_i^j : j \in G^m\}$, where $\{G^m\}_{m=1}^M$ is a partition of $\{0,1,\ldots,N\}$ such that if $j \in G^m$ and $j' \in G^{m'}$ with $m \neq m'$, the attention weight $\epsilon_i < a_i^{j,j'} < \epsilon_u$ for $\epsilon_u \geq \epsilon_i \geq 0$. This condition means that if $z_i^j$ and $z_i^{j'}$ belong to two different clusters, they are less similar and their attention weight $a_i^{j,j'}$ is possibly small. Let $N_m = |G_m|$ be the cardinality of the cluster $m$. For any $m$, we have the following inequality:

$$d(Z_{i+1}^m) < (1 - A_m \epsilon_i)^2 d(Z_i^m) + A_m \epsilon_u d(Z_i) (A_m \epsilon_u + 2),$$

(2)

where $A_m = N + 1 - N_m$ and $Z_{i+1}^m = \{z_{i+1}^j : j \in G^m\}$ is the cluster in the next layer. Note that $d(Z_{i+1}^m)$ and $d(Z_i^m)$ are exactly the intra-cluster distances for these clusters.

**Proof of Theorem A.1.**

i) Because the distance $h(a, b) = \|a - b\|_2$ is a convex function, we have

$$\left\|z_i^j - z_i^{j'}\right\|_2 = \left\| \sum_{k=0}^N a_k^{j,j} z_k^i - \sum_{k=0}^N a_k^{j,j'} z_k^i \right\|_2 = h\left( \sum_{k=0}^N a_k^{j,j} z_k^i, \sum_{k=0}^N a_k^{j,j'} z_k^i \right)$$

$$\leq \sum_{k=0}^N \sum_{k'=0}^N a_k^{j,j} a_k^{j,j'} h\left(z_k^i, z_k^{i'}\right) \leq \sum_{k=0}^N \sum_{k'=0}^N a_k^{j,j} a_k^{j,j'} d(Z_i)$$

$$= \sum_{k=0}^N a_k^{j,j} \sum_{k'=0}^N a_k^{j',j} d(Z_i) = d(Z_i).$$

Therefore, we reach $d(Z_{i+1}) \leq d(Z_i)$.

ii) For any $j, j' \in G^m$, we derive as

$$\left\|z_i^j - z_i^{j'}\right\|_2 = \left\| \sum_{k=0}^N a_k^{j,j} z_k^i - \sum_{k=0}^N a_k^{j,j'} z_k^i \right\|_2 = h\left( \sum_{k=0}^N a_k^{j,j} z_k^i, \sum_{k=0}^N a_k^{j,j'} z_k^i \right)$$

$$\leq \sum_{k=0}^N \sum_{k'=0}^N a_k^{j,j} a_k^{j',j'} h\left(z_k^i, z_k^{i'}\right) \leq \sum_{k \in G^m} \sum_{k' \in G^m} a_k^{j,j} a_k^{j,j'} h\left(z_k^i, z_k^{i'}\right) + \sum_{k \in G^m \cap G^{m'}} a_k^{j,j} a_k^{j,j'} h\left(z_k^i, z_k^{i'}\right)$$

$$\leq \sum_{k \in G^m} \sum_{k' \in G^m} a_k^{j,j} a_k^{j',j'} d(Z_i^m) + \sum_{k \in G^m \cap G^{m'}} a_k^{j,j} a_k^{j',j'} d(Z_i)$$

$$+ \sum_{k \in G^m} \sum_{k' \in G^m} a_k^{j,j} a_k^{j',j'} d(Z_i) + \sum_{k \in G^m \cap G^{m'}} a_k^{j,j} a_k^{j',j'} d(Z_i).$$
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We further manipulate as
\[
\sum_{k \in G^m} \sum_{k' \in G^m} a_{k}^{k,j} a_{k'}^{k',j'} d(Z_t^m) = d(Z_t^m) \sum_{k \in G^m} a_{k}^{k,j} \sum_{k' \in G^m} a_{k'}^{k',j'} \\
= d(Z_t^m) \left( 1 - \sum_{k \in G^m} a_{k}^{k,j} \right) \left( 1 - \sum_{k' \in G^m} a_{k'}^{k',j'} \right) \\
< d(Z_t^m) \left( 1 - A_m \epsilon_t \right)^2 d(Z_t^m).
\]

Finally, we arrive at
\[
\|z_t^j - z_t^l\|^2 < (1 - A_m \epsilon_t)^2 d(Z_t^m) + A_m \epsilon_u d(Z_t^m) A_m \epsilon_u + 2).
\]

\[
d(Z_{t+1}^m) < (1 - A_m \epsilon_t)^2 d(Z_t^m) + A_m \epsilon_u d(Z_t^m) A_m \epsilon_u + 2).
\]

It is worth noting that our proof can be generalized to any convex distances, e.g., \(h(a, b) = \|a - b\|_p\) \((p \geq 1)\). We made a minor typo in Inequality (1) in the main paper. We will correct it in the revised version. Sorry for this inconvenience.

**B Neural behavior for image occlusion**

**B.1 Clustering Metrics**

**Purity score** [16]: Given a cluster \(Z_t^m\), we define \(p_m = \max_j p_{mj}\) as the frequency of the most dominated labels (e.g., object types or background) and compute the purity as:

\[
\text{purity} = \sum_{m=1}^{M} \frac{p_m}{N_m N + 1}.
\]

A high purity means that each cluster is more pure or mostly dominated by a label.

**Silhouette score** [21]: For each \(z_t^j \in Z_t^m\), we compute the corresponding intra-distance and inter-distance as

\[
a(z_t^j) = \frac{1}{|N_m| - 1} \sum_{j' \in G^m, j' \neq j} \|z_t^j - z_t^{j'}\|^2,
\]

\[
b(z_t^j) = \min_{m' \neq m} \frac{1}{|N_m'|} \sum_{j' \in G^{m'}} \|z_t^j - z_t^{j'}\|^2.
\]
The Silhouette score at $z^i_t \in Z^m_t$ is computed as

$$\text{Silhouette} \left( z^i_t \right) = \frac{b(z^i_t) - a(z^i_t)}{\max \left\{ a(z^i_t), b(z^i_t) \right\}},$$

and the Silhouette score is the average of the Silhouette scores at the embeddings.

A high Silhouette score implies the intra-cluster distances are relatively smaller than the inter-cluster distances.

**Unique label ratio:** This is measured as the ratio of the number of unique dominated object-type labels and the number of unique object-type labels. A high unique label ratio implies that for most of object-type label, there exists at least a cluster dominated by this object-type label.

We investigate the clustering behavior for image occlusion. In which, we apply three types of occlusion: Random drop, salient and non-salient occlusion, with different ratios (from 0.2 to 0.8 for random drop and salient occlusion, from 0.2 to 1.0 for non-salient occlusion). Note that the number of data for each setting is different because we select only images with at least two big objects as described in Section 3.2. Additionally, patches in the images are dropped randomly, therefore, possibly reducing the number of tokens for each object in the image. This process is mentioned in detail below.

**B.2 Random drop**

We randomly choose $k$ patches in each image to change pixels to 0, called un-informative patches, with $k = n \cdot r$, $n$ is the total number of patch in the image and $r \in \{0.2, 0.4, 0.6, 0.8\}$. When $r$ increases, the number of informative patches decreases as same as the number of object tokens. As mentioned in Section 3.2 in the main paper, we select the images with at least two big objects to investigate the clustering behavior, so that the number of data matching the requirement decreases when $r$ increases. Particularly, there are 494, 438, 337, 177 valid images for corresponding $r$. A sample for each value of $r$ is displayed in Figure [11] along with its t-SNE of feature embeddings. It can be observed that with $r = \{0.2, 0.4, 0.6\}$, ViT is still able to group the object tokens into clusters at higher layers. But increasing $r$ to 0.8, ViT barely distinguishes the object and non-object tokens. However, in all settings of $r$, the feature embeddings belonging to the same object still stay closer together and the attention weights for object-patch embeddings are also higher than the others.

Figure [12] compares the clustering measures of random drop at different ratios. In general, all scores decrease when $r$ increases but they all increase across layers. This demonstrates the ability of ViTs to group embeddings of the same objects and find the correct object patches to pay attention to. The purity and unique label ratio drop across values of $r$ shows ViTs could be noise by background when losing significant number of informative patches. Mean that ViTs find it harder to distinguish background and foreground if the information is not enough.

**B.3 Salient occlusion**

Instead of randomly choosing a part of all patches in an image, the salient occlusion only drops some object patches, depending on ratio $r$. So that, even with the same value of $r$, the number of valid images is different between random drop and salient occlusion. Particularly, 494, 441, 355, 194 valid images for $r \in \{0.2, 0.4, 0.6, 0.8\}$ respectively. A sample for each value of $r$ is presented in Figure [12]. The behavior of feature embeddings is also similar to random drop occlusion that increasing $r$, ViTs find it harder to distinguish object and non-object embeddings but the cosine similarity of object embeddings are higher across layers.

Figure [13] shows the clustering score for ViT when apply the salient occlusion process. The purity score is the most significant change along the increase of $r$. Means that it gets harder to separate embeddings of different objects when gradually losing object detail (object patches). Together with the modest change of the unique label ratio across values of $r$ show ViTs may learn to separate objects in different categories (i.e. object cat and object dog) better than in the same categories (i.e. two object cats).
(a) Random drop at ratio 0.2.

(b) Random drop at ratio 0.4.

(c) Random drop at ratio 0.6.

(d) Random drop at ratio 0.8.

Figure 11: t-SNE of feature embeddings across the layers of ViT. The Pascal VOC dataset is processed with random drop at different ratio from 0.2 to 0.8.

Figure 12: Clustering measurement of embeddings with random drop. The images in Pascal VOC dataset are processed with random dropping at different ratio from 0.2 to 0.8. With higher ratio of occlusion, the ViTs is getting harder to distinguish object to object and also object to non-object.
Figure 12: t-SNE of feature embeddings across the layers of ViT. The Pascal VOC dataset is processed with salient occlusion at different ratio from 0.2 to 0.8.

(a) Salient occlusion at ratio 0.2.

(b) Salient occlusion at ratio 0.4.

(c) Salient occlusion at ratio 0.6.

(d) Salient occlusion at ratio 0.8.

Figure 13: Clustering measurement of embeddings with salient occlusion. The images in Pascal VOC dataset are processed with salient occlusion at different ratio from 0.2 to 0.8. With higher ratio of occlusion, embeddings in cluster or of an object still preserve the high similarity but ViTs find it harder to distinguish object to object.
Figure 14: t-SNE of feature embeddings across the layers of ViT. The Pascal VOC dataset is processed with non-salient occlusion at different ratio from 0.2 to 0.8.
B.4 Non-salient occlusion

The pre-process is the same as salient occlusion but choosing the non-object patches to drop. As mentioned above, we select the images with big objects so that the non-salient occlusion does not impact to number of valid data, which is the same 530 images for all value of $r$. Samples for different ratios are presented in Figure 14 while the clustering measures in presented in Figure 15. Apparently, increasing $r$ helps remove background noise, therefore, ViTs could group object embeddings clearly in the very first layer. It also shows this phenomenon in unique label ratio plot since more objects are formed in clusters increasing ratio $r$. The other cluster measures in Figure 15 shows a small change. In general, removing background makes ViTs more focus on distinguish objects and object embeddings less attractive by non-object ones.

Interestingly, as presented in Figure 14e non-object embeddings are formed in one cluster in very first layers (as the value of these patches is all zeros). However, in higher layers (e.g., 6th and 11th layers), we clearly see two clusters of embeddings corresponding to non-salient patches. We reason that the position of patches affects to embedding across ViT’s layers. When non-salient patches are set to zero, the positional encodings are the only factor impact the attention scores, so that the attention scores to object-patches might be higher for non-salient patches, which are close to object-patches. As a result, the embeddings corresponding to non-salient patches, which are close to object-patches, might gather more information in comparison with the ones that are far away from object-patches, leading to two separate clusters in higher layers (as discussed in Section 3.1.2 in the main paper, the visualization of higher layer linearly aggregates information from lower layer weighted by attention score). To confirm this observation, we change value of non-salient patches to random noise instead of zero, which would reduce the impact of positional encoding when calculating attention map. It can be seen from Figure 16 that tokens corresponding to non-salient patches are well grouped in only one cluster.

Figure 15: Clustering measurement of embeddings with non-salient occlusion. The images in Pascal VOC dataset are processed with non-salient occlusion at different ratio from 0.2 to 0.8.

Figure 16: A sample of feature embeddings when replacing all pixels in non-object patches with random noise (instead of changing to 0 like non-salient occlusion)