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Abstract—Ambient sound scenes typically comprise multiple short events occurring on top of a somewhat stationary background. We consider the task of separating these events from the background, which we call foreground-background ambient sound scene separation. We propose a deep learning-based separation framework with a suitable feature normalization scheme and an optional auxiliary network capturing the background statistics, and we investigate its ability to handle the great variety of sound classes encountered in ambient sound scenes, which have often not been seen in training. To do so, we create single-channel foreground-background mixtures using isolated sounds from the DESED and Audioset datasets, and we conduct extensive experiments with mixtures of seen or unseen sound classes at various signal-to-noise ratios. Our experimental findings demonstrate the generalization ability of the proposed approach.

Index Terms—Audio source separation, ambient sound scenes, generalization ability, deep learning.

I. INTRODUCTION

Source separation aims at separating the constituent sources of a given recording [1]. Current developments have benefited from deep learning-based approaches, and outstanding results have been achieved for speech enhancement or separation [2], [3]. These methods have been rapidly extended to non-speech separation tasks such as music separation [4].

It was not until recently that some works explored the separation of a much wider variety of sounds [5], [6], showing that deep neural networks can learn to separate short-duration mixtures of arbitrary sound classes. While this represents a big leap forward, real-life ambient sound analysis systems do not operate on short-duration mixtures of arbitrary sounds but on continuous recordings involving multiple short audio events in the presence of a somewhat stationary background. Potentially, audio surveillance systems could benefit from increased performance if, prior to classification and detection of audio events, short duration sounds of interest are isolated in a preprocessing step. Analogously, hearing aid devices could improve sound selectivity if audio events of interest are extracted or enhanced in the first place. In order to move toward this realistic setting, we study the separation of all short events (considered as a whole) from a stationary background, a task referred to in this paper as foreground-background ambient sound scene separation.

When separating a target source from another one belonging to a distinct class, such as in speech enhancement where the speech signal is to be separated from disruptive noise, a neural network is given the mixture signal or its time-frequency representation as input and is trained to estimate the target signal or a time-frequency mask [7]–[9]. When separating a target source from another one belonging to the same class, such as in speaker extraction [10] where a given target speaker is to be separated from interfering speakers and noise, this approach is not applicable anymore. It is customary in such a setting to assume that an isolated excerpt of the target source is available and to use an auxiliary network to summarize it into a vector which is provided to the main separation network [11].

In this paper, we investigate whether a deep neural network can differentiate the rapidly varying spectro-temporal features of short audio events against the more slowly varying features of background sounds encountered in real-life environments, even when the foreground or background sound classes have not been seen in training. To do so, we rely on a deep neural network to estimate the soft time-frequency mask associated with short events, and incorporate an optional auxiliary network to inform it about the background statistics.

We provide three contributions. First, while auxiliary networks have been designed for speaker extraction [10] where all sources belong to the same class (speech), we extend their application to situations when the sources in a mixture belong to distinct classes (here, ambient sounds). Secondly, we show that per-channel energy normalization (PCEN) of the mixture time-frequency representation [12] improves the separation performance. Finally, we demonstrate the ability of the proposed approach to generalize to unseen foreground and/or background sounds.

The remainder of this article is organized as follows. Section II formulates the separation problem. We present the proposed framework and the experimental setup in Sections III and IV. The achieved results and discussion are provided in Section V. Finally, Section VI concludes the paper.
II. PROBLEM FORMULATION

We define the problem of foreground-background separation in single-channel audio recordings as the task of recovering the foreground component, usually composed of sounds with rapidly varying spectral characteristics, in the presence of a slowly varying background component. The input mixture $x(t)$ is modeled as

$$x(t) = f(t) + b(t)$$

(1)

where

$$f(t) = \sum_{i=1}^{I} f_i(t)$$

(2)

with $I$ the number of foreground events and $\{f_i(t)\}_{i=1..I}$ the individual foreground events in the presence of a background sound $b(t)$ that is assumed to be stationary. Given the mixture $x(t)$, the goal is to estimate $f(t)$ and $b(t)$.

In this work, in order to draw clear conclusions, we focus on the recovery of a single foreground event overlapped with a single background sound, i.e., $I = 1$. The analysis of more complex ambient mixtures is deferred to future work.

Separation is performed in the short-time Fourier transform (STFT) domain. The STFT coefficients $X(n, f)$ of the mixture $x(t)$ in time frame $n$ and frequency bin $f$ satisfy

$$X(n, f) = F(n, f) + B(n, f)$$

(3)

where $F(n, f)$ and $B(n, f)$ are the STFT coefficients of $f(t)$ and $b(t)$, respectively. We will use the notation $\mathbf{X}$, $\mathbf{F}$, $\mathbf{B}$ for the $N_x \times F$ matrices comprising all complex-valued coefficients $X(n, f)$, $F(n, f)$ and $B(n, f)$, with $N_x$ the number of time frames and $F$ the number of frequency bins. The STFT-domain components $\mathbf{F}$ and $\mathbf{B}$ estimated by the separation method are transformed into time-domain signals $\hat{f}(t)$ and $\hat{b}(t)$ by computing the inverse STFT.

III. SEPARATION FRAMEWORK

The proposed foreground-background separation framework is depicted in Fig. I. Inspired by the approach taken by SpeakerBeam [10] for single-channel target speaker extraction, it relies on a main deep neural network and an optional auxiliary network to locate background and foreground components in the time-frequency plane.

![Fig. 1. Block diagram of the proposed separation scheme.](image)

Classically, the two networks operate on the nonlinear Mel frequency scale [13]. In the following, we denote by $F'$ the number of Mel bands and $|X|_{Mel}$ the mixture Mel spectrogram which is obtained by multiplying the magnitude STFT $|X|$ by the $F' \times F'$ Mel filterbank matrix.

When the auxiliary network is inactive, the main network takes the mixture log-Mel spectrogram $\log |X|_{Mel}$ as input and outputs a time-frequency mask $M_{Mel}$, i.e., an $N_x \times F'$ matrix with real-valued entries in $[0, 1]$ that quantify the proportion of foreground sound in each time-frequency bin. This matrix is then projected back to the STFT-domain to obtain a $N_x \times F$ mask $\mathbf{M}$. Using the mask, the estimated STFT magnitudes of the foreground and background components are obtained as

$$|\hat{F}| = \mathbf{M} \odot |X| \quad \text{and} \quad |\hat{B}| = (1 - \mathbf{M}) \odot |X|,$$

(4)

where $\odot$ denotes an element-wise multiplication and $\mathbf{I}$ is a matrix of ones.

When the auxiliary network is active, prior information about the background sound is assumed to be available in the form of an adaptation segment $a(t)$. Depending on the allowed latency, this could be a part of the mixture to be processed and/or a preceding time interval which has been classified with high confidence as background-only, i.e., without any overlapping foreground event. The auxiliary network compresses the $N_a \times F'$ log-Mel spectrogram of the adaptation segment $\log |A|_{Mel}$, with $N_a$ the corresponding number of frames, into a fixed-size vector $\lambda$ which is used together with the mixture log-Mel spectrogram $\log |X|_{Mel}$ by the main network to output a time-frequency mask $M_{Mel}$. This mask is converted to the STFT domain and used to estimate the STFT magnitudes of the foreground and background components via (4). Such estimates are combined with the mixture phase to obtain the time-domain signals $\hat{f}(t)$ and $\hat{b}(t)$ by means of inverse STFT.

IV. EXPERIMENTAL SETUP

A. Dataset

In order to assess the generalization ability of the proposed framework in controlled conditions, we generated simulated foreground-background mixtures by randomly selecting isolated sounds from the development and evaluation sound banks of the Domestic Environment Sound Event Detection (DESED) dataset [14] and Audioset [15], cutting them to 2 s length, and mixing them at various signal-to-noise ratios (SNRs) randomly chosen between -3 and 3 dB. Sounds shorter than 2 s are repeated as many times as needed.

The data are split in three subsets for training, validation and evaluation. The corresponding sound classes are listed in Table II. We considered a total of 25 sound classes: 10 classes of foreground events and 15 classes of background sounds. The isolated signals used to generate each subset are disjoint.

For the training and validation sets, only 5 foreground classes from DESED and 10 background classes from Audioset and DESED are used. These seen classes relate to domestic environments. The training data are augmented using Scaper [16].

1 We adopted this approach since directly outputting an STFT-domain mask did not make a significant difference.
The evaluation set involves mixtures of these 15 seen classes and/or the remaining 10 unseen classes, including 5 foreground classes and 5 background classes from Audioset. The unseen background classes are unrelated to domestic environments. The evaluation set comprises the following four subsets:

- **Evaluation C1**: mixtures of seen foreground and background classes,
- **Evaluation C2**: mixtures of seen foreground classes and unseen background classes,
- **Evaluation C3**: mixtures of unseen foreground classes and seen background classes,
- **Evaluation C4**: mixtures of fully unseen foreground and background classes.

Overall, the training set consists of 15,000 mixtures (8.3 hours) generated from 604 isolated foreground events and 786 background events, along with 6,000 mixtures for the validation set (3.3 hours) generated from 131 foreground events and 175 background events, and 1,000 mixtures for each evaluation subset (0.5 hours) generated from 194 and 326 isolated foreground and background events, respectively. All data are single-channel signals sampled at 44.1 kHz.

### B. Input features and per-channel energy normalization

We compute the STFT with a window size of 2048 samples (46 ms) and a hop size of 512 samples (12 ms), leading to an overlap of 75% across frames. We then compute the log-Mel spectrogram using a Mel-filterbank of \( f' = 128 \) filters.

In our first experiments, we found that the spectro-temporal structure of the foreground in the mixture log-Mel spectrogram is often less salient at higher frequencies, hence more poorly estimated. This led us to explore per-channel energy normalization (PCEN) \([17]\) as a way to enhance the foreground over the background. Instead of logarithmic compression, normalization (PCEN) \([17]\) as a way to enhance the foreground is defined as

\[
P_{\text{PCEN}}(n,f') = \left( \frac{|X|_{\text{Mel}}(n,f')}{(\epsilon + |X|_{\text{Mel}}(n,f'))^\alpha} + \delta \right)^r - \delta^r,
\]

where \( f' \) denotes the Mel band index and \( |X|_{\text{Mel}}(n,f') \) is a smoothed version of \( |X|_{\text{Mel}}(n,f') \), which is computed using a first-order infinite impulse response (IIR) filter as

\[
|X|_{\text{Mel}}(n,f') = (1-s) \times |X|_{\text{Mel}}(n-1,f') + s \times |X|_{\text{Mel}}(n,f'),
\]

with \( s \) the smoothing constant. This normalization scheme preserves frequency patterns while reducing stationary background sounds, thus making it a suitable acoustic front-end for the task at hand. We adopted the default PCEN parameters defined in \([17]\), i.e., \( s = 0.025, \epsilon = 10^{-6}, \alpha = 0.98, \delta = 2, \) and \( r = 0.5 \), which are suited for indoor applications.

### C. Main network

The neural network architecture is similar to what have been used in \([10]\) and \([18]\). The main neural network comprises a stack of 3 recurrent layers with bidirectional long short-term memory (BLSTM) memory cells, each followed by a dense layer with an hyperbolic tangent activation function. Each BLSTM layer has 300 units in each direction and 0.2 dropout is applied on the output, which is then projected by the dense layer to 256 dimensions. The last layer is a dense layer with an output dimension of 128 that matches the number of frequency bands, and a sigmoid nonlinearity that ensures the output values are between 0 and 1. The network is trained on 170-frame segments using the Adam optimizer with learning rate 0.0001 for a total of 250 epochs.

### D. Auxiliary network

The auxiliary network is a sequence-summarizing network \([11]\). It compresses the adaptation segment into a fixed-sized vector \( \lambda = \frac{1}{N_a} \sum_{n=1}^{N_a} g(\log |a|_{\text{Mel}}(n)) \), where \( |a|_{\text{Mel}}(n) \) denotes the \( n \)-th frame of \( |A|_{\text{Mel}} \), and \( g(\cdot) \) is the nonlinear transformation carried out by the network over each frame. This transformation comprises two dense layers with 128 neurons each and rectified linear unit (ReLU) activation functions.

The network outputs are averaged across all \( N_a \) frames to produce the adaptation vector \( \lambda \). The entries of that vector are then used as scaling factors for the outputs of the first BLSTM layer of the main network. The auxiliary network is trained jointly with the main network.

### E. Training objective

Whether the auxiliary network is active or not, the model is trained by minimizing the squared Frobenius norm between the Mel spectrogram of the ground truth foreground event and the Mel spectrogram of the mixture multiplied element-wise by the estimated mask:

\[
\min \| M_{\text{Mel}} \odot |X|_{\text{Mel}} - |F|_{\text{Mel}} \|_F.
\]

### F. Model configurations

We built four models to investigate the separation task, which are briefly described below. The first model, referred to as \( M1 \), is trained with log-Mel spectrograms as inputs and does not use the auxiliary network in the mask estimation process. The second model, \( M1^+ \), is similar to \( M1 \) and makes
use of the auxiliary network. Models $M_2$ and $M_2+$ are defined similarly but use PCEN spectrograms as inputs instead of log-Mel spectrograms.

For comparison, we also computed the ideal ratio mask (IRM) $M_{IRM} = F_{Mel} / (F_{Mel} + B_{Mel})$, where $F_{Mel}$ and $B_{Mel}$ are the Mel spectrograms of the ground truth foreground and background signals. We used Mel spectrograms as the time-frequency representation for the computation of the IRM such that the corresponding results provide an upper bound for the performance of the foreground-background separation task.

V. RESULTS

As objective criteria to evaluate the quality of the separation, we used the signal-to-distortion ratio (SDR), source-to-interference ratio (SIR) and signal-to-artifacts (SAR) metrics defined by [19]. Fig. 2 reports the SDR and SIR improvements and the SAR achieved by the four model configurations and the IRM on the four subsets of the evaluation set.

A. Impact of feature normalization and the auxiliary network

Model $M_2$ achieved a higher median SDR improvement than other models on subsets $C_1$, $C_2$ and $C_4$. In particular, compared to model $M_1$, it increased the median SDR improvement by 0.9, 1.3 and 0.5 dB for $C_1$, $C_2$ and $C_4$, respectively. This indicates that PCEN improves the separation performance in terms of SDR and SIR. However, the performance of model $M_2$ decreases for mixtures with unseen foreground classes, while that of model $M_1$ shows less variability. Regarding models using the auxiliary network, $M_1+$ and $M_2+$ perform worse than their counterparts $M_1$ and $M_2$ in terms of SDR. In fact, model $M_1+$ is the worst among all models. Model $M_2+$ showed similar performance than $M_2$ in terms of SIR, but its lower SAR scores impacted negatively its SDR performance. However, $M_2+$ can relate to model $M_1$ on subsets with seen foreground. Since the sources to be separated are of substantially different classes, the use of an auxiliary network may not be necessary. This stands in contrast with the speaker extraction task in which the signals to be separated are from the same class, and an auxiliary network is beneficial.

B. Robustness to unseen events

Robustness to unseen foreground-background classes can be analyzed by comparing the four subplots in each row of Fig. 2 with each other. The SDR improvement achieved by model $M_1$ is persistent over the four evaluation subsets, showing good generalization for any combination of either seen or unseen foreground-background sound classes in terms of SDR. Model $M_2$ improves SDR scores, but shows less robustness to unseen sound classes, nevertheless its performance on subsets $C_3$ and $C_4$, can be compared to that of model $M_1$.

C. Signal distortion

Fig. 3 illustrates the effect of the auxiliary network from a qualitative perspective. Adding the adaptation segment to the main network causes the background sound to be more strongly reduced, leading to strong distortion of the foreground ($M_1+$). PCEN improves the results ($M_2+$). Yet, the separation results for models $M_1$ and $M_2$ confirm that better separation quality is achieved when the auxiliary network is inactive. The reader may visit the accompanying website [2] for audio examples.

VI. CONCLUSION

We presented the foreground-background ambient sound separation task, in which short duration events occur on top of a background sound. This task is closer to the conditions faced by real-life ambient sound analysis systems than the mixtures of arbitrary sounds considered in some previous studies. We performed a series of experiments to assess the performance of a deep learning-based model to discriminate the rapidly varying spectro-temporal features of foreground events against the slowly varying features of background sounds. We considered a scheme comprising a main mask estimation network and
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analyzed the effects of feeding an auxiliary network with an adaptation segment. Also, we explored the impact of feature normalization. Under the proposed experimental protocol, we found that the use of adaptation segments to inform the network is detrimental to the separation process while the use of PCEN is beneficial. The similar improvements achieved by the proposed model over mixtures of seen and unseen sound classes show its generalization capabilities in terms of SDR.
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