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Abstract. We give a construction of an odd spectral triple on the Cuntz algebra $O_N$, whose $K$-homology class generates the odd $K$-homology group $K^1(O_N)$. Using a metric measure space structure on the Cuntz-Renault groupoid, we introduce a singular integral operator which is the formal analogue of the logarithm of the Laplacian on a Riemannian manifold. Assembling this operator with the infinitesimal generator of the gauge action on $O_N$ yields a $\theta$-summable spectral triple whose phase is finitely summable. The relation to previous constructions of Fredholm modules and spectral triples on $O_N$ is discussed.

1. Introduction

We give a geometrically inspired construction of spectral triples on the Cuntz algebra $O_N$ with non-trivial $K$-homological content. One reason such spectral triples have been elusive is Connes’ construction of traces from finitely summable spectral triples [1]. Purely infinite $C^*$-algebras such as $O_N$ are traceless and should thus be viewed as infinite dimensional objects, at best carrying $\theta$-summable spectral triples. Another difficulty is presented by the fact that the $K$-homology of $O_N$ is torsion, so the index pairing cannot be used to detect $K$-homology classes.

In the literature, several approaches to noncommutative geometry on Cuntz-Krieger algebras have been explored. The crossed product $C^*$-algebra associated to the action of a free group on its Gromov boundary gives rise to a Cuntz-Krieger algebra, and in [5] that geometric picture is used to establish the existence of $\theta$-summable spectral triples on such $C^*$-algebras. On the other hand, twisted noncommutative geometries [3] circumvent the obstruction to finite summability whereas semifinite noncommutative geometries [19] allow for the extraction of index-theoretic invariants.

Recent years have seen explicit constructions of spectral triples on Cuntz-Krieger algebras [12] and more generally on Cuntz-Pimsner algebras [13], originating in the dynamics of subshifts of finite type. Their classes in $K$-homology were computed in [12] using Poincaré duality and extension theory (see [14, 15]), thus bypassing the difficulties discussed above. These spectral triples have the remarkable feature that they are $\theta$-summable, but their bounded transforms $\chi(D)$, using a suitably chosen function $\chi \in C_b(\mathbb{R})$ such that $\lim_{|t| \to \pm \infty} \chi(t) = \pm 1$, are finitely summable. Providing a geometric context and understanding the distinct dimensional behaviours of bounded and unbounded Fredholm modules over $O_N$ is the main problem motivating this paper.

Using the metric and Patterson-Sullivan measure on the full $N$-shift, we equip the Cuntz-Renault groupoid with the structure of a metric measure space. Then we consider a singular integral kernel formally similar to that of the logarithm of the Laplacian on a closed Riemannian manifold. We explicitly relate the associated integral operator to the depth-kore operator from [13], yielding a geometric construction of a $K$-homologically non-trivial noncommutative geometry on $O_N$. 
2. Statement of results on $O_N$

Before stating our results, we recall several notions from noncommutative geometry. The reader familiar with summability properties in noncommutative geometry and the groupoid model of $O_N$ can proceed to page 4 for the main results.

Let $A$ be a unital $C^*$-algebra. A spectral triple is a triple $(A, \mathcal{H}, D)$ where $A$ acts unitarily on the Hilbert space $\mathcal{H}$ and $D$ is a self-adjoint operator with compact resolvent on $\mathcal{H}$ such that

$$\text{Lip}_D(A) := \{ a \in A : a \text{Dom}(D) \subseteq \text{Dom}(D) \text{ and } [D, a] \text{ is bounded} \} \subseteq A \text{ is dense.}$$

A spectral triple is sometimes called an unbounded Fredholm module. A bounded Fredholm module is a triple $(A, \mathcal{H}, F)$ as above safe the fact that $F$ is a bounded operator assumed to satisfy that $F^2 - 1, F - F^*, [F, a] \in \mathbb{K}(\mathcal{H})$ for any $a \in A$.

Dimensional properties of (un)bounded Fredholm modules are described in terms of operator ideals. For a compact operator $T$ on a Hilbert space $\mathcal{H}$, we denote by $\mu_k(T)$ its sequence of singular values. Given $p \in (0, \infty)$, let $L^p(\mathcal{H})$, denote the $p$-th Schatten ideal and $\text{Li}_{1/p}^p(\mathcal{H}) \subset \mathbb{K}(\mathcal{H})$ the symmetrically normed ideal defined by

$$\text{Li}_{1/p}^p(\mathcal{H}) := \{ T \in \mathbb{K}(\mathcal{H}) : \mu_k(T) = O((\log k)^{-1/p}) \}.$$

An unbounded Fredholm module $(A, \mathcal{H}, D)$ is said to be $p$-summable if $(D \pm i)^{-1} \in L^p(\mathcal{H})$ and $\theta$-summable if $(D \pm i)^{-1} \in \text{Li}_{1/2}^1(\mathcal{H})$. Note that $\theta$-summability is equivalent to requiring that $e^{-tD^2} \in L^1(\mathcal{H})$ for all $t > 0$. A bounded Fredholm module $(A, \mathcal{H}, F)$ is said to be $p$-summable if

$$F^2 - 1, F - F^* \in L^p(\mathcal{H}), \quad \text{and } [F, a] \in L^p(\mathcal{H}),$$

and $\theta$-summable if

$$F^2 - 1, F - F^* \in \text{Li}(\mathcal{H}), \quad \text{and } [F, a] \in \text{Li}_{1/2}^1(\mathcal{H}),$$

for all $a$ in a dense subalgebra of $A$.

We emphasize the difference between the two definitions. Summability of an unbounded Fredholm module is a property of the operator $D$, whereas summability of a bounded Fredholm module is a property of the operator $F$ and of its commutators with the algebra $A$. The two notions are related as follows. If $(A, \mathcal{H}, D)$ is a $p$-summable (resp. $\theta$-summable) unbounded Fredholm module, then $(A, \mathcal{H}, \chi(D))$ is a $p$-summable (resp. $\theta$-summable) bounded Fredholm module if $\chi \in C_b(\mathbb{R})$ is a function satisfying $\chi^2 = 1 + O(|x|^{-2})$ as $|x| \to \infty$. Conversely, a $\theta$-summable bounded Fredholm module can be lifted to a $\theta$-summable unbounded Fredholm module, see [2, Chapter IV.8, Theorem 4]. This result fails for finite summability, as is shown in particular by the examples in this paper.

Any $K$-homology class on a Cuntz-Krieger algebra is represented by a finitely summable bounded Fredholm module [12]. In general, Cuntz-Krieger algebras admit no finitely summable spectral triples, as discussed above. This phenomenon is widespread and, for instance, occurs for boundary crossed product algebras of hyperbolic groups [7]. The action of a free group on its Gromov boundary falls into the class of examples considered in both [7] and [12]. To our knowledge, obstructions to finite summability at the bounded level have not been studied. At present, the example [12, Lemma 6, page 95] of a $K$-homology class not admitting finitely summable bounded representatives is the only one known to the authors.

Before stating our main results, we recall some facts about $O_N$ that we review in more detail in Section 3. For $N > 1$, the Cuntz algebra $O_N$ [6] is defined as the universal...
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(2.1. Definition. We define the densely defined operators c, T and P_{\mathcal{F}} on \textit{L}^2(O_N) as follows.
(1) Define \textit{c}_0 by \textit{Dom}(\textit{c}_0) = \mathcal{C}_c(\mathcal{G}_N) and \textit{c}_0f(x, n, y) := nf(x, n, y) and let c denote the closure of \textit{c}_0.
(2) Define \textit{T}_0 by letting \textit{Dom}(\textit{T}_0) be the compactly supported locally constant functions and
\textit{T}_0f(g) := \frac{1}{(1 - N^{-1})} \int_{\mathcal{G}_N} \frac{f(g) - f(h)}{\rho_{\mathcal{G}}(g, h)\log(N)} dm_{\mathcal{G}}(h),
and let \textit{T} denote the closure of \textit{T}_0. The extended metric \textit{\rho}_{\mathcal{G}} is defined below in Definition 3.2.
(3) Define the set
\mathcal{X}_{\mathcal{G}} := \{(x, n, y) \in \Omega_N \times \mathbb{N} \times \Omega_N : \exists \sigma^n(x) = y\}.
Let \textit{P}_{\mathcal{G}} denote the integral operator on \textit{L}^2(\mathcal{G}_N) with integral kernel \chi_{\mathcal{X}_{\mathcal{G}}} (the characteristic function of \mathcal{X}_{\mathcal{G}}).
There is an isomorphism $K^1(O_N) \cong \mathbb{Z}/(N-1)\mathbb{Z}$ defined from Poincaré duality for Cuntz-Krieger algebras [14] and the isomorphism $K_0(O_N) \cong \mathbb{Z}/(N-1)\mathbb{Z}$. We denote by $\hat{1} \in K^1(O_N)$ the class Poincaré dual to $[1] \in K_0(O_N)$ and sometimes refer to this class as the generator of $K^1(O_N)$. The generator of $K^1(O_N)$ is represented by the extension considered in [8]. In the sequel we will use the operator $T$ from Definition 2.1 to construct spectral triples representing the $K$-homology class $\hat{1}$.

In the statement of our main result we will make use of the so called dispersion operator $\tilde{c}$ (see page 9). The dispersion operator measures how non-diagonal the operator $T$ is in a particular ON-basis of $L^2(O_N)$. We also make use of a certain projection $Q$ defined just before Theorem 5.3.

2.2. Theorem. The operators $c$, $T$ and $P_\mathcal{F}$ from Definition 2.1 are well defined self-adjoint operators. In fact $P_\mathcal{F}$ is an orthogonal projection, $T$ is positive and $D := (2P_\mathcal{F} - 1)|c| - T$ is a self-adjoint operator with compact resolvent. Moreover,

(1) $(O_N, L^2(O_N), D)$ is a spectral triple whose class coincides with $\hat{1} \in K^1(O_N)$ and $e^{-tD^2}$ is of trace class for all $t > 0$, i.e. $D$ is $\theta$-summable.

(2) Up to finite rank operators, $P_\mathcal{F} = \chi_{[0,\infty)}(D)$ and for any $p > 0$,

$$(O_N, L^2(O_N), 2P_\mathcal{F} - 1)$$

is a $p$-summable Fredholm module whose class is $\hat{1} \in K^1(O_N)$.

(3) The operator $\tilde{D} := D - B + (N - 1)^{-1}Q$ also defines a spectral triple on $O_N$, where $B$ is the dispersion operator (see Lemma 5.2) and $Q$ is a projection (see before Theorem 5.3). For any extended limit $\omega \in L^\infty[0,1]^*$ at 0 there is a probability measure $\tilde{m}_\omega$ on $\Omega_N$ such that

$$\tilde{\phi}_\omega(a) := \omega \left( \frac{\text{Tr}(ae^{-tD^2})}{\text{Tr}(e^{-tD^2})} \right), \quad a \in O_N,$$

is computed from $\tilde{\phi}_\omega(a) = \int_{\Omega_N} \Phi(a) d\tilde{m}_\omega$.

2.3. Remark. The importance of part 3 of Theorem 2.2 is in the context of the states constructed from $\theta$-summable spectral triples in [10]. The assumption [10, Assumption 5.4] requires the associated states to be tracial. This condition clearly fails in the purely infinite case.

A key ingredient in the proof of the theorem is the notion of the depth-kore operator from [13]. The depth-kore operator $\kappa$ is a self-adjoint operator on $L^2(O_N)$ which together with $c$ facilitates a decomposition $L^2(O_N) = \bigoplus_{n,k} \mathcal{H}_{n,k}$ into finite-dimensional subspaces with an explicit ON-basis. As we will see below in Proposition 5.10 of Section 5.2, $P_\mathcal{F}$ is the orthogonal projection onto the free Fock space $\mathcal{F} := \bigoplus_{n=0}^\infty \mathcal{H}_{n,0} \cong L^2(\mathcal{F}_N)$ where $\mathcal{F}_N = \cup_{k=0}^\infty \{1, \ldots, N\}^k$.

The structure of the paper is as follows. In Section 3 we describe the geometry of the Cuntz-Renault groupoid $\mathcal{G}_N$ and the GNS representation of the KMS state of the Cuntz algebra in terms of the Cuntz-Renault groupoid. We compare the $\kappa$-function on $\mathcal{G}_N$ (cf. [12, Section 5]) to the $\kappa$-operator on its $L^2$-space (cf. [13, Lemma 2.13]) in Section 4. The integral operator $T$ is computed in Section 5 and we assemble these ingredients to spectral triples in Section 6. The proof of Theorem 2.2 is found in Section 6 and 7.
3. Metric measure theory on $O_N$

In this section we will set the scene for the paper and describe the relevant objects. Most of this material reviews previously published results. The context we present, which to our knowledge is novel, sheds a new light on them.

3.1. The groupoid $G_N$ as a metric measure space. The groupoid $G_N$ was defined as a set with algebraic structure in Equation (4) and we now describe its topology in more detail. Define the functions $\kappa_g : G_N \to \mathbb{N}$ and $c : G_N \to \mathbb{Z}$ by

$$\kappa_g : (x, n, y) \mapsto \min\{k \geq \max\{0, -n\} : \sigma^{n+k}(x) = \sigma^k(y)\}, \quad c : (x, n, y) \mapsto n.$$ 

For $g \in G_N$ and composable $g_1, g_2 \in G_N$ it holds that

$$c(g_1 \cdot g_2) = c(g_1) + c(g_2), \quad \kappa_g(g_1 \cdot g_2) \leq \kappa(g_1) + \kappa(g_2), \quad c(g) + \kappa(g) \geq 0.$$

In summary, $c$ is a cocycle, $\kappa_g$ is submultiplicative and their sum is a positive function.

We equip $G_N$ with the smallest topology making $c, \kappa_g, r_g$ and $d_g$ continuous. It is readily verified that a basis for the topology on $G_N$ is given by the sets

$$X_{\mu, \nu} := \{(x, \mu|\nu, y) \in G_N : x \in C_\mu, y \in C_\nu, \sigma^{(|\mu|(|\nu|)(x) = \sigma^{(|\nu|)(y)}\}, \quad \text{for } \mu, \nu \in \mathcal{Y}_N.$$

The groupoid $G_N$ is étale in this topology. An étale groupoid over a totally disconnected space is again totally disconnected, so the space of compactly supported locally constant functions is dense in $C_c(G_N)$. For $\mu, \nu \in \mathcal{Y}_N$ we use the notation $S_\mu := S_{\mu_1} \cdots S_{\mu_l}$, $S_\mu^* := (S_\mu)^*$ and $\chi_{\mu, \nu}$ for the characteristic function of $X_{\mu, \nu}$. The following result is proven in [20][21].

3.1. Theorem. The $C^*$-algebras $O_N$ and $C^*(G_N)$ are isomorphic via a *-homomorphism $O_N \to C^*(G_N)$ that maps $S_\mu S_N^*$ to the compactly supported locally constant function $\chi_{\mu, \nu}$ in $C_c(G_N)$.

1. Notation. For $g = (x, n, y) \in G_N$ we have $\sigma^{n+\kappa_g}(x) = \sigma^{\kappa_g}(y)$. We will use the notation $z(g) := \sigma^{\kappa_g}(g), \mu_g(g)$ will denote the word of length $n + \kappa_g$ such that $x = \mu_g(g)z(g)$ and $\nu_g(g)$ will denote the word of length $\kappa_g$ such that $y = \nu_g(g)z(g)$. In particular, we have

$$g = (\mu_g(g)z(g), c(g), \nu_g(g)z(g)), \quad \forall g \in G_N.$$

Clearly, $z : G_N \to \Omega_N$ and $\mu_g, \nu_g : G_N \to \mathcal{Y}_N$ are continuous. When there is no risk of confusion with fixed finite words, we write simply $\mu(g)$ and $\nu(g)$. We also write $y(g) := y$.

The compact space $\Omega_N$ is metrized by the metric $\rho_G$ defined by

$$\rho_G(x_1x_2 \cdots y_1y_2 \cdots) := \inf\left\{e^{-t} : x_1x_2 \cdots x_l = y_1y_2 \cdots y_l\right\},$$

with the convention that $\rho_G(x_2 \cdots y_jy_2 \cdots) = 1$ if $i \neq j$.

3.2. Definition. We define $\rho_g : G_N \times G_N \to [0, \infty]$ by

$$\rho_g(g_1, g_2) := \begin{cases} \infty, & \text{if } \kappa_g(g_1) \neq \kappa_g(g_2) \text{ or } \mu(g_1) \neq \mu(g_2), \\ \rho_G(g_1g_2), & \text{if } \kappa_g(g_1) = \kappa_g(g_2) \text{ and } \mu(g_1) = \mu(g_2). \end{cases}$$

For $\mu \in \mathcal{Y}_N$ and $k \in \mathbb{N}$, we define the set

$$\mathcal{C}_{\mu, k} := \{g \in G_N : \mu_g(g) = \mu, \kappa_g(g) = k\}.$$

The set $\mathcal{C}_{\mu, k}$ is homeomorphic to a clopen subset of $\Omega_N$ via the domain mapping $d_g$. We can clearly partition

$$G_N = \bigcup_{\mu, k} \mathcal{C}_{\mu, k}.$$
Moreover, for a fixed \( g_1 \in \mathcal{G}_N \) we have
\[
\{ g_2 \in \mathcal{G}_N : \rho_g(g_1, g_2) < \infty \} = C_{\mu(g_1), \kappa(g_1)}.
\]

3.3. Proposition. The function \( \rho_g \) is an extended metric on \( \mathcal{G}_N \) and the topology induced by \( \rho_g \) coincides with the étale topology on \( \mathcal{G}_N \). The functions \( c, \kappa_g, r_g \) and \( d_g \) as well as any compactly supported locally constant function are uniformly Lipschitz continuous with respect to \( \rho_g \).

**Proof.** We start by giving the argument for why \( \rho_g \) is an extended metric. If \( \rho_g(g_1, g_2) = 0 \) then \( y(g_1) = y(g_2), \kappa_g(g_1) = \kappa_g(g_2) \) and \( \mu_g(g_1) = \mu_g(g_2) \) so \( c(g_1) = c(g_2) \) and we conclude that \( g_1 = g_2 \). The function \( \rho_g \) is clearly non-negative and symmetric. The triangle inequality follows from the fact that given \( \mu \in \mathcal{Y}_N \) and \( k \in \mathbb{N} \), the set \( \mathcal{C}_{\mu,k} \) is bi-Lipschitz homeomorphic to a clopen subset of \( \Omega_N \) via the domain mapping \( \delta_g \). The remainder of the proposition are direct consequences of the construction of the extended metric. \( \Box \)

3.4. Remark. We note that \( r_g \) and \( d_g \) are locally bi-Lipschitz homeomorphisms between \( \mathcal{G}_N \) and \( \Omega_N \) so any local metric invariant, e.g. Hausdorff dimension, remains the same for the two spaces.

It is often fruitful to think of \( \Omega_N \) as the Gromov boundary of the discrete hyperbolic space \( \mathcal{Y}_N \). Here we think of \( \mathcal{Y}_N \) as a rooted tree, with root \( \emptyset \in \{1, \ldots, N\}^0 = \{\emptyset\} \) and given a directed graph structure by declaring an edge from \( \mu \) to \( \mu j \) for any \( \mu \in \mathcal{Y}_N \) and \( j \in \{1, \ldots, N\} \). We write \( \mathcal{Y}_N := \mathcal{Y}_N \cup \Omega_N \) for the corresponding compactification of \( \mathcal{Y}_N \); we topologize \( \overline{\mathcal{Y}_N} \) in such a way that \( \mathcal{Y}_N \subseteq \overline{\mathcal{Y}_N} \) is a discrete subspace and for any \( \mu \in \mathcal{Y}_N \), the set \( \{ \nu \in \mathcal{Y}_N : \nu = \mu \nu_0 \text{ for some } \nu_0 \in \mathcal{Y}_N \} \cup C_\mu \) is open. Let \( \delta_\mu \) denote the Dirac measure at \( \mu \in \mathcal{Y}_N \) and for \( s > \log(N) \) define probability measures on \( \overline{\mathcal{Y}_N} \)
\[
m_s := \frac{\sum_{\mu \in \mathcal{Y}_N} e^{-s|\mu|} \delta_\mu}{\sum_{\mu \in \mathcal{Y}_N} e^{-s|\mu|}}.
\]
The measures \( m_s \) are supported in \( \mathcal{Y}_N \). The following construction of the Patterson-Sullivan measures on \( \Omega_N \) is well-known, see for instance [4].

3.5. Proposition. The net of measures \( (m_s)_{s>\log(N)} \) has a \( w^* \)-limit \( m_\Omega \) as \( s \to \log(N) \). The measure \( m_\Omega \) is supported on \( \Omega_N \subseteq \overline{\mathcal{Y}_N} \) and coincides with \( \log(N) \)-dimensional Hausdorff measure. It satisfies \( m_\Omega(C_\nu) = N^{-|\nu|} \) for any \( \nu \in \mathcal{Y}_N \).

3.2. The representation associated with the KMS state on \( O_N \). We will now approach \( O_N \) from an operator theoretic viewpoint. The cocycle \( c \) gives rise to a \( U(1) \)-action on \( O_N \) by \( (z \cdot f)(g) = z^{c(g)} f(g) \) for \( f \in C_c(\mathcal{G}_N) \). Under the isomorphism of Theorem 3.1 this action is given on the generators of \( O_N \) by \( z \cdot S_i = z S_i \). The functional
\[
\phi(f) := \int_{\Omega_N} f(x, 0, x) dm_\Omega,
\]
extends to a state on \( O_N \). Indeed, \( \phi(S_{\mu, \nu} S_\nu^* S_{\mu}^*) = \delta_{\mu, \nu} N^{-|\nu|} \). The state \( \phi \) is the unique KMS state on \( O_N \) (equipped with the action defined above) and its inverse temperature is \( \log(N) \), see [18].

3.6. Proposition. We consider the measure \( m_\phi := d_g \phi m_\Omega \) on \( \mathcal{G}_N \). The isomorphism of Theorem 3.7 uniquely determines a unitary isomorphism \( L^2(O_N, \phi) \to L^2(\mathcal{G}_N, m_\phi) \) compatible with the left \( O_N \)-action.
The proposition follows using the fact that \(1 \in ON\), which corresponds to \(\chi_{\Omega} \in C_{c}(\mathcal{O}_{N}) \subseteq C^{*}(\mathcal{O}_{N})\), satisfies \(\phi(f) = (1, f * 1)_{L^{2}(\mathcal{O}_{N}, m_{\Omega})}\). Motivated by this result, we identify \(L^{2}(ON, \phi)\) with \(L^{2}(\mathcal{O}_{N}, m_{\Omega})\) and write simply \(L^{2}(ON)\).

3.7. Definition. For a finite word \(\mu \in \mathcal{Y}_{N}\) we write \(t(\mu) := \mu|\mu|\) for \(\mu\) non-empty and \(t(\emptyset) = \emptyset\). We define \((e_{\mu, \nu})_{\mu, \nu \in \mathcal{Y}_{N}} \subseteq L^{2}(ON)\) by \(e_{\emptyset, \emptyset} = \chi_{\Omega}\) and

\[
e_{\mu, \nu} := \begin{cases} N^{\nu/2}S_{\mu}^{*}, & t(\mu) \neq t(\nu), \\ N^{\nu/2} \sqrt{\frac{N}{N-1}}(S_{\mu}S_{\nu}^{*} - N^{-1}S_{\mu}S_{\nu}^{*}), & t(\mu) = t(\nu) \neq \emptyset. \end{cases}
\]

Here we have written \(\mu = \mu t(\mu)\) and \(\nu = \nu t(\nu)\).

3.8. Proposition (Lemma 2.13 of [13]). The collection \((e_{\mu, \nu})_{\mu, \nu \in \mathcal{Y}_{N}} \subseteq L^{2}(ON)\) is an ON-basis.

3.9. Definition. Following [13], we define the depth-kore operator \(\kappa\) on \(L^{2}(ON)\) as the densely defined self-adjoint operator such that

\[
ke_{\mu, \nu} = |\nu|e_{\mu, \nu}.
\]

We define the operator \(c\) on \(L^{2}(ON)\) as the densely defined self-adjoint operator such that

\[
c e_{\mu, \nu} = (|\mu| - |\nu|)e_{\mu, \nu}.
\]

We note that by construction, \(c\) commutes with \(\kappa\) on a common core and \(c + \kappa\) is positive. We define the \(N^{n+2k}\)-dimensional space

\[
\mathcal{H}_{n,k} := \ker(c-n) \cap \ker(\kappa-k) = l.s.\{e_{\mu, \nu} : |\mu| = n+k, |\nu| = k\}.
\]

3.10. Proposition. Let \(X_{\mathcal{F}}\) denote the set from Equation 3 and \(P_{\mathcal{F}}\) the integral operator with kernel \(\chi_{X_{\mathcal{F}}}\). The operator \(P_{\mathcal{F}}\) is the orthogonal projection onto the Fock space \(\mathcal{F} := \ker \kappa = \bigoplus_{n=0}^{\infty} \mathcal{H}_{n,0}\). Moreover, \(P_{\mathcal{F}}\) preserves the domain of \(c\) and \(\kappa\) and commutes with \(c\) and \(\kappa\) on their respective domains.

Proof. The integral kernel of the orthogonal projection onto the Fock space \(\mathcal{F}\) is given by the function

\[
\sum_{n=0}^{\infty} \sum_{|\mu| = n} e_{\mu, \emptyset}(g_{1})e_{\mu, \emptyset}(g_{2}) = \sum_{n=0}^{\infty} \sum_{|\mu| = n} \chi_{X_{\mu, \emptyset}} \times \chi_{X_{\mu, \emptyset}}(g_{1}, g_{2}) = \chi_{\bigcup_{\mu}(X_{\mu, \emptyset})} \times \chi_{\bigcup_{\mu}(X_{\mu, \emptyset})}(g_{1}, g_{2}).
\]

The proposition follows from the fact that \(X_{\mathcal{F}} = \bigcup_{\mu}(X_{\mu, \emptyset})\).

3.11. Remark. The isometry \(\psi : L^{2}(\mathcal{Y}_{N}) \to L^{2}(ON)\), \(\delta_{\mu} \mapsto e_{\mu, \emptyset}\) surjects onto the Fock space \(\mathcal{F} = \ker(\kappa)\) (compare [12, Remark 2.2.4]). We also note that there is an isometry \(L^{2}(\Omega_{N}, m_{\Omega}) \to L^{2}(ON)\) mapping surjectively onto the “anti-Fock space” \(\mathcal{F}^{\text{an}} := \ker(c + \kappa)\) via \(\chi_{C_{\mu}} \mapsto S_{\mu}S_{\mu}^{*}\). The “anti-Fock space” is often a source of trouble, see [13, Proof of Theorem 2.19]. The basis \((e_{\mu, \nu})_{\mu, \nu \in \mathcal{Y}_{N}}\) for \(L^{2}(\Omega_{N}, m_{\Omega}) \subseteq L^{2}(ON)\) is related to the wavelet basis studied in [9].

In [13] the operators \(c, \kappa\) and \(P_{\mathcal{F}}\) were assembled into a spectral triple. We define \(D_{c}\) as the closure of \((2P_{\mathcal{F}} - 1)|c| - \kappa\). It was proven in [13] that \((ON, L^{2}(ON), D_{c})\) is a spectral triple whose class coincides with \([1] \in K^{1}(ON)\). The explicit construction is motivated by the \(K\)-homological information carried by the projection \(P_{\mathcal{F}} \equiv \chi_{(0, \infty)}(D_{c})\). The aim of this paper is to give a more geometric construction of a spectral triple on \(ON\), with the same \(K\)-homological content.
4. The $\kappa$-function and $\kappa$-operator on $O_N$

An important aspect in the noncommutative geometry of the Cuntz algebra $O_N$ is the distinction between the depth-kore function $\kappa_{\vartheta}$ in the groupoid $\mathcal{G}_N$ and the depth-kore operator $\kappa$. Both are invariants of Cuntz-Pimsner constructions of $O_N$: the depth-kore function from $O_N$ as a Cuntz-Pimsner algebra with coefficients $C(\Omega_N)$ and the depth-kore operator from $O_N$ as a Cuntz-Pimsner algebra with coefficients $\mathbb{C}$. These two models are discussed in [13], notably in [13 Section 2.5.3].

Let us go into the details of the other approach using $C(\Omega_N)$ as coefficients. The details can be found in [12, 13]. Let $\Xi_N$ denote the $C(\Omega_N)$-Hilbert $C^*$-module completion of $C_c(\mathcal{G}_N)$ in the $C(\Omega_N)$-valued inner product $(f_1, f_2)_{C(\Omega)} := \Phi(f_1^* \ast f_2)$ where $\Phi$ denotes the conditional expectation $C_c(\mathcal{G}_N) \to C(\Omega_N)$ onto the unit space obtained from the inclusion $[1]$. Multiplication by the functions $c$ and $\kappa_{\vartheta}$ define self-adjoint regular operators on $\Xi_N$. The Fock module $\mathcal{F}_\Omega := \ker \kappa_{\vartheta} \subseteq \Xi_N$ is complemented and the adjointable projection

$$P_\Omega = \chi_{\{0\}}(\kappa_{\vartheta}) : \Xi_N \to \Xi_N,$$

satisfies $\mathcal{F}_\Omega = P_\Omega \Xi_N$. Following the recipe above, we define a self-adjoint regular operator $D_\Omega$ on $\Xi_N$ as the closure of $(2P_\Omega - 1)|c| - \kappa_{\vartheta}$. Then $P_\Omega = \chi_{[0, \infty)}(D_\Omega)$ and this operator projects onto the $C(\Omega)$-Hilbert $C^*$-submodule spanned by $\{S_\mu : \mu \in \mathcal{Y}_N\}$. The triple $(O_N, \Xi_N, D_\Omega)$ defines an unbounded $(O_N, C(\Omega_N))$-Kasparov module. In this instance, $(O_N, \Xi_N, D_\Omega)$ can be thought of as a bundle of spectral triples over $\Omega_N$. We recall the following result from [12 Theorem 5.2.3].

4.1. Theorem. Let $w \in \Omega_N$ and denote the discrete $d_{\vartheta}$-fiber by $\mathcal{Y}_w := d_{\vartheta}^{-1}(w) \subseteq \mathcal{G}_N$. The $C^*$-algebra $O_N$ acts on $\ell^2(\mathcal{Y}_w)$ via the groupoid structure. Define $D_w$ as a self-adjoint operator on $\ell^2(\mathcal{Y}_w)$ by

$$D_w f(x, n, w) := |n|(2P_w - 1)f(x, n, w) - \kappa_{\vartheta}(x, n, w)f(x, n, w),$$

where $P_w$ denotes the projection onto the closed linear span of the orthogonal set $\{\chi_{X_{\mu,\vartheta}}|_{\mathcal{Y}_w} : \mu \in \mathcal{Y}_N\} \subseteq \ell^2(\mathcal{Y}_N)$. Then $(O_N, \ell^2(\mathcal{Y}_w), D_w)$ is a $\theta$-summable spectral triple whose phase $D_w|D_w|^{-1}$ defines a finitely summable Fredholm module representing the class $[1] \in K^1(O_N)$.

A key step in proving that $(O_N, \Xi_N, D_\Omega)$ is a Kasparov module is the study of the submodules $\Xi_{n,k} := \ker(c - n) \cap \ker(\kappa_{\vartheta} - k) \subseteq \Xi_N$. The modules do in this instance carry geometric content as

$$\Xi_{n,k} = C(\mathcal{G}_{n,k}), \quad \text{where} \quad \mathcal{G}_{n,k} = c^{-1}(\{n\}) \cap \kappa_{\vartheta}^{-1}(\{k\}) \subseteq \mathcal{G}_N.$$

The set $\mathcal{G}_{n,k}$ is compact and $C(\mathcal{G}_{n,k})$ is a finitely generated projective $C(\Omega_N)$-module. Later in the paper, we will need to make use of the interaction between the depth-kore function $\kappa_{\vartheta}$ and the depth-kore operator $\kappa$.

4.2. Definition. For two finite words $\mu, \nu \in \mathcal{Y}_N$ we write $\mu \wedge \nu$ for the longest word such that $\mu = \mu_0(\mu \wedge \nu)$ and $\nu = \nu_0(\mu \wedge \nu)$ for some words $\mu_0$ and $\nu_0$. We define

$$\kappa_{\mathcal{Y}}(\mu, \nu) := |\nu| - |\mu \wedge \nu|.$$
The proof consists of a long inspection to verify that \( \text{supp}(e_{\mu,\nu}) \cap \mathcal{G}_{n,k} \neq \emptyset \) if and only if \( n = |\mu| - |\nu| \) and \( k = \kappa_{\mathcal{F}}(\mu, \nu) \). A key point in the proof, putting the two cases in Definition 3.7 on equal footing, is the identity:

\[
\kappa_{\mathcal{F}}(\mu, \nu) |e| = \delta_{i,j} \kappa_{\mathcal{F}}(\mu, \nu) + (1 - \delta_{i,j})(|\nu| + 1).
\]

Using the fact that \( 0 \leq \kappa_{\mathcal{F}}(\mu, \nu) \leq |\nu| \) we deduce the next Corollary from Proposition 4.3.

**4.4. Corollary.** As self-adjoint operators on \( L^2(O_N) \), the operator \( \kappa_{\mathcal{F}} \) is relatively bounded by \( \kappa \) with relative norm bound 1. Moreover, \( \kappa_{\mathcal{F}} \) and \( \kappa \) commute on a common core.

**5. An integral operator on \( O_N \)**

In this section, we define the singular integral operator that is used to construct spectral triples on \( O_N \). The singular integral operator will at large behave like the depth-kore operator \( \kappa \).

**5.1. Definition.** Define \( C_c^\infty(\mathcal{G}_N) \subseteq C_c(\mathcal{G}_N) \) as the subspace of all compactly supported locally constant functions. Define the operator \( T_0 : C_c^\infty(\mathcal{G}_N) \rightarrow L^2(\mathcal{G}_N) \) by

\[
T_0 f(g_1) := \frac{1}{1 - N^{-1}} \int_{\mathcal{G}_N} \frac{f(g_1) - f(g_2)}{\rho_{\mathcal{G}}(g_1, g_2) \log(N)} \text{dm}_{\mathcal{G}}(g_2).
\]

In the integrand, we apply the convention that \( \text{supp}(e_{\mu,\nu}) \cap \mathcal{G}_{n,k} \neq \emptyset \) if and only if \( n = |\mu| - |\nu| \) and \( k = \kappa_{\mathcal{F}}(\mu, \nu) \).

We will compute \( T_0 \) in the basis \( e_{\mu,\nu} \) of \( L^2(O_N) \) and since \( C_c^\infty(\mathcal{G}_N) = \text{span}\{e_{\mu,\nu}\} \). The computation shows that \( T_0 \) is well-defined and maps \( C_c^\infty(\mathcal{G}_N) \) into \( L^2(O_N) \). More precisely, the computation shows that \( T_0 \) is up to a bounded operator uniform in the diagonal basis \( e_{\mu,\nu} \), and as such we can extend \( T_0 \) to a densely defined self-adjoint operator

\[
T : \text{Dom } T \subset L^2(O_N) \rightarrow L^2(O_N),
\]

with \( C_c^\infty(\mathcal{G}_N) \subseteq \text{Dom } T \).

First we define the so called dispersion operator. For two words \( \mu, \nu \in \mathcal{Y}_N \) we write \( \mu \lor \nu \) for the finite word of maximal length such that \( \mu = (\mu \lor \nu) \nu_0 \) and \( \nu = (\mu \lor \nu) \nu_0 \) for some finite words \( \nu_0 \).

**5.2. Lemma.** Define the dispersion operator \( B \) on \( L^2(O_N) \) by the formula

\[
B e_{\mu,\nu} = (1 - N^{-1})^{-1} (1 - \delta_{t(\mu),t(\nu)}) \sum_{m \neq t(\mu)} |\nu| - 1 \sum_{|\gamma| = |\nu| - 1, |\gamma \lor \nu| = \ell} N^{\ell - |\nu|} e_{\mu,\gamma_m}.
\]

Then the operator \( B \) is a well defined bounded self-adjoint operator commuting with \( \kappa, c \) and \( \kappa_{\mathcal{F}} \) on a common core. In fact \( \kappa \mid (\ker B)^\perp = \kappa_{\mathcal{F}} \mid (\ker B)^\perp \).

**Proof.** The operator \( B \) is defined on an ON-basis and it is clear from the expression that \( B \) is bounded and \( \kappa_{\mathcal{F}} = \kappa \). The only non-trivial fact to prove is that \( B \) is bounded. We compute that

\[
\|B e_{\mu,\nu}\|^2 = (1 - N^{-1})^{-2} (1 - \delta_{t(\mu),t(\nu)}) \sum_{m \neq t(\mu)} |\nu| - 1 \sum_{|\gamma| = |\nu| - 1, |\gamma \lor \nu| = \ell} N^{2\ell - 2|\nu|} = (1 - \delta_{t(\mu),t(\nu)}) \frac{N}{N - 1} \sum_{\ell = 0}^{N - |\nu| - 1} N^{\ell - |\nu|} = (1 - \delta_{t(\mu),t(\nu)}) \frac{N}{(N - 1)^2} (1 - N^{-|\nu|}).
\]
It follows that $B$ is bounded. Since $(\ker B)\perp$ is spanned by basis vectors $e_{\mu,\nu}$ where $t(\mu) \neq t(\nu)$ and $\kappa_\nu(\mu,\nu) = |\nu|$ if $t(\mu) \neq t(\nu)$. Proposition 4.3 implies $\kappa|_{(\ker B)\perp} = \kappa/|_{(\ker B)\perp}$. □

We define $Q$ as the orthogonal projection onto the closed linear span of the set $\{e_{\mu,\nu} : 0 \leq \kappa_\nu(\mu,\nu) < |\nu|\}$. That is, $e_{\mu,\nu} \in QL^2(O_N)$ if and only if $t(\mu) = t(\nu) \neq \emptyset$.

5.3. Theorem. As an operator on $C^\infty_c(\mathcal{G}_N)$, we have that

$$T_0 = \kappa - \frac{1}{N} \kappa_\varphi + (N - 1)^{-1}Q - B.$$ 

In particular, $T_0$ is a well-defined operator with dense domain and extends to a self-adjoint operator $T$ on $L^2(O_N)$ with discrete spectrum and $T - \kappa$ is relatively bounded by $\kappa$ and $T$ with relative norm bound $1/N$.

The proof of this theorem will occupy the rest of this section. To prove the theorem, it suffices to prove that it holds when acting on basis elements $e_{\mu,\nu}$: they span the compactly supported locally constant functions. For $g_1 \in \mathcal{G}_N$ and $\ell \in \mathbb{N}$, we introduce the notation

$$X^\ell(g_1) := \{g_2 \in \mathcal{G}_N : \rho_\varphi(g_1, g_2) = e^{-\ell}\}.$$ 

Note that $(X^\ell(g_1))_{\ell \in \mathbb{N}}$ is a clopen partition of $C_\nu(\mathcal{G}_N)$. In fact, for any $g_1 \in \mathcal{G}_N$, we can make a disjoint clopen partition $\mathcal{G}_N = \{g_2 : \rho_\varphi(g_1, g_2) = \infty\} \cup (\cup_{\ell \in \mathbb{N}}X^\ell(g_1))$. From this discussion, it follows that

$$T = \frac{1}{1 - N^{-1}} \sum_{\ell = 0}^{\infty} N^\ell T_\ell, \quad \text{where } T_\ell f(g_1) := \int_{X^\ell(g_1)} (f(g_1) - f(g_2)) dm_\varphi(g_2).$$

To compute $T$ in the ON-basis, we first compute $T_\ell$ on the characteristic functions $\chi_{\mu,\nu}$. To ease notation, we write $\chi_{\mu,\nu} = \chi_{X_{\mu,\nu}} \in C_c(\mathcal{G}_N)$ and $\chi_\nu = \chi_{C_\nu} \in C(\Omega_N)$. We have that

$$T_\ell \chi_{\mu,\nu}(g_1) = m_\varphi(X^\ell(g_1) \cap X_{\mu,\nu}) (\chi_{\mu,\nu}(g_1) - 1) + m_\varphi(X^\ell(g_1) \setminus (X^\ell(g_1) \cap X_{\mu,\nu})) \chi_{\mu,\nu}(g_1).$$

We now proceed to compute the relevant volumes appearing in this expression.

5.4. Lemma. For $g_1 \notin X_{\mu,\nu}$,

$$m_\varphi(X^\ell(g_1) \cap X_{\mu,\nu}) = N^{-|\nu|} \sum_{\gamma = \kappa_\nu(\mu,\nu) + \kappa_\mu(\mu,\gamma)}^{n + |\gamma|} \chi_{|\gamma| = \kappa_\nu(\mu,\nu) + \kappa_\mu(\mu,\gamma)}(g_1)(\chi_{\mu,\nu}(y_1) - \chi_{\mu,\nu+1}(y_1)),$$

where $\mu_\ell$ and $\mu_{\ell+1}$ denote the first $\ell$ and $\ell + 1$ letters of $\mu$ and $\mu_{n+|\gamma|}$ the first $n + |\gamma|$ letters of $\mu$. We interpret $\mu_\ell = \nu$ if $\ell \geq |\nu|$.

Proof. Take $g_1 \notin X_{\mu,\nu}$. Firstly, suppose that $g_1 \in \bigcup_{|\gamma| = \kappa_\nu(\mu,\nu) + \kappa_\mu(\mu,\gamma)}X_{\mu,\nu+1}$ and that $y_1 \in C_{\mu_{\ell+1}} \setminus C_{\mu_{\ell+1}}$. This means precisely that the domain mapping defines a measure preserving bi-Lipschitz homeomorphism $X^\ell(g_1) \cap X_{\mu,\nu} \to C_{\nu}$. Conversely, if $g_1 \notin \bigcup_{|\gamma| = \kappa_\nu(\mu,\nu) + \kappa_\mu(\mu,\gamma)}X_{\mu,\nu+1}$ or $y_1 \notin C_{\mu_{\ell+1}} \setminus C_{\mu_{\ell+1}}$ then $X^\ell(g_1) \cap X_{\mu,\nu}$ is empty, so $X^\ell(g_1) \cap X_{\mu,\nu}$ has measure zero. □

5.5. Lemma. For $g_1 \in X_{\mu,\nu}$,

$$m_\varphi(X^\ell(g_1) \setminus (X^\ell(g_1) \cap X_{\mu,\nu})) = \begin{cases} 0, & \ell \geq |\nu|, \\ N^{-\ell} - N^{-\ell-1}, & \kappa_\varphi(g_1) \leq \ell < |\nu|, \\ N^{-\ell-1}(N - 1)^2, & 0 \leq \ell < \kappa_\varphi(g_1). \end{cases}$$
Proof. Take $g_1 \notin X_{\mu,\nu}$. A computation with cylinder sets shows that

$$m_{g}(X^{\ell}(g_1) \cap X_{\mu,\nu}) = \begin{cases} 0, & \ell < |\nu|, \\ N^{-\ell} - N^{-\ell-1}, & \ell \geq |\nu|, \end{cases}$$

and

$$m_{g}(X^{\ell}(g_1)) = \begin{cases} N^{-\ell} - N^{-\ell-1}, & \kappa_{g}(g_1) \leq \ell, \\ N^{-\ell-1}(N-1)^2, & 0 \leq \ell < \kappa_{g}(g_1). \end{cases}$$

The result follows by subtracting the two expressions. 

From these computations, we deduce a simple special case of Theorem 5.3: A short computation shows that $T_{\ell} \chi_{\mu,0} = 0$ for any finite word $\mu$ and $\ell \in \mathbb{N}$. Therefore $T_{e_{\mu,0}} = 0$.

We now turn to the general case.

Proof of Theorem 5.3: Using the decomposition (6), Lemma 5.4 and Lemma 5.5 we write

$$(1 - N^{-1})T \chi_{\mu,\nu} = \sum_{\ell=0}^{N^{-1}-1} \sum_{|\gamma| = \kappa_{F}(\mu,\nu)=\kappa_{F}(\mu,\gamma)} N^{\ell-|\nu|} \chi_{\mu,\nu+1,\gamma}(y) (\chi_{\mu,\nu+1}(y) - \chi_{\mu,\nu}(y))$$

$$+ \left( \sum_{\ell=0}^{N^{-1}-1} \sum_{|\gamma| = \kappa_{F}(\mu,\nu)=\kappa_{F}(\mu,\gamma)} N^{\ell-|\nu|} \chi_{\mu,\nu+1,\gamma}(y) (\chi_{\mu,\nu+1}(y) - \chi_{\mu,\nu}(y)) \right)$$

$$+ (1 - N^{-1}) \left( -\frac{\kappa_{g}(g_1)}{N} + |\nu| \right) \chi_{\mu,\nu}(g_1).$$

Take two words $\mu, \nu \in \mathcal{Y}_N$ with $t(\mu) = t(\nu) \neq \emptyset$. Up to normalization, $e_{\mu,\nu}$ coincides with $\chi_{\mu,\nu} - N^{-1} \chi_{\mu,\nu}$. Here we are using the notation of Definition 5.7 and hence $|\nu| = |\mu| - 1$ whenever $|\nu| > 0$. We compute that

$$(1 - N^{-1})T(\chi_{\mu,\nu} - N^{-1} \chi_{\mu,\nu})$$

$$= (1 - N^{-1}) \left( \frac{\kappa_{g}(g_1)}{N} + |\nu| \right) \chi_{\mu,\nu}(g_1)$$

$$- (1 - N^{-1}) \left( \frac{\kappa_{g}(g_1)}{N} + |\nu| - 1 \right) N^{-1} \chi_{\mu,\nu}(g_1)$$

$$+ N^{-1} \sum_{|\gamma| = \kappa_{F}(\mu,\nu)=\kappa_{F}(\mu,\gamma)} \chi_{\mu,\nu+1,\gamma}(g_1) (\chi_{\mu,\nu+1}(y) - \chi_{\mu,\nu}(y))$$

$$+ \sum_{\ell=0}^{N^{-1}-2} \sum_{|\gamma| = \kappa_{F}(\mu,\nu)=\kappa_{F}(\mu,\gamma)} N^{\ell-|\nu|} \chi_{\mu,\nu+1,\gamma}(g_1) (\chi_{\mu,\nu+1}(y) - \chi_{\mu,\nu}(y))$$

$$- N^{-1} \sum_{\ell=0}^{N^{-1}-2} \sum_{|\gamma| = \kappa_{F}(\mu,\nu)=\kappa_{F}(\mu,\gamma)} N^{\ell-|\nu|+1} \chi_{\mu,\nu+1,\gamma}(g_1) (\chi_{\mu,\nu+1}(y) - \chi_{\mu,\nu}(y)).$$

In the last line we are using that if $|\gamma| = \kappa_{F}(\mu,\nu)$ then $|\gamma| < |\mu|$ and $\kappa_{F}(\mu,\gamma) = \kappa_{F}(\mu,\gamma)$. If $t(\mu) = t(\nu)$ then $\kappa_{F}(\mu,\nu) = \kappa_{F}(\mu,\nu)$ and the last two terms cancel each
other. We proceed with the remaining sums:

\[(1 - N^{-1}) \left( -\frac{\kappa \phi (g_1)}{N} + |\nu| \right) \chi_{\mu, \nu}(g_1)
- (1 - N^{-1}) \left( -\frac{\kappa \phi (g_1)}{N} + |\nu| - 1 \right) N^{-1} \chi_{\mu, \nu}(g_1)
+ N^{-1} \sum_{|\gamma| = \kappa \phi (\mu \nu) = \kappa \phi (\mu \gamma)} \chi_{\mu, \nu + |\gamma| \gamma}(g_1) (\chi_{\nu}(g_1) - \chi_{\nu^\prime}(g_1))\]

\[= (1 - N^{-1}) \left( -\frac{\kappa \phi (g_1)}{N} + |\nu| - 1 + \frac{N}{N - 1} \right) (\chi_{\mu, \nu} - N^{-1} \chi_{\mu, \nu})
- N^{-1} \chi_{\mu, \nu} + N^{-1} \sum_{|\gamma| = \kappa \phi (\mu \nu) = \kappa \phi (\mu \gamma)} \chi_{\mu, \nu + |\gamma| \gamma}(g_1) \chi_{\nu}(g_1)
+ N^{-1} \chi_{\mu, \nu} - N^{-1} \sum_{|\gamma| = \kappa \phi (\mu \nu) = \kappa \phi (\mu \gamma)} \chi_{\mu, \nu + |\gamma| \gamma}(g_1) \chi_{\nu}(g_1)\]

\[= (1 - N^{-1}) \left( -\frac{\kappa \phi (g_1)}{N} + |\nu| + \frac{1}{N - 1} \right) (\chi_{\mu, \nu} - N^{-1} \chi_{\mu, \nu}).\]

Since \(B_{c \mu, \nu} = 0\) if \(t(\mu) = t(\nu)\) the theorem follows in this case. We now consider the case of two words \(\mu, \nu \in \mathcal{Y}_N\) with \(t(\mu) \neq t(\nu)\). In this case, we simply note that Equation \(7\) implies that

\[(1 - N^{-1}) T \chi_{\mu, \nu} = \sum_{\ell = 0}^{[\nu] - 1} \sum_{|\gamma| = \kappa \phi (\mu \nu) = |\nu|} N^{\ell - [\nu]} N^{\ell - [\nu]} \chi_{\mu, \nu + |\gamma| \gamma}(g_1) (\chi_{\nu}(g_1) - \chi_{\nu^\prime}(g_1))
+ (1 - N^{-1}) \left( -\frac{\kappa \phi (g_1)}{N} + |\nu| \right) \chi_{\mu, \nu}(g_1)\]

\[= - \sum_{m \neq t(\mu)}^{[\nu] - 1} \sum_{\ell = 0}^{[\nu] - 1} \sum_{|\gamma| = |\nu| - 1, |\nu| = \ell} N^{\ell - [\nu]} \chi_{\mu, \gamma m}(g_1)
+ (1 - N^{-1}) \left( -\frac{\kappa \phi (g_1)}{N} + |\nu| \right) \chi_{\mu, \nu}(g_1)\]

\[= (1 - N^{-1}) \left( -\frac{\kappa \phi (g_1)}{N} + |\nu| - B \right) \chi_{\mu, \nu}(g_1)\]

The only case left to consider is \(\mu = \nu = \emptyset\) which holds trivially. This proves the theorem. \(\square\)

6. A spectral triple on \(O_N\)

We are now ready to assemble our operators into spectral triples on \(O_N\). In \([13]\) a spectral triple was constructed by defining the operator \(D_\kappa = (2P_{\mathbb{F}} - 1)|c| - \kappa\). We proceed similarly and define \(D\) as the closure in \(L^2(O_N)\) of the operator \((2P_{\mathbb{F}} - 1)|c| - T\) with initial domain \(C^\infty_c(\mathcal{G}_N)\). In the same way, the operator \(\tilde{D}\) is defined as the closure of \((2P_{\mathbb{F}} - 1)|c| - T - B + (N - 1)^{-1} Q : C^\infty_c(\mathcal{G}_N) \to L^2(O_N)\).

We note that \(\tilde{D} = (2P_{\mathbb{F}} - 1)|c| - \tilde{T}\) where

\[(8) \quad \tilde{T} e_{\mu, \nu} = \left( -\frac{\kappa \phi (\mu, \nu)}{N} + |\nu| \right) e_{\mu, \nu}.\]
The following two propositions prove part 1 and 2 of Theorem \[12, Proposition 2.2.5\].

6.1. Proposition. The triples \((O_N, L^2(O_N), \tilde{D})\) and \((O_N, L^2(O_N), D)\) are spectral triples representing the class \([1]\) \(\in K^1(O_N)\).

Proof. Since \(D - \tilde{D}\) is a bounded self-adjoint operator, \(\text{Dom}(D) = \text{Dom}(\tilde{D})\) and \(D\) defines a spectral triple if and only if \(\tilde{D}\) does. It is easily verified from Corollary \[4, Proposition 4.4\] and Equation \(8\) that \((i \pm \tilde{D})^{-1}\) is a compact operator. Moreover, the generators \(S_i \in O_N\) preserve \(\text{Dom}(\tilde{D})\). The operator \(\tilde{D}\) has bounded commutators with the generators \(S_i\), which is seen from combining \[13, Theorem 3.19\] in the model over \(\mathbb{C}\) and in the model over \(C(\Omega_N)\); the latter gives bounded commutators with \(\kappa_\mathcal{O}\) and the former bounded commutators with \(D_\kappa = \tilde{D} + \frac{\kappa}{N}\). Thus \(D\) and \(\tilde{D}\) define \(K\)-cycles for \(O_N\). To identify their class in \(K^1(O_N)\), observe that the operator inequalities

\[
0 \leq (1 - N^{-1})\kappa \leq \tilde{T} \leq \kappa, \quad 0 \leq |c| + (1 - N^{-1})\kappa \leq |c| + \tilde{T} \leq |c| + \kappa,
\]

hold true on the core \(C^\infty_c(\mathcal{O}_N)\) and hence on all of \(\text{Dom} \tilde{T} = \text{Dom} \kappa\) as well as on \(\text{Dom} (|c| + \tilde{T}) = \text{Dom} (|c| + \kappa)\). By positivity, we have \(\ker \kappa = \ker \tilde{T} = \text{im} P_\mathcal{O}\) and thus \(\tilde{T} P_\mathcal{O} = P_\mathcal{O} \tilde{T} = 0\) as well as

\[
\ker(|c| + \tilde{T}) = \ker |c| \cap \ker \tilde{T} = \ker |c| \cap \ker \kappa = \ker(|c| + \kappa).
\]

We can thus write the operator \(\tilde{D}\) and its phase \(\tilde{D} |\tilde{D}|^{-1}\) as

\[
\tilde{D} = (2P_\mathcal{O} - 1)|c| - \tilde{T} = (2P_\mathcal{O} - 1)(|c| + \tilde{T}), \quad \tilde{D} |\tilde{D}|^{-1} = D_\kappa |D_\kappa|^{-1} = 2P_\mathcal{O} - 1,
\]

which shows that \([D] = [\tilde{D}] = [D_\kappa] = [1] \in K^1(O_N)\), by \[8, 14\] and \[13, Theorem 3.19\]. \(\square\)

6.2. Proposition. The spectral triples \((O_N, L^2(O_N), \tilde{D})\) and \((O_N, L^2(O_N), D)\) are \(\theta\)-summable, \(P_\mathcal{O} = \chi_{(0,\infty)}(\tilde{D}) = \chi_{(0,\infty)}(D_\kappa)\) and the difference \(P_\mathcal{O} - \chi_{(0,\infty)}(\tilde{D})\) is a finite rank operator. Moreover, for any \(p > 0\), the set

\[
\text{Sum}^p(O_N, P_\mathcal{O}) := \{a \in O_N : [P_\mathcal{O}, a] \in L^p(L^2(O_N))\},
\]

is a dense \(*\)-subalgebra of \(O_N\). In particular, \((O_N, L^2(O_N), 2P_\mathcal{O} - 1)\) is a \(p\)-summable generator of \(K^1(O_N)\) for any \(p > 0\).

Proof. It suffices to prove \(\theta\)-summability for \(\tilde{D}\). This follows since \(\mathcal{H}_{n,k}\) is \(N_n + 2k\)-dimensional and \(-2(|n| + k) \leq \tilde{D}|_{\mathcal{H}_{n,k}} \leq 2(|n| + k)\). The identity \(P_\mathcal{O} = \chi_{[0,\infty)}(D_\kappa)\) follows from the construction using \(P_\mathcal{O} L^2(O_N) = \ker(\kappa)\). Since \(\tilde{D} |\tilde{D}|^{-1} = D_\kappa |D_\kappa|^{-1}\), we have \(\chi_{[0,\infty)}(\tilde{D}) = \chi_{[0,\infty)}(D_\kappa)\). Moreover, for \(C = \|B\|\), we have the operator inequalities

\[
\tilde{D}|_{\mathcal{H}_{n,k}} - C \leq D|_{\mathcal{H}_{n,k}} \leq \tilde{D}|_{\mathcal{H}_{n,k}} + C, \quad \forall n, k.
\]

Thus, by compactness of resolvents and the fact that the sign of \(\tilde{D}|_{\mathcal{H}_{n,k}}\) is determined purely by \(n\) and \(k\), it follows that \(\chi_{[0,\infty)}(\tilde{D}) - \chi_{[0,\infty)}(\tilde{D})\) is a finite rank operator. The remaining statements follow from \[12, Proposition 2.2.5\], which uses methods from \[11, 14\]. \(\square\)
7. The Fröhlich functionals on $O_N$

In [10], Fröhlich et al associated a state with $\theta$-summable spectral triples. If $(A, \mathcal{H}, D)$ is a $\theta$-summable spectral triple, one defines the state on $a \in A$ as

$$\phi_t^\theta(a) := \frac{\text{tr}(ae^{-tD^2})}{\text{tr}(e^{-tD^2})}, \quad t > 0.$$  

The assumption that an extended limit of $\phi_t^\theta$ as $t \to 0$ is tracial is used in [10]. This is clearly an unrealistic assumption if $A$ admits no traces. In [17 Corollary 12.3.5] it is shown that under certain finite dimensionality conditions on $(A, \mathcal{H}, D)$, which are slightly stronger than finite summability, extended limits of $\phi_t^\theta$ are tracial. This provides interesting connections between the tracial property of the states introduced by Fröhlich et al and Connes’ tracial obstructions to finite summability.

Since $D$, $D_0$ and $D_\kappa$ are $\theta$-summable, they allow for the definition of Fröhlich functionals on $O_N$. For $t > 0$ we define the following states on $\mathcal{B}(L^2(O_N))$:

$$\phi_t(T) := \frac{\text{tr}(Te^{-tD_0^2})}{\text{tr}(e^{-tD_0^2})}, \quad \phi_t^\kappa(T) := \frac{\text{tr}(Te^{-tD_\kappa^2})}{\text{tr}(e^{-tD_\kappa^2})}$$

A state $\omega \in L^\infty[0, 1]^*$ is said to be an extended limit at 0 if $\omega(f) = 0$ whenever $f = 0$ near 0. For an extended limit $\omega$ at 0, we define $\tilde{\phi}_\omega := \omega \circ \phi_t$, $\tilde{\phi}_\omega := \omega \circ \phi_t^\kappa$ and $\phi_\omega^\kappa := \omega \circ \phi_t^\kappa$.

The next result proves part 3 of Theorem 2.2.

7.1. Proposition. For any extended limit $\omega$, there exists probability measures $\tilde{m}_\omega$ and $m_\omega^\kappa$ on $\Omega_N$ such that for $a \in O_N$

$$\tilde{\phi}_\omega(a) = \int_{\Omega_N} \Phi(a) d\tilde{m}_\omega \quad \text{and} \quad \phi_\omega^\kappa(a) = \int_{\Omega_N} \Phi(a) dm_\omega^\kappa.$$

Using the fact that $\Phi(S_\mu S_\nu^* \rho^{\kappa_\sigma} S_\mu^* \rho^{\kappa_\mu})$ is $\delta_{\mu, \nu} S_\mu S_\mu^*$, the proposition is immediate from the next lemma which in turn is a computational exercise.

7.2. Lemma. For any finite words $\mu, \nu, \sigma, \rho \in \mathcal{Y}_N$,

$$\langle \delta_{\mu, \nu}, S_\rho S_\sigma S_\rho^* S_\sigma^* \rangle_{L^2(O_N)} = \begin{cases} \delta_{\rho, \sigma} \delta_{|\nu|, |\mu|} N_{\min\{0, |\mu| - |\rho|\}}, & t(\mu) \neq t(\nu), \\ \delta_{|\nu|, |\mu|} N_{\min\{0, |\mu| - |\rho|\}} + (N - 1)^{-1} \delta_{\rho, \sigma} \left( \delta_{|\nu|, |\mu|} N_{\min\{0, |\mu| - |\rho|\}} + \delta_{|\nu|, |\mu| - 1, |\sigma|} N_{\min\{0, |\mu| - |\rho| - 1\}} \right), & t(\mu) = t(\nu). \end{cases}$$

Here $\mu$ starts with $\underline{\mu}$ and $|\underline{\mu}| = |\mu| - 1$.

7.3. Remark. It is reasonable to expect that $\tilde{\phi}_\omega$, $\tilde{\phi}_\omega$ and $\phi_\omega^\kappa$ are in fact related to the KMS state $\phi$. We have not been able to prove this. A simple induction procedure, or using uniqueness of KMS states on $O_N$ combined with [16], shows that it suffices to prove that $\phi_\omega(S_\nu S_\nu^*) = N \phi_\omega(S_\nu S_\nu^*)$ for any finite word $\nu \in \mathcal{Y}_N$ and $j = 1, \ldots, N$.
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