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Abstract

We explore the idea of higher-order flavor sum rules, i.e. sum rules that hold to higher orders in the flavor symmetry-breaking parameters. In particular, we consider isospin sum rules based on $B \to n\pi$ decays, and U-spin sum rules based on $B_d$ and $B_s$ decays to $n$ charged pions and/or kaons. We also demonstrate that sum rules exist to arbitrary orders by considering decay modes with increasing number of final state mesons $n$. Finally, we identify various theoretical and practical issues that need to be addressed in utilizing these sum rules.
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I. INTRODUCTION

If flavor symmetries are exact, the amplitudes of some hadronic processes are no longer independent. The equations demonstrating these linear dependences are known as flavor sum rules on the one hand. On the other hand, flavor symmetries are only approximate, so the sum rules cannot be exact relations. Nonetheless, the sum rules may still remain useful depending on the degree of precision required in their applications. For example, the Gronau-London method \[1\] of determining the Cabbibo-Kobayashi-Maskawa (CKM) quark mixing phase \(\alpha \equiv \text{Arg}[V_{td}V_{tb}^*/V_{ud}V_{ub}^*]\) utilizes isospin sum rules relating the amplitudes in \(B \to \pi\pi\) processes. Since the sum rules are broken by \(\mathcal{O}(\delta)\) corrections, where \(\delta\) is a small parameter associated with isospin breaking, this limits the precision of \(\alpha\) to \(\mathcal{O}(\delta)\). We study these symmetry breaking effects separately for both isospin and U-spin.

To fully utilize the improving precision of flavor experiments, methods of extracting Standard Model (SM) flavor parameters should have at least a comparable precision. One possibility is to invent new methods that are based on higher-order sum rules, i.e. sum rules with precisions that are higher-order in the symmetry-breaking parameter. This in turn requires that we understand the various sources and structures of flavor symmetry breaking. For instance, isospin is broken by quark mass differences and the electromagnetic (EM) interaction, which in turn affects the sum rules in a variety of ways: corrections to the effective Hamiltonian, isotriplet–isosinglet mixing, and kinematic corrections due to hadronic mass differences within a multiplet \[2–4\].

In this paper, we explore various aspects of higher-order sum rules and their applications. We begin in the next section with isospin sum rules in \(B \to n\pi\). We demonstrate that sum rules exist to any order if \(n\) is sufficiently large, and that the sum rules are unaffected by \(\pi - \eta - \eta'\) mixing. In the subsequent section, we move on to U-spin sum rules in \(B_d\) and \(B_s\) decays to \(n\) charged pions and/or kaons, and again demonstrate that sum rules exist to any order for large enough \(n\). We then present some of these higher-order U-spin sum rules.

II. ISOSPIN SUM RULES: A HAND-WAVING ARGUMENT

In this section we give an informal explanation of following statement: “There exists a sum rule in \(B\) decay amplitudes that holds to arbitrary order”. This statement is valid for
both isospin and $U$-spin sum rules, but here we will only illustrate it for the specific case of isospin in $B$ decay to pions. That is, we show that there exists a sum rule for $B \to n\pi$ that holds to order $(n - 2)$ in the breaking parameter. For $n = 2$, this is the known Gronau-London sum rule \[ 1 \], that holds to zeroth order and is broken at first order. For $n = 3$, there is an amplitude sum rule that holds to first order and is broken only at second order.

In order to prove the above statement we note the following:

- The physical amplitudes and the isospin amplitudes are related by a change of basis matrix.
- We do not consider the momentum dependence of the amplitude. This is an important issue, and we discuss it at length later on.
- We consider the weak Hamiltonian to leading order in the following way. We consider tree level decays and QCD penguins as leading order processes. Electroweak penguins are considered first order, as they are suppressed by $\alpha_{EM}$.
- The weak tree-level decays we are interested in are $b \to d\bar{u}u$ and $b \to d\bar{d}d$. They generate only $\Delta I = 1/2$ and $\Delta I = 3/2$ transitions.
- Isospin breaking effects are always $\Delta I = 1$. The reason for this is that the breaking we deal with are mass effects that come as $q\bar{q}$ and thus are $I = 1$ (as they are made of two $I = 1/2$ quarks). Other breaking effects due to photon or $Z$ effects are also $I = 1$ as the photon and the $Z$ couples to $q\bar{q}$ with different strength.

Next, we note that amplitudes in the isospin basis, $A_i^I$, are simply linear combinations of amplitudes in the physical basis, $A_i^P$, in the sense that they are related by:

$$A_i^I = M_{ij}A_j^P,$$

where $M_{ij}$ is a change of basis matrix containing group theoretical numerical factors, and the index $j$ labels the processes that occur. Therefore, a single zero in the left hand side of Eq. \[ 1 \] above, i.e. a vanishing isospin amplitude, induces a linear combination of physical amplitudes to vanish. This is a sum rule. In this case, Eq. \[ 1 \] reduces to

$$\sum_i a_{CG}^i A_i^P = 0,$$

where $a_{CG}^i$ are the group theoretical numerical factors.
such that $a_{CG}^i$ are Clebsch-Gordan coefficients appearing with the physical amplitudes $A_i^P$. While this method is not the only way to generate a sum rule, it is the one most relevant to our study.

Next, we move to the specific case of $B \to n\pi$. The decay amplitude from initial state with $I = 1/2$ to the $n\pi$ final state, with $I = I_f$, mediated by the effective Hamiltonian $H_{\Delta I}$ can be defined as

$$A_{\Delta I} = \langle 1/2 | H_{\Delta I} | I_f \rangle. \quad (3)$$

Note that in the symmetric case $\Delta I$ is enough to define the amplitude. We note that there are $n + 1$ physical decay rates, and thus the same number of amplitudes. In the physical basis the counting is easy. As a simple illustration, consider the special case of $n = 3$: here, the only relevant decay modes of the isospin doublet ($B^+, B^0$) are $B^+ \to \pi^+\pi^+\pi^-$, $\pi^+\pi^0\pi^0$ and $B^0 \to \pi^+\pi^-\pi^0$, $\pi^0\pi^0\pi^0$, i.e. $3 + 1 = 4$ decay processes. A similar analysis for higher values of $n$ leads one to conclude that there are $n + 1$ physical amplitudes (see Table I for additional details). In the isospin basis, we note that for even $n$, the final state isospin $I_f$, must be even and for odd $n$, it must be odd. For any amplitude that is non zero, and has a final isospin $I_f$, there are two ways to get there from the initial $I = 1/2$ B meson, that is with $\Delta I = I_f \pm 1/2$. For final state with $I_f = 0$ there is only the $\Delta I = 1/2$ possibility. Thus we see that there are $n + 1$ amplitudes in both cases. We conclude that $\Delta I$ of the $n + 1$ amplitudes are given by

$$\Delta I = \frac{1}{2}, \frac{3}{2}, \ldots, \frac{2n + 1}{2}. \quad (4)$$

Since the zeroth order effective Hamiltonian can only give rise to a maximum of $\Delta I = 3/2$, the highest $\Delta I$ requires $n - 1$ insertions of isospin-breaking operators. This means that at order $(n - 2)$ in isospin breaking, the effective Hamiltonian cannot generate the highest $\Delta I$, resulting in one isospin amplitude that is zero. This is basically our proof. We see that for a final state with $n$ pions there is an isospin amplitude that is zero to order $(n - 2)$ and thus generates a sum rule.

Expanding upon the above discussion, we consider a generic formalism for $SU(2)$ sum-rules for $n$-body final state particles, extending the work of [1, 5]. Let us assume that the system has $SU(2)$ symmetry (whether it be $U$-spin or isospin), which is broken by a set of spurions. The matrix element of the decay amplitude $B_\mu \to P_{\alpha_1} \ldots P_{\alpha_n}$ is defined as

$$A_{\mu \to \alpha_1 \ldots \alpha_n} = \langle B_\mu | H | P_{\alpha_1} \ldots P_{\alpha_n} \rangle, \quad (5)$$
where $H$ is the effective Hamiltonian. The Wigner-Eckart theorem implies that the amplitude can be written as

$$A_{\mu \rightarrow \alpha \beta} = \sum_{w} X_{w} \partial_{P_{\alpha_{1}} \cdots P_{\alpha_{n}}} B_{\mu} I_{w},$$

(6)

where $X_{w}$ are the reduced matrix elements and $I_{w}$ are group theoretical invariants, formed from the effective Hamiltonian, initial, and final state tensors. An amplitudes sum rule will be

$$S^{\alpha_{1} \cdots \alpha_{n} \mu} A_{\mu \rightarrow \alpha_{1} \cdots \alpha_{n}} = S^{\alpha_{1} \cdots \alpha_{n} \mu} \sum_{w} X_{w} \partial_{P_{\alpha_{1}} \cdots P_{\alpha_{n}}} B_{\mu} I_{w}$$

$$= S^{\alpha_{1} \cdots \alpha_{n} \mu} \sum_{w} X_{w} \sum_{q} \chi_{w,\alpha_{1} \cdots \alpha_{n} \mu} \exp(i\sigma_{w}^{q}) = 0,$$

(7)

where $\sigma_{w}^{q}$ are the strong phases and $\chi_{w,\alpha_{1} \cdots \alpha_{n} \mu}$ contain the weak phase as well group theoretical coefficients.

Next, let us assume that the initial states, final states and the effective Hamiltonian have the following $SU(2)$ representations

$$B_{\mu} \sim r_{i}, \quad P_{\alpha} \sim r_{f}, \quad H_{i} \sim r_{H},$$

(8)

and the symmetry is broken by the spurions $m^{B}$ with the representation

$$m^{B}_{\beta} \sim r_{b}.$$

(9)

Therefore, the $I_{w}$ are constructed from all the invariants of the initial/final states, the Hamiltonian and the spurions. This can by done order by order in the symmetry breaking spurions. To order $p$, the decomposition is

$$\sum_{w} I_{w} = r_{i} \otimes r_{H} \otimes (r_{f} \otimes \cdots \otimes r_{f}) \otimes (r_{b} \otimes \cdots \otimes r_{b}),$$

(10)

where we assume $n$ final state and $p$ insertions of the breaking spurion.

We can construct the $I_{w}$ order by order in the spurions. Consider, for instance, the explicit example of the decay of a $B$ meson into two $K$ and $\pi$ mesons. The relevant $U$-spin doublets are given by $B = (B_{d}, B_{s}); M^{-} = (\pi^{-}, K^{-}); M^{+} = (K^{+}, -\pi^{+})$. Note that $M^{-}$ is conjugate to $M^{+}$ since these are $SU(2)$ doublets (recall that $\epsilon_{ab}$ is an invariant symbol under the $SU(2)$ group action). Charge conservation requires the final state to be obtainable from
a direct product of $M^+$ and $M^-$, in which case we have $2 \otimes 2 = 3 \oplus 1$. Generalizing further, in the case of four meson final states, we have: $2 \otimes 2 \otimes 2 \otimes 2 = 5 \oplus 3 \oplus 3 \oplus 1 \oplus 1$. Observing this pattern, the tensor product of $n$ such doublets (where $n$ is even) is given by the following formula:

$$\bigotimes^n 2 = \bigoplus_{k=0}^{n/2} \frac{n!(n-2k+1)}{k!(n-k+1)!} (n-2k+1).$$

(11)

At this stage, one can see that the spurion, being a triplet, can be readily multiplied as follows:

$$3 \otimes \bigotimes^n 2 = \bigoplus_{k=0}^{n/2} \frac{n!(n-2k+1)}{k!(n-k+1)!} ((n-2k+3) \oplus (n-2k+1) \oplus (n-2k-1)),
$$

(12)

and more factors of spurion triplets can be multiplied to the above for higher order breaking effects. Since for $U$-spin, $r_H = r_i = 2$, their effects can be added to to above formula by just taking $n \to n + 2$ in Eqs. (11)–(12). We will use this expression to explicitly count sum rules in Section IV below.

### III. HIGHER ORDER ISOSPIN SUM RULES IN $B \to n\pi$ DECAYS

In this section, we present a more rigorous version of the proof discussed above. As mentioned in the introduction, isospin breaking is generated by $u$–$d$ quark mass splitting and their different electromagnetic charges. This breaking may manifest itself as corrections to the effective Hamiltonian, as $\pi$–$\eta$–$\eta'$ mixing, and as kinematic corrections. For the former two, one may parametrize their effects by $\delta \sim \mathcal{O}\left(\frac{m_u-m_d}{\Lambda_{\text{QCD}}}, \alpha_{\text{EM}}\right)$, while for the kinematic corrections, we argue later that the appropriate parameter is $\sim \mathcal{O}\left(\frac{\Lambda_{\text{QCD}}}{m_B/n}\right) \cdot \delta$ in most of the phase space. Several studies have attempted to determine more carefully the size of the first-order isospin breaking effects [6, 7], estimating $\delta$ to be about 2% [7].

We assume the limit of infinite $b$ quark masses, so we can ignore effects of the kinematic corrections. With this assumption, we show that sum rules exist to any order in $\delta$ given a sufficient number of final state mesons.
A. Proving the existence of higher-order isospin sum rules

We begin with corrections to the Hamiltonian, which can be parametrized using the spurion approach. $B \to n\pi$ decays are generated at parton level by $b \to q\bar{d}$ transitions, with $q = u, d$. In the SM, at leading order in the Fermi coupling $G_F$, the weak Hamiltonian $H_0$ responsible for such transitions furnish the 2 and 4 of isospin with $I_3 = \frac{1}{2}$, i.e. they transform as tensor operators $T_{I_3}^{(1/2)}$ or $T_{I_3}^{(3/2)}$ using the standard notation of $T_{I_3}^{(I)}$. The former receive contribution from both tree-level and QCD penguin diagrams, whereas the latter only receive tree-level contributions. Isospin breaking from the $u-d$ quark mass splitting, or from their electromagnetic charge difference, is encoded by a $T_{I_3}^{(1)}$ isospin breaking spurion, $M_\delta$. In the $u = (1, 0), d = (0, 1)$ basis, the $B$ mesons furnish an isospin antidoublet $B = (B^+, B^0)$, and the pion triplet and spurion have the form

$$\Pi = \begin{pmatrix} \pi^0/\sqrt{2} & \pi^+ \\ \pi^- & -\pi^0/\sqrt{2} \end{pmatrix}, \quad M_\delta = \delta \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \quad (13)$$

Note that off-diagonal $M_\delta$ entries are forbidden by electromagnetic charge conservation. Tensor products of $k$ insertions of this spurion operator into the Hamiltonian encodes isospin breaking to $\mathcal{O}(\delta^k)$, including effects of electroweak penguins.

In the $B \to n\pi$ phase space, we label each momentum consistently under an energy ordering, i.e. the momenta are assigned to an ordered set $\{p_1, p_2, \ldots, p_n\}$ such that $E_1 \leq E_2 \leq \ldots \leq E_n$. In the case of degeneracy, the degenerate momenta are then ordered by their momenta components, e.g. beginning with the $x$-component. The amplitudes are then written in energy-ordered form, $A_{c_1 \ldots c_n}$, in which $c_i \in \{+, -, 0\}$ is the charge of the pion with momentum $p_i$, and the parent $B$ is identified by charge conservation. Under this convention, e.g. the energy-ordered final state $\{\pi^+(p_1), \pi^-(p_2), \ldots\}$ is distinct from $\{\pi^-(p_1), \pi^+(p_2), \ldots\}$, with amplitudes $A_{+-\ldots}$ and $A_{-+\ldots}$ respectively, and we have restricted the phase space to an energy-ordered wedge with hypervolume $(1/n!)$th of that of the full phase space.

The starting Hamiltonian can be written in the isospin-decomposed form $H_0 = H_{1/2}^1 + H_{3/2}^1$, and we denote by $(M_\delta)^{\leq k}$ the tensor products of up to $k$ insertions of the isospin breaking spurion. Then, $(M_\delta)^{\leq k}H_0$ transforms as $T_{1/2}^{(1/2)} \oplus T_{1/2}^{(3/2)} \oplus \ldots \oplus T_{1/2}^{(k+3/2)}$. We have only kept one $T_{1/2}^{(I)}$ representation for each $I$, since we are only looking at $I_3 = \frac{1}{2}$ components (we can always regard the linear combination of multiple $T_{1/2}^{(I)}$ of the same $I$ as the $I_3 = \frac{1}{2}$ component of a single representation). Note also that the highest-weight tensor representation $T_{1/2}^{(k+3/2)}$
involves only \(H^2_2\) and not \(H^2_1\). Now acting this on \(|B\rangle\), we find that

\[
(M_δ)^{≤k}H_0|B\rangle \sim |0\rangle \oplus 2\left[|1\rangle \oplus |2\rangle \oplus \ldots \oplus |k+1\rangle \right] \oplus |k+2\rangle,
\]

(14)

Only the \(I_3 = 1\) and 0 components are non-zero, being furnished by \(B^+\) and \(B^0\) respectively. There are two linearly independent occurrences of each \(|I\rangle\) representation, with the exception of the singlet and the highest weight representation, which are unique. Again the highest weight \(|k+2\rangle\) involves only \(H^2_2\).

Next we consider the \(n\pi\) final states. We first consider specific points in phase space called the symmetric points. These are points where \(A_{c_1,\ldots,c_n}\) is unchanged under all possible permutations of the same set of charges \(\{c_1,\ldots,c_n\}\). We defer further discussion about the symmetric point to Appendix A. In that case, these \(n\pi\) final states project only to the totally symmetric isospin states, i.e. \(|n\pi\rangle \sim |n\rangle \oplus |n-2\rangle \oplus \ldots\), with the lowest-weight representation \(|0\rangle\) for even \(n\) and \(|1\rangle\) for odd \(n\).

We define \(O(δ^k)\) amplitude as amplitudes that include up to and including \(O(δ^k)\) corrections (i.e. from \((M_δ)^{≤k}H_0\)), and hence have a precision of \(O(δ^{k+1})\). One can now count the number of independent \(O(δ^k)\) isospin amplitudes (equivalent to Wigner-Eckart reduced matrix elements), for the case of even and odd \(n\) and \(k\). At the same time, we can count the number of neutral and charged \(B \to n\pi\) decay modes at the symmetric point. Since charge permutation does not matter at the symmetric point, we are only interested in distinct charge compositions, so this corresponds to the number of solutions of the Diophantine equations \(2a + b = n\) and \(2a + b + 1 = n\) respectively – the number of ways the \(n\pi\) final state may contain \(a\) \(\pi^-\)'s and \(b\) \(\pi^0\)'s – with the requirements \(a, b \geq 0\). The number of neutral and charged modes for \(n\) even and odd are also shown in Table I.

The Clebsch-Gordan coefficients relating \(|I\rangle\) to \((M_δ)^{≤k}H_0|B\rangle\), and \(|I\rangle\) to \(|n\pi\rangle\), specifies the relation between the isospin and the physical decay amplitudes. In other words,

\[
A_{c_1\ldots c_n} = \sum_{j=1}^{N_I} C_{ij} A^I_j, \quad (15)
\]

where \(i\) runs from 1 to \(N_{\text{phys}}\), \(N_{\text{phys}}\) and \(N_I\) counts the number of decay modes and isospin amplitudes respectively, and \(C_{ij}\) comprises products of known Clebsch-Gordon coefficients. This expression is true at any point in phase space; however as we have mentioned before, \(N_{\text{phys}}\) only counts distinct charge compositions at the symmetric point. In that case, regardless of whether \(n\) is even or odd, we find that \(N_{\text{phys}} = n + 1\). Meanwhile, from Table I
Isospin amplitudes

Physical decay amplitudes

| \( k \) | \( n \) | \( N[\mathcal{O}(\delta^k) \text{ ampl.}] \) | Neutral | Charged |
|---|---|---|---|---|
| even | even | \( n \geq k + 2 \) | \( (k + 2)^* \) | \( n/2 + 1 \) | \( n/2 \) |
| even | odd | \( n \leq k \) | \( n + 1 \) | \( (n + 1)/2 \) | \( (n + 1)/2 \) |
| odd | even | \( n \geq k + 3 \) | \( k + 2 \) | \( n/2 + 1 \) | \( n/2 \) |
| odd | odd | \( n \leq k + 1 \) | \( n + 1 \) | \( (n + 1)/2 \) | \( (n + 1)/2 \) |

TABLE I. Maximum number of \( \mathcal{O}(\delta^k) B \to n\pi \) isospin amplitudes and number of \( B \to n\pi \) charged and neutral decay amplitudes, at the symmetric point in phase space. When labelled with an asterisk (*), this indicates that the highest-weight isospin amplitudes only involves \( H_2^\pm \) and not \( H_1^\pm \).

when \( n \geq k + 2 \), we find that \( N_I = k + 2 < n + 1 \), so the kernel dimension of the mapping \( C_{ij} \) is nonzero. This guarantees the existence of \( \mathcal{O}(\delta^k) \) sum rules: linear combinations
\[
\sum_i a_{tC}^i A_{n\pi}^i = 0,
\]
with a precision of \( \mathcal{O}(\delta^{k+1}) \). In contrast, when \( n \leq k + 1 \), we find that \( N_I = n + 1 = N_{\text{phys}} \), so the existence of a sum rule is not guaranteed, demonstrating our claim that we can obtain sum rules to any order in \( \delta \) as long as we consider sufficiently large \( n \).

At this point, it is useful to introduce the following notation: in \( b \to q\bar{q}d \) transitions, CKM unitarity ensures that one may always write the decay amplitudes in the factorized form
\[
A_{c_1^t \ldots c_n^t} = A_{c_1^u \ldots c_n^u}^t \lambda_t + A_{c_1^u \ldots c_n^u}^u \lambda_u,
\lambda_q \equiv V_{qb}^* V_{qd} (16)
\]
such that \( A_{c_1^t \ldots c_n^t}^t \) is exclusively produced by penguin operators, while \( A_{c_1^u \ldots c_n^u}^u \) may have both tree and penguin contributions, and both \( A_{c_1^t \ldots c_n^t}^t \) and \( A_{c_1^u \ldots c_n^u}^u \) contain only strong phases. (We emphasize that the \( t \) subscript is for notational convenience: In practice the penguin contributions below \( m_B \) are generated by charm and up-quark loops most dominantly, not by top quarks.) In the cases indicated by an asterisk (*) in Table [I] the highest-weight
isospin amplitudes only involves $H_{\frac{3}{2}}$ and not $H_{\frac{1}{2}}$, and hence has a CKM structure $\lambda_u$. This implies that $A_{t_{c_1\ldots c_n}}$ cannot project to this isospin amplitude, and therefore there will be an additional sum rule for $A_{t_{c_1\ldots c_n}}$.

**B. Specific examples**

For example, for $n = 2$ and $k = 0$, the full decay amplitude relation and the $A_{t_f}$ amplitude relation are explicitly

$$\sqrt{2}A_{++} - A_{+-} + A_{00} = 0, \quad A_{t}^{+-} - A_{t}^{-+} = 0.$$  \hspace{1cm} (17)

We note that the first sum rule differs from the one used in [1] due to differences in convention. See App. B for details.

For $n = 3$, the amplitude relations are

$$A_{++-} - 2A_{000} + 2\sqrt{2}A_{+-0} - \frac{2\sqrt{2}}{3}A_{000} = 0, \quad \text{for } k = 0, 1$$

$$\begin{cases} A_{+-0} - \frac{1}{3}A_{000} = 0, & \text{for } k = 0 \\ A_{+-0} - \frac{1}{3}A_{t00} = 0, & \text{for } k = 1 \end{cases}$$  \hspace{1cm} (18)

For $n = 4$, the amplitude relations are

$$A_{++-0} - \frac{2}{3}A_{000} - \frac{\sqrt{2}}{4}A_{++-} + \sqrt{2}A_{+-0} - \frac{\sqrt{2}}{6}A_{0000} = 0, \quad \text{for } k = 0, 1, 2$$

$$\begin{cases} A_{++-} - 4A_{+-0} + \frac{2}{3}A_{0000} = 0, & \text{for } k = 0, 1 \\ A_{t_{++-0}} - 4A_{t_{+-0}} + \frac{2}{3}A_{t_{0000}} = 0, & \text{for } k = 2 \end{cases}$$

$$A_{0000} = \frac{3\sqrt{2}}{2}A_{+-0} + \frac{\sqrt{2}}{2}A_{0000} = 0, \quad \text{for } k = 0$$

$$A_{t_{+-0}} - \frac{1}{3}A_{t_{0000}} = 0, \quad \text{for } k = 0$$  \hspace{1cm} (19)

**C. Moving away from the symmetric point**

The above discussion applies to symmetric points in phase space. For more general points, the sum rules above still apply if we replace the amplitudes above by the symmetrized amplitudes, i.e.

$$A_{c_1,\ldots,c_n} = \frac{1}{s(c_1,\ldots,c_n)\sum_{\sigma \in S_n} A_{\sigma(c_1,\ldots,c_n)}}$$  \hspace{1cm} (20)
where $\sigma(c_1, \ldots, c_n) \in S_n$ is a permutation of the set of pion charges, and $s(c_1, \ldots, c_n)$ are appropriate definitions of the symmetry factor. (The symmetrized amplitude describes decays to a symmetric linear superposition of all modes related by charge permutation, which again projects to totally symmetric isospin states due to Bose statistics.) However, on top of that, there may be other sum rules that do not involve the totally symmetric $\langle I \rangle$ representations. To illustrate this, let us consider the example of $n = 3$, $k = 0$. At the symmetric point, from Table I, we have $N_{\text{phys}} = n + 1 = 4$ and $N_I = k + 2 = 2$, suggesting two sum rules. For more general points in phase space however, since amplitudes now differ under permutations of the charge indices, we have to count distinct permutations for a given charge composition as separate modes, and we find that $N_{\text{phys}} = 13$ instead. Meanwhile, final-state isospin representations that are not totally symmetric now also come into play, so we have $\langle 3\pi | \sim \langle 0 | \oplus 3\langle 1 | \oplus 2\langle 2 | \oplus \langle 3 |$, among which there are $1 + 3 \times 2 + 2 \times 2 + 2 = 13$ states with $I_3 = 0$ or 1, in agreement with the number of modes. For $k = 0$, where $(M_\delta)^{\leq k} H_0 |B \rangle \sim |0 \rangle \oplus 2|1 \rangle \oplus |2 \rangle$ we find that $N_I = 9$, i.e. only 9 reduced matrix elements. This suggests $13 - 9 = 4$ sum rules, two more than at the symmetric point.

D. Effects of $\pi - \eta$ mixing

So far, we have assumed that the pions are isotriplets. Isotriplet-isosinglet mixing, i.e. mixing of $\pi^0$ with $\eta$ and $\eta'$ in the physical states, may be encoded via a single mixing angle $\theta$, such that $\pi^0 = \pi_{\text{phys}} \cos \theta + \eta_{\text{phys}} \sin \theta$ and $\eta = -\pi_{\text{phys}} \sin \theta + \eta_{\text{phys}} \cos \theta$. Since isotriplet-isosinglet mixing is a manifestation of isospin breaking in the initial and final states, it necessarily originates from the same physics parametrized by $\delta$. That is, formally we expect $\theta \sim \delta$.

At first glance, one might expect $O(\delta^k)$ sum rules derived using $n\pi$ to include not just decay amplitudes to pure $n\pi_{\text{phys}}$, but also those to $(n-m)\pi_{\text{phys}}(m)\eta_{\text{phys}}$ as well for $0 \leq m \leq n$, i.e. we cannot simply replace $\pi$ by $\pi_{\text{phys}}$ to get pure $\pi_{\text{phys}}$ sum rules without $\eta_{\text{phys}}$. However, this intuition appears to be wrong; the simple replacement of $\pi$ by $\pi_{\text{phys}}$ gives the correct sum rules.

We first illustrate this with the $n = 3$, $k = 1$ example at the symmetric point. Since $k = 1$ sum rules are supposed to only receive $O(\delta^2)$ corrections, we just want to check whether mixing introduces $O(\delta)$ corrections to these sum rules, so we can approximate
\[ \pi^0 \simeq \pi_{\text{phys}} + \eta_{\text{phys}} \theta. \] Now plugging this into, say, the first equation in Eq. (18), we get in terms of the decay amplitudes to physical states

\[
\left( A_{++}^{\text{phys}} - 2A_{+00}^{\text{phys}} + 2\sqrt{2}A_{+-}^{\text{phys}} - \frac{2\sqrt{2}}{3}A_{000}^{\text{phys}} \right)
- \theta \left[ 2 \left( A_{+\eta0}^{\text{phys}} + A_{+\eta\eta}^{\text{phys}} \right) - 2\sqrt{2}A_{++-}^{\text{phys}} + \frac{2\sqrt{2}}{3} \left( A_{\eta00}^{\text{phys}} + A_{0\eta0}^{\text{phys}} + A_{00\eta}^{\text{phys}} \right) \right] = 0,
\]

where we have dropped terms of \( \mathcal{O}(\theta^2) \) and above. Since we are at the symmetric point, rotational invariance allows us to simplify the terms in the square brackets as

\[
2\sqrt{2} \left( \sqrt{2}A_{+\eta0}^{\text{phys}} - A_{+-\eta}^{\text{phys}} + A_{00\eta}^{\text{phys}} \right).
\]

We now argue that this expression is actually of size \( \mathcal{O}(\delta) \). Up to \( \mathcal{O}(\delta) \) corrections, we can treat \( \pi_{\text{phys}} \) and \( \eta_{\text{phys}} \) as \( \pi \) and \( \eta \) respectively, and since the addition of a singlet \( \eta \) does not affect isospin decomposition of the final state, the two-pion \( \mathcal{O}(\delta^0) \) sum rules from Eq. (17) implies that this expression is of size \( \mathcal{O}(\delta) \). Since this expression is further multiplied by \( \theta \) in Eq. (21), it becomes \( \mathcal{O}(\delta^2) \) and can hence be dropped. Therefore, we are left with just

\[
A_{++}^{\text{phys}} - 2A_{+00}^{\text{phys}} + 2\sqrt{2}A_{+-}^{\text{phys}} - \frac{2\sqrt{2}}{3}A_{000}^{\text{phys}} = 0,
\]

same as if we had simply replaced \( \pi \) in the sum rules by \( \pi_{\text{phys}} \).

We explicitly verified that this is the case for all the sum rules in Eq. (18) and Eq. (19). In other words, all correction terms from the difference between \( \pi^0 \) and \( \pi^0_{\text{phys}} \) turn out to be of order \( \mathcal{O}(\delta^{>k}) \) and can hence be neglected. This is usually a consequence of sum rules for lower \( n \) as seen in the example above, or sum rules for the same \( n \) but lower \( k \) (e.g. for \( n = 4, k = 2 \), when replacing \( \pi^0 \) by \( (1 - \frac{\theta^2}{2})\pi^0_{\text{phys}} + \theta\eta_{\text{phys}} \), the correction terms associated with \( -\frac{\theta^2}{2}\pi^0_{\text{phys}} \) can be neglected due to a \( n = 4, k = 0 \) sum rule).

While we have only shown this for \( n = 3,4 \) and only at the symmetric point, we believe this to be true in general, although we defer a complete proof to future work.

**E. Limitations**

First, we have only considered the corrections to the effective Hamiltonian as well as \( \pi-\eta-\eta' \) mixing from isospin breaking. We have not taken into account kinematic corrections due to the mass splitting of the \( B \) mesons and the pions from isospin breaking. The sum rules
so far involve amplitudes that utilize the same set of pion momenta. However, once we take into account mass splitting, for certain decay modes, the same set of pion momenta may no longer be kinematically allowed. Therefore, were we to use the closest kinematically allowed amplitudes for each mode instead, it is likely that the sum rules will obtain corrections of the form

$$\sum_i \frac{\partial A_{c_1...c_n}}{\partial \vec{p}_i} \cdot \Delta \vec{p}_i \sim \frac{A_{c_1...c_n}}{E_\pi} \cdot \Lambda_{QCD} \cdot \delta \sim \left(\frac{\Lambda_{QCD}}{m_B/n} \cdot \delta\right) A_{c_1...c_n}. \tag{24}$$

Here, $\Delta \vec{p}_i$ is the typical difference between the forbidden and closest allowed momenta, which we assume to be $1/n$ the scale of the mass splitting $\Lambda_{QCD} \cdot \delta$, and $E_\pi$ is the typical energy of the pion in the final state, assumed to be of order $m_B/n$. We see that the corrections are typically of order $\frac{\Lambda_{QCD}}{m_B/n} \cdot \delta > \delta^2$, so $\alpha$ extracted from $O(\delta)$ sum rules may actually not reach the expected precision of $O(\delta^2)$. Also, the above estimate for the kinematic correction size is too small in the vicinity of an intermediate resonance, since then $\frac{\partial A_{c_1...c_n}}{\partial \vec{p}_i} \sim \frac{A_{c_1...c_n}}{1}$ instead, where $\Gamma$ is the width of the resonance. For recent work on the effects of resonance on sum rules, see [8]. One may also have to consider possible interplay with $\pi - \eta - \eta'$ mixing due to the larger kinematic corrections from the mass difference between $\pi$ and $\eta$. We hope to fully address these kinematic issues in future work.

IV. U-SPIN SUM RULES IN $B_d$, $B_s$ DECAY TO CHARGED PIONS/KAONS

We now move on to the topic of U-spin sum rules. In particular, we consider the decays of $B_d$ and $B_s$ to $n$ charged pions and/or kaons, where $n$ is even, i.e. $B_d/B_s \rightarrow \frac{n}{2}(\pi^+/K^+) \frac{n}{2}(\pi^-/K^-)$. U-spin breaking is generated by $d$–$s$ quark mass splitting, and may manifest itself as corrections to the effective Hamiltonian, and as kinematic corrections. The small parameter is now given by $\epsilon \sim O(\frac{m_s-m_d}{\Lambda_{QCD}}) \sim 0.3$ for corrections to the Hamiltonian, and $\sim \left(\frac{\Lambda_{QCD}}{m_B/n}\right) \cdot \epsilon$ for kinematic corrections. In this section, we again assume the $m_B \rightarrow \infty$ limit and hence ignore kinematic corrections. With this assumption, we prove that sum rules exist to any order in $\epsilon$ given sufficient number of final state mesons. We also present some of the higher-order sum rules below.
A. Sum rules to higher order

The mesons involved in the decay all furnish U-spin doublets

\[
B = \begin{pmatrix} B_d \\ B_s \end{pmatrix}, \quad M^- = \begin{pmatrix} \pi^- \\ K^- \end{pmatrix}, \quad M^+ = \begin{pmatrix} K^+ \\ -\pi^+ \end{pmatrix}.
\] (25)

Meanwhile, the weak Hamiltonian can be written as \( H_0 = H^t + H^p \), where

\[
H^t = T \begin{pmatrix} V_{ud} V_{ub}^* \\ V_{us} V_{ub}^* \end{pmatrix}, \quad H^p = P \begin{pmatrix} V_{cd} V_{cb}^* \\ V_{cs} V_{cb}^* \end{pmatrix},
\] (26)

where \( T \) and \( P \) are complex numbers that contain the strong phases \([5]\). Note that despite the notation, \( T \) may contain penguin contributions with the same CKM structure as tree-level contributions. Since \( T \) and \( P \) are unknown, rather than think of \( H_0 \) as a linear combination of the \( U_3 = \pm \frac{1}{2} \) components of a single 2 with unknown coefficients, it is more useful here to think of \( H_0 \) as \( H_{\frac{1}{2}}^t + H_{-\frac{1}{2}}^t \), where \( H_{\frac{1}{2}} \) and \( H_{-\frac{1}{2}} \) are \( U_3 = \pm \frac{1}{2} \) components of two inequivalent 2 without coefficients. In other words, the unknown coefficients above can be thought of as causing \( H_{\frac{1}{2}} \) and \( H_{-\frac{1}{2}} \) to have different reduced matrix elements; hence the view that they come from inequivalent representations. For additional details on U-spin decomposition (including larger SU(3)), see \([2, 9–15]\) and references therein. In particular, \([2]\) gives an elaborate account of two methods for extracting \( SU(3) \) sum rules without prior need for separate use of \( SU(2) \), although such generality will not be necessary for our calculations.

U-spin breaking is encoded by a \( T_0^{(1)} \) spurion

\[
M_\epsilon = \epsilon \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\] (27)

Again, we denote by \((M_\epsilon)^{\leq k}\) the tensor products of up to \( k \) insertions of the U-spin breaking spurion. Then \((M_\epsilon)^{\leq k} H_{\frac{1}{2}}\) transforms as \( T_{1/2}^{(1/2)} \oplus T_{1/2}^{(3/2)} \oplus \ldots \oplus T_{1/2}^{(k+1/2)}\), and \((M_\epsilon)^{\leq k} H_{-\frac{1}{2}}\) as \( T_{-1/2}^{(1/2)} \oplus T_{-1/2}^{(3/2)} \oplus \ldots \oplus T_{-1/2}^{(k+1/2)}\). Since \( T_{1/2}^{(U)} \) and \( T_{-1/2}^{(U)} \) belong to inequivalent 2U + 1 representations, this implies that \( \Delta U_3 = \frac{1}{2} \) and \( \Delta U_3 = -\frac{1}{2} \) decay amplitudes are related to two disjoint sets of U-spin amplitudes (Wigner-Eckart reduced matrix elements), so sum rules should only relate decay amplitudes of the same \( \Delta U_3 \). Also, \(|\Delta U_3| \neq \frac{1}{2} \) decays are explicitly forbidden, unless we go to higher orders in \( G_F \), e.g. via box diagrams. (These considerations were absent when discussing isospin sum rules because only \( \Delta I_3 = \frac{1}{2} \) decay amplitudes in \( B \to n\pi \) were allowed by electric charge conservation.)
Therefore, let us restrict our analysis to the $\Delta U_3 = \frac{1}{2}$ transitions. We denote $|B_d\rangle$ and $|B_s\rangle$ collectively as $|B\rangle$. In the following paragraphs, we first count the number of U-spin amplitudes, $N_U$, using Eq. (11). We then calculate the number of physical decay amplitudes, $N_{\text{phys}}$. The Wigner-Eckart theorem allows us to express the physical amplitudes in terms of U-spin amplitudes, along with factors of Clebsch-Gordan coefficients, in accordance with Eq. (1), where we may now replace the isospin amplitudes $A^I_i$ with U-spin amplitudes $A^U_i$. Now, $N_{\text{phys}} - N_U$ gives us the number of zeros on the left hand side of Eq. (1), which is precisely the number of sum rules.

Acting $(M_\epsilon)^{\leq k}H_{\frac{1}{2}}$ on $|B\rangle$ gives

$$(M_\epsilon)^{\leq k}H_{\frac{1}{2}}|B\rangle \sim |0\rangle \oplus 2\left[|1\rangle \oplus \ldots \oplus |k\rangle\right] \oplus |k+1\rangle,$$  

(28)

where the actual linear combinations involve Clebsch-Gordan coefficients. The right hand side of Eq. (28) gives us the irreducible representations, along with their multiplicities, from which we may obtain the number of U-spin amplitudes. Consider the final state comprising $n$ charged pions and/or kaons, at some general point in phase space, where $n$ must be even due to electric charge conservation. We order the final state mesons first by charge, and next by energy. The final state U-spin decomposition is given by

$$\left(\begin{array}{c} \frac{1}{2} \\ \frac{1}{2} \end{array}\right)^n = \sum_{m=0}^{n/2} \frac{n!(n-2m+1)}{m!(n-m+1)!} \frac{m!(\frac{n}{2}-m)!}{(\frac{n}{2}+m)!},$$

(29)

which upon comparing with Eq. (28), one finds the maximum number of $\Delta U_3 = \frac{1}{2}$ U-spin amplitudes to be

$$N_U = \begin{cases} 
2 \sum_{m=0}^{n/2} \frac{n!(n-2m+1)}{m!(n-m+1)!} \frac{m!(\frac{n}{2}-m)!}{(\frac{n}{2}+m)!}, & \text{for } k \geq \frac{n}{2} \\
2 \sum_{m=\frac{n}{2}-k-1}^{n/2} \frac{n!(n-2m+1)}{m!(n-m+1)!} \frac{m!(\frac{n}{2}-m+1)!}{(\frac{n}{2}+m+1)!} - \frac{n!(2k+3)}{(\frac{n}{2}-k-1)!(\frac{n}{2}+k+2)!}, & \text{for } 0 \leq k \leq \frac{n}{2} - 1 
\end{cases}$$

(30)

Next we count the number of $\Delta U_3 = \frac{1}{2}$ decay modes, i.e. the number of physical decay amplitudes, $N_{\text{phys}}$. Since $B_d$ can decay to $U_3 = 1$ states and $B_s$ to $U_3 = 0$ states, the number of modes is simply given by the sum of the number of $U_3 = 1$ and 0 final states.

$$N_{\text{phys}} = \sum_{m=0}^{n/2} \binom{n/2}{m} \binom{n/2}{m} + \sum_{m=1}^{n/2} \binom{n/2}{m} \binom{n/2}{m-1}.$$  

(31)
From Eq. (30) and Eq. (31), we find that despite the seemingly different expression, in fact $N_U = N_{\text{phys}}$ when $n \leq 2k$, so no sum rules are guaranteed to exist. However, once we increase $n$ beyond $2k$, the minimum number of sum rules is given by

$$N_{\text{phys}} - N_U = 2^{\frac{n}{2}} \sum_{m=0}^{\frac{n}{2} - 1} \frac{n!(n-2m+1)}{m!(n-m+1)!} - \frac{n!(2k+3)}{(\frac{n}{2} - k - 1)(\frac{n}{2} + k + 2)!}, \quad \text{for } k \leq \frac{n}{2} - 1. \quad (32)$$

Table II lists the minimum number of $\Delta U_3 = \frac{1}{2}$ sum rules of precision $\mathcal{O}(\epsilon^{k+1})$, for various $n$ and $k$ values.

| $n$ | Number of $\Delta U_3 = \frac{1}{2}$ sum rules |
|-----|---------------------------------------------|
|     | $k = 0$ | $k = 1$ | $k = 2$ | $k = 3$ |
| 2   | 1       | 0       | 0       | 0       |
| 4   | 5       | 1       | 0       | 0       |
| 6   | 21      | 7       | 1       | 0       |
| 8   | 84      | 36      | 9       | 1       |

Table II. Minimum number of $\Delta U_3 = \frac{1}{2}$ sum rules of precision $\mathcal{O}(\epsilon^{k+1})$, for the decay amplitudes of $B_d$ and $B_s$ to $n$ charged pions and/or kaons.

We can perform the same analysis for $\Delta U_3 = -\frac{1}{2}$ decays, in which case we find exactly the same number of U-spin amplitudes, decay modes, and U-spin sum rules as $\Delta U_3 = \frac{1}{2}$ decays. It is also useful to count the number of $|\Delta U_3| \neq \frac{1}{2}$ that are forbidden at leading order in $G_F$. The maximum number of decay modes for a given charge-specific set of momenta is given by $2^{n+1}$, among which $2N_{\text{phys}}$ modes are $\Delta U_3 = \pm \frac{1}{2}$. Therefore, the number of forbidden modes is simply given by $2^{n+1} - 2N_{\text{phys}}$.

We re-iterate that the discussion above is only based on corrections to the Hamiltonian from U-spin breaking. We have yet to take into account kinematic corrections from the mass splitting in a U-spin multiplet. Therefore, the actual precision of the sum rules may be worse than $\mathcal{O}(\epsilon^{k+1})$ depending on the values of $n$ and $k$. We are also yet to explore how U-spin sum rules may be used in CKM parameter extraction, but we will explore this matter in the future. Some existing ideas based on U-spin symmetry can be found in [16, 17] for example.
B. Higher-order U-spin sum rules

Consider the example mentioned in Sec. III regarding four final state mesons. Restricting ourselves to pieces of the phase space where positively charges final states mesons are written first and negatively charged final state mesons written last, a general amplitude is then of the form

\[ A(B \to M^+(p_1)M^+(p_2)M^-(p_3)M^-(p_4)) \]

where doublets were defined in Eq. (33). Suppressing momentum labels, this expression is now simply \( A_{B \to M^+M^+M^-M^-} \). Additionally, we symmetrize between pairs of positively charged final state mesons and we separately symmetrize between negatively charged final state mesons, if they are different. For instance,

\[ A(B \to \pi^+\pi^+K^-K^-) \to (A(B \to K^+\pi^+K^-K^-) + A(B \to \pi^+K^+K^-K^-))/2 = A(B \to K^+\pi^+K^-K^-) \]

Note that the negative pair does not undergo any further symmetrization since the negatively charged final state mesons are identical particles. If instead there were a \( \pi^-K^- \) pair, then we would symmetrize accordingly, but this time there would be a factor of 4 in the denominator: a 2 from the positive pair and another 2 from the negative pair. For channels where pairs of positive and negative mesons are identical there is no symmetrization. For instance, we simply replace \( A_{B \to K^+K^+\pi^-\pi^-} \) by \( A_{B \to K^+K^+\pi^-\pi^-} \). At the group theoretical level, symmetrizing pairs of final state mesons effectively amounts to considering the tensor product \( 2 \otimes 2 \otimes 2 \otimes 2 = (1 \otimes 3) \otimes (1 \otimes 3) \), and extracting the \( 3 \otimes 3 \), i.e. the symmetric representations only. Note however, that the lesser number of U-spin matrix elements will lead to fewer sum rules at the \( n = 4, k = 0 \) level in Table II.

First, even before analyzing the details of the Hamiltonian for the process, the \( |\Delta U_3| = \frac{1}{2} \) selection rule suggests that \( A_{B_d/B_s \to \pi^+\pi^+K^-K^-} = 0 \) and \( A_{B_d/B_s \to K^+\pi^-\pi^-} = 0 \), suppressing momentum labels. Furthermore, the same rule also suggests that the amplitudes \( A_{B_s \to K^+\pi^-K^-} = 0, A_{B_s \to K^-\pi^-\pi^+} = 0, A_{B_d \to K^+\pi^-K^-} = 0 \) as well as \( A_{B_d \to \pi^+\pi^-K^-} = 0 \). We anticipate that at leading order, where U-spin breaking is taken to be negligible \((k = 0)\), the decay of \( B \) mesons is facilitated by an interaction Hamiltonian of the form:

\[ H_0 \sim c_1 H^{(\frac{1}{2})}_{\frac{1}{2}} + c_2 H^{(\frac{1}{2})}_{-\frac{1}{2}}, \]  

(33)

in terms of the Wilson coefficients \( c_{\pm \frac{1}{2}} \). \( H_0 \) facilitates the \( |\Delta U_3| = \frac{1}{2} \) transitions (the superscript \( (\frac{1}{2}) \) is written explicitly to emphasize the transformation property under SU(2); for example, \( H^{(\frac{1}{2})}_{\frac{1}{2}} \) transforms as \( T^{(\frac{1}{2})}_{\frac{1}{2}} \)). The above expression for \( H_0 \) gives us the triangle
relations between amplitudes:

\[ 0 = A_{B_d \to \pi^+K^+\pi^-K^-} - A_{B_d \to K^+K^-K^-} - A_{B_d \to \pi^+\pi^+\pi^-}, \]
\[ 0 = A_{B_s \to \pi^+K^+\pi^-K^-} - A_{B_s \to K^+K^-K^-} - A_{B_s \to \pi^+\pi^+\pi^-}, \]

as well as:

\[ 0 = A_{B_s \to \pi^+\pi^+\pi^-K^-} - A_{B_s \to \pi^+K^+K^-}, \]
\[ 0 = A_{B_d \to K^+K^-\pi^-} - A_{B_d \to \pi^+K^+\pi^-}, \]

with corrections occurring at \( \mathcal{O}(\epsilon) \). Note that these lowest order amplitude sum rules are in agreement with [3].

Additionally, we consider the role of the U-spin breaking operator \( M_\epsilon \): the tensor product of one factor \( M_\epsilon \) on \( H_0 \) (i.e. \( k = 1 \)) gives \( M_\epsilon H_0 \sim M_\epsilon H^{(1)}_{\frac{1}{2}} + M_\epsilon H^{(2)}_{\frac{1}{2}} \). The expression \( M_\epsilon H^{(1)}_{\frac{1}{2}} \) contains terms that transform as \( T^{(1)}_{\pm \frac{1}{2}} \oplus T^{(2)}_{\pm \frac{1}{2}} \) and so we write the new interaction Hamiltonian \( H_I \) as:

\[ H_I \sim c_{\frac{1}{2}} H^{(1)}_{\frac{1}{2}} + c_{-\frac{1}{2}} H^{(2)}_{-\frac{1}{2}} + \epsilon \left( c_{\frac{1}{2}} \left( \frac{1}{\sqrt{3}} H^{(4)}_{\frac{1}{2}} + \sqrt{2} H^{(5)}_{\frac{1}{2}} \right) + c_{-\frac{1}{2}} \left( -\frac{1}{\sqrt{3}} H^{(4)}_{-\frac{1}{2}} + \sqrt{2} H^{(5)}_{-\frac{1}{2}} \right) \right), \]

where we have explicitly shown the factor of \( \epsilon \) and extracted the Clebsch-Gordan coefficients. Using \( H_I \), we find the following sum rules should hold to \( \mathcal{O}(\epsilon) \), with corrections appearing at \( \mathcal{O}(\epsilon^2) \):

\[ 0 = A_{B_d \to \pi^+K^+\pi^-K^-} - A_{B_d \to K^+K^-K^-} - A_{B_d \to \pi^+\pi^+\pi^-}, \]
\[ + A_{B_s \to \pi^+\pi^+\pi^-K^-} - A_{B_s \to \pi^+K^+K^-}, \]
\[ 0 = A_{B_s \to \pi^+K^+\pi^-K^-} - A_{B_s \to K^+K^-K^-} - A_{B_s \to \pi^+\pi^+\pi^-}, \]
\[ + A_{B_d \to K^+K^-\pi^-} - A_{B_d \to \pi^+K^+\pi^-}, \]

where we note that we get one sum rule each, Eqs. (39) and (40), for each \( \Delta U_3 = \pm \frac{1}{2} \); as expected for \( n = 4, k = 1 \) in Table II. Interestingly, in the end coefficients of the amplitudes turn out to be simply \( \pm 1 \).

V. CONCLUSION

To conclude, we have analysed various aspects of higher-order isospin and U-spin sum rules in meson decays. For \( B \to n\pi \), we demonstrated that isospin sum rules exist to any
order in the isospin-breaking parameter $\delta$ as long as $n$ is large enough, even when we include the effects of $\pi$-$\eta$-$\eta'$ mixing. Nevertheless, various issues need to be addressed before this method can be made practical, most importantly: (1) the effects of kinematic corrections on the sum rules due to meson mass splitting, and (2) insufficient statistics due to reliance on specific points in phase space.

For $B_d$ and $B_s$ decays to $n$ charged pions and/or kaons, again we demonstrated that U-spin sum rules exist to any order in U-spin breaking as long as $n$ is large enough, although the effects of kinematic corrections on these sum rules remain to be addressed. It is also worth thinking about how these U-spin sum rules might be used in the precision extraction of CKM parameters.
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**Appendix A: The symmetric point in phase space for $B \to n\pi$**

In general, $n\pi$ final states are made up of isospin representations from $I = 0$ to $n$, often with multiple copies for each $I$. If we want only the totally symmetric isospin representations (i.e. single copies of $I = n$, $n - 2$, etc) to contribute, we require the decay amplitudes to be invariant under permutations of the charge indices, e.g. $A_{++-} = A_{+--} = A_{--+}$. Since there is no a priori reason for the amplitudes to be permutation-invariant, this probably only occurs at specific points in phase space called the symmetric points. One can use rotational symmetry to identify the symmetric points. Let $(c'_1, \ldots, c'_n) = \sigma(c_1, \ldots, c_n)$, where $\sigma \in S_n$, and $S_n$ is the permutation group of $n$ objects. If $(\pi^{c_1}(p_1), \ldots, \pi^{c_n}(p_n))$ can be obtained from $(\pi^{c'_1}(p_1), \ldots, \pi^{c'_n}(p_n))$ by a spatial rotation, then this implies that $A_{\sigma(c_1,\ldots,c_n)} = A_{c_1,\ldots,c_n}$. If this is true for all permutations $\sigma$ and for all charge compositions, then $(p_1, \ldots, p_n)$ is a symmetric point. Clearly, such a point requires that all momenta are of the same magnitude, and oriented such that the resulting geometrical figure satisfies some notion of regularity.
We consider some specific examples below.

For $n = 2$, the entire two-pion phase space are symmetric points. For $n = 3$, the symmetric points are where all three momenta form vertices of an equilateral triangle. For $n = 4$, a square is not a symmetric point, because certain charge permutations of vertices cannot be obtained by rotations, see Fig. 1. On the other hand, a regular tetrahedron is a symmetric point because all charge permutations can be obtained by rotations. Note that the tetrahedron being a symmetric point relies on the fact that there are only three possible charges, so at least two of the vertices must carry the same charges. Were all four vertices distinctly charged, then certain permutations can only be obtained from a combination of rotations and spatial inversion. Since the weak interaction is not invariant under parity, the tetrahedron would not be a symmetric point in such a hypothetical scenario.

FIG. 1. Symmetric point for four pions. The square is not a symmetric point since there exists charge permutations that are not equivalent to rotations. For instance, the first square cannot be rotated into the second. In contrast, a regular tetrahedron is a symmetric point because any charge permutations can be achieved by a rotation. For instance, the first tetrahedron can be rotated into the second with the right choice of rotation axis.

For $n \geq 5$, we have not been able to find any geometrical figures that has the required
property. Therefore, unless other symmetry arguments can be used to force the equality of amplitudes under charge permutations, otherwise one is led to conclude that the symmetric point exists only for \( n \leq 4 \).

**Appendix B: Conventions in the sum rules**

We note two differences in the convention between the sum rules here and the ones used in the original Gronau-London analysis. The first difference is that the convention given in Eq. (13) implies that \( \langle \pi^+ \rangle = -\langle 1, 1 \rangle \), whereas in the Gronau-London analysis, \( \langle \pi^+ \rangle = \langle 1, 1 \rangle \). This accounts for any sign differences in the sum rules.

The second difference is as follows. The Gronau-London amplitude sums all distinct permutations of a charge composition, divided by the square root of the number of distinct permutations. For instance,

\[
A^{GL}_{++-} = \frac{A_{++} + A_{+-} + A_{-+} + A_{--} + A_{+++} + A_{000}}{\sqrt{2}},
\]

The Gronau-London convention can be motivated by regarding all the pions as identical particles distinguished by their isospin and momentum quantum numbers, and then factorizing certain parts of the complete final state of the decaying \( B \) meson as a totally symmetric pion wavefunction, multiplied by a totally symmetric spatial wavefunction, e.g.

\[
\left( \frac{\langle + \rangle_s |0\rangle_b + \langle 0\rangle_s |+\rangle_b}{\sqrt{2}} \right) \left( \frac{\langle p_1 \rangle_s |p_2\rangle_b + \langle p_2 \rangle_s |p_1\rangle_b}{\sqrt{2}} \right).
\]

In this definition, amplitudes are for transitions to these totally symmetric pion wavefunctions. Note that this factorization is actually only possible for parts of the complete final state at the symmetric point; however, for \( n = 2 \) as used in the original Gronau-London analysis, every point in the phase space is a symmetric point.
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