Abstract

Differentiable programming techniques are widely used in the community and are responsible for the machine learning renaissance of the past several decades. While these methods are powerful, they have limits. In this short report, we discuss a common chaos based failure mode which appears in a variety of differentiable circumstances, ranging from recurrent neural networks and numerical physics simulation to training learned optimizers. We trace this failure to the spectrum of the Jacobian of the system under study, and provide criteria for when a practitioner might expect this failure to spoil their differentiation based optimization algorithms.

1 Introduction

Owing to the overwhelming success of deep learning techniques in providing fast function approximations to almost every problem practitioners care to look at, it has become popular to try to make differentiable implementations of different systems—the logic being, that by taking the tried-and-true suite of techniques leveraging derivatives when optimizing neural networks for a task, one need only take their task of interest, make it differentiable, and place it in the appropriate place in the pipeline and train “end to end”. This has lead to a plethora of differentiable software packages, ranging across rigid body physics [Heiden et al., 2021] [Hu et al., 2019] [Werling et al., 2021] [Degrave et al., 2019] [de Avila Belbute-Peres et al., 2018] [Gradu et al., 2021] [Freeman et al., 2021], graphics [Li et al., 2018] [Kato et al., 2020], molecular dynamics [Schoenholz and Cubuk, 2020] [Hinsen, 2000], differentiating though optimization procedures [Maclaurin, 2016], weather simulators [Bischof et al., 1996], and nuclear fusion simulators [McGreivy et al., 2021].

Automatic differentiation provides a conceptually straightforward handle for computing derivatives though these systems, and often can be applied with limited compute and memory overhead [Paszke et al., 2017] [Ablin et al., 2020] [Margussian] 1991 [Bischof et al., 1991] [Corliss et al., 2013]. The resulting gradients however, while formally “correct” in the sense that they are exactly the desired mathematical object might not be algorithmically useful—especially when used to optimize certain functions of system dynamics. In this work, we discuss one potential issue that arises when working with iterative differentiable systems: chaos.

Chaotic dynamics and difficulties differentiating through them are not a discovery of this work. To our knowledge, discussion first appeared in climate modeling [Lea et al., 2000] [Kohl and Willebrand, 2000].

2Equal contribution

2Up to numerical precision, though see [Chow and Palmer, 1992] [Kachman et al., 2017] for cases where the gradients will be close.
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Table 1: Different kinds of machine learning techniques often resemble differentiating through some iterative system. \( f \) is the iteratively applied function, \( s \) is an input, \( \theta \) stands for parameters and \( l \) is the optimization objective

| Domain                          | \( f \)                                      | \( s \)                                      | \( \theta \)                                      | \( l \)                                      |
|--------------------------------|----------------------------------------------|----------------------------------------------|--------------------------------------------------|----------------------------------------------|
| Neural Network Training        | A layer transformation of a neural network    | The inputs to that layer                     | The weight matrix and bias vector for that layer  | cross entropy, mean squared error, 12 regularization, etc. |
| Reinforcement Learning         | The step function of an environment          | The state data of the environment and agent  | The parameters of a policy                        | The reward function for the environment     |
| Learned Optimization           | The application of an optimizer              | The parameters in a network being optimized  | The tunable parameters for the optimizer, e.g., learning rate | The performance of the network being optimized on a task after some number of steps of optimization |

2002, but have expanded to a variety of different domains ranging from neural network initialization and activation design [Yang and Schoenholz, 2017] [Hayou et al., 2019], model based control [Parmas et al., 2018] [Parmas], meta-learning [Metz et al., 2019], fluid simulation [Ni and Wang, 2017] [Kochkov et al., 2021], and learning protein structures [Ingraham et al., 2018].

2 Preliminaries: Iterated Dynamical Systems

Chaos emerges naturally in iterated maps [Bischof et al., 1991] [Ruelle, 2009]. Consider the following discrete matrix equation:

\[
s_{k+1} = A_k s_k
\]

where \( A_k \) is some possibly state-dependent matrix describing how the state information, \( s_k \), transforms during a step. It is not difficult to show (see App. A), under appropriate assumptions, that the trajectories of \( x_k \) depend on the eigenspectrum of the family of transformations \( A_k \). Crucially, if the largest eigenvalue of the \( A_k \) is typically larger than 1, then trajectories will tend to diverge exponentially like the largest eigenvalue \( \lambda_{\text{max}} \). Contrariwise, if the largest eigenvalue is less than one, trajectories will tend to vanish.

Of course, dynamical systems encountered in the wild are usually more complicated, so suppose instead that we have a transition function, \( f \) which depends on state data, \( s \), and control variables \( \theta \):

\[
s_{t+1} = f(s_t, \theta)
\]

We’re typically concerned with functions of our control variables, evaluated over a trajectory, for example, consider some loss function which sums losses \( l_i \) computed up to a finite number of steps \( N \):

\[
l(\theta) = \sum_{t=0}^{N} l_t(s_t, \theta).
\]

This formalism is extremely general, and equation 3 encompasses essentially the entire modern practice of machine learning. For several common examples of \( f, s, \theta, \) and \( l \), see Table 1.

Solving our problem usually amounts to either maximizing or minimizing our loss function, \( l \), and a differentially minded practitioner is usually concerned with the derivative of \( l \). Consider the derivatives of the first few terms of this sum:

\[
\frac{d l_0}{d \theta} = \frac{\partial l_0}{\partial s_0} \frac{\partial s_0}{\partial \theta} + \frac{\partial l_0}{\partial \theta}
\]

\[
\frac{d l_1}{d \theta} = \frac{\partial l_1}{\partial s_1} \frac{\partial s_1}{\partial \theta} + \frac{\partial l_1}{\partial \theta} + \frac{\partial l_1}{\partial \theta}
\]

\[
\frac{d l_2}{d \theta} = \frac{\partial l_2}{\partial s_2} \frac{\partial s_2}{\partial s_1} \frac{\partial s_1}{\partial \theta} + \frac{\partial l_2}{\partial s_2} \frac{\partial s_2}{\partial \theta} + \frac{\partial l_2}{\partial \theta}
\]
Here, the pattern is conceptually clear, and then for an arbitrary \( t \):
\[
\frac{dl_t}{d\theta} = \frac{\partial l_t}{\partial \theta} + \sum_{k=1}^{t} \frac{\partial l_t}{\partial s_t} \left( \prod_{i=k}^{t} \frac{\partial s_i}{\partial s_{i-1}} \right) \frac{\partial s_k}{\partial \theta}
\]  
(7)

This leaves us with a total loss:
\[
\frac{dl}{d\theta} = \frac{1}{N} \sum_{i=0}^{N} \left[ \frac{\partial l_t}{\partial \theta} + \sum_{k=1}^{t} \frac{\partial l_t}{\partial s_t} \left( \prod_{i=k}^{t} \frac{\partial s_i}{\partial s_{i-1}} \right) \frac{\partial s_k}{\partial \theta} \right]
\]  
(8)

Note the product \( \left( \prod_{i=k}^{t} \frac{\partial s_i}{\partial s_{i-1}} \right) \) appearing on the right hand side of equation \( 8 \). The matrix of partial derivatives \( \frac{\partial s_k}{\partial s_{i-1}} \) is exactly the Jacobian of the dynamical system \( (f) \), and this has precisely the iterated structure discussed in the beginning of this section. Thus, one might not be surprised to find that the gradients of loss functions of dynamical systems depend intimately on the spectra of Jacobians.

At the risk of belaboring the point: As \( N \) grows, the number of products in the sum also grows. If \( \frac{\partial s_k}{\partial s_{i-1}} \) is a constant then the gradient will either exponentially grow, or shrink in \( N \) leading to exploding or vanishing gradients. When the magnitude of all eigenvalues of \( \frac{\partial s_k}{\partial s_{i-1}} \) are less than one, the system is stable and the resulting product will be well behaved. If some, or all, of the eigenvectors are above one, the dynamics can diverge, and could even be chaotic [Bollt [2000]]. If the underlying system is known to be chaotic, namely small changes in initial conditions result in diverging states – e.g. rigid body physics simulation in the presence of contacts [Coluci et al. [2005]] – this product will diverge. This concept is often colloquially called the butterfly effect [Lorenz [1963]].

Thus far, we have made the assumption that the system is deterministic. For many systems we care about the function \( f \) is modulated by some, potentially stochastic, procedure. In the case of neural network training and learned optimization, this randomness could come from different minibatches of data, in the case of reinforcement learning this might come from the environment, or randomness from a stochastic control policy. In physics simulation, it can even come from floating point noise in how engine calculations are handled on an accelerator. To compute gradients a combination of the reparameterization trick [Kingma and Welling [2013]] and Monte Carlo estimates are usually employed, averaging the gradients computed by backpropagating through the non-stochastic computations [Schulman et al. [2015]]. The resulting loss surface of such stochastic systems are thus “smoothed” by this stochasticity and, depending on the type of randomness, this could result in better behaved loss functions (e.g. smoother, meaning the true gradient has a smaller norm). In chaotic systems, this notion of smoothing is related to the "chaotic hypothesis" which loosely states that time averages in ergodic system are well behaved even if individual trajectories are not [Ruelle et al. [1980] Gallavotti and Cohen [1995]]. Due to the nature of how the reparameterized gradients are estimated – taking products of sequences of state Jacobian matrices – they can result in extremely high gradient norms. In some cases, throwing out the fact that the underlying system is differentiable and using black box methods to estimate the same gradient can result in a better estimate of the exact same gradient [Parmas et al. [2018] Metz et al. [2019]]! Even when the underlying objective is smooth, but chaotic dynamics and noise give rise to exploding gradients, these black box methods are known to provide low variance estimates, as pointed out by [Parmas et al. [2018]].

As a simple example of this, consider some recurrent system with loss \( \tilde{l}(\theta) \) made stochastic by sampling parameter noise from a Gaussian between \( \mathcal{N}(0, I\sigma^2) \) where \( \sigma^2 \) is the standard deviation of
the smoothing. If the underlying loss is bounded in some way, then the smoothed loss’s gradients will also be bounded, controlled by the amount of smoothing ($\sigma^2$). If using the reparameterization trick and backprop to estimate gradients of this loss, however, depend on the unsmoothed loss $\hat{l}$, and could have extremely large gradients even growing exponentially and thus exponentially many samples will be needed to obtain accurate estimates. One can instead employ a black box estimate similar to evolutionary strategies [Rechenberg, 1973, Schwefel, 1977, Wierstra et al., 2008, Schulman et al., 2015] or variational optimization [Staines and Barber, 2012] to compute a gradient estimate. Because this just works with the function evaluations of the un-smoothed loss the gradient estimates again become better behaved. This comes at the cost, however, of poor performance with increased dimensionality.

The fact that black box gradients can have better variance properties is counter intuitive. As a pictorial demonstration, consider figure 1. Instead of using a recurrent system, we simply plot $\hat{l}(x) = 0.1\sin(xw/(\pi))+(x/10)^2+0.1$ and vary $w$ as a proxy for potentially exploding gradients. We assume a Gaussian smoothing of this unsmoothed loss ($\sigma = 0.3$). We find for lower frequency oscillations the reparameterization gradient results in lower variance gradient estimates whereas for higher frequency oscillations the black box estimate has lower variance gradients and the reparameterization variance continues to grow. A similar set of experiments comparing among gradient estimators has also been shown in [Gal, 2016], [Mohamed et al., 2020]. This example, and many others explored in this paper are multiscale in that they have a high curvature local structure, with some other global structure. [Kong and Tao, 2020] showed that even even when performing noise free gradient descent, with a large enough learning rate, optimization resembles stochastic gradient descent converging to distributions of minima.

3 Chaotic loss across a variety of domains

In this section we will demonstrate chaotic dynamics which result in poorly behaved gradients in a variety of different systems. Note that these systems are not chaotic over the entire state space. It’s often possible to find restrictions to the problem that restore stability. For example, in a rigid body simulator, simulating in a region without contacts. Or in the case of optimization trajectories, simulating with an extremely small learning rate. However, in many cases, these regions of state space are not the most “interesting”, and running optimization most generally moves one towards regions of instability [Xiao et al., 2020]. Chaotic dynamics in iterative systems have been demonstrated in physical systems in Parmas et al. [2018], in optimization in [Pearlmutter, 1996, Maclaurin et al., 2015] and learned optimization in [Metz et al., 2019].

3.1 Rigid Body Physics

First, we consider differentiating through physics simulations. We make use of the recently introduced Brax [Freeman et al., 2021] physics package and look at policy optimization of some stochastic policy parameterized via a neural network. We test this using the default Ant environment and default MLP policy. For all computations, we use double precision floating point numbers.

For each environment, we first fix randomness and evaluate the loss along a fixed, random direction for different numbers of simulation steps (figure 2a). For small number of steps, the resulting loss appears smooth, but as more and more steps are taken the loss surface becomes highly sensitive to the parameters of the dynamical system ($\theta$). Next, we show the loss surface, with the same shifts, averaged over a number of random seeds (figure 2b). This randomness controls the sampling done by the policy. This averaged surface is considerably better behaved, similar to what was shown in Parmas et al. [2018]. Finally, we look at the variance of the gradients computed over different random seeds as a function of the unroll length (figure 2c). We test 4 different locations to compute gradients – using the same shift direction used in the 1D loss slices. Despite the smoothed loss due to averaging over randomness, we find an exponential growth in gradient variance as unroll length increases and great sensitivity to where gradients are being computed. When averaging over gradient samples we can reduce variance as $1/\sqrt{N}$ where $N$ is the number of samples, but this quickly computationally infeasible as gradients norm can grow exponentially!
3.2 Meta-learning: Backpropagation through learned optimization

Next we explore instabilities arising from backpropagating through unrolled optimization in a meta-learning context. We use the per parameter, MLP based, learned optimizer architecture used in [Metz et al., 2019] and use this to train 2 layer, 32 hidden unit MLP’s on MNIST [LeCun, 1998]. To compute gradients with respect to the learned optimizer parameters, we iteratively apply the learned optimizer using inner-gradients computed on a fixed batch of data. Analogous to the sum of rewards in the previous section, we use the average of the log loss over the entire unroll as our meta-objective – or the objective we seek to optimize the weights of the learned optimizer against.

In figure 3a, we show this loss computed with different length unrolls (shown in color). We can see the same “noisy” loss surfaces with increased unroll length as before despite again having no sources of randomness. Not all parameter values of learned optimizer parameter are sensitive to small changes in value. Many randomly chosen directions resulted in flat, well behaved loss landscapes. For this figure, we selected an initialization and direction out of 10 candidates to highlight this instability. In figure 3b, we numerically compute the average loss smoothed around the current learned optimizer parameter value by a Gaussian with a standard deviation of 0.01 similar to what is done in [Metz et al., 2019]. We see that this smoothed loss surface appears to be well behaved – namely low curvature. Finally in figure 3c: we compute the variance of the meta-gradient (gradient with respect to learned optimizer weights) over the loss smoothed by the normal distribution. As before, we compute this gradient at different parameter values. For some parameter values the gradient variance grows modestly. In others, such as the 0.008 shifted value, the parameter space is firmly in the unstable regime and the gradient variance explodes.

3.3 Molecular Dynamics

Finally, we tune the properties of a simple material by differentiating through a molecular dynamics trajectory. In particular, we consider a variant of the widely studied “packing problem” [Lodi et al., 2002] in which disks are randomly packed into a box in two-dimension [O’Hern et al., 2003]. We take a bi-disperse system composed of disks of two different diameters in a box of side-length $L$; the smaller disks are taken to have diameter $D$, while the larger disks have a fixed diameter of one. We fix the side-length so that the volume of space taken up by the disks, called the packing fraction, is constant (set to $\phi = 0.98$) as we vary $D$. It is well-known that different choices of $D$ lead to significantly different material properties: when $D$ is close to one the system forms a hexagonal crystal that packs nicely into the space; when $D \ll 1$ the smaller disks fit into the interstices of the larger disks that once again form a hexagonal crystal; however, when $D \sim 0.8$ the packing
Figure 3: Loss surface and gradient variance calculations for meta-learning an optimizer. (a): We show a 1D projection of the meta-loss surfaces (loss with respect to learned optimizer parameters) for different length unrolls – in this case, different numbers of application of the learned optimizer. For small numbers of steps, we find a smooth loss surfaces, but for higher numbers of steps we see a mix of smooth, and high curvature regions. (b): We show an average of the meta-loss over Gaussian perturbed learned optimizer weights. The average is shown in black, and the losses averaged over are shown in color. We find this averaged loss is smooth and appears well behaved. (c): We plot gradient variance over the different perturbations of the learned optimizer weights. These perturbations are shifts corresponding to the x-axis in the first two figures and are marked there with colored dashed vertical lines. For some settings of the learned optimizer weights (corresponding to the x-axis of the first 2 figures) we find well behaved gradient variance. For others, e.g. red, we find exponential growth in variance

becomes disordered and the disks are not able to pack as tightly. To generate packings, we use JAX MD [Schoenholz and Cubuk, 2020] to produce some initial configuration of disks and then use a momentum-based optimizer called FIRE [Bitzek et al., 2006] to quench the configuration to the nearest minimum.

Previous work showed that $D$ could be tuned to find the maximally disordered point by differentiating through optimization [Schoenholz and Cubuk, 2020] provided the system was initialized close to a stable packing. In this regime, the optimization procedure was not chaotic since small changes to the initial configuration of disks will lead to the same final packing. On the other hand, if the disks are randomly initialized then the dynamics become chaotic, since small changes to the initial configuration will lead to significantly different packings. To demonstrate that these chaotic dynamics spoil gradient estimates computed using automatic differentiation, we randomly initialize disks varying $D$ and the random seed; we compute the derivative of the final energy with respect to $D$ by differentiating through optimization.

In figure 4, we show the results of differentiating the energy through optimization with respect to the diameter. In figure 4a, we see the energy for a number of different random seeds. As the number of steps of optimization grows, the energy decreases but the variance across seeds increases. In figure 4b, we see the energy for a number of different random seeds after 256 steps of optimization along with the energy averaged over seeds. We see that, especially for small diameters, the variance is extremely large although the average energy is well-behaved. Finally in figure 4c, we see the variance of the gradients as a function of optimization steps for several different diameters. We see that the variance grows quickly, especially for the smallest particle diameters.

3.4 Connecting gradient explosion to spectrum of the recurrent Jacobian

To better understand what causes these gradient explosions, we look to measuring statistics of the recurrent Jacobian $(\frac{\partial a_i}{\partial s_{i-1}})$ as well as the product of recurrent Jacobians $(\prod_{t=0}^{T-1} \frac{\partial a_i}{\partial s_{i-1}})$. We do this experimentally on the Ant environment with two different parameter values with which to measure at. First, a random initialization of the NN policy (init1), which is poorly behaved and results in exploding gradient norms, and an initialization which shrinks this initialization by multiplying by 0.01. This second initialization was picked so that gradient would not explode. With these two initializations, we plot the spectrum of the Jacobian, the max eigenvalue of the Jacobian for each
Figure 4: Energy for packings of bi-disperse disks varying the diameter of the small disk, $D$, and the number of optimization steps. (a): The energy of the system as a function of $D$ for different numbers of optimization steps. We see that the energy decreases with more steps of optimization. (b): The energy for the maximum number of optimization steps considered (256). Each individual curve is the energy for one random configuration and the black line indicates the energy averaged over many random seeds. (c): The variance of the gradient estimate for different values of $D$ as a function of the number of steps of optimization.

Figure 5: Exploration into the eigenspectrum of the recurrent jacobians of the Brax Ant experiment. We show two parameter values: init1 which is initialized in an unstable regime, and init2 which is in stable regime. (a): we show the spectrum of the recurrent jacobain taken from the 90th iteration ($\frac{\partial s_{i}}{\partial s_{i-1}}$). (b): We plot the length of the maximum norm eigenvalue of each recurrent jacobian along the sequence ($\frac{\partial s_{i}}{\partial s_{i-1}}$ for each $i$). (c): We plot the length of the max eigenvalue of the ($\frac{\partial s_{i}}{\partial s_{0}}$ for each $i$) and find that the unstable initialization grows exponentially. (d): We plot the gradient norms of each initialization and find exploding gradients in the unstable initialization.

For the unstable initialization (init1) we find many eigenvalues with norm greater than length 1 (figure 5ab blue), and thus find the cumulative max eigen value grows exponentially (figure 5c blue) and thus gradient norms grow (figure 5d blue). For the stable initialization (init2), we find many eigenvalues close to 1 (figure 5ab orange), resulting in little to no growth in the max eigenvalue (figure 5c orange) and thus controlled gradient norms (figure 5d orange).

4 What can be done?

If we cannot naively use gradients to optimize these systems what can we use? In this section we discuss a couple of options often explored by existing work.
4.1 Pick well behaved systems

If exploding gradients emerge from chaotic dynamics of the underlying system, one way to “solve” this problems is to change systems. Whether or not this is really a “solution” is, perhaps, a matter of perspective. For example, empirically it seems that many molecular physics systems naturally have dynamics that are not particularly chaotic and gradient-based optimization can be successfully employed (for example [Goodrich et al., 2021, Kaymak et al., 2021]). For many types of systems, e.g. language modeling, the end goal is to find a high performance model, so it doesn’t matter if one particular type of architecture has difficult to optimize, chaotic dynamics—we’re free to simply pick a more easily optimize-able architecture. We discuss these modifications and why they work in 4.1.1. For other systems, such as rigid-body physics, changing the system in this way will be biased, and such bias could effect one’s downstream performance. For example, in rigid-body physics simulations we want to simulate physics, not a non-chaotic version of physics. We discuss modifications that can be done in 4.1.2.

4.1.1 Recurrent neural networks

One general dynamical system explored in deep learning which also has these types of exploding or vanishing gradients are recurrent neural networks (RNN). The gradient of a vanilla RNN exhibits exactly the same exponentially sensitive dynamics described by Eq. 8, with vanishing/exploding gradients depending on the jacobian of the hidden state parameters.[Pascanu et al., 2013].

Of the many solutions discussed, we will highlight 2 which overcome this issue: different initializations, and different recurrent structure.

**Change the initialization:** IRNN[Le et al., 2015] work around this problem by initializing the RNN near the identity. At initialization this means the recurrent Jacobian will have eigenvalues near 1 and thus be able to be unrolled longer before encountering issues. After training progresses and weights update, however, the Jacobian drifts, eventually resulting in vanishing/exploding gradients late enough in training.

**Change recurrent structure:** A second solution is to change the problem entirely. In the case of an RNN this is feasible by simply changing the neural architecture. LSTM’s [Hochreiter and Schmidhuber 1997], GRU [Chung et al., 2014], UGRNN [Collins et al., 2016] are such modifications. As shown in [Bayer, 2015], the recurrent jacobian of an LSTM was specifically designed to avoid this exponential sensitivity to the hidden state, and is thus significantly more robust than a vanilla RNN. While changing architecture does increase stability, it comes at the cost of no-longer being able to model chaotic relationships. [Monfared et al., 2021] discuss this, and the relationship chaos and the gradients of the loss.

4.1.2 Rigid Body Physics

Physics simulation involving contact is notoriously difficult to treat differentiably. The problem arises from sharp changes in object velocity before and after a contact occurs (e.g., a ball bouncing off of a wall). Various methods have been developed recently to circumvent this issue. Contact “softening” has proven particularly fruitful, where contact forces are blurred over a characteristic lengthscale, instead of being enforced at a sharp boundary [Huang et al., 2021]. Others have explicitly chunked the process of trajectory optimization into a sequence of mini-optimizations demarcated by moments of contact [Cleac’h et al., 2021].

While these methods have proven fruitful in several domains, they introduce significant algorithmic complexity. This may be a necessary cost—i.e., difficult problems requiring difficult solutions—but we have also found black box methods to extremely reliably solve these problems without needing to introduce any task-specific algorithmic tuning (Section 4.6). It’s surprising, then, that gradients seem to introduce complexity to the task of trajectory optimization in robotics.

4.1.3 Well-behaved proxy objectives

In some cases, especially in statistical physics systems, features of the energy landscape that govern properties of interest are known. These features can serve as proxy objectives that can be optimized using automatic differentiation without differentiating through long simulation trajectories. In atomistic systems, for example: the eigenvalues of the hessian near minima – called phonons –
control properties ranging from heat transport to stiffness [Ashcroft et al., 1976], the height of saddle points in the landscape compared to the minima control the rate at which the system moves between minima [Truhlar et al., 1996]. These properties have been successfully optimized using automatic differentiation [Schoenholz and Cubuk, 2020, Blondel et al., 2021, Goodrich et al., 2021] and do not suffer from bias as in the case of truncated gradients. Of course, this approach can only be exploited when such proxy objectives are known a priori.

In cases where the property of the landscape that we are trying to optimize is known and can be phrased in terms of the fixed point of some dynamical system, there can often be significant benefit to computing derivatives implicitly rather than unrolling optimization explicitly [Rajeswaran et al., 2019, Bai et al., 2019, Blondel et al., 2021]. Using implicit differentiation in this way removes conditioning issues due to unrolling and improves memory cost of computing derivatives. However, these methods are only well-defined when the iterated map converges deterministically to a single fixed point. In the case of gradient descent, this often corresponds to initializing the solver in a convex region around minima of the landscape. As such, implicit gradients do not fundamentally resolve the issue of chaos in the general case.

It is also possible to modify the underlying loss surface to better regularize it [Ingraham et al., 2018] regularize their dynamics function to be approximately 1-Lipschitz. If exact this would imply chaos is impossible. In climate sciences, “nudging” has been proposed [Abarbanel et al., 2010, Köhl and Willebrand, 2002]. These methods modify the underlying loss with a term that “nudges” the state to stay near some reference trajectory. By regularizing this way, gradients over many iterations grow at a slower rate. While they have been used to tune parameters of weather simulators, we are not aware of any applications in machine learning.

4.2 Truncated backpropogation

Another common technique used to control these issues is called truncated backpropagation through time [Werbos, 1990, Tallec and Ollivier, 2017]. This has been used to great effect in training of language models [Sutskever, 2013], learned optimizers [Andrychowicz et al., 2016, Wichrowska et al., 2017, Lv et al., 2017, Metz et al., 2019], and fluid simulation [Kochkov et al., 2021]. This type of solution comes at the cost of bias, however, as the gradients computed are missing terms – in particular, the longer products of Jacobians from equation 8. Depending on the underlying task this bias can be severe [Wu et al., 2016], while for other tasks, empirically, this matters less.

To demonstrate the effects of truncation we attempt to train a policy for the Ant environment in Brax using batched stochastic gradient descent, visualized in Fig. 6. Learning via the raw gradient signal backpropagated through 400 environment steps catastrophically fails to find any useful policy despite an extensive hyper parameter search. However, with truncated gradient updates, there exists a narrow band of truncation lengths at which the Ant policy is able to successfully learn a locomotive gait.
Truncated backpropagation operates by stopping backpropagated signal. Ingraham et al. [2018] soften this approximation by decaying the gradient signal each iteration and thus lowering the eigenvalues of the recurrent Jacobian.

4.3 Gradient clipping

Another common technique to train in the processes of exploding gradients is gradient clipping [Pascanu et al., 2013]. Instead of taking the true gradients, one can train using gradients clipped in some way. This has proven to be of use in a variety of domains [Kaiser and Sutskever, 2015; Merity et al., 2017; Gehring et al., 2017] but will not fix all problems. As before, this calculation of the gradient is biased. To demonstrate this, we took the same Ant policy and sweep learning rate and gradient clipping strength. We found no setting which results in positive performance and thus omitted the plot.

4.4 Methods for ergodic systems

In some cases, the underlying dynamical system is ergodic which enable more sophisticated gradient estimation techniques. Loosely speaking, ergodicity here means this means that over sufficiently long times, the dynamical system will uniformly sample from a distribution over states in a time-independent manner. Examples of this often arise in physical systems composed of many constituents such as fluids, materials, or models of the climate.

4.4.1 Least Squares Shadowing

Shadowing methods tackle the problem of computing derivatives through infinite length time averages. To do this they take advantage of the shadowing lemma [Pilyugin, 2006]. The shadowing lemma tells us that for every trajectory computed with some numerical error (say rounding errors) stays uniformly close to some true trajectory. Least squares shadowing (LSS) methods make use of this to find a better behaved nearby trajectory and then use this trajectory to compute gradients. To our knowledge, these methods are most often discussed in the continuous time regime requiring differential equation solvers instead of discrete simulation steps, and tangent solvers instead of simple back propagation.

This idea was first introduced in [Wang et al., 2014] with further which construct a least squares problem to find these nearby trajectories, linearize then solves it and uses this solution trajectory to estimate gradients. Non-intrusive LSS (NILSS) [Ni and Wang, 2017] extend this by reducing computation only to the unstable subspace and Finite-Difference NILSS (FD-NILSS) [Ni et al., 2019] leverages finite difference as opposed to a tangent solver. For an in-depth discussion see [Ni, 2021]. These methods were applied to sensitivity analysis for fluids in turbulent systems [Blonigan et al., 2014] and large-eddy simulation [Blonigan et al., 2017].

4.4.2 Inverting the Shadow Operator

Wang [2013] propose another approach to compute derivatives through chaotic systems which also leverages the shadowing lemma and assumes infinite time averages. A “Shadowing Operator” is constructed which which maps between perturbed and true coordinates and inverted to compute gradients. Wang [2013] include both a forward mode differentiation and reverse mode (adjoint method).

4.4.3 Probabilistic approaches

In these approaches instead of working with samples, one works with the distribution of states directly. This idea was explored in climate modeling leveraging the Fokker-Planck equation [Thuburn, 2005]. Other methods make use of the Fluctuation-Dissipation Theorem with various different assumptions [Abramov and Majda, 2007; Cooper and Haynes, 2011], [Gutiérrez and Lucarini, 2019] cast the evolution of the state space distribution as Markov Chains enabling gradient calculation. Chandramoorthy and Wang [2020]

Another family of methods to compute time averaged gradient involve computing averages over an ensemble of finite horizon evaluations. This concept was first proposed in [Lea et al., 2000] and improved upon by the space-split sensitivity algorithm (S3) [Chandramoorthy and Wang, 2021] to
have better convergence rates. See [Chandramoorthy, 2021] for a more in depth discussion of these, and other methods for differentiating through ergodic systems.

### 4.5 Learned Models

While differentiating through chaotic dynamics is challenging, it is often much simpler to learn to approximate these functions, and then use the approximation for some other task. Learning models like this is commonplace across many domains: fluid simulation [Ladicky et al., 2015, Tompson et al., 2017, Kochkov et al., 2021], control [Ha and Schmidhuber, 2018], and reinforcement learning of games [Hafner et al., 2019, Ozair et al., 2021]. These methods “collapse” an otherwise complex iterative process with a more shallow computation (e.g. a forward pass through a neural network). In addition to being better behaved, these approximate function are often faster to compute than the original simulation. These approximate functions can then be used in place of, or used in combination with the original dynamics.

To our knowledge, the main use of this family of method is in model based reinforcement learning where one learns a model of an environment and uses this model for control or planning. Instead of differentiating through this learned model, however, many methods instead learn a value function [Feinberg et al., 2018, Buckman et al., 2018, Kurutach et al., 2018, Clavera et al., 2020] which determines performance in the future then differentiates though a handful of steps before truncating the trajectory with this learned value.

### 4.6 Just use black box gradients

One somewhat naive sounding solution is to throw away all gradients and resort a some black box method to estimate gradients. In some cases this also forms an unbiased estimate of the exact same gradient of interest. For example REINFORCE with no discounting [Williams, 1992] can be used to estimate the same gradient as computed in the Brax experiments, and evolutionary strategies [Rechenberg, 1973, Schwefel, 1977, Wierstra et al., 2008, Salimans et al., 2017] can be used to estimate the gradient for the the learned optimizers.

By resorting to a black box method, we theoretically lose a factor of dimensionality of efficiency when estimating gradients. In practice, however, and given that gradient variance can grow exponentially, computing gradients in this way can lead to lower variance estimates. We demonstrated a sketch of this in figure 1. Instead of picking one or the other estimator, one can instead combine the two gradient estimates to produce an even lower variance estimate of the gradients. In the context of continuous control this has been explored in depth as a solution to high variance gradients arising from chaos in Parmas et al., 2018, and in the context of learned optimizers in Metz et al., 2019.

In addition to unbiased methods, there are a host of other methods with varying bias/variance properties that can also be used – most of which coming from the Deep RL community. For example, PPO [Schulman et al., 2017] easily outperforms all of our experiments training the Ant policy with gradients we performed.

### 5 Discussion

In this paper we dive into chaos as a potential issue when computing gradients through dynamical systems. We believe this is one particularly sinister issue that is often ignored and hence the focus of this work. Many other potential issues also exist. Numerical precision for these unrolled systems is known to be a problem and addressed to some extent by Maclaurin et al., 2015. Memory requirements are often cited as an issue for backprop as naively it requires $N$ times as much memory as a forward pass where $N$ is the length of the sequence, or $\sqrt{N}$ memory with gradient checkpointing [Griewank and Walther, 2000, Chen et al., 2016]. Finally, many systems of interest could have extremely flat, or hard to explore loss landscapes making gradient based learning extremely tricky. Part of the reason gradient descent works in neural networks is due to over parameterization [Kawaguchi, 2016] and known weights prior_INITIALIZATION, which is often not possible in simulated systems have.

Despite the large number of issues computing gradients through recurrent processes, they have shown many wonderful results! We hope this paper sheds light into when gradients can be used –

---

3 or Q function
when the recurrent Jacobian has small eigenvalues. In the other cases, when gradients do not work, we encourage readers to try black box methods – they estimate the same quantity and with less pathological variance properties, especially when it’s possible to calculate a smoothed proxy for the loss function of interest. In summary, gradients are not all you need. Just because you can take a gradient doesn’t mean you always should.
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A Progression of dynamical systems

Dynamical progression of training systems are very subtle. In it’s core is an iterative algebraic process where one defines a canonical transformation to take a state vector from time $t$ to $t+1$. Albiet for long range temporal processes there could be a cascade of confounder that effect the convergence properties or the generated dynamics. In the context of automatic differentiation this can become even more critical since the typical number of dynamical steps spans vast orders of magnitude. In what follow we will overview some of the convergence, or lack of, properties for different scenarios of the dynamical progression.

A.1 Deterministic single transformation

We start off by considering the iterative map $A$ as a propagator of dynamics i.e

$$x^{k+1} = A x^k$$

where the supscript denotes at time step. If the transformation is always the same then the state at point $k$ is simply

$$x^k = A^k x_0$$

we note, that this will only converge for every initial state $x_0$ if the eigenvalues $\lambda \neq 1$ have an amplitude $|\lambda| < 1$ and more harshly if the spectrum contains $\lambda^* = 1$ then it has to have a rank that fulfills $\phi(\lambda) = \det (\lambda I - A)$. To show this, let us examine thee Jordan canonical form of the matrix

$$A = X DX^{-1}$$

where $X$ is a matrix who’s columns are the eigenvalues and $D$ is a diagonal matrix who’s diagonal are the eigenvalues. The dynamical progression under the Jordan form becomes

$$x^k = A^k x_0 = (X DX^{-1})^k x_0 = X \left( \begin{array}{c} \lambda_1^k \\ \lambda_2^k \\ \vdots \\ \lambda_n^k \end{array} \right) X^{-1} x_0$$

we see that any eigenvalues smaller then 1 will decay with larger maps, and eigenvalues which are bigger then one will diverge. Interestingly, if the eigenvalue of $\lambda = 1$ does exist, such eigenvalues may yield periodic or nearly periodic orbits or even orbits that may diverge to infinity.

A.2 Deterministic multiple transformation

Last section all of the time dynamics was exactly the same, we can relax this assumption by looking at transformation functions that are inhomoginues over time, i.e.,

$$A^i \neq A^{i+1}$$

and thus the spectrum also changes over time. For this scenario we can write down the dynamics in the following way

$$x^k = \prod_{i=0}^{k} A^i x_0$$

and using the Jordan form

$$x^k = X^0 \prod_{i=0}^{k} D^i (X^i)^{-1} x_0$$

to simplify this lets look at first consider the case of small increments between two steps $X^i D^i (X^i)^{-1} X^{i+1} D^{i+1} (X^{i+1})^{-1}$. For a slowly varying dynamics or matrices then we can approximate

$$(X^i)^{-1} X^{i+1} \approx I + \epsilon$$

Where we can numerically justify the small variation angle by a simple numerical check as shown in figure. With this the transformation now becomes
Figure 7: MSE as a function of a small perturbation $\epsilon \in \mathbb{R}^{N \times N}$ where $X^{i+1} = X^i + \epsilon$

\[
x^k = X^0 \prod_{i=0}^{k} D^i (X^i)^{-1} x_0 = X^0 \prod_{i=0}^{k} D^0 (I + \epsilon) D^1 (I + \epsilon) D^2 \ldots (X^0)^{-1} x_0
\]

\[
x^k \approx X^0 \left( \prod_{i=0}^{k} D^i \right) (X^0)^{-1} x_0
\]

\[
x^k = X \left( \prod_{i=0}^{k} \lambda_1^k \prod_{i=0}^{k} \lambda_2^k \prod_{i=0}^{k} \lambda_n^k \right) X^{-1} x_0
\]

such we see the same result, for eigenvalues which are bigger then 1 we will have divergence, for smaller then one the dynamic will halt. More interestingly for this case, we don’t just need a single eigenvalue of 1 but rather a cascade of same scale eigenvalues for the dynamics to converge.

### A.3 Stochastic transformations

More interestingly one can also consider the case of a random transformation where $A$ is in fact a stochastic random matrix. For this case, let us look at two different cases.

#### A.3.1 Gaussian randomness

For this case, it is easier to look at the product of eigenvalues i.e the determinant of

\[
x^k = \prod_{i=0}^{k} A^i x_0
\]

and defining

\[
d_k = \det \left( \prod_{i=0}^{k} A^i \right) = \prod_{i=0}^{k} \det A^i
\]

now if $a_{ij} \sim \mathcal{N} \left( 0, \sigma^2 \right)$ then the expectation is

\[
\mathbb{E} [d_k] = 0
\]

which we also mark as

\[
\mathbb{E} [d_k] = \mu_k
\]
now be denoting the symmetric and non symmetric parts of the minor as
\[ \prod_{i,j} a_{ij} (i) = \begin{cases} S_1 (i) & i = j \\ S_2 (i) & i \neq j \end{cases} \]

Where \( S \) are the chi-squared distribution, then we can write the Variance as
\[ \mathbb{V} [d_k] = \mathbb{E} [d_k^2] = \sigma^{4k} \prod_{i=0}^{k} \mathbb{E} [(S_1 (i) - S_2 (i))^2] \]

This is important since the difference of two chi squared distribution is a generalized Laplace distribution
\[ S_1 (i) - S_2 (i) \sim \Gamma(\nu, \mu = 0, \alpha = 1/2, \beta = 0, \lambda = 1/2, \gamma = 1/2) \]

which also tells us that
\[ \mathbb{V} [S_1 (i) - S_2 (i)] = 4 \lambda \gamma^2 (1 + 2 \beta^2 \gamma^2) = 4 \]

such
\[ \mathbb{V} [d_k] = 4^k \sigma^{4k} \]

Similar to what we have seen before, the convergence of this depends on the variance.

The problem of bounding non Gaussian noise has been extensively discussed in the literature \cite{Kargin2010, Bajovic2013}. While it is an interesting case, an in depth evaluation of this type bound is out of the scope of this paper and is the basis for future exploration.

A.3.2 On the special case of discrete laplacian

We have discussed gradients and maps with their dynamical progression. It’s worthwhile to look at one special case, where the dynamical progression is dependent on the hessian i.e a mapping of the following form
\[ u_t = \alpha u_{xx} \]

under some boundary conditions
\[ \begin{cases} x \in [a, b] \\ u (x, 0) = f (x) \\ u (a, t) = u (b, t) = 0 \end{cases} \]

under a fixed grid discretization of \( \Delta x = \frac{b-a}{n} \) the dynamical process actually becomes
\[
\begin{pmatrix}
    u_{j+1}^0 \\
    u_{j+1}^1 \\
    \vdots \\
    u_{j+1}^n
\end{pmatrix}
= 
\begin{pmatrix}
    1 - 2 \frac{\Delta t}{\Delta x^2} & \frac{\Delta t}{\Delta x^2} & \cdots & \frac{\Delta t}{\Delta x^2} \\
    \frac{\Delta t}{\Delta x^2} & 1 - 2 \frac{\Delta t}{\Delta x^2} & \cdots & \frac{\Delta t}{\Delta x^2} \\
    \vdots & \vdots & \ddots & \vdots \\
    \frac{\Delta t}{\Delta x^2} & \frac{\Delta t}{\Delta x^2} & \cdots & 1 - 2 \frac{\Delta t}{\Delta x^2}
\end{pmatrix}
\begin{pmatrix}
    u_j^0 \\
    u_j^1 \\
    \vdots \\
    u_{n-1}^j
\end{pmatrix}
\]

If \( \frac{\Delta t}{\Delta x^2} < 0.5 \) then the map matrix \( A \) is non negative and thus the forbeniues perron theorem tells us that there is a dominant eigenvalue \( \lambda > 0 \) with a non negative eigenvector \( v \). Building on this we can write the eigenvalue equation (in coordinate to coordinate transformation)
\[ \lambda v = Av \]
\[ \lambda v_i = \frac{\Delta t}{\Delta x^2} v_{i-1} + \left( 1 - 2 \frac{\Delta t}{\Delta x^2} \right) v_i + \frac{\Delta t}{\Delta x^2} v_{i+1} \leq 1 \]

more so, if \( i \) index corresponds to \( v_i = 1 \) then \( \lambda < 1 \). This actually lets us state Gerschgorin’s theorem:

Each eigenvalue \( \lambda \) of the real or complex matrix \( A = (a_{ij}) \) lies in at least one of the close disks
\[ |\lambda - a_{ii}| \leq \sum_{j \neq i} |a_{ij}| \]
A.3.3 On the special case of discrete drift diffusion

As a further escalation, let us now look at the drift diffusion equation

\[ u_t = \alpha u_{xx} + \beta u_x \]

under some boundary conditions

\[
\begin{align*}
    x & \in [a, b] \\
    u(x, 0) &= f(x) \\
    u(a, t) &= u(b, t) = 0
\end{align*}
\]

under a fixed grid discretization of \( \Delta x = \frac{b-a}{n} \) the dynamical process actually becomes

\[
u_{i+1}^j = u_i^j + \frac{\alpha \Delta t}{\Delta x^2} \left(u_{i+1}^j - 2u_i^j + u_{i-1}^j\right) + \frac{\beta \Delta t}{\Delta x} \left(u_{i+1}^j + u_i^j\right)
\]

\[
\begin{pmatrix}
    u_{1+1}^j \\
    u_{2+1}^j \\
    \vdots \\
    u_{j+1}^j \\
    \vdots \\
    u_{n-1+1}^j
\end{pmatrix}
= 
\begin{pmatrix}
    1 - 2 \frac{\alpha \Delta t}{\Delta x^2} & \frac{\alpha \Delta t}{\Delta x^2} & \frac{\alpha \Delta t}{\Delta x^2} & \cdots & \frac{\alpha \Delta t}{\Delta x^2} \\
    -\frac{\beta \Delta t}{\Delta x} & 1 - 2 \frac{\alpha \Delta t}{\Delta x^2} & \frac{\alpha \Delta t}{\Delta x^2} & \cdots & \frac{\alpha \Delta t}{\Delta x^2} \\
    \vdots & -\frac{\beta \Delta t}{\Delta x} & 1 - 2 \frac{\alpha \Delta t}{\Delta x^2} & \cdots & \frac{\alpha \Delta t}{\Delta x^2} \\
    \vdots & \vdots & \ddots & \ddots & \frac{\alpha \Delta t}{\Delta x^2} \\
    \vdots & \vdots & \cdots & -\frac{\beta \Delta t}{\Delta x} & 1 - 2 \frac{\alpha \Delta t}{\Delta x^2} \\
    \vdots & \vdots & \cdots & \vdots & -\frac{\beta \Delta t}{\Delta x}
\end{pmatrix}
\begin{pmatrix}
    u_1^j \\
    u_2^j \\
    \vdots \\
    u_{j}^j \\
    \vdots \\
    u_{n-1}^j
\end{pmatrix}
\]

In this case for the map to converge we have to require

\[
1 - 2 \frac{\alpha \Delta t}{\Delta x^2} - \frac{\beta \Delta t}{\Delta x} \geq 0
\]

\[
\Delta x^2 \frac{1}{\Delta t} - \Delta x \frac{\beta}{\Delta t} - \frac{2\alpha}{\Delta t} \geq 0
\]

\[
\left(\Delta x - \frac{\beta}{\Delta t} \pm \sqrt{\beta^2 + 8\alpha}\right) \left(\Delta x + \frac{\beta}{\Delta t} \pm \sqrt{\beta^2 + 8\alpha}\right) \geq 0
\]