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Abstract: We prove a classification result for ground state solutions of the critical Dirac equation on $\mathbb{R}^n$, $n \geq 2$. By exploiting its conformal covariance, the equation can be posed on the round sphere $S^n$ and the non-zero solutions at the ground level are given by Killing spinors, up to conformal diffeomorphisms. Moreover, such ground state solutions of the critical Dirac equation are also related to the Yamabe equation for the sphere, for which we crucially exploit some known classification results.

1. Introduction

1.1. Main results. We are interested in the following nonlinear Dirac equation

$$\mathcal{D}\psi = |\psi|^{2^* - 2}\psi \quad \text{on} \quad \mathbb{R}^n, \quad n \geq 2,$$

with critical exponent

$$2^* := \frac{2n}{n-1}.$$

This equation arises naturally in conformal spin geometry and in variational problems related to critical Dirac equations on spin manifolds. Moreover, two-dimensional critical Dirac equations recently attracted a considerable attention as effective equations for wave propagation in honeycomb structures, as explained in Sect. 1.2.

We consider solutions to (1.1) corresponding to critical points of the following functional

$$\mathcal{L}(\psi) = \frac{1}{2} \int_{\mathbb{R}^n} \langle \mathcal{D}\psi, \psi \rangle \, d\text{vol}_{g_{\mathbb{R}^n}} - \frac{1}{2^*} \int_{\mathbb{R}^n} |\psi|^{2^*} \, d\text{vol}_{g_{\mathbb{R}^n}},$$

(1.2)
belonging to the homogeneous Sobolev space $\hat{H}^{1/2}(\mathbb{R}^n, C^N)$, which is the completion of the space $C_c^\infty(\mathbb{R}^n, C^N)$ with respect to $\|\psi\|^2_{\hat{H}^{1/2}} := \int_{\mathbb{R}^n} |\xi| |\hat{\psi}(\xi)|^2 \, d\xi$. Here $\hat{\psi}$ denotes the Fourier transform of $\psi$ and $N = 2^{\frac{n}{2}}$.

The following lower bound for non-zero solutions has been proved in [29]:

$$\mathcal{L}(\psi) \geq \frac{1}{2n} \left(\frac{n}{2}\right)^n \omega_n,$$

(1.3)

where $\omega_n = \text{Vol}_{g_0}(S^n)$ denotes the volume of the round unit $n$-sphere $S^n \subset \mathbb{R}^n$.

As it will be explained in Sect. 2.4, both the functional (1.2) and equation (1.1) are conformally invariant so that one can equivalently study it on the $n$-dimensional unit sphere $S^n$.

$$\mathcal{D}_{g_0} \psi = |\psi|^{2^* - 2} \psi \quad \text{on } (S^n, g_0),$$

(1.4)

where $S^n$ is endowed with the round metric $g_0$ and its canonical spin structure. As a consequence, inequality (1.3) also holds for the functional (1.2) on the round sphere, denoted by $\mathcal{L}_{g_0}$.

**Definition 1.1.** We say that a non-trivial solution $\psi \in H^{1/2}(S^n, \Sigma g_0 S^n)$ to (1.4) is a ground state solution if equality in (1.3) holds, that is

$$\mathcal{L}_{g_0}(\psi) = \frac{1}{2n} \left(\frac{n}{2}\right)^n \omega_n.$$  

(1.5)

Our main result is the following

**Theorem 1.2.** Let $\psi \in H^{1/2}(S^n, \Sigma S^n)$ be a ground state solution to (1.4) with $n \geq 2$. Then, $\psi$ is a $(-\frac{1}{2})$-Killing spinor up to a conformal diffeomorphism. More precisely, there exists a $(-\frac{1}{2})$-Killing spinor $\Psi \in \Gamma(\Sigma g_0 S^n)$ and a conformal diffeomorphism $f \in \text{Conf}(S^n, g_0)$ such that

$$\psi = (\det(df))^{\frac{n-1}{2n}} \beta_{f^* g_0, g_0} (f^* \Psi),$$

where $\beta_{f^* g_0, g_0}$ is the identification of spinor bundles for conformally related metrics.

We will give more details on the pullback $f^*$ in Sect. 2.5.

**Remark 1.3.** In [3], B. Ammann studied (actually, on a general spin manifold $M$) the conformally invariant functional

$$\mathcal{F}^g_{q_D}(\varphi) := \frac{\int_{\Sigma g_0} \langle \mathcal{D}_g \varphi, \varphi \rangle \, d\text{vol}_{g_0}}{\| \mathcal{D}_g \varphi \|_{L^{q_D}}^2},$$

(1.6)

where $q_D = \frac{2n}{n+1}$ is the conjugate exponent of $2^*$. He showed that (1.6) is well-defined and bounded above on $W^{1, q_D}(S^n, \Sigma S^n)$: assuming some extra regularity, he proved that any maximizer $\phi$ is of the form $\varphi = f^* \Psi$, where $\Psi$ is a $(-1/2)$-Killing spinor and $f : S^n \to S^n$ is an orientation preserving conformal diffeomorphism.

The Sobolev-like quotient (1.6) is closely related to the functional (1.2). Indeed, suitably choosing the functional setting, it should be possible to prove that those functionals are related by a duality relation, but we prefer not to investigate this aspect here. We observe that our main result Theorem 1.2 deals with critical points of (1.2) under minimal regularity assumptions, proving an analogous classification result. To this aim we need a careful analysis of the nodal set, as stated in Theorem 1.6.
The ground state solutions of (1.1) on \( \mathbb{R}^n \) are obtained via pulling back the above spinors via stereographic projection.

**Corollary 1.4.** Let \( \psi_{\mathbb{R}^n} \in \dot{H}^{1/2}(\mathbb{R}^n, \mathbb{C}^N) \) be a ground state solution of (1.1). Then there exists \( \tilde{\Phi}_0 \in \mathbb{C}^N \) with \( |\tilde{\Phi}_0| = \sqrt{\frac{n+1}{2n \lambda}} \), and \( x_0 \in \mathbb{R}^n \), \( \lambda > 0 \) such that

\[
\psi_{\mathbb{R}^n}(x) = \left( \frac{2\lambda}{\lambda^2 + |x - x_0|^2} \right)^{\frac{n}{2}} \left( 1 - \gamma_{\mathbb{R}^n}(\frac{x - x_0}{\lambda}) \right) \tilde{\Phi}_0.
\]

On the other hand, for \( n = 2 \) infinitely many explicit excited state solutions (i.e. solutions for which inequality (1.3) is strict) have been found in [13]. We also mention that the ground state solutions for the Dirac-Einstein equations have been recently classified in [14].

**Remark 1.5.** There is a similar statement in the Yamabe problem, namely, up to conformal diffeomorphisms, the prescribing scalar curvature equation

\[
-4 \frac{n-1}{n-2} \Delta_{g_0} h + \text{Scal}_{g_0} h = n(n-1)h^{\frac{n+2}{n-2}} \quad \text{on} \quad (S^n, g_0)
\]

admits a unique positive solution in \( H^1(S^n) \) given by the constant function \( h \equiv 1 \). Geometrically this can be reformulated as Obata’s Theorem [40, Theorem 6.6]: the round metric \( g_0 \) is the only (up to conformal diffeomorphisms) metric on \( S^n \) which has constant scalar curvature \( n(n-1) \). Indeed, this fact will be used in the proof of our result.

The proof of Theorem 1.2 in the case \( n \geq 3 \) requires an estimate on the Hausdorff dimension of the nodal set of solutions.

**Theorem 1.6.** Let \( n \geq 3 \) and \( \psi \in H^{1/2}(S^n, \Sigma S^n) \) be a non-trivial solution to (1.4). The nodal set

\[
\mathcal{Z}(\psi) := \{ x \in S^n : \psi(x) = 0 \}
\]

has Hausdorff dimension at most \( n - 2 \).

The above theorem generalizes Bär’s result [7], which holds for equations of the form \( \mathcal{D} \psi = V(\psi) \) on a spin manifold \( M \), where \( V : \Sigma M \to \Sigma M \) is a smooth fiber-preserving map of the spinor bundle. We remark that it is indeed the case for (1.1) when \( n = 2 \), but this is not necessarily true in higher dimension, as smoothness of solutions is not guaranteed in that case. Indeed, for \( n \geq 3 \) the function \( x \mapsto |x|^{\frac{n-2}{2}} \) is not smooth at \( x = 0 \). Then, as a consequence, solutions are a priori only of class \( C^{1, \alpha} \) near the nodal set, for all \( 0 < \alpha < 1 \), (see [13,29]). Note that away from the nodal set the solution is smooth by standard regularity theory.

**1.2. Some motivations.** Equation (1.1) appears in the study of different problems from conformal geometry and mathematical physics, as shortly explained in this section. It describes, for instance, the blow-up profiles for the equation

\[
\mathcal{D} \psi = \mu \psi + |\psi|^{2^* - 2} \psi \quad \text{on} \quad M, \quad \text{with} \quad \mu \in \mathbb{R},
\]

where

\[
2^* = \frac{2n}{n-2}.
\]
where \((M, g)\) is a compact spin manifold. For \(\mu = 0\) the equation is usually referred to as the **spinorial Yamabe equation** and has been studied in [2–5]; see also [26,27,38,41] and references therein. Equation (1.8) with general \(\mu \in \mathbb{R}\) is the spinorial analogue of the Brézis–Nirenberg problem [16] and has been studied, for instance, in [9,29].

Note that solutions of (1.8) are critical points of the functional

\[
\mathcal{L}(\psi) = \frac{1}{2} \int_M \langle D\psi, \psi \rangle \, d\text{vol}_g - \frac{\mu}{2} \int_M |\psi|^2 \, d\text{vol}_g - \frac{1}{2\pi} \int_M |\psi|^2 \, d\text{vol}_g
\]

defined on \(H^\frac{1}{2}(\Sigma M)\), the space of \(H^\frac{1}{2}\)-sections of the spinor bundle \(\Sigma M\) of the manifold, see Sect. 2.3. Then by [29, Theorem 5.2] any Palais–Smale sequence \((\psi_n)_{n \in \mathbb{N}} \subseteq H^\frac{1}{2}(\Sigma M)\) for the functional \(\mathcal{L}\), up to subsequences, satisfies

\[
\psi_n = \psi_\infty + \sum_{j=1}^N \omega_n^j + o(1) \quad \text{in } H^\frac{1}{2}(\Sigma M),
\]

where \(\psi_\infty\) is the weak limit of \((\psi_n)\) and the \(\omega_n^j\) are suitably rescaled versions of solutions to (1.1). This is the spinorial counterpart of Struwe’s theorem for the Brézis-Nirenberg problem [44]. Thus, equation (1.1) describes bubbles in the spinorial Yamabe and Brézis–Nirenberg problems.

Critical Dirac equations also appear as effective models for the wave propagation in two-dimensional honeycomb structures. Assume that \(V \in C^\infty(\mathbb{R}^2, \mathbb{R})\) possesses the symmetries of a honeycomb lattice. As proved in [21], the dispersion bands of the associated Schrödinger operator

\[
H = -\Delta + V(x) \quad \text{in } L^2(\mathbb{R}^2)
\]

exhibit generically conical intersections (called **Dirac points**). Then the Dirac operator turns out to be the effective operator describing the dynamics of wave packets spectrally concentrated around those conical points. Consider a wave packet \(u_0(x) = u_0^\epsilon(x)\) spectrally concentrated around a Dirac point, that is,

\[
u^\epsilon_0(x) = \sqrt{\epsilon}(\psi_{0,1}(\epsilon x)\Phi_1(x) + \psi_{0,2}(\epsilon x)\Phi_2(x))
\]

where \(\Phi_j, \, j = 1, 2\), are the Bloch functions at a Dirac point and the functions \(\psi_{0,j}\) are some modulation amplitudes. The solution to the nonlinear Schrödinger equation with parameter \(\kappa \in \mathbb{R}\setminus\{0\}\),

\[
i\partial_t u = -\Delta u + V(x)u + \kappa |u|^2 u,
\]

and with initial conditions \(u_0^\epsilon\) evolves to leading order in \(\epsilon\) still as a modulation of Bloch functions,

\[
u^\epsilon(t, x) \sim \sqrt{\epsilon} (\psi_1(\epsilon t, \epsilon x)\Phi_1(x) + \psi_2(\epsilon t, \epsilon x)\Phi_2(x) + \mathcal{O}(\epsilon))
\]

Fefferman and Weinstein in [22] pointed out that the modulation coefficients \(\psi_j\) satisfy the following effective Dirac system,

\[
\begin{aligned}
\partial_t \psi_1 + \bar{\lambda}(\partial_{x_1} + i\partial_{x_2}) \psi_2 &= -i\kappa (\beta_1 |\psi_1|^2 + 2\beta_2 |\psi_2|^2) \psi_1, \\
\partial_t \psi_2 + \lambda(\partial_{x_1} - i\partial_{x_2}) \psi_1 &= -i\kappa (\beta_1 |\psi_2|^2 + 2\beta_2 |\psi_1|^2) \psi_2,
\end{aligned}
\] (1.9)
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where $\beta_{1,2} > 0$ and $\lambda \in \mathbb{C}\backslash\{0\}$ are coefficients related to the potential $V$. The large-time validity of the Dirac approximation has been proved in [23] in the linear case $\kappa = 0$ and in [6] for cubic nonlinearities.

For stationary solutions, i.e. $\partial_t \psi_1 = \partial_t \psi_2 = 0$, and for a suitable choice of the parameters involved, (1.9) reduces to (1.1) with $n = 2$. Existence and regularity of solutions to (1.9) of ‘vortex-type’ (for general values of $\beta_{1,2}, \lambda$) have been investigated in [11,13]. In particular, in [13] existence and uniqueness of such solutions (among spinors of the same form) are proved under suitable boundary conditions at the origin. We also mention the papers [10,12], where the massive case is addressed.

1.3. Outline of the paper. In Sect. 2, we first recall some preliminaries and also fix our notation. Exploiting some results from the literature, we give a short proof of Theorem 1.2 for the two-dimensional case in Sect. 3. Then, assuming the validity of Theorem 1.6, we prove Theorem 1.2 in dimension $n \geq 3$ in Sect. 4, with a particular emphasis on the nodal set of the solution. Finally, Sect. 5 is devoted to the proof of Theorem 1.6, which gives an estimate for the dimension of the nodal set of solutions, thus completing the proof of Theorem 1.2 for $n \geq 3$.

2. Preliminaries

In this section we collect some known facts in spin geometry and on analytical properties of Dirac operators. For more details on spin geometry and the Dirac operator one can refer to [2,25,30,36].

2.1. Spin structures. Let $(M, g)$ be an oriented Riemannian manifold of dimension $n \geq 2$.

Recall that the special orthogonal group $SO(n)$ has non-trivial fundamental group: $\pi_1(SO(2)) \cong \mathbb{Z}$ and $\pi_1(SO(n)) = \mathbb{Z}_2$ for $n \geq 3$. Thus there exist double coverings for any $n \geq 2$, given by the so-called spin groups:

$$\lambda : Spin(n) \to SO(n).$$

**Definition 2.1.** A spin structure on $(M, g)$ is a pair $(P_{Spin}(M, g), \sigma)$, where $P_{Spin}(M, g)$ is a $Spin(n)$-principal bundle and $\sigma : P_{Spin}(M, g) \to P_{SO}(M, g)$ is a 2-fold covering map, which restricts to the non-trivial covering $\lambda : Spin(n) \to SO(n)$ on each fiber. In other words, the quotient of each fiber by $\{-1, 1\} \simeq \mathbb{Z}_2$ is isomorphic to the frame bundle of $M$, so that the following diagram commutes

$$\begin{array}{ccc}
P_{Spin}(M, g) & \xrightarrow{\sigma} & P_{SO}(M, g) \\
\downarrow & & \downarrow \\
M & \xleftarrow{\lambda} & M
\end{array}$$

A Riemannian manifold $(M, g)$ endowed with a spin structure is called a spin manifold.

It is well-known that an orientable manifold admits a spin structure if and only if its second Stiefel–Whitney class vanishes; and in that case the spin structure needs not to be unique: the different spin structures are parametrized by elements in $H^1(M; \mathbb{Z}_2)$. In particular, the spin structures of the Euclidean space $(\mathbb{R}^n, g_{\mathbb{R}^n})$ and of the round sphere $(S^n, g_0)$, with $n \geq 2$, are actually unique.
Definition 2.2. The complex spinor bundle $\Sigma M \to M$ is the vector bundle associated to the Spin($n$)-principal bundle $P_{\text{Spin}}(M, g)$ via the complex spinor representation of Spin($n$).

The complex spinor bundle $\Sigma M$ has rank $N = 2^\lfloor \frac{n}{2} \rfloor$. It is endowed with a canonical spin connection $\nabla^s$ (which is a lift of the Levi-Civita connection) and an Hermitian metric $g^s$ which will be abbreviated as $\langle \cdot, \cdot \rangle$ if there is no confusion.

2.2. The Dirac operator and special spinors. On the spinor bundle $\Sigma M$ there is a Clifford map $\gamma : TM \to \text{End}_\mathbb{C}(\Sigma M)$ which satisfies the Clifford relation

$$\gamma(X)\gamma(Y) + \gamma(Y)\gamma(X) = -2g(X, Y)\text{Id}_{\Sigma M},$$

for any tangent vector fields $X, Y \in \Gamma(TM)$. The Clifford map is compatible with the Hermitian metric $g^s$ above in the sense that

$$\langle \gamma(X)\psi, \gamma(X)\varphi \rangle^s = g(X, X)\langle \psi, \varphi \rangle^s, \quad \forall X \in \Gamma(TM), \quad \forall \psi, \varphi \in \Gamma(\Sigma M).$$

Locally, taking an oriented orthonormal frame $(e_i)$ with dual frame $(e^i)$, the Dirac operator $\mathcal{D}$ and the Penrose operator $\mathcal{P}$, respectively, as

$$\mathcal{D} : \Gamma(\Sigma M) \to \Gamma(\Sigma M), \quad \mathcal{D}\psi := \gamma(e_i)\nabla^S_{e_i}\psi,$$

$$\mathcal{P} : \Gamma(\Sigma) \to \Gamma(T^*M \otimes \Sigma M), \quad \mathcal{P}\psi := \nabla^S\psi + \frac{1}{n}e^i \otimes \gamma(e_i)\mathcal{D}\psi$$

Here and in the sequel, we always use the Einstein summation convention.

Definition 2.3. The spinors in $\ker(\mathcal{D})$ are called harmonic spinors, while those in $\ker(\mathcal{P})$ are called twistor spinors.

For any $\psi \in \Gamma(\Sigma g M)$, we have the following pointwise Penrose–Dirac decomposition

$$|\nabla^S\psi|^2 = |\mathcal{P}\psi|^2 + \frac{1}{n}|\mathcal{D}\psi|^2. \quad \text{(2.1)}$$

The spinors which are twistor spinors and at the same time eigenspinors of $\mathcal{D}$ deserve special interest: they are the so-called Killing spinors, defined as follows.

Definition 2.4. Given $\alpha \in \mathbb{C}$, a non-zero spinor field $\psi \in \Gamma(\Sigma g M)$ is called $\alpha$-Killing if

$$\nabla^S_X\psi = \alpha\gamma(X)\psi, \quad \forall X \in \Gamma(TM).$$

The $\alpha$-Killing spinors form a vector space, denoted by $\mathcal{H}(g; \alpha)$. The name comes from the fact that real Killing spinors give rise to Killing (tangent) vector fields: if $\alpha \in \mathbb{R}$, then the vector field defined by

$$g(V, X) := \sqrt{-1}\langle \psi, \gamma(X)\psi \rangle, \quad \forall X \in \Gamma(TM)$$

is a Killing field on $(M^n, g)$. Hence Killing spinors only exists on manifold with infinitesimal symmetries. For more information on Killing spinors and twistor spinors, we refer to [25, Appendix A].

Observe that on Euclidean space Killing spinors are exactly given by constant vector-valued functions $\psi : \mathbb{R}^n \to \mathbb{C}^N$, with $\alpha = 0$. The case of spheres is particularly relevant for our purposes.
Proposition 2.5 (Killing spinors on round spheres, [25, Appendix]). Let \((\mathbb{S}^n, g_0)\) be the standard \(n(\geq 2)\)-sphere in \(\mathbb{R}^{n+1}\) and consider an \(\alpha\)-Killing spinor \(\psi\), for some \(\alpha \in \mathbb{C}\).

1. The zero set of \(\psi\) is empty. Moreover, \(\alpha \in \{\pm 1/2\}\), and \(\psi\) has constant length: \(|\psi| \equiv \text{const.}\).

2. The space of \(1/2\)-Killing spinors is \(2^\lfloor n/2 \rfloor\)-dimensional. Such spinors are given by \(\varphi = \Phi|_{\mathbb{S}^n}\), where \(\Phi\) is a constant spinor on \(\mathbb{R}^{n+1}\). They coincide with eigenspinors for the first negative eigenvalue \(\lambda_{-1} = -n/2\) of \(\mathcal{D}\).

3. The space of \(-1/2\)-Killing spinors is \(2^\lceil n/2 \rceil\)-dimensional. Such spinors are given by \(\xi = \Psi|_{\mathbb{S}^n}\), where \(\Psi(x) = \gamma(x)\Phi\) \((\forall x \in \mathbb{R}^{n+1}\) is a non-parallel twistor spinor on \(\mathbb{R}^{n+1}\), \(\Phi\) as above. They coincide with eigenspinors for the first positive eigenvalue \(\lambda_1 = n/2\) of \(\mathcal{D}\).

In the paper [37] Killing spinors on \((\mathbb{S}^n, g_0)\) are explicitly computed in spherical coordinates.

2.3. Sobolev spaces of spinors. We recall that since \((M, g, \sigma)\) is a compact spin manifold the spectrum of the Dirac operator is discrete and unbounded on both sides of \(\mathbb{R}\), accumulating at \(\pm \infty\). Then, using the spectral decomposition of \(\mathcal{D}\) one can define fractional order Sobolev spaces of spinors.

Embedding theorems of Sobolev spaces into Lebesgue and Hölder spaces of spinors, analogous to the Euclidean case, also hold. We refer the reader to [2, Section 3] for more details.

2.4. Conformal symmetry. Of particular importance for us is the behavior of the Dirac and Penrose operators under conformal transformations of the metric, see e.g. [25, 28, 32, 36]. To make this clear we label the various geometric objects with the metric explicitly, e.g. \(\Sigma_g M, \nabla^s \mathcal{D}, \mathcal{D}^s, \mathcal{P}^s\) etc.

Now let \(u \in C^\infty(M)\) and consider the conformal metric \(g_u = e^{2u} g\). The map \(b: X \mapsto e^{-u} X\) for \(1 \leq i \leq n\) is an isometry between \((TM, g)\) and \((TM, e^{2u} g)\), which gives rise to an \(\text{SO}(n)\)-equivariant map \(b: P_{\text{SO}}(M, g) \rightarrow P_{\text{SO}}(M, e^{2u} g)\). By lifting \(b\) to the principal Spin\((n)\)-bundles and then inducing it on the associated spinor bundles, we get an isometric isomorphism

\[
\beta \equiv \beta_{g,u}(\Sigma_g M, g^s) \rightarrow (\Sigma_{g_u} M, g_u^s).
\]

The map \(\beta\) does not respect the spin connections: for \(X \in \Gamma(TM)\) and \(\psi \in \Gamma(\Sigma_g M)\),

\[
\nabla^s_{X} \beta(\psi) - \beta(\nabla^s_X \psi) = -\frac{1}{2} \beta \left( \gamma^s(X) \gamma^s(\text{grad}^s u) \psi + X(u) \psi \right)
\]

Consequently, by a direct computation, we can get

\[
\mathcal{D}^s_{\psi} \beta(\psi) = e^{-u} \beta \left( \mathcal{D}^s_{\psi} \psi + \frac{n-1}{2} \gamma^s(\text{grad}^s u) \psi \right),
\]

\[
\mathcal{P}^s_{\psi} \beta(\psi) = \beta \left( \nabla^s_X \psi + \frac{1}{n} \gamma^s(X) \mathcal{D}^s_{\psi} \right) - \frac{1}{2n} \beta \left( \gamma^s(X) \gamma^s(\text{grad}^s u) \psi \right)
- \frac{1}{2} X(u) \beta(\psi), \forall X \in \Gamma(TM).
\]
The non-homogeneous parts could be eliminated by introducing suitable weights:

$$\mathcal{D}^{g_u} \beta\left(e^{-\frac{n-1}{2} u} \psi\right) = e^{-\frac{n+1}{2} u} \beta\left(\mathcal{D}^g \psi\right),$$  
$$P^{g_u} \beta\left(e^{\frac{n}{2} u} \psi\right) = e^u \beta\left(P^g \psi\right).$$  (2.2)

The summands in the functional $\mathcal{L}$ are conformally invariant: setting $\varphi := \beta\left(e^{-\frac{n-1}{2} u} \psi\right)$, there holds

$$\int_M \{\mathcal{D}^{g_u} \psi, \psi\}_{g^*} d\text{vol}_g = \int_M \{\mathcal{D}^u \varphi, \varphi\}_{g_{u*}} d\text{vol}_{g_u},$$
$$\int_M |\varphi|^2_{g^u} d\text{vol}_g = \int_M |\varphi|^2_{g_{u*}} d\text{vol}_{g_u}.$$  

Consequently the action $\mathcal{L}$ in (1.2) (here we quote it for a general $M$) is conformally invariant, and hence also equation (1.1).

### 2.5. Transformations induced by conformal diffeomorphisms.

Let $f : M \to M$ be a diffeomorphism preserving the orientation and the spin structure $\sigma$. Let $g_f \equiv f^* g$ denote the pull-back metric on $TM$, then the tangent map $Tf : (TM, g_f) \to (TM, g)$ is an isometry, hence it also preserves the Levi-Civita connections. Since $f$ is assumed to preserve the spin structure, we have an isomorphism $\text{Spin}(f) : P_{\text{Spin}}(M, g_f) \to P_{\text{Spin}}(M, g)$ which covers the equivariant morphism $\text{SO}(f) = Tf : P_{\text{SO}}(M, g_f) \to P_{\text{SO}}(M, g)$. Thus there is an induced map $F$ which also covers the map $f$ in the sense that the following diagram is commutative:

$$\begin{array}{ccc}
(S_{g_f} M, g_f^*) & \xrightarrow{F} & (S_g M, g^*) \\
\downarrow & & \downarrow \\
(M, g_f) & \xrightarrow{f} & (M, g)
\end{array}$$

The map $F$ preserves the spin connection and is an isometry of vector bundles, hence also preserves the Dirac operators: for any $\psi \in \Gamma(S_g M)$, write $f^* \psi = F^{-1} \circ \psi \circ f \in \Gamma(S_{g_f} M)$ for the pull back spinor, then

$$F\left(\mathcal{D}_{g_f}\left(f^* \psi\right)(x)\right) = \mathcal{D}_g\psi(f(x)), \quad x \in M.$$  

Suppose in addition that $f$ is a conformal diffeomorphism, i.e. $g_f = f^* g = e^{2u} g$ for some $u \in \mathcal{C}^\infty(M)$. Then a solution $\psi \in \Gamma(S_g M)$ of (1.1) corresponds to another solution $\varphi \in \Gamma(S_{g_f} M)$ via the following procedure:

$$\begin{pmatrix}
\psi \in \Gamma(S_{g_f} M) \\
\mathcal{D}_{g_f} \psi = |\psi|^{\frac{2}{n-1}} \psi_f
\end{pmatrix} \mapsto \begin{pmatrix}
\psi \equiv f^* \psi \in \Gamma(S_g M) \\
\mathcal{D}_g \psi(f(x)) = |\psi_f|^{\frac{2}{n-1}} \psi_f
\end{pmatrix} \mapsto \begin{pmatrix}
\varphi := e^{\frac{n+1}{2} u} \beta^{-1}(\psi_f) \in \Gamma(S_g M) \\
\mathcal{D}_g \varphi = |\varphi|^{\frac{2}{n-1}} \varphi_f
\end{pmatrix}.$$  

**Example 1.** Let $p : S^n \setminus \{N\} \to \mathbb{R}^n$ be the stereographic projection, where $N \in S^n$ is the north pole. Using the ambient coordinate $S^n \subset \mathbb{R}^{n+1} (\mathbf{y}^1, \ldots, \mathbf{y}^{n+1})$ and $\mathbb{R}^n (\mathbf{x}^1, \ldots, \mathbf{x}^n)$, we have

$$\mathbb{S}^n \setminus \{N\} \ni y \mapsto p(y) = \mathbf{x} \in \mathbb{R}^n, \quad \text{with} \quad x^i = \frac{2 \mathbf{y}^i}{1 - \mathbf{y}^{n+1}}. \quad (2.3)$$
The inverse of $p$ will be denoted by $\pi : \mathbb{R}^n \to \mathbb{S}^n \setminus \{N\} \subset \mathbb{R}^{n+1}$,

$$x \mapsto \pi(x) = y, \quad \text{with } y^i = \frac{2x^i}{|x|^2 + 1}, \quad (1 \leq i \leq n), \quad y^{n+1} = \frac{|x|^2 - 1}{|x|^2 + 1}. \quad (2.4)$$

These are conformal maps, i.e. they satisfy

$$\pi^* g_0(x) = \left( \frac{2}{1 + |x|^2} \right)^2 g_{\mathbb{R}^n}(x), \quad p^* g_{\mathbb{R}^n}(y) = \left( \frac{1}{1 - y^{n+1}} \right)^2 g_0. \quad (2.5)$$

Now let $\psi \in \dot{H}^{\frac{1}{2}}(\mathbb{R}^n, \mathbb{C}^N)$ be a solution of (1.1), and set

$$\varphi := \left( \frac{1}{1 - y^{n+1}} \right)^{\frac{n-1}{2}} p^* \psi \in \Gamma(g_0(\mathbb{S}^n \setminus \{N\})).$$

Then $\varphi$ is a solution to

$$\mathcal{D}_{g_{\mathbb{S}^n}} \varphi = |\varphi|^{2^{*} - 2} \varphi \quad \text{on } \mathbb{S}^n \setminus \{N\} \quad (2.6)$$

and $\int_{\mathbb{S}^n} |\varphi|^{2^{*}} \, d\text{Vol}_{g_{\mathbb{S}^n}} < \infty$. This allows to prove (see [2]) that $\varphi$ extends to a weak solution on $\mathbb{S}^n$. Thus there exists a one-to-one correspondence between weak solutions to (1.1) in $\dot{H}^{\frac{1}{2}}(\mathbb{R}^n, \mathbb{R}^n)$ and weak solutions to (2.6) in the space $H^{\frac{1}{2}}(\mathbb{S}^n, \Sigma\mathbb{S}^n)$.

Recall that the $-\frac{1}{2}$-Killing spinors on $(\mathbb{S}^n, g_0)$ have suitable constant length and are eigenspinors, thus being particular solutions of (1.1), as recalled in Proposition 2.5. Moreover, they are also ground states as they verify (1.5). The Möbius group of conformal diffeomorphism of the round sphere $\mathbb{S}^n$ can be expressed in terms of $\mathbb{R}^n$ via stereographic projection. Then, exploiting the conformal invariance of (1.1) Killing spinors on the sphere can be mapped to a family of solutions of (1.1). Thus it is natural to ask whether such family spinors are the only ground states of (1.2). Our aim is to give a positive answer to this question, also providing an explicit formula for the minimizers. This is the content of Theorem 1.2 and of Corollary 1.4.

### 2.6. Estimates on conformal eigenvalues.

For convenience of the reader, in this section we briefly recall the proof of the lower bound (1.3). Let $(M, g)$ be a closed spin manifold and consider the conformal class of $g$

$$[g] = \left\{ g_u := e^{2u} g \mid u \in C^\infty(M) \right\}.$$ 

The dimension of harmonic spinors $\dim_{\mathbb{C}} \ker(\mathcal{D}^g) = \dim_{\mathbb{C}} \ker(\mathcal{D}^{g_u}) \geq 0$ is a conformal invariant, as it easily follows from (2.2). Let $\lambda_1(\mathcal{D}^g)$ be the first positive eigenvalue of $\mathcal{D}^g$, then $\lambda_1(\mathcal{D}^{g_u})$ depends on $u$ continuously and never vanishes for $g_u \in [g]$.

In [1], B. Ammann considered the following quantity (using a different notation, also noting that we fixed the spin structure throughout)

$$\Lambda_1(M, [g]) := \inf_{g_u \in [g]} \left\{ \lambda_1(\mathcal{D}^{g_u}) \text{Vol}(g_u)^{\frac{1}{n}} \right\}.$$ 

Let $\mathcal{C}$ be the orthogonal complement of $\ker(\mathcal{D}^g)$, so $L^2(M ; \Sigma M) = \ker(\mathcal{D}^g) \oplus \mathcal{C}$; and let $\mathcal{C}^*$ be the set of non-zero elements in $\mathcal{C}$.
Lemma 2.6 [1, Prop. 2.4.]. \( \Lambda_1(M, [g]) = \inf_{\varphi \in C^*} \left\{ \frac{\| \varphi \|^2_{L^{2n/(n+1)}}}{\int_M \langle \varphi, L^{1/(n+1)} \varphi \rangle \, d\text{vol}_g} \right\} \).

By taking \( \phi = (\mathcal{D}^\#)^{-1}(\varphi) \) and \( \phi \perp \ker(\mathcal{D}^\#) \), one can see that

\[
\Lambda_1(M, [g]) = \inf_{\phi \in W^{1,2n/(n+1)}(S^n, [g]) \cap \ker(\mathcal{D}^\#), \phi \neq 0} \left\{ \frac{\int_M |\mathcal{D}^\# \phi|^{2n/(n+1)} \, d\text{vol}_g}{\int_M \langle \mathcal{D}^\# \phi, \phi \rangle \, d\text{vol}_g} \right\}.
\]

Denote the standard round metric on \( S^n \subset \mathbb{R}^{n+1} \) by \( g_0 \), then \( \lambda_1(\mathcal{D}^g) = \frac{n}{2} \) and \( \text{Vol}(g_0) = \omega_n \). Similarly to the Yamabe problem, we have that \( \Lambda_1 \) attains its maximum on the standard unit sphere.

Lemma 2.7 [4, Thm. 1.1]. \( \Lambda_1(M, [g]) \leq \Lambda_1(S^n, [g_0]) = \frac{n}{2} \omega_n^\frac{1}{n} \).

As proved by T. Isobe in [29], if \( \psi \) is a nontrivial solution of (1.1), then

\[
\Lambda_1(S^n, g_0) = \frac{n}{2} \omega_n^\frac{1}{n} \leq \left( \int_{S^n} |\mathcal{D}^g_0 \psi|^{2n/(n+1)} \, d\text{vol}_{g_0} \right)^{\frac{n+1}{n}} = \left( \int_{S^n} |\mathcal{D}^g_0 \psi|^{2n/(n+1)} \, d\text{vol}_{g_0} \right)^{\frac{n+1}{n}} = \left( \int_{S^n} |\mathcal{D}^g_0 \psi|^{2n/(n+1)} \, d\text{vol}_{g_0} \right)^{\frac{1}{n}}.
\]

Hence

\[
\mathcal{L}(\psi) = \frac{1}{2n} \int_{S^n} |\psi|^{2n} \, d\text{vol}_{g_0} \geq \frac{1}{2n} \left( \frac{n}{2} \right)^n \omega_n,
\]

which shows the lower bound of the non-trivial critical levels in (1.3).

2.7. Capacity and Sobolev spaces. The concept of capacity is useful in regularity theory, and we recall some basic facts here, which can be found in [42,47].

Let \( \Omega \subset \mathbb{R}^n \) be a connected open domain and \( K \subset \Omega \) a compact subset. Let \( p > 1 \) be a fixed number. The set of admissible potentials are

\[
W_0(K, \Omega) := \{ u \in W^{1,p}_0(\Omega) \cap C^0(\Omega) \mid u \geq 1_K \}
\]

where \( 1_K \) is the characteristic function of \( K \). The \( p \)-capacity of \( (K, \Omega) \) is defined as

\[
\text{cap}_p(K, \Omega) := \inf_{u \in W_0(K, \Omega)} \int_{\Omega} |\nabla u|^p \, dx.
\]

Then, we can also define the \( p \)-capacity of an open subset \( U \subset \Omega \) via inner exhaustion by compact subsets, and then the \( p \)-capacity of a general measurable set \( E \subset \Omega \) via outer approximation by open neighborhoods, see [42].
**Definition 2.8.** A set $E \subset \mathbb{R}^n$ is said to be of $p$-capacity zero if $\text{cap}_p(E, \Omega) = 0$ for all open sets $\Omega \subset \mathbb{R}^n$. (Equivalently, $\text{cap}_p(E, \Omega_0) = 0$ for some $\Omega_0 \subset \mathbb{R}^n$.)

The capacity of a set is closely related to its Hausdorff measure $\mathcal{H}$.

**Proposition 2.9.** Let $E \subset \mathbb{R}^n$ and $1 < p \leq n$. Then the following implications hold.

(i) If $\text{cap}_p(E) = 0$, then $\dim_{\mathcal{H}}(E) \leq n - p$.

(ii) If $\mathcal{H}^{n-p}(E) < \infty$, then $\text{cap}_p(E) = 0$.

Functions in the space $W^{1,p}_0(\Omega)$ cannot see the sets of $p$-capacity zero. More precisely, we have

**Proposition 2.10.** Let $\Omega \subset \mathbb{R}^n$ be open and $E \subset \Omega$ relatively closed. Then $W^{1,p}_0(\Omega) = W^{1,p}_0(\Omega \setminus E)$ iff $\text{cap}_p(E) = 0$.

### 3. Classification in Dimension Two

Roughly speaking, the strategy of the proof of the main result, Theorem 1.2, consists of using the modulus of the spinor to make a conformal change of the metric on $\mathbb{S}^n$, which allows then to use some rigidity result to conclude the claim. This method is similar to the one used by Ammann in [3], see also Remark 1.3.

In dimension two the equation has a smooth structure, so the nodal set is already known to be discrete by the result in [8]. In this case, after the conformal change of the metric, we can use the classification result associated with eigenvalue estimates, due to Bär [7]. To this aim, we exploit the fact that ground state solutions of (1.1) on $\mathbb{S}^2$ do not admit zeros.

**Proposition 3.1.** [15, Prop. 3.7] Let $\psi \in \Gamma(\Sigma M)$ with $\|\psi\|_{L^4} = 1$ be a solution of

$$\slashed{D}\psi = \mu|\psi|^2\psi,$$

where $\mu \in \mathbb{R}$. Let $N(\psi)$ denote the sum of orders of zeros of $\psi$. Then

$$N(\psi) \leq \frac{\mu^2}{4\pi} - \frac{\chi(M)}{2}.$$

For a ground state solution, $\mu = 1$ and $\chi(\mathbb{S}^2) = 2$. It follows that $\psi$ never vanishes. Moreover, by elliptic regularity theory one can prove that $\psi \in C^\infty(\mathbb{S}^2, \Sigma \mathbb{S}^2)$, see e.g. [13,31].

**Theorem 3.2.** Let $\psi \in H^{1/2}(\mathbb{S}^2, \Sigma \mathbb{S}^2)$ be a ground state solution to (1.4) with $n = 2$. Then, $\psi$ is a $(-\frac{1}{2})$-Killing spinor up to a conformal diffeomorphism. More precisely, there exists a $(-\frac{1}{2})$-Killing spinor $\Psi \in \Gamma(\Sigma_{g_0}\mathbb{S}^2)$ and a conformal diffeomorphism $f \in \text{Conf}(\mathbb{S}^2, g_0)$ such that

$$\psi = (\det(d f))^{\frac{1}{2}} \beta^{-1}(f^*\Psi),$$

where $\beta : \Sigma_{g_0}\mathbb{S}^n \to \Sigma_{f^*g_0}\mathbb{S}^n$ is the conformal identification of the spinor bundles.
Proof. Let $\psi \in H^{1/2}(\mathbb{S}^2, \Sigma \mathbb{S}^2)$ be a ground state solution to (1.4). We know that $\psi$ is smooth and has no zeros (see Proposition 3.1). Consider the conformal metric

$$\bar{g} = |\psi|^4 g_0,$$

with volume

$$\text{vol}_{\bar{g}}(\mathbb{S}^2) = \int_{\mathbb{S}^2} |\psi|^4 \text{dvol}_{g_0} = 4\pi = \omega_2,$$

since $\psi$ is a ground state solution. Let $\beta : \Sigma \mathbb{S}^2 \to \Sigma \mathbb{S}^2$ denote the corresponding isomorphism of the associated spinor bundles, and define

$$\phi = \frac{\beta(\psi)}{|\psi|},$$

which has constant length $|\phi| \equiv 1$.

The conformal invariance of (1.4) implies that $\phi$ solves the same equation

$$\mathcal{D}^\mathcal{g} \phi = |\phi|^2 \phi = \phi, \quad \text{on } (\mathbb{S}^2, \bar{g}). \quad (3.1)$$

In [7], the following lower bound for the eigenvalues of the Dirac operators on a closed surfaces $(M^2, g)$ was proved

$$\lambda^2 \geq \frac{2\pi \chi(M^2)}{\text{vol}_g(M^2)},$$

where $\chi(M^2)$ is the Euler characteristic of the surface. Moreover, equality is attained if and only if the surface is isometric to the round sphere $\mathbb{S}^2$, or to the torus $\mathbb{T}^2$ with the flat metric and the trivial spin structure.

Let $f : (\mathbb{S}^2, \bar{g}) \to (\mathbb{S}^2, g_0)$ be the isometry given above. It can be used to transform the spinor $\phi$ to a spinor on the round sphere $(\mathbb{S}^2, g_0)$. More precisely, the isometry $f$ induces an isomorphism $F : \Sigma \mathbb{S}^2 \to \Sigma \mathbb{S}^2$ which preserves the Hermitian structures and the spin connections, hence also the Dirac operators. Then the induced spinor is

$$\phi_f := (f^{-1})^* \phi = F \circ \phi \circ f^{-1} \in \Gamma(\Sigma g_0 \mathbb{S}^2)$$

which has the same properties as $\phi$, namely

$$|\phi_f| \equiv 1, \quad \mathcal{D}^{g_0} \phi_f = \phi_f, \quad P^{g_0} \phi_f = 0.$$ 

In particular, $\phi_f$ is a $(-\frac{1}{2})$-Killing spinor, say $\phi_f = \Psi \in \mathcal{X}(g_0; -\frac{1}{2})$. Then $\phi = f^* \Psi = F^{-1} \circ \Psi \circ f \in \Gamma(\Sigma \mathbb{T}^2)$.

Note that the isometry $f$ is also conformal: $f^* g_0 = \bar{g} = |\psi|^4 g_0$, and $\psi$ can be obtained by the induced conformal transformations on spinors from $\phi$, namely

$$\psi = \det (df)^{\frac{1}{2}} \beta^{-1} \left(f^* \Psi\right) \in \Gamma(\Sigma g_0 \mathbb{S}^2).$$

This concludes the proof. □
Though being elegant, the proof above is not constructive enough, and the argument does not directly generalize to higher dimensions. The reason, among others, is due to the lack of a strong rigidity statement in the eigenvalues estimate: we do not know whether the round metric is the only (up to isometry) metric assuming the extremals of the first positive conformal eigenvalue or not (see Sect. 2.6). In the following we take a closer look at the curvatures of the conformally related metrics $g_0$ and $\overline{g}$. We will see that the length function $|\psi|: S^2 \to \mathbb{R}$ actually determines the conformal isometry $f$ (up to rigid motions) and vice versa. This idea continues to work in general dimensions.

From the pointwise Lichnerowicz formula (see e.g. [30, Theorem 3.4.1])

$$\frac{1}{4} \text{Scal}_g \phi = \left( D^{\overline{g}} \right)^2 \phi - \left( \nabla^{S, \overline{g}} \right)^* \left( \nabla^{S, \overline{g}} \right) \phi$$ (3.2)

we get the integral Bochner–Lichnerowicz formula

$$\int_{S^2} |D^{\overline{g}} \phi|^2 \, d\text{vol}_{\overline{g}} = \int_{S^2} |\nabla^{S, \overline{g}} \phi|^2 \, d\text{vol}_{\overline{g}} + \frac{1}{4} \int_{S^2} \text{Scal}_g |\phi|^2 \, d\text{vol}_{\overline{g}},$$

where $\text{Scal}_{\overline{g}} = 2K_{\overline{g}}$ denotes the scalar curvature of $\overline{g}$. Substituting (2.1) into it, we obtain

$$\int_{S^2} |\overline{P} \phi|^2 \, d\text{vol}_{\overline{g}} = \frac{1}{2} \int_{S^2} (1 - K_{\overline{g}}) |\phi|^2 \, d\text{vol}_{\overline{g}} = \frac{1}{2} \int_{S^2} (1 - K_{\overline{g}}) \, d\text{vol}_{\overline{g}}$$

$$= \text{Vol}_{\overline{g}}(S^2) - 2\pi \chi(S^2) = 0.$$ Hence $\overline{P} \phi = 0$, i.e. $\phi$ is a twistor spinor on $(S^2, \overline{g})$. It follows that $\phi$ is a $-\frac{1}{2}$-Killing spinor and (3.1) and (3.2) give

$$\frac{1}{2} K_{\overline{g}} \phi = \phi - \frac{1}{2} \phi = \frac{1}{2} \phi.$$ Since $\phi$ is nowhere vanishing, we conclude that $K_{\overline{g}} \equiv 1$.

Thus the conformal factor $u = \log |\psi|^2$ satisfies $\overline{g} = e^{2u} g_0$ and solves the equation

$$-\Delta_{g_0} u + K_{g_0} = K_{\overline{g}} e^{2u},$$

i.e. $-\Delta_{g_0} u + 1 = e^{2u}$. (3.3)

It is well-known that the solutions of (3.3) have the form

$$u = \frac{1}{2} \log \det(df),$$

with $f \in \text{Conf}(S^2, g_0)$ being a conformal trasformation: $f^* g_0 = e^{2u} g_0 = |\psi|^4 g_0$. Thus $f: (S^2, \overline{g}) \to (S^2, g_0)$ is an isometry, which is the one in our proof, up to rigid motions.

**Remark 3.3.** The length function $|\psi|$ can be explicitly given. Indeed, fixing $K_{\overline{g}} \equiv 1$ and noting that equation (3.3) is conformally invariant, we can use the stereographic projection

$$\pi: \mathbb{R}^2 \ni z \mapsto y = \left( \frac{2 \text{Re}(z)}{1 + |z|^2}, \frac{2 \text{Im}(z)}{1 + |z|^2}, \frac{-1 + |z|^2}{1 + |z|^2} \right) \in S^2 \subset \mathbb{R}^3$$
to pull the equation back to \( \mathbb{R}^2 \). Since \( \pi : \mathbb{R}^2 \to \mathbb{S}^2 \) is conformal (2.5), the function

\[
v := u \circ \pi (z) + \ln \left( \frac{2}{1 + |z|^2} \right)
\]

is a solution of

\[-\Delta_{\mathbb{R}^2} v = e^{2v} \text{ in } \mathbb{R}^2,
\]

and by conformal invariance

\[
\int_{\mathbb{R}^2} e^{2v} \, dx = \int_{\mathbb{S}^2} e^{2u} \, d\text{vol}_{g_0} < \infty,
\]

since \( u \in C^\infty(\mathbb{S}^2) \). Such solutions \( v \) were classified, see e.g. [19]: there exist \( \lambda > 0 \) and \( z_0 \in \mathbb{R}^2 \) such that

\[
v(z) = \frac{1}{2} \ln \left( \frac{32\lambda^2}{(4 + \lambda^2 |z - z_0|^2)^2} \right) - \frac{1}{2} \ln 2.
\]

Since \( u = \ln |\psi|^2 \), we see that the length function of the spinor \( \psi \) is given by

\[
|\psi(y)| = \left( \frac{2\lambda (1 + |p(y)|^2)}{4 + \lambda^2 |p(y) - z_0|^2} \right)^{\frac{1}{2}}.
\]

4. Classification in Higher Dimensions

The proof of Theorem 1.2 for \( n \geq 3 \) essentially relies upon the same ideas as in the two dimensional case. However, the higher-dimensional case is technically more delicate, since we have less information on the nodal set of the spinor, and thus the solution is a priori only of class \( C^{1,\alpha} \). The proof of Theorem 1.2 for \( n \geq 3 \) requires to estimate the Hausdorff dimension of the nodal set (1.7), see Theorem 1.6. We postpone its proof and present it in the next section in order to simplify the proof of Theorem 4.2.

We start by estimating the perimeter of the boundary of the tubular neighborhoods for a set of Hausdorff dimension less than \( n - 1 \). We denote by \( \mathcal{H}^s(\cdot) \) the \( s \)-dimensional Hausdorff measure.

**Lemma 4.1.** Let \( Z \subset \mathbb{R}^n \) be a compact \( (n - 1) \)-rectifiable set with \( \mathcal{H}^{n-1}(Z) = 0 \). For any \( \epsilon > 0 \), consider the \( \epsilon \)-tubular neighborhood \( Z_\epsilon := \{ x \in \mathbb{S}^n : \text{dist}(x, Z) \leq \epsilon \} \). Then for a.e. \( \epsilon > 0 \), the boundary \( \partial Z_\epsilon \) is \( (n - 1) \)-rectifiable and along a sequence \( \epsilon_k \to 0^+ \),

\[
\lim_{k \to \infty} \mathcal{H}^{n-1}(\partial Z_{\epsilon_k}) = 0.
\]

**Proof.** It is well-known that there exists \( \epsilon_0 > 0 \) such that for all but countably many \( \epsilon \in (0, \epsilon_0) \) the set \( \partial Z_\epsilon \) is \( (n - 1) \)-rectifiable, see e.g. [33, Section 5]. Moreover, applying [33, Prop. 5.8] with \( \lambda = n - 1 \), we get

\[
\mathcal{H}^{n-1}(\partial Z_\epsilon) \leq C(n) \mathcal{M}^{n-1}_\epsilon(Z),
\]

where \( \mathcal{M}^{n-1}_\epsilon \) is the \( (n - 1) \)-dimensional Minkowski \( \epsilon \)-content [39, §4], and the dimensional constant \( C(n) \) is independent of \( \epsilon \). Now \( Z \) is compact and \( (n - 1) \)-rectifiable
with $\mathcal{H}_{n-1}^0(Z) = 0$, so its $(n - 1)$-Minkowski content is well-defined and coincides with the $(n - 1)$-Hausdorff measure [20, Theorem 3.2.39]. Then we have
\[
\lim_{\varepsilon \to 0^+} \mathcal{M}_{\varepsilon}^{n-1}(Z) = \mathcal{M}^{n-1}(Z) = \mathcal{H}^{n-1}(Z) = 0.
\]
and the claim follows by (4.1).

We will apply Lemma 4.1 to the nodal set $\mathcal{Z}(\psi)$ of a solution $\psi$ to (1.4). Since $\psi$ has regularity $C^{1,\alpha}$, its zero set $\mathcal{Z} = \mathcal{Z}(\psi)$ is closed in the compact space $\mathbb{S}^n$, hence it is also compact. By Theorem 1.6, it has Hausdorff dimension at most $(n - 2)$, in particular $\mathcal{H}^{n-1}(\mathcal{Z}) = 0$. Note that $\mathbb{S}^n \setminus \mathcal{Z}$ is a non-empty open set of full measure. Thus, up to a stereographic projection, $\mathcal{Z}$ can be viewed as a compact subset of $B_R(0) \subset \mathbb{R}^n$ for some $R < \infty$. Since the Hausdorff measures on $B_R(0)$ with respect to the Euclidean metric and the conformal spherical metric are uniformly equivalent, we can apply Lemma 4.1 to conclude that, along a sequence $\varepsilon_k \to 0^+$,
\[
\lim_{\varepsilon_k \to 0^+} \mathcal{H}^{n-1}(\partial \mathcal{Z}_{\varepsilon_k}) = 0.
\]

**Theorem 4.2.** Let $\psi \in H^{1/2}(\mathbb{S}^n, \Sigma \mathbb{S}^n)$ be a ground state solution to (1.4) with $n \geq 3$. Then, $\psi$ is a $(-\frac{1}{2})$-Killing spinor up to a conformal diffeomorphism. More precisely, there exists a $(-\frac{1}{2})$-Killing spinor $\Psi \in \Gamma(\mathbb{S}^n_{g_0})$ and a conformal diffeomorphism $f \in \text{Conf} (\mathbb{S}^n, g_0)$ such that
\[
\psi = (\det(df))^\frac{n-1}{2n} \beta^{-1}(f^*\Psi),
\]
where $\beta : \Sigma_{g_0}\mathbb{S}^n \to \Sigma f^*g_0\mathbb{S}^n$ is the conformal identification.

**Proof.** Let $\psi \in H^{1/2}(\mathbb{S}^n, \Sigma \mathbb{S}^n)$ be a ground state solution to (1.4), with $n \geq 3$. Consider the conformal change of metric on $\mathbb{S}^n \setminus \mathcal{Z}$
\[
\bar{g} = \left(\frac{2}{n}\right)^2 |\psi|^{4/(n-1)} g_0.
\]
Notice that the total volume is preserved
\[
\text{vol}_{\bar{g}}(\mathbb{S}^n \setminus \mathcal{Z}) = \left(\frac{2}{n}\right)^n \int_{\mathbb{S}^n} |\psi|^{2n/(n-1)} \text{dvol}_{g_0} = \omega_n = \text{Vol}_{g_0}(\mathbb{S}^n),
\]
since $\psi$ is a ground state solution and $\mathcal{L}_{g_0}(\psi) = \frac{1}{2n} \int_{\mathbb{S}^2} |\psi|^{2n/(n-1)} \text{dvol}_{g_0}$ (see (1.5)).

As before, let $\beta = \beta_{\bar{g}, g_0} : \Sigma_{\bar{g}}(\mathbb{S}^n \setminus \mathcal{Z}) \to \Sigma_{\bar{g}}(\mathbb{S}^n \setminus \mathcal{Z})$ be the isometry associated to the conformal change of the metric and define the spinor
\[
\phi = \left(\frac{n}{2}\right)^{\frac{n-1}{2}} \frac{\beta(\psi)}{|\psi|}, \quad |\phi| = \left(\frac{n}{2}\right)^{\frac{n-1}{2}}.
\]
Denote the nodal set of $\psi$ by $\mathcal{Z} = \mathcal{Z}(\psi)$, then
\[
\phi \in C^\infty(\mathbb{S}^n \setminus \mathcal{Z}) \cap L^\infty(\mathbb{S}^n \setminus \mathcal{Z}).
\]
Note that $\phi$ is an eigenspinor for the $\bar{D}_{\bar{g}}$-Dirac operator, i.e.
\[
\bar{D}_{\bar{g}} \phi = |\phi|^2 - 2 \phi = \frac{n}{2} \phi, \quad \text{on } (\mathbb{S}^n \setminus \mathcal{Z}, \bar{g})
\]
in the classical sense.
Fix $\varepsilon > 0$ and consider the neighborhood $Z_{\varepsilon}$ of the nodal set as in Lemma 4.1. Observe that the metric $\overline{g}$ is regular and Riemannian on $S^n \setminus Z_{\varepsilon}$, so here we can consider the pointwise Bochner–Lichnerowicz formula [30, Theorem 3.4.1]

\[
\left(\overline{\nabla}^s \overline{g}\right)^2 = \left(\overline{\nabla}^s \overline{g}\right)^* \left(\overline{\nabla}^s \overline{g}\right) + \frac{\text{Scal}_{\overline{g}}}{4},
\]

where $\text{Scal}_{\overline{g}}$ is the scalar curvature of the metric $\overline{g}$. It follows that

\[
\int_{S^n \setminus Z_{\varepsilon}} \langle (\overline{\nabla}^s)^2 \phi, \phi \rangle \, d\text{vol}_{\overline{g}} = \int_{S^n \setminus Z_{\varepsilon}} |\nabla^s \overline{g}\phi|^2 \, d\text{vol}_{\overline{g}} + \int_{S^n \setminus Z_{\varepsilon}} \frac{\text{Scal}_{\overline{g}}}{4} |\phi|^2 \, d\text{vol}_{\overline{g}}.
\]

We claim that the integral form of Bochner–Lichnerowicz’s formula

\[
\int_{S^n \setminus Z_{\varepsilon}} (\overline{\nabla}^s)^2 \phi \, d\text{vol}_{\overline{g}} = \int_{S^n \setminus Z_{\varepsilon}} |\nabla^s \overline{g}\phi|^2 \, d\text{vol}_{\overline{g}} + \int_{S^n \setminus Z_{\varepsilon}} \frac{\text{Scal}_{\overline{g}}}{4} |\phi|^2 \, d\text{vol}_{\overline{g}}
\]

(4.7)

holds. Generally speaking, on a manifold with non-empty boundary, from (4) one gets additional boundary integrals in (4). However, in our case,

\[
2\pi \left(\nabla^s \overline{g}\phi, \phi\right) = \partial_\nu |\phi|^2 = 0,
\]

whence (4.7). Furthermore, the decomposition (2.1) and the eigenspinor equation (4.5) give

\[
\left(\frac{n-1}{n}\right) \left(\frac{n}{2}\right)^2 \int_{S^n \setminus Z_{\varepsilon}} |\phi|^2 \, d\text{vol}_{\overline{g}} = \int_{S^n \setminus Z_{\varepsilon}} |\overline{P} \overline{g}\phi|^2 \, d\text{vol}_{\overline{g}} + \frac{1}{4} \int_{S^n \setminus Z_{\varepsilon}} \text{Scal}_{\overline{g}} |\phi|^2 \, d\text{vol}_{\overline{g}}.
\]

Since $|\phi|$ is constant (see (4.4)), it follows that

\[
\left(\frac{n-1}{n}\right) \left(\frac{n}{2}\right)^{n+1} \text{Vol}_{\overline{g}}(S^n \setminus Z_{\varepsilon}) = \int_{S^n \setminus Z_{\varepsilon}} |\overline{P} \overline{g}\phi|^2 \, d\text{vol}_{\overline{g}} + \frac{1}{4} \left(\frac{n}{2}\right)^{n-1} \int_{S^n \setminus Z_{\varepsilon}} \text{Scal}_{\overline{g}} \, d\text{vol}_{\overline{g}}.
\]

(4.8)

In particular, this implies

\[
\int_{S^n \setminus Z_{\varepsilon}} \text{Scal}_{\overline{g}} \, d\text{vol}_{\overline{g}} \leq n(n-1) \text{Vol}_{\overline{g}}(S^n \setminus Z_{\varepsilon}) \leq n(n-1)\omega_n.
\]

We need to control the integral of the new curvature $\text{Scal}_{\overline{g}}$ over the set $S^n \setminus Z_{\varepsilon}$. In dimension two this could be estimated using the Gauss–Bonnet formula, while in higher dimensions we use the Yamabe invariant.

Recall that the Yamabe invariant of the conformal class $[g_0]$ is defined as

\[
Y(S^n, [g_0]) = \min \left\{ \frac{\int_{S^n} \text{Scal}_g \, d\text{vol}_g}{\left(\int_{S^n} \, d\text{vol}_g\right)^{n-2/n}} \mid g \in [g_0] \right\}.
\]
where \([g_0]\) denotes the conformal class of the round metric \(g_0\), which is equivalently characterized as

\[
Y(S^n, [g_0]) = \min \left\{ Q(u) \equiv \frac{\int_{S^n} c_n |\nabla^{g_0} u|^2 + \text{Scal}_{g_0} u^2 \, dv_{g_0}}{\left( \int_{S^n} u^{\frac{2n}{n-2}} \, dv_{g_0} \right)^{\frac{n-2}{n}}} \mid u \in C^\infty(S^n), u > 0 \right\}.
\]

By further taking the \(W^{1,2}\)-closure of \(C^\infty(S^n)\), we get

\[
Y(S^n, [g_0]) = \min \left\{ Q(u) = \frac{\int_{S^n} c_n |\nabla^{g_0} u|^2 + \text{Scal}_{g_0} u^2 \, dv_{g_0}}{\left( \int_{S^n} u^{\frac{2n}{n-2}} \, dv_{g_0} \right)^{\frac{n-2}{n}}} \mid u \in W^{1,2}(S^n), u \neq 0 \right\}. \tag{4.9}
\]

The value of the Yamabe invariant of the round sphere is well-known, and it is given by

\[
Y(S^n, [g_0]) = n(n-1)\omega_n^\frac{2}{n}.
\]

The metric \(\overline{g}\) in (4.3) might not be a Riemannian metric on \(S^n\) since \(Z = Z(\psi)\) might be non-empty, that is, the conformal factor might vanish at some points.

Define

\[
h := \left( \frac{2}{n} \right)^{\frac{n-2}{4}} |\psi|^{\frac{n-2}{4}} \in C^0(S^n) \cap C^\infty(S^n \setminus Z), \tag{4.10}
\]

then \(\overline{g} = h^{\frac{4}{n-2}} g_0\), and the scalar curvatures of the two metrics on \(S^n \setminus Z_\varepsilon\) are related by

\[
L_{g_0} h \equiv -c_n \Delta_{g_0} h + \text{Scal}_{g_0} h = \text{Scal}_\overline{g} h^{\frac{n+2}{n-2}}, \quad \text{on } S^n \setminus Z, \tag{4.11}
\]

with \(c_n = 4\frac{n-1}{n-2}\) and \(\text{Scal}_{g_0} = n(n-1)\). We need the following regularity result on \(h\).

**Lemma 4.3.** With respect to the round metric \(g_0\), one has that \(h \in H^1(S^n)\).

**Proof of Lemma 4.3.** Choose \(\varepsilon > 0\) small enough such that \(\partial Z_\varepsilon\) is \((n-1)\)-rectifiable, see the proof of Lemma 4.1. Using (4.11), an integration by parts gives

\[
c_n \int_{S^n \setminus Z_\varepsilon} \left|\nabla^{g_0} h\right|^2 \, dv_{g_0} = \int_{\partial Z_\varepsilon} c_n \frac{\partial h}{\partial \nu} h \, dv_{g_0} - \int_{S^n \setminus Z_\varepsilon} c_n (\Delta_{g_0} h) h \, dv_{g_0} = \int_{\partial Z_\varepsilon} c_n \frac{\partial h}{\partial \nu} h \, dv_{g_0} - \int_{S^n \setminus Z_\varepsilon} \text{Scal}_{g_0} h^2 \, dv_{g_0} + \int_{S^n \setminus Z_\varepsilon} \text{Scal}_\overline{g} h^{\frac{2n}{n-2}} \, dv_{g_0}. \tag{4.12}
\]

Since \(h\) is given by (4.10) and \(n \geq 3\), we have \(\left|\frac{\partial h}{\partial \nu}\right| \leq C |\psi|^{\frac{n-2}{n-1}} \in L^\infty(S^n)\), so by (4.2) there holds

\[
\int_{\partial Z_\varepsilon} c_n \frac{\partial h}{\partial \nu} h \, dv_{g_0} \leq c_n \left\| \frac{\partial h}{\partial \nu} h \right\|_{\mathcal{H}^{n-1}(\partial Z_\varepsilon)}, \tag{4.13}
\]
which converges to zero along a suitable sequence $\varepsilon_k \to 0$. Meanwhile, noting that $h$ is uniformly bounded on $\mathbb{S}^n$ and $h^{2n \pi^{-1}} \text{dvol}_{g_0} = \text{dvol}_\tilde{g}$, the other two terms on the right-hand side in (4.12) are uniformly bounded. Therefore, letting $\varepsilon \to 0$ along the same sequence in (4.12), we see that

$$c_n \int_{\mathbb{S}^n \setminus \mathcal{Z}} |\nabla g^0 h|^2 \text{dvol}_{g_0} = - \int_{\mathbb{S}^n \setminus \mathcal{Z}} \text{Scal}_{g_0} h^2 \text{dvol}_{g_0} + \int_{\mathbb{S}^n \setminus \mathcal{Z}} \text{Scal}_\tilde{g} h^{2n \pi^{-1}} \text{dvol}_{g_0} < \infty,$$

(4.14)

and hence $h \in H^1(\mathbb{S}^n \setminus \mathcal{Z})$. Observe that $h \in C^\infty(\mathbb{S}^n \setminus \mathcal{Z})$ and $h = 0$ pointwise on $\mathcal{Z}$, hence by [46, Theorem 2.2] $h \in H^1_0(\mathbb{S}^n \setminus \mathcal{Z})$.

Therefore, $h \in H^1_0(\mathbb{S}^n \setminus \mathcal{Z}) \hookrightarrow W^{1,p}_0(\mathbb{S}^n \setminus \mathcal{Z})$, for all $1 \leq 2 < p$. Since $\text{dim} \mathcal{Z} \leq n-2$, $\mathcal{H}^{n-p}(\mathcal{Z}) = 0$ for all $1 \leq p < 2$. Hence, by Proposition 2.9

$$\text{cap}_p(\mathcal{Z}) = 0, \quad \forall 1 \leq p < 2.$$

We thus conclude that $h \in W^{1,p}_0(\mathbb{S}^n \setminus \mathcal{Z}) = W^{1,p}_0(\mathbb{S}^n) = W^{1,p}(\mathbb{S}^n)$, for $1 \leq p < 2$, by Proposition 2.10. In particular, $h$ is weakly differentiable on the whole $\mathbb{S}^n$ and its weak derivatives are $L^p$ functions on $\mathbb{S}^n$. Now, since $\mathcal{Z}$ has $\mathcal{H}^n$-measure zero, (4.14) implies that $h \in H^1(\mathbb{S}^n)$. \[\Box\]

By the characterization (4.9), we now see that

$$\int_{\mathbb{S}^n} c_n |\nabla g^0 h|^2 + \text{Scal}_{g_0} h^2 \text{dvol}_{g_0} \geq Y(\mathbb{S}^n, g_0) \left( \int_{\mathbb{S}^n} h^{2n \pi^{-1}} \text{dvol}_{g_0} \right)^{\frac{n-2}{n}} = n(n-1)\omega_n.$$

Together with (4.12) and (4.13), we get

$$\lim_{\varepsilon \to 0} \int_{\mathbb{S}^n \setminus \mathcal{Z}_\varepsilon} \text{Scal}_\tilde{g} \text{dvol}_\tilde{g} \geq n(n-1)\omega_n.$$

We conclude from (4.8) that

$$\int_{\mathbb{S}^n \setminus \mathcal{Z}} |\tilde{p} \tilde{\phi}|^2 \text{dvol}_\tilde{g} = 0$$

and thus, $\tilde{p} \tilde{\phi} = 0$ on $\mathbb{S}^n \setminus \mathcal{Z}$, namely $\phi$ is a twistor spinor on $(\mathbb{S}^n \setminus \mathcal{Z}, \tilde{g})$. This in turn implies further information on the scalar curvature. Indeed, a direct computation shows that

$$(D^{\tilde{g}})^2 \phi = \frac{n \text{Scal}_\tilde{g}}{4(n-1)} \phi \quad \text{in} \quad (\mathbb{S}^n \setminus \mathcal{Z}, \tilde{g}),$$

see e.g. [25, Prop A.2.1]. It follows that $\text{Scal}_\tilde{g} = n(n-1) = \text{Scal}_{g_0}$ on $\mathbb{S}^n \setminus \mathcal{Z}$.

Using the characterization (4.9), combined with the definition (4.10) and with (1.5) a direct computation shows that $h$ actually minimizes the Yamabe quotient. Then $h$ is a weak solution of (4.11) in $H^1(\mathbb{S}^n)$, with $\text{Scal}_\tilde{g} \equiv n(n-1)$.

Note that $h \in C^\infty(\mathbb{S}^n)$, hence elliptic regularity theory gives $h \in C^\infty(\mathbb{S}^n)$. Moreover, the strong maximum principle implies that $h > 0$ on $\mathbb{S}^n$ and $\mathcal{Z}(\psi) = \emptyset$. 
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Now the metric $\overline{g}$ is a smooth Riemannian metric on $\mathbb{S}^n$ with constant scalar curvature $\text{Scal}_{\overline{g}} = n(n - 1) = \text{Scal}_{g_0}$. A theorem of Obata [40] implies that there exists an isometry

$$f : (\mathbb{S}^n, \overline{g}) \to (\mathbb{S}^n, g_0)$$

that is, $f^*g_0 = \overline{g} = h^{\frac{4}{n-2}}g_0$. Then

$$dvol_{f^*g} = \det(d\phi) \ dvol_{g_0} = h^{\frac{2n}{n-2}} \ dvol_{g_0} \implies h = (\det(d\phi))^\frac{n}{2n-2}.$$

Now the spinor $\phi \in \Sigma_\overline{g}\mathbb{S}^n$ is an eigenspinor of eigenvalue $\frac{n}{2}$ as well as a twistor spinor, hence a $(-1/2)$-Killing spinor. These properties are preserved by isometries. In particular, the spinor $F \circ \phi \circ f^{-1}$ coincides with a $-\frac{1}{2}$-Killing spinor $\Psi \in \mathcal{K}(g_0; -\frac{1}{2})$ which has constant length: $|\Psi| \equiv (\frac{n}{2})^{\frac{n-1}{2}}$ (see (4.4)). Then $\phi = F^{-1} \circ \Psi \circ f \equiv f^*\Psi \in \Gamma(\Sigma_{\overline{g}}\mathbb{S}^n)$ and

$$\psi = h^{\frac{n-1}{2}}\beta^{-1}(\phi) = (\det(d\phi))^{\frac{n-1}{2n-2}}\beta^{-1}(f^*\Psi) \in \Gamma(\Sigma_{g_0}\mathbb{S}^n).$$

This concludes the proof. \qed

Remark 4.4. Similarly to the previous section, we can explicitly compute the length function $|\psi|$, thanks to the classification theory for the Yamabe equation. Indeed, let $h$ be a positive solution of (4.11), i.e.

$$-c_n \Delta_{g_0} h + \text{Scal}_{g_0} h = \text{Scal}_{\overline{g}} h^{\frac{n+2}{n-2}} \quad \text{on} \quad (\mathbb{S}^n, g_0),$$

with $c_n = \frac{4(n-1)}{n-2}$, $\text{Scal}_{g_0} = n(n - 1)$, and $\text{Scal}_{\overline{g}} = n(n - 1)$. Using the stereographic projection (2.3) and (2.4), the induced metric $\pi^*g_0$ has constant scalar curvature $\text{Scal}_{\pi^*g_0} = n(n - 1)$. Then the function $\pi^*h = h \circ \pi : \mathbb{R}^n \to \mathbb{R}$ solves the equation

$$-c_n \Delta_{\pi^*g_0}(\pi^*h) + \text{Scal}_{\pi^*g_0}(\pi^*h) = \text{Scal}_{\overline{g}} h^{\frac{n+2}{n-2}} \quad \text{on} \quad (\mathbb{R}^n, \pi^*g_0).$$

Moreover, since the flat Euclidean metric $g_{\mathbb{R}^n}$ is conformal to $\pi^*g_0$, the function

$$u := \left(\frac{2}{1 + |x|^2}\right)^{\frac{n-2}{2}}(h \circ \pi) : \mathbb{R}^n \to \mathbb{R}$$

is a solution to the equation

$$-c_n \Delta_{g_{\mathbb{R}^n}}u = \text{Scal}_{\overline{g}} u^{\frac{n+2}{n-2}}, \quad \text{on} \quad (\mathbb{R}^n, g_{\mathbb{R}^n}). \quad (4.15)$$

For $\text{Scal}_{\overline{g}} = n(n - 1)$, the solutions of (4.15) are explicitly known from [24, page 211], [45, Chapter III-4]: there exist $\lambda_0$ and $x_0 \in \mathbb{R}^n$ such that

$$u(x) = \left(\frac{2\lambda}{\lambda^2 + |x-x_0|^2}\right)^{\frac{n-2}{2}}.$$

This determines the length of the solution $\psi$: for any $y \in \mathbb{S}^n$, which is projected to $p(y) \in \mathbb{R}^n$ via (2.3),

$$|\psi(y)| = \left(\frac{n}{2}\right)^{\frac{n-1}{2}}h(y)^{\frac{n-1}{2}} = \left(\frac{n}{2}\frac{\lambda(1 + |p(y)|^2)}{\lambda^2 + |p(y) - x_0|^2}\right)^{\frac{n-1}{2}}. \quad (4.16)$$
Proof of Corollary 1.4. We can now give a quite explicit formula for the solutions of (1.1) on \( \mathbb{R}^n \). Via the stereographic projection \( \pi \) in (2.4), the pull-back of the \(-\frac{1}{2}\)-Killing spinors have the form

\[
\tilde{\Psi}(x) = \left( \frac{2}{1 + |x|^2} \right)^{\frac{n}{2}} \left( \mathbb{I} - \gamma_{\mathbb{R}^n}(x) \right) \Phi_0
\]  

(4.17)

where \( \mathbb{I} \) denotes the identity endomorphism of the spinor bundle \( \Sigma_{\mathbb{R}^n} \mathbb{R}^n, \gamma_{\mathbb{R}^n}(x) \) denotes the Clifford multiplication by the position vector \( x \), and \( \Phi_0 \in \mathbb{C}^N \) is a constant complex \( N \)-vector. Formula (4.17) is used in the study of the spinorial Yamabe problem and of critical Dirac equations on manifolds, see e.g. [4,5,29], to construct suitable test spinors.

Recall that the \(-1/2\)-Killing spinors on \( (S^n, g_0) \) constitute a linear space of dimension \( N = 2^{[n/2]} \) (see Proposition 2.5), thus the spinors of the form (4.17) are their conformal image on the Euclidean space \( (\mathbb{R}^n, g_{\mathbb{R}^n}) \), via stereographic projection.

The other solutions of (1.1) on \( (\mathbb{R}^n, g_{\mathbb{R}^n}) \) are given by the transformations under conformal diffeomorphisms of \( (\mathbb{R}^n, g_{\mathbb{R}^n}) \). First consider the composition of translations and scalings: for \( x_0 \in \mathbb{R}^n \) and \( \lambda \in \mathbb{R}_+ \), define \( f_{x_0,\lambda} : \mathbb{R}^n \to \mathbb{R}^n \) by

\[
f_{x_0,\lambda}(x) := \frac{x - x_0}{\lambda}.
\]

Then \( f_{x_0,\lambda}^{-1} g_{\mathbb{R}^n} = \lambda^{-1} g_{\mathbb{R}^n} \). The corresponding transformation of (4.17) is given by

\[
\psi(x) = \beta_{\lambda^{-2} g_{\mathbb{R}^n}, g_{\mathbb{R}^n}} F_{x_0,\lambda}^{-1} \tilde{\Psi}(f_{x_0,\lambda}(x)) = \left( \frac{2\lambda}{\lambda^2 + |x - x_0|^2} \right)^{\frac{n}{2}} \beta_{\lambda^{-2} g_{\mathbb{R}^n}, g_{\mathbb{R}^n}} F_{x_0,\lambda}^{-1} \left( \mathbb{I} - \gamma_{\mathbb{R}^n} \left( \frac{x - x_0}{\lambda} \right) \right) \Phi_0.
\]

Note that \( \beta_{\lambda^{-2} g_{\mathbb{R}^n}, g_{\mathbb{R}^n}} F_{x_0,\lambda}^{-1} \) can actually be taken as the identity, for the following reasons. Note that \( P_{\text{SO}(\mathbb{R}^n, g_{\mathbb{R}^n})} = \mathbb{R}^n \times \text{SO}(n) \) is the product bundle. Using the notation from Sects. 2.4 and 2.5, we see that \( b_{g_{\mathbb{R}^n}, \lambda^{-2} g_{\mathbb{R}^n} \circ \text{SO}(f)} : \mathbb{R}^n \times \text{SO}(n) \to \mathbb{R}^n \times \text{SO}(n) \) is given by

\[
(x, (v_1, \ldots, v_n)) \mapsto (f_{x_0,\lambda}(x), (v_1, \ldots, v_n))
\]

which is the identity on \( \text{SO}(n) \). Thus its lift to the Spin\((n)\)-principal bundles is also the identity map on the Spin\((n)\) components. As a consequence, the spinors of \( \Sigma_{g_{\mathbb{R}^n}} \mathbb{R}^n = \mathbb{R}^n \times \mathbb{C}^N \), which can be viewed as \( \mathbb{C}^N \)-valued functions, are invariant under \( \beta_{\lambda^{-2} g_{\mathbb{R}^n}, g_{\mathbb{R}^n}} F_{x_0,\lambda}^{-1} \). Therefore,

\[
\psi(x) = \left( \frac{2\lambda}{\lambda^2 + |x - x_0|^2} \right)^{\frac{n}{2}} \left( \mathbb{I} - \gamma_{\mathbb{R}^n} \left( \frac{x - x_0}{\lambda} \right) \right) \Phi_0.
\]

The length function of \( \psi \) is exactly given by (4.16), provided the constant vector \( \tilde{\Phi}_0 \) is chosen with the right norm: \( |\tilde{\Phi}_0| = \frac{1}{\sqrt{2}} \left( \frac{n}{2} \right)^{-\frac{n-1}{2}} \).

Second, note that the rotations do not generate new solutions: their conformal transformations result in new choices of the parameters \( \lambda > 0, x_0 \in \mathbb{R}^n \) and \( \tilde{\Phi}_0 \in \mathbb{C}^N \). For example, consider a rotation \( A \in \text{SO}(n) \), which is an isometry of \( (\mathbb{R}^n, g_{\mathbb{R}^n}) \). Denote
the induced map on spinor bundles by $F_A : \Sigma \mathbb{R}^n \to \Sigma \mathbb{R}^n$. Note that $F_A (\gamma_{\mathbb{R}^n} (v) \psi) = \gamma_{\mathbb{R}^n} (A v) F_A (\psi)$. The pull-back of $\psi$ under $A$ is

$$A^* \psi (z) = F_A^{-1} (\psi (A z)) = \left( \frac{2 \lambda}{\lambda^2 + |A z - x_0|^2} \right)^{\frac{n}{2}} F_A^{-1} \left( \mathbb{1} - \gamma_{\mathbb{R}^n} \left( \frac{A z - x_0}{\lambda} \right) \right) \tilde{\Phi}_0$$

which is the solution parametrized by $\lambda > 0$, $z_0 = A^{-1} x_0 \in \mathbb{R}^n$ and $F_A^{-1} \tilde{\Phi}_0 \in \mathbb{C}^N$. □

We now see that the ground state solutions of (1.1) on $(\mathbb{R}^n, g_{\mathbb{R}^n})$ can be parameterized by $\tilde{\Phi}_0 \in \mathbb{C}^N$ with $|\tilde{\Phi}| = \frac{1}{\sqrt{2}} \left( \frac{n}{2} \right)^{-\frac{n}{2}}$, and $x_0 \in \mathbb{R}^n$, $\lambda \in \mathbb{R}_+$. Hence they form a space of real dimension

$$(2N - 1) + n + 1 = 2\left( \frac{n}{2} \right) + 1 + n.$$  

We remark that, here we do not consider the reflections and inversions of $\mathbb{R}^n$, which are also conformal, since they are orientation reversing and hence do not lift to the $\text{Spin}(n)$ level. However, since $\Sigma \mathbb{R}^n = \mathbb{R}^n \times \mathbb{C}^N$ is trivial and the spinors are simply $\mathbb{C}^N$ valued functions, one can consider the corresponding transformations induced on the spinors. By a similar argument as above, one can find that they do not give rise to new solutions.

5. On the Hausdorff Dimension of the Nodal Set

This section is devoted to the proof of Theorem 1.6. We prove that, around a zero, a solution of (1.1) can be expanded as a harmonic spinor with homogeneous polynomial components, plus higher order terms. Such a decomposition is the spinorial counterpart of some results by Caffarelli and Friedman in [17,18].

We treat first the case where the leading order polynomial is of degree one and then we turn to case of higher degrees. In the latter case we exploit the fact that if a solution to (1.1) vanishes at order $\beta > 1$ at some point $x_0$, then $x_0$ must be in the critical set, i.e., $\nabla \psi (x_0) = 0$.

By conformal equivalence and by invariance of the Hausdorff dimension under diffeomorphisms, we equivalently study the equation on $\mathbb{R}^n$, that is, with respect to the Euclidean metric,

$$\mathcal{D} \psi = |\psi|^{2/(n-1)} \psi, \quad \text{on} \, \mathbb{R}^n.$$  

Moreover, it is not restrictive to look at a solution defined on the unit ball $B_1 = B_1 (0) \subseteq \mathbb{R}^n$.

Let $\psi \in C^{1,\alpha} (B_1, \mathbb{C}^N)$ be a solution to (5.1). Our goal is to prove that the nodal set

$$Z := \{ x \in B_1 : \psi (x) = 0 \}$$

has Hausdorff dimension at most $n - 2$.

Remark 5.1. Since we want to deal with measure-theoretic properties of the nodal set of solutions, it is more convenient to work with real-valued spinors rather than complex-valued ones. Thus we identify $\mathbb{C}^N$ with $\mathbb{R}^{2N}$ and assume $\psi \in C^{1,\alpha} (B_1, \mathbb{R}^{2N})$ is a solution of (5.1), which is now a system consisting of $2N$ differential equations with real coefficients.

---

1 This is to identify the spinor bundles associated to different spin structures.
5.1. Expansion of the spinor near a zero. In this section we prove a decomposition result for solutions to (5.1) in $B_1$, analogous to the case of second order elliptic equations treated in [17, 18].

The Dirac operator $\mathcal{D}$ can be expressed as

$$\mathcal{D} = \alpha \cdot \nabla = \sum_{j=1}^{n} \alpha_j \partial_j,$$

where the $\alpha_j$ are $2N \times 2N$ matrices satisfying the anti-commutation Clifford relations

$$\alpha_j \alpha_k + \alpha_k \alpha_j = -2 \delta_{jk} \text{Id}_{2N},$$

and $\alpha = (\alpha_1, \ldots, \alpha_n)$. Since $\mathcal{D}^2 = (-\Delta) \text{Id}_{2N}$, the Green function of $\mathcal{D}$ in $\mathbb{R}^n$ can be expressed as

$$G(x, y) = \mathcal{D}_x (\omega_{n-1}^{-1} |x - y|^{-(n-2)} \text{Id}_{2N}) = \frac{\alpha \cdot (x - y)}{\omega_{n-1} |x - y|^n} \text{Id}_{2N},$$

(5.2)

and it verifies

$$\mathcal{D}_x G(x - y) = \delta(x - y) \text{Id}_{2N}$$

in the distributional sense. Then, integrating by parts one finds the representation formula

$$\psi(x) = \int_{B_1} G(x - y) \mathcal{D} \psi(y) \, dy + \int_{\partial B_1} (\alpha \cdot y) G(x - y) \psi(y) \, dS(y) =: I_1 + I_2(5.3)$$

where we abbreviated $\alpha \cdot y \equiv \sum_j y^j \alpha_j$.

**Lemma 5.2.** Suppose $\psi$ satisfies

$$|\mathcal{D} \psi| \leq C_{\beta} |x|^\beta, \quad \text{on } B_1,$$

(5.4)

and that $\beta > 0$ is not an integer. Then there exists $0 < R \leq 1$ such that

$$\psi(x) = P(x) + \Gamma(x), \quad \text{on } B_R,$$

(5.5)

for some $P, \Gamma : B_R \to \mathbb{R}^{2N}$, where the components of $P$ are harmonic polynomials of degree $[\beta]+1$, and

$$|\Gamma(x)| \leq C'_{\beta} |x|^{\beta+1}, \quad |\nabla \Gamma(x)| \leq C''_{\beta} |x|^{\beta}, \quad \text{on } B_R.$$

(5.6)

Moreover $P$ is a harmonic spinor, i.e. $\mathcal{D} P = 0$.

**Proof.** We need to analyze the terms $I_1, I_2$ in (5.3).

Recall that the Green’s kernel of the Laplacian admits a power series expansion in terms of the so-called Gegenbauer polynomials [43, pp. 148–150]

$$|x - y|^{-(n-2)} = \sum_{k \geq 0} \frac{1}{|y|^{n-2+k}} |x|^k C_k^\tau ((x, y)), \quad \tau = (n-2)/2,$$

(5.7)

where $C_k^\tau(t)$ are the Gegenbauer polynomials of indices $(k, \tau)$, and $|x|^k C_k^\tau ((x, y))$ are homogeneous harmonic polynomials in $x$ of degree $k$. Observe that in the above formula $\langle x, y \rangle$ denotes the Euclidean scalar product of $x, y \in \mathbb{R}^n$. 
Then by (5.2) we conclude that the Green’s function of $\mathcal{D}$ can be rewritten as
\[
G(x - y) = \frac{1}{\omega_{n-1}} \sum_{k \geq 0} \frac{1}{|y|^{n-2+k}} \Xi_k(x, y),
\]
(5.8)
where the $2N \times 2N$ matrix
\[
\Xi_k(x, y) := \mathcal{D}_x (|x|^k C_\tau^k (\langle x, y \rangle))
\]
(5.9)
is $\mathcal{D}_x$-harmonic and its components are homogeneous harmonic polynomials of degree $k - 1$, recalling that $\mathcal{D}_x^2 = (-\Delta) \text{Id}_{2N}$.

**Remark 5.3.** Notice that the power series in (5.7) is absolutely convergent in a smaller ball $B_R \subset B_1$. This follows from the properties of the Gegenbauer polynomials, for which we refer the reader to [43, pp. 148–150] and [34]. Indeed, there holds
\[
\left| d^j dt^j C_\tau^k (t) \right| \leq C k^{2j+n-3}, \quad j = 0, 1, 2.
\]
(5.10)
One easily sees that
\[
|\Xi_k(x, y)| \leq L \left[ k|x|^{k-1} C_\tau^k (\langle x, y \rangle) + |x|^k \nabla_x C_\tau^k (\langle x, y \rangle) \right],
\]
for some $L > 0$. Then, by (5.9) and (5.10), one concludes that the series in (5.8) converges uniformly for $x \in B_R$.

We estimate $I_1$, decomposing the domain of integration as follows
\[
\int_{B_1} = \int_{B_1 \cap B(1+1/\beta)|x|(0)} + \int_{B_1 \setminus B(1+1/\beta)|x|(0)},
\]
and then splitting
\[
I_1 = J_1 + J_2
\]
accordingly. We can estimate $J_1$ as follows, by (5.2), (5.4) and passing to polar coordinates
\[
|J_1| \leq CC_\beta |x|^{\beta} \int_{B_1 \cap B(1+1/\beta)|x|} \frac{dy}{|x - y|^{n-1}} \leq C'_\beta |x|^{\beta} \int_{B_2(1+1/\beta)|x|(x)} \frac{dy}{|x - y|^{n-1}}
\]
\[
= C'_\beta |x|^{\beta} \int_{B_2(1+1/\beta)|x|(x)} \frac{dz}{|z|^{n-1}} \leq \tilde{C}_\beta |x|^{\beta+1},
\]
using the inclusion $B_{1}(1+1/\beta)|x|(x) \subseteq B_{2}(1+1/\beta)|x|$. We now turn to $J_2$, exploiting the expansion (5.8). Observe that the properties of $\Xi_k(x, y)$ imply that the series converges uniformly, so that one can differentiate or integrate term by term. There holds
\[
J_2 = \sum_{k \geq 0} \int_{B_1 \setminus B_{(1+\beta)/2}} \frac{1}{|y|^{n-2k}} \Xi_k(x, y) \mathcal{D}_\psi(y) \, dy
\]

\[
= \sum_{k=0}^{[\beta]+2} \int_{B_1 \setminus B_{(1+\beta)/2}} \frac{1}{|y|^{n-2k}} \Xi_k(x, y) \mathcal{D}_\psi(y) \, dy
\]

\[
+ \sum_{k>[\beta]+2} \int_{B_1 \setminus B_{(1+\beta)/2}} \frac{1}{|y|^{n-2k}} \Xi_k(x, y) \mathcal{D}_\psi(y) \, dy
\]

\[
=: \mathcal{A} + \mathcal{B}.
\]

Let us focus on \( \mathcal{A} \). Adding the sum \( \tilde{\mathcal{A}} = \sum_{k=0}^{[\beta]+2} \int_{B_1 \cap B_{(1+\beta)/2}} \frac{1}{|y|^{n-2k}} \Xi_k(x, y) \mathcal{D}_\psi(y) \, dy \)

to \( \mathcal{A} \), we obtain a spinor

\[
P_0 := \mathcal{A} + \tilde{\mathcal{A}},
\]

which is harmonic and whose components are harmonic polynomials of degree \([\beta]+1\).

Passing to polar coordinates, we can estimate the terms appearing in \( \tilde{\mathcal{A}} \) as follows

\[
|\tilde{\mathcal{A}}_k| \leq C_1 |x|^{k-1} \int_{B_1 \cap B_{(1+\beta)/2}} \frac{dy}{|y|^{n-2k-\beta}}
\]

\[
\leq C_2 |x|^{k-1} \int_0^{(1+1/\beta)|x|} r^{\beta+1-k} dr \leq C_2 \frac{(1 + 1/\beta)^{\beta+2}}{\beta + 2} |x|^\beta+1,
\]

where we used the fact that \( \Xi_k(x, y) \) is \((k-1)\)-homogeneous and \((5.4)\).

We now need to estimate the term

\[
\mathcal{B} = \sum_{k>[\beta]+2} \mathcal{B}_k,
\]

where

\[
\mathcal{B}_k = \int_{B_1 \setminus B_{(1+\beta)/2}} \frac{1}{|y|^{n-2k}} \Xi_k(x, y) \mathcal{D}_\psi(y) \, dy.
\]

Using \((5.4)\) and the definition of \( \Xi_k(x, y) \) we get

\[
|\mathcal{B}_k| \leq CC_\beta |x|^{k-1} \int_{\mathbb{R}^n \setminus B_{(1+\beta)/2}} \frac{dy}{|y|^{n-2k-\beta}}.
\]

Notice that the constant \( C_\beta \) is independent of \( k \). Then, passing in polar coordinates in the last integral we obtain

\[
\int_{\mathbb{R}^n \setminus B_{(1+\beta)/2}} \frac{dy}{|y|^{n-2k-\beta}}
\]

\[
= \omega_n \int_0^\infty \frac{dr}{r^{k-\beta-1}}
\]

\[
\leq \omega_n \frac{1}{[\beta] + 1 - \beta} |x|^\beta+2 (1 + 1/\beta)^{-k} |x|^{-k}.
\]
Combining the above observations, summing up and using (5.12) we thus find

$$|\mathcal{B}| \leq C \frac{C_{\beta}}{\beta - \lfloor \beta \rfloor} |x|^\beta + 1. \quad (5.13)$$

Observe that that $\beta - \lfloor \beta \rfloor \neq 0$, as we assumed that $\beta$ is not an integer.

We are left with the term $I_2$ in (5.3). Using the expansion (5.8) and the fact that $|y| = 1$, we see that

$$I_2 = \int_{\partial B_1} (\alpha \cdot y) G(x - y) \psi(y) dS(y) = \sum_{k=0}^{\infty} Q_k(x),$$

where $Q_k : B_1 \to \mathbb{C}^N$ is $\mathcal{D}$-harmonic, i.e. $\mathcal{D} Q_k = 0$, and its components are homogeneous harmonic polynomials of degree $k - 1$.

By (5.2) the components of the spinor

$$P_1(x) := \sum_{k=0}^{[\beta]+2} Q_k(x) \quad (5.14)$$

are harmonic polynomials of degree $[\beta] + 1$, and there holds $\mathcal{D} P_1 = 0$.

The remainder term can be estimated, following [17, pp. 342–343], as follows. Observe that

$$|Q_k(x)| \leq C \delta^{k-1} |x|^{k-1}, \quad \forall \delta > 1,$$

where $C > 0$ depends on $\delta$ and $\|\psi\|_{L^\infty(\partial B_1)}$. Now, if $|x| < \rho$, we have

$$\left| \sum_{k=[\beta]+2}^{[\beta]+2} Q_k(x) \right| \leq C \sum_{k=[\beta]+2}^{[\beta]+2} \delta^{k-1} |x|^{k-1} \leq C' \delta^\beta |x|^\beta + 1,$$

where $C'$ depends on $C$, $\delta$, $\rho$. If $\rho < |x| < 1$, then

$$\left| \sum_{k=[\beta]+2}^{[\beta]+2} Q_k(x) \right| = \left| I_2 - \sum_{k\leq[\beta]+2} Q_k(x) \right| \leq C + \sum_{k\leq[\beta]+2} |Q_k(x)|$$

$$\leq C + \sum_{k\leq[\beta]+2} \delta^{k-1} \leq C'' \delta^{\beta + 1} \leq C'' \left( \frac{\delta}{\rho} \right)^{\beta + 1} |x|^\beta + 1$$

for some other constant $C'' > 0$. Taking $\delta = 5/4$ and $\rho = 3/4$, we get

$$\left| \sum_{k=[\beta]+2}^{[\beta]+2} Q_k \right| \leq C_\beta |x|^\beta + 1. \quad (5.15)$$

Then formula (5.5) follows combining (5.11), (5.13), (5.14) and (5.15), taking

$$P := P_0 + P_1,$$
and, by (5.12), (5.15),

\[ \Gamma := \sum_{k > [\beta] + 2} (B_k + Q_k). \]

Let us focus now on gradient estimates in (5.6). There holds

\[ \nabla \Gamma = \sum_{k > [\beta] + 2} (\nabla B_k + \nabla Q_k). \tag{5.16} \]

Observe that the components of \((\nabla B_k + \nabla Q_k)\) are homogeneous polynomials of degree \(k - 2\). The gradient estimate in (5.6) follows along the same line as for the proof of (5.13) and (5.15), as the argument in Remark (5.3) shows that \(|\nabla B_k(x) + \nabla Q_k(x)| \leq Ck^{n+1}|x|^{k-2}\), so that the series (5.16) is uniformly convergent, possibly restricting to a smaller ball \(B_{R'} \subset B_R \subset B_1\).

Since \(\psi\) is a solution to (5.1), then

\[ |\nabla \psi| = |\psi|^{(n+1)/(n-1)} \quad \text{on } B_1. \]

Let \(x_0 \in B_1\) be such that \(\psi(x_0) = 0\). Without loss of generality, we assume \(x_0 = 0\).

**Lemma 5.4.** Suppose that a spinor \(\psi \in C^{1,\alpha}(B_1, \mathbb{R}^{2N})\) satisfies

\[ |\nabla \psi| \leq C|\psi|^{\sigma}, \quad \text{on } B_1, \]

with \(C \geq 0, \sigma \geq 1\). Assume that

\[ \psi(0) = 0, \quad \psi \neq 0, \quad \text{on } B_1. \tag{5.17} \]

Then there exist \(P_k, \Gamma_k : B_1 \to \mathbb{C}^N\) such that

\[ \psi(x) = P_k(x) + \Gamma_k(x), \quad x \in B_R, \tag{5.18} \]

for some \(0 < R \leq 1\). Here the components of \(P_k\) are homogeneous harmonic polynomials of degree \(k \geq 1\), and there holds \(\nabla P_k = 0\). Furthermore, for any \(0 < \delta < 1\) there exists a constant \(C = C(\delta) > 0\) such that

\[ |\Gamma_k(x)| \leq C|x|^{k+\delta}, \quad |\nabla \Gamma_k(x)| \leq C|x|^{k+\delta-1}. \]

**Proof.** If not, then we can repeatedly apply Lemma 5.2 and conclude that \(\psi\) vanishes to infinite-order at \(x = 0\), in the sense that \(\psi(x) = o(|x|^m)\), for any \(m \in \mathbb{N}\). The strong unique continuation principle [35, Corollary to Theorem 1] implies that \(\psi \equiv 0\), contradicting (5.17). \(\Box\)
5.2. Dimension estimates for the nodal set: proof of Theorem 1.6. As before, consider a non-trivial $C^{1,\alpha}$ solution $\psi : B_1 \to \mathbb{R}^{2N}$ of
\[ D\psi = |\psi|^{2/(n-1)}\psi, \]
and let $\mathcal{Z} = \{ x \in B_1 : \psi(x) = 0 \}$ be its nodal set.

For each given $x_0 \in \mathcal{Z}$, the spinor $\psi$ admits a decomposition
\[ \psi(x) = P_k (x - x_0) + \Gamma_k (x - x_0), \quad \text{in } B_R(x_0), \quad (5.19) \]
as in Lemma 5.4, where $k \geq 1$. Then we have
\[ \mathcal{Z} = \mathcal{Z}_1 \cup \mathcal{Z}_{\geq 2}, \quad (5.20) \]
where the set $\mathcal{Z}_1$ consists of points in $\mathcal{Z}$ for which the leading order polynomial term in (5.19) is of first order, and $\mathcal{Z}_{\geq 2} = \mathcal{Z} \setminus \mathcal{Z}_1$. We estimate the Hausdorff dimension of those sets separately, so that the proof of Theorem 1.6 follows combining Propositions 5.5 and 5.6.

**Proposition 5.5.** The set $\mathcal{Z}_1$ in (5.20) has Hausdorff dimension at most $n - 2$.

**Proof.** Take $x_0 \in \mathcal{Z}_1$. For simplicity we assume that $x_0 = 0$. Our aim is to prove that there exists $\rho > 0$ such that $\mathcal{Z} \cap B_\rho$ is contained in a rectifiable subset of dimension at most $n - 2$.

Since $k = 1$, we have $P_1 = (P_1^1, \ldots, P_1^{2N})$, where each $P_1^j$ is a homogenous polynomial of degree one, namely a linear function.

As $P_1 \neq 0$, the vector space $\text{Span}_{\mathbb{R}} \{ P_1^1, \ldots, P_1^{2N} \}$ is non-trivial.

We claim that the vector space $\text{Span}_{\mathbb{R}} \{ P_1^1, \ldots, P_1^{2N} \}$ cannot be one-dimensional. Arguing by contradiction, suppose that there exists a non-zero linear $p(x^1, \ldots, x^n)$ and constants $c^1, \ldots, c^{2N} \in \mathbb{R}$ such that
\[ P_1^j = c^j p, \quad 1 \leq j \leq 2N \]
and at least one $c^j$ is non-zero. Note that $\nabla \Gamma(0) = 0$. Then at $x_0 = 0 \in B_1$,
\[ D\psi(0) = \sum_{1 \leq \alpha \leq n} \gamma(e_\alpha) \nabla e_\alpha \psi(0) = \sum_{1 \leq \alpha \leq n} \gamma(e_\alpha) \nabla e_\alpha P_1(0). \]

Now since $p(x^1, \ldots, x^n)$ is linear, we may perform a linear transformation on $B_1(0) \subset \mathbb{R}^n$ such that $p(x^1, \ldots, x^n) = x_1$, and hence $\nabla e_\alpha p = \delta_{1\alpha}$. Consequently, at the origin
\[ D\psi(0) = \sum_{1 \leq \alpha \leq n} \gamma(e_\alpha) \begin{pmatrix} c^1 \\ \vdots \\ c^{2N} \end{pmatrix} \delta_{1\alpha} = \gamma(e_1) \begin{pmatrix} c^1 \\ \vdots \\ c^{2N} \end{pmatrix}. \]

On the other hand, equation (5.1) implies that $D\psi(0) = 0$. Since $\gamma(e_1)$ is invertible, we are led to $c^1 = \cdots = c^{2N} = 0$, a contradiction.

Therefore, the vector space $\text{Span}_{\mathbb{R}} \{ P_1^1, \ldots, P_1^{2N} \}$ is at least two-dimensional. Suppose that $P_1^1, P_1^2$ are linearly independent, then so are their gradients $\nabla P_1^1, \nabla P_1^2$. Note that
\[ \mathcal{Z} = \{ x \in B_R : \psi(x) = 0 \} \subset \{ x \in B_R : \psi^1(x) = 0, \psi^2(x) = 0 \} = : \Omega, \]
and $\nabla \psi^1(0) = \nabla P_1^1(0), \nabla \psi^2(0) = \nabla P_1^2(0)$ are linearly independent. By the implicit function theorem, there exists $\rho > 0$ such that $\Omega \cap B_\rho$ is a submanifold of dimension $n - 2$, as desired. \(\Box\)
We now deal with the set $Z_{\geq 2}$, that is, we consider zeroes of the spinor for which the leading order polynomial in (5.19) is of order $k \geq 2$. In this case the dimension estimate follows by the analogous result in [18].

**Proposition 5.6.** The set $Z_{\geq 2}$ has Hausdorff dimension at most $n - 2$.

**Proof.** It is immediate to see that

$$Z_{\geq 2} = \{ x_0 \in B_R : \psi(x_0) = 0, \nabla\psi(x_0) = 0, \psi(x) = P_k(x - x_0) + \Gamma_k(x - x_0), \text{ for some } k \geq 2 \},$$

where $P_k$ and $\Gamma_k$ are as in Lemma 5.4. Observe that the components of the spinors $P_k$ are harmonic polynomials, and that

$$\{ x_0 \in B_R : \psi^j(x_0) = 0, \nabla\psi^j(x_0) = 0, \psi^j(x) = P^j_k(x - x_0) + \Gamma^j_k(x - x_0), \text{ for some } k \geq 2 \}$$

where $\psi = (\psi^1, \ldots, \psi^N)$. Then we are led to estimate the dimension of the sets

$$N_j := \{ x_0 \in B_R : \psi^j(x_0) = 0, \nabla\psi^j(x_0) = 0, \psi^j(x) = P^j_k(x - x_0) + \Gamma^j_k(x - x_0), \text{ for some } k \geq 2 \}, \quad (5.21)$$

where $j = 1, \ldots, N$, as clearly $Z_{\geq 2} = \bigcap_{j=1}^{N} N_j$.

The desired estimate $\dim_H N_j \leq n - 2$ follows from [18, Theorem 3.1]. Indeed, in that paper the authors show that $\dim_H(S) \leq n - 2$, $S := \{ x \in \Omega : u(x) = 0, \nabla u(x) = 0 \}$ being the singular set of solutions to second order elliptic equations of the form

$$\Delta u = f(x, u, \nabla u) \quad \text{in } \Omega,$$

where $\Omega \subseteq \mathbb{R}^n$ is an open set and

$$|f(x, u, \nabla u)| \leq A|u|^\alpha + B|\nabla u|^\beta,$$

where $A, B > 0$ and $\alpha, \beta \geq 1$. For such functions, they proved a decomposition result [18, Theorem 1.2] analogous to (5.18). Starting from such a decomposition, they obtained cusp-like estimates [18, Theorem 2.1] and then conclude the proof of [18, Theorem 3.1]. The result also applies in our case for the sets $N_j$ in (5.21). Indeed, the proof of [18, Theorem 3.1] ultimately relies on the decomposition [18, Formula 1.8], whose analogue in our case is given by (5.18) in Lemma 5.4. Starting from that result one can apply the mentioned argument of [18] to each component $\psi^j$, thus concluding the proof. \(\square\)
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