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The Role of Environmental Background Processes in Determining Groundwater Level Variability—An Investigation of a Record Flood Event Using Dynamic Factor Analysis
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Abstract: Since groundwater is a major source of water for drinking and for industrial and irrigation uses, the identification of the environmental processes determining groundwater level fluctuation is potentially a matter of great consequence, especially in light of the fact that the frequency of extreme climate events may be expected to increase, causing changes in groundwater recharge systems. In the recent study, data measured at a frequency of one hour were collected from the Szigetköz, an inland delta of the Danube. These were then used to determine the presence, or not, and magnitude of any hidden environmental background factors that may be causing groundwater level fluctuations. Through the application of dynamic factor analysis, it was revealed that changes in groundwater level are mainly determined by (i) the water level of neighboring rivers and (ii) evapotranspiration. The intensity of these factors may also be estimated spatially. If the background factors determined by dynamic factor analysis do indeed figure in the linear model as variables, then the time series of groundwater levels can be said to have been accurately estimated with the use of linear regression. The accuracy of the estimate is indicated by the fact that adjusted coefficient of determination exceeds 0.9 in 80% of the wells. The results, via an enhanced understanding of the reasons for changes in the fluctuation of groundwater, could assist in the development of sustainable water management and irrigation strategies and the preparation for varying potential climate change scenarios.
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Highlights:
- Diverted river’s inland delta assessed.
- Dynamic factor analysis (DFA) and multiple linear regression used.
- Driving factors of groundwater level determined.
- Groundwater levels were estimated using linear models.
1. Introduction

The quality of surface water has a high degree of sensitivity [1], and this is especially true in the case of river water, thanks in part to its multifaceted roles (i.e., habitat for wildlife, source of drinking water, hydroelectric power, and a place for recreation) [2]. Regarding the water quality of rivers, riparian ecosystems play a crucial role [3] and also clearly determine the quality of subsurface waters, their nutrient content, as well as affecting the groundwater (GW) level as well.

Consequently, changes in the quality of surface waters may also have a major influence on groundwater systems. Furthermore, extreme meteorological events may well magnify these effects, as the uppermost layer of the riverbed—the location for biotectonic filtration—may be subject to disruption by a flood [4,5]. These processes can affect not only the urban environment and agriculture [6] but also endanger the drinking water supply system [7] and thus the quality of life in the region [8,9]. The water level fluctuations of a river play a key role in determining the nature of its broader environment.

The frequency of extreme meteorological events is expected to increase in the future [10]; indeed, the three most significant historic floods (i.e., characterized by the largest yield) of the second largest river in Europe, the Danube, have occurred in the last 15 years. The development of strategies to cope with changing environmental conditions predicted for the future requires a detailed knowledge of both surface and subsurface environmental processes; these, in turn, can be clearly determined via the examination of the groundwater itself. River and groundwater levels are important, however, not only from the perspective of flood protection and inland water protection but also on account of the sensitivity of many ecosystems to them. Taken together, these facts make an understanding of the interactions between surface and subsurface water crucial. Surface water can interact with GW in three basic ways, depending on the hydraulic conditions of the subsurface zone, the water level of the surface water body, the hydraulic conductivity of the porous media, and on the meteorological settings. If water level of the surface water is lower than the GW level, surface water taps the GW as it flows through the riverbed into the river. In the opposite case, river water infiltrates through the sediments into the GW. The combination of the previous two situations can also occur, i.e., surface water can gain water in some part of the streambed from GW and lose it in other parts [11]. Moreover, direction of water flow between the two continua, as well as discharge and recharge processes, can be changed from place to place and from time to time. This dynamic system and its processes are well known and widely described in the literature by previous authors [11–13]. This strong connection between surface and groundwater is exploited by an intentional groundwater replenishment technique known as managed aquifer recharge (MAR) in order to compensate in cases of groundwater shortage. MAR is an increasingly important water management strategy in a world faced with changing climate and rising intensity of climate extremes [14].

The analysis and evaluation of complex datasets from the measurement of a large number of environmental variables represents one of the current challenges to earth and environmental sciences. The construction, development, and operation of an efficient and effective environmental monitoring system requires a detailed knowledge of any environmental processes which may be identified operating in the data. In the case of surface and subsurface water, the main questions are (i) which background factors (i.e., recharge or discharge) that have significant influence on the fluctuation of the water levels cause similar patterns (common trends) in the hydrographs, (ii) how strong are the different background factors, (iii) to what extent they contribute to water level change, i.e., how they affect the water balance. The natural environment cannot be protected and preserved in an appropriate condition without a proper monitoring network measuring water level and key water quality parameters. In order to be prepared in time for different potential environmental scenarios caused by climate change (such as the unequal distribution of precipitation and an increasing number of extreme events, such as floods and droughts), it is necessary to identify the environmental background factors which create and/or influence natural processes and their impact on the groundwater system [15].
Aims of the Study

The aim of the present research is to determine (i) which environmental background processes are foremost in the determination of groundwater level changes, (ii) whether the methodology applied can be reliably used to determine the background factors in the case of extreme events (such as floods) too, (iii) the accuracy of the estimation of time series of the background factors from the water level time series, (iv) the spatial distribution of the errors in these estimates.

Given the nature of the goals and the research site itself, instead of the generally applied deterministic hydrogeological approaches, a decision was taken to employ a stochastic method as more efficient, given that it deals with the random component. The identification of background processes requires the application of a certain kind of factor analysis modeling. In cases in which the data are not independent in time, factor analysis in its conventional form is not suitable. In such cases, dynamic factor analysis (DFA) is the proper method for the consideration of a lagged correlation structure [16], and provides a much deeper insight into the processes operating than ordinary deterministic approaches. In the course of DFA modelling common trends are sought (general patterns that can be observed over a significant part of the time series [17,18]). In other words, it is designed to identify underlying common trends and background factors or latent effects, especially in cases of multiple time series, while at the same time taking into account their mutual relationships [19,20]. In the case of the present study, dynamic factors were obtained on the basis of GW level time series. These were then compared to the water levels of rivers and meteorological data (potential background factors). Numerous studies have been published in recent years in the fields of hydrology and hydrogeology in which DFA was successfully applied to provide a solution to the two-fold problem of finding background (explanatory) processes and tying them to explored time series. For example, [21] used this method to quantify aquifer vulnerability, while the method has also been used to predict the intensity of latent effects governing changes in GW level in karstic [22] and other hydrogeological systems [23,24]. Ritter and Muñoz-Carpena [20] also used the time series of one variable (groundwater level) as response parameters at multiple sites in an agricultural area adjacent to the Everglades National Park. A further two of the more recent studies that should be mentioned are those of Kisekka, et al. [25] and Campo-Bescós, et al. [26].

2. Materials and Methods

The choice of the Szigetköz in NW Hungary as a pilot area came about as this area displays the consequences of numerous human-induced problems. The prime example is the diversion in October 1992 of a 58 km long section of the Danube in the area of the Szigetköz into a 27 km long concrete power canal for the Gabčíkovo power plant at river kilometer (rkm) 1851.75 (Figure 1) [27,28]. The diversion was carried out by Slovakia, because in 1989 Hungary had decided not to further participate in what had originally been intended as a bilateral project for the construction of a hydropower plant. Thus, Slovakia finished a version of the project, which circumvented Hungary and the need for cooperation between the two countries. The project was completed in 1992 [27]. Up until the diversion of the Danube occasioned by this project, the level of the GW had been uniform in the hydrogeologically quasi-homogeneous and isotropic aquifer with a thickness of several hundreds of meters [29]. This level was mainly determined by the natural water level fluctuation of the Danube [24,30]. Following the diversion, however, the majority of the Danube’s flow was redirected to an artificial power plant canal that re-joins the original riverbed only at Palkovicovo (Szap), at rkm 1811. By this time, the flow along the original natural riverbed reached only approx. 20%, i.e., 250–350 m³ s⁻¹, of the pre-diversion yield. Due to river regulation and the construction of a dam, in both riverbeds (natural and artificial), a stable water flow system has developed, accompanied by a river with water level fluctuations measurable on scales of tens of centimeters over most of the year. However, occasional (and for a matter of some weeks annually in total) water level increase in both riverbeds is induced by the draining of the flood water from the upper sections of the Danube in Austria. In the original riverbed system, record flood events (which may be expected to be more frequent in the future) induce major—and therefore
well-traceable—changes that have a significant impact on GW monitoring systems in terms of both quantity [30,31] and water quality [31,32].
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**Figure 1.** (A) Study area, the Szigetköz itself and its monitoring sites, along with the branches of the Danube and the “new” canal with the hydroelectric power plant at Gabčikovo. HU: Hungary, SK: Slovakia, AT: Austria. (B) Cross section summarizing the different parts of the broader environment of the river Danube. (C) Water levels during the investigated flood events of 2006, 2009, and 2013 [30].

The investigated part of Szigetköz (Figure 1) has an area of 342.7 km² and is regularly monitored by several wells. The average distance of the nearest neighbors (885.5 m) was calculated for all data points (i.e., for all monitoring wells), resulting in an average density of 1 well per 4 km². Geologically, the Szigetköz area is a part of the Little Hungarian Plain, which developed in the course of the Middle Miocene subsidence and the filling up of the alpine orogeny between the Eastern Alps and the Western Carpathians [33]. The uppermost 100–500 m sedimentary sequence of the Szigetköz is characterized by sand/pelite and gravel sediments. The surface gravel, characterized by high hydraulic conductivity (approx. a magnitude of $10^{-4}$–$10^{-3}$ m s$^{-1}$; [34]), is underlain by fine-grained sediments.
with low conductivity, the sand, silt and clay deposits of the Upper Pannonian (approximate hydraulic conductivity is between $10^{-11}$ m s$^{-1}$ and $10^{-5}$ m s$^{-1}$ [34]. An overburden Holocene layer of 0–6 m thickness covers the surface of the alluvial fan and is characterized by a hydraulic conductivity of 1.2–2.3 m s$^{-1}$ [35,36]. Isotope-hydrogeochemical methods have been widely applied in the study of the subsurface flow conditions of the Szigetköz. These have generally focused on the determination of the origin, residence time and flow velocity of the GW. On the basis of measurements of $^{36}$Cl and Tritium/He [37,38], it has been documented that (i) the flow velocity within the Quaternary sandy gravel deposit series is 500–530 m year$^{-1}$, (ii) the main flow direction is NNW-SSE, and (iii) the groundwater is dominantly recharged by the River Danube [38].

Our study is focused on general patterns of water levels and not on the absolute values of them. However, to give an overview of the “normal state” water table and the change of the flow gradient during flood events, it presents potentiometric maps of the study area (Figure A1). For the summary table of the wells’ metadata (location, screen elevation, depth, elevation at the wellhead; Table A1), see Appendix A. The spatial variance of the GW levels (i.e., the change in their geostatistical anisotropy) reflects changes in the topography of the water table as well [39]. In order to gain a better visualization of this phenomenon and show the field data, 2D kriged potentiometric maps were plotted. The flow conditions changed to a great extent after the arrival of the flood (see Figure 1) and major direction of water flow turned. In particular, along a 4–6 km corridor of the main branch, the NW flow direction rotated to N, while downstream of rkm 1830 it changed from NW to WNW. The reason behind this alteration in flow direction is the increase in hydraulic potential due to the extending flood front emanating from the Danube. This process overwrites the “normal” flow conditions prevailing in times of no flood.

2.1. Dataset Used for the Analysis

2.1.1. Groundwater Level Data

The location and spatial distribution of the monitoring wells is summarized in Figure 1. The GW levels are measured hourly by the North-Transdanubian Water Directorate using, in most cases, automatic loggers, DATAQUA sensors [40], in accordance with the Water Framework Directive [41] and based on the 30/2004 (XII 24) regulation of the Ministry of the Environment and Water, as it was then designated.

Data were available for the three largest flood events (2006, 2009, and 2013; Figure 1) occurring in the time since the beginning of continuous measurements, though their exact interval had to be determined. Thus, the first and the last points in time at which the water level changed at least 20 cm in 12 h were designated as the beginning and the end of each flood. In the past 25 years, the three highest recorded flood events (2006, 2009, and 2013) were chosen for investigation. The identification of background factors was carried out on the basis of the dataset of the high yield flood in 2013 (27 May–15 September 2013, dataset of 65 monitoring wells). Monitoring datasets of the floods in 2006 and 2009 were also integrated into the analysis. Due to the enormous energy of the flood event of 2013, the highest known historical yield of the Danube, the fine sediment of the riverbed was redeposited [30]. As a result, the clogged river section inhibits the flow of water toward the groundwater system, which can be interrupted by floods [32]. A flood with major environmental impact therefore became the subject of the present investigation. The inter-annual period (27 May–15 September 2013) was defined on the basis of previous results obtained by the same researchers. The results of the variogram analysis showed that depletion of the aquifer after a flood event finishes in autumn.

One fixed gauge is located in the middle of the Danube, one at the Mosoni branch, and others in three sluices located along to the upper section of the Mosoni branch. Data for the one daily water level measurement are available from each sluice.
2.1.2. Meteorological Data

The environmental (explanatory) surface parameters considered in this paper were the following: temperature, recorded hourly (°C), relative humidity (%), wind speed (m s\(^{-1}\)), air pressure (Pa), and dew point (°C), all of which were acquired from the National Centers for Environmental Information (NCEI) database of the National Oceanic and Atmospheric Administration (NOAA) for the location of Mosonmagyaróvár (station ID: 12815099999) in the year 2013 (between 1 January–31 December 2013).

Potential evapotranspiration (mm h\(^{-1}\)) was calculated using the FAO56-PM formula [42,43]. Net radiation [J] data from the Copernicus and ERA5 databases were combined with those from the NOAA database.

2.2. Methodology

2.2.1. Auto- and Cross-Correlation

Prior to the application of multivariate data analysis methods, the question of whether the data are dependent in time or not must be investigated. This may be achieved using autocorrelation, which is a general tool in environmental sciences for the analysis of a process’ memory [44]. Autocorrelation represents the strength of the linear relationship between the time series and its lagged version of itself. The sample autocorrelation function is defined as \( \text{cor}(x_t; x_{t+k}) \), where \( x_t \) is the value of \( x \) at the time \( t \), and \( k \) is the time lag. The value of the autocorrelation function is 1 at lag 0. The further a point is on the offset from the one before it, the greater the change in the process’ autocorrelation [45]. The application of this method requires a stationary dataset.

Sometimes, the relationship between 2 different time series needs to be analyzed. For example, in riverside systems, as may be observed, the effects of a flood spread as a pressure surge within the aquifer. Therefore, increases in GW level—caused by the increased water level of the river—occur at different times in the different wells. This temporal relationship may be investigated using the cross-correlation method, which is a good tool for the assessment of delayed effects in datasets.

Cross-correlation is a measure of the similarity (i.e., the linear relation) of two variables as a function of the displacement of one variable by the time lag \( k \) relative to the other. Therefore, the sample cross-correlation function is defined as \( \text{cor}(x_t; y_{t+k}) \), where \( k \) is the time lag, \( x_t \) is the value of \( x \) at the time \( t \), and \( y_{t+k} \) is the value of \( y \) at the time \( t+k \). Similarly, the method may also be applied if dataset \( y \) is prior in time to dataset \( x \). It is crucial to pay attention to which variable is shifted.

2.2.2. Dynamic Factor Analysis

If the number of time series is sufficiently high, it is possible to look for common trends (similar patterns) in the time series with the use of dynamic factor analysis (DFA) [46,47]. In place of general factor analysis, the application of DFA is suggested in those cases, in which the data of time series are not independent of each other [16,17,19,23,48]. The main idea of this method is to describe the variation in many observed time series as a linear combination of some common trends and factor loadings (weights).

These common trends are resulted by background factors (in this case, environmental variables, e.g., water levels of rivers, precipitation, evapotranspiration, etc., which can have an influence on the GW levels). The background factors can be identified by comparing the obtained common trends to the time series of potential factors. In this study, the sample correlation coefficient was used to measure the strength of the relationship. A high correlation coefficient indicates that, the given common trend is the result of the given background factor. Furthermore, the importance of the common trends, and thereby the identified background factors, can be measured by the factor loadings (weights of common trends in the linear model).

The MARSS (Multivariate Autoregressive State-Space Modelling) method was used to carry out DFA, allowing a set of common underlying trends among a relatively large set of water level time
series to be sought [49]. A detailed description of this method can be found in [50]; for a description adequate to the purposes of the present research, it is worth quoting at some length:

“The MARSS method provides maximum-likelihood parameter estimation for constrained and unconstrained linear multivariate autoregressive state-space models fit to multivariate time-series data. Fitting is primarily via an Expectation-Maximization (EM) algorithm ( . . . ). MARSS models are a class of dynamic linear models (DLM) and vector autoregressive (VAR) models ( . . . ). Parametric and innovations bootstrapping, Kalman filtering and smoothing, bootstrap model selection criteria (AICb), confidence intervals via the Hessian approximation and via bootstrapping and calculation of auxiliary residuals for detecting outliers and shocks are also applicable.”

“Using DFA we are trying to explain temporal variation in a set of n observed time series using linear combinations of a set of m hidden random walks, where m << n. A DFA model is a type of MARSS model with the following structure (Equation (1)):

\[
\begin{align*}
    x_t &= x_{t-1} + w_t \text{ where } w_t \sim \text{MVN}(0, Q) \\
    y_t &= Zx_t + a + v_t \text{ where } v_t \sim \text{MVN}(0, R) \\
    x_0 &= \text{MVN}(\pi, \Lambda)
\end{align*}
\]

where \( x_t \) is a vector containing the common random walks/hidden trends at time \( t \), \( y_t \) represents the observed series, \( w_t \) is the process errors of the hidden trends, \( v_t \) is the observation errors, both are multivariate Gaussian distributed. \( Q \) and \( R \) are the covariance matrices, \( Z \) is the loading matrix, \( a \) is the offset, \( x_0 \) is the initial value of the random walk. The general idea is that the observations \( (y) \) are modelled as a linear combination of hidden trends \( (x) \) and factor loadings \( (Z) \) plus some offsets \( (a) \). The obtained hidden trends are denoted by \( x_1, x_2, ... x_n \), where \( n \) is the number of the hidden trends.

As Harvey [49] discusses, there are multiple equivalent solutions to the dynamic factor loadings. We arbitrarily constrained \( Z \) in such a way to choose only one of these solutions, but fortunately the different solutions are equivalent, and they can be related to each other by a rotation matrix \( H \). Let \( H \) be any \( m \times m \) non-singular matrix. The following are then equivalent solutions (Equations (2) and (3)):

\[
\begin{align*}
    y_t &= Zx_t + a + v_t \\
    x_t &= x_{t-1} + w_t
\end{align*}
\]

and

\[
\begin{align*}
    y_t &= ZH^{-1}x_t^* + a + v_t \\
    x_t^* &= x_{t-1}^* + w_t^* \\
    x_t^* &= Hx_t; w_t^* = Hw_t
\end{align*}
\]

\( x^* \) are the rotated trends. There are many ways of doing factor rotations, but a common approach is the varimax rotation which seeks a rotation matrix \( H \) that creates the largest difference between loadings” (this description of MARSS is quoted in extenso from Harvey [49]).

2.2.3. Linear Regression

Linear regression generally applied to the estimation of the values of a dependent variable based on a set of independent variables. GW level time series (dependent variable) were estimated on the basis of the available hourly meteorological and surficial water level measurements (independent variables) using linear regression with ordinary least squares, as described below (Equation (4)):

\[
Y_i = \beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \cdots + \beta_k x_{ik} + \epsilon_i
\]

where \( Y_i \) is a value of the dependent variable, \( Y_i \); \( \beta_0 \) is a constant; \( X_{i1}, X_{i2}, \ldots, X_{ik} \) are values of the independent variables, \( X_1, X_2, \ldots, X_k; \epsilon_i \) is the random error, or residual; \( \beta_k \) is the partial regression coefficient belonging to \( X_k \), which indicates how much \( Y \) changes for each unit of change in \( X_k \), when all other variables in the model hold constant.
The degree of accuracy of the estimations thus arrived at was characterized by the adjusted coefficient of determination, which is well established in classical regression analysis \([51,52]\). The best estimates for the linear regression of any given well were also chosen on the basis of this indicator (Equation (5)):

\[
R_{adj}^2 = 1 - \left(1 - R^2\right)\frac{(n-1)}{n-k-1}
\]  

where \( n \) is the number of points in the data sample; and \( k \) is the number of independent regressors, i.e., the number of variables in the model, excluding the constant.

2.3. Software Used

The DFA was conducted in R 3.5.1, using the MARSS package, while the grids for mapping were obtained with the \( sp \) and \( raster \) packages. The mapping was performed using the \( sp \) package, Golden Software Surfer and QGIS 3.2.1.

3. Result: Which Background Processes Determines the Fluctuation Pattern of Groundwater Levels?

3.1. Time Frame of the Stochastic Relationships

To understand the stochastic relationship between the water level time series of wells and the Danube, cross-correlation analysis was conducted to examine the following: (i) time lag needed for the strongest possible linear connection between the water level time series of the flood observed at the Danube gauge and that of certain given wells, (ii) the strength of these relationships, and (iii) the spatial distribution of the values of correlation coefficients indicating the strongest linear connection. When the time lag of the water level time series of the Danube is observed in relation to wells, a higher correlation coefficient is seen than without the displacement (Figure 2).
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Figure 2. The results of cross-correlation between the water level time series of wells and the Danube gauge. As distance from the river increases, the maximum value of the correlation coefficient diminishes, while the degree of temporal displacement related to the given coefficients also increases.

The correlation coefficient reached its highest value (average: 0.81, Q1: 0.74, Q3: 0.91) in the course of shorter time lags within a zone 2–3 km wide along the Danube; further, it may also be observed that the lag associated with the highest correlation coefficient (average time lag in hours: 91 Q1: 41, Q3: 123)
increases in a direction perpendicular to the course of the Danube. Higher correlation coefficients were obtained in the floodplain area than in the wells further away from the Danube (Figure 2).

3.2. The Use of Dynamic Factor Models to Obtain Common Trends

Dynamic factor analysis was conducted to determine the presence, or not, of any pattern/common trends (CTs) in the time series of the GW levels. The application of the method is justified in cases in which a data series is dependent in time, so an autoregression function was applied in order to verify this. For each and every well, it turned out that even in the case of a 24-h displacement there is a strong linear connection between the displaced and the original time series (average r: 0.97, min: 0.93; max: 0.99); therefore, the application of DFA is well-founded.

The dynamic factor models were constructed using different parameters (number of identified CTs, different structures of the variance-covariance matrix denoted by $R$), and the best model was chosen on the basis of the Akaike information criterion (AICc, [53]). It is recommended that the model with the lowest AICc value be used [18]. The AICc values of the models differed greatly (Table 1), which only serves to emphasize the importance of finding the appropriate settings.

| Number of Common Trends | Structure of R Matrix | ΔAICc |
|-------------------------|-----------------------|-------|
| 3                       | unconstrained         | 0     |
| 2                       | unconstrained         | 6006  |
| 1                       | unconstrained         | 14,077|
| 3                       | equalvarcov           | 465,215|
| 3                       | diagonal and unequal  | 472,695|
| 3                       | diagonal and equal    | 580,897|
| 2                       | equalvarcov           | 582,007|
| 2                       | diagonal and unequal  | 606,329|
| 2                       | diagonal and equal    | 706,953|
| 1                       | equalvarcov           | 722,423|
| 1                       | diagonal and unequal  | 788,822|
| 1                       | diagonal and equal    | 884,828|

It is apparent from the relative differences of the AICc values between the examined models that the best result can be obtained by means of three CTs, without putting any constraint on the elements of the variance-covariance matrix ($R$) and estimating them instead (unconstrained model). The estimates obtained using other models (different variances and no covariance, same variances, and no covariance) are considerably worse (Table 1).

The unconstrained model was applied to determine the most characteristic CTs of water level time series. In all three cases of the obtained CTs (Figure 3), the maximum absolute values can be found in the ±2 week time interval around the flood’s maximum extent/level (7 June 2013).

The factor loadings show the weight of the given CT in the given well within the linear model obtained by DFA. These provide information with respect to the significance of the given background factor connected to the given CT, at the observation point. In Szigetköz, the factor loadings display a high degree of spatial distribution (Figure 4). The loadings of CT$_1$ display high values longitudinally, from the middle zone to the south-eastern border. CT$_2$ is crucial in the northern half of the Szigetköz, but it is dominant up to the Slovakian backflow of the Danube and throughout the floodplain zone. The loadings of CT$_3$ are highest in the strip running alongside the Mosoni branch, mainly in the upper part of the river, but the loadings (ranging from $-0.16$ to 0.2) are nonetheless considerably lower than those of the other two CTs.
The structure of variance in the obtained CTs. Based on the calculated correlation coefficients, the three common trends of the Danube flow of the background factors (e.g., meteorological parameters and surficial water levels) was identified which closely linear with obtained by DFA. These provide information with respect to the significance of the given background factors (e.g., meteorological parameters and surficial water levels) in explaining the variance of the rainfall. The loadings of CT1 differ from those presented in the previous chapter (Section 3.1). The aim of investigating the relationship between a given CT and the time series of the potential background factors (e.g., meteorological parameters and surficial water levels) was to identify which background processes cause the highest degree of spatial distribution of the loadings of common trends. The factor loadings show the weight of the given CT connected to the given CT, at the observation point. In Szigetköz, the factor loadings display a high degree of spatial distribution throughout the floodplain zone. The loadings of CT1, without temporal displacement, are highest in the strip running alongside the Mosoni branch, mainly in the upper eastern border.

The AICc values of the models differed greatly (Table 1). The common trends of groundwater levels. The aim of examining the relationship between a given CT and the time series of the potential background factors (e.g., meteorological parameters and surficial water levels) was to identify which background factors (e.g., meteorological parameters and surficial water levels) were best correlated with the time series of the potential background factors (e.g., meteorological parameters and surficial water levels). The integrated evapotranspiration as a background factor, which is in high degree of spatial distribution. The factor loadings show the weight of the given CT connected to the given CT, at the observation point. In Szigetköz, the factor loadings display a high degree of spatial distribution throughout the floodplain zone. The loadings of CT1, without temporal displacement, are highest in the strip running alongside the Mosoni branch, mainly in the upper eastern border. CT2

The temporal and spatial nature of the impact of the "linear" factors on the time series of the measured groundwater levels. The AICc values of the models differed greatly (Table 1). The common trends of groundwater levels. The aim of examining the relationship between a given CT and the time series of the potential background factors (e.g., meteorological parameters and surficial water levels) was to identify which background factors (e.g., meteorological parameters and surficial water levels) were best correlated with the time series of the potential background factors (e.g., meteorological parameters and surficial water levels). The integrated evapotranspiration as a background factor, which is in high degree of spatial distribution. The factor loadings show the weight of the given CT connected to the given CT, at the observation point. In Szigetköz, the factor loadings display a high degree of spatial distribution throughout the floodplain zone. The loadings of CT1, without temporal displacement, are highest in the strip running alongside the Mosoni branch, mainly in the upper eastern border. CT2
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Figure 3. The common trends of groundwater levels.

Figure 4. Spatial distribution of the loadings of common trends (CT1, CT2, and CT3) determined for the investigated period.

The aim of investigating the relationship between a given CT and the time series of the potential background factors (e.g., meteorological parameters and surficial water levels) was to identify which
background processes cause the CTs arrived at in the model. The temporal and spatial nature of the impact of the “linear” factors of action (the rivers) on groundwater has already been recorded by cross-correlation analyses (Section 3.1). On this basis, it seems evident that the time series of potential background factors should be displaced temporally, too, to be consistent with the trends explaining a significant part of the different water levels’ total variance. However, the degree of displacement differs from those presented in the previous chapter (Section 3.1), and this is inevitable, as CTs represent a general fluctuation pattern. In order to achieve consistency with the displacement that provided the best correlation coefficient, the three calculated CTs were cross-correlated with the time series of potential background factors. Based on the calculated correlation coefficients the three background factors were obtained (Figure 5).

![Figure 5. Common trends and the time series of background factors related to them in Szigetköz.](image)

CT₁ was identified with the integrated evapotranspiration as a background factor, which is in close linear relation with CT₁ (r = −0.896), even without temporal displacement. A similar approach has been successfully applied in other studies [54–59] in which the integrated evapotranspiration played a significant role in the fluctuation of water levels. No major increase in the strength of the relationship was observed, not even when the CT₁ was displaced temporally—the correlation coefficient did not change significantly with a 4-day displacement either (Q₁: −0.913, Q₃: −0.905). Moreover, the highest |r| value was 0.914, with a 76-h displacement.

CT₂ correlates well with the water levels of the Danube gauge, which means that the flow regime of the Danube determines behavior observed at wells where the weight of CT₂ is high. The correlation coefficient between the river water level and CT₂ is 0.60, but as a consequence of a 33-h displacement of the data from the Danube gauge, it improves to 0.67.

Making CT₃ consistent with a background factor proves to be considerably more complex. One possible reason for this may be the time series of the Mosoni gauge. The water level of the Mosoni branch is artificially regulated by the floodgates located near the reservoir of the hydroelectric power plant, so the flow regime of the river is almost entirely under anthropic control [60–62]. Among others, floodgates (NW part of the area) are used for the water flow regulation of the river, and they measure the water level only once a day [61]. The examination of data series showed that the operation of the floodgates determines whether it is the Mosoni branch or the supplementary system that drains
the waters from the reservoir. Consequently, the difference in the water level of the floodgates shows which channel (supplementary channels vs. the Mosoni branch) is draining the water at any given point in the investigated area. The strength of the linear relationship obtained from the daily data of the Mosoni gauge and the difference of the time series of the floodgates is marked: $r = -0.96$. The negative sign and the high value of $|r|$ indicates that the two-time series are in close relation and in opposing linear connection. This close stochastic connection makes it possible to use the time series of the Mosoni gauge in place of that of the floodgates, the difference being that it is multiplied by $(-1)$. In this way, $C_{T_3}$ may be identified; the correlation coefficient with a 92-h displacement is 0.67. (Without displacement, the correlation coefficient is 0.41; Figure 5).

On the basis of the CTs and their loadings, the time series of wells were estimated based on the linear model obtained by DFA for the investigated time period to examine how efficiently the three CTs determined describe the variance of the water levels. The effectiveness of the estimations was characterized by the adjusted coefficient of determination ($R^2$). In the case of the DFA, the accuracy of the estimation could only have been assessed by taking all the CTs into account because the model adapts. On the basis of the results, it can be assumed that the three determined CTs did indeed prove to be efficient when it came to the estimation of the water level time series (average $R^2$: 0.94, Q1: 0.93, Q3: 0.99). Only in the case of a few wells (12.3%) was an $R^2$ value lower than 0.9 obtained.

4. Discussion

Groundwater is a geologic agent [63], i.e., its occurrence and movement affect a wide range of geologic and environmental processes [20,64], and continuously interacts with the ambient environment. The construction, development, and operation of an efficient and effective environmental monitoring system requires a detailed knowledge of any environmental processes that may be identified operating in the data. Therefore, to determine the factors affecting GW level data variance as precisely as possible has a key importance [20,48,65–67]. The application of methods capable of managing water level changes that take place due to extreme hydrometeorological events, as in the investigated period of time at Szigetköz, is of the highest priority [68,69]. In the case of the interactions between surface and GW, the fact that the effects of surface processes are usually felt underground with temporal delay [70] has to be taken into consideration in the estimations. In this study, the linear models were constructed with the use of linear regression, a common method in the profession, and were compared with DFA, using the GW level data of the time around a flood period [71].

On the basis of research carried out previously in the area, it may be stated that the Danube has one of the greatest influences on GW levels in the Szigetköz [24,37,72]. Given this, the temporal delay with which any change in the water level of the river appears in GW was determined using cross-correlation, that is, the point at which the linear connection is the closest between the water level times series of the river and the wells. It was established that as the distance from the river increases, the maximum value of correlation coefficients calculated from the temporal displacements diminishes, which happens because drawing away from the river, its impact on the GW level decreases. The pressure surge starting from a water level change in the Danube (e.g., the water level increase during floods) is mainly perceptible right in the river basin in terms of GW water levels. Nevertheless, it may also be observed that as one moves further from the river, the highest correlation coefficients were obtained with an ever-increasing time lag in the line of wells perpendicular to the Danube, which can be explained by the spread of the pressure surge and its temporal delay (Figure 2). This, in turn, sheds light on the fact that the most accurate estimation of the water level time series of wells with linear regression can be obtained by taking into account the temporal displacement of the water levels of rivers.

4.1. Identification of Background Factors

Based on the assessment of the degree of autocorrelation in the dataset, DFA may be considered adequate to identify common trends and the background factors shaping them [17,18,73]. The calculated CTs were identified with (i) the integrated evapotranspiration as well as the flow regimes of the
(ii) Danube and (iii) the Mosoni branch. However, it was established that the loadings of CT$_3$ are considerably lower than the other two (Figure 4), so this factor has an impact on data variance, that is, it does not contribute to the water level fluctuation in the area to such a great extent. In the course of the identification of background factors, the correlation coefficients calculated increased (in the cases of CT$_2$ and CT$_3$ by 0.12, on average), provided that the temporal delay was taken into account. As a special case, CT$_1$ did not yield better results, not even when the time series of the background factor (the integrated evapotranspiration) was displaced temporally ($\Delta r 0.018$ with a 72-day displacement). This indicates that the evapotranspiration process produces its effect laterally in the GW level virtually directly, and in a very short time; this had been confirmed in previous studies as well [74–77]. On the other hand, due to the temporality of the pressure caused by a rising water level, the impact of the river is delayed. The integrated evapotranspiration—considered a “surface factor” on account of the location of its impact—is crucial in areas where the impact of linear explanatory factors (rivers) is lower.

The average discharge of the River Danube (CT$_2$) is an order of magnitude higher (300–400 m$^3$ s$^{-1}$) than that of the Mosoni branch (20–30 m$^3$ s$^{-1}$). It is this factor—the river water level of all times—that affects the water level time series of wells in the floodplain area to the virtual exclusion of others (Figure 4). During the flood (early June), the high-energy water flow was capable of fracturing and remobilizing the fine fraction sediment in the clogged section of the riverbed [32,78]; this is where fine sediments settle down, causing low hydraulic conductivity on the riverbed reducing interaction between surface and GW. The degree of connection between the two continua therefore improved. Due to its higher hydraulic potential, the Danube could induce the pressure surge at every point, and it spread perpendicular to the river. Trásy et al. established that the phenomenon of water pouring from the river into the GW occasioned by the fracture of riverbed clogging changes the water flow temporarily, perhaps only for a few months, but nonetheless drastically [30]. As a result of this process, from the start of the flood, the connection of the river and the GW improved, so the river was able to affect the entire floodplain zone in the investigated area. However, in the upper sections of the area, where no significant riverbed clogging had taken place [32,78], the impact of the Danube proved to be more significant, because the infiltration rate of the riverbed remained good throughout the entire period. An additional factor in the significance of this impact is the fact that the thickness of the upper layers at the riverside is maximum 1–2 m, and the underlying strata are composed of gravel with high hydraulic conductivity [35,36]; this, naturally, does not stop infiltration [32]. The third CT (CT$_3$)—connected to the flow regime of Mosoni branch—also acts as a “linear” factor in terms of affecting the water levels.

The value of the coefficient of determination ($R^2$) was high practically without exception at every observation point between that obtained from the water level time series estimated based on the dynamic factor model and measured well data. On this basis, it may be assumed that by using the determined dynamic factor model, measured GW levels can be estimated with just a minor loss of information ($R^2$ exceeded 0.9 in the case of 57 wells, 87%). It can be stated that these three CTs—linked to different background processes (evapotranspiration, water level changes in rivers)—explain the majority of variance in water levels in the wells.

Over the course of the four months examined, no other pattern (common trends) was traceable over a considerable part of the time series of water levels. Two out of the three identified CTs (CT$_2$ and CT$_3$) are linked to local water flow systems. In terms of the space and time investigated, the impact of regional (basin-scale) groundwater flow systems was not traceable. One of the reasons for this may well be that the effect of a regional groundwater system cannot be detected over a time interval as short as that investigated.

### 4.2. Estimation of the Water Levels Based on Background Factors

It is crucial in the planning of monitoring systems to ensure they are able to describe the GW table properly on the basis of the water level time series of wells [79–81]. A framework for an optimized groundwater monitoring network and aggregated indicators is required for a comprehensive
environmental study. Hydrometeorological phenomena (e.g., precipitation, evapotranspiration, and temperature as driving factors) and surface waters usually affect the water levels of shallow aquifers to a significant extent [12,82]. In the absence of a better understanding of the effects of these driving factors, the representativity of monitoring systems cannot be guaranteed. For assessment, multiple linear regression, a commonly used estimation method, was employed [83,84]. The accuracy of the estimations was characterized by the adjusted $R^2$, which shows what percent of the total variance of the water levels is explained by the set of the independent variables (i.e., water levels of the rivers and the amount of evapotranspiration).

When it comes to the Szigetköz area, in the Danube [24], it is a determining factor [24] which water level is measured by the Danube gauge [31]. Measurements from this were used in the first instance as an independent variable to estimate the water level time series of wells. The average value of adjusted $R^2$ was 0.50 (Q1: 0.31; Q3: 0.72). In the cases of 6 wells (9% of the total), the value of adjusted $R^2$ exceeded 0.9, meaning that in those cases more than 90% of the total variance is explained by the water level of the Danube gauge. The insertion of the water level of the Mosoni branch into the linear model results in better estimations, especially on the protected side of the inundation area (Figure 1), that is, on the side which floodwaters cannot reach, because of the dam (average $R^2$: 0.61 Q1: 0.42; Q3: 0.83).

Cross-correlation assessment revealed that changes in the water level of the Danube appear in the hydrographs of wells with a certain delay (Section 3.1), and this delay depends on the distance from the river. With this in mind, it is worth carrying out the linear estimations while taking into account the temporal displacement of the background factors. Negative time lag is also necessary, because the Danube gauge is located in the middle section of the Danube, while the one on the Mosoni branch is in the lower one-third of the stream. Therefore, the effect of flood (i.e., water level increase) can be detected earlier in the upstream wells compared to the gauge located in the lower section of the river. The frontline of the flood in the examined area rolled away in less than 12 h [62]. In the case of all the wells, the linear model with the highest adjusted $R^2$ was chosen. In such a way that the variance inflation factor (the greater the value of the variance inflation factor (VIF), the less reliable the regression results will be. In general, a VIF above 10 indicates a high degree of correlation and is cause for concern) could not exceed 10 in any regression. Due to the displacement (meaning that of the time series of the gauges at the Danube and the Mosoni branch), the increase in the adjusted $R^2$ was rather large in several wells (average $R^2$: 0.83, Q1: 0.76, Q3: 0.94). In the case of 25 wells (38%), the adjusted $R^2$ exceeded 0.9. The displacement is especially noticeable in the cases of wells located on the protected side: when compared to cases without displacement, the most substantial improvement took place in this area (Figure 6).

Besides the rivers in the area, the groundwater level can be influenced enormously by evapotranspiration, as well [85,86], and so it is worth including it in the independent variables, as seen in the results of the dynamic factor analysis (Section 3.2). The inclusion of hourly potential evapotranspiration does not, however, increase the accuracy of the estimations significantly (average $R^2$: 0.83, Q1: 0.77, Q3: 0.94). Instead of evapotranspiration values, it might be better to use integrated potential evapotranspiration [87] for the estimation of the water levels. This parameter cumulates the deviation of the given potential evapotranspiration value from the average evapotranspiration of the whole time frame. A significant increase can be observed in the value of $R^2$ (average $R^2$: 0.91, Q1: 0.91, Q3: 0.96)—that is, there is a significant increase in the degree of accuracy in the estimation—principally on the protected side (Figure 7A). By shifting the time series of the Danube and Mosoni gauges and using integrated evapotranspiration, the value of $R^2$ proved to be higher than 0.9 in 52 wells (80% of wells), which means a remarkable 42% increase compared to the estimations based on the displaced gauge time series. Several descriptive statistics of $R^2$ related to the given set of independent variables can be seen in Figure 7B. Upon the examination of the spatial distribution of $R^2$ values, it can be observed that with the inclusion of the integrated evapotranspiration and the Mosoni branch the accuracy of the linear regression estimation increases considerably at wells on the protected side (Figure 7).
The water level of rivers is measured only at a number of points (gauges; see Figure 1A), so it might happen that the impact of a flood shows up sooner in the water level time series of a well further upstream from the gauge than in the water level time series of the gauge closest to the event as it occurs. In light of this, it is understandable why one has to apply the displacement of background factors in a negative direction in the case of regression. At times like this, it is worth considering displacement in opposing directions (the well’s time series have to be displaced, as well as those of the gauge). It is for this reason that the best estimations were obtained by displacing the water level time series of wells in a negative direction, too. In addition to the flow regime of the Danube, the Mosoni branch and other
channels with similar flow regimes play a crucial role in the change of water levels. The estimations obtained by including the time series of the gauges on the Danube and the Mosoni branch in the model were enormously improved (average $R^2$: 0.83, Q1: 0.76, Q3: 0.94). However, the best estimations were obtained when, besides the water level of the rivers, the integrated evapotranspiration data was incorporated into the estimations (average $R^2$: 0.91; Q1: 0.91, Q3: 0.96); this would imply that evapotranspiration has a measurable role in affecting the water levels over the investigated time scale (Figure 7).

4.4. Comparison of the Results of Different Linear Models

The obtained dynamic factor model proved to be accurate thanks to two facts, namely:

- In most cases the observed water level time series can be estimated with a high degree of confidence on the basis of the linear combinations of the CTs and the factor loadings.
- The obtained CTs could be connected to those background processes (integrated evapotranspiration, water levels of rivers), which were significant independent variables in the linear regression model.

One of the main advantages of DFA is that the spatial distribution of the background factors’ significance can be illustrated on maps on the basis of the loadings of CTs.

On the other hand, DFA cannot handle the fact that the effects of changes in surface water level can be observed only with a time lag in the different wells, and as a result, is capable of yielding only some general pattern of water levels on the basis of all the wells.

Taking the previous statements into consideration, the accuracy of estimations of GW levels using a linear model obtained from linear regression or from a dynamic factor model were assessed. The observed and estimated water levels of two wells can be seen in Figure 8.

![Figure 8. Hydrographs of two wells—“A”, located in the floodplain and “B” on the protected side—with the results of the estimations obtained from different linear models and their difference colored gray and yellow.](image)

As seen in Figure 7, the best estimations with linear regression can be achieved using the following set of independent variables: (i) the Danube gauge, (ii) the Mosoni gauge, and (iii) the integrated evapotranspiration.

Comparing the accuracy of estimations performed using DFA and the linear regression, the DFA gave better results in more than two-thirds (68%) of cases, despite the fact that the displacement of the background factors cannot be taken into account in this method. The spatial distribution of the differences at the highest achievable level of accuracy of estimation using the two methods is shown in
Figure 9. Better estimations were obtained in the floodplain area of the Danube using linear regression, a fact that can be explained by the very close linear connection between the wells and the river (typically $r > 0.9$). The phenomenon arises because only one background factor (i.e., the flow regime of the Danube) dominates the wells of the floodplain, so the delay with which the water level fluctuation can be observed is a more significant factor. Regression is capable of taking into account the temporal delay, a matter of some hours, with which the impact of the water level fluctuation of the river, may be observed in the well. In DFA it is not possible to include the time shift in the estimation of certain CTs. Latter is obtained from the time series of all the wells, while in the case of linear regression, the models were constructed well-by-well, based on the background factors.

5. Conclusions

The diversion of the Danube in the Szigetköz area resulted in a significant change in the previously natural fluctuation of groundwater. The hidden background factors guiding these fluctuations were determined using dynamic factor analysis (Section 3.2). On the basis of the results, it was concluded that fluctuations in the groundwater level time series are mainly determined by the rivers and evapotranspiration (Figure 5). With the use of DFA, at each sampling point, the intensity of different background factors can also be estimated (Figure 4). As one of the background factors, evapotranspiration was identified, which plays the most significant role in the inner parts of the Szigetköz, mainly on the protected side. The water level fluctuation of the River Danube was identified as another background factor and was most powerful on the floodplain and in its immediate vicinity. The natural and artificial surface water paths of the area are considered the third background factor; the intensity of this factor is greatest in the southwestern and southeastern parts of the study area.

The time series of groundwater levels can be accurately estimated using linear regression if the background factors determined by dynamic factor analysis are used as independent variables in the linear model (Section 4.2). The accuracy of the estimate is indicated by the fact that in 80% of the wells, the adjusted coefficient of determination for the measured and estimated time series exceeds 0.9, which means that more than 90% of the total variance of the water level is explained by the background factors. The accuracy of estimation of the measured water level ranges improves significantly if the individual background factors are incorporated into the estimation process by determining in advance...
the amount of time it takes for the given factor to reach the observation point (Figure 7). Thus, when applying linear regression, the time difference between the effects of various independent variables in the given water level time series is taken into account. In the case of “linear” background factors (rivers), this time lag is typically several days, while the delayed inclusion of a “surface” background effect (evapotranspiration) in time does not improve the accuracy of the estimation, i.e., it takes effect on the groundwater level within a very short time.

The results presented here highlight the need to compare the results of different model settings, as there may be significant deviations in their efficiency and/or appropriateness. In the case of floods, the commonly used numerical or semi-numerical models are typically less accurate at extreme levels. DFA also returned accurate data in the case of the special hydrological situation under examination, as well, and is therefore recommended to use this method for the modelling of these types of extreme events (floods and droughts). The results represent evidence that with the methods laid out here, it should be possible to model future high-magnitude flood events, which are likely to occur as a result of climate change.
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**Appendix A**

| Well ID | WGS84 Latitude | WGS84 Longitude | Centre of Well Screen (m) | Well Depth (m) | Wellhead Elevation (m.a.s.l.) |
|---------|----------------|-----------------|---------------------------|---------------|-----------------------------|
| 62      | 47.783149      | 17.59044689     | 5.9                       | 8.4           | 112.98                      |
| 66      | 47.78833156    | 17.59564306     | 4.9                       | 8.2           | 112.96                      |
| 140     | 47.96504975    | 17.32032729     | 6.5                       | 124.36        |
| 147     | 47.9445798     | 17.29621462     | 7.7                       | 124.76        |
| 148     | 47.95223993    | 17.31065967     | 4.5                       | 7.9           | 124.68                      |
| 149     | 47.91354195    | 17.37445304     | 8.4                       | 11.1          | 122.54                      |
| 159     | 47.90248394    | 17.355061       | 5.8                       | 7.0           | 122.03                      |
| 3474    | 47.75682587    | 17.55996011     | 5.0                       | 9.5           | 114.82                      |
| 3478    | 47.96404833    | 17.32820611     | 4.8                       | 8.6           | 125.18                      |
| 3587    | 47.89388523    | 17.33576692     | 6.0                       | 9.0           | 122.23                      |
| 3591    | 47.95756635    | 17.31850121     | 4.5                       | 8.9           | 124.71                      |
| 3592    | 47.96082923    | 17.322411       | 4.5                       | 9.2           | 124.10                      |
| 3814    | 47.77779318    | 17.58199545     | 4.5                       | 8.2           | 113.47                      |
| 3816    | 47.79085741    | 17.60411415     | 5.5                       | 9.2           | 113.55                      |
| 3818    | 47.90727775    | 17.35842159     | 6.5                       | 10.0          | 122.10                      |
| 4063    | 47.94975274    | 17.30739154     | 5.5                       | 9.0           | 124.67                      |
| 4064    | 47.93587934    | 17.28357788     | 5.5                       | 10.4          | 124.45                      |
| 4066    | 47.89005148    | 17.327057       | 5.5                       | 11.4          | 123.47                      |
| 4123    | 47.87279472    | 17.45264943     | 5.5                       | 10.4          | 118.06                      |
Table A1. Cont.

| Well ID | WGS84 Latitude | WGS84 Longitude | Centre of Well Screen (m) | Well Depth (m) | Wellhead Elevation (m.a.s.l.) |
|---------|----------------|-----------------|---------------------------|----------------|-----------------------------|
| 4125    | 47.82792965    | 17.4019226      | 4.5                       | 8.8            | 118.14                      |
| 4126    | 47.9843638     | 17.2466649      | 5.5                       | 8.8            | 128.10                      |
| 4129    | 47.97663686    | 17.23703674     | 6.1                       | 9.3            | 126.72                      |
| 4322    | 47.84131643    | 17.41577716     | 5.5                       | 8.0            | 118.14                      |
| 4323    | 47.83584514    | 17.40713254     | 5.5                       | 9.2            | 118.70                      |
| 4328    | 47.86591327    | 17.4462108      | 5.2                       | 8.9            | 117.59                      |
| 110248  | 47.86281593    | 17.45788158     | 12.5                      | 15.6           | 116.96                      |
| 110250  | 47.88015579    | 17.46081051     | 13.0                      | 16.3           | 120.67                      |
| 110252  | 47.88215262    | 17.4114323      | 12.5                      | 15.2           | 119.48                      |
| 110413  | 47.9918023     | 17.24639689     | 7.2                       | 9.3            | 126.58                      |
| 110414  | 47.99167671    | 17.24617526     | 7.2                       | 9.4            | 127.53                      |
| 110610  | 48.00692551    | 17.2199182      | 7.5                       | 12.0           | 129.59                      |
| 110613  | 47.99828173    | 17.23751776     | 6.7                       | 11.2           | 127.88                      |
| 110617  | 47.98698464    | 17.23829643     | 6.5                       | 12.8           | 127.61                      |
| 110622  | 47.98075646    | 17.24687163     | 6.5                       | 14.3           | 127.25                      |
| 110623  | 47.98144785    | 17.28969306     | 7.5                       | 10.8           | 126.57                      |
| 110628  | 47.97652718    | 17.30898782     | 7.3                       | 17.1           | 129.21                      |
| 110629  | 47.97253934    | 17.32496921     | 5.9                       | 15.6           | 129.61                      |
| 110630  | 47.96425652    | 17.30232256     | 6.1                       | 11.1           | 125.40                      |
| 110636  | 47.96230796    | 17.25046413     | 12.0                      | 17.9           | 125.57                      |
| 110640  | 47.95573149    | 17.26510825     | 12.0                      | 17.9           | 125.57                      |
| 110660  | 47.93641205    | 17.34511936     | 10.5                      | 16.0           | 123.21                      |
| 110661  | 47.9295673    | 17.3291076      | 10.5                      | 11.1           | 123.22                      |
| 110673  | 47.9025542     | 17.39257339     | 12.0                      | 16.1           | 121.44                      |
| 110675  | 47.8741983     | 17.38934179     | 12.0                      | 18.2           | 119.52                      |
| 110682  | 47.84784264    | 17.42694192     | 4.0                       | 9.5            | 118.98                      |
| 110687  | 47.82601619    | 17.49478507     | 5.4                       | 10.8           | 116.76                      |
| 110688  | 47.8176137     | 17.48919283     | 5.0                       | 10.4           | 116.03                      |
| 110691  | 47.79571365    | 17.55711135     | 5.8                       | 10.2           | 113.98                      |
| 110692  | 47.79093894    | 17.53824284     | 5.9                       | 11.7           | 114.11                      |
| 110693  | 47.78273654    | 17.52853224     | 4.6                       | 10.2           | 114.43                      |
| 110695  | 47.77237445    | 17.50045653     | 4.1                       | 9.8            | 115.76                      |
| 110696  | 47.77412089    | 17.54088176     | 9.4                       | 14.6           | 113.47                      |
| 110697  | 47.76844817    | 17.54123952     | 9.8                       | 15.2           | 114.45                      |
| 110715  | 47.97742401    | 17.33912792     | 5.0                       | 12.2           | 126.67                      |
| 110724  | 47.89539812    | 17.43315366     | 5.4                       | 14.5           | 123.32                      |
| 110726  | 47.88316805    | 17.45542548     | 3.7                       | 11.5           | 122.69                      |
| 110749  | 47.87987304    | 17.40437503     | 7.4                       | 13.0           | 118.31                      |
| 110755  | 47.88758169    | 17.37400823     | 8.2                       | 13.5           | 120.47                      |
| 110756  | 47.8769739     | 17.35219003     | 7.3                       | 12.4           | 120.83                      |
| 110802  | 47.9450407     | 17.3940374      | 5.0                       | 13.4           | 124.63                      |
| 110804  | 47.8631916     | 17.51755044     | 6.5                       | 14.8           | 119.75                      |
| 110808  | 47.85515934    | 17.53094717     | 7.5                       | 15.4           | 119.50                      |
| 110811  | 47.85568808    | 17.4915723      | 14.5                      | 19.6           | 119.94                      |
| 111512  | 47.98075594    | 17.25283241     | 7.7                       | 12.0           | 133.36                      |
| 111530  | 47.98739806    | 17.31290189     | 5.5                       | 10.0           | 128.39                      |
Figure A1. Potentiometric kriged maps of the study area (A) prior to and (B) during the flood of 2013, taking anisotropy into account [30].
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