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We study the fermionic boundary modes (Andreev bound states) in a time-reversal invariant one-dimensional superconductor. In the presence of a substrate, spatial inversion symmetry is broken and the electronic properties are strongly affected by an antisymmetric spin-orbit coupling. We assume an arbitrary even number of nondegenerate bands crossing the Fermi level. We show that there is only one possible pairing symmetry in one dimension, an analog of s-wave pairing. The zero-energy Andreev bound states are present if the sign of the gap function in an odd number of bands is different from all other bands.

I. INTRODUCTION

One-dimensional (1D) topological superconductors have recently attracted a lot of attention, primarily in the context of searching for topologically-driven physics, in particular, the Majorana quasiparticles, in condensed matter systems. Motivated by the observation that a simple 1D model of spinless p-wave pairing (the Kitaev chain) can support zero-energy Majorana boundary states, a number of proposals for engineering an effective p-wave superconductor have been put forward. For instance, it was shown theoretically in Ref. 4 that one can create Majorana states at the ends of a semiconducting wire which is proximity-coupled to an ordinary s-wave superconductor, by applying a sufficiently strong magnetic field. Experimental signatures of such boundary states would include zero-bias peaks in the tunneling conductance, which have been reported for InSb nanowires in Refs. 5 and 6. There are other ways to create a time reversal (TR) symmetry-breaking topological superconductor with Majorana quasiparticles, e.g., in a chain of Fe atoms on a superconducting Pb substrate, as discussed in Ref. 7. Various models of TR invariant 1D superconductors, both with and without topologically nontrivial phases, have also been studied.

The majority of proposals for topological states of matter rely on the Rashba spin-orbit (SO) coupling, which requires the absence of inversion symmetry in the system, see Refs. 8 and 9, and the references therein. The SO coupling in a noncentrosymmetric crystal lifts the spin degeneracy of the electron states, producing nondegenerate Bloch bands labeled by “helicity”, with wave functions characterized by a complex spin structure and a nontrivial momentum-space topology. Its profound consequences for superconductivity in three-dimensional (3D) and two-dimensional (2D) materials have been extensively studied in the last decade, see Refs. 10 and 11 for reviews.

In this paper, we study superconductivity in a metallic quantum wire on a substrate, in the absence of an external magnetic field or any other TR symmetry breaking mechanism. The pairing interaction can be either intrinsic to the wire or extrinsic, i.e., induced by the substrate. In contrast to the previous works, we do not limit ourselves to any particular models of the SO coupling and the superconducting pairing. Our goal is to find the spectrum of the fermionic states localized near the end of the wire, known as the Andreev bound states (ABS), in the most general setup, assuming only the point-group and TR invariance.

Due to the lack of inversion symmetry, the electrons in the wire are affected by the antisymmetric SO coupling and form nondegenerate 1D bands. We consider an arbitrary number N of such bands crossing the Fermi level (N can be shown to be even), and present a complete symmetry analysis of the SO coupling and the superconducting gap structure, in Secs. II and III, respectively. In Secs. IV and V we calculate the ABS spectrum using the semiclassical approach, with the boundary conditions formulated in terms of the scattering matrix. Throughout the paper we use the units in which \( \hbar = k_B = 1 \), neglecting, in particular, the difference between the quasiparticle momentum and wave vector.

II. SPIN-ORBIT COUPLING AND ELECTRON BANDS IN 1D

We consider a quasi-1D electron gas, which can be created, for instance, by applying a gate voltage in the y direction to 2D electrons on a xy-plane substrate. Thus, the 3D potential \( U(x, y, z) \) affecting the electrons is assumed to be periodic or constant in the x direction, but confining in both y and z directions. This system is TR invariant in the normal state but lacks an inversion center, because the substrate breaks the \( z \rightarrow -z \) mirror reflection symmetry. The momentum space is one-dimensional, labelled by the wave vector \( k = k_x \hat{x} \), which takes values in the first Brillouin zone (BZ): \( -\pi/d < k_x \leq \pi/d \), where \( d \) is the period of the 1D lattice.

In addition to the TR symmetry, the system is also invariant under the crystallographic point operations. In contrast to higher-dimensional noncentrosymmetric systems, the list of possible symmetries in quasi-1D is very limited, generated by just two reflections \( \sigma_x \) and \( \sigma_y \). Their action is defined in the standard fash-
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ion, as $\sigma_y U(x, y, z) = U(-x, y, z)$ and $\sigma_y U(x, y, z) = U(x, -y, z)$, while their combination is equivalent to a $\pi$ rotation about the $z$ axis: $\sigma_x \sigma_y U(x, y, z) = U(-x, -y, z)$. It is easy to see that there are only five quasi-1D point groups, all Abelian, which are listed in the first column of Table I (Ref. [15]). The groups $D_4$, $D_6$, and $C_2$ are isomorphic to the cyclic group $\mathbb{Z}_2$, while $V$ is isomorphic to the Klein four-group $\mathbb{Z}_2 \times \mathbb{Z}_2$.

Due to the absence of inversion symmetry, the electron bands, which we label by the index $n$, are nondegenerate. The Bloch states with opposite momenta form a Kramers pair, therefore the band dispersions are even functions of momentum:

$$\xi_n(k_x) = \xi_n(-k_x).$$

(1)

The energies are counted from the chemical potential and the difference between the latter and the Fermi energy $\epsilon_F$ is neglected. Since the bands are nondegenerate, the TR action on the Bloch states can be written as

$$K|k_x, n\rangle = t_n(k_x)| - k_x, n\rangle,$$

(2)

where $t_n(k_x)$ is a phase factor. Recall that the TR operator for spin-1/2 particles is $K = i\hat{\sigma}_y K_0$, where $\hat{\sigma}_y$ is the Pauli matrix and $K_0$ is complex conjugation. Since $K^2 = -1$ and, on the other hand, $K^2|k_x, n\rangle = t_n^*(k_x) t_{-n}(k_x)|k_x, n\rangle$, we obtain:

$$t_{-n}(k_x) = -t_n(k_x).$$

(3)

Note that $t_n(k_x)$ is not gauge invariant: under a rotation of the phases of the band states, $|k_x, n\rangle \rightarrow e^{i\theta_n(k_x)}|k_x, n\rangle$, one has

$$t_n(k_x) \rightarrow e^{-i(\theta_n(k_x) + \theta_{-n}(k_x))} t_n(k_x).$$

(4)

Therefore, the TR phase factors cannot appear in any observable quantity.

To illustrate the peculiarities of the electronic band structure in noncentrosymmetric 1D systems with the SO coupling, one can use the following Hamiltonian:

$$\hat{H}_0 = \sum_{k_x} \sum_{\alpha, \beta = \uparrow, \downarrow} \left[ \epsilon_0(k_x) \delta_{\alpha\beta} + \gamma(k_x) \sigma_{\alpha\beta} \right] \hat{a}^\dagger_{k_x \alpha} \hat{a}_{k_x \beta}. \quad (5)$$

This is the 1D version of the well-known Rashba model, see Refs. [3, 10] and the references therein. The first term, with $\epsilon_0(k_x) = \epsilon_0(-k_x)$, describes a twofold degenerate band in the absence of antisymmetric SO coupling. While the momentum space is 1D, the spin space is still 3D, so that the antisymmetric SO coupling is described by the 3D pseudovector $\gamma(k_x)$, which is real, odd in $k_x$ due to the TR symmetry, periodic in the reciprocal space, and also invariant under the point group operations, that is $g \gamma(g^{-1}k_x) = \gamma(k_x)$ for all elements $g$ of the point group. One has to remember that mirror reflections act differently on polar vectors, such as $k = k_x \hat{x}$ and pseudovectors, such as $\gamma$. We have $\sigma_x k_x = -k_x$ and $\sigma_y k_x = k_x$, but $\sigma_x (\gamma_x, \gamma_y, \gamma_z) = (\gamma_x, -\gamma_y, -\gamma_z)$ and $\sigma_y (\gamma_x, \gamma_y, \gamma_z) = (-\gamma_x, \gamma_y, -\gamma_z)$. In this way, one obtains that the simplest expression for the Rashba SO coupling in 1D, taking into account the lattice periodicity, is

$$\gamma(k_x) = a \sin(k_x d),$$

(6)

for all five point groups, with $a$ given in the second column of Table I. The Rashba model (5) can be derived from a more general Hamiltonian of 1D electrons in a noncentrosymmetric crystal lattice with the SO coupling, see Appendix A.

The Rashba SO coupling results in the lifting of the pseudospin band degeneracy almost everywhere in the BZ. Diagonalizing Eq. (5), we obtain:

$$\xi_{\lambda}(k_x) = \epsilon_0(k_x) + \lambda |\gamma(k_x)|,$$

(7)

where the band index $\lambda = \pm$ is called the helicity. The corresponding eigenstates can be chosen, for instance, in the following form:

$$|k_x, \lambda\rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 + \lambda \text{sgn} k_x a_\lambda \sqrt{a_x^2 + a_y^2} \\ \lambda \text{sgn} k_x a_\lambda \sqrt{a_x^2 + a_y^2} (1 - \lambda \text{sgn} k_x a_\lambda) \end{pmatrix}. \quad (8)$$

Substituting these expressions in Eq. (2), we obtain the TR phase factors in the Rashba model:

$$t_{\lambda}(k_x) = \lambda a_x - i a_y \text{sgn} k_x.$$

(9)

Note that one can make $t_{\lambda}(k_x)$ real and equal to $\text{sgn} k_x$ by a suitable gauge transformation of the eigenstates, see Eq. (1). The bands (7) are nondegenerate at all $k_x$, except the TR invariant points $k_x = 0$ and $k_x = \pi/d$, where the Rashba SO coupling (6) vanishes and neither the helicity eigenstates nor the TR phase factors are well defined.

### III. Superconductivity in Nondegenerate Bands

We assume that there are $N$ nondegenerate bands crossing the Fermi level and participating in superconductivity. According to Appendix A, $N$ is an even number. The 1D “Fermi surface” is given by a set of $2N$ Fermi
wave vectors $\pm k_{F,n}$, which are the roots of the equations $\xi_n(k_x) = 0$, as illustrated in Fig. 1. It is straightforward to extend our results to the case of multiple pairs of the Fermi points in the same band. The mean-field analysis of superconductivity developed below does not rely on any specific pairing mechanism, the only assumption being that the SO band splitting is large enough to suppress the pairing of electrons from different bands.

The Hamiltonian is constructed using the basis of the exact band states $|k_x, n\rangle$, which include all effects of the lattice potential and the SO coupling. In the mean-field approximation we have

$$
\hat{H} = \sum_{k_x, n} \xi_n(k_x) \hat{c}_{k_x,n}^\dagger \hat{c}_{k_x,n} + \frac{1}{2} \sum_{k_x, n} \left[ \Delta_n(k_x) \hat{c}_{k_x,n}^\dagger \hat{c}_{k_x,n} + \Delta_n^*(k_x) \hat{c}_{k_x,n} \hat{c}_{k_x,n}^\dagger \right],
$$

(9)

The first term here describes noninteracting quasiparticles in the nondegenerate bands, while the second term represents the intraband pairing between the states $|k_x, n\rangle$ and $K|k_x, n\rangle$. The electron creation operator in the time-reversed state $K|k_x, n\rangle$ is defined as

$$
\hat{c}_{k_x,n}^\dagger = K \hat{c}_{k_x,n}^\dagger K^{-1} = t_n(k_x) \hat{c}_{-k_x,n}^\dagger,
$$

(10)

where we used Eq. (2) (note that $K \hat{c}_{k_x,n}^\dagger K^{-1} = -\hat{c}_{k_x,n}^\dagger$).

Substituting Eq. (10) in $\hat{H}$ and using the anticommutation of the fermionic creation and annihilation operators, we obtain:

$$
\Delta_n(k_x) = \Delta_n(-k_x),
$$

(11)

therefore the pairing in the band representation is necessarily even in momentum.

The gap functions $\Delta_n(k_x)$ have simple transformation properties under the point group and TR operations. Indeed, consider the action of an element $g$ of the point group on the Bloch states: $g|k_x, n\rangle = e^{ih\varphi_{k_x,n}}(g)|k_x, n\rangle$, where $\varphi_{k_x,n}(g)$ is a phase. It is straightforward to show that, due to the commutation of $g$ and $K$, we have $g(\hat{c}_{k_x,n}^\dagger \hat{c}_{k_x,n})g^{-1} = \hat{c}_{gk_x,n}^\dagger \hat{c}_{gk_x,n}$, therefore the gap function transforms as a scalar field, i.e., $\Delta_n(k_x) \rightarrow \Delta_n(g^{-1}k_x)$. As a consequence, the Cooper pairing in 1D is always conventional (‘s-wave’) in the sense that, due to the property (11), the gap functions are invariant under all the point group operations, $g = \sigma_x, \sigma_y$, or $\sigma_x \sigma_y$:

$$
\Delta_n(g^{-1}k_x) = \Delta_n(\mp k_x) = \Delta_n(k_x).
$$

Regarding the TR operation, it follows from Eq. (11) and the antunitarity of time reversal that it is equivalent to the complex conjugation, i.e., $\Delta_n(k_x) \rightarrow \Delta_n^*(k_x)$.

Finally, under an arbitrary rotation of the Bloch state phases, $|k_x, n\rangle \rightarrow e^{i\theta_n(k_x)}|k_x, n\rangle$, the gap functions remain invariant.

In a BCS-type model, the gap functions are nonzero only in the vicinity of the Fermi level, where their $k_x$-dependence can be neglected. Therefore, the superconducting state can be described by a set of complex order parameters $\Delta_1, \ldots, \Delta_N$, one per each pair of the Fermi points. The bulk quasiparticle spectrum in the nth band obtained from Eq. (9) consists of two electron-hole symmetric branches, $\pm \sqrt{\xi_n^2 + |\Delta_n|^2}$, with the energy gap equal to $|\Delta_n|$. The stable uniform superconducting states are found by minimizing the Ginzburg-Landau free energy. In addition to the TR invariant states, in which the phases of the gap functions are either 0 or $\pi$, there is also a phenomenological possibility of TR symmetry-breaking states [23].

IV. FERMIONIC BOUNDARY MODES

While the Bogoliubov quasiparticles in the bulk are gapped, there might exist subgap states bound to the ends of the wire. Let us consider a half-infinite superconductor at $x \geq 0$. To make analytical progress, we neglect self-consistency and assume that the order parameters $\Delta_1, \ldots, \Delta_N$ do not depend on $x$. The quasiparticle wave function in the nth band is an electron-hole spinor, which can be represented in the semiclassical, or Andreev [17] approximation as $e^{irk_{F,n}x}\psi_{n,r}(x)$, where $r = \pm$ characterizes the direction of the Fermi wave vector $r k_{F,n}$ (which is not the same as the direction of propagation, see below). The Andreev envelope function $\psi_{n,r}$ varies slowly on the scale of the Fermi wavelength $k_{F,n}$ and satisfies the following equation:

$$
\begin{pmatrix}
-i v_{n,r} \frac{d}{dx} & \Delta_n \\
\Delta_n^* & i v_{n,r} \frac{d}{dx}
\end{pmatrix}
\psi_{n,r} = E \psi_{n,r}.
$$

(12)
Here \( v_{n,r} = (\partial \xi_n / \partial k_x) |_{k_y = \pm k_F} \) is the group velocity and \( \Delta_n \equiv \Delta_n^{(+)}(k_F, n) = \Delta_n^{(-)}(k_F, n) \) is the gap function affecting the quasiparticles near the Fermi point \( k_F \), in the \( n \)th band. Note that \( v_{n,-} = -v_{n,+} \) and \( \left| v_{n,\pm} \right| = v_{F,n} \).

We focus on the ABS localized near \( x = 0 \). The corresponding solution of Eq. (12) has the form \( \phi(r_{k,F,n}) e^{-i \Omega_n x / |v_{n,r}|} \), where

\[
\phi(r_{k,F,n}) = \psi_{n,r}(x = 0) = C(r_{k,F,n}) \left( \frac{\Delta_n}{E - i \Omega_n sgn v_{n,r}} \right), \quad (13)
\]

\( \Omega_n = \sqrt{|\Delta_n|^2 - E^2}, \) and \( C \) is a coefficient. The Andreev approximation breaks down near the boundary of the system due to a rapid variation of the lattice potential, which causes elastic transitions between the states corresponding to different \( r_{k,F,n} \). The general solution for the Bogoliubov quasiparticle wave function in the bulk is given by a linear combination of \( 2N \) semiclassical expressions corresponding to all possible Fermi wave vectors:

\[
\Psi(x) = \sum_{n=1}^{N} \sum_{r=\pm} \phi(r_{k,F,n}) e^{i r_{k,F,n} x} e^{-\Omega_n x / |v_{n,r}|}, \quad (14)
\]

The bound state energy, which has to be inside the bulk gaps, i.e., \( |E| < |\Delta_n| \) for all \( n \), is found using the boundary conditions at \( x = 0 \).

Depending on the sign of the group velocity, the Fermi wave vectors are classified as either incident, for which \( v_{n,r} < 0 \), or reflected, for which \( v_{n,r} > 0 \). We denote the former \( k_{\text{in}}^1, ..., k_{\text{in}}^N \) and the latter \( k_{\text{out}}^1, ..., k_{\text{out}}^N \), so that

\[
k_{\text{in}}^n = -k_{F,n} \text{sgn} v_{n,+,} \quad \text{and} \quad k_{\text{out}}^n = k_{F,n} \text{sgn} v_{n,+}, \quad \text{see Fig. 1.}
\]

According to Ref. 18, the Andreev amplitudes at \( x = 0 \) for the reflected waves are related to those for the incident waves as follows:

\[
\phi(k_{\text{out}}^m) = \sum_{n=1}^{N} S_{nm} \phi(k_{\text{in}}^n). \quad (15)
\]

The coefficients \( S_{nm} \) form a unitary \( N \times N \) matrix (\( S \) matrix), which is an electron-hole scalar, determined by the microscopic details of the boundary scattering at the Fermi level in the normal state. The Andreev amplitudes in Eq. (15) are given by

\[
\phi(k_{\text{in}}^n) = A_n \begin{pmatrix} \alpha_n^{\text{in}} \\ 1 \end{pmatrix}, \quad \phi(k_{\text{out}}^n) = B_n \begin{pmatrix} \alpha_n^{\text{out}} \\ 1 \end{pmatrix}, \quad (16)
\]

with \( A_n = C(k_{\text{in}}^n), \quad B_n = C(k_{\text{out}}^n) \), and

\[
\alpha_n^{\text{in(out)}} = \frac{\Delta_n}{E \pm i \sqrt{|\Delta_n|^2 - E^2}}.
\]

Inserting Eq. (16) into the boundary conditions (15), we arrive at the following equation for the ABS energy:

\[
\det \hat{W}(E) = 0, \quad (17)
\]

where

\[
\hat{W}(E) = \hat{S} - \hat{M}_{\text{out}}^\dagger(E) \hat{S} \hat{M}_{\text{in}}(E), \quad (18)
\]

\( \hat{M}_{\text{in}} = \text{diag}(\alpha_1^{\text{in}}, ..., \alpha_N^{\text{in}}), \) and \( \hat{M}_{\text{out}} = \text{diag}(\alpha_1^{\text{out}}, ..., \alpha_N^{\text{out}}) \). The degeneracy of the ABS energy \( E \) is equal to the dimension of the kernel of the \( N \times N \) matrix \( \hat{W}(E) \).

The surface ABS have been extensively studied in other superconductors, such as high-\( T_c \) cuprates. Domain walls separating two degenerate superconducting states, e.g., \( k_x + i k_y \) and \( k_x - i k_y \), can also trap subgap quasiparticles in their vicinity. For a recent study of the ABS in 2D noncentrosymmetric superconductors, see Ref. 21. The ABS origin in all these systems can be attributed to the gap function’s variation along the quasiparticle’s semiclassical trajectory. For example, the \( d \)-wave gap changes sign upon a specular reflection from a suitably oriented surface, leading to a dispersionless zero-energy surface ABS. By analogy, if in our case the gap functions “seen” by the quasiparticles before and after the boundary reflection are different, then one can expect the ABS zero modes.

V. TR INVARIANT SUPERCONDUCTING STATE

In the rest of the paper we focus on the TR invariant superconducting states, in which the gap functions can be chosen to be real, with the phases taking just two values, either 0 or \( \pi \). In this case, one has

\[
\alpha_n^{\text{in(out)}} = \alpha_n(E) = \frac{\Delta_n}{E \pm i \sqrt{|\Delta_n|^2 - E^2}}.
\]

Without any loss of generality we assume that the first \( N_+ \) bands have positive gap functions, while the remaining \( N_- = N - N_+ \) bands have negative gap functions.

It is sufficient to consider \( 0 \leq N_+ \leq N/2 \) (recall that \( N_+ \) is even), because at \( N_2 < N_+ \leq N \) one can flip the signs of all gap functions by a gauge transformation. The scattering matrix can be represented in the block form as follows:

\[
\hat{S} = \begin{pmatrix} \hat{R}_{++} & \hat{R}_{+-} \\ \hat{R}_{-+} & \hat{R}_{--} \end{pmatrix}, \quad (19)
\]

where \( \hat{R}_{ss'} \) is a \( N_+ \times N_+ \) matrix (\( s,s' = \pm \)). From Eq. (18) we obtain:

\[
\hat{W}(E) = \begin{pmatrix} \hat{R}_{++} - \hat{m}_+ \hat{R}_{++} \hat{m}_+ & \hat{R}_{+-} - \hat{m}_+ \hat{R}_{++} \hat{m}_- \\ \hat{R}_{-+} - \hat{m}_- \hat{R}_{--} \hat{m}_+ & \hat{R}_{--} - \hat{m}_- \hat{R}_{--} \hat{m}_- \end{pmatrix}, \quad (20)
\]

where \( \hat{m}_+(E) = \text{diag}(\alpha_1, ..., \alpha_N+) \) and \( \hat{m}_-(E) = \text{diag}(\alpha_{N_+}, ..., \alpha_N) \). The solution of the ABS energy equation (17) depends on the microscopic details of the system, namely, on the gap magnitudes and the \( S \) matrix elements. However, if one focuses on the solutions
with zero energy, then it is possible to make considerable progress and get some universal results.

To find the number $N_0$ of the ABS zero modes, we put $E = 0$ in Eq. (20), use $\hat{m}_+(0) = -i \mathbb{1}_{N_+ \times N_+}$ and $\hat{m}_-(0) = i \mathbb{1}_{N_- \times N_-}$, and obtain:

$$\hat{W}(0) = 2 \begin{pmatrix} \hat{R}_{++} & 0 \\ 0 & \hat{R}_{--} \end{pmatrix}.$$  \hspace{1cm} (21)

Therefore,

$$N_0 = \dim(\ker \hat{R}_{++}) + \dim(\ker \hat{R}_{--}).$$  \hspace{1cm} (22)

In general, since there is no reason for the blocks of the $S$ matrix to have zero eigenvalues, we have $\dim(\ker \hat{R}_{++}) = \dim(\ker \hat{R}_{--}) = 0$ and $N_0 = 0$. However, there are some cases in which zero eigenvalues are required by the TR symmetry and the unitarity of the scattering matrix.

In order to understand the constraints imposed on the $S$ matrix by the TR invariance of the normal state, we express the wave function of normal electrons away from the boundary as a superposition of $N$ incident and $N$ reflected states:

$$|\Psi\rangle = \sum_{n=1}^{N} \left( A_n |k_n^{\text{in}}\rangle + B_n |k_n^{\text{out}}\rangle \right),$$  \hspace{1cm} (23)

where $|k\rangle \equiv |k, n\rangle$ is a shorthand notation for the spinor Bloch state corresponding to the Fermi wave vector $k = k_n^{\text{in}}$ or $k_n^{\text{out}}$. The scattering matrix is defined by

$$B_n = \sum_m S_{nm} A_m.$$  \hspace{1cm} (24)

Applying the TR operation to the wave function (23) and using Eq. (2), we obtain:

$$K|\Psi\rangle = \sum_{n} \left[ A_n^* t_n(k_n^{\text{in}}) - k_n^{\text{in}} \right] + B_n^* t_n(k_n^{\text{out}}) - k_n^{\text{out}} \right],$$  \hspace{1cm} (25)

where $|\Psi\rangle = \sum_{n} \left[ A_n^* t_n(k_n^{\text{in}}) - k_n^{\text{in}} \right] + B_n^* t_n(k_n^{\text{out}}) - k_n^{\text{out}} \right]$. Note how the “in”- and “out”-states are interchanged by time reversal. If the bulk Hamiltonian is TR invariant and the boundary is nonmagnetic, then one can expect the same $S$-matrix relations between the incident and reflected states in $|\Psi\rangle$ and $K|\Psi\rangle$, therefore

$$A_n^* t_n(k_n^{\text{in}}) = \sum_m S_{nm} B_m^* t_m(k_m^{\text{out}}).$$  \hspace{1cm} (26)

Comparing Eqs. (23) and (25) and taking into account the $S$-matrix unitarity, we obtain:

$$S_{nm} = t_n^* (k_n^{\text{in}}) S_{nm} t_m (k_m^{\text{out}}).$$  \hspace{1cm} (27)

The TR phase factors depend on the phase choice for the Bloch states, see Eq. (4). In particular, one can make $t_n(k_x)$ real and equal to $+1$ for $k_x = k_n^{\text{out}}$, and to $-1$ for $k_x = k_n^{\text{in}} = -k_n^{\text{out}}$. Then it follows from Eq. (20) that in this basis the $S$ matrix is antisymmetric:

$$S_{nm} = -S_{nm}.$$  \hspace{1cm} (28)

This means, in particular, that $S_{nn} = 0$, i.e., the backscattering of quasiparticles into the same band is forbidden by the TR symmetry. This last conclusion is also confirmed by the dimensional reduction of the $S$ matrix for the 2D Rashba model. 21,24

Returning now to counting the zero-energy ABS in the superconducting state, see Eq. (22), and using the property (27), we have

$$\hat{R}_{++} = \begin{pmatrix} 0 & S_{12} & \cdots & S_{1,N_+} \\ \vdots & \ddots & \ddots & \vdots \\ -S_{1,N_+} & -S_{2,N_+} & \cdots & 0 \end{pmatrix}$$

and

$$\hat{R}_{--} = \begin{pmatrix} 0 & S_{N_+ + 1,N_+ + 2} & \cdots & S_{N_+ + 1,N} \\ \vdots & \ddots & \ddots & \vdots \\ -S_{N_+ + 1,N} & -S_{N_+ + 2,N} & \cdots & 0 \end{pmatrix}.$$  \hspace{1cm} (29)

If $N_+ = 1$, then $\hat{R}_{++} = 0$ and, therefore, dim(\ker $\hat{R}_{++}$) = 1. In this case, $\hat{R}_{--}$ also has a zero eigenvalue. Indeed, from the unitarity of the scattering matrix (19), we obtain: $\hat{R}_{+} \hat{R}_{-}^\dagger = 1$ and $\hat{R}_{-} \hat{R}_{+}^\dagger = 0$. The column vector

$$\hat{R}_{+}^\dagger = \begin{pmatrix} S_{12} \\ \vdots \\ S_{1,N} \end{pmatrix}$$  \hspace{1cm} (30)

has unit norm and is a zero mode of $\hat{R}_{--}$. Therefore, if $N_+ = 1$, then dim(\ker $\hat{R}_{++}$) = dim(\ker $\hat{R}_{--}$) = 1 and $N_0 = 2$.

If $N_+$ is an even number, then zero modes are not required by the unitarity and TR invariance of the $S$ matrix. However, if $N_+$ is odd, then both $\hat{R}_{++}$ and $\hat{R}_{--}$ are odd-dimensional antisymmetric matrices and, therefore, have at least one zero eigenvalue each. Thus, we come to the conclusion that the non-accidental zero-energy ABS exist only if the gap sign in an odd number of bands is different from all other bands. Namely,

$$N_0 = \begin{cases} 2, & \text{if } N_+ \text{ odd,} \\ 0, & \text{if } N_+ \text{ even.} \end{cases}$$  \hspace{1cm} (31)

The zero-mode wave functions for $N_+ = 1$ are discussed in Sec. V A.

In the case of just two nondegenerate bands with $N_+ = N_- = 1$, Eq. (29) agrees with the dimensional reduction of the known result for a 2D Rashba superconductor in the $x > 0$ half-plane. The latter is in a topologically nontrivial state if the triplet pairing channel dominates the singlet one. In the band representation, this
corresponds to the gap functions having opposite signs in the two helicity bands. Then, according to Refs. 24 and 25, there exist two helical ABS modes with a linear dispersion, which counterpropagate along the surface. The 1D Rashba superconductor is obtained by looking only at the normally incident quasiparticles. Since both helical modes have zero energy at $k_y = 0$, we have $N_0 = 2$.

The result (29) is also consistent with the topological arguments. The bulk-boundary correspondence principle states that the number of the boundary zero modes is related to a topological invariant in the bulk. Our system belongs to the symmetry class DIII, which can be characterized in 1D by a $Z_2$ invariant. According to Ref. 28, this invariant has the following form:

$$\prod_{n=1}^{N} \text{sgn} \Delta_n = (-1)^{N_+}. \quad (30)$$

The states with $N_+$ odd are $Z_2$-nontrivial and should have a pair of the ABS zero modes, in agreement with Eq. (29).

### A. Zero-mode wave function

The wave function of the ABS zero modes is obtained from Eqs. (14) and (16):

$$\Psi_0(x) = \sum_{n=1}^{N} \left[ A_n \begin{pmatrix} -i \text{sgn} \Delta_n \\ 1 \end{pmatrix} e^{ik_n^+ x} + B_n \begin{pmatrix} i \text{sgn} \Delta_n \\ 1 \end{pmatrix} e^{ik_n^- x} \right] e^{-\kappa_n x}, \quad (31)$$

where $\kappa_n = |\Delta_n|/v_{F,n}$. It follows from the boundary conditions (13) that the amplitudes of the reflected states are given by $B_n = \sum_m S_{nm} A_m$, while the amplitudes of the incident states satisfy two decoupled equations, separately in the positive-gap and the negative-gap bands:

$$\hat{R}_{++} A_+ = 0, \quad \hat{R}_{--} A_- = 0, \quad (32)$$

where $A_+ = (A_1, ..., A_{N_+})^T$ and $A_- = (A_{N_++1}, ..., A_N)^T$.

For $N_+ = 1$, we have $\hat{R}_{++} = 0$ and the first equation in Eq. (32) is solved by a constant $C_1$, with the amplitudes of the reflected states given by $B_n = C_1 S_{1n}$. It follows from Eq. (28) that the solution of the second equation in Eq. (32) has the form $A_{--,n} = C_2 S_{1n}^*$, where $C_2$ is a constant, and the amplitudes of the corresponding reflected states are given by $B_n = C_2 \sum_m S_{nm} S_{1m}^* = C_2 S_{11}$. Putting everything together, we obtain the following wave function:

$$\Psi_0(x) = C_1 \begin{pmatrix} -i \\ 1 \end{pmatrix} \times \left( e^{ik_1^+ x} e^{-\kappa_1 x} + \sum_{n=2}^{N} S_{1n} e^{ik_n^+ x} e^{-\kappa_n x} \right) + C_2 \begin{pmatrix} i \\ 1 \end{pmatrix} \times \left( \sum_{n=2}^{N} S_{1n}^* e^{ik_n^- x} e^{-\kappa_n x} + e^{ik_1^- x} e^{-\kappa_1 x} \right), \quad (33)$$

which describes a twofold degenerate zero-energy state.

Using Eq. (33), one arrives at the following simple qualitative picture of the origin of the ABS zero modes in the $N_+ = 1$ case. The $C_1$ term describes an incident quasiparticle in the $n = 1$ band, “seeing” a positive gap, which is reflected into one of the $n > 1$ bands, all of which have negative gaps. The $C_2$ term describes incident quasiparticles in the negative-gap bands, which are reflected into the positive-gap band. In both processes, the gap function along the quasiparticle trajectory necessarily changes sign, leading to the zero-energy ABS.

### VI. CONCLUSIONS

Superconducting quantum wires are intrinsically non-centrosymmetric, due to the breaking of the up-down reflection symmetry by the substrate. The antisymmetric SO coupling splits the Bloch bands almost everywhere, except the center and the boundaries of the 1D Brillouin zone. The form (“direction”) of the SO coupling depends on the presence or absence of additional mirror reflection symmetries of the quasi-1D confining potential. In a TR invariant normal state, the 1D Fermi surface consists of an even number $N$ of symmetrical Fermi-point pairs. If the SO band splitting is sufficiently large, then the interband Cooper pairing is suppressed and the superconductivity is characterized by $N$ intraband gap functions $\Delta_n$. These gap functions describe the pairing of quasiparticles in the time-reversed states in the same band, are even in momentum and invariant under all point group operations.

Since superconductivity is a Fermi-surface phenomenon, one can focus on the quasiparticle properties near the Fermi points and use the semiclassical formalism based on the Andreev equations and the $S$-matrix boundary conditions. In this way, one can make a considerable progress in the general multiband case and obtain some model-independent results. Assuming a TR invariant superconducting state, we found that there is a pair of the zero-energy Andreev modes (Majorana quasiparticles) at the end of the wire only if the gap sign in an odd number of bands is different from all other bands.
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Appendix A: Inversion-asymmetric SOC in 1D

Adapting the results of Ref. [29] to the 1D case, we arrive at the general form of the Hamiltonian of noninteracting electrons in a TR invariant 1D crystal lattice with the SO coupling:

\[ \hat{H}_0 = \sum_{k_x, ab \alpha, \beta} (\epsilon_a(k_x) \delta_{ab} \delta_{\alpha \beta} + i A_{ab}(k_x) \delta_{\alpha \beta} - B_{ab}(k_x) \sigma_{\alpha \beta} \gamma_{ab} \hat{a}_{k_x \alpha} \hat{a}_{k_x \beta}). \]  

(A1)

Here the indices \(a, b\) label the twofold degenerate bands with the dispersion \(\epsilon_a(k_x) = \epsilon_a(-k_x)\) obtained from the inversion-symmetric parts of the lattice potential and the SO coupling, \(\alpha, \beta = \uparrow, \downarrow\) denote the pseudospin, \(\hat{\sigma} = (\hat{\sigma}_1, \hat{\sigma}_2, \hat{\sigma}_3)\) are the Pauli matrices, and the wave-vector summation is performed over the 1D BZ. All effects of the inversion-antisymmetric parts of the potential and the SO coupling are contained in the last two terms, which are odd in \(k_x\). It follows from the requirements of Hermiticity, TR invariance, and the lattice periodicity that \(A_{ab}\) and \(B_{ab}\) are real, periodic in the reciprocal space, and satisfy \(A_{ab}(k_x) = -A_{ba}(k_x)\) and \(B_{ab}(k_x) = B_{ba}(k_x)\). The 1D point group might impose additional constraints, see Sec. [11].

Diagonalizing the Hamiltonian (A1) one obtains the Bloch bands, denoted by \(\xi_n(k_x)\), which are even in \(k_x\) and remain twofold degenerate only at some isolated points in the BZ, where \(B_{ab}\) vanishes. It is easy to see that this happens generically only at the TR invariant wave vectors \(k_x = K\), satisfying \(-K = K + G\), where \(G = \pm 2\pi/d\) is the 1D reciprocal lattice vector. There are two TR invariant points in the BZ, given by \(K_1 = 0\) and \(K_2 = \pi/d\). At these points, we have \(B_{ab}(K) = -B_{ab}(-K) = -B_{ab}(K + G) = -B_{ab}(K)\), therefore \(B_{ab}(K_{1,2}) = 0\). For the same reason, \(A_{ab}(K_{1,2}) = 0\).

Any band crossings at \(k_x \neq K_{1,2}\) are accidental and can, therefore, be removed by a small variation of the system parameters. Thus, the diagonalization of Eq. (A1) produces nondegenerate bands that come in pairs connected at the center and the boundaries of the 1D BZ, as shown in Fig. 2. Keeping just one such pair of bands, corresponding to \(a = 0\), using the fact that \(A_{00}(k_x) = 0\), and introducing the notation \(B_{00}(k_x) = \gamma(k_x)\), one arrives at the Rashba model, see Eq. (4).

The Fermi points in the \(n\)th band are given by the roots of the equation \(\xi_n(k_x) = 0\), see Fig. 2. These roots always come in pairs, \(\pm k_{F,n}\). It is easy to see that, barring some exceptional values of the chemical potential, at which either \(\xi_n(0) = 0\) or \(\xi_n(\pi/d) = 0\), the total number of the pairs of the Fermi points is even, see also Ref. [30]. This last statement is no longer true if the TR symmetry is broken in the normal state, e.g., by an external magnetic field, which can lift the band degeneracies at the TR invariant momenta.
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