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Abstract

Emerging medical imaging applications in healthcare, the number and volume of medical images is growing dramatically. Information needs of users in such circumstances, either for clinical or research activities, make the role of powerful medical image search engines more significant. In this paper, a text-based multi-dimensional medical image indexing technique is proposed in which correlation of the features-usages (according to the user’s queries) is considered to provide an off-the content indexing while taking users’ interestingness into account. Assuming that each medical image has some extracted features (e.g., based on the DICOM standard), correlations of the features are discovered by performing data mining techniques (i.e., quantitative association pattern discovery), on the history of users’ queries as a data set. Then, based on the pairwise correlation of the features of medical images (a.k.a. Affinity), set of the all features is fragmented into subsets (using method like the vertical fragmentation of the tables in distribution of relational DBs). After that, each of these subsets of the features turn into a hierarchy of the features (by applying a hierarchical clustering algorithm on that subset), subsequently all of these distinct hierarchies together make a multi-dimensional structure of the features of medical images, which is in fact the proposed text-based (feature-based) multi-dimensional index structure. Constructing and using such text-based multi-dimensional index structure via its specific required operations, medical image retrieval process would be improved in the underlying medical image search engine. Generally, an indexing technique is to provide a logical representation of documents in order to optimize the retrieval process. The proposed indexing technique is designed such that can improve retrieval of medical images in a medical image search engine in terms of its effectiveness and efficiency. Considering correlation of the features of the image would semantically improve precision (effectiveness) of the retrieval process, while traversing them through the hierarchy in one dimension would try to optimize (i.e., minimize) the resources to have a better efficiency. The proposed text-based multi-dimensional indexing technique is implemented using the open source search engine Lucene, and compared with the built-in indexing technique available in the Lucene search engine, and also with the Terrier platform (available for the benchmarking of information retrieval systems) and other the most related indexing techniques. Evaluation results of memory usage and time complexity analysis, beside the experimental evaluations efficiency and effectiveness measures show that the proposed multi-dimensional indexing technique significantly improves both efficiency and effectiveness for a medical image search engine.
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1 Introduction

Medical imaging is one of the best methods for medical diagnostic tasks and even interventional procedures and is growing in number and use cases. As an example, chest CT-scan is more accurate for detection of COVID-19 rather than the PCR test [1, 2]. As the number of medical images increases dramatically (such in the COVID-19 pandemic), the need for tools to search the information needed for clinical or research activities while considering users preferences (relevancy, efficiency, etc.) would be more important.

Search engines as the tools for performing the information retrieval (IR) process, either general or vertical domain-specific search engines (e.g., medical or healthcare), are
empowered recently (in various directions such as beyond the text IR, semantic web IR, and use of data mining and machine learning techniques) [3].

Essentially, for evaluation of information retrieval systems, these two categories of metrics should be considered: effectiveness and efficiency:

a. Effectiveness: This criterion is used to measure the correctness and accuracy of retrieval. The key criterion for determining the quality of the information retrieval process is relevance. The relevance shows the rate of correctness in the retrieval. To measure relevance, measurements are introduced, which usually measures the relevance of a set of documents and queries. These criteria (metrics) are precision and recall.

The precision (p) is the fraction of the retrieved documents that are related to a query and provides a degree of soundness for the system. Precision does not care about the total number of documents considered relevant by the information retrieval system. This aspect is defined by the recall criteria (R), which is defined as the fraction of the truly relevant documents that are properly retrieved, and therefore regarded as a measure of the completeness of the system. Generating a fast, but inefficient response often does not seek user satisfaction, and certainly, the ultimate goal of data retrieval is to satisfy user satisfaction [4].

b. Efficiency: The efficiency criterion evaluates the use of resources (by the information retrieval system). Efficiency includes performance (e.g., processing speed or response time) and also system resource utilization. As information resources increase, the need to reduce retrieval time increases rapidly. The translation of the user’s information needs is not easy. For this reason, they must find solutions that reduce the search time and thus improve the matching step. Increasing performance and overcoming uncertainties during the extraction and translation of information in documents and queries.

Indexing is one of the most important parts of search engines’ procedures in which the documents selected by the crawler are processed and analyzed (by tokenizing, elimination of stop words, stemming, term weighting, and so on) to find for each document some keywords that can describe the document in a relatively unique manner (a.k.a. index). Of course, at the final step of this procedure, indexes of different document files are managed as inverted file in which all of the indexes are listed once indication to which documents each index is referring to Ceri et al. [4].

Indexing has very serious impacts on effectiveness and efficiency of the search engine since it contains metadata about the documents content (to use the relevant ones to the users query), and to retrieve documents faster.

Although, essentially, an index entry consists of the two main parts of value and pointer, but some more details could be used in index data structure (e.g., weight of the term in each of the documents i.e., tf(id)). So, to design a proper indexing technique, both the index data structure and the required operations (e.g., create, update, delete, fetch.) must be designed properly.

For indexing of image documents, generally there are two methods: text-based and content-based methods [5]. In text-based methods, indexes are expressed with the use of text descriptor (i.e., features of the image) and annotations. Searching for images in these systems is based on the text [6]; while in the content-based image retrieval, the image is retrieved based on features such as color, texture, shape and the like, which are extracted from the image’s content, itself. So far, various systems for image retrieval have been developed using both methods (text-based or content-based) or by combining two methods; an initial classification of methods for medical images retrieval is shown in Fig. 1 [5].

Although, many of the research publications have focused on the content-based for medical image retrieval (e.g., [6–8]), but text-based medical image indexing techniques also have the following reasons to be used and emerging recently [9–11]:

- Computation overheads required for image content processing and analyzing can be reduced by annotating medical images and using such annotations as its features.
- One drawback of content-based indexing and weighting the documents based on the frequency of term or pattern is spam misuse in SEO (search engine optimization) topic (a technique wherein a word or pattern is repeated hundreds of times on a page in order to increase the frequency and propel the page higher in the listings). Off-the page retrieval (such as the link analysis or click-through
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Recent data mining and machine learning techniques and tools can be used to effectively and efficiently extract the features of the images’ content.

Considering the advantages and disadvantages of these two approaches, in order to increase the precision of retrieving medical images, the semantic retrieval of medical images, auto-annotation of images, and the use of a variety of methods for extracting content (color, shape, and texture) have been exploited.

In the study of Ayadi et al. [11], a modality feature-based re-ranking model is proposed for medical image retrieval based on medical image–dependent features. These features are manually selected by a medical expert from imaging modalities (e.g., image modality and image scale) and medical terminology. The motivation is the large influence of image modality in medical image retrieval and they evaluate their approach via a series of experiments on the medical ImageCLEF data sets.

Galshetwar et al. proposed a multi-dimensional multi-directional method for biomedical image retrieval taking into consideration the fact that, biomedical images have dominant spatial information. So, it encodes relationship of neighbor pixels in adjacent planes of a multi-dimensional image, in three stages; first of all, five sub images are formed by traversing in five different directions on three planes of a multi-dimensional image, then directional masks are applied on each sub image to find directional edges of the image, and finally, maximum edge patterns are found based on the directions of the directional edges. Relationship of neighbor pixels with center pixel is encoded by standard local binary patterns and local the relationship between adjacent pixels surrounding the center pixel is encoded by mesh patterns [12].

Tseng et al. [13] presented the multi-dimensional indexing structure called D-tree for access to business intelligence information. From a multi-dimensional point of view, point locations (objects) are important information for managing spatial data that should be well documented. The first two categories have similar features in representing spatial data. But for the management and processing of documents, words are the most important objects. But their location in a document depends on the context in which it is hardly possible to record with current language perceptual technologies. For online analytical processing, the traditional index structures for spatial data indexing may be very complex and inappropriate for text documents. Therefore, indexing structures for textual documents should be re-examined.

Image retrieval systems that have been used in the field of medicine are Automatic Search and Selection Engine with Retrieval Tools (ASSERT), CasImage, medGIFT, VisMed, BRISC, IRMA, the second National Health and Nutrition Examination (NHANES II), and FSSEM. Also, there are seven online medical image retrieval systems: figure search, BioText, GoldMiner, Yale Image Finder, Yottalook, IRMA, and iMedline that belongs to NLM (Open-i, Open Access Biomedical Search Engine) [14, 15].

Böhm et al. [16] implemented an indexing structure on a commercial relational database system, which showed that this could easily be done for a large class of multi-dimensional index structures. To prove this, they implemented an X-tree on Oracle 8 and ran several experiments on large databases. The upgraded performance is very high compared to the continuous scan of the database.

In the study of Safaei and Habibi-Asl [15], a multi-dimensional indexing techniques is proposed for medical images retrieval in which set of standard features of medical images (e.g., the DICOM format) are partitioned through a relational DBs normalization-like approach. Then, a hierarchical structure of such partitioned features is constructed as a multi-dimensional index structure and used for future search and retrieval of indexed medical images.

In order to clarify the differences of the proposed technique with the abovementioned works, it should be noted that although in the study of Ayadi et al. [11], a feature-based medical image retrieval is issued, there is some major differences with the proposed text-based (feature-based) multi-dimensional indexing technique; first of all, it is re-ranking model but not an indexing technique (no index data structure to construct, store and using for retrieval), features are manually determined by medical human experts (not standard features such as in the DICOM). There are many other researches working on getting the relevance feedback through medical social networks for example [17]. Of course, Ayadi et. al. have also used the ImageCLEF data set for their experiments (it has been used it for a part of data set in this research).

Also, the multi-dimensional multi-directional mask maximum edge pattern medical image retrieval approach presented in Galshetwar et al. [12] in fact analyzes the content of medical images in three levels of dimensions, and also in multi direction (i.e., a multi-dimensional indexing of medical images based on their content pixels’ patterns and in different directions).

The multi-dimensional indexing technique proposed in [15] in which Normalization of relational database is used for partitioning the set of feature for medical images is another similar and recent related work that would be compared and discussed.

The rest of the paper is organized as follows: the proposed text-based multi-dimensional indexing technique including the proper data structure and the required operations are presented in section 2. Complete evaluation of the proposed indexing technique, both analytical and experimental evaluation, is provided in section 3. Finally, the paper is concluded in section 4.
2 The proposed medical image retrieval

The proposed indexing technique is a text-based, multi-dimensional indexing in which correlation of the features' usage (according to the users' queries) is considered for the construction of the index structure.

In fact, assuming that each medical image has some extracted features (e.g., based on the DICOM standard), correlation of the features are discovered by performing data mining techniques (e.g., association pattern discovery), on the history of users' queries as a data set. Then, based on the correlation of the features of the medical images, set of all features is fragmented into subsets (using method like the vertical fragmentation of the tables in disturbing of relational DBs). After that, each of these subsets of the features turn into a hierarchy of the features (by applying a hierarchical clustering algorithm on that subset), subsequently all of these distinct hierarchies together make a multi-dimensional structure of the features of medical images, which is in fact the text-based (feature-based) multi-dimensional index structure.

Constructing and using such text-based multi-dimensional index structure via its specific required operations, medical image retrieval process would be improved in the underlying medical image search engine. Generally, an indexing technique is to provide a logical representation of documents in order to optimize the retrieval process. The proposed indexing technique is designed such that can improve retrieval of medical images in a medical image search engine in terms of its effectiveness and efficiency. Considering correlation of the features of the image would semantically improve precision (effectiveness) of the retrieval process, while managing them together in one dimension would try to optimize (i.e., minimize) the resources to have a better efficiency.

In order to describe the proposed text-based multi-dimensional indexing technique (its data structure and operations), it is necessary to provide a method for constructing the data structure; first, the text-based multi-dimensioning of the features in the creation of the data structure is explained. Then, the creation of the multi-dimensional structure is presented and after that, the main operations designed for this data structure will be explained.

Definition 1: Multi-dimensional indexing technique

The multi-dimensional indexing technique, designed to facilitate information retrieval, consists of two basic pillars: (1) a multi-dimensional data structure for storing indexes; and 2) a set of operations for working with it, such as insertion, deletion, and search (query processing, matching, and representation).

Using the concept of multi-dimensional is to look at a document from all aspects. Previously, the search for documents was always done in one-dimensional form. In that way, for each index term assigned to a document had a referral at the time of retrieval, which meant that not all aspects of a document were considered and this would reduce the precision in retrieval; because it might have retrieved documents by simply having an index word in the query, without considering the other important aspects of those documents.

In the proposed multi-dimensional indexing, it is assumed that all indexes assigned to a document are properly retrieved in a multi-dimensional structure and unrelated images are not retrieved.

The ‘S’ medical document collection has ‘M’ descriptive features as M: \{m₁, m₂, ..., mₖ\}, which is included in the dictionary that is created as explained in the introduction of this section. In the proposed data structure, the features are divided into “n” dimensions: D: \{d₁, d₂, ..., dₙ\}. In this divide, \(k \leq n\). If \(k = n\), each dimension has one descriptive attribute, and it will not be any different from the one-dimensional indexing. Previously it was explained that one-dimensional indexing is not suitable for efficiency and effectiveness and reduces the speed and precision of retrieval.

Definition 2: A n-dimensional structure

“A polygon document DM = (S, (A₁, A₂, ..., Aₙ)) where S is the document set defined in n dimension \(D₁, D₂, ..., Dₙ\).”

Such a structure optimizes time and precision in the retrieval system by creating various dimensions that can be searched in the retrieval of a particular type of document, such as medical images. The only rational assessment is a statistical analysis of empirical behavior of different techniques and their response to real performances on real systems and on real issues [18].

2.1 2-1. Index construction (create)

In order to design a text-based multi-dimensional index based on the features-usage correlation, it is first necessary to compile the features associated with the medical image. These features will be used as content candidates in creating the index. A medical image with a DICOM format has some data. The contents of the DICOM header, each with the following features, are candidates for being in a multi-dimensional structure. DICOM is used in radiology, mammography, cardiology, radiotherapy, cancer, ophthalmology, dentistry, pathology, surgery, veterinary medicine, neurology, and pneumonia. The data assigned to each image on the DICOM header describes that image, which can be used to retrieve the image.

The following algorithm is used in the proposed indexing technique to extract features from the DICOM header.

```
1. Sequence sq = file.GetJointDataSets ().
   GetJointSubsequences ();
2. string tag = string.Empty;
3. string description = string.Empty;
```
foreach (DataElement element in sq) {
    tag = element.Tag.ToString ();
    description = element.VR.Tag.GetDictionaryEntry ().Description;
    Console.WriteLine (tag + " " + description); }

The DICOM standard is the standard used for managing, storing and sending information specifically for medical images. Some of the images that will be used in the proposed system for retrieving the medical images will be images stored in the hospital and with the DICOM standard. The DICOM standard provides information on the description of all items, such as the name of the patient, the time of birth, age, sex, weight, smoking status and type of image.

The DICOM header has many features: (1) they are not all used to retrieve images; (2) many of these features are not filled by the radiology and hospital staff. According to research on the retrieval behavior of the group using these images [19, 20], at least two, or at best, three of the following axes were found in specific queries:

1. Anatomy area
2. Image type
3. Pathology

As a result, these three items were selected as the main features of retrieval. Other features such as age, gender, side (right or left), weight, and type of device were added to the DICOM header.

2.1.1 Step 1: Assigning features to each of dimensions

After the special features of medical images are collected, it is time to choose the appropriate features. For a more precise explanation of the choice of features, it is necessary to state that an attribute has two features of type and value. For example, the various types of features that are presented in the case study of medical images, along with their values, can be found in Table 1.

In this step, the proper features are chosen for each dimension. Features that can increase recall (relevant retrieved ratio to existing relevant) and precision (relevant retrieved ratio to total retrieved) in the multi-dimensional structure. It is assumed that M features have been identified in the collecting of features. Features that in separate dimensions are subsets of the M set. These dimensions should have the following basic features:

- Covering: Includes all possible queries. Including all potential probable queries, by taking into account all applications and, for example, taking into account queries raised in an image retrieval system of a hospital or a medical search engine.
- Non-overlapping: The selected features are complementary and do not overlap.

In other words, the subsets of the selected features (whose union are null and their intersection makes the entire collection) divide the entire set of features should be useful for all users of medical search engines, including diagnosis, treatment, education, and research.

To do such a division of medical features, using features application, the vertical fragmentation will be used. Vertical fragmentation is done by partitioning the database tables containing descriptor features, in parts that are formed by using the affinity of the features. The criterion for affinity of features is their application. Finding the frequency of document descriptors application can be done in two ways:

1. Considering all types of queries that users are submitting to the retrieval system. For example, if the list or user query logs are available from the image retrieval system, this method is used. By analyzing queries, you can identify the features that are being asked together.

2. Based on the analysis of descriptor features from the collection of images available. For example, in a hospital, depending on the amount of the different types of medical images stored with the DICOM standard header, one can find out what the needs of patients and medical personnel are for various uses, including diagnosis, monitoring, etc. in that hospital. As a result, if the DICOM descriptors and their data are extracted from a collection of hospital images taken during a given period from the patient, then proper categorization take place on the descriptors of the images; descriptor collections can be obtained.

| Table 1 Differences in the type and value of features |
|-----------------------------------------------|
| Type                                | Value                                      |
| Image modality                      | MRI, CT, X-ray, radiology                  |
| Anatomy area                        | Heart, nervous system, stomach, spine      |
| Injury                              | Inflammation, clotting, vascular rupture, Fractures |
| Sickness                            | Diabetes, kidney failure, arthritis, Parkinson, Alzheimer’s |
Definition 1: Vertical fragmentation

Vertical fragmentation in a relation A creates parts A_1, A_2, ..., A_n, each of which has a subset of features, which are categorized according to the number of uses of the values of specific features (used in queries). The purpose of the vertical fragmentation, dividing a relationship into a set of small relationships, so that many user applications can only be executed on one piece. In this case, an “optimal” piece creates a plot of fragmentation that minimizes the runtime for the user’s application on which The parts are executed [21].

Vertical fragmentation has been investigated in the area of centralized and distributed database systems. In centralized systems, it is a design tool that allows user queries to work with smaller relationships, thus giving access to a small number of pages. It has also been suggested that very “active” sub-relations can be identified and, in cases where there is a hierarchy of memory, it can be embedded into the subsystem with faster memory [21].

This concept of vertical fragmentation defined in the two paragraphs above is applicable to the definition of optimal dimensions. If a relation A is a collection of descriptor features of the retrieved documents, vertical fragmentation can divide the descriptor features set into smaller sets in order to create optimal dimensions that minimize runtime execution.

The information requirements are described below. The most important information needed as input for vertical fragmentation is the application. Because vertical fragmentation puts those features into a piece that are accessed together, it is necessary to define a different criterion to define the concept of “being together.” This criterion is “affinity” of features that indicates how much features are related.

The important information regards the applications is the frequency of access to them. But as already mentioned, at the beginning of creating a fragmentation, in the absence of access to the application, it is logically possible to refer to the frequency of features in the list of writings. If Q = {q_1, q_2, ..., q_n} is a set of references (applications) to the relation A (a_1, a_2, ..., a_n). For each q_i reference and any a_j attribute, an attribute usage value is used which is referred to as use (q_i, a_j) and is defined as follows:

\[
\text{Use} (q_i, a_j) = \begin{cases} 
1 & \text{if } q_i \text{ uses } a_j \\
0 & \text{otherwise}
\end{cases}
\]

In this regard, if the a_j attribute is referenced by q_i, the value of the relationship is equal to 1 and otherwise 0.

Use vectors (q_i, 0) for each application, if the designer knows the queries to be executed on the database, it is easy to define.

Example: By having the following relation, queries have been raised:

\[
\text{PROJ (P NO, P NAME, BUDGET, LOC)}
\]

By having the identification number of an image, find the type of sickness it describes:

\[
q_1 = \text{SELECT SICK FROM PHOTO WHERE PNO=Value}
\]

Find the types and anatomy described in all images:

\[
q_2 = \text{SELECT PNAME, ANATOMY FROM PHOTO}
\]

Find types of images that have the considered sickness:

\[
q_3 = \text{SELECT PNAME FROM PHOTO WHERE SICK=Value}
\]

Find all images that have a specific sickness in various anatomical areas of the body:

\[
q_4 = \text{SELECT ANATOMY FROM PHOTO WHERE SICK=Value}
\]

In summary:

\[
A_1 = \text{P NO}, A_2 = \text{P NAME}, A_3 = \text{ANATOMY}, A_4 = \text{SICK}
\]

The matrix for using the features is as following Fig. 2:

\[
\text{aff} (A_i, A_j) = \sum_{k \in \text{refl}(q_k)} \sum_{a \in \text{acc}(a_k)} \text{refl}(q_k)a\text{cc}(q_k) (1)
\]

where refl(q_k) is the number of accesses to the features (A_i, A_j) and axcc(q_k) is the predefined access frequency rate criterion.

The result of this calculation is an n × n matrix, each element of which is one of the criteria defined above. This matrix is called the features affinity matrix of (AA).

Example: In the following example it is considered that for simplicity, ref(q_k) = 1 is considered for all q_k and S_k. If the frequency of applications is as follows:

\[
\begin{align*}
\text{acc}_1(q_1) &= 15 \\
\text{acc}_1(q_2) &= 5 \\
\text{acc}_1(q_3) &= 25 \\
\text{acc}_1(q_4) &= 3 \\
\text{acc}_2(q_1) &= 20 \\
\text{acc}_2(q_2) &= 25 \\
\text{acc}_2(q_3) &= 25 \\
\text{acc}_2(q_4) &= 0 \\
\text{acc}_3(q_1) &= 10 \\
\text{acc}_3(q_2) &= 0 \\
\text{acc}_3(q_3) &= 25 \\
\text{acc}_3(q_4) &= 0 \\
\text{acc}_4(q_1) &= 0 \\
\text{acc}_4(q_2) &= 0 \\
\text{acc}_4(q_3) &= 0 \\
\text{acc}_4(q_4) &= 0
\end{align*}
\]

Fig. 2 An example of an features usage matrix.
The affinity criterion between the \( A_1 \) and \( A_3 \) features is calculated as follows:

\[
\text{aff}(A_1, A_3) = \sum_{k=1}^{3} \frac{\text{acc}(q_k)}{\sum_{k=1}^{3} \text{acc}(q_k)} = \text{acc}(q_1) + \text{acc}(q_2) + \text{acc}(q_3) = 45
\]  

(2)

Since the only query (application) that accesses both features is \( q_1 \), the response is calculated as follows. The matrix of the affinity of the features is shown in Fig. 3. Diameter values are not computed because they are meaningless [21]. Features affinity matrix is used to guide fragmentation. This process first involves the clustering of high-affinity features together and then the separation of the relationship on this basis [21]. The result of the fragmentation resulting from this process is the creation of subsets of the large M set of medical images features and each subset forms one dimension. The Bond Energy Algorithm (BEA) is a fundamental work in the design of a vertical fragmentation algorithm for grouping features of a relationship based on the affinity values of features in AA.

### 2.1.2 Computation of the affinity matrix (correlation of the features)

Someone may ask the question, how the affinity matrix can be computed or generated to be used as the input of the described vertical fragmentation step.

Different approaches are used for affinity computation, ranging from mathematical computation (such as in [22]), or feedback through medical social network (e.g., in [17, 23]), to using data mining techniques such as the Random forest and Gaussian process regression algorithms [24].

The most proper approach for computation of the affinity matrix is the Association Rule Mining [25]. Association rule (pattern) mining (discovery), provides interestingness relationship between data attributes (i.e., features) and has application in market basket analysis Web usage mining, intrusion detection, continuous production, and bioinformatics.

But, classic Boolean Association pattern discovery would not be suitable for our case, and Quantitative Association pattern discovery [26] must be used, since we need the numerical value of the pairwise interestingness of features, to compute the affinity matrix’s entries.

So, the quantitate association rule mining approach presented in [26] has been applied for computation of entries of the affinity matrix of the images’ features, to be used for the vertical fragmentation step (described in section 2.1-1).

After computing the features affinity (correlation) matrix and using it to vertically fragment and partition the set of the features into subsets, each with the maximum affinity between its features, each of these subsets of features (as one dimension) will be reshaped into a hierarchy by applying a hierarchical clustering algorithm (described in the next section).

Note that, as stated before, the proposed indexing technique aims to improve retrieval of medical images in a medical image search engine in terms of effectiveness and efficiency. Considering correlation (i.e., pairwise affinity) of the features of images would semantically improves the precision (effectiveness) of the retrieval process, while managing them together in one dimension would try to optimize (i.e., minimize) the resources to have a better efficiency.

### 2.1.3 Step 2: Hierarchical clustering within each subset (dimension)

To create the right structure for each dimension, we need to examine different methods of processing and categorizing information so that, by creating the proper structure, it becomes possible to perform retrieval on features in an optimal manner in terms of time and memory usage, as well as in terms of retrieval evaluation criteria (precision and recall). Data processing is one of the most important issues in the information world. Clustering is one of the best ways to work with data. Clustering makes it possible to enter the data space and recognize its structure, so it is considered as one of the most ideal mechanisms for working with a huge data world.

The number of clustering methods currently used to analyze data is very high. The two common types of clustering methods are as follows [27]:

1. Hierarchical clustering (has two types of agglomerative and divisive)
2. Non-hierarchical clustering (includes five types of partitioning (K-means, K-medoids, Fuzzy c-means), density based (DBSCAN, OPTICS), based on the grid, network-based algorithms (STING, CLIQUE) and graph-based)

Non-hierarchical partitioning clustering algorithms are less costly in terms of computational time than hierarchical algorithms [27]. On the other hand, hierarchical algorithms provide more qualitative results than partitioning [28].

Hierarchical clustering algorithms are used to divide or merge a given dataset into a sequence of nested partitions. The hierarchy of these nested parts is of two types:
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agglomerative or down-to-top or divisive or up-to-down. Usually, their results are displayed by a dendrogram tree.

The tree map or dendrogram (hierarchical tree diagram): The final output of both hierarchical agglomerative and divisive hierarchical methods is a dendrogram. A dendrogram is a 2-D diagram that can be plotted both vertically and horizontally. The results are the same in either case. To determine the number of clusters, a dendrogram can be cut at an appropriate point. In this diagram, what matters is height. As clusters formed at lower altitudes, clusters or observations are more similar to each other and vice versa.

To form the tree structure required for the proposed multi-dimensional indexing technique, the clusters that are created at each stage and displayed in the tree structure of the dendrogram are shown in Fig. 4 will be kept and will be used to create the tree structure in each dimension of the proposed data structure.

Comparison and selection of appropriate clustering

The purpose of clustering is to find similar clusters of objects among input samples, but which clustering method is appropriate and which is not suitable is a controversial issue. It can be shown that there is no absolute criterion for the best clustering, but it depends on the issue and the user’s point of view. By estimating or looking at the output, the user can determine how much the precision of data clustering is. However, there are various criteria for the goodness of a cluster that can guide the user to achieve a proper clustering. Some of these criteria are presented in later sections. One of the important issues in clustering is the selection of clusters. In some algorithms, the number of clusters is already specified, and in others, the algorithm decides itself to divide the data into how many clusters. An agglomerative hierarchical clustering that has a down-to-top operation shows a better performance for the data structure. Web clustering has become a topic for researchers in the field of information retrieval for many years [29]. Agglomerative hierarchical clustering is often used more than divisive in data retrieval [30].

The reason for choosing Agglomerative hierarchical clustering as the priority over non-hierarchical clustering algorithms in retrieval is as follows [29]:

1. For non-hierarchical algorithms, the number of clusters as inputs is required. But getting this number is very hard. On the other hand, hierarchical clustering does not require this information.

2. Non-hierarchical clustering algorithms are uncertain and unstructured. While the agglomerative hierarchical clustering algorithm is certain, it returns a hierarchy that contains useful information.

3. By hierarchical data, the readability is more informative, but in a non-hierarchical algorithm it is necessary to study all the clusters for finding information [29].

The simple algorithm of agglomerative hierarchical clustering is as follows: SIMPLEHAC \((d 1, \ldots, d N)\) for \(n \leftarrow 1\) to \(N\) do for \(i \leftarrow 1\) to \(N - 1\) do \(C[n][i] \leftarrow \text{SIM}(d \_{i}, d\_{i+1})\) \(I[n] \leftarrow 1\) (Considers active clusters) do for \(k \leftarrow 1\) to \(N - 17\) do \(\text{argmax}_{C[i][m]} \left(\text{SIM}(i, m, j)\right)\) \(A \leftarrow \{j\}\) (Maintains clusters as a sequence of merges) do for \(j \leftarrow 1\) to \(N10\) do \(C[i][j] \leftarrow \text{SIM}(i, m, j)\) \(I\) \(\leftarrow \text{SIM}(i, m, j)\) \(I\) \(\leftarrow 0\) (Inactivating the cluster) return \(A\)

First, the matrix \(N \times N\) is calculated for the similarity “C.” Then, the algorithm, \(N-1\), executes the merging step for clusters that are very similar. In each replication, the two clusters that are very similar are merged, and the columns and rows of the cluster merged into “C” are updated. Clustering is stored as a list of mergers in “A.” “I” shows which cluster is still active for merge. The function of \(\text{SIM}(i, m, j)\) calculates the similarity of the \(j\) cluster in the merge with clusters \(i\) and \(m\). In some agglomerative hierarchical algorithms, \(\text{SIM}(i, m, j)\) is just a function of \(C[i][j]\) and \(C[j][m]\). [31].

Choosing the criterion of similarity or lack of similarity (distance) A criterion of similarity criteria is used to determine whether an instance of data belongs to a cluster or not. The function of many algorithms depends on choosing a good similarity criterion for its intended data set and changing the quality of the final results. Similarity criteria are chosen based on the application and type of algorithm.

The Rand index (RI) is often used to measure the cluster quality and is an agreed criterion between two set of objects: the first is the set that has been created in the clustering process and the other is defined by the external standard. While there are various clustering criteria, such as total square error, entropy, purity, jacquard, etc., the RI is probably the index that is most often used to check the accuracy of clustering [32]. Assume \(S = \{o_1, o_2, \ldots, o_n\}\) is a set of \(n\) elements and two divisions of \(S\) are compared. \(C = \{c_1, c_2, \ldots, c_s\}\), which is a partition of “S” with “r” subset and \(G = \{g_1, g_2, \ldots, g_l\}\) is a division of \(S\) with “s” subset, the RI index is defined as follows:

\[
\text{RI} = \frac{a + b}{a + b + c + d}
\]

Fig. 4 Example of a dendrogram tree from agglomerative clustering
where in:

- a is the number of pairs of data in S that are in C in the same set and in G in the same set.
- b is the number of pairs of data of S that are in C in different sets and in G in different sets.
- c is the number of pairs of data of S that are in C in the same set and in G in different sets.
- d is the number of pairs of data of S that are in C in different sets and in G in the same sets.

In the study [32], similarity criteria were compared for numerical data clustering in distance-based algorithms and benchmarked using 15 sets of data. The accuracy of similarity criteria is calculated using the Rand index and is discussed for the best similarity criterion for a set of small and large dimensional data and for four well-known distant-based algorithms. The result shows that the ‘average distance’ is among the highest accuracy in the criteria for clustering algorithms. Based on the results of the study Shirkhorshidi et al. [32], Pearson coefficients are generally not recommended for a low-dimensional data set. It also does not work with center-based algorithms (algorithms that include central data, representing each cluster that does not necessarily belong to the dataset). This criterion is recommended for a large dimensional data set using hierarchical approaches.

\[ \text{Pearson}(x,y) = \frac{\sum_{i=1}^{n} (x_i - \mu_x)(y_i - \mu_y)}{\sqrt{\sum_{i=1}^{n} (x_i - y_i)^2} \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2}} \]

According to the results of the studies mentioned, Pearson’s coefficient is used as the appropriate similarity criterion for selected clustering, i.e., agglomerative hierarchical clustering that is used to construct multi-dimensional data structure’s dimensions.

### 2.2 The Multi-dimensional index data structure

In this section, comparisons were made with the study on various categorization, classification and clustering methods to create the appropriate data structure for each dimension of the data structure of the proposed indexing technique. The goal is to have a data structure that brings together the most closely related data. The time and space used for this structure should be as optimal as possible. Finally, a structured and stable agglomerative hierarchical clustering was selected to create a tree structure in each dimension.

Hierarchical clustering displays the clustering result in which similar data are put together in a structured way in the dendrogram tree. Since agglomerative hierarchical clustering is used more in information retrieval [37] and is not sensitive to pertinent data, this clustering was selected. The reasons for this selection are given in Section 2-1-2-1. The algorithm suitable for this clustering, due to the low time and space complexity, was chosen for the complete linkage algorithm.

The similarity criterion that will is used in this algorithm, according to the practical results of the different distance criterion, was determined as the Pearson coefficient. Because the practical results indicated by the RI showed that the Pearson coefficient exhibits a better hierarchical clustering than other results.

By clustering for the normalization approach, as in Fig. 5, a tree structure is constructed for each dimension of the proposed multi-dimensional data structure. The final result is the creation of a forest. The final structure for the proposed multi-dimensional construction is the structure that connects these trees and creates a multi-dimensional. To connect these dimensions, the use of a circular or rotational link list is proposed and discussed below:

In the proposed structure, a root node collects the root of all other dimension trees (Summit) and creates a meta-tree. The root of each tree is the representative of that tree, which is the structure of each dimension. Obviously, to create a Summit structure, firstly trees of each dimension must be created to form the structure with the aggregation of the roots of each dimension. For the proposed data structure, the place where the dimensional connection is made is called the Summit. The Summit in the proposed structure contains the roots of the trees forming each dimension. In order to be able to access the root nodes that represent the dimensions in a dynamic and fast way, they are structured into a double link circular link list at the Summit. The reason for using a rotating or circular link list is quick access to root nodes at the Summit.

Using arrays is a method of storing such data that has some disadvantages. For example, adding and removing elements in an array is relatively costly. Moreover, since each array usually occupies a block of memory space, the number of stored elements in an array is limited to the size of the array, and the array size cannot be increased when it is necessary to store more elements than the size of the array. For this reason, arrays are called compact or dense lists. In addition, arrays are also called the static data structure.

Another way to save a list in memory is to put each element in a node, which contains the information fields and the next node’s address in the list. In this way, it is not necessary to occupy successive elements in the list of adjacent spaces in memory. This makes it easy to add and remove list elements. This is known as building a link list.

The link list is a dynamic data structure. The number of nodes in the list is constantly changed by inserting and deleting the elements. The dynamic nature of the list is controversial with the static nature of the array whose length remains constant. One of the reasons for selecting the link list to implement the Summit in the data structure of the proposed
The technique is its dynamic structure. Another reason is the optimal use of storage space using pointers and has a positive effect on the system’s efficiency, which is one of the goals of designing a multi-dimensional indexing technique. In addition, the cost of insertion and removal in the array is very costly.

Since each node in link list has the next node address, it is not necessary to put the list elements in memory beside each other. Because each node defines its next element, to access the link list elements, an external pointer refers to the first node in the list. In the Summit data structure, the pointer is stored at the main root. This pointer contains the address of the first node of the list. The first node in the list points to the first dimension that has a high priority, and scrolling always begins with this entry.

The circular link list is similar to the one-way list, with the difference that the last node’s address field, instead of referring to NULL, refers to the list’s first node. In the one-way list, we must always have the first node of the list. But in the circular link list, you can access all the nodes with the address of each node you want. An example of a circular link list is shown in Fig. 6.

2-2-1. Nodes

The node is considered as the smallest unit of the data structure. After explaining the types of nodes, the space complexity of the proposed data structure is presented. The following section describes the operations and pseudo-code for these operations in the proposed data structure. The time complexity of each operation is given at the end of each operation.

- **Node**: The smallest unit is a data structure. In the data structure, which is constructed using an agglomerative hierarchical clustering in the form of a tree in each dimension, then the root nodes of the trees, by connecting to the root mother in the structure of the summit, form the proposed data structure. There are three types of nodes:

1. Root node
2. Middle node
3. Leaf node

Each node has two fields including data and pointer which in different types of leaf, root, and middle nodes, each field has different parts as shown in Fig. 7. First, all the fields that can be added to each part of a node are explained, and then, explaining each node, the reason for using or not using each part is explained.

The data part can include the following:

1) The frequency of any attribute
2) The frequency of the value of that attribute
3) The attribute
4) The value of the attribute itself
5) Data structure information
6) Information about each dimension

The pointer part can include the following:

1) pointer to the next node of the same level
2) pointer to the previous node of the same level
3) Pointer to a parent node
4) Pointer to a child node
5) A document pointer

Parts that are not generally used in the proposed data structure nodes include the frequency field of features, the pointer to the previous node, and the pointer to the parent node.

The frequency of features is used to create the data structure and is the input of the first step of dimensioning and also the second step in creating a hierarchical structure. Since the creation operation occurs only once and has no function in the main operation, i.e., search, also to optimize the efficiency of the space usage criterion of the data structure, it is not necessary to use it in the original data structure.

The pointer to the same level node is used in the link list section of the proposed data structure, where the root nodes of all dimensions are located. Because the dimension scrolling in the search operation is forward, it is not necessary to use the
pointer to the previous node, and only the pointer to the next node is used. Not using the pointer to the parent has a similar reason. As the navigation in the data structure is from top to down, it is enough to have a pointer to the child. Not using parts that are not used in operations improves the efficiency criterion for memory usage. The following sections describe the parts that are used in the proposed data structure in detail.

Each node can be defined as a structure that has the fields of data and the address field. In the following definition of the node, the types of parts of each field in the general structure of a node in the proposed data structure are presented. The reason for not using some parts of the general structure in the definition of nodes is explained above.

```c
struct Node {
    elementType info {
        Attribute
        Value
        Info
    };
    Node * next {
    Node → Child
}
};
```

As shown in the pseudo-code above and in Fig. 8, each node has two general parts: the data part and the pointer part. The data part contains information about the entire structure of the data, information about each attribute, the attribute itself, and the attribute value. The pointer part contains the pointer to the child, the pointer to the image document and the pointer to the next node (in the root nodes of each dimension).

The content of these two parts is different in the root, middle, and leaf nodes.

**Leaf node**: The leaf node in the data part contains the attribute and its value. Maintaining the attribute type in each node is due to the multi-dimensionality of the data structure. Because in the case of one-dimensionality, there is no need to express the type of attribute. In the pointer, the leaf node points to the image document but does not point to the child. The pointer to the same level node is also not used because of the of the top-down scroll. An example of a leaf node is given in Fig. 9.
Middle node: The middle node shown in Fig. 10 is the same as the leaf node in the data part containing the attribute and its value. In its pointer section, it does not refer to the same level node; because the navigation in this data structure is from top to down and there is no need to refer to the node at the same level. In the pointer, the middle node contains a pointer to the child and one to the image document. The direct pointing of the middle nodes to the document is to make data structure flexible for comprehensive queries. This will improve the recall and causes precision retrieval for any incomprehensive query. It also improves performance by boosting retrieval speed. For a clearer explanation of these reasons, consider the following example:

The S document set contains images with features A. A contains the attribute type and the attribute value. For example, for the type of attribute, you can name image modality or disease. If we consider the image modality as an attribute type, the attribute value for it will be MRI, CT, and X-ray. All features A are located on the middle and leaf nodes. A node in the data section may have only image modality attribute. If this attribute is located in the middle node and the user uses the keyword “all modalities” of images in their queries, all of these images will be retrieved more quickly with a pointer to the documents containing this attribute. The opposite of this process is that all the nodes that have modality in their attribute type part of the data part are separately found and retrieved, which is required a long time for it. As a result of the presence of a pointer to the document in the middle nodes, speed and recall will increase, especially for comprehensive queries.

Root node: In the proposed data structure, as shown in Fig. 11, there are two types of root nodes. Mother root node and the root node of each dimension. The Mother root node, which is located above the data structure and is the beginning point of scroll through its structure, contains data about its dimension in the data section and a pointer to the children in the pointer section. These children are root nodes in dimensions. The root node of each dimension, in the data section, contains the information for each dimension and in the pointer, contains the pointer to the child and the pointer to the next node of the same level.
Connection of the dimensions: In the proposed structure shown in Fig. 12, a root node collects the root of all other dimension trees (Summit) and creates a meta-tree. The root of each tree is the representative of the same tree, which is the structure of a dimension. Obviously, in order to create the Summit structure, we must first create trees of each dimension, to form the structure by aggregating the roots of each dimension. For the proposed data structure, we call the point where the dimensional connection is made, the Summit. The Summit in the proposed structure contains the roots of the trees forming each dimension. In order to be able to access the root nodes that represent the dimensions in a dynamic and fast way, they are structured in form of the circular link list at the Summit. The reason for using a rotating or circular link list is quick access to root nodes at the Summit.

The general form of the proposed multi-dimensional data structure is shown in Fig. 13. Due to the similarity of the structure created to proposed s.

2.3 2-3. Other operations and the time complexity analysis

2.3.1 Create

This operation is described in detail in Section 2-1. To create a multi-dimensional index, first of all, special features are derived from medical images. Then, these features are divided according to the normalization approach based on functional dependence. Next, the data structure is created. Agglomerative hierarchical clustering creates the data structure for each dimension. Then, by connecting the roots of each data structure, the Summit is formed, which is the dimensional connection point.

In the following pseud-code, the create operation is presented based on the previous sections:

```
Create index ()
{
    1 Extract Features from Images;
    2. Separate Features in Dimensions (Normalization (with Functional Dependency) )
    4 Data Structure for each Dimension (Hierarchical Agglomerative Clustering)
    5 Bind Dimensions in Summit;
}
```

2.3.2 Search (fetch)

Search operations are done in the following steps:

1) It starts with a query by the user. This query contains specific features or their values (for example, the image modality is a specific attribute and the CT image is a value). Scrolling the data structure is happening for the search.
2) Scrolling starts from the root.
3) Gets to circular link list.
4) Then runs parallel on the trees of the dimensions at the same time.
5) If reaches the specific attribute in the query, it returns the pointer to the document.

Fig. 11 The root node in the proposed multi-dimensional structure

Fig. 12 The Summit structure in the proposed multi-dimensional structure
1 Search index (void Search_In_All_LinkedLists (List l, string search_val)
2 Position p = l->next;
3 while (p != NULL)
4 agg_tree my_tree = search_tree(p->tree_node, search_val);
5 if (my_tree != null) // The search term was found in this tree
6 print_preorder (my_tree);
7 else // That is, the search term in this tree is not found and should go to other trees
8 p = p->next;
9 Return my_tree->image

To synchronize search in all trees, a multi-threaded system is implemented as follows:

Thread th = new Thread (() => Search_In_All_LinkedLists (List l, "Query")

- Rating the retrieved results:
  - The search result is usually presented to the user as a list of images. These images are sorted by relevance to the user’s query. Any document that has more words of the query will have more privileges. When a free text query in the form of a set of words is entered into the search engine interface without the use of any particular operator (such as Boolean operators), an acceptable scoring mechanism calculates the privilege that is counting number of the words in the query, the total amount of matching between each query word and the words in the document index privileges the documents in result [31].

After obtaining the features used in the user’s query, the identifier of the document that has any attribute is recalled, and the result of comparing the document identifiers will be the document that has all the features to be queried. These image documents have a higher rating and are presented to the user at the beginning of the list.

Example:
Query: The image has the features \{a_1, ..., a_2, a_3\}
Navigating the structure and finding features,
Finding the identifier of the documents that contain these features from the written list
Group by for DocIDs
If Count DocID is higher, will be retrieved as the first one.
Select (Attribute, DocID)
From index_data_structure
Where (Attribute = a_1 OR a_2 OR a_3 ... OR a_i)
GroupBy DocID
Order by (Count DocID) DESC

Insert
To insert a new image, you need to do the following:
The features associated with the new image are found in the data structure and for this purpose, the navigation operation (same as search) is performed.
Then, from those features, a pointer is created to the new document.

| Table 2 | The time complexity of the main operations of the index data structure |
|----------------|-------------------------------------------------|
| Operation      | Time complexity                        |
| Creation       | O(n + n^2)                             |
| Search         | O(n / d)                               |
| Insert         | O(n / d)                               |
| Delete         | O(n / d)                               |
A text-based multi-dimensional index structure for medical images instead of one or multiple distinct indexes, in order to provide an integrated multi-aspect perspective (e.g., tissue, modality and format of the image, sickness or trauma) to a medical image.

3 Evaluation

3.1 3-1. Experimental evaluation setup

Each of the requirements for evaluating the multi-dimensional indexing technique will be explained in more detail in this section. This evaluation is performed on a system with the following specifications and in the Windows operating system: Intel Core i5-4200M @ 2.5.0 GHz RAM: 6 GB

The used computer has an Intel Core i5-4200M processor with a frequency of 2.5.0 GHz and 6 GB of RAM.

To evaluate the multi-dimensional indexing technique, this indexing technique was implemented using the Lucene open source search engine. As the proposed indexing technique replaced the Lucene’s indexing technique. The implementation of the proposed indexing technique begins by obtaining image information. Due to the fact that the format of the images is of DICOM type, at this stage, the text information of the entire image is extracted. From each image, information is extracted in the following order:

1. Image ID: Each image is given a unique number. This number is used in vertical fragmentation.
2. Disease area: like chest, head and neck, pancreas and ...
3. Photo type (modality): Like CR, CT, MRI and ...
4. Type of disease: divided into benign and malignant tumors.
5. Age of the patient: for example, 58y is 58 years.
6. The patient’s weight: for example, 78 kg.
7. Gender of the patient: It is divided into two groups of men and women (male and female).
8. Other information: Depending on the area of the image, it is different:

- PET Prostate: The location of the imaging is divided into two categories: hfs and ffs.
- Mammography: Divided into two groups to the right and left.
- Breast: Divided into two groups to the right and left.
- 4D Lung: The location of the shooting is divided into two categories: hfs and ffs.
- For other areas, this part is empty.

3.1.1 3-1-1. Data set

For this study, in order to approximate the result of its proposed approach for retrieving medical images to reality, it was decided to use the hospital’s medical images stored in DICOM format. Because the selected hospital might not have all kinds of images, the effort was to use some of the image types not provided by the hospital from open source databases of medical images that were created for the purpose of the research and set up a complete set.

The medical images collection that was used to evaluate the proposed medical images retrieval system in this study included images of the Tabriz “Behboud” Hospital. To use these images, medical ethics certificates and authorization of the board of the Tabriz “Behboud” Hospital obtained. They accepted to give patient images with considering privacy and removal of patient identification information and their demographic. Because of this removal of information and the lack of proper insertion of the remaining features that were intended for this research, a series of other images included in the collection to complete the collection of images.

As a result, by presenting the variety of images that were used in the standard Evaluation of ImageCLEFmed 2016, (shown in Fig. 14) for Behboud hospital, 10,000 images were requested. The hospital’s information officer provided about 1000 images of mammography images, CTs, and radiology due to the timely exclusion of information including patient private information.

Images are stored in DICOM format, a standard for storing and exchanging medical images. The DICOM format has a...
standard in the type of features to store the required metadata for storing images, which is based on the work of this research in the division of dimensions. Different types of features associated with a medical image are stored in the DICOM header.

According to a systematic review of 66 articles on the retrieval of medical images [10], out of a total of 50 articles referring to a specific set of images for evaluating their proposed approach, 26 articles (52%) set their images according to their own research goal, 12 articles (24%) used the ImageCLEFmed medical event collection, and the rest of them used other benchmark sets such as IRMA, OASIS, ELCAP, ADNI, and some of them used a composition of these collections.

With the aim of using a benchmark of medical images in DICOM format, to evaluate the suggested indexing technique, various benchmark sets were reviewed.

OASIS: According to the descriptions posted on http://www.oasis-brains.org/, The Open Access Series of Imaging Studies provides access to MRI brain image collections for everyone.

ELCAP1: This collection has CT images of the early stages of lung cancer.

ADNI: Alzheimer’s disease Neuroimaging Initiative

These three sets are not diverse in the modality of the image and anatomy area.

IRMA: Articles reviewed in the systematic review [10] and used the IRMA collection were studied. All articles were referred to the http://www.irma-project.org/ to access this collection. This website was not available at the time of this research. The following was said about this collection in one of the articles [34]:

“The ImageCLEF Medical Imaging Database is accessed by the IRMA Group from the University of Aachen, Germany. This collection collects anonymous radiographs that are conventionally selected from the Diagnostic Radiography Department of the German University of Technology (RWTH) in Germany. These images show various Ages, Genders, Views, and Damages. In this collection, which is intended for content-based images retrieval application, each image has 120 × 120 pixels.”

| Table 3  | Types and numbers of images in the collection |
|----------|-----------------------------------------------|
| Modality | Anatomy area | No. of patients | No. of images |
| Radiology | Chest | 53 | 53 |
| CT | Lung | 1 | 500 |
| | Chest | 4 | 777 |
| | Lymph nodes | 1 | 661 |
| | Colon | 1 | 1232 |
| | Head and neck | 1 | 1830 |
| | Pancreas | 1 | 240 |
| Mammography | Chest | 100 | 155 |
| MRI | The brain | 3 | 158 |
| | Prostate | 1 | 348 |
| | Chest | 3 | 150 |
| PET/CT | prostate | 1 | 255 |
| Total | | 170 | 6355 |

1 Early Lung Cancer Action Program
As a result, a collection of other open source images that were used in numerous medical articles was selected as part of the evaluation, which is explained as follows.

**TCIA² Collection:** Image data in The Cancer Imaging Archive (TCIA), located at [http://www.cancerimagingarchive.net](http://www.cancerimagingarchive.net), is organized in purposeful subject collections. The total number of images in this collection is 11,518,783. These subjects usually have a common type of cancer and/or anatomy (lung, brain, etc.) [16].

The reasons for choosing this collection are as follows:

1. The images in this collection are all in DICOM format.
2. Has a sufficient variety and number to evaluate this project.
3. The appropriate text descriptors in the DICOM header are suitable as inputs for proposed indexing techniques.

Behboud Hospital images with a subset of the images from the TCIA collection created a set of images with the characteristics and variety needed to evaluate the proposed indexing technique. The types and number of images in the collection of images that are used to evaluate the proposed indexing technique are shown in Table 3.

As shown in Table 3, a total of 6355 DICOM medical images were used to evaluate the search engine implemented using the proposed indexing technique.

### 3.1.2 3-1-2. Query set

In order to create queries, it is necessary to use the actual information needs of users. To do this, it is necessary to carry out studies on clinical experts in order to identify their important information needs and translate them into queries for the retrieval system [35].

In spite of the limitations that exist in the estimation of true user behavior, search logs are widely used to understand the search behavior of users, especially in the field of biomedical web search engines. In an article [20], the logs of queries recorded in a medical image retrieval system have been analyzed. This article follows two main objectives: (1) identifying the information needs of medical practitioners in search of radiological resources to create a realistic setting for the ImageCLEFmed event; (2) assessing the query structure that users use in medical search engines to serve as information for designing and promoting the effectiveness of search in medical systems.

The logs of this article have been extracted from a medical search engine called Goldminer. This search engine indexed 250,000 radiological images. To create a query list after preprocessing, there were 23,033 queries in the log, with 14,413 (63%) unique ones. The average number of words per query was 2.24 words. This average number is one word less than PubMed queries and is closer to the number of search terms in the Web search engine. In total, queries are short, and about 90% of them have 3 words or less [20]. Table 4 shows the most frequent queries and vocabulary, and the number of their repetitions.

According to a similar study on the PubMed search engine, and after removing the medical retrieval related queries, the result was that at least two, or at best, three of the following axes were found in specific queries:

1. Anatomy area
2. Modality
3. Pathology

The top ten queries of the study [19] are shown in Table 5. The subject of these queries is anatomy or pathology.

In Table 5, frequent queries have been presented with issues related to the visualization of information needs. In order for the selected queries to be suitable for benchmarking the proposed retrieval system, there must be at least two axes of four axes. As a result, a number of queries from Table 6 should be removed from the list.

### Table 4 The most frequent queries and vocabulary and the number of their repetitions [20]

| #   | Query                    | Repetitions | Word | Repetitions |
|-----|--------------------------|-------------|------|-------------|
| 1   | Mega cisterna magna      | 118         | 1 cyst | 801         |
| 2   | Baastrup disease         | 80          | 2 mri | 545         |
| 3   | Limbus vertebra          | 74          | 3 disease | 463       |
| 4   | Negative ulnar variance  | 67          | 4 ct  | 447         |
| 5   | Toxic                    | 65          | 5 syndrome | 438    |
| 6   | Cystitis cystica         | 50          | 6 fracture | 404    |
| 7   | Throckmorton sign        | 46          | 7 sign  | 359        |
| 8   | Double duct sign         | 45          | 8 tumor  | 322        |
| 9   | Riedel lobe              | 40          | 9 bone  | 294        |
| 10  | Splenic hemangioma       | 40          | 10 pulmonary | 293 |

² The Cancer Imaging Archive
In this study, the log file referred to in these articles and the top queries in them were used as templates to create a set of queries that could be used to evaluate the proposed indexing technique. The reason for using this method was to get the queries closer to the reality of the search for images in this area.

Using two research [19, 20], based on the combination of words in the query, 22 queries were designed in three different types to measure the power of retrieval function in the proposed retrieval system. These queries include 14 single-word queries to measure retrieval speed according to the single-dimensional and multi-dimensional structure in the image retrieval system, 7 double-word queries, and 1 three-word query.

In two types of 2-word and 3-word combinations, each word must be of a different axis. As previously mentioned, a variety of features include anatomy, modality, pathology, and visual recognition.

### 3.1.3 3-1-3. Indexing techniques to compare

a. **Terrier** Standard Benchmark Platform [36]: This platform is an open source search engine, very flexible, efficient, and effective, which is ready to be implemented on a large set of documents. This search engine implements indexing and retrieval capabilities in the best possible way and provides an ideal platform for rapid development and evaluation of retrieval functions in large collections. This platform is used for research and testing in text retrieval. Research on the TREC standard test kits and CLEF has already been done using this platform. The language of the Terrier is Java, developed by the University of Glasgow, School of Computer Science.

b. **Lucene** the open source search engine [37]: The indexes in Lucene are stored in vector form and the final index is

| Table 6 | Frequent queries with issues related to the visualization of information needs [19] |
|---------|----------------------------------------------------------------------------------|
| Query   | Repetitions |
| MRI     | 58          |
| Ultrasound | 42         |
| Otitis media | 37      |
| fMRI    | 33          |
| Cardiac MRI | 20       |
| Endoscopy | 20         |
| Walsh CT | 18          |
| Lung ultrasound | 15     |
| Capsule endoscopy | 15   |
| Ultrasound for thyroid disorders | 15 |

| Table 7 | Queries used in the evaluation |
|---------|--------------------------------|
| Query category | Query type | Row | Query |
| Simple | Single word (anatomy area) | 1 | Lung |
| | | 2 | Chest |
| | | 3 | Lymph nodes |
| | | 4 | Pancreas |
| | | 5 | Abdomen |
| | | 6 | Head and neck |
| | | 7 | Brain |
| | | 8 | Prostate |
| | Single word (modality) | 9 | Radiology (CR) |
| | | 10 | CT |
| | | 11 | Mammography |
| | | 12 | MRI |
| | | 13 | PET |
| | Single word (pathology) | 14 | Cancer |
| Medium | Two words (anatomy area + modality) | 15 | Chest CR |
| | | 16 | Lung CT |
| | | 17 | Brain MRI |
| | Two words (pathology+ modality) | 18 | CT Cancer |
| | | 19 | MRI Cancer |
| | Two words (anatomy area + pathology) | 20 | Lymph nodes cancer |
| | | 21 | Prostate cancer |
| Complicated | Three words (anatomy + modality + pathology) | 22 | CT pancreas cancer |
created in a vector space model. At the time of the search, a single score is given to each document compared to its vicinity of the query. This score is generated based on the bag of words. In the bag of words method, first, a dictionary is created from the keywords in the search terms. For example, “man, arthritis, fracture, old” are a sample of words that are in most of the documents and form part of the dictionary. Suppose the query is as follows: “Arthritis in the elderly man.” In the first step, the words that exist in the dictionary are found. Then for each document, based on the number of repetitions of these keywords in them, a score will be obtained that will score that document. It has already been said that documents in the Lucene method are indexed in vector space. Therefore, in order to obtain time complexity, the analysis should be done in the vector space. The time complexity of search is equal to \(O(n)\), where \(n\) is the number of dimensions of the vector.

c. Multi-dimensional multi-directional method for biomedical image retrieval biomedical images have dominant spatial information called MD\(^2\)MaMEM proposed in [12]:

d. Multi-dimensional indexing techniques proposed in [15] for medical images retrieval in which Relational DBs Normalization-like approach is applied.

e. The proposed text-based multi-dimensional medical image indexing technique in which Correlation of the features-usages is considered.

3.1.4 3-1-4. Evaluation criteria

As mentioned in the introduction to the evaluation of the performance of information retrieval systems, these characteristics should be considered: efficiency and effectiveness; effectiveness includes precision and recall and efficiency includes execution time and memory usage.

3.2 3-2. Evaluation results

In the following, the two main criteria, namely effectiveness and efficiency, have been evaluated and the results are presented. The collection of images used in the assessment is 6355 images, which is from Tabriz Behboud hospital and a subset of images from the TCIA collection. A set of queries was created with a template of two articles [19, 20] and includes 22 queries.

The proposed indexing technique was implemented using Lucene’s open source search engine. In comparison, the proposed technique is compared with the multi-dimensional indexing using the normalization approach [15], with the Lucene search engine’s built-in indexing technique and the Terrier evaluation platform. In the following, the results of these conditions for the stated criteria are presented.

3.2.1 3-2-1. Efficiency

The efficiency or productivity criterion evaluates the performance of the retrieval system. Performance includes processing speed and system resource efficiency, or memory usage.

The number of medical images databases in clinical procedures, medical research, and so on is increasing rapidly [38]. An increasing number of clinical experts, researchers, students, and patients are using search engines to search for related medical images [39]. In order to evaluate the performance of an information search system in general, the following should be provided and considered:

- Experimental evaluation environment
- Data set (images)
- Query set (along with the selection of images that have relevancy rate for each query: At least three related images)
- Evaluation criteria
- Evaluation scenarios

To create an environment for evaluating the proposed multi-dimensional indexing technique, this technique was implemented using Lucene the open source search engine. The collection of images that was evaluated as a dataset consisted of medical images stored at the Tabriz “Behboud” Hospital in East Azarbaijan province, as well as a subset of the TCIA collection. For Behboud hospital images, in agreement with the board of directors of this hospital, it was intended that medical images would be selected by the hospital itself, and after patient’s personal information was removed from the images, they are used for this research purposes. The composition of the collection of images is explained in Section 3-1-5.

A set of queries was created by using the idea of articles from the same fields [38,39]. The multi-dimensional proposed indexing technique is compared with conventional single-index indexing techniques in terms of evaluation criteria that demonstrate the efficiency and effectiveness of the system (Section 3-1-4). In this measurement, the precision (average of precision) and recall are compared as efficiency measures, speed and memory usage as effectiveness criteria in the two systems.

Analyzing memory usage

- In total, from the Behboud Hospital System and the TCIA images, 6355 documents were compiled, at the stage of creation using the vertical fragmentation approach, 13 dimensions were created, and while there is 7 type of features and the number of features is 44,485 numbers. In the dispersion of features in the data structure, if there are 23,450 features in the middle nodes and 21,035 features in the leaves, and the data fields receive an average of 8 bytes and pointer fields of 2 bytes of space, the space
usage complexity for each index node is calculated as follows:

The value of \( t \) is 6355 and the \( M_{\text{total}} \) is calculated with the formula:

\[
M_{\text{total}} = \sum_{i=1}^{n} (M_{(L)\text{leaf node}}) + \sum_{i=1}^{m} (M_{(d)\text{middle node}}) + \sum_{i=1}^{n} (M_{(r)\text{root node}}) + M_{\text{Images}}
\]

\[
M_{\text{total}} = 21,035 (\alpha + \beta) + 23,450 (\alpha + \beta) + 13(\alpha + \beta)
\]

\[
+ \left( \alpha + \beta \left( +5,500,000,000 = 44,499 \right) \alpha + \beta \left( + 5,500,000,000 \right) \right)
\]

\[
= 44,499 (8 + 2) + 5,500,000,000
\]

\[
= 5,500,444,990 \text{ Bytes} = 5500 \text{ Megabytes}
\]

This value should be divided by the number of documents, so that the average memory usage should be the amount of memory used for each document:

\[
M_{D} = \frac{M_{\text{total}}}{6355} = \frac{5500}{6355} = 0.8654 \text{ MegaByte} = 865 \text{ kilobytes}
\]

By the Normalization approach [15], from the Behboud Hospital System and the TCIA images, 6355 documents were compiled, at the stages of creation using the vertical fragmentation approach, 13 dimensions were created, and while there is 7 type of features and the number of features is 44,485 numbers. In the dispersion of features in the data structure, if there are 34,123 features in the middle nodes and 10,362 features in the leaves, and the data fields receive an average of 8 bytes and pointer fields of 2 bytes of space, the space usage complexity for each index node is calculated as follows:

\[
t = 6355k = 10,362n = 34,123d = 4
\]

\[
M_{\text{total}} = \sum_{i=1}^{n} (M_{(L)\text{leaf node}}) + \sum_{i=1}^{m} (M_{(d)\text{middle node}}) + \sum_{i=1}^{n} (M_{(r)\text{root node}}) + M_{\text{Images}}
\]

\[
M_{\text{total}} = 10,362 (\alpha + \beta) + 34,123 (\alpha + \beta) + 4(\alpha + \beta) + \beta( +5,500,000,000 = 444.9 \alpha + \beta( + 5,500,000,000 = 44,490
\]

\[
(8 + 2) + 5,500,000,000 = 5,500,444,900 \text{ Byte} = 5500 \text{ MB}
\]

\[
M_{D} = \frac{M_{\text{total}}}{6355} = \frac{5500}{6355} = 0.8654 \text{ MB} = 865 \text{ Kilobytes}
\]

4.3. For Terrier, the index size was 418 KB, which is divided by 6355 and is 0.065 KB per document.

Average memory usage is compared in Fig. 15. By comparing the results presented in Fig. 15, the superiority of the proposed indexing technique can be observed to be compared to the two control techniques. The multi-dimensional technique compared to Terrier has been about three times better and for Lucene, it is about 5 times higher.

Execution time The measurement of this criterion should be made for four operations that are used in an indexing technique. These operations include creating the index data structure, inserting a new image, deleting the existing image, and searching. In Section 2-3, along with the definition of operations, the complexity of the time of each operation was expressed theoretically. In this section, the time of each operation is calculated and presented here.

Figure 16 shows the measured time for creating, insertion, and deletion operations for the proposed indexing technique with the proposed approach, the indexing of the Lucene and Terrier search engine.

It can be clearly seen that Lucene is leading the way in creating the index, then the proposed technique. Terrier has been working at a slower pace. Because creation is done only
once, it is less important than a search operation, and if the
created structure can improve retrieval speed, then this time
can be considered a good time in terms of better retrieval
speed.

In Fig. 16, the time of creation in the proposed
multi-dimensional indexing techniques can be compared with
other relative techniques and also engines such as Lucene
indexing and indexing in the Terrier platform.

Figures 17, 18, and 19 show the insertion and deletion time
comparison.

In Fig. 18, the average search for the tested techs is shown,
in which it is better to see the difference in the time of the
searches.

For the comparison of different level of complexities, the
retrieval speed difference for simple, moderate, and complex
categorization in queries is given in Fig. 19.

Figure 19 shows faster retrieval speeds in all techniques in
a simpler query. After that, the medium and then the complex
query, respectively, have faster retrieval rates.

Effectiveness This criterion is used to measure the accuracy of
retrieval. The key criterion for determining the quality of the
information retrieval process is relevance. The relevance
shows the correctness rate of retrieval. In order to formulate
the relevancy with considering different aspects of it, it can be
said that an information retrieval system can be evaluated in
terms of relevance, only by obtaining the following informa-
tion [4]:

1. A benchmark of documents
2. A benchmark set of queries
3. A binary judgment of the relevance of the document to the
query

Secondly, in order to assess the relevance of the criteria
introduced for measuring, they usually calculate the true value
of relevance based on a set of documents and queries. These
criteria include precision and recall.

The precision (p) is the fraction of the retrieved documents
that are related to a query and provides a degree of soundness
for the system. Precision does not care about the total number
of documents considered relevant by the information retrieval
system. This aspect is defined by the recall criteria (R), which
is defined as the fraction of the truly relevant documents that
are properly retrieved, and therefore regarded as a measure of
the completeness of the system. Generating a fast, but ineffi-
cient response often does not seek user satisfaction, and
certainly, the ultimate goal of data retrieval is to satisfy user satisfaction [4].

\[
P = \frac{|TP|}{|TP| + |FP|} = \frac{|TP|}{\text{Retrieved}} \quad \text{and} \quad R = \frac{|TP|}{|TP| + |FN|} = \frac{|TP|}{\text{Relevants}}
\]

**Precision** According to the results of measuring precision, the proposed multi-dimensional indexing technique with the vertical fragmentation approach provides the highest precision in retrieval and, with the distance from both control search engines, results in the superiority of multi-dimensional indexing.

Figure 20 shows the average precision in the diagram for a better comparison between indexing techniques. The proposed multi-dimensional indexing technique with the vertical fragmentation approach has shown the highest precision with 97.6 in retrieval. This technique has been able to show the most relevant items in retrieval results.

For the comparison shown in Scenario 5, the difference of precision in retrieval for simple, moderate, and complex categorization in queries is given in Fig. 21.

Figure 21 shows as a query is simple, the precision of answers gets better no matter what the technique is. After that, with a more complex query, the precision of retrieval has dropped.

**Recall** The measured average recall represents a better recall for multi-dimensional indexing. That is, from the images related with each query this technique has been able to retrieve more images. Figure 22 shows the average recall chart in the evaluated techniques.

As shown in Fig. 23, there is a clear difference between the proposed multi-dimensional technique and single-dimensional techniques that were selected for comparison. The multi-dimensional technique with the proposed approach can provide a better recall than one-dimensional techniques.

**5 Conclusions and future work**

Medical imaging is a popular and profitable method in healthcare application. Number of medical images is accumulatively growing and this huge amount of medical image...
documents needs powerful search engine systems to be utilized. Indexing, as an important part of information retrieval systems can have serious impact on search engines’ performance.

Most of the medical indexing techniques are content-based that need to process and analyze medical image content which has some drawbacks. In contrast, text-based indexing of medical images can provide some benefits that are discussed in this paper and issued in some publications.

In this paper, a text-based multi-dimensional indexing technique (both its data structure and operations) is designed for medical image retrieval in which correlation between image features-usage (based on users’ queries) is taken into account. At the first step, set of image features (based on the standard format such as the DICOM) is fragmented into some subsets; pairwise correlation of the features are computed through performing Quantitative Association Rule Mining (QARM) technique on data set of previous users queries on the set of image features. The result of this QARM algorithm is Affinity matrix of features, used as the input for the vertical fragmentation-like procedure (used in distributed relational database design). So, the set of image features are fragmented and partitioned into subsets (in each features with the most affinity reside).

In the next step, a hierarchical clustering algorithm is applied for each of the subsets (a.k.a. a Dimension) to convert the set of features in a dimension into a tree (i.e., hierarchy).

Considering features-usage correlation besides traversing the hierarchy of them in a dimension cause to have precision (semantic correlation of the features) as well as performance (response time), together.

Evaluation results (memory usage and time complexity analysis in addition to the experimental evaluations) show that, in terms of efficiency, the proposed text-based multi-dimensional indexing technique occupy less memory and has a good rate of search and insertion and removal operations. It should be noted that in the area of improving the power of retrieval systems, time is an important factor trying to improve it in milliseconds or even more precisely. As a result, even a few milliseconds represents a significant improvement. In the creation operation, Lucene’s technique was pioneered. But given that the creation occurs only once and is not prioritized to other operations, it can be considered appropriate if the technique has better retrieval time. The criterion that compared to efficiency has significant importance in the field of evaluation of retrieval systems, is the effectiveness and more important the precision. Regarding the effectiveness criterion, the multi-dimensional indexing technique showed good superiority in precision and recall. Since queries that are getting submitted to an information retrieval system in real life, are not all of a unique form and are diverse and complex, the queries that were selected for evaluation also have this feature of diversity. Given this, it is tried to measure the effect of the simple and complex query on retrieval. Comparison of simple, moderate and complex queries at different criteria showed that as for the speed, as simple as a query is, the faster retrieval takes place. The precision criterion is increased in complex queries, and about the recall criterion, complex query provides a better recall. In comparison to the proposed multi-dimensional indexing technique and two single-dimensional control techniques, at each of three levels of query complexity, the multi-dimensional proposed technique was superior in precision and recall.

Some future researches can be as follows:

- Since the proposed indexing technique is sensitive to dirty data (e.g., missing value or noisy data), proper data cleansing method (as the step zero), or a dirty data resilient version is required
- Adaptive indexing and retrieval that dynamically re-calculate affinity of the features based on the users’ query statistics and its enforcement

Table 8  Brief qualitative comparison of the proposed text-based multi-dimensional indexing techniques

| Criteria               | Terrior | Lucene  | Mdmapet | Normalization | Correlation |
|------------------------|---------|---------|---------|---------------|-------------|
| Average memory usage   | Mid     | Very high | High    | Low           | Low         |
| Average execution time (create) | High | Low     | Very high | Mid           | High        |
| Average execution time (search) | Very high | High   | Very high | Mid           | Mid         |
| Precision              | Low     | Low     | Mid     | High          | Very high   |
| Recall                 | Mid     | Mid     | Low     | High          | High        |
Use of deep-learning techniques for multiclass classification of the medical images regardless of the predefined features for the images
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