1. INTRODUCTION AND MAIN RESULT

For $d \geq 1$, let $\mathcal{P}_2(\mathbb{R}^d)$ be the space of all square integrable probability measures over $\mathbb{R}^d$ equipped with the Wasserstein metric, i.e.,

$$W_2(\mu_1, \mu_2) := \inf_{\pi \in \mathcal{P}(\mu_1, \mu_2)} \left( \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y|^2 \pi(dx, dy) \right)^{\frac{1}{2}}, \quad \forall \mu_1, \mu_2 \in \mathcal{P}_2(\mathbb{R}^d),$$

where $\mathcal{P}(\mu_1, \mu_2)$ denotes the class of measures on $\mathbb{R}^d \times \mathbb{R}^d$ with marginal $\mu_1$ and $\mu_2$. Consider the following multi-scale McKean-Vlasov stochastic differential equations (SDEs for short) in $\mathbb{R}^{d_1} \times \mathbb{R}^{d_2}$:

$$
\begin{align*}
\text{d}X_t^\varepsilon &= F(X_t^\varepsilon, \mathcal{L}_{X_t^\varepsilon}, Y_t^\varepsilon, \mathcal{L}_{Y_t^\varepsilon})\text{d}t + \frac{1}{\varepsilon} H(X_t^\varepsilon, \mathcal{L}_{X_t^\varepsilon}, Y_t^\varepsilon, \mathcal{L}_{Y_t^\varepsilon})\text{d}W_t^1, \quad X_0^\varepsilon = \xi, \\
\text{d}Y_t^\varepsilon &= \frac{1}{\varepsilon} c(X_t^\varepsilon, \mathcal{L}_{X_t^\varepsilon}, Y_t^\varepsilon, \mathcal{L}_{Y_t^\varepsilon})\text{d}t + \frac{1}{\varepsilon^2} b(X_t^\varepsilon, Y_t^\varepsilon, \mathcal{L}_{Y_t^\varepsilon})\text{d}W_t^2, \quad Y_0^\varepsilon = \eta,
\end{align*}
$$

(1.1)

where $d_1, d_2 \geq 1$, $\mathcal{L}_\vartheta$ denotes the law of a random variable $\vartheta$, the coefficients $F, H : \mathbb{R}^{d_1} \times \mathcal{P}_2(\mathbb{R}^{d_1}) \times \mathbb{R}^{d_2} \times \mathcal{P}_2(\mathbb{R}^{d_2}) \rightarrow \mathbb{R}^{d_1}$, $G : \mathbb{R}^{d_1} \times \mathcal{P}_2(\mathbb{R}^{d_1}) \times \mathbb{R}^{d_2} \times \mathcal{P}_2(\mathbb{R}^{d_2}) \rightarrow \mathbb{R}^{d_1}$, $c : \mathbb{R}^{d_1} \times \mathcal{P}_2(\mathbb{R}^{d_1}) \times \mathbb{R}^{d_2} \times \mathcal{P}_2(\mathbb{R}^{d_2}) \rightarrow \mathbb{R}^{d_2}$, $b : \mathcal{P}_2(\mathbb{R}^{d_1}) \times \mathbb{R}^{d_2} \times \mathcal{P}_2(\mathbb{R}^{d_2}) \rightarrow \mathbb{R}^{d_2}$ and $\sigma : \mathcal{P}_2(\mathbb{R}^{d_1}) \times \mathbb{R}^{d_2} \times \mathcal{P}_2(\mathbb{R}^{d_2}) \rightarrow \mathbb{R}^{d_1} \otimes \mathbb{R}^{d_1}$ are measurable functions, $W_t^1, W_t^2$ are $d_1, d_2$-dimensional independent standard Brownian motions defined on some probability space.
\((\Omega, \mathcal{F}, \mathbb{P}), \xi, \eta\) are \(d_1, d_2\)-dimensional random variables with finite moments, respectively, and the small parameter \(0 < \varepsilon \ll 1\) represents the separation of time scales between the slow component \(X^\varepsilon_t\) (often being called the driving process) and the fast motion \(Y^\varepsilon_t\) (also being called the driven process).

The McKean-Vlasov equation, also known as the distribution dependent SDE or the mean-field SDE, describes the limiting behaviour of an individual particle involving within a system of particles interacting through their empirical measure, as the size of the population grows to infinity (the so-called propagation of chaos). The pioneer work on such system was indicated by Kac [34] in kinetic theory and McKean [38] in the study of non-linear partial differential equations (PDEs for short). So far, the McKean-Vlasov SDEs have been investigated in various aspects such as well-posedness, connection with non-linear Fokker-Planck equations, large deviation and numerical approximation, etc, we refer the readers to \([2, 3, 10–16, 18, 24–28, 32, 35, 39]\) among others. Meanwhile, the presence of multiple scales arises naturally in many applications ranging from climate modeling to chemical physics, and has been the central topic of study in science and engineering (see \([44]\)). In particular, multiple scales can leads to hysteresis loops in the bifurcation diagram and induce phase transitions of certain McKean-Vlasov equation as studied in \([14, 21, 23, 27]\). Existing averaging results for slow-fast McKean-Vlasov SDEs can be found in \([4–6, 30, 45]\). However, the coefficients of the systems considered in all the previous works are not allowed to depend on the distribution of the fast motion. Of particular relevance to us is the system of weakly interacting diffusions in a two-scale potential relying on the faster empirical measure considered in \([20]\), the combined mean field and diffusive limit was investigated therein.

Our aim in this paper is to derive rigorously the homogenized limit of the non-linear system \((1.1)\) as \(\varepsilon \to 0\). One of the novelty of the McKean-Vlasov equation \((1.1)\) lies in that, even the slow component \(X^\varepsilon_t\) has a fast varying term. This is known to be closely related to the homogenization of non-linear PDEs (see e.g. \([12, 17, 22, 29]\)). In particular, when \(F \equiv G \equiv 0\) and \(H(x, \mu, y, \nu) = y\), then system \((1.1)\) reduces to the overdamped non-linear kinetic equation (see e.g. \([12, 33]\) and the references therein). More importantly, all the coefficients in system \((1.1)\) rely on the distribution of the fast motion \(Y^\varepsilon_t\), which makes the situation more complicated. Such feature would then capture the system explored in \([20]\), and identify its asymptotic limit would serve to give insight into the nature of phase transitions for some McKean-Vlasov systems as originally studied in \([19]\). The key difficulties caused by these features are that, compared with the previous results (e.g. \([4–6, 14, 27, 30, 45]\)), we need to control the fluctuations of the functional central limit type, seek a totally non-linear SDE as the frozen equation, and handle the corresponding non-linear PDEs to serve as a corrector.

It turns out that the asymptotic limit for the system \((1.1)\) will be given in terms of the solution of an non-linear Poisson equation. Namely, we need to consider the following Poisson equation on \(\mathbb{R}^{d_2} \times \mathcal{P}_2(\mathbb{R}^{d_2})\):

\[
\mathcal{L}_0 \Phi(x, \mu, y, \nu) = -H(x, \mu, y, \nu), \tag{1.2}
\]
where \((x, \mu) \in \mathbb{R}^{d_1} \times \mathcal{P}_2(\mathbb{R}^{d_1})\) are regarded as parameters, and for a test function \(\varphi\), the operator \(\mathcal{L}_0\) is defined by
\[
\mathcal{L}_0\varphi(y, \nu) := \mathcal{L}_0(\mu, y, \nu)\varphi(y, \nu) \\
= \frac{1}{2}a(\mu, y, \nu)\partial_y^2\varphi(y, \nu) + b(\mu, y, \nu) \cdot \partial_y\varphi(y, \nu) \\
+ \int_{\mathbb{R}^{d_2}} \left[ b(\mu, \tilde{y}, \nu) \cdot \partial_\nu\varphi(y, \nu)(\tilde{y}) + \frac{1}{2}a(\mu, \tilde{y}, \nu) \cdot \partial_y \left[ \partial_\nu\varphi(y, \nu)(\tilde{y}) \right] \right] \nu(\mathrm{d}\tilde{y}),
\]
with \(a(\mu, y, \nu) := \sigma \sigma^*(\mu, y, \nu)\). Though the first part of the operator involving the usual derivatives in the space variable is quite standard, the integral part contains the Lions derivative (see \([9, \text{Section 6}]\) or \([36]\)) of the test function with respect to the measure argument. Unlike previous works, equation (1.2) is totally non-linear. This is exactly due to the dependence on distribution of the fast motion in system (1.1). In fact, the operator \(\mathcal{L}_0\) can be viewed as the infinitesimal generator of the frozen process \(Y^\mu_\nu\) obtained from \(Y^\varepsilon_t\) in (1.1) by freezing the slow component at fixed \(\mu \in \mathcal{P}_2(\mathbb{R}^{d_2})\), i.e., \(Y^\mu_\nu\) satisfies the following McKean-Vlasov equation:
\[
dY^\mu_\nu_t = b(\mu, Y^\mu_\nu_t, \mathcal{L}_{Y^\mu_\nu})dt + \sigma(\mu, Y^\mu_\nu_t, \mathcal{L}_{Y^\mu_\nu})dW^2_t, \quad Y^\mu_\nu_0 = \eta,
\]
where \(\mu \in \mathcal{P}_2(\mathbb{R}^{d_2})\) is regarded as a parameter. Furthermore, note that the Poisson equation (1.2) is formulated on the whole space but not on compact sets (without boundary conditions). We shall show that a necessary condition for (1.2) to be well-posed is to assume that \(H\) satisfies the following centering condition (see (2.12) below):
\[
\int_{\mathbb{R}^{d_2}} H(x, \mu, y, \zeta^\mu)(\mathrm{d}y) = 0, \quad (1.5)
\]
where \(\zeta^\mu(\mathrm{d}y)\) is the unique invariant measure for the non-linear SDE (1.4). We point out that we have freezed the \(\nu\)-measure variable of \(H\) in (1.5) at the invariant measure \(\zeta^\mu\). Under some mild assumptions, we prove that equation (1.2) has a unique solution and admits the probabilistic representation (see \textbf{Theorem 2.4} below)
\[
\Phi(x, \mu, y, \nu) = \mathbb{E} \left( \int_0^\infty H(x, \mu, Y^\mu_\nu_t, \mathcal{L}_{Y^\mu_\nu})dt \right),
\]
where \(Y^\mu_\nu\) satisfies the following decoupled equation associated with the McKean-Vlasov SDE (1.4):
\[
Y^\mu_\nu_t = y + \int_0^t b(\mu, Y^\mu_\nu_s, \mathcal{L}_{Y^\mu_\nu}) \mathrm{d}s + \int_0^t \sigma(\mu, Y^\mu_\nu_s, \mathcal{L}_{Y^\mu_\nu}) \mathrm{d}W^2_s \quad (1.6)
\]
with \(\mathcal{L}_\nu = \nu\). We remark that the equation (1.6) is not a McKean-Vlasov type SDE since the law appearing in the coefficients is not \(\mathcal{L}_{Y^\mu_\nu}\) but rather \(\mathcal{L}_{Y^\mu_\nu}\), i.e., the law of the solution to the McKean-Vlasov SDE (1.4). In fact, equation (1.6) can be viewed as a time-inhomogeneous Itô type SDE.

The smoothness of the solution \(\Phi\) to equation (1.2) with respect to both the \(y\) and \(\nu\) variables as well as the parameters \(x\) and \(\mu\) are also investigated. Especially, regularities with respect to the measure \(\mu\) are more difficult since \(\mu\) appears not only in the function \(H\) but also the McKean-Vlasov process \(Y^\mu_\nu\) and its decoupled process \(Y^\mu_\nu\). In addition,
the verification that the averaged coefficients are smooth usually constitutes a separate problem connected with the smoothness of the invariant measure $\zeta^\mu$ with respect to the parameter $\mu$ (see e.g. [7]). Here, we provide explicit formulas for the derivatives in the $\mu$-variable of the solution $\Phi$ as well as the averaged functions with respect to the invariant measure $\zeta^\mu$ (see Corollary 2.5), which quantify the $\mu$-derivatives in terms of the $(y, \nu)$-derivatives. Poisson equation with parameters and in the whole space $\mathbb{R}^d$ involving the classical linear second order differential operator was studied in a series of papers by Pardoux and Veretennikov [41–43] (see also [46]) and is shown to be a powerful tool in the theory of numerical approximation, stochastic averaging, homogenization and other functional limit theorems in probability (see e.g. [1,31,37,40]). Thus, our results for the non-linear Poisson equation (1.2) are of independent interest.

To formulate the asymptotic limit of system (1.1), let us define the averaged drift and diffusion coefficients by

$$
\bar{F}(x, \mu) := \int_{\mathbb{R}^d} F(x, \mu, y, \zeta^\mu) \zeta^\mu(dy),
$$

$$
\bar{GG}^*(x, \mu) := \int_{\mathbb{R}^d} GG^*(x, \mu, y, \zeta^\mu) \zeta^\mu(dy).
$$

(1.7)

(1.8)

Again, note that the $\nu$-variable of the coefficients in (1.7) and (1.8) is freezed at the invariant measure $\zeta^\mu$. Several extra homogenized drift and diffusion coefficients will appear. We denote by

$$
\bar{H} \cdot \partial_x \Phi(x, \mu) := \int_{\mathbb{R}^d} H(x, \mu, y, \zeta^\mu) \cdot \partial_x \Phi(x, \mu, y, \zeta^\mu) \zeta^\mu(dy),
$$

$$
c \cdot \partial_y \Phi(x, \mu) := \int_{\mathbb{R}^d} c(x, \mu, y, \zeta^\mu) \cdot \partial_y \Phi(x, \mu, y, \zeta^\mu) \zeta^\mu(dy),
$$

$$
\bar{H} \cdot \Phi(x, \mu) := \int_{\mathbb{R}^d} H(x, \mu, y, \zeta^\mu) \cdot \Phi(x, \mu, y, \zeta^\mu) \zeta^\mu(dy),
$$

(1.9)

(1.10)

(1.11)

and

$$
c \cdot \partial_\nu \Phi(x, \mu, y)(\tilde{x}) := \int_{\mathbb{R}^d} c(\tilde{x}, \mu, \tilde{y}, \zeta^\mu) \cdot \partial_\nu \Phi(x, \mu, y, \zeta^\mu)(\tilde{y}) \zeta^\mu(dy),
$$

$$
c \cdot \partial_\nu \Phi(x, \mu)(\tilde{x}) := \int_{\mathbb{R}^d} c(\tilde{x}, \mu, \tilde{y}, \zeta^\mu) \cdot \partial_\nu \Phi(x, \mu, y, \zeta^\mu)(\tilde{y}) \zeta^\mu(dy)
$$

$$
= \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} c(\tilde{x}, \mu, \tilde{y}, \zeta^\mu) \cdot \partial_\nu \Phi(x, \mu, y, \zeta^\mu)(\tilde{y}) \zeta^\mu(dy). \tag{1.12}
$$

(1.13)

Then we shall show that, as $\varepsilon \to 0$, the slow component $X^\varepsilon_t$ will converge weakly to $\tilde{X}_t$ which satisfies the following McKean-Vlasov equation:

$$
d\tilde{X}_t = \bar{F}(\tilde{X}_t, \mathcal{L}_{\tilde{X}_t}) dt + \bar{H} \cdot \partial_x \Phi(\tilde{X}_t, \mathcal{L}_{\tilde{X}_t}) dt
$$

$$
+ c \cdot \partial_y \Phi(\tilde{X}_t, \mathcal{L}_{\tilde{X}_t}) dt + \bar{E}
\left(
\int c \cdot \partial_\nu \Phi(\tilde{X}_t, \mathcal{L}_{\tilde{X}_t})(\tilde{\tilde{X}}_t)
\right) dt
$$

$$
+ \sqrt{GG^* + 2\bar{H} \cdot \Phi}(\tilde{X}_t, \mathcal{L}_{\tilde{X}_t}) dW^1_t, \quad \tilde{X}_0 = \xi, \tag{1.14}
$$

$$
\tilde{X}_0 = \xi,
$$
where $\tilde{X}_t$ is a copy of $X_t$ defined on a copy $(\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})$ of the original probability space $(\Omega, \mathcal{F}, \mathbb{P})$, and $\mathbb{E}$ is the expectation taken with respect to $\mathbb{P}$. Meanwhile, we obtain the optimal rate of convergence in terms of $\varepsilon$.

We remark that the expectation term involving derivative in the measure argument of the solution of the Poisson equation in (1.14) seems to be completely new, which is due to the effect of the fast distribution in the coefficients. Alternatively, this term can also be expressed as

$$\mathbb{E} \left( c \cdot \partial_x \Phi(X_t, \mathcal{L}_{X_t})(\tilde{X}_t) \right) = c \cdot \partial_x \Phi(X_t, \mathcal{L}_{X_t}),$$

where

$$c \cdot \partial_x \Phi(x, \mu) := \int_{\mathbb{R}^d_1} c \cdot \partial_x \Phi(x, \mu)(\bar{x}) \mu(d\bar{x}),$$

thus depending only on $\tilde{X}_t$ and its distribution $\mathcal{L}_{X_t}$.

To state our main result, we make the following assumption on the coefficients:

$(\mathbf{H}^{\sigma, b})$: there exist constants $c_2 > c_1 \geq 0$ such that for every $\mu \in \mathcal{P}_2(\mathbb{R}^d_1)$, $y_1, y_2 \in \mathbb{R}^d_2$ and $\nu_1, \nu_2 \in \mathcal{P}_2(\mathbb{R}^d_2)$,

$$\| \sigma(\mu, y_1, \nu_1) - \sigma(\mu, y_2, \nu_2) \|^2 + 2(b(\mu, y_1, \nu_1) - b(\mu, y_2, \nu_2), y_1 - y_2) \leq c_1 \mathcal{W}_2(\nu_1, \nu_2)^2 - c_2 |y_1 - y_2|^2.$$

For brevity, the spaces of functions used in this paper will be introduced in the Notations part at the end of this section. The following is the main result of this paper.

**Theorem 1.1.** Let $T > 0$, $(\mathbf{H}^{\sigma, b})$ hold and $H$ satisfy the centering condition (1.5). Assume that $F, G, H, c \in \left( C^{4, (2,2), 4, (2,2)}_b \cap C^{4, 6, (3,3)}_b \right) \left( \mathbb{R}^d_1 \times \mathcal{P}_2(\mathbb{R}^d_1) \times \mathbb{R}^d_2 \times \mathcal{P}_2(\mathbb{R}^d_2) \right)$ and $b, \sigma \in \left( C^{2, (2,2), 4, (2,2)}_b \cap C^{4, 6, (3,3)}_b \right) \left( \mathcal{P}_2(\mathbb{R}^d_1) \times \mathbb{R}^d_2 \times \mathcal{P}_2(\mathbb{R}^d_2) \right)$. Then for every $\varphi \in C^{(3,1)}_b(\mathcal{P}_2(\mathbb{R}^d_1))$ and $t \in [0, T]$, we have

$$| \varphi(\mathcal{L}_{X_t^\varepsilon}) - \varphi(\mathcal{L}_{\tilde{X}_t}) | \leq C_T \varepsilon,$$

where $X_t^\varepsilon$ and $\tilde{X}_t$ satisfy the McKean-Vlasov equation (1.1) and (1.14), respectively, and $C_T > 0$ is a constant independent of $\varepsilon$.

Interacting diffusions moving in a two-scales potential depending on the empirical measure of the process $X_t^\varepsilon$ was considered in [27], and systems with potential relying on the fast empirical measure $X_t^\varepsilon/\varepsilon$ was studied in [20]. As correspondence, we provide the following example.

**Example 1.2.** Consider the following McKean-Vlasov type stochastic Langevin equations with two-time-scales potentials in $\mathbb{R}^d$:

$$dX_t^\varepsilon = F(X_t^\varepsilon, \mathcal{L}_{X_t^\varepsilon}) dt + \frac{1}{\varepsilon} H(X_t^\varepsilon/\varepsilon, \mathcal{L}_{X_t^\varepsilon/\varepsilon}) dt + \sqrt{2\beta^{-1}} dW_t,$$

(1.15)

where $\beta^{-1} := \kappa_B T$ is the temperature ($\kappa_B$ denotes the Boltzmann’s constant and $T$ is the absolute temperature). Different choice of the potential functions could yield numerous models. Letting

$$Y_t^\varepsilon := \frac{X_t^\varepsilon}{\varepsilon}.$$
Then we can rewrite the system (1.15) as

\[
\begin{cases}
\frac{dX_t^\varepsilon}{\varepsilon} = F(X_t^\varepsilon, L_{X_t^\varepsilon}) dt + \frac{1}{\varepsilon} H(Y_t^\varepsilon, L_{Y_t^\varepsilon}) dt + \sqrt{\frac{2}{\varepsilon}} \beta^{-1} dW_t,
\end{cases}
\]

(1.16)

System (1.16) is a particular case of (1.1). Thus, according to Theorem 1.1, the homogenized limit for (1.15) shall be given by

\[
\frac{d\bar{X}_t}{dt} = (1 + c_1) F(\bar{X}_t, L_{\bar{X}_t}) dt + c_2 \mathbb{E} F(\bar{X}_t, L_{\bar{X}_t}) dt + \sqrt{2\beta^{-1} + 2c_3} dW_t,
\]

(1.17)

where

\[
c_1 := \int_{\mathbb{R}^d} \partial_y \Phi(y, \zeta) \zeta (dy), \quad c_2 := \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} \partial_\nu \Phi(y, \zeta) (\tilde{y} \zeta (dy) \zeta (d\tilde{y}),
\]

\[
c_3 := \int_{\mathbb{R}^d} H(y, \zeta) \cdot \Phi(y, \zeta) \zeta (dy),
\]

and \(\Phi(y, \nu)\) is the unique solution to the Poisson equation

\[
\mathcal{L}_0(y, \nu) \Phi(y, \nu) = -H(y, \nu).
\]

Studying the qualitative properties of the original system (1.15) and its homogenized limit (1.17) such as the bifurcation diagram and phase transitions would be an interesting problem, we shall carry it out in a future work.

The rest of this paper is organized as follows. Section 2 is devoted to study the nonlinear Poisson equation on the whole space, regularities of the solution are obtained. In Section 3 we prepare two fluctuations lemmas, and then we give the proof of Theorem 1.1 in Section 4. Finally, an Appendix containing the proofs of some auxiliary lemmas is provided at the end of the paper.

**Notations.** Throughout this paper, we use the following notations.

Given a function \(f\) on \(\mathbb{R}^{d_1} \times \mathcal{P}_2(\mathbb{R}^{d_1}) \times \mathbb{R}^{d_2} \times \mathcal{P}_2(\mathbb{R}^{d_2})\), we define

\[
\mathcal{L}_1 f(x, \mu, y, \nu) := \mathcal{L}_1(x, \mu, y, \nu) f(x, \mu, y, \nu)
\]

\[
:= F(x, \mu, y, \nu) \cdot \partial_x f(x, \mu, y, \nu)
\]

\[
+ \frac{1}{2} \text{Tr} \left( GG^*(x, \mu, y, \nu) \cdot \partial_x^2 f(x, \mu, y, \nu) \right),
\]

(1.18)

\[
\mathcal{L}_2 f(x, \mu, y, \nu) := \mathcal{L}_2(x, \mu, y, \nu) f(x, \mu, y, \nu) := H(x, \mu, y, \nu) \cdot \partial_\mu f(x, \mu, y, \nu),
\]

(1.19)

and

\[
\mathcal{L}_3 f(x, \mu, y, \nu) := \mathcal{L}_3(x, \mu, y, \nu) f(x, \mu, y, \nu) := c(x, \mu, y, \nu) \cdot \partial_\nu f(x, \mu, y, \nu).
\]

(1.20)

We shall write

\[
\langle \phi, \nu \rangle := \int_{\mathbb{R}^{d_2}} \phi(y) \nu (dy).
\]

Let us briefly recall the derivatives with respect to the measure variable introduced by Lions. The idea is to consider the canonical lift of a real-valued function \(f : \mathcal{P}_2(\mathbb{R}^d) \to \mathbb{R}\) into a function \(\mathbb{F} : L^2(\Omega) \ni X \mapsto f(L_X) \in \mathbb{R}\). Using the Hilbert structure of the space
Fréchet differentiable at some point \(X\) with \(\mathcal{L}_X = \mu\). By Riesz’ representation theorem, the Fréchet derivative \(DF(X)\), viewed as an element of \(L^2(\Omega)\), can be given by a function \(\partial_\mu f(\mu)(\cdot): \mathbb{R}^d \mapsto \mathbb{R}^d\) such that

\[
DF(X) = \partial_\mu f(\mathcal{L}_X)(X).
\]

The function \(\partial_\mu f(\mu)(x)\) is then called the Lions derivative (\(L\)-derivative for short) of \(f\) at \(\mu\). Similarly, we can define the higher order derivatives of \(f\) at \(\mu\).

Let \(d, d_1, d_2 \geq 1\), \(T > 0\) and \(k, \ell, m \in \mathbb{N} = \{0, 1, 2, \cdots\}\). We introduce the following spaces of functions.

- The space \(C_b^k(\mathbb{R}^d)\). A function \(f(y)\) is in \(C_b^k(\mathbb{R}^d)\) if \(f\) is \(k\)-th continuously differentiable and all its derivatives are bounded.
- The space \(C_b^{(k, \ell)}(\mathcal{P}_2(\mathbb{R}^d))\). A function \(f(\nu)\) is in \(C_b^{(k, \ell)}(\mathcal{P}_2(\mathbb{R}^d))\) if the mapping \(\nu \mapsto f(\nu)\) is \(k\)-times continuously \(L\)-differentiable, and we can find a version of \(\partial^k_\nu f(\nu)(\tilde{y}_1, \cdots, \tilde{y}_k)\) such that for every \(\nu \in \mathcal{P}_2(\mathbb{R}^d)\), the mapping \((\tilde{y}_1, \cdots, \tilde{y}_k) \mapsto \partial^k_\nu f(\nu)(\tilde{y}_1, \cdots, \tilde{y}_k)\) is in \(C_b^k(\mathbb{R}^d \times \cdots \times \mathbb{R}^d)\).
- The space \(C_b^{2k,(k)}(\mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d))\). A function \(f(y, \nu)\) is in \(C_b^{2k,(k)}(\mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d))\) if for any \(\nu \in \mathcal{P}_2(\mathbb{R}^d)\), the mapping \(y \mapsto f(y, \nu)\) is in \(C_b^{2k}(\mathbb{R}^d)\), and for any \(y \in \mathbb{R}^d\), the mapping \(\nu \mapsto f(y, \nu)\) is in \(C_b^{(k, k)}(\mathcal{P}_2(\mathbb{R}^d))\), and for every \(1 \leq i \leq k\), we can find a version of \(\partial^k_\nu f(y, \nu)(\tilde{y}_1, \cdots, \tilde{y}_i)\) such that the mapping \((y, \tilde{y}_1, \cdots, \tilde{y}_k) \mapsto \partial^k_\nu f(y, \nu)(\tilde{y}_1, \cdots, \tilde{y}_k)\) is in \(C_b^k(\mathbb{R}^d \times \cdots \times \mathbb{R}^d)\).
- The space \(C_b^{(k, \ell),2k,(k)}(\mathcal{P}_2(\mathbb{R}^d_1) \times \mathbb{R}^d_2 \times \mathcal{P}_2(\mathbb{R}^d_2))\). A function \(f(\mu, y, \nu)\) is in \(C_b^{(k, \ell),2k,(k)}(\mathcal{P}_2(\mathbb{R}^d_1) \times \mathbb{R}^d_2 \times \mathcal{P}_2(\mathbb{R}^d_2))\) if for any fixed \((y, \nu) \in \mathcal{P}_2(\mathbb{R}^d_2)\), the mapping \(\mu \mapsto f(\mu, y, \nu)\) is in \(C_b^{(k, \ell)}(\mathcal{P}_2(\mathbb{R}^d_1))\), and for every \(\mu \in \mathcal{P}_2(\mathbb{R}^d_1)\), the mapping \((y, \nu) \mapsto f(\mu, y, \nu)\) is in \(C_b^{(k, \ell),2k,(k)}(\mathcal{P}_2(\mathbb{R}^d_1) \times \mathbb{R}^d_2 \times \mathcal{P}_2(\mathbb{R}^d_2))\).
- The space \(C_b^{m,(k, \ell),2k,(k)}(\mathcal{P}_2(\mathbb{R}^d_1) \times \mathbb{R}^d_2 \times \mathcal{P}_2(\mathbb{R}^d_2))\). A function \(f(x, \mu, y, \nu)\) is in \(C_b^{m,(k, \ell),2k,(k)}(\mathcal{P}_2(\mathbb{R}^d_1) \times \mathbb{R}^d_2 \times \mathcal{P}_2(\mathbb{R}^d_2))\) if for any fixed \((\mu, y, \nu) \in \mathcal{P}_2(\mathbb{R}^d_2)\), the mapping \(x \mapsto f(x, \mu, y, \nu)\) is in \(C_b^{m,(k, \ell)}(\mathcal{P}_2(\mathbb{R}^d_1))\), and for fixed \(x \in \mathbb{R}^d_1\), the mapping \((\mu, y, \nu) \mapsto f(x, \mu, y, \nu)\) is in \(C_b^{m,(k, \ell),2k,(k)}(\mathcal{P}_2(\mathbb{R}^d_1) \times \mathbb{R}^d_2 \times \mathcal{P}_2(\mathbb{R}^d_2))\).
- The space \(C_b^{(k, \ell),2k,(k)}(\mathcal{P}_2(\mathbb{R}^d_1) \times \mathbb{R}^d_2 \times \mathcal{P}_2(\mathbb{R}^d_2))\). A function \(f(\mu, y, \nu)\) is in \(C_b^{(k, \ell),2k,(k)}(\mathcal{P}_2(\mathbb{R}^d_1) \times \mathbb{R}^d_2 \times \mathcal{P}_2(\mathbb{R}^d_2))\) if \(f \in C_b^{(k, \ell),2k,(k)}(\mathcal{P}_2(\mathbb{R}^d_1) \times \mathbb{R}^d_2 \times \mathcal{P}_2(\mathbb{R}^d_2))\), and we can find a version of \(\partial^k_\mu f(\mu, y, \nu)(\tilde{x}_1, \cdots, \tilde{x}_k)\) such that the mapping \((y, \nu) \mapsto \partial^k_{\{\tilde{x}_1, \cdots, \tilde{x}_k\}} f(\mu, y, \nu)(\tilde{x}_1, \cdots, \tilde{x}_k)\) is in \(C_b^{2k,(k)}(\mathbb{R}^d_2 \times \mathcal{P}_2(\mathbb{R}^d_2))\).
- The space \(C_b^{m,\ell,(k, \ell),2k,(k)}(\mathcal{P}_2(\mathbb{R}^d_1) \times \mathbb{R}^d_2 \times \mathcal{P}_2(\mathbb{R}^d_2))\). A function \(f(x, \mu, y, \nu)\) is in \(C_b^{m,\ell,(k, \ell),2k,(k)}(\mathcal{P}_2(\mathbb{R}^d_1) \times \mathbb{R}^d_2 \times \mathcal{P}_2(\mathbb{R}^d_2))\) if \(f \in C_b^{m,\ell,(k, \ell),2k,(k)}(\mathcal{P}_2(\mathbb{R}^d_1) \times \mathbb{R}^d_2 \times \mathcal{P}_2(\mathbb{R}^d_2))\), and for every \(x \in \mathbb{R}^d_1\), the mapping \((\mu, y, \nu) \mapsto f(x, \mu, y, \nu)\) is in \(C_b^{m,\ell,(k, \ell),2k,(k)}(\mathcal{P}_2(\mathbb{R}^d_1) \times \mathbb{R}^d_2 \times \mathcal{P}_2(\mathbb{R}^d_2))\).
mapping \((x, \mu, y, \nu) \mapsto f(t, x, \mu, y, \nu)\) is in \(C_{b}^{m,(k,\ell),2k,(k,k)}(\mathbb{R}^{d_{1}} \times \mathcal{P}_{2}(\mathbb{R}^{d_{1}}) \times \mathbb{R}^{d_{2}} \times \mathcal{P}_{2}(\mathbb{R}^{d_{2}}))\). Similarly, we define the space \(C_{b}^{1,m,(k,\ell),2k,(k,k)}(\mathbb{R}^{+} \times \mathbb{R}^{d_{1}} \times \mathcal{P}_{2}(\mathbb{R}^{d_{1}}) \times \mathbb{R}^{d_{2}} \times \mathcal{P}_{2}(\mathbb{R}^{d_{2}}))\).

We shall mainly use the above spaces with \(k = 1, 2, 3\) and \(\ell = 1, 2\). For simplify, we denote
\[
C_{b}^{4,(2,2),4,(2,2)}(\mathbb{R}^{d_{1}} \times \mathcal{P}_{2}(\mathbb{R}^{d_{1}}) \times \mathbb{R}^{d_{2}} \times \mathcal{P}_{2}(\mathbb{R}^{d_{2}}))
\]
\[
:= \left( C_{b}^{4,(2,2),2,(1,1)} \cap C_{b}^{4,(1,1),4,(2,2)} \right)(\mathbb{R}^{d_{1}} \times \mathcal{P}_{2}(\mathbb{R}^{d_{1}}) \times \mathbb{R}^{d_{2}} \times \mathcal{P}_{2}(\mathbb{R}^{d_{2}})),
\]
and
\[
C_{b}^{4,6,(3,3)}(\mathbb{R}^{d_{1}} \times \mathcal{P}_{2}(\mathbb{R}^{d_{1}}) \times \mathbb{R}^{d_{2}} \times \mathcal{P}_{2}(\mathbb{R}^{d_{2}}))
\]
\[
:= \left( C_{b}^{4,(1,3),6,(3,3)} \cap C_{b}^{4,(3,1),6,(3,3)} \right)(\mathbb{R}^{d_{1}} \times \mathcal{P}_{2}(\mathbb{R}^{d_{1}}) \times \mathbb{R}^{d_{2}} \times \mathcal{P}_{2}(\mathbb{R}^{d_{2}})).
\]

When a function \(f(\mu, y, \nu)\) does not dependent on the \(x\)-varibale, we just view it as \(f(x, \mu, y, \nu) \equiv f(\mu, y, \nu)\).

2. Poisson equations on Wasserstein space

2.1. McKean-Vlasov equations and associated elliptic equations. Let us first consider the following McKean-Vlasov equation \((\text{without parameters})\) in \(\mathbb{R}^{d_{2}}\):
\[
dY_{t}^{\eta} = b(Y_{t}^{\eta}, \mathcal{L}_{Y_{t}^{\eta}})dt + \sigma(Y_{t}^{\eta}, \mathcal{L}_{Y_{t}^{\eta}})dW_{t}, \quad Y_{0}^{\eta} = \eta \in L^{2}(\Omega).
\]

Without the abuse of notations, we use the same symbol \(b\) and \(\sigma\) to denote the drift and diffusion coefficients as in the parameterized equation (1.4), and for every \(\varphi \in C_{b}^{2,(1,1)}(\mathbb{R}^{d_{2}} \times \mathcal{P}_{2}(\mathbb{R}^{d_{2}}))\), we still use \(\mathcal{L}_{0}\) to denote the operator
\[
\mathcal{L}_{0}\varphi(y, \nu) := \mathcal{L}_{0}(y, \nu)\varphi(y, \nu)
\]
\[
= \frac{1}{2}a(y, \nu)\partial_{\nu}^{2}\varphi(y, \nu) + b(y, \nu) \cdot \partial_{\nu}\varphi(y, \nu)
\]
\[
+ \int_{\mathbb{R}^{d_{2}}} \left[ b(\tilde{y}, \nu) \cdot \partial_{\nu}\varphi(y, \nu)(\tilde{y}) + \frac{1}{2}a(\tilde{y}, \nu) \cdot \partial_{\nu}\varphi(y, \nu)(\tilde{y}) \right] \nu(d\tilde{y}),
\]
where \(a(y, \nu) := \sigma \sigma^{*}(y, \nu)\). In this situation, the assumption \((H^{\sigma, b})\) on the coefficients becomes
\((H^{\sigma, b}):\) there exist constants \(c_{2} > c_{1} \geq 0\) such that for every \(y_{1}, y_{2} \in \mathbb{R}^{d_{2}}\) and \(\nu_{1}, \nu_{2} \in \mathcal{P}_{2}(\mathbb{R}^{d_{2}})\),
\[
||\sigma(y_{1}, \nu_{1}) - \sigma(y_{2}, \nu_{2})||^{2} + 2\langle b(y_{1}, \nu_{1}) - b(y_{2}, \nu_{2}), y_{1} - y_{2} \rangle \leq c_{1} \mathcal{W}_{2}(\nu_{1}, \nu_{2})^{2} - c_{2}|y_{1} - y_{2}|^{2}.
\]

Let \(Y_{t}^{\eta}\) be the unique strong solution of the equation (2.1). It turns out that the law of \(Y_{t}^{\eta}\) only depends on \(\eta\) through its distribution \(\mathcal{L}_{\eta} = \nu\). Thus, given a measure \(\nu \in \mathcal{P}_{2}(\mathbb{R}^{d_{2}})\), it makes sense to consider \(\mathcal{L}_{Y_{t}^{\eta}}\) as a function of \(\nu\) without specifying the choice of the lifted random variable \(\eta\), and we can define a (non-linear) semigroup \(\{P_{t}^{*}\}_{t \geq 0}\) on \(\mathcal{P}_{2}(\mathbb{R}^{d_{2}})\) by letting
\[
P_{t}^{*}\nu := \mathcal{L}_{Y_{t}^{\eta}}\quad \text{with} \quad \mathcal{L}_{\eta} = \nu.
\]
We say that a probability measure $\zeta$ is an invariant measure of the McKean-Vlasov equation (2.1) or the process $Y_t^\eta$ if
\[ P_t^* \zeta = \zeta, \quad \forall t \geq 0. \]
Under the assumption $(\hat{H}^{\sigma,b})$, it is known that (see e.g. [47, Theorem 3.1]) there exists a unique invariant measure $\zeta$ for the equation (2.1). Moreover, there exist constants $C_0, \lambda_0 > 0$ such that for every $\nu \in \mathcal{P}_2(\mathbb{R}^d)$,
\[ \| P_t^* \nu - \zeta \|_{TV} + W_2( P_t^* \nu, \zeta) \leq C_0 e^{-\lambda_0 t} W_2(\nu, \zeta). \tag{2.3} \]
We then introduce, for fixed $y \in \mathbb{R}^d$, the following decoupled equation of the McKean-Vlasov equation (2.1):
\[ dY_t^{y,\nu} = b(Y_t^{y,\nu}, \mathcal{L}_{Y_t^{\eta}}) dt + \sigma(Y_t^{y,\nu}, \mathcal{L}_{Y_t^{\eta}}) dW_t, \quad Y_0^{y,\nu} = y \in \mathbb{R}^d, \tag{2.4} \]
where $\mathcal{L}_{\eta} = \nu$. Given a function $f(y, \nu)$ on $\mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d)$, let us define
\[ \mathcal{T}_t f(y, \nu) := \mathbb{E} f(Y_t^{y,\nu}, \mathcal{L}_{Y_t^{\eta}}), \quad \forall t > 0, y \in \mathbb{R}^d, \nu \in \mathcal{P}_2(\mathbb{R}^d). \tag{2.5} \]
We have the following result.

**Theorem 2.1.** Assume that $\sigma, b, f \in C^{2,1,1}_b([0, T] \times \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d))$. Then for every $T > 0$, the function $\mathcal{T}_t f(y, \nu)$ is the unique solution in $C^{1,2,1}_b([0, T] \times \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d))$ of the non-linear PDE
\[
\begin{aligned}
\partial_t U(t, y, \nu) - \mathcal{L}_0(y, \nu) U(t, y, \nu) &= 0, \quad \forall (t, y, \nu) \in (0, T] \times \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d), \\
U(0, y, \nu) &= f(y, \nu),
\end{aligned}
\tag{2.6}
\]
where $\mathcal{L}_0(y, \nu)$ is defined by (2.2). If we further assume that $(\hat{H}^{\sigma,b})$ holds, then we have that for every $y \in \mathbb{R}^d$ and $\nu \in \mathcal{P}_2(\mathbb{R}^d)$,
\[ W_2(\mathcal{L}_{Y_t^{y,\nu}}, \zeta) \leq C_0 (1 + |y| + W_2(\nu, \delta_0)) e^{-\lambda_0 t}, \tag{2.7} \]
where $C_0, \lambda_0 > 0$ are positive constants independent of $t$.

In particular, $\zeta$ is also the unique invariant for the decoupled equation (2.4), and we have
\[ |\mathcal{T}_t f(y, \nu) - \langle f(\cdot, \zeta), \zeta \rangle| \leq C_0 (1 + |y| + W_2(\nu, \delta_0)) e^{-\lambda_0 t}. \tag{2.8} \]

**Proof.** The assertion that $\mathcal{T}_t f(y, \nu)$ defined by (2.5) is in $C^{1,2,1}_b([0, T] \times \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d))$ and is the unique solution of the equation (2.6) follows by [8, Theorem 7.2]. To prove (2.7), by Itô’s formula we have
\[
\begin{aligned}
d\mathbb{E} |Y_t^{\eta} - Y_t^{y,\nu}|^2 &= \mathbb{E} [2(Y_t^{\eta} - Y_t^{y,\nu}, b(Y_t^{y,\nu}, \mathcal{L}_{Y_t^{\eta}}) - b(Y_t^{y,\nu}, \mathcal{L}_{Y_t^{\eta}})) \\
&\quad + \|\sigma(Y_t^{y,\nu}, \mathcal{L}_{Y_t^{\eta}}) - \sigma(Y_t^{y,\nu}, \mathcal{L}_{Y_t^{\eta}})\|^2] dt \\
&\leq - c_2 \mathbb{E} |Y_t^{\eta} - Y_t^{y,\nu}|^2 dt.
\end{aligned}
\]
By comparison theorem we get
\[ W_2(\mathcal{L}_{Y_t^{y,\nu}}, \mathcal{L}_{Y_t^{\eta}}) \leq C_0 (1 + |y| + W_2(\nu, \delta_0)) e^{-\lambda_0 t}. \]
This together with estimate (2.3) implies (2.7). Moreover, we deduce that
\[ \mathcal{T}_t f(y, \nu) - \langle f(\cdot, \zeta), \zeta \rangle = \mathbb{E} f(Y_t^{y,\nu}, \mathcal{L}_{Y_t^{\eta}}) - \langle f(\cdot, \zeta), \zeta \rangle \]
For the first term, we have by (2.3) that
\[ |I_1| \leq W_2(L_{Y_{t}^\nu}, \zeta) \leq C_0 e^{-\lambda t} W_2(\nu, \zeta). \]
For the second term, we have by (2.7) that
\[ |I_2| \leq C_0 W_2(L_{Y_{t}^\nu}, \zeta) \leq C_0 e^{-\lambda t}(1 + |y| + W_2(\nu, \delta_0)). \]
The proof is finished. \(\square\)

Fix \(\lambda > 0\) below. Consider the following non-linear elliptic equation:
\[ \lambda U_\lambda(y, \nu) - \mathcal{L}_0(y, \nu) U_\lambda(y, \nu) = f(y, \nu), \] (2.9)
where \(\mathcal{L}_0(y, \nu)\) is defined by (2.2). We have:

**Theorem 2.2.** Assume that \(\sigma, b, f \in C_b^{2, (1, 1)}(\mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d))\). Then the function
\[ U_\lambda(y, \nu) := \int_0^\infty e^{-\lambda t} \mathcal{T}_t f(y, \nu) dt \] (2.10)
is the unique solution in \(C_b^{2, (1, 1)}(\mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d))\) to the equation (2.9).

**Proof.** The assertion that \(U_\lambda(y, \nu)\) defined by (2.10) is in \(C_b^{2, (1, 1)}(\mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d))\) and solves equation (2.9) follows by Theorem 2.1 and the integral by part formula. In fact, we have
\[
\mathcal{L}_0 U_\lambda(y, \nu) = \int_0^\infty e^{-\lambda t} \mathcal{L}_0 \mathcal{T}_t f(y, \nu) dt = \int_0^\infty e^{-\lambda t} \mathcal{L}_0 \mathcal{T}_t f(y, \nu) dt = -f(y, \nu) + \lambda U_\lambda(y, \nu),
\]
which implies the desired result. To prove the uniqueness, let \(U_\lambda(y, \nu) \in C_b^{2, (1, 1)}(\mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d))\) be a solution to equation (2.9). Then by Itô’s formula (see e.g. [16, Proposition 2.1]) we have
\[ U_\lambda(Y_{t}^{y, \nu}, \mathcal{L}_{Y_{t}^{y, \nu}}) = U_\lambda(y, \nu) + \int_0^t \mathcal{L}_0 U_\lambda(Y_{s}^{y, \nu}, \mathcal{L}_{Y_{s}^{y, \nu}}) ds + M_t, \]
where \(M_t\) is a martingale given by
\[ M_t := \int_0^t (\partial_\nu U_\lambda)(Y_{s}^{y, \nu}, \mathcal{L}_{Y_{s}^{y, \nu}}) \cdot \sigma(Y_{s}^{y, \nu}, \mathcal{L}_{Y_{s}^{y, \nu}}) dW_s. \]
By the product formula, we further have
\[
e^{-\lambda t} U_\lambda(Y_{t}^{y, \nu}, \mathcal{L}_{Y_{t}^{y, \nu}}) = U_\lambda(y, \nu) + \int_0^t e^{-\lambda s} \mathcal{L}_0 U_\lambda(Y_{s}^{y, \nu}, \mathcal{L}_{Y_{s}^{y, \nu}}) ds + \int_0^t e^{-\lambda s} dM_s - \lambda \int_0^t e^{-\lambda s} U_\lambda(Y_{s}^{y, \nu}, \mathcal{L}_{Y_{s}^{y, \nu}}) ds.
\]
\[
U(\lambda, \nu) - \int_0^t e^{-\lambda s} f(Y_s^{y,\nu}, \mathcal{L}_{Y_s^{y}}) ds + \int_0^t e^{-\lambda s} dM_s,
\]

where in the last equality we have used (2.9). Taking expectation from both sides and letting \( t \to \infty \), we obtain

\[
U(\lambda, \nu) = \mathbb{E} \left( \int_0^\infty e^{-\lambda s} f(Y_s^{y,\nu}, \mathcal{L}_{Y_s^{y}}) ds \right),
\]

which implies the desired result. \( \square \)

Now, we consider the following non-linear Poisson equation in the whole space \( \mathbb{R}^{d_2} \times \mathcal{P}_2(\mathbb{R}^{d_2}) \):

\[
\mathcal{L}_0(y, \nu) U(y, \nu) = -f(y, \nu).
\]  

(2.11)

This equation can be viewed as the limit \( \lambda \to 0 \) of equation (2.9). However, in general the integral in (2.10) is not well-defined for measurable function \( f \) if \( \lambda = 0 \). It turns out that a necessary condition for equation (2.11) to be well-defined is to assume that \( f \) satisfies the following centering condition:

\[
\int_{\mathbb{R}^{d_2}} f(y, \zeta) \zeta(dy) = 0, \tag{2.12}
\]

where \( \zeta \) is the unique invariant measure of the McKean-Vlasov SDE (2.1). In fact, if \( U \in C^{2,1,1}_b(\mathbb{R}^{d_2} \times \mathcal{P}_2(\mathbb{R}^{d_2})) \) satisfies the equation (2.11), then by Itô’s formula we can deduce that

\[
U(Y_t^{\eta}, \mathcal{L}_{Y_t^{\eta}}) = U(\eta, \mathcal{L}_{\eta}) + \int_0^t \mathcal{L}_0 U(Y_s^{\eta}, \mathcal{L}_{Y_s^{\eta}}) ds + \int_0^t \partial_y U(Y_s^{\eta}, \mathcal{L}_{Y_s^{\eta}}) \sigma(Y_s^{\eta}, \mathcal{L}_{Y_s^{\eta}}) dW_s,
\]

where \( \mathcal{L}_0 \) is defined by (2.2). Letting the initial distribution \( \mathcal{L}_{\eta} \) to be the invariant measure \( \zeta \) of the equation (2.1), then we have that for every \( t > 0 \), \( \mathcal{L}_{Y_t^{\eta}} = \zeta \). Taking expectation from both sides of the above equality, we arrive at

\[
\int_{\mathbb{R}^{d_2}} U(y, \zeta) \zeta(dy) = \int_{\mathbb{R}^{d_2}} U(y, \zeta) \zeta(dy) + \int_0^t \int_{\mathbb{R}^{d_2}} \mathcal{L}_0 U(y, \zeta) \zeta(dy) ds,
\]

which together with equation (2.11) implies (2.12). Note that the \( \nu \)-variable of the function \( f(y, \nu) \) in (2.12) is fixed at the invariant measure \( \zeta \).

We have the following result.

**Theorem 2.3.** Let \( H_{\alpha,\beta} \) hold and \( f \) satisfy the centering condition (2.12).

(i) If a function \( U \in C^{2,1,1}_b(\mathbb{R}^{d_2} \times \mathcal{P}_2(\mathbb{R}^{d_2})) \) satisfies the equation (2.11), then \( U \) admits the probabilistic representation

\[
U(y, \nu) = \int_0^\infty \mathcal{T}_t f(y, \nu) dt, \tag{2.13}
\]

where \( \mathcal{T}_t f \) is defined by (2.5).

(ii) Assume that \( \sigma, b, f \in C^{2,1,1}_b(\mathbb{R}^{d_2} \times \mathcal{P}_2(\mathbb{R}^{d_2})) \). Then the function \( U \) defined by (2.13) is the unique solution in \( C^{2,1,1}_b(\mathbb{R}^{d_2} \times \mathcal{P}_2(\mathbb{R}^{d_2})) \) to the non-linear Poisson equation (2.11), which also satisfies the centering condition.
(iii) If we further assume that \( \sigma, b, f \in C_b^{2k,(k,k)}(\mathbb{R}^d_+ \times \mathcal{P}_2(\mathbb{R}^d_+)) \) with \( k \geq 1 \), then we have \( U(y, \nu) \in C_b^{2k,(k,k)}(\mathbb{R}^d_+ \times \mathcal{P}_2(\mathbb{R}^d_+)) \).

**Proof.** We divide the proof into four steps.

(i) Let us first show that the integral in (2.13) is well-defined. In fact, since \( f \) satisfies the centering condition (2.12), we have by (2.8) that

\[
|T_t f(y, \nu)| \leq C_0 (1 + |y| + \mathcal{W}_2(\nu, \delta_0)) e^{-\lambda_0 t}.
\]

The conclusion in (i) follows by Itô’s formula and the same argument as in the proof of Theorem 2.2. Taking the limit \( \lambda \to 0 \) in (2.10) we obtain

\[
\lim_{\lambda \to 0} |U_\lambda(y, \nu) - U(y, \nu)| = 0.
\]

Meanwhile, by Fubini’s theorem and the fact that \( \zeta \) is also the unique invariant for \( Y_t^{y,\nu} \) (see (2.7)), we have

\[
\int_{\mathbb{R}^d_+} U(y, \zeta) \zeta(dy) = \int_{\mathbb{R}^d_+} \int_0^\infty \mathbb{E} f(Y_t^{y,\zeta}, \zeta) dt \zeta(dy) = \int_0^\infty \int_{\mathbb{R}^d_+} \mathbb{E} f(Y_t^{y,\zeta}, \zeta) \zeta(dy) dt = \int_0^\infty \int_{\mathbb{R}^d_+} f(y, \zeta) \zeta(dy) dt = 0.
\]

Thus \( U \) satisfies the centering condition (2.12).

(ii) Next, let \( U \) be defined by (2.13), we first consider the regularity of \( U \) with respect to the \( y \)-variable. In view of (2.5) and (2.13), we deduce that

\[
\partial_y U(y, \nu) = \int_0^\infty \mathbb{E} \left[ \partial_y f(Y_t^{y,\nu}, \mathcal{L}_t^{y,\nu}) \right] dt,
\]

where \( \partial_y Y_t^{y,\nu} \) satisfies

\[
d\partial_y Y_t^{y,\nu} = \partial_y b(Y_t^{y,\nu}, \mathcal{L}_t^{y,\nu}) \cdot \partial_y Y_t^{y,\nu} dt + \partial_y \sigma(Y_t^{y,\nu}, \mathcal{L}_t^{y,\nu}) \cdot \partial_y Y_t^{y,\nu} dW_t.
\]

According to Lemma 5.1 in the Appendix, we have

\[
\sup_{y \in \mathbb{R}^d_+, \nu \in \mathcal{P}_2(\mathbb{R}^d_+)} \mathbb{E} \left\| \partial_y Y_t^{y,\nu} \right\|^2 \leq C_0 e^{-c_2 t},
\]

which together with the boundedness of \( \|\partial_y f\| \) yields

\[
\sup_{y \in \mathbb{R}^d_+, \nu \in \mathcal{P}_2(\mathbb{R}^d_+)} \|\partial_y U(y, \nu)\| \leq C_0 < \infty.
\]

Similarly, we have

\[
\partial_y^2 U(y, \nu) = \int_0^\infty \mathbb{E} \left[ \partial_y^2 f(Y_t^{y,\nu}, \mathcal{L}_t^{y,\nu}) \cdot \partial_y Y_t^{y,\nu} \cdot \partial_y Y_t^{y,\nu} + \partial_y f(Y_t^{y,\nu}, \mathcal{L}_t^{y,\nu}) \cdot \partial_y^2 Y_t^{y,\nu} \right] dt,
\]

where \( \partial_y^2 Y_t^{y,\nu} \) satisfies

\[
d\partial_y^2 Y_t^{y,\nu} = \partial_y^2 b(Y_t^{y,\nu}, \mathcal{L}_t^{y,\nu}) \cdot \partial_y Y_t^{y,\nu} \cdot \partial_y Y_t^{y,\nu} dt + \partial_y b(Y_t^{y,\nu}, \mathcal{L}_t^{y,\nu}) \cdot \partial_y^2 Y_t^{y,\nu} dt
\]

\[
+ \partial_y \sigma(Y_t^{y,\nu}, \mathcal{L}_t^{y,\nu}) \cdot \partial_y Y_t^{y,\nu} \cdot \partial_y Y_t^{y,\nu} dW_t + \partial_y \sigma(Y_t^{y,\nu}, \mathcal{L}_t^{y,\nu}) \cdot \partial_y^2 Y_t^{y,\nu} dW_t.
\]
Applying Lemma 5.1 in the Appendix again we have
\[
\sup_{y \in \mathbb{R}^{d_2}, \nu \in \mathcal{P}_2(\mathbb{R}^{d_2})} \|\partial_y^2 U(y, \nu)\| \leq C_0 < \infty.
\]
As a result, for every \(\nu \in \mathcal{P}_2(\mathbb{R}^{d_2})\) we obtain that \(U(\cdot, \nu) \in C^2(\mathbb{R}^{d_2})\).

(iii) We proceed to study the regularity of \(U\) with respect to the \(\nu\)-variable. By the definition of the \(L\)-derivative, we have (see e.g. [8, Lemma 6.1])
\[
\partial_\nu U(y, \nu)(\bar{y}) = \int_0^\infty \mathbb{E} \left[ \partial_\nu f(Y_t^{y,\nu}, \mathcal{L}_t^{\gamma})(\bar{Y}_t^{\nu,\gamma}) + \mathbb{E} \left[ \partial_\nu f(Y_t^{y,\nu}, \mathcal{L}_t^{\gamma})(\bar{Y}_t^{\nu,\gamma}) \cdot \partial_y \bar{Y}_t^{\nu,\gamma} \right] \right] dt,
\]
and thus
\[
\partial_y \partial_\nu U(y, \nu)(\bar{y}) = \int_0^\infty \mathbb{E} \left[ \partial_y f(Y_t^{y,\nu}, \mathcal{L}_t^{\gamma})(\bar{Y}_t^{\nu,\gamma}) \cdot \partial_\nu \partial_y Y_t^{y,\nu}(\bar{y}) \right] dt,
\]
where \(Z_t^{\nu}(\bar{y}) := \partial_y Y_t^{y,\nu}(\bar{y})|_{y=\eta}\) with \(\partial_\nu Y_t^{y,\nu}(\bar{y})\) satisfying
\[
d\partial_\nu Y_t^{y,\nu}(\bar{y}) = \partial_y b(Y_t^{y,\nu}, \mathcal{L}_t^{\gamma})(\bar{Y}_t^{\nu,\gamma}) dt + \mathbb{E} \left[ \partial_y b(Y_t^{y,\nu}, \mathcal{L}_t^{\gamma})(\bar{Y}_t^{\nu,\gamma}) \cdot \partial_\nu \bar{Y}_t^{\nu,\gamma} \right] dt
\]
and \(\partial_y Z_t^{\nu}(\bar{y}) := \partial_y \partial_\nu Y_t^{y,\nu}(\bar{y})|_{y=\eta}\) with \(\partial_\nu Y_t^{y,\nu}(\bar{y})\) satisfying
\[
d\partial_\nu \partial_y Y_t^{y,\nu}(\bar{y}) = \partial_y b(Y_t^{y,\nu}, \mathcal{L}_t^{\gamma})(\bar{Y}_t^{\nu,\gamma}) \cdot \partial_\nu \partial_y Y_t^{y,\nu}(\bar{y}) dt + \mathbb{E} \left[ \partial_y b(Y_t^{y,\nu}, \mathcal{L}_t^{\gamma})(\bar{Y}_t^{\nu,\gamma}) \cdot \partial_y^2 \bar{Y}_t^{\nu,\gamma} \right] dt
\]
By Lemma 5.2 in the Appendix, we have
\[
\sup_{y \in \mathbb{R}^{d_2}, \nu \in \mathcal{P}_2(\mathbb{R}^{d_2}), \bar{y} \in \mathbb{R}^{d_2}} \mathbb{E} \|\partial_\nu Y_t^{y,\nu}(\bar{y})\|^2 \leq C_0 e^{-(c_2-c_1-\gamma)t},
\]
and
\[
\sup_{y \in \mathbb{R}^{d_2}, \nu \in \mathcal{P}_2(\mathbb{R}^{d_2}), \bar{y} \in \mathbb{R}^{d_2}} \mathbb{E} \|\partial_y \partial_\nu Y_t^{y,\nu}(\bar{y})\|^2 \leq C_0 e^{-(c_2-c_1-\gamma)t},
\]
which in turn imply that
\[
\mathbb{E}\|Z_t^\eta(y)\|^2 = \mathbb{E}\|\partial_\nu Y_t^{y,\eta}(y)\|_{y=\eta}^2 = \mathbb{E}\mathbb{E}\left[\|\partial_\nu Y_t^{y,\eta}(y)\|_{y=\eta}^2\right] \leq \sup_{y \in \mathbb{R}^{d_2}} \mathbb{E}\|\partial_\nu Y_t^{y,\nu}(\tilde{y})\|^2 \leq C_0 e^{-(c_2-c_1)\tau},
\]
and
\[
\mathbb{E}\|\partial_\nu Z_t^\eta(\tilde{y})\|^2 \leq C_0 e^{-(c_2-c_1)\tau}.
\]
Thus we arrive at
\[
\sup_{y \in \mathbb{R}^{d_2}, \nu \in \mathcal{P}_2(\mathbb{R}^{d_2}), \tilde{y} \in \mathbb{R}^{d_2}} \left(\|\partial_\nu U(y, \nu)(\tilde{y})\| + \|\partial_\nu \partial_\nu U(y, \nu)(\tilde{y})\|\right) \leq C_0 < \infty.
\]
As a result, for every fixed \(y \in \mathbb{R}^{d_2}\) we obtain \(U(y, \cdot) \in C_0^{(1,1)}(\mathcal{P}_2(\mathbb{R}^{d_2})).\)

Similarly, we have
\[
\partial_\nu \partial_\nu U(y, \nu)(\tilde{y}) = \partial_\nu \partial_\nu U(y, \nu)(\tilde{y}) = \int_0^\infty \mathbb{E}\left[\partial_\nu^2 b(Y_t^{y,\nu}, \mathcal{L}_t^{\nu}) \cdot \partial_\nu Y_t^{y,\nu} \cdot \partial_\nu Y_t^{y,\nu}(y)dt + \partial_\nu b(Y_t^{y,\nu}, \mathcal{L}_t^{\nu}) \cdot \partial_\nu \partial_\nu Y_t^{y,\nu}(\tilde{y})dt + \mathbb{E}[\partial_\nu \partial_\nu b(Y_t^{y,\nu}, \mathcal{L}_t^{\nu})(\tilde{y})]dt + \partial_\nu \sigma(Y_t^{y,\nu}, \mathcal{L}_t^{\nu}) \cdot \partial_\nu Y_t^{y,\nu} \cdot \partial_\nu Y_t^{y,\nu}(\tilde{y})dW_t
\]
\[
+ \partial_\nu \sigma(Y_t^{y,\nu}, \mathcal{L}_t^{\nu}) \cdot \partial_\nu \partial_\nu Y_t^{y,\nu}(\tilde{y})dW_t + \mathbb{E}[\partial_\nu \sigma(Y_t^{y,\nu}, \mathcal{L}_t^{\nu})(\tilde{y})]dW_t + \mathbb{E}[\partial_\nu \partial_\nu \sigma(Y_t^{y,\nu}, \mathcal{L}_t^{\nu})(\tilde{y})]dW_t + \mathbb{E}[\partial_\nu \sigma(Y_t^{y,\nu}, \mathcal{L}_t^{\nu})(\tilde{y})]dW_t + \mathbb{E}[\partial_\nu \partial_\nu \sigma(Y_t^{y,\nu}, \mathcal{L}_t^{\nu})(\tilde{y})]dW_t
\]
\[
\sup_{y \in \mathbb{R}^{d_2}, \nu \in \mathcal{P}_2(\mathbb{R}^{d_2}), \tilde{y} \in \mathbb{R}^{d_2}} \mathbb{E}\|\partial_\nu \partial_\nu Y_t^{y,\nu}(\tilde{y})\|^2 \leq C_0 e^{-(c_2-c_1)\tau},
\]
which in turn implies
\[
\sup_{y \in \mathbb{R}^{d_2}, \nu \in \mathcal{P}_2(\mathbb{R}^{d_2}), \tilde{y} \in \mathbb{R}^{d_2}} \|\partial_\nu \partial_\nu U(y, \nu)(\tilde{y})\| \leq C_0 < \infty.
\]

Combining the above results, we obtain \(U \in C_0^{\infty}((\mathbb{R}^{d_2} \times \mathcal{P}_2(\mathbb{R}^{d_2})))\). The derivation that \(U\) is the unique solution of equation (2.11) follows by Itô’s formula.

(iv) We proceed to prove the conclusions in (iii). The proof of \(U(\cdot, \nu) \in C_0^{2k}(\mathbb{R}^{d_2})\) when \(\sigma, b, f \in C_0^{2k}(\mathbb{R}^{d_2})\) is entirely similar as in step (ii). Let us focus on the
higher derivatives with respect to the \( \nu \)-variable. In view of (2.14) and by the definition of the \( L \)-derivative, we have

\[
\partial^\nu U(y, \nu)(\tilde{y}, \tilde{\nu}) = \int_0^\infty \mathbb{E} \left[ \frac{\partial^2}{\partial \nu^2} f(Y_t^\nu, \mathcal{L}_t^\nu) \cdot \partial_\nu Y_t^\nu(\tilde{y}) \cdot \partial_\nu Y_t^\nu(\tilde{\nu}) \cdot \partial_\nu Y_t^\nu(\tilde{y}) \cdot \partial_\nu Y_t^\nu(\tilde{\nu}) \right]
\]

and by the definition

\[
d\partial^\nu Y_t^\nu(\tilde{y}, \tilde{\nu}) = \partial^2_y b(Y_t^\nu, \mathcal{L}_t^\nu) \cdot \partial_\nu Y_t^\nu(\tilde{y}) \cdot \partial_\nu Y_t^\nu(\tilde{\nu}) d\nu_t + \partial_\nu \sigma(Y_t^\nu, \mathcal{L}_t^\nu) \cdot \partial_\nu Y_t^\nu(\tilde{y}) dW_t,
\]

and \( \mathcal{O}(\tilde{y}, \tilde{\nu}) \) contains the drift part given by

\[
\mathcal{O}(\tilde{y}, \tilde{\nu}) := \mathbb{E} \left[ \partial_\nu \partial_\nu b(Y_t^\nu, \mathcal{L}_t^\nu)(\tilde{y}) \cdot \partial_\nu Y_t^\nu(\tilde{y}) \cdot \partial_\nu Y_t^\nu(\tilde{\nu}) \right]
\]
Applying Lemma 5.2 in the Appendix, we have

\[
\mathbb{E} \| \partial^2 U(y, \nu, \gamma) \|^2 \leq C_0 e^{-(c_2-c_1)\gamma},
\]

\[
\sup_{y \in \mathbb{R}^d, \nu \in \mathcal{P}_2(\mathbb{R}^d), \gamma \in \mathbb{R}^d} \mathbb{E} \| \partial^2 Y_t^{y,\nu}(\tilde{y}, \tilde{y}) \|^2 \leq C_0 e^{-(c_2-c_1)\gamma},
\]

\[
\sup_{\nu \in \mathcal{P}_2(\mathbb{R}^d), \gamma \in \mathbb{R}^d} \mathbb{E} \| Z_t^{\gamma}(\tilde{y}, \tilde{y}) \|^2 \leq C_0 e^{-(c_2-c_1)\gamma},
\]

which in turn implies that

\[
\sup_{y \in \mathbb{R}^d, \nu \in \mathcal{P}_2(\mathbb{R}^d), \gamma \in \mathbb{R}^d} \mathbb{E} \| \partial^2 U(y, \nu)(\tilde{y}, \tilde{y}) \| \leq C_0 < \infty.
\]

The derivation that \((y, \tilde{y}, \tilde{y}) \mapsto \partial^2 U(y, \nu)(\tilde{y}, \tilde{y})\) is in \(C^2_b(\mathbb{R}^d \times \mathbb{R}^d \times \mathbb{R}^d)\) and \((y, \tilde{y}) \mapsto \partial_y U(y, \nu)(\tilde{y})\) is in \(C^2_b(\mathbb{R}^d \times \mathbb{R}^d)\) follows by the same argument as in steps (ii) and (iii).
Thus we obtain $U \in C_{b}^{4,(2,2)}(\mathbb{R}^{d_{2}} \times \mathbb{R}^{d_{2}})$ when $\sigma, b, f \in C_{b}^{4,(2,2)}(\mathbb{R}^{d_{2}} \times \mathbb{P}_{2}(\mathbb{R}^{d_{2}}))$. For general $k > 2$, the proof follows by the same arguments, we omit the details here. \hfill \Box

2.2. Poisson equations with parameters. Now, we consider the following parameterized Poisson equation on the whole space $\mathbb{R}^{d_{2}} \times \mathbb{P}_{2}(\mathbb{R}^{d_{2}})$:

$$
L_{0}U(x, \mu, y, \nu) = -f(x, \mu, y, \nu),
$$

(2.15)

where $(x, \mu) \in \mathbb{R}^{d_{1}} \times \mathbb{P}_{2}(\mathbb{R}^{d_{1}})$ are parameters, and the operator $L_{0}$ is defined by (1.3). Recall that $\zeta^{\mu}$ is the unique invariant measure for the frozen McKean-Vlasov equation (1.4). As in the previous subsection, we assume that $f$ satisfies the following centering condition:

$$
\int_{\mathbb{R}^{d_{2}}} f(x, \mu, y, \zeta^{\mu})(dy) = 0, \quad \forall (x, \mu) \in \mathbb{R}^{d_{1}} \times \mathbb{P}_{2}(\mathbb{R}^{d_{1}}).
$$

(2.16)

By regarding $(x, \mu)$ as parameters and according to Theorem 2.3, the unique solution $U$ to equation (2.15) should satisfy the centering condition (2.16) and admit the probabilistic representation

$$
U(x, \mu, y, \nu) = \mathbb{E} \left( \int_{0}^{\infty} f(x, \mu, Y_{t}^{\mu,y,\nu}, L_{t}^{\mu,\nu}) \, dt \right),
$$

(2.17)

where $Y_{t}^{\mu,y,\nu}$ and $L_{t}^{\mu,\nu}$ satisfy equation (1.4) and (1.6) with $L_{0} = \nu$, respectively. The main problem addressed here is the smoothness of the solution $U$ with respect to the parameters $(x, \mu)$. We have the following result, which will play a central role in our analysis below.

**Theorem 2.4.** Let $(H^{a,b})$ hold, $\ell, j, k, m, n \in \mathbb{N}$, the function $f$ satisfies the centering condition (2.16), and $U$ is defined by (2.17).

(i) Assume that $a, b \in C_{b}^{\ell,j,2(n,m)}(\mathbb{P}_{2}(\mathbb{R}^{d_{1}}) \times \mathbb{R}^{d_{2}} \times \mathbb{P}_{2}(\mathbb{R}^{d_{2}}))$ and $f \in C_{b}^{\ell,j,2(n,m)}(\mathbb{P}_{2}(\mathbb{R}^{d_{1}}) \times \mathbb{R}^{d_{2}} \times \mathbb{P}_{2}(\mathbb{R}^{d_{2}}))$ with $0 \leq n \leq \ell < m$. Then we have

$$
U \in C_{b}^{\ell,j,2(n,m)}(\mathbb{R}^{d_{1}} \times \mathbb{P}_{2}(\mathbb{R}^{d_{1}}) \times \mathbb{R}^{d_{2}} \times \mathbb{P}_{2}(\mathbb{R}^{d_{2}})).
$$

(2.18)

(ii) Assume further that $a, b \in C_{b}^{\ell,j,2(n,m)}(\mathbb{P}_{2}(\mathbb{R}^{d_{1}}) \times \mathbb{R}^{d_{2}} \times \mathbb{P}_{2}(\mathbb{R}^{d_{2}}))$ and $f \in C_{b}^{\ell,j,2(n,m)}(\mathbb{R}^{d_{1}} \times \mathbb{P}_{2}(\mathbb{R}^{d_{1}}) \times \mathbb{R}^{d_{2}} \times \mathbb{P}_{2}(\mathbb{R}^{d_{2}}))$, then we have

$$
U \in C_{b}^{\ell,j,2(n,m)}(\mathbb{R}^{d_{1}} \times \mathbb{P}_{2}(\mathbb{R}^{d_{1}}) \times \mathbb{R}^{d_{2}} \times \mathbb{P}_{2}(\mathbb{R}^{d_{2}})).
$$

(2.19)

**Proof.** We divide the proof into three steps.

(i) The regularities of $U$ with respect to the $(y, \nu)$-variables follow by Theorem 2.3. Our task is to prove the regularities of $U$ with respect to $x$ and $\mu$.

The derivatives of $U$ with respect to the $x$-variable are easy. Since $f$ satisfies the centering condition (2.16), it is obvious that $\partial_{x}^{j} f$ satisfies (2.16), too. Thus, we can take derivative directly from both sides of (2.17) to get that for any $j \in \mathbb{N},$

$$
\partial_{x}^{j} U(x, \mu, y, \nu) = \mathbb{E} \left( \int_{0}^{\infty} \partial_{x}^{j} f(x, \mu, Y_{t}^{\mu,y,\nu}, L_{t}^{\mu,\nu}) \, dt \right),
$$

(2.20)

which in turn implies the desired conclusions for $U$ with respect to the $x$-variable.
(ii) The regularities of $U$ with respect to the $\mu$-variable is more delicate, since $\mu$ also appears in the process $Y_t^{\mu,y,\nu}$ as well as the distribution $L_{Y_t^{\mu,y,\nu}}$. Taking derivative directly will involve complicated computations. We shall use the equation itself. Note that when $m = 1$, the conclusion in (2.18) is obvious, we proceed to prove (2.19) with $m = 1$. Since $U$ is a classical solution to

$$L_0(\mu, y, \nu)U(x, \mu, y, \nu) = -f(x, \mu, y, \nu),$$

we have for every $\mu \in \mathcal{P}_2(\mathbb{R}^{d_1})$, $\phi \in L^2(\mathbb{R}^{d_1})$ and $\rho > 0$ that

$$\frac{L_0(\mu, y, \nu)(U(x, \mu, y, \nu) - U(x, \mu \circ (I + \rho \phi)^{-1}, y, \nu))}{\rho} = \frac{f(x, \mu \circ (I + \rho \phi)^{-1}, y, \nu) - f(x, \mu, y, \nu)}{\rho}$$

$$+ \frac{1}{\rho} \left( L_0(\mu \circ (I + \rho \phi)^{-1}, y, \nu) - L_0(\mu, y, \nu) \right) U(x, \mu \circ (I + \rho \phi)^{-1}, y, \nu)$$

$$=: h^\phi_1(x, \mu, y, \nu)(\rho),$$

where

$$\left( L_0(\mu \circ (I + \rho \phi)^{-1}, y, \nu) - L_0(\mu, y, \nu) \right) U(x, \mu \circ (I + \rho \phi)^{-1}, y, \nu)$$

$$= \left( b(\mu \circ (I + \rho \phi)^{-1}, y, \nu) - b(\mu, y, \nu) \right) \cdot \partial_y U(x, \mu \circ (I + \rho \phi)^{-1}, y, \nu)$$

$$+ \frac{1}{2} \left( a(\mu \circ (I + \rho \phi)^{-1}, y, \nu) - a(\mu, y, \nu) \right) \cdot \partial^2_y U(x, \mu \circ (I + \rho \phi)^{-1}, y, \nu)$$

$$+ \int_{\mathbb{R}^{d_2}} \left[ (b(\mu \circ (I + \rho \phi)^{-1}, \tilde{y}, \nu) - b(\mu, \tilde{y}, \nu)) \cdot \partial_y U(x, \mu \circ (I + \rho \phi)^{-1}, y, \nu)(\tilde{y}) \right] \nu(dy).$$

This implies that for every $\rho > 0$, $h^\phi_1(x, \mu, y, \nu)(\rho)$ satisfies

$$\int_{\mathbb{R}^{d_2}} h^\phi_1(x, \mu, y, \nu)(\rho) \zeta(\nu(dy)) = 0,$$

and by Theorem 2.3 (i) we have the representation that

$$\frac{U(x, \mu \circ (I + \rho \phi)^{-1}, y, \nu) - U(x, \mu, y, \nu)}{\rho}$$

$$= \mathbb{E} \left( \int_0^\infty h^\phi_1(x, \mu, Y_t^{\mu,y,\nu}, L_{Y_t^{\mu,y,\nu}})(\rho) dt \right).$$

(2.21)

Note that by the definition of $L$-derivative,

$$\lim_{\rho \to 0} \frac{f(x, \mu \circ (I + \rho \phi)^{-1}, y, \nu) - f(x, \mu, y, \nu)}{\rho} = \int_{\mathbb{R}^{d_1}} \partial_\mu f(x, \mu, y, \nu)(\bar{x}) \cdot \phi(\bar{x}) \mu(d\bar{x}),$$

$$\lim_{\rho \to 0} \frac{b(\mu \circ (I + \rho \phi)^{-1}, y, \nu) - b(\mu, y, \nu)}{\rho} = \int_{\mathbb{R}^{d_1}} \partial_\mu b(\mu, y, \nu)(\bar{x}) \cdot \phi(\bar{x}) \mu(d\bar{x}),$$
\[
\lim_{\rho \to 0} \frac{a(\mu \circ (I + \rho \phi)^{-1}, y, \nu) - a(\mu, y, \nu)}{\rho} = \int_{\mathbb{R}^d} \partial_\mu a(\mu, y, \nu)(\tilde{x}) \cdot \phi(\tilde{x}) \mu(d\tilde{x}).
\]

By the continuity of \(\partial_y^2 U\) and \(\partial_y \partial_\nu U\) we have
\[
\lim_{\rho \to 0} h_1^\phi(x, \mu, y, \nu)(\rho) = \int_{\mathbb{R}^d} \left[ \partial_{\mu} f(x, \mu, y, \nu)(\tilde{x}) + \partial_{\mu} b(\mu, y, \nu)(\tilde{x}) \cdot \partial_y U(x, \mu, y, \nu) + \int_{\mathbb{R}^d} \left[ \partial_{\mu} b(\mu, \tilde{y}, \nu)(\tilde{x}) \cdot \partial_{\nu} U(x, \mu, y, \nu)(\tilde{y}) + \frac{1}{2} \partial_{\mu} a(\mu, \tilde{y}, \nu)(\tilde{x}) \cdot \partial_y [\partial_y U(x, \mu, y, \nu)(\tilde{y})] \right] \nu(d\tilde{y}) \right] \cdot \phi(\tilde{x}) \mu(d\tilde{x})
\]
\[
= \int_{\mathbb{R}^d} h_1(x, \mu, y, \nu)(\tilde{x}) \cdot \phi(\tilde{x}) \mu(d\tilde{x}).
\]
This further implies that \(h_1\) satisfies the centering condition (2.16), i.e.,
\[
\int_{\mathbb{R}^d} h_1(x, \mu, y, \nu)(\tilde{x}) \cdot \zeta(\tilde{x}) \zeta(\nu)(d\tilde{x}) = 0.
\]  
Thus, taking the limit \(\rho \to 0\) in (2.21), we obtain
\[
\lim_{\rho \to 0} \frac{U(x, \mu \circ (I + \rho \phi)^{-1}, y, \nu) - U(x, \mu, y, \nu)}{\rho} = \mathbb{E} \left( \int_0^{\infty} \int_{\mathbb{R}^d} h_1(x, \mu, Y_t^{\mu, y, \nu}, \mathcal{L}_{Y_t^{\mu, y, \nu}})(\tilde{x}) \cdot \phi(\tilde{x}) \mu(d\tilde{x}) dt \right).
\]
As a result, \(U(x, \mu, y, \nu)\) is \(L\)-differentiable at \(\mu\) and by regarding \((x, \mu)\) as parameters, we arrive at
\[
\partial_\mu U(x, \mu, y, \nu)(\tilde{x}) = \mathbb{E} \left( \int_0^{\infty} h_1(x, \mu, Y_t^{\mu, y, \nu}, \mathcal{L}_{Y_t^{\mu, y, \nu}})(\tilde{x}) dt \right).
\]
Meanwhile, note that for every \(k \in \mathbb{N}\), \(\partial_x^k h_1\) also satisfies the centering condition, thus we have
\[
\partial_x^k \partial_\mu U(x, \mu, y, \nu)(\tilde{x}) = \mathbb{E} \left( \int_0^{\infty} \partial_x^k h_1(x, \mu, Y_t^{\mu, y, \nu}, \mathcal{L}_{Y_t^{\mu, y, \nu}})(\tilde{x}) dt \right),
\]
where
\[
\partial_x^k h_1(x, \mu, y, \nu)(\tilde{x}) = \partial_x^k \partial_\mu f(x, \mu, y, \nu)(\tilde{x}) + \partial_x^k \partial_\mu b(\mu, y, \nu)(\tilde{x}) \cdot \partial_y U(x, \mu, y, \nu) + \frac{1}{2} \partial_x^k \partial_\mu a(\mu, y, \nu)(\tilde{x}) \cdot \partial_y^2 U(x, \mu, y, \nu)
\]
\[
+ \int_{\mathbb{R}^d} \left[ \partial_x^k \partial_\mu b(\mu, \tilde{y}, \nu)(\tilde{x}) \cdot \partial_\nu U(x, \mu, y, \nu)(\tilde{y}) \right] \cdot \phi(\tilde{x}) \mu(d\tilde{x}).
\]
U \text{Combing this with the fact that } P \in x, \text{ where } As a result of Theorem (2.2), we have 

\[ \partial_{x}^{\delta} \mu \in C_{b}^{1,1}(\mathcal{P}(\mathbb{R})), \]

Consequently, we have \( U(x, \cdot, y, \nu) \in C_{b}^{1,1}(\mathcal{P}(\mathbb{R})). \)

(iii) Now we prove (2.18) and (2.19) with \( m = 2. \) By the assumptions that \( a, b \in C_{b}^{2,1,1}(\mathcal{P}(\mathbb{R}) \times \mathbb{R} \times \mathcal{P}(\mathbb{R})), \) and \( f \in C_{b}^{2,1,1}(\mathbb{R} \times \mathcal{P}(\mathbb{R}) \times \mathbb{R} \times \mathcal{P}(\mathbb{R})), \) we have

\[ \partial_{x}^{\delta} \mu \in C_{b}^{2,1,1}(\mathbb{R} \times \mathcal{P}(\mathbb{R})). \]

Combing this with the fact that \( \partial_{y}^{\delta} U(x, \mu, \cdot, \cdot), \partial_{\nu} \partial_{\nu} U(x, \mu, \cdot, \cdot)(\nu) \in C_{b}^{2,1,1}(\mathbb{R} \times \mathcal{P}(\mathbb{R})), \) one can check that for every fixed \( x, \tilde{x} \in \mathbb{R}^{d} \) and \( \mu \in \mathcal{P}(\mathbb{R}), \) we have

\[ \partial_{x}^{\delta} h_{1}(x, \cdot, \cdot, \cdot)(\tilde{x}) \in C_{b}^{2,1,1}(\mathbb{R}^{d} \times \mathcal{P}(\mathbb{R})). \]

As a result of Theorem 2.3, we conclude that

\[ L_{0}(o, y, \nu) \partial_{\nu} U(x, \mu, y, \nu)(\tilde{x}) = -h_{1}(x, \mu, y, \nu)(\tilde{x}) \]

and

\[ L_{0}(o, y, \nu) \partial_{\nu}^{\delta} U(x, \mu, y, \nu)(\tilde{x}) = -\partial_{x} h_{1}(x, \mu, y, \nu)(\tilde{x}), \]

which in turn yields that \( \partial_{x}^{\delta} U \in C_{b}^{2,1,1}(\mathbb{R} \times \mathcal{P}(\mathbb{R})). \) Consequently, we get \( U \in C_{b}^{2,1,1}(\mathbb{R} \times \mathcal{P}(\mathbb{R})). \) In view of (2.20), by \( \partial_{x}^{2} f(x, \cdot, \cdot, \cdot) \in C_{b}^{2,1,1}(\mathbb{R} \times \mathcal{P}(\mathbb{R})), \) and Theorem 2.3, we obtain

\[ L_{0}(o, y, \nu) \partial_{\nu}^{\delta} U(x, \mu, y, \nu) = -\partial_{x}^{2} f(x, \mu, y, \nu), \]

which in turns implies that \( \partial_{x}^{2} U \in C_{b}^{2,1,1}(\mathbb{R} \times \mathcal{P}(\mathbb{R})). \) Thus we have

\[ U \in C_{b}^{2,1,1}(\mathbb{R} \times \mathcal{P}(\mathbb{R})). \]

It remains to show the second order derivatives of \( U(x, \mu, y, \nu) \) with respect to the \( \mu \)-variable. The same argument as above we have

\[ \partial_{\mu}^{2} U(x, \mu, y, \nu)(\tilde{x}, \tilde{\nu}) = \mathcal{E} \left( \int_{0}^{\infty} h_{2}(x, \mu, y, \nu, \mathcal{L}(\mathcal{Y}_{\mathcal{Y}_{\cdot}}, \omega))(\tilde{x}, \tilde{\nu})d\mathcal{L} \right), \]

where \( h_{2} \) satisfies the centering condition (2.16) and is given by

\[ h_{2}(x, \mu, y, \nu)(\tilde{x}, \tilde{\nu}) := \partial_{\mu}^{2} f(x, \mu, y, \nu)(\tilde{x}, \tilde{\nu}) + \partial_{\mu}^{2} b(x, \mu, y, \nu)(\tilde{x}, \tilde{\nu}) \cdot \partial_{\nu} U(x, \mu, y, \nu) \]

\[ + \partial_{\mu} b(x, \mu, y, \nu)(\tilde{x}) \cdot \partial_{\nu} \partial_{\nu} U(x, \mu, y, \nu)(\tilde{x}) + \partial_{\mu} b(x, \mu, \nu, \nu)(\tilde{x}) \cdot \partial_{\nu} \partial_{\nu} b(x, \mu, y, \nu)(\tilde{x}) \]

\[ + \frac{1}{2} \partial_{\mu}^{2} a(x, \mu, y, \nu)(\tilde{x}) \cdot \partial_{\nu}^{2} \partial_{\mu} b(x, \mu, y, \nu)(\tilde{x}) \]

\[ + \frac{1}{2} \partial_{\mu}^{2} a(x, \mu, \nu, \nu)(\tilde{x}) \cdot \partial_{\nu}^{2} \partial_{\mu} b(x, \mu, y, \nu)(\tilde{x}) \]

\[ + \int_{\mathbb{R}^{d_{2}}} \left[ \partial_{\mu} b(\tilde{y}, y, \nu)(\tilde{x}) \cdot \partial_{\nu} \partial_{\nu} U(x, \mu, y, \nu)(\tilde{x}) \right] d\tilde{y} \]

\[ + \partial_{\mu}^{2} b(\tilde{y}, y, \nu)(\tilde{x}) \cdot \partial_{\nu} U(x, \mu, y, \nu)(\tilde{y}) \]
\[
+ \partial_\mu b(\mu, \bar{y}, \nu)(\bar{x}) \cdot \partial_\nu [\partial_\nu U(x, \mu, y, \nu)(\bar{y})](\bar{x}) \bigg] \nu(d\bar{y})
+ \frac{1}{2} \int_{\mathbb{R}d_2} \left[ \partial_\mu a(\mu, \bar{y}, \nu)(\bar{x}) \cdot \partial_\bar{y} \left[ \partial_\nu [\partial_\nu U(x, \mu, y, \nu)(\bar{x})](\bar{y}) \right] 
+ \partial^2_\mu a(\mu, \bar{y}, \nu)(\bar{x}, \bar{x}) \cdot \partial_\bar{y} [\partial_\nu U(x, \mu, y, \nu)(\bar{y})] 
+ \partial_\mu a(\mu, \bar{y}, \nu)(\bar{x}) \cdot \partial_\nu \left[ \partial_\nu [\partial_\nu U(x, \mu, y, \nu)(\bar{y})](\bar{x}) \right] \bigg] \nu(d\bar{y}).
\]

Consequently, we deduce that
\[
\partial_x [\partial^2_\mu U(x, \mu, y, \nu)(\bar{x}, \bar{x})] = \mathbb{E} \left( \int_0^\infty \partial_x h_2(x, \mu, Y^{\mu,y,\nu}_t, \mathcal{L}_t^{y,\nu})(\bar{x}, \bar{x})dt \right),
\]
where
\[
\partial_x h_2(x, \mu, y, \nu)(\bar{x}, \bar{x}) = \partial_x [\partial^2_\mu f(x, \mu, y, \nu)(\bar{x}, \bar{x})] + \partial_x [\partial^2_\mu b(\mu, y, \nu)(\bar{x}, \bar{x})] \cdot \partial_y U(x, \mu, y, \nu)
+ \frac{1}{2} \left[ \partial_x [\partial_\mu a(\mu, \bar{y}, \nu)(\bar{x})] \cdot \partial_\nu \left[ \partial_\nu U(x, \mu, y, \nu)(\bar{y}) \right] 
+ \partial_\mu a(\mu, \bar{y}, \nu)(\bar{x}) \cdot \partial_\nu \left[ \partial_\nu U(x, \mu, y, \nu)(\bar{y}) \right] \right] \nu(d\bar{y}).
\]

As a result, we obtain \( U(x, \cdot, y, \nu) \in C_b^{(2,1)}(\mathcal{P}_2(\mathbb{R}^d_1)) \). In the same way, we get \( U(x, \cdot, y, \nu) \in C_b^{(2,k)}(\mathcal{P}_2(\mathbb{R}^d_1)) \) for general \( m \geq 3 \), the proof follows by the similar arguments, we omit the details here.

Given a function \( f(x, \mu, y, \nu) \), we denote
\[
\bar{f}(x, \mu) := \int_{\mathbb{R}d_2} f(x, \mu, y, \zeta^\mu) \zeta^\mu(dy),
\]
where \( \zeta^\mu \) is the unique invariant measure for the frozen McKean-Vlasov equation (1.4). The verification that the averaged coefficient \( \bar{f}(x, \mu) \) are smooth usually constitutes a separate problem connected with the smoothness of the invariant measure \( \zeta^\mu \) with respect...
to the parameter $\mu$. Here, as a direct application of Theorem 2.4, we have the following result.

**Corollary 2.5.** Assume that $(H^{a,b})$ holds and $\ell, m, k \in \mathbb{N}$. If for every $1 \leq n < m$, $a, b \in (C_b^{(m,k),2m,(m,m)} \cap C_b^{(n,k),2(m-n),(m-n,m-n)})(\mathcal{P}_2(\mathbb{R}^d_1) \times \mathbb{R}^{d_2} \times \mathcal{P}_2(\mathbb{R}^{d_2}))$ and $f \in (C_b^{(m,k),2m,(m,m)} \cap C_b^{(n,k),2(m-n),(m-n,m-n)})(\mathbb{R}^d_1 \times \mathcal{P}_2(\mathbb{R}^d_1) \times \mathbb{R}^{d_2} \times \mathcal{P}_2(\mathbb{R}^{d_2}))$. Then we have $\bar{f} \in C_b^{(m,k)}(\mathbb{R}^d_1 \times \mathcal{P}_2(\mathbb{R}^d_1))$.

In particular, we have

\[
\partial_\mu \bar{f}(x, \mu)(\tilde{x}) = \int_{\mathbb{R}^{d_2}} \left[ \partial_\mu f(x, \mu, y, \zeta^\mu)(\tilde{x}) + \partial_\mu b(\mu, y, \zeta^\mu)(\tilde{x}) \cdot \partial_y U(x, \mu, y, \zeta^\mu) + \frac{1}{2} \partial_\mu a(\mu, y, \zeta^\mu)(\tilde{x}) \cdot \partial_y^2 U(x, \mu, y, \zeta^\mu) \right] \zeta^\mu(dy), \tag{2.24}
\]

and

\[
\partial_\mu^2 \bar{f}(x, \mu)(\tilde{x}, \tilde{\tilde{x}}) = \int_{\mathbb{R}^{d_2}} \left[ \partial_\mu^2 f(x, \mu, y, \zeta^\mu)(\tilde{x}, \tilde{\tilde{x}}) + \partial_\mu^2 b(\mu, y, \zeta^\mu)(\tilde{x}, \tilde{\tilde{x}}) \cdot \partial_y U(x, \mu, y, \zeta^\mu) + \frac{1}{2} \partial_\mu a(\mu, y, \zeta^\mu)(\tilde{x}) \cdot \partial_y\partial_y U(x, \mu, y, \zeta^\mu) \right] \zeta^\mu(dy), \tag{2.25}
\]

where $U(x, \mu, y, \nu)$ is the unique solution to the Poisson equation

\[
\mathcal{L}_0 U(x, \mu, y, \nu) = -\left[ f(x, \mu, y, \nu) - \bar{f}(x, \mu) \right]. \tag{2.26}
\]
Proof. Since $\zeta^\mu$ does not depend on the $x$-variable, we can take derivative directly with respect to $x$ from both sides of (2.23) to get

$$
\partial_x^\xi \bar{f}(x, \mu) = \int_{\mathbb{R}^d_2} \partial_x^\xi f(x, \mu, y, \zeta^\mu)\zeta^\mu(dy),
$$

which in turn implies that $\bar{f}(\cdot, \mu) \in C^\xi_b(\mathbb{R}^d_2)$. We proceed to show the regularities of $\bar{f}$ with respect to the $\mu$-variable. Note that the function

$$
\delta f(x, \mu, y, \nu) := f(x, \mu, y, \nu) - \bar{f}(x, \mu)
$$

always satisfies the centering condition. Thus, under our assumptions there exists a unique solution $U$ to the Poisson equation (2.26). Following the same arguments as in (2.22) we have

$$
\int_{\mathbb{R}^d_2} \left[ \partial_\mu \delta f(x, \mu, y, \zeta^\mu)(\bar{x}) + \partial_\mu b(\mu, y, \zeta^\mu)(\bar{x}) \cdot \partial_y U(x, \mu, y, \zeta^\mu) \\
+ \frac{1}{2} \partial_\mu a(\mu, y, \zeta^\mu)(\bar{x}) \cdot \partial^2_y U(x, \mu, y, \zeta^\mu) \\
+ \int_{\mathbb{R}^d_2} \left[ \partial_\mu b(\mu, \tilde{y}, \zeta^\mu)(\bar{x}) \cdot \partial_\nu U(x, \mu, y, \zeta^\mu)(\tilde{y}) \\
+ \frac{1}{2} \partial_\mu a(\mu, \tilde{y}, \nu) \cdot \partial_\nu \left[ \partial_\nu U(x, \mu, y, \zeta^\mu)(\tilde{y}) \right] \zeta^\mu(dy) \right] \zeta^\mu(dy) = 0.
$$

(2.27)

Since

$$
\int_{\mathbb{R}^d_2} \partial_\mu \delta f(x, \mu, y, \zeta^\mu)(\bar{x})\zeta^\mu(dy) = -\partial_\mu \bar{f}(x, \mu)(\bar{x}) + \int_{\mathbb{R}^d_2} \partial_\mu f(x, \mu, y, \zeta^\mu)(\bar{x})\zeta^\mu(dy),
$$

this together with (2.27) yields (2.24). Taking derivatives with respect to the $\bar{x}$ and $x$ from both sides of (2.24), we obtain

$$
\partial_{\bar{x}}[\partial_\mu \bar{f}(x, \mu)(\bar{x})] = \int_{\mathbb{R}^d_2} \left[ \partial_{\bar{x}}[\partial_\mu f(x, \mu, y, \zeta^\mu)(\bar{x})] + \partial_{\bar{x}}[\partial_\mu b(\mu, y, \zeta^\mu)(\bar{x})] \cdot \partial_y U(x, \mu, y, \zeta^\mu) \\
+ \frac{1}{2} \partial_{\bar{x}}[\partial_\mu a(\mu, y, \zeta^\mu)(\bar{x})] \cdot \partial^2_y U(x, \mu, y, \zeta^\mu) \\
+ \int_{\mathbb{R}^d_2} \left[ \partial_{\bar{x}}[\partial_\mu b(\mu, \tilde{y}, \zeta^\mu)(\bar{x})] \cdot \partial_\nu U(x, \mu, y, \zeta^\mu)(\tilde{y}) \\
+ \frac{1}{2} \partial_{\bar{x}}[\partial_\mu a(\mu, \tilde{y}, \nu)(\bar{x})] \cdot \partial_\nu \left[ \partial_\nu U(x, \mu, y, \zeta^\mu)(\tilde{y}) \right] \zeta^\mu(dy) \right] \zeta^\mu(dy),
$$

and

$$
\partial_x[\partial_\mu \bar{f}(x, \mu)(\bar{x})] = \int_{\mathbb{R}^d_2} \left[ \partial_x[\partial_\mu f(x, \mu, y, \zeta^\mu)(\bar{x})] + \partial_\mu b(\mu, y, \zeta^\mu)(\bar{x}) \cdot \partial_x \partial_y U(x, \mu, y, \zeta^\mu) \\
+ \frac{1}{2} \partial_x a(\mu, y, \zeta^\mu)(\bar{x}) \cdot \partial_x \partial^2_y U(x, \mu, y, \zeta^\mu)
$$
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Therefore, we deduce \( \bar{f} \in C^2_b(\mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d)) \). Similarly, we have

\[
\int_{\mathbb{R}^d} \left[ \partial^2_\mu \delta f(x, \mu, y, \zeta)(\bar{x}, \bar{\zeta}) + \partial^2_\mu b(\mu, y, \zeta)(\bar{x}, \bar{\zeta}) \cdot \partial_y [\partial_\mu U(x, \mu, y, \zeta)](\bar{\mu}) \right] \zeta^\mu(d\bar{\mu}) = 0,
\]

which implies that (2.25) holds. For general \( m \in \mathbb{N} \), the proof follows by induction, we omit the details here.

\[\square\]

3. Fluctuations estimates

Let \((X_t^x, Y_t^x)\) and \(X_t\) satisfy the McKean-Vlasov equations (1.1) and (1.14), respectively. This section is devoted to establish some integral estimates for the fluctuations between \(X_t^x\) and its homogenized limit \(X_t\). Given a function \( f(t, x, \mu, y, \nu) \) on \([0, \infty) \times \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d_+) \times \mathbb{R}^2 \times \mathcal{P}_2(\mathbb{R}^d_+) \), we consider the Poisson equation:

\[
\mathcal{L}_0 \psi(t, x, \mu, y, \nu) = -f(t, x, \mu, y, \nu), \tag{3.1}
\]

where the operator \(\mathcal{L}_0\) is defined by (1.3), and \((t, x, \mu) \in \mathbb{R}_+ \times \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d_+)\) are regarded as parameters. We first give the following estimate of the functional law of large number type.

**Lemma 3.1.** Assume that \((H^{a,b})\) hold, \(F, H, G, c \in C^2_b(\mathbb{R}^d_+ \times \mathcal{P}_2(\mathbb{R}^d_+) \times \mathbb{R}^2 \times \mathcal{P}_2(\mathbb{R}^d_+))\) and \(b, \sigma \in C^2_b(\mathbb{R}^d_+ \times \mathbb{R}^2 \times \mathcal{P}_2(\mathbb{R}^d_+))\). Then for every
where the operators \(L\) and \(\tilde{f}\) are defined by (1.18), (1.19) and (1.20), respectively, the process \((\tilde{X}_s^\varepsilon, \tilde{Y}_s^\varepsilon)\) is a copy of the original process \((X_s^\varepsilon, Y_s^\varepsilon)\) defined on a copy \((\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{\mathbb{P}})\) of the original probability space \((\Omega, \mathcal{F}, \mathbb{P})\), and \(M_t^1\) and \(M_t^2\) are two martingales defined by

\[
M_t^1 := \int_0^t \partial_x \psi(s, X_s^\varepsilon, \mathcal{L}X_s^\varepsilon, Y_s^\varepsilon, \mathcal{L}Y_s^\varepsilon) \cdot G(X_s^\varepsilon, \mathcal{L}X_s^\varepsilon, Y_s^\varepsilon, \mathcal{L}Y_s^\varepsilon) dW_s^1, \\
M_t^2 := \int_0^t \partial_y \psi(s, X_s^\varepsilon, \mathcal{L}X_s^\varepsilon, Y_s^\varepsilon, \mathcal{L}Y_s^\varepsilon) \cdot \sigma(\mathcal{L}X_s^\varepsilon, Y_s^\varepsilon, \mathcal{L}Y_s^\varepsilon) dW_s^2. 
\]

Taking expectations and multiplying \(\varepsilon^2\) from both sides of (3.2), and in view of the equation (3.1), we obtain

\[
\mathbb{E} \left( \int_0^t f(s, X_s^\varepsilon, \mathcal{L}X_s^\varepsilon, Y_s^\varepsilon, \mathcal{L}Y_s^\varepsilon) ds \right) = \varepsilon^2 \mathbb{E} \left[ \psi(0, \xi, \eta, \mathcal{L}h) - \psi(t, X_t^\varepsilon, X_t^\varepsilon, Y_t^\varepsilon) \right].
\]
\[ + \varepsilon^2 \mathbb{E} \left( \int_0^t \partial_s \psi(s, X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, Y_s^\varepsilon, \mathcal{L}_{Y_s^\varepsilon}) \, ds \right) \]
\[ + \varepsilon^2 \mathbb{E} \left( \int_0^t \mathcal{L}_1(X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, Y_s^\varepsilon, \mathcal{L}_{Y_s^\varepsilon}) \psi(s, X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, Y_s^\varepsilon, \mathcal{L}_{Y_s^\varepsilon}) \, ds \right) \]
\[ + \varepsilon \mathbb{E} \left( \int_0^t \mathcal{L}_2(X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, Y_s^\varepsilon, \mathcal{L}_{Y_s^\varepsilon}) \psi(s, X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, Y_s^\varepsilon, \mathcal{L}_{Y_s^\varepsilon}) \, ds \right) \]
\[ + \varepsilon \mathbb{E} \left( \int_0^t \mathcal{L}_3(X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, Y_s^\varepsilon, \mathcal{L}_{Y_s^\varepsilon}) \psi(s, X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, Y_s^\varepsilon, \mathcal{L}_{Y_s^\varepsilon}) \, ds \right) \]
\[ + \varepsilon^2 \mathbb{E} \mathbb{E} \left( \int_0^t F(\tilde{X}_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, \tilde{Y}_s^\varepsilon, \mathcal{L}_{Y_s^\varepsilon}) \cdot \partial_\mu \psi(s, X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, Y_s^\varepsilon, \mathcal{L}_{Y_s^\varepsilon})(\tilde{X}_s^\varepsilon) \right. \]
\[ + \frac{1}{\varepsilon} \mathbb{E} \left( H(\tilde{X}_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, \tilde{Y}_s^\varepsilon, \mathcal{L}_{Y_s^\varepsilon}) \cdot \partial_\mu \psi(s, X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, Y_s^\varepsilon, \mathcal{L}_{Y_s^\varepsilon})(\tilde{X}_s^\varepsilon) \right) \]
\[ + \frac{1}{2} \text{Tr} \left( G G^*(\tilde{X}_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, \tilde{Y}_s^\varepsilon, \mathcal{L}_{Y_s^\varepsilon}) \cdot \partial_\mu \left[ \partial_\mu \psi(s, X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, Y_s^\varepsilon, \mathcal{L}_{Y_s^\varepsilon})(\tilde{X}_s^\varepsilon) \right] \right) \]
\[ + \frac{1}{\varepsilon} \mathbb{E} \mathbb{E} \left( \int_0^t c(\tilde{X}_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, \tilde{Y}_s^\varepsilon, \mathcal{L}_{Y_s^\varepsilon}) \cdot \partial_\nu \psi(s, X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, Y_s^\varepsilon, \mathcal{L}_{Y_s^\varepsilon})(\tilde{Y}_s^\varepsilon) \, ds \right). \]

Using the assumptions on the coefficients and the regularity of \( \psi \) again, the expectations on the right hand side of the above equality can be controlled. Thus we arrive at
\[ \left| \mathbb{E} \left( \int_0^t f(s, X_s^\varepsilon, \mathcal{L}_{X_s^\varepsilon}, Y_s^\varepsilon, \mathcal{L}_{Y_s^\varepsilon}) \, ds \right) \right| \leq C_0 \varepsilon. \]

The proof is finished. \( \square \)

Next, we provide the fluctuations estimate of the functional central limit type. Recall that \( \psi \) is the solution of the Poisson equation (3.1), and \( \zeta^\mu \) is the invariant measure for the SDE (1.4). For simplify, we define
\[ H \cdot \partial_x \psi(t, x, \mu) := \int_{\mathbb{R}^d} H(x, \mu, y, \zeta^\mu) \cdot \partial_x \psi(t, x, \mu, y, \zeta^\mu)(dy), \]  
\[ c \cdot \partial_y \psi(t, x, \mu) := \int_{\mathbb{R}^d} c(x, \mu, y, \zeta^\mu) \cdot \partial_y \psi(t, x, \mu, y, \zeta^\mu)(dy), \]
and
\[ c \cdot \partial_y \psi(t, x, \mu)(\bar{x}) := \int_{\mathbb{R}^d} c(\bar{x}, \mu, \bar{y} \mu^\mu) \cdot \partial_y \psi(t, x, \mu, \bar{y}, \zeta^\mu)(\bar{y})(dy), \]
\[ c \cdot \partial_y \psi(t, x, \mu)(\bar{x}) := \int_{\mathbb{R}^d} c(\bar{x}, \mu, \bar{y} \mu^\mu) \cdot \partial_y \psi(t, x, \mu, \bar{y}, \zeta^\mu)(\bar{y})(dy) + \int_{\mathbb{R}^d} \int_{\mathbb{R}^d} c(\bar{x}, \mu, \bar{y} \mu^\mu) \cdot \partial_y \psi(t, x, \mu, \bar{y}, \zeta^\mu)(\bar{y})(dy) \zeta^\mu(\bar{y})(dy). \]  

The following result will play an important role below.

**Lemma 3.2.** Assume that \( (H^{\mu}, H, G, c) \in C_{b}^{2,1,1,2}(\mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d)) \) and \( \sigma, b \in \mathbb{C}_{b}^{2,1,1,2} \cap C_{b}^{2,1,4,2}(\mathcal{P}_2(\mathbb{R}^d) \times \mathbb{R}^d \times \mathcal{P}_2(\mathbb{R}^d)) \). Then for every
\( f \in \mathbb{C}^{1,3,(1.2),2,(1.1)}_{b} \cap \mathbb{C}^{1,3,(2.1),4,(2.2)}_{b}(\mathbb{R}^{d_1} \times \mathbb{R}^{d_2}, \mathbb{R}^{d_1} \times \mathbb{R}^{d_2}) \) satisfying (1.5), we have

\[
\left| E \left( \frac{1}{\varepsilon} \int_{0}^{t} f(s, X_s^\varepsilon, \mathcal{L}_s, Y_s^\varepsilon, \mathcal{L}_s^\varepsilon) ds \right) \right|
- \left| E \left( \int_{0}^{t} H \cdot \partial_x \psi(s, X_s^\varepsilon, \mathcal{L}_s^\varepsilon) + c \cdot \partial_y \psi(s, X_s^\varepsilon, \mathcal{L}_s^\varepsilon) ds \right) \right|
- \left| E \left( \int_{0}^{t} \frac{c \cdot \partial_y \psi(s, X_s^\varepsilon, \mathcal{L}_s^\varepsilon)(\tilde{X}_s^\varepsilon) ds}{\varepsilon} \right) \right| \leq C_0 \varepsilon,
\]  

(3.7)

where \( C_0 > 0 \) is a constant independent of \( \varepsilon \).

**Proof.** Multiplying \( \varepsilon \) from both sides of (3.2) and using (3.1), we have

\[
E \left( \frac{1}{\varepsilon} \int_{0}^{t} f(s, X_s^\varepsilon, \mathcal{L}_s, Y_s^\varepsilon, \mathcal{L}_s^\varepsilon) ds \right)
= \varepsilon E \left[ \psi(0, \xi, \mathcal{L}_\xi, \eta, \mathcal{L}_\eta) \right.
\left. - \psi(t, X_t^\varepsilon, \mathcal{L}_t^\varepsilon, Y_t^\varepsilon, \mathcal{L}_t^\varepsilon) \right]
+ \varepsilon E \left( \int_{0}^{t} \partial_s \psi(s, X_s^\varepsilon, \mathcal{L}_s, Y_s^\varepsilon, \mathcal{L}_s^\varepsilon) ds \right)
+ \varepsilon E \left( \int_{0}^{t} \mathcal{L}_1(X_s^\varepsilon, \mathcal{L}_s, Y_s^\varepsilon, \mathcal{L}_s^\varepsilon) \psi(s, X_s^\varepsilon, \mathcal{L}_s, Y_s^\varepsilon, \mathcal{L}_s^\varepsilon) ds \right)
+ \varepsilon E \left( \int_{0}^{t} F(\tilde{X}_s^\varepsilon, \mathcal{L}_s, \tilde{Y}_s^\varepsilon, \mathcal{L}_s^\varepsilon) \partial_\mu \psi(s, X_s^\varepsilon, \mathcal{L}_s, Y_s^\varepsilon, \mathcal{L}_s^\varepsilon) ds \right)
+ \varepsilon E \left( \int_{0}^{t} \frac{1}{2} \text{Tr} \left( G G^\ast(\tilde{X}_s^\varepsilon, \mathcal{L}_s, \tilde{Y}_s^\varepsilon, \mathcal{L}_s^\varepsilon) \partial_\mu \psi(s, X_s^\varepsilon, \mathcal{L}_s, Y_s^\varepsilon, \mathcal{L}_s^\varepsilon)(\tilde{X}_s^\varepsilon) \right) ds \right)
\]

By the same argument as in the proof of Lemma 3.1, we obtain

\[
\left| E \left( \frac{1}{\varepsilon} \int_{0}^{t} f(s, X_s^\varepsilon, \mathcal{L}_s, Y_s^\varepsilon, \mathcal{L}_s^\varepsilon) ds \right) \right|
- \left| E \left( \int_{0}^{t} H \cdot \partial_x \psi(s, X_s^\varepsilon, \mathcal{L}_s^\varepsilon) ds \right) \right|
- \left| E \left( \int_{0}^{t} c \cdot \partial_y \psi(s, X_s^\varepsilon, \mathcal{L}_s^\varepsilon) ds \right) \right|
\]

\[
\leq C_0 \varepsilon + \left| E \left( \int_{0}^{t} H(\tilde{X}_s^\varepsilon, \mathcal{L}_s^\varepsilon, \tilde{Y}_s^\varepsilon, \mathcal{L}_s^\varepsilon) \partial_\mu \psi(s, X_s^\varepsilon, \mathcal{L}_s, Y_s^\varepsilon, \mathcal{L}_s^\varepsilon)(\tilde{X}_s^\varepsilon) ds \right) \right|
\]
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that we get that for every fixed $(c H \xi)$, which in turn implies that \(\bar{c} \psi, \partial \nabla \psi(s, X^\varepsilon, L_{X^\varepsilon}, Y^\varepsilon, L_{Y^\varepsilon})ds\)

\(-E \left( \int_0^t \bar{H} \cdot \partial_x \psi(s, X^\varepsilon, L_{X^\varepsilon})ds \right)\)

\(+ \left| E \left( \int_0^t c(X^\varepsilon, L_{X^\varepsilon}, Y^\varepsilon, L_{Y^\varepsilon}) \cdot \partial_y \psi(s, X^\varepsilon, L_{X^\varepsilon}, Y^\varepsilon, L_{Y^\varepsilon})ds \right) \right|

\= C_0 \varepsilon + I_1(\varepsilon) + I_2(\varepsilon) + I_3(\varepsilon) + I_4(\varepsilon).

In what follows, we estimate the above four terms one by one. For the first term, we write

\[ I_1(\varepsilon) = \left| E \left( \int_0^t \bar{H} \cdot \partial_x \psi(s, X^\varepsilon, L_{X^\varepsilon}, Y^\varepsilon, L_{Y^\varepsilon}) \cdot \partial_x \psi(s, x, L_{X^\varepsilon}, y, L_{Y^\varepsilon})(\bar{X}^\varepsilon)ds \right) \right|_{(x, y) = (X^\varepsilon, Y^\varepsilon)}. \]

Since \(H(\bar{x}, \mu, \bar{y}, \nu)\) satisfies the centering condition (1.5), this in turn implies that for every fixed \((x, y) \in \mathbb{R}^{d_1} \times \mathbb{R}^{d_2}\),

\[(t, \bar{x}, \mu, \bar{y}, \nu) \mapsto H(\bar{x}, \mu, \bar{y}, \nu) \partial_x \psi(t, x, \mu, y, \nu)(\bar{x})\]

satisfies the centering condition, too. Moreover, by the assumptions on the coefficients and Theorem 2.4, we have

\[ \partial_\mu \psi(\cdot, x, :, y, \cdot)(\cdot) C^{1,1,1,2}_b(\mathbb{R}^+ \times \mathcal{P}_2(\mathbb{R}^{d_1}) \times \mathcal{P}_2(\mathbb{R}^{d_2}) \times \mathbb{R}^{d_1}). \]

Thus using Lemma 3.1 we get that for every fixed \((x, y) \in \mathbb{R}^{d_1} \times \mathbb{R}^{d_2}\),

\[ \left| E \left( \int_0^t \bar{H} \cdot \partial_x \psi(s, x, \mu, y, \nu)(\bar{X}^\varepsilon)ds \right) \right| \leq C_1 \varepsilon, \]

which in turn implies that

\[ I_1(\varepsilon) \leq C_1 \varepsilon. \]

To control the second and third term, note that by the definition (3.3) and (3.4) we have

\[ \int_{\mathbb{R}^{d_2}} \left[ H(x, \mu, y, \zeta^\mu) \cdot \partial_x \psi(t, x, \mu, y, \zeta^\mu) - \bar{H} \cdot \partial_x \psi(t, x, \mu) \right] \zeta^\mu(dy) = 0 \]

and

\[ \int_{\mathbb{R}^{d_2}} \left[ c(x, \mu, y, \zeta^\mu) \cdot \partial_y \psi(t, x, \mu, y, \zeta^\mu) - c \cdot \partial_y \psi(t, x, \mu) \right] \zeta^\mu(dy) = 0. \]

Since \(\partial_x \psi, \partial_y \psi \in C^{1,1,1,2}_b(\mathbb{R}^+ \times \mathbb{R}^{d_1} \times \mathcal{P}_2(\mathbb{R}^{d_1}) \times \mathbb{R}^{d_2} \times \mathcal{P}_2(\mathbb{R}^{d_2}))\), we have by Corollary 2.5 that

\[ \bar{H} \cdot \partial_x \psi(t, x, \mu), c \cdot \partial_y \psi(t, x, \mu) \in C^{1,1,1,2}_b(\mathbb{R}^+ \times \mathbb{R}^{d_1} \times \mathcal{P}_2(\mathbb{R}^{d_1})). \]
Using Lemma 3.1 again we obtain

\[ I_2(\varepsilon) + I_3(\varepsilon) \leq C_2 \varepsilon. \]

As for \( I_4(\varepsilon) \), using (3.5) we write

\[
I_4(\varepsilon) \leq \left| \mathbb{E} \mathbb{E} \left( \int_0^t c(\tilde{X}_s^\varepsilon, L_{X_s^\varepsilon}, \tilde{Y}_s^\varepsilon, L_{Y_s^\varepsilon}) \cdot \partial_x \psi(s, X_s^\varepsilon, L_{X_s^\varepsilon}, Y_s^\varepsilon, L_{Y_s^\varepsilon})(\tilde{Y}_s^\varepsilon) ds \right) \right|
\]

\[
- \mathbb{E} \mathbb{E} \left( \int_0^t c \cdot \partial_x \psi(s, X_s^\varepsilon, L_{X_s^\varepsilon}, Y_s^\varepsilon)(\tilde{X}_s^\varepsilon) ds \right) \bigg| \bigg|_{(x,y)=(X_s^\varepsilon, Y_s^\varepsilon)}
\]

\[
+ \left| \mathbb{E} \mathbb{E} \left( \int_0^t c \cdot \partial_x \psi(s, X_s^\varepsilon, L_{X_s^\varepsilon}, Y_s^\varepsilon)(\tilde{X}_s^\varepsilon) ds \right) \bigg| \bigg|_{(x,y)=(X_s^\varepsilon, Y_s^\varepsilon)}
\]

\[
- \mathbb{E} \mathbb{E} \left( \int_0^t c \cdot \partial_x \psi(s, X_s^\varepsilon, L_{X_s^\varepsilon}, Y_s^\varepsilon)(\tilde{X}_s^\varepsilon) ds \right) \bigg| \bigg|_{x=\tilde{X}_s^\varepsilon}
\]

\[
= : I_{4,1}(\varepsilon) + I_{4,2}(\varepsilon).
\] (3.8)

By the definition of \( c \cdot \partial_x \psi(t, x, \mu, y)(\bar{x}), \) for any fixed \((x, y) \in \mathbb{R}^{d_1} \times \mathbb{R}^{d_2},\)

\((\bar{x}, \mu, \bar{y}, \nu) \mapsto c(\bar{x}, \mu, \bar{y}, \nu) \cdot \partial_x \psi(t, x, \mu, y, \nu)(\bar{y}) - c \cdot \partial_x \psi(t, x, \mu, y)(\bar{x})\)
satisfies the centering condition (1.5). By the assumptions on the coefficients and Theorem 2.4, we have

\[
\partial_x \psi \in C_b^{1,2,(1,1),2,1,1}(\mathbb{R}_+ \times \mathbb{R}^{d_1} \times \mathcal{P}_2(\mathbb{R}^{d_1}) \times \mathbb{R}^{d_2} \times \mathcal{P}_2(\mathbb{R}^{d_2}) \times \mathbb{R}^{d_2}).
\]

Therefore, using Corollary 2.5 and Lemma 3.1 we obtain

\[
\left| \mathbb{E} \left( \int_0^t c(\tilde{X}_s^\varepsilon, L_{X_s^\varepsilon}, \tilde{Y}_s^\varepsilon, L_{Y_s^\varepsilon}) \cdot \partial_x \psi(s, x, L_{X_s^\varepsilon}, y, L_{Y_s^\varepsilon})(\tilde{Y}_s^\varepsilon) - c \cdot \partial_x \psi(s, x, L_{X_s^\varepsilon}, y)(\tilde{X}_s^\varepsilon) ds \right) \right| \leq C_4 \varepsilon,
\]

which in turn implies

\[ I_{4,1}(\varepsilon) \leq C_4 \varepsilon. \] (3.9)

Similarly, in view of (3.6) we have that for any fixed \( \bar{x} \in \mathbb{R}^{d_1}, \)

\[
(x, \mu, y) \mapsto c(\partial_x \psi(t, x, \mu, y)(\bar{x}) - c \cdot \partial_x \psi(t, x, \mu)(\bar{x})\)

also satisfies the centering condition. By the same argument as (3.9) we have

\[ I_{4,2}(\varepsilon) \leq C_4 \varepsilon. \] (3.10)
Substituting (3.9) and (3.10) into (3.8) yields
\[ I_4(\varepsilon) \leq C_4 \varepsilon. \]

Combing the above computations, the proof is finished. \hfill \Box

4. PROOF OF THEOREM 1.1

Throughout this section, we assume that the conditions in Theorem 1.1 hold. Let \( \bar{X}^{s,\xi}_t \) be the unique solution to the SDE (1.14) starting from the initial point \( \xi \in L^2(\Omega) \) at time \( s \). Namely, for \( t \geq s \),

\[
d\bar{X}^{s,\xi}_t = F(\bar{X}^{s,\xi}_t, L_{\bar{X}^{s,\xi}_t}) dt + H \cdot \partial_x \Phi(\bar{X}^{s,\xi}_t, L_{\bar{X}^{s,\xi}_t}) dt + c \cdot \partial_y \Phi(\bar{X}^{s,\xi}_t, L_{\bar{X}^{s,\xi}_t})(\bar{x}) L_{\bar{X}^{s,\xi}_t}(d\bar{x}) dt + \sqrt{GG^* + HH^*} \cdot \Phi(\bar{X}^{s,\xi}_t, L_{\bar{X}^{s,\xi}_t}) dW_t, \quad \bar{X}^{s,\xi}_s = \xi,
\]

where the coefficients are defined by (1.7)-(1.13), respectively. Fix \( T > 0 \) and \( \varphi : \mathcal{P}_2(\mathbb{R}^{d_1}) \rightarrow \mathbb{R} \). For \( t \in [0,T] \), define

\[
u(t, \mathcal{L}_\xi) := \varphi(L_{\bar{X}^{s,\xi}_t}). \tag{4.1}
\]

Then we have:

**Lemma 4.1.** Assume that \( \varphi \in C^{(3,1)}_b(\mathcal{P}_2(\mathbb{R}^{d_1})) \). Then \( u(t, \mathcal{L}_\xi) \) is the unique solution in \( C^{1,3}(\mathcal{P}_2(\mathbb{R}^{d_1})) \) of the equation

\[
\begin{cases}
\partial_t u(t, \mathcal{L}_\xi) + \mathbb{E} \left[ \left( \bar{F}(\xi, \mathcal{L}_\xi) + H \cdot \partial_x \Phi(\xi, \mathcal{L}_\xi) + c \cdot \partial_y \Phi(\xi, \mathcal{L}_\xi) \right) \cdot \partial_\nu u(t, \mathcal{L}_\xi)(\xi) \\
+ \int_{\mathbb{R}^{d_1}} c \cdot \partial_y \Phi(\xi, \mathcal{L}_\xi)(\bar{x}) L_\xi(d\bar{x}) \cdot \partial_\nu u(t, \mathcal{L}_\xi)(\xi) \\
+ \frac{1}{2} \text{Tr} \left( \left( \bar{G}^* + 2H \cdot \Phi(\xi, \mathcal{L}_\xi) \right) \cdot \partial_x \left[ \partial_\nu u(t, \mathcal{L}_\xi)(\xi) \right] \right) \right] = 0,
\end{cases}
\tag{4.2}
\]

**Proof.** Under the assumptions on the coefficients and using Corollary 2.5, we have \( \bar{F}, \bar{G}^* \in C^{3,3}_b(\mathbb{R}^{d_1} \times \mathcal{P}_2(\mathbb{R}^{d_1})) \). Meanwhile, since \( \Phi \in C^{4,2,4,2}(\mathbb{R}^{d_1} \times \mathcal{P}_2(\mathbb{R}^{d_1})) \cap C^{4,6,3,3}_b(\mathbb{R}^{d_1} \times \mathcal{P}_2(\mathbb{R}^{d_2}) \times \mathcal{P}_2(\mathbb{R}^{d_2})) \), using Corollary 2.5 again we have \( H, \tilde{H} \cdot \Phi, \tilde{H} \cdot \Phi \in C^{3,3}_b(\mathbb{R}^{d_1} \times \mathcal{P}_2(\mathbb{R}^{d_1})) \) and \( c \cdot \partial_y \Phi(x, \mu)(\tilde{x}) \in C^{3,3}(\tilde{x}) \). The statements follows by [8, Theorem 7.2] and the same arguments as in the proof of Theorem 2.3, we omit the details. \hfill \Box

We are now in the position to give:

**Proof of Theorem 1.1.** Let \( u(t, \mathcal{L}_\xi) \) be defined by (4.1). Then we have

\[
\mathcal{J}(\varepsilon) := \varphi(L_{\bar{X}^{s,\xi}_T}) - \varphi(L_{\bar{X}^{s,\xi}_T}) = u(T, \mathcal{L}_{\bar{X}^{s,\xi}_T}) - u(s, \mathcal{L}_\xi).
\]

Thus, by Itô’s formula,

\[
\mathcal{J}(\varepsilon) = \mathbb{E} \left( \int_0^T \partial_t u(t, \mathcal{L}_{\bar{X}^{s,\xi}_t}) + F(X^{\varepsilon}_t, L_{X^{\varepsilon}_t}, Y^{\varepsilon}_t, L_{Y^{\varepsilon}_t}) \cdot \partial_\nu u(t, \mathcal{L}_{X^{\varepsilon}_t})(X^{\varepsilon}_t) \right) dt + \int_0^T \mathbb{E} \left( \int_{\mathbb{R}^{d_1}} c \cdot \partial_y \Phi(\xi, \mathcal{L}_\xi)(\bar{x}) L_\xi(d\bar{x}) \cdot \partial_\nu u(t, \mathcal{L}_\xi)(\xi) \right) dt + \frac{1}{2} \text{Tr} \left( \left( \tilde{G}^* + 2\tilde{H} \cdot \Phi(\xi, \mathcal{L}_\xi) \right) \cdot \partial_x \left[ \partial_\nu u(t, \mathcal{L}_\xi)(\xi) \right] \right) dt.
\]
By the definition of $\bar{P}$, we have $P_{\text{top}} \leq 1$. Note that

\[
\int_{\mathbb{R}^{d_2}} \delta(GG^*)(x, \mu, y, \zeta^\mu) \cdot \partial_\mu u(t, \mu) \delta_x \zeta^\mu(dy) = 0.
\]

Meanwhile, $\delta F(x, \mu, y, \nu) \cdot \partial_\mu u(t, \mu)(x) \in C_{b,1,2,1,2}^{1,2,2,1,1}(\mathbb{R}_+ \times \mathbb{R}^{d_1} \times \mathcal{P}_2(\mathbb{R}^{d_1}) \times \mathbb{R}^{d_2} \times \mathcal{P}_2(\mathbb{R}^{d_2})).$ As a result of Lemma 3.1, we have

\[
\mathcal{J}_1(\varepsilon) \leq C_1 \varepsilon.
\]

Note that

\[
\int_{\mathbb{R}^{d_2}} \delta(GG^*)(x, \mu, y, \zeta^\mu) \cdot \partial_\mu \delta_x \zeta^\mu(dy) = 0.
\]

Then, using Lemma 3.1 again, one can get

\[
\mathcal{J}_2(\varepsilon) \leq C_2 \varepsilon.
\]
To control the third term, note that since \( H(x, \mu, y, \nu) \) satisfies the centering condition (1.5), we have
\[
\int_{\mathbb{R}^d} H(x, \mu, y, \zeta^\mu) \cdot \partial_\mu u(t, \mu)(x) \zeta^\mu(dy) = \int_{\mathbb{R}^d} H(x, \mu, y, \zeta^\mu) \cdot \partial_\mu u(t, \mu)(x) = 0.
\]
On the other hand, recall that \( \Phi(x, \mu, y, \nu) \) satisfies the Poisson equation (1.2), and define
\[
\tilde{\Phi}(t, x, \mu, y, \nu) := \Phi(x, \mu, y, \nu) \cdot \partial_\mu u(t, \mu)(x).
\]
Then, one can check that
\[
\mathcal{L}_0 \tilde{\Phi}(t, x, \mu, y, \nu) = -H(x, \mu, y, \nu) \cdot \partial_\mu u(t, \mu)(x).
\]
Moreover, we have \( \tilde{\Phi} \in C^{1,2,1,2,1,2}_b(\mathbb{R}_+ \times \mathbb{R}^{d_1} \times \mathcal{P}_2(\mathbb{R}^{d_1}) \times \mathbb{R}^{d_2} \times \mathcal{P}_2(\mathbb{R}^{d_2})) \) and it holds that
\[
\overline{H \cdot \partial_x \Phi}(t, x, \mu) = \int_{\mathbb{R}^{d_2}} H(x, \mu, y, \zeta^\mu) \cdot \partial_x \Phi(x, \mu, y, \zeta^\mu) \cdot \partial_\mu u(t, \mu)(x) \zeta^\mu(dy)
\]
\[
+ \int_{\mathbb{R}^{d_2}} \text{Tr}(H(x, \mu, y, \zeta^\mu) \cdot \Phi(x, \mu, y, \zeta^\mu) \cdot \partial_x \Phi \cdot \partial_\mu u(t, \mu)) (x) \zeta^\mu(dy)
\]
\[
= H \cdot \partial_x \Phi(x, \mu) \cdot \partial_\mu u(t, \mu)(x) + \text{Tr}(H \cdot \Phi(x, \mu) \cdot \partial_x \partial_\mu u(t, \mu)) (x),
\]
and
\[
\overline{c \cdot \partial_y \Phi}(t, x, \mu) = \int_{\mathbb{R}^{d_2}} c(x, \mu, y, \zeta^\mu) \cdot \partial_y \Phi(x, \mu, y, \zeta^\mu) \cdot \partial_\mu u(t, \mu)(x) \zeta^\mu(dy)
\]
\[
= c \cdot \partial_y \Phi(x, \mu) \cdot \partial_\mu u(t, \mu)(x),
\]
and
\[
\overline{H \cdot \partial_\nu \Phi}(t, x, \mu)(\bar{x})
\]
\[
= \int_{\mathbb{R}^{d_2}} \int_{\mathbb{R}^{d_2}} c(\bar{x}, \mu, \bar{y}, \zeta^\mu) \cdot \partial_\nu \Phi(x, \mu, y, \zeta^\mu)(\bar{y}) \cdot \partial_\mu u(t, \mu)(x) \zeta^\mu(dy) \zeta^\mu(dy)
\]
\[
= c \cdot \partial_\nu \Phi(x, \mu)(\bar{x}) \cdot \partial_\mu u(t, \mu)(x).
\]
Thus, by estimate (3.7) we have
\[
\mathcal{J}_3(\varepsilon) \leq C_3 \varepsilon.
\]
The proof is completed.

5. **Appendix**

Recall that \( Y_t^\eta \) and \( Y_t^{y,\nu} \) satisfy the equations (2.1) and (2.4), respectively. Throughout this section, we assume the assumption \( (\hat{H}^{\sigma,b}) \) holds, and provide the following estimates for \( Y_t^{y,\nu} \).
Lemma 5.1. Assume that \( \hat{H}^{\sigma,b} \) holds. Then for any \( p \geq 2 \), we have
\[
\mathbb{E}\|\partial_y Y_{t}^{y,\nu}\|^p \leq C_0 e^{-\frac{p}{2}c_2 t}, \\
\mathbb{E}\|\partial_y^2 Y_{t}^{y,\nu}\|^p \leq C_0 e^{-\frac{p}{2}((c_2 - \gamma)t),}
\]
where \( C_0 \) is a positive constant independent of \( t \) and \( \gamma \ll (c_2 - c_1) \).

Proof. Recall that
\[d\partial_y Y_{t}^{y,\nu} = \partial_y b(Y_{t}^{y,\nu}, \mathcal{L}_{Y_t}) \cdot \partial_y Y_{t}^{y,\nu} dt + \partial_y \sigma(Y_{t}^{y,\nu}, \mathcal{L}_{Y_t}) \cdot \partial_y Y_{t}^{y,\nu} dW_t.\]
Using Itô's formula, we compute that
\[
d\mathbb{E}\|\partial_y Y_{t}^{y,\nu}\|^p \leq \frac{p}{2} \mathbb{E}\left[\|\partial_y Y_{t}^{y,\nu}\|^{p-2} \cdot 2\partial_y Y_{t}^{y,\nu} \partial_y b(Y_{t}^{y,\nu}, \mathcal{L}_{Y_t}) \cdot \partial_y Y_{t}^{y,\nu} dt \right. \\
+ (p-1) \mathbb{E}\|\partial_y \sigma(Y_{t}^{y,\nu}, \mathcal{L}_{Y_t}) \cdot \partial_y Y_{t}^{y,\nu}\|^2 \right] dt. \tag{5.1}
\]
In view of the assumption \( \hat{H}^{\sigma,b} \), we have for any \( h \in \mathbb{R}^{d_2} \),
\[2\langle h, \partial_y b(y, \nu) \rangle \cdot h + (p-1) \mathbb{E}\|\partial_y \sigma(y, \nu) \cdot h\|^2 \leq -c_2 |h|^2,
\]
which together with (5.1) implies that
\[
d\mathbb{E}\|\partial_y Y_{t}^{y,\nu}\|^p \leq -\frac{p}{2} c_2 \mathbb{E}\|\partial_y Y_{t}^{y,\nu}\|^p dt.
\]
Thus, by the comparison theorem, we get
\[
\mathbb{E}\|\partial_y Y_{t}^{y,\nu}\|^p \leq C_0 e^{-\frac{p}{2}c_2 t}.
\]
Similarly, we have
\[
d\mathbb{E}\|\partial_y^2 Y_{t}^{y,\nu}\|^p \leq \frac{p}{2} \mathbb{E}\left[\|\partial_y^2 Y_{t}^{y,\nu}\|^{p-2} \cdot 2\partial_y^2 Y_{t}^{y,\nu} \partial_y b(Y_{t}^{y,\nu}, \mathcal{L}_{Y_t}) \cdot \partial_y^2 Y_{t}^{y,\nu} dt \right. \\
+ (p-1) \mathbb{E}\|\partial_y \sigma(Y_{t}^{y,\nu}, \mathcal{L}_{Y_t}) \cdot \partial_y Y_{t}^{y,\nu}\|^2 \right] dt \\
\leq \left. -\frac{p}{2} (c_2 - \gamma) \mathbb{E}\|\partial_y^2 Y_{t}^{y,\nu}\|^p dt + C_0 \mathbb{E}\|\partial_y Y_{t}^{y,\nu}\|^{2p} dt \right)
\leq \left. -\frac{p}{2} (c_2 - \gamma) \mathbb{E}\|\partial_y^2 Y_{t}^{y,\nu}\|^p dt + C_0 e^{-pc_2 t} dt \right),
\]
which in turn yields
\[
\mathbb{E}\|\partial_y^2 Y_{t}^{y,\nu}\|^p \leq C_0 e^{-\frac{p}{2}(c_2 - \gamma)t}.
\]
Thus the proof is completed.

Lemma 5.2. Assume that \( \hat{H}^{\sigma,b} \) holds. Then we have for every \( p \geq 2 \),
\[
\mathbb{E}\|\partial_y Y_{t}^{y,\nu}(\tilde{y})\|^p \leq C_0 e^{-\frac{p}{2}(c_2 - c_1 - \gamma)t}, \\
\mathbb{E}\|\partial_y \partial_y Y_{t}^{y,\nu}(\tilde{y})\|^p \leq C_0 e^{-\frac{p}{2}(c_2 - c_1 - \gamma)t}, \\
\mathbb{E}\|\partial_y \partial_y Y_{t}^{y,\nu}(\tilde{y})\|^p \leq C_0 e^{-\frac{p}{2}(c_2 - c_1 - \gamma)t}, \\
\mathbb{E}\|\partial_y^2 Y_{t}^{y,\nu}(\tilde{y}, \tilde{y})\|^p \leq C_0 e^{-\frac{p}{2}(c_2 - c_1 - \gamma)t}.
\]
where $C_0$ is a positive constant independent of $t$ and $\gamma < (c_2 - c_1)$.

**Proof.** Recall that

$$d\partial_t Y_t^{y,\nu}(\bar{y}) = \partial_y b(Y_t^{y,\nu}, \mathcal{L}_t^{\gamma}) \cdot \partial_{\nu} Y_t^{y,\nu}(\bar{y}) dt + \mathbb{E}\left[\partial_y b(Y_t^{y,\nu}, \mathcal{L}_t^{\gamma})(\bar{Y}_t^{\bar{y},\nu}) \cdot \partial_{\nu} \bar{Y}_t^{\bar{y},\nu}\right] dt$$

$$+ \mathbb{E}\left[\partial_y b(Y_t^{y,\nu}, \mathcal{L}_t^{\gamma})(\bar{Y}_t^{\bar{y},\nu}) \cdot \partial_y \bar{Y}_t^{\bar{y},\nu}\right] dt + \partial_y \sigma(Y_t^{y,\nu}, \mathcal{L}_t^{\gamma}) \cdot \partial_{\nu} Y_t^{y,\nu}(\bar{y}) dW_t$$

and

$$dZ_t^\gamma(\bar{y}) = \partial_y b(Y_t^{\eta,\nu}, \mathcal{L}_t^{\gamma}) \cdot Z_t^\gamma(\bar{y}) dt + \mathbb{E}\left[\partial_y b(Y_t^{\eta,\nu}, \mathcal{L}_t^{\gamma})(\bar{Y}_t^{\bar{y},\nu}) \cdot \partial_{\nu} \bar{Y}_t^{\bar{y},\nu}\right] dt$$

$$+ \mathbb{E}\left[\partial_y \sigma(Y_t^{\eta,\nu}, \mathcal{L}_t^{\gamma})(\bar{Y}_t^{\bar{y},\nu}) \cdot \partial_y \bar{Y}_t^{\bar{y},\nu}\right] dt + \mathbb{E}\left[\partial_y \sigma(Y_t^{\eta,\nu}, \mathcal{L}_t^{\gamma})(\bar{Y}_t^{\bar{y},\nu}) \cdot \partial_{\nu} \bar{Y}_t^{\bar{y},\nu}\right] dW_t.$$

By Itô formula, we have

$$\mathbb{E}\left[Z_t^\gamma(\bar{y})\right] = \partial_y b(Y_t^{\eta,\nu}, \mathcal{L}_t^{\gamma}) \cdot Z_t^\gamma(\bar{y}) dt + \mathbb{E}\left[\partial_y b(Y_t^{\eta,\nu}, \mathcal{L}_t^{\gamma})(\bar{Y}_t^{\bar{y},\nu}) \cdot \partial_{\nu} \bar{Y}_t^{\bar{y},\nu}\right] dt$$

$$+ \mathbb{E}\left[\partial_y \sigma(Y_t^{\eta,\nu}, \mathcal{L}_t^{\gamma})(\bar{Y}_t^{\bar{y},\nu}) \cdot \partial_y \bar{Y}_t^{\bar{y},\nu}\right] dt + \mathbb{E}\left[\partial_y \sigma(Y_t^{\eta,\nu}, \mathcal{L}_t^{\gamma})(\bar{Y}_t^{\bar{y},\nu}) \cdot \partial_{\nu} \bar{Y}_t^{\bar{y},\nu}\right] dW_t.$$
\[
+ \mathbb{E}[\partial_y \sigma(Y_t^{y,\nu}, \mathcal{L}_t^y)(\tilde{Y}_t^{y,\nu}) \cdot \tilde{Z}_t^{y,\nu}(\tilde{y})] + \mathbb{E}[\partial_y \sigma(Y_t^{y,\nu}, \mathcal{L}_t^y)(\tilde{Y}_t^{y,\nu}) \cdot \partial_y \tilde{Y}_t^{y,\nu}(\tilde{y})]\] 
\leq -\frac{p}{2}(c_2 - \gamma) \mathbb{E}||\partial_y Y_t^{y,\nu}(\tilde{y})||^p dt + C_0 \mathbb{E}||Z_t^y(\tilde{y})||^p dt + C_0 \mathbb{E}||\partial_y Y_t^{y,\nu}||^p dt 
\leq -\frac{p}{2}(c_2 - \gamma) \mathbb{E}||\partial_y Y_t^{y,\nu}(\tilde{y})||^p dt + C_0 e^{-\frac{e}{2}(c_2-c_1-\gamma)t} dt,
\]

and thus
\[
\mathbb{E}||\partial_y Y_t^{y,\nu}(\tilde{y})||^p \leq C_0 e^{-\frac{e}{2}(c_2-c_1-\gamma)t}.
\]

Similarly, we have
\[
d\mathbb{E}||\partial_y Z_t^y(\tilde{y})||^p 
\leq -\frac{p}{2}(c_2 - c_1 - \gamma) \mathbb{E}||\partial_y Z_t^y(\tilde{y})||^p dt + C_0 \mathbb{E}||\partial_y Y_t^{y,\nu}||^{2p} dt + C_0 \mathbb{E}||\partial_y^2 Y_t^{y,\nu}||^p dt 
\leq -\frac{p}{2}(c_2 - c_1 - \gamma) \mathbb{E}||\partial_y Z_t^y(\tilde{y})||^p dt + C_0 e^{-\frac{e}{2}(c_2-c_1-\gamma)t} dt,
\]

which in turn yields
\[
\mathbb{E}||\partial_y Z_t^y(\tilde{y})||^p \leq C_0 e^{-\frac{e}{2}(c_2-c_1-\gamma)t}.
\]

This further implies
\[
d\mathbb{E}||\partial_y \partial_y Y_t^{y,\nu}(\tilde{y})||^p \leq -\frac{p}{2}(c_2 - \gamma) \mathbb{E}||\partial_y \partial_y Y_t^{y,\nu}(\tilde{y})||^p dt + C_0 \mathbb{E}||\partial_y Z_t^y(\tilde{y})||^p dt 
+ C_0 \mathbb{E}||\partial_y Y_t^{y,\nu}||^{2p} dt + C_0 \mathbb{E}||\partial_y^2 Y_t^{y,\nu}||^p dt 
\leq -\frac{p}{2}(c_2 - \gamma) \mathbb{E}||\partial_y \partial_y Y_t^{y,\nu}(\tilde{y})||^p dt + C_0 e^{-\frac{e}{2}(c_2-c_1-\gamma)t} dt,
\]

and thus the desired result is obtained. In the same way, we can prove the estimates of \(\mathbb{E}||\partial_y \partial_y Y_t^{y,\nu}(\tilde{y})||^p\) and \(\mathbb{E}||\partial_y^2 Y_t^{y,\nu}(\tilde{y}, \tilde{y})||^p\), we omit the details here. \qed
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