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Abstract—Domain adaptation is widely used in learning problems lacking labels. Recent research shows that deep adversarial domain adaptation models can make markable improvements in performance, which include symmetric and asymmetric architectures. However, the former has poor generalization ability whereas the latter is very hard to train. In this paper, we propose a novel adversarial domain adaptation method named Adversarial Residual Transform Networks (ARTNs) to improve the generalization ability, which directly transforms the source features into the space of target features. In this model, residual connections are used to share features and adversarial loss is reconstructed, thus making the model more generalized and easier to train. Moreover, regularization is added to the loss function to alleviate a vanishing gradient problem, which enables the training process stable. A series of experimental results based on Amazon review dataset, digits datasets and Office-31 image datasets show that the proposed ARTN method greatly outperform the methods of the state-of-the-art.

Index Terms—Adversarial neural networks, unsupervised domain adaptation, residual connections, transfer learning.

I. INTRODUCTION

ALTHOUGH deep neural networks trained on large-scale labeled datasets could achieve excellent performance across varieties of tasks, such as sentiment analysis [1], [2], image classification [3], [4] and semantic segmentation [5]. They usually fail to generalize well on novel tasks according to [6]. A convincing explanation is that there exists domain shift between training data and testing one [7], [8]. To alleviate the negative effect raised by domain shift, domain adaptation (DA) is proposed to utilize labeled data from the source domain to make models generalize well on target domain [9].

Domain adaptation, which is a field belongs to transfer learning, has long been utilized to make it possible to exploit the knowledge learned in one specific domain to effectively improve the performance in a related but different domain. Earlier methods of DA aim to learn domain-invariant feature representations from data by jointly minimizing a distance metric that actually measures the adaptability between a pair of source and target domains, such as Transfer Component Analysis [10], Geodesic Flow Kernel [11], and Transfer Kernel Learning [12]. In order to learn transferable features well, researchers apply deep neural networks to DA models [13]–[15]. A feature extractor neural network is trained by reducing “distance” between distributions of two different domains, on the assumption that the classifier trained by source data also works well in the target domain. In this kind of methods, Maximum Mean Discrepancy (MMD) loss is widely used for mapping different distributions [16]. For example, Deep Adaptation Networks (DAN) [17], Joint Adaptation Networks [18] and Residual Transfer Networks [19] apply MMD loss to several layers whereas Large Scale Detection through Adaptation [20] adds a domain adaptation layer that is updated based on MMD loss.

Recently, the idea of Generative Adversarial Networks (GANs) [21], [22] has been widely applied to DA. Methods of using GANs to transform source images to target ones are proposed [23], [24], whose classifiers are trained with the generated target images. However, when distributions of the source and target domains are totally different, adversarial training easily gets stuck because of a gradient vanishing phenomenon. Alternative methods train GANs on features of the source and target domains, whose generator is acted as a feature extractor, and discriminator is acted as a domain classifier. There are two kinds of architectures in adversarial domain adaptation, which can effectively adapt source and target distributions. One is symmetric adaptation where features in the source and target domains are generated from the same network [25], [25], and the other is asymmetric adaptation where features are generated from different networks [27]. However, the former is poor at generalization whereas the latter is difficult to train.

To solve the above problems, in this work, we propose a novel feature-shared model for adversarial domain adaptation, which achieves the flexibility of asymmetric architecture and can be easily trained. In the proposed framework as shown in Fig. 1 a weight-shared feature extractor distills features from different domains, and a feature-shared transform network maps features from the source domain to the space of target features. Adversarial learning is completed with the losses from the label and domain classifiers. Note that we design residual connections between the feature extractor and transform network to ease the learning of distribution mapping by sharing features. In addition, in order to avoid getting stuck in local minima, we construct a regularization term to ensure that the model at least knows a vague, if not exact, direction to match different distributions and avoid gradient vanishing. The main contributions of this work are as follows:

1) A novel adversarial model that learns a non-linear mapping from a source domain to a target one is proposed. By using the features generated from the source domain, this model is more generalized in the target domain.

2) During training, concise regularization that ensures the model to select the shortest path from all the transfer paths is constructed, helping to stabilize the adversarial optimization.

3) We extensively evaluate the proposed method on several standard benchmarks. The results demonstrate that
Fig. 1. The architecture of the proposed model. First feature extractor $G$ distills the feature representations of source and target images. Then, transform network $T$ projects source features $f^s = G(x^s)$ to the space of target features $f^t = G(x^t)$. Finally, the label classifier $C$ is trained with the fake target features $T(G(x^s))$ and predicts the labels of target features $G(x^t)$ during the test period. In addition, domain classifier $D$ is trained to distinguish fake target features $T(G(x^s))$ and real target features $G(x^t)$, which can minimize the discrepancy between source and target domains through adversarial optimization. The regularization term $r(G(x^s), T(G(x^s)))$ measures the distance between $f^s = G(x^s)$ and $T(G(x^s))$.

Our model outperforms the state-of-the-art methods in accuracy. Notably, our model can maintain excellent generalization and anti-noise abilities.

The rest of this paper is organized as follows. Section II reviews some related work on unsupervised domain adaptation. In Section III, we detail the proposed adversarial residual transform networks. The training strategy is also presented in this section. Section IV demonstrates experimental results in several standard benchmarks as well as comparisons against state-of-the-art methods. At last, we conclude this paper in Section V.

II. RELATED WORK

DA has been extensively studied in recent years. Several studies give theoretical analyses of the error bound when the training and testing data are drawn from different distributions \[7, 8\]. This means that it is feasible to utilize the knowledge across domains. Moreover, the most important problem in DA is how to reduce the discrepancy between the source and target domains. Therefore, many methods modify a classifier to match different distributions \[28, 31\]. Recently, because deep neural networks can learn feature representations including information identification, and these features are also transferable \[9\], they are widely used in DA methods. These methods have received much research on how to measure the distance between different domains and how to design a network structure. A number of methods have indeed achieved remarkable performance improvement.

A. Traditional Domain Adaptation

A natural idea is to reweight instances in the source domain, where instances similar to the target distribution are considered more important. This kind of method has proven effective for adaptation for the differences between the source and target distributions. Some methods reweight instances by direct importance weighting algorithm, such as \[32, 33, 34, 30\]. There are also some other methods reweighting importance to adapt the loss function with noisy labels \[35\], or to reduce the target and conditional shift \[36\].

Another idea to domain adaptation is to explicitly make the source and target distributions similar. Many statistic characteristics are chosen to be the metrics to align subspaces of different distributions. MMD, which measures the difference of expectations in reproducing kernel Hilbert space (RKHS) of the source and target distributions, is widely used in many methods \[10, 12, 28, 31\]. In order to align more complex statistic characteristics, \[37, 38, 42\] employ moments of varying order to match different distributions, which are easy to implement with low computational complexity. Instead of exploiting statistic characteristics, some methods \[11, 39, 40\] utilize manifold learning to transform the source distribution similar to target distribution. In these methods, feature spaces are refined into low-dimensional spaces and feature distortion is avoided.
B. Deep Domain Adaptation

Recently, development of deep neural networks promotes deep domain adaptation. In [41], the experiment results demonstrate that using features of deep neural networks instead of hand-crafted ones alleviates the negative influences of domain shift even without any adaptation. Besides relying on pre-trained deep features, a number of methods combine statistic characteristics and deep neural networks to a unified framework, which greatly improve the performance on varying tasks. In [17–20], MMD is embedded in deep convolutional neural networks. In [21] and [22], high order moments are utilized to align feature spaces of the source and target domains. In addition, some methods design special architectures to minimize the discrepancy between the source and target domains. In [23], a Siamese architecture is introduced to adapt pairs of source and target instances. In [24], [25], auto-encoders are suggested to learn the transformation from the source to target domain.

Some methods choose adversarial loss to learn manifest invariant factors underlying different populations, which usually add a subnetwork acting as a domain discriminator. In these models, deep features are learned to confuse the domain discriminator such that they could capture the most discriminative information about classification instead of characteristics of domains. Domain-Adversarial Neural Networks (DANN) [26] consist of a symmetric feature generator, label discriminator, and domain discriminator. The whole model can be directly optimized via a gradient reversal algorithm. Deep Reconstruction-Classification Networks [47] also take adversarial learning but add a reconstruction step for target images. Adversarial Discriminative Domain Adaptation (ADDA) [27] uses an asymmetric feature generator that is trained alternatively with the domain classifier. The above domain adversarial networks fall into two categories. Some adversarial adaptation methods [25], [26] share weights between source and target feature extractors. They use the same network to learn representations from different inputs, which learns a symmetric transformation to utilize the transferability of features generated from deep neural networks and reduces parameters in the model. The other methods construct two networks for source and target domains, respectively [23], [24], [27]. They can learn an asymmetric transformation, allowing networks to learn parameters for each domain individually. In theory, asymmetric transformation can lead to more effective adaptation [48].

Adversarial domain adaptation has also been explored in generative adversarial networks (GANs). Coupled Generative Adversarial Networks (CoGANs) [23] apply GANs to DA which train two GANs to generate the source and target images, respectively. Pixel-Level Domain Adaptation [24] uses a conditional GAN model to synthesize target images to facilitate training a label classifier. Methods based on GANs can improve the performance of digits datasets, but their downside is a difficult training process as caused by gradient vanishing when facing more natural image datasets [49]. In this work, we focus on learning the mapping of different feature spaces instead of synthesizing target images, and propose a discriminative model aiming to adapt distinct domains.

III. ADVERSARIAL RESIDUAL TRANSFORM NETWORKS

In this section, we describe the details of our model. We first introduce the definitions of unsupervised domain adaptation and the preliminary domain adversarial networks, and then demonstrate the key innovations of our model, which can well handle the problems of previous models. At last, we give a complete algorithm of matching the distributions of target and source domains using the proposed model.

A. Definitions

When it comes to a machine learning task, a domain \( D \) corresponds to four parts: feature space \( \mathcal{X} \), label space \( \mathcal{Y} \), marginal probability distribution \( P(X) \) and conditional probability distribution \( P(X|Y) \), where \( X \in \mathcal{X}, Y \in \mathcal{Y} \). We always use subscript \( s \) and \( t \) to denote the source and target distributions. In traditional machine learning task, training data are drawn from the source domain \( D_s \) and testing data are drawn from the target domain \( D_t \), where their marginal and conditional probability distributions are the same (\( P_s(X) = P_t(X) \), \( P_s(X|Y) = P_t(X|Y) \)). Thus, models trained in the source domain are feasible to the target domain. However, in unsupervised DA, these assumptions are not valid, which leads us to a more difficult problem as follows.

Given a source domain as \( D_s = \{x_i^s, y_i^s\}_{i=1}^{n_s} \), where \( n_s \) is the number of source domain samples, \( x_i^s \) is the \( i \)th instance in the source domain and \( y_i^s \) is the label of \( x_i^s \). Similarly, a target domain is denoted as \( D_t = \{x_i^t\}_{i=1}^{n_t} \), where \( n_t \) is the number of target domain samples, \( x_i^t \) is the \( i \)th instance in the target domain. The source and target domains are drawn from distribution \( P_s(X^s) \) and \( P_t(X^t) \), respectively, which are different. In most cases, conditional probability distributions are also different (\( P_s(X^s|Y^s) \neq P_t(X^t|Y^t) \)). The goal is to learn a feature extractor \( G_t \) and a classifier \( C_t \) for the target domain. The feature extractor \( G_t \) distills feature representations \( f^t = G_t(x_i^t) \) from target images, and the classifier \( C_t \) correctly predict the labels of target images receiving \( f^t = G_t(x_i^t) \). Because of the lack of annotations in the target domain, DA learns a feature extractor \( G_s \) and a classifier \( C_s \) with samples from the source domain, and tries to adapt them to be useful in the target domain.

B. Adversarial Domain Adaptation

To solve unsupervised DA problem, a bunch of methods are proposed. One of the most effective methods is adversarial domain adaptation, and we modify this kind of framework in this paper to improve its generalization and anti-noise ability. In domain adversarial models, in order to make \( C_s \) valid in a target domain, these models usually train a feature extractor \( G \), a label classifier \( C \) and a domain classifier \( D \). In details, these models set \( G = G_t = G_s \), and \( C = C_t = C_s \), which means the feature extractor and label classifier are used for both source and target domains. Specifically, \( D \) also receives feature representations from \( G \) and is trained to minimize the discrepancy between source and target feature distributions:
\[ G(x^s) \text{ and } G(x^t). \] An adversarial training procedure is a minimax two-player game \([21]\), where \( D \) is trained to discriminate samples from different domains, and \( G \) is trained to fool \( D \).

To train the whole network in an end-to-end way, DANN \([26]\) constructs the following loss function:

\[
\mathcal{L}(\theta_d, \theta_g, \theta_c) = \frac{1}{n_s} \sum_{x_i \in D_s} \mathcal{L}_c(C(G(x_i)), y_i) - \frac{\lambda}{n} \sum_{x_i \in (D_t \cup D_s)} \mathcal{L}_d(D(G(x_i)), d_i)
\]

where \( n = n_s + n_t \) and \( \lambda \) is a trade-off parameter between label loss \( \mathcal{L}_c \) and domain loss \( \mathcal{L}_d \). \( \theta_d, \theta_g \) and \( \theta_c \) are the parameters of \( D, G \) and \( C \), respectively. \( y_i \) and \( d_i \) denote the class and domain labels of images. After convergence, optimal parameters \( \hat{\theta}_d \), \( \hat{\theta}_c \) and \( \hat{\theta}_g \) can deliver a saddle point given as:

\[
\hat{\theta}_d = \arg \min_{\theta_d} \mathcal{L}_d(\theta_d, \theta_g) \quad (2)
\]

\[
\hat{\theta}_c = \arg \min_{\theta_c} \mathcal{L}_c(\theta_g, \theta_c) \quad (3)
\]

\[
\hat{\theta}_g = \arg \min_{\theta_g} \mathcal{L}(\theta_d, \theta_g, \theta_c) \quad (4)
\]

In such framework, a DA model can be trained in an end-to-end way. Several models based on this kind of architecture have achieved top performances in different visual tasks \([26], [47]\).

C. Residual Connections

In our model, we do not just rely on feature extractor \( G \) to map different distributions. Instead, we construct an adversarial residual transform network (ARTN) \( T \) to project source features \( f^s = G(x^s) \) to the space of target features. The network is trained to generate fake target features \( T(G(x^s)) \), which are in the same distribution as real target features \( f^t = G(x^t) \). Then, we use the fake target features \( T(G(x^s)) \) and corresponding labels \( y^s \) to train a classifier \( C \) for the target domain. After training, the labels of target samples are predicted by \( C \).

In previous unsupervised DA methods, the weights of feature extractor \( G \) for the source and target domains are shared \([17]–[20]\). In detail, they train just one neural network to distill representations for different domains. In such symmetric architecture, models are stable during the training period and seldom diverge. However, regarding matching different distributions, the generalization ability of asymmetric transformation is better than that of symmetric one \([27]\). This means that constructing two networks for source and target domains instead of an identical network, is possible to enhance the generalization ability. In real applications, the training and testing data are possible to have a large discrepancy, which suggests that our model should be more general. Therefore, in order to do so, our network is designed to have an asymmetric architecture.

However, in deep neural networks, feature representations generated from layers are transferable, which means that there exists domain-invariant information in features \([6]\). If the networks are trained to capture domain-invariant information from the source features and utilize them to classify the target samples, there would be a boost to generalization.

In addition, even though the training does not converge in asymmetric models, the shared source features retain useful information for classifying and preventing models from being collapsed. However, the asymmetric architecture proposed in \([27]\) is hard to obtain such enhancement and the feature extractor for target domain is easy to collapse, because there exists no relationship between the feature extractors of the source and target domains. In order to make our asymmetric model learn domain-invariant information and avoid diverging during training, we propose a transform network which builds connections between source and target domain features.

As for delivering features between networks, residual connections proposed by \([3]\) are proved effective. They concatenate features from one network to another to share information. In such way, original features from feature extractor are conveyed to transform network. At the same time, the shortcut connection with no parameters helps gradients flow. Thus, by utilizing residual connections, the proposed transform network is able to share features between two different networks, which helps capture domain-invariant information. In summary, the proposed model builds an asymmetric transformation that consists of a feature extractor and a transform network. Residual connections between the feature extractor and transform network share features for capturing domain-invariant information.

The detailed architecture of residual connections between the feature extractor and transform network is shown in Fig. 2. The weight-tied feature extractor \( G \) is trained to capture representations from source samples \( x^s \) and target samples \( x^t \). The transform network stacks a few layers by using the same architecture with the feature extractor. Unlike the symmetric transformation, the proposed transform network shares features with the feature extractor instead of parameters. Our transform network is also different from asymmetric transformation where two networks have no relationship. We add residual connections between the feature extractor and transform network to share features. Therefore, with carefully designed architecture, our model is able to simultaneously alleviate drawbacks of symmetric and asymmetric models.

![Fig. 2. Residual connections between the feature extractor and transform network.](image-url)
details, for an $N$ layer transform network, the $i$th layer of a transform network where $i < N$ is defined as:

$$T_i(G_i(x^*)) = T_i(T_{i-1}(G_{i-1}(x^*))) + G_i(x^*)$$  (5)

where $T_i(\cdot)$ and $G_i(\cdot)$ denote the $i$th layer of the transform network and feature extractor individually. The inputs of $T$ are original data, and the output is $T_N(G_N(x^*))$. In detail, for both the fully connected neural networks and convolutional neural networks, outputs of each layer from feature extractor are element-wise added to the corresponding layer of transform network.

**D. Adversarial Losses**

Once we have parametrized $G$ and $T$, we employ adversarial loss to adapt different distributions. The architecture modification requires us to revise our loss function. Instead of measuring the distance between source features $f^s = G(x^s)$ and target features $f^t = G(x^t)$ generated from one feature extractor, the proposed model lets domain classifier $D$ discriminate source features $f^s = T(G(x^s))$ from the transform network and target features $f^t = G(x^t)$ from the feature extractor. Therefore, the loss function is modified from (1):

$$L(\theta_d, \theta_g, \theta_c) = \frac{1}{n_s} \sum_{x_i \in D_s} L_s(C(T(G(x_i))), y_i) - \frac{1}{n} (\sum_{x_i \in D_s} L_s(D(T(G(x_i))), d^{s}_i) + \sum_{x_i \in D_t} L_t(D(G(x_i))), d^{t}_i))$$  (6)

where $d^s_i$ and $d^t_i$ denote the domain labels of the $i$th source and target samples, respectively. $L_s$ and $L_t$ denote the domain loss of source and target samples, respectively. This objective function replaces $G(x_i)$ in (1) with $T(G(x_i))$, indicating that our model uses features generated from transform network $T$ to be the input of label classifier $C$ and domain classifier $D$.

When (6) is used as the loss function for adversarial training, similar to GANs, the adversarial training of unsupervised DA can cause a gradient vanishing issue [49]. When the distributions of source and target domains are totally different, the domain classifier can easily distinguish the samples from the source and target domains such that $L_s$ and $L_t$ would be very small, thereby causing the gradients to vanish.

To address this issue, we add a regularization term to the loss function based on the optimal transport problem as defined by Monge. DA’s goal is to find a transport mapping $T_0$ satisfying $T_0(\mu_s) = \mu_t$, which means that a transformation from source distribution $P_s$ to target distribution $P_t$ should be found. Specifically, in our model, we use transform network $T$ to fit the transport mapping to meet $T(\mu_s) = \mu_t$ via adversarial training. By fitting $r(\cdot)$, we can construct a regularization term that measures the distance between $G(x^s)$ and $T(G(x^t))$. In our model, $r(\cdot)$ is the cosine distance between them:

$$r(G(x^s), T(G(x^t))) = -\frac{\langle G(x^s) \cdot T(G(x^t)) \rangle}{|G(x^s)| \cdot |T(G(x^t))|}$$  (8)

where $\langle \cdot \rangle$ denotes inner product, and $|\cdot|$ denotes $L_2$ norm.

For a transport problem, there are usually a few practical paths as shown in Fig. 3. The optimal transport theory seeks the most efficient way of transforming one distribution of mass to another, just like the red line in Fig. 3. In detail, if $\int r(x, T(x))d\mu(x)$ in the Monge formulation [49] which indicates the expected cost of transportation is to be minimized. If $\int r(x, T(x))d\mu(x)$ reaches the minimum, the optimal path would be found. Once we refine the optimal transport theory into unsupervised DA, the regularization term $r(G(x^s), T(G(x^t)))$ leads our model to select the most efficient way of transforming the source to target distribution. Specifically, the regularization term attempts to constrain the distance between the features before and after the transformation. If we regard the distance as the cost of the transformation, similar to the cost of transportation, the regularization term attempts to select the shortest path from a number of transfer attempts which map a source to target distribution.

On one hand, when the distributions of source and target domains are totally different, domain classifier $D$ can so easily distinguish samples from different domains that $L_s$ and $L_t$ backpropagate very small gradients. In this situation, the regularization term $r(G(x^s), T(G(x^t)))$ can still provide gradients to the target mapping. On the other hand, when $D$ directs updating parameters, the regularization term would constrain the range of updating to prevent features from changing too rapidly, because it constrains differences between the features before and after the transformation. Thus, the stability of the
training procedure of the proposed model is guaranteed via such added regularization term.

Therefore, our objective function is
\[
\mathcal{L}(\theta_d, \theta_g, \theta_c) = \frac{1}{n_s} \sum_{x_i \in D_s} \mathcal{L}_c(C(T(G(x_i))), y_i) - \frac{\lambda}{n} \sum_{x_i \in D_s} \mathcal{L}_s(D(G(x_i))), d_i^s) + \sum_{x_i \in D_t} \mathcal{L}_t(D(T(G(x_i))), d_i^t)) + \beta \cdot r(G(x^s), T(G(x^s)))
\]

where \(\beta\) denotes the coefficient parameter of a regularization term. In addition, the optimization problem is to find parameters \(\theta_g, \theta_d\), and \(\theta_c\), where \(\theta_c, \theta_g,\) and \(\theta_d\) satisfy:
\[
\begin{align*}
\hat{\theta}_d &= \arg \min_{\theta_d} (\mathcal{L}_s(\theta_d, \theta_g) + \mathcal{L}_t(\theta_d, \theta_g)) \quad (10) \\
\hat{\theta}_c &= \arg \min_{\theta_c} \mathcal{L}_c(\theta_g, \theta_c) \quad (11) \\
\hat{\theta}_g &= \arg \min_{\theta_g} \mathcal{L}(\theta_d, \theta_g, \theta_c) \quad (12)
\end{align*}
\]

E. Complete Algorithm

In training period, our model comes with two parts. In the first stage, the feature extractor \(G\) and transform network \(T\) receives labeled source samples from \(D_s\{x_i^s, y_i^s, d_i^s\}_{i=1}^{n_s}\), and outputs \(f^s\) and \(T(f^s)\). With class labels \(y^s\) and domain labels \(d^s\), \(\mathcal{L}_c\) is computed by label classifier \(C\), and \(\mathcal{L}_s\) is computed by domain classifier \(D\). At the same time, the regularization term \(r(G(x^s), T(G(x^s)))\) is also obtained according to \(f^s\) and \(T(f^s)\). In the second stage, the feature extractor \(G\) receives unlabeled samples from \(D_t\{x_i^t, d_i^t\}_{i=1}^{n_t}\), and outputs \(f^t\). Similarly, \(\mathcal{L}_i\) is computed by domain classifier \(D\). At last, all the above losses are multiplied by their corresponding coefficients, and then the model is optimized using these losses.

As for optimizing adversarial networks, previous studies have carried out a number of exploration [26], [27]. In [27], an iterative optimization strategy is proposed, where the feature extractor and domain classifier updates their parameters iteratively. This is the most common training strategy which also widely used in GANs [21], [22]. One of the obstacles to this strategy is that tuning the interval steps between the domain classifier updates parameters. Unsuitable interval steps may cause failure of model training so that we have to tune this hyperparameter for each model carefully. Instead, in [26], the proposed gradient reversal layer (GRL) replaces iterative optimization. During the forward propagation, GRL has no different with normal layers, whereas during the backpropagation, GRL reverses the gradient from the subsequent layer, multiplies it by a coefficient \(\gamma\) and passes it to the previous layer. Based on a large number of experiments, [26] adjusts \(\gamma\) using the following formula: \(\gamma = \frac{2}{1+e^{-\alpha p}} - 1\), where \(p\) is the training progress linearly changing from 0 to 1. In the implementation of ARTN, we choose GRL to optimize our model. With this strategy, there is no need to tune the interval steps, and parameters of the feature extractor and domain classifier are updated in once backpropagation.

Algorithm 1 provides the pseudo-code of our proposed learning procedure. With stochastic gradient descent (SGD), parameters \(\theta_d, \theta_c\), and \(\theta_g\) are updated. When the loss converges, the training stops.

Algorithm 1 Learning Procedure of ARTN

\begin{itemize}
  \item \textbf{Input:}
  \begin{itemize}
    \item Labeled source samples \(D_s\{x_i^s, y_i^s, d_i^s\}_{i=1}^{n_s}\)
    \item Unlabeled target samples \(D_t\{x_i^t, d_i^t\}_{i=1}^{n_t}\)
    \item Learning rate \(\alpha\), Coefficient parameters \(\lambda, \beta\)
  \end{itemize}
  \item \textbf{Output:}
  \begin{itemize}
    \item Model parameters \(\{\theta_d, \theta_g, \theta_c\}\)
  \end{itemize}
\end{itemize}

\begin{algorithm}
\caption{Algorithm 1 Learning Procedure of ARTN}
\begin{algorithmic}
\State \textbf{while} not converge \textbf{do}
\For {\(i\) from 1 to \(n_s\)}
\State \(\hat{f}^s_i = G(x_i^s)\)
\State \(\mathcal{L}_c = \text{crossentropy}(C(T(\hat{f}^s_i)), y_i^s)\)
\State \(\mathcal{L}_s = \text{crossentropy}(D(T(\hat{f}^s_i)), d_i^s)\)
\State \(r_{\text{reg}} = r(\hat{f}^s_i, T(\hat{f}^s_i))\)
\EndFor
\For {\(i\) from 1 to \(n_t\)}
\State \(\hat{f}^t_i = G(x_i^t)\)
\State \(\mathcal{L}_t = \text{crossentropy}(D(\hat{f}^t_i), d_i^t)\)
\EndFor
\State \(\mathcal{L}_d \leftarrow \mathcal{L}_s + \mathcal{L}_t\)
\State \(\theta_d \leftarrow \theta_d - \alpha \cdot \frac{\partial \mathcal{L}_d}{\partial \theta_d}\)
\State \(\theta_c \leftarrow \theta_c - \alpha \cdot \frac{\partial \mathcal{L}_c}{\partial \theta_c}\)
\State \(\theta_g \leftarrow \theta_g - \alpha \cdot \frac{\partial (\mathcal{L}_s + \beta r_{\text{reg}})}{\partial \theta_g}\)
\EndWhile
\end{algorithmic}
\end{algorithm}

IV. Experiments

In order to evaluate the effectiveness of the proposed method, we test the Adversarial Residual Transform Network (ARTN) for unsupervised DA in several difficulty experiments. For the first experiment, we test our model in a sentiment analysis task. Second, to test the performance of ARTN when the source and target domains are relatively similar, the model is evaluated on several digits datasets. Third, to test it when facing a large discrepancy between the source and target domains, the model is evaluated on a natural image dataset. Fourth, to test the anti-noise and generalization abilities, we test it when target images are added with varying noise. Finally, to test the effectiveness of regularization in the proposed method, we compare the performance of ARTN with and without regularization on a natural image dataset. In all experiments, we implement models with Pytorch, and employ the learning strategy GRL mentioned in Section III which reverses and propagates gradients to the feature extractors.

A. Sentiment Analysis Experiment

We use the Amazon reviews dataset with the same pre-processing used in mSDA [50] and DANN [26]. Amazon reviews contains reviews of four different categories of products: books, DVDs, kitchen appliances and electronics, which means that this dataset includes four domains and we can set up twelve domain adaptation tasks.
across these domains. Reviews are encoded in 5,000 dimensional feature vectors of unigrams and bigrams, and labels are binary: 0 if the product is ranked up to 3 stars, and 1 if the product is ranked 4 or 5 stars. In all twelve tasks, we use 2,000 labeled source samples and 2,000 unlabeled target samples to train our model. In testing period, we test our model on separate target test sets (between 3,000 and 6,000 examples). To evaluate the effectiveness of our model, we compare it with DANN [26] and the model with no adaptation. The results are directly cited from the original publication.

In this experiment, we use the same neural network with DANN [26]. Both domain and label classifiers consist of just one layer with 100 hidden units followed by the final output layer. Because there is only one hidden layer in the neural network, we build just one residual connection. ReLU activation function and batch normalization are employed. We choose SGD with 0.001 learning rate as the optimizer, and the momentum is set to 0.9. The coefficient parameter \( \lambda \) is set to 0.5, and \( \beta \) is set to 0.1. The batch size is set to 128. All the results are recorded after convergence.

Results of the sentiment analysis experiment are shown in Table I. Our accuracy of the ARTN model is the highest in ten out of twelve domain adaptation tasks. In the remaining two tasks, our model achieves tie of highest accuracy in kitchen appliances→DVDs, and achieves second highest accuracy in electronics→DVDs.

B. Digits Experiment

![Digits samples](image)

Fig. 4. Samples of digits dataset. The first to last rows correspond to MNIST, MNIST-M, SVHN and SYN NUMS.

In order to evaluate the performance when the discrepancy between source and target domains is relatively small, we experimentally test our proposed method in several pairs of unsupervised domain adaptation tasks whose images are from the MNIST, MNIST-M, SVHN and SYN NUMS digits datasets. All these datasets consist of 10 classes, and we use the full training sets in all datasets. Example images from each dataset are shown in Fig. 4. In this experiment, we set three transfer tasks: MNIST→MNIST-M, SVHN→MNIST, and SYN NUMS→SVHN. As is shown in Fig. 4, images in SYN NUMS and SVHN are similar, whereas images in MNIST are much different from the other digits datasets.

We choose several unsupervised DA approaches to compare with the proposed one. CORAL [42] and DAN [17] rely on the distance metric between source and target distributions. DANN [26], CoGAN [23] and ADDA [27] are based on adversarial learning. The results are cited from each study. For MNIST→MNIST-M, we use a simple modified LeNet [51]. As for the domain classifier, we stack two fully connected layers: one layer with 100 hidden units followed by the final output layer. Each hidden unit uses a ReLU activation function. For SVHN→MNIST and SYN NUMS→SVHN, we use a three-layer convolutional network as a feature extractor, and a three-layer fully connected network as a domain classifier. In all tasks, batch normalization is employed. We employ SGD with 0.01 learning rate and the momentum is set to 0.9. The coefficient parameter \( \lambda \) is set to 2, and \( \beta \) is set to 0.5. The batch size is set to 128. Metric of the experiment is prediction accuracy in the target domain, which is reported after convergence.

Results of our digits experiment are shown in Table II. In SVHN→MNIST and MNIST→MNIST-M, the proposed model’s accuracy is 81.4% and 79.4%, respectively, which outperforms the best of other methods by 4.7% and 3.4%. In SYN NUMS→SVHN, its accuracy achieves 89.1%, which is comparable to DANN’s. Thus, in two of three tasks, our approach outperforms other methods, and in the task whose source and target datasets are similar, it can achieve competitive results.

C. Image Classification Experiment

![Office-31 samples](image)

Fig. 5. Samples of Office-31 dataset. The first to last rows correspond to AMAZON, DSLR and WEBCAM.

We further evaluate our model in a more complex setting. The proposed model is tested on a natural image dataset Office-31, which is a standard benchmark for visual domain adaptation, comprising 4,110 images and 31 categories collected from three domains: AMAZON (A, images downloaded from amazon.com) with 2,817 images, DSLR (D, high-resolution images captured by a digital SLR camera) with 498 images and WEBCAM (W, low-resolution images captured by a Web camera) with 795 images. Samples of Office-31 dataset are shown in Fig. 5. In order to test the generalization ability of different methods, we focus on the most difficult four tasks [17]: A→D, A→W, D→A and W→A. In A→W and A→D, models are easier to train because images in source domain A are adequate. In W→A and D→A, there are only hundreds images in the source domain but about 2,900 images in the target domain, such that models are
the momentum is set to 0.9. We set the coefficient parameters in all tasks, we employ SGD with 0.001 learning rate and connected network, and use it to predict the labels of inputs.

In addition, we replace the last layer of ResNet34 with a three-layer fully connected layer. As for the domain classifier, we use a residual connection for every three layers in ResNet34. 31 dataset. Different from the digits experiment, we build model based on ResNet34 [3] which is pre-trained on the Office-31 dataset, and fine-tune the model on the Office-31 dataset. Because of lacking sufficient images, we implement our model based on ResNet34 [3] which is pre-trained on the ImageNet dataset, and fine-tune the model on the Office-31 dataset. Different from the digits experiment, we build a residual connection for every three layers in ResNet34 instead of every layer. As for the domain classifier, we use a network with three fully connected layers. In addition, we replace the last layer of ResNet34 with a three-layer fully connected network, and use it to predict the labels of inputs. In all tasks, we employ SGD with 0.001 learning rate and the momentum is set to 0.9. We set the coefficient parameters \(\lambda = 2\), and \(\beta = 0.5\). The metric is prediction accuracy in the target domain. All the results are recorded after training for 70 epochs.

Results of the experiment on the Office-31 dataset are shown in Table III. In \(D \rightarrow A, W \rightarrow A, A \rightarrow W\) and \(A \rightarrow D\), the proposed model achieves the accuracy of 59.0%, 57.5%, 75.2% and 75.7%, respectively. Thus, in all four tasks, the proposed model outperforms the best of others by 0.9%, 1.2%, 1.5% and 0.4%. In addition, the proposed model outperforms the model with no adaptation in all tasks, which means that it avoids negative transfer learning. The results demonstrate that the proposed model can match the distributions of source and target domains properly, and the modification we make improves the performance of proposed model.

### D. Regularization Analysis

We next analyze how the regularization term of our model affects the performance. We test our model without regularization on the Office-31 dataset by setting \(\beta = 0\). In this way, \(\mathcal{L}\) would only consist of \(\mathcal{L}_c\), \(\mathcal{L}_s\) and \(\mathcal{L}_t\). Except for the regularization term, this experiment has same settings as the image classification experiment does.

Results of this experiment are shown in Table III. In \(D \rightarrow A, W \rightarrow A, A \rightarrow W\) and \(A \rightarrow D\), the proposed model without regularization achieves the accuracy of 58.1%, 56.8%, 74.7% and 73.3%, which is lower by 0.9%, 0.7%, 0.5% and 2.4% of the proposed one with such term, respectively. The model with regularization outperforms DANN and the model without regularization in all tasks, which demonstrates the effectiveness of regularization. In other word, the regularization term strengthens the generalization ability of the proposed model. It should be noted that in \(D \rightarrow A, W \rightarrow A\) and \(A \rightarrow W\), the proposed model without regularization still outperforms DANN. This means that the improvement is not only from the regularization but also the modification of its architecture.

---

**TABLE I**

Classification accuracy percentage of sentiment analysis experiment among all twelve tasks. The first column corresponds to the performance if no adaption is implemented. The proposed method outperforms the others in ten of twelve tasks.

| SOURCE \(\rightarrow\) TARGET | SOURCE ONLY | DANN [26] | ARTN |
|-----------------------------|-------------|------------|------|
| BOOKS \(\rightarrow\) DVD   | 78.7        | 74.6       | 81.4 |
| BOOKS \(\rightarrow\) ELECTRONICS | 71.4      | 72.4       | 75.8 |
| BOOKS \(\rightarrow\) KITCHEN | 74.5        | 76.5       | 78.6 |
| Dvd \(\rightarrow\) BOOKS    | 74.6        | 75.4       | 77.0 |
| Dvd \(\rightarrow\) ELECTRONICS | 72.4      | 76.5       | 75.9 |
| Dvd \(\rightarrow\) KITCHEN  | 76.5        | 78.3       | 78.6 |
| ELECTRONICS \(\rightarrow\) BOOKS | 71.1      | 71.1       | 72.0 |
| ELECTRONICS \(\rightarrow\) DVD | 71.9        | 73.8       | 73.3 |
| ELECTRONICS \(\rightarrow\) KITCHEN | 84.4      | 85.4       | 85.5 |
| KITCHEN \(\rightarrow\) BOOKS | 69.9        | 70.9       | 72.1 |
| KITCHEN \(\rightarrow\) DVD   | 73.4        | 74.0       | 74.0 |
| KITCHEN \(\rightarrow\) ELECTRONICS | 83.3      | 84.3       | 85.2 |

**TABLE II**

Classification accuracy percentage of digits classifications among MNIST, MNIST-M, SVHN and SYN NUMS. The first row corresponds to the performance if no adaption is implemented. The proposed method outperforms the others in two of three tasks.

| METHOD       | MNIST \(\rightarrow\) MNIST-M | SYN NUMS \(\rightarrow\) SVHN | SVHN \(\rightarrow\) MNIST |
|--------------|-------------------------------|-----------------------------|---------------------------|
| SOURCE ONLY  | 51.4                          | 86.7                        | 54.9                      |
| CORAL [42]   | 57.7                          | 85.2                        | 63.1                      |
| DAN [17]     | 76.9                          | 88.0                        | 71.1                      |
| DANN [26]    | 76.7                          | 91.1                        | 73.9                      |
| COGAN [23]   | -                             | -                           | DIVERGE                   |
| ADDA [27]    | -                             | -                           | 76.0                      |
| ARTN         | 81.4                          | 89.1                        | 79.4                      |
TABLE III

Classification accuracy percentage of experiment on the Office-31 dataset. The first column corresponds to the performance if no adaptation is implemented. The second to last columns correspond to the performance of DAN, DANN, the proposed method without regularization and the proposed method. The proposed method outperforms DAN and DANN, and the regularization term shows a positive effect on the performance improvement.

| Method          | DSLR→AMAZON | WEBCAM→AMAZON | AMAZON→WEBCAM | AMAZON→DSLR |
|-----------------|-------------|---------------|---------------|-------------|
| SOURCE ONLY     | 57.5        | 55.5          | 68.4          | 68.9        |
| DAN [17]        | 54.0        | 53.1          | 68.5          | 67.0        |
| DANN [26]       | 58.1        | 56.3          | 73.7          | 75.3        |
| ARTN(NO REG)    | 58.1        | 56.8          | 74.7          | 73.3        |
| ARTN            | 59.0        | 57.5          | 75.2          | 75.7        |

E. Generalization Analysis

A generalization test is taken by adding Gaussian noise to images in a target domain. In this way, the discrepancy between source and target domains is larger and discriminative information in a target domain is more difficult to capture. In this experiment, we test the anti-noise and generalization abilities of our model based on the digits experiment. For images in the source domain, we follow the settings in MNIST→MNIST-M, SYN NUMS→SVHN and SVHN→MNIST respectively, however, for images in the target domain, we add varying Gaussian noise. For MNIST→MNIST-M and SYN NUMS→SVHN, standard deviation of Gaussian noise belongs to \{0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0\}. Standard deviation in SVHN→MNIST belongs to \{1.0, 1.5, 2.0, 2.5, 3.0\}. The means of Gaussian noise in all tasks are 0. Results are plotted in Fig. 6. The baseline method is a model without adaptation.

Comparing the proposed model with the adaptation-free model, we can see that although noises are added to the test images, the proposed model exhibits a great advantage over the adaptation-free model. In MNIST→MNIST-M, when the standard deviation is 0.4, the accuracy of the adaptation-free model is 45.83%, whereas ours is improved by 36.6%. When standard deviation is 1.0, the accuracy of the adaptation-free model is 24.55%, whereas ours is improved by 76.4%. Similar results appear in SYN NUMS→SVHN and SVHN→MNIST, where the rate of improvement generally shows an upward trend in the case of a gradual increase of noise. Therefore, as the discrepancy between source and target domains increases, the performance advantage of the proposed model is becoming more and more obvious in comparison with a adaptation-free model. This result means that even if there exist some noises in a target domain, the proposed model can maintain excellent generalization and anti-noise abilities.

V. Conclusion

We propose a novel unsupervised domain adaptation model based on adversarial learning. Different from previous adversarial adaptation models which rely on extracting domain-invariant representations, our model adds a feature-shared transform network to directly map features from the source domain to the space of target features. Furthermore, we add a regularization term to help strengthen its performance. Experimental results clearly demonstrate that the proposed model can match different domains effectively.
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