Periodic symplectic cohomologies
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Goodwillie [16] introduced a periodic cyclic homology group associated to a mixed complex. In this paper, we apply this construction to the symplectic cochain complex of a Liouville domain $M$ and obtain two periodic symplectic cohomology theories, denoted as $HP^*_{S^1}(M)$ and $HP^*_{S^1,\text{loc}}(M)$. Our main result is that both cohomology theories are invariant under Liouville isomorphisms and there is a natural isomorphism $HP^*_{S^1,\text{loc}}(M,\mathbb{Q}) \cong H^*(M,\mathbb{Q})(((u)))$, which can be seen as a localization theorem for $HP^*_{S^1,\text{loc}}(M,\mathbb{Q})$.

1. Introduction

Symplectic homology of an exact symplectic manifold with boundary was introduced by Cieliebak–Floer–Hofer–Wysocki in a sequence of papers [10].
There are several versions of the theory defined for slightly different notions of symplectic manifolds with boundary. In this paper, we will consider a specific class, called Liouville domains, which are exact symplectic manifolds with contact type boundary. The completion $\hat{M}$ of a Liouville domain $(M, \omega = d\theta)$ is defined to be $(M \cup_{\partial M} [1, \infty) \times \partial M, d(R\alpha))$ with $\alpha = \theta|_{\partial M}$. Symplectic homology theory can be viewed as an infinite-dimensional Morse theory, or Floer theory, for an action functional $A: \mathcal{L}\hat{M} \to \mathbb{R}$. There is a natural $S^1$-action on the free loop space $\mathcal{L}\hat{M}$ by reparametrizations which makes $\mathcal{L}\hat{M}$ into a topological $S^1$-space. This suggests that one can define $S^1$-equivariant symplectic homology using the Borel construction of $X := \mathcal{L}\hat{M}$. There are two equivalent definitions of $S^1$-equivariant symplectic homology. In [33, Section 5], Morse theory on $X_{\text{Borel}} := X \times_{S^1} ES^1$ is defined by Viterbo as Morse theory on $X \times ES^1$ modulo a free $S^1$-action, that is, Morse theory for an $S^1$-invariant action functional on $X \times ES^1$. Whereas in [29], using the fact that $X_{\text{Borel}}$ is a locally trivial fibration over $\mathbb{C}P^\infty$, Morse theory on $X_{\text{Borel}}$ can be viewed as the family Morse homology associated to a family of Morse functions parametrized by $\mathbb{C}P^\infty$ in the sense of [18]. Both of these formulations are made explicit in the work of Bourgeois and Oancea in [8].

If one takes the Liouville domain $M$ to be the unit cotangent bundle of some closed smooth manifold $Q$, then the Liouville completion $\hat{M}$ is $T^*Q$. Under the assumption that $Q$ is Spin, the work of [1, 2, 33] shows that Viterbo’s isomorphism gives rise to an isomorphism of BV algebras

$$(1.1) \quad SH^{n-*}(T^*Q, \mathbb{Z}) \cong H_*(\mathcal{L}Q, \mathbb{Z}),$$

where $H_*(\mathcal{L}Q, \mathbb{Z})$ is the homology of the free loop space equipped with the Chas-Sullivan product [9] and the BV operator. There is an $S^1$-action on $\mathcal{L}Q$ which is homotopy equivalent to the $S^1$-space $\mathcal{L}T^*Q$. Given an $S^1$-space, one can define three versions of $S^1$-equivariant homology theories, which are called positive, negative and periodic $S^1$-equivariant homology respectively. In the situation that the $S^1$-space is the free loop space $\mathcal{L}Q$, there are isomorphisms between positive, negative and periodic $S^1$-equivariant homology of $\mathcal{L}Q$ and positive, negative and periodic cyclic homology of the singular cochains on the based loop space of $Q$ respectively. This is proved by Goodwillie in [16] also see [19, 22].

Motivated by Viterbo’s isomorphism (1.1) and the definition of the periodic cyclic homology of the cochains on the based loop space, we apply periodic cyclic homology to the symplectic cochain complex on the symplectic side. One feature of the symplectic cochain complex shown in [8] is that
it is an $S^1$-complex, or an $\infty$-mixed complex which was introduced in [21]. This means that it satisfies the definition of a mixed complex up to higher homotopies. We call the periodic cyclic homology of the symplectic cochain complex the periodic symplectic cohomology and denote it by $HP^*_S^1(M)$.

There is another version of periodic symplectic cohomology that one can associate to a Liouville domain $M$. This version is inspired by the work of Jones and Petrack in [20] on the periodic equivariant cohomology of the free loop space. It is proved by Goodwillie in [16] that the usual periodic $S^1$-equivariant cohomology does not satisfy localization or the fixed point theorem when the $S^1$-space is infinite-dimensional as in the case of the free loop space. To deal with this problem, Jones and Petrack defined a variant of the usual periodic $S^1$-equivariant cohomology, which satisfies localization but not the weak homotopy invariance property in [20, Sections 1, 2]. The application of this equivariant cohomology theory to the symplectic cochain complex was first proposed by P. Seidel in [29, Remark 8.1]. Our main result can be now viewed as a symplectic cohomology analogue of the localization theorem for the periodic $S^1$-equivariant cohomology of Jones and Petrack. We call the corresponding cohomology theory the localized periodic symplectic cohomology of the Liouville domain $M$ and denote it as $HP^*_{S^1,loc}(M)$.

**Theorem 1.1.** Given a Liouville domain $(M, \theta)$, the natural inclusion of the constant loops $\iota : \hat{M} \hookrightarrow \hat{L} \hat{M}$ induces a map

$$\iota_* : H^*(M)((u)) \to HP^*_{S^1,loc}(M),$$

which is an isomorphism as $\mathbb{Z}/2$-graded $\mathbb{Q}((u))$-modules after tensoring both sides by $\mathbb{Q}$.

**Remark 1.2.** Albers, Cieliebak and Frauenfelder in [5] have independently discovered a similar construction under the assumption that $2c_1(M) = 0$ for Rabinowitz Floer homology, and named it symplectic Tate homology. When $2c_1(M) = 0$, we can equip our periodic symplectic cohomology groups $HP^*_{S^1}(M)$ and $HP^*_{S^1,loc}(M)$ with extra $\mathbb{Z}$-grading, and the isomorphism $H^*(M, \mathbb{Q})((u)) \to HP^*_{S^1,loc}(M, \mathbb{Q})$ is in fact an isomorphism of $\mathbb{Z}$-graded $\mathbb{Q}((u))$-modules.

We end the introduction with an outline of this paper. Section 2 contains a discussion of the algebraic formalism of $S^1$-complexes following [8] and the definition of the cyclic homology of an $S^1$-complex. In Section 3, symplectic cohomology $SH^*(M)$ of a Liouville domain $M$ is defined to be...
the direct limit of Floer cohomology groups of admissible Hamiltonians that are linear on $[R_0, \infty) \times \partial M$ for $R_0 \gg 1$. In Section 5, we introduce the localized periodic symplectic cohomology $HP^*_\text{S}^1,\text{loc}(M)$. The Floer cochain group $CF^*(M, H_t)$ of an admissible Hamiltonian $H_t$ can be equipped with an $S^1$-complex structure $\{\delta_t\}_{t \geq 0}$, where $\delta_0 = d$ is the usual Floer differential and $\delta_1 = \Delta$ is the BV operator. This implies that

$$CF^*(M, H_t)((u)), \quad \delta^{S^1} = \delta_0 + u\delta_1 + u^2\delta_2 + \cdots$$

is a cochain complex, where $CF^*(M, H_t)((u))$ denotes the formal Laurent series with coefficients in $CF^*(M, H_t)$. Let $HP^*_{\text{S}^1}(M, H_t)$ denote the homology of this cochain complex. Then $HP^*_{\text{S}^1,\text{loc}}(M)$ is defined to be $\lim HP^*_{\text{S}^1}(M, H_t)$, where the direct limit is taken over all admissible Hamiltonians $H_t$ with respect to appropriate continuation maps. By definition $HP^*_{\text{S}^1,\text{loc}}(M)$ is invariant under Liouville isomorphism. In practice, to compute $HP^*_{\text{S}^1}(M)$ and $HP^*_{\text{S}^1,\text{loc}}(M)$ one can use a specific class of admissible Hamiltonians, described in Section 5 which are autonomous away from its 1-periodic orbits, grow quadratically on $[1, R_0 - \epsilon_0) \times \partial M$ and grow linearly of slope $\tau$ on $[R_0, \infty) \times \partial M$ for some large enough constant $R_0$ and sufficiently small $\epsilon_0 > 0$. Such autonomous Hamiltonians $H^\tau$ are convenient to work with, since non-constant 1-periodic orbits of $H^\tau$ are in bijection with Reeb orbits of period less than $\tau$ on the contact manifold $\partial M$. Furthermore, if we define the Floer cochain complex using a carefully chosen perturbation $H_{t,\epsilon}$ of the autonomous Hamiltonian $H^\tau$, then there is in fact a filtered $S^1$-structure on $CF^*(M, H_{t,\epsilon})$. One can then deduce the main theorem by computing the local $S^1$-equivariant Floer (co)homology contributions to the equivariant differential $\delta^{S^1} = d + u\Delta$ between the 1-periodic orbits $\gamma$ and $\tilde{\gamma}$ of $H_{t,\epsilon}$ associated to a Reeb orbit $\gamma$ of multiplicity $k$ on $\partial M$. A detailed computation in Proposition 6.2 shows that $d(\tilde{\gamma}) = \pm 2\tilde{\gamma}$ and $\Delta(\tilde{\gamma}) = 0$ if $\gamma$ corresponds to a bad Reeb orbit, and $d(\tilde{\gamma}) = 0$ and $\Delta(\tilde{\gamma}) = \pm k\tilde{\gamma}$ if $\gamma$ corresponds to a good Reeb orbit. This implies that the associated spectral sequence of the filtration on $CF^*(M, H_{t,\epsilon})((u))$ degenerates at $E_1$-page over $\mathbb{Q}$-coefficients and converges to $H^*(M, \mathbb{Q})((u))$ for each Hamiltonian $H_{t,\epsilon}$ of slope $\tau$. After taking direct limit, one obtains the result of Theorem 1.1.

In Section 7 we define the periodic symplectic cohomology $HP^*_{\text{S}^1}(M)$ using the homotopy colimit construction introduced in Section 3g and prove that $HP^*_{\text{S}^1}(M)$ is an invariant of $\widehat{M}$ up to Liouville isomorphism. Finally, we include explicit computations of $HP^*_{\text{S}^1,\text{loc}}(M)$ and $HP^*_{\text{S}^1}(M)$ when $M$ is the unit disk $D^2$ and the annulus $A$ in $\mathbb{C}$ in Section 8. The localized periodic cohomology $HP^*_{\text{S}^1,\text{loc}}(D^2)$ of the unit disk $D^2$ is $\mathbb{Q}((u))$, which agrees with
the main result. Whereas the periodic symplectic cohomology $H^*_{S^1}(D^2)$ vanishes. This shows that $H^*_{S^1}(M)$ does not satisfy localization as in the case of the usual periodic $S^1$-equivariant cohomology of the free loop space.

Standing Notations:

(1)(Grading) We will assume that the cochain complexes are only $\mathbb{Z}/2$-graded. In the case that the symplectic manifold $(M, \omega)$ satisfies the condition $2c_1(M) = 0$, then one can promote the $\mathbb{Z}/2$-grading to a $\mathbb{Z}$-grading of the cochain complexes. Nevertheless, we write all of our operations and indices with respect to some $\mathbb{Z}$-grading. When only a $\mathbb{Z}/2$-grading is given, one should interpret an operation of degree $k$ as one of degree $k \mod 2$, and similarly interpret the indices of 1-periodic Hamiltonian orbits $|\gamma| = k$ and Morse critical points $\text{Ind}_M(Z) = k \mod 2$ respectively.

(2)(u-adic completion) Let $u$ be a formal variable of degree 2, or degree 0 if only a $\mathbb{Z}/2$-grading is present. Let $K$ be a fixed commutative ring with unity, for instance, $K$ can be taken to be $\mathbb{Z}$ or $\mathbb{Q}$. We denote by $K[[u]]$ the ring of formal power series in $u$ and $K((u))$ the ring of formal Laurent series in $u$. Given a graded $K$-module $M$, we will denote by $M[[u]]$ the completion of $M[u] := M \otimes_K K[u]$ in the category of graded $K[u]$-modules with respect to the $u$-adic filtration $F^p M[u] := u^p M[u]$ for $p \in \mathbb{N}$. Elements in $M[[u]] := \lim M[u]/u^p M[u]$ consist of formal power series in $u$ with coefficients in $\hat{M}$. Similarly, the notation $M((u))$ denotes the completion of $M[u, u^{-1}] := M \otimes_K K[u, u^{-1}]$ with respect to the $u$-adic filtration defined by $F^p M[u, u^{-1}] := u^p M[u, u^{-1}]$. For a cochain complex $C^*$, we define

$$C^*[[u]] := \lim C^* \otimes_K K[u]/F^p$$

to be the completion of the graded cochain complexes $C^*[u] := C^* \otimes_K K[u]$ with respect to the $u$-adic filtration $F^p := C^* \otimes_K u^p K[u]$. Similarly, the notation $C^*((u))$ denotes the completion of the graded cochain complex $C^*[u, u^{-1}] := C^* \otimes_K K[u, u^{-1}]$ with respect to the $u$-adic filtration $F^p = C^* \otimes_K u^p K[u, u^{-1}]$.
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2. Cyclic homology of $S^1$-complexes

Given a cochain complex $(C^*, \delta_0)$, there are notions of an $S^1$-structure on $C^*$ and three cyclic homology theories of such an $S^1$-complex $C^*$. The exposition in this section is based on [19, Section 2] and [8, Section 2.4] while using a cohomological convention.

**Definition 2.1.** Let $(C^*, \delta_0)$ be a $\mathbb{Z}/2$-graded (resp. $\mathbb{Z}$-graded) cochain complex over $K$ such that $C^i$ is a free $K$-module for all $i \in \mathbb{Z}/2$ (resp. $i \in \mathbb{Z}$). An $S^1$-structure on $(C^*, \delta_0)$ is given by a sequence of maps

$$\delta := (\delta_0, \delta_1, \delta_2, \ldots)$$

such that the relation

$$\sum_{i+j=k} \delta_i \delta_j = 0$$

is satisfied for every $k \geq 0$. Such pair $(C^*, \delta)$ is called an $S^1$-complex.

A mixed complex $(C^*, b, B)$ is a cochain complex $C^*$ equipped with maps

$$b: C^* \to C^{*+1},$$
$$B: C^* \to C^{*-1}$$

that satisfy the relations

$$b^2 = 0, \quad B^2 = 0 \quad \text{and} \quad Bb = -bb.$$

Cyclic homology of a mixed complex is studied in [23]. It is clear from above definitions that a mixed complex is an $S^1$-complex with

$$\delta_0 = b, \quad \delta_1 = B \quad \text{and} \quad \delta_i = 0 \quad \text{for all} \quad i \geq 2.$$
One should view an $S^1$-complex as an $\infty$-mixed complex, which means that an $S^1$-complex $(C^*, \delta)$ satisfies (2.2) up to higher order homotopies.

There are also notions of cochain maps and homotopy operators defined for $S^1$-complexes.

**Definition 2.2.** Let $(C^*, \delta)$ and $(D^*, \partial)$ be two $S^1$-complexes. An $S^1$-equivariant cochain map is a sequence of maps

$$\kappa := (\kappa_0, \kappa_1, \kappa_2, \ldots)$$

with $\kappa_i : C^* \to D^{*-2i}$

such that the relation

$$(2.3) \quad \sum_{i+j=k} \kappa_i \delta_j - \partial_j \kappa_i = 0$$

is satisfied for every $k \geq 0$. Similarly, given two $S^1$-equivariant maps $\kappa, \kappa'$, an $S^1$-equivariant homotopy operator is a sequence of maps

$$h := (h_0, h_1, h_2, \ldots)$$

with $h_i : C^* \to D^{*-2i-1}$

such that the relation

$$\kappa_k - \kappa'_k = \sum_{i+j=k} h_i \delta_j + \partial_j h_i$$

is satisfied for all $k \geq 0$.

To an $S^1$-complex $(C^*, \delta)$, one can associate three cyclic homology theories as follows.

Let $u$ be a formal variable of degree 2. We define the following cochain complexes

$$C^- := C^*[u];$$

$$C^\infty := u^{-1}(C^-) \cong C^*((u));$$

$$C^+ := C^\infty / uC^-,$$

where $C^*[u]$ denotes the completion of $C^*[u] := C^* \otimes K[u]$ in the category of graded cochain complexes with respect with the exhaustive $u$-adic filtration $F^p = C^* \otimes K u^p K[u]$, that is, $C^*[u] = \lim_{\leftarrow} C^*[u]/u^p C^*[u]$. This convention has been used, for instance, in [29 Section 8b] and [31 Section 3.6].
The $S^1$-structure on $C^*$ gives rise to a differential on $C^-$ given by

$$\delta^{S^1} = \delta_0 + u\delta_1 + u^2\delta_2 + \cdots,$$

and the relation (2.1) ensures that $(\delta^{S^1})^2 = 0$. We also denote the differentials induced in the localization $C_\infty^*$ and the quotient $C^-$ by $\delta^{S^1}$. Then the cyclic homology of the $S^1$-complex $(C^*, \delta)$, denoted as $HC_*(C^*)$ (or $HC^+_*(C^*)$), is defined to be $H_*(C^+, \delta^{S^1})$. The periodic cyclic homology $HC^\infty_*(C^*)$ of $C^*$ is given by $H_*(C^\infty, \delta^{S^1})$, and the negative cyclic homology $HC^-_*(C^*)$ of $C^*$ is defined to be $H_*(C^-, \delta^{S^1})$. All three cyclic homology theories satisfy the following invariance property.

**Proposition 2.3.** Let $\kappa = (\kappa_0, \kappa_1, \kappa_2, \ldots)$ be a cochain map between $S^1$-complexes

$$(C^*, \delta = (\delta_0, \delta_1, \delta_2, \ldots)) \quad \text{and} \quad (D^*, \partial = (\partial_0, \partial_1, \partial_2, \ldots)).$$

If $\kappa_0: (C^*, \delta_0) \to (D^*, \partial_0)$ is a quasi-isomorphism, then $\kappa$ induces isomorphisms

$$HC_*(C^*) \cong HC_*(D^*),$$

$$HC^\infty_*(C^*) \cong HC^\infty_*(D^*),$$

$$HC^-_*(C^*) \cong HC^-_*(D^*).$$

The proof of Proposition 2.3 is similar to [19, Lemma 2.1] in the case of mixed complexes.

**Proof.** The isomorphism $HC_*(C^*) \cong HC_*(D^*)$ follows from applying the Comparison Theorem [35, 5.2.12] to the $E_1$-pages of the spectral sequences associated to the bounded below and exhaustive $u$-adic filtrations on $C^+$ and $D^+$. As taking homology commutes with localization with respect to the multiplicative set $S = \{1, u, u^2, \ldots\}$, we obtain that

$$HC^\infty_*(C^*) \cong u^{-1}HC^-_*(C^*).$$

So it suffices to prove that $HC^-_*(C^*) \cong HC^-_*(D^*)$. For fixed $m, n \in \mathbb{Z}$ with $m \geq n$, we consider the quotient complex

$$C(m, n) := u^nC^-/u^mC^-.$$
There is a finite filtration on $C\langle m, n \rangle$

$$F^p C\langle m, n \rangle := \left\{ \sum_{i \geq p} a_i u^i \mid a_i \in C^*, p \geq n \right\} \text{ for } n \leq p \leq m - 1.$$ 

The filtration $F^p D\langle m, n \rangle$ on $D\langle m, n \rangle$ is defined similarly for $D^-$. The $E_1$-pages of the associated spectral sequences are given by

$$E_1^{p,q} = H_{q-p}(C^*, \delta_0^S) \quad \text{and} \quad E_1^{p,q} = H_{q-p}(D^*, \partial_0^S) \quad \text{if } n \leq p \leq m - 1,$$

and $E_1^{p,q} = E_1^{p,q} = 0$ otherwise. Since $\kappa_0$ induces a quasi-isomorphism between $E_1^{p,q}$ and $E_1^{p,q}$ for all $p, q$, by the Comparison Theorem we obtain an isomorphism

$$f_* : H_*(C\langle m, n \rangle, \delta^S) \xrightarrow{\sim} H_*(D\langle m, n \rangle, \partial^S) \text{ for any } m, n \in \mathbb{Z} \text{ with } m \geq n.$$ 

By construction we have that

$$\left(2.4\right) \quad u^n C^- = \lim_{m} C\langle m, n \rangle,$$

where the inverse limit is taken as $m \to \infty$. Again, the same statement holds for $D^-$. By the $\lim^1$ exact sequence, there is a commutative diagram of short exact sequences

$$0 \to \lim_{m}^1 H_{q+1}(C\langle m, n \rangle, \delta^S) \to H_q(u^n C^-, \delta^S) \to \lim_{m} H_q(C\langle m, n \rangle, \delta^S) \to 0 \quad \xrightarrow{f_*} \quad 0 \to \lim_{m}^1 H_{q+1}(D\langle m, n \rangle, \partial^S) \to H_q(u^n D^-, \partial^S) \to \lim_{m} H_q(D\langle m, n \rangle, \partial^S) \to 0$$

This implies that

$$H_*(u^n C^-, \delta^S) \cong H_*(u^n D^-, \partial^S), \quad \forall n \in \mathbb{Z}.$$ 

In particular, when $n = 0$ we obtain that $H_*(C^-, \delta^S) \cong H_*(D^-, \partial^S)$, that is, $HC_*(C^*) \cong HC_*(D^*)$ as desired. \hfill \qed

If $C^*$ is acyclic, then the proof of Proposition 2.3 implies the following immediate consequence.
Corollary 2.4. If $H_*(C^*, \delta_0) = 0$, then

$$HC_4(C^*) = HC_\infty(C^*) = HC_\infty^-(C^*) = 0.$$ 

Remark 2.5. The fact that the complexes $C^-$ and $C^\infty$ are u-adically complete is used in equation (2.4) in Proposition 2.3 to prove that the negative and periodic cyclic homologies of $S^1$-complexes are quasi-isomorphism invariants. Another reason to take u-adic completed complexes is that the structure morphisms $\delta_i$ may be nonzero for infinitely many $i \in \mathbb{N}$ for general $S^1$-complexes unlike the case of mixed complexes, so the differential $\delta^{S^1}$ is only well-defined on the u-adic completion $C^*[u]$. 

Remark 2.6. Given a $\mathbb{Z}$-graded $S^1$-complex $(C^\ast, \delta)$, there is another refined negative cyclic cochain complex that one can consider

$$C^\ast[[u]]^{gr} := \bigoplus_{k \in \mathbb{Z}} C^k[[u]]^{gr},$$

where $C^k[[u]]^{gr}$ is defined to be the subspace of $C^\ast[[u]]$ which are spanned by homogeneous series of degree $k$. Such completion has been considered in [20, Section 1] and [32, Section 3.5]. If our cochain complex $C^\ast$ is furthermore bounded below and finitely generated over $\mathbb{K}$ in each degree, then we have the following isomorphisms

$$C^\ast[[u]]^{gr} \cong C^\ast[u] \quad \text{and} \quad C^\ast((u))^{gr} \cong C^\ast[u, u^{-1}]$$

as $\mathbb{K}[u]$ and $\mathbb{K}[u, u^{-1}]$ modules.

3. Symplectic cohomology

In this section, we define symplectic cohomology of the class of exact symplectic manifolds with boundary. This is first defined by Cieliebak–Floer–Hofer–Wysocki in a sequence of papers [10, 11, 14, 15] and reformulated by Viterbo in [33] and Seidel [29]. In this section, we follow the exposition in [29].

Definition 3.1. A Liouville domain is a compact manifold with boundary $(M, \partial M)$, together with a 1-form $\theta$ such that:

1. $\omega = d\theta$ is a symplectic form on $M$;
2. The Liouville vector field $Z$, defined by $i_Z\omega = \theta$, points strictly outwards along the boundary $\partial M$. 

This definition implies that \( \alpha := \theta |_{\partial M} \) is a contact form on \( \partial M \). Therefore a Liouville domain is also called an exact symplectic manifold with contact type boundary.

Given such a Liouville domain \((M, \theta)\), the flow of the Liouville vector field \( \psi^r \) for \( r \in (-\infty, 0] \) gives rise to a canonical collar neighborhood of \( \partial M \)

\[
\Psi: (-\infty, 0] \times \partial M \to M, (r, y) \mapsto \psi^r_Z(y).
\]

It follows that \( \Psi^* \theta = e^r \alpha \) and \( \Psi^* Z = \partial_r \). One can then define the completion of the Liouville domain \((M, \theta)\) to be

\[
\hat{M} = M \cup_{\partial M} ([0, \infty) \times \partial M), \hat{\theta}|_{[0, \infty) \times \partial M} = e^r \alpha, \hat{Z}|_{[0, \infty) \times \partial M} = \partial_r, \hat{\omega} = d\hat{\theta}.
\]

We set \( R := e^r \) from now on. Then the completion of \((M, \theta)\) is given by

\[
\hat{M} = M \cup_{\partial M} ([1, \infty) \times \partial M), \hat{\theta}|_{[1, \infty) \times \partial M} = R \alpha, \hat{Z}|_{[1, \infty) \times \partial M} = R \partial_R, \hat{\omega} = d\hat{\theta}.
\]

**Definition 3.2.** Two Liouville domains \( M_0 \) and \( M_1 \) are Liouville isomorphic if there is a diffeomorphism \( \psi: \hat{M}_0 \to \hat{M}_1 \) satisfying \( \psi^* \hat{\theta}_1 = \hat{\theta}_0 + df \), where \( f \) is a compactly supported function on \( \hat{M}_0 \).

We will be interested in studying the Liouville isomorphism type of the completion \( \hat{M} \) of a Liouville domain \((M, \theta)\).

### 3.1. Floer cohomology of admissible Hamiltonians

Let \((\hat{M}, \hat{\omega} = d(R \alpha))\) be the completion of \((M, \theta)\). We know that \((\partial M, \alpha)\) is a contact manifold with the contact distribution \( \xi := \ker(\alpha) \). The Reeb vector field \( R_\alpha \) of \( \alpha \) is defined by

\[
i_{R_\alpha} d\alpha \equiv 0 \quad \text{and} \quad \alpha(R_\alpha) = 1.
\]

We denote by \( \psi_{R_\alpha}^t \) the flow of the Reeb vector field \( R_\alpha \) at time \( t \). A Reeb orbit is a smooth map \( x: \mathbb{R}/\mathbb{Z} \to \partial M \) satisfying \( \dot{x}(t) = R_\alpha(x(t)) \). Such Reeb orbits are called nondegenerate if the linearized return map \( d\psi_{R_\alpha}^t: \xi_{x(0)} \to \xi_{x(0)} \) has no eigenvalues equal to 1. For a generic choice of the contact form \( \alpha \) on \( \partial M \), all Reeb orbits of \( R_\alpha \) are nondegenerate and their periods form a
discrete subset of $\mathbb{R}^+$, called the action spectrum, defined by
\begin{equation}
S = \left\{ A(x) = \int_x^\alpha \bigg| x \text{ is a Reeb orbit of } R_\alpha \right\}.
\end{equation}

A time-dependent Hamiltonian $H_t: \widehat{M} \to \mathbb{R}$ is admissible if it satisfies
\begin{equation}
H_t(r, y) = \tau R + C \text{ for } R \gg 1,
\end{equation}
for some $\tau \notin S$, and $\tau$ is called the slope of $H_t$. We denoted by $\mathcal{H}(M)$ the space of admissible Hamiltonians on $\widehat{M}$ such that all 1-periodic orbits are nondegenerate. There is a pre-order on $\mathcal{H}(M)$ defined by
\begin{equation}
H_t \preceq K_t \text{ if the slope of } H_t \text{ is less than or equal to the slope of } K_t.
\end{equation}

Given a Hamiltonian $H_t \in \mathcal{H}(M)$, the action functional $A_{H_t}: \mathcal{L}\widehat{M} \to \mathbb{R}$ is given by
\begin{equation}
A_{H_t}(x) = -\int_{S^1} x^*\hat{\theta} + \int_{S^1} H_t(x(t))dt.
\end{equation}
The Hamiltonian vector field $X_{H_t}$ of $H_t$ is defined by $i_{X_{H_t}} = -dH_t$. Critical points of $A_{H_t}$ are precisely the nondegenerate 1-periodic orbits of $X_{H_t}$, denoted by $\mathcal{P}(H_t)$. We consider the space of time-dependent $\hat{\omega}$-compatible almost complex structures $\mathcal{J}(M)$ such that elements $J_t \in \mathcal{J}(M)$ satisfy
\begin{equation}
d(R) \circ J_t = -\hat{\theta} \text{ for } R \gg 1.
\end{equation}

This implies that on
\begin{equation}
T([R_0, \infty) \times \partial M) \cong (\mathbb{R}Z \oplus \mathbb{R}R_\alpha) \oplus \xi \text{ with } R_0 \gg 1,
\end{equation}
the almost complex structure $J_t$ is standard on $\mathbb{R}Z \oplus \mathbb{R}R_\alpha$ and allowed to be any $d\alpha$-compatible time-dependent almost complex structure on $\xi = \ker(\alpha)$. If $H_t \in \mathcal{H}(M)$ and $J_t \in \mathcal{J}(M)$, then we call $(H_t, J_t)$ an admissible pair. Given an admissible pair $(H_t, J_t)$, we let $\mathcal{M}(x_0, x_1, H_t, J_t)$ be the moduli space of solutions to the Floer equation
\begin{equation}
\partial_s u + J_t(u)(\partial_t u - X_{H_t}(u)) = 0,
\end{equation}
with $E(u) = \int_{\mathbb{R} \times S^1} \|\partial_s u\|^2dsdt < \infty$. The finite energy condition is equivalent to having asymptotic conditions
\[
\lim_{s \to -\infty} u(s, t) = x_0(t), \quad \lim_{s \to +\infty} u(s, t) = x_1(t),
\]
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where $x_0, x_1$ are 1-periodic orbits of $X_{H_t}$ such that

$$E(u) = A_{H_t}(x_0) - A_{H_t}(x_1).$$

It can be shown that for fixed $H_t \in \mathcal{H}(M)$ and a generic choice of $J_t \in \mathcal{J}(M)$, the moduli space

$$\mathcal{M}(x_0, x_1) := \tilde{\mathcal{M}}(x_0, x_1, H_t, J_t)/\mathbb{R}$$

is a smooth manifold of dimension $|x_0| - |x_1| - 1$, where $|x| = n - \mu_{CZ}(x)$ for $x \in \mathcal{P}(H_t)$, and $\mu_{CZ}(x)$ denotes the Conley–Zehnder index of a nondegenerate 1-periodic orbit $x$.

Due to the openness of $(\tilde{M}, \tilde{\omega})$, the usual Gromov-compactness argument fails for arbitrary Hamiltonians and $\tilde{\omega}$-compatible almost complex structures on $\tilde{M}$. However for an admissible pair $(H_t, J_t)$, Floer trajectory $u \in \tilde{\mathcal{M}}(x_0, x_1, H_t, J_t)$ obeys a maximal principle, shown in [24, Lemma 1.4], which implies that images of any sequence of $J_t$-holomorphic maps lie in a compact region $M \cup \partial M [1, R_0]$ for some $R_0 \gg 1$. One can define the Floer cochain complex of the admissible Hamiltonian $H_t$ by

$$CF^i(M, H_t) := \bigoplus_{x \in \mathcal{P}(H_t), |x| = i} |o_x|,$$

where $|o_x|$ and the differential $d: CF^i(M, H_t) \rightarrow CF^{i+1}(M, H_t)$ are defined in the following section.

**Remark 3.3.** We have suppressed the dependence of $CF^i(M, H_t)$ on the almost complex structure $J_t$ as the homology of $(CF^*(M, H_t), d)$ is independent of the choice of $J_t \in \mathcal{J}(M)$.

### 3.2. Orientations

To define the Floer cochain complex over $\mathbb{Z}$-coefficients, we will relatively orientate the moduli space $\mathcal{M}(x_0, x_1)$ for all $x_0$ and $x_1$ in $\mathcal{P}(H_t)$ as in [24 Section 1.4].

Given a path $\Psi(t)$ in $\text{Sp}(2n)$ such that $\Psi(0) = I$ and $\det(I - \Psi(1)) \neq 0$, one can reparametrize $\Psi(t)$ and associate to it a loop of symmetric matrices $S(t)$ that satisfies

$$\tilde{\Psi}(t) = J_0 S(t) \cdot \Psi(t).$$

Such a loop $S(t)$ will be called nondegenerate if $\det(I - \Psi(1)) \neq 0$. For nondegenerate $S(t)$, we denote by $\mathcal{O}_+(S)$ and $\mathcal{O}_-(S)$ the spaces of all operators...
of the form

\[ D_\Psi : W^{1,p}(\mathbb{C}, \mathbb{R}^{2n}) \to L^p(\mathbb{C}, \mathbb{R}^{2n}), \quad p > 2 \]

\[ D_\Psi (X) = \partial_s X + J_0 \partial_t X + S \cdot X, \]

where \( S \in C^0(\mathbb{C}, \mathfrak{gl}(2n)) \) is required to satisfy

\[ S(\epsilon^{s+2\pi it}) = S(t) \text{ for } s \gg 0, \text{ if } D_\Psi \in \mathcal{O}_+(S), \]

\[ S(\epsilon^{-s-2\pi it}) = S(t) \text{ for } s \ll 0, \text{ if } D_\Psi \in \mathcal{O}_-(S). \]

Similarly, for loops of nondegenerate symmetric matrices \( S_-(t) \) and \( S_+(t) \) corresponding to paths \( \Psi_-(t) \) and \( \Psi_+(t) \) in \( \text{Sp}(2n) \), we define \( \mathcal{O}(S_-, S_+) \) to be the space of all operators

\[ D : W^{1,p}(\mathbb{R} \times S^1, \mathbb{R}^{2n}) \to L^p(\mathbb{R} \times S^1, \mathbb{R}^{2n}), \quad p > 2 \]

\[ D(X) = \partial_s X + J_0 \partial_t X + S \cdot X, \]

with \( S \in C^0(\mathbb{R} \times S^1, \mathfrak{gl}(2n)) \) satisfying

\[ S(s,t) = S_-(t) \text{ for } s \ll 0 \text{ and } S(s,t) = S_+(t) \text{ for } s \gg 0. \]

It can be shown that \( \mathcal{O}_+(S), \mathcal{O}_-(S) \) and \( \mathcal{O}(S_-, S_+) \) consist of Fredholm operators. One can define line bundles \( \text{Det}(\mathcal{O}_\pm(S)), \text{Det}(\mathcal{O}(S_-, S_+)) \) over \( \mathcal{O}_\pm(S) \) and \( \mathcal{O}(S_-, S_+) \) by declaring the fiber over an element \( D \) in \( \mathcal{O}_\pm(S) \) or \( \mathcal{O}(S_-, S_+) \) to be the determinant line bundle \( \text{det}(D) \) of the Fredholm operator \( D \). If we fix nondegenerate asymptotic data \( S(t) \) and \( S_\pm(t) \), the spaces \( \mathcal{O}_\pm(S) \) and \( \mathcal{O}(S_-, S_+) \) are contractible. This implies that line bundles \( \text{Det}(\mathcal{O}_\pm(S)) \) and \( \text{Det}(\mathcal{O}(S_-, S_+)) \) are trivial for fixed loops of symmetric matrices \( S(t) \) and \( S_\pm(t) \).

For given nondegenerate asymptotic data \( S_+(t), S_-(t) \) and \( S(t) \), we consider Fredholm operators

\[ K \in \mathcal{O}(S_-, S) \text{ and } L \in \mathcal{O}(S, S_+), \text{ or } K \in \mathcal{O}_+(S) \text{ and } L \in \mathcal{O}(S, S_+), \text{ or } K \in \mathcal{O}(S_-, S) \text{ and } L \in \mathcal{O}_-(S). \]

There is a linear gluing operation, denoted as \( K \#_\rho L \), for Fredholm operators \( K \) and \( L \) defined as follows. Let \( Z = \mathbb{R} \times S^1 \) be the infinite cylinder. One first forms the glued Riemann surfaces \( Z \#_\rho Z, \mathbb{C} \#_\rho Z \) and \( Z \#_\rho \mathbb{C} \) under
the identifications

\[ [-\rho, \rho] \times S^1 \subset (\infty, \rho] \times S^1 \to [-\rho, \rho] \times S^1 \subset [0, \rho, \infty \times S^1: \]

\[ (s, t) \mapsto (s, t), \]

\[ [\rho, 2\rho] \times S^1 \subset (\infty, 2\rho] \times S^1 \to \{ z \mid e^\rho \leq |z| \leq e^{2\rho} \} \subset \{ z \mid |z| \leq e^{2\rho} \}: \]

\[ (s, t) \mapsto e^{3\rho - 2\pi it}, \]

\[ [\rho, 2\rho] \times S^1 \subset [\rho, \infty) \times S^1 \to \{ z \mid e^\rho \leq |z| \leq e^{2\rho} \} \subset \{ z \mid |z| \leq e^{2\rho} \}: \]

\[ (s, t) \mapsto e^{s + 2\pi it}. \]

For \( \rho \gg 0 \), the restrictions of the inhomogeneous terms of \( K \) and \( L \) to the glued regions coincide with the value of \( S \), we then obtain the glued operators \( K \#_p L \) in \( O(S_+, S_+) \), \( O_-(S_+) \) and \( O_-(S_-) \) in each case. With respect to this gluing operation, it is shown in [13, Proposition 9] that there is a canonical isomorphism

\[ \det(K \#_p L) \cong \det(K) \otimes \det(L) \]

up to multiplication by a positive real number.

We now define the Floer differential on \( CF^*(M, H_t) \) over \( \mathbb{Z} \). Let \( \psi^t_H \) be the Hamiltonian flow generated by the Hamiltonian vector field \( X_H \). Each 1-periodic orbit yields a map \( x: S^1 \to \hat{M} \) such that \( \psi^t_H(x(0)) = x(t) \). For any \( J_t \in \mathfrak{g}(M) \), the complex vector bundle \( (x^*T\hat{M}, J_t) \) over \( S^1 \) can be trivialized. We choose a trivialization \( \xi(t): \mathbb{R}^{2n} \to T_{x(t)}\hat{M} \) and obtain a path \( \Psi_x(t) \) in \( Sp(2n) \) as the composition of

\[ \mathbb{R}^{2n} \xrightarrow{\xi(0)} T_{x(0)}\hat{M} \xrightarrow{d\psi^t_H} T_{x(t)}\hat{M} \xrightarrow{\xi^{-1}(t)} \mathbb{R}^{2n}. \]

Given \( x_0 \) and \( x_1 \) in \( \mathcal{P}(H_t) \), we denote by \( S_0(t) \) and \( S_1(t) \) the loops of symmetric matrices which generate \( \Psi_{x_0}(t) \) and \( \Psi_{x_1}(t) \), respectively. The construction in [5,4] yields operators \( D_{\Psi_{x_0}} \) and \( D_{\Psi_{x_1}} \) in \( O_-(S_0) \) and \( O_-(S_1) \) respectively. We introduce the notation

\[ o_{x_i} := \det(D_{\Psi_{x_i}}) \]

where \( | \cdot | \) denotes the graded abelian group generated by the two orientations of \( \det(D_{\Psi_{x_i}}) \) and modulo the relation that the sum vanishes. Similarly for \( u \in M(x_0, x_1) \) we define \( o_u := | \det(D_u) | \), where \( D_u \in O(S_0, S_1) \) is the linearization of the Floer equation at \( u \) with respect to a trivialization of \( u^*(T\hat{M}) \to \mathbb{R} \times S^1 \) that agree with the trivializations of \( x_i^*(T\hat{M}) \to S^1 \).
as \( s \to \pm \infty \). For different choices of trivializations, Lemma 13 in [13] and Proposition 1.4.10 in [2] show that the corresponding determinant line bundles \( \det(D_{\Psi_i}) \) and \( \det(D_u) \) are isomorphic. This implies that \( o_x \) and \( o_u \) are well-defined for \( i = 0, 1 \). By the gluing property (3.5), we have a canonical isomorphism

\[
o_u \otimes o_{x_0} \cong o_{x_1}.
\]

Together with the fact that \( o_u \cong |R\partial_s| \otimes |M(x_0, x_1)| \), we obtain an isomorphism

(3.6)

\[
o_{x_1} \cong |R\partial_s| \otimes |M(x_0, x_1)| \otimes o_{x_0},
\]

where \( R\partial_s \) is the 1-dimensional subspace of \( \ker(D_u) \) spanned by translation in positive \( s \)-direction. For \( |x_0| = |x_1| + 1 \), we have that \( TM(x_0, x_1) \) is canonically trivial as \( M(x_0, x_1) \) is a 0-dimensional manifold. By comparing the fixed orientations on both sides of (3.6), we obtain an isomorphism

(3.7)

\[
d_u: o_{x_1} \to o_{x_0}.
\]

The differential \( d: CF^*(M, H_t) \to CF^{*+1}(M, H_t) \) is then defined to be

\[
d|_{o_{x_1}} := \bigoplus_{|x_0|=|x_1|+1} u \in M(x_0, x_1) d_u.
\]

### 3.3. Symplectic cohomology as a direct limit

Given admissible pairs \((H_t, J_t^+), (K_t, J_t^-)\) with \( H_t \preceq K_t \), one can choose a monotone homotopy \((H_s, J_s)\) between \((H_t, J_t^+)\) and \((K_t, J_t^-)\). Precisely, this means that the family of Hamiltonians satisfy

\[
H_s(r, y) = h_s(R) \quad \text{and} \quad \frac{\partial h_s}{\partial s} \leq 0 \quad \text{for} \quad R \gg 1,
\]

and the family of \( \hat{\omega} \)-compatible almost complex structures \( J_s \) belongs to \( \mathcal{J}(M) \) for each \( s \in \mathbb{R} \). It is shown in [29] Section 3c that there is a well-defined continuation map

(3.8)

\[
\kappa: HF^*(M, H_t) \to HF^*(M, K_t)
\]

associated to such a monotone homotopy. Furthermore, the continuation map \( \kappa \) is independent of the choice of monotone homotopy. The symplectic
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The cohomology of $M$ is then defined by

$$SH^*(M) = \lim_{H_t \text{ admissible}} HF^*(M, H_t),$$

which is the direct limit of all Floer cohomology groups of admissible Hamiltonians $H_t$ with respect to the continuation map (3.8).

### 3.4. The BV operator on the symplectic cohomology

Given an admissible Hamiltonian $H_t$ of slope $\tau$ as in (3.2), we define a family of admissible Hamiltonians $H^0_{s,t}: M \to \mathbb{R}$ parametrized by $\mathbb{R} \times S^1$ by

$$H^0_{s,t} = H_t \text{ if } s \gg 0, \quad H^0_{s,t} = H_{t+\theta} \text{ if } s \ll 0,$$

$$H^0_{s,t}(r, y) = \tau R + C \text{ for } R \gg 1.$$

We also choose a family of almost complex structures $J^0_{s,t} \in \mathfrak{g}(M)$ that agree with $J_t$ if $s \gg 0$ and $J_{t+\theta}$ if $s \ll 0$. The moduli space $\mathcal{M}_\Delta(x_0, x_1)$ consists of pairs $(\theta, u)$ such that $\theta \in S^1$ and $u: \mathbb{R} \times S^1 \to \hat{M}$ satisfies

$$\partial_s u + J^0_{s,t}(\partial_t u - X_{H^0_{s,t}}(u)) = 0$$

$$\lim_{s \to -\infty} u(s, t + \theta) = x_0(t + \theta), \quad \lim_{s \to +\infty} u(s, t) = x_1(t).$$

For each element $(\theta, u) \in \mathcal{M}_\Delta(x_0, x_1)$, the linearization of (3.9) at $u$ is a Fredholm operator

$$T_\theta S^1 \oplus W^{1,p}(Z, u^*(T\hat{M})) \to L^p(Z, u^*(T\hat{M})),
$$

where the second component of this Fredholm map is given by the linearized operator $D_u$ with respect to the Floer data $(H^0_{s,t}, J^0_{s,t})$ for the fixed element $\theta \in S^1$, and the first component of the Fredholm map is given by

$$\partial_\theta \mapsto \frac{\partial J^0_{s,t}}{\partial \theta} \left( \partial_t u - X_{H^0_{s,t}}(u) \right) - J^0_{s,t} \frac{\partial X_{H^0_{s,t}}}{\partial \theta}.$$

The pair $(\theta, u)$ is said to be regular if for generic choices of Floer data $H^0_{s,t}$ and $J^0_{s,t}$, the map $T_\theta S^1 \to \text{coker}(D_u)$ is surjective. For such generic Floer data, the dimension of $\mathcal{M}_\Delta(x_0, x_1)$ is $|x_0| - |x_1| + 1$. Given $(\theta, u) \in \mathcal{M}_\Delta(x_0, x_1)$, the linearization of (3.9) at $u$ maps $\mathcal{M}_\Delta(x_0, x_1)$ into

$$\mathcal{M}_\Delta(x_0, x_1) \to \mathcal{M}_\Delta(x_0, x_1).$$

For each element $(\theta, u) \in \mathcal{M}_\Delta(x_0, x_1)$, the linearization of (3.9) at $u$ is a Fredholm operator

$$T_\theta S^1 \oplus W^{1,p}(Z, u^*(T\hat{M})) \to L^p(Z, u^*(T\hat{M})),
$$

where the second component of this Fredholm map is given by the linearized operator $D_u$ with respect to the Floer data $(H^0_{s,t}, J^0_{s,t})$ for the fixed element $\theta \in S^1$, and the first component of the Fredholm map is given by

$$\partial_\theta \mapsto \frac{\partial J^0_{s,t}}{\partial \theta} \left( \partial_t u - X_{H^0_{s,t}}(u) \right) - J^0_{s,t} \frac{\partial X_{H^0_{s,t}}}{\partial \theta}.$$

The pair $(\theta, u)$ is said to be regular if for generic choices of Floer data $H^0_{s,t}$ and $J^0_{s,t}$, the map $T_\theta S^1 \to \text{coker}(D_u)$ is surjective. For such generic Floer data, the dimension of $\mathcal{M}_\Delta(x_0, x_1)$ is $|x_0| - |x_1| + 1$. Given $(\theta, u) \in \mathcal{M}_\Delta(x_0, x_1)$, the linearization of (3.9) at $u$ maps $\mathcal{M}_\Delta(x_0, x_1)$ into
1530 Jingyu Zhao

$M_{\Delta}(x_0, x_1)$, there is a short exact sequence

$$0 \to T_u M_{\Delta}(x_0, x_1) \to T_\theta S^1 \oplus \ker(D_u) \to \coker(D_u) \to 0,$$

which induces an isomorphism of determinant lines

$$(3.9) \quad \det(T_u M_{\Delta}(x_0, x_1)) \cong \det(D_u) \otimes \det(T_\theta S^1).$$

By the gluing described in (3.5), an orientation of $\det(D_u)$ is determined by

$$|\det(D_u)| \otimes o_{x_1} \cong o_{x_0}.$$

If one fixes the orientation of $T_\theta S^1$ by the trivialization $T_\theta S^1 \cong \mathbb{R}\langle \partial \theta \rangle$, then (3.9) yields an isomorphism

$$(3.10) \quad \Delta_u : o_{x_1} \to o_{x_0}.$$

Then we define the BV operator $\Delta : CF^*(M, H_t) \to CF^{*-1}(M, H_t)$ as

$$\Delta|_{o_{x_1}} = \bigoplus_{|x_0| = |x_1| - 1} \sum_{(\theta, u) \in M_{\Delta}(x_0, x_1)} \Delta_u.$$

It is shown in [2, Section 2.2] that this in fact defines an operation $\Delta$ on the symplectic cohomology $SH^*(M) = \lim_{\to} HF^*(M, H_t)$.

4. Localized periodic symplectic cohomology $HP_{S^1, \text{loc}}^*(M)$

4.1. The equivariant differential

The equivariant differential was first introduced by Seidel in [29, Section 8b] and defined explicitly by Bourgeois and Oancea [8] and by Seidel [30, Section (5b)] using Floer (co)homology associated to the locally trivial fibration $\mathcal{LM} \times_{S^1} ES^1 \to \mathbb{C}P^\infty$. The following exposition follows the definition of the equivariant differential given by Bourgeois and Oancea [8, Sections 2.2, 2.3] while using a cohomological convention.

We consider a sequence of Morse-Smale pairs $(f_N, g_N)$ on $\mathbb{C}P^N$, where $f_N$ is the standard Morse function

$$(4.1) \quad f_N([z_0 : \cdots : z_N]) = \frac{C \sum_{j=0}^{N}(j + 1)|z_j|^2}{\sum_{j=0}^{N}|z_j|^2} \quad \text{for some } C > 0,$$
and $g_N$ is the metric induced by the standard round metric on $S^{2N+1}$. We denote the $S^1$-invariant lift of $f_N$ to $S^{2N+1}$ by $\tilde{f}_N$. Each critical point $z_0$ of $f_N$ on $\mathbb{C}P^N$ gives rise to a critical orbit $S^1 \cdot z_0$ of the Morse-Bott function $f_N$ on $S^{2N+1}$. On the principal $S^1$-bundle $\pi_N : S^{2N+1} \to \mathbb{C}P^N$, we choose a flat connection $\nabla^N$ so that the horizontal section $s$ of $\pi_N$ over some neighborhood $\tilde{N}(z_0)$ of $z_0$ defines a horizontal local slice $U_{z_0} := s(\tilde{N}(z_0))$ that is transverse to orbits of the $S^1$-action for each $z_0 \in \text{Crit}(f_N)$. For any point $z$ in $V_{z_0} := S^1 \cdot U_{z_0}$, there is a unique element $\theta_z \in S^1$ such that $\theta_z^{-1} \cdot z$ belongs to the horizontal local slice $U_{z_0}$. A Hamiltonian $H_N : S^1 \times \tilde{M} \times S^{2N+1} \to \mathbb{R}$ is said to be admissible if it satisfies the following conditions:

1. ($S^1$-invariance) $H_N(t + \theta, x, \theta \cdot z) = H_N(t, x, z)$ for $\theta \in S^1$.
2. (Nondegeneracy) The Hamiltonian $H^N_\theta(t, x) := H_N(t, x, z_0)$ has only nondegenerate 1-periodic orbits for all $z_0 \in \text{Crit}(f_N)$.
3. (Locally constant family near critical orbits of $\tilde{f}_N$) On $S^1 \times \tilde{M} \times V_{z_0}$, the Hamiltonian $H_N$ satisfies $H_N(t, x, z) = H_t - \theta, (x)$ for some $H_t$ in $\mathcal{H}(M)$ and for all $z_0 \in \text{Crit}(f_N)$.

We denote by $\mathcal{H}^{S^1}_N$ the space of admissible time-dependent Hamiltonians on $S^1 \times \tilde{M} \times S^{2N+1}$. The condition (3) ensures that the Hamiltonian extension $H_N$ is the constant family along each local horizontal slice $U_{z_0}$. Together with the $S^1$-invariance property in condition (1), we conclude that the admissible extension $H_N$ are locally constant families defined over each neighborhood $\tilde{N}(z_0)$ of $z_0 \in \text{Crit}(f_N)$. For instance, given a Hamiltonian $H_t$ in $\mathcal{H}(M)$, we can extend it to an admissible Hamiltonian $H_N \in \mathcal{H}^{S^1}_N$ by

\begin{equation}
H_N(t, x, z) = \beta(z)H_t - \theta, (x) + (1 - \beta(z))\rho(x)H_t(x),
\end{equation}

where $\beta(z)$ is an $S^1$-invariant cut-off function on $S^{2N+1}$ which is equals to 1 on some open subset $V_{z_0}^0 \subset V_{z_0}$ and 0 outside $V_{z_0}$ for each $z_0 \in \text{Crit}(f_N)$, and $\rho(x)$ is a cut-off function which is 1 on $[R_0, \infty) \times \partial M$ for $R_0 > 0$ and 0 in the region where $H_t$ depends on time. Similarly, we define the space of $S^1$-invariant $\tilde{\mathfrak{g}}$-compatible almost complex structures on $\tilde{M}$ parametrized by $S^{2N+1}$ as follows

\[\mathfrak{g}^{S^1}_N = \{ J^t_\theta, t \in S^1, z \in S^{2N+1} | J^t_\theta \cdot z = J^t_z \text{ and } J^t_z \in \mathfrak{g}(M), \forall z \in S^{2N+1} \} \]

For each $N$, we choose $J_N \in \mathfrak{g}^{S^1}_N$ such that $J^\tilde{N}_N$ is independent of $z$ along the horizontal local slice $U_{z_0}$, and we choose an $S^1$-invariant metric $\tilde{g}_N$ on $S^{2N+1}$ such that $\nabla \tilde{f}_N$ is tangent to $U_{z_0}$ for each $z_0 \in \text{Crit}(f_N)$. 


For Floer data \((H_N, J_N, \tilde{f}_N, \tilde{g}_N)\) chosen as above, it is shown in [8] that for large enough constant \(C > 0\) in (4.1) the critical points of 
\[ A_{H_N + \tilde{f}_N} : \mathcal{LM} \times S^{2N+1} \to \mathbb{R} \]
are of the form
\[ \prod_{j=1}^{N} S^1 \cdot (\mathcal{P}(H_t) \times \{Z_j\}) , \]
where \(Z_j\) is a critical point of index \(2j\). Let \(CF^*(M, H_t)\) be the Floer cochain complex of \(H_t\). The cochain complex associated to \(A_{H_N + \tilde{f}_N}\) has a particularly simple form
\[ CF^*(H_N + \tilde{f}_N, J_N, \tilde{g}_N) \cong CF^*(M, H_t) \otimes \mathbb{Z}[u]/(u^{N+1}) \]
under the map \(S^1 \cdot (\gamma, Z_j) \mapsto \gamma \otimes u^j\) for \(\gamma \in \mathcal{P}(H_t)\) and \(Z_j \in \text{Crit}(f_N)\). The index of \(x = (\gamma, Z)\) in \(CF^*(H_N + \tilde{f}_N, J_N, \tilde{g}_N)\) is defined by
\[ |x| = |\gamma| + \text{Ind}_M(Z) , \]
where \(\text{Ind}_M(Z)\) is the standard Morse index of the critical point \(Z\) with respect to \(f_N\).

Let \(H_N^\gamma := H_N(\cdot, \cdot, z)\) be the Hamiltonian defined on \(\widehat{M}\). For critical points given by \(x_0 = (\gamma_0, Z_0)\) and \(x_1 = (\gamma_1, Z_0)\) in \(\mathcal{P}(H_t) \times \text{Crit}(f_N)\) with \(\text{Ind}_M(Z_0) = 0\) and \(\text{Ind}_M(Z_i) = 2i\), we denote by 
\[ \widetilde{\mathcal{M}}_i(\gamma_0, \gamma_1) := \mathcal{M}_i(x_0, x_1, H_N, J_N, \tilde{f}_N, \tilde{g}_N) \]
the moduli space of solutions \(u : \mathbb{R} \times S^1 \to \widehat{M}\) and \(z : \mathbb{R} \to S^{2N+1}\) to the system of equations
\[
\begin{aligned}
\partial_s u + J_N^{(s)}(u)(\partial_t u - X_{H_N^{(s)}}(u)) &= 0 , \\
\dot{z} + \nabla \tilde{f}_N(z) &= 0 ,
\end{aligned}
\]
with asymptotic behaviors
\[ \lim_{s \to -\infty} (u(s, \cdot), z(s)) \in S^1 \cdot x_0 , \lim_{s \to \infty} (u(s, \cdot), z(s)) \in S^1 \cdot x_1 , \]
where \(S^1 \cdot x_j\) is the \(S^1\)-orbit of \(x_j\) for \(j = 0, 1\). There is a free \(\mathbb{R} \times S^1\)-action on \(\widetilde{\mathcal{M}}_i(\gamma_0, \gamma_1)\) given by reparametrizations in the domain \(\mathbb{R} \times S^1\). We denote
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the quotient space by

\[ M_i(\gamma_0, \gamma_1) := \widetilde{M}_i(\gamma_0, \gamma_1)/\mathbb{R} \times S^1. \]

For a generic choice of data \((H_N, J_N, \widetilde{f}_N, \widetilde{g}_N)\), it is proved in [8, Section 2.1] that the dimension of the moduli space \(M_i(\gamma_0, \gamma_1)\) is

\[ |x_0| - |x_1| = |\gamma_0| - |\gamma_1| = 1 + 2i. \]

In particular, if \(|\gamma_0| = |\gamma_1| + 1 - 2i\), then the moduli space \(M_i(\gamma_0, \gamma_1)\) is zero dimensional. For each element \(u\) of \(M_i(\gamma_0, \gamma_1)\) one obtains an isomorphism

\[ \delta_{i,u}: o_{\gamma_1} \to o_{\gamma_0} \]

by relatively orienting the parametrized moduli space \(M_i(\gamma_0, \gamma_1)\) as in the case of the BV operator. This yields an operation \(\delta_i: CF^*(M, H_t) \to CF^{*+1-2i}(M, H_t)\) defined by

\[ \delta_i|_{o_{\gamma_1}} = \bigoplus_{|\gamma_0| = |\gamma_1| + 1 - 2i} \sum_{u \in M_i(\gamma_0, \gamma_1)} \delta_{i,u}. \]

The formula \(\delta_N^{S^1}(\gamma) = \sum_{i=0}^N u^i \delta_i(\gamma)\) defines a differential on the cochain complex \(CF^*(M, H_t) \otimes_{\mathbb{Z}} \mathbb{Z}[u]/(u^{N+1}Z[u])\).

For different \(N\), the Floer data \((H_N, J_N, \widetilde{f}_N, \widetilde{g}_N)\) chosen for \(M \times S^{2N+1}\) and the Floer data \((H_{N+1}, J_{N+1}, \widetilde{f}_{N+1}, \widetilde{g}_{N+1})\) chosen for \(M \times S^{2N+3}\) are required to satisfy compatibility conditions as in [8, Section 2.3]

\[ H_{N+1}(t, x, i_1(z)) = H_{N+1}(t, x, i_0(z)) = H_N(t, x, z), \]
\[ J_{N+1}^i(z) = J_N^i(z) = J_N^z \]
\[ and \ i_1^*\widetilde{g}_{N+1} = \widetilde{g}_N, \]

where \(i_0\) and \(i_1\) are the natural inclusions \(i_0, i_1: S^{2N+1} \to S^{2N+3}\) defined by

\[ i_0(z_0, z_1, \ldots, z_N) = (z_0, z_1, \ldots, z_N, 0), \]
\[ i_1(z_0, z_1, \ldots, z_N) = (0, z_0, z_1, \ldots, z_N), \]

where \(\Sigma_i|z_i|^2 = 1\).

Similarly, the flat connections \(\nabla^N, \nabla^{N+1}\) on the principal \(S^1\)-bundles \(\pi_N: S^{2N+1} \to \mathbb{C}P^N\) and \(\pi_{N+1}: S^{2N+3} \to \mathbb{C}P^{N+1}\) can also be chosen so that they are compatible with the inclusions \(i_0\) and \(i_1\). These conditions ensure...
that the $S^1$-equivariant differentials defined on the cochain complexes

$$CF^*(M, H_t) \otimes_{\mathbb{Z}} \mathbb{Z}[u]/(u^{N+1} \mathbb{Z}[u])$$

are compatible. After taking inverse limit as $N \to \infty$, one obtains a well-defined $S^1$-equivariant differential on

$$CF^*(M, H_t)[[u]] \cong \varprojlim_N CF^*(M, H_t) \otimes_{\mathbb{Z}} \mathbb{Z}[u]/(u^{N+1} \mathbb{Z}[u])$$

given by

$$\delta^{S^1} = \delta_0 + u \delta_1 + u^2 \delta_2 + \cdots.$$ 

It is shown in [8, Section 2.2] that $(\delta^{S^1})^2 = 0$, which is equivalent to the fact that $\delta = (\delta_0, \delta_1, \delta_2, \ldots)$ gives rise to an $S^1$-structure on $CF^*(M, H_t)$. The operations $\delta_0$ and $\delta_1$ agree with the usual differential $d$ and the BV operator $\Delta$ defined on symplectic cohomology $SH^*(M)$, respectively.

Given admissible pairs $(H_t, J_t^+)$ and $(K_t, J_t^-)$ with $H_t \preceq K_t$, there is a map of $S^1$-complexes between $CF^*(M, H_t)$ and $CF^*(M, K_t)$. We choose a monotone homotopy $(H_{s,t}, J_{s,t})$ between $(H_t, J_t^+)$ and $(K_t, J_t^-)$. Using the same extension formula as in (4.2), we can extend $H_{s,t}$ to a family of monotone homotopies parametrized by $S^{2N+1}$

$$H_{N,s}: \mathbb{R} \times S^1 \times \hat{M} \times S^{2N+1} \to \mathbb{R}$$

such that $H_{N,s}^z := H_{N,s}(t, \cdot, z)$ belongs to $\mathcal{H}(M)$ for all $z \in S^{2N+1}$. One can also choose $J_{N,s} \in \mathcal{J}^{S^1}_N$ for $s \in \mathbb{R}$ such that along each horizontal local slice $U_z$, one has that $J_{N,s,t}^z$ is independent of $z$ and agrees with the chosen homotopy of almost complex structures $J_{s,t} \in \mathcal{J}(M)$. Given $x_- = (\gamma_-, Z_j)$ and $x_+ = (\gamma_+, Z_0)$ with $\text{Ind}_M(Z_0) = 0$ and $\text{Ind}_M(Z_j) = 2j$, we denote by

$$\tilde{M}_j^M(\gamma_-, \gamma_+) := \tilde{M}_j^M(x_-, x_+, H_{N,s}, J_{N,s}, \tilde{f}_N; \tilde{g}_N)$$

the moduli space of solutions $u: \mathbb{R} \times S^1 \to \hat{M}$ and $z: \mathbb{R} \to S^{2N+1}$ to the system of equations

$$\begin{cases}
\partial_s u + J_{N,s,t}^{\tilde{z}(s)}(u)(\partial_t u - X^{H_{N,s,t}^{\tilde{z}(s)}}(u)) = 0, \\
\tilde{z} + \nabla \tilde{f}_N(z) = 0,
\end{cases}$$

with asymptotic behaviors

$$\lim_{s \to -\infty} (u(s, \cdot), z(s)) \in S^1 \cdot x_-, \quad \lim_{s \to \infty} (u(s, \cdot), z(s)) \in S^1 \cdot x_+.$$
There is a free $S^1$-action on $\widetilde{\mathcal{M}}_j^\kappa(\gamma_-,\gamma_+)$ and we define

$$\mathcal{M}_j^\kappa(\gamma_-,\gamma_+) := \widetilde{\mathcal{M}}_j^\kappa(\gamma_-,\gamma_+)/S^1.$$ 

For generic choice of data $(H_{N,s}, J_{N,s})$, the dimension of the moduli space $\mathcal{M}_j^\kappa(\gamma_-,\gamma_+)$ is given by

$$|x_0| - |x_1| = |\gamma_-| - |\gamma_+| + 2j.$$

For each $u \in \mathcal{M}_j^\kappa(\gamma_-,\gamma_+)$ with $|\gamma_-| = |\gamma_+| - 2j$, there is an isomorphism

$$\kappa_{j,u} : \alpha_{\gamma_+} \to \alpha_{\gamma_-},$$

by relatively orienting the parametrized moduli space $\mathcal{M}_j^\kappa(\gamma_-,\gamma_+)$. As $N \to \infty$, there are operations $\kappa_j : CF^*(M, H_t) \to CF^*_{-2j}(M, K_t)$ defined for all $j \geq 0$ by

$$\kappa_j|_{\alpha_{\gamma_+}} = \bigoplus_{|\gamma_-| = |\gamma_+| - 2j} \sum_{u \in \mathcal{M}_j^\kappa(\gamma_-,\gamma_+)} \kappa_{j,u}.$$

By the definitions of $\delta_i$ and $\kappa_j$, one can verify that

$$\sum_{i+j=k} (\kappa_j \delta_i - \delta_i \kappa_j) = 0 \text{ for all } k \geq 0.$$

For admissible Hamiltonians $H_t \leq K_t$, we obtain a cochain map defined by

$$\kappa : CF^*(M, H_t)[[u]] \to CF^*(M, K_t)[[u]],$$

$$\kappa = \kappa_0 + u \kappa_1 + u^2 \kappa_2 + \cdots.$$

### 4.2. Localized periodic symplectic cohomology

For an admissible Hamiltonian $H_t$ of slope $\tau \notin S$, the periodic symplectic cochain complex of $H_t$ is defined to be

$$CP^*(M, H_t) := CF^*(M, H_t)((u)).$$

We denote the cohomology of $(CP^*(M, H_t), \delta^{S^1})$ by $HP_{S^1}^*(M, H_t)$.

For any Hamiltonians $H_t \leq K_t$, there is a cochain map

$$\kappa : CF^*(M, H_t)((u)) \to CF^*(M, K_t)((u))$$
induced by (4.8) in the localization. The induced map in the homology
\[
\kappa_*: HP^{S^1}(M, H_t) \to HP^{S^1}(M, K_t)
\]
is well-defined and independent of the choice of the monotone homotopy between \(H_t\) and \(K_t\). The \textit{localized periodic symplectic cohomology} is defined to be
\[
HP^{S^1,\text{loc}}(M) := \varinjlim HP^{S^1}(M, H_t),
\]
where the direct limit is taken over the pre-ordered set of all admissible Hamiltonians \(H_t\) in \(\mathcal{H}(M)\) with respect to (4.8). By definition, the localized periodic symplectic cohomology \(HP^{S^1,\text{loc}}(M)\) is an invariant of the completion \(\widetilde{M}\) up to Liouville isomorphisms. We denote \(HP^{S^1,\text{loc}}(M, \mathbb{Q})\) by \(HP^{S^1,\text{loc}}(M, \mathbb{Q})\). It will be shown that \(HP^{S^1,\text{loc}}(M, \mathbb{Q}) \cong H^*(M, \mathbb{Q})((u))\) in Section 6.

\textbf{Remark 4.1.} Suppose that \(2c_1(M) = 0\), we can equip the Floer cochain complex \(CF^*(M, H_t)\) with a \(\mathbb{Z}\)-grading. Since there are only finitely many generators of \(CF^*(M, H_t)\), the degrees of the generators are bounded from above and below, and the \(S^1\)-equivariant differential \(\delta^{S^1}\) on each \(CF^*(M, H_t)\) has only finitely many non-zero terms by degree reasons. This implies that the (refined) periodic cyclic homology of the \(S^1\)-complex \((CF^*(M, H_t), \delta)\) defined in Remark 2.6 satisfies
\[
CF^*(M, H_t)((u))^{gr} \cong CF^*(M, H_t)[u, u^{-1}]
\]
for any admissible Hamiltonian \(H_t \in \mathcal{H}(M)\). As a direct limit of \(\mathbb{Z}[u, u^{-1}]\)-modules, one obtains that the (refined) localized periodic symplectic cohomology
\[
HP^{S^1,\text{loc}}(M) := \varinjlim H^*(CF^*(M, H_t)((u))^{gr}, \delta^{S^1})
\]
is a \(\mathbb{Z}[u, u^{-1}]\)-module when \(2c_1(M) = 0\). The corresponding localization Theorem states that \(HP^{S^1,\text{loc}}(M) \cong H^*(M, \mathbb{Q})[u, u^{-1}]\). One can compare this with the main theorem in [5]. However, for a general Liouville domain \(M\), the localized periodic symplectic cohomology \(HP^{S^1,\text{loc}}(M)\) is only \(\mathbb{Z}/2\)-graded. So we keep the notation of the \(u\)-adic completion in the statement of Theorem 1.1 as \(HP^{S^1,\text{loc}}(M, \mathbb{Q}) \cong H^*(M, \mathbb{Q})((u))\).

5. A convenient complex for computations

In this section, we restrict ourselves to a special class of admissible Hamiltonians which are autonomous away from neighborhoods of its 1-periodic
orbits. Explicitly, for $\tau \notin S$ we consider an autonomous Hamiltonian shown in Figure 1, which is of the form

\begin{equation}
\hat{H}^\tau(x) = \begin{cases} 
  f(x), & \text{if } x \in \text{Int}(M); \\
  \frac{(R-1)^2}{2}, & \text{if } x = (r, y) \subset [1, \tau + 1] \times \partial M; \\
  \tau(R-1) - \frac{x^2}{2}, & \text{if } x = (r, y) \subset [\tau + 1, \infty) \times \partial M,
\end{cases}
\end{equation}

where $f(x)$ is a negative $C^2$-small Morse function in the interior of $M$. To obtain a smooth Hamiltonian, we define the value of the Hamiltonian $\hat{H}^\tau$ on the collar neighborhood $[1 - \epsilon_0, 1] \times \partial M$ to be $\rho(R)f(x)$, where $\rho(R)$ is a smooth cut-off function which equal to 1 at $\{1-\epsilon_0\} \times \partial M$ and zero at $\{1\} \times \partial M$ for $\epsilon_0$ sufficiently small. One notices that $\hat{H}^\tau$ is only $C^0$ at $R = \tau + 1$, so we need to modify the value of $\hat{H}^\tau$ on $[\tau + 1, \tau + 1 + \epsilon_0] \times \partial M$ such that

\[ \frac{d\hat{H}^\tau(R)}{dR} = \begin{cases} 
  R - 1, & \text{if } R \in [1, \tau + 1]; \\
  g(R), & \text{if } R \in [\tau + 1, \tau + 1 + \epsilon_0]; \\
  \tau, & \text{if } R \in [\tau + 1 + \epsilon_0, \infty),
\end{cases} \]

where $g(R)$ is a smooth function whose values agree with $R - 1$ and $\tau$ to all orders at $R = \tau + 1$ and $R = \tau + 1 + \epsilon_0$ respectively. On $[\tau + 1, \tau + 1 + \epsilon_0]$, the function $g(R)$ satisfies

\[ \int_{\tau + 1}^{\tau + 1 + \epsilon_0} g(R)dR = \tau + \epsilon_0. \]

We denote the resulting smooth Hamiltonian by $H^\tau$.

For the autonomous Hamiltonian $H^\tau$ chosen above, all 1-periodic orbits $\gamma$ of $H^\tau$ are transversely nondegenerate, that is, the linearized return map $d\psi^1_{\gamma, \tau}$ when restricting to the contact distribution $\xi$, $d\psi^1_{\gamma, \tau}|_{\xi}: \xi_{\gamma(0)} \to \xi_{\gamma(0)}$, does not have 1 as its eigenvalue. There is a non-trivial $S^1$-action on transverse nondegenerate 1-periodic orbits by

\[ S^1 \times \mathcal{P}(H^\tau) \to \mathcal{P}(H^\tau), \quad (s, \gamma(t)) \mapsto \gamma(t + s). \]

We can break the $S^1$-symmetry by choosing small perturbations of the Hamiltonian $H^\tau$ in some isolated neighborhood $N(\gamma)$ of each orbit $\gamma$ as follows. Let $U = \bigcup_{\gamma \in \mathcal{P}(H^\tau)} N(\gamma)$ and define the space of time-dependent perturbations of $H^\tau$ by

\begin{equation}
\mathcal{H}^{pert} := \left\{ h \in C^\infty(S^1 \times U, \mathbb{R}) \mid |\nabla h(t, x)| \leq 1, \forall (t, x) \in S^1 \times U \right\},
\end{equation}
where $\| \cdot \|$ is the norm with respect to the metric $\langle \cdot , \cdot \rangle = \hat{\omega} (\cdot , J_{t} \cdot )$ for some almost complex structure $J_{t}$ on $U$. For a fixed 1-periodic orbit $\gamma$ of $H^{r}$ that corresponds to a Reeb orbit of multiplicity $k$, one can choose a Morse function $h_{0} : S^{1} \rightarrow [0, \frac{1}{2}]$ that has one minimum value 0 at $0 \in S^{1}$ and one maximum value $1/2$ at some small enough $c_{0} \in S^{1}$. We define

$$h_{\gamma}(t) : N(\gamma) \rightarrow [0, 1], \ h_{\gamma}(t)(\gamma(s)) = h_{0}(ks - kt) \text{ for } s \in S^{1},$$

and smoothly extend it to $\overline{N(\gamma)}$ such that $h_{\gamma}(t)|_{\overline{N(\gamma)}} \equiv 0$. We define an explicit time-dependent perturbation $H^{r\epsilon}(t)$ of $H^{r}$ by

$$H^{r\epsilon}(t) = H^{r} + \epsilon h^{r\epsilon} := H^{r} + \epsilon \sum_{\gamma \in P(H^{r})} h_{\gamma}(t)$$

for some $\epsilon > 0$ and $\text{supp}(h^{r\epsilon}) \subset \overline{U}$. One observes that the perturbed Hamiltonian $H^{r\epsilon}(t)$ has two 1-periodic orbits in $N(\gamma)$ for each $\gamma \in P(H^{r})$. It is proved in \cite{11, Proposition 2.2} that the new 1-periodic orbits are translations of $\gamma(t)$ defined by

$$\hat{\gamma}(t) := \gamma(t), \ \check{\gamma}(t) := \gamma(t + \frac{c_{0}k}{k}).$$

In fact, these orbits $\hat{\gamma}(t)$ and $\check{\gamma}(t)$ are the only 1-periodic orbits of $H^{r\epsilon}(t)$ in the neighborhood $N(\gamma)$ such that

$$|\hat{\gamma}| = |\check{\gamma}| + 1.$$

In the subsequent discussions, we will fix an appropriate choice of $\epsilon_{i} > 0$ depending on $i$ and $h^{r\epsilon} \in \mathcal{H}^{per}$ in \cite{5.3} satisfying Lemma \cite{5.4} and Lemma \cite{6.3}. For simplicity of notations, we denote by $H^{r\epsilon}$ the time-dependent perturbation $H^{r\epsilon}(t)$ of the autonomous Hamiltonian $H^{r}$ if there is no further confusions.

### 5.1. Relations with Reeb dynamics on $\partial M$

Given a Liouville domain $(M, \theta)$, we recall that $(\partial M, \xi = \ker(\theta_{|\partial M}))$ is a contact manifold. Let $\psi^{t}_{\mathcal{R}_{n}}$ be the flow of the Reeb vector field. Reeb orbits of period $l$ are smooth maps $x : \mathbb{R}/l\mathbb{Z} \rightarrow \partial M$ such that $\psi^{t}_{\mathcal{R}_{n}}(x(0)) = x(t)$. Such an orbit is simple if the map $x$ is injective. We further assume that all
Liouville domains in consideration satisfy:

\[(5.5) \quad \text{distinct Reeb orbits } x, x' \text{ have different periods } \int_x \alpha \neq \int_{x'} \alpha.\]

This is a generic condition which can be achieved by perturbing the contact form in the neighborhood of each Reeb orbit as in Theorem 13 of [4].

**Definition 5.1.** Let \( x \) be a simple Reeb orbit. Then \( x \) is called hyperbolic if \( d\psi_{\alpha} : \xi_x(0) \to \xi_{x}(0) \) has no eigenvalues in the unit circle, otherwise it is called non-hyperbolic. If \( d\psi_{\alpha} \) has an odd number of eigenvalues belonging to \((-1,0)\), then \( x \) is called a negative hyperbolic Reeb orbit.

**Definition 5.2.** Let \( x \) be a simple Reeb orbit that is negative hyperbolic. Its \( 2k \)-fold covers \( x^{2k} \) are called bad Reeb orbits. A Reeb orbit is called good if it is not a bad Reeb orbit.

**Remark 5.3.** There is another characterization of bad Reeb orbits appearing in [12] on symplectic field theory, that is, a Reeb orbit \( x^{2k} \) is called bad if it is a \( 2k \)-fold cover of some simple orbit \( x \) such that \( \mu_{CZ}(x^{2k}) - \mu_{CZ}(x) \) is odd.

For any autonomous Hamiltonian \( H^\tau|_{[1,\infty)\times\partial M} = h^\tau(R) \) as in (5.1), we have

\[X_{H^\tau} = h^\tau'(R) \cdot \mathcal{R}_\alpha = (R - 1)\mathcal{R}_\alpha \text{ on } [1, \infty) \times \partial M.\]

This implies that Reeb orbits on \( \partial M \) of period \( l \) with \( l < \tau \) are in one-to-one correspondence to non-constant transversely nondegenerate 1-periodic Hamiltonian orbits of \( H^\tau \) under the map

\[x(t) \mapsto \gamma(t) = (l + 1, x(lt)).\]

It should be observed that for a 1-periodic orbit \( \gamma(t) = (l + 1, x(lt)) \) in \( \{l + 1\} \times \partial M \subset [1, \infty) \times \partial M \), the action of the Hamiltonian orbit \( \gamma(t) \) has a simple form

\[(5.6) \quad A_{H^\tau}(\gamma(t)) = -\int_{S^1} \gamma^*(\hat{\theta}) + H^\tau(\gamma(t))dt = -Rh^\tau'(R) + h^\tau(R) = -\frac{l^2}{2} - l.\]

In particular, the action of \( \gamma(t) = (l + 1, x(lt)) \) is given by the \( y \)-intercept of the tangent line to \( h^\tau \) at \( R = l + 1 \), which is exactly \(-l^2/2 - l \) in this case.
We set 
\[ a_l := -\frac{l^2}{2} - l \]
in the following discussions.

For the perturbed Hamiltonian \( H^\tau_t \), the actions of 1-periodic orbits \( \hat{\gamma} \) and \( \tilde{\gamma} \) of period \( l \) are given by

\[ A_{H^\tau_t} (\hat{\gamma}) = A_{H^\tau_t} (\gamma) + \epsilon \int_{S^1} h_\gamma \circ \psi_{H^\tau_t}^{-t} (\tilde{\gamma}) dt = a_l + \epsilon \int_{S^1} h_\gamma \circ \psi_{H^\tau_t}^{-t} (\tilde{\gamma}) dt = a_l + \epsilon, \]

\[ A_{H^\tau_t} (\tilde{\gamma}) = A_{H^\tau_t} (\gamma) + \epsilon \int_{S^1} h_\gamma \circ \psi_{H^\tau_t}^{-t} (\tilde{\gamma}) dt = a_l + \epsilon h_0 (0) = a_l. \]

This implies that for sufficiently small choices of \( \epsilon > 0 \), the values of \( A_{H^\tau_t} (\hat{\gamma}) \) and \( A_{H^\tau_t} (\tilde{\gamma}) \) differ from that of \( A_{H^\tau_t} (\gamma) \) slightly.

5.2. The action filtration on the \( S^1 \)-complex \( CF^* (M, H^\tau_t) \)

Let \( S \) be the action spectrum of the Reeb orbits associated to the contact form \( \alpha \) defined in (3.1). One can list all the elements of \( S \) in an increasing order \( 0 = l_0 < l_1 < l_2 < \cdots \), where \( l_1 \) corresponds to the minimum period of a Reeb orbit. We choose \( \tau_j \notin S \) such that \( \tau_j = \frac{l_j + l_{j+1}}{2} \). There is a natural
action filtration on $CF^*(M, H^T_\tau)$ defined by

$$F^j CF^*(M, H^T_\tau) = \bigoplus_{\gamma \in \mathcal{P}(H^T_\tau)} Z(\alpha_\gamma).$$

The following lemma implies that for specific perturbations of $H^T_\tau$ defined using (5.3), the action filtration is preserved by the $S^1$-structure.

**Lemma 5.4.** For each $i \geq 0$, there is a constant $\epsilon_i > 0$ which depends on $i$ and the time-dependent perturbation $h^T_\tau$ in $\mathcal{H}^{per}$ such that

$$\delta_i F^j CF^*(M, H^T_\tau) \subset F^j CF^*(M, H^T_\tau) \text{ for all } j \geq 0 \text{ and } \tau \notin S.$$  

**Proof.** Given an element $(\bar{u}, \bar{z}_i) \in M_i(x_0, x_1)$ for $i \geq 0$, one can choose a fixed representative $(u, z_i) \in \tilde{M}_i(x_0, x_1)$ such that $u: \mathbb{R} \times S^1 \to \tilde{M}$ is a solution to (4.3) that is asymptotic to $\gamma_0$ and $\gamma_1$ with $A_{H^T_\tau}(\gamma_1) \geq a_{\tau j}$, and $z_i: \mathbb{R} \to S^{2N+1}$ is a negative gradient flow line from $\theta Z_{\bar{z}_i} \cdot Z_i$ to $\theta Z_0 \cdot Z_0$ on $S^{2N+1}$ for some $\theta Z_{\bar{z}_0}$ and $\theta Z_i \in S^1$. The energy of $u$ is given by

$$E(u) = \int_{\mathbb{R} \times S^1} \left\| \frac{\partial u}{\partial s} \right\|^2 ds dt$$

$$= A_{H^T_\tau}(\gamma_0) - A_{H^T_\tau}(\gamma_1) + \int_{\mathbb{R} \times S^1} (\partial_s H^T_\tau(u(s, t))) ds dt.$$  

We will prove that the last term in (5.9) is bounded by $\epsilon \cdot i \cdot C$, where $C$ is some constant which depends on the choice of time-dependent perturbation $h^T_\tau$ in $\mathcal{H}^{per}$. For Hamiltonians of the forms $H^T_\tau = H^T + \epsilon h^T_\tau$ for the fixed time-dependent perturbation $h^T_\tau$ in $\mathcal{H}^{per}$ defined in (5.3), we extend it to a Hamiltonian $H^T_{\epsilon, N}: S^1 \times \tilde{M} \times S^{2N+1} \to \mathbb{R}$ by

$$H^T_{\epsilon, N}(x) := \beta(z)(H^T(x) + \epsilon h_{t - \theta(z)}(x)) + (1 - \beta(z))H^T(x),$$

where $\beta(z)$ and $\theta(z) := \theta_{\tau}$ are defined in (4.2). We remark that this extension is different from the extension defined in (4.2). It gives a convenient admissible extension in $\mathcal{H}^{S^1}_N$ for the time-dependent perturbation of the autonomous Hamiltonian $H^T_\tau$ considered in (5.3). Given this explicit extension (5.10), we can compute that
Figure 2: The value of $\beta(z_i(s))$ and the support of $\partial_s \beta(z_i(s))$ shown as the shaded regions.

\[
\int_{\mathbb{R} \times S^1} \left( \partial_s H_{\epsilon,N}^{z_i(s)} \right)(u(s,t))dsdt = \int_{\mathbb{R} \times S^1} \left( \partial_s \beta(z_i(s)) \epsilon h_{t-\theta(z_i(s))}(u(s,t)) \right)dsdt,
\]

where we have used the fact that the term $\beta(z_i(s))\epsilon \partial_s h_{t-\theta(z_i(s))}(u)$ vanishes. This is due to the local triviality of the extension (5.10) on $\bigcup_{z_0 \in \text{Crit}(f_N)} U_{z_0}$, so $\partial_s h_{t-\theta(z_i(s))} = 0$ for all $s$ satisfying $\text{supp} \beta(z_i(s))$ in $\bigcup_{z_0 \in \text{Crit}(f_N)} N(z_0)$. As $z_i$ is a Morse flow line from between the index zero and $2i$ critical points of the $S^1$-invariant function $\tilde{f}_N$ on $S^{2N+1}$, the support of the integrand $\partial_s \beta(z_i(s)) \epsilon h_{t-\theta(z_i(s))}(u)$ is contained in the subset $\bigcup_{j=1}^{2i} I_j \times S^1$ of $\mathbb{R} \times S^1$ for some intervals $I_j = [s_j, s_j + c_j]$ shown in Figure 2. This implies that the last term in (5.9) satisfies

\[
(5.11) \quad \int_{\mathbb{R} \times S^1} \left( \partial_s H_{\epsilon,N}^{z_i(s)} \right)(u(s,t))dsdt \\
\leq \sum_{j=1}^{2i} \int_{I_j} \partial_s \beta(z_i(s)) \int_{S^1} \epsilon h_{t-\theta(z_i(s))}(u(s,t))dsdt \\
\leq \sum_{j=1}^{i} \epsilon \left( \int_{I_{2j}} \partial_s \beta(z_i(s)) \int_{S^1} \max h_\tau^\tau(x)dt\right) \\
+ \int_{I_{2j-1}} \partial_s \beta(z_i(s)) \int_{S^1} \min h_\tau^\tau(x)dt\right) \\
\leq i \epsilon \cdot \left| \int_{S^1} \max h_\tau^\tau(x)dt - \int_{S^1} \min h_\tau^\tau(x)dt \right|. 
\]
where the last inequality in (5.11) is derived from the following facts
\[
\int_{I_{i,j-1}} \partial_s \beta(z_i(s)) ds \in [-1, 0] \quad \text{and} \quad \int_{I_{i,j}} \partial_s \beta(z_i(s)) ds \in [0, 1], \ \forall j = 1, \ldots, i.
\]

Equation (5.11) shows that the last term can be bounded by a constant which is independent of the solution \((u, z_i) \in \mathcal{M}_i(x_0, x_1)\). So we have an a priori energy estimate for the energy of solutions to equation (4.4) for a fixed \(i \geq 0\).

The estimate (5.11) shows that for a fixed choice of time-dependent perturbation \(h^i_t \in \mathcal{H}^{\text{per}}\), one can choose \(\epsilon_i\) sufficiently small for each \(i \geq 0\) depending on \(i\) and the constant

\[
C := \int_{S^1} \max_{(x,t)} h^i_t(x) dt - \int_{S^1} \min_{(x,t)} h^i_t(x) dt
\]

such that \(A_{H^i_{\epsilon_i, \gamma_0}}(\gamma_0) \geq A_{H^i_{\epsilon_i, \gamma_1}}(\gamma_1)\). It remains to be verified that for each \(i \geq 0\) there exist consistent choices of \(\epsilon_1, \epsilon_2, \ldots, \epsilon_i\) so that the Floer data in defining the operations \(\delta_0, \delta_1, \ldots, \delta_i\) are compatible with compactness of \(\mathcal{M}_i(x_0, x_1)\). For a fixed \(i \geq 0\), one can first choose \(\epsilon_i\) small enough such that

\[
\int_{\mathbb{R} \times S^1} (\partial_s H^z_{\epsilon_i, \gamma_0}(s)) (u) ds dt < i \cdot \epsilon_i C \quad \text{and}
A_{H^i_{\epsilon_i, \gamma_0}}(\gamma_0) > A_{H^i_{\epsilon_i, \gamma_1}}(\gamma_1) - i \cdot \epsilon_i \cdot C \geq a_{r_j},
\]

for all \(u \in \mathcal{M}_i(x_0, x_1)\) and for all \(x_0, x_1 \in \text{Crit}(A_{H^i_{\epsilon_i}})\). Then we inductively choose \(\epsilon_1, \ldots, \epsilon_{i-1}\) such that for any sequence \((u_j)_{j \in \mathbb{N}} \in \mathcal{M}_i(x_0, x_1)\) converging to some broken configuration \(((v_1, \tilde{z}_i), \ldots, (v_n, \tilde{z}_n))\) in the boundary of the Gromov compactification \(\partial \mathcal{M}_i(x_0, x_1)\)

\[
\bigcup_{n} \bigcup_{\sum_{j=1}^{n} i_j = i} \mathcal{M}_{i_1}(x_0, y_{i_1}) \times \mathcal{M}_{i_2}(y_{i_1}, y_{i_2}) \times \cdots \times \mathcal{M}_{i_n}(y_{i_n}, x_1),
\]

the following condition is satisfied

\[
\sum_{k=1}^{n} \int_{\mathbb{R} \times S^1} (\partial_s H^z_{\epsilon_k, N}(s))(v_k) ds dt = \int_{\mathbb{R} \times S^1} (\partial_s H^z_{\epsilon_i, N}(s))(u_j) ds dt < i \epsilon_i C
\]

for all \(j \geq 0\) and \(n \geq 1\). Such choices can be made inductively, since for each fixed \(i \geq 0\) there are only finitely many \(\epsilon_k > 0\) that one needs to choose to define the operation \(\delta_k\) for \(k = 0, \ldots, i\) so that the condition \(\sum_{k+l=i} \delta_k \delta_l = 0\) is satisfied. This completes the proof. \(\square\)
Proof. Let data \((H^+_{\kappa}, J_{\kappa})\) preserves the action filtration \((5.8)\) defined on \(CF^*(M, H^+_{\kappa})\) for all \(\tau \notin S\). For \(\tau_+ < \tau_-\), we denote by \((H_{s,t}, J_{s,t})\) the monotone homotopy between the Floer data \((H^+_{\kappa}, J^+)\) and \((H^-_{\kappa}, J^-)\). By definition, the Hamiltonian \(H_{s,t}\) satisfies

\[
H_{s,t} = H_s + \epsilon_i h_{s,t},
\]

where \(H_s\) is the monotone homotopy between the autonomous functions \(H^{\tau+}\) and \(H^{\tau-}\) and \(h_{s,t} \in \mathcal{F}\) is the monotone homotopy between the time-dependent perturbations \(h^{\tau+}_i\) and \(h^{\tau-}_i\) defined in \((5.3)\). Lemma \(5.5\) below will show that for each fixed \(i \geq 0\), one can choose the same time-dependent perturbations \(H^{\tau+}_i\) and \(H^{\tau-}_i\) for \(\tau_+\), \(\tau_-\) so that the continuation maps associated to the monotone homotopy \(H_{s,t}\)

\[
\kappa_i : CF^*(M, H^{\tau+}_{\kappa}) \to CF^{*-2i}(M, H^{\tau-}_{\kappa})
\]

preserves the action filtration. Furthermore, we have that

\[
\sum_{k+i=0} \kappa_k \delta_i - \delta_i \kappa_k = 0, \quad \forall i \geq 0.
\]

Lemma 5.5. For each \(i \geq 0\), there is a constant \(\epsilon_i\) such that the operation \(\kappa_i : CF^*(M, H^{\tau+}_{\kappa}) \to CF^{*-2i}(M, H^{\tau-}_{\kappa})\) satisfying

\[
\kappa_i(F^jCF^*(M, H^{\tau+}_{\kappa})) \subset F^jCF^*(M, H^{\tau-}_{\kappa}) \text{ for all } j \geq 0 \text{ and } \tau_+ < \tau_-.
\]

Proof. Let \(\tilde{\mathcal{M}}_{\kappa}^{\tau}(\gamma_-, \gamma_+)\) be the moduli space of solutions to \((4.6)\) with Floer data \((H^+_{N,s,t}, J^+_{N,s,t})\), where \(H^+_{N,s,t}\) is the extension of the monotone homotopy \(H_{s,t}\) in equation \((5.12)\) to \(\mathbb{R} \times S^1 \times \tilde{M} \times S^{2N+1}\) given explicitly by

\[
H^{\tau_+}_{N,s,t}(x) = \beta(z)(H_s(x) + \epsilon_i h_{s,t} - \theta(z)(x)) + (1 - \beta(z))H_s(x).
\]

For any generator \(o_{\gamma_+}\) in \(F^jCF^*(M, H^{\tau+}_{\kappa})\), we have that \(A_{H^{\tau_+}_{\kappa}}(\gamma_+) \geq a_{\tau_j}\).

The energy of \(u\) in \(\tilde{\mathcal{M}}_{\kappa}^{\tau}(\gamma_-, \gamma_+)\) is given by

\[
E(u) = A_{H^{\tau_+}_{\kappa}}(\gamma_-) - A_{H^{\tau_+}_{\kappa}}(\gamma_+) + \int_{\mathbb{R} \times S^1} \nabla_{\bar{z}_i(s)} H^{\tau_+}_{N,s,t}(u) dsdt + \int_{\mathbb{R} \times S^1} \partial_s H^{\tau_+}_{N,s,t}(u) dsdt.
\]
Since $\partial_s H_{N,s,t}^\epsilon \leq 0$, equations (5.11) and (5.14) give that

$$A_{H_{\tau}^0}^- (\gamma_-) \geq A_{H_{\tau}^0}^+ (\gamma^+) - \int_{\mathbb{R} \times S^1} \nabla_{\dot{z}_i}(s) H_{N,s,t}^\epsilon(u) ds dt$$

$$A_{H_{\tau}^0}^- (\gamma_-) \geq a_{\tau_i} - i \cdot \epsilon_i C.$$ 

Since $i \epsilon_i C$ was taken sufficiently small as in Lemma 5.4, by discreteness of the action spectrum, we conclude that

$$\kappa_i CF^* (M, H_{\tau_i}^0) \subset F^j CF^* (M, H_{\tau_i}^{T_i} -)$$

for all $i, j$, as desired. \qed

For simplicity of notations, for each $i \geq 0$ we fix a consistent choices of constants $\epsilon_1, \epsilon_2, \ldots, \epsilon_i$, whose values depend on $i$, and define the action-preserving operations $\delta_i$ and $\kappa_i$ as in Lemmata 5.4 and 5.5. By abuse of notations, we will suppress the choices of $\epsilon_i$ and denote the operations simply by

$$\delta_i : CF^* (M, H_{\tau_i}^0) \to CF^{*+1-2i} (M, H_{\tau_i}^0)$$

$$\kappa_i : CF^* (M, H_{\tau_i}^0) \to CF^{*-2i} (M, H_{\tau_i}^0)$$

in the subsequent discussions.

5.3. A convenient complex to compute $HP_{S^1, loc}^* (M)$

For $\tau_i \notin S$ and $\tau_i \to \infty$ as $i \to \infty$, we choose a cofinal system of Hamiltonians $H_{\tau_i}^0$ with the specific choice of $\epsilon_{\tau_i}$ provided by Lemma 5.4 and define the localized periodic symplectic cohomology to be

$$(5.15) \quad \lim_{i \to \infty} HP_{S^1}^* (M, H_{\tau_i}^0),$$

where the direct limit is taken with respect to the continuation maps

$$(\kappa_{i,i+1})_* : HP_{S^1}^* (M, H_{\tau_i}^0) \to HP_{S^1}^* (M, H_{\tau_{i+1}}^0)$$

for all $i \geq 0$.

The following Lemma then implies that one can instead use the cofinal system of Hamiltonians $\{H_{\tau_i}^0\}_{i \geq 0}$ to compute $HP_{S^1, loc}^* (M)$. 

Since $\partial_s H_{N,s,t}^\epsilon \leq 0$, equations (5.11) and (5.14) give that

$$A_{H_{\tau}^0}^- (\gamma_-) \geq A_{H_{\tau}^0}^+ (\gamma^+) - \int_{\mathbb{R} \times S^1} \nabla_{\dot{z}_i}(s) H_{N,s,t}^\epsilon(u) ds dt$$

$$A_{H_{\tau}^0}^- (\gamma_-) \geq a_{\tau_j} - i \cdot \epsilon_i C.$$ 

Since $i \epsilon_i C$ was taken sufficiently small as in Lemma 5.4, by discreteness of the action spectrum, we conclude that

$$\kappa_i CF^* (M, H_{\tau_i}^0) \subset F^j CF^* (M, H_{\tau_i}^{T_i} -)$$

for all $i, j$, as desired. \qed

For simplicity of notations, for each $i \geq 0$ we fix a consistent choices of constants $\epsilon_1, \epsilon_2, \ldots, \epsilon_i$, whose values depend on $i$, and define the action-preserving operations $\delta_i$ and $\kappa_i$ as in Lemmata 5.4 and 5.5. By abuse of notations, we will suppress the choices of $\epsilon_i$ and denote the operations simply by

$$\delta_i : CF^* (M, H_{\tau_i}^0) \to CF^{*+1-2i} (M, H_{\tau_i}^0)$$

$$\kappa_i : CF^* (M, H_{\tau_i}^0) \to CF^{*-2i} (M, H_{\tau_i}^0)$$

in the subsequent discussions.

5.3. A convenient complex to compute $HP_{S^1, loc}^* (M)$

For $\tau_i \notin S$ and $\tau_i \to \infty$ as $i \to \infty$, we choose a cofinal system of Hamiltonians $H_{\tau_i}^0$ with the specific choice of $\epsilon_{\tau_i}$ provided by Lemma 5.4 and define the localized periodic symplectic cohomology to be

$$(5.15) \quad \lim_{i \to \infty} HP_{S^1}^* (M, H_{\tau_i}^0),$$

where the direct limit is taken with respect to the continuation maps

$$(\kappa_{i,i+1})_* : HP_{S^1}^* (M, H_{\tau_i}^0) \to HP_{S^1}^* (M, H_{\tau_{i+1}}^0)$$

for all $i \geq 0$.

The following Lemma then implies that one can instead use the cofinal system of Hamiltonians $\{H_{\tau_i}^0\}_{i \geq 0}$ to compute $HP_{S^1, loc}^* (M)$.
Lemma 5.6. Given any cofinal system of Hamiltonians $H^\tau_i$ with $\tau_i \to \infty$, there is a natural map

$$\lim_{i} HP_{S^1}(M, H^\tau_i) \to HP_{S^1, \text{loc}}(M)$$

which induces an isomorphism.

Proof. The natural inclusion $\bigoplus H^\tau_i \to H^\tau_i$ induces a map of the quotients $\lim\ H^\tau_i \to HP_{S^1, \text{loc}}(M)$. This map is surjective because for any admissible Hamiltonian $H_t$ there is a $\tau_i$ large enough such that $H_t \preceq H^\tau_i$, and we obtain a map via continuation

$$HP_{S^1}(M, H_t) \to HP_{S^1}(M, H^\tau_i).$$

Similarly, the map $i$ is an inclusion since for any admissible Hamiltonians $H_t$ and $K_t$ with $H_t \preceq K_t$, there is an autonomous Hamiltonian $H^\tau_j$ such that $H_t \preceq K_t \preceq H^\tau_j$ for some $\tau_j$ large enough. The appropriate continuation maps then give rise to a commutative diagram

$$\begin{array}{ccc}
HP_{S^1}(M, H_t) & \to & HP_{S^1}(M, K_t) \\
\downarrow & & \downarrow \\
HP_{S^1}(M, H^\tau_i) & \to & HP_{S^1}(M, H^\tau_j)
\end{array}$$

This implies that the natural map

$$i: \lim_{i} HP_{S^1}(M, H^\tau_i) \to HP_{S^1, \text{loc}}(M)$$

is an isomorphism. □

This formulation of $HP_{S^1, \text{loc}}(M)$ in Lemma 5.6 will be used in the next section.

6. The localization theorem

We prove the following main result in this section, which can be seen as the localization theorem for $HP_{S^1, \text{loc}}(M)$. 
Theorem 6.1. Given a Liouville domain $(M,\theta)$, the natural inclusion of the constant loops $i: \hat{M} \hookrightarrow L\hat{M}$ induces a natural map

$$t_*: H^*(M)((u)) \rightarrow HP_{S^1, loc}^*(M),$$

which is an isomorphism as $\mathbb{Z}/2$-graded $\mathbb{Q}((u))$-modules after tensoring both sides by $\mathbb{Q}$.

In particular, Theorem 6.1 holds for the large class of Weinstein manifolds, which includes affine varieties.

To prove Theorem 6.1, we first deal with autonomous Hamiltonian $H^\tau$ with time-dependent perturbations $H^\tau_t$ as in (5.3). For each $\gamma \in \mathcal{P}(H^\tau)$ there is an isolated neighborhood $N(\gamma)$, which only contains two 1-periodic orbits $\hat{\gamma}, \gamma$ of $H^\tau_t$ defined as in (5.4). One needs to compute the local contributions to the equivariant Floer differential $\delta_{S^1}$ between $o\hat{\gamma}$ and $o\gamma$, that is, $d_0 := \delta_{S^1}|_{Z(o\hat{\gamma}, o\gamma) \otimes \mathbb{Z}((u))}$. Following the original approach of Floer and Hofer in [13], we choose a coherent orientation in the proof of Proposition 6.2 below. This means that the trivializations of $o\hat{\gamma}, o\gamma$ are fixed for all $\gamma \in \mathcal{P}(H^\tau)$ and they are compatible with the gluing operation in the sense of [13, Definition 11]. We denote the preferred generators of $o\hat{\gamma}$ and $o\gamma$ by $\hat{\gamma}$ and $\gamma$, respectively. The advantage of this approach is that the equivariant differential $\delta_{S^1}$ can be expressed explicitly as follow.

Proposition 6.2. Let $\gamma$ be a 1-periodic orbit of $H^\tau$ and

$$d_0 := \delta_{S^1}|_{Z(o\hat{\gamma}, o\gamma) \otimes \mathbb{Z}((u))}.$$ If $\gamma$ corresponds to a $k$-fold Reeb orbit, then we have

$$d_0(\hat{\gamma}) = 0, \quad d_0(\gamma) = \pm k\mu(\gamma)$$

if the Reeb orbit is good, and

$$d_0(\hat{\gamma}) = \pm 2\gamma, \quad d_0(\gamma) = 0$$

if the Reeb orbit is bad.

It is shown in [11, Proposition 2.2] that there are only two solutions to the Floer equation that are asymptotic to 1-periodic orbits $\hat{\gamma}$ and $\gamma$ of $H^\tau_t$ at $\pm \infty$. We will first prove that all solutions to equation (4.3) with asymptotic conditions on $\hat{\gamma}$ or $\gamma$ do not leave some tubular neighborhood of $\gamma$, which implies that the local $S^1$-equivariant Floer cohomologies are well-defined.
Lemma 6.3. Assume that $\gamma$ is a transversely nondegenerate 1-periodic orbit of $X_{H^r}$ for some $\tau \not\in S$ and $U$ is an open neighborhood of $\gamma(S^1)$ which does not contain any other 1-periodic orbits of $X_{H^r}$. Then for any open neighborhood $V$ satisfying $\gamma(S^1) \subset V \subset U$, there exists a real number $\epsilon_0 > 0$ such that for any $\epsilon \in (0, \epsilon_0)$ we have

(1) All 1-periodic orbits of $X_{H^r_{\epsilon,N}}$ in $U$ are contained in $V$.

(2) All solutions $u \in \tilde{M}_i(x_0, x_1, H^r_{\epsilon,N}, J_N, U)$ are contained in $V$, $\forall i, N \in \mathbb{N}$, where $H^r_{\epsilon,N}$ is defined in equation (5.10).

Proof. Part (1) and the case that $i = 0$ of part (2) are proved in Lemma 2.1 of [11]. Let $u \in \tilde{M}_i(x_0, x_1, H^r_{\epsilon,N}, J_N, U)$ for $i \geq 1$. Suppose by contradiction that we can find a neighborhood $V$ of $\gamma(S^1)$ and sequences $\epsilon_n \to 0$ and parametrized Floer trajectories $u_n \in \tilde{M}_i(x_0, x_1, H^r_{\epsilon_n,N}, J_N, U)$ such that $u_n$ is not contained in $V$ for each $n$. By the energy estimate in (5.9), we have that for $\gamma_0, \gamma_1 \in \{\hat{\gamma}, \tilde{\gamma}\}$ the energy of $u_n$ satisfies

$$E(u_n) = A_{H^r_{\epsilon_n}}(\gamma_0) - A_{H^r_{\epsilon_n}}(\gamma_1) + \int_{\mathbb{R} \times S^1} (\partial_s H^r_N(z_t))(u_n)dsdt.$$  

By Gromov compactness, the sequence $u_n$ converges in $C^\infty_{\text{loc}}$ to some $u$ as $n \to \infty$ and $\epsilon_n \to 0$. It is shown in part (1) of Lemma 2.1 in [11] that as $\epsilon_n \to 0$, all 1-periodic solution $\gamma_0(t)$ and $\gamma_1(t)$ of $H^r_{\epsilon_n}$ converges to $S^1$-translates of $\gamma$,

$$\gamma(t + a_n) \text{ and } \gamma(t + b_n) \text{ for some } a_n, b_n \in S^1.$$  

This implies that

$$A_{H^r_{\epsilon_n}}(\gamma_0) - A_{H^r_{\epsilon_n}}(\gamma_1) \to 0,$$

since $A_{H^r_{\epsilon_n}}(\gamma(t + a_n)) - A_{H^r_{\epsilon_n}}(\gamma(t + b_n)) \to 0$ as $n \to \infty$. Similarly, one also has that

$$\int_{\mathbb{R} \times S^1} (\partial_s H^r_{\epsilon_n,N}(z_t))(u)dsdt \to 0,$$

since $H^r_{\epsilon_n}$ approaches the autonomous function $H^r$ as $\epsilon_n \to 0$. Hence the energy $E(u_n) \to 0$ as $n \to \infty$. As the energy of the limit $u$ of $\{u_n\}_{n \geq 0}$ satisfies

$$E(u) = \int_{\mathbb{R} \times S^1} \|\partial_s u\|dsdt = 0,$$

we conclude that the parametrized Floer solution $u$ is independent of the variable $s$, and we can write $u(s,t) = \gamma(t + a)$ for some $a \in S^1$. However, by assumption that $u_n$ is not contained in $V$ for each $n$, which implies that there
exists $s_n \in \mathbb{R}$ such that $u_n(s_n, t)$ is not contained in $V$. As $u_n$ is asymptotic to $\hat{\gamma}$ and $\tilde{\gamma}$ which satisfy $|\hat{\gamma}| = |\tilde{\gamma}| + 1$ and there are no other 1-periodic orbits in $V$, the moduli space $\mathcal{M}_i(x_0, x_1, H_{\tau}^{cN}, J_N, U)$ is compact by index reasons and exactness of $\hat{\omega}$. Thus the sequence $u_n$ of Floer trajectories does not break in the limit and the sequence $s_n$ of real numbers converges to some $s_\infty \in \mathbb{R}$. This gives a contradiction since $u(s_\infty, t)$ is not contained in $V$ whereas we have shown that $u(s, t) = \gamma(t + a) \subset V$. This completes the proof for part (2).

One consequence of Lemma 6.3 is that the local $S^1$-equivariant Floer cohomology can be defined since the moduli space $\mathcal{M}_i(x_0, x_1, H_{\tau}^{cN}, J_N, U)$ is compact. Moreover, by the usual continuation arguments, the local $S^1$-equivariant Floer cohomology is independent of the choices of almost complex structure $J_N$ and the time-dependent perturbations $h_\gamma(t) \in \mathcal{H}^{per}$ that we choose in (5.3). One can then compute the local $S^1$-equivariant Floer cohomology between $\hat{\gamma}$ and $\tilde{\gamma}$ as follows. Locally in a neighborhood $N(\gamma)$, a $\mathbb{Z}$-grading always exists due to that fact $2c_1 = 0$ in $\mathcal{N}(\gamma)$. One can conclude by degree reasons that the only operations that can be non-trivial is the Floer differential $d = \delta_0$ and the BV operator $\Delta = \delta_1$. It is then sufficient to prove the following statements

$$
(6.1) \quad d(\gamma) = \begin{cases} 0, & \text{if } \gamma \text{ is good} \\ \pm 2\hat{\gamma}, & \text{if } \gamma \text{ is bad} \end{cases}, \quad \Delta(\gamma) = \begin{cases} k\hat{\gamma}, & \text{if } \gamma \text{ is good} \\ 0, & \text{if } \gamma \text{ is bad} \end{cases}.
$$

In order to obtain this computation, we need the following Lemmata 6.4, 6.5 and 6.8.

**Lemma 6.4.** For each 1-periodic orbit $\gamma \in \mathcal{P}(H)$ that corresponds to a $k$-fold Reeb orbit such that $|\hat{\gamma}| = |\tilde{\gamma}| + 1$, the zero dimensional manifold $\mathcal{M}_\Delta(\hat{\gamma}, \tilde{\gamma})$ consists of $k$ points.

**Proof.** One chooses a trivialization $\xi: N(\gamma) \to S^1 \times \mathbb{R}^{2n-1}$ such that

$$
\xi^*(\omega_0) = \hat{\omega} \quad \text{and} \quad \xi(\hat{\gamma}) = (kt + c_0, 0), \quad \xi(\tilde{\gamma}) = (kt, 0),
$$

where $\omega_0 = \sum_{i=1}^n dp_i \wedge dq_i$ is the standard symplectic form on $S^1 \times \mathbb{R}^{2n-1}$ with coordinates given by $(q_1, p_1, \ldots, q_n, p_n)$. In this trivialization, we consider the Hamiltonian defined by

$$
K: S^1 \times \mathbb{R}^{2n-1} \to \mathbb{R} \text{ such that } K(q_1, p_1, \ldots) = -kp_1.
$$
The associated Hamiltonian flow is given by $\psi^t_K(q_1, y) = (q_1 - kt, y)$. The Hamiltonian that generates $\psi^t_K \circ \psi^t_{H^\tau}$ is

$$\tilde{H}^\tau_t(t, x) := H^\tau_t(t, \psi^{-t}_K(x)) + K(x).$$

After composing with the flow $\psi^t_K$, the time-dependent 1-periodic orbits of $H^\tau_t$ can be transferred into time-independent forms

$$\psi^t_K \circ \xi(\tilde{\gamma}(t)) = (c_0, 0), \quad \psi^t_K \circ \xi(\hat{\gamma}(t)) = (0, 0),$$

where we have used the fact that $\gamma(t + a)$ corresponds to $(ka, 0)$ in terms of the coordinates on $\psi^t_K \circ \xi(N(\gamma))$. It is shown in [11, Proposition 2.2] that Floer trajectories $\psi^t_K \circ \xi(u_i)$ between $\psi^t_K \circ \xi(\hat{\gamma})$ and $\psi^t_K \circ \xi(\tilde{\gamma})$ corresponds to negative gradient flow lines $(a_i(s), 0)$ of $h_0$ from the Morse maximum $(c_0, 0)$ to the minimum $(0, 0)$. In the subsequent discussions, we work in the coordinates given by the trivialization $\psi^t_K \circ \xi: N(\gamma) \to S^1 \times \mathbb{R}^{2n-1}$ and exhibit $k$ solutions of the BV equations.

Let $\tilde{H}_s$ be the trivial interpolation of the unperturbed Hamiltonian such that $\tilde{H}_s = \tilde{H}^\tau_s(t, x)$ for all $s \in \mathbb{R}$. We consider the operator

$$F: W^{1,2}(S^1, S^1 \times \mathbb{R}^{2n-1}) \to L^2(S^1, S^1 \times \mathbb{R}^{2n-1}),$$

$$F(x) = -J_0(\dot{x}(t)) - X_{\tilde{H}_s}(x(t)).$$

The kernel of $F$ consists of constant solutions of the form $x_a(t) = (ka, 0)$ in $\mathbb{R} \times \mathbb{R}^{2n-1}$. The linearized operator $DF_{x_s}: W^{1,2}(S^1, \mathbb{R}^{2n}) \to L^2(S^1, \mathbb{R}^{2n})$ has the same kernel as $F$. We denote the kernel of $F$ by

$$N := \{x_a = (ka, 0) \mid a \in \mathbb{R}\}$$

and its $L^2$-orthogonal complement by $N^\perp$.

The time-dependent perturbation $h_t \in H^{per}$ that we choose in (5.3) is of the form

$$h_t(q_1, y) := h(\psi^t_K(q_1, y)) = h_0(q_1 - kt) \text{ for } (q_1, y) \in \xi(N(\gamma)).$$

After precomposing with $\psi^t_K$, it can be transferred into a time-independent form

$$h(q_1, y) := h_0(q_1) \text{ with } (q_1, y) \in \psi^t_K \circ \xi(N(\gamma))).$$
In this coordinates, the $S^1$-family of time-dependent perturbations is given by

$$h_{\theta,s}(q_1,y) = \begin{cases} h_0(q_1) & \text{if } s \gg 0; \\ h_0(q_1 - k\theta) & \text{if } s \ll 0. \end{cases}$$

We define an $S^1$-family of operators

$$f_{\theta,s} : W^{1,2}(S^1, S^1 \times \mathbb{R}^{2n-1}) \to L^2(S^1, S^1 \times \mathbb{R}^{2n-1}),$$

$$f_{\theta,s}(x) = \nabla h_{\theta,s}(x(t)).$$

Each solution to the BV-equation yields a map $u : \mathbb{R} \to W^{1,2}(S^1, S^1 \times \mathbb{R}^{2n-1})$ that satisfies the equation

$$u'(s) - F(u(s)) + \epsilon f_{\theta,s}(u(s)) = 0. \tag{6.3}$$

One can write $u(s) = x_a(s) + y(s)$ with $x_a(s) \in N$ and $y(s) \in N^\perp$. Equation (6.3) now becomes

$$x'_a(s) + y'(s) = -\epsilon f_{\theta,s}(x_a(s)) + DF_{x_a}(y(s)) - \epsilon \partial_s f_{\theta,s}(x_a) y(s)$$

$$- \epsilon DF_{x_a}(x_a) \cdot y(s) + O(|y(s)|^2)_{W^{1,2}(S^1)},$$

where we have that $F(x_a(s)) = 0$, $f_{\theta,s}(x_a(s)) \in N$ and $DF_{x_a}(y(s)) \in N^\perp$. Collecting terms in $N$ and $N^\perp$, we obtain a similar estimate as in Proposition 2.2 for some constant $C_1 > 0$ satisfying $C_1 \to 0$ as $\epsilon \to 0$ as follows,

$$\|x'_a(s) + \epsilon f_{\theta,s}(x_a(s))\|_{L^2}^2 + \|y'(s) - DF_{x_a}(y(s))\|_{L^2}^2$$

$$\leq C_1 \|y(s)\|_{W^{1,2}}^2 + \epsilon \sup |\partial_s f_{\theta,s}(x_a)| \cdot \|y(s)\|_{W^{1,2}},$$

where $L^2$ and $W^{1,2}$ indicates that the norms of the corresponding elements are taken in $L^2(S^1, S^1 \times \mathbb{R}^{2n-1})$ and $W^{1,2}(S^1, S^1 \times \mathbb{R}^{2n-1})$ respectively. Since this estimate holds for any $\epsilon > 0$, as $\epsilon \to 0$ and we have that $C_1 \to 0$, the right hand side of (6.4) approaches zero. It must be the case that $y'(s) - DF_{x_a}(y(s)) = 0$ in (6.4). It is shown in [27, Proposition 3.14] that the Fredholm operator $\frac{\partial}{\partial s} - DF_{x_a}$ is injective on $N^\perp$, where $DF_{x_a}$ is invertible. This implies that there is a constant $C_2 > 0$ so that

$$\|y' - DF_{x_a}y\|_{L^2} \geq C_2 \|y\|_{W^{1,2}}$$

for $y \in N^\perp$. This implies that all solutions $u(s) = x_a(s) + y(s)$ to the BV equation satisfy $y(s) \equiv 0$ for $y(s) \in N^\perp$. Setting $u(s) = x_a(s)$ in equation (6.3), we obtain
that solutions to the BV equation (3.9) are given by \( x_a : \mathbb{R} \to S^1 \times \mathbb{R}^{2n-1} \) satisfying

(6.5) \[
x'_a(s) + \epsilon f_{\theta,s}(x_a(s)) = 0, \\
\lim_{s \to -\infty} x_a(s) + k\theta, 0 = (k\theta, 0), \quad \lim_{s \to +\infty} x_a(s) = (c_0, 0), \\
or, \quad \lim_{s \to -\infty} x_a(s) = 0, \quad \lim_{s \to +\infty} x_a(s) = c_0.
\]

We will show that there are exactly \( k \) solutions to equation (6.5) when \( \theta = \theta_i \) and \( \theta_i = \frac{1}{k} - \frac{i}{k} \) for \( i = 1, \ldots, k \). Since a Hamiltonian orbit \( \gamma \) that corresponds to a \( k \)-fold Reeb orbit is of the form \( \gamma(t) = (kt, 0) \) under the trivialization \( \xi \), the pullback Morse function \( \gamma^* h_0 \) on the domain of \( \gamma \) has \( k \) maxima at \( M_i := \frac{c_0}{k} + \frac{i}{k} \) and \( k \) minima at \( m_i := \frac{i}{k} \), which are shown in Figure 3. The system of equations (6.5) becomes

(6.6) \[
\ddot{x}_a(s) + \epsilon \ddot{f}_{\theta,s}(x_a(s)) = 0, \quad \text{where} \quad \ddot{f}_{\theta,s} = \nabla (\gamma^* h_0) , \\
\lim_{s \to -\infty} \dot{x}_a(s) = m_i = \frac{i}{k}, \quad \lim_{s \to +\infty} \dot{x}_a(s) = M_0 = \frac{c_0}{k}, \quad i = 1, \ldots, k.
\]

One observes that equation (6.6) is equivalent to the negative gradient flow line equation for the family of Morse functions defined by \( \tilde{h}_{\theta,s}(\tilde{q}_i) = \epsilon h_0(\tilde{q}_i - \rho_{\theta}(s)) \) for some smooth bump function \( \rho_{\theta} : \mathbb{R} \to [0, \theta] \subset [0, k) \) such that

\[
\rho_{\theta}(s) \to 0 \quad \text{as} \quad s \to \infty, \quad \rho_{\theta}(s) \to \theta \quad \text{as} \quad s \to -\infty.
\]

For each fixed \( \theta \in [0, k) \), we denote by \( \phi_{\theta}^s \) the gradient flow of \( \tilde{h}_{\theta,s} \) at the time \( s \in \mathbb{R} \). Given a solution \( \tilde{x}_a \) to equation (6.6), the map \( x := \phi_{\theta,s} \circ \tilde{x}_a : \mathbb{R} \to S^1 \) satisfies the continuation equation for the trivial family defined by \( \tilde{f}_s = \nabla (\gamma^* h_0) \) for all \( s \in \mathbb{R} \) given by

(6.7) \[
x'(s) + \epsilon \tilde{f}_s(x(s)) = 0.
\]

By index reasons, there is a unique constant solution at the maximum \( x(s) = \frac{c_0}{k} \) to the equation (6.7) and satisfies asymptotic conditions \( x(s) \to c_0/k \) as \( s \to \pm \infty \). It gives rise to a unique solution \( \tilde{x}_{a_i}(s) := \phi_{s}^{\theta_i} \circ x(s) = \phi_{s}^{\theta_i}(\frac{c_0}{k}) \) to equation (6.6) satisfying

\[
\tilde{x}_{a_i}(s) \to \frac{c_0}{k} \quad \text{as} \quad s \to \infty, \quad \tilde{x}_{a_i}(s) \to \frac{i}{k} \quad \text{as} \quad s \to -\infty
\]

for some \( \theta_i \) and each \( i = 1, \ldots, k \). We denote the solution to equation (6.6) when \( \theta = \frac{1}{k} - \frac{a_i}{k} \) by \( a_i(s) := \tilde{x}_{a_i}(s) \) for simplicity. This shows that there are
Figure 3: Flow lines $\alpha_1$, $\alpha_2$ and the BV solutions from $\hat{\gamma}(t+\frac{i}{k})$ and $\hat{\gamma}(t)$. Here $\epsilon_0 = c_0/k$. (The labels reflect the values on the image $\gamma(S^1)$).

$k$ solutions $x_{a_i}(s) = (k\tilde{x}_{a_i}(s), 0) = (ka_i(s), 0)$ to the original equation (6.5). Transferring back to the original coordinates, we have that $k$ solutions to the BV-equation are of the form

$$v_i: \mathbb{R} \times S^1 \to S^1 \times \mathbb{R}^{2n-1}, \quad i = 1, \ldots, k,$$

$$v_i(s, t) = \psi^{-t}_K(x_{a_i(s)}) = (ka_i(s) + kt, 0)$$

as claimed.

Next, for $u_i \in M(\hat{\gamma}, \gamma), i = 1, 2$ we compute $d_{u_i}$ defined in (3.7). Since we have chosen trivializations of $o_{\hat{\gamma}}$ and $o_{\gamma}$, the isomorphism $d_{u_i}$ is given by multiplication by $\pm 1$. One notices that the computation result for the Floer differential $d$ in Lemma 6.5 below coincides with that of Bourgeois and Oancea [8] in the Morse-Bott homology setting.

It is shown in [11 Proposition 2.2] that the two Floer trajectories between $\hat{\gamma}$ and $\gamma$ explicitly are given by

$$u_i: \mathbb{R} \times S^1 \to S^1 \times \mathbb{R}^{2n-1}$$

$$u_i(s, t) = (ka_i(s) + kt, 0),$$

where $\alpha_1$ and $\alpha_2$ are Morse flow lines of $h_0: S^1 \to \mathbb{R}$ (see Figure 3) such that

$$\lim_{s \to -\infty} \alpha_i(s) = c_0, \quad \lim_{s \to \infty} \alpha_i(s) = 0$$

for $i = 1, 2$. 

We denote by $\Psi(s,t)$ the linearizations of the flows of the Hamiltonian vector fields $X_{H_\tau^{\varepsilon}}(t)$ on the image of a Floer trajectory $u \in \mathcal{M}(\bar{\gamma}, \bar{\gamma})$. For $\Psi(s,t)$ in $\text{Sp}(2n)$, one considers symmetric matrices $S(s,t)$ defined by
\[
\frac{\partial}{\partial s} \Psi(s,t) = J_0 S(s,t) \Psi(s,t).
\]
The parallel transport map $d_u: o_{\hat{\gamma}} \to o_{\gamma}$ is determined by the spectral flow of this family of self-adjoint operators $s \mapsto A(s) := J_0 \frac{\partial}{\partial t} + S(s,\cdot)$ on $L^2(S^1, \mathbb{R}^{2n})$.

A crossing $s$ of $A(s)$ is a real number such that $\ker(A(s)) \neq 0$ and the crossing form is defined as
\[
q(A,s): \ker(A(s)) \to \mathbb{R}, \quad q(A(s),s)\xi = \langle \xi, A(s)\xi \rangle.
\]
In particular, Lemma 7.43 in [27] implies that the path of unbounded self-adjoint operators $A(s)$ has the same crossings as the symplectic path $s \mapsto \Psi(s,1)$ and the crossing forms are isomorphic. A crossing of $\Psi(s,1)$, a real number $s_0 \in [0,1]$ such that $\det(\Psi(s_0,1) - I) = 0$, is called a regular crossing if the crossing form $q(\Psi(s,1)): \ker(\Psi(s_0,1) - I) \to \mathbb{R}$ given by
\[
q(\Psi(s,1))v = \omega_0 \left( v, \frac{\partial}{\partial s} \Psi(s,1) \cdot v \right) = \langle v, S(s,1)v \rangle
\]
is nondegenerate at $s = s_0$. A crossing is called simple if $\ker(\Psi(s_0,1) - I)$ is one dimensional. For a path with simple crossings, one has $d_u$ is the product of the signs of the crossing form at various crossings $s_0$ in $[0,1]$.

We now denote by $\Psi^i_\varepsilon(s,t)$, $\Psi^i(s,t)$ and $\Phi^i_\varepsilon(s,t)$ the linearizations of the flows of the Hamiltonian vector fields $X_{H_\tau^{\varepsilon}}$, $X_{H^r}$ and $X_{\varepsilon h}$, on the image of $u_i(s,t)$ respectively. It is proved in Proposition 2.2 [11] that for $\varepsilon$ sufficiently small $\Psi^i_\varepsilon(s,t)$ and $\Psi^i(s,t) \cdot \Phi^i_\varepsilon(s,t)$ are homotopic with end points via
\[
L(r,s,t) = \Psi^i_\varepsilon(s,t)\Phi^i_{(1-r)\varepsilon}(s,t), \quad (r,s,t) \in [0,1] \times \mathbb{R} \times [0,1]
\]
for $i = 0, 1$. By the homotopy invariance property, it suffices to compute the contributions $d_{u_i}$ for the path of symplectic matrices $\Psi^i(s,1) \cdot \Phi^i_\varepsilon(s,1)$. A detailed computation of the signs of the crossing form is given in the following Lemma.

**Lemma 6.5.** For $u_i \in \mathcal{M}(\bar{\gamma}, \bar{\gamma}), i = 1, 2$, we have $d_{u_1} = -\epsilon(\gamma)d_{u_2}$, where $\epsilon(\gamma)$ is equal 1 if $\gamma$ is good and $-1$ if $\gamma$ is bad.
Proof of Lemma 6.5. Let $\mathcal{SP}(2n)$ be the space of path $\alpha: [0, 1] \to \text{Sp}(2n)$ such that

$$\alpha(0) = I \quad \text{and} \quad \alpha(1) \in \text{Sp}^*(2n) = \{ A \in \text{Sp}(2n) | \det(A - I) \neq 0 \}.$$ 

A symplectic matrix in $\text{Sp}^*(2n)$ is called semi-simple if it can be written as the direct sum of block matrices (with distinct eigenvalues) of the following types:

(I) Eigenvalues in the unit circle: $E_\theta = \begin{pmatrix} \cos \theta & - \sin \theta \\ \sin \theta & \cos \theta \end{pmatrix}, \quad \theta \in S^1$;

(II) Eigenvalues in the real line: $H_\lambda = \begin{pmatrix} \lambda & 0 \\ 0 & \frac{1}{\lambda} \end{pmatrix}, \quad \lambda \in \mathbb{R}$;

(III) Eigenvalues are quadruples: $Q_{a,b} = \begin{pmatrix} a & 0 & -b & 0 \\ 0 & \frac{a+b^2}{a^2+b^2} & 0 & -\frac{b}{a^2+b^2} \\ b & 0 & a & 0 \\ 0 & \frac{b}{a^2+b^2} & 0 & \frac{a}{a^2+b^2} \end{pmatrix}$,

$(a \pm ib)^{\pm 1}$ are eigenvalues.

By density of semi-simple matrices \cite[Proposition 26]{17}, one can assume $\Psi(1)$ is semi-simple. The contribution $d_{u_i}$ to the differential is a locally constant function of the path components of $\mathcal{SP}(2n)$. In particular, one can deform the path $\Psi(t)$ to another path $\Psi'(t)$ via within the same path components such that the end point $\Psi'(1)$ of $\Psi'(t)$ has no blocks of type (III). This is achieved by degenerating the quadruple of eigenvalues $\lambda, \frac{1}{\lambda}$ and $\frac{1}{\lambda}$ to either a pair of eigenvalues $\theta, \bar{\theta}$ on the unit circle with multiplicities two, or to a pair of positive eigenvalues $\lambda^+, \frac{1}{\lambda^+}$ if $\lambda > 0$ and $\lambda^-, \frac{1}{\lambda^-}$ if $\lambda < 0$ with multiplicities two respectively. Therefore without lost of generality, we can assume that the linearized return map $\Psi(1)$ is a direct sum of blocks of type (I) and (II). One can further choose the trivialization $\gamma^* T\tilde{M}$ along $\gamma$ such that $\Psi(t)$ has the following form for convenience

$$\begin{pmatrix} A(t) \\ E_1(t) \\ \vdots \\ E_{n_1}(t) \\ H^+_1(t) \\ \vdots \\ H^+_{n_2}(t) \\ H^-_{n_2}(t) \\ \vdots \\ H^-_1(t) \\ \vdots \\ H^-_{n_3}(t) \end{pmatrix}$$
where

$$A(t) = \begin{pmatrix} 1 & Ct \\ 0 & 1 \end{pmatrix}$$

for some $C > 0$,

$$E_j(t) = R_{\theta_j}(t) = \begin{pmatrix} \cos(\theta_j t) & -\sin(\theta_j t) \\ \sin(\theta_j t) & \cos(\theta_j t) \end{pmatrix}$$

$$H_i^+(t) = P_{a_i}(t) = \begin{pmatrix} e^{a_i t} & 0 \\ 0 & e^{-a_i t} \end{pmatrix}$$

where $\theta_j \in S^1$ and $a_i = \ln(\lambda_i^+)$ for some $\lambda_i^+ > 0$. Here $H_i^-(t)$ is homotopic with fixed end points to the concatenation of $2k$ paths of symplectic matrices given by

$$R_{\pi}(t), \quad P_{a_i}(t)R_{\pi}(1), \quad R_{\pi}(t)P_{a_i}(1)R_{\pi}(1), \quad \ldots, \quad P_{a_i}(t)R_{\pi}(1)P_{a_i}(1) \ldots R_{\pi}(1),$$

where $b_i = \ln(-\lambda_i^-)$ for some $\lambda_i^- < 0$. The resulting concatenated path is piece-wise smooth and continuous when $t = j/2k$ for all $j = 1, 2, \ldots, 2k - 1$.

Due to simple form of the solutions $u_i(s,t) = (ka_i + kt, 0)$ to the Floer equation in $N(\gamma)$, the linearizations can be computed as follow

$$\Psi^i(s,t) = \Psi(t + \alpha_i(s)) \quad \text{and} \quad \Phi^i(s,t) = e^{e h''(\alpha_i(s)) t J_0 B},$$

where $B = \text{Diag}(1, 0, \ldots, 0)$ and $\Psi(t)$ is the linearization of the flow of the unperturbed Hamiltonian $\psi_H$. The matrix

$$\Psi^i(s,1) \cdot \Phi^i(s,1) = \Psi(\alpha_i(s))e^{e h''(\alpha_i(s)) t J_0 B}$$

can be evaluated and equals to

$$\text{Diag}(\tilde{A}(\alpha_i), E_1(\alpha_i), \ldots, E_{n_1}(\alpha_i), H_1^+(\alpha_i), \ldots, H_{n_1}^+(\alpha_i), H_1^-(\alpha_i), \ldots, H_{n_3}^-(\alpha_i)),$$

where

$$\tilde{A}(\alpha_i(s)) = \begin{pmatrix} 1 & C\alpha_i(s) \\ 0 & 1 \end{pmatrix} \begin{pmatrix} e^{h''(\alpha_i(s))} & 0 \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} 1 + C\alpha_i(s)e^{h''(\alpha_i(s))} & C\alpha_i(s) \\ e^{h''(\alpha_i(s))} & 1 \end{pmatrix}.$$

After reparametrizing $\Psi^i(s,1) \cdot \Phi^i(s,1)$ as in Remark 6.6 below, one obtains loops of symmetric matrices $S^i(s)$ given by
Periodic symplectic cohomologies

\[
\begin{pmatrix}
S^A(\alpha_i(s)) & S^T(\alpha_i(s)) \\
\vdots & \vdots \\
S^E_n(\alpha_i(s)) & S^T_n(\alpha_i(s)) \\
S^T_n(\alpha_i(s)) & S^T_n(\alpha_i(s)) \\
S^T_n(\alpha_i(s)) & \ldots \\
S_n(\alpha_i(s)) & \ldots \\
\end{pmatrix}
\]

(6.8) where \( S^A(\alpha_i(s)) = -J_0 \cdot \frac{d}{ds} \tilde{A}(\alpha_i(s)) \cdot \tilde{A}(\alpha_i(s))^{-1}. \)

As \( \Psi^i(s,1) \cdot \Phi^i(s,1) \) is in block diagonal form, and generically one can choose the Morse function \( h_0(t): N(\gamma) \to \mathbb{R} \) such that all crossings of \( \Psi^i(s,1) \cdot \Phi^i(s,1) \) occur in different time. Thus it suffices to analyze the crossings for each block. For the first block \( \tilde{A}(\alpha_i(s)) \) with \( i = 1, 2 \), there exists a crossing \( s_0^i \in \mathbb{R} \) such that \( h_0^i(\alpha_i(s_0^i)) = 0 \) so that \( \det(\tilde{A}(\alpha_i(s_0^i)) - I) = 0 \). This crossing is transverse and \( \ker(\Psi^i(s_0^i,1) \cdot \Phi^i(s_0^i,1) - I) = \text{Span}\{e_1\} \) with \( e_1 = (1,0,\ldots,0) \). By (6.8). One computes the \((1,1)\)-entry of \( S_A(\alpha_i(s)) \) and observes that

\[ q(\Psi^i(s_0^i,1) \cdot \Phi^i(s_0^i,1))e_1 = - \epsilon h''_0(\alpha_i(s)). \]

Since \( \text{sign}(h''_0(\alpha_1(s_0^1))) = - \text{sign}(h''_0(\alpha_2(s_0^2))) \), we have that

\[ \text{sign}(q(\Psi^i(s_0^i,1) \cdot \Phi^i(s_0^i,1))) = - \text{sign}(q(\Psi^2(s_0^2,1) \cdot \Phi^2(s_0^2,1))) \]

for crossings \( s_0^i \) and \( s_0^2 \). One observes that \( s_0^1 \) is the only crossing of \( \Psi^1(s,1) \cdot \Phi^1(s,1) \) as \( 0 \in S^1 \) is taken to be sufficiently closed to zero in the definition of the Morse function \( h_0 \). For \( \Psi^2(s,1) \cdot \Phi^2(s,1) \), each block matrix \( H^T_k(\alpha_2(s)) \) contributes \((k-1)\) more crossings precisely when

(6.9) \[
\text{Tr} \left( R_\pi(\alpha_2(s))P_{\frac{k}{2}}(1) \ldots R_\pi(1) \right) \text{ product of 2j+1 matrices, } j \geq 1 \]

\[
= \text{Tr} \left( e^{\frac{\tau h}{k}} \cos(\alpha_2(s)) \quad -e^{\frac{-\tau h}{k}} \sin(\alpha_2(s)) \right) \left( e^{-\frac{\tau h}{k}} \sin(\alpha_2(s)) \quad e^{\frac{\tau h}{k}} \cos(\alpha_2(s)) \right) = 2.
\]

For each \( 1 \leq j \leq k-1 \), there is only one \( s_j \in \mathbb{R} \) such that (6.9) is satisfied, that is to say that \( \alpha_2(s_j) \) is the only crossing in \((\frac{k}{2}, \frac{j+1}{2})\) for each \( j \). The
kernel of $H_{t}^{-}(\alpha_{2}(s_{j})) - \mathbb{I}$ is 1-dimensional. For each crossing $s_{j}$, we compute the sign of the crossing form by observing that

\begin{equation}
S_{t}^{-}(\alpha_{2}(s)) = \begin{pmatrix} e^{-\frac{2\pi}{\kappa} \pi \alpha'_{2}(s)} & 0 \\
0 & e^{-\frac{2\pi}{\kappa} \pi \alpha'_{2}(s)} \end{pmatrix},
\end{equation}

is negative definite when $\alpha_{2}(s_{j}) \in \left( \frac{j}{k}, \frac{2j+1}{k} \right)$ since $\alpha'_{2}(s) < 0$ for all $s \in \mathbb{R}$. This implies that

\[
\text{sign}(q(\Psi^{2}(s_{j}, 1) \cdot \Phi_{t}^{2}(s_{j}, 1))) < 0 \quad \text{for all} \quad j = 1, \ldots, k - 1
\]
on the 1-dimensional kernel. Since there are $n_{3}$ block matrices whose eigenvalues are negative in the linearized return map $\Psi(1)$, the total contributions of all the crossings provide us the relation

\[
d_{u_{1}} = (-1) \cdot (-1)^{(k-1)n_{3}}d_{u_{2}}.
\]

One observes that $(-1)^{(k-1)n_{3}} = -1$ if and only if both $k - 1$ and $n_{3}$ are odd, which precisely corresponds to the definition of bad Reeb orbits in (5.2). Therefore, we conclude that $d_{u_{1}} = -\epsilon(\gamma)d_{u_{2}}$. \hfill \Box

**Remark 6.6.** To obtain a loop of symmetric matrices in (6.8), one needs to reparametrize the path of symplectic matrices as

\[
\Psi^{i}(\chi(\alpha_{i}(s)), 1) \cdot \Phi_{t}^{i}(\chi(\alpha_{i}(s)), 1),
\]

where $\chi : [0, 1] \to [0, 1]$ is a non-decreasing such that $\chi'(0) = \chi'(1) = 0$. Also, the block matrix $H_{t}^{-}(t)$ in $\Psi(t)$ is only piece-wise smooth. In order to obtain continuous loops $S_{t}^{-}$, we reparametrize $H_{t}^{-}(t)$ to be $H_{t}^{-}(\chi(t))$ with $\chi'(t) = 0$ when $t = \frac{i}{2k}, i = 1, \ldots, 2k - 1$. However the sign of the crossing form is independent of the parametrizations, so we have suppressed the reparametrization $\chi$ in the above proof.

It remains to compute $\Delta_{v_{i}}$ associated to each solution $v_{i}$ of the BV equation in the definition of $\Delta$. We recall that the solutions to the BV equation at $\theta_{i}$ for $i = 1 \ldots k$ are given by

\[
v_{i} : \mathbb{R} \times S^{1} \to S^{1} \times \mathbb{R}^{2n-1}
v_{i}(s, t) = \psi_{i}^{-t}(x_{\alpha_{i}(s)}) = (ka_{i}(s) + kt, 0).
\]

\[
\lim_{s \to -\infty} v_{i}(s, t + \frac{i}{k}) = \bar{\gamma}(t + \frac{i}{k}), \quad \lim_{s \to +\infty} v_{i}(s, t) = \hat{\gamma}(t).
\]
For fixed \( \theta \), the linearization of the equation (3.9) at \( vi \) can be written as

\[
D_{vi} : W^{1,p}(\mathbb{R} \times S^1, S^1 \times \mathbb{R}^{2n-1}) \to L^p(\mathbb{R} \times S^1, S^1 \times \mathbb{R}^{2n-1})
\]

\[
D_{vi}(X) = \partial_s(X) + J_0 \partial_t(X) + \tilde{S}(t + a_i(s)) \cdot X
\]

\[
\lim_{s \to -\infty} \tilde{S}(t + a_i(s)) = \tilde{S}(t + \frac{i}{k}), \quad \lim_{s \to +\infty} \tilde{S}(t + a_i(s)) = \hat{S}(t),
\]

where \( J_0 \tilde{S} \) and \( J_0 \hat{S} \) in \( \text{sp}(2n) \) generates \( \Psi_S(t) \) and \( \Psi_{\hat{S}}(t) \) in \( \text{Sp}(2n) \) respectively. As defined in Section 3.4, each \( vi \in M_{\Delta}(\varphi, \hat{\varphi}) \) induces a map \( \Delta_{vi} : o_{\hat{\varphi}} \to o_{\varphi} \) under (6.11)

\[
\alpha_{\varphi} \otimes |T_{vi} M_{\Delta}(\varphi, \hat{\varphi})| \equiv \det(D_{vi}) \otimes \det(T_{\theta_i} S^1) \otimes \alpha_{\hat{\varphi}}.
\]

If we fix the orientation of \( T_{\theta_i} S^1 \) to be \( \mathbb{R} \langle \frac{\partial}{\partial \theta} \rangle \), then \( \ker(D_{vi}) \) is spanned by \( \epsilon(vi)(f_i(s), 0) \) with \( f_i(s) := \frac{\partial}{\partial s} a_i(s) < 0 \), where \( \epsilon(vi) \) is equal to \( \pm 1 \) if the isomorphism \( \Delta_{vi} : o_{\varphi} \to o_{\hat{\varphi}} \) is given by multiplication by \( \pm 1 \). The value of \( \epsilon(vi) \) is determined by comparing the chosen orientations of two sides of (6.11). The following Lemma [7, Lemma 4.27] is required to compute \( \epsilon(vi) \).

**Lemma 6.7.** Given a loop of nondegenerate symmetric matrices \( S_1(t) \), we define \( S_k(t) = S_1(kt) \) and assume that \( S_k(t) \) is also nondegenerate. Consider operators

\[
T := \partial_s + J_0 \partial_t + S_k \left(t + \frac{\beta(s)}{k}\right),
\]

with \( \beta : \mathbb{R} \to [0, 1] \) a smooth function such that

\[
\lim_{s \to -\infty} \beta(s) = 1, \quad \lim_{s \to +\infty} \beta(s) = 0
\]

and \( |\beta'(s)| < C \) for some small enough constant \( C \), there are actions on \( \mathcal{O} := \mathcal{O}_-(S_k) \) or \( \mathcal{O}(S_k, S) \) defined by

\[
\Psi_T^\rho(D) := T \#_\rho D, \quad \rho \gg 0.
\]

The induced action of \( \Psi_T^\rho \) on \( \text{Det}(\mathcal{O}) \) is orientation reversing if and only if \( k \) is even and the differences of Conley–Zehnder indices \( \mu_{CZ}(\Psi_S) - \mu_{CZ}(\Psi_{\hat{S}}) \) is odd.
Let $T$ be the operator defined in (6.12). The $i$-th iterations of $T$ is defined to be

$$T^i = T^\#_\rho \cdots T^\#_\rho T.$$  

Taking $S_k(t) = \tilde{S}(t)$ in Lemma 6.7, we have

$$T^i = \partial_s + J_0 \partial_t + \tilde{S} \left( t + \frac{i}{k} \beta^i_\rho(s) \right).$$

where $\beta^i_\rho(s) : \mathbb{R} \to [0, 1]$ is another smooth function depending on $\rho$ and $i$ such that

$$\lim_{s \to -\infty} \beta^i_\rho(s) = 1, \quad \lim_{s \to +\infty} \beta^i_\rho(s) = 0 \quad \text{and} \quad |\partial_s \beta^i_\rho(s)| < C.$$

**Lemma 6.8.** For each $\gamma \in \mathcal{P}(H^\tau)$ which corresponds to a $k$-fold Reeb orbit, we have $\Delta v_i = (\epsilon(\gamma))^{i-1} \Delta v_i$ where $\epsilon(\gamma)$ is equal $1$ if $\gamma$ is good, and $-1$ if $\gamma$ is bad.

**Proof.** For each $(\theta_i, v_i) \in M_\Delta(\hat{\gamma}, \bar{\gamma})$, the stabilization of $D_v$

$$\mathcal{D}_{v_i} : T_{\theta_i}S^1 \oplus W^{1,p}(\mathbb{R} \times S^1, S^1 \times \mathbb{R}^{2n-1}) \to L^p(\mathbb{R} \times S^1, S^1 \times \mathbb{R}^{2n-1}),$$  

$$\mathcal{D}_{v_i}(v, X) = v + D_{v_i}(X)$$

is a surjective operator. For $\rho \gg 0$, the glued operator $D_i := T^{i-1}^\#_\rho \mathcal{D}_{v_i}$ is also surjective with a uniformly bounded inverse $Q_i$. It is shown in [6, Corollary 6] or [13, Proposition 9] that restriction of the projection

$$\left( I - Q_i \circ D_i \right)|_{\ker(\mathcal{D}_{v_i})} : \ker(\mathcal{D}_{v_i}) \to \ker(T^{i-1}^\#_\rho \mathcal{D}_{v_i})$$

is an isomorphism. Lemma 6.7 now implies that this isomorphism is explicitly given by

$$\epsilon(v_1)(f_1(s), 0) \mapsto \epsilon(v_1)(\epsilon(\gamma))^{i-1}(f^\#_i(s), 0),$$

where $f^\#_i(s)$ is the extension by zero of $f_i(s)$ in $\ker(\mathcal{D}_{v_i})$ as the operator $T^{i-1}$ has trivial kernel. Since the norm $\|f^\#_i - f_i\|_{W^{1,p}} \to 0$ as $\rho$ approaches $\infty$, we have $f^\#_i(s) < 0$ as well. Then it suffices to show that for each $i$ there is a continuous path of surjective operators connecting $\mathcal{D}_{v_i}$ and $T^{i-1}^\#_\rho \mathcal{D}_{v_i}$.
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in \( O(\tilde{S}(t + \frac{i}{k}), \tilde{S}(t)) \). We consider the path of stabilized operators

\[
\mathcal{D}_i^r : \mathbb{R} \oplus W^{1,p}(\mathbb{R} \times S^1, S^1 \times \mathbb{R}^{2n-1}) \to L^p(\mathbb{R} \times S^1, S^1 \times \mathbb{R}^{2n-1}),
\]

\[
\mathcal{D}_i^r(v, X) = v + \partial_s(X) + J_0 \partial_t(X) + \tilde{S}(t + h_i^r(s))(X),
\]

where \( h_i^r(s) : \mathbb{R} \to S^1 \) is a linear homotopy between \( a_i(s) \) and \( i_k \beta_i^0(s) \#_p a_1(s) \) satisfying

\[
\lim_{s \to -\infty} h_i^r(s) = \frac{i}{k}, \quad \lim_{s \to +\infty} h_i^r(s) = \frac{c_0}{k} \quad \text{for} \quad i = 1, \ldots, k \quad \text{and} \quad r \in [0, 1].
\]

Let \( \ker(\mathcal{D}_i^r) \) be spanned by \((f_i(r, s), 0)\) with

\[
f_i(0, s) = \epsilon(v_i) \cdot f_i(s) \quad \text{and} \quad f_i(1, s) = (\epsilon(\gamma))^{i-1} \epsilon(v_1) \cdot f_i^\#(s).
\]

By linearity of \( \mathcal{D}_i^r \), the sign of \( f_i(r, s) \) is constant sign for all \( r \in [0, 1] \) and for each \( i \), that is,

\[
\text{sign}(\epsilon(v_i)f_i(s)) = \text{sign}(\epsilon(v_1)(\epsilon(\gamma))^{i-1}f_i^\#(s)).
\]

Together with the fact that \( f_i(s) < 0 \) and \( f_i^\#(s) < 0 \), we conclude that

\[
\epsilon(v_i) = (\epsilon(\gamma))^{i-1}\epsilon(v_1), \quad \text{or} \quad \Delta_{v_i} = (\epsilon(\gamma))^{i-1}\Delta_{v_1} \quad \text{for} \quad i = 1, \ldots, k
\]
as claimed. \( \square \)

Having computed the equivariant differential \( \delta^{S^1} \) between \( \hat{\gamma} \) and \( \check{\gamma} \), we present the proof of Theorem 6.1 as follows.

**Proof of Theorem 6.1.** Given \( 0 = l_0 < l_1 < l_2 < \cdots \) with \( l_i \in S \) for \( i \geq 1 \), we set \( \tau_i = \frac{l_i + l_{i+1}}{2} \) and define \( HP_{S^1, \text{loc}}^*(M) \cong \lim \lim HP_{S^1, \text{loc}}^*(M, H^*_\tau) \) as in (5.15). By Lemma 5.4, for fixed \( \tau_i \) there is a filtration induced by (5.8) on \( CF^*(M, H^*_\tau)((u)) \) given by

\[
F^p CF^*(M, H^*_\tau)((u)) = \bigoplus_{\mathcal{A}_{a_\tau}(\gamma) \geq p} \mathbb{Z}(a_\gamma)((u)),
\]
and the associated graded complexes are defined by
\[ G^pCF^*(M, H^\tau_t) := \frac{F^pCP^*(M, H^\tau_t)}{F^{p-1}CP^*(M, H^\tau_t)} = \bigoplus_{a_{r-1} \leq A_{H^\tau_t}(\gamma) \leq a_r, \gamma \in \mathcal{P}(H^\tau_t)} \mathbb{Z} \langle \alpha_\gamma \rangle \langle u \rangle. \]

The $E_0$-page of the spectral sequence associated to this filtration is given by
\[ E_0^{p,q} = G^pCP^{p+q}(M, H^\tau_t). \]

Since we have assumed that all 1-periodic orbits $\gamma$ have distinct action $A_{H^\tau_t}(\gamma)$ by condition (5.5), the associated graded complexes are precisely
\[ G^pCF^*(M, H^\tau_t)((u)) \cong \mathbb{Z} \langle \alpha_\gamma, \alpha_q \rangle \otimes \mathbb{Z} \langle u \rangle. \]

It suffices to compute $\delta_i$ on $\alpha_\gamma$ and $\alpha_q$ to obtain the differential
\[ d_0 : E_0^{p,q} = G^0CP^{p+q}(M, H^\tau_t) \rightarrow E_0^{p,q+1} = G^0CP^{p+q+1}(M, H^\tau_t). \]

Proposition 6.2 implies that for all $p \neq 0$ and $|\tilde{\gamma}| = |\gamma| + 1 = q$, we have
\[ (6.13) \quad \ldots \rightarrow E_0^{p,q-1} \cong \mathbb{Z} \langle \tilde{\gamma} \rangle \rightarrow E_0^{p,q} \cong \mathbb{Z} \langle \gamma \rangle \rightarrow E_0^{p,q+1} \cong \mathbb{Z} \langle u \tilde{\gamma} \rangle \rightarrow \ldots, \]

if $\gamma$ corresponds to a good Reeb orbit on $\partial M$, or
\[ (6.14) \quad \ldots \rightarrow E_0^{p,q-1} \cong \mathbb{Z} \langle \gamma \rangle \rightarrow E_0^{p,q} \cong \mathbb{Z} \langle \gamma \rangle \rightarrow E_0^{p,q+1} \cong \mathbb{Z} \langle u \gamma \rangle \rightarrow \ldots, \]

if $\gamma$ corresponds to a bad Reeb orbit. When $p = 0$, as all 1-periodic orbits $\gamma$ with $A_{H^\tau_t}(\gamma) = 0$ are critical points of the Morse function $H^\tau_t|_{\text{Int}(M)}$, there is no regular solutions to (4.3) for $i \geq 1$. So $\delta_i = 0$ on $E_0^{0,q}$ for $i \geq 1$ and all $q$.

This implies that $d_0 : E_0^{0,q} \rightarrow E_0^{0,q+1}$ agrees with the Floer differential $\delta_0 = d$. Also, it is shown in [25, Theorem 7.3] that for $C^2$-small Morse function $H^\tau_t|_{\text{Int}(M)}$ the differential $\delta_0$ agrees with the Morse differential $d_M$. Together with (6.13) and (6.14), one obtains that the $E_1$-page of the spectral sequence associated to the corresponding filtration on $CP^*(M, H^\tau_t) \otimes \mathbb{Q}$ is given by
\[ E_1^{p,q} = 0, \quad p \geq 1, \quad E_1^{0,q} = H^q(M, \mathbb{Q}) \langle (u) \rangle. \]

We conclude that this spectral sequence degenerates at $E_1$-page and converges to $H^*(M, \mathbb{Q}) \langle (u) \rangle$ for each $\tau_t$. Now for $\tau_t < \tau_j$, there is a natural
inclusion of filtered cochain complexes

\[ \iota_{i,j}: CF^*(M, H^\tau_i)((u)) \otimes \mathbb{Z} \mathbb{Q} \hookrightarrow CF^*(M, H^\tau_j)((u)) \otimes \mathbb{Z} \mathbb{Q}, \]

which induces identity maps between \((E^p,q)^\tau_i\) and \((E^p,q)^\tau_j\) if \(p \leq i\) and zero maps otherwise. As \(\tau_i \to \infty\),

\[ \{(E^p,q)^\tau_i, (d_r)^\tau_i\}_{i \geq 0} \]

forms a direct limit of spectral sequences with respect to \(\iota_{i,j}\). We have shown that \((E^p,q)^\tau_i, (d_r)^\tau_i\) converges to \(H^*(M, \mathbb{Q})((u))\) for all \(\tau_j\), it follows that the direct limit is still \(H^*(M, \mathbb{Q})((u))\). This finishes proof. \(\square\)

7. Periodic symplectic cohomology \(HP^*_S(M)\)

We define periodic symplectic cohomology of a Liouville domain \(HP^*_S(M)\) in this section. Given \(\tau_i \to \infty\) with \(\tau_i \notin S\), we choose a cofinal system of admissible Hamiltonians \(H = \{H^\tau_i\}_{i \geq 0}\) of slope \(\tau_i\). One considers a formal variable \(q\) of degree \(-1\) satisfying \(q^2 = 0\) and set

\[ CF^*(M, H^\tau_i)[q] := CF^*(M, H^\tau_i) \oplus qCF^*(M, H^\tau_i) \quad \text{for all } i. \]

Elements of \(CF^*(M, H^\tau_i)[q]\) are of the form \(a + bq\) for \(a \in CF^*(M, H^\tau_i)\) and \(b \in CF^*(M, H^\tau_i)\). The telescope construction of \(\{CF^*(M, H^\tau_i)\}_{i \geq 1}\) introduced in [3] is given by the following diagram with appropriate Koszul signs omitted.

\[
\begin{array}{ccc}
CF^*(M, H^\tau_i) & \xrightarrow{\kappa_0} & CF^*(M, H^\tau_{i+1}) \\
\downarrow{d} & & \downarrow{d} \\
qCF^*(M, H^\tau_i) & \xrightarrow{\kappa_0} & qCF^*(M, H^\tau_{i+1}) \\
\end{array}
\]

where \(\kappa_0\) is the continuation map associated to the monotone homotopy between \(H^\tau_i\) and \(H^\tau_{i+1}\). Explicitly, this is given by the infinite direct sum

\[ \widehat{CF}^*(M, H) := \bigoplus_{i=1}^{\infty} CF^*(M, H^\tau_i)[q] \]
with the total differential
\[ \hat{\delta}_0(a + qb) = (-1)^{\deg(a)}d(a) + (-1)^{\deg(b)}(qd(b) + \kappa_0(b) - b) \]
for \( a + qb \in \hat{CF}^*(M, H) \). Similarly given \( \delta_j \) with \( j \geq 1 \) in the definition of \( \delta^{S^1} \), we can extend it to an operation \( \hat{\delta}_j \) on \( \hat{CF}^*(M, H) \) by setting
\[ \hat{\delta}_j(a + qb) = (-1)^{\deg(a)}\delta_j(a) + (-1)^{\deg(b)}(q\delta_j(b) + \kappa_j(b)), \]
where \( \kappa_j \colon CF^*(M, H_{t_j}) \to CF^{*-2j}(M, H_{t_j+1}) \) are defined previously in (4.7). Using the facts
\[ \sum_{i+j=k} \delta_i\delta_j = 0 \text{ and } \sum_{i+j=k} \kappa_i\delta_j - \delta_j\kappa_i = 0 \text{ for all } k \geq 0, \]
it can be shown that \( \sum_{i+j=k} \hat{\delta}_i\hat{\delta}_j = 0 \). This implies that the cochain complex \( (\hat{CF}^*(M, H), \{\hat{\delta}_j\}_{j \geq 0}) \) is an \( S^1 \)-complex. The periodic symplectic cohomology of the Liouville domain \( M \) is then defined to be the homology of the cochain complex
\[ (\hat{CF}^*(M, H)((u)), \hat{\delta}^{S^1} = \hat{\delta}_0 + u\hat{\delta}_1 + u^2\hat{\delta}_2 + \cdots). \]
We denote the resulting cohomology groups by \( HP^*_S(M, H) \). In fact, periodic symplectic cohomology is independent of the choice of Hamiltonians \( H = \{H_t\}_{t \geq 0} \), which is shown as follows.

**Proposition 7.1.** Periodic symplectic cohomology \( HP^*_S(M, H) \) is independent of the choice of the sequence of admissible Hamiltonians \( H = \{H_t\}_{t \geq 0} \) used in the definition.

**Proof.** Given another choice of the cofinal system of admissible Hamiltonians \( K = \{K_t\}_{t \geq 0} \), we need to construct a map \( f = (f_0, f_1, \ldots) \) of \( S^1 \)-complexes between \( \hat{CF}^*(M, H) \) and \( \hat{CF}^*(M, K) \). Let \( H \sqcup K \) be the union of the cofinal systems of Hamiltonians. There is a pre-order on \( H \sqcup K \) by slopes of the Hamiltonians. We call \( K_t^{\sigma_{i+m}} \) the \( m \)-th successor of \( H_t^{\sigma_i} \) in \( K \) if \( H_t^{\sigma_i} \) and \( K_t^{\sigma_{i+m}} \) in \( H \sqcup K \) satisfy
\[
H_t^{\sigma_i} \leq H_t^{\sigma_i+1} \leq \cdots \leq H_t^{\sigma_{i+n_i}} \leq K_t^{\sigma_{i+1}} \leq \cdots \leq K_t^{\sigma_{i+m_j}} \leq H_t^{\sigma_{i+n_i+1}}
\]
for some non-negative integers \( n_i \) and \( m_j \). We will define the map \( f \) of \( S^1 \)-complexes on each summand of \( \hat{CF}^*(M, H) \) as follow. For \( a_t \in \)
$CF^*(M, H_t^\tau)$, the map $f_p$ is given by

$$f_p(a_i) = \eta^1_p(a_i) + \eta^2_p(a_i) + \cdots + \eta^m_p(a_i),$$

where $\eta^m_p: CF^*(M, H_t^\tau) \to CF^{*-2p}(M, K_t^\sigma_{j+m})$ is the $p$-th order continuation map associated to the monotone homotopy between $H_t^\tau$ and $K_t^\sigma_{j+m}$ for $m = 1, \ldots, m_j$. To determine the value of $f_p$ on the element $qb_i$ of $qCF^*(M, H_t^\tau)$ with $n_i \geq 1$ and $m < m_j$ in (7.1), we consider the following diagram for each successor $K_t^\sigma_{j+m}$ of $H_t^\tau$ in $\mathbf{K}$:

$$\cdots \xleftarrow{\delta^{\eta^1_p}} CF^*(M, H_t^\tau) \xrightarrow{id} \xrightarrow{\eta^m} qCF^*(M, H_t^\tau) \xrightarrow{h^m} CF^*(M, K_t^\sigma_{j+m}) \xrightarrow{\delta^{\kappa'}} \cdots$$

where $h^m := (h_0^m, h_1^m, \ldots)$ is the $S^1$-equivariant homotopy operator, provided by Lemma [7.2] below, between the maps $\eta^{m+1} \circ \kappa$ and $\kappa' \circ \eta^m$ of $S^1$-complexes $qCF^*(M, H_t^\tau)$ and $CF^*(M, K_t^\sigma_{j+m+1})$. Depending on the ordering of $H_t^\tau$ and $K_t^\sigma_{j+m}$ in (7.1), we define that

$$f_p(qb_i) = \begin{cases} \sum_{s=1}^{m_j} q \eta^*_p(b_i) + \sum_{s=1}^{m_j-1} h^*_p(b_i) & \text{if } n_i \geq 1; \\ \sum_{s=1}^{m_j} q \eta^*_p(b_i) + h^*_p(b_i) & \text{if } n_i = 0. \end{cases}$$

The fact that $h^m$ is a $S^1$-equivariant homotopy operator between the maps $\eta^{m+1} \circ \kappa$ and $\kappa' \circ \eta^m$ of $S^1$-complexes $qCF^*(M, H_t^\tau)$ and $CF^*(M, K_t^\sigma_{j+m+1})$ for all $m \leq m_j$ implies that

$$\sum_{k+l=j} (f_k \delta_l + \delta_l f_k)(qb_i) = 0 \text{ for all } i, j.$$
There is a natural filtration on $\hat{CF}^s(M, H)$ defined by

$$F^k\hat{CF}^s(M, H) = \bigoplus_{i=1}^{k-1} CF^s(M, H^\tau_i)[q] \oplus CF^s(M, H^\tau_k).$$

The natural inclusion $\iota: CF^s(M, H^\tau_k) \to F^k\hat{CF}^s(M, H)$ induces a quasi-isomorphism. For $k \leq l$, there is a commutative diagram

$$\begin{array}{ccc}
CF^s(M, H^\tau_k) & \xrightarrow{\iota} & F^k\hat{CF}^s(M, H) \\
\downarrow{\kappa} & & \downarrow{\iota} \\
CF^s(M, K^\sigma_l) & \xrightarrow{\iota} & F^l\hat{CF}^s(M, K)
\end{array}$$

up to a chain homotopy. This implies that

$$H_*(\hat{CF}^s(M, H), \hat{\delta}_0) \cong \varprojlim HF^s(M, H^\tau_i) \cong SH^*(M).$$

$$H_*(\hat{CF}^s(M, K), \hat{\delta}_0) \cong \varprojlim HF^s(M, K^\sigma_l) \cong SH^*(M).$$

As the restriction $(f_0|_{F^i})_*$ of the induced map $(f_0)_*$ in homology to $F^i\hat{CF}^s(M, H)$ satisfies that

$$(f_0|_{F^i})_*: HF^s(M, H^\tau_i) \to HF^s(M, K^\sigma_{i+m})$$

and $(f_0|_{F^i})_*$ is compatible with the direct system for all $i \geq 0$, the $S^1$-equivariant cochain map $f$ yields a quasi-isomorphism

$$(f)_*: \hat{CF}^s(M, H) \to \hat{CF}^s(M, K).$$

We can then conclude that there is an isomorphism

$$HP^s_{S^1}(M, H) \cong HP^s_{S^1}(M, K)$$

by appealing to Proposition 2.3. □

**Lemma 7.2.** Given admissible Hamiltonians $H_t$ and $K_t$ with $H_t \preceq K_t$, and continuation maps $\kappa = (\kappa_0, \kappa_1, \ldots)$ and $\kappa' = (\kappa'_0, \kappa'_1, \ldots)$ associated to
two different monotone homotopies \((H_{s,t}, J_{s,t})\) and \((H'_{s,t}, J'_{s,t})\), there exists an \(S^1\)-equivariant homotopy operator \(h = (h_0, h_1, \ldots)\) with
\[
h_i: CF^*(M, H_i) \to CF^{*+2i-1}(M, K_i)
\]
such that the relation
\[
(7.2) \quad \kappa_n - \kappa'_n = \sum_{i+j=n} h_i \delta_j + \delta_i h_i
\]
is satisfied for all \(n \geq 0\).

Proof. Given two monotone homotopies \((H_{s,t}, J_{s,t})\) and \((H'_{s,t}, J'_{s,t})\) between \((K_t, J_0)\) and \((H_t, J_1)\), we consider a family of admissible pairs \((H'_{s,t}, J'_{s,t})\) in \(H(M) \times \beta(M)\) parametrized by \([0, 1] \times \mathbb{R}\) such that
\[
H'_{s,t} = \begin{cases} 
H_{s,t} & \text{if } r \in [0, \delta] \\
H'_{s,t} & \text{if } r \in [1 - \delta, 1],
\end{cases} 
\]
for some \(\delta > 0\) sufficiently small. Using the extension procedure described in (4.5), one obtains the Floer data \((H'_{N,s,t}, J'_{N,s,t})\) defined on \(\hat{M} \times S^{2N+1}\) for each \(N\). Let
\[
\tilde{M}^h_t(\gamma_0, \gamma_1) := \tilde{M}^h_t(\gamma_0, \gamma_1, H'_{N,s,t}, J'_{N,s,t}, \tilde{f}_N, \tilde{g}_N)
\]
be the moduli space of triples \((r, u, z)\) where \(r \in [0, 1]\) and \(u: \mathbb{R} \times S^1 \to \hat{M}\), \(z: \mathbb{R} \to S^{2N+1}\) are solutions to the system of equations
\[
(7.3) \quad \begin{cases} 
\partial_s u + J'_{N,s,t}(u)(\partial_t u - X_{H'_{N,s,t}}(u)) = 0, \\
\dot{z} + \nabla \tilde{f}_N(z) = 0,
\end{cases}
\]
with asymptotic behaviors
\[
(7.4) \quad \lim_{s \to -\infty} (u(s, \cdot), z(s)) \in S^1 \cdot (\gamma_0, Z_i), \quad \lim_{s \to \infty} (u(s, \cdot), z(s)) \in S^1 \cdot (\gamma_1, Z_0).
\]
There is a free \(S^1\)-action on the moduli space \(\tilde{M}^h_t(\gamma_0, \gamma_1)\), we denote by \(M^h_t(\gamma_0, \gamma_1)\) the quotient \(\tilde{M}^h_t(\gamma_0, \gamma_1)/S^1\). The linearization of the first equation in (7.3) yields a linear map
\[
D: \mathbb{R} \oplus T_z(S^1 \cdot W^u(Z_i)) \oplus W^{1,p}(\mathbb{R} \times S^1, u^*(\tau \hat{M})) \to L^p(\mathbb{R} \times S^1, u^*(\tau \hat{M}))
\]
where \(p > 2\) and \(W^u(Z_i)\) is the unstable or descending manifold of the critical point \(Z_i\) of index \(2i\) on \(\mathbb{C}P^{2N}\). The Floer data \((H'_{N,s,t}, J'_{N,s,t})\) is regular if
the linear map $D$ is surjective. This is equivalent to surjectivity of the linear map

$$T_r[0, 1] \oplus T_z(S^1 \cdot W^u(Z_i)) \to \ker(D_u),$$

where $D_u$ is the linearized operator associated to an element $(r, u, z)$ in $\tilde{M}_1^R(\gamma_0, \gamma_1)$. For regular Floer data $(H_{N,s,t}^N, J_{N,s,t})$, the dimension of the moduli space $M_1^R(\gamma_0, \gamma_1)$ is $|\gamma_0| - |\gamma_1| + 2i + 1$. Similar to the case of BV operator, there is an short exact sequence

$$(7.5) \quad 0 \to T_u\tilde{M}_1^R(x_0, x_1) \to T_r[0, 1] \oplus T_z(S^1 \cdot W^u(Z_i)) \oplus \ker(D_u) \to \ker(D_u) \to 0,$$

which induces an isomorphism of determinant lines

$$(7.6) \quad \det(T_u\tilde{M}_1^R(\gamma_0, \gamma_1)) \otimes \det(T_uS^1) \cong \det(D_u) \otimes \det(T_r[0, 1]) \otimes \det(T_zS^1) \otimes \det(T_z \cdot W^u(Z_i)).$$

There is another isomorphism given by gluing theory in Section 3.2

$$(7.7) \quad \det(T_u\tilde{M}_1^R(\gamma_0, \gamma_1)) \otimes \det(T_uS^1) \cong \det(D_u).$$

We fix the orientation of $T_r[0, 1]$ to be $\mathbb{R}(\frac{\partial}{\partial r})$ and choose a coherent orientation for each unstable manifold $W^u(Z_i)$ of a critical point $Z_i$ on $\mathbb{C}P^n$. For $|\gamma_0| = |\gamma_1| - 2i - 1$, the moduli space $M_1^R(\gamma_0, \gamma_1)$ is zero-dimensional and $T_u\tilde{M}_1^R(\gamma_0, \gamma_1)$ is canonically trivial. By comparing (7.6) and (7.7), one obtains an isomorphism

$$h_{i,u} : \omega_{\gamma_1} \to \omega_{\gamma_0},$$

for each $u$ in $M_1^R(\gamma_0, \gamma_1)$ with $|\gamma_0| = |\gamma_1| - 2i - 1$. We can then define operations $h_i : CF^*(M, H_t) \to CF^{*-2i-1}(M, K_t)$ by

$$h_i|_{\omega_{\gamma_1}} = \bigoplus_{|\gamma_0| = |\gamma_1| - 2i - 1} \sum_{u \in M_1^R(\gamma_0, \gamma_1)} h_{i,u}.$$

After taking $N \to \infty$, this defines the operation $h_i$ for all $i \geq 0$. By applying the maximum principle to the solutions to the parametrized Floer equation (7.3) with admissible choice of $(H_{s,t}^N, J_{s,t}^N)$, proved in [26], Lemma 19.1, we obtain a compactification $\overline{M}_1^R(\gamma_0, \gamma_1)$ of $M_1^R(\gamma_0, \gamma_1)$ given by the usual Gromov compactness Theorem for all $n \geq 0$. To see the relation (7.2), one needs to exam the boundary of the 1-dimensional manifold $\overline{M}_1^R(\gamma_0, \gamma_1)$ with $|\gamma_0| = |\gamma_1| - 2n$ for each $n$. Let $N$ be an integer such that $N \geq n$. Appealing to the usual gluing argument, we have that the boundary is explicitly given
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by

\begin{equation}
\partial \mathcal{M}_n^S(\gamma_0, \gamma_1) = \mathcal{M}_n^S(\gamma_0, \gamma_1, H_{N,s,t}, J_{N,s,t}) \cup \mathcal{M}_n^S(\gamma_0, \gamma_1, H'_{N,s,t}, J'_{N,s,t}) \cup \bigcup_{i+j=n} \left( \bigcup_{\gamma} \mathcal{M}_i(\gamma_0, \gamma) \times \mathcal{M}_j^h(\gamma, \gamma_1) \cup \bigcup_{\gamma'} \mathcal{M}_i^h(\gamma_0, \gamma') \times \mathcal{M}_j(\gamma', \gamma_1) \right),
\end{equation}

where the equality is to be understood with appropriate orientations. Therefore, we can conclude that \( h = (h_0, h_1, \ldots) \) is an \( S^1 \)-equivariant homotopy operator that satisfies

\[ \kappa_n - \kappa'_n = \sum_{i+j=n} h_i \delta_j + \delta_j h_i. \]

This completes the proof.

Given Proposition 7.1, we can promote our notation of periodic symplectic cohomology to \( H^*_S(M) \). This implies that \( H^*_S(M) \) is an invariant of the completion \( M \) up to Liouville isomorphism.

Remark 7.3. Proposition 7.1 shows that the periodic symplectic cohomologies \( H^*_S(M) \) is independent of the choice of admissible Hamiltonians, so in practice it is convenient to define \( H^*_S(M) \) using autonomous Hamiltonians \( H^\tau \) with specific perturbations \( H = \{ H^\tau \} \) described in Section 5. Namely, we choose a cofinal system of Hamiltonians \( H^\tau \) and define

\[ \widehat{CF}^*(M) := \bigoplus_{i=1}^{\infty} CF^*(M, H^\tau_i)[q]. \]

We equip \( \widehat{CF}^*(M)((u)) \) with the differential \( \widehat{d}^{S^1} = \widehat{d}_0 + u \widehat{d}_1 + u^2 \widehat{d}_2 + \cdots \).

The map \( \widehat{d}_j \) is defined by

\[ \widehat{d}_j(a + qb) = (-1)^{\deg(a)} \delta_j(a) + (-1)^{\deg(b)}(q \delta_j(b) + \kappa_j(b)), \]

where \( \kappa_j : CF^*(M, H^\tau_i) \to CF^{*-2j}(M, H^\tau_{i+1}) \) is now taken to be the action-preserving map \( \kappa_j \). There is a filtered \( S^1 \)-structure on \( \widehat{CF}^*(M) \), and consequently a filtration on \( H^*_S(M) \) by action. It will be convenient to use this formulation to compute \( H^*_S(M) \) in the next section.
8. Computations for the disc and the annulus

8.1. $\mathcal{HP}^*_{S^1, \text{loc}}(D^2)$ for the disk

We consider $\mathbb{C}$ with a primitive of $\hat{\omega} = dx \wedge dy$ given by $\hat{\theta} = \frac{1}{2}(xdy - ydx)$. If we denote $(r, \theta)$ as the polar coordinates on $\mathbb{C}$, the Liouville vector field is given by $Z = r^2 \frac{\partial}{\partial r}$. Since the Liouville vector field is of the form $R \frac{\partial}{\partial R}$ using the cylindrical coordinate on $[1, \infty) \times S^1$, this implies that $r^2 = R$, so that $R \frac{\partial}{\partial R} = r^2 \frac{\partial}{\partial r}$. Similarly, the Reeb vector field $\alpha$ on the contact manifold $S^1 = \{z \in \mathbb{C} ||z| = 1\}$ is given by $2 \frac{\partial}{\partial \theta}$. The periods of Reeb orbits on $S^1$ are $k\pi$ for $k \in \mathbb{Z}^+$. We choose a cofinal system of Hamiltonians $H_{k\pi+1}^*: \mathbb{C} \to \mathbb{R}, k \geq 0$ defined in Section 5 such that $H_{k\pi+1}^*|_{\text{Int}(M)}$ is a negative $C^2$ small Morse function and

$$H_{k\pi+1}^*|_{[1, \infty) \times \partial M} = \begin{cases} \frac{(R-1)^2}{2}, & \text{if } R - 1 \in [0, k\pi + 1]; \\ (k\pi + 1)(R - 1) + C, & \text{if } R - 1 \in [k\pi + 1, \infty). \end{cases}$$

The contact manifold $S^1$ consists only good Reeb orbits which are maps $\gamma^i: S^1 \to S^1 \subset \mathbb{C}$ of degree $i$ for all $i \in \mathbb{Z}^+$. The Reeb orbit $\gamma^i$ of degree $i$ corresponds to the 1-periodic orbit $\gamma_i$ when $R - 1 = i\pi$. One can perturb $H_{k\pi+1}^*$ locally in a neighborhood of each non-constant 1-periodic orbit $\gamma_i$. Using the explicit perturbation

$$H_t^{k\pi+1} := H_{k\pi+1}^* + \sum_{i \geq 1} \epsilon_{k\pi+1}^i f_{\gamma_i},$$

each $\gamma_i$ gives rise to two nondegenerate 1-periodic orbits $\tilde{\gamma}_i, \check{\gamma}_i$ of $H_t^{k\pi+1}$. Their indices can be computed as follows

$$|\gamma_i| = -2i, \quad |\tilde{\gamma}_i| = -2i + 1, i \geq 1.$$

Also, the origin $x_0 := (0, 0)$ in $\mathbb{C}$ is a critical point of $H_t^{k\pi+1}$ for all $k \geq 0$. The index of $x_0$ is the Morse index, that is $|x_0| = 0$. For simplicity, we denote the generator of $CF^*(D^2, H_t^{k\pi+1})$ of index $i$ by $x_i$. Then we have

$$CF^*(D^2, H_t^{k\pi+1}) = \mathbb{Z}(x_0, x_{-1}, \ldots, x_{-2k+1}, x_{-2k}).$$

Since $\delta_i$ preserve the action filtration on $CF^*(D^2, H_t^{k\pi+1})$ defined in (5.8), we have that $\delta_i = 0$ for all $i \geq 2$. Then Proposition 6.2 implies that for
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\[ j = 1, \ldots, k \]
\[ d(x_{-2j}) = 0, \quad \Delta(x_{-2j+1}) = jx_{-2j}. \]

Also, we see that \( \Delta(x_{-2j}) = 0 \) as \( \Delta \) preserves the action filtration on \( CF^*(M, H^{k\pi+1}_t) \) in (5.8). There is precisely one solution to the Floer equation with asymptotic conditions \( x_{-2j+1} \) and \( x_{-2j+2} \) at \( \pm\infty \). This implies that \( d(x_{-2j+1}) = x_{-2j+2} \). Thus we have

\[
\begin{align*}
CF^*(D^2, H^{k\pi+1}_t)((u)) &\cong Z((u))(x_0, x_{-1}, \ldots, x_{-2k+1}, x_{-2k}), \\
\delta^S_i(x_{-2j}) &= 0, \quad \delta^S_i(x_{-2j+1}) = x_{-2j+2} + u_jx_{-2j} \quad \text{for} \quad j = 1, \ldots, k.
\end{align*}
\]

The homology of this cochain complex is

\[
HP^*_S(D^2, H^{k\pi+1}_t) \cong Z((u))([x_{-2k}]).
\]

To determine the homomorphism

\[
(\kappa_{k,k+1}^*)_* : HP^*_S(D^2, H^{k\pi+1}_t) \to HP^*_S(D^2, H^{(k+1)\pi+1}_t),
\]

we consider the continuation map \( \kappa_{k,k+1} \) induced by the monotone homotopy between \( H^{k\pi+1}_t \) and \( H^{(k+1)\pi+1}_t \). As the continuation map \( \kappa_{k,k+1} \) respects action filtration, the cochain complex \( CF^*(D^2, H^{k\pi+1}_t) \) have the same generators as those of \( CF^*(D^2, H^{k\pi+1}_t) \) which we also denote by \( x_i \) for \( i = 0, \ldots, -2k \). For 1-periodic orbit \( \hat{\gamma} \) of \( H^{k\pi+1}_t \) and \( H^{(k+1)\pi+1}_t \), there is precisely one regular solution to the continuation equation given by

\[
u : \mathbb{R} \times S^1 \to N(\gamma), \quad u(s,t) \mapsto \hat{\gamma}(t).
\]

So the continuation map \( \eta_0 \) is the identity. As the values of the Hamiltonians \( H^{k\pi+1}_t \) and \( H^{(k+1)\pi+1}_t \) agree on \( M \cup [1, k\pi + 2] \times \partial M \), the continuation map

\[
k'_0 : CF^*(D^2, H^{k\pi+1}_t) \to CF^*(D^2, H^{(k+1)\pi+1}_t)
\]

is given by the natural inclusion. This implies that \( \kappa_{k,k+1} = \kappa_0 \) is also the natural inclusion

\[
k_{k,k+1} : CF^*(D^2, H^{k\pi+1}_t)((u)) \to CF^*(D^2, H^{(k+1)\pi+1}_t)((u)),
\]

\[
u_j^i x_i \mapsto u^j x_i.
\]

After passing to homology, we have that

\[ (\kappa_{k,k+1})_*([x_{-2k}]) = -(k + 1)u[x_{-2k-2}]. \]
The direct limit with respect to 
$$(\kappa_{k,k+1})_*: \mathcal{H} \times^{\bullet} S_1(D^2, \mathcal{H}^{k+1}) \to \mathcal{H} \times^{\bullet} S_1(D^2, \mathcal{H}^{k+1})$$
is explicitly given by

\[ Z((u))_{[x_0]} \xrightarrow{\mathcal{Z}((u))_{[x_0]} \xrightarrow{u(x_0) + 1}} Z((u))_{[x_0]} \xrightarrow{\mathcal{Z}((u))_{[x_0]} \xrightarrow{2u(x_0) + 1}} Z((u))_{[x_0]} \xrightarrow{\mathcal{Z}((u))_{[x_0]} \xrightarrow{3u(x_0) + 1}} \cdots. \]

Under the homomorphism, \(\psi_k: \mathcal{Z}((u))_{[x_0]} \xrightarrow{\mathcal{Q}((u))_{[x_0]}, a \mapsto a / (u_{[x_0]}^k)} \),
we conclude that \(\mathcal{H} \times^{\bullet} S_1(D^2, \mathcal{H}^{1+1})\) is isomorphic to \(\mathcal{Q}((u))_{[x_0]} \).

which verifies Theorem 6.1 in the case of \(D^2 \subset \mathbb{C}\).

### 8.2. \(\mathcal{H} \times^{\bullet} S_1(D^2)\) for the disk

Let \(H_t^{1+1})\) be the cofinal system of Hamiltonian defined in (8.1). We apply the telescope construction to \(\mathcal{C} \times^{\bullet} S_1(D^2, H_t^{1+1})\) and obtain that

\[ \mathcal{C} \times^{\bullet} S_1(D^2) = \bigoplus_{k=1}^{\infty} \mathcal{C} \times^{\bullet} S_1(D^2, H_t^{1+1})[q]. \]

As shown in Section 7, the sequence of operations \(\hat{\delta}_0, \hat{\delta}_1, \ldots\) gives rise to a \(S^1\)-structure on \(\mathcal{C} \times^{\bullet} S_1(D^2)\). One notices that \(H_*(\mathcal{C} \times^{\bullet} S_1(D^2), \hat{\delta}_0) = \mathcal{S} \times^{\bullet} S_1(D^2)\).
By Corollary 2.3, we conclude that \(\mathcal{H} \times^{\bullet} S_1(D^2) = 0\) as \(\mathcal{S} \times^{\bullet} S_1(D^2) = 0\).

### 8.3. \(\mathcal{H} \times^{\bullet} S_1, \text{loc}(A)\) for the annulus

Let \(A \cong [-1, 1] \times S^1\) be the annulus with coordinate \((r, \theta)\) in \(\mathbb{R} \times S^1 \cong T^* S^1\).
There is a biholomorphism

\[ \iota: T^* S^1 \to \mathbb{C}^*, (r, \theta) \mapsto e^{r + i\theta}, \]

which embeds \(T^* S^1\) into \(\mathbb{C}\). We equip \(A\) with the Liouville structure induced by \(\iota^* \hat{\theta}\), where \(\hat{\theta}\) is the standard Liouville form \(\hat{\theta} = \frac{1}{2} (xy - ydx)\) on \(\mathbb{C}\). We
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consider a cofinal system of autonomous Hamiltonians $H_{i\pi+1} : T^* S^1 \to \mathbb{R}$ with $i \geq 0$ on each cylindrical end $[1, \infty) \times S^1$ defined by

\begin{align}
H_{i\pi+1} &= \begin{cases} 
\frac{(R-1)^2}{2}, & \text{if } R - 1 \in [0, i\pi + 1]; \\
(i\pi + 1)(R - 1) + C, & \text{if } R - 1 \in [i\pi + 1, \infty).
\end{cases}
\end{align}

and $H_{i\pi+1}|_{\text{Int}(A)}$ is a negative $C^2$-small Morse function, which has a minimum at $(0, 0)$ and a maximum at $(0, \frac{1}{2})$ in $A = [-1, 1] \times S^1$. We denote by $\tilde{\gamma}_0, \hat{\gamma}_0$ the minimum and the maximum of $H_{i\pi+1}|_{\text{Int}(\iota(A))}$, respectively. For each $H_{i\pi+1}$, there are $2i$ non-constant 1-periodic orbits denoted by $\gamma_k$ and $\tilde{\gamma}_k$ with $k = 1, \ldots, i$, where $\gamma_k$ and $\tilde{\gamma}_k$ correspond to Reeb orbits of multiplicity $k$ on the two components of $\partial A = S^1 \sqcup S^1$ with opposite orientations. After perturbing $H_{i\pi+1}$ to $H_{i\pi+1}^t$ as before, we obtain that two nondegenerate 1-periodic orbits $\tilde{\gamma}_k, \hat{\gamma}_k$ for each $\gamma_k$ with indices

$$|\tilde{\gamma}_k| = 0 \text{ and } |\hat{\gamma}_k| = 1 \text{ for } k = -i, \ldots, i.$$  

with respect to the trivialization of the tangent space of $T^* S^1$ given by $i^* \alpha$, where $\alpha = \frac{dz}{z}$ is the standard holomorphic form defined on $\mathbb{C}^*$. The Floer cochain complex of $H_{i\pi+1}^t$ is given by

$$CF^*(A, H_{i\pi+1}^t) = \mathbb{Z}\langle \tilde{\gamma}_{-i}, \hat{\gamma}_{-i}, \tilde{\gamma}_{-i+1}, \hat{\gamma}_{-i+1}, \ldots, \tilde{\gamma}_{i-1}, \hat{\gamma}_{i-1}, \tilde{\gamma}_i, \hat{\gamma}_i \rangle.$$  

For $j,k \neq 0$, the generators $\tilde{\gamma}_j$ and $\hat{\gamma}_k$ are in different free homotopy class if $j \neq k$. So we have that $d(\tilde{\gamma}_k) = 0$ if $j \neq k$. Together with that fact

$$d(\tilde{\gamma}_k) = 0 \cdot \tilde{\gamma}_k = 0$$

by Proposition 6.2, one obtains $\delta^{S^1}(\gamma_k) = 0$ for all $k \neq 0$. Moreover, one has

$$\delta^{S^1}(\hat{\gamma}_k) = 0 + ku\hat{\gamma}_k = ku\hat{\gamma}_k \text{ for all } k \neq 0,$$

as $\gamma_k$ corresponds to a good orbit of multiplicity $k$ on $\partial A = S^1 \sqcup S^1$. For $k = 0$, we have $\delta^{S^1}(\tilde{\gamma}_0) = 0$ by degree reasons, and $\delta^{S^1}(\hat{\gamma}_0) = 0$ since the Floer differential $d$ agrees with the Morse differential between $\tilde{\gamma}_0$ and $\hat{\gamma}_0$ and there is no regular solution to the BV operator in this case. This implies
that the homology of \((CP^*(A, H_t^{i\pi+1}), \delta S^1)\) is given by

\[
HP_{S^1}^{even}(M, H_t^{i\pi+1}) \cong \bigoplus_{k \in [-i,i] \cap \mathbb{Z}} \mathbb{Z}/k\mathbb{Z}((u)),
\]

\[
HP_{S^1}^{odd}(M, H_t^{i\pi+1}) \cong \mathbb{Z}((u)),
\]

\[
HP_{S^1}(M, H_t^{i\pi+1}) = \mathbb{Z}((u)) \oplus \bigoplus_{k \in [-i,i] \cap \mathbb{Z}} \mathbb{Z}/k\mathbb{Z}((u)).
\]

For \(H_t^{i\pi+1} \leq H_t^{(i+1)\pi+1}\), higher order continuation maps \(\kappa_i\) vanish for all \(i \geq 1\). Similar to the case of \(D^2\) in \(C\), the continuation map

\[
\kappa_{i,i+1} : CF^*(A, H_t^{i\pi+1})((u)) \to CF^*(A, H_t^{(i+1)\pi+1})((u))
\]

is induced by \(\kappa_0 : CF^*(M, H_t^{i\pi+1}) \to CF^*(M, H_t^{(i+1)\pi+1})\) given by \(\kappa_0\). With respect to

\[
(\kappa_{i,i+1})_* : HP_{S^1}^*(A, H_t^{i\pi+1}) \to HP_{S^1}^*(A, H_t^{(i+1)\pi+1}),
\]

we conclude that

\[
HP_{S^1, loc}^*(A) = \lim_{\kappa} HP_{S^1}^*(A, H_t^{i\pi+1}) = \mathbb{Z}((u)) \oplus \bigoplus_{k \in \mathbb{Z}} \mathbb{Z}/k\mathbb{Z}((u)).
\]

This confirms that \(HP_{S^1, loc}^*(A, \mathbb{Q}) \cong H^*(A, \mathbb{Q})((u)) \cong H^*(S^1, \mathbb{Q})((u))\).

### 8.4. \(HP_{S^1}^*(A)\) for the annulus

Let \(H_t^{i\pi+1}\) be the sequence of admissible Hamiltonian defined in [8.2]. The telescope construction of \(\{CF^*(A, H_t^{i\pi+1})\}_{i \geq 0}\) is given by

\[
\begin{align*}
&Z(\gamma_0, \gamma_0) \\
\xrightarrow{id} &\bigoplus_{\kappa_0} Z(\gamma_0, \gamma_0) \\
\xrightarrow{id} &\bigoplus_{\kappa_0} Z(\gamma_0, \gamma_0) \\
\xrightarrow{id} &\bigoplus_{\kappa_0} Z(\gamma_0, \gamma_0)
\end{align*}
\]

......
By degree reasons, $\delta_i = 0$ for $i \geq 2$ and $\kappa_j = 0$ for $j \geq 1$ in the definition of $\hat{\delta}^{S^1}$. This implies that

\[
\begin{align*}
\hat{\delta}^{S^1}(\overline{\gamma}_0) &= 0, \\
\hat{\delta}^{S^1}(q\overline{\gamma}_0) &= -(\kappa_0(\overline{\gamma}_0) - \overline{\gamma}_0), \\
\hat{\delta}^{S^1}(q\overline{\gamma}_0) &= \kappa_0(\overline{\gamma}_0) - \overline{\gamma}_0, \\
\hat{\delta}^{S^1}(\overline{\gamma}_0) &= 0, \\
\hat{\delta}^{S^1}(qk\overline{\gamma}_0) &= \kappa_0(qk\overline{\gamma}_0) - qk\overline{\gamma}_0, \\
\hat{\delta}^{S^1}(qk\overline{\gamma}_0) &= -(qkuqk + \kappa_0(qk\overline{\gamma}_0) - qk\overline{\gamma}_0) \
&\quad \text{for all } k \in \mathbb{Z}.
\end{align*}
\]

Therefore, we conclude that

\[ HP^{S^1}_*(A) = \left( \mathbb{Z} \oplus \bigoplus_{k \in \mathbb{Z}} \mathbb{Z}/k\mathbb{Z} \right) (\langle u \rangle). \]
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