FLAT METRICS WITH A PRESCRIBED DERIVED COFRAMING

ROBERT L. BRYANT AND JEANNE N. CLELLAND

Abstract. The following problem is addressed: A 3-manifold \( M \) is endowed with a triple \( \Omega = (\Omega^1, \Omega^2, \Omega^3) \) of closed 2-forms. One wants to construct a coframing \( \omega = (\omega^1, \omega^2, \omega^3) \) of \( M \) such that, first, \( d\omega^i = \Omega^i \) for \( i = 1, 2, 3 \), and, second, the Riemannian metric \( g = (\omega^1)^2 + (\omega^2)^2 + (\omega^3)^2 \) be flat.

We show that, in the ‘nonsingular case’, i.e., when the three 2-forms \( \Omega^i \) span at least a 2-dimensional subspace of \( \Lambda^2(T^*_p M) \) and are real-analytic in some \( p \)-centered coordinates, this problem is always solvable on a neighborhood of \( p \in M \), with the general solution \( \omega \) depending on three arbitrary functions of two variables. Moreover, the characteristic variety of the generic solution \( \omega \) can be taken to be a nonsingular cubic.

Some singular situations are considered as well. In particular, we show that the problem is solvable locally when \( \Omega^1, \Omega^2, \Omega^3 \) are scalar multiples of a single 2-form that do not vanish simultaneously and satisfy a nondegeneracy condition. We also show by example that solutions may fail to exist when these conditions are not satisfied.
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1. Introduction

1.1. The problem. Given a 3-manifold $M$ and a triple $\Omega = (\Omega_1, \Omega_2, \Omega_3)$ of closed 2-forms on $M$, it is desired to find a coframing $\omega = (\omega_1, \omega_2, \omega_3)$ (i.e., a triple of linearly independent 1-forms) satisfying the first-order differential equations

$$d\omega^i = \Omega^i$$

and the second-order equations that ensure that the metric

$$g = (\omega^1)^2 + (\omega^2)^2 + (\omega^3)^2$$

be flat.

This question was originally posed in the context of a problem regarding ‘residual stress’ in elastic bodies due to defects, where the existence of solutions to equations (1.1) and (1.2) is related to the existence of residually stressed bodies that also satisfy a global energy minimization condition. See [1] for more details.

1.2. Initial Discussion. As posed, this problem becomes an overdetermined system of equations for the coframing $\omega$, which, in local coordinates $(u^1, u^2, u^3)$, can be specified by choosing the 9 coefficient functions $a^i_j(u)$ in the expansion $\omega^i = a^i_j(u) du^j$. Indeed, (1.1) is a system of 9 first-order equations while the flatness of the metric $g$ as defined in (1.2) is the system of 6 second-order equations $\text{Ric}(g) = 0$. Together, these constitute a system of 15 partial differential equations on the coefficients $a^i_j$ that are independent in the sense that no one of them is a combination of derivatives of the others.

However, the problem can be recast into a different form that makes it more tractable. For simplicity, we will assume that $M$ is connected and simply-connected. The condition that the $\mathbb{R}^3$-valued 1-form $\omega$ define a flat metric $g = \iota_{\omega} \omega$ is then well-known to be equivalent to the condition that $\omega$ be representable as

$$\omega = a^{-1} dx$$

where $x : M \rightarrow \mathbb{R}^3$ is an immersion and $a : M \rightarrow \text{SO}(3)$ is a smooth mapping. This representation is unique up to a replacement of the form $(x, a) \mapsto (Rx + T, Ra)$ where $T \in \mathbb{R}^3$ is a constant and $R \in \text{SO}(3)$ is a constant.

Since $\text{SO}(3)$ has dimension 3, specifying a pair $(x, a) : M \rightarrow \mathbb{R}^3 \times \text{SO}(3)$ is, locally, a choice of 6 arbitrary (smooth) functions on $M$. The remaining conditions on $\omega$ needed to solve our problem,

$$(1.4) \quad d(a^{-1} dx) = -a^{-1} da \wedge a^{-1} dx = \Omega,$$

still constitute 9 independent first-order equations for the ‘unknowns’ $(x, a)$ (which are essentially 6 in number), but these equations are not fully independent: $d\Omega = 0$ by hypothesis, and the exterior derivatives of the three 2-forms on the left hand side of (1.4) also vanish identically for any pair $(x, a)$, which provides 3 ‘compatibility conditions’ for the 9 equations, thereby, at least formally, restoring the ‘balance’ of 6 equations for 6 unknowns. Thus, this rough count gives some indication that the problem might be locally solvable.

\[^1\]In this note, we regard $\mathbb{R}^3$ as columns of real numbers of height 3, though we will, from time to time, without comment, write them as row vectors in the text.
However, caution is warranted. Let \((\bar{\mathbf{x}}, \bar{\mathbf{a}}) : M \to \mathbb{R}^3 \times \text{SO}(3)\) be a smooth mapping and let \(\bar{\Omega} = d(\bar{\mathbf{a}}^{-1} d\mathbf{x})\). Linearizing the equations (1.4) at the ‘solution’ \((\mathbf{x}, \mathbf{a}) = (\bar{\mathbf{x}}, \bar{\mathbf{a}})\) yields a system of differential equations of the form
\[
d(\bar{\mathbf{a}}^{-1}(d\mathbf{y} - b d\mathbf{x})) = \Psi,
\]
where \((\mathbf{y}, \mathbf{b}) : M \to \mathbb{R}^3 \oplus \text{so}(3)\) are unknowns and \(\Psi\) is a closed 2-form with values in \(\mathbb{R}^3\). If one were expecting (1.4) to always be solvable, one might naively expect (1.5) to always be solvable as well, but this is not so: When one linearizes at \((\bar{\mathbf{x}}, \bar{\mathbf{a}}) = (\bar{\mathbf{x}}, I_3)\), the linearized system reduces to
\[
- \mathbf{b} \wedge d\mathbf{x} = \Psi,
\]
where \(\mathbf{b} : M \to \text{so}(3) \simeq \mathbb{R}^3\) is essentially a set of 3 unknowns and \(\Psi\) is a given closed 2-form with values in \(\mathbb{R}^3\). However, as is easily seen, the solvability of (1.6) for \(\mathbf{b}\) imposes a system of 9 independent first-order linear equations on \(\Psi\), while the closure of \(\Psi\) is only a subsystem of 3 independent first-order linear equations on \(\Psi\).

Thus, some care needs to be taken in analyzing the system. Indeed, as Example 2 in Section 4 shows, there exists a \(\Omega\) defined on a neighborhood of the origin in \(\mathbb{R}^3\) for which there is no solution \(\omega = a^{-1} d\mathbf{x}\) to the system (1.4) on an open neighborhood of the origin.

1.3. An exterior differential system. The above observation suggests formulating the problem as an exterior differential system \(\mathcal{I}\) on \(X = M \times \mathbb{R}^3 \times \text{SO}(3)\) that is generated by the three 2-form components of the closed 2-form
\[
\Theta = -\mathbf{a}^{-1} d\mathbf{a} \wedge \mathbf{a}^{-1} d\mathbf{x} - \Omega,
\]
where now, one regards \(\mathbf{x} : X \to \mathbb{R}^3\) and \(\mathbf{a} : X \to \text{SO}(3)\) as projections on the second and third factors.

We will show that, when \(\Omega\) is suitably nondegenerate, this exterior differential system is involutive, i.e., it possesses Cartan-regular integral flags at every point. In particular, if \(\Omega\) is also real-analytic, the Cartan-Kähler Theorem will imply that the original problem is locally solvable.

1.4. Background. For the basic concepts and results from the theory of exterior differential systems that will be needed in this article, the reader may consult Chapter III of [2].

2. Analysis of the exterior differential system

2.1. Notation. Define an isomorphism \([\cdot] : \mathbb{R}^3 \to \text{so}(3)\) (the space of 3-by-3 skew-symmetric matrices) by the formula
\[
[x] = \begin{bmatrix}
x_1 \\
x_2 \\
x_3
\end{bmatrix} = \begin{bmatrix}
0 & x_3 & -x_2 \\
-x_3 & 0 & x_1 \\
x_2 & -x_1 & 0
\end{bmatrix}.
\]
The identity \([\mathbf{a}\mathbf{x}] = \mathbf{a}[\mathbf{x}]\mathbf{a}^{-1}\), which holds for all \(\mathbf{a} \in \text{SO}(3)\) and \(\mathbf{x} \in \mathbb{R}^3\), will be useful, as will the following identities for \(\mathbf{x}, \mathbf{y} \in \mathbb{R}^3\); \(\mathbf{a}\) a 3-by-3 matrix with real

---

2We use a different font in equation (1.4) to emphasize that \(\mathbf{a}, \mathbf{x},\) etc., denote matrix- and vector-valued coordinate functions on \(X\), while \(\mathbf{a}, \mathbf{x},\) etc., denote matrix- and vector-valued functions on \(M\).
entries; \( \alpha \) and \( \beta \) 1-forms with values in \( \mathbb{R}^3 \); and \( \gamma \) a 1-form with values in 3-by-3 matrices:

\[
\begin{align*}
[x]y &= -[y]x \\
[Ax] &= (\text{tr} A)[x] - ^tA[x] - [x]A \\
[x][y] &= y^tx - ^txy\,I_3
\end{align*}
\]

(2.2)

\[
[\alpha] \wedge [\beta] = [\beta] \wedge [\alpha]
\]

Moreover, the immersion \( U \) for some open set \( I \):

\[
\Theta = d\Omega = \omega \\
[\alpha] \wedge [\beta] = ^t\beta \wedge [\alpha] + [\alpha] \wedge [\beta]
\]

(2.3)

\[
t[\alpha] \wedge [\alpha] = -6\,\alpha^1 \wedge \alpha^2 \wedge \alpha^3
\]

\[
[A\alpha] \wedge [\alpha] = \frac{1}{3}(\text{tr} A)I_3 - A[\alpha] \wedge [\alpha].
\]

There is one more identity along these lines that will be useful. It is valid for all \( \mathbb{R}^3 \)-valued 1-forms \( \alpha \) and functions \( A \) with values in \( \text{GL}(3,\mathbb{R}) \):

(2.4)

\[
\xi = a^{-1}\,dx \quad \text{and} \quad [\alpha] = a^{-1}\,da = \begin{pmatrix} 0 & \alpha^3 & -\alpha^2 \\
-\alpha^3 & 0 & \alpha^1 \\
\alpha^2 & -\alpha^1 & 0 \end{pmatrix}.
\]

These 1-forms satisfy the so-called ‘structure equations’, i.e., the identities

(2.5)

\[
d\xi = -[\alpha] \wedge \xi \quad \text{and} \quad da = -\frac{1}{3}[\alpha] \wedge [\alpha].
\]

2.2. **Formulation as an exterior differential systems problem.** Now suppose that, on \( M^3 \), there is specified an \( \mathbb{R}^3 \)-valued, closed 2-form \( \Omega = (\Omega^t) \). Choose an \( \mathbb{R}^3 \)-valued coframing \( \eta = (\eta^t) : TM \to \mathbb{R}^3 \). Then one can write

(2.6)

\[
\Omega = \frac{1}{3}Z[\eta] \wedge [\eta],
\]

where \( Z \) is a function on \( M \) with values in 3-by-3 matrices.

Let \( \mathcal{I} \) be the exterior differential system on \( X^9 = M \times \mathbb{R}^3 \times SO(3) \) that is generated by the three components of the closed 2-form

(2.7)

\[
\Theta = d\xi - \Omega = -[\alpha] \wedge \xi - \frac{1}{3}Z[\eta] \wedge [\eta].
\]

**Proposition 1.** If \( N^3 \subset X \) is an integral manifold of \( \mathcal{I} \) to which \( \eta \) and \( \xi \) pull back to be coframings, then each point of \( N^3 \) has an open neighborhood that can be written as a graph

(2.8)

\[
\{(p, x(p), a(p)) \mid p \in U\} \subset X
\]

for some open set \( U \subset M \) and smooth maps \( x : U \to \mathbb{R}^3 \) and \( a : U \to SO(3) \). Moreover, on \( U \), the coframing \( \omega = a^{-1}\,dx \) satisfies \( d\omega = \Omega \) and the metric \( g = ^t\omega\omega = ^tdx \wedge dx \) is flat.

Conversely, if \( U \subset M \) is a simply-connected open subset on which there exists a coframing \( \omega : TU \to \mathbb{R}^3 \) satisfying (i) \( d\omega = \Omega \), and (ii) the metric \( g = ^t\omega\omega \) be flat, then there exist mappings \( x : U \to \mathbb{R}^3 \) and \( a : U \to SO(3) \) such that \( \omega = a^{-1}\,dx \). Moreover, the immersion \( i : U \to X \) defined by \( i(p) = (p, x(p), a(p)) \) is an integral manifold of \( \mathcal{I} \) that pulls \( \eta \) and \( \xi \) back to be coframings of \( U \).
Proof. The statements in the first paragraph of the Proposition are proved by simply unwinding the definitions and can be left to the reader.

For the converse statements (i.e., the second paragraph), suppose that a coframing \( \omega : TU \to \mathbb{R}^3 \) be given satisfying the two conditions. By the Fundamental Lemma of Riemannian geometry, there exists a unique \( \mathbb{R}^3 \)-valued 1-form \( \phi : TU \to \mathbb{R}^3 \) such that

\[
d\omega = -[\phi] \wedge \omega.
\]

The condition that the metric \( g = t^\omega \omega \) be flat is then the condition that \( d\phi = -\frac{1}{2} [\phi] \wedge \phi \). These equations for the exterior derivatives of \( \omega \) and \( \phi \), together with the simple-connectivity of \( U \), imply that there exist maps \( x : U \to \mathbb{R}^3 \) and \( a : U \to SO(3) \) such that

\[
(2.9) \quad \omega = a^{-1} d x \quad \text{and} \quad [\phi] = a^{-1} d a.
\]

Consequently, \( g = t^\omega \omega \) is equal to \( t^dx \circ dx \), which is flat, by definition. Finally, since \( d\omega = \Omega \), it follows that the graph manifold \( N^3 \subset X \) defined by \( (2.8) \) is an integral manifold of \( \mathcal{I} \). Moreover, since, by construction,

\[
(id_U, x, a)^\ast (\xi) = \omega,
\]

it follows that \( \xi \) and \( \eta \) pull back to \( N^3 \) to be coframings on \( N^3 \).

\[ \square \]

Remark 1. Observe that the 1-forms \( \omega \) and \( \phi \) in equation \( (2.9) \) are the pullbacks to \( U \) of the 1-forms \( \xi \) and \( \alpha \), respectively, on \( \mathbb{R}^3 \times SO(3) \) defined by equation \( (2.4) \). We will continue to use this notation to distinguish between forms on \( \mathbb{R}^3 \times SO(3) \) and their pullbacks via 3-dimensional immersions throughout the paper.

2.3. Integral elements. By Proposition 1 proving existence of local solutions of our problem is equivalent to proving the existence of integral manifolds of \( \mathcal{I} \) to which both \( \xi \) and \( \eta \) pull back to be coframings. (This latter condition is usually referred to as an ‘independence condition’.)

The first step in this approach is to understand the nature of the integral elements of \( \mathcal{I} \), i.e., the candidates for tangent spaces to the integral manifolds of \( \mathcal{I} \).

A (necessarily 3-dimensional) integral element \( E \in \text{Gr}(3, TX) \) of \( \mathcal{I} \) will be said to be admissible if both \( \xi : E \to \mathbb{R}^3 \) and \( \eta : E \to \mathbb{R}^3 \) are isomorphisms.

Proposition 2. All of the admissible integral elements of \( \mathcal{I} \) are Kähler-ordinary.\(^3\)

The set \( V_3(\mathcal{I}, (\xi, \eta)) \) consisting of admissible integral elements of \( \mathcal{I} \) is a submanifold of \( \text{Gr}(3, TX) \), and the basepoint projection \( V_3(\mathcal{I}, (\xi, \eta)) \to X \) is a surjective submersion with all fibers diffeomorphic to \( GL(3, \mathbb{R}) \).

Proof. Let \( (p, x, a) \in X = M \times \mathbb{R}^3 \times SO(3) \), and let \( E \subset T_{(p, x, a)}X \) be a 3-dimensional integral element of \( \mathcal{I} \) to which both \( \xi \) and \( \eta \) pull back to give an isomorphism of \( E \) with \( \mathbb{R}^3 \). Then there will exist a \( P \in GL(3, \mathbb{R}) \) and a 3-by-3 matrix \( Q \) with real entries such that \( E \subset T_{(p, x, a)}X \) is defined as the kernel of the surjective linear mapping

\[
(2.10) \quad (\xi - P \eta, \alpha - Q \eta) : T_{(p, x, a)} \to \mathbb{R}^3 \oplus \mathbb{R}^3.
\]

\(^3\)For definitions of Kähler-ordinary, Cartan-ordinary, etc., see [2] Chapter III, Definition 1.7.
To simplify the notation, set $\bar{\eta} = E^*\eta$. Then, $E^*\xi = P\bar{\eta}$ and $E^*\alpha = QP\bar{\eta}$. The 2-form $\Theta$, which vanishes when pulled back to $E$, becomes

$$0 = E^*\Theta = -(QP\bar{\eta}) \wedge P\bar{\eta} - \frac{1}{2} Z(p) [\bar{\eta}] \wedge \bar{\eta}$$

$$= -\frac{1}{2} \left( (\text{tr} Q)I_3 - T(Q) (P)^{-1} + Z(p) \right) [\bar{\eta}] \wedge \bar{\eta}.$$ 

Since $\bar{\eta} : E \to \mathbb{R}^3$ is an isomorphism, it follows that

$$(\text{tr} Q)I_3 - T(Q) (P)^{-1} + Z(p) = 0,$$

so that, solving for $Q$, one has

$$(2.11) \quad Q = (P^T Z(p) - \frac{1}{2} \text{tr}(P^T Z(p)) I_3)^{-1}.$$ 

Conversely, if $(p, x, a) \in X = M \times \mathbb{R}^3 \times \text{SO}(3)$ and $P \in \text{GL}(3, \mathbb{R})$ are arbitrary and one defines $Q$ via (2.11), then the kernel $E \subset T_{(p, x, a)}X$ of the mapping (2.10) is an admissible integral element of $\mathcal{I}$.

The claims of the Proposition follow directly from these observations. \hfill \Box

### 2.4. Polar spaces and Cartan-regularity

In order to be able to apply the Cartan-Kähler Theorem to prove existence of solutions in the real-analytic category, one needs a stronger result than Proposition 2; one needs to show that there are Cartan-ordinary admissible integral elements, in other words, to establish the existence of ordinary flags terminating in elements of $\mathcal{V}_3(\mathcal{I}, (\xi, \eta))$. This requires some further investigations of the structure of the ideal $\mathcal{I}$ near a given integral element in $\mathcal{V}_3(\mathcal{I}, (\xi, \eta))$.

Let $E \in \mathcal{V}_3(\mathcal{I}, (\xi, \eta))$ be fixed, with $E \subset T_{(p, x, a)}X$, and let $E$ be defined in this tangent space by the 6 linear equations

$$(2.12) \quad \xi - P\eta = \alpha - QP\eta = 0,$$

where $Q$ is given in terms of $P \in \text{GL}(3, \mathbb{R})$ and $Z(p)$ by (2.11). For simplicity, set $\xi_E = (\xi - P\eta)_{(p, x, a)}$ and $\alpha_E = (\alpha - QP\eta)_{(p, x, a)}$, and let $\omega_E = (P\eta)_{(p, x, a)}$. The 9 components of $\xi_E, \alpha_E$, and $\omega_E$ yield a basis of $T_{(p, x, a)}X$, with $E^1 \subset T_{(p, x, a)}X$ being spanned by the components of $\xi_E$ and $\alpha_E$ while $\omega_E : E \to \mathbb{R}^3$ is an isomorphism.

After calculation using (2.11) and the identities (2.12), one then finds that $\Theta_{(p, x, a)}$ has the following expression in terms of $\xi_E, \alpha_E$, and $\omega_E$:

$$(2.13) \quad \Theta_{(p, x, a)} = -[\alpha_E] \wedge \omega_E - [Q\omega_E] \wedge \xi_E - [\alpha_E] \wedge \xi_E$$

$$= -([\alpha_E] + [\xi_E]) \wedge \omega_E - [\alpha_E] \wedge \xi_E.$$ 

The second term in this final expression, $-[\alpha_E] \wedge \xi_E$, lies in $\Lambda^2(E^1)$ and hence plays no role in the calculation of the polar equations of $E$. Hence, the polar spaces for an integral flag of $E$ can be calculated using only $-([\alpha_E] + [\xi_E]) \wedge \omega_E$.

If $(e_1, e_2, e_3)$ is a basis of $E$, let $E_i \subset E$ be the subspace spanned by $\{ e_j | j \leq i \}$ and set $w_i = \omega_E(e_i) \in \mathbb{R}^3$. Then the polar space of $E_i$ is given by

$$H(E_i) = \left\{ v \in T_{(p, x, a)}X \left| ([\alpha_E(v)] + [\xi_E(v)]) w_j = 0, \ j \leq i \right. \right\}.$$ 

Consequently, the codimension $c_i$ of this polar space satisfies

$$c_i \leq 3i$$

for $0 \leq i \leq 3$. Since the codimension of $\mathcal{V}_3(\mathcal{I}, (\xi, \eta))$ in $\text{Gr}(3, TX)$ is 9, which is always greater than or equal to $c_0 + c_1 + c_2$, it follows, by Cartan’s Test, that the flag $(E_0 \subset E_1 \subset E_2 \subset E_3)$ will be Cartan-ordinary if and only if $c_0 + c_1 + c_2 = 9$, i.e., $c_i = 3i$ for $i = 0, 1, 2$. Moreover, this holds if and only if $c_2 = 6$. 

Whether or not there is a 2-plane $E_2 \subset E$ with $c_2 = 6$ evidently depends on $Q$ (which is determined by $E$).

**Example 1.** Suppose that $E$ satisfies $Q = 0$, which, by (2.11), is the case for all of the admissible integral elements based at $(p, x, a)$ if $Z(p) = 0$. In this case, it is clear that $[\alpha_E] + [\xi_E]^Q = [\alpha_E]$ takes values in skew-symmetric 3-by-3 matrices and hence that, for every 2-plane $E_2 \subset E$, one must have $H(E_2) = \ker \alpha_E$, so that $c_2 = 3$. Thus, Cartan’s Inequality is strict, and the integral element $E$ is not Cartan-ordinary.

Note, though, that this does not imply that there are no solutions to the original problem on domains containing $p$ when $Z(p) = 0$; it’s just that Cartan-Kähler cannot immediately be applied in such situations. For example, note that, when $\Omega$ vanishes identically (equivalently, $Z$ vanishes identically), then all of the admissible integral elements of $I$ are contained in the integrable 6-plane field $\alpha = 0$, and, indeed, the general solution $\omega$ is of the form $\omega = dx$ where $x : M \to \mathbb{R}^3$ is any immersion.

For any 3-by-3 matrix $Q$, define $A_Q \subset \mathfrak{gl}(3, \mathbb{R}) = \text{Hom}(\mathbb{R}^3, \mathbb{R}^3)$, the tableau of $Q$, to be the span of the 3-by-3 matrices

$$[x] + [y] Q$$

for $x, y \in \mathbb{R}^3$. The dimension of the vector space $A_Q$ lies between 3 and 6.

It is evident that the polar equations of flags in a given admissible integral element $E$ defined by (2.12) are governed by the properties of the tableau $A_Q$.

To simplify the study of $A_Q$, it is useful to note that it has a built-in equivariance: For $R \in \text{SO}(3)$, one has

$$R([x] + [y] Q) R^{-1} = R[x] R^{-1} + R[y] R^{-1}(RQR^{-1}) = [R x] + [R y] RQR^{-1}.$$  

Hence,

$$(2.15) \quad RA_Q R^{-1} = A_{RQR^{-1}}.$$  

In particular, properties of $A_Q$ such as its dimension, character sequence, and involutivity depend only on the equivalence class of the matrix $Q$ under the action of conjugation by $\text{SO}(3)$. Also, writing $Q = q I_3 + Q_0$ where $\text{tr}(Q_0) = 0$, one has

$$(2.16) \quad [x] + [y] Q = [x + q y] + [y] Q_0.$$  

Thus,

$$(2.17) \quad A_Q = A_{Q_0}.$$  

**Proposition 3.** The tableau $A_Q \subset \mathfrak{gl}(3, \mathbb{R}) = \text{Hom}(\mathbb{R}^3, \mathbb{R}^3)$ has dimension 6 and is involutive with characters $(s_1, s_2, s_3) = (3, 3, 0)$, except when the trace-free part of $Q$ is conjugate by $\text{SO}(3)$ to a matrix of the form

$$(2.18) \quad Q_0 \simeq \begin{pmatrix} -2x & 0 & 0 \\ 0 & x + 3r & 3y \\ 0 & -3y & x - 3r \end{pmatrix}$$

where $(x, y, r)$ are real numbers satisfying either $r^2 = x^2 + y^2$ or $r = y = 0$.

**Proof.** The proof is basically a computation. The conjugation action of $\text{SO}(3)$ on 3-by-3 matrices preserves the splitting of $\mathfrak{gl}(3, \mathbb{R})$ into three pieces: The multiples of the identity (of dimension 1), the subalgebra $\mathfrak{so}(3)$ (of dimension 3), and the traceless symmetric matrices (of dimension 5). Moreover, as is well-known, a symmetric
3-by-3 matrix can be diagonalized by conjugating with an orthogonal matrix. Thus, one is reduced to studying the case in which \( Q_0 \) is written in the form

\[
Q_0 = \begin{pmatrix}
q_1 & p_3 & -p_2 \\
-p_3 & q_2 & p_1 \\
p_2 & -p_1 & q_3
\end{pmatrix}
\]

where \( q_1 + q_2 + q_3 = 0 \).

It is now a straightforward (if somewhat tedious) matter (which can be eased by MAPLE) to check that, when \( A_{Q_0} \) has dimension less than 6 (the maximum possible), two of the \( p_i \) must vanish. Thus, after conjugating by a signed permutation matrix that lies in SO(3), one can assume that \( p_2 = p_3 = 0 \). With this simplification, \( A_{Q_0} \) is seen to have dimension less than 6 if and only if

\[
p_1 \left( p_1^2 + 2q_2^2 + 5q_2q_3 + 2q_3^2 \right) = (q_2 - q_3) \left( p_1^2 + 2q_2^2 + 5q_2q_3 + 2q_3^2 \right) = 0.
\]

Thus, either \( p_1^2 + 2q_2^2 + 5q_2q_3 + 2q_3^2 = 0 \) or \( p_1 = q_2 - q_3 = 0 \). Making the necessary changes of basis, these two cases give the two non-involutive normal forms in (2.18).

It remains to show that, when \( A_Q \) has dimension 6, it actually is involutive with the stated characters \((s_1, s_2, s_3) = (3, 3, 0)\). To do this, return to the general normal form (2.19), and assume that \( A_Q \) has dimension 6. Because \( A_Q \) has codimension 3 in \( \mathfrak{gl}(3, \mathbb{R}) \), it will be involutive with characters \((s_1, s_2, s_3) = (3, 3, 0)\) if and only if it has a non-characteristic covector. Now, the condition that a covector \( z^* = (z_1, z_2, z_3) \in (\mathbb{R}^3)^* \) be characteristic for \( A_Q \) is the condition that the 3-dimensional vector space of rank 1 matrices of the form \( xz^* \) (where \( x \in \mathbb{R}^3 \) and \( z^* = (z_1, z_2, z_3) \) is regarded as a row vector) have a nontrivial intersection with \( A_Q \) in \( \mathfrak{gl}(3, \mathbb{R}) \). This can be expressed as the vanishing of the determinant of a 3-by-3 matrix whose entries are linear in the \( z_i \). In terms of the coefficients \( p_i \) and \( q_i \) of \( Q_0 \) this determinant vanishing can be written as a homogeneous cubic polynomial equation

\[
0 = \sum_{ijk} c_{ijk}(p, q) z_i z_j z_k = c_Q(z^*).
\]

One then finds (again by a somewhat tedious calculation that is eased by MAPLE) that this equation holds identically in \( z^* \) (i.e., that all of the \( c_{ijk}(p, q) \) vanish) if and only if \( Q_0 \) is equivalent to a matrix of the form (2.18) subject to either of the two conditions \( r = y = 0 \) or \( r^2 = x^2 + y^2 \).

Thus, except when \( Q_0 \) is orthogonally equivalent to such matrices, \( A_Q \) has dimension 6 and there exists a non-characteristic covector \( z^* \) for \( A_Q \). As already explained, this implies that \( A_Q \) is involutive, with the claimed Cartan characters.

Remark 2. The SO(3)-orbits of the matrices \( Q \) whose trace-free part \( Q_0 \) is of the form (2.18) with \( r = y = 0 \) forms a closed cone of dimension 4 in the (9-dimensional) space \( \mathfrak{gl}(3, \mathbb{R}) \) of 3-by-3 matrices. Meanwhile, the SO(3)-orbits of the matrices \( Q \) whose trace-free part \( Q_0 \) is of the form (2.18) with \( r^2 = x^2 + y^2 \) forms a closed cone of dimension 6 in \( \mathfrak{gl}(3, \mathbb{R}) \).

Consequently, the set consisting of those \( Q \) for which \( A_Q \) is involutive is an open dense set in the space \( \mathfrak{gl}(3, \mathbb{R}) \).

Remark 3. It does not appear to be easy to determine the condition on \( Q \) that the real cubic curve \( c_Q(z^*) = 0 \) be a smooth, irreducible cubic with two circuits.
This is what one would need in order to have a chance of showing that the (linearized) equation were symmetric hyperbolic, which would be a key step in proving solvability of the original problem in the smooth category.

**Corollary 1.** If \( E \in V_3(I, (\xi, \eta)) \) is defined by equations \((2.12)\), then \( E \) is Cartan-regular if and only if \( Q_0 = Q - \frac{1}{3} \tr(Q)I_3 \) is not orthogonally equivalent to a matrix of the form \((2.18)\), where either \( r = y = 0 \) or \( r^2 = x^2 + y^2 \).

**Proof.** Everything is clear from Proposition \(3\) except possibly the assertion of Cartan-regularity. However, because the characters are \((s_1, s_2, s_3) = (3, 3, 0)\), when \( Q \) avoids the two ‘degenerate’ cones, it follows that, when \( E \in V_3(I, (\xi, \eta)) \) has the property that its \( A_Q \) is involutive, then, for any non-characteristic 2-plane \( E_2 \subset E \), we must have \( H(E_2) = E \), and hence \( H(E) = E \), so that \( E \) must be not only Cartan-ordinary, but also Cartan-regular. \(\square\)

### 3. Involutivity

Finally, we collect all of this information together, yielding our main result:

**Theorem 1.** Let \( \Omega \) be a real-analytic closed 2-form on a 3-manifold \( M \) with values in \( \mathbb{R}^3 \), and suppose that there is no nonzero vector \( v \in T_pM \) such that \( v \cdot \Omega = 0 \). Then there is an open \( p \)-neighborhood \( U \subset M \) on which there exists an \( \mathbb{R}^3 \)-valued coframing \( \omega : TU \to \mathbb{R}^3 \) such that \( d\omega = \Omega_U \) and such that the metric \( g = \omega^\omega \) is flat. Moreover, the space of such coframings \( \omega \) depends locally on 3 functions of 2 variables.

**Proof.** Keeping the established notation, it suffices to show that, if \( Z(p) \) has rank at least 2, then there exists a \( P \in \text{GL}(3, \mathbb{R}) \) such that, when \( Q \) is defined by \((2.11)\), the tableau \( A_Q \) is involutive.

Now, by the hypothesis that there is no nonzero vector \( v \in T_pM \) such that \( v \cdot \Omega = 0 \), the rank of \( Z(p) \) is either 2 or 3. When the rank of \( Z(p) \) is 3, as \( P \) varies over \( \text{GL}(3, \mathbb{R}) \), the matrix \( Q \) varies over an open subset of \( \text{GL}(3, \mathbb{R}) \), and it is clear that, for the generic choice of \( P \), the corresponding \( Q_0 \) will not be \( \text{SO}(3) \)-equivalent to anything in the two ‘degenerate’ cones defined by \((2.18)\) with either \( r = y = 0 \) or \( r^2 = x^2 + y^2 \).

When the rank of \( Z(p) \) is 2, we can assume, after an \( \text{SO}(3) \) rotation, that the bottom row of \( Z(p) \) vanishes and that the first two rows of \( Z(p) \) are linearly independent. It then follows that \( P/(\text{det } P)'Z(p) \) has its last column equal to zero, but that, as \( P \) varies, the first two columns of \( P/(\text{det } P)'Z(p) \) range over all linearly independent pairs of column vectors. Now explicitly computing the polynomial \( c_Q(z^*) \) for the corresponding matrix \( Q \) shows that \( c_Q(z^*) \) does not vanish identically on the set of such matrices, hence it is possible to choose \( P \) so that \( c_Q(z^*) \) does not vanish identically, and the corresponding \( A_Q \) is then involutive, implying that the corresponding admissible integral element \( E \) is Cartan-ordinary.

In either case, there exist Cartan-ordinary admissible integral elements of \( I \) based at \( p \), so the Cartan-Kähler Theorem applies, showing that there exist admissible integral manifolds of \( I \) passing through any point \((p, x, a) \in X^3 \), and hence, by Proposition \(4\) the original problem is solvable in an open neighborhood of \( p \). Moreover, since the last nonzero Cartan character of a generic integral flag is \( s_2 = 3 \), the space of solutions \( \omega \) depends locally on 3 functions of 2 variables, in the sense of Cartan. \(\square\)
4. The Rank 1 Case

If the rank of \(Z(p)\) is either 0 or 1, then, for all values of Q as defined in (2.11) with \(P\) invertible, the tableau \(A_Q\) fails to be involutive, so the Cartan-Kähler Theorem cannot be applied to prove local solvability.

However, as noted in Example 3, this does not necessarily preclude the existence of integral manifolds of \(I\) in a neighborhood of \(p\). Indeed, when \(Z\) vanishes identically on a neighborhood of \(p \in M\), the general solution \(\omega = dx\) (where \(x : M \to \mathbb{R}^3\) is an arbitrary immersion) depends locally on 3 functions of 3 variables; so there are actually more integral manifolds in this case than in the case in which \(Z(p)\) has rank 2 or 3.

Nevertheless, as the following example demonstrates, even local solvability is not guaranteed in general.

Example 2. Set \(\Omega = (\Omega^i) = (\Upsilon, 0, 0)\), where

\[
\Upsilon = u^1 du^2 \wedge du^3 + u^2 du^3 \wedge du^1 - 2u^3 du^1 \wedge du^2.
\]

(Note that in this case, the matrix \(Z\) has rank 1 everywhere except at the origin, where the rank is 0.) We will show that there is no coframing \(\omega = (\omega^i)\) on any neighborhood of \(u = (u^i) = (0, 0, 0)\) such that the metric \(g = \omega \wedge \omega\) is flat. In fact, we will show, more generally, that if \(\omega\) is any coframing on \(M\) such that \(d\omega^2 = d\omega^3 = 0\) and the metric \(g = \omega \wedge \omega\) is flat, then we must have \(\omega^1 \wedge d\omega^1 = 0\).

Meanwhile, \(\Upsilon\) defined as in (4.1) has no nonvanishing factor on any neighborhood of \(u = (u^i) = (0, 0, 0)\). In order to see this, suppose that \(\Upsilon \wedge \beta = 0\), where \(\beta = b_1 du^1 + b_2 du^2 + b_3 du^3\). Then

\[
\begin{align*}
&\ u^1 b_1 + u^2 b_2 - 2u^3 b_3 = 0. \\
\end{align*}
\]

This implies, for example, that \(u^2 b_3\) must vanish on the line \(u^1 = u^2 = 0\) and hence that \(b_3\) must also vanish there. In particular, \(b_3\) must vanish at the origin \(u^i = 0\). Similarly, \(b_1\) and \(b_2\) must also vanish at the origin. Thus, \(\beta\) must vanish at the origin.

To establish the general claim, let \(\omega\) be a coframing on \(M^3\) such that \(d\omega^2 = d\omega^3 = 0\) and the metric \(g = \omega \wedge \omega\) is flat. Writing

\[
\begin{bmatrix}
\omega^1 \\
\omega^2 \\
\omega^3
\end{bmatrix}
=
\begin{bmatrix}
0 & \phi^3 & -\phi^2 \\
-\phi^3 & 0 & \phi^1 \\
\phi^2 & -\phi^1 & 0
\end{bmatrix}
\wedge
\begin{bmatrix}
\omega^1 \\
\omega^2 \\
\omega^3
\end{bmatrix}
=
\begin{bmatrix}
d\omega^1 \\
d\omega^2 \\
d\omega^3
\end{bmatrix},
\]

we see, from the vanishing of \(d\omega^2\) and \(d\omega^3\), that there must exist functions \(a^1, a^2,\) and \(a^3\) such that

\[
\begin{align*}
&\phi^1 = a^1 \omega^1, \\
&\phi^2 = a^2 \omega^1 - a^1 \omega^2, \\
&\phi^3 = a^3 \omega^1 - a^1 \omega^3.
\end{align*}
\]

Consequently, we must have

\[
d\omega^1 = -2a^1 \omega^2 \wedge \omega^3 - a^2 \omega^3 \wedge \omega^1 - a^3 \omega^1 \wedge \omega^2.
\]

Now, the flatness of the metric \(g\) is equivalent to the equations

\[
d\phi^1 - \phi^2 \wedge \phi^3 = d\phi^2 - \phi^3 \wedge \phi^1 = d\phi^3 - \phi^1 \wedge \phi^2 = 0.
\]

However, from the above equations, we see that

\[
0 = d\phi^1 - \phi^2 \wedge \phi^3 = da^1 \wedge \omega^1 - 3(a^1)^2 \omega^2 \wedge \omega^3 - 2a^1 a^2 \omega^3 \wedge \omega^1 - 2a^1 a^3 \omega^1 \wedge \omega^2.
\]
Wedging both ends of this equation with $\omega^1$ yields $-3(a^1)^2 \omega^1 \wedge \omega^2 \wedge \omega^3 = 0$. Hence $a^1 = 0$, and we have
$$d\omega^3 = \omega^1 \wedge (a^2 \omega^3 - a^3 \omega^2).$$
In particular, $\omega^1 \wedge d\omega^3 = 0$, as claimed.

It is worthwhile to carry these calculations with the coframing $\omega$ a little further. Since $a^1 = 0$, we see that $\phi^1 = 0$, and the condition for flatness reduces to $d\phi^2 = d\phi^3 = 0$.

Let us assume that $M$ is connected and simply-connected. Fix a point $p \in M$ and write $\omega^2 = du^2$ and $\omega^3 = du^3$ for unique functions $u^2$ and $u^3$ that vanish at $p$. Since $\omega^1 \wedge d\omega^3 = 0$, it follows that there exists an open $p$-neighborhood $U \subset M$ on which there exists a function $u^1$ vanishing at $p$ such that $\omega^1 = f du^1$ for some nonvanishing function $f$ on $U$. Restricting to a smaller $p$-neighborhood if necessary, we can arrange that $u = (u^1, u^2, u^3) : U \to \mathbb{R}^3$ be a rectangular coordinate chart. Now, computation yields
$$\phi^1 = 0, \quad \phi^2 = -\frac{\partial f}{\partial u^1} du^1, \quad \phi^3 = \frac{\partial f}{\partial u^2} du^1.$$
The remaining flatness conditions $d\phi^2 = d\phi^3 = 0$ then are equivalent to
$$\frac{\partial^2 f}{(\partial u^2)^2} = \frac{\partial^2 f}{\partial u^2 \partial u^3} = \frac{\partial^2 f}{(\partial u^3)^2} = 0.$$ Consequently, $f = f(u^1, u^2, u^3)$ is linear in $u^2$ and $u^3$, so it can be written in the form $f = g_1(u^1) + g_2(u^1)u^2 + g_3(u^1)u^3$ for some functions $g_1, g_2, g_3$. Since $f$ does not vanish on $u^2 = u^3 = 0$, by changing coordinates in $u^1$, we can arrange that $g_1(u^1) = 1$. Thus, the coframing takes the form
$$\omega = ((1+g_2(u^1))u^2+g_3(u^1)u^3) \, du^1, \ du^2, \ du^3,$$
where the $p$-centered coordinates $u^i$ are unique. Conversely, for any two functions $g_2$ and $g_3$ on an interval containing $0 \in \mathbb{R}$, the above coframing has the property that $d\omega^2 = d\omega^3 = 0$ while the metric $g = g \circ \omega$ is flat. Finally, note that $d\omega^1$ is nonvanishing at $u = 0$ if and only if $g_2(0)$ and $g_3(0)$ are not both zero.

In light of Example 2 it is clear that some assumptions will be required in order to ensure that local solutions exist. First, in order to avoid a singularity of the type in Example 2 where $Z$ vanishes at a single point, we will assume that $Z$ has constant rank 1 in some neighborhood $U$ of $p \in M$. This assumption is equivalent to the assumption that the 2-forms $\Omega^1, \Omega^2, \Omega^3$ are scalar multiples of each other and do not simultaneously vanish.

4.1. **Formulation as an exterior differential system.** We will take the following approach: Rather than assuming that $Z$ is specified in advance, we will seek to characterize functions $x : U \to \mathbb{R}^3$, $a : U \to \text{SO}(3)$ such that the components $(\omega^1, \omega^2, \omega^3)$ of the $\mathbb{R}^3$-valued 1-form $\omega = a^{-1} \, dx$ form a local coframing on $U$ with the property that the 2-forms $(d\omega^1, d\omega^2, d\omega^3)$ are pairwise linearly dependent and do not vanish simultaneously. Since this property is invariant under reparametrizations of the domain $U$, it suffices to characterize 3-dimensional submanifolds $N^3 \subset \mathbb{R}^3 \times \text{SO}(3)$ that are graphs of functions with this property. In practice, this means that the coordinates $x = (x^1, x^2, x^3)$ on the open subset $V = x(U) \subset \mathbb{R}^3$ may be regarded as the independent variables on any such submanifold $N^3$, and the map $a : U \to \text{SO}(3)$ may be regarded as a function $a(x)$,
i.e., as a map \( a : V \to \text{SO}(3) \). As in [23] we define the \( \mathbb{R}^3 \)-valued 1-forms \( \xi \) and \( \alpha \) on \( \mathbb{R}^3 \times \text{SO}(3) \) by equation (2.4); we will regard the 1-forms \( (\omega^1, \omega^2, \omega^3) \) as the pullbacks to \( V \) of the 1-forms \( (\xi^1, \xi^2, \xi^3) \) on \( \mathbb{R}^3 \times \text{SO}(3) \).

Any 3-dimensional submanifold \( N^3 \) of the desired form must have the property that the 1-forms \( (\xi^1, \xi^2, \xi^3) \) restrict to be linearly independent on \( N^3 \) and hence form a basis for the linearly independent 1-forms on \( N^3 \). Thus the restrictions of the 1-forms \( (\alpha^1, \alpha^2, \alpha^3) \) to \( N^3 \) may be written as

\[
\alpha^i = y_j^i \xi^j
\]

for some functions \( y_j^i \) on \( N^3 \). Then from the structure equations (2.4), we have

\[
\begin{pmatrix}
\frac{d\xi^1}{d\xi^2} \\
\frac{d\xi^2}{d\xi^3} \\
\frac{d\xi^3}{d\xi^1}
\end{pmatrix} = -\begin{pmatrix}
-(y_2^3 + y_3^3) & y_1^3 & y_2^3 \\
-y_1^3 & y_1^3 & y_3^3 \\
-y_1^3 & -y_2^3 & y_2^3
\end{pmatrix} \begin{pmatrix}
\xi^2 \wedge \xi^3 \\
\xi^3 \wedge \xi^1 \\
\xi^1 \wedge \xi^2
\end{pmatrix}
\]

(4.2)

\[
= -\left((y_j^i) - \text{tr}((y_j^i) I_3)\right) \begin{pmatrix}
\xi^2 \wedge \xi^3 \\
\xi^3 \wedge \xi^1 \\
\xi^1 \wedge \xi^2
\end{pmatrix}
\]

The condition that the 2-forms \( (d\omega^1, d\omega^2, d\omega^3) \) are pairwise linearly dependent and do not vanish simultaneously on \( U \) is equivalent to the condition that the same is true for the 2-forms \( (d\xi^1, d\xi^2, d\xi^3) \) on \( N^3 \), and hence that the matrix in equation (4.2) has rank 1 on \( N^3 \). This, in turn, is equivalent to the condition that

\[
(y_j^i) = \lambda I_3 + M
\]

for some matrix \( M \) of constant rank 1 on \( N^3 \), with \( \lambda = -\frac{1}{2}(\text{tr} M) \).

**Remark 4.** The function \( \lambda \) has the following interpretation: Equations (4.2) imply that on any integral manifold, the 1-forms \( (\omega^1, \omega^2, \omega^3) \) satisfy the equation

\[
\omega^1 \wedge d\omega^1 + \omega^2 \wedge d\omega^2 + \omega^3 \wedge d\omega^3 = -2\lambda \omega^1 \wedge \omega^2 \wedge \omega^3.
\]

(4.3)

As we will see, the cases where \( \lambda = 0 \) and \( \lambda \neq 0 \) behave quite differently.

Since the matrix \( M \) has rank 1 on \( N^3 \), it can be written as

\[
M = v^h w = \begin{pmatrix} v^1 \\ v^2 \\ v^3 \end{pmatrix} \begin{pmatrix} w_1 & w_2 & w_3 \end{pmatrix}
\]

for some nonvanishing \( \mathbb{R}^3 \)-valued functions \( v, w \) on \( N^3 \) that are determined up to a scaling transformation

\[
v \to rv, \quad w \to r^{-1}w.
\]

Without loss of generality, we may take advantage of this scaling transformation to assume that \( v \) is a unit vector at each point of \( N^3 \). Then, since \( \text{tr}(M) = -2\lambda \), we can choose an oriented, orthonormal frame field \((f_1, f_2, f_3)\) along \( N^3 \) with the property that

\[
v = f_1, \quad w = -2\lambda f_1 + \mu f_2
\]

for some real-valued function \( \mu \) on \( N^3 \).

Let \( f \in \text{SO}(3) \) denote the orthogonal matrix

\[
f = [f_1 \ f_2 \ f_3].
\]
Moreover, the immersion \( \iota \) there exist mappings \( \xi \) of the metric \( V \):

\[
\iota \text{ } \therefore \text{ } \iota
\]

Conversely, if \( N^3 \subset X \) is an integral manifold of \( \mathcal{I} \) to which \( \xi \) pulls back to be a coframing, then each point of \( N^3 \) has an open neighborhood that can be written as a graph

\[
\{ (x, a(x), f(x), \lambda(x), \mu(x)) \mid x \in V \} \subset X
\]

for some open set \( V \subset \mathbb{R}^3 \) and smooth maps \( a, f : V \to SO(3) \) and \( \lambda, \mu : V \to \mathbb{R} \). Moreover, on \( V \), the coframing \( \xi = a^{-1} \, dx \) satisfies the structure equations

\[
\begin{align*}
\left( \frac{d}{dx} \right)^1 &= f \left( -2\xi^2 \xi^3 \right) \\
\left( \frac{d}{dx} \right)^2 &= f \left( -2\xi^1 \xi^3 \right) \\
\left( \frac{d}{dx} \right)^3 &= f \left( -2\xi^1 \xi^2 \right)
\end{align*}
\]

and the metric \( g = \xi \circ \xi = d\xi \circ d\xi \) is flat.

Conversely, if \( V \subset \mathbb{R}^3 \) is a simply-connected open subset on which there exists a coframing \( \xi : TV \to \mathbb{R}^3 \) satisfying (i) the 2-forms \( d\xi^i \) are pairwise linearly dependent and nowhere simultaneously vanishing, and (ii) the metric \( g = \xi \circ \xi \) is flat, then there exist mappings \( a, f : V \to SO(3) \) and \( \lambda, \mu : V \to \mathbb{R} \) such that \( \xi = a^{-1} \, dx \). Moreover, the immersion \( \iota : V \to X \) defined by \( \iota(x) = (x, a(x), f(x), \lambda(x), \mu(x)) \) is an integral manifold of \( \mathcal{I} \) that pulls \( \xi \) back to be a coframing of \( V \).

**Proof.** The proof is similar to that of Proposition II. \( \square \)
It turns out that the calculations involved in the analysis of this exterior differential system are much simpler if we introduce the 1-forms
\[
\begin{pmatrix}
\chi^1 \\
\chi^2 \\
\chi^3
\end{pmatrix} = f \begin{pmatrix}
\xi^1 \\
\xi^2 \\
\xi^3
\end{pmatrix}
\]
on $X$ and replace $(\xi^1, \xi^2, \xi^3)$ by the equivalent expressions
\[
\begin{pmatrix}
\xi^1 \\
\xi^2 \\
\xi^3
\end{pmatrix} = f \begin{pmatrix}
\chi^1 \\
\chi^2 \\
\chi^3
\end{pmatrix}.
\]
It is straightforward to show that the 1-forms $(\chi^1, \chi^2, \chi^3)$ satisfy the structure equations
\[
\begin{pmatrix}
d\chi^1 \\
d\chi^2 \\
d\chi^3
\end{pmatrix} = -\left([\varphi] + [\rho\alpha]\right) \wedge \begin{pmatrix}
\chi^1 \\
\chi^2 \\
\chi^3
\end{pmatrix}
\] (4.5)
\[
\equiv -\begin{pmatrix}
0 & \varphi^3 & -\varphi^2 \\
-\varphi^3 & 0 & \varphi^1 \\
\varphi^2 & -\varphi^1 & 0
\end{pmatrix} \wedge \begin{pmatrix}
\chi^1 \\
\chi^2 \\
\chi^3
\end{pmatrix} + \begin{pmatrix}
2\lambda \\
-\mu \\
0
\end{pmatrix} \chi^2 \wedge \chi^3 \mod \mathcal{I},
\]
and we can now write the generators of $I$ as
\[
\begin{pmatrix}
\theta^1 \\
\theta^2 \\
\theta^3
\end{pmatrix} = f \begin{pmatrix}
\alpha^1 \\
\alpha^2 \\
\alpha^3
\end{pmatrix} - \begin{pmatrix}
-\lambda & \mu & 0 \\
0 & \lambda & 0 \\
0 & 0 & \lambda
\end{pmatrix} \begin{pmatrix}
\chi^1 \\
\chi^2 \\
\chi^3
\end{pmatrix}. \tag{4.6}
\]
The exterior differential system $I$ is generated algebraically by the 1-forms $(\theta^1, \theta^2, \theta^3)$ and their exterior derivatives $(d\theta^1, d\theta^2, d\theta^3)$.

The value of $\lambda$ on any particular integral manifold $N^3$ plays a crucial role here. If $\lambda = 0$ on $N^3$, then the 1-forms $(\alpha^1, \alpha^2, \alpha^3)$ are all multiples of the single 1-form $\chi^2$, and therefore the corresponding map $a : V \to SO(3)$ has rank 1; in particular, the image of $a$ is a curve in $SO(3)$. On the other hand, if $\lambda \neq 0$ on $N^3$, then the 1-forms $(\alpha^1, \alpha^2, \alpha^3)$ are linearly independent, and therefore the corresponding map $a : V \to SO(3)$ has rank 3 and is a local diffeomorphism from $V$ onto an open subset of $SO(3)$. Due to these different behaviors, the analysis of this exterior differential system varies considerably depending on whether or not $\lambda$ vanishes, and so we will consider these cases separately.

4.2. The case $\lambda = 0$. Consider the restriction $\tilde{I}$ of $I$ to the codimension 1 submanifold $X$ of $X$ defined by the equation $\lambda = 0$. The rank 1 condition implies that any integral manifold must be contained in the open set where $\mu \neq 0$, and the expressions (4.6) reduce to
\[
\begin{pmatrix}
\theta^1 \\
\theta^2 \\
\theta^3
\end{pmatrix} = \begin{pmatrix}
\alpha^1 \\
\alpha^2 \\
\alpha^3
\end{pmatrix} - \begin{pmatrix}
0 & \mu & 0 \\
0 & 0 & \lambda \\
0 & 0 & 0
\end{pmatrix} \begin{pmatrix}
\chi^1 \\
\chi^2 \\
\chi^3
\end{pmatrix}. \tag{4.7}
\]
Differentiating equations (4.7), reducing modulo $(\theta^1, \theta^2, \theta^3)$, and multiplying on the left by $4f$ yields
\[
\begin{pmatrix}
d\theta^1 \\
d\theta^2 \\
d\theta^3
\end{pmatrix} = \begin{pmatrix}
\pi_1 & \pi_2 & \pi_3 \\
0 & -\pi_1 & 0 \\
0 & \pi_4 & 0
\end{pmatrix} \wedge \begin{pmatrix}
\chi^1 \\
\chi^2 \\
\chi^3
\end{pmatrix} \mod \theta^1, \theta^2, \theta^3, \tag{4.8}
\]

where
\[ \pi_1 = \mu \varphi^3, \quad \pi_2 = d\mu + \mu^2 \chi^3, \quad \pi_3 = -\mu \varphi^1, \quad \pi_4 = \mu \varphi^2. \]

The tableau matrix in equation (4.5) has Cartan characters \( s_1 = 3, \ s_2 = 1, \ s_3 = 0, \) and the space of integral elements at each point of \( X \) is 5-dimensional, parametrized by
\[ \begin{align*}
\pi_1 &= p_1 \chi^2, \\
\pi_2 &= p_1 \chi^1 + p_2 \chi^2 + p_3 \chi^3, \\
\pi_3 &= p_3 \chi^2 + p_4 \chi^3, \\
\pi_4 &= p_5 \chi^2,
\end{align*} \]
with \( p_1, p_2, p_3, p_4, p_5 \in \mathbb{R} \). Since \( s_1 + 2s_2 + 3s_3 = 5 \), the system \( \tilde{I} \) is involutive, with integral manifolds locally parametrized by 1 function of 2 variables.

As a result of this computation and Remark 4, we have the following theorem.

**Theorem 2.** The space of local orthonormal coframings \( (\omega^1, \omega^2, \omega^3) \) on an open subset of \( \mathbb{R}^3 \) whose exterior derivatives \( (d\omega^1, d\omega^2, d\omega^3) \) are pairwise linearly dependent and do not simultaneously vanish and satisfy the additional property that
\[ \omega^1 \wedge d\omega^1 + \omega^2 \wedge d\omega^2 + \omega^3 \wedge d\omega^3 = 0 \]
is locally parametrized by 1 function of 2 variables.

This function count suggests that, if the rank 1 matrix \( Z \) on \( M \) is specified in advance, local solutions are likely to exist for arbitrary, generic choices of \( Z \). More specifically, by Darboux’s Theorem, the rank 1 condition implies that we can find local coordinates \( (u^1, u^2, u^3) \) on some neighborhood \( U \) of any point \( p \in M \) such that
\[ \Omega = z(u^1, u^2) du^1 \wedge du^2 \]
for some smooth, nonvanishing \( \mathbb{R}^3 \)-valued function \( z(u^1, u^2) \). Moreover, by local coordinate transformations of the form \( (u^1, u^2, u^3) \to (\tilde{u}^1(u^1, u^2), \tilde{u}^2(u^1, u^2), \tilde{u}^3(u^1, u^2)) \), we might expect that we could normalize 2 of the 3 functions \( z^i(u^1, u^2) \). For example, if \( d(z^1/z^2)(p) \neq 0 \), then we could choose the functions \( \tilde{u}^1, \tilde{u}^2 \) in a neighborhood of \( p \) such that \( z^1(\tilde{u}^1, \tilde{u}^2) = 1 \) and \( z^2(\tilde{u}^1, \tilde{u}^2) = \tilde{u}^1 \). Then the vector \( \Omega \) is characterized by the remaining single function of 2 variables \( z^3(\tilde{u}^1, \tilde{u}^2) \). Since this function account agrees with that for the space of integral manifolds of \( \tilde{I} \), one might hope that generic choices for the function \( z(u^1, u^2) \) would admit solutions.

In [4.3] we will show that this is in fact the case; specifically, a mild nondegeneracy condition on the function \( z(u^1, u^2) \) suffices to guarantee the existence of solutions. (See Theorem 4 below for details.)

### 4.3. The case \( \lambda \neq 0 \)

Now consider integral manifolds of \( \tilde{I} \) contained in the open subset of \( X \) where \( \lambda \neq 0 \). First we show that there are no integral manifolds on which \( \mu = 0 \). To this end, suppose for the sake of contradiction that \( \mu = 0 \) on some integral manifold \( N^3 \). Then the expressions (4.0) reduce to
\[ \begin{pmatrix}
\theta^1 \\
\theta^2 \\
\theta^3
\end{pmatrix} = \begin{pmatrix}
\alpha^1 \\
\alpha^2 \\
\alpha^3
\end{pmatrix} - f \begin{pmatrix}
-\lambda & 0 & 0 \\
0 & \lambda & 0 \\
0 & 0 & \lambda
\end{pmatrix} \begin{pmatrix}
\chi^1 \\
\chi^2 \\
\chi^3
\end{pmatrix}. \]
Differentiating these equations, reducing modulo \((\theta^1, \theta^2, \theta^3)\), and multiplying on the left by \(\text{tf} \equiv \begin{pmatrix} \pi_1 & \pi_2 & \pi_3 \\ \pi_2 & -\pi_1 & 0 \\ \pi_3 & 0 & -\pi_1 \end{pmatrix} \) yields
\[
\text{tf} \begin{pmatrix} d\theta^1 \\ d\theta^2 \\ d\theta^3 \end{pmatrix} = \begin{pmatrix} \pi_1 & \pi_2 & \pi_3 \\ \pi_2 & -\pi_1 & 0 \\ \pi_3 & 0 & -\pi_1 \end{pmatrix} \begin{pmatrix} \chi^1 \\ \chi^2 \\ \chi^3 \end{pmatrix} \mod \theta^1, \theta^2, \theta^3,
\]
where
\[
\pi_1 = -d\lambda, \quad \pi_2 = 2\lambda \varphi^3 + \lambda^2 \chi^3, \quad \pi_3 = -(2\lambda \varphi^2 + \lambda^2 \chi^2).
\]
Since \(\lambda \neq 0\), the torsion cannot be absorbed and this system has no integral elements, and hence no integral manifolds. Thus we conclude that there are no integral manifolds unless \(\mu \neq 0\), and henceforth we assume that this is the case.

Now, differentiating equations (4.6), reducing modulo \((\theta^1, \theta^2, \theta^3)\), and multiplying on the left by \(\text{tf} \equiv \begin{pmatrix} \pi_1 & \pi_4 & \pi_5 \\ 2\lambda \pi_2 & -\pi_1 & 0 \\ 2\lambda \pi_3 & -\mu \pi_3 & -\pi_1 + \mu \pi_2 \end{pmatrix} \) yields the surprisingly simple formula
\[
\text{tf} \begin{pmatrix} d\theta^1 \\ d\theta^2 \\ d\theta^3 \end{pmatrix} = \begin{pmatrix} \pi_1 & \pi_4 & \pi_5 \\ 2\lambda \pi_2 & -\pi_1 & 0 \\ 2\lambda \pi_3 & -\mu \pi_3 & -\pi_1 + \mu \pi_2 \end{pmatrix} \begin{pmatrix} \chi^1 \\ \chi^2 \\ \chi^3 \end{pmatrix} \mod \theta^1, \theta^2, \theta^3,
\]
where
\[
\pi_1 = -d\lambda + \mu \varphi^3,
\]
\[
\pi_2 = \varphi^3 + \frac{1}{\lambda} \mu \lambda \chi^3,
\]
\[
\pi_3 = -(\varphi^2 + \frac{1}{\lambda} \mu \lambda \chi^2),
\]
\[
\pi_4 = d\mu + 2\lambda \varphi^3 + (3\lambda^2 + \mu^2) \chi^3,
\]
\[
\pi_5 = -\mu \varphi^2 - 2\lambda \varphi^2.
\]
The tableau matrix in equation (4.9) has Cartan characters \(s_1 = 3, s_2 = 2, s_3 = 0\), and the space of integral elements is 6-dimensional, parametrized by
\[
\begin{align*}
\pi_1 &= -2\lambda p_1 \chi^1 + (2\mu p_1 + \mu^2 p_2) \chi^2, \\
\pi_2 &= 2\lambda p_2 \chi^1 + p_1 \chi^2, \\
\pi_3 &= 2\lambda p_3 \chi^1 - \mu p_3 \chi^2 + (p_1 + \mu p_2) \chi^3, \\
\pi_4 &= (2\mu p_1 + \mu^2 p_2) \chi^1 + p_4 \chi^2 + p_5 \chi^3, \\
\pi_5 &= p_5 \chi^2 + p_6 \chi^3,
\end{align*}
\]
with \(p_1, p_2, p_3, p_4, p_5, p_6 \in \mathbb{R}\). Since \(s_1 + 2s_2 + 3s_3 = 7 > 6\), the system \(I\) is not involutive, and we need to prolong.

After some rearranging, we can parametrize the space of integral elements of \(I\) more manageably for computational purposes as
\[
\begin{align*}
d\lambda &= 2\lambda u_3 \chi^1 - \mu u_3 \chi^2 - \frac{1}{2} \lambda \mu \chi^3, \\
d\mu &= (2\mu u_3 - (4\lambda^2 + \mu^2) u_4) \chi^1 + u_1 \chi^2 - (\mu u_5 + \lambda^2 + \mu^2) \chi^3, \\
\varphi^1 &= 2\lambda^2 u_6 \chi^1 + (u_5 - \lambda \mu u_6) \chi^2 + u_2 \chi^3, \\
\varphi^2 &= -\lambda \mu u_6 \chi^1 + \frac{1}{2} (\mu^2 u_6 - \lambda) \chi^2 - u_3 \chi^3, \\
\varphi^3 &= 2\lambda u_4 \chi^1 + (u_3 - \mu u_4) \chi^2 - \frac{1}{2} \lambda \chi^3,
\end{align*}
\]
with \(u_1, u_2, u_3, u_4, u_5, u_6 \in \mathbb{R}\). The prolongation \(I^{(1)}\) of \(I\) is the exterior differential system on the manifold \(X^{(1)} = X \times \mathbb{R}^6\), with coordinates \((u_1, \ldots, u_6)\) on the \(\mathbb{R}^6\).
factor, generated by the 1-forms \((\theta^1, \theta^2, \theta^3)\), together with the 1-forms
\[
\begin{align*}
\theta^4 &= d\lambda - 2\mu u_3 \chi^1 + \mu u_3 \chi^2 + \frac{1}{2} \lambda \mu \chi^3, \\
\theta^5 &= d\mu - (2\mu u_3 - (4\lambda^2 + \mu^2) u_4) \chi^1 - u_1 \chi^2 + (\mu u_5 + \lambda^2 + \mu^2) \chi^3,
\end{align*}
\]
(4.11)
\[
\theta^6 = \varphi^1 - 2\lambda^2 u_6 \chi^1 - (u_5 - \lambda \mu u_6) \chi^2 - u_2 \chi^3,
\]
\[
\theta^7 = \varphi^2 + \lambda \mu u_6 \chi^1 - \frac{1}{2} (\mu^2 u_6 - \lambda) \chi^2 + u_3 \chi^3,
\]
\[
\theta^8 = \varphi^3 - 2\lambda u_4 \chi^1 - (u_3 - \mu u_4) \chi^2 + \frac{1}{2} \lambda \chi^3.
\]

From this point on, the details of the computation become rather unwieldy, so we will just give a sketch of the next few steps.\(^4\) Computing the 2-forms \((d\theta^4, \ldots, d\theta^8)\) and reducing modulo the 1-forms \((\theta^1, \ldots, \theta^8)\) yields a system for which the torsion cannot be absorbed—and hence there are no integral elements—except along the codimension 1 submanifold \(X^1 \subset X^{(1)}\) defined by the equation
\[
2\lambda u_1 - 2\lambda \mu u_2 - 4\lambda^2 u_3 - (4\lambda^2 \mu + \mu^3) u_4 = 0.
\]
(4.12)
Thus any integral manifold of the system \(\mathcal{I}^{(1)}\) on \(X^{(1)}\) must be contained in \(X^1\).

We may parametrize the solution space to equation (4.12) by
\[
\begin{align*}
u_1 &= \mu v_1 + 2\lambda v_2 + (4\lambda^2 \mu + \mu^3) v_4, & \quad u_2 &= v_1, & \quad u_3 &= v_2, \\
u_4 &= 2\lambda v_4, & \quad u_5 &= v_3, & \quad u_6 &= v_5,
\end{align*}
\]
with \(v_1, v_2, v_3, v_4, v_5 \in \mathbb{R}\). Substituting the expressions (4.13) into equations (4.11) yields a new EDS \(\mathcal{I}'\) on \(X' \cong X \times \mathbb{R}^5\) with the property that the integral manifolds of \(\mathcal{I}^{(1)}\) are precisely the integral manifolds of the system \(\mathcal{I}'\) on \(X'\).

Now computing the 2-forms \((d\theta^9, \ldots, d\theta^8)\) and reducing modulo the 1-forms \((\theta^1, \ldots, \theta^8)\) yields a system for which the torsion can be absorbed. The tableau matrix has Cartan characters \(s_1 = 5, s_2 = s_4 = 0\), but the space of integral elements is only 4-dimensional. Since \(s_1 + 2s_2 + 3s_3 = 5 > 4\), the system \(\mathcal{I}'\) is not involutive, and so we need to prolong again. The prolongation \(\mathcal{I}'^{(1)}\) is the EDS on the manifold \(X'^{(1)} = X' \times \mathbb{R}^4\), with coordinates \((w_1, \ldots, w_4)\) on the \(\mathbb{R}^4\) factor, generated by the 1-forms \((\theta^1, \ldots, \theta^8)\), together with the 1-forms
\[
\begin{align*}
\theta^9 &= \pi_9 + w_1 \chi^2 - w_2 \chi^3, \\
\theta^{10} &= \pi_{10}, \\
\theta^{11} &= \pi_{11} + w_2 \chi^2 + w_1 \chi^3, \\
\theta^{12} &= \pi_{12} - 4\lambda^2 w_4 \chi^1 + 2\lambda \mu w_4 \chi^2, \\
\theta^{13} &= \pi_{13} + 2\lambda w_3 \chi^1 - \mu w_3 \chi^2,
\end{align*}
\]
(4.14)
where, for each \(j = 1, \ldots, 5\), the 1-form \(\pi_{j+s}\) has the form
\[
\pi_{j+s} = dv_j - P_{jk} \chi^k,
\]
and the functions \(P_{jk}\) are polynomials in \((v_1, \ldots, v_5)\) with coefficients that are rational functions of \(\lambda\) and \(\mu\) with nonvanishing denominators.

Computing the 2-forms \((d\theta^9, \ldots, d\theta^{13})\) and reducing modulo the 1-forms \((\theta^1, \ldots, \theta^{13})\) yields a system for which the torsion cannot be absorbed—and hence there are

\(^4\)All computations were carried out with the assistance of MAPLE, including the Cartan package which was written by the second author and is available at http://math.colorado.edu/~jnc/Maple.html.
no integral elements—except along the codimension 2 submanifold $X'' \subset X'(1)$ defined by two independent equations that are linear in the variables $(w_1, w_2, w_3, w_4)$. These equations can be solved for $w_3$ and $w_4$, yielding expressions of the form

$$w_3 = \frac{8\mu}{3(4\lambda^2 + \mu^2)^2} (4\lambda v_4 w_1 - \mu v_5 w_2) + \frac{1}{\lambda\mu(4\lambda^2 + \mu^2)^3} P_3,$$

$$w_4 = -\frac{\mu^2}{3\lambda^2(4\lambda^2 + \mu^2)^2} (\mu v_5 w_1 + 4\lambda v_4 w_2) + \frac{1}{\lambda^3(4\lambda^2 + \mu^2)^3} P_4,$$

where $P_3$ and $P_4$ are polynomials in the variables $(\lambda, \mu, v_1, \ldots, v_5)$. Substituting the expressions (4.15) into equations (4.14) yields a new EDS $\mathcal{I}''$ on $X'' \cong X' \times \mathbb{R}^2$ with the property that the integral manifolds of $\mathcal{I}''$ are precisely the integral manifolds of the system $\mathcal{I}'(1)$ on $X''$.

Now computing the 2-forms $(d\theta^1, \ldots, d\theta^8)$ and reducing modulo the 1-forms $(\theta^1, \ldots, \theta^8)$ yields a system of the form

$$d\theta^i \equiv 0 \mod \theta^1, \ldots, \theta^{13}, \quad 1 \leq i \leq 8,$$

$$\begin{pmatrix}
\begin{bmatrix}
0 & \pi_{14} & -\pi_{15} \\
0 & 0 & 0 \\
16\lambda\mu & 3(4\lambda^2 + \mu^2)^2 & \pi_{16} \\
\end{bmatrix} & \begin{bmatrix}
4\mu^2 \\
-\frac{2\mu^3}{3\lambda(4\lambda^2 + \mu^2)^2} & \pi_{15} & \pi_{14} \\
\end{bmatrix} & \begin{bmatrix}
3(4\lambda^2 + \mu^2)^2 & \pi_{17} \\
-\frac{8\mu^2}{3(4\lambda^2 + \mu^2)^2} & 0 \\
\end{bmatrix}
\end{pmatrix} \wedge \begin{pmatrix}
\lambda^1 \\
\chi^2 \\
\chi^3
\end{pmatrix}
$$

$$= \begin{pmatrix}
T^9_{jk} \lambda^j \wedge \lambda^k \\
T^{10}_{jk} \lambda^j \wedge \chi^k \\
T^{11}_{jk} \lambda^j \wedge \chi^k \\
T^{12}_{jk} \chi^j \wedge \chi^k \\
T^{13}_{jk} \chi^j \wedge \chi^k
\end{pmatrix} \mod \theta^1, \ldots, \theta^{13},$$

where

$$\begin{cases}
\pi_{14} \equiv dw_1 \\
\pi_{15} \equiv dw_2 \\
\end{cases} \mod \lambda^1, \chi^2, \chi^3$$

and

$$\pi_{16} = \mu v_5 \pi_{14} + 4\lambda v_4 \pi_{15}, \quad \pi_{17} = 4\lambda v_4 \pi_{14} - \mu v_5 \pi_{15}.$$
admits integral elements, thereby reducing the dimension of the space of integral manifolds, possibly to the point that there are no integral manifolds on which \( v_4^2 + v_5^2 \neq 0 \). Unfortunately, we have not been able to carry out this computation to completion, so we will content ourselves with the statement that the space of integral manifolds on which \( v_4^2 + v_5^2 \neq 0 \) is at most finite-dimensional.

Next, we consider the case where \( v_4 = v_5 = 0 \). In order to characterize integral manifolds satisfying this condition, we must go back to the system \( \mathcal{I} \) on the manifold \( X' \) generated by \( (\theta^1, \ldots, \theta^6) \) and restrict to the codimension 2 submanifold \( Y' \subset X' \) defined by the equations \( v_4 = v_5 = 0 \). Let \( \mathcal{J} \) denote the restriction of \( \mathcal{I} \) to \( Y' \); then \( \mathcal{J} \) is generated by the 1-forms \( (\theta^4, \theta^5, \theta^6) \), together with the 1-forms

\[
\begin{align*}
\theta^4 &= d\lambda - 2\lambda v_2 \chi^1 + \mu v_2 \chi^2 + \frac{1}{2} \lambda \mu \chi^3, \\
\theta^5 &= d\mu - 2\mu v_2 \chi^1 - (\mu v_1 + 2\lambda v_2) \chi^2 + (\mu v_3 + \lambda^2 + \mu^2) \chi^3, \\
\theta^6 &= \varphi^1 - v_3 \chi^2 - v_1 \chi^3, \\
\theta^7 &= \varphi^2 + \frac{1}{2} \lambda \chi^2 + v_2 \chi^3, \\
\theta^8 &= \varphi^3 - v_2 \chi^2 + \frac{1}{2} \lambda \chi^3.
\end{align*}
\]

(4.17)

Computing the 2-forms \( (d\theta^4, \ldots, d\theta^8) \) and reducing modulo the 1-forms \( (\theta^4, \ldots, \theta^8) \) yields a system for which the torsion can be absorbed. The tableau matrix has Cartan characters \( s_1 = 3, s_2 = s_3 = 0 \), but the space of integral elements is only 2-dimensional. Since \( s_1 + 2s_2 + 3s_3 = 3 > 2 \), the system \( \mathcal{J} \) is not involutive, and we need to prolong. The prolongation \( \mathcal{J}^{(1)} \) is the EDS on the manifold \( Y^{(1)} = Y \times \mathbb{R}^2 \), with coordinates \( (q_1, q_2) \) on the \( \mathbb{R}^2 \) factor, generated by the 1-forms \( (\theta^4, \ldots, \theta^8) \), together with the 1-forms

\[
\begin{align*}
\theta^9 &= dv_1 + \left( \frac{1}{2} \lambda v_3 - v_1 v_2 \right) \chi^1 + q_1 \chi^2 + q_2 \chi^3, \\
\theta^{10} &= dv_2 + \left( \frac{1}{2} \lambda^2 - v_2^2 \right) \chi^1 - \frac{1}{4} \lambda \mu \chi^2 + \frac{1}{2} \mu v_2 \chi^3, \\
\theta^{11} &= dv_3 - \left( \frac{1}{2} \lambda v_1 + v_2 v_3 \right) \chi^1 - \left( q_2 - \mu v_1 + 2\lambda \mu (\lambda v_1 - 2v_2 v_3) \right) \chi^2 + (q_1 + v_1^2 + v_2^2 + v_3^2 + \mu v_3 + \lambda^2) \chi^3.
\end{align*}
\]

(4.18)

Computing the 2-forms \( (d\theta^9, d\theta^{10}, d\theta^{11}) \) and reducing modulo the 1-forms \( (\theta^4, \ldots, \theta^{11}) \) yields a system for which the torsion can be absorbed. The tableau matrix has Cartan characters \( s_1 = 2, s_2 = s_3 = 0 \), and the space of integral elements at each point is 2-dimensional. Since \( s_1 + 2s_2 + 3s_3 = 2 \), the system \( \mathcal{J}^{(1)} \) is involutive, with integral manifolds locally parametrized by 2 functions of 1 variable.

As a result of this computation and Remark [4], we have the following theorem.

**Theorem 3.** Aside from a possible finite-dimensional family of solutions (which may be empty), the space of local orthonormal coframings \( (\omega^1, \omega^2, \omega^3) \) on an open subset of \( \mathbb{R}^3 \) whose exterior derivatives \( (d\omega^1, d\omega^2, d\omega^3) \) are pairwise linearly dependent and do not simultaneously vanish and satisfy the additional property that

\[
\omega^1 \wedge d\omega^1 + \omega^2 \wedge d\omega^2 + \omega^3 \wedge d\omega^3 \neq 0
\]

is locally parametrized by 2 functions of 1 variable.

One consequence of this result is that the space of integral manifolds with \( \lambda \neq 0 \) is strictly smaller than the space of integral manifolds with \( \lambda = 0 \), which we recall is locally parametrized by 1 function of 2 variables. In particular, if the function
z(u¹, u²) is specified in advance, there will be no solutions with λ ≠ 0 for generic choices of z. The question of precisely which choices for the function z(u¹, u²) do admit solutions is an interesting one, but we shall not attempt to address it here.

4.4. **Explicit solutions with** λ = 0. We will conclude by showing how to construct explicit solutions with λ = 0 for arbitrary choices of the function z(u¹, u²) that satisfy a certain nondegeneracy condition, which will be described below. First, we will show how to construct local coordinates and a local normal form for a general integral manifold of the system  ˘I on the manifold X. We will need the following well-known fact from linear algebra:

**Lemma 1.** Let v = (v¹, v², v³) be a nonzero vector in R³, and let [v] denote the skew-symmetric matrix

\[
[v] = \begin{pmatrix}
0 & v³ & -v² \\
-v³ & 0 & v¹ \\
v² & -v¹ & 0
\end{pmatrix}.
\]

Then [v] has rank 2, and its kernel is spanned by v. Specifically, for any vector w ∈ R³, we have

\[
^tv[w] = [v]w = 0
\]

if and only if w is a scalar multiple of v.

Let N³ ⊂ X be any integral manifold of  ˘I; in keeping with our conventions, let ω and φ denote the pullbacks to N of ξ and α, respectively. As noted above, the assumption that λ = 0 implies that the map a : V → SO(3) whose graph determines the integral manifold N has rank 1. Therefore, there exists a local coordinate function u¹ on V such that a = a(u¹), and we can write

\[
(4.19) \quad [\phi] = a^{-1}da = \begin{pmatrix}
0 & g³(u¹) & -g²(u¹) \\
-g³(u¹) & 0 & g¹(u¹) \\
g²(u¹) & -g¹(u¹) & 0
\end{pmatrix} du¹
\]

for some smooth functions g²(u¹) on V that do not all vanish simultaneously.

Let g(u¹) denote the R³-valued function g(u¹) = (g¹(u¹), g²(u¹), g³(u¹)). From equation (4.19), the R³-valued 2-form Ω must satisfy

\[
(4.20) \quad \Omega = dw = -[\phi] \wedge \omega = -[g(u¹)] du¹ \wedge \omega.
\]

It follows that each of the 2-forms (Ω¹, Ω², Ω³) must have the 1-form du¹ as a factor. By Darboux’s Theorem, we can find another independent coordinate function u² on V such that each of the 2-forms Ω³ is a multiple of du¹ \wedge du².

Now let u³ be any coordinate function on V that is independent from u¹ and u², so that (u¹, u², u³) form a local coordinate system on V. Let u = (u¹, u², u³) : V → R³ and let U = u(V) ⊂ R³; then we may regard (u¹, u², u³) as local coordinates on N and x and a as functions x : U → R³ and a : U → SO(3).

Next, we can write

\[
\omega = w_3 du³
\]

for some R³-valued functions (w₁, w₂, w₃) on U that are linearly independent at each point of U. Then we have

\[
-[\phi] \wedge \omega = -[g(u¹)] w₂ du¹ \wedge du² - [g(u¹)] w₃ du¹ \wedge du³.
\]
Since the left-hand side is a multiple of $du^1 \wedge du^2$, it follows that $[g(u^1)]w_3 = 0$. Since the vector $w_3$ cannot vanish, it must lie in the kernel of the rank 2 matrix $[g(u^1)]$; therefore, Lemma 2 implies that

$$w_3 = \bar{\mu}(u^1, u^2, u^3)g(u^1)$$

for some smooth, nonvanishing function $\bar{\mu}(u^1, u^2, u^3)$. Setting

$$\bar{u}^3 = \int \bar{\mu}(u^1, u^2, u^3) du^3,$$

we have

$$w_3 du^3 = g(u^1) \bar{\mu}(u^1, u^2, u^3) du^3$$

$$= g(u^1) \bar{u}^3 \mod du^1, du^2.$$

So, via the local coordinate transformation $(u^1, u^2, u^3) \to (u^1, u^2, \bar{u}^3)$, we can arrange that $w_3 = g(u^1)$.

We now have

$$\omega = w_1 du^1 + w_2 du^2 + g(u^1) du^3. \tag{4.21}$$

Differentiating gives

$$\Omega = d\omega = -(w_2)_3 du^2 \wedge du^3 + ((w_1)_3 - g'(u^1)) du^3 \wedge du^1$$

$$+ ((w_2)_1 - (w_1)_2) du^1 \wedge du^2, \tag{4.22}$$

where subscripts outside parentheses indicate partial derivatives with respect to the coordinates $u^i$. On the other hand, substituting (4.21) into (4.20) yields

$$\Omega = -[g(u^1)] w_2 du^1 \wedge du^2. \tag{4.23}$$

Comparing (4.22) and (4.23) yields the differential equations

$$\begin{align*}
(w_2)_3 &= 0, & (w_2)_3 &= g'(u^1), & (w_2)_1 - (w_1)_2 &= -[g(u^1)] w_2. \tag{4.24}
\end{align*}$$

The first two equations in (4.24) imply that $w_1, w_2$ have the form

$$w_1 = u^3 g'(u^1) + h_1(u^1, u^2), \quad w_2 = h_2(u^1, u^2)$$

for some $\mathbb{R}^3$-valued functions $h_1, h_2$ of $(u^1, u^2)$ alone. Then the third equation in (4.24) implies that

$$(h_1)_2 = (h_2)_1 + [g(u^1)] h_2. \tag{4.25}$$

The general solution to this equation is

$$h_1 = (k)_1 + [g(u^1)] k, \quad h_2 = (k)_2,$$

where $k(u^1, u^2)$ is an arbitrary, smooth $\mathbb{R}^3$-valued function of $(u^1, u^2)$.

We now have

$$\omega = ((u^3 g'(u^1) + k_1(u^1, u^2) + [g(u^1)] k(u^1, u^2)) du^1$$

$$+ k_2(u^1, u^2) du^2 + g(u^1) du^3, \tag{4.26}$$

where $k_i(u^1, u^2)$ denotes $\frac{\partial}{\partial u^i}(k(u^1, u^2))$. (Note that $k(u^1, u^2)$ must be chosen so that the components of $\omega$ are linearly independent at each point of $U$.) Moreover, we have

$$\Omega = -[\phi] \wedge \omega = -[g(u^1)] k_2(u^1, u^2) du^1 \wedge du^2.$$
simultaneously. What conditions must $\Omega$ satisfy in order to guarantee the existence of a local coordinate system $(u^1)$ on $U$ and $\mathbb{R}^3$-valued functions $g(u^1), k(u^1, u^2)$ so that the coframing $\omega$ given by (4.25) satisfies the condition $d\omega = \Omega$?

First note that, by Darboux’s Theorem, we can find local coordinates $(u^1, u^2, u^3)$ on $U$ such that

$$\Omega = z(u^1, u^2)du^1 \wedge du^2$$

for some smooth, nonvanishing $\mathbb{R}^3$-valued function $z(u^1, u^2)$. Moreover, under any change of coordinates of the form $(u^1, u^2, u^3) \to (\tilde{u}^1(u^1, u^2), \tilde{u}^2(u^1, u^2), \tilde{u}^3(u^1, u^2)), \tilde{z}(u^1, u^2)$, each of the functions $z^i(u^1, u^2)$ is multiplied by the determinant of the Jacobian of the coordinate transformation. Thus, it is geometrically natural to regard $z$ as defining a map $[z]$ into $\mathbb{RP}^2$, and this map is unchanged by coordinate transformations of this form.

The following theorem shows that a mild nondegeneracy condition on the function $[z]$ is sufficient to guarantee the existence of solutions.

**Theorem 4.** Let $\Omega = z(u^1, u^2)du^1 \wedge du^2$, where $z : M \to \mathbb{R}^3 \setminus \{0\}$ is a smooth, nonvanishing function. Let $[z] : M \to \mathbb{RP}^2$ denote the composition of $z : M \to \mathbb{R}^3 \setminus \{0\}$ with the standard projection $\mathbb{R}^3 \setminus \{0\} \to \mathbb{RP}^2$, and suppose that either,

1. the image of $[z]$ is contained in a line in $\mathbb{RP}^2$, or
2. $d[z]$ is nonvanishing on $M$.

Then every point of $M$ has a neighborhood $U$ on which there exist functions $a : U \to SO(3), x : U \to \mathbb{R}^3$ such that the map $a$ has rank 1 and the components $(\omega^1, \omega^2, \omega^3)$ of the $\mathbb{R}^3$-valued 1-form $\omega = a^{-1}dx$ form a local coframing on $U$ and $d\omega = \Omega$.

**Proof.** We will show that, possibly after a coordinate transformation of the form $(u^1, u^2, u^3) \to (\tilde{u}^1(u^1, u^2), \tilde{u}^2(u^1, u^2), \tilde{u}^3(u^1, u^2), u^3)$, we can find $\mathbb{R}^3$-valued functions $g(u^1), k(u^1, u^2)$ such that

$$(4.27) \quad -[g(u^1)]k_2(u^1, u^2) = z(u^1, u^2).$$

It is important to observe that the matrix $[g(u^1)]$ necessarily has rank 2, and equation (4.27) requires that, for any fixed value of $u^1$, the vector $z(u^1, u^2)$ be contained in the image of $[g(u^1)]$ for all values of $u^2$. This, in turn, is true if and only if

$$(4.28) \quad {^t}g(u^1)z(u^1, u^2) = 0.$$ 

There may not initially appear to exist such a function $g(u^1)$ depending on $u^1$ alone, but under the hypotheses of the theorem, we can find refined local coordinates and a nonvanishing function $g(u^1)$ for which this condition holds. For instance:

- If the image of $[z]$ is contained in a line in $\mathbb{RP}^2$, then there exist constants $a_1, a_2, a_3 \in \mathbb{R}$, not all zero, such that
  
  $$a_1z^1(u^1, u^2) + a_2z^2(u^1, u^2) + a_3z^3(u^1, u^2) = 0.$$

  In this case, let $g = ^t(a_1, a_2, a_3)$.

- If $d[z]$ is nonvanishing on $U$, then in some neighborhood of every point, at least one of the ratios $z^i/z^j$ has no critical points. If, say, the ratio $r(u^1, u^2) = z^2/z^1$ is nonconstant and has no critical points, then in a neighborhood of any point we can make a change of coordinates of the form $(u^1, u^2, u^3) \to (\tilde{u}^1(u^1, u^2), \tilde{u}^2(u^1, u^2), u^3)$ with $\tilde{u}^1 = r(u^1, u^2)$, so that in the new coordinates we have $z^2 = u^1z^1$. After performing this coordinate transformation, let $g(u^1) = ^t(u^1, -1, 0)$. 

Now, having constructed the desired local coordinate system and function \( g(u^1) \), let \( k_2(u^1, u^2) \) be a smooth solution of the linear system of equations (4.27). As noted above, this equation can be solved for \( k_2(u^1, u^2) \) precisely because the condition (4.28) is exactly the condition required to ensure that for every \((u^1, u^2)\), the vector \( z(u^1, u^2) \) lies in the image of the rank 2 matrix \([g(u^1)]\).

Now let
\[
(4.29) \quad k(u^1, u^2) = \int k_2(u^1, u^2) \, du^2 + \tilde{k}(u^1),
\]
where the function \( \tilde{k}(u^1) \) may be chosen arbitrarily, and define \( \omega \) by equation (4.25).

By construction, \( \omega \) satisfies \( d\omega = \Omega \) and so is the desired coframing.

The only detail remaining to check is that the components \( w_j \) of \( \omega \) in (4.25) are linearly independent, so that \((\omega_1, \omega_2, \omega_3)\) is a coframing on \( U \). First, observe that \( w_3 = g(u^1) \) lies in the kernel of \([g(u^1)]\). The vector \( w_2 = k_2(u^1, u^2) \), however, must satisfy (4.27) and so cannot lie in the kernel of \([g(u^1)]\); hence the vectors \( w_2 \) and \( w_3 \) are linearly independent. And since the function \( \tilde{k}(u^1) \) in (4.29) may be chosen arbitrarily, we can arrange for \( w_1 \) to be linearly independent from \( w_2 \) and \( w_3 \) by choosing \( \tilde{k}(u^1) \) appropriately.

Finally, the functions \( a: U \to SO(3) \) and \( x: U \to \mathbb{R}^3 \) promised by the theorem may be constructed as follows. First, the function \( a: U \to SO(3) \) is given by the solution (unique up to multiplication by a constant matrix in \( SO(3) \)) of the ODE
\[
(4.30) \quad a'(u^1) = a(u^1)[g(u^1)].
\]
Then the function \( x: U \to \mathbb{R}^3 \) is given by integrating the (necessarily closed) 1-form
\[
dx = a(u^1) \omega.
\]
Note that, while constructing these functions requires solving the ODE (4.30), the coframing \( \omega \) can be constructed from \( \Omega \) using only quadratures.

The following example shows that the nondegeneracy assumptions of Theorem 4 are essential; specifically, it shows how the construction above can fail near a point where \( d[z] \) vanishes.

Example 3. For ease of notation, we will use \((u, v)\) in place of \((u^1, u^2)\) in this example. Suppose that
\[
z(u, v) = t(1, \rho(u, v), \rho(u, v)^2),
\]
where
\[
\rho(u, v) = u^2 + v^2.
\]
Then \( d[z](0, 0) = 0 \).

Suppose that there exists a \((0, 0)\)-centered local coordinate system \((\tilde{u}, \tilde{v})\) in some neighborhood \( U \) of \((0, 0)\) and a nonvanishing vector field \( g(\tilde{u}) \) on \( U \) such that
\[
(4.31) \quad g(\tilde{u}) z(\tilde{u}, \tilde{v}) = 0.
\]
Because the function \( \rho \) has a critical point at \((0, 0)\) and is strictly convex, it has the property that for any nonvanishing vector field \( v \) on \( U \),
\[
v[\rho](0, 0) = 0, \quad v[v[\rho]](0, 0) > 0.
\]
In particular, we have
\[
\rho_v(0, 0) = 0, \quad \rho_{\tilde{u}\tilde{v}}(0, 0) = \kappa_0 > 0,
\]
where subscripts denote partial derivatives with respect to \( \tilde{v} \) in the \((\tilde{u}, \tilde{v})\) coordinate system. It follows that

\[
z(0, 0) = t'(1, 0, 0),
\]

\[
z_{\tilde{v}\tilde{v}}(0, 0) = t'(0, \rho \tilde{v} \tilde{v}, 2(\rho \tilde{v} \tilde{v} + \rho^2_{\tilde{v}}))|_{(0,0)} = t'(0, \kappa_0, 0),
\]

\[
z_{\tilde{v}\tilde{v}\tilde{v}\tilde{v}}(0, 0) = t'(0, \rho_{\tilde{v}\tilde{v}\tilde{v}\tilde{v}}, 6\rho^2_{\tilde{v}} + 8\rho_{\tilde{v}}\rho_{\tilde{v}\tilde{v}\tilde{v}} + 2\rho\rho_{\tilde{v}\tilde{v}\tilde{v}})|_{(0,0)} = t'(0, *, 6\kappa^2_0),
\]

where the second entry of \( z_{\tilde{v}\tilde{v}\tilde{v}\tilde{v}}(0, 0) \) is irrelevant.

Consequently, evaluating equation (4.31) together with its 2nd and 4th \( \tilde{v} \)-derivatives at \((\tilde{u}, \tilde{v}) = (0, 0)\) yields three independent linear equations for the components of \( g(0) \). It follows that \( g(0) = 0 \), and hence there is no nonvanishing vector field \( g(\tilde{u}) \) satisfying the condition (4.31) for any local coordinate system \((\tilde{u}, \tilde{v})\) on any neighborhood of \((u, v) = (0, 0)\).
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