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Abstract

The Bott-Thurston cocycle is a 2-cocycle on the group of orientation-preserving diffeomorphisms of the circle. We introduce and study a formal analog of Bott-Thurston cocycle. The formal Bott-Thurston cocycle is a 2-cocycle on the group of continuous \( A \)-automorphisms of the algebra \( A((t)) \) of Laurent series over a commutative ring \( A \) with values in the group \( A^\ast \) of invertible elements of \( A \). We prove that the central extension given by the formal Bott-Thurston cocycle is equivalent to the 12-fold Baer sum of the determinantal central extension when \( A \) is a \( \mathbb{Q} \)-algebra. As a consequence of this result we prove a part of new formal Riemann-Roch theorem. This Riemann-Roch theorem is applied to a ringed space on a separated scheme \( S \) over \( \mathbb{Q} \), where the structure sheaf of the ringed space is locally on \( S \) isomorphic to the sheaf \( \mathcal{O}_S((t)) \) and the transition automorphisms are continuous. Locally on \( S \) this ringed space corresponds to the punctured formal neighbourhood of a section of a smooth morphism to \( U \) of relative dimension 1, where an open subset \( U \subset S \).

1 Introduction

The goal of this paper is to relate the Bott-Thurston cocycle and a part of the Riemann-Roch theorem at the formal level.

1.1 Bott-Thurston cocycle

We first describe, what is the Bott-Thurston cocycle. We recall the following construction from Bott’s paper [3]. Let \( M \) be a smooth compact oriented \( n \)-dimensional manifold, and \( \Gamma \) be a group which acts on the right on \( M \) by orientation-preserving diffeomorphisms. We consider the Abelian group \( \mathbb{R}_+ \) of positive real numbers with respect to multiplication.
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We note that because we supposed that $\Gamma$ acts on $M$ on the right, $\Gamma$ acts on the Abelian group $C^\infty(M, \mathbb{R}_+)$ of smooth functions from $M$ to $\mathbb{R}_+$ on the left by the rule

$$h(f)(x) = f(xh),$$

where $h \in \Gamma$, $f \in C^\infty(M, \mathbb{R}_+)$, $x \in M$.

Let $\omega$ be a volume form on $M$. For any $h \in \Gamma$ we define $\mu(h) \in C^\infty(M, \mathbb{R}_+)$ in the following way

$$\mu(h) = \frac{h^*(\omega)}{\omega}. \quad (1.1)$$

Now, an $n+1$-cocycle $B$ such that its class is an element from the group $H^{n+1}(\Gamma, \mathbb{R})$ is given as

$$B(h_1, \ldots, h_{n+1}) = \int_M \log \mu(\hat{h}_1) \ d\log \mu(\hat{h}_2) \wedge \ldots \wedge d\log \mu(\hat{h}_{n+1}), \quad (1.2)$$

where $h_1, \ldots, h_{n+1} \in \Gamma$, and $\hat{h}_i = h_1 h_2 \ldots h_i$ for $1 \leq i \leq n$.

From (1.1) it is easy to obtain that for any $h_1, h_2 \in \Gamma$

$$\mu(h_1 h_2) = \mu(h_1) \cdot h_1(\mu(h_2)) \quad (1.3)$$

which can be seen as the chain rule for differentiation. We note that for (1.3) it is important that $\Gamma$ acts on $M$ on the right. Besides, formula (1.3) is the formula for an 1-cocycle in the group cohomology, i.e. $\mu$ is an 1-cocycle and its class defines an element from $H^1(\Gamma, C^\infty(M, \mathbb{R}_+))$.

In this paper we will be interested in the formal analog of the cocycle $B$ when $n = 1$ and $M = S^1$ is the circle, but see Remark 2.12 below. Then in this situation the cocycle $B$ is called the Bott-Thurston cocycle (when $\omega = d\theta$, where $\theta$ is a coordinate on the circle $S^1 = \mathbb{R}/2\pi\mathbb{Z}$), and the central extension of the group $\Gamma = \text{Diff}(S^1)$ of orientation-preserving diffeomorphisms of $S^1$ by the group $\mathbb{R}$ given by this cocycle is called the Bott-Virasoro group, see, e.g., [23, 27].

We change slightly the Bott-Thurston cocycle $B$ to the cocycle $\tilde{B}$ with values in the subgroup $\exp(i\mathbb{R}) \subset \mathbb{C}^*$:

$$\tilde{B} = \exp \frac{B}{2\pi i}.$$ 

Then, using formula (1.3), we have

$$\tilde{B}(h_1, h_2) = \exp \frac{1}{2\pi i} \int_{S^1} \log \mu(\hat{h}_1) \ d\log \mu(\hat{h}_2)) = \exp \frac{1}{2\pi i} \int_{S^1} \log \mu(h_1) \ d\log h_1(\mu(h_2)).$$

where $h_1, h_2 \in \text{Diff}(S^1)$. (We recall that we supposed that $\text{Diff}(S^1)$ acts on $S^1$ on the right.)
From the point of view of group cohomology and its product the cocycle $\tilde{B}$ can be described in the following way.

We suppose that a group $\Gamma$ acts as usual, i.e. on the left, on an Abelian group $K$, and we will use multiplicative notation for the group laws. We have the group $H^1(\Gamma, K)$ that is the quotient group of the group of 1-cocycles by the subgroup of 1-coboundaries, where 1-cocycles $\lambda : \Gamma \to K$ are described by the property:

$$\lambda(h_1 h_2) = \lambda(h_1) h_1(\lambda(h_2)),$$

where $h_i \in \Gamma$ for $i = 1$ and $i = 2$.

Then there is a well-defined homomorphism, which is called $\cup$-product, see [6, ch. V, § 3]:

$$\cup : H^1(\Gamma, K) \otimes_{\mathbb{Z}} H^1(\Gamma, K) \to H^2(\Gamma, K \otimes K)$$

given by means of the tensor product of the standard resolutions (or, in other words, bar-resolutions) and the diagonal approximation given by the Alexander-Whitney map, and where $\Gamma$ acts diagonally on $K \otimes_{\mathbb{Z}} K$. Explicitly, the $\cup$-product gives the 2-cocycle from two 1-cocycles as follows:

$$\lambda_1 \otimes \lambda_2 \mapsto \{(g, h) \mapsto \lambda_1(g) \otimes g(\lambda_2(h))\},$$

where $\lambda_i$ is a 1-cocycle from $\Gamma$ to $K$ ($i = 1$ and $i = 2$) and $g, h \in \Gamma$.

Now, suppose that we have a homomorphism of Abelian groups

$$C : K \otimes_{\mathbb{Z}} K \to E$$

that commutes with the action of $\Gamma$ on $K \otimes_{\mathbb{Z}} K$ and with the trivial action of $\Gamma$ on $E$. Then we obtain a well-defined map given by the following composition of maps

$$H^1(\Gamma, K) \otimes_{\mathbb{Z}} H^1(\Gamma, K) \to H^2(\Gamma, K \otimes_{\mathbb{Z}} K) \to H^2(\Gamma, E),$$

(1.4)

where the first map is the $\cup$-product and the second map is induced by $C$. Besides, map (1.4) is written by means of map on corresponding cocycles.

In the case of the cocycle $\tilde{B}$ we have $\lambda_1 = \lambda_2 = \mu$ and a map $C$ is a map

$$f_1 \otimes f_2 \mapsto \exp \frac{1}{2\pi i} \int_{S^1} \log f_1 \, d\log f_2,$$

(1.5)

where $f_1, f_2 \in C^\infty(M, \mathbb{R}_+)$. Clearly, this map is $\text{Diff}(S^1)$-equivariant.

### 1.3 Similarity with the Deligne-Riemann-Roch theorem

Now we describe a part of the Deligne-Riemann-Roch theorem, whose formal analog we will consider.
Let $\pi : X \to S$ be a family of smooth proper curves over a scheme $S$, i.e., $\pi$ is a smooth proper morphism of relative dimension 1. Consider an invertible sheaf $\omega = \Omega^1_{X/S}$ on $X$. Then there is a canonical isomorphism of invertible sheaves on $S$ (see [10])

$$(\det R\pi_*\mathcal{O}_X)^{\otimes 12} \cong \langle \omega, \omega \rangle,$$

where $\langle \cdot, \cdot \rangle$ is the Deligne bracket (see [10]), which assigns an invertible sheaf on $S$ to two invertible sheaves on $X$. We note (assuming $S$ is a smooth algebraic variety over a field) that inside the group $\text{Pic}(S)$ the Deligne bracket for invertible sheaves $L$ and $M$ on $X$ is

$$c_1(\langle L, M \rangle) = \pi^*(c_1(L) \cdot c_1(M)),$$

where $\pi^*$ is the direct image, which is the homomorphism

$$\text{CH}^2(X) = H^2(X, K_2(\mathcal{O}_X)) \longrightarrow \text{Pic}(S) = H^1(S, \mathcal{O}_S^\ast).$$

Now we can compare formulas (1.4) and (1.7). Besides, the map $C$ given by formula (1.5) will look on the formal level as

$$\exp \text{res} (\log(\cdot) d \log(\cdot)),$$

where we changed $\frac{1}{2\pi i} \int_{S^1}$ to the residue $\text{res}$. Formula (1.9) looks as the partial formula for the Contou-Carrère symbol $\text{CC}$, see section 2.2 below. But it is known that the Contou-Carrère symbol $\text{CC}$ gives the direct image, see [31, Th. 2, Prop.16], [25], [17, Prop. 8.28, Rem. 8.30]. This all gives the similarity of the cocycle $\tilde{B}$ with the right hand side of formula (1.6).

We also note that in § 1.5 of Introduction to [5] there was a mention (but without any further development and over the field $\mathbb{R}$) that group cocycles introduced by R. Bott in [3], see formula (1.2), should be related to a side of a group theoretical Real Riemann-Roch theorem.

### 1.4 Part of new formal Riemann-Roch theorem

Now we describe the formal analog of equality (1.6).

Let $A$ be any commutative ring, and let $A((t))$ be the Laurent series ring over $A$. The ring $A((t))$ has the natural topology. Let $\mathcal{A}ut^{c,\text{alg}}(\mathcal{L})(A)$ be the group of continuous automorphisms of the $A$-algebra $A((t))$. Then any element $\varphi \in \mathcal{A}ut^{c,\text{alg}}(\mathcal{L})(A)$ is uniquely defined by the element $\tilde{\varphi} = \varphi(t) \in A((t))^\ast$ (see more in Section 2.1).

Now the formal Bott-Thurston cocycle $\hat{B}$, which is a formal analog of the cocycle $\tilde{B}$, is a 2-cocycle on the group $\mathcal{A}ut^{c,\text{alg}}(\mathcal{L})(A)$ with coefficients in $A^\ast$. It looks as follows

$$\hat{B}(\varphi_1, \varphi_2) = \text{CC}(\tilde{\varphi}_1', \tilde{\varphi}_2' \circ \tilde{\varphi}_1),$$

where $'$ is the partial derivative with respect to $t$, and $\tilde{\varphi}_2' \circ \tilde{\varphi}_1$ is the Laurent series from $A((t))$ that is the result of the substitution of the series $\tilde{\varphi}_1$ into the series $\tilde{\varphi}_2'$ instead of variable $t$. 

On the other hand, there is the determinantal central extension $\text{Aut}^{c,\text{alg}}(\mathcal{L})(A)$ of the group $\text{Aut}^{c,\text{alg}}(\mathcal{L})(A)$ by the group $A^*$. The group $\text{Aut}^{c,\text{alg}}(\mathcal{L})(A)$ consists of pairs $(g, s)$, where $g \in \text{Aut}^{c,\text{alg}}(\mathcal{L})(A)$ and $s$ is an element of free $A$-module $\text{det}(g(A[[t]]) | A[[t]])$ of rank 1 such that for any prime ideal $P$ of the ring $A$ we have $s \not\in P \text{det}(g(A[[t]]) | A[[t]])$. Here $\text{det}(g(A[[t]]) | A[[t]])$ is the relative determinant of $A$-modules $g(A[[t]])$ and $A[[t]]$, which is canonically isomorphic to the $A$-module

$$\text{Hom}_A \left( \bigcap \left( g(A[[t]])/t^l A[[t]], \bigcap (A[[t]])/t^l A[[t]] \right) \right),$$

where an integer $l$ satisfies the condition $t^l A[[t]] \subset (A[[t]] \cap g(A[[t]]))$.

We note that the determinantal central extension originates (when $A$ is a field) from the paper [24] of V. G. Kac and D. H. Peterson.

There is a natural non-group section from $\text{Aut}^{c,\text{alg}}(\mathcal{L})(A)$ to $\text{Aut}^{c,\text{alg}}(\mathcal{L})(A)$. This section gives the 2-cocycle $D$ on the group $\text{Aut}^{c,\text{alg}}(\mathcal{L})(A)$ with coefficients in the group $A^*$:

$$D(f, g) = \text{det}(d_f \cdot d_g \cdot d_{fg}^{-1}),$$

where $f, g \in \text{Aut}^{c,\text{alg}}(\mathcal{L})(A)$, and for any $h \in \text{Aut}^{c,\text{alg}}(\mathcal{L})(A)$ the map

$$d_h = \text{pr} \cdot (h|_{A[[t]]}) : A[[t]] \longrightarrow A[[t]],$$

where $\text{pr}$ is the projection from the $A$-module $A((t)) = t^{-1}A[t^{-1}] \oplus A[[t]]$ onto the $A$-submodule $A[[t]]$. Here the determinant of the map $s = d_f \cdot d_g \cdot d_{fg}^{-1}$ from the $A$-module $A[[t]]$ to the $A$-module $A[[t]]$ is well-defined, since there is an integer $n > 0$ such that $s|_{A[[t]]} = \text{id}$.

We can change the commutative ring $A$, and we will obtain the covariant group functor $A \mapsto \text{Aut}^{c,\text{alg}}(\mathcal{L})(A)$ from the category of commutative rings to the category of groups. We denote this functor by $\text{Aut}^{c,\text{alg}}(\mathcal{L})$. Then 2-cocycles $D$ and $\tilde{B}$ are 2-cocycles on the group functor $\text{Aut}^{c,\text{alg}}(\mathcal{L})$ with the coefficients in the commutative group functor $\mathbb{G}_m$, where $\mathbb{G}_m(A) = A^*$ (see more on cocycles for group functors in Section 2.3.1).

We will prove in Theorem 5.2 that the 2-cocycles $D^{12}$ and $\tilde{B}$ define the equivalent central extensions of the group functor $\text{Aut}^{c,\text{alg}}(\mathcal{L})_\mathbb{Q}$ by the commutative group functor $\mathbb{G}_{m\mathbb{Q}}$. (Here we restricted the group functors to $\mathbb{Q}$-algebras.)

In particular, as a consequence, we obtain the corresponding statement for the central extensions of the group $\text{Aut}^{c,\text{alg}}(\mathcal{L})(A)$ by the group $A^*$ when we fix a $\mathbb{Q}$-algebra $A$.

To prove Theorem 5.2 we use Theorem 5.1 where we prove that two central extensions of the group functor $\text{Aut}^{c,\text{alg}}(\mathcal{L})_\mathbb{Q}$ by the group functor $\mathbb{G}_{m\mathbb{Q}}$ are equivalent when the corresponding Lie algebra extensions are equivalent and the restrictions of the central extensions to the group functor of continuous $A$-algebra automorphisms of $A[[t]]$ are equivalent. We note that Lie algebras and corresponding central extensions of Lie algebras are well-defined, since the group functors are represented by ind-affine ind-schemes, see more on the construction of Lie algebra valued functors (i.e. covariant functors from the category of commutative rings to the category of Lie algebras) in Appendix A.
In Theorem 4.1 we compare the corresponding 2-cocycles Lie $D$ and Lie $\hat{B}$ on Lie algebra valued functors. We prove that

$$12 \text{Lie } D = \text{Lie } \hat{B}. $$

To prove this statement we obtain the result that is similar to the statement from the theory of infinite-dimensional Lie groups that the Lie algebra 2-cocycle that corresponds to the group Bott-Thurston cocycle is the doubled Gelfand-Fuks cocycle on the Lie algebra of smooth vector fields on the circle. Then we prove that the formal analog of the Gelfand-Fuks cocycle is 6-fold sum of the cocycle Lie $D$.

We also note that the following interesting question. Do $D^{12}$ and $\hat{B}$ equal as 2-cocycles? We proved only that their cohomology classes are equal.

In Theorem 6.1 we give a consequence of our results for a part of new formal Riemann-Roch theorem. We consider a separated scheme $S$ over $\mathbb{Q}$. We consider a ringed space $\Theta$ on $S$, where the structure sheaf of $\Theta$ is locally on $S$ isomorphic to the sheaf of rings $\mathcal{O}_S((t))$ and the transition automorphisms are continuous. (Locally on $S$ this ringed space corresponds to the punctured formal neighbourhood of a section of a smooth morphism of relative dimension 1.) Then we prove that in the Čech cohomology group $\check{H}^2(S, \mathcal{O}_S^*)$ there is an equality

$$[\mathcal{D}et(\Theta)]^{12} = \partial \left( c_1(\tilde{\Omega}_\Theta^1) \cup c_1(\tilde{\Omega}_\Theta^1) \right). \quad (1.10)$$

Here $[\mathcal{D}et(\Theta)]$ is the class of the determinantal $\mathcal{O}_S^*$-gerbe on $S$ constructed by $\Theta$ by means of the relative determinants $\det(\cdot | \cdot)$. The sheaf $\tilde{\Omega}_\Theta^1$ is a locally free sheaf of rank 1 on the ringed space $\Theta$, and this sheaf is an analog of an invertible sheaf $\omega$ from formula (1.6). We denote the class of this sheaf in $\text{Pic } \Theta$ by $c_1(\tilde{\Omega}_\Theta^1)$.

We note that in some sense the constructions which we use for a part of the formal Riemann-Roch theorem on a ringed space are close to the constructions used by M. Kapranov and É. Vasserot in [25].

We also note the following interesting remark. Suppose that we fixed an affine open cover $S = \bigcup_{i \in I} U_i$ and isomorphisms $\phi_i$ such that the ringed space $\Theta$ restricted to every $U_i$ is isomorphic to $\mathcal{O}_{U_i}((t))$ via $\phi_i$. Then we can write the both parts of formula (1.10) as explicit Čech 2-cocycles with respect to the cover $\{U_i\}$. Now if 2-cocycles $D^{12}$ and $\hat{B}$ would equal, then formula (1.10) would be true also for the corresponding Čech 2-cocycles for the sheaf $\mathcal{O}_S^*$. This would give the analogy with Deligne-Riemann-Roch theorem, because we would obtain the result not in the cohomology group, but in more refined terms that are the Čech cocycles in our case.

### 1.5 Organization of the paper and acknowledgements

In Section 2 we construct the formal Bott-Thurston cocycle. In Section 2.1 we recall the statements on the group $\text{Aut}^{c, \text{alg}}(\mathcal{L})(A)$ of continuous automorphisms of the $A$-algebra

---

1The further developments of these results and their application to the full new formal Riemann-Roch theorem will be given in our subsequent papers.
A((t)) and consider the corresponding functor $\text{Aut}^c_{\text{alg}}(\mathcal{L})$. In Section 2.2.1 we recall the statements about the loop group $L\mathbb{G}_m$ of the multiplicative group scheme $\mathbb{G}_m$. By definition, $L\mathbb{G}_m(A) = A((t))^\ast$. In Section 2.2.2 we recall the definition and basic properties of the Contou-Carrère symbol $CC$. In Section 2.3.1 we introduce and give some properties of the cohomology groups of a group functor with coefficients in a commutative group functor. These cohomology groups are analogs of Van Est (or continuous) cohomology groups in the theory of topological groups. In Section 2.3.2 we introduce the formal Bott-Thurston cocycle $\tilde{B}$.

In Section 3 we describe the determinantal central extension and the corresponding 2-cocycle. In Section 3.1 we prove some decompositions for the group functor $\text{Aut}^c_{\text{alg}}(\mathcal{L})$. In Section 3.2 we introduce relative determinants, which are the projective $A$-modules $\text{det}(L \mid M)$ of rank 1 for some $A$-submodules $L$ and $M$ of $A((t))$. In Section 3.3 we introduce the determinantal central extension $\text{Aut}^c_{\text{alg}}(\mathcal{L})$ of $\text{Aut}^c_{\text{alg}}(\mathcal{L})$ by $\mathbb{G}_m$, construct a natural (non-group) section of this central extension and describe explicitly the corresponding 2-cocycle $D$.

In Section 4 we consider the corresponding 2-cocycles $\text{Lie} \tilde{B}$ and $\text{Lie} D$ on Lie algebra valued functors. In Section 4.1 we identify the Lie algebra $\text{Lie} \text{Aut}^c_{\text{alg}}(\mathcal{L})(A)$ over $A$ with the Lie algebra of continuous $A$-derivations of the $A$-algebra $A((t))$. In Section 4.2 we prove Theorem 4.1 which states that $\text{Lie} D = \text{Lie} \tilde{B}$.

In Section 5 we compare two central extensions given by 2-cocycles $D$ and $\tilde{B}$. In Section 5.1 we recall the statements on infinitesimal formal groups. In Section 5.2 we prove Theorem 5.1 on the relation between central extensions of $\text{Aut}^c_{\text{alg}}(\mathcal{L})_{\mathbb{Q}}$ by $\mathbb{G}_{m,\mathbb{Q}}$ and the corresponding central extensions of Lie algebras. In Section 5.3 we prove Theorem 5.2 which states that $D^{12} = B$ in the group $H^2(\text{Aut}^c_{\text{alg}}(\mathcal{L})_{\mathbb{Q}}, \mathbb{G}_{m,\mathbb{Q}})$.

In Section 6 we study the part of formal Riemann-Roch theorem. In Section 6.1 we introduce $\mathcal{O}((t))$-spaces that are the ringed spaces. In Section 6.2 we prove Theorem 6.1 on the part of Riemann-Roch theorem for a $\mathcal{O}((t))$-space.

In Appendix A we recall some statements on Lie algebra valued functors constructed from groups functors with some conditions (in particularly, represented by ind-affine ind-schemes) and on the corresponding Lie algebra 2-cocycles.

I am grateful to A. N. Parshin for some comments and providing some references.

2 Formal Bott-Thurston cocycle

In this section we will introduce the formal version of the Bott-Thurston cocycle (or, more exactly, the formal version of the cocycle $\tilde{B}$ from the Introduction). This formal cocycle will be the formal analog of the right hand side of formula (1.6).

2.1 Automorphism group of ring of Laurent series

Let $A$ be any commutative ring. Let $A((t)) = A[[t]][t^{-1}]$ be the ring of Laurent series over $A$. 
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On the ring $A((t))$ there is the natural topology which makes the group $A((t))$ into a topological group, where the base of neighbourhoods of zero consists of $A$-submodules $U_n = t^n A[[t]]$, $n \in \mathbb{Z}$.

We consider the group $\text{Aut}_A^{c,\text{alg}}(A((t)))$ that consists of all $A$-automorphisms of the $A$-algebra $A((t))$ that are homeomorphisms of $A((t))$.

Then it is known (see, e.g., an exposition in [29, §1] and see also [18], where the general case of algebra of iterated Laurent series is analyzed) that $\text{Aut}_A^{c,\text{alg}}(A((t)))$ consists of all $A$-automorphisms of the $A$-algebra $A((t))$ that are continuous, and an element $\varphi \in \text{Aut}_A^{c,\text{alg}}(A((t)))$ is uniquely determined by the series $\tilde{\varphi} = \varphi(t)$ in the following way

$$\varphi(\sum_i a_i t^i) = \sum_i a_i \tilde{\varphi}^i, \quad a_i \in A,$$

where the series from the right hand side of the formula converges in the topology of $A((t))$. Moreover, series $\tilde{\varphi} = \varphi(t) \in A((t))$ are exactly the series of the following kind

$$a_{-n} t^{-n} + a_{-n+1} t^{-n+1} + \ldots + a_{-1} t^{-1} + a_0 + a_1 t + a_2 t^2 + a_3 t^3 + \ldots, \quad (2.1)$$

where $n \in \mathbb{Z}$, $n \geq 0$, elements $a_{-n}, a_{-n+1}, \ldots, a_{-1}, a_0$ are nilpotent elements from $A$, the element $a_1$ is an invertible element from $A$, and elements $a_2, a_3, \ldots$ are any elements from $A$. (The most difficult here is that an endomorphism $\sum_i a_i t^i \mapsto \sum_i a_i \tilde{\varphi}^i$ is an invertible automorphism of the $A$-algebra $A((t))$ for any $\tilde{\varphi}$ of type (2.1), see also comment on the proof of this fact later in Remark 3.2.)

For any $f = \sum_i b_i t^i \in A((t))$, where $b_i \in A$, and any $g \in A((t))$ such that $g$ is of type (2.1) by $f \circ g$ we denote a series from $A((t))$ obtained after the substitution of the series $g$ into the series $f$ instead of variable $t$, i.e. $f \circ g = \sum_i b_i g^i$.

We note that for any elements $\varphi_1$ and $\varphi_2$ from $\text{Aut}_A^{c,\text{alg}}(A((t)))$ we have

$$\tilde{\varphi}_1 \tilde{\varphi}_2 = \tilde{\varphi}_2 \circ \tilde{\varphi}_1. \quad (2.2)$$

We will use also the following notation for $A((t))$:

$$\mathcal{L}(A) = A((t)).$$

For brevity, we will call a covariant functor from the category of commutative rings to the category of groups (or Abelian groups) as a group functor (or a commutative group functor).

We introduce the group functor

$$\text{Aut}^{c,\text{alg}}(\mathcal{L}) : A \mapsto \text{Aut}_A^{c,\text{alg}}(\mathcal{L}(A))$$

that on homomorphisms of commutative rings $A_1 \to A_2$ is defined by means of associating $\tilde{\varphi}$ with $\varphi$ and the corresponding map on $\tilde{\varphi}$ (see also formula (2.1)).
2.2 Loop group of $G_m$ and Contou-Carrère symbol

2.2.1 Loop group of $G_m$

Let $G_m$ be a group functor that is represented by the multiplicative group scheme $G_m$, i.e., $G_m(A) = A^*$ for any commutative ring $A$.

By $LG_m$ we denote a group functor defined as

$$LG_m(A) = G_m(A((t))) = A((t))^*,$$

where $A$ is any commutative ring. The group functor $LG_m$ is called the loop group of $G_m$.

We recall now the more explicit description of $LG_m$ (see [9, Lemme (0.7)]).

Let $Z$ be a group functor such that $Z(A)$ is the group of locally constant integer-valued functions on Spec $A$ for any commutative ring $A$. We have an embedding of $Z(A)$ to $LG_m(A)$ via

$$Z(A) 
i n \mapsto t^n \in LG_m(A),$$

where $t^n$ is defined as follows. The element $n$ defines a decomposition $A = A_1 \times \ldots \times A_k$ into the finite direct product of rings such that $n$ restricted to every Spec $A_i$ equals a constant function with value $n_i \in Z$. Then $t^n = t^{n_1} \times \ldots \times t^{n_k} \in A((t))^*$.

Let $(LG_m)^0$ be a group functor such that for any commutative ring $A$

$$(LG_m)^0(A) = \left\{ \sum_{i \in \mathbb{Z}} b_i t^i \in A((t)) \mid b_0 \in A^* \text{ and } b_i \in \text{Nil}(A) \text{ for any } i < 0 \right\},$$

where $\text{Nil}(A)$ is the nilradical of $A$, i.e. the set of all nilpotent elements of $A$.

Now the natural embedding of the set $(LG_m)^0(A)$ into the set $A((t))$ gives an embedding of the group $(LG_m)^0(A)$ into the group $LG_m(A)$.

Embeddings of $Z$ and $(LG_m)^0$ into $LG_m$ give the decomposition of the group functor into the direct product of group functors:

$$LG_m = Z \times (LG_m)^0.$$

This decomposition defines the morphism of group functors:

$$\nu : LG_m \longrightarrow Z.$$  

Let $(LG_m)^\sharp$ be a group functor such that for any commutative ring $A$

$$(LG_m)^\sharp(A) = \left\{ \sum_{i \in \mathbb{Z}} b_i t^i \in A((t)) \mid b_0 - 1 \in \text{Nil}(A) \text{ and } b_i \in \text{Nil}(A) \text{ for any } i < 0 \right\}.$$

It is clear that $(LG_m)^\sharp(A) \subset (LG_m)^0(A)$. Besides, we have $G_m(A) \subset (LG_m)^0(A)$, where we consider an invertible element from $A$ as the series consisting of only a constant term. Thus we obtain

$$(LG_m)^0 = (LG_m)^\sharp \cdot G_m.$$

We note that this multiplicative decomposition is not the direct product, because inside $(LG_m)^0(A)$ we have

$$(LG_m)^\sharp(A) \cap G_m(A) = 1 + \text{Nil}(A).$$
2.2.2 Contou-Carrère symbol

Now we recall the definition of the Contou-Carrère symbol (see [8, III § 2.9, 32 § 2]).

Let $A$ be a commutative ring. For any $a \in A^*$ and $n \in \mathbb{Z}(A)$ we define an element $a^n$ in $A^*$ in the following way. The element $n$ defines a decomposition $A = A_1 \times \ldots \times A_k$ into the finite direct product of rings such that $n$ restricted to every Spec $A_i$ equals a constant function with value $n_i \in \mathbb{Z}$. Then $a^n = a^{n_1} \times \ldots \times a^{n_k}$.

We consider the following free $A((t))$-module of range 1:

$$\mathcal{O}^1_{A((t))} = \mathcal{O}^1_{A((t))}/N,$$

where $\mathcal{O}^1_{A((t))}$ is the $A((t))$-module of absolute Kähler differentials, the $A((t))$-submodule $N$ is generated by all elements $df - f'dt$, where $f \in A((t))$ and $f' = \frac{\partial f}{\partial t}$. We note that $N$ contains elements $da$, where $a \in A$. It is clear that $dt$ is a basis of the $A((t))$-module $\mathcal{O}^1_{A((t))}$.

Now we define residue

$$\text{res} : \mathcal{O}^1_{A((t))} \longrightarrow A$$

as the composition of the natural map $\mathcal{O}^1_{A((t))} \rightarrow \mathcal{O}^1_{A((t))}$ and the map $\sum_{i \in \mathbb{Z}} a_it^i dt \mapsto a_{-1}$. The Contou-Carrère symbol is the bimultiplicative antisymmetric morphism

$$\text{CC} : L\Gamma_m \times L\Gamma_m \longrightarrow \mathbb{G}_m$$

uniquely defined by the following additional three properties.

1. If $Q \subset A$ and $f, g \in L\Gamma_m(A) = A((t))^*$, then

$$\text{CC}(f, g) = \exp \text{res} \left( \log f \cdot \frac{dg}{g} \right) \quad \text{when} \quad f \in (L\Gamma_m)^2(A),$$

where $\exp(x)$ and $\log(1 + y)$ are the usual formal series, the series $\log$ in above formula converges in the topology of $A((t))$, and application of series $\exp$ in above formula makes sense, because $\text{res} \left( \log f \cdot \frac{dg}{g} \right) \in \text{Nil}(A)$.

2. If $a \in A^*$, then $\text{CC}(a, g) = a^{\nu(g)}$.

3. $\text{CC}(t, t) = -1$.

The unique extension of the Contou-Carrère symbol $\text{CC}$ to an arbitrary ring $A$ is given as follows. We note that direct calculation with formula (2.4) gives for elements $1 - a_it^i$ and $1 - b_jt^j$ from $A((t))^*$ when $i > 0$, $j < 0$:

$$\text{CC}(1 - a_it^i, 1 - b_jt^j) = \left( 1 - a_i^{-j/(i,j)}b_j^{i/(i,j)} \right)^{(i,j)},$$

where $(i, j) > 0$ denotes the greatest common divisor of $i$ and $j$. Besides,

$$\text{CC}(1 - a_it^i, 1 - b_jt^j) = 1$$
when $i$ and $j$ have the same sign. We see that formula (2.5) does not use that $\mathbb{Q} \subset A$.

For any $f, g \in A((t))^*$ there are unique decompositions:

$$f = \prod_{i<0} (1 - a_i t^i) \cdot a_0 \cdot t^{\nu(f)} \cdot \prod_{i>0} (1 - a_i t^i), \quad g = \prod_{j<0} (1 - b_j t^j) \cdot b_0 \cdot t^{\nu(g)} \cdot \prod_{j>0} (1 - b_j t^j),$$

where $a_0, b_0 \in A^*$, $a_i, b_j \in \text{Nil}(A)$ when $i, j < 0$, and the products over negative $i$ and over negative $j$ are finite products. Now formula (2.5) leads to the following formula:

$$\text{CC}(f, g) = (-1)^{\nu(f)\nu(g)} \frac{a_0^{\nu(g)} \prod_{i>0} \prod_{j>0} \left(1 - a_i^{j/(i,j)} b_j^{i/(i,j)}\right)^{(i,j)}}{b_0^{\nu(f)} \prod_{i>0} \prod_{j>0} \left(1 - a_i^{j/(i,j)} b_j^{i/(i,j)}\right)^{(i,j)}},$$

(2.6)

where the products in the numerator and denominator actually consist of a finite number of factors, therefore the formula makes sense.

For any commutative ring $A$, its Milnor $K_2$-group

$$K^M_2(A) = A^* \otimes \mathbb{Z} A^*/St,$$

where the subgroup $St \subset A^* \otimes \mathbb{Z} A^*$ is generated by all elements $a \otimes (1 - a)$ with $a, 1 - a \in A^*$. (These elements are called the Steinberg relations.)

We introduce the group functor $LK^M_2$ as follows

$$LK^M_2(A) = K^M_2(A((t))),$$

where $A$ is any commutative ring.

Then the Contou-Carrère symbol factors through the natural morphism $L\mathbb{G}_m \times L\mathbb{G}_m \rightarrow LK^M_2$:

$$\text{CC} : L\mathbb{G}_m \times L\mathbb{G}_m \rightarrow LK^M_2 \rightarrow \mathbb{G}_m.$$
For a functor $G$ from the category of commutative rings to the category of sets and an integer $n \geq 1$ we denote by $G^{\times n}$ the functor that is the $n$-fold direct product of the functor $G$.

Let $G$ be a group functor and $F$ be a commutative group functor such that $G$ acts on $F$. We consider the cochain complex of Abelian groups

$$
C^0(G, F) \xrightarrow{\delta_0} C^1(G, F) \xrightarrow{\delta_1} \ldots \xrightarrow{\delta_k} C^k(G, F) \xrightarrow{\delta_k} \ldots,
$$

where $C^0(G, F) = F(\mathbb{Z})$, $C^k(G, F) = \text{Hom}(G^{\times k}, F)$ when $k \geq 1$, and differentials $\delta_q$ for integers $q \geq 0$ are given in the following way:

$$
\delta_q c(g_1, \ldots, g_{q+1}) = c(g_1 c(g_2, \ldots, g_{q+1}) \cdot \prod_{i=1}^q c(g_1, \ldots, g_i g_{i+1}, \ldots, g_{q+1})^{(-1)^i}.
$$

where $c \in C^q(G, F)$, $g_j \in G(A)$ with $1 \leq j \leq q + 1$ for any commutative ring $A$.

Complex (2.7) is well-defined, i.e. $\delta_{q+1} \delta_q = 0$ when $q \geq 0$, since the last equality is true for any commutative ring $A$, where this equality is the part of bar or standard resolution to calculate the group cohomology.

**Remark 2.1.** We used the multiplicative notation for the group laws in Abelian groups $F(A)$ and $C^q(G, F)$, since in this paper we have examples of these groups only with the multiplicative notation.

**Definition 2.1.** Suppose that a group functor $G$ acts on a commutative group functor $F$. We consider complex (2.7).

By a $q$-cocycle on $G$ with coefficients in $F$ we call an element of the subgroup Ker $\delta_q \subset C^q(G, F)$, where $q \geq 0$.

By a $q$-coboundary on $G$ with coefficients in $F$ we call an element of the subgroup Im $\delta_{q-1} \subset C^q(G, F)$, where $q \geq 1$.

We introduce the Abelian group $H^q(G, F) = \text{Ker} \delta_q / \text{Im} \delta_{q-1}$ for any $q \geq 0$.

**Remark 2.2.** The definition of cohomology groups $H^q(G, F)$ is analogous to the definition of Van Est (or continuous) cohomology groups for topological groups and topological modules, see, e.g., [11, ch. 1, § 1.2.B], [14]. If the functors $G$ and $F$ are represented by a group scheme or a group ind-scheme, then this analogy becomes especially clear.

**Remark 2.3.** We fix a commutative ring $R$. If under conditions of the definition, $G$ and $F$ are functors over $R$, i.e. functors from the category of commutative $R$-algebras, then in complex (2.7) one has to replace $C^0(G, F) = F(\mathbb{Z})$ to $C^0(G, F) = F(R)$.

We immediately obtain the following proposition.

**Proposition 2.1.** Suppose that a group functor $G$ acts on a commutative group functor $F$.
1. A collection \( \{ c_A \} \) of \( q \)-cocycles on \( G(A) \) with coefficients in \( F(A) \), where \( A \) runs over all commutative rings, together with obvious compatibility condition between \( q \)-cocycles \( c_{A_1} \) and \( c_{A_2} \) for any homomorphism of commutative rings \( A_1 \to A_2 \) defines the \( q \)-cocycle on \( G \) with coefficients in \( F \).

2. For any commutative ring \( A \) there is a natural morphism from complex (2.7) to the complex obtained from the bar resolution and that calculates the cohomology of the group \( G(A) \) with coefficients in the Abelian group \( F(A) \). Hence we obtain a map from \( q \)-cocycles on \( G \) with coefficients in \( F \) (or \( q \)-coboundaries on \( G \) with coefficients in \( F \)) to \( q \)-cocycles on \( G(A) \) with coefficients in \( F(A) \) (or \( q \)-coboundaries on \( G(A) \) with coefficients in \( F(A) \)), and a natural map

\[
H^q(G, F) \longrightarrow H^q(G(A), F(A)).
\]

As usual, there is the relation with extensions of group functors that is given in the following proposition.

**Proposition 2.2.** Suppose that a group functor \( G \) acts on a commutative group functor \( F \). Then elements of the group \( H^2(G, F) \) are in one-to-one correspondence with equivalence classes of extensions of the group functor \( G \) by the group functor \( F \)

\[
1 \longrightarrow F \longrightarrow \tilde{G} \xrightarrow{\pi} G \longrightarrow 1
\]

such that the morphism \( \pi \) has a section \( G \to \tilde{G} \) that is a morphism of functors (in general, not group functors, i.e. \( G(A) \to \tilde{G}(A) \) is a map only of the sets for any commutative ring \( A \)), and the action of \( G \) on \( F \) comes from inner automorphisms in the group functor \( \tilde{G} \).

**Proof.** This is standard. Choose a section \( \sigma : G \to \tilde{G} \). Then we define the 2-cocycle \( \Lambda \) on \( G \) with coefficient in \( F \) as follows:

\[
\sigma(g_1)\sigma(g_2) = \Lambda(g_1, g_2)\sigma(g_1g_2),
\]

where \( g_1, g_2 \in G(A) \) for any commutative ring \( A \). When we change the section \( \sigma \), then the 2-cocycle \( \Lambda \) will change by a 2-coboundary. \( \square \)

**Remark 2.4.** It is important that the morphism \( \pi \) in a group functor extension (2.8) has a section \( G \to \tilde{G} \) from \( \text{Hom}(G, \tilde{G}) \).

**Remark 2.5.** A group functor extension (2.8) from Proposition 2.2 is central, i.e. the subgroup \( F(A) \) is in the center of the group \( \tilde{G}(A) \) for any commutative ring \( A \), if and only if \( G \) acts trivially on \( F \).

For any two commutative group functors \( F_1 \) and \( F_2 \) we denote by \( F_1 \otimes F_2 \) the commutative group functor defined as \( (F_1 \otimes F_2)(A) = F_1(A) \otimes_{\mathbb{Z}} F_2(A) \) for any commutative ring \( A \).
Remark 2.6. Clearly, by Proposition 2.1, the ∪-products between cohomology groups of a group functor $G$ with coefficients in a commutative group functor $F$ are written in the same way as ∪-products in group cohomology by means of the same explicit formulas on cocycles, see Section 1.2.

Remark 2.7. Let $F_1$ and $F_2$ be two commutative group functors with the action of the group functor $G$ on them. Clearly, any morphism of group functors $F_1 \to F_2$ (i.e. an element from $\text{Hom}^{gr}(F_1, F_2)$) that commutes with the action of $G$ induces the morphism of the corresponding complexes (2.7), and hence the homomorphism of corresponding cocycles, coboundaries and cohomology groups.

2.3.2 Formal version of cocycle

For any commutative ring $A$ the action of the group $\text{Aut}_{c, \text{alg}}(L,A) = \text{Aut}_{c, \text{alg}}(L(A))$ on the $A$-algebra $L(A) = A((t))$ induces the action of the group $\text{Aut}_{c, \text{alg}}(L)_{c, \text{alg}}(L(A))$ on the Abelian group $L_{c, \text{alg}}(A) = A((t))^*$.

This gives the action of the group functor $\text{Aut}_{c, \text{alg}}(L)$ on the commutative group functor $L_{GM}$.

Let $A$ be any commutative ring. Then $L(A)$-module $\tilde{\Omega}^1_{L(A)}$ contains an element $dt$, which is the basis of this module. For any element $\varphi \in \text{Aut}_{c, \text{alg}}(L)(A)$ we define (see also notation in Section 2.1)

$$\tau(\varphi) = \frac{d\varphi(t)}{dt} = \tilde{\varphi}' \in L(A)^* = A((t))^*.$$  (2.9)

For any elements $\varphi_1$ and $\varphi_2$ from $\text{Aut}_{c, \text{alg}}(L)(A)$ we have

$$\tau(\varphi_1 \varphi_2) = \tilde{\varphi_1} \tilde{\varphi_2}' = (\tilde{\varphi_2} \circ \tilde{\varphi_1})' = (\tilde{\varphi_2}' \circ \tilde{\varphi_1}) \cdot \tilde{\varphi_1}' = \tau(\varphi_1) \cdot \varphi_1(\tau(\varphi_2)).$$

Hence we obtain that $\tau$ is a 1-cocycle on the group functor $\text{Aut}_{c, \text{alg}}(L)$ with coefficients in the commutative group functor $L_{GM}$.

The image of $\tau \times \tau$ under the ∪-product (see Section 1.2 and Remark 2.6) is the 2-cocycle $\tau \cup \tau$ on $\text{Aut}_{c, \text{alg}}(L)$ with coefficients in $L_{GM} \otimes L_{GM}$.

We note that the Contou-Carrère symbol

$$\text{CC} : L_{GM} \otimes L_{GM} \rightarrow \mathbb{G}_m$$

commutes with the diagonal action of the group functor $\text{Aut}_{c, \text{alg}}(L)$ on the commutative group functor $L_{GM} \otimes L_{GM}$, see, e.g., [19], where this property is proved in more general situation for the $n$-dimensional Contou-Carrère symbol that generalizes the (one-dimensional) Contou-Carrère symbol $\text{CC}$.

Therefore after the application of the Contou-Carrère symbol $\text{CC}$ to the 2-cocycle $\tau \cup \tau$ we obtain the well-defined 2-cocycle on $\text{Aut}_{c, \text{alg}}(L)$ with coefficients in $\mathbb{G}_m$, see Remark 2.7.

Thus, we obtained the following proposition.
Proposition 2.3 (Formal Bott-Thurston cocycle). An explicit formula
\[ \hat{B}(\varphi_1, \varphi_2) = CC(\tau(\varphi_1), \varphi_1(\tau(\varphi_2))) = CC(\tilde{\varphi}_1', \tilde{\varphi}_2' \circ \tilde{\varphi}_1), \]
where elements \( \varphi_1 \) and \( \varphi_2 \) are from the group \( \text{Aut}^c._\text{alg}(\mathcal{L})(A) \), and \( A \) is any commutative ring, gives a well-defined 2-cocycle \( \hat{B} \), which we call the formal Bott-Thurston cocycle, on the group functor \( \text{Aut}^c._\text{alg}(\mathcal{L}) \) with coefficients in the group functor \( \mathbb{G}_m \).

Remark 2.8. It is possible to rewrite formula (2.10) in the spirit of formula (1.2):
\[ \hat{B}(\varphi_1, \varphi_2) = CC(\tilde{\varphi}_1', (\tilde{\varphi}_2 \circ \tilde{\varphi}_1)'), \]
where the first equality follows from the bimultiplicative property of \( CC \) and the fact \( CC(\tilde{\varphi}_1', \tilde{\varphi}_1') = 1 \) that follows, for example, from formula (2.6).

Remark 2.9. For the construction of the 2-cocycle \( \hat{B} \) it was important that the Contou-Carrère symbol \( CC \) is invariant under the diagonal action of the group functor \( \text{Aut}^c._\text{alg}(\mathcal{L}) \) on the commutative group functor \( L\mathbb{G}_m \otimes L\mathbb{G}_m \).

The Contou-Carrère symbol \( CC \) factors through the commutative group functor \( LK_2^M \) (see the end of Section 2.2.2). Besides, the diagonal action of \( \text{Aut}^c._\text{alg}(\mathcal{L}) \) on \( L\mathbb{G}_m \otimes L\mathbb{G}_m \) induces the action of \( \text{Aut}^c._\text{alg}(\mathcal{L}) \) on \( LK_2^M \).

Now from [17, Theorem 8.10], [20], [21 § 7] it follows that any morphism of group functors from \( LK_2^M \) to \( \mathbb{G}_m \), i.e. an element from \( \text{Hom}^r(\mathcal{L}(\mathcal{K}_2^M), \mathbb{G}_m) \), is induced by \( (CC)^i \), where \( i \in \mathbb{Z} \) and \( (CC)^i \) means the composition of the Contou-Carrère symbol \( CC \) and the morphism
\[ \mathbb{G}_m \longrightarrow \mathbb{G}_m : g \mapsto g^i, \quad g \in \mathbb{G}_m(A) = A^*, \quad A \text{ is any commutative ring.} \]

Hence we obtain that any morphism of group functors from \( LK_2^M \) to \( \mathbb{G}_m \) commutes with the action of \( \text{Aut}^c._\text{alg}(\mathcal{L}) \) on \( LK_2^M \), and therefore this morphism can be also used to construct a 2-cocycle on \( \text{Aut}^c._\text{alg}(\mathcal{L}) \) with coefficients in \( \mathbb{G}_m \). In this case we obtain the \( i \)-th multiple of the 2-cocycle \( \hat{B} \) for some \( i \in \mathbb{Z} \).

Remark 2.10. The maps which we considered above for the construction of the 2-cocycle \( \hat{B} \) induce the following maps on cohomology groups
\[ H^1(\text{Aut}^c._\text{alg}(\mathcal{L}), \mathbb{G}_m) \otimes \mathbb{Z} H^1(\text{Aut}^c._\text{alg}(\mathcal{L}), \mathbb{G}_m) \longrightarrow H^2(\text{Aut}^c._\text{alg}(\mathcal{L}), \mathbb{G}_m \otimes \mathbb{G}_m) \longrightarrow \]
\[ 
\longrightarrow \rightarrow H^2(\text{Aut}^c._\text{alg}(\mathcal{L}), LK_2^M) \longrightarrow H^2(\text{Aut}^c._\text{alg}(\mathcal{L}), \mathbb{G}_m), \]
where the first map is the \( \cup \)-product, and the composition of the last two maps is induced by the Contou-Carrère symbol \( CC \).

Remark 2.11. Suppose that \( \text{Nil}(A) = 0 \) for a commutative ring \( A \). The from formula (2.10) and formula (2.6) for the Contou-Carrère symbol \( CC \) it follows that \( \hat{B}(\varphi_1, \varphi_2) = 1 \) for any \( \varphi_1 \) and \( \varphi_2 \) from \( \text{Aut}^c._\text{alg}(\mathcal{L})(A) \).
Remark 2.12. There is the \( n \)-dimensional Contou-Carrère symbol \( CC_n \) that is a multilinear antisymmetric functorial map of \( n + 1 \) variables:

\[
A((t_1)) \ldots (t_n))^* \times \ldots \times A((t_1)) \ldots (t_n))^* \longrightarrow A^*,
\]

where \( A \) is a commutative ring, and \( CC_1 = CC \). When \( A \) is a \( \mathbb{Q} \)-algebra, then the main ingredient for \( CC_n \) is the formula

\[
CC_n(f_1, \ldots, f_{n+1}) = \exp \left( \log f_1 \cdot \frac{df_2}{f_2} \land \ldots \land \frac{df_{n+1}}{f_{n+1}} \right),
\]

where \( \exp \) is the \( n \)-dimensional residue that is equal to the coefficient by \( t_1 \ldots t_n dt_1 \land \ldots \land dt_n \), elements \( f_1, \ldots, f_{n+1} \in A((t_1)) \ldots ((t_n))^* \), and there is some condition on \( f_1 \) so that the series \( \log f_1 \) converges in the natural topology of \( A((t_1)) \ldots ((t_n)) \), see [32], where it was done for \( n = 2 \), and [17, 21] for any \( n \).

Then it is possible to write the formal version of the slightly changed \( (n + 1) \)-cocycle \( B \) from formula (1.2) for the \( n \)-dimensional torus using the \( n \)-dimensional Contou-Carrere symbol \( CC_n \), the formal analog of formula (1.2) and the differential form \( \omega = dt_1 \land \ldots \land dt_n \). This \( (n + 1) \)-cocycle is on the group of continuous \( A \)-automorphisms of the \( A \)-algebra \( A((t_1)) \ldots ((t_n)) \) with values in the group \( A^* \), where \( A \) is any commutative ring. When \( n = 1 \) this cocycle coincides with the cocycle \( \hat{B} \) from Proposition 2.3.

The study of this \( (n + 1) \)-cocycle coming from \( A((t_1)) \ldots ((t_n)) \) will be the subject of our further investigation.

3 Cocycle from the determinantal central extension

In this section we describe the determinantal central extension of \( \text{Aut}_{c, \text{alg}}(\mathcal{L}) \) by \( \mathbb{G}_m \), an explicit section of this central extension as functors but not as group functors, and a 2-cocycle on \( \text{Aut}_{c, \text{alg}}(\mathcal{L}) \) with values in \( \mathbb{G}_m \) obtained from the central extension and the section.

3.1 More on the automorphism group of ring of Laurent series

We define now the following subfunctors of the functor \( \text{Aut}_{c, \text{alg}}(\mathcal{L}) \):

\[
\text{Aut}^+_{c, \text{alg}}(\mathcal{L}), \quad \text{Aut}_-^{c, \text{alg}}(\mathcal{L}), \quad \text{Aut}_{+, 1}^{c, \text{alg}}(\mathcal{L}), \quad \text{Aut}_{-, 1}^{c, \text{alg}}(\mathcal{L}).
\] (3.1)

Let \( A \) be any commutative ring.

We define the subset \( \text{Aut}_{+, 1}^{c, \text{alg}}(\mathcal{L})(A) \) of the group \( \text{Aut}_{c, \text{alg}}(\mathcal{L})(A) \) that consists of elements \( \varphi \) such that the corresponding elements \( \tilde{\varphi} = \varphi(t) \in A((t))^* \) are exactly the elements of the kind

\[
a_1 t + a_2 t^2 + \ldots,
\] (3.2)

where \( a_1 \in A^* \), and elements \( a_i \) with \( i \geq 2 \) are any from \( A \). It is easy to see that \( \text{Aut}_{+, 1}^{c, \text{alg}}(\mathcal{L})(A) \) is a subgroup.
We define the subset $\textbf{Aut}_{+}^{c,\text{alg}}(\mathcal{L})(A)$ of the group $\textbf{Aut}^{c,\text{alg}}(\mathcal{L})(A)$ that consists of elements $\varphi$ such that the corresponding elements $\tilde{\varphi} = \varphi(t)$ are exactly the elements of the kind

$$a_0 + a_1 t + a_2 t^2 + \ldots ,$$

where $a_0$ is from the nil-radical $\text{Nil}(A)$, $a_i \in A^*$, and elements $a_i$ with $i \geq 2$ are any from $A$.

We define the subset $\textbf{Aut}_{-}^{c,\text{alg}}(\mathcal{L})(A)$ of the group $\textbf{Aut}^{c,\text{alg}}(\mathcal{L})(A)$ that consists of elements $\varphi$ such that the corresponding elements $\tilde{\varphi} = \varphi(t)$ are exactly the elements of the kind

$$a_{-n} t^{-n} + a_{-n+1} t^{-n+1} + \ldots + a_{-1} t^{-1} + a_0 + t ,$$

where $n \in \mathbb{Z}$, $n \geq 0$, all elements $a_i$ are from $\text{Nil}(A)$.

We define the subset $\textbf{Aut}_{-1}^{c,\text{alg}}(\mathcal{L})(A)$ of the group $\textbf{Aut}^{c,\text{alg}}(\mathcal{L})(A)$ that consists of elements $\varphi$ such that the corresponding elements $\tilde{\varphi} = \varphi(t)$ are exactly the elements of the kind

$$a_{-n} t^{-n} + a_{-n+1} t^{-n+1} + \ldots + a_{-1} t^{-1} + t ,$$

where $n \in \mathbb{Z}$, $n \geq 1$, all elements $a_i$ are from $\text{Nil}(A)$.

Thus we have the following embeddings of sets:

$$\textbf{Aut}_{+}^{c,\text{alg}}(\mathcal{L})(A) \subset \textbf{Aut}_{+}^{c,\text{alg}}(\mathcal{L})(A) \subset \textbf{Aut}^{c,\text{alg}}(\mathcal{L})(A)$$

$$\textbf{Aut}_{-}^{c,\text{alg}}(\mathcal{L})(A) \supset \textbf{Aut}_{-1}^{c,\text{alg}}(\mathcal{L})(A) \supset \textbf{Aut}^{c,\text{alg}}(\mathcal{L})(A) .$$

**Proposition 3.1.** Let $A$ be any commutative ring. There are the following unique decompositions

$$\textbf{Aut}^{c,\text{alg}}(\mathcal{L})(A) = \textbf{Aut}_{+}^{c,\text{alg}}(\mathcal{L})(A) \cdot \textbf{Aut}_{-1}^{c,\text{alg}}(\mathcal{L})(A) = \textbf{Aut}_{+}^{c,\text{alg}}(\mathcal{L})(A) \cdot \textbf{Aut}_{-}^{c,\text{alg}}(\mathcal{L})(A) =$$

$$= \textbf{Aut}_{-1}^{c,\text{alg}}(\mathcal{L})(A) \cdot \textbf{Aut}_{+1}^{c,\text{alg}}(\mathcal{L})(A) = \textbf{Aut}_{-}^{c,\text{alg}}(\mathcal{L})(A) \cdot \textbf{Aut}_{+}^{c,\text{alg}}(\mathcal{L})(A) .$$

(3.6)

All subsets used in these decompositions are subgroups, i.e. subfunctors (3.1) are group subfunctors. Besides, these decompositions are functorial with respect to $A$, and therefore give the decompositions of the group functor $\textbf{Aut}^{c,\text{alg}}(\mathcal{L})$.

**Remark 3.1.** Decompositions (3.6) are not the direct products and not the semidirect products of groups for some commutative rings $A$.

**Proof.** We note that all subsets used in decompositions (3.6) are closed with respect to the multiplication induced from the group structure of $\textbf{Aut}^{c,\text{alg}}(\mathcal{L})(A)$.

We prove the existence of decompositions. First, we prove the existence of the first decomposition.

For the proof we will use the following statement. Let $J$ be an ideal in the ring $A$. Suppose that an element $p = \sum_{i \geq 1} d_i t^i$, where $d_i \in A$, $d_1 \in A^*$, belongs to $t + J((t))$. Then for the element $q = \sum_{i \geq 1} e_i t^i$, where $e_1 \in A^*$, such that $p \circ q = t$ we have that $q$ belongs to $t + J((t))$. The proof of the statement follows at once if we consider the images of $p$ and $q$ to the ring $(A/J)((t))$.  
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Let $\varphi \in Aut^{c,alg}(L)(A)$ such that

$$\tilde{\varphi} = \varphi(t) = \sum_{i} a_i t^i,$$

where $a_1 \in A^*$ and $a_i \in \text{Nil}(A)$ if $i < 1$.

We denote $g_1 = \tilde{\varphi}$. Since $a_1 \in A^*$, there is the element $h_1 = \sum_{i \geq 1} c_i t^i$, where $c_1 \in A^*$, such that $\left( \sum_{i \geq 1} a_i t^i \right) \circ h_1 = t$. Hence we obtain that the element $g_2 = g_1 \circ h_1 = \sum_{i} b_i t^i$ belongs to $t + I((t)) \subset A((t))$, where $I$ is an ideal in the ring $A$ generated by all elements $a_i$ with $i \leq 0$. The ideal $I$ is generated by the finite number of nilpotent elements. Therefore there is an integer $k > 0$ such that $I^k = 0$.

We consider the element $h_2 = \sum_{i \geq 1} f_i t^i$, where $f_1 \in A^*$, such that $\left( \sum_{i \geq 1} b_i t^i \right) \circ h_2 = t$. Then by the statement above, $h_2 \in t + I((t))$. Therefore we obtain the element $g_3 = g_2 \circ h_2 = \sum_{i} c_i t^i \in t + I((t))$, where $c_1 \in 1 + I^2$ and $c_i \in I^2$ when $i \geq 2$.

We consider the element $h_3 = \sum_{i \geq 1} v_i t^i$, where $v_1 \in A^*$, such that $\left( \sum_{i \geq 1} c_i t^i \right) \circ h_3 = t$.

By iterating this process, we obtain $g_{k+1} = g_1 \circ h_1 \circ h_2 \ldots \circ h_k = \sum_{i} w_i t^i \in t + I((t))$, where $w_i \in I^k = 0$ when $i \geq 2$, and $w_1 \in 1 + I^k$, i.e. $w_1 = 1$.

Hence we obtained that $g_1 \circ (h_1 \circ h_2 \ldots \circ h_k) = \sum_{i \leq 0} z_i t^i + t$ with $z_i \in \text{Nil}(A)$. Since we know that the element $h_1 \circ h_2 \ldots \circ h_k$ corresponds to the element from $Aut^{c,alg}(L)(A)$, and $Aut^{c,alg}(L)(A)$ is a group, we obtain now the first decomposition from (3.6).

The second decomposition from (3.6) follows from the first decomposition, since we always have that an element $\left( \sum_{i \leq 0} c_i t^i + t \right) \circ (t - c_0)$ corresponds to the element from $Aut^{c,alg}(L)(A)$ (see formula (3.5)).

Now we prove that $Aut^{c,alg}_{-1}(L)(A)$ is a group. It is enough to prove that for any element $g = a_{-1} t^{-1} + \ldots + a_{-l} t^{-l} + a_0 + t$, where $l \geq 0$ and $a_i \in \text{Nil}(A)$ when $i \leq 0$, there is an element $h = b_{-m} t^{-m} + \ldots + b_{-1} t^{-1} + b_0 + t$, where $m \geq 0$ and $b_i \in \text{Nil}(A)$ when $i \leq 0$, such that $g \circ h = t$. Let $I$ be a nilpotent ideal in the ring $A$ generated by elements $a_{-l}, \ldots, a_{-1}, a_0$. We note that $g \circ (t - a_0 - a_{-1} t^{-1} - \ldots - a_{-l} t^{-l}) \in t + I^2[t^{-1}]$. Iterating this process and using the nilpotence of $I$ we obtain the element $h$.

In the same way we can prove that $Aut^{c,alg}_{-1}(L)(A)$ is a group.

To see that $Aut^{c,alg}_{+1}(L)(A)$ is a group we note that for any element $\sum_{i \geq 0} d_i t^i$, where $d_0 \in \text{Nil}(A)$, $d_1 \in A^*$, we have $\left( \sum_{i \geq 0} d_i t^i \right) \circ g = d_0 + t$, where $\left( \sum_{i \geq 1} d_i t^i \right) \circ g = t$, and, besides, $(d_0 + t) \circ (-d_0 + t) = t$.

Now the third and fourth decompositions in (3.6) follow from the first and second decompositions, because subsets in these decompositions are subgroups and we can apply the map $g \mapsto g^{-1}$.

The uniqueness of the decompositions follows from the facts that the subsets in the decompositions are subgroups and inside $Aut^{c,alg}(L)(A)$ we have (see formulas (3.2)-(3.5))

$$Aut^{c,alg}_{+1}(L)(A) \cap Aut^{c,alg}_{-1}(L)(A) = Aut^{c,alg}_{+1}(L)(A) \cap Aut^{c,alg}_{-1}(L)(A) = e,$$

where $e$ is the identity element of the group $Aut^{c,alg}(L)(A)$.

Remark 3.2. The proof of Proposition 3.1 gives the way how to construct the element $h$ given by formula (2.1) for an element $g$ of the same type such that $g \circ h = h \circ g = t$. (We don’t use in the proof the fact that it is possible to construct such an element.) Besides,
Proposition 3.2. The following proposition follows from the general theory of Tate and not semidirect products.)

Remark 3.3. The group $\text{Aut}^{c, \text{alg}}(\mathcal{L})(A)$ is exactly the group of all continuous $A$-automorphisms of the $A$-algebra $A[[t]]$.

From the explicit form of elements $\tilde{g} = \varphi(t)$ for $\varphi \in \text{Aut}^{c, \text{alg}}(\mathcal{L})(A)$, see formula (2.1), it is easy to see that the functor $\text{Aut}^{c, \text{alg}}(\mathcal{L})$ is represented by the following ind-scheme

$$\text{Spec } \mathbb{Z}[a_1, a_1^{-1}] \times \text{Spec } \mathbb{Z}[a_2, a_3, a_4, \ldots] \times \underset{\longleftarrow}{\lim} \text{Spec } \mathbb{Z}[a_0, a_{-1}, a_{-2}, \ldots]/I_{\{\epsilon\}} \ , \quad (3.7)$$

where the limit is taken over all the sequences $\{\epsilon\}$ with integers $i \leq 0$ and $\epsilon_i$ are nonnegative integers such that all but finitely many $\epsilon_i$ equal zero, the ideal $I_{\{\epsilon\}}$ is generated by elements $a_i^{\epsilon_i+1}$ for all integers $i \leq 0$.

We note that decomposition in formula (3.7) is not the decomposition of group ind-schemes (when we consider elements of type (2.1)). But it is easy to see that functors (3.1) are also represented by ind-schemes. Therefore decompositions in Proposition 3.1 give decompositions of group ind-schemes (but these decompositions are not direct products and not semidirect products.)

### 3.2 Relative determinants

The following proposition follows from the general theory of Tate $A$-modules, see [11, § 2.13]. We give here a simple proof for the case of $A((t))$.

**Proposition 3.2.** Let $A$ be a commutative ring.

1. For any $A$-module homeomorphism (i.e. a homeomorphism that preserves the $A$-module structures) $g : A((t)) \rightarrow A((t))$ and any $n \in \mathbb{Z}$ there are $l, m \in \mathbb{Z}$ such that

$$t^m A[[t]] \subset g(t^n A[[t]]) \subset t^l A[[t]] .$$

2. For any $A$-module homeomorphisms $g$ and $h$ from $A((t))$ to $A((t))$ and any $m, n \in \mathbb{Z}$ such that $g(t^m A[[t]]) \supset h(t^m A[[t]])$ we have that $g(t^n A[[t]])/h(t^m A[[t]])$ is a finitely generated projective $A$-module.

**Proof.** 1. This follows from continuous property of $g$ and $g^{-1}$, and that an $A$-module $t^m A[[t]]/t^n A[[t]]$ is finitely generated.

2. By applying the map $h^{-1}$, we obtain that it is enough to prove this item for the identity map $h$. Now we have that $A((t))/t^m A[[t]]$ is a free $A$-module. The module

$$A((t))/g(t^n A[[t]]) = gA((t))/g(t^n A[[t]]) \simeq A((t))/t^n A[[t]]$$

is also a free $A$-module. Therefore from the exact sequence of $A$-modules

$$0 \rightarrow g(t^n A[[t]])/t^m A[[t]] \rightarrow A((t))/t^m A[[t]] \rightarrow A((t))/g(t^n A[[t]]) \rightarrow 0$$
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we obtain that \( A((t))/t^m A[[t]] \cong g(t^n A[[t]])/t^m A[[t]] \oplus A((t))/g(t^n A[[t]]) \). This implies that \( g(t^n A[[t]])/t^m A[[t]] \) is a projective \( A \)-module. Now we will prove that this module is finitely generated. By item 1, there is \( l \in \mathbb{Z} \) such that \( g(t^n A[[t]]) \subset t^l A[[t]] \), and, as we have just proved, \( t^l A[[t]]/g(t^n A[[t]]) \) is a projective \( A \)-module. Therefore we have that
\[
t^l A[[t]]/t^m A[[t]] \cong g(t^n A[[t]])/t^m A[[t]] \oplus t^l A[[t]]/g(t^n A[[t]]).
\]
Now we use that the \( A \)-module \( t^l A[[t]]/t^m A[[t]] \) is finitely generated.

Let \( A \) be a commutative ring. Let \( L \) and \( M \) be \( A \)-submodules of \( A((t)) \) that are equal to \( g(t^n A[[t]]) \) and \( h(t^m A[[t]]) \) for some \( A \)-module homeomorphisms \( g \) and \( h \) from \( A((t)) \) to \( A((t)) \). Let \( l \) be an integer such that \( L \) and \( M \) contain \( t^l A[[t]] \). Then the projective \( A \)-module of rank 1
\[
\text{Hom}_A \left( \bigwedge^{\max} (L/t^l A[[t]]), \bigwedge^{\max} (M/t^l A[[t]]) \right)
\]
does not depend on the choice of \( l \) up to a unique isomorphism. We identify over all such \( l \) all these projective \( A \)-modules via the following definition of the projective \( A \)-module homomorphism
\[
\det(L \mid M) = \lim_{t \to \infty} \text{Hom}_A \left( \bigwedge^{\max} (L/t^l A[[t]]), \bigwedge^{\max} (M/t^l A[[t]]) \right).
\]
For any \( A \)-submodule \( N \) of the same form as \( L \) and \( M \) above we have a canonical isomorphism of \( A \)-modules
\[
\det(L \mid M) \otimes_A \det(M \mid N) \longrightarrow \det(L \mid N)
\]
that satisfies the associativity diagram for any four \( A \)-submodules of \( A((t)) \) of the same form as \( L \) and \( M \) above. Besides, any \( A \)-module homeomorphism \( f : A((t)) \to A((t)) \) defines an isomorphism of \( A \)-modules: \( \det(L \mid M) \to \det(f(L) \mid f(M)) \).

For any continuous \( A \)-module homomorphism \( g \) from \( A((t)) \) to \( A((t)) \) we write \( g \) as the block matrix with respect to the decomposition \( A((t)) = t^{-1} A[t^{-1}] \oplus A[[t]] \):
\[
\begin{pmatrix}
a_g & b_g \\
c_g & d_g
\end{pmatrix}
\]
(3.8)
where \( d_g : A[[t]] \to A[[t]] \), \( d_g = \text{pr} \cdot (g|_{A[[t]]}) \) and \( \text{pr} : A((t)) \to A[[t]] \) is the projection. (Here the matrix acts from the left on an element-column from \( A((t)) \).) We note that \( d_g \) is continuous as the composition of continuous maps.

**Proposition 3.3.** For any \( A \)-module homeomorphism \( g \) from \( A((t)) \) to \( A((t)) \) such that \( d_g \) is bijective, \( \det(A[[t]] \mid g(A[[t]])) \) is a free \( A \)-module of rank 1.
Proof. Since $g$ is continuous, there is $L = t^n A[[t]]$ with $n \geq 0$ such that $g(L) \subset A[[t]]$. Hence we have that $d_g|L = g|L$. Hence we obtain the following isomorphism:

$$\frac{A[[t]]}{g(L)} = \frac{A[[t]]}{d_g(L)} \frac{A[[t]]}{L} \frac{g(A[[t]])}{g(L)}$$

Since all the above $A$-modules are projective, taking some $N = t^k A[[t]] \subset g(L)$, we obtain the isomorphism of $A$-modules $A[[t]]/N \to g(A[[t]])/N$, which gives the isomorphism of the corresponding top exterior powers of these projective $A$-modules.

\[\square\]

### 3.3 Determinantal central extension

**Proposition 3.4.** Let $A$ be a commutative ring. For any $g \in \mathcal{A}ut^c,_{alg}(\mathcal{L})(A)$ and any $n \in \mathbb{Z}$ we have

$$A((t)) = t^{n-1} A[t^{-1}] \oplus g(t^n A[[t]]) .$$

**Proof.** By Proposition 3.1 let $g = g_1 g_2$, where $g_1 \in \mathcal{A}ut^c,_{alg}(\mathcal{L})(A)$, $g_2 \in \mathcal{A}ut^c,_{alg}(\mathcal{L})(A)$. It is easy to see that $g_2(t^n A[[t]]) = t^n A[[t]]$. Therefore we can suppose that $g = g_1$. Then from the fact that the set $\mathcal{A}ut^c,_{alg}(\mathcal{L})(A)$ is a group it is easy to see that $g_1^{-1}(t^{n-1} A[t^{-1}]) = t^{n-1} A[t^{-1}]$. Now let us act by the element $g_1^{-1}$ on both sides of the equality from Proposition 3.4, which is to be proved. We get an obvious equality. So the original equality is also true. \[\square\]

Taking $n = 0$, we obtain at once the following corollary (see notation in (3.8)).

**Corollary 3.1.** For any $g \in \mathcal{A}ut^c,_{alg}(\mathcal{L})(A)$ the map $d_g$ is bijective.

We define the central extension

$$1 \longrightarrow A^* \longrightarrow \mathcal{A}ut^c,_{alg}(\mathcal{L})(A) \longrightarrow \mathcal{A}ut^c,_{alg}(\mathcal{L})(A) \longrightarrow 1 , \quad (3.9)$$

where the group $\mathcal{A}ut^c,_{alg}(\mathcal{L})(A)$ consists of pairs $(g, s)$, where $g \in \mathcal{A}ut^c,_{alg}(\mathcal{L})(A)$ and $s$ is an element of projective $A$-module $\mathcal{H}et(g(A[[t]]))$ of rank 1 such that for any prime ideal $P$ of the ring $A$ we have $s \notin P \mathcal{H}et(g(A[[t]]))$. The group law is as follows

$$(g_1, s_1)(g_2, s_2) = (g_1 g_2, g_1(s_2) \otimes s_1) .$$

By Proposition 3.3 and Corollary 3.1 this central extension is well-defined.

Clearly, $\mathcal{A}ut^c,_{alg}(\mathcal{L}) : A \mapsto \mathcal{A}ut^c,_{alg}(\mathcal{L})(A)$ is a group functor that gives the central extension of group functor $\mathcal{A}ut^c,_{alg}(\mathcal{L})$ by group functor $\mathcal{G}_m$, and we call this central extension as the determinantal central extension. (The functoriality of $A \mapsto \mathcal{A}ut^c,_{alg}(\mathcal{L})(A)$ follows from the natural isomorphism

$$(g(A_1[[t]])) \otimes_{A_1} A_2 \xrightarrow{\sim} u(g)(A_2[[t]])/u(h)(A_2[[t]]),$$
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which is satisfied, since the projective $A_1$-module $g(A_1[[t]])/h(A_1[[t]])$ is a direct summand of an $A_1$-module $t^lA_1[[t]]/t^mA_1[[t]]$ for appropriate $l,m \in \mathbb{Z}$, where $u : A_1 \to A_2$ is any homomorphism of commutative rings, which induces the homomorphism $\text{Aut}_{c,\text{alg}}(L)(A_1) \to \text{Aut}_{c,\text{alg}}(L)(A_2)$ denoted by the same letter $u$, and elements $g,h$ are from $\text{Aut}_{c,\text{alg}}(L)(A_1)$ such that $g(A_1[[t]]) \supset h(A_1[[t]])$.

We will construct now explicitly a section of the determinantal central extension (the section not as group functors) and, hence, construct the corresponding 2-cocycle on $\text{Aut}_{c,\text{alg}}(L)$ with coefficients in $\mathbb{G}_m$.

For this goal we construct another exact sequence of group functors that for any commutative ring $A$ looks as follows:

$$1 \longrightarrow \text{GL}_f(A) \longrightarrow \text{Aut}_{c,\text{alg}}(L)(A) \longrightarrow \text{Aut}_{c,\text{alg}}(L)(A) \longrightarrow 1.$$ 

Here the group $\text{GL}_f(A)$ consists of all elements $r \in \text{GL}_A(A[[t]])$ such that there is an integer $n > 0$, which depends on $r$, with the property $r|_{nA[[t]]} = \text{id}$. Here $\text{GL}_A(A[[t]])$ is the group of all $A$-module automorphisms $A[[t]] \to A[[t]]$ (we do not demand that these automorphisms preserve the ring structure). We note that $r$ is always a continuous map, since $r - \text{id}$ is a continuous map.

The group $\text{Aut}_{c,\text{alg}}(L)(A)$ as a set consists of all pairs $(g,r)$, where $g \in \text{Aut}_{c,\text{alg}}(L)(A)$ and $r \in \text{GL}_A(A[[t]])$ such that there is an integer $n > 0$, which depends on $g$ and $r$, with the property $d_g|_{nA[[t]]} = r|_{nA[[t]]}$. We note that $r$ is always a continuous map, since $d_g - r$ and $d_g$ are continuous maps. Using that $g$, $g^{-1}$ and $r$ are continuous maps, it is easy to see that the set $\text{Aut}_{c,\text{alg}}(L)(A)$ is a subgroup in $\text{Aut}_{c,\text{alg}}(L)(A) \times \text{GL}_A(A[[t]])$.

This gives the group structure on $\text{Aut}_{c,\text{alg}}(L)(A)$.

Now the map $\text{Aut}_{c,\text{alg}}(L)(A) \to \text{Aut}_{c,\text{alg}}(L)(A)$ is $(g,r) \mapsto g$.

We will construct a morphism of exact sequences of group functors that for any commutative ring $A$ looks as follows:

$$
\begin{array}{cccccc}
1 & \longrightarrow & \text{GL}_f(A) & \longrightarrow & \text{Aut}_{c,\text{alg}}(L)(A) & \longrightarrow & \text{Aut}_{c,\text{alg}}(L)(A) & \longrightarrow & 1 \\
& & \downarrow & & \downarrow & & \downarrow & & \\
1 & \longrightarrow & A^* & \longrightarrow & \text{Aut}_{c,\text{alg}}(L)(A) & \longrightarrow & \text{Aut}_{c,\text{alg}}(L)(A) & \longrightarrow & 1
\end{array}
$$

where all homomorphisms given by vertical arrows are surjective and $\pi|_{\text{GL}_f(A)}$ equals to the map $\det$, i.e. the determinant, which is well-defined by definition of $\text{GL}_f(A)$ (cf. also [15 Prop. 1.6], where the similar morphism of complexes was written when $A$ is a field).

Let $(g,r) \in \text{Aut}_{c,\text{alg}}(L)(A)$. Then there is an $A$-submodule $L = t^mA[[t]]$ with $m \geq 0$ such that $g(L) \subset A[[t]]$ and $r|_L = d_g|_L$. Since $g(L) \subset A[[t]]$, we have $d_g|_L = g|_L$. Therefore $r(L) = g(L)$. Then we have the following isomorphism

$$\begin{align*}
\frac{A[[t]]}{g(L)} & \cong \frac{A[[t]]}{r(L)} \\
& \cong \frac{A[[t]]}{L} \\
& \cong \frac{g(A[[t]])}{g(L)}
\end{align*}$$
Since all the above \( A \)-modules are projective, taking some \( N = t^k A[[t]] \subset g(L) \), we obtain the isomorphism of \( A \)-modules \( g(A[[t]])/N \rightarrow A[[t]]/N \), which gives the isomorphism of the corresponding top exterior powers of these projective \( A \)-modules. This gives an element \( s \in \det(g(A[[t]]))/A[[t]] \) such that for any prime ideal \( P \) of \( A \) we have \( s \notin P \det(g(A[[t]]))/A[[t]] \). Thus we have constructed the map \( \pi \) as \( \pi((g,s)) = (g,s) \). This map is a group homomorphism.

The morphism of functors \( \mathcal{A}ut_{c,\text{alg}}(\mathcal{L}) \rightarrow \mathcal{A}ut_{c,\text{alg}}(\mathcal{L}) \) has a canonical section (which is not, in general, a morphism of group functors). For a commutative ring \( A \) this section is

\[
\mathcal{A}ut_{c,\text{alg}}(\mathcal{L})(A) \rightarrow \mathcal{A}ut_{c,\text{alg}}(\mathcal{L})(A) : g \mapsto (g,d_g).
\]

The composition of this map with \( \pi \) gives a section of the map \( \mathcal{A}ut_{c,\text{alg}}(\mathcal{L})(A) \rightarrow \mathcal{A}ut_{c,\text{alg}}(\mathcal{L})(A) \). This section is not, in general, a group homomorphism. In the usual way, this gives a 2-cocycle for the central extension \( (3.9) \)

\[
D(f,g) = \det(d_f \cdot d_g \cdot d_{fg}^{-1}), \quad (3.10)
\]

where \( f, g \in \mathcal{A}ut_{c,\text{alg}}(\mathcal{L})(A) \), \( d_{fg} = c_f \cdot b_g + d_f \cdot d_g \) (recall that we use notation from formula \( (3.5) \)). We note that there is an integer \( n \geq 0 \) such that \( (d_f \cdot d_g \cdot d_{fg}^{-1})|_{n^*A[[t]]} = \text{id} \).

Therefore the determinant \( \det \) in formula \( (3.10) \) is well-defined.

Thus, we have proved the following Proposition.

**Proposition 3.5.** The determinantal central extension of group functor \( \mathcal{A}ut_{c,\text{alg}}(\mathcal{L}) \) by group functor \( \mathbb{G}_m \) is defined by a 2-cocycle \( D \) given by formula \( (3.10) \).

**Remark 3.4.** Formula \( (3.10) \) is an algebraic formal analog of formula from Proposition (6.6.4) of [33] to form the theory of smooth loop groups.

## 4 Corresponding cocycles on Lie algebras

In Appendix A we collected statements on how to construct Lie algebra valued functors and Lie algebra 2-cocycles from group ind-schemes (or more generally, group functors with some conditions) and 2-cocycles on group ind-schemes. Using these statements, in this section we calculate the 2-cocycles \( \text{Lie} \tilde{B} \) and \( \text{Lie} D \) on Lie algebra valued functors that correspond to the 2-cocycles \( \tilde{B} \) and \( D \) on the group ind-scheme \( \mathcal{A}ut_{c,\text{alg}}(\mathcal{L}) \) with coefficients in \( \mathbb{G}_m \) from Sections \( 2.3.2 \) and \( 3.3 \) correspondingly.

### 4.1 Lie algebra of continuous derivations

We calculate in this section the Lie algebra valued functor \( \text{Lie} \mathcal{A}ut_{c,\text{alg}}(\mathcal{L}) \) of the group ind-scheme \( \mathcal{A}ut_{c,\text{alg}}(\mathcal{L}) \).

Let \( A \) be a commutative ring. It is easy to see (see Appendix A.1–A.2) that \( \text{Lie} \mathcal{A}ut_{c,\text{alg}}(\mathcal{L})(A) \) consists of elements \( \mu \in \mathcal{A}ut_{c,\text{alg}}(\mathcal{L})(A[[\varepsilon]]/(\varepsilon^2)) \) such that the corresponding element \( \tilde{\mu} = \mu(t) \) from \( (A[[\varepsilon]]/(\varepsilon^2))(t) \) equals \( t + g\varepsilon \), where \( g \) is any element from \( A((t)) \), see notation in Section \( 2.1 \).
Hence we can identify the underlying $A$-module of $\text{Lie} \mathcal{A}ut^{c, \text{alg}}(\mathcal{L})(A)$ with the $A$-module of all continuous $A$-derivations of the $A$-algebra $A((t))$. Indeed, for any $f, g \in A((t))$ we have in the ring $(A[\varepsilon]/(\varepsilon^2))(t))$ by Taylor formula that

$$f \circ (t + g \varepsilon) = f + gf' \varepsilon.$$  

Therefore the continuous $(A[\varepsilon]/(\varepsilon^2))$-automorphisms $t \mapsto t + g \varepsilon$ of the $(A[\varepsilon]/(\varepsilon^2))$-algebra $(A[\varepsilon]/(\varepsilon^2))(t))$ corresponds to continuous $A$-derivations $g \frac{\partial}{\partial t}$ of the $A$-algebra $A((t))$.

Now we calculate the Lie bracket in the Lie algebra $\text{Lie} \mathcal{A}ut^{c, \text{alg}}(\mathcal{L})(A)$. For this goal we calculate in the ring $(A[\varepsilon_1, \varepsilon_2]/(\varepsilon_1^2, \varepsilon_2^2))(t))$ for $g_1, g_2 \in A((t))$:

$$(t + g_1 \varepsilon_1) \circ (t + g_2 \varepsilon_2) = t + g_2 \varepsilon_2 + g_1 \varepsilon_1 + g_2 g'_1 \varepsilon_1 \varepsilon_2.$$  

Hence we have that

$$(t + g_2 \varepsilon_2) \circ (t + g_1 \varepsilon_1) = (t + g_1 \varepsilon_1) \circ (t + g_2 \varepsilon_2) \circ (t + (g_1 g'_2 - g_2 g'_1) \varepsilon_1 \varepsilon_2).$$

Therefore for any $\mu_1, \mu_2 \in \text{Lie} \mathcal{A}ut^{c, \text{alg}}(\mathcal{L})(A)$ such that $\mu_i = t + g_i \varepsilon$ (where $i = 1$ and $i = 2$) we obtain (see formula (A.3) in Appendix A.2) the Lie bracket $[\mu_1, \mu_2] \in \text{Lie} \mathcal{A}ut^{c, \text{alg}}(\mathcal{L})(A)$ such that

$$[\mu_1, \mu_2] = t + (g_1 g'_2 - g_2 g'_1) \varepsilon_1 \varepsilon_2.$$  

The derivation $(g_1 g'_2 - g_2 g'_1) \frac{\partial}{\partial t}$ is equal to the derivation $[g_1 \frac{\partial}{\partial t}, g_2 \frac{\partial}{\partial t}]$, where $[,]$ is the usual commutator bracket on derivations.

Thus, the Lie algebra $\text{Lie} \mathcal{A}ut^{c, \text{alg}}(\mathcal{L})(A)$ over the ring $A$ is naturally identified with the Lie algebra of continuous $A$-derivations of the ring $A((t))$ with the usual Lie bracket for derivations. (We note that we also used formula (2.2).)

**Remark 4.1.** In the Lie $A$-algebra $\mathcal{A}ut^{c, \text{alg}}(\mathcal{L})(A)$ of continuous $A$-derivations of $A((t))$ we have the dense $A$-subalgebra with the basis $L_n = t^{n+1} \frac{\partial}{\partial t}$, $n \in \mathbb{Z}$, with the bracket $[L_n, L_m] = (m - n) L_{n+m}$.

### 4.2 2-cocycles Lie $\hat{B}$ and Lie $D$ on Lie algebra valued functors

We note that $\text{Lie} G_m = G_a$, where $G_a(A) = A$ is the zero Lie bracket.

We calculate now explicitly the 2-cocycle Lie $\hat{B}$ on Lie algebra valued functor $\mathcal{A}ut^{c, \text{alg}}(\mathcal{L})$ with coefficients in $G_a$ that corresponds to the 2-cocycle $\hat{B}$ on the group ind-scheme.

For any commutative ring $A$ we identify the Lie algebra $\text{Lie} \mathcal{A}ut^{c, \text{alg}}(\mathcal{L})(A)$ over the ring $A$ with the Lie algebra of continuous $A$-derivations of the ring $A((t))$.

**Proposition 4.1.** Let $A$ be a commutative ring. For any elements $g_i \in A((t))$, where $i = 1$ and $i = 2$, we have

$$\text{Lie} \hat{B} \left( g_1 \frac{\partial}{\partial t}, g_2 \frac{\partial}{\partial t} \right) = 2 \text{res}(g_1' \cdot dg_2'),$$  

where we recall that $g'_i = \frac{dg_i}{dt}$.
Proof. Let $\hat{B}(g_1 \frac{\partial}{\partial t}, g_2 \frac{\partial}{\partial t}) = b \in A$. Then, according to Proposition A.3 from Appendix A.3, the element $b$ is defined in the following way.

For every $i = 1$ and $i = 2$ we consider the rings $E_i = A[\varepsilon_i]/(\varepsilon_i^2)$ and elements $\alpha_i \in Aut^{c,alg}(L(E_i((t))))$ such that $\tilde{\alpha}_i = \alpha_i(t) = t + g_i \varepsilon_i$. We consider $E = A[\varepsilon_1, \varepsilon_2]/(\varepsilon_1^2, \varepsilon_2^2)$ and $E((t))$ that contains the rings $E_i((t))$. Then we have

$$\hat{B}(\alpha_1, \alpha_2) \cdot \hat{B}(\alpha_2, \alpha_1)^{-1} = 1 + b \varepsilon_1 \varepsilon_2 \in E^*.$$ 

By formula (2.10) we have

$$\hat{B}(\alpha_1, \alpha_2) = CC(\tilde{\alpha}_1', \tilde{\alpha}_2' \circ \tilde{\alpha}_1) = CC(1 + g_1' \varepsilon_1, (1 + g_2' \varepsilon_2) \circ (t + g_1 \varepsilon_1)).$$

Using the Taylor formula, it is easy to see that

$$(1 + g_2' \varepsilon_2) \circ (t + g_1 \varepsilon_1) = (1 + g_2' \varepsilon_2)(1 + g_1 \epsilon_2).$$

We note that from the functoriality of the Contou-Carrère symbol $CC$ we have in the ring $E((t))$ for any $d_1, d_2 \in A((t))$ an equality $CC(1 + d_1 \varepsilon_1, 1 + d_2 \varepsilon_2) = 1 + d \varepsilon_1 \varepsilon_2$ for some $d \in A$. Hence, using the $A$-algebra endomorphism $E \rightarrow E$, $\varepsilon_1 \mapsto \varepsilon_1$, $\varepsilon_2 \mapsto \varepsilon_2$, which induces the map of $CC(1 + \tilde{g}_1' \varepsilon_1, 1 + \tilde{g}_1 \varepsilon_1)$ to $CC(1 + g_1' \varepsilon_1, 1 + g_1 \varepsilon_1)$, we obtain that $CC(1 + g_1' \varepsilon_1, 1 + g_1 \varepsilon_1) = 1$. Therefore and using the bimultiplicativity of $CC$, we have that

$$\hat{B}(\alpha_1, \alpha_2) = CC(1 + g_1' \varepsilon_1, 1 + g_2' \varepsilon_2) = 1 + res(g_1' \cdot dg_2') \varepsilon_1 \varepsilon_2,$$

where the last equality follows at once from formula (2.4) when $Q \subset A$ and from formula (2.6) in the general case.

Hence we also have $\hat{B}(\alpha_2, \alpha_1)^{-1} = 1 - res(g_1' \cdot dg_2') \varepsilon_1 \varepsilon_2 = 1 + res(g_1' \cdot dg_2') \varepsilon_1 \varepsilon_2$. Therefore $b = 2 res(g_1' \cdot dg_2')$. \qed

**Remark 4.2.** Proposition 4.1 is an algebraic formal analog of the statement from the theory of infinite-dimensional Lie groups that the Lie algebra 2-cocycle that corresponds to the Bott-Thurston group 2-cocycle is the doubled Gelfand-Fuchs 2-cocycle on the Lie algebra of smooth vector fields on the circle, see, e.g., definition-proposition 2.4 from chapter II of [27].

We consider an element $s$ from the Lie algebra Lie $Aut^{c,alg}(L)(A)$, which is the Lie algebra of continuous $A$-derivations of $A((t))$, as a block matrix (cf. formula (3.8))

$$\begin{pmatrix} a_s & b_s \\ c_s & d_s \end{pmatrix}$$ (4.2)

with respect to the decomposition $A((t)) = t^{-1}A[t^{-1}] \oplus A[[t]]$, and where the matrix acts on an element-column from $A((t))$ on the left.

The following proposition is an algebraic formal analog of the statement from the theory of smooth loop groups, see [33], Prop. 6.6.5.
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Proposition 4.2. Let $A$ be a commutative ring. For any $s, r$ from $\text{Lie Aut}_{\text{alg}}^c(L)(A)$ we have
\[ \text{Lie } D(s, r) = \text{tr}(c_r \cdot b_s - c_s \cdot b_r), \quad (4.3) \]
where the trace of the map from $A[[t]]$ to $A[[t]]$ is well-defined, since there is an integer $n \geq 0$ such that $b_r$ and $b_s$ restricted to $t^n A[[t]]$ equal zero.

Proof. From formula (3.10) by direct calculations with $D$ over the ring $A[[\varepsilon_1, \varepsilon_2]/(\varepsilon_1^2, \varepsilon_2^2)$ it is easy to see that
\[ D(\text{id} + s\varepsilon_1, \text{id} + r\varepsilon_2) = \text{det}(\text{id} - c_s b_r \varepsilon_1 \varepsilon_2) = 1 - \text{tr}(c_s b_r) \varepsilon_1 \varepsilon_2, \]
where $\text{id}$ is the identity map. Hence we obtain that
\[ D(\text{id} + s\varepsilon_1, \text{id} + r\varepsilon_2) \cdot D(\text{id} + r\varepsilon_2, \text{id} + s\varepsilon_1)^{-1} = 1 + \text{tr}(c_r \cdot b_s - c_s \cdot b_r) \varepsilon_1 \varepsilon_2, \]
Now, by Proposition A.3 from Appendix A.3, we obtain the statement. \qed

Now we can compare 2-cocycles $\text{Lie } D$ and $\hat{\text{Lie }} B$ on the Lie algebra valued functor $\text{Lie Aut}_{\text{alg}}^c(L)$ with coefficients in $G_a$.

Theorem 4.1. We have the following equality of 2-cocycles on the Lie algebra valued functor $\text{Lie Aut}_{\text{alg}}^c(L)$ with coefficients in $G_a$:
\[ 12 \text{Lie } D = \hat{\text{Lie }} B. \]

Proof. Let $A$ be a commutative ring. From formulas (4.1) and (4.3) it is easy to see that $\hat{\text{Lie }} B$ and $\text{Lie } D$ are continuous maps in each argument from $A((t)) \times A((t))$ to $A$. (Here the continuous map in each argument means that we fix one argument of the map then the resulting map is continuous in another argument. Besides, we note that in formula (4.3) both maps $\text{tr}(c_s \cdot b_r)$ and $\text{tr}(c_r \cdot b_s)$ are continuous in each argument.) Therefore the maps $\hat{\text{Lie }} B$ and $\text{Lie } D$ are uniquely defined by values on pairs of elements: $L_m = t^{m+1} \frac{\partial}{\partial t}$ and $L_n = t^{n+1} \frac{\partial}{\partial t}$.

By direct calculation with formula (4.1) we obtain
\[ \text{Lie } \hat{B}(L_m, L_n) = -2(m - m^3) \cdot \delta_{n-m}, \]
where $\delta_{i,j} = 1$ if $i = j$, and $\delta_{i,j} = 0$ if $i \neq j$.

We write $L_n$ as an infinite matrix $(L_{n,ij})$, where $L_n(t^j) = \sum_i L_{n,ij} t^i$. The only matrix elements that are non-equal to zero are $L_{n,ij} = j$ when $i = j + n$. Therefore we obtain that if $m \leq 0$, then
\[ \text{tr}(c_{L_n} \cdot b_{L_m}) = \delta_{n-m} \cdot \sum_{j=0}^{n} j(j - n) = \frac{m^3 - m}{6} \cdot \delta_{n-m} \]
and $\text{tr}(c_{L_m} \cdot b_{L_n}) = 0$ (see notation in (4.2)). If $m \geq 0$, then
\[ \text{tr}(c_{L_m} \cdot b_{L_n}) = \delta_{n-m} \cdot \sum_{j=-n}^{0} j(j - n) = \frac{m - m^3}{6} \cdot \delta_{n-m} \]
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and \( \text{tr}(c_{L_n} \cdot b_{L_m}) = 0 \). Hence and from formula (4.3) we obtain

\[
12 \text{Lie} \, D(L_m, L_n) = -12 \cdot \frac{m - m^3}{6} \cdot \delta_{n,-m} = \text{Lie} \, \hat{B} (L_m, L_n).
\]

\[\square\]

5 Comparison of central extensions

We will assume further in this section that all the commutative rings are \( \mathbb{Q} \)-algebras.

Correspondingly, we will assume in this section that all the ind-schemes are defined over \( \mathbb{Q} \) and functors are functors from the category of \( \mathbb{Q} \)-algebras. For an ind-scheme \( G \) defined over \( \mathbb{Z} \) (or for the functor, which we denote by the same letter and which is representable by this ind-scheme) we denote by \( G_{\mathbb{Q}} \) the ind-scheme (or the corresponding functor) obtained by the extensions of scalars to \( \mathbb{Q} \) (the functor restricted to the category of \( \mathbb{Q} \)-algebras).

By a group ind-scheme \( G \) we can construct the corresponding Lie algebra valued functor \( \text{Lie} G \) (see Appendix A) and the corresponding Lie algebra \( \text{Lie} G(\mathbb{Q}) \) over \( \mathbb{Q} \).

5.1 Infinitesimal formal groups

By an infinitesimal formal group over \( \mathbb{Q} \) we mean a group ind-scheme \( G = \lim_{i \in I} \text{Spec} \, A_i \) such that every \( A_i \) is a finite-dimensional \( \mathbb{Q} \)-algebra and the corresponding profinite algebra of regular functions \( \mathcal{O}(G) = \lim_{i \in I} A_i \) is a local \( \mathbb{Q} \)-algebra with the residue field \( \mathbb{Q} \), see more on this notion, e.g., in [13].

Now the functor \( G \mapsto \text{Lie} G(\mathbb{Q}) \) gives an equivalence of the category of infinitesimal formal groups over \( \mathbb{Q} \) and the category of Lie algebras over \( \mathbb{Q} \) (which can be infinite-dimensional over \( \mathbb{Q} \)). Moreover, this is also true over any ground field of characteristic zero, see section 3.3.2 in Expose VII B written by P. Gabriel in [12].

In our case we have the natural example of infinitesimal formal group. We consider the group functor \( \mathcal{F} \text{Aut}_{c,\text{alg}}^c(\mathcal{L})_{\mathbb{Q}} \) such that for any \( \mathbb{Q} \)-algebra \( A \) the subgroup \( \mathcal{F} \text{Aut}_{c,\text{alg}}^c(\mathcal{L})_{\mathbb{Q}}(A) \) consists of elements \( \varphi \) of the group \( \text{Aut}_{c,\text{alg}}^c(\mathcal{L})_{\mathbb{Q}}(A) \) such that \( \tilde{\varphi} = \varphi(t) \in A((t)) \) is an element of the following kind:

\[
t + \sum_i c_i t^i,
\]

where all elements \( c_i \in A \) are nilpotent elements and they are equal zero except for a finite number of elements. (The statement that \( \mathcal{F} \text{Aut}_{c,\text{alg}}^c(\mathcal{L})_{\mathbb{Q}} \) is a group subfunctor of \( \text{Aut}_{c,\text{alg}}^c(\mathcal{L})_{\mathbb{Q}} \) it is easy to see. Indeed, the most nontrivial is to prove that if \( \phi \in \mathcal{F} \text{Aut}_{c,\text{alg}}^c(\mathcal{L})_{\mathbb{Q}}(A) \), then \( \phi^{-1} \in \mathcal{F} \text{Aut}_{c,\text{alg}}^c(\mathcal{L})_{\mathbb{Q}}(A) \). This follows from the proof of Proposition 3.11 since \( \phi = \phi_- \phi_+ \), where \( \phi_- \in \text{Aut}_{c,\text{alg}}^c(\mathcal{L})_{\mathbb{Q}}(A) \subset \mathcal{F} \text{Aut}_{c,\text{alg}}^c(\mathcal{L})_{\mathbb{Q}}(A) \) and the element \( \phi_+ \) belongs to the subset \( \text{Aut}_{c,\text{alg}}^c(\mathcal{L})_{\mathbb{Q}}(A) \cap \mathcal{F} \text{Aut}_{c,\text{alg}}^c(\mathcal{L})_{\mathbb{Q}}(A) \) of the group \( \text{Aut}_{c,\text{alg}}^c(\mathcal{L})_{\mathbb{Q}}(A) \) and this subset is a subgroup.)
It is easy to see that the group functor $\mathcal{F}(\text{Aut}^{c,\text{alg}}(\mathcal{L}) \otimes \mathbb{Q})$ is represented by the following ind-scheme

$$\lim_{\{c_i \}} \text{Spec} \mathbb{Q}[c_i; i \in \mathbb{Z}] / I_{\{c_i\}},$$

(5.1)

where $\mathbb{Q}[c_i; i \in \mathbb{Z}]$ is the polynomial ring over $\mathbb{Q}$ on a set of variables $c_i$ with $i \in \mathbb{Z}$, and the limit is taken over all the sequences $\{c_i\}$ with $i \in \mathbb{Z}$ and $c_i$ are nonnegative integers such that all but finitely many $\epsilon_i$ equal zero, the ideal $I_{\{c_i\}}$ is generated by elements $c_i^{\epsilon_i+1}$ for all $i \in \mathbb{Z}$. Thus, $\mathcal{F}(\text{Aut}^{c,\text{alg}}(\mathcal{L}) \otimes \mathbb{Q})$ is an infinitesimal formal group over $\mathbb{Q}$.

Clearly, we have the natural homomorphism between the group ind-schemes $\mathcal{F}(\text{Aut}^{c,\text{alg}}(\mathcal{L}) \otimes \mathbb{Q}) \to \text{Aut}^{c,\text{alg}}(\mathcal{L}) \otimes \mathbb{Q}$ that is an embedding on $A$-points for any commutative $\mathbb{Q}$-algebra $A$.

Now it is easy to see that the Lie algebra $\text{Lie} \mathcal{F}(\text{Aut}^{c,\text{alg}}(\mathcal{L}) \otimes \mathbb{Q})$ over $\mathbb{Q}$ has a basis $L_n$ with $n \in \mathbb{Z}$ and the Lie bracket is $[L_n, L_m] = (m-n)L_{m+n}$, where $L_n = t^{n+1} \frac{\partial}{\partial t}$ is a continuous derivation of the algebra $\mathbb{Q}(\langle t \rangle)$, cf. Remark 4.1.

### 5.2 Central extensions of $\text{Aut}^{c,\text{alg}}(\mathcal{L}) \otimes \mathbb{Q}$ by $\mathbb{G}_{m,\mathbb{Q}}$

For a commutative group ind-scheme $F$ and a group ind-scheme $G$, an element from $H^2(G, F)$ is an equivalence class of central extensions of $G$ by $F$ that allow a section, see Remark 2.5. A central extension from this class defines a group ind-scheme and it gives a central extension of corresponding Lie algebras over $\mathbb{Q}$. Therefore we obtain the homomorphism from $H^2(G, F)$ to $H^2(\text{Lie } G(\mathbb{Q})), \text{Lie } F(\mathbb{Q}))$ given on 2-cocycles by formula from Proposition A.3 from Appendix A.3.

The following theorem is an algebraic analog of the corresponding statement in the theory of infinite-dimensional Lie groups, see Corollary (7.5) from [34].

**Theorem 5.1.** An element from $H^2(\text{Aut}^{c,\text{alg}}(\mathcal{L}) \otimes \mathbb{Q}, \mathbb{G}_{m,\mathbb{Q}})$, where $\text{Aut}^{c,\text{alg}}(\mathcal{L}) \otimes \mathbb{Q}$ acts trivially on $\mathbb{G}_{m,\mathbb{Q}}$, is uniquely defined by its image in $H^2(\text{Lie } \text{Aut}^{c,\text{alg}}(\mathcal{L}) \otimes \mathbb{Q}), \mathbb{G}_{m,\mathbb{Q}})$ together with its restriction to $H^2(\text{Aut}^{c,\text{alg}}(\mathcal{L}) \otimes \mathbb{Q}, \mathbb{G}_{m,\mathbb{Q}})$ (see Section 5.1).

**Proof.** Let we have a central extension of group functors

$$1 \longrightarrow \mathbb{G}_{m,\mathbb{Q}} \longrightarrow H \xrightarrow{\pi} \text{Aut}^{c,\text{alg}}(\mathcal{L}) \otimes \mathbb{Q} \longrightarrow 1$$

(5.2)

such that there is a section $p$ of morphism $\pi$ (and, in general, this section is not a morphism of group functors). Then it is enough to prove that if the corresponding central extension of Lie algebras over $\mathbb{Q}$ is isomorphic to the trivial central extension and the restriction of central extension (5.2) to the group ind-scheme $\text{Aut}^{c,\text{alg}}(\mathcal{L}) \otimes \mathbb{Q}$ is isomorphic to the trivial central extension, then central extension (5.2) is isomorphic to the trivial central extension. We will prove this statement in several steps.

**Step 1.** Central extension (5.2) and a section $p$ give the 2-cocycle

$$K : \text{Aut}^{c,\text{alg}}(\mathcal{L}) \otimes \mathbb{Q} \times \text{Aut}^{c,\text{alg}}(\mathcal{L}) \otimes \mathbb{Q} \to \mathbb{G}_{m,\mathbb{Q}},$$

which is a morphism of ind-schemes. By changing the section $p$ to the new section $p' = p \cdot p(e)^{-1}$, where $e$ is the identity element of the group ind-scheme $\text{Aut}^{c,\text{alg}}(\mathcal{L}) \otimes \mathbb{Q}$,
we see that \( p'(e) \) is the identity element of the group ind-scheme \( H \) and therefore the new 2-cocycle \( K' \) constructed by \( p' \) satisfies \( K'(e, e) = 1 \), where 1 is the identity element of the group scheme \( \mathbb{G}_m \).

We consider the restriction of central extension (5.2) to the group ind-scheme \( \mathcal{F} Aut_{c,\text{alg}}(\mathcal{L})_\mathbb{Q} \):

\[
1 \to \mathbb{G}_{m\mathbb{Q}} \to \pi^{-1}(\mathcal{F} Aut_{c,\text{alg}}(\mathcal{L})_\mathbb{Q}) \xrightarrow{\tau} \mathcal{F} Aut_{c,\text{alg}}(\mathcal{L})_\mathbb{Q} \to 1. \tag{5.3}
\]

From the condition \( K'(e, e) = 1 \) and by the definition of \( \mathcal{F} Aut_{c,\text{alg}}(\mathcal{L})_\mathbb{Q} \), we obtain that for a commutative \( \mathbb{Q} \)-algebra \( A' \) such that \( \text{Nil}(A') = 0 \) the 2-cocycle \( K' \) restricted to

\[
\mathcal{F} Aut_{c,\text{alg}}(\mathcal{L})_\mathbb{Q}(A') \times \mathcal{F} Aut_{c,\text{alg}}(\mathcal{L})_\mathbb{Q}(A') = e \times e
\]
equals \( 1 \in A'^* \). Therefore, by considering the homomorphism \( A \to A/\text{Nil}A \), we obtain that the 2-cocycle \( K' \) restricted to \( \mathcal{F} Aut_{c,\text{alg}}(\mathcal{L})_\mathbb{Q} \times \mathcal{F} Aut_{c,\text{alg}}(\mathcal{L})_\mathbb{Q} \) takes values in the group ind-scheme \( \widehat{\mathbb{G}_{m\mathbb{Q}}} \), where \( \mathbb{G}_{m\mathbb{Q}}(A) = 1 + \text{Nil}(A) \subset A^* \) for any commutative \( \mathbb{Q} \)-algebra \( A \). Thus, \( \mathbb{G}_{m\mathbb{Q}} = 1 + \mathbb{G}_{a\mathbb{Q}} \), where the group ind-scheme \( \mathbb{G}_{a\mathbb{Q}} = \lim_{\rightarrow n \geq 0} \text{Spec} \mathbb{Q}[t]/t^n \).

Therefore central extension (5.3) comes from another central extension

\[
1 \to \mathbb{G}_{m\mathbb{Q}} \to T \xrightarrow{\kappa} \mathcal{F} Aut_{c,\text{alg}}(\mathcal{L})_\mathbb{Q} \to 1, \tag{5.4}
\]

by means of the natural morphism \( \mathbb{G}_{m\mathbb{Q}} \to \mathbb{G}_{m\mathbb{Q}} \). Since there is (in general, non-group) section of \( \kappa \), we have that \( T \simeq \mathbb{G}_{m\mathbb{Q}} \times \mathcal{F} Aut_{c,\text{alg}}(\mathcal{L})_\mathbb{Q} \) as an ind-scheme. Since \( \mathbb{G}_{m\mathbb{Q}} \), \( \mathcal{F} Aut_{c,\text{alg}}(\mathcal{L})_\mathbb{Q} \) and \( T \) are infinitesimal formal groups over \( \mathbb{Q} \), the isomorphism class of central extension (5.4) is uniquely defined by the isomorphism class of corresponding central Lie algebra extension, i.e. by the image of the element from \( H^2(\text{Lie} \mathcal{F} Aut_{c,\text{alg}}(\mathcal{L}))(\mathbb{Q}), \mathbb{Q}) \).

By our condition, the last element equals zero. Therefore, \( T \simeq \mathbb{G}_{m\mathbb{Q}} \times \mathcal{F} Aut_{c,\text{alg}}(\mathcal{L})_\mathbb{Q} \) as a group ind-scheme (where the last decomposition of group ind-schemes may differ from the decomposition of ind-schemes written just above). Hence there is a morphism of group ind-schemes

\[
s : \mathcal{F} Aut_{c,\text{alg}}(\mathcal{L})_\mathbb{Q} \to \pi^{-1}(\mathcal{F} Aut_{c,\text{alg}}(\mathcal{L})_\mathbb{Q})
\]

that is a group section of \( \tau \).

**Step 2.** By our condition, central extension (5.2) restricted to \( \mathcal{F} Aut_{c,\text{alg}}(\mathcal{L})_\mathbb{Q} \) is split. This means that there is a group section of morphism \( \pi \) over \( \mathcal{F} Aut_{c,\text{alg}}(\mathcal{L})_\mathbb{Q} \):

\[
r : \mathcal{F} Aut_{c,\text{alg}}(\mathcal{L})_\mathbb{Q} \to \pi^{-1}(\mathcal{F} Aut_{c,\text{alg}}(\mathcal{L})_\mathbb{Q}).
\]

By sections \( r \) and \( s \) we construct now a section \( q \) of morphism \( \pi \). By Proposition 3.1, for any commutative \( \mathbb{Q} \)-algebra \( A \) and any element \( g \in \mathcal{F} Aut_{c,\text{alg}}(\mathcal{L})(A) \) there is a unique decomposition \( g = g_+ \cdot g_- \), where \( g_+ \in \mathcal{F} Aut_{c,\text{alg}}(\mathcal{L})(A) \) and \( g_- \in \mathcal{F} Aut_{c,\text{alg}}(\mathcal{L})(A) \). We define

\[
q(g) = r(g_+) \cdot s(g_-) \in H(A),
\]
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where we use that $g_\in \mathcal{F} \text{Aut}_{}^{c,\text{alg}}(\mathcal{L})_\mathbb{Q}(A)$.

We will prove that $q$ restricted to $\mathcal{F} \text{Aut}_{}^{c,\text{alg}}(\mathcal{L})$ coincides with $s$. Suppose that $g$ is from $\mathcal{F} \text{Aut}_{}^{c,\text{alg}}(\mathcal{L})_\mathbb{Q}(A)$. Then we have that $g_-$ and $g_+ = g \cdot g_-$ are from $\mathcal{F} \text{Aut}_{}^{c,\text{alg}}(\mathcal{L})_\mathbb{Q}(A)$. Since $s$ is a group morphism, it is enough to prove that $r = s$ on the group ind-scheme $V$, where

$$V(A) = \text{Aut}_{}^{c,\text{alg}}(\mathcal{L})_\mathbb{Q}(A) \cap \mathcal{F} \text{Aut}_{}^{c,\text{alg}}(\mathcal{L})_\mathbb{Q}(A)$$

for any commutative $\mathbb{Q}$-algebra $A$ and the intersection is taken inside $\text{Aut}_{}^{c,\text{alg}}(\mathcal{L})_\mathbb{Q}(A)$. We consider the group morphism

$$r/s : V \longrightarrow \mathbb{G}_m.$$

As in Step 1, by considering the homomorphism $A \rightarrow A/\text{Nil}A$, we obtain that $r/s$ takes values in $\hat{\mathbb{G}}_m$, i.e. we have

$$r/s : V \longrightarrow \hat{\mathbb{G}}_m.$$

It is easy to see that $V$ is an infinitesimal formal group (to represent $V$ it is enough to take in formula (5.1) only indices with $i \geq 0$). Therefore the group morphism $r/s$ is uniquely defined by the corresponding homomorphism of Lie algebras over $\mathbb{Q}$:

$$\text{Lie}(r/s) : \text{Lie}(V(\mathbb{Q})) \longrightarrow \mathbb{Q} = \mathbb{G}_a(\mathbb{Q}) = \text{Lie}(\hat{\mathbb{G}}_m(\mathbb{Q})).$$

It is easy to see that the Lie algebra $\text{Lie}(V(\mathbb{Q}))$ has a basis $L_n$, where $n \geq -1$, over $\mathbb{Q}$, and the Lie bracket is $[L_n, L_m] = (m - n)L_{n+m}$. Therefore we have that

$$[\text{Lie}(V(\mathbb{Q})), \text{Lie}(V(\mathbb{Q}))] = \text{Lie}(V(\mathbb{Q})).$$

Since $\mathbb{G}_a$ is an Abelian Lie algebra, we obtain that $\text{Lie}(r/s) = 0$. Therefore $r/s = 1$. Hence $r = s$ on $V$, and we obtain that $q$ restricted to $\mathcal{F} \text{Aut}_{}^{c,\text{alg}}(\mathcal{L})$ coincides with $s$.

**Step 3.** We prove now that the section $q$ is a group section, i.e. it is a morphism of group ind-schemes.

We consider a morphism of ind-schemes:

$$\beta : \text{Aut}_{}^{c,\text{alg}}(\mathcal{L})_\mathbb{Q} \times \text{Aut}_{}^{c,\text{alg}}(\mathcal{L})_\mathbb{Q} \longrightarrow \mathbb{G}_m,$$

where for any commutative $\mathbb{Q}$-algebra $A$ and any elements $g_1$ and $g_2$ from $\text{Aut}_{}^{c,\text{alg}}(\mathcal{L})(A)$, by definition,

$$\beta(g_1 \times g_2) = q(g_1) \cdot q(g_2) \cdot q(g_1g_2)^{-1} \in A^*.$$

We have the natural morphism

$$U = \mathcal{F} \text{Aut}_{}^{c,\text{alg}}(\mathcal{L})_\mathbb{Q} \times \mathcal{F} \text{Aut}_{}^{c,\text{alg}}(\mathcal{L})_\mathbb{Q} \longrightarrow \text{Aut}_{}^{c,\text{alg}}(\mathcal{L})_\mathbb{Q} \times \text{Aut}_{}^{c,\text{alg}}(\mathcal{L})_\mathbb{Q}.$$

We note that the composition of morphisms $\beta \cdot \gamma$ is a constant morphism from $U$ to $\mathbb{G}_m$ that is equal to 1, because $q$ restricted to $\mathcal{F} \text{Aut}_{}^{c,\text{alg}}(\mathcal{L})$ coincides with $s$, and $s$ is a group morphism.
The composition of morphisms $\beta \cdot \gamma$ corresponds to the composition of homomorphisms of $\mathbb{Q}$-algebras of regular functions

$$\mathbb{Q}[x, x^{-1}] \xrightarrow{\beta} \mathcal{O}(\text{Aut}^{c,\text{alg}}(\mathcal{L})_\mathbb{Q} \times \text{Aut}^{c,\text{alg}}(\mathcal{L})_\mathbb{Q}) \xrightarrow{\gamma} \mathcal{O}(\text{U}) .$$

Now we have $\gamma^* \beta^* = \gamma^* 1^*$, where $1$ is the constant morphism that is equal to $1$. Therefore $\beta^* = 1^*$ and $\beta = 1$, because $\gamma^*$ is an embedding. The last statement follows from the explicit forms of $\mathbb{Q}$-algebras of regular functions $\mathcal{O}(\text{Aut}^{c,\text{alg}}(\mathcal{L})_\mathbb{Q})$ and $\mathcal{O}(\mathcal{F} \text{Aut}^{c,\text{alg}}(\mathcal{L})_\mathbb{Q})$, see formula (3.7), where we have to change the ground ring $\mathbb{Z}$ to the ground field $\mathbb{Q}$, and formula (5.1). Now $\gamma^*$ is the embedding of the $\mathbb{Q}$-algebra of mixture of polynomials, Laurent polynomials and formal power series in infinite number of variables to the $\mathbb{Q}$-algebra of formal power series in infinite number of variables, where in notation of formulas (3.7) and (5.1) we have that $a_i \mapsto c_i$, where $i \neq 1$, and $a_1 \mapsto 1 + c_1$.

Thus, since $\beta = 1$, we obtain that $q$ is a group section. Therefore central extension (5.2) is isomorphic to the trivial central extension.

\[\square\]

### 5.3 Comparison of two central extensions given by $\hat{B}$ and $D$

As corollary of Theorem 5.1 we obtain the following theorem

**Theorem 5.2.** In the group $H^2(\text{Aut}^{c,\text{alg}}(\mathcal{L})_\mathbb{Q}, \mathbb{G}_m \mathbb{Q})$ we have

$$D^{12} = \hat{B},$$

where $\hat{B}$ is the formal Bott-Thurston cocycle and $2$-cocycle $D$ defines the determinantal central extension.

**Proof.** By Theorem (4.1) we have that $12 \text{Lie } D = \text{Lie } \hat{B}$. Hence we obtain that this equality is true after the application to the Lie algebra $\text{Lie } \mathcal{F} \text{Aut}^{c,\text{alg}}(\mathcal{L})_\mathbb{Q}(\mathbb{Q})$. By formulas (2.10), (2.6) (or, simpler, for $\mathbb{Q}$-algebras, by (2.4) ) and by (3.10), 2-cocycles $\hat{B}$ and $D$ restricted to $\text{Aut}^{c,\text{alg}}(\mathcal{L}) \times \text{Aut}^{c,\text{alg}}(\mathcal{L})$ are the constant morphisms that are equal to $1$. Now we apply Theorem 5.1. \[\square\]

**Remark 5.1.** There is an interesting question. Is the statement of Theorem 5.2 still true in the group $H^2(\text{Aut}^{c,\text{alg}}(\mathcal{L}), \mathbb{G}_m)$, i.e. when we consider any commutative rings $A$, not only $\mathbb{Q}$-algebras?

**Remark 5.2.** There is another interesting question. In the proof of Theorem 5.2 (which is based on Theorem 5.1) we obtained only that 2-cocycles $\hat{B}$ and $D$ equal modulo the group of 2-coboundaries. Is it true that $\hat{B} = D$ as morphisms of group ind-schemes defined over $\mathbb{Q}$?

We note that if this is true, then $\hat{B} = D$ for any commutative rings $A$, which are not necessarily $\mathbb{Q}$-algebras, because these 2-cocycles are morphisms from the ind-scheme $\text{Aut}^{c,\text{alg}}(\mathcal{L}) \times \text{Aut}^{c,\text{alg}}(\mathcal{L})$, which is the inductive limit of flat over $\mathbb{Z}$ schemes. This would also give the positive answer for the question in Remark 5.1. [31]
Remark 5.3. In [34, pages 331-332] it is claimed an analog of Theorem 5.2 for central extensions of the group $\text{Diff} S^1$. This analog is not true in [34]. Namely, G. Segal compares the Bott-Thurston 2-cocycle (which is written a little bit in another way than in Section 1.1, since usually one supposes that the group $\text{Diff} S^1$ acts on $S^1$ on the left) and the 2-cocycle coming from the determinantal central extension of $\text{Diff} S^1$, see also [33, §6.8]. For this goal he uses an infinite-dimensional Lie group analog of Theorem 5.1.

G. Segal explicitly calculates that the corresponding 2-cocycles on the Lie algebra of vector fields $\text{Vect} S^1$ are proportional and find the proportionality coefficient. Then, by construction, the determinantal central extension restricted to the subgroup $\text{PSL}(2, \mathbb{R})$, which is the group of holomorphic automorphisms of the unit disk in $\mathbb{C}$, is trivial. But the Bott-Thurston cocycle restricted to $\text{PSL}(2, \mathbb{R})$ gives a non-trivial central extension, see Appendix written by R. Brooks in [4] and page 229 in §4.5.1 of [23]. This contradicts to what is written in [34]!

6  Ringed spaces, gerbes and part of formal Riemann-Roch theorem

6.1 $\mathcal{O}((t))$-spaces

In this section we give the implication of Theorem 5.2 for the part of formal Riemann-Roch theorem (see Theorem 6.1) for some ringed space via equality of some cohomology classes in the Čech cohomology group $\check{H}^2(S, \mathcal{O}_S^*)$ for a separated scheme $S$ over $\mathbb{Q}$.

For any scheme $V$ by $\mathcal{O}_V((t))$ we denote the sheaf of $\mathcal{O}_V$-algebras on $V$ associated with the presheaf $U \mapsto \mathcal{O}_V(U)((t))$, where $U \subset V$ is an open subset. Since any affine scheme is quasi-compact, for any open affine subscheme $W \subset V$ we have $\mathcal{O}_V((t))(W) = \mathcal{O}_V(W)((t))$.

For any open cover $S = \bigcup_{i \in I} U_i$, denote $U_{i_0i_1\ldots i_k} = U_{i_0} \cap \ldots \cap U_{i_k}$, where $i_0, \ldots, i_k \in I$.

**Definition 6.1.** Let $S$ be any scheme. By $\mathcal{O}((t))$-space $\Theta$ over $S$ we call a ringed space $(S, \mathcal{M})$, where $\mathcal{M}$ is the sheaf of $\mathcal{O}_S$-algebras on $S$, together with the equivalence class of the following data. There is an open cover $S = \bigcup_{i \in I} U_i$ such that for any $i \in I$ there is an isomorphism

$$\phi_i : \mathcal{M}|_{U_i} \rightarrow \mathcal{O}_{U_i}((t))$$

(6.1)
of sheaves of $\mathcal{O}_{U_i}$-algebras such that for any $i, j \in I$ and any open affine subscheme $V \subset U_{ij}$ the (transition) automorphism $\phi_{ij} = \phi_i \phi_j^{-1}$ of the sheaf $\mathcal{O}_{U_{ij}}((t))$ on $U_{ij}$ induces the continuous automorphism of $\mathcal{O}_S(V)$-algebra $\mathcal{O}_S(V)((t))$. Two such data are equivalent if their union is again such a data.

**Remark 6.1.** Locally on $S$ an $\mathcal{O}((t))$-space corresponds to the punctured formal neighbourhood of a section of a smooth morphism to $U$ of relative dimension 1, where an open subset $U \subset S$ (see [22, Corollary 16.9.9, Theorem 17.12.1]).

Now we have the Picard group

$$\text{Pic}((S, \mathcal{M})) = \check{H}^1(S, \mathcal{M}^*) = H^1(S, \mathcal{M}^*)$$
of isomorphism classes of locally free sheaves of $\mathcal{M}$-modules of rank 1 on the topological space $S$. (Here by $\check{H}^*(\cdot, \cdot)$ we denote the Čech cohomology.) For any locally free sheaf $\mathcal{F}$ of $\mathcal{M}$-modules of rank 1 on the topological space $S$ by $c_1(\mathcal{F})$ we denote the class of this sheaf in $\text{Pic}(S, M)$.

Let $\mathcal{F}$ and $\mathcal{G}$ be two locally free sheaves of $\mathcal{M}$-modules of rank 1 on the topological space $S$. We consider an open cover $S = \bigcup_{i \in I} U_i$ of $S$ such that $\mathcal{F}|_{U_i} \cong \mathcal{G}|_{U_i} \cong M|_{U_i}$ for any $i \in I$.

For any $i, j \in I$ let $f_{ij}$ and $g_{ij}$ be elements from $\mathcal{M}^*(U_{ij})$ that give Čech 1-cocycles for the sheaves $\mathcal{F}$ and $\mathcal{G}$ correspondingly.

We have the Čech 2-cocycle for the sheaf $\mathcal{M}^* \otimes_{\mathbb{Z}} \mathcal{M}^*$ on $S$ given for any $i, j, k \in I$ by the element

$$f_{ij} \otimes g_{jk} \in \mathcal{M}^* \otimes_{\mathbb{Z}} \mathcal{M}^*(U_{ijk}),$$

(6.2)

where we consider the images of elements $f_{ij}$ and $g_{jk}$ in $\mathcal{M}^*(U_{ijk})$.

By $K^M_2(M)$ we denote the sheaf on $S$ associated with the presheaf $U \mapsto K^M_2(\mathcal{M}(U))$.

Now we have the composition of the following maps

$$H^1(S, M^*) \otimes_{\mathbb{Z}} H^1(S, M^*) \longrightarrow \check{H}^2(S, M^* \otimes_{\mathbb{Z}} M^*) \longrightarrow \check{H}^2(S, K^M_2(M)) \hookrightarrow H^2(S, K^M_2(M)),$$

(6.3)

where the first map is the $\cup$-product given on Čech cocycles by formula (6.2), and the second map is induced be the natural homomorphism of sheaves $\mathcal{M}^* \otimes_{\mathbb{Z}} \mathcal{M}^* \longrightarrow K^M_2(M)$.

**Remark 6.2.** On a smooth algebraic surface $X$ over a field $k$, by the results of S. Bloch and K. Kato (see [2] and [26]) we have

$$H^2(X, K_2^M(\mathcal{O}_X)) = H^2(X, K_2^M(\mathcal{O}_X)) = \text{CH}^2(X).$$

Then the formula like formula (6.3) gives the intersection of divisors on $X$ (see [2, Remark 2.14]):

$$\text{Pic}X \otimes_{\mathbb{Z}} \text{Pic}X \longrightarrow \text{CH}^2(X).$$

### 6.2 Explicit Čech 2-cocycles

For any $\mathcal{O}(t)$-space $\Theta = (S, \mathcal{M})$ over $S$ we have the natural homomorphism $\mathcal{M}^* \otimes_{\mathbb{Z}} \mathcal{M}^* \rightarrow \mathcal{O}_S^*$ of sheaves of Abelian groups on $S$ induced by the Contou-Carrére symbol $\text{CC}$ in the following way. For any open $U_i \subset S$ and isomorphism $\phi_i$ from (6.1), we consider the composition of homomorphisms of sheaves of Abelian groups

$$\mathcal{M}^* \otimes_{\mathbb{Z}} \mathcal{M}^*|_{U_i} \longrightarrow \mathcal{O}_{U_i}(t)^* \otimes_{\mathbb{Z}} \mathcal{O}_{U_i}(t)^* \longrightarrow K_2^M(\mathcal{O}_{U_i}(t))) \longrightarrow \mathcal{O}_{U_i}^*,$$

where the the first homomorphism is induced by $\phi_i$, and the composition of the second and the third homomorphisms is induced by the Contou-Carrère symbol $\text{CC}$. These maps are glued together correctly on $S$, since the Contou-Carrère symbol is invariant under the continuous automorphisms of the $\mathcal{O}_S(U_{ij})$-algebra $\mathcal{O}_S(U_{ij})(t))$. The constructed homomorphism of sheaves induces the homomorphism $\partial$ given as composition of maps

$$\partial : \check{H}^2(S, \mathcal{M}^* \otimes_{\mathbb{Z}} \mathcal{M}^*) \longrightarrow \check{H}^2(S, K_2^M(M)) \longrightarrow \check{H}^2(S, \mathcal{O}_S^*),$$
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which does not depend on the choice of the open cover \( \{U_i\} \) and the isomorphisms \( \phi_i \) from the equivalence class of data.

For any \( \mathcal{O}(t) \)-space \( \Theta = (S, \mathcal{M}) \) over \( S \) we consider the sheaf \( \Omega^1_{\mathcal{M}/\mathcal{O}_S} \) of relative differential forms of \( \Theta \) over \( S \). We will define the quotient sheaf \( \tilde{\Omega}_b = \Omega^1_{\mathcal{M}/\mathcal{O}_S}/\mathcal{N} \) that will be a locally free sheaves of \( \mathcal{M} \)-modules of rank 1 on the topological space \( S \). For any open \( U_i \subset S \) and isomorphism \( \phi_i \) from \( (6.1) \) we define \( \mathcal{N}|_{U_i} \) as the kernel of the composition of the following maps

\[
\Omega^1_{\mathcal{M}|_{U_i}/\mathcal{O}_{U_i}} \longrightarrow \Omega^1_{\mathcal{O}(U_i)(t)/\mathcal{O}_{U_i}} \longrightarrow \tilde{\Omega}^1_{\mathcal{O}(U_i)(t)},
\]

where the first map is induced by \( \phi_i \) and the second map comes from formula \( (2.3) \). The sheaves \( \mathcal{N}|_{U_i} \) on \( U_i \) are glued together to the sheaf \( \mathcal{N} \) on \( S \), which does not depend on the choice of the open cover \( \{U_i\} \) and the isomorphisms \( \phi_i \) from the equivalence class of data.

For a \( \mathcal{O}(t) \)-space \( \Theta \) over \( S \) we will be interested in the following element

\[
\partial (c_1(\tilde{\Omega}_b) \cup c_1(\tilde{\Omega}_b^1)) \in \hat{H}^2(S, \mathcal{O}_S^*) ,
\]

whose cohomology class depends only on \( \Theta \).

**Remark 6.3.** For a fixed open cover \( \{U_i\} \) and a data as in \( (6.1) \), we constructed the Čech 2-cocycle in formula \( (6.4) \), since for any \( U_i \) there is the natural section \( d(\phi_i^{-1}(t)) \) of \( \tilde{\Omega}_b|_{U_i} \), and this gives the natural Čech 1-cocycle for \( \tilde{\Omega}_b \). Besides, the \( \cup \)-product is given by formula \( (6.2) \).

We suppose now that \( S \) is a separated scheme. Then the intersection of two open affine subschemes in \( S \) is again an open affine subscheme.

For a \( \mathcal{O}(t) \)-space \( \Theta \) over \( S \) we will construct a natural determinantal \( \mathcal{O}_S^* \)-gerbe \( \widetilde{\text{Det}}(\Theta) \), which is a locally connected sheaf of \( \mathcal{O}_S^* \)-groupoids with the descent properties (see more on gerbes, for example, in [25, § 1] and references therein, and see also the similar construction of \( \mathcal{O}_S^* \)-gerbe in [25, § 3]).

First, we construct a locally connected sheaf of \( \mathcal{O}_S^* \)-groupoids \( \widetilde{\text{Det}}(\Theta) \). By definition, for an open \( U \subset S \) the objects of the category \( \widetilde{\text{Det}}(\Theta)(U) \) are \( \mathcal{O}_U \)-modules subsheaves \( \mathcal{R} \) of \( \mathcal{M}|_U \) such that for any \( i \in I \) (see formula \( (6.1) \)) and any affine open subscheme \( V \subset U_i \cap U \) we have that \( \phi_i(\mathcal{R}(V)) \) coincides with the image of \( \mathcal{O}_S(V)[[t]] \) under some \( \mathcal{O}_S(V) \)-module homeomorphism of \( \mathcal{O}_S(V)((t)) \). Now for any two objects \( \mathcal{R}_1 \) and \( \mathcal{R}_2 \) of \( \widetilde{\text{Det}}(\Theta)(U) \) we define the \( \mathcal{O}_U \)-torsor as the \( \mathcal{O}_U \)-torsor that corresponds to the line bundle given by the projective \( \mathcal{O}_S(V) \)-module \( \det(\phi_i(\mathcal{R}_1(V)) | \phi_i(\mathcal{R}_2(V))) \) for any open affine subscheme \( V \subset U_i \cap U \) and any \( i \in I \). The set of all sections over \( U \) of the constructed \( \mathcal{O}_U \)-torsor is \( \text{Hom}(\mathcal{R}_1, \mathcal{R}_2) \) in the category \( \widetilde{\text{Det}}(\Theta)(U) \).

Thus we obtained a locally connected sheaf of \( \mathcal{O}_S^* \)-groupoids \( \widetilde{\text{Det}}(\Theta) \), which is a pre-stack. The corresponding associated stack is \( \text{Det}(\Theta) \), which is an \( \mathcal{O}_S^* \)-gerbe. This gerbe does not depend on the choice of the covering \( \{U_i\} \) and the isomorphisms \( \phi_i \) from the equivalence class of data.
By the gerbe $\mathcal{D}et(\Theta)$ we will construct its class in $H^2(S, \mathcal{O}_S^*)$. Fix a data in (6.1) such that all $U_i$ are affine open subschemes. For any $i \in I$ we denote $\mathcal{R}_i = \phi_i^{-1}(\mathcal{O}_S(U_i)[[t]])$, which is the object from the category $\mathcal{D}et(\Theta)(U_i)$. By Proposition 5.3 and Corollary 5.1 for any $i, j \in I$ there is an element $u_{ij} \in \text{Hom}(\mathcal{R}_j|_{U_{ij}}, \mathcal{R}_i|_{U_{ij}})$. Now for any $i, j, k \in I$ we define an element from $\mathcal{O}_S^*(U_{ijk})$ by

$$h_{ijk} = u_{ik}^{-1}u_{ij}u_{jk} \in \text{Hom}(\mathcal{R}_k|_{U_{ijk}}, \mathcal{R}_k|_{U_{ijk}}).$$

(6.5)

This gives a Čech 2-cocycle, and its class $[\mathcal{D}et(\Theta)]$ in $H^2(S, \mathcal{O}_S^*)$ depends only on $\Theta$ and does not depend on all the other choices we have made (see the explanation in general case, e.g., in [7 § 5.2]).

**Remark 6.4.** We can take specific elements

$$u_{ij} \in \text{Hom}(\mathcal{R}_j|_{U_{ij}}, \mathcal{R}_i|_{U_{ij}}) \simeq \det(\phi_{ij}(\mathcal{O}_S(U_{ij})[[t]]) | \mathcal{O}_S(U_{ij})[[t]])$$

in formula (6.5) that we used to obtain formula (3.10) and also used the dual to these elements in the proof of Proposition 3.3. These elements $u_{ij}$ depends on the choice of a data in (6.1).

**Theorem 6.1.** Let $\Theta$ be a $\mathcal{O}((t))$-space over a separated scheme $S$ over $\mathbb{Q}$. Then in $H^2(S, \mathcal{O}_S^*)$ we have an equality

$$[\mathcal{D}et(\Theta)]^2 = \partial(c_1(\Omega^1_{\Theta}) \cup c_1(\Omega^1_{\Theta})).$$

(We use the multiplicative notation for the group law in $H^2(S, \mathcal{O}_S^*)$.)

**Proof.** Fix a data in (6.1) such that all $U_i$ are affine open subschemes. This data defines the transition automorphisms $\phi_{ij} : \mathcal{O}_S(U_{ij})((t)) \to \mathcal{O}_S(U_{ij})((t))$ for any $i, j \in I$. Now by these transition automorphisms we will construct the cochain map $P$ from the complex (2.1) when $F = \mathcal{A}ut_{c, \text{alg}}(\mathcal{L})_{\mathbb{Q}}$ and $G = \mathbb{G}_m^Q$ to the Čech complex for the sheaf $\mathcal{O}_S^*$ with respect to the cover \{ $U_i$ \}. (We note that according to Remark 2.3 we put $C^0(\mathcal{A}ut_{c, \text{alg}}(\mathcal{L})_{\mathbb{Q}}, \mathbb{G}_m^Q) = \mathbb{Q}^*$ in complex (2.7)). For any $i_0, \ldots, i_k \in I$ and any $c \in C^k(\mathcal{A}ut_{c, \text{alg}}(\mathcal{L})_{\mathbb{Q}}, \mathbb{G}_m^Q)$ we define

$$P(c) = c(\phi_{i_0i_1}|_{U_{i_0i_1}}, \phi_{i_1i_2}|_{U_{i_1i_2}}, \ldots, \phi_{i_{k-1}i_k}|_{U_{i_{k-1}i_k}}) \in \mathcal{O}_S^*(U_{i_0 \ldots i_k})$$

when $k \geq 1$. For $k = 0$ we put the obvious identity map. It is easy to see that the map $P$ is a cochain map of complexes. Now directly from the construction we obtain that $P$ maps the 2-cocycle $D$ to the Čech 2-cocycle obtained from $\mathcal{O}_S^*$-gerbe $\mathcal{D}et(\Theta)$ by formula (6.3), where we take specific $u_{ij}$ as in Remark 6.4.

Now for any 1-cocycle $f$ from $C^1(\mathcal{A}ut_{c, \text{alg}}(\mathcal{L})_{\mathbb{Q}}, \mathbb{L}\mathbb{G}_m^Q)$ and any 2-cocycle $g$ from $C^2(\mathcal{A}ut_{c, \text{alg}}(\mathcal{L})_{\mathbb{Q}}, \mathbb{L}\mathbb{G}_m^Q \otimes \mathbb{L}\mathbb{G}_m^Q)$ we have that

$$U_{ij} \mapsto \phi_i^{-1}(f(\phi_{ij})), \quad U_{ijk} \mapsto \phi_i^{-1}(g(\phi_{ij}, \phi_{jk}))$$

(6.6)
are Čech 1- and 2-cocycles for the sheaves $\mathcal{M}^*$ and $\mathcal{M}^* \otimes_{\mathbb{Z}} \mathcal{M}^*$ on $S$ correspondingly. Moreover, from explicit formulas we have that these maps of cocycles commute with the $\cup$-products.

Under the first map in formula (6.6) the 1-cocycle $\tau$ (see formula (2.9)) goes to the Čech 1-cocycle that gives the sheaf $\Omega^1_\Theta$ when we take $d(\phi_i^{-1}(t))$ as local sections for this sheaf. Hence and from explicit formula (2.10) for the 2-cocycle $\hat{B}$ we obtain that $P(\hat{B})$ is the Čech 2-cocycle given by formula (6.4) (which is written for Čech cocycles by Remark 6.3).

Now we apply Theorem 5.2 to finish the proof of the theorem.

\begin{remark}
By constructions, the left hand side and the right hand side of formula from Theorem 6.1 can be considered as Čech 2-cocycles when we fix the cover by affine open subschemes $S = \bigcup_{i \in I} U_i$ and a data as in (6.1). Then formula from Theorem 6.1 will be true for Čech 2-cocycles and for any separated $S$-scheme (not only for a scheme over $\mathbb{Q}$) if the answer for the question in Remark 5.2 will be positive.
\end{remark}

\begin{remark}
It follows from Remark 2.11 that if $S$ is a reduced scheme, then the Čech 2-cocycle $\partial (c_1(\tilde{\Omega}_\Theta^1) \cup c_1(\tilde{\Omega}_\Theta^1))$ constructed by a data (6.1) is trivial (see Remark 6.3).
\end{remark}

\begin{remark}
Let $\pi : X \to S$ be a smooth morphism of relative dimension 1 between separated schemes. Let $i : S \to X$ be a section of $\pi$. Then $\pi$ is a separated morphism and $D = i(S)$ is a closed subscheme of $X$. Moreover, by [22, Corollary 16.9.9, Theorem 17.12.1], $D$ is a Cartier divisor on $X$. We consider the sheaf

$$\mathcal{M} = \lim_{\longrightarrow} \lim_{\longrightarrow} \frac{\mathcal{O}_X(nD)}{\mathcal{O}_X(mD)}$$

of rings on $D$. This sheaf corresponds to the punctured formal neighbourhood of $D$ on $X$. Since $S \cong D$, we consider $\mathcal{M}$ as a sheaf on $S$. Now $\Theta = (S, \mathcal{M})$ is an $\mathcal{O}((t))$-space over $S$. But we can take a data in (6.1) for $\Theta$ such that both explicit Čech 2-cocycles on $S$ that correspond to classes $[\text{Det}(\Theta)]$ and $\partial (c_1(\tilde{\Omega}_\Theta^1) \cup c_1(\tilde{\Omega}_\Theta^1))$ will be trivial. The reason is that $\mathcal{M}$ contains the subsheaf

$$\lim_{\longrightarrow} \frac{\mathcal{O}_X}{\mathcal{O}_X(mD)}$$

that is locally isomorphic on $S$ to $\mathcal{O}_S[[t]]$. This defines some data as in (6.1). Therefore, by construction, $[\text{Det}(\Theta)]$ will be trivial. Besides, $\partial (c_1(\tilde{\Omega}_\Theta^1) \cup c_1(\tilde{\Omega}_\Theta^1))$ will be trivial, since the transition automorphisms $\phi_{ij}$ in Definition 6.1 will come from the continuous automorphisms of the algebra of Taylor series over a ring, and then in the construction of $\partial$ the Contou-Carrère symbol $CC$ will be trivial.

\section{Appendix A. Lie algebra valued functors constructed from group functors}

In this Appendix we collected some statements on how to construct the Lie algebra valued functor from a group functor with some conditions and how to construct the 2-cocycle
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on the Lie algebra valued functor from a corresponding 2-cocycle on a group functor.

Above in the paper, we applied these statements to the group functors represented by ind-schemes.

We fix a commutative ring \( R \). All functors which we will consider will be from the category of commutative \( R \)-algebras. By \( A \) we denote an arbitrary commutative \( R \)-algebra.

In sections A.1 and A.2 below we mainly follow, but with some additions, work [12, Expose II] written by M. Demazure.

### A.1 Tangent spaces functors

Let \( G \) be a (covariant) functor. Let \( x \in G(R) \). Then the tangent space functor \( T G_x \) of \( G \) at \( x \) is defined as

\[
TG_x(A) = \rho^{-1}(x),
\]

where \( \rho : G(A[\varepsilon]/\varepsilon^2) \to G(A) \) is the natural map, and we consider the image of \( x \) in \( G(A) \).

For any free \( A \)-module \( V \) of finite rank we consider the commutative \( A \)-algebra \( I_V \) that is isomorphic to \( A \oplus V \) as an \( A \)-module and the multiplication in \( I_V \) is defined by the facts that the first direct summand \( A \) is \( A \cdot 1 \) and the second direct summand \( V \) is an ideal of the algebra \( I_V \) with \( V^2 = (0) \). For any \( x \in G(R) \) we denote

\[
G(I_V)_x = \varrho^{-1}(x),
\]

where \( \varrho : G(I_V) \to G(A) \) is the natural map. We note that \( G(I_A)_x = TG_x(A) \).

We suppose that \( G \) satisfies the following condition for any free \( A \)-modules \( V_1 \) and \( V_2 \) of finite ranks

\[
G(I_{V_1 \oplus V_2})_x \cong G(I_{V_1})_x \times G(I_{V_2})_x,
\]

(A.1)

where the map is induced by the natural homomorphisms \( I_{V_1 \oplus V_2} \to I_{V_i} \).

In this case \( TG_x \) has a natural structure of \( A^1_R \)-module, where \( A^1_R(A) = A \) (see Appendix to Lecture 4 in [30] when \( A = R \) is a field, and see [12, Expose II, Def. 3.5, Prop. 3.6] in the general case that has the same form). For any fixed \( \xi_1, \xi_2 \in G(I_A)_x \) and any \( \alpha, \beta \in A \), the result \( \alpha \xi_1 + \beta \xi_2 \) comes from the following diagram

\[
G(I_A)_x \times G(I_A)_x \xrightarrow{\langle \alpha, \beta \rangle} G(I_A)_x,
\]

where the map \( \langle \alpha, \beta \rangle \) is induced by the \( A \)-module homomorphism \( (\gamma, \delta) \mapsto (\alpha \gamma + \beta \delta) \) from \( A \oplus A \) to \( A \). The image of element \( \xi_1 \times \xi_2 \) is equal, by definition, to \( \alpha \xi_1 + \beta \xi_2 \).

**Remark A.1.** By an ind-scheme we mean an ind-object of the category of schemes such that all transition maps in the ind-object are closed embeddings of schemes. If a functor \( G \) is represented by an ind-scheme over \( R \), then condition (A.1) is satisfied, since it is satisfied for schemes. Moreover, in this case \( TG_x \) is the inductive limit of tangent space functors to corresponding schemes, and the \( A^1_R \)-module structure on \( TG_x \) induced by this inductive limit coincides with the \( A^1_R \)-module structure described above.
Now we will consider only group functors and we will suppose that they satisfy condition (A.1).

We note that for a group functor $G$, it is enough to check condition (A.1) only for $x = e$, where $e \in G(R)$ is the identity element. Besides, the group structure on $G$ induces the group structure on $TG_e$, and this group structure coincides with the group structure coming from the structure of $A^1_R$-module defined above, see Corollary 3 from Proposition 3.9 in [12, Expose II].

Now according to Definition 4.6 from [12, Expose II], we say that a group functor $G$ is good, if additionally to condition (A.1) the functor $G$ is represented by a scheme satisfies condition (A.2) and condition (A.3) that can be formulated for any functors satisfying condition (A.1).

### A.2 Lie bracket

For a good group functor $G$ we denote $\text{Lie} G = TG_e$.

Now we consider only good group functors. For good group functors it is possible to define the Lie bracket on $\text{Lie} G$ in the same way as it is done before Proposition 4.8 in [12, Expose II]. We have the following commutative diagram with exact columns and rows.

\[
\begin{array}{ccc}
\text{Lie} G(A) & \xrightarrow{\epsilon} & \text{Lie} G(A) \\
\downarrow & & \downarrow \\
\text{Lie} G(A) & \xrightarrow{\epsilon} & \text{Lie} G(A) \\
\downarrow & & \downarrow \\
G(A) & \xrightarrow{\beta} & G(A) \\
\downarrow & & \downarrow \\
G(A) & \xrightarrow{\alpha} & G(A) \\
\end{array}
\]

Here $\text{Lie} G(A) \subset G(A[\varepsilon_1\varepsilon_2]/(\varepsilon_1^2\varepsilon_2^2))$ in the left upper corner is canonically isomorphic to $\text{Ker} \alpha \cap \text{Ker} \beta$.

Now we take an element $f_1 \in \text{Lie} G(A) \subset G(A[\varepsilon_1]/(\varepsilon_1^2))$ in the left bottom corner of the diagram and an element $f_2 \in \text{Lie} G(A) \subset G(A[\varepsilon_2]/(\varepsilon_2^2))$ in the right upper corner of the diagram. Using that all columns and rows of the diagram have canonical group splittings, we obtain that $f_1, f_2 \in G(A[\varepsilon_1, \varepsilon_2]/(\varepsilon_1^2, \varepsilon_2^2))$. By definition, the Lie bracket

\[
[f_1, f_2] = f_1 f_2 f_1^{-1} f_2^{-1} \in G(A[\varepsilon_1, \varepsilon_2]/(\varepsilon_1^2, \varepsilon_2^2))
\]

is the image of the element from $\text{Lie} G(A)$ in the upper left corner under the embedding induced by the embedding of rings $A[\varepsilon_1\varepsilon_2]/(\varepsilon_1^2\varepsilon_2^2) \hookrightarrow A[\varepsilon_1, \varepsilon_2]/(\varepsilon_1^2, \varepsilon_2^2)$.
The described bracket

\[ [\cdot, \cdot] : \text{Lie} G(A) \times \text{Lie} G(A) \rightarrow \text{Lie} G(A) \]

is functorial with respect to \( A \), \( A \)-bilinear and satisfies the Jacobi identity (see formulas (5) and (6) after Lemma 5.11 in [28, § 5] for commutators in a group).

By construction, we have that \([f_1, f_2] + [f_2, f_1] = 0\) for any \( f_1, f_2 \in \text{Lie} G(A)\).

By an ind-affine ind-scheme we mean an ind-scheme \( M = \lim_{\leftarrow i} \text{Spec} A_i \). By \( O(M) = \lim_{\leftarrow i} A_i \) we denote the corresponding topological algebra of regular functions on \( M \) (with the topology of projective limit, taking the discrete topology on each \( A_i \)).

If \( G \) is represented by an ind-affine ind-scheme, then \([f, f] = 0\) for any \( f \in \text{Lie} G(A)\), because in this case the \( A \)-algebra \( \text{Lie} G(A) \) is isomorphic to the Lie \( A \)-algebra of all continuous left-translation-invariant \( A \)-derivations of the topological \( A \)-algebra \( O(G_A) \) of regular functions on the ind-scheme \( G_A \). (See Proposition 3.13, Theorem 4.1.4 and § 4.11 in [12, Expose II] for the case of right-translation-invariant \( A \)-derivations, and the \( A \)-algebra \( \text{Lie} G(A) \) is anti-isomorphic to the Lie \( A \)-algebra of such continuous derivations.)

Thus, in case when \( G \) is represented by an ind-affine ind-scheme, the bracket \([\cdot, \cdot]\) on \( \text{Lie} G \) defines the Lie \( A \)-algebra structure on the \( A \)-module \( \text{Lie} G(A) \) for any commutative \( R \)-algebra \( A \).

Remark A.3. It is easy to see also that \([f_1, f_2] \) does not depend on the choice of liftings of \( f_1, f_2 \) to \( G(A[\varepsilon_1, \varepsilon_2]/(\varepsilon_1^2, \varepsilon_2^2)) \).

A.3 2-cocycles

We consider a central extension of group functors

\[ 1 \rightarrow F \rightarrow \tilde{G} \xrightarrow{\pi} G \rightarrow 1 \]

such that there is a section \( \sigma \) of \( \pi \), but we don’t demand that \( \sigma \) is a group section. We suppose that \( F \) and \( G \) are represented by group ind-affine ind-schemes. Then \( \tilde{G} \) is also represented by a group ind-affine ind-scheme (where we use that there is the section \( \sigma \)). The section \( \sigma \) gives the 2-cocycle \( \Lambda \) on \( G \) with values in \( F \).

We obtain the corresponding central extension of Lie algebra valued functors

\[ 0 \rightarrow \text{Lie} F \rightarrow \text{Lie} \tilde{G} \rightarrow \text{Lie} G \rightarrow 0 , \]

and \( \sigma \) induces the section \( \text{Lie} G \rightarrow \text{Lie} \tilde{G} \). In the usual way (analogously to the case of central extensions of group functors in the proof of Proposition [272]), this section gives the Lie algebra 2-cocycle

\[ \text{Lie} \Lambda : \text{Lie} G \times \text{Lie} G \rightarrow \text{Lie} F , \]

which can be explicitly obtained from the cocycle \( \Lambda \) in the following way.
Let $h_1, h_2$ be from $\text{Lie } G(A)$, where $A$ is any commutative $R$-algebra. We consider elements $h_i$ (where $i = 1$ and $i = 2$) as elements of $G(A[\varepsilon_1, \varepsilon_2]/(\varepsilon_1^2, \varepsilon_2^2))$ through the embeddings

$$h_i \in \text{Lie } G(A) \subset G(A[\varepsilon_i]/(\varepsilon_i^2)) \subset G(A[\varepsilon_1, \varepsilon_2]/(\varepsilon_1^2, \varepsilon_2^2)).$$

Then we have that

$$\Upsilon(h_1, h_2) = \Lambda(h_1, h_2) \cdot \Lambda(h_2, h_1)^{-1}$$

is an element from the Lie $A$-algebra

$$\text{Lie } F(A) \subset F(A[\varepsilon_1\varepsilon_2]/(\varepsilon_1^2, \varepsilon_2^2)) \subset F(A[\varepsilon_1, \varepsilon_2]/(\varepsilon_1^2, \varepsilon_2^2)).$$

This follows at once from the diagram from Section A.2 written for the functor $F$ and from the identity $\Lambda(1, y) = \Lambda(y, 1) = \Lambda(1, 1)$, which follows from the cocycle identity for $\Lambda$.

The proof of the following proposition is similar to the proof of Proposition 2.6.1 from $[23]$ given in the case of central extension of Lie groups. In our case we have to work over the ring $A[\varepsilon_1, \varepsilon_2]/(\varepsilon_1^2, \varepsilon_2^2).$ Besides, analogs of one parameter subgroups are obtained from the functors over subrings $A[\varepsilon_1]/(\varepsilon_1^2),$ and an analog of the mixed second-order partial derivative is the functor over the subring $A[\varepsilon_1\varepsilon_2]/(\varepsilon_1^2, \varepsilon_2^2).$

**Proposition A.3.** We have that $\text{Lie } \Lambda(h_1, h_2) = \Upsilon(h_2, h_2)$ for any $h_1, h_2$ from $\text{Lie } G(A)$.
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