An Author Gender Detection Method Using Whale Optimization Algorithm and Artificial Neural Network
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ABSTRACT Author gender detection (AGD) is a serious and crucial issue in Internet security applications, in particular in email, messenger, and social network communications. Detecting the gender of communication partner helps preventing massive fraud and abuses happening through social media such as email, blogs, forums. Text and writings of people on the Internet have valuable information that can be used to identify the gender of an author. Machine learning and meta-heuristic algorithms are valuable techniques to extract hidden patterns useful for detecting gender of a text. In this paper, an artificial neural network (ANN) is employed as a classifier to detect the gender of an email author and the whale optimization algorithm (WOA) is used to find optimal weights and biases for improving the accuracy of the ANN classification. Through this combination of ANN and WOA an accuracy of 98%, precision of 97.16%, and recall of 99.67% were achieved, which indicates the superiority of the proposed method on Bayesian networks, regression, decision tree, support vector machine, and ANN examined.

INDEX TERMS Author gender detection, machine learning, artificial neural network, whale optimization algorithm.

I. INTRODUCTION

Over the last few years, the global Internet network has grown significantly, followed by a growing number of applications and communication networks such as social networking, messaging, and web sites [1]. In cyberspace and Internet, Information is known as a multi-dimensional phenomenon that can be presented in the form of multimedia, text, audio and image [2]. Text is one of the most common media of communication on the Internet, and most of the information sent to social networks [3], [4], forums and blogs are text [5]. Today, most of the services provided on the Internet can be used for fraud and abuse. Unfortunately, tracking offenders is difficult because different Internet services allow users to hide their age, gender, nationality, and location [6], [7].

One of the favorite topics to overcome the above problem is Author Gender Detection (AGD) of texts on the Internet and cyberspace [8], [9]. AGD has many usages in the web space, including the disclosure of the true identity of individuals, the prevention of scam, the analysis of customer opinions by gender, more sales and marketing, effective communication on the cyberspace. AGD can determine the level of honesty of individuals in social networks and identify those who have forged their identity. To analyze the behavior of people using the Internet, it is very important to recognize their gender. For example, you can determine what percentage of people that refer to a website are male and what percentage are female; then business service providers can figure out which of their
products attracted the most attention for women or men. They can design their sale plan according to this information, and increase their sales through precise marketing.

This paper presents a hybrid algorithm to detect author gender specification from hidden patterns in the context of emails. The proposed hybrid algorithm includes the Whale Optimization Algorithm (WOA) for selecting optimal parameters for Artificial Neural Network (ANN) to recognize the author’s gender. The main contributions of this research are as follows:

- Applying the Multi-layer ANN to recognize the real identity of a person in social networks and Internet.
- Presenting the hybrid ANN-WOA algorithm to find the optimal identification of ANN parameters for predicting author’s gender.
- Minimizing the error rate of AGD.
- Evaluating the accuracy, precision and recall of the proposed algorithm on the Enron dataset.

The rest of the paper is organized as follows. In Section 2 related researches on author gender identification and detection using data mining methods are presented. In Section 3, the materials and the proposed method are described. In Section 4, the experimental results are presented. Section 5 provides a discussion on the results and an analytical comparison of the proposed method. In Section 6, the conclusion and future work are outlined.

II. RELATED WORK

In this section, first, a number of research studies reported before for AGD in the social networks are presented. After that, researches employing WOA are reviewed. A summary is provided at the end of the section.

According to Cheng, et al. [10], by understanding the value of the information contained in the text published on social networks, such as Facebook and Twitter, messages, emails, blogs, we can propose AGD methods for better and safer communications. A new method proposed for recognizing the author of a text by analyzing the information published by the author. Deitrick et al. [11] applied the ANN to recognize the gender of an email’s author. In their research, they used a dataset related to the author’s email recognition, Enron Corpus, with a balanced ANN learning mechanism for AGD. Murugaboopathy et al. [12] used a machine learning technique to recognize the gender of the email’s author. They extracted a set of related email features, and with the help of a Support Vector Machine (SVM), they developed a gender stratification classifier. In their proposed method, they used a set of attributes such as emotional, narrative, and morph-based words to support a vector-machine. The results of their experiments indicate that the SVM can well identify the gender of the text author with reasonable precision.

In the research reported by Sboev et al. [13], for the author’s gender detection of a Russian text, deep-learning-based approaches were used. Alsmearat et al. [14] presented two techniques of word boxes and word morphology to select the gender of Arabic texts author in cyberspace. In addition, Topaloglu and Ekmecki [15] proposed a user gender detection model based on personal handwriting in graphology science. The decision tree was considered as the applied algorithm for evaluating the proposed model. In other research studies, Sboev et al. [16] examined Russian textual contents based on an automatic user gender identification method using a gradient boosting algorithm. For detecting data-driven gender recognition, Tsiperidis et al. [17] presented a dynamic feature selection approach to identify user gender of keystroke dynamics in digital forensics. The authors used a radial basis function algorithm to evaluate classification of the proposed approach and increased the accuracy of classification.

Rangel et al. [18] presented an overview of author profiling and deception detection in Arabic on news headlines and Twitter. They found out that SVM and deep learning were the most popular and successful classifiers in author profiling. Alvarez-Carmona et al. [19] evaluated author profiling detection based on textual and visual resources on Twitter to recognize some demographic aspects such as age and gender. The authors applied a dynamic feature selection on images posted on Twitter. SVM was applied to classify the posts. After that, they evaluated the proposed author profiling detection approach and achieved acceptable accuracy.

Vogel and Jiang [20] proposed a system on Twitter data for author profiling on the bot and gender identification with the use of SVM. In addition, Customer profiling is one of the research areas that gender detection has an important role. Hirt et al. [21] proposed a meta-classifier for customer profiling composing of three classifiers: name classifier, text classifier and image classifier. They improved the knowledge used in their proposed method by a cognitive method that allows the integration of current, as well as emerging customer profiling classifiers to enhance the prediction performance.

Vicente et al. [22] presented a combined classifier to detect the gender of English and Portuguese Tweets. A combined classifier consists of Multinomial Naive Bayes, Logistic Regression, and SVM. The accuracy of 93.2% and 96.9% were achieved in English and Portuguese using a combined classifier, respectively. Qian [23] presented research on the difference between males and females in terms of gender stereotypes. They found out that female’s writing has fewer stereotypes than that of male’s writing.

Evolutionary and meta-heuristic algorithms are usually used to improve the results of a classifier. WOA is a relatively new evolutionary algorithm that gained researchers’ attention for enhancing their classification results. WOA is used for feature selection [24]. Two approaches are followed: First, Tournament and Roulette Wheel selection mechanisms and second, crossover and mutation operators are used to improve the manipulation of the WOA. Also, Saidala and Devarakonda [25] proposed a feature selection method based on WOA. WOA is also used in the cloud computing research environment. A conceptual framework is proposed by [26] to solve scheduling problems of multi-objective
virtual machines. They used WOA and presented a problem formulation for the framework to achieve multi-objective functions.

Table 1 presents a side-by-side comparison for a number of existing related works on gender detection using data mining methods. The existing case studies and applied classification algorithms are compared in the table.

III. MATERIALS AND METHODS
In this section, the dataset used for this study is introduced first. Then the preliminaries about WOA and the proposed method are presented. We used WOA as an algorithm for minimizing the output error of an ANN. The weights and the biases of ANN to create a model must be well-defined so that output error of the classification model is minimized. One of the methods for improving the output of ANN is the use of meta-heuristic or evolutionary algorithms. In this research, WOA is used for the improvement.

A. MATERIALS
A large-scale public email dataset is not readily available for research in the field of gender detection. Enron dataset is a public email dataset that most of the researches on email data has been conducted on it [27]. This dataset was originally made public and posted to the web by the Federal Energy Regulatory Commission (FERC). The size of the dataset is 0.5M messages. Each record composed of 48 linguistic features. The features are divided into four categories: character-based features, word-based features, syntax-based features, and structure-based features. Each category has its own features as explained in the followings [28]:

- Character-based features such as total number of letters, total number of lower cases, total number of characters in a word, the total number of upper cases.
- Word-based features such as total number of words, average length per word, words longer than 6 characters, vocabulary richness.
- Syntax-based features or total number of each special characters such as total number of single quotes, total number of periods, total number of commas, total number of colons.
- Structure-based features such as total number of sentences, total number of lines, total number of paragraphs, average number of sentences per paragraph.
- Function words such as total number of pronoun words, such as auxiliary-verbs, total number of article words.

B. WHALE OPTIMIZATION ALGORITHM (WOA)
Whales are impressive creatures. They are considered the largest creatures in the world. An adult whale can be up to 30 meters long and 180 tons weight. Humpback whales are a special type of whales [29]. The most stimulating thing about this type of whales is their distinctive hunting method. These hunting manners are called bubble-net feeding method. Humpback whales are favor to hunt krill or small fishes near to the water surface. This hunting is done by creating typical bubbles along a circular or spiral shaped path as illustrated in Figure 1 [30]. Before 2011, this behavior was only inspected based on the observation from the surface. Goldbogen et al. [31] inspected this behavior by employing tag sensors. They found two tactics related to bubble and named them ‘upward-spirals’ and ‘double-loops’ behaviors [30], [32]. Bubble-net feeding is an exclusive behavior that can only be seen in humpback whales.

In order to analyze and mathematically model the Humpback whale hunting behavior three phases could be considered: 1) the phase of finding prey and encircle them, 2) bubble-net attacking phase called exploitation phase, and 3) exploration phase. In the first phase, Humpback whales can spot the location of prey and surround them. The situation of the ideal design in the search space is not identified from before, the WOA algorithm assumes that the current optimal probable solution is the target prey or is close to it. After identifying the best search agent, the reminder of search agents would update their positions according to the position of the best search agent. This behavior is expressed by the following equations [29]

\[
\vec{D} = |\vec{C} \vec{X}^* (t) - \vec{X}(t)| \\
\vec{X}(t+1) = \vec{X}^*(t) - \vec{A} \vec{D} 
\]

where \( t \) is the current iteration, \( \vec{A} \) and \( \vec{C} \) are coefficient vectors, \( \vec{X}^* \) is the position vector of the best solution found so far, \( \vec{X} \) is the position vector, \(| | \) is the absolute value, and \( \cdot \) is an element-by-element multiplication. Provided a better solution is found, \( \vec{X}^* \) should be updated in each iteration. The vectors \( \vec{A} \) and \( \vec{C} \) are obtained as follows

\[
\vec{A} = 2\vec{a} \cdot \vec{r} - \vec{a} \\
\vec{C} = 2\vec{r}
\]

where \( \vec{a} \) is linearly decreased from 2 to 0 over the sequence of iterations, and \( \vec{r} \) is a random vector in [0,1] [34].

In the second phase, which is the bubble-net attacking or exploitation phase, the circle made around the prey would be smaller and smaller. This would be happened with decreasing \( \vec{a} \). Then, the distance between the whale and the prey is calculated, and according to the distance obtained the spiral position of the whale would be updated. Equation 6 is used for
TABLE 1. Comparison of related works on the author gender detection.

| Reference                  | Data source       | Language | Reported Results | Applied algorithm/technique                      |
|----------------------------|-------------------|----------|------------------|-------------------------------------------------|
| Cheng, et al. [10]         | Enron email dataset | English  | 85.1             | SVM, Bayesian logistic regression and AdaBoost decision tree |
| Deitrick, et al. [11]      | Enron email dataset | English  | 95               | Winnow Neural Network                           |
| Murugabooopathy, et al. [12]| Enron email dataset | English  | 83               | SVM and Bayesian Logistic Regression            |
| Sboev, et al. [13]         | Russian texts     | Russian  | 86               | Convolutional neural network                    |
| Alsmearat, et al. [14]     | Arabic texts      | Arabic   | 80.4             | Bag-Of-Words                                   |
| Topaloglu and Ekmekci [15] | Personal handwriting | English | 93.75            | Decision tree                                   |
| Sboev, et al. [16]         | Russian textual contents | Russian | Not reported     | Gradient Boosting                              |
| Tsimperidis, et al. [17]   | Keystroke dynamics | English  | 94.2             | Radial basis function network                  |
| Alvarez-Carmona, et al. [19]| Author profiling in Twitter | English/Spanish | 95.7/75.7 | SVM                                      |
| Hirt, et al. [21]          | German-speaking in Twitter | German | 90.21            | Meta-classifier (constructed on three base classifiers) |
| Vogel and Jiang [20]       | Twitter           | English  | 92/91            | SVM                                             |
| Vicente, et al. [22]       | Twitter           | English  | 93.2/96.9        | Multinomial Naive Bayes                        |
| Mafarja and Mirjalili [24] | Eighteen UCI benchmark dataset | English | 99.14            | Particle Swarm Optimization (PSO), Genetic Algorithm(GA), the Ant Lion Optimizer (ALO) |
| Saidala and Devarakonda [25]| Enron email dataset | English  | 98.50            | SVM and WOA                                    |

where $\vec{D}'$ is the distance of the best solution obtained, and $t$ is a random number in the range of $[-1, 1]$.

The third phase, the exploration phase, involves the refinement of the solutions found from the previous phase as stated in the following equations:

$$\vec{D} = |\vec{C} \vec{X}_{\text{rand}} - \vec{X}|$$ (7)

$$\vec{X}(t+1) = \vec{X}_{\text{rand}} - \vec{A} \cdot \vec{D}$$ (8)

where $\vec{X}_{\text{rand}}$ is the random position vector, and $\vec{X}(t+1)$ is the position vector found in the exploration phase.

C. PROPOSED METHOD
AGD is, a double class classification problem, and it is assumed that each data is in a male or female class. If a sample is male or female, the class number is zero or one, respectively. If a sample is male and it has classified in the female class, an error is appeared [35]. We are looking for a method to minimize these errors. Our proposed method for AGD is a hybrid method based on a multi-layer ANN and WOA optimization algorithm, which is illustrated in Figure 2.

An ANN is constructed with 48 input neurons as in the Enron dataset each record has 48 features, one output neuron to show the gender of an email author, and two hidden layers with 20 and 11 neurons in the first and the second layer with Sigmoid activation function.
In our proposed method the weights and biases of ANN are optimized through WOA, where in previous researches statistical methods were used for selecting weights and biases. With ANN-WOA, weights and biases are considered as members of the whale’s population, and at each step of the algorithm, weights and biases are modified to reach to their optimal values. Then, the weights and biases are fed into ANN again. This process is repeating until the desired accuracy will be achieved.

WOA investigates the problem state to find the optimal solution. This investigation includes simultaneous local and global search in the problem space. This property has caused WOA to be able to solve optimization issues more precisely than other evolutionary algorithms such as genetics algorithm, particle swarm optimization, and bat algorithm. According to Figure 2, different weights and biases are evaluated by WOA in each iteration, and a set of weights and biases with the least classification error is considered as the optimal solution for constructing ANN in the next iteration. Therefore, WOA participates in the learning of ANN in order to improve its accuracy of classification.

The above hybrid method, ANN-WOA, is used to classify the Enron records for AGD. The flowchart of the proposed AGD is provided in Figure 3. The Enron dataset is randomly divided into a train set and a test set. 70% of the records are used in the training phase and the rest of 30% is utilized in the test phase. Training data is used to train multi-layer ANN and test data is used to evaluate the model constructed in the training phase. In ANN training phase, the ANN output error is minimized by a WOA. An arrow between ANN and whale shows that there is two-way communication between these two techniques to look for the best weights and biases with
maximum accuracy. The role of the WOA here is to help the ANN to minimize the gender detection error.

### D. EVALUATION PARAMETERS

The proposed method is evaluated through four parameters including Mean Square Error (MSE) rate, accuracy, precision, and recall. The parameters are formulated as follows:

\[ MSE = \frac{1}{n} \sum_{i=1}^{n} (Y_i - \hat{Y}_i)^2 \]  \hspace{1cm} (9)

where \( n \) is the number of data points, \( \hat{Y}_i \) is the observed output and \( Y_i \) is the predicted output.

\[ Accuracy = \frac{TP + TN}{TP + TN + FP + FN} \]  \hspace{1cm} (10)

\[ Precision = \frac{TP}{TP + FP} \]  \hspace{1cm} (11)

\[ Recall = \frac{TP}{TP + FN} \]  \hspace{1cm} (12)

where \( TP \) is true positive rate, \( TN \) is true negative rate, \( FP \) is false positive rate, and \( FN \) is false negative rate of classification results. \( TP \) is the rate of records which are male and correctly classified as male. \( TN \) is the rate of records that are female and correctly classified as female. \( FP \) is the rate of records which are male, however incorrectly classified as female, and \( FN \) is the rate of female that are incorrectly classified as male.

### IV. EXPERIMENTAL RESULTS

To implement the proposed method, MATLAB programming environment has been used in this research. For implementation, 70% of the dataset is used for training, and the remaining 30% is used to test and validation of the proposed method. There are two classes that are respectively zero and one indicating male and female classes. To evaluate the proposed method, classification criteria including MSE, accuracy, precision, and recall were used.

The size of the initial population of whales is equal to 5 and the number of iterations of the algorithm is equal to 20. From Figure 4, it is could be observed that the average error of detecting male and female samples in WOA, is constantly reduced as the number of iterations increased.

The evaluation is repeated with whale’s initial population of 10 and the number of iterations of the algorithm is equal to 20. As shown in Figure 5, the average error of the detecting male and female samples in WOA constantly reduced. However, the reduction is started in earlier iterations.

Figure 6 presents the MSE reduction in the case of 20 nodes as the whale’s initial population 20 iterations of the algorithm. In this specification of MSE reduces considerably even in the 2nd iteration.

The evaluation is repeated with whale’s initial population of 20 and the number of iterations of the algorithm is equal to 30. As shown in Figure 7, the average error of the detecting male and female samples in WOA starts at 0.217 which is the minimum value between four evaluations illustrated in Figures 4, 5, 6, and 7.
Error reduction process in the proposed method diagram shows that WOA has been able to reduce the amount of ANN error to distinguish AGD, as shown in Figures 4, 5, 6 and 7 with 5, 10 and 20 nodes in 30 iterations.

The examination of WOA with the same test conditions is repeated with the different number of nodes (10, 15, 20, 30 and 40 population sizes) in 30, 50 and 100 iterations. As an example, Figures 8, 9 and 10 illustrate the mean square error of the proposed method with 20 nodes and different population sizes in 30, 50 and 100 iterations.

Figure 8 indicates that, with 10 nodes and 30 iterations MSE is 0.126, however as the whale’s population size increases to 40, MSE decreases to 0.087.

In Figure 9, as whale’s population is increased from 10 to 40, the MSE decreased from 0.12 to 0.067. The difference between Figure 8 and Figure 9, indicates that increasing the number of iteration from 30 to 50 caused a reduction in MSE from 0.087 to 0.067.

Reduction of the MSE continues in Figure 10 where with the increase of whale’s population size from 10 to 40, the MSE decreases from 0.1 in Figure 8 to 0.037 in Figure 10. Overall, MSE decreased from 0.126 to 0.036 as the result of increasing the number of iterations from 30 to 100.

Reducing the ANN classification error throughout the iterations indicates that WOA was successful to set weights and biases optimally. Accuracy, precision and recall of the proposed method are measured by applying the proposed method on the test dataset as well. The accuracy, precision and recall of the proposed method for author gender detection are 93.20%, 93.24% and 93.18%, respectively, illustrated in Figure 11, Figure 12 and Figure 13, discussed in the next section.

V. DISCUSSION

To consider whales’ population size and the number of iterations are two effective factors on meta-heuristic algorithms, experiments with the same condition has been performed. In the first case, the size of the population is 10, and in the latter case, this value has been increased to 20 to determine the effect of this parameter on MSE of the gender detection of the text author.

It is observed that increasing the size of the initial whales’ population causes the search space to be larger, and the chance to find optimal weights and bias to decrease the ANN error increased. In fact, the increase in the size of the whales’ population is caused that more weights and biases to be considered in each iteration and resulted in selecting optimal weights and bias. Therefore, it can be concluded that an increase in the size of the initial whales’ population leads to a decrease in the error rate and increases the accuracy of the proposed system. Another influential parameter in the
proposed ANN-WOA is the number of iterations that causes members of the population to have more opportunities to converge and to find optimal thresholds and weight.

The results of our experiments show that WOA is well merged with ANN to find optimal weights and biases. In addition, increasing the size of the initial whales’ population and the number of repetitions is an important factor in increasing the accuracy of the proposed method, so that increasing population size from 10 to 40 could reduce the error of the ANN-WOA diagnosis.

To compare and evaluate the proposed method, data-mining techniques such as Bayesian network, Regression, Decision tree (DT), ANN, and SVM were examined on the same dataset. Precisions and recalls of the methods and proposed ANN-WOA method are compared in different cross folds 5, 10 and 20. Graphic comparison of the proposed method with the mentioned classifiers, in terms of accuracy of the ANN-WOA in author’s gender identification, shows the proposed method detects the author’s gender more accurately than the Bayesian network, Regression, DT, ANN and SVM, as illustrated in Figure 11.

Also, the precision of the ANN-WOA in author’s gender identification is higher than the Bayesian network, Regression, DT, ANN and SVM, as illustrated in Figure 12 in different cross folds.

Figure 13 illustrates the recall value for existing classification algorithms. The recall factor in the proposed hybrid algorithm has the highest percentage for detecting true genders based on applied different cross folds.

**VI. CONCLUSION**

Reducing the output error of the ANN in choosing the text writer in terms of gender is an optimization problem. WOA is a meta-heuristic optimization algorithm with a collective and group intelligence approach. It is has been modeled from the whales’ hunting behavior by creating bubbles. The results of the implementation of the proposed method show that the error rate of multilayer ANN along with the WOA algorithm has a significant decrease, and this reduction indicates the optimal determination of the weight and biases of the neural network through WOA. In addition, our experiments showed that the magnitude of the final error on the detecting of the gender of the male from the woman depends on the size of the initial whales’ population and the number of iterations in different cross folds. For example, increasing the size of the population from 10 to 40 could reduce the gender diagnostic error of the text writer by about 25%.

The proposed method is compared with common machine learning techniques such as Bayesian network, Regression, DT and Multi-layer ANN and SVM; the accuracy of the proposed method is more than that of the machine learning methods mentioned. Our tests also showed that the
accuracy, precision, and recall of the proposed method are 98%, 97.16%, and 99.67% respectively.

One of the problems with the proposed method was the execution time of ANN itself and then in combination with WOA. It could be reduced in future works. Moreover, the volume of text data is increasing every day, therefore, more powerful data mining techniques are necessary for processing big data, in particular in cloud and fog environments. Other datasets than Enron could be examined as well in order to show the effectiveness of the proposed method for different email datasets.
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