Optimal quantification of contact inhibition in cell populations
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Abstract

Contact inhibition refers to a reduction in the rate of cell migration and/or cell proliferation in regions of high cell density. Under normal conditions contact inhibition is associated with the proper functioning tissues, whereas abnormal regulation of contact inhibition is associated with pathological conditions, such as tumor spreading. Unfortunately, standard mathematical modeling practices mask the importance of parameters that control contact inhibition through scaling arguments. Furthermore, standard experimental protocols are insufficient to quantify the effects of contact inhibition because they focus on data describing early time, low-density dynamics only. Here we use the logistic growth equation as a caricature model of contact inhibition to make recommendations as to how to best mitigate these issues. Taking a Bayesian approach we quantify the trade-off between different features of experimental design and estimates of parameter uncertainty so that we can re-formulate a standard cell proliferation assay to provide estimates of both the low-density intrinsic growth rate, \( \lambda \), and the carrying capacity density, \( K \), which is a measure of contact inhibition.

Contact inhibition is the tendency of cells to become non-migratory and/or non-proliferative in regions of high cell density [1]. The phenomena of contact inhibition of migration, involving processes such as adhesion, paralysis and contraction [1], is distinct to contact inhibition of proliferation, driven by cell-cell signaling and adhesion [2, 3]; both phenomena are essential for the regulation of structure and function of multicellular organisms.

Down-regulation of contact inhibition of proliferation enhances tumor spreading [4], while wound healing and tissue regeneration also depend crucially on contact inhibition of proliferation [5]. While contact inhibition of proliferation is ubiquitous in both normal and pathological processes, it is difficult to quantify the impact of such contact inhibition in complex biological systems despite the availability of experimental data. Therefore, mathematical models have an important role in informing our understanding of how contact inhibition of proliferation affects collective cell behavior.
The most fundamental mathematical model describing contact inhibition of cell proliferation is the logistic growth model \[6, 7, 8, 9\] ,

\[
\frac{dC(t)}{dt} = \lambda C(t) \left(1 - \frac{C(t)}{K}\right),
\]

where \(C(t) > 0\) is the cell density at time \(t\), \(\lambda > 0\) is the proliferation rate, and \(K > 0\) is the carrying capacity density. The carrying capacity density is the density at which contact inhibition decreases the net growth rate to zero. The logistic growth model is used ubiquitously in the study of development, repair and tissue regeneration, including for the modeling of tumor growth \[10, 11, 12, 13\] and wound healing \[6, 14, 15\]. The solution of Eq. (1),

\[
C(t) = \frac{C(0)K}{(K - C(0)) \exp(-\lambda t) + C(0)},
\]

is a sigmoid curve that increases from \(C(t) = C(0)\) to \(C(t) = K\) as \(t \to \infty\), provided that \(C(0)/K \ll 1\).

\textit{In vitro} cell proliferation assays are used routinely to examine mechanisms that control cell proliferation, such as the application of various drugs and other treatments on the rate of cell proliferation \[16, 17\]. \textit{In vitro} assays are routinely used to inform the development and interpretation of \textit{in vivo} assays describing pathological situations, such as tumor growth \[18\]. Therefore, improving the design and interpretation of \textit{in vivo} assays will have an indirect influence on the way that we design and interpret \textit{in vivo} assays.

A cell proliferation assay typically involves placing cells, at low density, \(C(0)/K \ll 1\), onto a two-dimensional surface and re-examining the increased monolayer density at a later time, \(t = T\). Typical data from a cell proliferation assay are given in Fig. 1 A-B.

To use Eq. (1) to quantitatively inform our understanding of a particular biological system, we must be able to estimate the initial density, \(C(0)\), and the model parameters, \(\lambda\) and \(K\). Obtaining an accurate estimate of \(K\) is crucial to understand how contact inhibition controls net the proliferation rate at modest to high densities. However, despite the importance of \(K\), most theoretical studies work with a non-dimensionalized model by setting \(c(t) = C(t)/K\). This leads to \[6, 7, 14\]

\[
\frac{dc(t)}{dt} = \lambda c(t) [1 - c(t)],
\]

which completely masks the importance of being able to accurately estimate the carrying capacity, \(K\).

Not only do standard mathematical approaches prevent quantitative assessment of the impact of contact inhibition, in addition, standard experimental protocols for \textit{in vitro} proliferation assays are also insufficient to estimate \(K\). Very recently, Jin et al., \[19\] used Eq. (1) to analyze a set of cell proliferation assays performed with a prostate cancer cell line, and concluded that standard experimental data do not lead to robust, biologically relevant estimates of \(K\). This is consistent with the work of Sarapata and de Pillis who also find that standard \textit{in vitro} experimental data are insufficient to estimate \(K\) using best-fit, non-linear least-squares methods \[20\].

The fundamental issue, as illustrated in Fig. 1C, is that cell proliferation assays are initiated with a small density and performed for a relatively short duration. This strategy is sufficient for estimating the low-density intrinsic proliferation rate, \(\lambda\), but completely inadequate for estimating \(K\) which is associated with longer time, higher density data. Given the importance of \(K\), we are motivated to re-consider the design of proliferation assays so that we can quantitatively estimate both \(\lambda\) and \(K\) from a single experiment.
Figure 1: Proliferation assay using a prostate cancer cell line. Images of area 450 \( \mu m^2 \) are captured at (A) \( t = 0 \) h and (B) \( t = 24 \) h. Images are reproduced from Jin et al., (2017), with permission. (C) Logistic growth curve with \( C(0) = 3.1 \times 10^{-4} \) (cells/\( \mu m^2 \)), \( \lambda = 0.052 \) (1/h) and \( K = 2 \times 10^{-3} \) (cells/\( \mu m^2 \)) (solid black). Additional solutions with \( K \pm 20\% \) (dashed black) also fit the short time experimental data (red crosses).

The typical duration of a proliferation assay is less than 24 h [16], with some assays as short as 4 h [21], and the cell density is recorded once, at the end point of the experiment. This timescale is sufficient to estimate the low-density intrinsic proliferation rate, \( \lambda \), since the doubling time of the majority of cell lines is approximately 24 hours [6, 7, 13, 15]. However, this standard timescale is far too short to robustly quantify contact inhibition effects given the low initial densities that are routinely used. For example, the PC-3 prostate cancer cell line examined by Jin et al. [19] proliferates with \( \lambda \approx 0.05 /h \), but on the timescale of the experiment the observed growth of the population is approximately exponential. This is consistent with Eq. (1) since we have \( C(t) \sim C(0) \exp(\lambda t) \) provided that \( C(0)/K \ll 1 \) and \( t \) is sufficiently small. Fig. 1C shows that the early time growth dynamics are effectively independent of \( K \), confirming that it is impossible to obtain robust estimates of \( K \) using standard data [19, 20].

The aim of this work is to provide guidance about how to overcome these standard experimental and theoretical limitations by taking a Bayesian approach to experimental design [22, 23, 24, 25, 26, 27]. The advantage of taking a Bayesian approach is that we have a platform to quantitatively examine how the uncertainty in our estimate of \( K \) depends on the experimental design: we aim to provide guidance for experimental design that minimizes the uncertainty in our estimate of \( K \). To achieve this we consider a proliferation assay of duration \( T \), with \( n \) observations of cell density, \( C_{\text{obs}}^{i,n} = [C_{\text{obs}}(t_1), \ldots, C_{\text{obs}}(t_n)] \), at times \( t_1, \ldots, t_n \) with \( 0 < t_i \leq T \) for all \( i = [1, \ldots, n] \). These data could represent a single experiment observed at multiple time points, \( t_1 < t_2 < \cdots < t_n \leq T \), or \( n \) identically prepared experiments, each of which is observed once, \( t_1 = t_2 = \cdots = t_n = T \). We assume that cells proliferate according to Eq. (1) with known \( \lambda \) and \( C(0) \). Furthermore, we assume \( C(0)/K \ll 1 \). Our assumption that \( \lambda \) can be determined is reasonable since \( C(t) \sim C(0) \exp(\lambda t) = C(0)[1 + \lambda t + O(t^2)] \) for \( C(0)/K \ll 1 \). This means that fitting a simple straight line or exponential curve to typical experimental data
Will provide a reasonable estimate of $\lambda$. The assumption that $C(0)$ is known precisely is less realistic. For example, estimates of $C(0)$ are affected profoundly by fluctuations in the initialization of the experiment as proliferation assays are performed by placing a known number of cells onto a tissue culture plate. However, images of the experiments are obtained over a much smaller spatial scale. This means that the role of stochastic fluctuations can be significant [19].

To make progress we assume that observations are made, and are subject to Gaussian-distributed experimental measurement error with zero mean and variance $\Sigma^2$. Under these conditions our knowledge of the carrying capacity, $K$, given such observations is represented by the probability density function

$$p\left(K \mid C^{1:n}_{\text{obs}}\right) = A \prod_{i=1}^{n} \phi\left(C_{\text{obs}}(t_i); C(t_i), \Sigma^2\right), \quad (3)$$

where $A$ is a normalization constant and $\phi \left(\cdot; C(t_i), \Sigma^2\right)$ denotes a Gaussian probability density with mean $C(t_i)$ and variance $\Sigma^2$ (Supporting Material). This probability density represents knowledge obtained from the data when no prior assumptions are made on $K$. The point of maximum density in Eq. (3) corresponds to the maximum likelihood estimator or best-fit estimate, $\hat{K}$. Importantly, Eq. (3) also enables the quantification of uncertainty in this estimate through calculation of the variance,

$$\sigma_n^2 = \int_{0}^{\infty} \left(K - \hat{K}\right)^2 p\left(K \mid C^{1:n}_{\text{obs}}\right) \, dK. \quad (4)$$

Fig. 2A shows the probability density of $K$ (Eq. (3)) for several values of $T$ for the typical assay protocol where only a single observation is made ($n = 1$). Here, our estimates of $\lambda, C(0)$ and $\Sigma$ are based on reported values [19]. The spread of these curves indicates the degree of uncertainty in any estimate of $K$. In particular, note the red line, which indicates the probability density for $K$ for a measurement taken at the standard duration of $T = 24$ h. The relatively flat, disperse nature of the profile confirms that standard proliferation assay designs are completely inappropriate to estimate $K$ since the profile lacks a well-defined maximum. This result provides a formal explanation for the observations of both Sarapata and de Pillis [20] and Jin et al. [19]. In response to this issue, here we provide quantitative guidelines about how the experimental design can be chosen to facilitate accurate quantification of the effects of contact inhibition.

One optimistic assumption in Eq. (3) is the supposition that $C(0)$ is known precisely. In reality, $C(0)$ is subject to both measurement errors and systematic errors owing to stochastic fluctuations [19]. We extend our analysis to incorporate uncertainty in the estimate of $C(0)$ by also assuming $C(0)$ to be Gaussian-distributed with mean $\mu_0$ and variance $\Sigma_0^2$, that is $p(C(0)) = \phi\left(C(0); \mu_0, \Sigma_0^2\right)$. In this case Eq. (3) generalizes to (Supporting Material)

$$p\left(K \mid C^{1:n}_{\text{obs}}, \mu_0, \Sigma_0^2\right) = \int_{0}^{\infty} p\left(K \mid C^{1:n}_{\text{obs}}\right) p(C(0)) \, dC(0). \quad (5)$$

The integral in Eq. (5) is intractable, so numerical integration is required to evaluate $p\left(K \mid C^{1:n}_{\text{obs}}, \mu_0, \Sigma_0^2\right)$. Since $C(t_i) \to K$ as $t_i \to \infty$ for all $i = 1, 2, \ldots, n$, then, for both Eq. (3) and Eq. (5), we obtain (Supporting Material)

$$\lim_{(t_1, \ldots, t_n) \to (\infty, \ldots, \infty)} p\left(K \mid C^{1:n}_{\text{obs}}\right) = \phi\left(K; \frac{1}{n} \sum_{i=1}^{n} C_{\text{obs}}^{i}, \frac{\Sigma^2}{n}\right), \quad (6)$$
Figure 2: The probability density, $p(K | C_{ob}^{1:n})$, with $n = 1$ plotted for $T = 12$ h (black), 24 h (red), 36 h (yellow) and 48 h (purple), where $\lambda = 5.2 \times 10^{-2}$ (1/h), $\sigma = 10^{-4}$ (cells/µm²) and the true carrying capacity is $K = 2 \times 10^{-3}$ (cells/µm²). (A) The initial density, $C(0)$, is assumed to be known precisely, $C(0) = 3.1 \times 10^{-4}$ (cells/µm²). (B) Including uncertainty in the initial condition with $\mu_0 = 3.1 \times 10^{-4}$ (cells/µm²) and $\Sigma_0 = 1.02 \times 10^{-4}$ (cells/µm²). The inset panels in both (A) and (B) show the main plot in the context of the limiting density as $T \to \infty$ (black dashed line).

Fig. 2A demonstrates that the probability density function for $K$, Eq. (3), tightens toward the limiting density, Eq. (6), as $T$ increases. Note that for the typical assay duration, $T < 24$ h, the density is approximately uniform. Again, this reiterates the fact that standard experimental designs are inadequate to characterize the effects of contact inhibition, and that different approaches are required. The effect of uncertainty in $C(0)$ is clear in Fig. 2B. Even with $T = 48$ h there is a very large region of non-zero, near-constant probability density, indicating very wide confidence intervals for the estimate of $K$. Eq. (6) also provides a lower bound on the uncertainty in the estimate of $K$,

$$\sigma_n^2 \geq \frac{\Sigma_n^2}{n},$$

for any choice of $C(0)$ and $\lambda$. This result is independent of the treatment of the uncertainty in $C(0)$, but requires observations to be made after an infinite duration of time.

Eq. (6) and Eq. (7) tell us two important things about assay design in the study of contact inhibition. First, there is a fundamental lower bound on the uncertainty in our estimate of $K$.
for a fixed number, $n$, of observations of the density. However, increasing the assay duration, $T$, always provides more information. Second, increasing the number of observations, $n$, always provides more information and, further, it decreases the long time lower bound on the uncertainty in the estimate of $K$. Hence, Eq. (7) informs the minimum number of observations required to estimate $K$ accurately.

Clearly, practical experimental designs require finite $T$, and so we require methods to determine $T$ such that the uncertainty in $K$ is sufficiently close to the lower bound. We can quantify, for the standard choice of $n = 1$, the approximate uncertainty in our estimate of $K$ (Supporting Material) [28], given by

$$
\sigma_n^2 = \frac{C(0)^4(1 - \exp(-\lambda T))^2}{[C(0) - C_{\text{obs}}(T) \exp(-\lambda T)]^4 \Sigma^2}.
$$

This estimate of the uncertainty in $K$ is accurate provided $C_{\text{obs}}(T)/\Sigma^2 \gg 1$. This expression provides a practical tool to assess the information content of data, but also enables one to estimate whether $T$ is large enough that the uncertainty in $K$ is sufficiently close to the lower bound (Supporting Material).
Eq. (7) gives us a method of quantifying the information gained by introducing more observations in the idealized case that $T$ is sufficiently large. For example, doubling $n$ will half the uncertainty. However, since practical limitations mean that $T$ is finite, this result does not always hold. Fig. 3A shows that the effect of doubling $n$ varies significantly depending on the choice of $T$. Here, the $n$ observations are taken at regular intervals. For example, if $T < 1/\lambda$, increasing $n$ has almost no effect on the uncertainty, $\sigma_n^2$. There is a similar negligible effect for $T > -1/\lambda \log C(0)/(K - C(0))$, which is the time corresponding to the point of inflection of Eq. (2).

These results highlight several subtle, but immensely important considerations. For example, at sufficiently short times increasing $n$ has very little benefit. Similarly, at sufficiently large times increasing $T$ has little benefit. The most useful result is that for intermediate times there is more value in increasing $T$ than increasing $n$. Furthermore, if we wish to go beyond the standard experimental design where a single measurement is made at the end of the experiment, $t = T$, we might want to quantify the benefit of making a second observation at an earlier time, $t < T$, during the same experiment. In this scenario, results in Fig. 3B show that the choice of time at which the second measurement is made can be important. Comparing Fig. 3A with Fig. 3B shows that a poor choice of the time for the second observation might not lead to any change than taking a single observation at $T$. However, selecting two well-placed observation times can be as informative as making four equally spaced observations.

We conclude by providing several guidelines for the design of cell proliferation assays:

1. Reducing the uncertainty in $C(0)$ is crucial, especially if $T < 48$ h;
2. Eq. (8) should be used with short timescale data to estimate the smallest value of $T$ that will result in acceptable uncertainty in $K$;
3. On a short timescale, increasing $T$ is more informative than increasing $n$. However, if increasing $T$ is infeasible, the optimal strategy is to repeat the experiment $n$ times and make $n$ observations at time $T$. In many situations, $n$ will need to be large to account for the short timescale. Fig. 3A shows that even a 16-fold increase in $n$ is still unacceptable for $T < 12$.

In this work we highlight certain aspects of assay design that are often neglected and unreported. However, these features are critical if we are to quantify the role of crowding and contact inhibition of proliferation in populations of cells. The guidelines we propose allow us to provide the best estimates of $\lambda$ and $K$ using a single experiment, whereas standard experimental designs allow us to confidently estimate $\lambda$ only. Our results confirm that standard in vitro experimental designs are well suited for estimating $\lambda$, but poorly suited for estimating $K$. A different approach is required to overcome this limitation, and here we provide quantitative guidance about designing in vitro proliferation assays that can be used to estimate both $\lambda$ and $K$. The situation is even more complex for in vivo assays in which there are more experimental constraints and unknowns. However, improving the way that we design and interpret in vitro assays is relevant because these simpler experiments are routinely used in tandem with in vivo assays due to the fact that they are cheaper and faster to perform than working in live tissues.
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APPENDIX

Posterior probability density functions

In Bayesian statistics, knowledge of unobserved model parameters, $\theta$, given the results of some experiment that results in data, $D$, is represented through a probability density function (PDF) [22]. This PDF, $p(\theta \mid D)$, is called the posterior and can be interpreted as “the probability density of $\theta$ given observation $D$”. The posterior is derived through Bayes’ Theorem,

$$p(\theta \mid D) = \frac{L(\theta; D)p(\theta)}{p(D)}, \quad (A.1)$$

where the prior PDF, $p(\theta)$, represents knowledge before the experiment, the likelihood function, $L(\theta; D)$, determines the probability density of the experimental results, $D$, for a given set of parameter values and the evidence, $p(D)$, is the likelihood taken across all parameter values. In effect, $L(\theta; D)$ encodes assumptions of the model, $p(\theta)$ encodes the assumptions on the parameters and $p(D)$ acts as a normalization constant. Our task is to derive the posterior PDF for the carrying capacity density, $K$, given noisy observations of an assumed logistic growth curve.

First we derive the likelihood. We represent the process of taking a cell density measurement, $C_{\text{obs}}(t)$, at time, $t$, as a Gaussian random variable with mean around the true cell density, $C(t)$ (Eq. (2)), and variance $\sigma^2$. Therefore, the probability density of a single observation is a Gaussian PDF,

$$\phi(C_{\text{obs}}(t); C(t), \sigma^2) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(C_{\text{obs}}(t) - C(t))^2}{2\sigma^2}},$$

Assuming $C(0)$ and $\lambda$ are known, the exact logistic growth curve is fully determined for any proposed value of $K$. As a result, the observations made at time $t_1$ and $t_2$, $C_{\text{obs}}(t_1)$ and $C_{\text{obs}}(t_2)$, are independent given this value of $K$. Therefore the likelihood function for $n$ observations, $C_{\text{obs}}^{1:n} = [C_{\text{obs}}(t_1), \ldots, C_{\text{obs}}(t_n)]$, is given by

$$L(K; C_{\text{obs}}^{1:n}) = \prod_{i=1}^{n} \phi(C_{\text{obs}}(t_i); C(t_i), \sigma^2), \quad (A.3)$$

where $\phi(C_{\text{obs}}(t_i); C(t_i), \sigma^2)$ is given by Eq. (A.2).

For the prior, we assume $0 \leq K \leq K_{\text{max}}$ with equal probability for some $K_{\text{max}} < \infty$, that is $K$ is uniformly distributed on the interval $(0, K_{\text{max}})$. The PDF is

$$p(K) = \begin{cases} \frac{1}{K_{\text{max}}}, & \text{if } K \in [0, K_{\text{max}}], \\ 0, & \text{otherwise}. \end{cases} \quad (A.4)$$
This uniform prior distribution imposes minimal assumptions, as we impose no prior knowledge about the value of $K$ outside of some upper bound that could be arbitrarily large. For uninformative priors, the modes of the posterior correspond to the maximum likelihood estimator (MLE).

The evidence acts as a normalizing constant to ensure the product of Eq. (A.3) and Eq. (A.4) is a true PDF. Therefore, we have

$$p(C_{\text{obs}}^{1:n}) = \int_{-\infty}^{\infty} L(K; C_{\text{obs}}^{1:n}) p(K) \, dK$$

$$= \frac{1}{K_{\text{max}}} \int_{0}^{K_{\text{max}}} \prod_{i=1}^{n} \phi(C_{\text{obs}}(t_i); C(t_i), \sigma^2) \, dK,$$  \hspace{1cm} (A.5)

which converges since Eq. (A.2) is bounded and continuous on the closed interval $K \in [0, K_{\text{max}}]$.

Finally, we arrive at the posterior through substitution of Eq. (A.3), Eq. (A.4), and Eq. (A.5) into Bayes’ Theorem, Eq. (A.1),

$$p(K \mid C_{\text{obs}}^{1:n}) = \begin{cases} A \prod_{i=1}^{n} \phi(C_{\text{obs}}(t_i); C(t_i), \sigma^2), & \text{if } K \in [0, K_{\text{max}}], \\ 0, & \text{otherwise.} \end{cases}$$  \hspace{1cm} (A.6)

where

$$\frac{1}{A} = \int_{0}^{K_{\text{max}}} \prod_{i=1}^{n} \phi(C_{\text{obs}}(t_i); C(t_i), \sigma^2) \, dK,$$  \hspace{1cm} (A.7)

which is Eq. (3) from the main text.

As stated in the main text, Eq. (A.6) assumes $C(0)$ is fixed. To extend the model to capture uncertainty in $C(0)$ we define $C(0)$ to be a Gaussian random variable with mean $\mu_0$ and variance $\sigma_0^2$. The PDF is $p(C(0)) = \phi(C(0); \mu_0, \sigma_0^2)$. In this case, the logistic growth curve, forming the means of the observations, depends on this random variable. Therefore, consider the joint distribution

$$p(K, C(0) \mid C_{\text{obs}}^{1:n}, \mu_0, \sigma_0^2) = p(K \mid C(0), C_{\text{obs}}^{1:n}) p(C(0) \mid C_{\text{obs}}^{1:n}, \mu_0, \sigma_0^2)$$

$$= p(K \mid C(0), C_{\text{obs}}^{1:n}) \phi(C(0); \mu_0, \sigma_0^2),$$  \hspace{1cm} (A.8)

where $p(K \mid C(0), C_{\text{obs}}^{1:n})$ is simply Eq. (A.6) with the dependence on $C(0)$ made explicit. The desired posterior is a marginal density of Eq. (A.8), that is,

$$p(K \mid C_{\text{obs}}^{1:n}, \mu_0, \sigma_0^2) = \int_{-\infty}^{\infty} p(K, C(0) \mid C_{\text{obs}}^{1:n}, \mu_0, \sigma_0^2) \, dC(0).$$  \hspace{1cm} (A.9)

Substitution of Eq. (A.8) into Eq. (A.9) results in Eq. (4) in the main text. If expanded, the posterior is

$$p(K \mid C_{\text{obs}}^{1:n}, \mu_0, \sigma_0^2) = A \int_{0}^{K_{\text{max}}} \phi(C(0); \mu_0, \sigma_0^2) \prod_{i=1}^{n} \phi(C_{\text{obs}}(t_i); C(t_i), \sigma^2) \, dC(0),$$

for $K \in [0, K_{\text{max}}]$ and $p(K \mid C_{\text{obs}}^{1:n}, \mu_0, \sigma_0^2) = 0$ otherwise.
Limiting uncertainty

We now consider the posteriors Eq. (A.6) and Eq. (A.9) in the limit as the observation times become infinitely large, that is \( t_i \to \infty \) for \( i \in [1, \ldots, n] \). First, note that since \( \lim_{t_i \to \infty} C(t_i) = K \), it is also true that,

\[
\lim_{t_i \to \infty} \phi(C_{\text{obs}}(t_i); C(t_i), \sigma^2) = \phi(C_{\text{obs}}^i; K, \sigma^2).
\]

(A.10)

That is, all observations are independent, identically distributed Gaussian random variables with mean \( K \) and variance \( \sigma^2 \) in the limit. Since \( \phi(C_{\text{obs}}^i; K, \sigma^2) = \phi(K; C_{\text{obs}}^i, \sigma^2) \), then we extend the domain of \( K \) to \( K \in (-\infty, \infty) \) and obtain

\[
\lim_{(t_1, \ldots, t_n) \to (\infty, \ldots, \infty)} p(K \mid C_{\text{obs}}^{1:n}) = \frac{\prod_{i=1}^n \phi(K; C_{\text{obs}}^i, \sigma^2)}{\int_{-\infty}^{\infty} \prod_{i=1}^n \phi(K; C_{\text{obs}}^i, \sigma^2) \, dK}.
\]

(A.11)

Note that for any two Gaussian PDFs \( \phi(X; \mu_1, \sigma_1) \) and \( \phi(X; \mu_2, \sigma_2) \) it can be shown that

\[
\phi(X; \mu_1, \sigma_1) \phi(X; \mu_2, \sigma_2) \propto \phi(X; \frac{\mu_1 \sigma_2^2 + \mu_2 \sigma_1^2}{\sigma_1^2 + \sigma_2^2}, \frac{\sigma_1 \sigma_2}{\sigma_1^2 + \sigma_2^2}).
\]

(A.12)

Through some tedious algebraic manipulations, we apply Eq. (A.12) to Eq. (A.11) to obtain

\[
\lim_{(t_1, \ldots, t_n) \to (\infty, \ldots, \infty)} p(K \mid C_{\text{obs}}^{1:n}) = \phi\left(K; \frac{1}{n} \sum_{i=1}^n C_{\text{obs}}^i, \frac{\sigma^2}{n}\right).
\]

(A.13)

Note that equality holds in Eq. (A.13) because the constants of proportionality in Eq. (A.12) cancel out through Eq. (A.11).

Similar steps are applied to Eq. (A.9) to obtain

\[
\lim_{(t_1, \ldots, t_n) \to (\infty, \ldots, \infty)} p(K \mid C_{\text{obs}}^{1:n}, \mu_0, \sigma_0^2) = \int_{-\infty}^{\infty} \phi\left(K; \frac{1}{n} \sum_{i=1}^n C_{\text{obs}}^i, \frac{\sigma^2}{n}\right) p(C(0)) \, dC(0)
\]

\[
= \phi\left(K; \frac{1}{n} \sum_{i=1}^n C_{\text{obs}}^i, \frac{\sigma^2}{n}\right) \int_{-\infty}^{\infty} p(C(0)) \, dC(0)
\]

\[
= \phi\left(K; \frac{1}{n} \sum_{i=1}^n C_{\text{obs}}^i, \frac{\sigma^2}{n}\right) \times 1
\]

\[
= \lim_{(t_1, \ldots, t_n) \to (\infty, \ldots, \infty)} p(K \mid C_{\text{obs}}^{1:n}).
\]

(A.14)

This results in Eq. (5) of the main text.

It is important to note that in the derivation of Eq. (A.13) and Eq. (A.14) we have extended the domain of \( K \) to be the entire real number line. The prior in this case is actually improper, thus, for \( K \in (-\infty, \infty) \), the posteriors Eq. (A.6) and Eq. (A.9) are not guaranteed to be PDFs. However, in the limiting case when \( t_i \to \infty \) for \( i \in [1, \ldots, n] \), the result is a PDF. Therefore, this extension is justified so long as \( K/\sigma \gg 1 \). If this is not satisfied, then then this analysis could be completed using a truncated Gaussian prior.

Short time uncertainty quantification

Here we derive Eq. (7) of the main text. The approximation uses the delta method to give an approximate variance for Eq. (A.6), that is the uncertainty in \( K \) for \( T < \infty \) and \( n = 1 \).
The posterior for \( n = 1 \) is

\[
p(K \mid C_{\text{obs}}(T)) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(C_{\text{obs}}(T) - C(T))^2}{2\sigma^2}}. \tag{A.15}
\]

Thus, we can treat \( C(T) \) as a Gaussian random variable with mean \( C_{\text{obs}}(T) \) and variance \( \sigma^2 \). Given a realization of \( C(T) \) we can obtain from the logistic growth solution (Eq. (2) in main text)

\[
K = f(C(T)) = \frac{C(T)C(0)(1 - e^{-\lambda T})}{C(0) - C(T)e^{-\lambda T}}. \tag{A.16}
\]

The delta method is an approximation technique for obtaining approximate moments of a distribution of a random variable that is a function of another \[28\]. The idea is to consider the Taylor expansion about the mean of \( C(T) \),

\[
f(C(T)) = f(C_{\text{obs}}(T) + \delta) = \sum_{k=0}^{\infty} \frac{\delta^k}{k!} \frac{d^k f}{dC^k}[C_{\text{obs}}(T)].
\]

From this expansion we obtain

\[
\text{Var}[K] = \text{Var}[f(C(T))] = \text{Var}\left[ \sum_{k=0}^{\infty} \frac{\delta^k}{k!} \frac{d^k f}{dC^k}[C_{\text{obs}}(T)] \right].
\]

For small \( \delta \) we have

\[
\text{Var}[K] = \text{Var}\left[ f(C_{\text{obs}}(T)) + \delta \frac{df}{dC}[C_{\text{obs}}(T)] + \mathcal{O}(\delta^2) \right].
\]

Recall that \( \text{Var}[a] = 0 \), \( \text{Var}[X + a] = \text{Var}[X] \) and \( \text{Var}[aX] = a^2 \text{Var}[X] \) for any random variable, \( X \), and constant \( a \). Therefore,

\[
\text{Var}\left[ f(C_{\text{obs}}(T)) + \delta \frac{df}{dC}[C_{\text{obs}}(T)] + \mathcal{O}(\delta^2) \right] = \text{Var}\left[ \delta \frac{df}{dC}[C_{\text{obs}}(T)] + \mathcal{O}(\delta^2) \right]
\]

\[= \left( \frac{df}{dC}[C_{\text{obs}}(T)] \right)^2 \text{Var}[C(T)] + \mathcal{O}(\mu_4), \tag{A.17}\]

where \( \mu_4 \) is the fourth central moment of the distribution of \( C(T) \). The approximation is appropriate provided \( |\delta| \) is sufficiently small, that is \( |C(T) - C_{\text{obs}}(T)| \) is sufficiently small. This is achieved if \( C_{\text{obs}}(T)/\sigma \gg 1 \). The derivative of \( f \) with respect to \( C \) is

\[
\frac{df}{dC} = \frac{C(0)^2(1 - e^{-\lambda T})}{[C(0) - C(T)e^{-\lambda T}]^2}. \tag{A.18}
\]

Therefore, by substitution of Eq. (A.18) into Eq. (A.17), we arrive at the approximation

\[
\text{Var}[K] \approx \frac{C(0)^4(1 - e^{-\lambda T})^2}{[C(0) - C_{\text{obs}}(T)e^{-\lambda T}]^4} \sigma^2. \tag{A.19}
\]

There are two practical uses for Eq. (A.19). First, given an population density observation, \( C_{\text{obs}}(T) \), taken at time \( T \), one can calculate

\[
\epsilon = \frac{C(0)^4(1 - e^{-\lambda T})^2}{[C(0) - C_{\text{obs}}(T)e^{-\lambda T}]^4}.
\]
Here, $\epsilon$ provides a relative uncertainty compared to the limiting best case $\sigma$. Therefore, the test provides a measure of how close to optimal the assay is. Furthermore, if the observation error is known then this sample approach provides the uncertainty in $K$ after the observation. Second, given the upper limit of the prior $K_{\text{max}}$, as in Eq. (A.4), one may consider the function

$$h(T) = \frac{C(0)^4(1 - e^{-\lambda T})^2}{[C(0) - K_{\text{max}}e^{-\lambda T}]^4},$$

to identify how large $T$ must be to be close enough to the limiting posterior, i.e., $\epsilon \approx 1$. If this value of $T$ is too large for practical purposes, then it indicates more observations should be taken. It is important to note that the approximation does require $C_{\text{obs}}(T)/\sigma \gg 1$. In practice, this may not hold for early time, $T \ll 1/\lambda$. In such a case, Eq. (A.19) tends to be an underestimate. Because of this, the result is still useful to decide if increasing $n$ is valuable or not.

**Proliferation data**

Table 1 presents the data used to inform Fig. 1, Fig. 2 and Fig. 3 in the main text. The data are derived from Jin et al. [19].

| time (h) | 0     | 6     | 12    | 18    | 24    |
|---------|-------|-------|-------|-------|-------|
| cell density (cells/$\mu$m$^2$) | $3.1 \times 10^{-4}$ | $3.8 \times 10^{-4}$ | $5.2 \times 10^{-4}$ | $5.9 \times 10^{-4}$ | $7.8 \times 10^{-4}$ |
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