Large-\( N \) expansion based on the Hubbard operator path integral representation and its application to the \( t-J \) model II. The case for finite \( J \).
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We have introduced a new perturbative approach for \( t-J-V \) model where Hubbard operators are treated as fundamental objects. Using our vertices and propagators we have developed a controllable large-\( N \) expansion to calculate different correlation functions. We have investigated charge density-density response and the phase diagram of the model. The charge correlation functions are not very sensitive to the value of \( J \) and they show collective peaks (or zero sound) which are more pronounced when they are well separated (in energy) from the particle-hole continuum. For a given \( J \) a Fermi liquid state is found to be stable for doping \( \delta \) larger than a critical doping \( \delta_c \). \( \delta_c \) decreases with decreasing \( J \). For the physical region of the parameters and, for \( \delta < \delta_c \), the system enters in an incommensurate flux or DDW phase. The inclusion of the nearest-neighbors Coulomb repulsion \( V \) leads to a CDW phase when \( V \) is larger than a critical value \( V_c \). The dependence of \( V_c \) with \( \delta \) and \( J \) is shown. We have compared the results with other ones in the literature.

PACS numbers: 71.10.-w, 71.27.+a

I. INTRODUCTION

In the last years a large part of the solid state community has been devoted to understand the physics of strongly electronic correlated models. The importance of this study is supported by clear experimental facts. High-\( T_c \) superconductors and organic superconductors are considered, for instance, electronic correlated systems. They show that electronic properties are very different from those expected in usual metals.

For better understanding of the physics of these systems, it is very important to develop different methods for studying models for correlated electrons. The two dimensional (2D) \( t-J \) model is probably one of the most simple models we should understand in the first place.

The \( t-J \) model is the strong coupling version of the Hubbard model. In spite of its simple form, there is no exact solution for this model until now and, many analytical and numerical methods have been developed and the obtained results confronted to each other.

In the \( t-J \) model double occupancy is forbidden and, the model can be written in terms of the correlated or projected operators, also known as Hubbard \( X \)-operators. Hubbard operators verify complicated commutation rules which are very different from the familiar commutation rules for usual fermions and bosons. One of the common methods, used for avoiding this problem, introduces slave-particles in order to decouple the original \( X \)-operator. These slave-particles verify usual commutation rules but, they are fictitious and sometimes it is not clear if the obtained results are genuine or artifacts from merely decoupling. On the other hand, the decoupling scheme introduces a gauge degree of freedom which requires a gauge fixing. The gauge fixing is a long discussed fundamental problem (see for example Ref.[4]).

Another problem in the treatment of the \( t-J \) model is the absence of any small coupling parameter suitable for a perturbative expansion. To deal with this problem, strong-coupling techniques have been developed. Between them, what will be important for the present paper is the large-\( N \) expansion where \( N \) is the number of electronic degrees of freedom per site (see below). The large-\( N \) expansion has been used extensively in the context of slave-boson approach (SBA) and, more recently, using Baym-Kadanoff functional theory (BKF) in terms of \( X \)-operators.

On the basis of our Feynman path integral representation for the \( t-J \) model, we developed a large-\( N \) approach for the \( J=0 \) case (\( U \)-infinite Hubbard model). This method has the advantage of working with Hubbard operators as fundamental objects without any decoupling procedure. Then, we neither take care of gauge fluctuations nor Bose condensation as in the SBA.

The method developed in Ref.[11] was recently applied to describe electronic properties of quarter-filled organic molecular crystals. For instance, in Ref.[12] we have calculated electronic self-energies \( \Sigma(k,\omega) \), spectral functions \( A(k,\omega) \) and the electronic density of states \( N(\omega) \) which are nontrivial calculations considering that they involve fluctuations, in a controllable approach, above the mean field. Our \( A(k,\omega) \) and \( N(\omega) \) were carefully compared with similar results obtained by Lanczos diagonalization. Good agreement has been found for the behavior of the dynamical properties at \( J=0.0 \).

Our previous studies for \( J=0.0 \) motivate us to extend our approach to the case of finite \( J \). On the other hand, many physical problems play with a finite value of \( J \) and therefore, it is necessary to extend our approach to this case. This extension is the main topic of the present paper.

As our method is new and we claim it can be used to simplify several calculations, we must show: a) how our method explicitly works and, b) comparison of the results with others in the literature in order to show the
In Sec.II we develop the perturbative expansion and we give the new Feynman rules which are used in the explicit calculation in Secs. III and IV. In Sec.III we show results for the charge-charge correlation functions. In Sec.IV we study different instabilities of the model. In Sec. V we give the conclusions.

II. PERTURBATIVE APPROXIMATION: A LARGE-N APPROACH

In this section, we present the large-N expansion for the \( t - J - V \) model in the framework of the path integral representation for Hubbard operators. We will extend our formalism of Ref.[11] to the case of finite \( J \).

As in Ref.[11], our starting point for developing the large-N approach is the path integral partition function written in the Euclidean form \((it \rightarrow \tau)\),

\[
Z = \int \mathcal{D}X^{\alpha} \delta[X^{00}] + \sum_{\sigma} X^{\sigma\sigma} - 1 \delta[X^{00}] - X^{\sigma0} X^{0\sigma} \times \left( \text{sdet}M_{AB} \right) \exp \left( -\int d\tau L_E(X, \dot{X}) \right). \tag{1}
\]

In Eq.(1), the five Hubbard \( X \)-operators \( \dot{X}^{\sigma\sigma'} \) and \( X^{00} \) are boson-like and the four Hubbard \( \dot{X}^{\sigma0} \) and \( X^{0\sigma} \) are fermion-like. The spin index \( \sigma \) is \( \sigma = \pm \) (up and down state, respectively).

There is also a superdeterminant \( \left( \text{sdet}M_{AB} \right) = \frac{1}{\det(-X^{\sigma\sigma})} \), formed with the set of all the second class constraints of the theory (see Refs.[11] and [10]).

The Euclidean Lagrangian \( L_E(X, \dot{X}) \) in (1) is:

\[
L_E(X, \dot{X}) = \frac{1}{2} \sum_{i,\sigma} \left( \dot{X}^{0\sigma}_i X^{\sigma0}_i + \dot{X}^{\sigma0}_i X^{0\sigma}_i \right) + H(X). \tag{2}
\]

Now, similarly to Ref.[11] we make the following changes in the path integral (1):

a) We integrate over the boson variables \( X^{\sigma\sigma'} \) using the second \( \delta \)-function in (1).

b) The spin index \( \sigma = \pm \), is extended to a new index \( p \) running from 1 to \( N \). In order to get a finite theory in the \( N \)-infinite limit, we re-scale the hopping \( t_{ij} \), the exchange parameters \( J_{ij} \) and the nearest-neighbors Coulomb repulsion \( V_{ij} \) to \( t_{ij}/N, J_{ij}/N \) and \( V_{ij}/N \), respectively.

c) The completeness condition \( (X^{00} + \sum_{p} X^{pp} = N/2) \) can be exponentiated, as usual, by using the Lagrangian multipliers \( \lambda_i \).

d) The charge-like terms (the 3rd and 4th term of (3)) of the Hamiltonian, after extended to large-\( N \), are written in terms of \( X^{00} \) using the completeness condition.

e) We write \( X^{00} \) and \( \lambda \) in terms of static mean-field values and dynamic fluctuations; \( X^{00} = N\lambda_0(1 + \delta R_i) \), \( \lambda_i = \lambda_0 + \delta \lambda_i \).

f) Finally, we make the following change of variables;

\[
f_{ip} = \sqrt{N}\lambda_{ip}, \quad f_{ip} = \frac{1}{\sqrt{N}} X^{0\sigma}_i.
\]

By following the steps a-f, we find the effective Lagrangian

\[
L_{\text{eff}} = -\frac{1}{2} \sum_{i,p} \left( \dot{f}_{ip} f_{ip} + \dot{f}^*_p f_p \right) + \frac{1}{1 + \delta R_i} + \sum_{\langle ij >, p} \left( \dot{f}_{ip} r_o f_{jp} + f_{jp} r_o \right) \frac{1}{1 + \delta R_i} \tag{4}
\]

\[
+ \frac{1}{N} \sum_{i} \left( J_{ij} f^*_{ip} f_{ip} + f^*_{ip} f_{ip} \right) \frac{1}{1 + \delta R_i} \tag{4}
\]

\[
+ \sum_{i,p} f^*_{ip} f_{ip} \frac{1}{1 + \delta R_i} \delta \lambda_i + L_{\text{ghost}}.
\]

\( (\text{sdet}M_{AB})^{\frac{1}{2}} \) leads to \( L_{\text{ghost}}(Z) = -\sum_{ip} Z^\dagger_{ip} \left( \frac{1}{1 + \delta R_i} \right) Z_{ip} \) when is written in terms of complex boson ghost field \( Z_{ip}^{\dagger} \).

On the basis of Hubbard \( X \)-operators, the \( t - J - V \) Hamiltonian is of the form:

\[
H(X) = \sum_{\langle ij >, \sigma} \left( t_{ij} X^{\sigma0}_i X^{\sigma0}_j + h.c. \right) + \frac{1}{2} \sum_{\langle ij >, \sigma} \left( J_{ij} X^{\sigma0}_i X^{\sigma0}_j - X^{\sigma\sigma}_i X^{\sigma\sigma}_j \right) + \sum_{\langle ij >, \sigma'} \left( V_{ij} X^{\sigma0}_i X^{\sigma0}_j - \mu \sum_{\sigma} \dot{X}^{\sigma0}_i \right). \tag{3}
\]

Now, we treat the exchange terms \( J_{ij} \). These can be decoupled in terms of the bond variable \( \Delta_{ij} \) through a Hubbard-Stratonovich transformation, where \( \Delta_{ij} \) is the
field associated with the quantity \( \sum_p \frac{f_{ip}^+ f_{ip}}{\sqrt{1 + \delta R_i}(1 + \delta R_j)} \).

Finally, the Lagrangian (4) results

\[
L_{\text{eff}} = -\frac{1}{2} \sum_{ip} \left( f_{ip}^+ f_{ip}^+ + f_{ip}^+ f_{ip} \right) \frac{1}{1 + \delta R_i} + \sum_{<ij>,p} \left( t_{ij} r_o f_{ip}^+ f_{jp} + h.c. \right) - (\mu - \lambda_0) \sum_{i,p} f_{ip}^+ f_{ip} \frac{1}{1 + \delta R_i} \\
+ N r_0 \sum_i \delta \lambda_i \delta R_i + 2N \sum_{<ij>} \Delta_i^+ \Delta_j - \sum_{<ij>} \left( \sum_p \frac{f_{ip}^+ f_{jp}}{\sqrt{1 + \delta R_i}(1 + \delta R_j)} \Delta_{ij} + h.c. \right) \\
+ N r_0^2 \sum_{<ij>} \left( V_{ij} - \frac{1}{2} J_{ij} \right) \delta R_i \delta R_j + \sum_{i,p} f_{ip}^+ f_{ip} \frac{1}{1 + \delta R_i} \delta \lambda_i + L_{\text{ghost}}. 
\]

(5)

At this point it is necessary to discuss similarities and differences between the SBA and our approach.

a) From step f), we see that the fermions \( f_p \) are proportional to the constrained \( X^{ip} \) operators. They are not associated with the spinons as in the SBA.

b) From step e), the field \( \delta R \) is proportional to the real \( X^{(0)} \) operator representing the number of holes (empty sites). This is not associated with the holons as in the SBA.

c) The bond variable \( \Delta_{ij} \) looks close to the valence bond variable of the SBA. However, \( \Delta_{ij} \) besides to be a function of the correlated fermions \( f_p \), it is also a function of \( \delta R \) through the denominator.

Note that \( L_{\text{eff}} \) (Eq.(5)) contains several nonpolynomial terms. These apparent complications are the price we have to pay for working in terms of \( X \)-operators. Since the \( t-J-V \) model Hamiltonian is quadratic in the \( X \)'s, the strong electronic interactions are contained in the commutation rules and the constraints. In the path integral formulation, the information contained in the Hubbard algebra was transferred to the effective theory.

In the next sections we will show that present theory can go beyond a formal level and, the obtained results can be compared with others in the literature.

Now, we write the \( \Delta_{ij} \) fields in terms of static mean-field values and dynamics fluctuations \( \Delta_i = \Delta(1 + r_i^\eta + iA_i^\eta) \), where \( \eta = x, y \) and \( r_i^\eta \) and \( A_i^\eta \) correspond to the amplitude and the phase fluctuations of the bond variable respectively.

To implement the \( 1/N \) expansion, the nonpolynomial \( L_{\text{eff}} \) should be developed, as in Ref. [1], in powers of \( \delta R \). Up to order \( 1/N \) the following Lagrangian is sufficient

\[
L_{\text{eff}} = -\frac{1}{2} \sum_{ip} \left( f_{ip}^+ f_{ip}^+ + f_{ip}^+ f_{ip} \right) (1 - \delta R_i + \delta R_i^2) + \sum_{<ij>,p} \left( t_{ij} r_o f_{ip}^+ f_{jp} + h.c. \right) - \mu \sum_{i,p} f_{ip}^+ f_{ip} (1 - \delta R_i + \delta R_i^2) \\
+ N r_0 \sum_i \delta \lambda_i \delta R_i + \sum_{ip} f_{ip}^+ f_{ip} (1 - \delta R_i) \delta \lambda_i + 2N \sum_{ip} \Delta_i^+ \Delta_i \\
+ \Delta \sum_{<ij>,p,p'} \left( f_{ip}^+ f_{jp} + f_{ip}^+ f_{jp} \right) [1 - \frac{1}{2}(\delta R_i + \delta R_j)] + \frac{1}{4} \delta R_i \delta R_j + \frac{3}{8} (\delta R_i^2 + \delta R_j^2) \\
+ \Delta \sum_{<ij>,p,p'} \left( f_{ip}^+ f_{jp} + f_{ip}^+ f_{jp} \right) [r_i^\eta + iA_i^\eta] [1 - \frac{1}{2}(\delta R_i + \delta R_j)] \\
+ N r_0^2 \sum_{<ij>} \left( V_{ij} - \frac{1}{2} J_{ij} \right) \delta R_i \delta R_j - \sum_{ip} Z_{ip}^+ (1 - \delta R_i + \delta R_i^2) Z_{ip},
\]

(6)

where we have changed \( \mu \) to \( \mu - \lambda_0 \) and dropped constant and linear terms in the fields.

Looking at the effective Lagrangian (6), the Feynman rules can be obtained as usual. The bilinear parts give rise to the propagators and the remaining pieces are represented by vertices. Besides, we assume the equation (6) written in the momentum space once the Fourier transformation was performed.

In leading order of \( 1/N \), we associate with the \( N \)-component fermion field \( f_p \), connecting two generic components \( p \) and \( p' \), the propagator
Eq. (8)) is
\[ \delta X \]
to
\[ D \]
represents the interaction between two fermions and one boson.

\[ \delta X \]
for the 6-component field
\[ Z \]
for the boson ghost field
\[ \delta X \]
for the correlated fermion charge operator. Doted line is the propagator
\[ B \]
for the boson ghost field
\[ Z_p \], \( \Lambda_{pp'} \) (Eq.(9)) and \( \Lambda_{pp''} \) represent the interaction between two fermions \( f_p \) and one and two bosons \( \delta X^a \) respectively. \( \Gamma^{pp'}_a \) and \( \Gamma^{pp''}_{ab} \) represent the interaction between two ghost fields \( Z_p \) and one and two bosons \( \delta X^a \) respectively.

\[ G_{(0)pp'}(k, \nu_n) = -\frac{\delta_{pp'}}{i \nu_n - (E_k - \mu)} \]  

which is \( O(1) \).

In (7), \( E_k = -2(t r_0 + \Delta)(\cos k_x + \cos k_y) \), is the electronic dispersion in leading order, where \( t \) is the hopping between nearest neighbors sites on the square lattice.

The mean field values \( r_0 \) and \( \Delta \) must be determined minimizing the leading order theory. From the completeness condition \( r_0 \) is equal to \( \delta/2 \) where \( \delta \) is the hole doping away from half-filling. On the other hand, minimizing respect to \( \Delta \) we obtain \( \Delta = \frac{1}{4} \frac{\lambda}{x_F} \sum \cos(k_x) n_F(E_k - \mu) \)

where \( n_F \) is the Fermi function and \( N_s \) is the number of sites in the Brillouin zone (BZ).

For a given doping \( \delta \), the chemical potential \( \mu \) and \( \Delta \) must be determined self-consistently from \( (1 - \delta) = \frac{1}{2} \sum n_F(E_k - \mu) \).

We associate with the six component \( \delta X^a = (\delta R, \delta \lambda, r^x, r^y, A^x, A^y) \) boson field, the inverse of the propagator, connecting two generic components \( a \) and \( b \),

\[ D^{-1}_{(0)ab}(q, \omega_n) = N \begin{pmatrix} (4V - 2J) r_0^2 (\cos(q_x) + \cos(q_y)) & r_0 & 0 & 0 & 0 & 0 \\ r_0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & \frac{1}{4} \Delta^2 & 0 & 0 & 0 \\ 0 & 0 & 0 & \frac{1}{4} \Delta^2 & 0 & 0 \\ 0 & 0 & 0 & 0 & \frac{1}{4} \Delta^2 & 0 \\ 0 & 0 & 0 & 0 & 0 & \frac{1}{4} \Delta^2 \end{pmatrix} \]

The bare boson propagator \( D_{(0)ab} \) (the inverse of Eq.(8)) is \( O(1/N) \). As we will see \( D_0 \) is renormalized to \( D \) by an infinite series of diagrams of \( O(1/N) \).

The expressions for three-leg and four-leg vertices are:

a) \( \Lambda^{pp'}_a = (-1) \left( \frac{i}{2} (\nu_n + \nu'_n) + \mu + 2 \Delta \sum \cos(k_q - \frac{q_n}{2}) \cos(\frac{q_n}{2}) \right) \delta^{pp'} \)

\[ \Lambda^{pp'}_a = (-1) \left( \frac{i}{2} (\nu_n + \nu'_n) + \mu + 2 \Delta \sum \cos(k_q - \frac{q_n}{2}) \cos(\frac{q_n}{2}) \right) \delta^{pp'} \]

\[ -2 \Delta \cos(k_y - \frac{q_n}{2}); 2 \Delta \sin(k_x - \frac{q_n}{2}); 2 \Delta \sin(k_y - \frac{q_n}{2}) \right) \delta^{pp'} \]  

represents the interaction between two fermions and one boson.

b) \( \Lambda^{pp''}_{ab} \) which represents the interaction between two fermions and two bosons, is a 6 \times 6 matrix where the only elements different from zero are:

\[ \Lambda^{pp''}_{ab} = \left( \frac{i}{2} (\nu_n + \nu'_n) + \mu + \Delta \sum \cos(k_q - \frac{q_n + q'_n}{2}) \left[ \cos(\frac{q_n}{2}) \cos(\frac{q'_n}{2}) + \cos(\frac{q_n + q'_n}{2}) \right] \right) \delta^{pp''} \]
\[ \Lambda_{\delta R}^{pp'} = \frac{1}{2} \delta^{pp'} \]  

(11)

\[ \Lambda_{\delta R}^{pp'}_{\gamma\eta} = -\Delta \cos(k_\eta - \frac{q_\eta + q'_\eta}{2}) \cos \frac{q'_\eta}{2} \delta^{pp'} \]  

(12)

\[ \Lambda_{\delta R}^{pp'}_{A^0} = \Delta \sin(k_\eta - \frac{q_\eta + q'_\eta}{2}) \cos \frac{q'_\eta}{2} \delta^{pp'} \]  

(13)

c) \[ \Gamma_{\delta R}^{pp'} = (-1) (\delta^{pp'} , 0, 0, 0, 0) \] represents the interaction between two ghosts and one boson.

d) \[ \Gamma_{\delta R}^{pp'}_{ab} \] is a \( 6 \times 6 \) matrix, where \( \Gamma_{\delta R}^{pp'}_{\delta R\delta R} = \delta^{pp'} \) and, the others components are zero. It represents the interaction between two bosons and two ghosts.

Each vertex conserves the momentum and energy and they are \( O(1) \). In addition, in each diagram there is a minus sign for each fermion loop and a topological factor.

Fig.1 summarizes the Feynman rules.

After identifying the propagators and vertices and the respective order of them, in the next sections, we will calculate different physical quantities.

Before finishing this section, one remark is necessary. From the \( N \)-extended completeness condition we can see that the charge operator \( X^{(0)} \) is \( O(N) \), while the operators \( X^{pp} \) are \( O(1) \). This fact will have the physical consequence that the \( 1/N \) approach weakens the effective spin interactions compared to the one related to the charge degrees of freedom. This is discussed in the next section.

### III. CHARGE CORRELATIONS

In this section density-density correlations functions are calculated. It will be showed that the developed formalism can be used in explicit calculation of different correlation functions and we will also compare our results with others in the literature.

The density-density correlation function is defined as:

\[ \tilde{D}_{ij} = \frac{1}{N} \sum_{pp'} < T_X^{ip} X_j^{p'} > \]  

(14)

Using \( \sum_p X_i^{pp} = N/2 - X_i^{(0)} \) we find for \( \tilde{D} \) in the Fourier space

\[ \tilde{D}(\mathbf{q}, \omega_n) = -N(\frac{\delta}{2}) D_{\delta BR}(\mathbf{q}, \omega_n) \]  

(15)

The charge correlation, in \( O(1) \), needs the calculation of all \( O(1/N) \) contributions to \( D_{\delta BR}(\mathbf{q}, \omega_n) \). From the Dyson equation, \( (D_{0ab})^{-1} = (D_{0(ab)})^{-1} - \Pi_{ab} \), the dressed components \( D_{ab} \) of the boson propagator can be found after the evaluation of the \( 6 \times 6 \) boson self-energy matrix \( \Pi_{ab} \). Using the Feynman rules we may evaluate \( \Pi_{ab} \) through the diagrams of Fig.2. Note that \( D_{\delta BR} \) is the element \((1,1)\) of the \( 6 \times 6 \) dressed propagator.

We note here an important difference with respect to the SBA. In SBA, only in leading order, the charge-charge correlation can be associated with the holon propagator. Beyond leading order, the convolution of holon propagators (which means the reconstruction of the \( X \)-operator \( X^{(0)} \)) is necessary. Meanwhile, in our case, it is not used any decoupling scheme and then, the different correlation functions are directly associated with our field variables.

The density-density spectral function, which in principle can be measure with electron energy loss scattering, is defined as \( D(\mathbf{q}, \omega) = -Im [\tilde{D}(\mathbf{q}, \omega)] \). The imaginary part is taken as usual after performing the analytical continuation \( \omega_n = \omega + i\eta \).

In Fig.3 we show the density-density correlation function for the physical value \( \delta = 0.3 \) and for doping \( \delta = 0.20 \). We plotted the densities for different \( \mathbf{q} \) vectors in the BZ as a function of \( \omega \). The \( \mathbf{q} \) vectors and the physical parameters are the same to those used in the calculation of the densities in Ref.\[13\]. We used \( \eta = 0.1 \) in the analytical continuation.

Comparing Fig.3 with Fig.3 of Ref.\[12\], we find a remarkable agreement between both methods in spite of the fact that the two approaches are very different.

The density-density correlation function is nearly independent of \( J \). For example, comparing Fig.3 (for \( J=0.3 \)) with Fig.2 in Ref.\[11\] (for \( J = 0 \)) for momentum \( \mathbf{q} = (\pi, \pi) \), we find a well pronounced collective peak (or zero sound) at \( \omega \sim 3.5 \). (Note that in Ref.\[11\] \( \omega \) is in units of \( t \) meanwhile in Fig. 3 it is in units of \( 2t \) in order to absorb the factor \( 1/N \) due to the re-scaling of the hopping term.)

The fact that the density correlations are nearly independent of \( J \) means that \( D(\mathbf{q}, \omega_n) \) is dominated by charge fluctuations. As we mentioned above, the present formalism privileges charge over spin fluctuations. Another consequence of this result is the absence, in \( O(1) \), of collective excitations (like magnons) in the spin susceptibility. The spin-spin correlation function is the electronic bubble with renormalized band due to correlations.\[11,13\]

Meanwhile there are collective effects in the charge sector in \( O(1) \), that appear in \( O(1/N) \) in the spin sector.
The collective peaks are more pronounced when they are present well above the particle-hole continuum as for \( \mathbf{q} = (\pi, \pi) \). For momentum \( \mathbf{q} = (2\pi/5, \pi/5) \) the collective peak is superimposed to the particle-hole continuum and it appears broader. The broadening of the collective peak \( \mathbf{q} = (\pi, \pi) \) is not intrinsic and it is only due to the finite value of \( \eta \) we used in the analytical continuation.

At this point we can compare our results with those obtained using exact diagonalization. Despite the charge correlation function in Ref. [16] was for doping \( \delta = 0.25 \) and \( J = 0.4 \) and our calculation is for \( \delta = 0.20 \) and \( J = 0.3 \), there are some similarities and differences to remark. For example, Fig. 2 in Ref. [16] shows also a peak at \( \mathbf{q} = (\pi, \pi) \). However, a) this peak appears at larger energies than our collective peak, b) the peak at \( (\pi, \pi) \) obtained in Ref. [16] contains more structure than the ours and c) we must note also a difference at \( \mathbf{q} = (\pi, 0) \). In our calculation we found a collective-like peak at \( \omega \sim 2 \) and a broad and small continuum at low energy. Lanczos diagonalization presents also this picture but, in addition there is a peak at lower energy. As it was already pointed out by Khalilullin and Horsch in Ref. [17] (see also Ref. [18]), the inclusion of fluctuations beyond the mean field level is probably responsible for the differences listed in a), b) and, c). We think that the inclusion of fluctuations is more important at lower than at larger doping.

In Ref. [12], for doping \( \delta = 0.5 \), we found a better agreement between the peak position for \( \mathbf{q} = (\pi, \pi) \) obtained by our approach and that obtained by Lanczos.

**Fig. 4:** Phase diagram in the \( \delta_c - J \) plane for \( V = 0.0 \). The solid line defines the stability border for the homogeneous Fermi liquid (HFL). For a given \( J \) the HFL is stable for \( \delta > \delta_c \). The thick dashed line around \( J \sim 0.5 \) separates the flux phase (FP) from the bond order phase (BOP).

**IV. INSTABILITIES**

**A. Flux and Bond-Order phases**

The theory developed in previous sections defines a homogeneous Fermi liquid (HFL) phase. In \( O(1) \) the mean field solution \( (r_0, \Delta) \) was independent of sites. Therefore, at \( N \)-infinite, we have free fermions with renormalized band \( E_c \) due to correlations.

In this section we will study the stability conditions for the HFL.

In leading order, there are collective effects in the charge sector whereas there are not in the spin sector. Therefore, in principle, we expect instabilities in the charge channel.

The HFL system is unstable when the static charge susceptibility \( \text{Re}(\tilde{D}(\mathbf{q}, i\omega_n) = 0) \) diverges. The \( \mathbf{q} \) vector, where the instability occurs \( (\mathbf{q}_c) \), being the modulation of the new phase.

Fig. 4 shows the phase diagram of the model for \( V = 0.0 \). For a given \( J \), below a critical doping \( \delta_c \), where the static charge susceptibility diverges at a given vector \( \mathbf{q} \) in the BZ, the HFL is not the stable phase.

In the limit \( J \to 0 \) \( \delta_c \to 0 \) the HFL is stable for the whole doping range except at half filling where the system is an insulator because the band effective-mass tends to infinite.

The instability is placed, for all \( J \), on the border of the BZ. That is, \( \mathbf{q}_c = (1, x)\pi \) or \( \mathbf{q}_c = (x, 1)\pi \) where the parameter \( x \) measures the degree of the incommensurability of the instability.
instability, we may look for the zeros of the determinant $q_D$ is weakly coupled with the charge sector. Meanwhile, for $\delta = 0$ the HFL is not stable and there is no strong sign of the instability in the static charge susceptibility. In the inset we plot the $\det(D^{-1})$ (see text for discussions) vs $q = (\pi, q)$. For $\delta = 0.14$, the $\det(D^{-1})$ clearly changes sign in a small region around $q_c \sim (\pi, 2.7)$.

In Fig.5 we plot the incommensuration $x$ as a function of $d_c$. For $d_c \to 0$, $x \to 1$. Therefore, in the limit of $J \to 0$, we found a phase with commensurate order $q_c = (\pi, \pi)$. It is easy to overlook the instability just by looking at the static charge susceptibility. In Fig.6 we plot the static charge susceptibility, along $q = (\pi, q)$, for $\delta = 0.15$ and $\delta = 0.14$ and, for the physical value $J = 0.3$. From Fig.4 we know that the HFL is not stable for doping $\delta = 0.14$ whereas for $\delta = 0.15$ it is stable. Both curves in Fig.6 look similar and, for $\delta = 0.14$ there is no indication of the instability for $q_c \sim q_c$ because it occurs in a very narrow region of momentum near $q_c$. In practice, this means that the set of $q$-points in Fig.6 is dense enough to localize the divergence of $Re(D(q, i\omega_n = 0))$. As we will see below, this is related with the fact that the instability is weakly coupled with the charge sector.

To calculate $D(q, i\omega_n)$ we have to evaluate the inverse of $(D_{ab})^{-1}$. Therefore, for a better determination of the instability, we may look for the zeros of the determinant of $D_{ab}^{-1}$. In the inset of Fig.6 we plot the $\det(D_{ab}^{-1})$ as a function of $q = (\pi, q)$. For $\delta = 0.14$ (close to the onset of the instability) the determinant changes sign in a narrow region around $q_c \sim (\pi, 2.7)$ making the HFL unstable. Meanwhile, for $\delta = 0.15$ the determinant is positive for all $q$ and the system is stable. A similar plot for $\delta < 0.14$ shows, of course, a larger negative region for $\det(D_{ab}^{-1})$.

In order to characterize the nature of the new phase, we have studied the eigenvector corresponding to the zero eigenvalue of $(D_{ab})^{-1}$. For doping $\delta < \delta_c \sim 0.5$ the eigenvector corresponding to the zero mode is $\sim (0, 0, 0, 0, -1, 1)$. Then, in the new phase, the 5th and 6th components of $\delta X^v$ ($A^r$ and $A^f$) are frozen. $A^r$ and $A^f$ are associated with the phase of the field $\Delta^v$ and they take opposite values. Therefore, as the instability occurs near the momentum $(\pi, \pi)$, this new phase is the well known flux phase (FP) which opens a gap, with $d$-wave symmetry in the normal state.

Recently, Chakravarty, Laughlin, Morr and Nayak considered that the FP or DDW as a candidate to explain the physics of the pseudogap in underdoped cuprates.

The first component of the eigenvector corresponding to zero eigenvalue is not zero exactly. It has a small value which means that the FP is weakly coupled to the charge sector. It means that the DDW is not completely hidden when it is incommensurate. Although Bragg peaks are predicted, they will show low intensity which would make their observation very difficult. This is the reason by which, any charge-probe is not very sensitive to show the FP instability. When $q_c$ is exactly $(\pi, \pi)$ the eigenvector does not have any mixing with the charge sector and, the flux phase is fully hidden.

For doping $\delta > \delta_c \sim 0.5$ the unstable eigenvector is of the form $\sim (0, 0, 0, 1, 0, 0)$. This state is known as bond-order phase (BOP). In the range of the studied parameters we did not find indications for phase separation.

In Fig.5, for $J \sim 0.5$, near the crossover from the FP to BOP, there is a jump in the incommensuration $x$.

The agreement with other methods is again remarkable in spite of the fact that the present approach is, a priori, very different from those ones. Taking into account that we constantly find similar or even the same results by means of different methods turn the results reliable. For example, for the physical value $J = 0.3$, the HFL is unstable against a FP. This result is very robust and, many different methods agree that the stable phase, for small doping, is a FP for the physical region of the parameters.
B. Charge Density Wave phase

The inclusion of a nearest-neighbors Coulomb repulsion $V$ favors a charge density wave (CDW) state. In order to investigate this instability, we have included a finite value of $V$ in the calculation.

The study of a nearest-neighbors Coulomb repulsion in correlated models is important. In cuprates, there are indications showing the existence of $V$ with a value close to $J$. If $J$ favors superconductivity and, the value of $V$ is large, it is reasonable to think that superconductivity will be diminished due the presence of $V$. There are some analytical and numerical works studying the competition between $V$ and $J$ on superconductivity. Meanwhile some papers indicate that superconductivity in the $t-J$ model vanishes for $V \sim J^2$, others indicate that superconductivity survives up to values of $V \gg J^2$.

On the other hand, the presence of $V$ seems to be important for understanding the physics of organic materials. Some peculiarities in the optical conductivity (and also superconductivity) occur near the charge order and this picture can be interpreted by the competition between $V$ and the kinetic energy in correlated models.

Looking at the Eq.(8) we see that $V$ is only present in the element $D_{(0)}^{-1}(1,1)$. The Coulomb term enters in our approach multiplied by $(\delta/2)^2$ which means that the effect of $V$, at low doping, is strongly screened by the correlations.

We note that in the SBA $V$ can enter in different manners depending on the way chosen for the decoupling.

In Fig.7 we show the phase diagram in the $V_c - \delta$ plane for $J=0$ and $J = 0.3$. The curves show, as a function of $\delta$, the critical Coulomb repulsion $V_c$, where the CDW instability takes place. For $V < V_c$ the HFL is stable. This result is in agreement with numerical and analytical methods. In Ref. [24] the authors use coherent potential approximation and their results are close to the ours.

A similar result was also recently found, at $J = 0$, in the triangular lattice in the context of the new low dimensional superconductor $Na_2CoO_2$. For $J = 0.3$ and doping $\delta = 0.20$, the HFL is stable at $V = 0$. When $V = V_c \sim 1.25$ the system enters in a CDW state. This $V_c$ is $\sim 40\%$ larger than for $J = 0$ and the same doping. There are two sources for this tendency.

a) When $J$ is finite, there is a contribution $\Delta$ to the effective hopping in $E_k$. Then, the system win kinetic energy when $J$ is finite and, a larger $V$ is necessary in order to localize the charges.

b) As we see in the element $(1,1)$ of $D_{(0)}^{-1}$, the effect of $V$ is diminished when $J$ is finite. The term $2\delta$ in the element $(1,1)$ comes from the charge-like term $J_{ij}X^{\sigma\sigma}X^{\bar{\sigma}\bar{\sigma}}$ of the pure $t-J$ model, which is of the same form of the Coulomb term (see Eq.3).

In order to identify the main source for the increasing of $V_c$ we looked for the CDW instability without the charge-like term in (3). Under this condition, for $J = 0.3$ and $\delta = 0.20$, $V_c$ is $V_c \sim 1.0$. This value is nearly the same than $V_c$ for $J = 0$. Therefore, b) is the main source for the increasing of $V_c$ with increasing $J$.

In contrast to the FP and BOP, the CDW instability can be detected clearly by looking at the static charge susceptibility $Re(\chi(q, i\omega_n = 0))$.

In Fig.8 we show, for $J = 0.3$ and $\delta = 0.25$, $Re(\chi(q, i\omega_n = 0))$ vs $q = (q, q)$ for $V = 1$. (a little smaller than the critical value 1.1) and $V = 0.5$. In the figure, we see that approaching $V_c$, the static susceptibility tends to diverge near $q = (\pi, \pi)$. For $V = 0.5$ ($V << V_c$), the static charge susceptibility is flat.

In this case the eigenvector corresponding to the zero eigenvalue is $\sim (1,0,0,0,0,0)$. Then, the instability is mainly in the pure charge sector.

From Fig.8, in agreement with other methods, the instability $q$-vector is always at $q = (\pi, \pi)$. Therefore, in the CDW phase, the charges order themselves forming a checkerboard pattern. For doping different to the commensurate one $\delta = 0.5$ we must interpret the CDW instability as the system is charge-ordered but remains metallic. These results were obtained by different methods and the nature of the instability for doping different to the commensurate one is still open. For the commensurate doping $\delta = 0.5$ in Ref. [12] we showed that the system is charge-ordered at $V_c \sim 0.6$ however, we also find an insulator because the quasiparticle weight goes to zero exactly at this $V_c$ value.

In order to compare the above results to the predictions of the BKF method, we calculated the critical $V_c$ using the formulation of Refs. [8] [9] for $J = 0.3$. For $\delta = 0.20$
and $\delta = 0.60$ we found $V_c \sim 1.25$ and $V_c \sim 0.9$ respectively. The agreement with our calculation is again very good in spite of the fact that the Coulomb term enters BKF in a different way.

V. CONCLUSIONS

From the path integral representation for the Hubbard $X$-operators we have developed a new perturbative theory for the $t - J - V$ model. Our formulation is free of slave-particles and the $X$-operators are treated as fundamental objects.

We have extended the large-$N$ formalism, recently developed in Ref. [11], to the case of finite $J$.

To work directly with the $X$-operators has several advantages upon the slave-particles methods. For example, in the slave-boson theory, the decoupling procedure introduces a gauge degree of freedom and then, an additional problem as the gauge fixing arises. This problem does not occur in our formulation. On the other hand, in the slave approaches, in contrast to our method, beyond a mean field level, a convolution between slave-particles propagators is necessary to reconstruct the original physical propagator.

Fig.1 summarizes the Feynman rules of the present approach where the propagators and vertices are written in terms of the Hubbard operators $X^{00}, X^{00}$, etc.

It is important to note that we can not read the interaction vertices from the $t$ and $J$ terms of the Hamiltonian. They arise from the nonpolynomial effective theory defined by $L_{eff}$ in Eq.(6). All the interactions caused by the Hubbard algebra (commutation rules and constraints) were transfered to $L_{eff}$.

The formalism developed in the present paper privileges charge over spin fluctuations. While there are collective effects in the charge sector in $O(1)$, those appear in $O(1/N)$ in the spin sector.

We have studied charge correlations functions and we have investigated the role of collective effects. This study shows the presence of collective peaks (or zero sound) which are more evident when they are separated from the particle-hole continuum. On the other hand, the collective peaks become broader when they are superimposed to the particle-hole continuum. One important characteristic of the charge correlation function is the fact that this is not strongly dependent on the value of the exchange interaction $J$.

At large $N$, the theory can be described as a homogeneous Fermi liquid with renormalized band due to correlations. We have studied the stability of this Fermi liquid phase. For a given value of $J$, the Fermi liquid phase is stable for doping $\delta > \delta_c$. The critical doping $\delta_c$ decreases with decreasing $J$. For doping below $\delta_c$ the system enters in a flux or bond order phase depending on $J < 0.5$ or $J > 0.5$ respectively. These instabilities are weakly coupled to the charge sector which means that any charge-probe is not an efficient test to detect them. One important characteristic of these new phases is that they are incommensurate with a modulation vector $q = (1, x)\pi$ where the incommensuration $x$ tends to 1 when $J$ goes to zero.

It is important to remark that in agreement with other theories, for low doping, the Fermi liquid is unstable against a flux or $d$-density wave phase for the physical region of the parameters.

We also have investigated the role of a nearest-neighbors Coulomb repulsion $V$ on the stability conditions of the Fermi liquid. When $V$ is larger than a critical value $V_\alpha$, the system enters, at a given doping, in charge density wave state. The value of $V_\alpha$ increases with increasing $J$. We have identified in the charge-like term of the pure $t - J$ model the main reason for this increase.

We have continuously compared our results with similar ones in the literature. The agreement of our results with those obtained by other methods give confidence to the results and the approach of the present paper.

At leading order, our formalism is in agreement with the slave-boson approach. However, at the next to leading order (which is necessary to calculate dynamical properties) the differences between the two formulations are not yet completely established. We think that the complications that appear in the slave-boson method beyond mean field level as gauge fixing, Bose condensation, regularizing factors are not good for the advance of the field. In our case we do not have these problems and we think that our approach can be useful to go beyond the mean field level. With the formulation for finite $J$ in

![FIG. 8: Static charge susceptibility for $J = 0.3$ and $\delta = 0.25$ vs $q = (q, q')$ for two different values of $V$, $V = 1.0$ and $V = 0.5$. $V = 1.0$ is near (from below) the value of $V_c = 1.1$. In contrast to Fig.6, the CDW instability has a clear signal in the static charge susceptibility. For $V = 1.0$, there is a clear indication of a divergence at $(\pi, \pi)$. For $V = 0.5$ ($V << V_c$), the static charge susceptibility is flat.](image)
hand, we expect to continue in this direction as we did for \( J = 0 \) in Ref.\[12\].
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