Forecasting cosmic acceleration measurements using the Lyman-α forest
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ABSTRACT

We present results from end-to-end simulations of observations designed to constrain the rate of change in the expansion history of the Universe using the redshift drift of the Lyman-α forest absorption lines along the lines-of-sight toward bright quasars. For our simulations we take Lyman-α forest lines extracted from Keck/HIRES spectra of bright quasars at \( z > 3 \), and compare the results from these real quasar spectra with mock spectra generated via Monte Carlo realizations. We use the results of these simulations to assess the potential for a dedicated observatory to detect redshift drift, and quantify the telescope and spectrograph requirements for these observations. Relative to Liske et al. (2008), two main refinements in the current work are inclusion of quasars from more recent catalogs and consideration of a realistic observing strategy for a dedicated redshift drift experiment that maximizes \( \dot{v} / \sigma_y \). We find that using a dedicated facility and our designed observing plan, the redshift drift can be detected at \( 3\sigma \) significance in 15 years with a 25 m telescope, given a spectrograph with long term stability with \( R = 50,000 \) and 25\% total system efficiency. To achieve this significance, the optimal number of targets is four quasars, with observing time weighted based upon \( \dot{v} / \sigma_y \) and object visibility. This optimized strategy leads to a 9\% decrease in the telescope diameter or a 6\% decrease in the required time to achieve the same S/N as for the idealized case of uniformly distributing time to the same quasars.
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1 INTRODUCTION

The expansion rate of the Universe changes with time for any model with non-zero energy density. Gravity decelerates the expansion, while dark energy (e.g., Riess et al. 1998; Schmidt et al. 1998; Perlmutter et al. 1999) leads to acceleration at late times. The detailed expansion history of the Universe is therefore a fundamental cosmological observable. Kinematic observations of the acceleration provide a direct, model-independent record of the impact of the matter and dark energy over cosmic time. As the recessional velocities of galaxies are characterized by the redshift, the changes in those velocities over time are therefore measured by the redshift drift \( \frac{d\alpha}{dt}\). The idea of redshift drift was first introduced by Sandage (1962) and McVittie (1962). The redshift drift of a galaxy at redshift \( z \) is given by

\[
\frac{d\alpha}{dt}_{\text{obs}} = (1 + z)H_0 - H(z),
\]

where \( t_{\text{obs}} \) is the time of the observation and \( H(z) \) is the Hubble parameter. For a standard \( \Lambda \)CDM model (e.g., Planck Collaboration et al. 2016), the observed redshift drift is negative at \( z \gtrsim 2 \) and positive at lower redshifts. Direct measurement of the redshift drift can distinguish among different dark energy models. None of the existing dark energy probes (e.g., weak lensing, BAO, SN Ia) probe only the kinematics, but rather also depend on geometry or properties of the density perturbations (Liske et al. 2008). Measuring the redshift drift provides a model-independent determination of the expansion history of the Universe.

Several classes of targets have been proposed for redshift drift experiments. One is HI 21 cm absorption lines from radio-bright galaxies at a range of redshifts (Darling 2012). The HI 21 cm approach benefits from narrow intrinsic line widths and the ability in principle to detect lines at any redshift. Kloeckner et al. (2015) have presented forecasts for cosmological constraints from the Square Kilometre Array (SKA) with this approach, finding the frequency shift can be estimated to a precision of one percent with a \( 12 \) years baseline, using SKA Phase 2 with a 20 deg\(^2\) field of view and 30,000 deg\(^2\) survey coverage. However, SKA Phase 2 will not be operational until late 2020s and thus a redshift drift detection will not be expected until at least the early 2040s. As an alternative at low-redshift, Kim et al. (2015) propose to use oxygen doublet lines in star-forming galaxies. This approach benefits from differential measurements of the wavelengths of the doublet lines to minimize systematics, but with the corollary challenge of a significantly reduced wavelength baseline. The third approach, upon which we focus in the current paper, relies on Lyman-α forest lines in the foregrounds of bright quasars. First proposed by Loeb (1998), this approach has the advantage of simultaneously probing a range of redshifts. It is however
only possible at \( z \gtrsim 2 \) for ground-based optical telescopes, and thus directly probes the epoch of deceleration.

Though the equation for redshift drift is concise, the reality of conducting actual redshift drift experiments is challenging. For a Planck Collaboration et al. (2016) cosmology, the maximum expected annual recessional velocity change is \( \sim +0.26 \text{ cm s}^{-1} \) during the late-time epoch of acceleration; while during the epoch of deceleration for a galaxy at \( z = 3 \) the expected annual change is \( \sim -0.27 \to -0.77 \text{ cm s}^{-1} \). For comparison, the best exoplanet radial velocity experiments in the world (e.g. HARPS (Pepe et al. 2002; Mayor et al. 2003) and NEID (Schwab et al. 2016; Logsdon et al. 2018)) achieve precisions of \( \sim 10 \to 30 \text{ cm s}^{-1} \) with stability of weeks. Using laser frequency comb (Wilken et al. 2012) or Fabry-Perot etalon (Schwab et al. 2015) calibrations one can even achieve a precision of \( \sim 3 \text{ cm s}^{-1} \) with stability of hours to days. The best existing observational limit on redshift drift (Darling 2012) is approximately two orders of magnitude larger than the expected signal.

Detection of redshift drift thus requires improvements in both precision and long-term stability of radial velocity measurements. For all of the proposed classes of targets, the instrument must be stable on decadal timescales. Moreover, the targets are generally faint and thus require large collecting areas. Proposed experiments in the literature include facilities such as the Extremely Large Telescope (ELT; Liske et al. 2008), the Square Kilometer Array (SKA; Kloeckner et al. 2017, 2019a; Boutsia et al. 2020; Jeram et al. 2020), potentially improving the prospects for such an experiment. There has also been renewed interest in such an experiment driven by technological advances that may enable construction of a dedicated facility using arrays of small telescopes (Eikenberry et al. 2019c,a,b). We present end-to-end simulations to quantify the constraints that can be derived via the Ly\( \alpha \) forest approach for a dedicated facility, updating the work of Liske et al. (2008) in several ways. First, we use the most recent catalogs to provide forecasts for both northern and southern hemisphere facilities. Second, we revisit the comparison of Liske et al. (2008) between simulated and real line lists using high-resolution spectra for a sample that includes QSOs that are best suited for such an experiment. In this work we directly compare the results from this approach with those obtained using high-resolution spectra of real quasars. Third, our simulations include practical observing strategies based upon the visibilities of individual quasars for a dedicated facility. With these modifications, we estimate the time necessary to detect redshift drift.

In Section 2 we describe our methods in generating spectral templates that can be used in simulating Ly\( \alpha \) forest observations at different time periods. In Section 3 we present the simulated process of obtaining observed spectra at different epochs, calculating redshift drifts and the uncertainties associated with them. In Section 4 we discuss aspects of a redshift drift experiment in terms of target selection, spectral template generation method selection, uncertainty dependences on redshift and spectral resolution, observing time allocation and prospects for a redshift drift detection. Our conclusions are summarized in Section 5.

2 SPECTRAL TEMPLATE GENERATION

The first key step in our simulations is generating spectral templates, which are parameterized Ly\( \alpha \) forest spectra without any noise. We take two approaches to template generation, so that a cross-comparison allows us to quantify the consistency of the two methods. First, we use archival Keck/HIRES spectra and fit the Ly\( \alpha \) absorption lines to generate spectral templates directly from known bright quasars. Second, we use published analyses of the distributions of Ly\( \alpha \) line properties as a function of redshift (Kim et al. 2001; Liske et al. 2008) to generate synthetic spectral templates, as was done in Liske et al. (2008). The latter approach has the advantages of enabling simulations of QSOs at arbitrary redshifts with arbitrary magnitudes, and also more computationally efficient in line profile fitting on the spectra. The former has the advantage of more directly mimicking the actual observations, particularly in instances where the HIRES archive includes spectra for QSOs that would be included in the target list for a redshift drift experiment.

2.1 Keck HIRES Spectroscopy

The Keck Observatory Archive (KOA; Berriman et al. 2005, 2014) contains spectra from the High Resolution Echelle Spectrometer (HIRES; Vogt et al. 1994) with \( R > 25,000 \) for a number of bright quasars. For each target in our sample (defined in Section 4.1), we check if there are available spectra in the KOA. For targets with multiple observations in the KOA, we choose the observation with the best data. We then calibrate the data and normalize the continua as described in Section 2.1.1, and fit line profiles in the Ly\( \alpha \) forest as described in Section 2.1.2 to form the lists of line parameters.

2.1.1 Data Preprocessing

The HIRES data require several steps of pre-processing before line fitting. First, because HIRES is a high-resolution echelle spectrograph, the wavelength range of interest typically spans multiple spectral orders. Within a given observation, for data with overlapping wavelengths, we choose those with the highest S/N in flux. We connect the selected pieces of data to form the spectra, and use the section between Ly\( \beta \) and Ly\( \alpha \) as the Ly\( \alpha \) forest for our analysis.

Because the HIRES spectra are not flux-calibrated, we must apply a flux-calibration from another observational source. The flux calibration is needed for modeling the photon noise of the generated spectra. For quasars with available SDSS (e.g. Blanton et al. 2017) spectra, we smooth the HIRES spectra to the SDSS resolution, compute the flux ratio between the smoothed HIRES spectra and the SDSS spectra, smooth the ratio with a median filter, fit polynomials to the ratio and scale the original HIRES spectra by the polynomial-fitted flux ratio. A demonstration of the flux calibration using SDSS spectra is shown in Figure 1. We note that there are up to 5% calibration errors in the SDSS flux (e.g. Bautista et al. 2017), but the calibrated flux is only used in modeling the photon noise of the generated spectra, and this level of calibration error has a negligible impact on our analysis. The Voigt profile fitting and spectral template generation are not affected by the flux calibration. Because there is no SDSS data for B1422+231 and S5 0014+81 (see Section 4.1), we instead scale
the spectrum to match the flux at rest frame 1450 Å to the quasars' absolute magnitude at rest-frame 1450 Å (hereafter $M_{1450}$), which is a commonly used metric for a quasar’s luminosity due to lack of line features at this wavelength. Given that $M_{1450}$ is only used for two quasars, the additional uncertainty does not qualitatively impact our results.

We next perform a continuum normalization for each spectrum. We smooth the raw spectra with a Gaussian kernel ($\sigma = 15$ pixel). The kernel size was selected as a trade-off, as oversmoothing will lead to an underestimation of the continuum level, while too small a kernel will fail to smooth out local fluctuations. Our results are not strongly sensitive to the precise value; kernels of 10 or 20 pixels yield similar results. To distinguish the continuum from absorption lines, we identify local flux maxima in the smoothed spectra, limiting the minimum distance between input maxima to be $100$ pixels. This minimum distance is somewhat arbitrary, but our results are again relatively insensitive to the precise value as long as it is sufficiently small to preserve the large-scale structure of the continuum and sufficiently large to avoid underfitting the continuum due to the inclusion of local maxima. We visually inspect the selected local maxima, remove those that are inconsistent with tracing the continuum level, and add more points as needed. We then fit polynomials of order 10 for a spectral width of $\sim 1000$ Angstroms, and divide by the best fit continua to yield output spectra that are renormalized to unity. The result for a typical continuum fit is shown in Figure 2. As can be seen by the residuals, the polynomial removes the general continuum structure without impacting the depth of the individual lines.

2.1.2 Voigt profile fitting

We use the continuum-subtracted HIRES spectra as input to identify and fit Lyα forest lines. We first identify candidate lines using the crude significance level (CSL; Gaikwad et al. 2017) and set the line detection threshold to be CSL $\geq 1.5$. We divide the spectra into small regions based on line locations and fit Voigt profiles in each region. Details of the equations used for the Voigt profile fitting are given in Section A in the appendix.

We use the LMFIT package (Newville et al. 2014) to do least-square fitting. During fitting, we set the minimum line width to be $b_{\text{min}} = 5 \text{ km s}^{-1}$ to remove artifacts. After an initial fit of each region, we decided whether to add another line using the Akaike Information Criterion with Correction (AICC; Akaike 1974; Liddle 2007; Gaikwad et al. 2017). After two consecutive failed attempts trying to add lines, the algorithm moves on to the next region. An example section of the results of the Voigt profiles fitting is shown in the top panel of Figure 3.

We used the fitted line parameters to generate the spectral templates for our experiment. For some HIRES spectra where there are small gaps in the wavelength space ($< 25$ Å in rest frame), we filled in the gaps by sampling from existing lines with the average line densities of the corresponding spectra.

2.2 Synthetic spectral template

In addition to deriving line lists from real quasar spectral templates, we also pursue the alternative approach of generating synthetic spectra based upon published line parameter distributions. We use this approach to compare our results with Liske et al. (2008), and we...
also test the degree to which the two independent approaches are consistent for our analysis.

The generated line lists are represented by lists of Voigt profiles as described in Section 2.1.2. We obtain empirical parameter distributions for the Doppler parameter $b$, the HI column density $N_{\text{HI}}$, and the redshifts $z$ of each absorption line to form the Ly$\alpha$ forest (Kim et al. 2001; Liske et al. 2008). The distributions of these parameters are $dn/db \sim \exp \left(-b^{2}/b^{2}\right) / b^{2}$ where $b_{c} = 27.75$ km $s^{-1}$ for a mean redshift of $(z) = 2.87$ (Hui & Rutledge 1999), $dn/dN_{\text{HI}} \sim N_{\text{HI}}^{-1.46}$ at $z \sim 2.8$ (Hu et al. 1995), and $dn/dz = (9.06 \pm 0.40)(1 + z)^{2.19 \pm 0.27}$ for $N_{\text{HI}}$ in the range $[10^{13.64}, 10^{16}]$ cm$^{-2}$ (Kim et al. 2001). We integrate the fiducial $dn/dz$ distribution from Ly$\beta$ to Ly$\alpha$ to get the number of lines for $13.6 < \log N_{\text{HI}}$ (cm$^{-2}$) $< 16$, and convert it to the number of lines for $12 < \log N_{\text{HI}}$ (cm$^{-2}$) $< 16$ using the $dn/dN_{\text{HI}}$ distribution. The Doppler parameter, column density and redshift are generated independently, as was the case in Liske et al. (2008). While treating these quantities as independent is a simplification, simulations have shown that there is large scatter and minimal correlation between the two parameters (e.g. Zhang et al. 1998). Kim et al. (2001) also treated the distributions for these two parameters as independent except for a $b$ cutoff. An example section of our generated spectral template is shown in the bottom panel of Figure 3.

3 REDSHIFT UNCERTAINTY ESTIMATION

Using the generated spectral templates, we simulated observed spectra at different epochs, derive the estimated redshift drift from the observations, and estimate the associated uncertainties.

3.1 Simulating Redshift Drift

Simulating a redshift drift experiment requires that we must simulate the spectra at a number of different epochs using realistic observational parameters. We use a baseline resolution of $R = 50,000$ and a three-pixel resolution element, corresponding to a pixel size of $\delta l = 0.0333$ Å at 5000 Å. We generate spectra at the appropriate resolution using either the Keck line lists or the line lists generated from the empirical line parameter distributions.

To form a second epoch spectrum with redshift drift $\delta z$, given by Equation 1 for a fiducial input cosmology, we add $\delta l = \frac{D}{15 \text{m}} \delta z$ to the line center parameters $\lambda_{0}$ of the Ly$\alpha$ lines in our generated line lists, and change the line width parameter $b$ in the same way. The pixel scale and resolution for the second epoch spectra are set the same as described above.

We assume the experiment is photon noise limited, because we calculated and found that for such observations the photon noise greatly exceeds readout noise and dark current, even for the smallest apertures under consideration, or for the absorption regions where flux is low. We add Poisson noise to the spectra at each epoch, given an observational setup (telescope aperture, exposure time and total efficiency). Given the flux density $F_{\lambda}$ at each pixel, the observed wavelength $\lambda_{\text{obs}}$, the spectral dispersion per pixel $\delta \lambda$, the telescope aperture $D$, integration time $t_{\text{int}}$ and efficiency $\epsilon$, the number of photons collected for each pixel can be estimated by

$$N_{\text{phot}} = 1.20 \times 10^{6} \frac{F_{\lambda}}{10^{-15} \text{erg cm}^{-2} \text{s}^{-1} \text{Å}^{-1}} \frac{\lambda_{\text{obs}}}{5000 \text{ Å}} \frac{\delta \lambda}{0.03 \text{Å}} \left(\frac{D}{15 \text{m}}\right)^{2} \frac{t_{\text{int}}}{100 \text{ h}} \frac{\epsilon}{0.25}. \quad (2)$$

![Figure 2. Illustration of the normalization of the spectrum prior to line fitting. The top panel shows the flux-calibrated spectrum (black), and the same spectrum after smoothing with a Gaussian kernel ($\sigma = 15$ pix, red). The green circles correspond to local maxima in the smoothed spectrum, with a minimum distance of 100 pixels between maxima, which are used to derive a continuum model. The blue curve is the best-fit polynomial representation of the continuum. In the middle panel we show the same spectrum, but now divided by the polynomial continuum model such that the continuum is normalized to 1. It is from this spectrum that we identify absorption lines. The green circles again denote the local maxima used to define the continuum. The lower panel shows the fractional residuals of the local maxima.](image-url)
3.2 Recovering velocity drift

We extract velocity information from the observed spectra following Bouchy et al. (2001) and Liske et al. (2008), where each pixel of the spectrum is considered independent. Given a set of spectra observed at multiple epochs, assume the time interval from the beginning of the experiment to the jth epoch is $\Delta t_j$, and the flux at the ith pixel of the spectrum observed at the jth epoch is $S_{ij}$, with an uncertainty of $\sigma_{ij}$. Then the average velocity drift for the ith pixel can be estimated as

$$\dot{v}_i \equiv \frac{m_i c}{\lambda_i S_i},$$

(3)

where $\lambda_i$ is the slope of the spectrum at the ith pixel, which is assumed to be constant over different epochs, and

$$m_i \equiv \frac{S_i \Delta t_j - S_j \Delta t_i}{\Delta t^2 - \Delta t_i^2},$$

(4)

where $S_i$ and $\Delta t$ represent the set of $\{S_{ij}\}$ and $\{\Delta t_j\}$ for all $N_e$ epochs, and the bar denotes the weighted average over all epochs:

$$\overline{X} \equiv \frac{\sum_{j=1}^{N_e} x_i \sigma_{ij}^{-2}}{\sum_{j=1}^{N_e} \sigma_{ij}^{-2}}.$$  

(5)

For real experiments it may be more optimal to use a weighting scheme that is robust to outliers, but inverse variance weighting is sufficient for the current analysis. The uncertainty in $\dot{v}_i$ can be estimated as

$$\sigma_{\dot{v}_i}^2 = \left(\frac{c}{\lambda_i S_i}\right)^2 \left(\sigma_{m_i}^2 + m_i^2 \frac{\sigma_{S_i}^2}{S_i^2}\right),$$

(6)

where $\sigma_{S_i}$ is the uncertainty in the slope of the spectrum, which is propagated from the uncertainty in the flux, and

$$\sigma_{m_i}^2 = \left[\sum_j \sigma_{ij}^2 \left(\frac{\Delta t_j^2 - \Delta t_i^2}{\Delta t^2 - \Delta t_i^2}\right)\right]^{-1},$$

(7)

is the variance of $m_i$. Finally, the overall uncertainty $\sigma_{\dot{v}}$ for all pixels is the weighted average of $\sigma_{\dot{v}_i}$:

$$\sigma_{\dot{v}}^2 = \frac{\sum_i \sigma_{\dot{v}_i}^2 w_i^2}{\sum_i w_i} = \frac{1}{\sum_i \sigma_{\dot{v}_i}^2},$$

(8)

4 EXPERIMENT SIMULATION

In this section, we apply the previously discussed method to simulated observations of selected quasars and discuss the uncertainty in our experiment and the prospects for a detection.

4.1 Target Selection

The last decade has seen a significant increase in the number of bright QSOs known at high redshift. We aim here to identify the best targets for both northern and southern Luminous Quasar facilities. We select our targets mostly from three published catalogs of luminous quasars. The first catalog is the Extremely Luminous Quasar Survey (ELQS) in the Sloan Digital Sky Survey (SDSS) Footprint catalog of 407 quasars (Schindler et al. 2017, 2018, 2019b), with i band magnitude $m_i < 18.5$ and $z > 2.5$, reaching a completeness of $70\%$ in the core region of the survey ($3 < z < 5$; $m_i < 17.5$). The second catalog is the ELQS in the Pan-STARRS 1 footprint catalog of 592 quasars (PS-ELQS; Schindler et al. 2019a), while 195 quasars are overlapped with ELQS. The PS-ELQS catalog is cut at $m_i < 18.5$ and $z > 2.8$, achieving a completeness of $70\%$ for $3.5 < z < 5$ within the footprint of the survey covering $71,486$ deg$^2$. The third catalog is the Quasar as Right beacons for Cosmology in the Southern Hemisphere (QUBRICS; Calderone et al. 2019) catalog, with $m_i < 18$ and $z > 2.5$, reaching a completeness of $90\%$. From the QUBRICS catalog we collected the “golden sample” of 30 southern QSOs for the Sandage Test selected by Boutns et al. (2020). In addition to these three catalogs, we did a literature search to identify any QSOs at $z > 2$ that are sufficiently luminous to warrant consideration, and found two — S5 0014+81 (Kuh et al. 1983) and HS 1946+7658 (Hagen et al. 1992).

From this larger sample, we start by considering the 10 best targets in each hemisphere based upon the S/N of the expected redshift drift signal, $|v|/\sigma_v$, for a Planck Collaboration et al. (2016) cosmology in this paper. The choice of 10 targets as a starting point is designed to ensure a broad distribution in RA while acknowledging that the best S/N will always be achieved from focusing upon the best targets. In Section 4.5 we will address the question of the optimal sample size for such an experiment. As was demonstrated in Liske et al. (2008), selecting targets based upon their expected $|v|/\sigma_v$ is expected to yield a higher S/N for detecting redshift drift than a simple magnitude-limited sample, and this is the primary target selection approach in this paper. In $|v|/\sigma_v$, the $\dot{v}$ is based solely upon the input cosmology (Planck Collaboration et al. 2016) and $\sigma_v$ is based solely on the continuum flux level of the quasar. While specific features in the Lyman forest may vary between quasars, the assumption of cosmological isotropy implies that all site lines will be effectively equivalent. The continuum level is important, as this will drive the overall noise level.

We estimate the $|v|/\sigma_v$ for the quasars in the our sample. Following Liske et al. (2008), the uncertainty in the $\dot{v}$ measurement is $\sigma_v \propto \sqrt{r(1+z_{QSO})^{-1.7}}$ for a given observation set-up, where $r$ is the SDSS r-band magnitude of the quasar, obtained from the SDSS or Pan-STARRS (Flewelling et al. 2020) catalog. The theoretical $\dot{v}$ is then calculated under Planck Collaboration et al. (2016) cosmology. We selected the northern (southern) sample by restricting the declinations to be greater than $-20\degree$ (less than $+20\degree$). The northern $|v|/\sigma_v$ selected quasars are listed in the top panel of Table 1. For the southern $|v|/\sigma_v$ selected sample, the golden sample of southern QSOs for the Sandage Test from Boutsia et al. (2020) was taken into consideration and one of their quasars (SMSS J054803.19-484813.1) was added to our sample. Our southern sample is presented in Section B in the appendix.

For illustration, we also provide a brief comparison with a sample selected based purely upon $M_{1450}$. The quasars were ranked by their $M_{1450}$ and the top 10 were selected from the sample. For the two additional quasars, the $M_{1450}$ of SS 0014+81 was estimated using the spectra from Kuh et al. (1983); for HS 1946+7658, the quantity was estimated using Hernán-Caballero et al. (2016) composite spectra (Jermak et al. 2020). The northern sample selected by $M_{1450}$ is listed in bottom panel of Table 1. Five quasars are overlapping between the two selections, and are labeled bold in the table.

We compared the predicted $|v|/\sigma_v$ in both selections, assuming observing 50 hours per week for 20 years, and the observation time is equally distributed among the 10 quasars, and one spectrum is generated in every 2 months. A 15 m telescope and a total efficiency (telescope+instrument+sky) of 25% is used. As shown in Figure 4, the five targets overlapping between the two selection methods have the top five $|v|/\sigma_v$ predictions. The $|v|/\sigma_v$ selection has a lower limit
Figure 3. Shown above is a subregion (Δλ = 200 Å) of the Lyα forest spectrum for a $z = 3.4$ QSO. The top panel shows in red the spectrum generated by fitting Keck data (black points), while the lower panel is generated by randomly drawing line parameters from published empirical distributions. In these panels we have added no noise to facilitate visual comparison.

Table 1. Target selection for the northern sample.

| Rank | Name                  | RA (deg)   | DEC (deg) | $M_{1450}$ | $r$ (mag) | $z$     |
|------|-----------------------|------------|-----------|------------|-----------|--------|
| 1    | APM 08279+5255        | 127.923758 | 52.754866 | -30.96     | 15.32     | 3.911  |
| 2    | B1422+231             | 216.158784 | 22.933531 | -30.31     | 15.31     | 3.620  |
| 3    | PS1 J212540.96-171951.4 | 321.420691 | -17.330947 | -29.35     | 16.50     | 3.900  |
| 4    | PSS J0926+3055        | 141.651381 | 30.918037 | -29.00     | 17.06     | 4.190  |
| 5    | SDSS J034151.16+172049.7 | 55.463213 | 17.347164 | -29.59     | 16.26     | 3.690  |
| 6    | SDSS J11723+2243      | 260.846281 | 22.732538 | -28.49     | 18.06     | 4.520  |
| 7    | SDSS J161737.78+595020.1 | 244.407437 | 59.838926 | -28.62     | 17.74     | 4.315  |
| 8    | PS1 J052136.92-133938.8 | 80.403846 | -13.660775 | -28.36     | 17.68     | 4.270  |
| 9    | SDSS J164804.84+493326.7 | 252.020179 | 49.557447 | -28.73     | 17.62     | 4.220  |
| 10   | SDSS J095937.11+131215.5 | 149.904628 | 13.204312 | -28.51     | 17.39     | 4.064  |

The overlapping QSOs between the two selections are labeled by bold names.

of $|v|/\sigma_v$ at 0.44, while the $M_{1450}$ selection has a lower limit at 0.24. Therefore, we decided to use the $|v|/\sigma_v$ selection in the following analyses.

4.2 Reconstructed versus synthetic spectral templates

We generate Lyα forest line lists both from reconstructed spectra of real quasars and from literature line parameter distributions, as described in Section 2. In this section, we check the consistency in the resulting redshift drift measurement between the two methods.

We utilized 13 available reduced spectra to form the reconstructed line list, and also generated synthetic spectral templates given the redshifts of those 13 quasars. Both line lists were assigned the continuum flux of corresponding quasars. We generated mock observations of each quasar for 50 hours per week for 20 years. To simplify the computation, we assumed the observations took place only at the two end points of the 20-year period, and noted that distributing the observations into equally spaced nights would increase the estimated $\sigma_v$ by a factor of ~ 1.7 (Liske et al. 2008). The mock observations utilized a 15 m telescope with an efficiency of 25%.

The estimated uncertainties in velocity drift $\sigma_v$ for these mock observations using both reconstructed line lists and synthetic line
lists are shown in Figure 5. The two line list realizations have comparable uncertainty estimations, with an rms scatter between the two of 0.012 cm s\(^{-1}\) yr\(^{-1}\), or 5.7%. Since using synthetic line lists is computationally more efficient and is able to simulate spectra of quasars at arbitrary redshifts, we decided to use synthetic line lists in the following analyses.

### 4.3 Uncertainty dependences on redshift and resolution

To evaluate how the uncertainties in the velocity drift measurement depend on the quasar redshift and the spectral resolution of the telescope, we set up mock observations the same way as described in Section 4.2. We used the synthetic line list and assumed the continuum shape and flux density to be that of S5 0014+81. When analyzing the uncertainty dependence on quasar redshift, we set the resolution to be a fixed value of \( R = 50,000 \), while when analyzing the dependence on resolution we set the quasar redshift to be 3.

We generated 31 mock observations of quasars with redshifts from \( z = 2 \) to \( z = 5 \) at \( \Delta z = 0.1 \) step size. The \( \sigma_v \) and \( |v|/\sigma_v \) dependence on quasar redshifts are shown in Figure 6.

We fit a piecewise power law function with two sections to find the \( \sigma_v \) dependence on quasar redshift, while allowing the drift width to vary between the two. The extracted dependence on quasar redshift is

\[
\sigma_v \propto (1 + z_{\text{QSO}})^\alpha,
\]

where \( \alpha = -2.14 \pm 0.04 \) for \( z_{\text{QSO}} < z_{\text{break}} \), and \( \alpha = -1.39 \pm 0.07 \) for \( z_{\text{QSO}} > z_{\text{break}} \), where \( z_{\text{break}} = 3.83 \pm 0.07 \). The exponent is \( \alpha \) less than that derived by Liske et al. (2008), for which the exponent is \( \alpha = -1.7 \) for \( z_{\text{QSO}} < 4 \) and \( -0.9 \) for \( z_{\text{QSO}} > 4 \). The difference comes from two aspects. First, we are using the continuum shape and flux density of a real quasar, where the S/N is dependent on \( z_{\text{QSO}} \), while Liske et al. (2008) were assuming a constant S/N across the spectra.

Second, we are assuming a fixed resolution of the spectra, thus the dispersion \( \delta \lambda \) is varying across the spectra, while Liske et al. (2008) were assuming a fixed dispersion \( \delta \lambda = 0.0125\AA \). When fixing \( \delta \lambda \), the number of pixels in the Ly\(\alpha \) forest is also dependent on \( z_{\text{QSO}} \), such that \( N_{\text{pix}} \propto (1 + z_{\text{QSO}}) \). Therefore, the \( \sigma_v \) dependence under Liske et al. (2008) assumption can be decomposed as

\[
\sigma_v (\text{fix S/N, fix } \delta \lambda) \propto N_{\text{pix}}^{-0.5} (1 + z_{\text{QSO}})^{a_0},
\]

where \( a_0 \) is the exponent that only depends on the number of lines. For \( z_{\text{QSO}} < 4 \), \( a_0 = -1.7 + 0.5 = -1.2 \) and for \( z_{\text{QSO}} > 4 \), \( a_0 = -0.9 + 0.5 = -0.4 \), derived by Liske et al. (2008).

On the other hand, under our assumption, the number of pixels is fixed for different \( z_{\text{QSO}} \) because of a fixed resolution. However, the S/N is dependent on \( z_{\text{QSO}} \) in two ways. First, at higher redshifts, the energy of a photon decreases because of longer wavelengths, thus the number of photons increases for a given flux density. The dependence scales as \( N_{\text{photon}} \propto \lambda \propto (1 + z_{\text{QSO}}) \). Second, higher dispersion also results in higher \( N_{\text{photon}} \) for a given flux density \( F_{\lambda} \), which scales as \( N_{\text{photon}} \propto \delta \lambda \propto (1 + z_{\text{QSO}}) \). Combining the two factors, the S/N \( \propto N_{\text{photon}}^{1/2} \propto (1 + z_{\text{QSO}}) \). Therefore, the \( \sigma_v \) dependence under our assumption can be decomposed as

\[
\sigma_v (\text{fix } F_{\lambda}, \text{fix } R) \propto S/N^{-1} (1 + z_{\text{QSO}})^{a_0}.
\]

We derive that for \( z_{\text{QSO}} < z_{\text{break}} \), \( a_0 = -2.14 + 1 = -1.14 \) and for \( z_{\text{QSO}} > z_{\text{break}} \), \( a_0 = -1.39 + 1 = -0.39 \). Therefore, the \( a_0 \) exponent derived by us is consistent with Liske et al. (2008), while the \( \alpha \) exponent is different by \( -0.5 \).

We generalize the dependence of \( \sigma_v \) on a single quasar \( i \) for our analysis as

\[
\sigma_v = (0.12 \pm 0.01) \left( \frac{F_{\lambda,i}}{10^{-15} \text{ erg cm}^{-2} \text{ s}^{-1} \text{ Å}^{-1}} \right)^{-1/2} \left( \frac{1 + z_{\text{QSO},i}}{1 + z_{\text{break}}} \right)^\alpha \text{ cm s}^{-1} \text{ yr}^{-1},
\]

where \( \sigma_v, F_{\lambda,i} \) and \( z_{\text{QSO},i} \) are the mean flux density of the Ly\(\alpha \) forest. The composite \( \sigma_v \) for an ensemble of \( N_{\text{QSO}} \) quasars will then be given by

\[
\sigma_v = \left( \sum_{i=1}^{N_{\text{QSO}}} \sigma_v^2 \right)^{-1/2}.
\]

We generated 21 mock observations at resolutions from \( R = 1,000 \) to \( R = 100,000 \) with logarithm step sizes. The \( \sigma_v \) and \( |v|/\sigma_v \) dependence on resolution are shown in Figure 7. The uncertainty drops dramatically as the resolution increases until \( R \approx 20,000 \), after which the \( \sigma_v \) remains nearly constant as the resolution exceeds the typical line width of a Ly\(\alpha \) line, as was found by Liske et al. (2008). The change is precisely because there is limited gain once we resolve the line. A power law plus a constant bias fits the \( \sigma_v \) dependence on resolution well. The best-fit relation for our particular setup is

\[
\sigma_v (7.3 \pm 1.0) \times 10^{-3} \left( \frac{R}{50,000} \right)^{-1.53 \pm 0.01} + (0.1747 \pm 0.0009) \text{ cm s}^{-1} \text{ yr}^{-1}.
\]

Note that this relation is specific to the observation cadence and experiment duration we have chosen — observing each quasar for 50 hours per week for 20 years.
Figure 5. Comparison of the estimated uncertainties in velocity drift $\sigma_v$ using reconstructed line lists versus synthetic line lists. The uncertainties are estimated using mock observations of each quasar for 50 hours per week for 20 years. Left: the one-to-one plot of the $\sigma_v$ using the two line lists. The black line shows the 1:1 relation. Right: the ratio of $\sigma_v$ between the two line list realizations as a function of the redshift of the corresponding quasars.

Figure 6. The estimated uncertainty dependence on redshift. Left: The expected redshift drift uncertainty as a function of quasar redshift. Black points show the estimates and the blue curve is the best-fit relation. Right: $|\bar{v}|/\sigma_v$ as a function of redshift. The blue shaded region shows the redshift span of the Ly$\alpha$ forest. Black points show the estimates at the redshift midpoints of the Ly$\alpha$ forest and the blue curve is the best-fit relation. Each data point is generated assuming the spectral flux density of S5 0014+81, under a fiducial observational setup described in Section 4.2 and fixing the spectral resolution at $R = 50,000$. The duration of the experiment is assumed to be 20 years. We note that $\sigma_v$ scales as $t^{-1/2}$, and so this and other figures can easily be rescaled to other time baselines. The error bars are standard deviations of a sample of 10 randomly generated synthetic line list realizations.

4.4 Time allocation

Because of the distribution of $|\bar{v}|/\sigma_v$ values for the targets, the final S/N for this experiment is sensitive to how the time is allocated among the targets. In addition to considering a simple uniform time allocation among the proposed quasars, we also consider an observing strategy which prioritizes the highest S/N targets, taking into consideration the on-sky position of the quasars and the observing time over a year. Utilizing the astropy package (Morris et al. 2018), we plan the observations for each night during the year 2021, and integrate the exposure time for each target. Here we consider observations of the northern hemisphere sample. Similar results would be obtained from Hawaii, Arizona, or the Canary Islands; for concreteness we set the observing site to be the Roque de los Muchachos Observatory (28°45′30″ N, 17°52′48″ W) in our calculations. We also introduce the observation plan of the southern hemisphere sample in Section B in the appendix.

The observing strategy is as follows. We give higher priority to quasars with higher predicted $|\bar{v}|/\sigma_v$. Starting from the astronomical twilight evening of Jan 1st, we begin with the quasar with the highest
priority. If that quasar is $> 30^\circ$ above horizon (with airmass $< 2$) at that time, we choose to observe that quasar, until it falls below $30^\circ$ above horizon, or a higher priority quasar rises above $30^\circ$ above horizon, or it reaches the astronomical twilight morning. If the highest priority quasar is less than $30^\circ$ above horizon, we check the quasar with the next highest priority, repeating until an observable target is found. At the end of an observation of a quasar, we check again for the highest priority quasar. We follow this strategy every night until the end of the year, always observing the highest $|\dot{v}|/\sigma_\nu$ quasar visible at least $30^\circ$ above the horizon.

Figure 8 shows the integrated time allocation for each quasar over six 2-month time windows. The quasars are numbered by their observing priorities. The first quasar (APM08279+5255) is allocated most time in winter, with 1460.2 hours of total integration time over the year. The second (B1422+231) and third (PS1 J212540.96-171951.4) quasars are allocated most time in spring and fall, with 682.3 and 1083.0 hours of total integration time, respectively. The fourth quasar (PSS J0926+3055) is not allocated time because it is close to the first quasar, which has higher priority. The fifth quasar (SDSS J034151.16+172049.7) is allocated a small amount of time (75.4 hours) and there are no time left after assigning time to the top 5 quasars. The overall total integration time of the year is 3300.9 hours. We discuss the simulation results of this observing plan in Section 4.5.

### 4.5 Prospects for a detection

Using our $|\dot{v}|/\sigma_\nu$ selected samples, we evaluate the observational setup required to obtain a $|\dot{v}|/\sigma_\nu = 3$ (3$\sigma$ detection) and $|\dot{v}|/\sigma_\nu = 5$ (5$\sigma$ detection) redshift drift detection. We adopt a fiducial resolution...
Figure 9. The telescope aperture and observing time required for a $|\dot{v}|/\sigma_\dot{v} = 3$ (3\(\sigma\) detection; solid curve) and $|\dot{v}|/\sigma_\dot{v} = 5$ (5\(\sigma\) detection; dashed curve), color-coded by the strategy of time allocation among quasars. The legends stating “Idealized (1 QSO)” (red curve) or “Uniform (5 QSOs)” (green curve) indicate observing only the best (highest predicted $|\dot{v}|/\sigma_\dot{v}$) quasar or applying uniform time distribution among the best 5 quasars, respectively. It is not in practice possible to observe only the best quasar all the time, which is why we are stating this as the idealized case. The line labeled with “Plan (5 QSOs)” (blue curve) indicates the realistic time allocation plan described in Section 4.4. All time allocation strategies have the same overall total exposure time.

\[ R = 50,000 \] as being approximately mid-range for plausible instrumental designs. The gain from going to higher resolution is minimal, as the expected S/N at \( R = 50,000 \) is 97\% of that at \( R = 100,000 \) (Figure 7). Going to lower resolution may be desirable for minimizing cost, as it is possible to decrease to \( R = 20,000 \) with only modest loss (S/N 87\% of that at \( R = 100,000 \)). However, for \( R < 20,000 \) the uncertainty rises rapidly (Figure 7). We do note that other high precision radial velocity experiments for stellar astrophysics or exoplanet searches require higher spectral resolution (\( R = 100,000 \)). Such considerations may drive one to higher resolution, as may technical issues. Doing so has no negative impact on a redshift drift experiment other than increased cost. A total efficiency of \( \epsilon = 25\% \) is assumed.

We know that $|\dot{v}|/\sigma_\dot{v}$ is proportional to the aperture \( D \), and is proportional to \( t^{3/2} \) because $|\dot{v}| \sim t$ and $\sigma_\dot{v} \sim t^{-1/2}$. We simulate observations for a 15 m telescope with a time baseline of 20 years to calculate the $|\dot{v}|/\sigma_\dot{v}$ for three different observational strategies. We then plot lines of constant $|\dot{v}|/\sigma_\dot{v}$ for $|\dot{v}|/\sigma_\dot{v} = 3$ and $|\dot{v}|/\sigma_\dot{v} = 5$ as a function of aperture and time baseline.

The first strategy is to observe the most optimal target all the time, and the target is on sky for all nights, which is the idealized situation. The second strategy is to observe the 5 most optimal targets and uniformly distribute the observing time into the five. The third strategy is to observe the 5 most optimal targets following the time allocation strategy as described in Section 4.4, which is a realistic situation.

For the first and second strategies, we consider mock observations that are scheduled 50 hours per week with uniform time spent on each quasar and one composite spectrum generated every two months, resulting in 2640 hours overall total exposure time per year. We tested observing the top 1, 2, 3, 5 and 10 quasars in term of the predicted $|\dot{v}|/\sigma_\dot{v}$ during the experiment with equal time allocation among the quasars. The result indicates that dedicating time to few best quasars gives better redshift drift detection than distributing time to a larger number of not-as-good quasars. The caveat is that with only a few quasars, the sensitivity of the experiment may be adversely affected if one of the targets dims significantly during the period of the experiment. The resulting aperture and time requirements using 1 and 5 quasars are shown as the red and green curves in Figure 9, corresponding to the first and second observing strategies, respectively.

For the third strategy, we adopt the non-uniform time allocation strategy described in Section 4.4, which is designed to mimic a realistic observing strategy. We apply a weather condition and miscellaneous time loss of 20\% in the observation plan, resulting in an overall total exposure time of 2640.7 hours, which is consistent with the uniform time allocation plan. The best-fit relation using this strategy is

\[ |\dot{v}|/\sigma_\dot{v} = 3.57 \left( \frac{D}{20\text{ m}} \right) \left( \frac{t}{20\text{ yr}} \right)^{3/2} \left( \frac{\epsilon}{0.25} \right)^{1/2}, \]

which is again under Planck Collaboration et al. (2016) cosmology. For other cosmological models, it is straightforward to just change the \( \dot{v} \) expression to derive this relation. The $|\dot{v}|/\sigma_\dot{v}$ is also related to the spectral resolution \( R \) through $\sigma_\dot{v}$, as discussed in Section 4.3. The corresponding curve of Equation 15 is shown as the blue curve in Figure 9, corresponding to the third observing strategy. Using our time allocation plan, the $|\dot{v}|/\sigma_\dot{v}$ for a given aperture and time is better than uniformly allocating time to the best 5 quasars, but is not as good as only observing the best one quasar. Further tests indicate that the $|\dot{v}|/\sigma_\dot{v}$ for the plan is equivalent to uniformly allocating time to the best \~{} 3 quasars in the idealized case where those 3 quasars can be observed throughout the year.

The simulation results of Liske et al. (2008) showed that for a 42 m telescope, dedicating 200 hours per year for 20 years could yield a 3\(\sigma\) detection using 10 QSOs, or 4\(\sigma\) detection if instead targeting the 3 highest $|\dot{v}|/\sigma_\dot{v}$ QSOs, demonstrating that the greatest leverage comes from focusing on the most optimal targets. For the same aperture telescope, the situation is improved given the new, brighter quasar sample in this work. Using our dedicated observing strategy and observing the 5 highest $|\dot{v}|/\sigma_\dot{v}$ QSOs, one could achieve a 3\(\sigma\) detection within 10.9 years or a 4\(\sigma\) detection within 13.2 years. Additional brighter quasars would further decrease the required time for a detection.

There are attempts to find new luminous quasars to improve the performance of the redshift drift experiment (e.g., Schindler et al. 2017, 2019a; Boutsia et al. 2020; Jeram et al. 2020; Wolf et al. 2020). Here we also tested scenarios where we find a new quasar visible in the northern hemisphere that is 0, 0.5, or 1 magnitude brighter than the current best quasar, and is on the opposite side to the current best quasar on the sky (having an R.A. 180 degrees different from the current best quasar, but having the same declination). Placing the new quasar on the opposite side of the sky is an optimistic scenario, which we use to illustrate the maximal gain that might be achieved through discovery of a new, bright quasar. The time allocation using this strategy is shown in Figure 10. In the figure, the new quasar is labeled as number 1 and the previous number 1–5 quasars are labeled number 2–6 now. By adding the new quasar on the opposite side to the current best quasar, most time will be allocated to the best 2 quasars.

To estimate the aperture and time requirements for the new strategy with the added quasar, we do a simple test by changing the \( M_{1450} \) of the current best quasar while leaving other properties of the quasar...
to simulate the new quasar. The aperture and time requirements for scenarios we find a 0, 0.5, or 1 magnitude brighter quasar are shown as the green, blue and red lines in Figure 11, respectively. We find that adding a new quasar with the same brightness as the current best quasar can increase the S/N by 18%, or equivalently save us 11% of the time. The situation improves as brighter quasars are found. For example, if we are able to find a quasar that is 1 magnitude brighter than the current best quasar, with only a 20 m telescope we can achieve a 3σ detection in 13.4 years.

5 CONCLUSIONS

We discussed different aspects of planning a redshift drift experiment, and performed end-to-end simulations on the experiment to explore the observational requirements for a success redshift drift detection. Relative to Liske et al. (2008), two main refinements in the current work are inclusion of quasars from more recent catalogs and consideration of a realistic observing strategy for a dedicated redshift drift experiment that maximizes \( \dot{v}/\sigma_\nu \).

(i) We have developed an end-to-end code for simulating Lyman-\( \alpha \) forest redshift drift observations. In developing this code, we demonstrate that synthetic spectral templates yield consistent redshift drift results to reconstructed HIRES spectral templates from the Keck archive.

(ii) We define samples of the best targets based upon \( \dot{v}/\sigma_\nu \) and test observing strategies. From designing a realistic mock observing plan, we find that an observing strategy that optimizes S/N includes observations of just four targets for a facility in the northern hemisphere. We also find that allocating the observing time to target at any time the visible quasar with the highest \( \dot{v}/\sigma_\nu \) yields 10% higher SNR than if one were to have uniformly observed the 5 highest \( \dot{v}/\sigma_\nu \) quasars.

(iii) In considering the sensitivity of a dedicated facility, we find that redshift drift can be detected via Lyman-\( \alpha \) forest observation at \( S/N = 3 \) (5) in 15 (22) years with a 25 m telescope, given a spectrograph with long term stability with \( R = 50,000 \) and an efficiency of 25%. Any efficiency gain will also shorten this time; if the efficiency is instead 35%, then the time to achieve \( S/N = 3 \) decreases to 13.7 years.

The aim of this paper has been to assess the feasibility of obtaining a first detection of redshift drift with a dedicated facility. Our results indicate that given an observatory such as the one described in Eikenberry et al. (2019c,a,b), such a detection is achievable within 15 years. With the attempts of finding new luminous quasars, the expected detection can be achieved with smaller telescopes or shorter time.
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Appendix A: Voigt Profile

The Voigt line profile is the intrinsic Lorentz line profile convolved with the Gaussian velocity distribution of the absorbers (Draine 2011, Eq. 6.37):

\[
\phi_\nu = \frac{4\gamma}{b\sqrt{\pi}} \int_{-\infty}^{+\infty} \exp\left(-\frac{v^2}{\gamma^2}\right) \frac{1}{16\pi^2 (y - v_0 + \frac{m}{\tau})^2 + \gamma^2} \, dv,
\]  
(A1)

where \( b \equiv \sqrt{2} \sigma_v \) is the Doppler broadening parameter, \( \gamma \) is the Lorentz line width parameter. For \( \nu \), \( \gamma = 6718.4 \text{cm}^{-1} \) (Draine 2011, p. 58). Equation A1 can be rewritten as \( \phi_\nu = \frac{e^\nu}{\sqrt{2\pi\sigma^2}} K(x, y) \), where

\[
K(x, y) = \frac{\gamma}{\pi} \int_{-\infty}^{+\infty} \frac{e^{-t^2}}{(t - x)^2 + y^2} \, dt,
\]  
(A2)

\[
x = \frac{e^{(m-v)\gamma}}{m\sigma_v}, \quad y = \frac{\tau c}{4\pi m \sigma_v}, \quad \text{and} \quad t = v/b.
\]  
By approximation, \( K(x, y) \approx \Re[w(z)] \) (e.g. Ida et al. 2000), where \( w(z) = e^{-z^2 \text{erfc}(-iz)} \) is the Faddeeva function, \( z = x + iy \). Given the normalized Voigt profile \( \phi_\nu \), the optical depth

\[
\tau_\nu = \frac{\pi e^\nu}{m c} f N_{HI} \Phi_\nu,
\]  
(A3)

where \( f = 0.4164 \) is the oscillator strength for Ly\( \alpha \), \( N_{HI} \) is the HI column density. Finally, the normalized spectrum can be generated by combining each parameterized line \( i \) by \( S_\nu = \exp \left( -\sum_i \tau_\nu,i \right) \).

Appendix B: Southern Sample

In addition to the northern sample of optimal targets for the redshift drift experiment, here we present the corresponding southern sample. The sample is selected by restricting the declinations of the targets to

\[
\delta < \delta_{\text{max}} \quad \text{and} \quad \delta > \delta_{\text{min}}
\]  
where \( \delta_{\text{max}} \) is the maximum declination of the sample and \( \delta_{\text{min}} \) is the minimum declination of the sample.
be less than $+20^\circ$. Table B1 lists the best 10 southern quasars selected by $|\hat{v}|/\sigma_v$.

We also planned the observations of each night over the year 2021, as described in Section 4.4, assuming the telescope is at the Paranal Observatory ($24^\circ37'39''$ S, $70^\circ24'18''$ W). Figure B1 shows the exposure time distribution among the best 10 quasars in the southern sample in one year. Unlike the northern sample, which utilizes all night time with only 4 targets, there is still 64.3 hours of time left after considering all 10 targets. There are 2581.4 hours (76.6%) of time allocated to the best 3 quasars, which is much lower than the corresponding fraction for the northern sample (97.7%). Therefore, for the currently known QSOs, the northern hemisphere yields a higher S/N for a given observing time. This conclusion should be re-evaluated after Gaia DR3 to incorporate any new high-redshift quasars discovered by that mission.

This paper has been typeset from a T\TeX/L\TeX file prepared by the author.
Table B1. Southern sample selected by $|\dot{\psi}|/\sigma_{\psi}$.

| Rank | Name             | RA (deg)    | DEC (deg)    | $M_{1450}$ | $r$ (mag) | $z$   |
|------|------------------|-------------|--------------|------------|-----------|-------|
| 1    | PS1 J212540.96-171951.4 | 321.420691  | -17.330947   | -29.35     | 16.50     | 3.900 |
| 2    | SDSS J034151.16+172049.7 | 55.463213   | 17.347164    | -29.59     | 16.26     | 3.690 |
| 3    | SMSS J054803.19-484813.1 | 87.013348   | -48.803654   | —          | 17.22     | 4.147 |
| 4    | PS1 J052136.92-133938.8 | 80.403846   | -13.660775   | -28.36     | 17.68     | 4.270 |
| 5    | Q0000-26          | 0.845642    | -26.055084   | -28.73     | 17.44     | 4.111 |
| 6    | SDSS J095937.11+131215.5 | 149.904628  | 13.204312    | -28.51     | 17.39     | 4.064 |
| 7    | PS1 J111054.69-301129.9 | 167.727862  | -30.191653   | -28.75     | 18.64     | 4.830 |
| 8    | PS1 J222152.88-182602.9 | 335.470344  | -18.434150   | -28.30     | 18.19     | 4.520 |
| 9    | BR 2237-0607      | 339.973672  | -5.872222    | -28.31     | 18.25     | 4.550 |
| 10   | PS1 J010318.08-130510.2 | 15.825312   | -13.086163   | -28.61     | 17.46     | 4.065 |

**Figure B1.** Same as Figure 8 but for the best 10 quasars in the southern sample for a planned experiment at the Paranal Observatory. The QSO numbers correspond to the rank of the southern sample with respect to the expected $|\dot{\psi}|/\sigma_{\psi}$ (as listed in the first column of Table B1), i.e. the observing priority. “None” corresponds to time when none of these 10 QSOs is observable. This figure indicates that for the southern sample, after considering 10 optimal quasars, there is still time left when no target is visible.