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Abstract: Multichannel high-resolution and wide-swath (HRWS) synthetic aperture radar (SAR) is a vital technique for modern remote sensing. As multichannel SAR systems usually face the problem of azimuth nonuniform sampling resulting in azimuth ambiguity, the conventional reconstruction methods are adopted to obtain the uniformly sampled signal. However, various errors, especially amplitude, phase, and baseline errors, always significantly degrade the performance of the reconstruction methods. To solve this problem, in this paper, a novel sub-image local area minimum entropy reconstruction method (SILAMER) is proposed, which has favorable adaptability to the HRWS SAR system with various errors. First, according to the idea of image domain reconstruction, the sub-images are generated by employing the back-projection algorithm. Then, we proposed an estimation algorithm based on sub-image local area minimum entropy to obtain the optimal reconstruction coefficient and the compensation phase, which can greatly improve the estimation efficiency by using a local area of the sub-image as the input for estimation. Finally, the sub-images are weighted by the optimal estimated reconstruction coefficient and calibrated by the compensation phase to obtain the unambiguous reconstruction image. The experimental results verify the effectiveness of the proposed method. Noticeably, the proposed algorithm has two additional advantages, i.e., (1) it can perform well under the condition of low signal-to-noise ratio (SNR), and (2) it is suitable for the curved trajectory SAR reconstruction. The simulations verify these advantages of the proposed method.
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1. Introduction

High-resolution and wide-swath (HRWS) imaging has become an important trend for the synthetic aperture radar (SAR) technique [1–5], which is conducive to many fields such as continuous earth surface observation [6], moving target indication [7], and maritime reconnaissance [8]. However, for the traditional single-channel SAR system, low pulse repetition frequency (PRF) is required to obtain a wide swath image, which conflicts with the high PRF that is required in azimuth to avoid ambiguity. To solve this contradiction, the multichannel SAR technique was proposed [9]. One of the channels transmits the signals with low PRF to ensure a wide swath, and all channels that are set up along the track receive signals simultaneously to increase the PRF of the multichannel system. When the PRF of the SAR system, platform speed \( v \), and the channel space \( d \) satisfy the uniform sampling condition, that is, \( \text{PRF} = 2v/Nd \), the echo of each channel can be directly combined, which equals to the uniformly sampled data collected by a single-channel SAR system with \( N \cdot \text{PRF} \). Thus, the equivalent azimuth PRF of the multichannel system is...
increased, which can perform azimuth high-resolution imaging without ambiguity and ensures the range wide swath. Unfortunately, in practice, due to factors such as the avoidance of nadir echo, the improvement of the azimuth resolution, and the attitude change of the flight platform [9,10], the system parameters will deviate from the ideal values that satisfy the uniform sampling conditions. It forms periodically nonuniform sampling in azimuth and the azimuth ambiguity image will be obtained directly using the multichannel data. To solve this problem, numerous reconstruction methods have been extensively studied to recover the uniformly sampled signal from the periodic non-uniformly sampled signal. In [9,11], Krieger and Gebert et al. developed the filter bank reconstruction. To increase the robustness of the reconstruction, in [12,13] Li et al. proposed an adaptive reconstruction method based on the space-time adaptive processing approach.

In addition, considering the good performance of maneuvering platforms SAR [14–18], the image domain reconstruction (IDR) method was proposed to deal with the curved trajectory HRWS SAR [19]. However, due to the change of channel characteristics affected by temperature and the hardware differences of each channel, the multichannel SAR system usually suffers from the amplitude errors and the phase errors [20,21]. They significantly degrade the performance of the reconstruction methods, resulting in the azimuth ambiguity.

To improve the multichannel reconstruction image quality, numerous amplitude and the phase errors calibration methods have been proposed to calibrate channel errors in the literature [2,4,20,22,23]. A time-domain phase mismatch calibration based on the azimuth cross correlation was proposed [24], which derived the phase mismatches from the phase of the cross-correlation function. However, when the Doppler center cannot be accurately provided in advance, it affects the performance of phase calibration. To solve this problem, a spatial cross correlation coefficient method was proposed to estimate the Doppler center for the multichannel HRWS SAR [25], which can calibrate the channel phase mismatch. However, due to the spatial correlation operation, the proposed method may be invalid when the clutter-to-noise ratio (CNR) is relatively low. In addition, subspace-based techniques have also been extensively studied. In [22], Li et al. proposed an orthogonal subspace method (OSM) based on the orthogonality of the signal subspace and the noise subspace to estimate channel phase error. To reduce the computational burden and improve accuracy, Yang et al. proposed a signal subspace comparison method [26], which is based on the fact that the signal subspace is equal to space spanned by the practical steering vectors. It requires only one matrix inverse operation compared with OSM, which improves efficiency. However, those subspace-based techniques require at least one redundant channel, which aggravates the multichannel system complexity. Besides, the performance of the phase error estimation suffers a severe degradation in the case of relatively low signal-to-noise ratio (SNR). To address this issue, in [4], Zhang et al. proposed a robust channel phase error calibration algorithm via maximizing the minimum variance distortionless response (MVDR) beamformer output power, which reduces the computation load by utilizing the inverse of the covariance matrix in place of subspaces to construct the optimization function. In [21], another optimization method based on the power maximization criterion was proposed to estimate phase error, which avoids the signal leakage in the low SNR case without the matrix eigenvalue decomposition. In [20], Zhang et al. proposed a robust channel-calibration algorithm based on minimum entropy, which obtained channel phase errors in all range blocks for the range variant phase mismatch by utilizing local maximum-likelihood (LML) estimation.

Besides, the mechanical manufacturing error and measurement error make the baseline inaccurate [27], which also seriously affects the reconstruction quality. Since the channel phase calibration algorithms cannot directly solve the influence of the baseline error, the baseline error estimation becomes one of the key problems for the HRWS SAR imaging. Baseline error estimation methods were widely studied based on the interferometric phase for multichannel GMTI-SAR systems [28,29]. The effective baseline estimation was proposed via calculating the interferometric phase in the 2-D frequency domain to deal with the baseline deviation of the Chinese Gaofen-3 SAR system [30]. By exploiting
the slope of the linear interferometric phase ramp via eigen decomposition of the sample covariance matrix, the eigen-decomposition-based (EDB) method has been proposed to estimate the along-track baseline \cite{31,32}. However, due to the Doppler ambiguity, the methods for GMTI may be invalid for the HRWS SAR baseline error estimation. In \cite{33}, a baseline estimation method was developed from the correlation function between the echoes of adjective channel for HRWS SAR. However, it may increase the noise components and create a number of cross terms \cite{27}. Huang has proposed an along-track baseline estimation method by using the iterative adaptive approach \cite{27}. Although this method is robust to the amplitude and phase errors, it may be invalid in the case of a relatively low clutter-to-noise ratio because of the spatial correlation operation.

Taking amplitude error, phase error, and baseline error into consideration, in this paper, a novel sub-image local area minimum entropy reconstruction method (SILAMER) is proposed. The proposed method consists of three steps: sub-images generation, reconstruction coefficient and compensation phase estimation, and unambiguous reconstruction. First, according to the idea of image domain reconstruction, the sub-images are generated by employing the back-projection algorithm \cite{34,35}. During the sub-images imaging, due to the coherent accumulation, the nonlinear motion of the SAR platform can be accurately compensated. Then, we propose an estimation algorithm to estimate the reconstruction coefficient and the compensation phase, where a local area of the sub-image is used as the estimation input to improve the efficiency. For the estimation algorithm, as the closed form-solution based on minimum image entropy criteria cannot be obtained \cite{20}, the conjugate gradient method is used to solve the optimization problem, which is to minimize the entropy of the reconstructed image through iteration. Finally, the sub-images are weighted by the estimated reconstruction coefficient and corrected by the compensation phase to obtain the unambiguous reconstructed image.

The main contributions of this paper are as follows:

1. The proposed method can simultaneously correct amplitude error, baseline error, and phase error by estimating the reconstruction coefficient and compensation phase. It is a new strategy to adaptively reconstruct the sub-images based on minimum image entropy through iteration. It has favorable adaptability to the HRWS SAR system with various errors.

2. To improve the efficiency of estimating the reconstruction coefficient and the compensation phase, it selects a local area of each sub-image as the input of the estimation method. As the imaging scene of multi-channel SAR is extremely wide, the proposed algorithm using the local area for estimation will greatly improve the estimation efficiency.

3. The proposed algorithm has two additional advantages. As the proposed method is to reconstruct in the image domain and perform minimum entropy estimation utilizing sub-images, the proposed method performs well when the SNR of the raw data is low. Moreover, the proposed method can perform the curved trajectory HRWS SAR reconstruction. It is because the motion error of the platform is compensated in the sub-images imaging by using the back-projection algorithm.

The rest of this paper is organized as follows. In Section 2, the signal model and non-uniformly sampled signal reconstruction theory is introduced. In Section 3, the proposed adaptive unambiguous reconstruction method is described in detail. In Section 4, the experimental results of simulated multichannel data and equivalent multichannel data generated from single-channel SAR verify the effectiveness of the proposed method. In Section 5, some discussion is given. Finally, Section 6 provides some conclusions.

2. Signal Model

The observation geometry of the multichannel SAR system is depicted in Figure 1. \( y \)-axis denotes the platform movement direction and its velocity is \( v \). \( P \) is a target in the observation scene. The system has four receivers, of which the receiver \( Rx1 \) is also a transmitter \( Tx \) as a reference channel. Assuming \( d \) is the channel spacing, the baseline
length between the $n$th channel and the reference channel is $x_n = (n-1) \cdot d$, where $n = 1, 2, 3, 4$. It has been proved that the multichannel SAR system can be regarded as a SAR that transmits and receives signals at the effective phase centers (EPCs) that are located in the middle of the transmitter and receivers [9]. The spacing between the adjacent EPCs is $d/2$. The subsequent research in this paper is based on the effective phase centers model, and the azimuth sampling pattern for the four-channel SAR system is shown in Figure 2.

---

### Figure 1. The observation geometry of the multichannel SAR system with four channels.

---

### Figure 2. The azimuth sampling pattern for the four-channel SAR system.

Thus, the instantaneous slant range from the EPC to the scatter $P$ can be expressed as

$$R(t) = \sqrt{R_0^2 + (vt)^2}$$

where $t$ denotes the slow time of the corresponding EPC, and $R_0$ is the nearest distance from the target $P$ to the line trajectory of the platform. Generally, assuming that the SAR system transmits a chirp signal, after pulse compression, the echo received by the EPC corresponding to the slow time $t$ can be expressed as

$$s(\tau, t) = a(P)w_d(t) \cdot \sin \left\{ B \left( \tau - \frac{2R(t)}{c} \right) \right\} \cdot \exp \left\{ -\frac{j4\pi R(t)}{\lambda} \right\}$$  

(2)
where $\tau$ is the dual echo delay from the EPCs to the $m$th pixel at slow time $t$, $a(P)$ is the complex-valued reflectivity of the scatterer, $w_0(t)$ is the antenna pattern function, $B$ is the bandwidth, $c$ is the speed of light, and $\lambda$ is the wavelength of the transmitted signal.

According to the geometric relationship of the multichannel effective phase centers shown in Figure 2, the EPCs are uniformly distributed in the azimuth only when the parameters PRF, $v$, and $d$ satisfy

$$\frac{v}{\text{PRF}} = N \cdot \frac{d}{2}$$

(3)

where PRF is the pulse repetition frequency, $N$ is the number of channels, and $N = 4$ in Figure 1. The HRWS imaging can be performed by rearranging the echoes corresponding to the uniformly distributed EPCs, where the bandwidth of the multi-channel system can be expanded to $N \cdot \text{PRF}$. However, due to the limited choice of PRF, the change of the platform speed, it is difficult to strictly satisfy Equation (3). The EPCs are non-uniformly distributed after rearranging. The azimuth sampling time of the EPC corresponding to $n$th channel in the $k$th pulse repetition period can be given by

$$t_{k,n} = kT_r + t_n, \quad k = 1, 2, \ldots, K$$

(4)

where $T_r$ is the pulse repetition time, $K$ is the number of azimuth sampling periods of the echo. $t_n$ is the $n$th channel sampling time bias which can be written as

$$t_n = (n - 1) \cdot T_b, \quad n = 1, 2, \ldots, N$$

(5)

where $T_b$ is the time of the equivalent sampling interval of two adjacent channels. $N$ denotes the number of channels.

Combining Equations (2) and (4), the non-uniformly sampled echo in the azimuth can be expressed as $s(\tau, t_{k,n})$. Using this echo for imaging will cause image azimuth ambiguity. Thus, the uniformly sampled echo needs to be recovered. The uniform sampling time $t_{k',n'}$ of channel $n'$ in the $k'$th pulse repetition period can be expressed as

$$t_{k',n'} = k'T_r + \frac{(n'-1)T_r}{N}, \quad k' = 1, 2, \ldots, K, \quad n' = 1, 2, \ldots, N$$

(6)

where $k'$ denotes the pulse repetition period, $n'$ denotes the channel. Combining Equations (2) and (6), the uniformly sampled echo can be expressed as $s(\tau(t_{k',n'}, m), t_{k',n'})$, and it can be reconstructed by using the non-uniformly sampled signals [19], which are expressed as

$$s(\tau(t_{k',n'}, m), t_{k',n'}) = \sum_{k=k'-L/2}^{k'+L/2} \sum_{n=1}^{N} s_r(\tau(t_{k,n}, m), t_{k,n}) \Psi_{kn}(t_{k',n'})$$

(7)

where $L \in \mathbb{N}$ is the interpolation period, and $\Psi_{kn}(t_{k',n'})$ is the reconstruction coefficient, which can be expressed as

$$\Psi_{kn}(t_{k',n'}) = \frac{\prod_{q=1}^{N} \sin[\pi \text{PRF}(t_{k',n'} - t_q)]}{\prod_{q=1}^{N} \sin[\pi \text{PRF}(t_n - t_q)]} \cdot \frac{(-1)^{KN}}{\pi \text{PRF}(t_{k',n'} - t_{k,n})}$$

(8)

Generally, according to the BP algorithm [35], the BP component of the $m$th pixel of the imaging scene using the uniform sampling echo can be expressed as

$$I_{n'}(m) = \sum_{k'=1}^{K} s(\tau(t_{k',n'}, m), t_{k,n}) \exp\{j\omega\tau(t_{k',n'}, m)\}$$

$$m = 1, 2, \ldots, M$$

(9)
where \( \omega \) is the center angular frequency of the transmitted signal. Finally, \( I_{n'} \) are accumulated to obtain the final multichannel unambiguous reconstruction result, which is shown as

\[
I(m) = \sum_{n'=1}^{N} I_{n'}(m) \tag{10}
\]

3. Sub-Image Local Area Minimum Entropy Reconstruction Method

Due to the change of channel characteristics affected by some environmental factors and the hardware differences of each channel, there are unavoidable channel mismatches among channels. Thus, the multichannel SAR system usually suffers from channel amplitude error and channel phase error, which significantly degrades the performance of the reconstruction methods. In addition, due to the low manufacturing accuracy of the antenna, its position deviates from the nominal one, resulting in baseline error. For this reason, the accurate reconstruction coefficient will not be obtained, leading to the wrong reconstruction. Therefore, baseline error is also a non-negligible factor that causes image azimuth ambiguity.

In this paper, we propose a novel sub-image local area minimum entropy reconstruction method (SILAMER). It can adaptively estimate the reconstruction coefficient and compensation phase through iteration, and simultaneously solve the problems of amplitude error, phase error, and baseline error in this process. SILAMER mainly consists of three steps: (1) According to the idea of image domain reconstruction, the sub-images are generated by using a back-projection method; (2) An estimation algorithm based on sub-image local area minimum entropy is proposed to obtain the optimal reconstruction coefficient and the compensation phase; (3) The sub-images are weighted by the optimal estimated reconstruction coefficient and calibrated by the compensation phase to obtain the unambiguous reconstruction image.

3.1. Sub-Images Generation and Reconstruction with Errors

According to the idea of image domain reconstruction [19], the sub-images need to be generated for reconstruction. To compensate platform motion error and to facilitate sub-image weighting in subsequent steps, the back-projection imaging algorithm is used to obtain sub-images. When the sub-images are correctly weighted by the reconstruction coefficient, an unambiguous image can be obtained. More importantly, the sub-images can be used to estimate the reconstruction coefficient and the compensation phase in the subsequent steps.

Substituting Equation (7) into Equation (9) and according to the characteristics of the reconstruction coefficient, the image of channel \( n' \) can be written as

\[
I_{n'}(m) = \sum_{l=-L/2}^{L/2} \sum_{n=1}^{N} \sum_{k=1}^{K-\frac{L}{2}+1} s(\tau(t_{k,n}, m), t_{k,n}) \exp\{j\omega\tau(t_{k,n'}, m)\} \Psi_{ln} \tag{11}
\]

\[
\Psi_{kn}(t_{k',n'}) \text{ can be transformed into an } l \cdot n \text{ dimensional vector } \Psi_{ln} \text{ that does not depend on } t_{k',n'} \text{ [19]. } I_{n'} \text{ are the sub-images for channel } n', \text{ which can be weighted and summed by the reconstruction coefficient } \Psi_{ln} \text{ to obtain the reconstructed result of each channel } I_{n'}.\]
According to Equations (10) and (11), the final reconstructed image can be represented as

\[ I(m) = \sum_{n=1}^{N} \sum_{l=-L/2}^{L/2} \sum_{n'=1}^{N} I_{n'ln}(m) \Psi_{n'ln} \]

where \( I_{n'ln} \) represents all sub-images.

The amplitude imbalance of the channel is manifested as the inconsistent gain coefficient of the channel. Let \( A_n \) denote the amplitude error of the \( n \)th channel, that is, the amplitude gain coefficient. Let \( \phi_n \) denote the phase error of the \( n \)th channel. Considering the amplitude error and the phase error, the reconstructed image can be expressed as

\[ I(m) = \sum_{n=1}^{N} \sum_{l=-L/2}^{L/2} \sum_{n'=1}^{N} A_n \exp(-i\phi_n) I_{n'ln}(m) \Psi_{n'ln} \]

In addition, when there is a baseline error, the time bias \( t_b \) in Equation (4) will change. This will affect the reconstruction coefficient \( \Psi_{n'ln} \), resulting in an ambiguous image. Assume that the estimated reconstruction coefficient without baseline error is \( \hat{\Psi}_{n'ln} \). Let \( \hat{A}_n \) and \( \hat{\phi}_n \) denote the estimations of the \( A_n \) and \( \phi_n \), respectively. Thus, the unambiguous reconstruction image is expressed as

\[ I(m) = \sum_{n=1}^{N} \sum_{l=-L/2}^{L/2} \sum_{n'=1}^{N} A_n \exp(-i\phi_n) I_{n'ln}(m) \hat{\Psi}_{n'ln} \exp(i\hat{\phi}_n) \]

where \( \hat{\Psi}_{n'ln} = \frac{\Psi_{n'ln}}{\hat{A}_n} \). It indicates that the estimated value of the amplitude error can be combined with the reconstruction coefficient. Thus, the new reconstruction coefficient \( \hat{\Psi}_{n'ln} \) can correct amplitude error and baseline error.

In order to facilitate the derivation of the formula, the sub-images combining the amplitude and phase error can be expressed as a one-dimensional vector \( I = [A_1 \exp(-i\phi_1) \cdot I_{111}(m), A_2 \exp(-i\phi_2) \cdot I_{112}(m), \ldots, A_N \exp(-i\phi_N) \cdot I_{N1N}(m), \ldots, A_N \exp(-i\phi_N) \cdot I_{NLN}(m)] \). If let \( I_j(m) \) substitute \( A_n \exp(-i\phi_n) \cdot I_{n'ln}(m) \), \( I = [I_1(m), I_2(m), \ldots, I_j(m), \ldots, I_N(m)] \), where \( j = 1, 2, \ldots, J \) and \( J = N^2L \) is the number of sub-images. Correspondingly, the estimated reconstruction coefficient \( \hat{\Psi}_{n'ln} \) is re-expressed as a one-dimensional vector \( \hat{\Psi} = [\hat{\Psi}_{111}, \hat{\Psi}_{112}, \ldots, \hat{\Psi}_{n'ln}, \ldots, \hat{\Psi}_{NLN}] \). If let \( \hat{\phi}_j \) substitute \( \hat{\Psi}_{n'ln} \), \( \hat{\Psi} = [\hat{\phi}_1, \hat{\phi}_2, \ldots, \hat{\phi}_j, \ldots, \hat{\phi}_J] \), where \( J \) is the length of the reconstructed coefficient. The estimated phase vector can be expressed as \( \Phi = [\hat{\phi}_1, \hat{\phi}_2, \ldots, \hat{\phi}_N, \hat{\phi}_1, \hat{\phi}_2, \ldots, \hat{\phi}_N, \ldots, \hat{\phi}_1, \hat{\phi}_2, \ldots, \hat{\phi}_N] \).

The unambiguous reconstruction image can be rewritten as

\[ I(m) = \sum_{j=1}^{J} I_j(m) \hat{\phi}_j \exp(i\hat{\phi}_j) \]

### 3.2. Reconstruction Coefficient and Compensation Phase Estimation

In this subsection, we present an estimation algorithm based on sub-image minimum entropy. It can obtain the optimal reconstruction coefficient and the compensation phase to solve the problems of amplitude error, baseline error, and phase error simultaneously. If it uses the whole scene of the sub-image as the input, it suffers from a heavy computational burden. To improve the estimation efficiency, we use a local area of each sub-image as the input of the estimation algorithm.

As amplitude error, phase error, and baseline error result in azimuth ambiguity of the reconstructed image degrading the image quality, we design an estimation model based on optimal image quality criteria to estimate the reconstruction coefficient and the compensation phase to obtain an unambiguous image. Based on the fact when the SAR
image quality is better, the image entropy value is smaller [36], image entropy is chosen as the evaluation criteria of image quality. The entropy of an image can be expressed as

\[
\varepsilon(\Psi, \Phi) = \sum_{m=1}^{M} \frac{|I(m)|^2}{S} \ln \frac{S}{|I(m)|^2}
\]

\[
= \ln S - \frac{1}{S} \cdot G
\]

(17)

where

\[
S = \sum_{m=1}^{M} |I(m)|^2,
\]

(18)

\[
G = \sum_{m=1}^{M} |I(m)|^2 \ln |I(m)|^2
\]

(19)

| · | is the modulus of a complex number. \(I(m)\) is the \(m\)th pixel’s image value based on the estimated reconstruction coefficient and compensation phase.

When the estimated reconstruction coefficient and compensation phase are more accurate, the image entropy is smaller. The optimization model based on minimum entropy criteria can be expressed as follows

\[
[\Psi, \Phi] = \arg \min_{\Psi, \Phi} \varepsilon(\Psi, \Phi)
\]

(20)

Hence, the optimal reconstruction coefficient and compensation phase should satisfy the following equation.

\[
\frac{\partial \varepsilon(\Psi, \Phi)}{\partial \psi_j} = 0
\]

(21)

\[
\frac{\partial \varepsilon(\Psi, \Phi)}{\partial \phi_j} = 0
\]

(22)

To solve nonlinear equations, the partial derivative of entropy function \(\varepsilon(\Psi, \Phi)\) with respect to \(\psi_j\) is first derived as

\[
\frac{\partial \varepsilon(\Psi, \Phi)}{\partial \psi_j} = \frac{1}{S} \cdot \frac{\partial S}{\partial \psi_j} \cdot \frac{\partial G}{\partial \psi_j} \cdot \frac{S - G}{\partial \psi_j}
\]

(23)

where

\[
\frac{\partial S}{\partial \psi_j} = \sum_{m=1}^{M} \frac{\partial |I(m)|^2}{\partial \psi_j}
\]

(24)

\[
\frac{\partial G}{\partial \psi_j} = \sum_{m=1}^{M} (\ln |I(m)|^2 + 1) \cdot \frac{\partial |I(m)|^2}{\partial \psi_j}
\]

(25)

Since \(|I(m)|^2 = I(m)I^*(m)\)

\[
\frac{\partial |I(m)|^2}{\partial \psi_j} = \frac{\partial I(m)}{\partial \psi_j} I^*(m) + I(m) \frac{\partial I^*(m)}{\partial \psi_j}
\]

\[
= 2 \text{Re}[I^*(m) \frac{\partial I(m)}{\partial \psi_j}]
\]

(26)

\[
= 2 \text{Re}[I^*(m)I_j(m)\exp(i\phi_j)]
\]

thus,

\[
\frac{\partial S}{\partial \psi_j} = \sum_{m=1}^{M} 2 \text{Re}[I^*(m)I_j(m)\exp(i\phi_j)]
\]

(27)
\[
\frac{\partial G}{\partial \dot{\phi}_j} = \sum_{m=1}^{M} \left( \ln |I(m)|^2 + 1 \right) \cdot 2 \text{Re}[I^* (m) I_j (m) \text{exp}(i \dot{\phi}_j)]
\]  
(28)

The partial derivative of entropy function \( \epsilon(\Psi, \Phi) \) with respect to \( \dot{\phi}_j \) is derived as

\[
\frac{\partial \epsilon(\Psi, \Phi)}{\partial \dot{\phi}_j} = \frac{1}{S} \cdot \frac{\partial S}{\partial \dot{\phi}_j} - \frac{\frac{\partial G}{\partial \dot{\phi}_j} S - G \frac{\partial S}{\partial \dot{\phi}_j}}{S^2}
\]  
(29)

where

\[
\frac{\partial S}{\partial \dot{\phi}_j} = \sum_{m=1}^{M} \frac{\partial |I(m)|^2}{\partial \dot{\phi}_j} = \sum_{m=1}^{M} \frac{\partial I(m)I^* (m)}{\partial \dot{\phi}_j} + I(m) \frac{\partial I^* (m)}{\partial \dot{\phi}_j}
\]  
(30)

\[
\frac{\partial G}{\partial \dot{\phi}_j} = \sum_{m=1}^{M} \left( \ln |I(m)|^2 + 1 \right) \cdot \frac{\partial |I(m)|^2}{\partial \dot{\phi}_j}
\]  
(31)

Thus, the gradient vectors can be expressed as

\[
\nabla \epsilon(\Psi, \Phi) = \left[ \frac{\partial \epsilon}{\partial \phi_1}, \frac{\partial \epsilon}{\partial \phi_2}, \ldots, \frac{\partial \epsilon}{\partial \phi_1}, \frac{\partial \epsilon}{\partial \phi_2}, \ldots, \frac{\partial \epsilon}{\partial \phi_1} \right]
\]  
(32)

In order to solve Equations (21) and (22), there are several iterative estimation methods used to obtain the approximate solution, such as the steepest descent method, the Newton iteration method, and the conjugate gradient method. Considering the computation burden and the quality of the reconstruction image, the conjugate gradient method \([37]\) is utilized in this paper. Combined with the conjugate gradient method, the algorithm steps for solving Equations (21) and (22) are outlined as Algorithm 1.

**Algorithm 1. Reconstruction Coefficient and Compensation Phase Estimation**

**Inputs:** reconstruction sub-images \( I_j (m) \), iterative number \( N \)

**Outputs:** reconstruction coefficient \( \Psi \), compensation phase \( \Phi \)

**Initialize:** \( \hat{\Phi}^{(0)} = [\hat{\Psi}^{(0)}], \hat{\Phi}^{(0)}, n = 0, d^{(0)} = - \nabla \epsilon \)

while \( n < N \) do

Step 1: use Armijo line search method to calculate step size \( \lambda^{(n)} \) by solving the following formula

\[
\epsilon(\hat{\Phi}^{(n)} + \lambda^{(n)} d^{(n)}) = \min \epsilon(\hat{\Phi}^{(n)} + \lambda d^{(n)})
\]

Step 2: update the reconstruction coefficient and the compensation phase

\[
\hat{\Phi}^{(n+1)} = \hat{\Phi}^{(n)} + \lambda^{(n)} d^{(n)}
\]

Step 3: update search direction

\[
d^{(n+1)} = - \nabla \epsilon(\hat{\Phi}^{(n)} + \beta^{(n)} d^{(n)})
\]

where \( \beta^{(n)} = \frac{||\nabla \epsilon(\hat{\Phi}^{(n+1)})||^2}{||\nabla \epsilon(\hat{\Phi}^{(n)})||^2} \)

end while

return \( \hat{\Phi}_{opt}^{(n+1)} \)
In the following, the computation complexity of the proposed method is analyzed. Assume that $N_A$ is the number of the azimuth-direction samples of one channel, and the pixels of the imaging scene are $N_x \cdot N_y$. Each sub-image is obtained by performing a BP imaging, which uses the echo data of one channel. According to the characteristics of the BP algorithm, it can be known that the calculation amount of the BP algorithm is mainly in the back-projection part and the time complexity of the algorithm is $O(N_A N_x N_y)$ [19]. Let $\Theta_{BP}$ denote the total amount of calculation of one of the sub-images. Thus, the amount of calculation to generate $NL$ sub-images is $N L \Theta_{BP}$. The sub-images are weighted to get the final reconstruction result, and its calculation amount is $N L \cdot N_x N_y$ complex multiplication and $(NL - 1) \cdot N_x N_y$ complex addition. The proposed reconstruction algorithm uses the conjugate gradient method to calculate the reconstruction coefficient and the compensation phase, as shown in Algorithm 1. Step 1 of Algorithm 1 uses the Armijio Line Search algorithm to search for the best step size through iteration, which needs to calculate the entropy of the reconstruction result several times. In step 3 of Algorithm 1, the gradient of the image entropy function is calculated, which also includes calculating the entropy value of the reconstruction result. Due to the large imaging scene, calculating the entropy value of the reconstruction result is the main factor affecting the calculation amount of the conjugate gradient algorithm. We mainly consider the amount of image entropy calculation in the conjugate gradient algorithm. Usually, in one iteration of the conjugate gradient algorithm, it is necessary to calculate the entropy value of the reconstruction result several times, and after several iterations, the optimal reconstruction coefficient and compensation phase can be estimated. Assuming that one iteration needs to calculate the entropy function $f_1$ times on average, and iterate $f_2$ times to obtain the optimal solution. Then the amount of calculation is $f_1 f_2 NL \cdot N_x N_y$ complex multiplication and $f_1 f_2 (NL - 1) \cdot N_x N_y$ complex addition.

As we have seen, if the whole scene of the sub-image is used as the input of the estimation, the estimation algorithm suffers from a heavy computational burden. As the multichannel reconstruction with errors only causes the image azimuth ambiguity and does not affect the imaging performance in range, the effect on the reconstructed image ambiguity caused by errors at different distances can be considered to be consistent. The Local area of the imaging result, which includes part of the distance and the entire azimuth, does not affect the imaging performance in range, the effect on the reconstructed image is the ambiguity caused by errors at different distances can be considered to be consistent. The distances and the entire azimuth, does not affect the imaging performance in range, the effect on the reconstructed image ambiguity caused by errors at different distances can be considered to be consistent. The whole area of the imaging result, which includes part of the distance and the entire azimuth, does not affect the imaging performance in range, the effect on the reconstructed image ambiguity caused by errors at different distances can be considered to be consistent. The local area reconstruction image can be expressed as

\[
I(n_{x1} : n_{x2} : 1 : N_y) = \sum_{j=1}^{f_2} I_j(n_{x1} : n_{x2} : 1 : N_y) \hat{\psi}_j \exp(i\phi_j) \tag{33}
\]

Local area reconstruction image $I(n_{x1} : n_{x2} : 1 : N_y)$ is obtained by using local area sub-image $I_j(n_{x1} : n_{x2} : 1 : N_y)$. Thus, to improve the efficiency of the estimation algorithm, we can select this local area sub-image $I_j(n_{x1} : n_{x2} : 1 : N_y)$ as the input of the estimation algorithm and performs estimation operations. We randomly select several range bins from $n_{x1}$ to $n_{x2}$ and all azimuth bins from 1 to $N_y$.

Figure 3 shows the local scene estimation method. Generally, the imaging scene of multi-channel SAR is extremely wide, so the proposed algorithm using the local area for estimation will greatly improve the estimation efficiency.
3.3. Unambiguous Reconstruction

Finally, when the optimal reconstruction coefficient estimation \( \hat{\Psi} \) and compensation phase \( \hat{\Phi} \) are obtained, the sub-images are weighted by the reconstruction coefficient and calibrated by the compensation phase to obtain the unambiguous reconstruction image by Equation (33). The flow of SILAMER is depicted in Figure 4.
4.1. Simulated Multichannel SAR Data Experiment

In the following, the experiments are carried out to validate the effectiveness of the proposed method for the reconstruction with amplitude error, phase error, and baseline error. We simulated a four-channel SAR system, and the system parameters are shown in Table 1. The trajectory of the flight platform is a straight line. Set a point target in the observation scene for imaging. Every real channel spacing between two adjacent channels is \(d = 1\) m. The measured channel spacing is set as \(\tilde{d} = 0.9\) m with 10% baseline error. The amplitude error multiples of the four channels are set as 1, 0.8, 1.2, and 1.5 times, respectively. The channel phase errors are set as 0°, 10°, 60°, and 20°, respectively, as listed in Table 2.

| Parameters          | Value           |
|---------------------|-----------------|
| Carrier frequency   | 9.6 GHz         |
| Platform velocity   | 1900 m/s        |
| Platform height     | 20 Km           |
| Signal bandwidth    | 150 MHz         |
| Range sampling rate | 210 MHz         |
| Azimuth bandwidth   | 1900 Hz         |
| PRF                 | 700 Hz          |
| Number of channels  | 4               |
| Channel spacing     | 1 m             |

Table 2. Channel amplitude and phase errors.

| Channel Number | 1  | 2  | 3  | 4  |
|----------------|----|----|----|----|
| Amplitude Error Multiples | 1 | 0.8 | 1.2 | 1.5 |
| Phase Errors     | 0° | 10° | 60° | 20° |

In order to analyze the influence of different errors on reconstruction, we perform three sets reconstruction experiments with only one type of error, and one set of reconstruction experiments when there are multiple types of errors at the same time. These experiments include amplitude, phase, and baseline errors, respectively. For convenience, the amplitude error, phase error, and baseline error are called AE, PE, and LE, respectively.

Figure 5 shows the reconstruction results with different errors by using IDR. In the figure, “AE” or “PE” or “LE” means that there is only one type of error. “AE, PE, LE” means that there are three kinds of errors at the same time. The reconstruction is performed without channel error calibration. It can be seen that each error will degrade the performance of the reconstruction resulting in azimuth ambiguity. When there are AE, PE, and LE at the same time, the azimuth ambiguity is the most serious.

Figure 6 shows the contour plots of the point target with different errors, which are reconstructed by IDR. It can be seen that the phase error will increase the target sidelobe level in azimuth, which seriously degrades the imaging performance. When there are multiple errors at the same time, the performance of the imaging result is worse.
Figure 5. The azimuth profile of the reconstruction results with different errors.

Figure 6. The contour plots of the point target with different errors by IDR (by dB scale). (a) with amplitude error; (b) with phase error; (c) with baseline error; (d) with amplitude, phase, and baseline error.

Then, the proposed method SILAMER is used to perform the reconstruction with different errors. Table 3 shows the image quality indicators by IDR and SILAMER with different errors. When the error type is “NE”, it means that there is no error. When the error type is “AE” or “PE” or “LE”, it means that there is only one type of error. When the error type is “AE, PE, LE”, it means that there are three kinds of error at the same time. The
image quality indicators shows that using SILAMER for different types of errors can get similar favorable reconstruction.

### Table 3. Image quality indicators of the point target.

| Error Type | Method | Image Entropy | Azimuth Resolution | Azimuth PSLR | Azimuth ISLR | AASR |
|------------|--------|---------------|--------------------|--------------|--------------|------|
| NE         | IDR [19] | 6.40          | 0.92 m             | −13.27 dB    | −9.83 dB     | −53.64 dB |
|            | SILAMER (Ours) | 6.17          | 1.08 m             | −20.10 dB    | −18.19 dB    | −52.51 dB |
| AE         | IDR [19] | 6.73          | 0.94 m             | −12.12 dB    | −9.93 dB     | −19.34 dB |
|            | SILAMER (Ours) | 6.18          | 1.09 m             | −20.14 dB    | −18.26 dB    | −50.51 dB |
| PE         | IDR [19] | 7.55          | 0.94 m             | −10.97 dB    | −1.08 dB     | −13.92 dB |
|            | SILAMER (Ours) | 6.18          | 1.09 m             | −20.28 dB    | −18.35 dB    | −51.10 dB |
| LE         | IDR [19] | 6.67          | 0.91 m             | −12.65 dB    | −8.61 dB     | −24.04 dB |
|            | SILAMER (Ours) | 6.18          | 1.09 m             | −20.06 dB    | −18.27 dB    | −50.22 dB |
| AE, PE, LE | IDR [19] | 8.20          | 0.97 m             | −10.21 dB    | −5.06 dB     | −9.66 dB  |
|            | SILAMER (Ours) | 6.19          | 1.09 m             | −20.24 dB    | −18.32 dB    | −52.85 dB |

Figure 7 displays the reconstruction results when there is no error. It shows that IDR and SILAMER can both obtain the unambiguous reconstruction image.

![Figure 7](image-url)  
(a) Reconstruction result by IDR; (b) Reconstruction result by SILAMER.

Figure 8 displays the reconstruction results when there are amplitude, phase, and baseline errors at the same time. Figure 8a shows the reconstruction result of the point target by using IDR. The IDR performs well when there is no error, but its reconstruction performance is severely degraded when there are baseline, amplitude, and phase errors. By performing the proposed adaptive reconstruction method, the unambiguous reconstruction results are shown in Figure 8b, from which one can see that the azimuth ambiguities are suppressed. When using SILAMER, the initial value of the reconstruction coefficient is calculated by using the measured channel spacing $\tilde{d}$, and the initial value of the compensation phase is set as zero. The area used for estimation is $5 \text{ m} \times 1600 \text{ m}$, and the final reconstruction image is $50 \text{ m} \times 1600 \text{ m}$. The estimated compensation phases are $-0.34^\circ, 9.77^\circ, 59.96^\circ, 19.66^\circ$. Figure 8c,d show the contour plot of the target by IDR and SILAMER. It can be obviously seen from (a) and (c) that the errors not only result in the image ambiguity but also increase the target sidelobe level in azimuth. SILAMER can also
suppress the sidelobe level improving the imaging quality, as shown in (d). Figure 8e,f show the comparison results of the point target profile in range and azimuth, respectively. They indicate that the errors seriously affect the imaging of target in azimuth, and do not affect the imaging in range. By using the proposed method, the performance of the sidelobe level of the point target is significantly suppressed.
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Figure 8. Imaging results of the point target with amplitude, phase, and baseline errors (by dB scale). (a) Reconstruction result by IDR; (b) reconstruction result by SILAMER; (c) contour plot of the target by IDR; (d) contour plot of the target by SILAMER; (e) 12 m range profile of the comparison of IDR and SILAMER; (f) 12 m azimuth profile of the comparison of IDR and SILAMER.

In Table 3, image entropy, azimuth resolution, azimuth peak sidelobe ratio (PSLR), azimuth integrated sidelobe ratio (ISLR), and azimuth ambiguity-to-signal ratio (AASR) of the target are listed. It can be seen that the image entropy and AASR of SILAMER are lower than those of IDR. This shows that the image quality of SILAMER is better. The azimuth resolution of SILAMER is a little larger than that of IDR. This is because the proposed
algorithm can suppress the side lobes, which causes the main lobe to widen. Combined with Figure 8f, we can find that the SILAMER method reduces the amplitude of the side lobes while broadening the main lobe a little. According to the peak sidelobe ratio (PSLR) and integrated sidelobe ratio (ISLR), it also shows that compared with IDR, the proposed method suppresses side lobes.

Then, the convergence speed of the proposed method is evaluated. Figure 9 shows the image entropy of the reconstruction result with different errors after each iteration. The image entropy of reconstruction with amplitude or baseline errors converges faster. Since the initial entropy of reconstruction with three kinds of errors is large and multiple errors need to be corrected at the same time, its convergence speed is slower. In general, after several iterations, the image entropy tends to the minimum.

In addition, we study the adaptability of the proposed method for a particular kind of baseline error. When each channel spacing between two adjacent channels is not equal to the same value \( d = 1 \text{ m} \), each channel interval is set as a random variable that has the uniform distribution on the interval \([0.9, 1.1]\). Every measured channel spacing is \( \tilde{d} = 1 \text{ m} \). Figure 10 shows the reconstruction results by using IDR and SILAMER, respectively. According to the reconstruction theory [19], the signal processed by the IDR is a periodically non-uniformly sampled signal in the azimuth, where every channel spacing of the system is equal. When each channel spacing between two adjacent channels is not equal to the same value, the reconstruction coefficient cannot be calculated according to the reconstruction theory. Figure 10a shows the result by IDR, which cannot suppress ambiguity. Then, SILAMER is utilized for reconstruction. The initial value of the reconstruction coefficient for estimation is obtained according to the measured channel spacing \( \tilde{d} \). The initial value of the compensation phase is set as zero. The ambiguity is suppressed well, as shown in Figure 10b. This is because SILAMER uses image entropy as the evaluation criterion to adaptively estimate the reconstruction coefficient and the compensation phase. In practice, when the complex multichannel system contains unknown error sources, the proposed algorithm may still perform a good reconstruction. The proposed method has favorable adaptability to the practical HRWS SAR system.

![Figure 9. Image entropy after each iteration for the simulated multichannel SAR data.](image-url)
Figure 10. Imaging results of the point target with nonconstant channel spacing error. (a) Reconstruction result by IDR; (b) reconstruction result by SILAMER.

4.2. Equivalent Multichannel SAR Data Experiment

In order to further verify that the proposed algorithm is effective for real SAR data, an equivalent four-channel periodic non-uniformly sampled SAR data, which is obtained by down-sampling single-channel stripmap SAR data [19], is used for this experiment. The PRF of each channel is 500 and the main parameters of this equivalent experiment are listed in Table 4. In this equivalent multichannel SAR, the measured antenna spacing has a baseline error of 10%. The amplitude and phase errors shown in Table 2 are added to the multichannel. The observation scene contains 2000 pixels in range and 3000 pixels in azimuth. The reconstruction result obtained by the IDR method is shown in Figure 11a, which suffers from the azimuth ambiguity. Then, the proposed method is used to estimate the reconstruction coefficient and compensation phase. As a local scene containing 50 × 3000 pixels is used for estimation, it greatly improves the estimation efficiency compared with using the whole scene for estimation. The reconstruction result is shown in Figure 11b. Compared to Figure 11a, it is obvious that ambiguity can be suppressed well. In addition, Figure 12 shows the azimuth profile of reconstruction image marked by the green line in Figure 11 by using IDR and SILAMER, from which one can see that the ambiguity components are completely suppressed by using SILAMER. Consequently, the effectiveness of the proposed method is verified by the processing results of the equivalent multichannel SAR data.

| Parameters                  | Value     |
|-----------------------------|-----------|
| Carrier frequency           | Ka band   |
| Signal bandwidth            | 900 MHz   |
| PRF                         | 500 Hz    |
| Platform velocity           | 200 m/s   |
| Platform height             | 10 Km     |
| Synthetic aperture length   | 2.65 Km   |
| Number of channels          | 4         |
5. Discussion

In this section, we discuss two additional advantages of the proposed method. It can perform well under the condition of low SNR and is suitable for the curved trajectory SAR reconstruction.

5.1. Performance under Different SNR

Figure 13 shows the relationship between the image entropy of the reconstruction and the signal-to-noise ratio (SNR) after range compression, and the relationship between the AASR and SNR. It can be seen that the proposed method can suppress azimuth ambiguity well under different SNR. This is because the proposed method is to reconstruct in the image domain and the sub-image are used as input for the estimation, where the echo signal is used for azimuth filtering to obtain the sub-images. Compared with the algorithm that directly uses the echo signal for estimation, the SNR of the echo signal has a smaller effect on the proposed method. Some conventional subspace-based reconstruction methods perform eigenvalue decomposition of the covariance matrix, which may suffer from the signal leakage phenomenon and are influenced by the noise component under low SNR case, degrading reconstruction performance [4]. For the proposed method, when SNR is 0dB, the image entropy and AASR value increase slightly. This is due to the increased noise floor of the reconstructed result. Figure 14 shows the azimuth profile of the reconstructed result by SILAMER with different SNR. It indicates that even under low SNR conditions, the ambiguity is completely submerged in the noise and can also be suppressed well.
Figure 13. The relationship between the image quality indicators of the reconstruction and the signal-to-noise ratio (SNR). (a) The relationship between the image entropy and SNR; (b) the relationship between the AASR and SNR.

Figure 14. The azimuth profile of the reconstructed result by SILAMER with different SNR.

5.2. Simulated Multichannel SAR with the Curved Trajectory

To validate the effectiveness of the proposed method for the curved trajectory SAR, the curved trajectory HRWS SAR simulations with the distributed scene are conducted. The gray amplitude of a radar image is used to be the input radar cross section in echo generation. The size of the observation scene is $1000 \times 5000$ m. The azimuth pixels of the image are 5000 and the range pixels are 1000. The scene is a seaport, it involves the land and sea. The flight trajectory of the platform is shown in Figure 15. It only deviates in height direction compared with the linear trajectory, which has a greater impact on imaging. This is a sinusoidal curve with an amplitude of 1 m in the height direction. As the curvature of the curved trajectory is small, that is, the instantaneous turning radius of the flight platform is large, EPCs can be approximately distributed on the curved trajectory. The system parameters are the same as the simulation for linear flight trajectory shown in Table 1. We assume that every measured channel spacing is $\tilde{d} = 0.9$ m with 10% error. The amplitude and phase errors are the same as the point target experiments, as shown in Table 2.
Figure 15. The curved trajectory of the moving platform.

Figure 16a shows the reconstruction result without errors, where four targets are selected and marked by yellow boxes for analysis. Figure 16b displays the reconstruction result by using IDR, where the multichannel system contains amplitude, phase, and baseline errors. Obviously, it can be seen that the ambiguity components are very noticeable. Then, the proposed method is used for unambiguous reconstruction. In the processing, the estimation algorithm is used to estimate the optimal reconstruction coefficient and compensation phase by using the full scene of the sub-images. After that, the sub-images are weighted by the estimated reconstruction coefficient and corrected by the compensation phase to obtain the reconstruction result shown in Figure 16c. The ambiguity components for the strong scatters are invisible across the whole imaging scene, which indicates that they have been suppressed well. In addition, the urban area of the imaging result in (c) is clearer than that in (b). Figure 16d is shown the reconstruction result by using the local area of the sub-images. The local area 100 m × 5000 m of the sub-images is used as the input of the estimation algorithm. The reconstruction performance is the same as Figure 16c.

Figure 17 shows the azimuth profile of reconstruction results of the targets in region A in Figure 16 by using IDR and SILAMER, from which one can see that the ambiguity components are completely suppressed by using SILAMER, and the reconstruction performance by using different sub-image sizes is the same. Thus, we prove that the proposed method has good reconstruction performance for curved trajectory HRWS SAR. In addition, the times of the estimation algorithm by using different sub-image sizes are shown in Table 5. It indicates that the estimation algorithm by using local area sub-images greatly improves the efficiency. The same entropy of reconstructed images using different sub-image sizes indicates that their image quality is the same.

Table 5. Runtime comparison of the estimation algorithm by using different sub-image sizes.

| Sub-Image Size     | Runtime | Reconstructed Image Entropy |
|--------------------|---------|-----------------------------|
| 1000 m × 5000 m    | 32,680 s| 13.7                        |
| 100 m × 5000 m     | 52 s    | 13.7                        |
Figure 16. Imaging results of the distributed scene (by amplitude normalization). (a) Reconstruction result without errors; (b) reconstruction result by IDR with errors; (c) reconstruction result by SILAMER with errors (by using the whole scene of the sub-images); (d) reconstruction result by SILAMER with errors (by using the local area of the sub-images).

Figure 17. The azimuth profile of reconstruction results of the targets in Region A in Figure 16 by using IDR and SILAMER.
6. Conclusions

In this paper, a novel sub-image local area minimum entropy reconstruction method is proposed for the multichannel HRWS SAR systems with amplitude, phase, and baseline errors. For the proposed method, we first generate the sub-images by utilizing the back-projection algorithm. Then, we proposed an estimation algorithm to obtain the optimal reconstruction coefficient and the compensation phase. It is worth noting that if the estimation algorithm uses the whole scene of the sub-image as the input, it suffers from a heavy computational burden. It greatly improves the estimation efficiency by using a local area of the sub-image as the input of the estimation. Finally, the sub-images are weighted by the estimated reconstruction coefficient and corrected by the compensation phase to obtain the unambiguous reconstructed image.

The proposed method can simultaneously correct amplitude error, baseline error, and phase error by using the estimated reconstruction coefficient and the compensation phase. Moreover, since the proposed method performs the reconstruction based on sub-image local area minimum entropy, it has the favorable adaptability to the multichannel SAR system with various errors. In addition, there are two other advantages of the proposed method. One of the advantages is that the proposed method can perform well under the condition of low SNR, because it is to reconstruct in the image domain and performs minimum entropy estimation utilizing sub-images. The other is that the proposed method can perform the curved trajectory HRWS SAR reconstruction. This is because the motion error of the platform is compensated in the sub-images imaging by using the back-projection algorithm. The simulation results and the equivalent multichannel SAR data processing generated from an airplane SAR system verify the effectiveness of the proposed method.

In addition, there is still some work to be done in the future, such as studying the highly squinted HRWS SAR reconstruction and considering the challenge of reconstruction for more complex maneuvering trajectories SAR.
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