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Abstract

In this article, we study a second-order expansion for the effect induced on a large quantum particle which undergoes a single scattering with a low-mass particle via a repulsive point interaction. We give an approximation with third-order error in $\lambda$ to the map $G \to \text{Tr}_2[(I \otimes \rho)S_\lambda^*(G \otimes I)S_\lambda]$, where $G \in B(L^2(\mathbb{R}^n))$ is a heavy-particle observable, $\rho \in B_1(\mathbb{R}^n)$ is the density matrix corresponding to the state of the light particle, $\lambda = \frac{m}{M}$ is the mass ratio of the light particle to the heavy particle, $S_\lambda \in B(L^2(\mathbb{R}^n) \otimes L^2(\mathbb{R}^n))$ is the scattering matrix between the two particles due to a repulsive point interaction, and the trace is over the light-particle Hilbert space. The third-order error is bounded in operator norm for dimensions one and three using a weighted operator norm on $G$.

1 Introduction

In theoretical physics, many derivations of decoherence models begin with an analysis of the effect on a test particle of a scattering with a single particle from a background gas [9, 6, 8]. A regime that the theorists have studied and which has generated interest in experimental physics [7] is when the test particle is much more massive than a single particle from the gas. Mathematical progress towards justifying the scattering assumption made in the physical literature in the regime where a test particle interacts with particles of comparatively low mass can be found in [1, 3, 5]. In this article, we study a scattering map expressing the effect induced on a test particle of mass $M$ by an interaction with a particle of mass $m = \lambda M$, $\lambda \ll 1$. The force interaction between the test particle and the gas particle is taken as a repulsive point potential.

We work towards bounding the error $\epsilon(G, \lambda)$ in operator norm for $G \in B(L^2(\mathbb{R}^n))$, $n = 1, 3$ of a second order approximation:

$$\text{Tr}_2[(I \otimes \rho)S_\lambda^*(G \otimes I)S_\lambda] = G + \lambda M_1(G) + \lambda^2 M_2(G) + \epsilon(G, \lambda),$$

(1.1)

where $\rho \in B_1(L^2(\mathbb{R}^n))$ is a density matrix (i.e. $\rho \geq 0$ and $\text{Tr}[\rho] = 1$), $G \in B(L^2(\mathbb{R}^n))$, $S_\lambda \in B(L^2(\mathbb{R}^n) \otimes L^2(\mathbb{R}^n))$ is the unitary scattering operator for a point interaction, and the partial trace is over the second component of the Hilbert space $L^2(\mathbb{R}^n) \otimes L^2(\mathbb{R}^n)$. $M_1$ and $M_2$
are linear maps acting on a dense subspace of \( B(L^2(\mathbb{R}^n)) \) (\( M_2 \) is unbounded). Our main result is that there exists a \( c > 0 \) such that for all \( \rho, G, \) and \( 0 \leq \lambda \)
\[
\| \epsilon(G, \lambda) \| \leq c \lambda^3 \| \rho \|_{\text{wtm}} \| G \|_{\text{wn}},
\]
where \( \| \cdot \|_{\text{wn}} \) is a weighted operator norm of the form
\[
\| G \|_{\text{wn}} = \| G \| + \| |\vec{X}|G| \| + \| G|\vec{X}| \|
\]
\[+ \sum_{0 \leq i, j \leq d} (\| X_i P_j G \| + \| G P_j X_i \|) + \sum_{e_1 + e_2 \leq 3} \| |\vec{P}|^e_1 G|\vec{P}|^e_2 \|,
\]
and \( \| \cdot \|_{\text{wtm}} \) is a weighted trace norm which will depend on the dimension. In the above, \( \vec{X} \) and \( \vec{P} \) are the vector of position and momentum operators respectively: \((X_j f)(x) = x_j f(x)\) and \((P_j f)(x) = i\frac{\partial}{\partial x_j} f(x)\). Expressions of the type \( A^* G B \) for unbounded operators \( A \) and \( B \) are identified with the kernel of the densely defined quadratic form \( F(\psi_1; \psi_2) = \langle A \psi_1 | G B | \psi_2 \rangle \) in the case that \( F \) is bounded.

The scattering operator is defined as \( S_\lambda = (\Omega^+)^* \Omega^- \), where
\[
\Omega^\pm = \operatorname{s-lim}_{t \to \pm \infty} e^{itH_{\text{tot}}} e^{-itH_{\text{kin}}}
\]
are the Möller wave operators, and \( H_{\text{kin}} \) is the kinetic Hamiltonian and is the standard self-adjoint extension of the sum of the Laplacians \(-\frac{1}{2M} \Delta_{\text{heavy}} - \frac{1}{2m} \Delta_{\text{light}}\), while the total Hamiltonian \( H_{\text{tot}} \) includes an additional repulsive point interaction between the particles. The definition of \( H_{\text{tot}} \) is a little tricky for \( n > 1 \) since, in analogy to the Hamiltonian for a particle in a point potential \([2]\), it can not be defined as a perturbation of \( H_{\text{kin}} \) even in the sense of a quadratic form. Rather, it is defined as a self-adjoint extension of \(-\frac{1}{2M} \Delta_{\text{heavy}} - \frac{1}{2m} \Delta_{\text{light}}\) with a special boundary condition. Going to center of mass coordinates, we can write
\[
\frac{1}{2M} \Delta_{\text{heavy}} + \frac{1}{2m} \Delta_{\text{light}} = \frac{1}{2(m + M)} \Delta_{\text{cm}} + \frac{M + m}{2mM} \Delta_{\text{dis}},
\]
so that the special boundary condition will be placed on the displacement coordinate corresponding to \( \Delta_{\text{dis}} \) and follows in analogy with that a single particle in a point potential as discussed in \([2]\). This also allows us to write down expressions for \( S_\lambda \). Non-trivial point potentials in dimensions \( > 3 \) do not exist and the main result of our analysis is restricted to dimensions one and three.

The first and second order expressions \( M_1(G) \) and \( M_2(G) \) respectively have the form
\[
M_1(G) = i[V_1, G] \quad \text{and} \quad M_2(G) = i[V_2 + \frac{1}{2} \{\vec{A}, \vec{P}\}, G] + \varphi(G) - \frac{1}{2} \varphi(I) G - \frac{1}{2} G \varphi(I),
\]
where \( V_1, V_2 \), and \( (\vec{A})_j \) for \( j = 1, \ldots, n \) are bounded real-valued functions of the operator \( \vec{X} \), and \( \varphi \) is a completely positive map admitting a Kraus decomposition:
\[
\varphi(G) = \sum_j \int_{\mathbb{R}^3} d\vec{k} \, m^*_{j, \vec{k}} G m_{j, \vec{k}},
\]
with the \( m_{j, \vec{k}} \)'s being bounded multiplication operators in the \( \vec{X} \)-basis. Notice that terms in (1.3) are reminiscent of the form of a Lindblad generator \([10]\). In \([4]\) the results of this
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with generator including the terms (1.3).

The explicit forms for \( V_1, V_2, \tilde{A}, \) and \( \varphi \) are:

\[
V_1 = c_n s_n^{-1} \int \frac{dk}{|k|} |k|^{-1} \int_{|\vec{v}_1|=|\vec{v}_2|=k} d\vec{v}_1 \, d\vec{v}_2 \, \rho(\vec{v}_1, \vec{v}_2) e^{i\vec{X}(\vec{v}_1-\vec{v}_2)},
\]

(1.5)

\[
V_2 = c_n s_n^{-1} \int \frac{dk}{|k|} |k|^{-1} \int_{|\vec{v}_1|=|\vec{v}_2|=k} d\vec{v}_1 \, d\vec{v}_2 \, (\vec{v}_1 + \vec{v}_2) \nabla_T \rho(\vec{v}_1, \vec{v}_2) e^{i\vec{X}(\vec{v}_1-\vec{v}_2)},
\]

(1.6)

\[
\tilde{A} = c_n s_n^{-1} \int \frac{dk}{|k|} |k|^{-1} \int_{|\vec{v}_1|=|\vec{v}_2|=k} d\vec{v}_1 \, d\vec{v}_2 \, \nabla_T \rho(\vec{v}_1, \vec{v}_2) e^{i\vec{X}(\vec{v}_1-\vec{v}_2)},
\]

(1.7)

\[
\varphi(G) = c_n s_n^{-2} \int_{\mathbb{R}^n} d\vec{k} |\vec{k}|^{-2} \int_{|\vec{v}_1|=|\vec{v}_2|=|\vec{k}|} d\vec{v}_1 \, d\vec{v}_2 \, \rho(\vec{v}_1, \vec{v}_2) e^{i\vec{X}(-\vec{v}_1+\vec{k})} G e^{-i\vec{X}(-\vec{v}_2+\vec{k})},
\]

(1.8)

where \( s_n \) is surface area of a unit ball in \( \mathbb{R}^n \), \( c_n \) is a constant arising in the scattering operator \( S_\lambda, \rho(\vec{k}_1, \vec{k}_2) \) is the integral kernel of \( \rho \), and \( \nabla_T \) is the gradient of weak derivatives in the diagonal direction which is formally \( (\nabla_T \rho(\vec{k}_1, \vec{k}_2))_j = \lim_{h \to 0} h^{-1} \left( \rho(\vec{k}_1 + h \vec{e}_j, \vec{k}_2 + h \vec{e}_j) - \rho(\vec{k}_1, \vec{k}_2) \right) \).

The integral kernel \( \rho(\vec{k}_1, \vec{k}_2) \) is well defined since \( \rho \) is trace class and hence Hilbert-Schmidt. In dimension one, the integrals \( \int_{|\vec{v}_1|=|\vec{v}_2|=k} \) are replaced by discrete sums. In dimension two, \( V_2 \) has an additional term due to the logarithm in (1.4) which we did not write down in the expression for \( V_2 \) above. The multiplication operators \( m_{j,k} \) are defined as \( m_{j,k}(\vec{X}) = c_n s_n^{-1} \sqrt{\beta_j} \int_{|\vec{v}|=|\vec{k}|} d\vec{v} \beta_j(\vec{v}) e^{-i\vec{X}(-\vec{v}+\vec{k})} \), where \( \beta_j = \sum_j |\beta_j| |f_j\rangle \langle f_j| \) is the diagonalized form of \( \rho \). \( V_1, V_2, \tilde{A}, \) and \( \varphi \) are bounded under certain norm restrictions on \( \rho \), since, for example, \( ||V_1|| \leq c_n ||\vec{P}||^{n-2} \rho ||_1 \) and \( ||\varphi|| = c_n ||\vec{P}||^{n-2} \rho ||\vec{P}||^{n-2}||_1 \).

With the center of mass coordinate at the origin, the scattering operator \( S \) (neglecting the index \( \lambda \) until it is explained) acts identically on the center-of-mass component of \( L^2(\mathbb{R}^{2n}) = L^2(\mathbb{R}^2) \otimes L^2(\mathbb{R}^n) \) as

\[
S = I + I_{cm} \otimes (S(k) \otimes |\phi\rangle \langle \phi|),
\]

(1.9)

where the right copy of \( L^2(\mathbb{R}^n) \) corresponds to the displacement variable and is decomposed in the momentum basis into a radial and an angular component as \( L^2(\mathbb{R}^+, r^{-1} dr) \otimes L^2(\partial B_1(0)) \). \( S(k) \) acts as a multiplication operator on the \( L^2(\mathbb{R}^+) \) component, and \( \phi = (s_n)^{-\frac{1}{2}} |1_{\partial B_1(0)} \rangle \), is the normalized indicator function over the whole surface \( \partial B_1(0) \). We call \( S(k) \) the scattering coefficient, and it has the form

\[
\text{Dim} - 1: \quad S_\alpha(k) = \frac{-i\alpha}{k + i\frac{1}{2} \alpha}, \quad \text{Dim} - 2: \quad S_l(k) = \frac{-i\pi}{l^{-1} + \gamma + \ln(k)} + i\frac{\pi}{2}, \quad \text{Dim} - 3: \quad S_l(k) = \frac{-2ik}{l^{-1} + ik},
\]

(1.10)

where \( \alpha \) is a resonance parameter defined for the one-dimensional case, \( l \) is the scattering length in the two- and three-dimensional cases and \( \gamma \sim .57721 \) is the Euler-Mascheroni constant. In the one-dimensional case a scattering length \( l \) is sometimes defined as the negative inverse of the resonance parameter \( \alpha = \frac{\mu c}{\omega} \), where \( c \) is the coupling constant of the interaction and \( \mu \) is the relative mass \( \frac{mM}{m+M} = M \frac{\lambda}{1+\lambda} \). However, this contrasts with the two- and three-dimensional cases where the scattering length is proportional to the strength of the interaction. In the context of this article, where the point interaction is between a light and an heavy particle,
we parameterize the resonance parameter as $\alpha = \frac{\lambda}{1+\lambda} \alpha_0$ in the one-dimensional case and the scattering length as $l = \frac{\lambda}{1+\lambda} \lambda_0$ in the two- and three-dimensional cases for some fixed $\alpha_0$ and $\lambda$. This corresponds to holding the strength of the interaction fixed. Thus $S_\lambda$ and $S_\lambda$ will be indexed by $\lambda$ for the remainder of the article.

There are two main obstacles in attempting to find a bound for the error $\epsilon(G, \lambda)$ from \((1.1)\).

The first obstacle is to find helpful expressions to facilitate making a Taylor expansion in $\lambda$ of $\text{Tr}_2[(I \otimes \rho) S_\lambda^\dagger (G \otimes I) S_\lambda]$. Writing $A_\lambda = S_\lambda - I$, then

$$\text{Tr}_2[(I \otimes \rho) S_\lambda^\dagger (G \otimes I) S_\lambda] = G + \text{Tr}_2[(I \otimes \rho) A_\lambda^*] G + G \text{Tr}_2[(I \otimes \rho) A_\lambda] + \text{Tr}_2[(I \otimes \rho) A_\lambda^* (G \otimes I) A_\lambda],$$

and it turns out to be natural at all points of the analysis to approach the terms on the right individually. Propositions \(2.2\) and \(2.3\) are directed towards finding expressions for

$$\text{Tr}_2[(I \otimes \rho) A_\lambda^*] \quad \text{and} \quad \text{Tr}_2[(I \otimes \rho) A_\lambda^* (G \otimes I) A_\lambda] \quad (1.11)$$

respectively (since $\text{Tr}_2[(I \otimes \rho) A_\lambda^*]$ is merely the adjoint of $\text{Tr}_2[(I \otimes \rho) A_\lambda]$). The expressions we find in Propositions \(2.2\) and \(2.3\) are of the form

$$\text{Tr}_2[(I \otimes \rho) A_\lambda^*] G = \int_{\mathbb{R}^n} d\vec{k} \int_{SO_n} d\sigma U_{k,\sigma}^* f_{k,\sigma}^* G,$$

and

$$\text{Tr}_2[(I \otimes \rho) A_\lambda^* (G \otimes I) A_\lambda] = \int_{\mathbb{R}^n} d\vec{k} \int_{SO_n \times SO_n} d\sigma_1 d\sigma_2 U_{k,\sigma_1}^* h_{k,\sigma_1,\lambda}^* G h_{k,\sigma_2,\lambda} U_{k,\sigma_2,\lambda}, \quad (1.13)$$

for some unitaries $U_{k,\sigma}^*$, $U_{k,\sigma_2,\lambda}$ and some bounded operators $g_{k,\sigma_2,\lambda}$, $h_{k,\sigma_1,\lambda}^*$ which are functions of the vector of momentum operators $\vec{P}$. In general, we will have the problem that

$$\int_{\mathbb{R}^n} d\vec{k} \int_{SO_n} d\sigma \|g_{k,\sigma,\lambda}\| = \infty, \quad \text{and} \quad \int_{\mathbb{R}^n} d\vec{k} \int_{SO_n \times SO_n} d\sigma_1 d\sigma_2 \|h_{k,\sigma_1,\lambda}\| \|h_{k,\sigma_2,\lambda}\| = \infty,$$

so the integrals of operators only have strong convergence. Propositions \(3.1\) and \(3.3\) make sense of the integrals of operators such as \((1.12)\) and \((1.13)\) that arise and give operator norm bounds for the limits. The basic pattern in the proof of Propositions \(3.1\) and \(3.3\) is an application of the simple inequalities in Propositions \(A.2\) and \(A.3\) in addition to intertwining relations that we have between the multiplication operators and the unitaries appearing in \((1.12)\) and \((1.13)\).

Bounding the third order error of the expansions in $\lambda$ of the strongly convergent integrals \((1.12)\) and \((1.13)\) brings up the second major obstacle. We will need to bound certain strongly convergent integrals for all $\lambda$ in a neighborhood of zero. For small $\lambda$ there will be unbounded expressions arising from the scattering coefficient $S_\lambda(k)$ that will have contrasting properties between the one- and three-dimensional cases. For example, In the limit $\lambda \to 0$, $\frac{1}{\lambda} S_\lambda(k)$ becomes increasingly peaked in absolute value at $k \sim 0$ in the one-dimensional case. For the three-dimensional case, $\frac{1}{\lambda} S_\lambda(k)$ becomes increasingly peaked at $k = \infty$. A difficulty with the two-dimensional case is the presence of the natural logarithm in the expression for $S_\lambda(k)$ and the fact that $\frac{1}{\lambda} S_\lambda(k)$ is not peaked at a fixed point as $\lambda$ varies. The peak point does tend towards $k \sim 0$ as $\lambda \to 0$, but it is unknown how to attain the necessary inequalities in this case.

This article is organized as follows. Section \(2\) is concerned with proving Propositions \(2.2\) and \(2.3\) which give expressions for $\text{Tr}[(I \otimes \rho) A_\lambda^*]$ and $\text{Tr}[(I \otimes \rho) A_\lambda^* (G \otimes I) A_\lambda]$. In Section \(3\)
we prove Propositions 3.1 and 3.3 which give the primary tools for bounding the integrals of operators which will arise in bounding the error term \(\epsilon(G, \lambda)\) of our expansion (1.1). Section 4 contains the proof of Theorem 1.2 which is the main result of the article. This involves expanding the expressions in Propositions 2.2 and 2.3 that we found in Section 2 in \(\lambda\) and bounding the error. The difficult parts of the proof are characterized by using the Propositions 3.1 and 3.3 to translate unbounded expressions arising from the expansion of the scattering coefficient \(S_\lambda\) into conditions on \(G\) and \(\rho\) through the weighted norms \(\|G\|_{w, n}\) and \(\|\rho\|_{w, n}\) being finite. Sections 2 and 3 apply to dimensions one through three (all dimensions where non-trivial point potentials exist), while Section 4 does not treat dimension two.

2 Finding useful expressions for a single scattering

In this section, we will find expressions for \(\text{Tr}_2[\rho A_\lambda^*]\) and \(\text{Tr}_2[\rho A_\lambda^* GA_\lambda]\). For notational convenience, we will begin identifying \(I \otimes \rho\) with \(\rho\) and \(G \otimes I\) with \(G\). Finding formulas for \(\text{Tr}_2[\rho A_\lambda^*]\), \(\text{Tr}_2[\rho A_\lambda^* GA_\lambda]\) begins with writing \(A_\lambda = S_\lambda - I\) in a convenient way. Let \(f, g \in L^2(\mathbb{R}^n \times \mathbb{R}^n)\), where the first and second component of \(\mathbb{R}^n \times \mathbb{R}^n\) correspond to the displacement and the center of mass coordinate, then

\[
\langle g | A_\lambda f \rangle = \int_{\mathbb{R}^n} d\tilde{K}_{\text{cm}} \int_0^\infty dk \frac{S_\lambda(k)}{s_{n-1}} \left( \int_{\partial B_k(0)} d\hat{k}_1 \bar{g}(\hat{k}_1, \tilde{K}_{\text{cm}}) \right) \left( \int_{\partial B_k(0)} d\hat{k}_2 f(\hat{k}_2, \tilde{K}_{\text{cm}}) \right).
\]

(2.1)

The above formula gives a quadratic form representation of \(A_\lambda\) that involves integrating over a surface of \(3n - 1\) degrees of freedom rather than \(4n\), since it acts identically over the center-of-mass component of the Hilbert space and conserves energy for the complementary displacement coordinate. The integral kernel for \(A_\lambda\) in center-of-mass momentum coordinates can be formally expressed as

\[
A_\lambda(k_{\text{dis},1}, K_{\text{cm},1}; k_{\text{dis},2}, K_{\text{cm},2}) = \frac{S_\lambda(|k_{\text{dis},1}|)}{s_{n-1}} \delta(|k_{\text{dis},1}| - |k_{\text{dis},2}|) \delta(K_{\text{cm},1} - K_{\text{cm},2})
\]

However, for instance, this does not work directly towards finding even a formal expression for

\[
(\text{Tr}_2[\rho A_\lambda^*]G)(\tilde{K}_1, \tilde{K}_2) = \int d\tilde{k}_1 d\tilde{k}_2 d\tilde{K} \rho(k_1, k_2) A_\lambda^*(\tilde{k}_2, \tilde{K}; \tilde{k}_1, \tilde{K}) G(\tilde{K}, \tilde{K}_2),
\]

(2.2)

where we have written down a formal equation between integral kernel entries \(\text{Tr}_2[\rho A_\lambda^*]G\), \(G\), and \(A_\lambda^*\) using momentum coordinates corresponding to the heavy particle and the light particle. In finding an expression for (2.2), it would be natural to have \(\tilde{K}_2\) as a parameterizing variable since the expression above is just multiplication of \(G\) from the left by \(\text{Tr}_2[\rho A_\lambda^*]\).

For \(\lambda = \frac{m}{M}\), the center of mass coordinates are \(\tilde{X}_{\text{cm}} = \frac{\lambda}{1 + \lambda} \bar{x} + \frac{1}{1 + \lambda} \bar{X}\) and \(x_d = \bar{x} - \bar{X}\), where \(\bar{x}\) and \(\bar{X}\) are the position vectors of the particle with mass \(m\) and \(M\). The corresponding momentum coordinates are \(\tilde{k}_d = \frac{1}{1 + \lambda} \bar{k} - \frac{\lambda}{1 + \lambda} \bar{K}\) and \(\tilde{K}_{\text{cm}} = \bar{k} + \bar{K}\). The proposition below gives two quadratic form representations of \(A_\lambda\) using different parameterisations of the integration in (2.1). (2.3) is directed towards finding an expression for \(\text{Tr}_2[\rho A_\lambda^*]\) and (2.4) is for \(\text{Tr}_2[\rho A_\lambda^* GA_\lambda]\). The proof of the following proposition requires changes of integration.

**Proposition 2.1** (Quadratic form representations of \(A_\lambda\)). Let \(f, g \in L^2(\mathbb{R}^n \times \mathbb{R}^n)\), then
1. First Quadratic Form Representation

\[ \langle g | A_\lambda f \rangle = \int_{\mathbb{R}^n} d\vec{k} d\vec{K} \int_{SO_n} d\sigma S_\lambda(|\vec{k}|) \]

\[ \tilde{g}(\vec{k} + \lambda(\vec{K} + \sigma\vec{k}), \vec{K} + (\sigma - I)\vec{k}) f(\sigma\vec{k} + \lambda(\vec{K} + \sigma\vec{k}), \vec{K}), \quad (2.3) \]

2. Second Quadratic Form Representation

\[ \langle g | A_{\bar{r}} f \rangle = \int d\vec{K}_2 d\vec{K}_1 \int_{SO_n} d\sigma \det(I + \lambda\sigma)^{-1} S_\lambda(|\vec{K}_1 - \lambda\vec{K}_2|) \]

\[ \tilde{g}(\vec{k}_1, \vec{K}_2 + \frac{(\sigma - I)}{1 + \lambda\sigma}(\vec{k}_1 - \lambda\vec{K}_2)) f(\vec{k}_1 + \frac{\sigma - I}{1 + \lambda\sigma}(\vec{k}_1 - \lambda\vec{K}_2), \vec{K}_2), \quad (2.4) \]

where the total Haar measure on \( SO_n \) is normalized to be 1 (and for dimension one, the integral over \( SO_n \) is replaced by a sum over \( \{+, -\} \)).

The proofs of Propositions 2.2 and 2.3 work by using the spectral decomposition of \( \rho \), special cases of \( G \), etc. so that the quadratic form representations (2.3) and (2.4) of \( A_\lambda \) can be applied. Defining \( \tau_{\vec{k}} = e^{i\vec{k} \cdot \vec{X}} \), recall that \( \tau_{\vec{k}} \) acts in the momentum basis as a shift: \( (\tau_{\vec{k}} f)(\vec{p}) = f(\vec{p} - \vec{k}) \).

**Proposition 2.2.** Let \( \rho \) have continuous integral operator elements in momentum representation. \( \text{Tr}_2[\rho A_\lambda^\ast] \) has the integral form

\[ \tilde{B}_\lambda = \int_{\mathbb{R}^n} d\vec{k} \int_{SO_n} d\sigma \tau_{\vec{k}}^\ast \tau_{\sigma\vec{k}} p_{\vec{k},\sigma,\lambda} S_\lambda(|\vec{k}|), \quad (2.5) \]

where \( \tau_{\vec{a}} \) is a translation by \( \vec{a} \) in the momentum \( \vec{P} \) basis and \( p_{\vec{k},\sigma,\lambda} \) is a multiplication operator:

\[ p_{\vec{k},\sigma,\lambda} = \rho((1 + \lambda)\vec{k} + \lambda\vec{P}, (\sigma + \lambda)\vec{k} + \lambda\vec{P}). \]

**Proof.** The following equality holds:

\[ \text{Tr}_2[\rho A_\lambda^\ast] = \text{Tr}_2[\sum_j \beta_j |f_j\rangle \langle f_j| A_\lambda^\ast] = \sum_j \beta_j (\text{id} \otimes \langle f_j|) A_\lambda^\ast (\text{id} \otimes |f_j\rangle), \]

where the infinite sum on the right converges absolutely in the operator norm. If we take a partial sum \( \rho_m = \sum_{j=1}^m \beta_j |f_j\rangle \langle f_j| \), then using (2.3),

\[ \sum_{j=1}^m \langle w| (\text{id} \otimes \langle f_j|) A_\lambda^\ast (\text{id} \otimes |f_j\rangle) v \rangle = \sum_{j=1}^m \int_{\mathbb{R}^n \times \mathbb{R}^n} d\vec{K}_1 d\vec{K}_2 \int d\vec{k} S_\lambda(|\vec{k}|) \int d\sigma \] \[ \tilde{f}_j(\sigma\vec{k} + \lambda(\vec{K}_1 + \sigma\vec{k})) \tilde{\bar{w}}(\vec{K}_1) f_j(\vec{k} + \lambda(\vec{K}_1 + \sigma\vec{k})) v(\vec{K}_2 + (\sigma - I)\vec{k}). \]

This has the form \( \langle w|[\cdot]|v \rangle \), where \([\cdot] \) is given by

\[ \int_{\mathbb{R}^n} d\vec{k} S_\lambda(|\vec{k}|) \int_{SO_n} d\sigma \tau_{\sigma\vec{k}}^\ast \tau_{\vec{k}} \rho_m((1 + \lambda)\vec{k} + \lambda\vec{K}, (\sigma + \lambda)\vec{k} + \lambda\vec{K}). \]

This converges in operator norm to the expression given by (2.5), since \( \rho_m \to \rho \) in the trace norm and by the bound given in Corollary 3.2. \( \square \)
\text{Tr}_2[\rho A_\lambda] \text{ has a similar integral representation by taking the adjoint. Now we will delve into the form of } \text{Tr}_2[\rho A_\lambda^* GA_\lambda]. \text{ In the following, the operator } D_A \text{ acts on } f \in L^2(\mathbb{R}^n) \text{ as } (D_A f)(\vec{k}) = |\det(A)|\frac{1}{2} f(A \vec{k}) \text{ for a element } A \in GL_n(\mathbb{R}).

**Proposition 2.3.** Let \( \sum_j \beta_j |f_j\rangle \langle f_j| \) be the spectral decomposition of \( \rho \). \( \text{Tr}_2[\rho A_\lambda^* GA_\lambda] \) can be written in the form

\[
\tilde{\mathcal{B}}_\lambda(G) = \sum_j \int_{\mathbb{R}^n} d\vec{k} \int_{SO_n \times SO_n} d\sigma_1 d\sigma_2 U_{\vec{k},\sigma_1,\lambda}^{*} m^{*}_{j,\vec{k},\sigma_1,\lambda} \tilde{S}_\lambda(l |\vec{k} - \lambda \vec{P}|) \]

\[
G S_\lambda(l |\vec{k} - \lambda \vec{P}|) m_{j,\vec{k},\sigma_2,\lambda} U_{\vec{k},\sigma_2,\lambda}^{*}, \quad (2.6)
\]

where \( U_{\vec{k},\sigma_2,\lambda} = \sigma_2 D_{\frac{\lambda + \lambda^*}{2}} \tau_\sigma \tau_\sigma \tau_\vec{k}, \tau_\sigma, \tau_\vec{k} \), and \( D_{\frac{\lambda + \lambda^*}{2}} \) act on the momentum basis and \( m_{j,\vec{k},\sigma_2,\lambda} \) is a function of the momentum operator \( \tilde{P} \) of the form

\[
\sqrt{\beta_j} \det(1 + \lambda \sigma)^{-\frac{1}{2}} f_j(\vec{k} + \frac{\sigma - I}{I + \lambda}(\vec{k} - \lambda \vec{P})).
\]

**Proof.** Equation (2.3) tells us how \( A_\lambda \) acts as a quadratic form. In order to use (2.3), we will look at \( \langle v|\text{Tr}_2[\rho A_\lambda^* GA_\lambda]|w \rangle \) in the special case where \( G = G \otimes I = |y\rangle \langle y| \otimes I \) is a one-dimensional projection tensored with the identity over the light-particle Hilbert space. Formally, this allows us to write

\[
\langle v|\text{Tr}_2[\rho A_\lambda^* GA_\lambda]|w \rangle = \sum_j \sum_i \beta_j \langle v \otimes f_j|A^*_\lambda|y \otimes \phi_i\rangle \langle y \otimes \phi_i |A_\lambda|w \otimes f_j\rangle,
\]

where \( (\phi_m) \) is some orthonormal basis over the light-particle Hilbert space allowing a representation of the identity operator as a sum of one-dimensional projections , and the spectral decomposition of \( \rho \) has been used. Once (2.4) has been applied, we build up to an expression (2.6), taking care with respect to the limits involved. By Corollary 3.4, the expression (2.6) defines a bounded completely positive map (c.p.m.) and agrees with (2.6) for one-dimensional orthogonal projections, it follows that the two expressions are equal on \( B(L^2(\mathbb{R}^d)) \). This follows because c.p.m.’s are strongly continuous and the span of one-dimensional orthogonal projections is strongly dense.

The following holds, where the right-hand side converges in the operator norm:

\[
\text{Tr}_2[\rho A_\lambda^* GA_\lambda] = \sum_j \beta_j (id \otimes \langle f_j|) A^*_\lambda GA_\lambda (id \otimes |f_j\rangle).
\]

For \( G = |y\rangle \langle y| \), \( (id \otimes \langle f_j|) A^*_\lambda GA_\lambda (id \otimes |f_j\rangle) = \varphi_{y,j}(I) \), where \( \varphi_{y,j} \) is the completely positive map such that for \( H \in B(\mathcal{H}) \)

\[
\varphi_{y,j}(H) = (id \otimes \langle f_j|) A^*_\lambda (|y\rangle \langle y| \otimes H) A_\lambda (id \otimes |f_j\rangle).
\]

Since \( \varphi_{y,j} \) is completely positive, \( \langle \sum_{i=1}^m |\phi_i\rangle \langle \phi_i| \) converges strongly to \( \varphi_{y,j}(I) \). \( \varphi_{y,j}(I) \) is determined by its expectations \( \langle v|\varphi_{y,j}(I)|v\rangle \), and moreover

\[
\langle v|\varphi_{y,j}(I)|v\rangle = \lim_{N \to \infty} \langle v|\varphi_{y,j}(\sum_{m=1}^N |\phi_m\rangle \langle \phi_m|)|v\rangle
\]

\[
= \lim_{N \to \infty} \sum_{m=1}^N \langle \phi_m|v_{v,j,y}\rangle \langle v_{v,j,y}|\phi_m\rangle = \|v_{v,j,y}\|^2 = \int_{\mathbb{R}^n} d\vec{k} \bar{v}_{v,j,y}(\vec{k}) v_{v,j,y}(\vec{k}), \quad (2.7)
\]
where \( v_{v,j,y} \) is defined as the vector \( v_{v,j,y} = (\langle y | \otimes \text{id}) A_\lambda (|v\rangle \otimes |f_j\rangle) \). Using (2.3), \( \langle \phi_m | v_{v,j,y} \rangle \) can be expressed as

\[
\langle \phi_m | v_{v,j,y} \rangle = \int d\vec{K} \int_{SO_n} d\sigma S_\lambda \left( \left| \frac{I}{I+\lambda} (\vec{k} - \lambda \vec{K}) \right| \right) \det (I + \lambda \sigma)^{-1} \bar{\phi}_m (\vec{k}) \bar{y} (\vec{K} + \frac{\sigma - I}{I + \lambda \sigma} (\vec{k} - \lambda \vec{K})) f_j (\vec{k} + \frac{\sigma - I}{I + \lambda \sigma} (\vec{k} - \lambda \vec{K})) v(\vec{K}).
\]

(2.8)

By (2.7), we can evaluate \( \text{Tr}_2[|f_j\rangle\langle f_j|] A_\lambda^* (|y\rangle \langle y | \otimes I) A_\lambda \) = \( \langle v | \varphi_y (I) v \rangle \) through expression \( \int_{\mathbb{R}^n} d\vec{k} v_{v,j,y}(\vec{k}) v_{v,j,y}(\vec{k}) \). Through (2.8) we have an a.e. defined expression for the values \( v_{v,j,y}(\vec{k}) \).

Now, writing down \( \int_{\mathbb{R}^n} d\vec{k} \bar{\phi}_m (\vec{k}) \bar{y} (\vec{K}) \) using the expression for \( v_{v,j,y}(\vec{k}) \), the result can be viewed as an integral of operators acting from the left and the right on \( |y\rangle \langle y | \), followed by an evaluation \( \langle v | \cdot | v \rangle \). Using the intertwining relation:

\[
m(\vec{P}) \tau^*_k D^{\frac{I}{I+\lambda}} \tau_{\sigma k} = \tau^*_k D^{\frac{I}{I+\lambda}} \tau_{\sigma k} m(\vec{P} - \frac{\sigma - I}{1 + \lambda \sigma} (\vec{k} - \lambda \vec{P})),
\]

for a function \( m(\vec{P}) \) of the momentum operators \( \vec{P} \) and the fact that \( \frac{\sigma + \lambda}{I + \lambda \sigma} = \frac{\sigma I + \lambda \sigma^{-1}}{I + \lambda \sigma} \) is an isometry for \( 0 \leq \lambda < 1 \), the expression can be written:

\[
\langle \varphi_{y,j} | (I) v \rangle = \langle v | \int_{\mathbb{R}^n} d\vec{k} \int_{SO_n \times SO_n} d\sigma_1 d\sigma_2 \left[ U^*_{k,\sigma_1,\lambda} m^*_j \bar{y} \bar{S}_\lambda \left( \frac{\vec{k} - \lambda \vec{P}}{1 + \lambda} \right) \right] \langle y \rangle \langle y \rangle \langle S_\lambda \left( \frac{\vec{k} - \lambda \vec{P}}{1 + \lambda} \right) \rangle m_{j,\tilde{k},\sigma_2,\lambda} U_{\tilde{k},\sigma_2,\lambda} \rangle |v\rangle.
\]

So \( \varphi_{y,j} (I) = \text{Tr}_2[|f_j\rangle\langle f_j|] A_\lambda^* (|y\rangle \langle y | \otimes I) A_\lambda \) agrees with the expression (2.6) for a fixed \( j \) and for \( G = |v\rangle \langle v| \) for all \( v \), and hence by our observation at the beginning of the proof, \( \text{Tr}_2[|f_j\rangle\langle f_j|] A_\lambda^* G A_\lambda \) is equal to the expression (2.6) for a single fixed \( j \) and all \( G \in B(L^2(\mathbb{R}^n)) \). However, if we take the limit \( m \to \infty \) for \( \rho_m = \sum_{j=1}^m \beta_j |f_j\rangle\langle f_j| \), then the expression (2.6) converges in the operator norm and \( \text{Tr}_2[\beta_m A_\lambda^* GA_\lambda] \) converges to \( \text{Tr}_2[\rho A_\lambda^* GA_\lambda] \). Hence we have equality for all trace class \( \rho \).

\[ \square \]

Through the formula \( \text{Tr}_2[\rho S_\lambda G S_\lambda] = G + \tilde{B}^* G + G \tilde{B} - \tilde{B} (I) \) by plugging in \( G = I \). However, it is not at all obvious that this equality takes place through the expressions (2.5) and (2.6) for \( \tilde{B}^* \) and \( \tilde{B} (I) \), respectively, since the operators \( U_{k,\sigma,\lambda} \) appear only in form for \( \tilde{B} (I) \).

It is convenient to notice the intertwining relation \( h(\vec{k} - \lambda \vec{P}) U_{k,\sigma,\lambda} = U_{k,\sigma,\lambda} h(\frac{1 + \lambda \vec{k}}{I + \lambda \sigma} - \lambda \vec{P}) \).

Let \( g \in L^2(\mathbb{R}^n) \), then \( \tilde{g} = \tilde{B} (I) g \) can be written:

\[
\tilde{g} (\vec{p}) = \sum_j \int_{\mathbb{R}^n} d\vec{k} \int_{SO_n \times SO_n} d\sigma_1 d\sigma_2 \left( U^*_{k,\sigma_1,\lambda} m^*_j U_{k,\sigma_1,\lambda} \right)(\vec{p}) |S_\lambda|^2 \left( \frac{I}{I + \lambda \sigma} \right) \left( U^*_{k,\sigma_1,\lambda} m_{j,\tilde{k},\sigma_2,\lambda} U_{\tilde{k},\sigma_2,\lambda} \right)(\vec{p}) \langle U^*_{k,\sigma_1,\lambda} U_{\tilde{k},\sigma_1,\lambda} g \rangle (\vec{p}),
\]

(2.9)

where we have intertwined \( U^*_{k,\sigma_1,\lambda} \) from the left to the right, and

\[
(U^*_{k,\sigma_1,\lambda} m^*_j U_{k,\sigma_1,\lambda} \langle \vec{p} \rangle = \sqrt{\beta_j} \det (I + \lambda \sigma_1)^{-\frac{1}{2}} f_j (\vec{k} + \frac{\sigma_1 - I}{I + \lambda \sigma_1} (\vec{k} - \lambda \vec{P})),
\]
Due to the intertwining relations between the unitaries $W$, we check the conditions for Proposition A.2 (applied for integrals rather than sums). Let $\eta$ depend on the state these propositions we will need to generalize the concept of a multiplication operator. Let $H_1, H_2$ be Hilbert spaces. Given a bounded function $M : \mathbb{R}^n \rightarrow B(H_1, H_2)$ we can construct an element $M \in B(L^2(\mathbb{R}^n) \otimes H_1, L^2(\mathbb{R}^n) \otimes H_2)$ using the equivalence $L^2(\mathbb{R}^n) \otimes H_1 \cong L^2(\mathbb{R}^n, H_1)$, where for $f \in L^2(\mathbb{R}^n) \otimes H_1$ $M(f)(\vec{x}) = M(\vec{x})f(\vec{x})$.

We will call these multiplication operators.

**Proposition 3.1.** Define $B : L^2(\mathbb{R}^n) \otimes H_1 \rightarrow L^2(\mathbb{R}^n) \otimes H_2$, s.t.

$$B = \int_{\mathbb{R}^n} d\vec{k} \int_{SO_n} d\sigma \tau_{\vec{k}, \vec{k}}^* a_{\vec{k}, \vec{k}} q_{\vec{k}, \vec{k}},$$

where $q_{\vec{k}, \vec{k}}$ is a multiplication operator in the $\vec{P}$ basis of the form:

$$q_{\vec{k}, \vec{k}} = n_{\vec{k}, \vec{k}}(\vec{P})\eta(x_{1,1} \vec{k} + y_{1,1} \vec{P}, x_{2,1} \vec{k} + y_{2,1} \vec{P}),$$

where $\eta(\vec{k}_1, \vec{k}_2)$ is continuous and defines a trace class integral operator on $L^2(\mathbb{R}^n)$, $a_{\vec{k}, x_{1,1}, x_{2,1}, y_{1,1}} \in M_n(\mathbb{R})$, and $n_{\vec{k}, 1} \in B(L^2(\mathbb{R}^n) \otimes H_1, L^2(\mathbb{R}^n) \otimes H_2)$ is a multiplication operator. Let

$$|\det(x_{1,1} + y_{1,1}(a_{\vec{k}} - I))|, |\det(x_{2,1} + y_{2,1}(a_{\vec{k}} - I))|, |\det(x_{1,1})|, \text{ and } |\det(x_{2,1})|$$

be uniformly bounded from below by $\frac{1}{c}$ for some $c > 0$. Finally, let the family of maps $n_{\vec{k}, \vec{k}}(\vec{k}) \in B(H_1, H_2)$ satisfy the norm bound:

$$\sup_{\vec{k}, \vec{k}} \|n_{\vec{k}, \vec{k}}\| \leq r.$$ 

Then $B$ is well defined as a strong limit and is bounded in operator norm by

$$\|B\| \leq cr \|\eta\|_1.$$

**Proof.** We check the conditions for Proposition A.2 (applied for integrals rather than sums). Due to the intertwining relations between the unitaries $\tau_{\vec{k}, \vec{k}}^* a_{\vec{k}, \vec{k}}$ and the multiplication operators $q_{\vec{k}, \vec{k}}$, we will then have a bound from above by an integral of multiplication operators. We must show that $\frac{1}{2}(G_1 + G_2)$ is bounded, where

$$G_1 = \int d\vec{k} \int_{SO_n} d\sigma \mid \tau_{\vec{k}, \vec{k}}^* a_{\vec{k}, \vec{k}} q_{\vec{k}, \vec{k}} \mid \text{ and } G_2 = \int d\vec{k} \int_{SO_n} d\sigma \mid q_{\vec{k}, \vec{k}}^* \tau_{\vec{k}, \vec{k}} \mid.$$
The integrand of $G_1$ is the multiplication operator
\[ |\tau_k^* \tau_{ak} \tilde{q}_{k,\sigma}| = |n_{k,\sigma}(\tilde{P})| |\eta(x_{1,\sigma} \tilde{k} + y_\sigma \tilde{P}, x_{2,\sigma} \tilde{k} + y_\sigma \tilde{P})|. \]
and the integrand of $G_2$ is
\[ |q_{k,\sigma}^* \tau_{ak} \tau_k| = |n_{k,\sigma}(\tilde{P})| |\eta(x_{1,\sigma} \tilde{k} + y_\sigma \tilde{P}, x_{2,\sigma} \tilde{k} + y_\sigma \tilde{P})| \tau_{ak}^* \tau_k \]
\[ = |n_{k,\sigma}(\tilde{P} + \sigma \tilde{k} - \tilde{k})| |\eta(x_{1,\sigma} \tilde{k} + y_\sigma \tilde{P}, x_{2,\sigma} \tilde{k} + y_\sigma \tilde{P})| \]
(3.2)
where $x_{j,\sigma} = x_j + y_\sigma (a_\sigma - I)$, and we have used that $\tau_k M(\tilde{P}) = M(\tilde{P} - k) \tau_k$.

However, since the operators in the integrand of $G_1$ are all multiplication operators in $\tilde{P}$, bounding a sum on them in the operator norm can be computed as a supremum in the following way:
\[ \|G_1\| \leq \sup_{\tilde{P}} \| \int d\tilde{k} \int_{SO_n} d\sigma |n_{k,\sigma}(\tilde{P})||\eta(x_{1,\sigma} \tilde{k} + y_\sigma \tilde{P}, x_{2,\sigma} \tilde{k} + y_\sigma \tilde{P})| \|_{B(H_1)} \]
\[ \leq \left( \sup_{\tilde{P}} |n_{k,\sigma}(\tilde{P})| \|_{B(H_1)} \right) \sup_{\tilde{P}} \left( \int d\tilde{k} \int_{SO_n} d\sigma |\eta(x_{1,\sigma} \tilde{k} + y_\sigma \tilde{P}, x_{2,\sigma} \tilde{k} + y_\sigma \tilde{P})| \right) \]
(3.3)
A similar result holds for $G_2$. Now applying Lemma A.1 to (3.3) along with our conditions on $x_{1,\sigma}$, $x_{2,\sigma}$, and $n_{k,\sigma}(\tilde{P})$ we get the bound $\|G_1\| \leq rc\|\eta\|_1$.

**Corollary 3.2.** The integral of operators (2.5) converges strongly to a bounded operator with norm less than or equal to $\frac{1}{(1-\lambda)^n}\|\rho\|_1$.

The bound in the above corollary in not sharp, since in Proposition (2.2) we show that $\tilde{B} = \text{Tr}_{2}[\rho A^\lambda]$. Thus $\|\tilde{B}\| \leq \|\rho\|_1\|S_\lambda - I\| \leq 2\|\rho\|$, since $S_\lambda$ is unitary.

**Proof.** We apply Proposition (3.1) with $n_{k,\sigma}(\tilde{P}) = S_\lambda(|\tilde{k}|)$, $\eta = \rho$, $a_\sigma = \sigma$, $x_{1,\sigma} = 1 + \lambda$, $x_{2,\sigma} = I + \sigma$, and $y_\sigma = \lambda$. $|n_{k,\sigma}(\tilde{P})| \leq 1$, so we can take $r = 1$. All determinants involved are of operators of the form $\sigma_1 + \lambda \sigma_2$ where $\sigma_1, \sigma_2 \in SO_n$, so these determinants have a lower bound of $(1-\lambda)^n$. Hence we can take $c = (1-\lambda)^{-n}$.

**Proposition 3.3.** Let $G \in B(H_l \otimes L^2(\mathbb{R}^n), H_r \otimes L^2(\mathbb{R}^n))$, and $\varphi : B(H_l \otimes L^2(\mathbb{R}^n), H_r \otimes L^2(\mathbb{R}^n)) \rightarrow B(H_l^0 \otimes L^2(\mathbb{R}^n), H_r^0 \otimes L^2(\mathbb{R}^n))$ has the form
\[ \varphi(G) = \sum_j \int d\tilde{k} \int_{SO_n \times SO_n} d\sigma_1 d\sigma_2 U_{\tilde{k},\sigma_1}^* U_{\tilde{k},\sigma_2} G_{g_j,\tilde{k},\sigma_1} h_{j,\tilde{k},\sigma_2}, \]
where $U_{\tilde{k},\sigma}$ acts on the $L^2(\mathbb{R}^n)$ tensor as $U_{\tilde{k},\sigma} = \tau_k D_{b_\sigma} \tau_{ak}^*$, and $h_{j,\tilde{k},\sigma}$ and $g_{j,\tilde{k},\sigma}$ are multiplication operators in $\tilde{P}$ of the form:
\[ h_{j,\tilde{k},\sigma} = n^{(1)}_{j,\tilde{k},\sigma}(\tilde{P}) \eta_j^{(1)}(x_{1,\sigma} \tilde{k} + x_{2,\sigma} \tilde{P}), \quad g_{j,\tilde{k},\sigma} = n^{(2)}_{j,\tilde{k},\sigma}(\tilde{P}) \eta_j^{(2)}(x_{1,\sigma} \tilde{k} + x_{2,\sigma} \tilde{P}). \]
In the above, \( x_{1,\sigma}, x_{2,\sigma}, a_{\sigma} \in M_n(\mathbb{R}), \) \( b_{\sigma} \in GL_n(\mathbb{R}), \) the family of operators \( n_{j,k,\sigma}^{(1)} \) and \( n_{j,k,\sigma}^{(2)} \) lie in \( \mathcal{B}(\mathcal{H}_l, \mathcal{H}_0^l) \) and \( \mathcal{B}(\mathcal{H}_r, \mathcal{H}_r^0) \), respectively, and finally \( \eta_j^{(1)}, \eta_j^{(2)} \in L^2(\mathbb{R}^n) \). We will require that
\[
\inf_{\sigma} |\det(x_{1,\sigma} + x_{2,\sigma}(b_{\sigma}^{-1}a_{\sigma} - I))| \geq \frac{1}{c}
\]
and \( \sup_{j,k,\sigma} \|n_{j,k,\sigma}^{(1)}\|, \sup_{j,k,\sigma} \|n_{j,k,\sigma}^{(2)}\| \leq r. \)

In this case, the integral of operator converges strongly to an operator \( \varphi(G) \) with the norm bound
\[
\|\varphi(G)\| \leq cr^2\frac{1}{2}(\|T_1\|_1 + \|T_2\|_1)\|G\|.
\]
where \( T_\epsilon = \sum_j |\eta_j^{(\epsilon)}\rangle\langle \eta_j^{(\epsilon)}| \) for \( \epsilon = 1, 2 \) and \( \| \cdot \|_1 \) is the trace norm.

**Proof.** We work towards showing the conditions of Proposition A.3 with sums replaced an integral-sum. We thus need to find bounds for the operator norms of

\[
\sum_j \int_{\mathbb{R}^n} d\sigma \int_{\mathbb{R}^n} d\tilde{k} U_{\tilde{k},\sigma}^* \langle g \rangle_{j,\tilde{k},\sigma} U_{\tilde{k},\sigma}^{(1)} \quad \text{and} \quad \sum_j \int_{\mathbb{R}^n} d\sigma \int_{\mathbb{R}^n} d\tilde{k} U_{\tilde{k},\sigma}^* \langle h \rangle_{j,\tilde{k},\sigma} U_{\tilde{k},\sigma}^{(2)} \tag{3.4}
\]

where \( \langle g \rangle_{j,\tilde{k},\sigma} \) is a multiplication operator with elements in \( \mathcal{B}(\mathcal{H}_0^l, \mathcal{H}_0^l) \) or an element in \( \mathcal{B}(L^2(\mathbb{R}^n) \otimes \mathcal{H}_l, L^2(\mathbb{R}^n) \otimes \mathcal{H}_l) \). Conjugating with \( U_{\sigma} \), we get only multiplication operators back:
\[
U_{\tilde{k},\sigma}^* \langle g \rangle_{j,\tilde{k},\sigma} (\tilde{P}) U_{\tilde{k},\sigma} = \langle g \rangle_{j,\tilde{k},\sigma} (b_{\sigma}^{-1} \tilde{P} + (b_{\sigma}^{-1}a_{\sigma} - I)\tilde{k}).
\]

With the calculations for bounding integrals of multiplication operators as in the proof of (3.1), we get the bound
\[
\|\varphi(G)\| \leq \frac{1}{2} cr^2 \sum_j (\|\eta_j^{(1)}\|_2^2 + \|\eta_j^{(2)}\|_2^2)\|G\| = \frac{1}{2} cr^2(\|T_1\|_1 + \|T_2\|_1)\|G\|.
\]

**Corollary 3.4.** The integral of operators (2.6) converges strongly to a limit with operator norm bounded by \( \|\rho\|_1 \|G\|(\frac{1-\lambda}{1+\lambda})^n \).

**Proof.** We apply Proposition A.3 in the case where \( a_{\sigma} = \sigma, b_{\sigma} = \frac{I+\lambda\sigma}{1+\lambda}, x_{1,\sigma} = \frac{\sigma+\lambda}{1+\lambda}, x_{2,\sigma} = \frac{\lambda(1-\sigma)}{I+\lambda}, \eta_j^{(1)} = \eta_j^{(2)} = \sqrt{\beta_j f_j} \), and
\[
n_{j,k,\sigma}^{(1)}(\tilde{P}) = n_{j,k,\sigma}^{(2)}(\tilde{P}) = \det(1 + \lambda\sigma)^{-\frac{1}{2}}.
\]
In this case \( |n_{j,k,\sigma}^{(1)}(\tilde{P})| \) and \( |n_{j,k,\sigma}^{(2)}(\tilde{P})| \leq (1-\lambda)^{-\frac{1}{2}} \), so we can take \( r = 1 \). Also \( x_{1,\sigma} + x_{2,\sigma}(b_{\sigma}^{-1}a_{\sigma} - I) = \frac{\sigma(I+\lambda)}{I+\lambda\sigma} \) and \( \|\frac{\sigma(I+\lambda)}{I+\lambda\sigma}\|^{-1} \| \leq 1 \), and hence \( |\det(\frac{\sigma(I+\lambda)}{I+\lambda\sigma})| \geq (1)^n = 1 \) independent of \( \lambda \) and \( \sigma \), so we can take \( c = 1 \). Hence by A.3, we have our conclusion with a bound \( \|\rho\|_1 \|G\|(1-\lambda)^{-n}. \)

\[\square\]
4 Reduced Born approximation with third-order error

In this section, we will prove Theorem 4.2. To make mathematical expression more compact it will be helpful to have the dictionary below. In the following expressions $\lambda, r \in \mathbb{R}^+, \sigma \in SO_n$, and $\vec{k}, \vec{P} \in \mathbb{R}^n$.

**Dictionary of vectors in $\mathbb{R}^n$**

1. $\vec{a}_{\vec{k}, \vec{P}, \lambda}(\vec{P}) = (1 + r \lambda) \vec{k} + r \lambda \vec{P}$
2. $\vec{v}_{\vec{k}, \vec{P}, \lambda}(\vec{P}) = \frac{\sigma + \lambda \vec{k}}{1 + \lambda} - \lambda \frac{\vec{v}_{\vec{k}, \vec{P}, \lambda}}{1 + \lambda} \vec{P}$
3. $\vec{v}_{\vec{k}, \vec{P}, \lambda}(\vec{P}) = \frac{\sigma(1 + \lambda) - \lambda r(\sigma - 1)}{1 + \lambda} \vec{k} - \lambda r \frac{\vec{v}_{\vec{k}, \vec{P}, \lambda}}{1 + \lambda} \vec{P}$
4. $\vec{d}_{\vec{k}, \lambda}(\vec{P}) = \frac{1}{1 + \lambda} \vec{k} - \frac{\lambda}{1 + \lambda} \vec{P}$

**Dictionary of matrices in $M_n(\mathbb{R})$**

1. $c_{1, \sigma, r, \lambda} = \frac{\sigma(1 + \lambda)}{\lambda \sigma r(\sigma - 1)}$
2. $c_{2, \sigma, r, \lambda} = \frac{-\lambda r (1 - \lambda)}{\sigma (1 + \lambda) - \lambda r (\sigma - 1)}$
3. $c_{3, \sigma, r, \lambda} = \frac{(1 + \lambda)(r + 1 - r)r}{\sigma (1 + \lambda) - \lambda r (\sigma - 1)}$

Now we will list some relations between the vectors. The significance of these relations will become apparent once we begin doing calculations.

**Relations**

R1. $\vec{k} + \vec{P} = \frac{1}{1 + \lambda} \vec{a}_{\vec{k}, r, \lambda}(\vec{P}) + \frac{1}{1 + \lambda} \vec{P}$

R2. $\vec{d}_{\vec{k}, \lambda}(\vec{P}) = c_{1, \sigma, r, \lambda} \vec{v}_{\vec{k}, \sigma, \lambda}(\vec{P}) - \lambda c_{3, \sigma, r, \lambda} \vec{P}$

R3. $\vec{k} + \vec{P} = c_{1, \sigma, r, \lambda} \vec{v}_{\vec{k}, \sigma, \lambda}(\vec{P}) + c_{2, \sigma, r, \lambda} \vec{P}$

In the proof of (4.2) the analysis is organized around the fact that certain expressions are bounded. In the limit $\lambda \to 0$, expressions of the type $\frac{1}{\lambda} S_\lambda(\cdot)$ will be a source of unboundedness, and $\rho$ and $G$ will have to be constrained in such a way as to compensate for this. The following expressions, defined for dimensions $n = 1, 3$, are uniformly bounded in $P, k \in \mathbb{R}$, $\sigma \in \{+, -\}$, $0 \leq r \leq 1$, and $0 \leq \lambda$:

$$E_1(\vec{P}, \vec{k}, r, \lambda) = \frac{(\delta_{n, 3} + |\vec{a}_{\vec{k}, \sigma, \lambda}(\vec{P})|^n - 1)}{1 + |\vec{P}|} \frac{1}{\lambda} \vec{S}_\lambda(|\vec{k}|), \quad (4.1)$$

$$E_2(\vec{P}, \vec{k}, \sigma, r, \lambda) = \frac{(\delta_{n, 3} + |\vec{v}_{\vec{k}, \sigma, \lambda}(\vec{P})|^n - 1)}{1 + |\vec{P}|} \frac{1}{\lambda} \vec{S}_\lambda(|\vec{d}_{\vec{k}, \lambda}(\vec{P})|), \quad (4.2)$$

$$E_3(\vec{P}, \vec{k}, \lambda) = \frac{(\delta_{n, 3} + |\vec{k}|^{n-2} - 1)}{1 + |\vec{P}|} \frac{1}{\lambda} \vec{S}_\lambda(|\vec{d}_{\vec{k}, \lambda}(\vec{P})|). \quad (4.3)$$

Their boundedness can be seen by using (R1) to rewrite $\vec{k}$ in terms of $\vec{a}_{\vec{k}, \sigma, \lambda}(\vec{P})$ and $\vec{P}$ for $E_1(\vec{P}, \vec{k}, r, \lambda)$, (R2) to write $\vec{d}_{\vec{k}, \lambda}(\vec{P})$ in terms of $\vec{v}_{\vec{k}, \sigma, \lambda}(\vec{P})$ and $\vec{P}$ for $E_2(\vec{P}, \vec{k}, \sigma, r, \lambda)$, and for $E_3(\vec{P}, \vec{k}, \lambda), \vec{d}_{\vec{k}, \lambda}(\vec{P})$ explicitly defined in terms of $\vec{k}$ and $\vec{P}$.

A second-order Taylor expansion of the scattering coefficients gives:
\[
S_{\lambda}(k) = -i\alpha \frac{\lambda}{k + i\frac{1}{2}\alpha \frac{\lambda}{1+\lambda}} \sim -\lambda(1 - \lambda) \frac{i\alpha}{k} - \frac{\lambda^2 \alpha^2}{2 k^2}
\]

Dim-2

\[
S_{\lambda}(k) = \frac{-i\pi}{\frac{1+\lambda}{\lambda}l^{-1} + \gamma + \ln\left(\frac{k}{2}\right) - i\frac{\pi}{2}} \sim -\lambda(1 - \lambda)i\pi l - i\lambda^2 l^2(\gamma + \ln\left(\frac{k}{2}\right)) - \frac{\lambda^2 \pi}{2}
\]

(4.4)

Dim-3

\[
S_{\lambda}(k) = \frac{-2ik}{\frac{1+\lambda}{\lambda}l^{-1} + ik} \sim -\lambda(1 - \lambda)2il - 2\lambda^2 l^2 k^2
\]

We can summarize the above expressions as

\[
S_{\lambda}(k) \sim -i\lambda(1 - \lambda) c_n k^{n-2} - \frac{\lambda^2}{2} c_n^2 k^{2(n-2)} - \delta_{n,2} i\lambda^2 l^2(\gamma + \ln\left(\frac{k}{2}\right)),
\]

where \( c_1 = \alpha \), \( c_2 = \pi l \), and \( c_3 = 2l \). We will use the following simple lemma.

**Lemma 4.1.** Let \( k, K \in \mathbb{R} \) and \( \vec{k}, \vec{K} \in \mathbb{R}^3 \).

1. We have the inequality

\[
\frac{1}{\sqrt{(k - \lambda K)^2 + \frac{\alpha^2}{4} \lambda^2}} \leq 2\sqrt{\frac{K^2 + \frac{\alpha^2}{4}}{\alpha |k|}} \leq \frac{2|K| + \alpha}{\alpha |k|},
\]

2. and for dimension one the scattering coefficient satisfies

\[
|S_{\lambda}\left(\frac{k - \lambda K}{1 + \lambda}\right)| \leq \lambda \frac{2|K| + \alpha}{|k|},
\]

3. and

\[
|S_{\lambda}\left(\frac{k - \lambda K}{1 + \lambda}\right) - \frac{-i\alpha \lambda}{|k|}| \leq \lambda^2 |K|^2 \frac{2|K| + \alpha}{|k|^2}.
\]

4. for dimension three, the scattering coefficient satisfies

\[
|S_{\lambda}\left(\frac{\vec{k} - \lambda \vec{K}}{1 + \lambda}\right) - (-2il\lambda |\vec{k}|)| \leq \lambda^2 \frac{4l}{(1 + \lambda)^2} (1 + l|\vec{k}|)(|\vec{k}| + |\vec{K}|).
\]

**Proof.** (1) follows by evaluating the critical points in \( \lambda \). (2) and (3) follow with an application of (1).
Define the following weighted trace norm \( \| \cdot \|_{wtn} \) for the density matrices on the single reservoir particle Hilbert space \( \rho \):

\[
\| \rho \|_{wtn} = \| \rho \|_1 + \sum_{\epsilon} \sum_{1 \leq i, j \leq n} \| |\vec{P}|^{n-2+\epsilon}[X_i, [X_j, \rho]]|_1
+ \sum_{\epsilon} \sum_{j=1}^n \| |\vec{P}|^{n-2+\epsilon}X_j \rho X_j \vec{P}|^{n-2+\epsilon}|_1 + \| |\vec{P}|^{2(2-n)} \rho |\vec{P}|^{2(2-n)}|_1, \tag{4.5}
\]

where the sums in \( \epsilon \) are over \( \{0, 1\} \) for dimension one and \( \{-1, 0, 1\} \) for dimension three. Notice the contrast between dimension \( n = 1 \) and \( n = 3 \) with respect to the weights applied in the norms for the absolute value of the momentum operators \( |\vec{P}| \). For \( n = 1 \), \( \| \rho \|_{wtn} \) will blow up if \( \rho \) has non-zero density of momenta near momentum zero, while for \( n = 3 \), \( \| \rho \|_{wtn} \) can blow up if the momentum density does not decay fast enough for large momenta. This difference in requirements for different dimensions can be seen also in the formulas \((1.3)\). The norm \( \| \rho \|_{wtn} \) is not really asymmetric with respect to operators multiplying from the left and the right when \( \rho \) is self-adjoint.

**Theorem 4.2.** Let \( \epsilon(G, \lambda) \) be defined as in \((1.4)\), then there exists a c s.t. for all density operators \( \rho \in B_1(L^2(\mathbb{R}^n)), G \in B(L^2(\mathbb{R}^n)) \), and \( 0 \leq \lambda \)

\[
\| \epsilon(G, \lambda) \| \leq c\lambda^3 \| \rho \|_{wtn} \| G \|_{wtn}. \tag{4.6}
\]

**Proof.** We will prove the result for density operators \( \rho \) with a twice continuously differentiable integral kernel \( \rho(\vec{k}_1, \vec{k}_2) \) in the momentum representation, and a spectral decomposition \( \rho = \sum_{j=1}^\infty \lambda_j |f_j\rangle \langle f_j| \) of vectors \( f_j(\vec{k}) \) that are continuously differentiable in the momentum representation. Since such \( \rho \) are dense with respect to the \( \| \cdot \|_{wtn} \), the result extends to all \( \rho \) with \( \| \rho \|_{wtn} < \infty \). By \((1.3)\), the \( V_1, V_2, \vec{A} \) operators and the map \( \varphi \) are well defined for all \( \rho \) with \( \| \rho \|_{wtn} < \infty \) and they vary continuously as a function of \( \rho \) with respect to the norm \( \| \cdot \|_{wtn} \).

Our challenge is to expand the expressions we found in Propositions 2.2 and 2.3 in \( \lambda \), until we reach our second-order Taylor expansion while making sure that we only throw away terms which are bounded as in \((4.6)\). We will organize our analysis using the expressions \((4.1), (4.2)\), and \((4.3)\), in conjunction with Propositions 3.1 and 3.3 to effectively transfer the conditions for the boundedness of the differences in our expansions to conditions on \( \rho \) and \( G \). Both of the expressions \((2.5)\) and \((2.6)\) have multiple sources of \( \lambda \) dependence. If we expand the expressions involving \( \rho \) and \( f_j \) first for \((2.5)\) and \((2.6)\) respectively, then the resulting expressions left to expand will be summable in the operator norm and thus not require the heavy preparation involved with the use of Propositions \(3.1\) and \(3.3\). Breaking \( \text{Tr}_2[\rho S_\lambda GS_\lambda] \) into parts and dividing by \( \lambda \) we just need bound the differences

\[
\frac{1}{\lambda} \text{Tr}_2[\rho A_\lambda^*]G - (iV_1 + i\lambda V_2 + i\frac{\lambda}{2} \{\vec{A}, \vec{P}\} - \frac{\lambda}{2} \varphi(I))G, \tag{4.7}
\]

\[
\frac{1}{\lambda} \text{Tr}_2[\rho A_\lambda^* GA] - \lambda \varphi(G), \tag{4.8}
\]

where there is a similar expression to \((4.7)\) for \( \frac{1}{\lambda} \text{Tr}_2[\rho A_\lambda] \). We begin with \((4.7)\), and will have to bound a sequence of intermediate differences. The main differences are the following:
\[
\left\| \frac{1}{\lambda} \text{Tr}_2[\rho \mathbf{A}^*] \mathbf{G} - \int_{\mathbb{R}^n} d\bar{k} \int_{SO_n} d\sigma \, \tau_{\bar{k}^{-}} \tau_{\bar{k}^{-}} \left( \rho(\bar{k}, \sigma \bar{k}) + \lambda(\bar{P} + \bar{k}) \nabla_T \rho(\bar{k}, \sigma \bar{k}) \right) \right\|_2 \left\| \frac{1}{\lambda} \mathbf{S}_\lambda(|\bar{k}|) \mathbf{G} \right\|,
\]

**Difference 2**

\[
\left\| \int_{\mathbb{R}^n} d\bar{k} \int_{SO_n} d\sigma \, \tau_{\bar{k}^{-}} \tau_{\bar{k}^{-}} \left( \rho(\bar{k}, \sigma \bar{k}) + \lambda(\bar{P} + \bar{k}) \nabla_T \rho(\bar{k}, \sigma \bar{k}) \right) \right\|_2 \left\| \left( \frac{1}{\lambda} \mathbf{S}_\lambda(|\bar{k}|) \right) - \left( (1 - \lambda)c_n |\bar{k}|^{2-n} + \frac{\lambda}{2} c_n^2 |\bar{k}|^{2(2-n)} \right) \right\|_2 \mathbf{G}.
\]

By the differentiability properties of the integral kernel \( \rho \),

\[
\rho(\bar{k} + \lambda(\bar{P} + \bar{k}), \sigma \bar{k} + \lambda(\bar{P} + \bar{k})) = \rho(\bar{k}, \sigma \bar{k}) + \lambda(\bar{P} + \bar{k}) \nabla_T \rho(\bar{k}, \sigma \bar{k}) + \lambda^2(\bar{P} + \bar{k}) \nabla_T^2 \rho(\bar{k} + \lambda(\bar{P} + \bar{k})r, \sigma \bar{k} + \lambda(\bar{P} + \bar{k})r),
\]

where \( \nabla_T^2 g(x, y) \) is 2 tensor of derivatives with

\[
(\nabla_T^2 g(x, y))_{(i,j)} = \lim_{h \to 0} \frac{(\nabla_T g)_i(x + he_j, y + he_j) - (\nabla_T g)_i(x, y)}{h}.
\]

The first difference can be rewritten as

\[
\lambda^2 \int_0^1 ds \int_0^s dr \int_{\mathbb{R}^n} d\bar{k} \int_{SO_n} d\sigma \, \tau_{\bar{k}^{-}} \tau_{\bar{k}^{-}} \left( 1 + |\bar{P}| \right) (\bar{P} + \bar{k}) \nabla_T^2 (\delta_{n,3} + |\bar{\mathbf{a}}_{\bar{k},r,\lambda}(\bar{P})|^n - 2)
\]

\[
\left\| \nabla_T^2 \rho(\bar{a}_{\bar{k},r,\lambda}(\bar{P}), \bar{a}_{\bar{k},r,\sigma,\lambda}(\bar{P}) + (\sigma - I)\bar{k})) \right\|_2 \left\| \left( 1 + r \lambda \sigma \right) (\bar{a}_{\bar{k},r,\lambda}(\bar{P}) \nabla_T^2 |\bar{k}|^n - 2) \right\|_2 \mathbf{G}.
\]

Using (R1) and expanding the tensor: \( (\bar{a}_{\bar{k},r,\lambda}(\bar{P}) \nabla_T^2) \) a single term has the form \( \bar{a}_{\bar{k},r,\lambda}(\bar{P}) \nabla_T^2 \). Note that the order of the tensors does not matter in this situation, since the whole vector is in an inner product with \( \nabla_T^2 \rho \), and partial derivatives commute. Now we apply Proposition 3.1 with a single term:

\[
\eta = (\delta_{n,3} + |\bar{k}|^{n-2} |\bar{k}|^m (\nabla_T^2 \rho)_{j,k},
\]

\[
q_{\bar{k},\sigma} = n_{\bar{k},\sigma} \eta(\bar{a}_{\bar{k},r,\lambda}(\bar{P}), \bar{a}_{\bar{k},r,\sigma,\lambda}(\bar{P}) + (\sigma - I)\bar{k}).
\]
Finally with (3.1) we get the bound \( \lambda^2 C \| (\delta_{n,3} + |\vec{P}|^{n-2})|\vec{P}|^m (\nabla^2_T \rho)_{j,k,\lambda} \|_1 \| |\vec{P}|^{2-m}(I + |\vec{P}|)G \|_1 \), for some constant \( C \). Note that \( \nabla_T \rho = i(\vec{X} \rho - \rho \vec{X}) \).

The second difference can be bounded for dimension-one using the inequality
\[
|\lambda \tilde{S}_\lambda(|\vec{k}|) - (i \alpha (1 - \lambda) \frac{|\lambda \alpha^2}{2|\vec{k}|^2}) \leq \frac{\lambda^2 \alpha^3}{|\vec{k}|^3},
\]
and for dimension three using the inequality
\[
|\lambda \tilde{S}_\lambda(|\vec{k}|) - (2i(1 - \lambda)|\vec{k}| - 2\lambda l|\vec{k}|^2) \leq 2\lambda^2 l^2|\vec{k}|^3.
\]

Finally, the last difference comes down to bounding the cross term:
\[
\| \int_{\mathbb{R}^n} dk \int_{SO_n} d\sigma \tau_{\vec{k}}^* \lambda(\vec{P} + \sigma \vec{k}) \nabla_T \rho(\vec{k}, \sigma \vec{k}) (\lambda^2 c_n |\vec{k}|^{n-2} + \lambda^2 c_n^2 |\vec{k}|^{2(n-2)}) G \|.
\]
The bound for the above term follows from (A.1) and that \( \int d\vec{k} \rho(\vec{k}, \vec{k})|\vec{k}|^{2(n-2)} = \| |\vec{P}|^{n-2} \rho |\vec{P}|^{n-2} \|_1 \).

The \( \frac{1}{\lambda} G \text{Tr}_2[\rho A_\lambda] \) is similarly analyzed so now we study (4.8). Again we have three main differences. There is a \( \lambda \) dependence in \( m_{j,k,\sigma,\lambda}, U_{\vec{k},\sigma,\lambda}, \) and \( S_\lambda(|\vec{d}_{\vec{k},\lambda}(\vec{P})|) \). It is most convenient to begin expanding \( m_{j,k,\sigma,\lambda} \) first.

**Difference 1**

\[
\frac{1}{\lambda} \text{Tr}_2[\rho A_\lambda^* GA_\lambda] - \sum_j \frac{1}{\lambda} \int_{\mathbb{R}^n} d\vec{k} \int_{SO_n \times SO_n} d\sigma_1 d\sigma_2 U_{\vec{k},\sigma_1,\lambda}^* \lambda(\vec{P} + \sigma_1 \vec{k}) \nabla_T \rho(\vec{k}, \sigma_1 \vec{k}) \det(I + \lambda \sigma_1)^{-\frac{1}{2}} f_j(\vec{k})
\]
\[
\tilde{S}_\lambda(|\vec{d}_{\vec{k},\lambda}(\vec{P})|) G S_\lambda(|\vec{d}_{\vec{k},\lambda}(\vec{P})|) f_j(\vec{k}) \det(I + \lambda \sigma_2)^{-\frac{1}{2}} U_{\vec{k},\sigma_2,\lambda}.
\]

**Difference 2**

\[
\| \sum_j \int_{\mathbb{R}^n} d\vec{k} \int_{SO_n \times SO_n} d\sigma_1 d\sigma_2 U_{\vec{k},\sigma_1,\lambda}^* f_j(\sigma_1 \vec{k}) \left[ \lambda^{-1} \det(I + \lambda \sigma_1)^{-\frac{1}{2}} S_\lambda(|\vec{d}_{\vec{k},\lambda}(\vec{P})|) G \right.
\]
\[
\left. S_\lambda(|\vec{d}_{\vec{k},\lambda}(\vec{P})|) \det(I + \lambda \sigma_2)^{-\frac{1}{2}} - c_n^2 |\vec{k}|^{2(n-2)} G \right] f_j(\sigma_2 \vec{k}) U_{\vec{k},\sigma_2,\lambda} \|.
\]

**Difference 3**

\[
\| \sum_j \lambda^2 c_n^2 \int_{\mathbb{R}^3} d\vec{k} |f_j(\sigma_1 \vec{k})|^2 |\vec{k}|^{2(n-2)} \int_{SO_n \times SO_n} d\sigma_1 d\sigma_2 (U_{\vec{k},\sigma_1,\lambda}^* G U_{\vec{k},\sigma_2,\lambda} - \tau_{\sigma_1 \vec{k}}^* \tau_{\sigma_1 \vec{k}}^* G \tau_{\sigma_2 \vec{k}} \tau_{\sigma_2 \vec{k}}) \|.
\]

Using the differentiability of \( f_j \)’s
\[
f_j(\sigma_1 \vec{k} - \lambda \frac{\sigma_1 - 1}{1 + \lambda} (\vec{k} + \vec{P})) = f_j(\sigma_1 \vec{k}) + \lambda(\frac{\sigma_1 - 1}{1 + \lambda})(\vec{k} + \vec{P}) \int_0^1 dr \nabla f_j(\sigma_1 \vec{k} + r \lambda(\frac{\sigma_1 - 1}{1 + \lambda})(\vec{k} + \vec{P})).
\]

(4.9)
The first difference

\[
\frac{1}{\lambda} \text{Tr}_2[\rho A_\lambda^* G A_\lambda] - \sum_j \int_{\mathbb{R}^n} d\vec{k} \int_{SO_n \times SO_n} d\sigma_1 d\sigma_2 U^*_{\vec{k},\sigma_1,\lambda} \det(1 + \lambda \sigma_1)^{-\frac{1}{2}} f_j(\vec{k})
\]

\[
\tilde{S}_\lambda(|\vec{d}_{\vec{k},\lambda}(\vec{P})|) \tilde{G} \tilde{S}_\lambda(|\vec{d}_{\vec{k},\lambda}(\vec{P})|) m_{j,k,\sigma_2,\lambda}(P) U_{\vec{k},\sigma_2,\lambda}
\]

is less than

\[
\lambda^2 c_n^2 \int_0^r dr \sum_j \int_{\mathbb{R}^n} d\vec{k} \int_{SO_n \times SO_n} d\sigma_1 d\sigma_2 U^*_{\vec{k},\sigma_1,\lambda} \det(1 + \lambda \sigma_1)^{-\frac{1}{2}}
\]

\[
\left( \frac{\sigma_1 - I}{I + \lambda} \right) (c_{\sigma_1, r, \lambda} \vec{v}_{\vec{k}, r, \sigma_1, \lambda}(\vec{P}) + c_{\sigma_1, r, \lambda} \vec{P})) \frac{\nabla f_j(\vec{v}_{\vec{k}, r, \lambda}(\vec{P}))}{(\delta_{n,3} + |\vec{v}_{\vec{k}, r, \sigma_1, \lambda}(\vec{P})|^2)^{-1}}
\]

\[
E_2(\vec{P}, \vec{k}, \sigma_1, r, \lambda)(1 + |\vec{P}|) G (1 + |\vec{P}|) E_2(\vec{P}, \vec{k}, \sigma_2, r, \lambda) \frac{m_{j,k,\sigma_2,\lambda}(\vec{P})}{(\delta_{n,3} + |\vec{v}_{\vec{k}, r, \sigma_2, \lambda}(\vec{P})|^2)^{-1}} U_{\vec{k},\sigma_2,\lambda}
\]

where we have rearranged to substitute in the \(E_2(\vec{P}, \vec{k}, \sigma, r, \lambda)\) expressions and used \(R3\) to rewrite \(\vec{k} + \vec{P}\). Two applications of Proposition 3.3 corresponding to \(c_{\sigma_1, r, \lambda} \vec{v}_{\vec{k}, r, \lambda}(\vec{P})\) and \(c_{\sigma_1, r, \lambda} \vec{P}\) will give us our bound. For the \(c_{\sigma_1, r, \lambda} \vec{v}_{\vec{k}, r, \lambda}(\vec{P})\) we use Proposition 3.3 with

\[
\eta_{j,1}(\vec{k}) = (\delta_{n,3} + |\vec{k}|^{-2}) |\vec{k}| \nabla f_j(\vec{k}),
\]

\[
n_{j,1,\sigma_1}(\vec{P}) = \det(I + \lambda \sigma_1)^{-\frac{1}{2}} E_2(\vec{P}, \vec{k}, \sigma_1, r, \lambda) c_{\sigma_1, r, \lambda} \frac{\nabla f_j(\vec{k})}{|\vec{v}_{\vec{k}, r, \lambda}(\vec{P})|},
\]

\[
h_{j,k,\sigma_1} = n_{j,1,\sigma_1}(\vec{k}),
\]

\[
\eta_{j,2}(\vec{k}) = (\delta_{n,3} + |\vec{k}|^{-2}) f_j(\vec{k}),
\]

\[
n_{j,k,\sigma_2}(\vec{P}) = \det(I + \lambda \sigma_2)^{-\frac{1}{2}} E_2(\vec{P}, \vec{k}, \sigma_2, r, \lambda),
\]

\[
g_{j,k,\sigma_2} = n_{j,k,\sigma_2}(\vec{k}),
\]

Hence the term is bounded by a constant multiple of

\[
\lambda^2 \left( \sum_j \|1 + |\vec{P}| - 2\|X_j \rho X_j(\delta_{n,3} + |\vec{P}|^{n-2})|\vec{P}||_1 + \|X_j \rho X_j(\delta_{n,3} + |\vec{P}|^{n-2})|\vec{P}||_1 + \|X_j \rho X_j(\delta_{n,3} + |\vec{P}|^{n-2})|\vec{P}||_1 \right) G (1 + |\vec{P}|). 
\]

The \(c_{\sigma_1, r, \lambda} P\) term is bounded by a constant multiple of

\[
\lambda^2 \left( \sum_j \|X_j \rho X_j(\delta_{n,3} + |\vec{P}|^{n-2})|\vec{P}||_1 + \|X_j \rho X_j(\delta_{n,3} + |\vec{P}|^{n-2})|\vec{P}||_1 \right) G (1 + |\vec{P}|). 
\]

The next intermediary difference has the form:

\[
\| \sum_j \int_{\mathbb{R}^n} dk \int_{SO_n \times SO_n} d\sigma_1 d\sigma_2 U^*_{\vec{k},\sigma_1,\lambda} \det(1 + \lambda \sigma_1)^{-\frac{1}{2}} f_j(\vec{k}) \tilde{S}_\lambda(|\vec{d}_{\vec{k},\lambda}(\vec{P})|)
\]

\[
G (f(\vec{v}_{\vec{k},\sigma_2,\lambda}(\vec{P}))) S_\lambda(|\vec{d}_{\vec{k},\lambda}(\vec{P})|) \det(1 + \lambda \sigma_2)^{-\frac{1}{2}} U_{\vec{k},\sigma_1,\lambda}
\]
Expanding \( f(\vec{v},\sigma,\lambda(\vec{P})) \) as in (4.9), we can apply a similar analysis to the above, except that for the left-hand side we organize around \( E_3(\vec{P},\vec{k},\lambda) \) rather than \( E_3(\vec{P},\vec{k},\sigma,r,\lambda) \).

Due to \( \bar{f}_j(\sigma_1\vec{k}) f_j(\sigma_2\vec{k}) \), the second difference is summable, and we do not need to prepare any more applications of Proposition 3.3. We begin by bounding

\[
\left\| \sum_j \lambda f \frac{e_2}{n} \int_{\mathbb{R}^n} d\vec{k} \int_{SO_n \times SO_n} d\sigma_1 d\sigma_2 U_{k,\sigma_1,\lambda}^* \det(1 + \lambda \sigma_1)^{-\frac{1}{2}} \frac{f_j(\sigma_1 \vec{k})}{|\vec{k}|^{2-n}} S_\lambda(|d_{\vec{k},\lambda}^*(\vec{P})|) G \right\|
\]

\[
\left\| \frac{|\vec{k}|^{2-n}}{\lambda c_n} S_\lambda(|d_{\vec{k},\lambda}^*(\vec{P})|) \right\|
\]

We observe the inequality

\[
\left\| \left( \frac{|\vec{k}|^{2-n}}{\lambda c_n} S_\lambda(|d_{\vec{k},\lambda}^*(\vec{P})|) - G \right) \right\| \leq \frac{1}{c_n} \left\| \left( \frac{|\vec{k}|^{2-n}}{\lambda c_n} S_\lambda(|d_{\vec{k},\lambda}^*(\vec{P})|) - i) G(|\vec{P}| + I) E_3(\vec{P},\vec{k},\lambda) \right\|
\]

\[
+ \left\| G\left( \left( \frac{|\vec{k}|^{2-n}}{\lambda c_n} S_\lambda(|d_{\vec{k},\lambda}^*(\vec{P})|) + i \right) \right) \right\|.
\]

By (3) and (4) of (4.11), the right-hand side is bounded by a sum of terms proportional to \( \lambda |\vec{k}|^{r(n-2)} ||\vec{P}|^{\epsilon_1} G(I + |\vec{P}|)^{\epsilon_2} || \) for \( r = 0, 1, 2, \epsilon_1, \epsilon_2 = 0, 1 \). Bounding the above integral is then routine and requires that \( ||\vec{P}|^{2(n-2)} \rho |\vec{P}|^{2(n-2)} ||_1 \). The last thing to do for the second difference is expanding \( \det(1 + \lambda \sigma_1)^{-\frac{1}{2}} \) and \( |\det(1 + \lambda \sigma_2)|^{-\frac{1}{2}} \), which does not pose much difficulty.

For the third difference, we will need to work with the \( D_{1+\lambda}^{1+\lambda} \) term.

\[
\left\| U_{k,\sigma_1,\lambda} U_{k,\sigma_2,\lambda} - c_{1,\vec{k}} G \left( \begin{array}{c} \tau_1^* \tau_2 \end{array} \right) \left( \begin{array}{c} \tau_1^* \tau_2 \end{array} \right) \right\| \leq \left\| \left( D_{1+\lambda}^{1+\lambda} \right) - I \right\| G + \left\| G \left( D_{1+\lambda}^{1+\lambda} \right) - I \right\|
\]

since \( U_{k,\sigma_2,\lambda} \), \( \tau_1 \), and \( \tau_2 \) are unitary and \( \left( D_{1+\lambda}^{1+\lambda} \right) = \left( D_{1+\lambda}^{1+\lambda} \right) = \left( D_{1+\lambda}^{1+\lambda} \right) = \left( D_{1+\lambda}^{1+\lambda} \right) \) satisfies the integral relation

\[
D_{1+\lambda}^{1+\lambda} = I + \int_0^\lambda ds \left\{ \frac{d}{ds} \log \left( \frac{1 + s \sigma}{1 + s} \right) \right\} \sum_{i,j} \left( D_{1+\lambda}^{1+\lambda} \right) P_i X_j G.
\]

The third difference is then bounded by a fixed constant multiple of \( \lambda^2 ||\vec{P}|^{n-2} \rho |\vec{P}|^{n-2} ||_1 \sum_j ||\vec{P}| X_j G || \).

\[\square\]

**Appendix**

A Hilbert spaces and operator inequalities

**Lemma A.1.** Let \( \eta \) be a trace class operator on \( \mathbb{R}^n \) with continuous integral kernel \( \eta(\vec{k}_1,\vec{k}_2) \), \( A, A' \in GL_n(\mathbb{R}), \) and \( \vec{a}, \vec{a}' \in \mathbb{R}^n \), then

\[
\int_{\mathbb{R}^n} d\vec{x} |\eta(A\vec{x} + \vec{a}, A'\vec{x} + \vec{a}')| \leq \frac{1}{2} \left( \frac{1}{|\det(A)|} + \frac{1}{|\det(A')|} \right) ||\eta||_1.
\]
Proof. Let $\rho = \sum_j \lambda_j |f_j\rangle \langle g_j|$, then we have
\[
\int_{\mathbb{R}^n} d\vec{x} |\rho(A\vec{x} + \vec{a}, A'\vec{x} + \vec{a}')| = \int_{\mathbb{R}^n} d\vec{x} \left| \sum_j \lambda_j f_j(A\vec{x} + \vec{a}) \bar{g}_j(A'\vec{x} + \vec{a}') \right|
\leq \frac{1}{2} \left( \frac{1}{|\det(A)|} + \frac{1}{|\det(A')|} \right) \|\rho\|_1, \quad (A.1)
\]
where the inequality follows from $2ab \leq a^2 + b^2$ for $a, b \in \mathbb{R}^+$ and completing the integration. The equality on the left-hand side of (A.1) is formal for a general integral kernel $\rho(k_1, k_2)$ which is defined only a.e. with respect to joint integration over $k_1, k_2$, but with our continuity condition it is well defined.

\[ \square \]

**Proposition A.2.** For $n \in \mathbb{N}$, let $A_n \in B(\mathcal{H})$ for a Hilbert space $\mathcal{H}$ and
\[
\frac{1}{2} \sum_n |A_n| + |A_n^*|
\]
be weakly convergent to a bounded operator with norm $c$. Then $\sum_n A_n$ is strongly convergent to a bounded operator $X$ with $\|X\| \leq c$.

**Proof.** Let $g \in \mathcal{H}$ and with the polar decomposition $A_n = U_n |A_n|$, then taking a tail sum
\[
\| \sum_N^\infty A_n g \|_2 = \sup_{\|h\|_2=1} \langle h | \sum_N^\infty U_n |A_n| \frac{1}{2} |A_n| g \rangle 
\leq \sup_{\|h\|_2=1} \sum_N^\infty \| |A_n| \frac{1}{2} U_n h \|_2 \| |A_n| \frac{1}{2} g \|_2 
\leq \sup_{\|h\|_2=1} \left( \sum_N^\infty \langle h | A_n^* h \rangle \right)^{\frac{1}{2}} \left( \sum_N^\infty \langle g | A_n |g\rangle \right)^{\frac{1}{2}},
\]
where the first and second inequalities follow by two different applications of the Cauchy-Schwartz inequality. The right-hand side then tends to zero for large $N$ by our assumptions on the series $\sum |A_n|$ and $\sum |A_n^*|$. The operator norm bound can be seen from the same calculation with a sum over all $n$ rather than a tail.

\[ \square \]

**Proposition A.3.** Let $A_n, B_n$ for $n \in \mathbb{N}$ be elements in $B(\mathcal{H})$ for a Hilbert space $\mathcal{H}$ such that $\sum_n A_n^* A_n$ and $\sum_n B_n^* B_n$ converge weakly to bounded operators with norms less than $c$, then the sum
\[
\varphi(G) = \sum_n A_n^* G B_n
\]
is strongly convergent to an operator with norm less than or equal to $c \|G\|$.

The proof follows a similar pattern to that of Proposition A.2.

## B  Norm bounds for $V_1$, $V_2$, $\tilde{A}$ and $\varphi$

The following lemma shows that the limiting expressions vary continuously with respect to the density operator $\rho$ in the $\|\cdot\|_{wtw}$ topology. It allows the limiting expression to be defined for all $\rho$ with $\|\rho\|_{wtw} < \infty$ without the additional assumption that the integral kernel of $\rho$ in the momentum representation in continuously differentiable. A somewhat weaker norm than $\|\cdot\|_{wtw}$ would suffice.
Lemma B.1. Let $V_1$, $V_2$, $\vec{A}$, and $\varphi$ be defined as in $(1.5)-(1.8)$ for a $\rho \in B_1(\mathbb{R}^n)$, $\rho \geq 0$, with continuously differentiable integral kernel in the momentum representation, then there is a constant $c > 0$ such that for all $\rho$ and $j$

$$\|V_1\|, \|V_2\|, \|\vec{A}\|, \|[P_j, A_j]\|, \|\varphi\| \leq c\|\rho\|_{\text{wtn}}.$$ 

Proof. By an argument similar to (A.1)

$$\|V_1\| \leq c_n \|\vec{P}\| \|\rho\|_1, \quad \|\vec{A}\| \leq c_n \sum_j \|\vec{P}^{n-2} X_j \rho\|_1, \quad \|\varphi\| \leq c_n^2 \|\vec{P}^{n-2} \rho \vec{P}^{n-2}\|_1,$$

$$\|V_2\| \leq c_n \sum_j \|\{P_j|\vec{P}^{n-1}, [X_j, \rho]\}\|_1, \quad \|[P_j, A_j]\| \leq c_n \|[P_j|\vec{P}^{n-2}, [X_j, \rho]\|_1,$$

where we have used that $\|\varphi\| = \|\varphi(I)\|$ since $\varphi$ is a positive map. By $\rho$ being self-adjoint, we have inequalities such as

$$\|P_j|\vec{P}^{n-2} \rho X_j\|_1 \leq \frac{1}{2} (\|X_j \rho X_j\|_1 + \|P_j|\vec{P}^{n-2} \rho \vec{P}^{n-2} P_j\|_1),$$

and then that $P_j \leq |\vec{P}|$. Finally, since $\rho$ is positive $\int_{\mathbb{R}^n} d\vec{k} \rho(\vec{k}, \vec{k}) |\vec{k}|^{2s} = \|\vec{P}^s \rho |\vec{P}^s\|_1$, and inequalities of the form

$$\|P^r \rho |\vec{P}^r\|_1 \leq \|\rho\|_1 + \|[\vec{P}^s \rho |\vec{P}^s]\|_1$$

follow, where $r, s$ have the same sign and $|r| \leq |s|$. Hence $\|\rho\|_{\text{wtn}}$ bounds the expressions for $V_1$, $V_2$, $\vec{A}$, $[P_j, A_j]$ and $\varphi$.
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