Global $\Lambda$-hyperon polarization in Au+Au collisions at $\sqrt{s_{NN}} = 3$ GeV
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Global hyperon polarization, \( \overline{P}_H \), in \( \text{Au+Au} \) collisions over a large range of collision energy, \( \sqrt{s_{\text{NN}}} \), was recently measured and successfully reproduced by hydrodynamic and transport models with intense fluid vorticity of the quark-gluon plasma. While naive extrapolation of data trends suggests a large \( \overline{P}_H \) as the collision energy is reduced, the behavior of \( \overline{P}_H \) at small \( \sqrt{s_{\text{NN}}} < 7.7 \) GeV is unknown. Operating the STAR experiment in fixed-target mode, we measured the polarization of \( \Lambda \) hyperons along the direction of global angular momentum in \( \text{Au+Au} \) collisions at \( \sqrt{s_{\text{NN}}} = 3 \) GeV. The observation of substantial polarization of \( 4\sqrt{s_{\text{NN}}} \) λ hyperons along the direction of global angular momentum in Au+Au collisions at \( \sqrt{s_{\text{NN}}} = 3 \) GeV.

Collisions between heavy nuclei at the highest energies at the Relativistic Heavy Ion Collider (RHIC) and the Large Hadron Collider (LHC) produce the quark-gluon plasma (QGP), a strongly interacting system characterized by colored degrees of freedom\(^1\). Viscous relativistic hydrodynamics is one of the most powerful tools to understand this system theoretically\(^2\); it is the dynamical heart of the “standard model of the Little Bang”\(^3\). Systematic comparisons of data and the hydrodynamic response to anisotropies in the initial state have yielded considerable insight on transport coefficients and the equation of state of the QGP\(^4\). Recently, considerable experimental and theoretical efforts have focused on the polarization of particles emitted from the fluid\(^5\)—mostly \( \Lambda \) hyperons\(^6\)\(^-\)\(^11\) and, very recently, multi-strange hyperons\(^12\)—which probe the local vorticity of the fluid.

Hydrodynamic\(^5\) and transport\(^13\)\(^-\)\(^14\) simulations each reproduce rather well the measured “global” polarization, the component directed along the total angular momentum of the collision, \( J \). In most hydrodynamic calculations, particle properties (e.g., momentum and flavor) are derived from fluid properties (e.g., stress-energy tensor and chemical potentials) through the Cooper-Frye ansatz\(^4\), which assumes equilibrium at the point of hadronization. This formalism has been generalized\(^15\) to calculate particle polarization directly from the thermal vorticity\(^5\) of the fluid. Equilibration of orbital angular momentum and spin degrees of freedom is assumed, though spin relaxation times are not fully understood\(^16\). In transport simulations, the vorticity is calculated from the particles in small cells, and polarization is extracted through the generalized Cooper-Frye formalism discussed above.

The first measurement of \( \overline{P}_H \) by the STAR Collaboration at \( \sqrt{s_{\text{NN}}} = 62.4 \) and 200 GeV was consistent with zero\(^9\); however, subsequent measurements across a range of lower collision energies \( 7.7 \leq \sqrt{s_{\text{NN}}} \leq 39 \) GeV and with higher statistics at \( \sqrt{s_{\text{NN}}} = 200 \) GeV by the STAR Collaboration showed statistically significant \( \overline{P}_H > 0 \)\(^10\)\(^-\)\(^17\). Together with high-statistics measurements at \( \sqrt{s_{\text{NN}}} = 2.76 \) and 5.02 TeV by the ALICE Collaboration showing \( \overline{P}_H \) consistent with zero, these measurements demonstrated a rising \( \overline{P}_H \) with decreasing \( \sqrt{s_{\text{NN}}} \)\(^10\)\(^-\)\(^11\)\(^-\)\(^17\).

While a simple extrapolation of this trend would suggest that \( \overline{P}_H \) continues to rise as \( \sqrt{s_{\text{NN}}} \) decreases, we expect vanishing \( \overline{P}_H \) at \( \sqrt{s_{\text{NN}}} = 2m_N \) due to the lack of system angular momentum\(^18\). A peak \( \overline{P}_H \) therefore likely exists in the region \( 2m_N \approx 1.9 < \sqrt{s_{\text{NN}}} < 7.7 \) GeV; recent model calculations predict this peak in the vicinity of \( \sqrt{s_{\text{NN}}} \approx 3 \) GeV\(^18\)\(^-\)\(^20\). Furthermore, these calculations, which at \( \sqrt{s_{\text{NN}}} \geq 7.7 \) GeV agree fairly well with each other and with other higher-\( \sqrt{s_{\text{NN}}} \) calculations\(^13\)\(^-\)\(^14\)\(^-\)\(^15\)\(^-\)\(^19\)\(^-\)\(^21\)\(^-\)\(^22\), diverge for \( \sqrt{s_{\text{NN}} < 7.7 \) GeV. Measurements of \( \overline{P}_H \) at \( \sqrt{s_{\text{NN}} < 7.7 \) GeV will provide constraints on which sets of assumptions are valid at such small \( \sqrt{s_{\text{NN}}} \).

As in previous studies, \( \overline{P}_H \) represents the spin polarizations of \( \Lambda \) and \( \bar{\Lambda} \) hyperons, \( \overline{P}_\Lambda \) and \( \overline{P}_{\bar{\Lambda}} \); however, \( \Lambda \)-hyperon yields at \( \sqrt{s_{\text{NN}} = 3 \) GeV are insufficient for a meaningful study of \( \overline{P}_{\bar{\Lambda}} \) and we therefore refer directly to \( \overline{P}_\Lambda \). We report in this work our observation of nonzero \( \overline{P}_\Lambda \), with a statistical significance of nearly 6\( \sigma \). This observation raises important questions: What is the spin equilibrium timescale, and how does it compare to the thermal equilibration timescale? How viscous is the region of nuclei overlap? Our observation of significant, nonzero global \( \overline{P}_\Lambda \) at \( \sqrt{s_{\text{NN}} = 3 \) GeV is the largest \( \overline{P}_\Lambda \) yet observed and the lowest energy at which \( \overline{P}_\Lambda \) has been measured.

The dataset discussed in this work was collected in 2018 by the STAR experiment\(^24\). The STAR detector configuration features the cylindrical geometry characteristic of collider experiments. In order to explore various regions of the QCD phase diagram, RHIC has undertaken a multiyear Beam Energy Scan\(^24\) program, extending observations to lower energies. While the maximum energy of a gold beam in the RHIC ring is 100 GeV per nucleon, the facility is remarkably flexible and beams with energy as low as 3.85 GeV per nucleon can be maintained for reasonable times; thus, the lowest energy measured in beam-on-beam collisions is \( \sqrt{s_{\text{NN}} = 7.7 \) GeV. However, operating the facility and experiment in fixed-target mode, in which the beam collides with a foil target inside the beam pipe positioned 200 cm away from the center of the Time Projection Chamber (TPC), produces collisions at energies as low as \( \sqrt{s_{\text{NN}} = 3 \) GeV. See Ref.\(^25\) for details of the STAR fixed-target configuration.

Charged-particle tracks in the pseudorapidity range \(-2 \lesssim \eta \lesssim 0 \) are measured in the TPC\(^26\). For \(-1.5 \lesssim \eta \lesssim 0 \), additional identification is performed.

* Deceased
by time-of-flight measurements in the Barrel Time-of-Flight (BTOF) detector \cite{27, 28}. At $\eta < -2.55$, charged particles are registered in the Event Plane Detector (EPD) \cite{29}. Pseudorapidity is reported in the laboratory frame while rapidity, $y$, is reported in the collision center-of-momentum frame, boosted by the beam rapidity, $y_{beam} = 1.045$. After basic offline selections to ensure that the reconstructed collision occurred in the target foil, $253 \times 10^6$ events were available for this analysis.

The centrality of an event, which describes the degree to which the colliding nuclei overlap, was estimated based on the number of “primary” tracks, which are mainly determined by checking if a track’s helical path comes within 3 cm of the primary vertex. Fitting this multiplicity distribution to a Monte Carlo Glauber model \cite{30} calculated a measure of the centrality and an estimate of the trigger efficiency. Details of the Glauber calculation provided a measure of the centrality and an estimate distribution to a Monte Carlo Glauber model \cite{30}.

Charged particles with $-2.84 < \eta < -2.55$, measured in the outer four rings of the EPD, are used to determine $\Psi$, \cite{29}, and the three-subevent method \cite{34} is used to measure $R^{(1)}_{EPD}$. The two reference subevents used in this method use particles measured at $-0.5 < \eta < -0.4$ and $-0.2 < \eta < -0.1$ in the TPC. In this analysis, the event-plane resolution $R^{(1)}_{EPD} \approx 40\%$ for 20–50% central collisions. Because the STAR magnetic field along $z$ causes charged particles to curve and also because produced particles are disproportionately positive as $\sqrt{\sigma_{NN}}$ becomes smaller, $\Psi$ as measured by the EPD is twisted by an angle $\Delta \Psi_{1,EPD}$. $\Delta \Psi_{1,EPD}$ can be calculated by correlating $\Psi_{1,EPD}$ with $\Psi_{1,TPC}$, as the TPC is able to trace tracks to the collision point and therefore does not suffer this rotation effect; $\Delta \Psi_{1,EPD} = 0.063 \pm 0.011$ by which we correct $\Psi_{1,EPD}$.

A fraction of $[p, \pi^-]$ pairs that enter our analysis will not arise from true hyperons, but will instead originate from combinatorial background. To statistically extract the true polarization signal from the false background signal, we used the invariant-mass method \cite{17, 33, 36}, in which the observed $\langle \sin (\Psi_1 - \phi^*_p) \rangle$ is measured as a function of invariant mass and written as a sum of signal and background contributions:

$$\langle \sin (\Psi_1 - \phi^*_p) \rangle_{\text{obs}} (m_{\text{inv}}) = f_{bg} (m_{\text{inv}}) \langle \sin (\Psi_1 - \phi^*_p) \rangle_{bg} + (1 - f_{bg} (m_{\text{inv}})) \langle \sin (\Psi_1 - \phi^*_p) \rangle_{\text{sig}}.$$ (2)

Here, $\langle \sin (\Psi_1 - \phi^*_p) \rangle_{\text{sig}}$ is the average $\Lambda$-hyperon polarization, while the term $\langle \sin (\Psi_1 - \phi^*_p) \rangle_{bg}$ is the false polarization of the combinatoric background. The combinatoric fraction $f_{bg} (m_{\text{inv}})$ is extracted through fits to the $m_{\text{inv}}$ distribution.

The direction of the STAR magnetic field, $\vec{B}_{\text{STAR}}$, which is aligned with the direction of the beam momentum ($-z$) in the laboratory frame, drives charged particles to follow helical paths and breaks a right-left symmetry in the $\Lambda$-hyperon decay. Consider a “right” and a “left” class of decays. A “right” decay is one in which the proton decays to the right side of the $\Lambda$ hyperon as viewed along $-z$, or equivalently when $\vec{p}_A \times \vec{p}_p > 0$. A “left” decay simply flips the sign of $\vec{p}_p$. Due to their helical paths, the tracks of daughters from “left” decays diverge while those from “right” decays cross paths in the transverse plane. STAR’s $\Lambda$-hyperon reconstruction efficiency, resolution, and purity therefore depend on $(\vec{p}_A \times \vec{p}_p) \cdot \vec{B}_{\text{STAR}}$, leading to the differences in the invariant-mass spectra shown in Fig. \cite{1}.

Directed flow, $v_1$, modulates the yield of $\Lambda$ hyperons as $\sim (1 + v_1 \cos (\phi_A - \Psi_1))$ \cite{37} and in fixed-target mode.
our acceptance is greater for \( y > 0 \) than for \( y < 0 \); there is therefore a net directed flow when integrating over all \( \Lambda \) hyperons such that \( \phi_\Lambda \) is positive when correlated with \( \Psi_1 \).

Recall the polarization correlator, \( \langle \sin(\Psi_1 - \phi_\Lambda^*) \rangle \), from Eq. (2): because of the net, flow-driven correlation between \( \phi_\Lambda \) and \( \Psi_1 \), the aforementioned “right” (“left”) decay will correspond to \( \langle \sin(\Psi_1 - \phi_\Lambda^*) \rangle > 0 (< 0) \). Since “left” decays also have a wider \( m_{\text{inv}} \) distribution, they dominate the sides of the net \( m_{\text{inv}} \) distribution while “right” decays dominate the center. The observed net polarization correlation term from Eq. (2) is therefore sharply peaked and positive for \( m_{\text{inv}} \approx m_{\Lambda, \text{PDG}} \), and becomes negative as \( |m_{\text{inv}} - m_{\Lambda, \text{PDG}}| \) becomes larger, and therefore does not follow the form of the observed net \( f^{\text{sig}} (m_{\text{inv}}) \). For this reason, we generalize the invariant-mass method by performing the method separately for narrow bins in \( \phi_\Lambda - \phi_\Lambda^* \).

By expanding the correlator \( \langle \sin(\Psi_1 - \phi_\Lambda^*) \rangle \) and taking advantage of the fact that \( \langle \sin(\Psi_1 - \phi_\Lambda) \rangle = 0 \) through symmetry, each bin in \( \phi_\Lambda - \phi_\Lambda^* \) has a contribution to \( \langle \sin(\Psi_1 - \phi_\Lambda^*) \rangle \) proportional to \( \langle \sin(\phi_\Lambda - \phi_\Lambda^*) \rangle \). Across all bins in \( \phi_\Lambda - \phi_\Lambda^* \) the net, flow-driven correlation between \( \phi_\Lambda \) and \( \Psi_1 \) present in our data, therefore generates a sinusoidal component in Eq. (1) unrelated to global polarization, so that

\[
8 \pi \alpha_\Lambda \frac{1}{R_{\text{EP}}^{(1)}} \langle \sin(\Psi_1 - \phi_\Lambda^*) \rangle^{\text{sig}} = \mathcal{P}_\Lambda + c \sin(\phi_\Lambda - \phi_\Lambda^*), \tag{3}
\]

where the coefficient \( c \) depends on \( v_1 \). Figure 2 shows the signal polarizations extracted using Eq. (2) across small bins in \( \phi_\Lambda - \phi_\Lambda^* \) and fitted according to Eq. (3). The vertical shift corresponds to \( \mathcal{P}_\Lambda \); this procedure removes any contributions from potentially nonzero polarization in the production plane, spanned by \( \vec{p}_\Lambda \times \vec{p}_\text{beam} \), as seen in Refs. [38, 39]. This procedure is performed separately for \( y_\Lambda > 0 \) and \( y_\Lambda < 0 \), and the weighted average is extracted. We performed detailed simulations of the STAR acceptance and tracking reconstruction to verify the above procedure to extract \( \mathcal{P}_\Lambda \). Previous analyses [9–11, 17] have focused on particles measured near mid-rapidity (\( |y| < 1 \)) and at higher collision energies, where directed flow [34] is small; as well, the \( \Lambda \)-hyperon acceptance is symmetric in \( y \) in collider mode. The azimuthal dependencies discussed above were therefore not an issue.

Finite detector acceptance and efficiency necessitate two additional corrections on the measured polarization. Equation (1) assumes that the efficiency to measure daughter protons is independent of \( \vec{p}_\Lambda^* \), the daughter momentum direction in the hyperon rest frame. However, rapidity cuts and efficiencies introduce a weak dependence on \( \vec{p}_\Lambda^* \), leading to a correction factor \( \frac{2}{3} \sin \theta^*_\Lambda \), which depends on \( p_T, y, \) and centrality and is \( \mathcal{O}(1\%) \). Similarly, the \( \Lambda \)-hyperon detection efficiency, \( \varepsilon (y, p_T) \), depends on \( \vec{p}_\Lambda \).

A suite of tests was performed to search for unexpected systematic effects [11]. This included analyzing collisions measured at different times during the experiment, checking both time of day and day of the week; restricting the analysis to various regions of \( \phi_\Lambda \) in the laboratory system; separately analyzing collisions recorded when the collision rate was high or low, or with high or low experimental background rates; changing the \( \Lambda \)-finding algorithm; changing the numerous fit parameters in the invariant-mass method; changing the width in \( \eta \) of the subevent used for \( \Psi_1 \) calculation; and changing
the set of topological cuts used to identify $\Lambda$ hyperons. Contributions to systematic uncertainty originate in the uncertainties on our measurements of the corrections. These contributions include a 2% systematic uncertainty is associated with the uncertainty \( \delta \alpha \) on $\alpha_L$; $a < 1%$ statistical uncertainty on $\varepsilon(y, p_T)$ corresponding to the statistical precision of the Monte Carlo simulations; $a < 1%$ statistical uncertainty on $\frac{1}{2} \sin \vec{\mathbf{\omega}}_F$; $a < 1%$ uncertainty on $\Delta \Psi_{1,\text{EPD}}$; $a < 1%$ statistical uncertainty on $R_{\text{EPD}}^{(1)}$; and $a < 1%$ uncertainty arising from the assumptions made about the background polarization’s dependence on $m_{\text{inv}}$ when applying Eq. (2). These systematic uncertainties are added in quadrature to get the full systematic uncertainty.

Figure 3 shows the global polarization at mid-rapidity, alongside previous measurements whose data points have been scaled according to the updated decay parameter $\alpha_L = 0.732$ [31]. The polarization of $\overline{P}_\Lambda = 4.91 \pm 0.81(\text{stat.}) \pm 0.15(\text{syst.})\%$, reported in this paper, is the largest global $\Lambda$-hyperon polarization yet observed. We find that the steady increase of $\overline{P}_\Lambda$ with decreasing $\sqrt{s_{\text{NN}}}$ continues almost to the $\Lambda$-hyperon production threshold.

Nevertheless, this trend has been reproduced by hydrodynamic and transport calculations [5, 13, 14, 21] above $\sqrt{s_{\text{NN}}} = 7.7$ GeV. Vorticity from the three-fluid hydrodynamics (3FD) [40] as well as partonic-transport (AMPT) [20] calculations have been extended to the lowest energies, as shown in Fig. 3. For the hydrodynamic 3FD calculation, $\mathbf{\omega}_h$ is calculated directly from the local flow and temperature distributions. In the AMPT calculations, the thermal vorticity is calculated in coarse-grained “cells” from particle ensembles [14].

Polarizations predicted by 3FD calculations depend on the range of hydrodynamic rapidity $y_h \equiv \ln\left((u_0 + u_z)/(u_0 - u_z)\right)$ of the fluid contributing to the $\Lambda$ hyperons [42]. The shaded band representing the 3FD model in Fig. 3 corresponds to varying the selection between $|y_h| < 0.35$ and $|y_h| < 0.6$. Calculations were performed using one equation of state in which the deconfinement transition is characterized as first order and using another assuming a crossover transition; the resulting difference in polarization between these two methods is much smaller than the width of the band.

We find that, while the central value of the 3FD calculation [10] overshoots the measurement at $\sqrt{s_{\text{NN}}} = 3$ GeV by ~ 30%, the prediction and our measurement roughly agree within uncertainties. The partonic-transport calculation [20], which reproduces the measurements quite well at $\sqrt{s_{\text{NN}}} \geq 7.7$ GeV, dramatically underestimates $\overline{P}_\Lambda$ at $\sqrt{s_{\text{NN}}} = 3$ GeV; the model was tuned for very low collision energy and therefore differs from previous calculations using the same model at larger $\sqrt{s_{\text{NN}}}$ [31, 43, 44]. The difference between the predictions made using the 3FD and AMPT models becomes larger at low collision energy and suggests that the polarization is strongly dependent on the state of the system. We
observe rough agreement with the calculations made using the 3FD model, which may imply that the system evolves hydrodynamically even at low collision energies. At a more general level than $\sim 1\sigma$ discrepancies, the observation of large polarization demonstrates that the hadron gas supports enormous vorticity at low collision energies.

As seen in Fig. 1, we observe larger hyperon polarization for more peripheral collisions, consistent with the increased global angular momentum in the system\textsuperscript{15}. This expectation is borne out by the 3FD calculations as well as the partonic-transport calculations, though the overall scale of the latter is much lower than the data. A similar dependence of $\bar{P}_H$ was observed in collisions at two orders of magnitude higher energy, $\sqrt{s_{NN}} = 200$ GeV\textsuperscript{17}. In Fig. 5, $\bar{P}_A$ is seen to be independent of transverse momentum, within uncertainties, similar to the lack of dependence seen in top-energy RHIC collisions\textsuperscript{17}. At both $\sqrt{s_{NN}} = 3$ and 200 GeV\textsuperscript{17}, partonic-transport calculations predict only a mild dependence.

Global polarization is directly related to $\vec{J}$, a manifestly three-dimensional phenomenon correlating transverse and longitudinal degrees of freedom. However, $\bar{P}_H$ decreases with increasing collision energy, even as $|\vec{J}|$ increases with $\sqrt{s_{NN}}$; cf. Fig. 3. This may be partly due to longer evolution times at higher energies, increasing the viscosity-driven decay of vorticity before polarized hyperon emission\textsuperscript{16}. An increased system temperature at higher $\sqrt{s_{NN}}$ may also play a small role in decreased polarization\textsuperscript{17}. Several models associate the $\sqrt{s_{NN}}$ dependence of $\bar{P}_H$ with the vorticity becoming increasingly concentrated at forward rapidity, $|y| \gtrsim 1-1.5$, including transport\textsuperscript{15}, hydrodynamics\textsuperscript{19, 42, 48, 49}, and geometric-driven calculations\textsuperscript{20}. Correspondingly, these models predict a strong increase of $\bar{P}_H$ as $|y|$ is increased. Still other calculations predict a dramatic reduction of $\bar{P}_H$ away from mid-rapidity\textsuperscript{43, 51, 52}. In most models, the dependence becomes stronger at lower $\sqrt{s_{NN}}$ since higher-energy collisions better approximate boost invariance in the mid-rapidity region.

While all previous measurements were confined to the region $|y| \ll |y_{beam}|$ and were unable to reconstruct forward-rapidity $\Lambda$ hyperons, the present measurement covers the range $-0.2 \leq y \lesssim y_{beam}$ which reaches the upper limit of $y_{\Lambda}$ at this collision energy. As shown in Fig. 6 we find no significant dependence of $\bar{P}_A$ on rapidity, though statistical uncertainties are relatively large and a loose centrality selection is used. This is already sufficiently precise to disagree with the prediction of AMPT.

Our measurement of nonzero $\bar{P}_A$ at $\sqrt{s_{NN}} = 3$ GeV demonstrates that vorticity aligned with $\hat{J}$ is at a maximum below $\sqrt{s_{NN}} = 7.7$ GeV. The data agree roughly with calculations made using the 3FD model, integrated over mid-rapidity, but are dramatically larger than such calculations made using the partonic-transport model AMPT. As in Ref. \textsuperscript{17}, we observe a significant centrality dependence of $\bar{P}_A$ that is consistent with increasing $\hat{J}$. Our measurement of the dependence of $\bar{P}_A$ on $y$ is uniquely valuable because we have access to the most forward-rapidity $\Lambda$ hyperons. Interestingly, despite the variety of model calculations predicting quite strong dependence of $\bar{P}_H$ on $y$ \textsuperscript{19, 42, 43, 45, 48, 52}, we see no statistically significant dependence. A migration of $\bar{P}_H$ towards forward rapidity has been offered as a potential explanation of the monotonic fall of $\bar{P}_H$ with $\sqrt{s_{NN}}$\textsuperscript{15}. Given our observation, such an explanation may be incorrect, though this does not dispel such arguments as the state of the system at higher energy is notably different;
measurements of $P_H$ using the STAR forward upgrade will provide indispensable comparisons to the work presented here.
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