MULTIPLICITY RESULTS FOR ELLIPTIC PROBLEMS INVOLVING NONLOCAL INTEGRODIFFERENTIAL OPERATORS WITHOUT AMBROSETTI-RABINOWITZ CONDITION
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Abstract. In this paper, we study the existence and multiplicity of weak solutions for a general class of elliptic equations \((P_\lambda)\) in a smooth bounded domain, driven by a nonlocal integro-differential operator \(L_{AK}\) with Dirichlet boundary conditions involving variable exponents without Ambrosetti and Rabinowitz type growth conditions. Using different versions of the Mountain Pass Theorem, as well as, the Fountain Theorem and Dual Fountain Theorem with Cerami condition, we obtain the existence of weak solutions for the problem \((P_\lambda)\) and we show that the problem treated has at least one nontrivial solution for any parameter \(\lambda > 0\) small enough as well as that the solution blows up, in the fractional Sobolev norm, as \(\lambda \to 0\). Moreover, for the case sublinear, by imposing some additional hypotheses on the nonlinearity \(f(x, \cdot)\), by using a new version of the symmetric Mountain Pass Theorem due to Kajikiya [36], we obtain the existence of infinitely many weak solutions which tend to be zero, in the fractional Sobolev norm, for any parameter \(\lambda > 0\). As far as we know, the results of this paper are new in the literature.

1. Introduction and main results

In recent years, the study of elliptic problems involving fractional operators with variable exponents has become the object of study of many researchers. Problems of this kind have a very interesting theoretic basis very interesting whose integrability and analytical structure require delicate proofing techniques as we can see in \([7, 8, 29, 37]\). As well as, they have concrete applications in the most diverse fields as optimization, finance, phase transitions, continuum mechanics, image process, game theory, crystal dislocation, quasi-geostrophic flows, peridynamic theory, see \([5, 6, 11, 14, 15, 28, 30, 33, 47, 49, 54]\) and their references.

In this sense, in order to expand the results around this theory, in the present paper we are concerned with the existence and multiplicity of weak solutions for elliptic equations involving the nonlocal integrodifferential operators with variable exponents. Namely, we consider the following problem

\[
\begin{cases}
L_{AK}u = \lambda f(x, u) & \text{in } \Omega, \\
u = 0 & \text{in } \mathbb{R}^N \setminus \Omega,
\end{cases}
\]

where \(\lambda > 0\) is a real parameter, \(\Omega \subset \mathbb{R}^N, N \geq 2\), is a smooth bounded domain, and to define the nonlocal integrodifferential operator \(L_{AK}\) we will need the variable exponents \(p(x) := p(x, x)\) for all \(x \in \mathbb{R}^N\) with \(p \in C(\mathbb{R}^N \times \mathbb{R}^N)\) satisfying:

\[1 < p^- := \inf_{(x,y) \in \mathbb{R}^N \times \mathbb{R}^N} p(x, y) \leq \sup_{(x,y) \in \mathbb{R}^N \times \mathbb{R}^N} p(x, y) := p^+ < \frac{N}{s}, \quad s \in (0, 1),\]

and we consider the fractional critical variable exponent related to \(p \in C(\mathbb{R}^N \times \mathbb{R}^N)\) defined by

\[p_\star(x) = \frac{Np(x)}{N - sp(x)}.
\]
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The nonlocal integrodifferential operator $\mathcal{L}_{AK}$ is defined on suitable fractional Sobolev spaces (see Section 2) by

$$\mathcal{L}_{AK}u(x) = P.V. \int_{\mathbb{R}^N} \mathcal{A}(x-u(y))K(x,y) \, dy, \quad x \in \mathbb{R}^N,$$

where $P.V.$ is the principal value.

The map $\mathcal{A} : \mathbb{R} \to \mathbb{R}$ is a measurable function satisfying the next assumptions:

(a) $\mathcal{A}$ is continuous, odd, and the map $\mathcal{A}' : \mathbb{R} \to \mathbb{R}$ given by

$$\mathcal{A}'(t) := \int_0^{|t|} \mathcal{A}(\tau) \, d\tau$$

is strictly convex;

(b) There exist positive constants $c_A$ and $C_A$, such that for all $t \in \mathbb{R}$ and for all $(x,y) \in \mathbb{R}^N \times \mathbb{R}^N$

$$\mathcal{A}(t) \geq c_A|t|^{p(x,y)} \quad \text{and} \quad |\mathcal{A}(t)| \leq C_A|t|^{p(x,y)-1};$$

(c) $\mathcal{A}(t)t \leq p^+\mathcal{A}(t)$ for all $t \in \mathbb{R}$.

The kernel $K : \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{R}^+$ be a measurable function satisfying the following property:

(K) There exist constants $b_0$ and $b_1$, such that $0 < b_0 \leq b_1$,

$$b_0 \leq K(x,y)|x-y|^{N+sp(x,y)} \leq b_1 \quad \text{for all} \quad (x,y) \in \mathbb{R}^N \times \mathbb{R}^N \quad \text{and} \quad x \neq y.$$ 

We assume that $f : \Omega \times \mathbb{R} \to \mathbb{R}$ is a Carathéodory function and satisfies:

(1) There exists a positive constant $c_1$ such that $f$ satisfies the subcritical growth condition

$$|f(x,t)| \leq c_1(1 + |t|^{\vartheta(x)})$$

for all $(x,t) \in \Omega \times \mathbb{R}$, where $\vartheta \in C(\overline{\Omega})$, $1 < p^+ < \vartheta^- \leq \vartheta(x) \leq \vartheta^+ < p_*(x)$ for $x \in \overline{\Omega}$, and

$$\vartheta^- := \inf_{x \in \overline{\Omega}} \vartheta(x), \quad \vartheta^+ := \sup_{x \in \overline{\Omega}} \vartheta(x);$$

(2) $\lim_{|t| \to +\infty} \frac{F(x,t)}{|t|^{p^+}} = +\infty$ uniformly for almost everywhere a.e. $x \in \Omega$, that is, $f$ is $p^+$-superlinear at infinity, the function $F$ is the primitive of $f$ with respect to the second variable, that is,

$$F(x,t) := \int_0^t f(x,\tau) \, d\tau;$$

(3) $f(x,t) = o(|t|^{p^+}),$ as $t \to 0$, uniformly a.e. $x \in \Omega$;

(4) There exists a positive constant $c_* > 0$ such that

$$G(x,t) \leq \mathcal{G}(x,\tau) + c_*$$

for all $x \in \Omega$, $0 < t < \tau$ or $\tau < t < 0$, where $\mathcal{G}(x,t) := tf(x,t) - p^+F(x,t)$.

With intending to find infinite solutions is natural to impose certain symmetry condition on the nonlinearity. In the sequel, we will assume the following assumption on $f$:

(a) $f$ is odd in $t$, that is, $f(x,-t) = -f(x,t)$ for all $x \in \Omega$ and $t \in \mathbb{R}$.

In addition, to prove that the Euler Lagrange functional associated to the problem verifies the Cerami condition $(C)_c$, we assume that the functions $\mathcal{A}$ and $\mathcal{A}$ satisfy the following condition

(a) $\mathcal{H}(at) \leq \mathcal{H}(t)$ for all $t \in \mathbb{R}$ and $a \in [0,1]$ where $\mathcal{H}(t) = p^+\mathcal{A}(t) - \mathcal{A}(t)t$.

A typical mathematical generalization for $\mathcal{A}$ and $K$ verifying (a1)-(a4) and (K) respectively is $\mathcal{A}(t) = |t|^{p(x,y)-2}t$ and $K(x,y) = |x-y|^{-(N+sp(x,y))}$. When $\mathcal{A}$ and $K$ are these type, the operator $\mathcal{L}_{\mathcal{A}K}$ is the fractional $p(\cdot)$-Laplacian operator $(-\Delta)^{\mathcal{L}_{\mathcal{A}K}}$, which is defined by

$$(-\Delta)^{\mathcal{L}_{\mathcal{A}K}} u(x) = P.V. \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^{p(x,y)-2}(u(x) - u(y))}{|x-y|^{N+sp(x,y)}} \, dy \quad \text{for all} \quad x \in \mathbb{R}^N.$$

For further details on the fractional $p(\cdot)$-Laplacian operator see for instance [7, 8, 29, 37]. Furthermore, it is worth to note that the assumptions (a1)-(a4) and (K) were similarly introduced in [12, 13, 18, 22, 27, 31, 32, 39, 41, 50, 55].
In literature problem \( \mathcal{P}_\lambda \) was investigated primarily in the context of equations driven by the Laplacian (semilinear problems), i.e., was considered the following problem class

\[
\begin{cases}
-\Delta u = \lambda f(x,u) & \text{in } \Omega, \\
u = 0 & \text{in } \partial\Omega.
\end{cases}
\tag{1.1}
\]

Particularly Ambrosetti and Rabinowitz in [2], were the first to use the Mountain Pass Theorem to prove that problems type above admits a solution when the following condition of the nonlinearity to \( f(x,\cdot) \), well known in the literature as the Ambrosetti-Rabinowitz condition ((AR) condition, for short), is employed: there exist \( \mu > 2 \) and \( M > 0 \) such that

\[ 0 < \mu F(x,t) \leq f(x,t)t \text{ for all } x \in \Omega \text{ and for all } |t| \geq M \tag{1.2} \]

where \( f : \overline{\Omega} \times \mathbb{R} \to \mathbb{R} \) is a continuous function and \( F(x,t) = \int_0^t f(t,z) \, dz \). The (AR) condition is a tool essential to obtain weak solutions of superlinear problems. Moreover, their main role is to ensure the compactness, more specifically, the limitation of the Palais-Smale sequence required by minimax arguments. But, the (AR) condition is some restricted and eliminates some nonlinearities of compactness, more specifically, the limitation of the Palais-Smale sequence required by minimax arguments.

\[
F(x,t) \geq \alpha_1 |t|^\mu - \alpha_2 \text{ for all } x \in \overline{\Omega} \text{ and for all } t \in \mathbb{R} \text{ with } \alpha_1, \alpha_2 > 0. \tag{1.3}
\]

However, even so, there are still many functions that are superlinear at infinity and that not satisfy the (AR) condition. Indeed, the condition (1.3) implies that the function \( F(x,\cdot) \) displays at least one polynomial growth \( \mu \) near to \( \pm \infty \) and since that \( \mu > p \)

\[
\lim_{|t| \to +\infty} \frac{F(x,t)}{|t|^{p+2}} = +\infty. \tag{1.4}
\]

The function \( f(x,t) = t \ln(1 + t) \) is a example of an function that satisfies the condition (1.4) but does not satisfy the condition (1.3) and therefore also not satisfies the condition (1.2).

In this sense, the study for problems involving not only Laplacian operator but also \( p(\cdot) \)-Laplacian operator without the (AR) condition has become the focus for many researchers and the references in the literature have steadily increased. We mention some papers as [10, 31, 35, 43, 44, 45, 46] where the authors established without the (AR) condition has become the focus for many researchers and the references in the literature without (AR) condition and in general, the main tool used to obtain the results is Mountain Pass Theorem with Cerami condition.

Furthermore to this significant advance for local operators without the (AR) condition, recently, some researchers have started to studies problems of type (1.1) nonlocal without the (AR) condition. More specifically, in the paper [56] considering \( \mathcal{A}(t) = t \), \( K(x,y) = |x - y|^{N + 2s} \), and \( \lambda = 1 \), the authors proved that the problem (2A) has infinite solutions using Fountain Theorem. In the paper [45] the author, for the case fractional \( p \)-Laplacian, \( K(x,y) = |x - y|^{N + 2s} \) and \( \lambda = 1 \) studies the existence of a weak solution to the problem (2A) by Mountain Pass Theorem combined with the fractional Moser-Trudinger inequality. Already in [55], for \( \mathcal{A}(t) = t \) and some similar assumptions for the \( K \) kernel, the author proves that \( \lambda_0 > 0 \) exists such that the problem (2A) supports two distinct weak solutions for every \( \lambda \in (0, \lambda_0) \) using a new critical points result introduced by [41] Theorem 2.6.

Therefore, motivated by the above references, mainly by the papers [31, 40, 55, 56], the present paper is concerned about with the existence and multiplicity of solutions to the problem (2A) without the (AR) condition. In particular, we extend, complement and improve some of the references cited above once our problem (2A) involves general nonlocal integrodifferential operators. Indeed, is important note that the operator \( \mathcal{L}_{AK} \) involving in problem (2A) is, in particular, the fractional \( p(\cdot) \)-Laplacian operator, so it is nonhomogeneous and problems involving this operator with variable exponents can not use Lagrange Multiplier Theorem, as can be done for operators involving constant exponents. It still is interesting to point that the operator \( \mathcal{L}_{AK} \) is no just a mere extension the fractional \( p(\cdot) \)-Laplacian operator, because from conditions \( (a_1)-(a_4) \) and \( (K) \), \( \mathcal{A} \) and kernel \( K \) are quite general and \( K \) includes singular kernels. Furthermore, we note that solution space for the problem (2A) must be a fractional Sobolev space with variable exponents as we can see in [7, 8, 29, 37]. Thus, due to the characterization of our problem (2A) it was required to define a new space in this paper. Then inspired by the spaces mentioned above and the
space $W_0^{s,p}(\Omega)$ (defined in [34]), we define the following space
\[ \mathcal{W} = W_0^{s,p} := \{ u \in W^{s,p}(\mathbb{R}^N) : u = 0 \text{ a.e. in } \mathbb{R}^N \setminus \Omega \}, \]
which is a separable and reflexive Banach space and we prove an important result of compact and continuous embedding for $\mathcal{W}$, for more details see Subsection 2.2.

Moreover, as our problem has a structure variational and our objective is to prove existence, multiplicity and comportment of solution of the problem $[\mathcal{P}_\lambda]$, is essential verify that the operator $\Phi'$ (see Lemma 2.7) satisfies the property $(S_+)$, which is a property of compactness of the operator and usually is used for other property of compactness as for example the condition Palais-Smale or Cerami for the Euler Lagrange functional $\Psi_\lambda$ defined in (2.3).

Lastly, we will obtain the existence of weak solutions to the problem $[\mathcal{P}_\lambda]$ and, under some considerations, get a nontrivial solution for any parameter $\lambda > 0$ small enough such that the solution blows up, in the fractional Sobolev norm, as $\lambda \to 0^+$. For this, along of the paper, we will use different versions of the Mountain Pass Theorem, as well as, the Fountain and Dual Theorem with Cerami condition. Moreover, by imposing additional hypotheses on the nonlinearity $f(x,\cdot)$, we get the existence of infinitely many weak solutions which tend to be zero, in the fractional Sobolev norm, for any parameter $\lambda > 0$ by using the new version of the symmetric of the Pass Mountain Theorem introduced by Kajikiya [30].

Our main results are the following Theorems.

**Theorem 1.1.** Assume $(a_1)$-$(a_4)$, $(K)$, and $f$ satisfies $(f_0)$-$(f_3)$. Then problem $[\mathcal{P}_\lambda]$ has at least one nontrivial weak solution in $\mathcal{W}$ for all $\lambda > 0$.

**Theorem 1.2.** Assume $(a_1)$-$(a_4)$, $(K)$, and $f$ satisfies $(f_0)$-$(f_3)$. Then problem $[\mathcal{P}_\lambda]$ has infinitely many solutions in $\mathcal{W}$ for all $\lambda > 0$.

**Theorem 1.3.** Assume $(a_1)$-$(a_4)$, $(K)$, and $f$ satisfies $(f_0)$, $(f_1)$, $(f_3)$ and $(f_4)$. Then, for each $\lambda \in \left(0, \frac{c_{b(a)}}{p+}\right)$, the problem $[\mathcal{P}_\lambda]$ has infinitely many weak solutions $u_k \in \mathcal{W}$, $k \in \mathbb{N}$ such that $\Psi_\lambda(u_k) \to +\infty$, as $k \to +\infty$. ($\Psi_\lambda$ is defined (2.3))

**Theorem 1.4.** Assume $(a_1)$-$(a_4)$, $(K)$, and $f$ satisfies $f$ satisfies $(f_0)$, $(f_1)$, $(f_3)$ and $(f_4)$. Then, for each $\lambda \in \left(0, \frac{c_{b(a)}}{p+}\right)$, the problem $[\mathcal{P}_\lambda]$ has a sequence of weak solutions $v_k \in \mathcal{W}$, $k \in \mathbb{N}$ such that $\Psi_\lambda(v_k) < 0$, $\Psi_\lambda(v_k) \to 0$ as $k \to +\infty$.

**Theorem 1.5.** Assume $(a_1)$-$(a_4)$ and $(K)$. If $f$ satisfies $(f_0)$, $(f_1)$, and $(f_3)$, moreover $f(x,0) = 0$, $f(x,t) \geq 0$ a.e. $x \in \Omega$ and for all $t \geq 0$. Then there exists a positive constant $\overline{X}$ such that problem $[\mathcal{P}_\lambda]$ possesses at least one solution for all $\lambda \in (0, \overline{X})$. Moreover
\[ \lim_{\lambda \to 0^+} \|u_\lambda\|_{\mathcal{W}} = +\infty. \]
($\| \cdot \|_{\mathcal{W}}$ is defined in Subsection 2.2)

**Theorem 1.6.** Assume $(a_1)$-$(a_4)$, $(K)$, and $f$ satisfies $(f_4)$. In addition we will assume the following condition:

(f_5) $f : \Omega \times \mathbb{R} \to \mathbb{R}$ is a continuous function and there exist positive constants $C_0$, $C_1$ such that
\[ C_0|t|^{m(x)-1} \leq f(x,t) \leq C_1|t|^{m(x)-1} \text{ for all } x \in \overline{\Omega} \text{ and } t \geq 0, \]
where $m \in C(\overline{\Omega})$ such that $1 < m(x) < p^*(x)$ for all $x \in \overline{\Omega}$, with $p^+ < p^-$. Then problem $[\mathcal{P}_\lambda]$ it has a sequence of on trivial solutions $u_k \in \mathcal{W}$, $k \in \mathbb{N}$ such that
\[ \lim_{k \to +\infty} \|u_k\|_{\mathcal{W}} = 0 \]
for all $\lambda > 0$.

We note that our results show that the main results of [31, 35, 12, 13, 16, 33, 50] remain valid for a wider class of nonlocal operators involving variable exponents. Moreover, as far as we are aware, there are no results on this approach even involving the fractional $p$-Laplacian problems as well as the fractional $p(\cdot)$-Laplacian problems although we consider some the well-known technique.

This paper is organized as follows. In Section 2, we give some preliminary results about Lebesgue and fractional Sobolev spaces with variable exponents. Besides, we define the function space for the problem
we give an important result of compact and continuous embedding, and we proof fundamentals properties of Euler Lagrange functional associated with the of problem \( \mathcal{P} \). In Section 3, we prove the main theorems of this paper.

2. Preliminaries

In this section, we give some preliminary results which will be used in the sequel to discuss the problem \( \mathcal{P} \). Throughout the present paper \( c_i \) and \( C_i \) for \( i = 1, 2, \ldots \) will denote generic positive constants which may vary from line to line, but are independent of the terms which take part in any limit process.

2.1. Variable exponent Lebesgue space.

In this subsection, we briefly review some of the basic properties of the Lebesgue spaces with variable exponent, for more can be found in \([1, 20, 21, 25, 24, 52]\) and the references therein.

Let \( \Omega \subset \mathbb{R}^N \) (\( N \geq 2 \)) an smooth bounded domain. We introduced

\[
C^+(\Omega) = \{ h \in C(\Omega) : h(x) > 1 \text{ for all } x \in \Omega \}
\]

and for \( \sigma \in C^+(\Omega) \), denote

\[
\underline{\sigma} := \inf_{x \in \Omega} \sigma(x), \quad \overline{\sigma} := \sup_{x \in \Omega} \sigma(x).
\]

For \( \sigma \in C^+(\Omega) \), we define the variable exponent Lebesgue space \( L^{\sigma} (\Omega) \) as

\[
L^{\sigma} (\Omega) := \left\{ u : \Omega \to \mathbb{R} \text{ measurable} : \exists \ \zeta > 0 : \int_\Omega \frac{|u(x)|^{\sigma(x)}}{\zeta} \, dx < +\infty \right\}.
\] (2.1)

The space \( L^{\sigma} (\Omega) \) endowed with the Luxemburg norm,

\[
\| u \|_{L^{\sigma} (\Omega)} := \inf \left\{ \zeta > 0 : \int_\Omega \frac{|u(x)|^{\sigma(x)}}{\zeta} \, dx \leq 1 \right\},
\]

is a separable and reflexive Banach space. If \( \Omega = \mathbb{R}^N \), we simply denote the norm of any \( u \in L^{\sigma} (\mathbb{R}^N) \) by \( \| u \|_{L^{\sigma} (\mathbb{R}^N)} \). Note that, when \( \sigma \) is constant, the Luxemburg norm \( \| \cdot \|_{L^{\sigma} (\Omega)} \) coincide with the standard norm \( \| \cdot \|_{L^{\sigma} (\Omega)} \) of the Lebesgue space \( L^{\sigma} (\Omega) \).

Denoting by \( L^{\sigma'} (\Omega) \) the dual space of space \( L^{\sigma} (\Omega) \), where \( \frac{1}{\sigma(x)} + \frac{1}{\sigma'(x)} = 1 \), for any \( u \in L^{\sigma} (\Omega) \) and \( v \in L^{\sigma'} (\Omega) \) the following Hölder type inequality holds

\[
\int_{\Omega} |uv| \, dx \leq \left( \frac{1}{\underline{\sigma}} + \frac{1}{\overline{\sigma'}} \right) \| u \|_{L^{\sigma} (\Omega)} \| v \|_{L^{\sigma'} (\Omega)}.
\]

If \( \sigma_1, \sigma_2 \in C^+(\Omega) \), \( \sigma_1(x) \leq \sigma_2(x) \) for all \( x \in \Omega \), then \( L^{\sigma_2} (\Omega) \hookrightarrow L^{\sigma_1} (\Omega) \), and the embedding is continuous. An important role in manipulating the generalized Lebesgue spaces is played by the \( \sigma(\cdot) \)-modular of the \( L^{\sigma} (\Omega) \) space, which is the convex function \( \rho_{\sigma(\cdot)} : L^{\sigma} (\Omega) \to \mathbb{R} \) defined by

\[
\rho_{\sigma(\cdot)}(u) = \int_\Omega |u|^{\sigma(x)} \, dx,
\]

along any function \( u \in L^{\sigma} (\Omega) \).

**Proposition 2.1.** Let \( u \in L^{\sigma} (\Omega) \) and \( (u_k)_{k \in \mathbb{N}} \subset L^{\sigma} (\Omega) \), then the following relations hold:

(a) For \( u \in L^{\sigma} (\Omega) \setminus \{ 0 \} \), \( \zeta = \| u \|_{L^{\sigma} (\Omega)} \) if and only if \( \rho_{\sigma(\cdot)} \left( \frac{u}{\zeta} \right) = 1 \);

(b) \( \| u \|_{L^{\sigma} (\Omega)} \geq 1 \Rightarrow \| u \|_{L^{\sigma} (\Omega)} \overline{\sigma} \leq \rho_{\sigma(\cdot)}(u) \leq \| u \|_{L^{\sigma} (\Omega)}^{\overline{\sigma}} \);

(c) \( \| u \|_{L^{\sigma} (\Omega)} \leq 1 \Rightarrow \| u \|_{L^{\sigma} (\Omega)}^{\underline{\sigma}} \leq \rho_{\sigma(\cdot)}(u) \leq \| u \|_{L^{\sigma} (\Omega)} \overline{\sigma} \).

Moreover, \( |u_k - u|_{L^{\sigma} (\Omega)} \to 0 \Leftrightarrow \rho_{\sigma(\cdot)}(u_k - u) \to 0 \Leftrightarrow u_k \to u \) in measure in \( \Omega \) and \( \rho_{\sigma(\cdot)}(u_k) \to \rho_{\sigma(\cdot)}(u) \).

In particular, \( \rho_{\sigma(\cdot)} \) is continuous in \( L^{\sigma} (\Omega) \), and if furthermore \( \sigma \in C^+(\Omega) \), then \( \rho_{\sigma(\cdot)} \) is weakly lower semi-continuous.
2.2. The functional space $W$ and their properties.

Let $\Omega \subset \mathbb{R}^N$, $N \geq 2$, is a smooth bounded domain and $s \in (0,1)$. We consider two variable exponents $q : \Omega \to \mathbb{R}$ and $p : \Omega \times \Omega \to \mathbb{R}$, where both $q(\cdot)$ and $p(\cdot, \cdot)$ are continuous function. We assume that:

$$p(\cdot) = p(x, y),$$

and

$$1 < p^- := \inf_{(x, y) \in \Omega \times \Omega} p(x, y) \leq \sup_{(x, y) \in \Omega \times \Omega} p(x, y) := p^+ < +\infty,$$

and

$$1 < q^- := \inf_{x \in \Omega} q(x) \leq \sup_{x \in \Omega} q(x) := q^+ < +\infty.$$  

The fractional Sobolev space with variable exponents is defined by

$$W^{s,q(-),p(\cdot)}(\Omega) := \left\{ u \in L^p(\Omega) : \int_{\Omega \times \Omega} \frac{|u(x) - u(y)|^{p(x,y)}}{\zeta(x,y)|x-y|^{N+sp(x,y)}} \, dx \, dy < +\infty, \text{ for some } \zeta > 0 \right\}$$

and we set

$$[u]_{W^{s,p(\cdot)}(\Omega)}^{p(\cdot)} = \inf \left\{ \zeta > 0 : \int_{\Omega \times \Omega} \frac{|u(x) - u(y)|^{p(x,y)}}{\zeta(x,y)|x-y|^{N+sp(x,y)}} \, dx \, dy \leq 1 \right\}$$

the variable exponent Gagliardo seminorm. It is already known that $W^{s,q(-),p(\cdot)}(\Omega)$ is a separable and reflexive Banach space with the norm

$$\|u\|_{W^{s,q(-),p(\cdot)}(\Omega)} := \|u\|_{L^p(\Omega)} + [u]_{W^{s,p(\cdot)}(\Omega)}^{p(\cdot)},$$

see [1] [8] [37].

Remark 2.2. Throughout this paper, when $q(x) = p(x, x)$ we denote $p(x)$ instead of $p(x, x)$ and we will write $W^{s,p(\cdot)}(\Omega)$ instead of $W^{s,p(\cdot)}(\Omega)$. The next result is an consequence of [29, Theorem 3.2].

Corollary 2.3. Let $\Omega \subset \mathbb{R}^N$ a bounded Lipschitz domain, $s \in (0,1)$, $p(x, y)$ and $p(x)$ be continuous variable exponents such that [74] [72] be satisfied and that $sp^+ < N$. Then, for all $r : \Omega \to (1, +\infty)$ a continuous function such that $p_s^+(x) > r(x)$ for all $x \in \Omega$, the space $W^{s,p(\cdot)}(\Omega)$ is continuously and compactly embedding in $L^r(\Omega)$.

Now, we consider the space

$$W^{s,p(\cdot)}(\mathbb{R}^N) := \left\{ u \in L^p(\mathbb{R}^N) : \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{|u(x) - u(y)|^{p(x,y)}}{\zeta(x,y)|x-y|^{N+sp(x,y)}} \, dx \, dy < +\infty, \text{ for some } \zeta > 0 \right\}$$

where the space $L^p(\mathbb{R}^N)$ is defined analogous the space $L^p(\Omega)$. The corresponding norm for this space is

$$\|u\| := \|u\|_{L^p(\mathbb{R}^N)} + [u]_{W^{s,p(\cdot)}(\mathbb{R}^N)}^{p(\cdot)}.$$  

The space $(W^{s,p(\cdot)}(\mathbb{R}^N), \| \cdot \|)$ has the same properties that $(W^{s,p(\cdot)}(\Omega), \| \cdot \|_{W^{s,p(\cdot)}(\Omega)})$, this is, it is a reflexive and separable Banach space.

We define the space were we will study the problem (36). Let we will consider the variable exponents $p(\cdot) := p(x, x)$ for all $x \in \mathbb{R}^N$ with $p \in C(\mathbb{R}^N \times \mathbb{R}^N)$ satisfying (PT) and we denote by

$$W = W^{s,p(\cdot)}_0 := \{ u \in W^{s,p(\cdot)}(\mathbb{R}^N) : u = 0 \text{ a.e. in } \mathbb{R}^N \setminus \Omega \}.$$  

Note that $W$ is a closed subspace of $W^{s,p(\cdot)}(\mathbb{R}^N)$, thus $W$ is a reflexive and separable Banach space with the norm

$$\|u\| := \|u\|_{L^p(\mathbb{R}^N)} + [u]_{W^{s,p(\cdot)}(\mathbb{R}^N)}^{p(\cdot)},$$

once the norms $\| \cdot \|_{L^p(\mathbb{R}^N)}$ and $\| \cdot \|_{L^p(\Omega)}$ coincide in $W$.

The next Lemma shows that the space $(W, \| \cdot \|)$ is equivalently defined with respect to the Gagliardo seminorm $[u]_{W^{s,p(\cdot)}(\mathbb{R}^N)}^{p(\cdot)}$. See proof in Appendix 4.
Lemma 2.4. Assume $\Omega$ be a smooth bounded domain in $\mathbb{R}^N$. Let $p(x) := p(x, x)$ for all $x \in \mathbb{R}^N$ with $p \in C(\mathbb{R}^N \times \mathbb{R}^N)$ satisfying \( p_T \) and $p_s(x) > p(x)$ for $x \in \mathbb{R}^N$. Then there exists $\zeta_1 > 0$ such that

$$\|u\|_{L^p(\Omega)} \leq \frac{1}{\zeta_1} [u]^{p_s(\cdot)}_{\mathbb{R}^N}$$

for all $u \in \mathcal{W}$. Therefore, we will consider the space $\mathcal{W}$ with norm $\|u\|_{\mathcal{W}} = [u]^{p_s(\cdot)}_{\mathbb{R}^N}$ and we prove an important result of compact and continuous embedding of space $\mathcal{W}$ as consequence of Corollary 2.3 and Lemma 2.4. See proof of Lemma 2.4 in Appendix 3.

Lemma 2.5. Assume $\Omega$ be a smooth bounded domain in $\mathbb{R}^N$. Let $p(x) := p(x, x)$ for all $x \in \mathbb{R}^N$ with $p \in C(\mathbb{R}^N \times \mathbb{R}^N)$ satisfying \( p_T \) and $p_s(x) > p(x)$ for $x \in \mathbb{R}^N$. Assume that $r : \overline{\Omega} \to (1, +\infty)$ is a continuous function. Then, the space $(\mathcal{W}, \|\cdot\|_{\mathcal{W}})$ is continuously and compactly embedding in $L^{r(\cdot)}(\Omega)$ for all $r(x) \in (1, p_s^*(x))$ for all $x \in \overline{\Omega}$.

An important role in manipulating the fractional Sobolev spaces with variable exponent is played by the $(s, p(\cdot, \cdot))$-convex modular function $\rho_{\mathcal{W}} : \mathcal{W} \to \mathbb{R}$ defined by

$$\rho_{\mathcal{W}}(u) = \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{|u(x) - u(y)|^p(x,y)}{|x - y|^{N+sp(x,y)}} \, dx \, dy.$$ 

The following proposition show the relationship between the norm $\|\cdot\|_{\mathcal{W}}$ and the $\rho_{\mathcal{W}}$ convex modular function.

Proposition 2.6. For $u \in \mathcal{W}$ and $(u_k)_{k \in \mathbb{N}} \subset \mathcal{W}$, we have

(a) For $u \in \mathcal{W} \setminus \{0\}$, $\zeta = \|u\|_{\mathcal{W}}$ if and only if $\rho_{\mathcal{W}}(u) = 1$;

(b) $\|u\|_{\mathcal{W}} \geq 1 \Rightarrow \|u\|_{\mathcal{W}}^p \leq \rho_{\mathcal{W}}(u) \leq \|u\|_{\mathcal{W}}^p$;

(c) $\|u\|_{\mathcal{W}} \leq 1 \Rightarrow \|u\|_{\mathcal{W}}^p \leq \rho_{\mathcal{W}}(u) \leq \|u\|_{\mathcal{W}}^p$;

(d) $\lim_{k \to +\infty} \|u_k - u\|_{\mathcal{W}} = 0 \Leftrightarrow \lim_{k \to +\infty} \rho_{\mathcal{W}}(u_k - u) = 0$;

(e) $\lim_{k \to +\infty} \|u_k\|_{\mathcal{W}} = +\infty \Leftrightarrow \lim_{k \to +\infty} \rho_{\mathcal{W}}(u_k) = +\infty$.

2.3. Auxiliary Result.

Lemma 2.7. Assume that (a1)-(a3), and (K) is hold. We consider the functional $\Phi : \mathcal{W} \to \mathbb{R}$ defined by

$$\Phi(u) = \int_{\mathbb{R}^N \times \mathbb{R}^N} \mathcal{A}(u(x) - u(y))K(x, y) \, dx \, dy \text{ for all } u \in \mathcal{W},$$

has the following properties:

(i) The functional $\Phi$ is well defined on $\mathcal{W}$, is of class $C^1(\mathcal{W}, \mathbb{R})$, and its Gâteaux derivative is given by

$$\langle \Phi'(u), v \rangle = \int_{\mathbb{R}^N \times \mathbb{R}^N} \mathcal{A}(u(x) - u(y))(v(x) - v(y))K(x, y) \, dx \, dy \text{ for all } u, v \in \mathcal{W};$$

(ii) The functional $\Phi$ is weakly lower semicontinuous, that is, $u_k \rightharpoonup u$ in $\mathcal{W}$ as $k \to +\infty$ implies that $\Phi(u) \leq \liminf_{k \to +\infty} \Phi(u_k)$;

(iii) The functional $\Phi' : \mathcal{W} \to \mathcal{W}'$ is an operator of type $(S_+)$ on $\mathcal{W}$, that is, if $u_k \rightharpoonup u$ in $\mathcal{W}$ and $\limsup_{k \to +\infty} \langle \Phi'(u_k), u_k - u \rangle \leq 0$, then $u_k \to u$ in $\mathcal{W}$ as $k \to +\infty$.

The proof of the result above will be referred to in Appendix 3.

Definition 2.8. We say that $u \in \mathcal{W}$ is a weak solution to the problem \( (P_\lambda) \) if, and only if,

$$\int_{\mathbb{R}^N \times \mathbb{R}^N} \mathcal{A}(u(x) - u(y))(v(x) - v(y))K(x, y) \, dx \, dy = \lambda \int_{\Omega} f(x, u)v \, dx \text{ for all } v \in \mathcal{W}.$$
The weak solutions to the problem (P$\lambda$) coincide with the critical points of the Euler Lagrange functional $\Psi_\lambda : \mathcal{W} \to \mathbb{R}$ given by
\[
\Psi_\lambda(u) = \Phi(u) - \lambda \int_\Omega F(x, u) \, dx \quad \text{for all } u \in \mathcal{W}.
\]
Moreover, by Lemma 2.7 and standard arguments, the functional $\Psi_\lambda$ is Fréchet differentiable in $u \in \mathcal{W}$ and
\[
\langle \Psi_\lambda(u), v \rangle = \int_{\mathbb{R}^N \times \mathbb{R}^N} A(u(x) - u(y))(v(x) - v(y))K(x, y) \, dx \, dy - \lambda \int_\Omega f(x, u)v \, dx \quad \text{for all } v \in \mathcal{W}.
\]

2.4. Standard results for the existence and multiplicity of weak solutions.
In this subsection, we enunciated some definitions and general theorems of the existence and multiplicity of weak solutions that we will use along of the paper to prove our main results, stated in Theorem 1.1, Theorem 2.1 and Dual Fountain Theorem under PalaisSmale (P$\text{S}$) Theorem 2.11. Theorem 2.12. Theorem 2.13. Theorem 2.14. Theorem 2.15. and Theorem 2.16.

Definition 2.9. Let $X$ be a real Banach space and $\Psi \in C^1(X, \mathbb{R})$. We say that $\Psi$ satisfies the $(C)_c$ condition if for every sequence $(u_k)_{k \in \mathbb{N}} \subset X$ such that $\Psi(u_k) \to c$ and $\|\Psi'(u_k)\|_{X'}(1 + \|u_k\|_X) \to 0$, as $k \to +\infty$, has a convergent subsequence.

The condition $(C)_c$, introduced by Cerami in [16, 17], is a little more weak version of the PalaisSmale ($PS$), condition, a condition more common that we find in the literature. Thus, since the Deformation Theorem is still valid under the Cerami a condition it follows that the Mountain Pass Theorem, Fountain Theorem, and Dual Fountain Theorem under PalaisSmale ($PS$), and $(PS)_c$ condition holds true also under this compactness.

The results below Mountain Pass Theorem, ”$\mathbb{Z}_2$ – symmetric” version (for even functionals) Mountain Pass Theorem, Fountain Theorem and Dual Fountain Theorem can be seen respectively in [19, Theorem 1], [20, Theorem 9.12], [21, Theorem 2.9], and [22, Theorem 2].

Theorem 2.10. Let $X$ be a real Banach space, let $\Psi : X \to \mathbb{R}$ be a functional of class $C^1(X, \mathbb{R})$ that satisfies the $(C)_c$ condition for any $c > 0$, $\Psi(0) = 0$, and the following conditions hold:
(i) There exist positive constants $\rho$ and $\mathcal{R}$ such that $\Psi(u) \geq \mathcal{R}$ for any $u \in X$ with $\|u\|_X = \rho$;
(ii) There exists a function $e \in X$ such that $\|e\|_X > \rho$ and $\Psi(e) < 0$.

Then, the functional $\Psi$ has a critical value $c \geq \mathcal{R}$, that is, there exists $u \in X$ such that $\Psi(u) = c$ and $\Psi'(u) = 0$ in $X'$.

Theorem 2.11. Assume that $X$ has infinite dimension and let $\Psi \in C^1(X, \mathbb{R})$ be a functional satisfying the $(C)_c$ condition as well as the following properties
i) $\Psi(0) = 0$, and there exist two constants $r, \rho > 0$ such that $\Psi|_{\partial B_r} \geq \rho$;
ii) $\Psi$ is even;
iii) For all finite dimensional subspace $\hat{X} \subset X$ there exists $\mathcal{R} = \mathcal{R} (\hat{X}) > 0$ such that $\Psi(u) \leq 0$ for all $u \in \hat{X} \setminus B_{\mathcal{R}} (\hat{X})$,

where $B_{\mathcal{R}} (\hat{X}) = \{ u \in \hat{X} : \|u\|_X < \mathcal{R} \}$.

Then $\Psi$ possesses an unbounded sequence of critical values.

Let $X$ be a real, reflexive, and separable Banach space, it is known (13, Chapter 4 or 17, Section 17) or 20) that for a separable and reflexive Banach space there exist sequence $(e_l)_{l \in \mathbb{N}} \subset X$ and $(e^*_l)_{l \in \mathbb{N}} \subset X^*$ such that
\[
X = \text{span}\{e_l : l = 1, 2, \ldots\}, \quad X^* = \text{span}\{e^*_l : l = 1, 2, \ldots\}^\perp,
\]
and
\[
\langle e^*_i, e_l \rangle = \begin{cases} 1 & \text{if } i = l, \\ 0 & \text{if } i \neq l. \end{cases}
\]

We denote
\[
X_l = \text{span}\{e_l\}, \quad Y_j = \bigoplus_{l=1}^j X_l = \text{span}\{e_1, \ldots, e_j\}, \quad \text{and } Z_j = \bigoplus_{j=1}^\infty X_l = \text{span}\{e_j, e_{j+1}, \ldots\}.
\]

Theorem 2.12. Assume
(h₁) $X$ is a Banach space, $Ψ ∈ C^1(X, R)$ is an even functional;

If for every $j ∈ N$ there exist $r_j > 0$ such that

(h₂) $a_j := \inf \{ Ψ(u) : u ∈ Z_j, \| u \|_X = r_j \} → +∞ as j → +∞$;

(h₃) $b_j := \sup \{ Ψ(u) : u ∈ Y_j, \| u \|_X = r_j \} ≤ 0$;

(h₄) $Ψ$ satisfies the $(C)^{ε}_c$ condition for every $c > 0$.

Then $Ψ$ has a sequence of critical points $(u_j)_{j ∈ N}$ such that $Ψ(u_j) → +∞$.

**Definition 2.13.** Let $X$ be a separable and reflexive Banach space, $Ψ ∈ C^1(X, R)$, $c ∈ R$. We say that $Ψ$ satisfies the $(C)^{ε}_c$ condition (with respect to $Y_k$), if any sequence $(u_k)_{k ∈ N} ⊂ X$ for which $u_k ∈ Y_k$, for any $k ∈ N$, $Ψ(u_k) → c$ and $\| Ψ|_{Y_k}(u_k)\|_{X} (1 + \| u_k \|_X) → 0$, as $k → ∞$, contain a subsequence converging to a critical point of $Ψ$.

**Theorem 2.14.** Suppose (h₁). If for each $j ≥ j_0$ there exist $ρ_j > r_j > 0$ such that

(g₁) $a_j = \inf \{ Ψ(u) : u ∈ Z_j, \| u \|_X = ρ_j \} ≥ 0$;

(g₂) $b_j = \sup \{ Ψ(u) : u ∈ Y_j, \| u \|_X = r_j \} ≤ 0$;

(g₃) $d_j = \inf \{ Ψ(u) : u ∈ Z_j, \| u \|_X ≤ ρ_j \} → 0$, as $j → +∞$;

(g₄) $Ψ$ satisfies the $(C)^{ε}_c$ condition for every $c ∈ [d_{j_0}, 0]$.

Then $Ψ$ has a sequence of critical points converging to $0$.

We conclude this subsection defining the notion of Krasnosel'skii genus and introducing a critical point theorem related to the a new version of the symmetric Mountain Pass Theorem studied by Kajikiya, see [36, Theorem 1].

**Definition 2.15.** Let $X$ be a real Banach space and $B$ a subset of $X$. $B$ is said to be symmetric if $u ∈ B$ implies $−u ∈ B$. For a closed symmetric set $B$ which does not contain the origin, we define a Krasnosel'skii genus $γ(B)$ of $B$ by the smallest integer $j$ such that there exists an odd continuous mapping from $B$ to $R^j \setminus \{0\}$. If there does not exist such a $j$, we define $γ(B) = +∞$. Moreover, we set $γ(\emptyset) = 0$.

Let us consider the following set,

$Γ_j = \{ B_j \subset X : B_j \text{ is closed, symmetric and } 0 \notin B_j \text{ such that the genus } γ(B_j) ≥ j \}$

**Theorem 2.16.** Let $X$ be an infinite-dimensional space, $B ∈ Γ_j$, and $Ψ ∈ C^1(X, R)$ satisfying the following conditions

(I1) $Ψ(u)$ is even, bounded from below, $Ψ(0) = 0$ and $Ψ(u)$ satisfies the Palais-Smale condition;

(I2) For each $j ∈ N$, there exists an $B_j ∈ Γ_j$ such that $\sup_{u ∈ B_j} Ψ(u) < 0$.

Then either (R₁) or (R₂) below holds

(R₁) There exists a sequence $(u_j)_{j ∈ N}$ such that $Ψ'(u_j) = 0$, $Ψ(u_j) < 0$ and $(u_j)_{j ∈ N}$ converges to zero.

(R₂) There exist two sequences $(u_j)_{j ∈ N}$ and $(v_j)_{j ∈ N}$ such that $Ψ'(u_j) = 0$, $Ψ(u_j) < 0$, $u_j ≠ 0$, $\lim_{j → +∞} u_j = 0$, $Ψ'(v_j) = 0$, $Ψ(u_j) < 0$, $\lim_{j → +∞} v_j = 0$, and $(v_j)_{j ∈ N}$ converges to a non-zero limit.

**Remark 2.17.** From Theorem 2.16 we have a sequence $(u_j)_{j ∈ N}$ of critical points such that $Ψ(u_j) ≤ 0$, $u_j ≠ 0$, and $\lim_{j → +∞} u_j = 0$.

3. PROOF OF THEOREMS 1.1, 1.2, 1.3, 1.4, 1.5, AND 1.6

3.1. Proof of Theorem 1.1
To prove Theorem 1.1 we need of Lemmas below and Theorem 2.10.

**Lemma 3.1.** Assume (a₁)-(a₃), (K), and (f₀)-(f₂) are holds. Then we have the following assertions:

(i) There exists $v ∈ W$, $v > 0$, such that $Ψ_λ(tv) → −∞ as t → +∞$;

(ii) There exist $r > 0$ and $R > 0$ such that $Ψ_λ(u) ≥ R$ for any $u ∈ W$ with $\| u \|_W = r$.

**Proof.** (i) From (f₁), it follows that for any $C > 0$ there exists a constant $c_ε > 0$ such that

$$F(x,t) ≥ C|t|^{p^*} − c_ε \quad \text{for all } (x,t) ∈ Ω × R.$$  (3.1)
Take \( v \in \mathcal{W} \) with \( v > 0 \), for \( t > 1 \), by (3.1), (a1), (a2), and (K), we obtain

\[
\Psi_\lambda(tv) \leq \|v\|^k \left[ \int_{\mathbb{R}^N} \frac{|v(x) - v(y)|^{p(x,y)}}{|x - y|^{N + sp(x,y)}} \, dx \right] + \lambda c \|v\|_{\mathcal{W}}^c \tag{3.2}
\]

where \( |\Omega| \) denotes the Lebesgue measure of \( \Omega \). Hence, from (3.2) and taking \( c \) large enough such that

\[
\frac{C a b_1}{\lambda^k} \int_{\mathbb{R}^N} \frac{|v(x) - v(y)|^{p(x,y)}}{|x - y|^{N + sp(x,y)}} \, dx \leq \lambda c \|v\|_{\mathcal{W}}^c \cdot \tag{3.3}
\]

Now, let \( 0 < \varepsilon < \frac{C a b_0}{\lambda^k} \). From (f0) and (f2), it follows that for all given \( \varepsilon > 0 \), there exists \( c_\varepsilon > 0 \), such that

\[
F(x, t) \leq \frac{\varepsilon}{p^+} \|t\|^{p^+} + c_\varepsilon \|t\|^q \quad \text{for all} \quad (x, t) \in \Omega \times \mathbb{R}. \tag{3.4}
\]

Now, Thus, for \( u \in \mathcal{W} \) with \( \|u\|_{\mathcal{W}} < 1 \) sufficiently small, from (a2), (a3), (K), (3.3), and (3.4), we obtain

\[
\Psi_\lambda(u) \geq \|u\|_{\mathcal{W}}^p \left( c a b_0 - \lambda c \|v\|_{\mathcal{W}}^c \right) - \lambda c \varepsilon \|a\|_{\mathcal{W}} \|u\|_{\mathcal{W}}^c. \tag{3.5}
\]

Therefore, since \( \varepsilon \rightarrow 0 \) from (3.3) we can choose \( \varepsilon > 0 \) such that \( \Psi_\lambda(u) \geq r > 0 \) for every \( u \in \mathcal{W} \) and \( \|u\|_{\mathcal{W}} = r \). This completes the proof of (ii). \( \square \)

**Lemma 3.2.** Assume that the condition (a1)-(a4), \( (K) \), and \( f \) satisfies (f0), (f1) and (f3). Then the functional \( \Psi_\lambda \) satisfies the (C)_c condition at any level \( c > 0 \).

**Proof.** Let \( c \in \mathbb{R} \) and \( (u_k)_{k \in \mathbb{N}} \subset \mathcal{W} \) be a \( (C)_c \) sequence for \( \Psi_\lambda \), that is,

\[
\Psi_\lambda(u_k) \rightarrow c > 0 \quad \text{and} \quad \|\Psi_\lambda(u_k)\|_{\mathcal{W}'}(1 + \|u_k\|_{\mathcal{W}}) \rightarrow 0 \quad \text{as} \quad k \rightarrow +\infty. \tag{3.6}
\]

Initially, we prove that the sequence \( (u_k)_{k \in \mathbb{N}} \) is bounded in \( \mathcal{W} \). Indeed, arguing by contradiction, up to a subsequence, still denoted by \( (u_k)_{k \in \mathbb{N}} \), we suppose that \( (u_k)_{k \in \mathbb{N}} \) is unbounded in \( \mathcal{W} \). Define \( \omega_k := \frac{u_k}{\|u_k\|_{\mathcal{W}}} \) for all \( k \in \mathbb{N} \), then \( (\omega_k)_{k \in \mathbb{N}} \subset \mathcal{W} \) and \( \|\omega_k\|_{\mathcal{W}} = 1 \). Thus, we can extract a subsequence, still denoted by \( (\omega_k)_{k \in \mathbb{N}} \) and \( \omega \in \mathcal{W} \) such that \( \omega_k \rightarrow \omega \) in \( \mathcal{W} \) as \( k \rightarrow +\infty \). From Lemma 2.7 it follows that

\[
\omega_k(x) \rightarrow \omega(x) \quad \text{a.e.} \quad x \in \Omega, \quad \omega_k \rightarrow \omega \in L^{q^+}(\Omega), \quad \omega_k \rightarrow \omega \in L^{\delta(\cdot)}(\Omega) \quad \text{as} \quad k \rightarrow +\infty. \tag{3.7}
\]

We consider \( \Omega_* : = \{x \in \Omega : \omega(x) \neq 0\} \). If \( x \in \Omega_* \), by (3.7), we have

\[
|u_k(x)| = |\omega_k(x)||u_k|_{\mathcal{W}} \rightarrow +\infty \quad \text{a.e.} \quad x \in \Omega_*, \quad \text{as} \quad k \rightarrow +\infty.
\]

Therefore, by (f1), we obtain for each \( x \in \Omega_* \),

\[
\lim_{k \rightarrow +\infty} \frac{F(x, u_k)}{|u_k|^{p^+}} = \lim_{k \rightarrow +\infty} \frac{F(x, u_k)}{|u_k|^{p^+}} = +\infty. \tag{3.8}
\]

Also, by (f1) there exists \( D > 0 \) such that

\[
\frac{F(x, t)}{|t|^{p^+}} \geq 1 \quad \text{for all} \quad (x, t) \in \Omega \times \mathbb{R} \quad \text{with} \quad |t| \geq D. \tag{3.9}
\]

Since \( F(x, t) \) is continuous on \( \Omega \times [-D, D] \), there exists a positive constant \( c_5 \) such that

\[
|F(x, t)| \leq c_5 \quad \text{for all} \quad (x, t) \in \Omega \times [-D, D]. \tag{3.10}
\]

Hence, by (3.9) and (3.10), we conclude that there is a constant \( c_6 \) such that

\[
F(x, t) \geq c_6 \quad \text{for all} \quad (x, t) \in \Omega \times \mathbb{R},
\]

which completes the proof of (i).
which shows that
\[ \frac{F(x, u_k) - c_6}{\|u_k\|_p^p} \geq 0 \text{ for all } x \in \Omega \text{ and } k \in \mathbb{N}, \]
that is,
\[ \frac{F(x, u_k)}{\|u_k\|_p^p} - \frac{c_6}{\|u_k\|_p^p} \geq 0 \text{ for all } x \in \Omega \text{ and } k \in \mathbb{N}. \] (3.11)

Now, by (3.9), (a2), (a3), and (K), we have
\[ c \geq \frac{c_6b_0}{p^+} \int_{\mathbb{R}^N} \frac{|u_k(x) - u_k(y)|^{p(x,y)}}{|x - y|^{N + sp(x,y)}} \, dx \, dy - \lambda \int_{\Omega} F(x, u_k) \, dx + o_k(1). \]

Then,
\[ \int_{\Omega} F(x, u_k) \, dx \geq \frac{c_6b_0}{\lambda p^+} \|u_k\|_p^p - \frac{c}{\lambda} + \frac{p_k(1)}{\lambda} \to +\infty \text{ as } k \to +\infty. \] (3.12)

On the other hand, from (a1), (a2), and (K), we also that
\[ c \leq \frac{C_A b_1}{p^-} \|u_k\|_p^p - \lambda \int_{\Omega} F(x, u_k) \, dx + o_k(1) \text{ for all } k \in \mathbb{R}. \]

Consequently, by (3.12), we achieve
\[ \|u_k\|_p^p \geq \frac{cp^-}{C_A b_1} + \frac{\lambda p^-}{C_A b_1} \int_{\Omega} F(x, u_k) \, dx - \frac{p^+}{C_A b_1} o_k(1) > 0, \] (3.13)
for \( k \) large enough.

We claim that \( |\Omega_e| = 0. \) Indeed, if \( |\Omega_e| \neq 0 \), then by (3.9), (3.11), (3.13), and Fatou’s Lemma, we have
\[ +\infty = \int_{\Omega_e} \liminf_{k \to +\infty} \frac{F(x, u_k)}{\|u_k\|_p^p} |\omega_k(x)|^{p^+} \, dx \geq \int_{\Omega_e} \limsup_{k \to +\infty} \frac{c_6}{\|u_k\|_p^p} \, dx. \]
\[ \leq \liminf_{k \to +\infty} \frac{\lambda p^-}{C_A b_1} \int_{\Omega} F(x, u_k) \, dx - o_k(1). \] (3.14)

Therefore, from (3.13) and (3.14), we obtain that \( +\infty \leq \frac{C_A b_1}{\lambda p^-} \), which is a contradiction. This proves that \( |\Omega_e| = 0 \) and thus \( \omega(x) = 0 \) a.e. \( x \in \Omega \).

Now as in [?], we define the continuous function \( B_k : [0, 1] \to \mathbb{R} \) by \( B_k(t) := \Psi_\lambda(t u_k) \). Since \( B_k(t) := \Psi_\lambda(t u_k) \) is continuous in \([0, 1]\), we can say that for each \( k \in \mathbb{N} \) there exists \( t_k \in [0, 1] \) such that
\[ \Psi_\lambda(t_k u_k) := \max_{t \in [0, 1]} B_k(t). \] (3.15)

(If for \( k \in \mathbb{N} \) is not unique we choose the smaller possible value). Note that \( t_k > 0 \) for all \( k \in \mathbb{N} \). Indeed, passing to a subsequence if necessary, we have \( \Psi_\lambda(u_k) \geq \frac{c}{2} \) for all \( k \in \mathbb{N} \). So, if \( t_k = 0 \) for all \( k \in \mathbb{N} \) it follows that
\[ \Psi_\lambda(t_k u_k) = \Psi_\lambda(0) = 0, \] (3.16)
however,
\[ 0 < \frac{c}{2} \leq \Psi_\lambda(u_k) \leq \max_{t \in [0, 1]} \Psi_\lambda(t u_k) = \Psi_\lambda(t_k u_k). \] (3.17)

Thus, from (3.16) and (3.17), we obtain a contradiction.

If \( t_k \in (0, 1) \), by (3.15), we infer that
\[ \frac{d}{dt}_{|t=t_k} \Psi_\lambda(t u_k) = 0 \text{ for all } k \in \mathbb{N}. \]

Moreover, if \( t_k = 1 \), by (3.16) we have \( \langle \Psi'_\lambda(u_k), u_k \rangle = o_k(1) \). So we always have
\[ \langle \Psi'_\lambda(t_k u_k), t_k u_k \rangle = t_k \frac{d}{dt}_{|t=t_k} \Psi_\lambda(t u_k) = o_k(1). \]
Let \((r_j)_{j \in \mathbb{N}}\) be a positive sequence of real numbers such that \(r_j > 1\) and \(\lim_{j \to +\infty} r_j = +\infty\). Then \(\|r_j \omega_k\|_{\mathcal{W}} = r_j > 1\) for all \(j\) and \(k \in \mathbb{N}\). Fix \(j \in \mathbb{N}\), since \(\omega_k \to 0\) in \(L^{q(\cdot)}(\Omega)\) and \(\omega_k(x) \to 0\) a.e. \(x \in \Omega\), as \(k \to +\infty\), using the condition \((f_0)\), there exists a positive constant \(c_T\) such that
\[
|F(x, r_j \omega_k)| \leq c_T \left( r_j |\omega_k(x)| + r_j^{q(x)}|\omega_k(x)|^{q(x)} \right) \tag{3.18}
\]
and by continuity of the function \(F\), we achieve
\[
F(x, r_j \omega_k) \to F(x, r \omega) = 0 \text{ a.e. } x \in \Omega \text{ as } k \to +\infty,
\]
for each \(j \in \mathbb{N}\). Consequently, from (3.18), (3.19), and the Dominated Convergence Theorem, we obtain
\[
\lim_{k \to +\infty} \int_{\Omega} F(x, r_j \omega_k) \, dx = 0 \tag{3.20}
\]
for all \(j \in \mathbb{N}\).

Since \(\|u_k\|_{\mathcal{W}} \to +\infty\) as \(k \to +\infty\), we also have either \(\|u_k\|_{\mathcal{W}} > r_j\) or \(\frac{r_j}{\|u_k\|_{\mathcal{W}}} \in (0,1)\) for \(k\) large enough. Then, using (3.15), (3.20), (a2), (a3), (K), and Proposition 2.3, we deduce that
\[
\Psi_\lambda(t_k u_k) \geq \Psi_\lambda\left(\frac{r_j}{\|u_k\|_{\mathcal{W}}} u_k\right) = \Psi_\lambda(r_j \omega_k) \geq \frac{c_A b_0 r_j^p}{p^+} - \lambda \int_{\Omega} F(x, r_j \omega_k) \, dx
\]
for all \(k\) large enough.

Therefore, by (3.21) letting \(k, j \to +\infty\), we conclude
\[
\lim_{k \to +\infty} \sup_{j \in \mathbb{N}} \Psi_\lambda(t_k u_k) = +\infty. \tag{3.22}
\]

Now, we affirm that \(\lim_{k \to +\infty} \sup_{j \in \mathbb{N}} \Psi_\lambda(t_k u_k) \leq \delta\), for a suitable positive constant \(\delta\). Indeed, from (a4), (f3), (3.6), and for all \(k\) large enough, we have
\[
\Psi_\lambda(t_k u_k) = \Psi_\lambda(t_k u_k) - \frac{1}{p^+} \langle \Psi'_\lambda(t_k u_k), t_k u_k \rangle + o_k(1)
\]
\[
= \frac{1}{p^+} \mathcal{H}(t_k u_k) + \frac{\lambda}{p^+} \int_{\Omega} G(x, t_k u_k) \, dx + o_k(1)
\]
\[
\leq \frac{1}{p^+} \int_{\mathbb{R}^N \times \mathbb{R}^N} \mathcal{H}(u_k) K(x, y) \, dx \, dy + \frac{\lambda}{p^+} \int_{\Omega} (G(x, u_k) + c_*) \, dx + o_k(1)
\]
\[
= \Psi(u_k) - \frac{1}{p^+} \langle \Psi'_\lambda(u_k), u_k \rangle + \frac{\lambda c_* |\Omega|}{p^+} + o_k(1).
\]

Then,
\[
\Psi_\lambda(t_k u_k) \to c + \frac{\lambda c_* |\Omega|}{p^+} \text{ as } k \to +\infty. \tag{3.23}
\]

Consequently, from (3.22) and (3.23) we obtain a contradiction. Therefore, the sequence \((u_k)_{k \in \mathbb{N}}\) is bounded in \(\mathcal{W}\).

Now, with standard arguments, we prove that any \((C)\), sequence has a convergent subsequence. Since \(\mathcal{W}\) is a reflexive Banach space there exists \(u \in \mathcal{W}\) such that, up to a subsequence still denoted by \((u_k)_{k \in \mathbb{N}}\) we obtain that \(u_k \to u\) in \(\mathcal{W}\) and by Lemma 2.5 we achieve
\[
u_k(x) \to u(x) \text{ a.e. } x \in \Omega, \quad u_k \to u \text{ in } L^{q(\cdot)}(\Omega), \text{ and } u_k \to u \text{ in } L^{m(\cdot)}(\Omega) \text{ as } k \to +\infty.
\]

Hence, using the Hölder’s inequality, we have
\[
\left| \int_{\Omega} f(x, u_k)(u_k - u) \, dx \right| \leq C \|u_k\|_{L^{q(\cdot)}(\Omega)}^{q(x)-1} \|u_k - u\|_{L^{q(\cdot)}(\Omega)} \to 0 \text{ as } k \to +\infty. \tag{3.24}
\]

and from (3.6), it follows that
\[
\langle \Psi'_\lambda(u_k), u_k - u \rangle \to 0 \text{ as } k \to +\infty. \tag{3.25}
\]
Thus, using (3.24) and (3.25), we get
\[
\langle \Psi'(u_k), u_k - u \rangle = \lambda \int_{\Omega} f(x, u_k)(u_k - u) \, dx + (\Psi'_\lambda(u_k), u_k - u) \to 0 \text{ as } k \to +\infty.
\]
Thus, since the operator \( \Phi' \) is of type \((S_+)\) (see Lemma 2.7), we conclude that \( u_k \to u \) in \( \mathcal{W} \). Therefore, this proves that \( \Psi_\lambda \) satisfies the \((C)_c\) condition on \( \mathcal{W} \) and we finish the proof of Lemma.

**Proof of Theorem 1.1.** From Lemma 3.1 and Lemma 3.2 the Euler Lagrange functional \( \Psi_\lambda \) satisfies the geometric conditions the Mountain Pass Theorem. Moreover \( \Psi_\lambda(0) = 0 \). Therefore, by Theorem 2.10 the functional \( \Psi \) has a critical value \( c \geq R > 0 \), that is, exists \( u \in \mathcal{W} \) such that problem \( (P_\lambda) \) has at least one nontrivial weak solution in \( \mathcal{W} \).

### 3.2. Proof of Theorem 1.2

To prove Theorem 1.2 we use some Lemmas presented below and Theorem 2.11 what is "\( Z_2 - \text{symmetric} \)" version (for even functionals) of the Mountain Pass.

**Lemma 3.3.** Assume \((a_1) - (a_3)\), \((K)\), and \((f_0) - (f_2)\) are fulfilled. Then for each \( \lambda > 0 \), there exist \( R_1 > 0 \) and \( r_1 > 0 \) such that \( \Psi_\lambda(u) \geq R_1 \) for all \( u \in \mathcal{W} \) with \( \|u\|_\mathcal{W} = r_1 \).

**Proof.** The proof is as in the Lemma 3.1.

**Lemma 3.4.** Assume \((a_1) - (a_3)\), \((K)\), and \((f_1)\) are fulfilled. For every finite dimensional subspace \( \widetilde{\mathcal{W}} \subset \mathcal{W} \) there exists \( R_2 = R_2(\widetilde{\mathcal{W}}) \) such that

\[
\Psi_\lambda(u) \leq 0 \text{ for all } u \in \widetilde{\mathcal{W}} \setminus B_{R_2}(\mathcal{W}),
\]

where \( B_{R_2}(\mathcal{W}) = \{u \in \widetilde{\mathcal{W}} : \|u\|_\mathcal{W} < R_2\} \).

**Proof.** Consider \( \widetilde{\mathcal{W}} \) be a finite dimensional subspace of \( \mathcal{W} \) and let \( u \in \widetilde{\mathcal{W}} \) with \( \|u\|_\mathcal{W} = 1 \) fixed. Thus, for all \( t \geq 1 \) using \((a_1), (a_2), (K), (f_1)\), and Proposition 2.6 we get

\[
\Psi_\lambda(tu) \leq \frac{CAb_1}{p^*} t^{p^*} - \lambda \mathcal{C} c_{p^*} t^{p^*} + \lambda \mathcal{C} \mathcal{E} |\Omega|.
\]

Taking \( \Pi(t) = \left[ \frac{CAb_1}{p^*} - \lambda \mathcal{C} c_{p^*} \right] t^{p^*} + \lambda \mathcal{C} \mathcal{E} |\Omega| \), if \( \mathcal{C} \) is large enough, then \( \Pi(t) \to -\infty \) as \( t \to +\infty \).

Therefore, we have

\[
\sup \{\Psi_\lambda(u) : u \in \widetilde{\mathcal{W}}, \|u\|_\mathcal{W} = R_3\} = \sup \{\Psi_\lambda(R_3u) : u \in \widehat{\mathcal{W}}, \|u\|_\mathcal{W} = 1\} \to -\infty
\]
as \( R_3 \to +\infty \).

Hence, there exists \( R_2 > 0 \) sufficiently large such that \( \Psi_\lambda(u) \leq 0 \) for all \( u \in \widehat{\mathcal{W}} \) with \( \|u\|_\mathcal{W} = R_3 \) and \( R_3 \geq R_2 \).

**Proof of Theorem 1.2.** From Lemma 3.1 the Euler Lagrange functional \( \Psi_\lambda \) satisfies the \((C)_c\) condition. Moreover, \( \Psi_\lambda(0) = 0 \) and \( \Psi_\lambda \) is even functional by conditions \((a_1)\) and \((f_1)\). Therefore, using the Lemma 3.3 and Theorem 2.11 we conclude the existence of an unbounded sequence of weak solutions to problem \( (P_\lambda) \) and this completes the proof.

### 3.3. Proof of Theorem 1.3

To prove Theorem 1.3 we verify the hypotheses of Theorem 2.12 through the Lemmas presented below.

Since that \( \mathcal{W} \) is a separable and reflexive Banach space, using (23 Chapter 4, or 57 Section 17) or 26, there exist sequence \( \langle e_i \rangle_{i \in \mathbb{N}} \subset \mathcal{W} \) and \( \langle e_i^* \rangle_{i \in \mathbb{N}} \subset \mathcal{W}' \) such that

\[
\mathcal{W} = \text{span}\{e_l : l = 1, 2, \ldots\}, \quad \mathcal{W}' = \text{span}\{e_l^* : l = 1, 2, \ldots\},
\]

and

\[
\langle e_i^*, e_l \rangle = \begin{cases} 1 & \text{se } i = l, \\ 0 & \text{se } i \neq l. \end{cases}
\]

We denote

\[
\mathcal{W}_j = \text{span}\{e_l : l = 1, 2, \ldots, j\}, \quad Y_j = \bigoplus_{l=1}^{j} \mathcal{W}_l = \text{span}\{e_1, \ldots, e_j\}, \quad \text{and} \quad Z_j = \bigoplus_{l=j}^{\infty} \mathcal{W}_l = \text{span}\{e_j, e_{j+1}, \ldots\}.
\]
Lemma 3.5. If \( \vartheta \in C^{+}(\Omega) \), \( p^{+} < \vartheta(x) < p_{-}^{*} \) for all \( x \in \Omega \), denote
\[
\beta_{j} := \sup\{\|u\|_{L^{p}(\Omega)} : \|u\|_{W} = 1, u \in Z_{j}\},
\]
then \( \lim_{j \to +\infty} \beta_{j} = 0 \).

**Proof.** It is clear that, \( 0 \leq \beta_{j+1} \leq \beta_{j} \), thus \( \beta_{j} \to \beta \geq 0 \) as \( j \to +\infty \). Let \( u_{j} \in Z_{j} \) satisfy
\[
\|u_{j}\|_{W} = 1, \ 0 \leq \beta_{j} - \|u_{j}\|_{L^{p}(\Omega)} < \frac{1}{j} \text{ for } j \in \mathbb{N}.
\]
Since \( W \) is reflexive there exist a subsequence of \( (u_{j})_{j \in \mathbb{N}} \) such that \( u_{j} \rightharpoonup u \) as \( j \to +\infty \). We claim \( u = 0 \). Indeed, for all \( e_{m}^{*} \in \{e_{l}^{*} : l = 1, 2, \ldots\} \), we obtain \( (e_{m}^{*}, u_{j}) = 0, j > m \). So \( (e_{m}^{*}, u_{j}) \to 0 \) as \( j \to +\infty \), this concludes \( (e_{m}^{*}, u) = 0 \) for all \( e_{m}^{*} \in \{e_{l}^{*} : l = 1, 2, \ldots\} \). Therefore, \( u = 0 \) and so \( u_{j} \to 0 \) as \( j \to +\infty \). Since the embedding from \( W \hookrightarrow L^{q(x)}(\Omega) \) is compact, then \( u_{j} \to 0 \) in \( L^{q(x)}(\Omega) \) as \( j \to +\infty \). Hence we get \( \beta_{j} \to 0 \) as \( j \to +\infty \).

Lemma 3.6. Assume that \( \Xi : W \to \mathbb{R} \) is weakly-strongly continuous, namely, \( u_{k} \rightharpoonup u \) implies \( \Xi(u_{k}) \to \Xi(u) \), and \( \Xi(0) = 0 \). Then for each \( \tau > 0 \) and \( j \in \mathbb{N} \) there exists
\[
\alpha_{j} := \sup\{\|\Xi(u)\| : u \in Z_{j}, \|u\|_{W} < \tau\} < \infty.
\]
Moreover, \( \lim_{j \to +\infty} \alpha_{j} = 0 \).

**Proof.** It is clear that, \( 0 \leq \alpha_{j+1} \leq \alpha_{j} \), thus \( \alpha_{j} \to \alpha \geq 0 \) as \( j \to +\infty \). Let \( u_{j} \in Z_{j} \), \( \|u\|_{W} \leq \tau \) such that
\[
0 \leq \alpha_{j} - |\Xi(u_{j})| < \frac{1}{j}.
\]
Since \( W \) is reflexive there exist a subsequence of \( (u_{j})_{j \in \mathbb{N}} \) such that \( u_{j} \rightharpoonup u \). Proceeding as in the previous lemma, we obtain \( u = 0 \). The weak- strong continuity of \( \Xi \), guarantees \( \Xi(u_{j}) \to \Xi(0) = 0 \). Therefore, \( \alpha_{j} \to 0 \) as \( j \to +\infty \).

Lemma 3.7. Assume \((a_{1})-(a_{3}), (K), (f_{0})\), and \((f_{2})\) are satisfied. Moreover, let \( \lambda \in \left(0, \frac{c_{A} b_{0}}{p^{+}}\right) \). Then there exist \( r_{j} > 0 \) such that:

\((h_{2})\) \( b_{j} := \inf\{\Psi_{\lambda}(u) : u \in Z_{j}, \|u\|_{W} = r_{j}\} \to +\infty \) as \( j \to +\infty \);

\((h_{3})\) \( \alpha_{j} := \max\{\Psi_{\lambda}(u) : u \in Y_{j}, \|u\|_{W} = r_{j}\} \leq 0 \).

**Proof.** \((h_{2})\) First, notice that for all \( u \in Z_{j} \) with \( \|u\|_{W} > 1 \), using \((a_{2})\), \((a_{3})\), \((K)\), and \((f_{0})\), we infer
\[
\Psi_{\lambda}(u) \geq \frac{c_{A} b_{0}}{p^{+}} \int_{\mathbb{R}^{N} \times \mathbb{R}^{N}} \frac{|u(x) - u(y)|^{p(x,y)}}{|x - y|^{N+p(x,y)}} \, dx \, dy - \lambda c_{1} \int_{\Omega} \left( \|u\|_{p(x)} \right) dx
\]
\[
\geq \frac{c_{A} b_{0}}{p^{+}} \|u\|_{p^{-}} - \lambda c_{1} \beta_{j} \|u\|_{W} - \lambda c_{8} \|u\|_{W},
\]
for a constant \( c_{8} > 0 \) and \( \beta_{j} := \sup\{\|u\|_{L^{p(x)}(\Omega)} : \|u\|_{W} = 1, u \in Z_{j}\} \).

Now, since \( p^{-} \leq p^{+} < \beta_{j}^{+} \), by the Lemma 3.3 it is easy see that \( r_{j} := (c_{1} \beta_{j}^{+})^{\frac{1}{p^{-} - 2}} \to +\infty \) as \( j \to +\infty \). Then, for \( j \) sufficiently large, \( u \in Z_{j} \) with \( \|u\|_{W} = r_{j} > 1 \), and by \((3.26)\), we conclude
\[
\Psi_{\lambda}(u) \geq \left( \frac{c_{A} b_{0}}{p^{+}} - \lambda \right) r_{j}^{p^{-}} - \lambda c_{8} r_{j}.
\]
Therefore, since \( p^{-} > 1 \) and \( \frac{c_{A} b_{0}}{p^{+}} > \lambda \), we obtain that \( b_{j} := \inf\{\Psi_{\lambda}(u) : u \in Z_{j}, \|u\|_{W} = r_{j}\} \to +\infty \) as \( j \to +\infty \).

\((h_{3})\) Note that for all \( v \in Y_{j} \) with \( \|v\|_{W} = 1 \), using \((a_{2})\), \((a_{3})\), \((K)\), \((f_{0})\) and \((3.4)\) for \( t > 1 \), we have
\[
\Psi_{\lambda}(tv) \leq t^{p^{+}} \left( \frac{C_{A} b_{1}}{p^{+}} \|v\|_{p^{+}}^{+} - \lambda c_{8} \int_{\Omega} |v|^{p^{+}} \, dx \right) + \lambda c_{8} |\Omega|.
\]
It is clear that we can choose $\mathcal{C} > 0$ large enough such that
\[
\frac{C_{Ah}}{p'} \|v\|_{\mathcal{W}}^{p'} - \lambda \mathcal{C} \int_{\Omega} |v|^{p'} \, dx < 0.
\]

From (3.27), it follows that
\[
\lim_{t \to +\infty} \Psi_{\lambda}(tv) = -\infty.
\]
Therefore, there exists $t_0 > r_j > 1$ large enough such that $\Psi_{\lambda}(t_0v) \leq 0$ and thus, if set $\rho_j = t_0$, we conclude that
\[
a_j := \max \{ \Psi_{\lambda}(u) : u \in Y_j; \|u\|_{\mathcal{W}} = \rho_j \} \leq 0.
\]

**Proof of Theorem 1.14.** From conditions (a1) and (f1) the Euler Lagrange functional $\Psi_{\lambda}$ is even functional and by Lemma 3.2 $\Psi_{\lambda}$ satisfies the (C) condition for every $c > 0$. Then, with that and by Lemma 3.7 all conditions of the Theorem 2.12 are satisfied. Therefore, we obtain a sequence of critical points $(u_k)_{k \in \mathbb{N}}$ in $\mathcal{W}$ such that $\Psi_{\lambda}(u_k) \to +\infty$ as $k \to +\infty$. □

### 3.4. Proof of Theorem 1.14

To prove Theorem 1.14 we use the Lemma presented below and we verify hypotheses Theorem 2.14.

**Lemma 3.8.** Suppose that the hypotheses in Theorem 1.14 hold, then $\Psi_{\lambda}$ satisfied the $(C)^*_c$ condition.

**Proof.** Let $c \in \mathbb{R}$ and the sequence $(u_k)_{k \in \mathbb{N}} \subset \mathcal{W}$ be such that $u_k \in Y_k$ for all $k \in \mathbb{N}$, $\Psi_{\lambda}(u_k) \to c$ and $\|\Psi_{\lambda}|_{Y_{kj}}(u_k)\|_{\mathcal{W}'}(1 + \|u_k\|_{\mathcal{W}}) \to 0$, as $k \to +\infty$. Therefore, we have
\[
c = \Psi_{\lambda}(u_k) + o_k(1) \quad \text{and} \quad \langle \Psi_{\lambda}^{'*}(u_k), u_k \rangle = o_k(1),
\]
where $o_k(1) \to 0$ as $k \to +\infty$. Analogously to the proof of Lemma 3.2 we can prove that the sequence $(u_k)_{k \in \mathbb{N}}$ is bounded in $\mathcal{W}$. Since $\mathcal{W}$ is reflexive, we can extract a subsequence of $(u_k)_{k \in \mathbb{N}}$, denoted for $(u_k)_{j \in \mathbb{N}}$, and $u \in \mathcal{W}$ such that $u_k \rightharpoonup u$ in $\mathcal{W}$ as $j \to +\infty$. On the other hand, as $\mathcal{W} = \cup_k Y_k = \text{span}\{e_k : k \geq 1\}$, we can choose $v_k \in Y_k$ such that $v_k \to u$ in $\mathcal{W}$ as $k \to +\infty$. Hence, we conclude that
\[
\langle \Psi_{\lambda}^{'*}(u_k), u_k - u \rangle = \langle \Psi_{\lambda}^{'*}(u_k), u_k - v_k \rangle + \langle \Psi_{\lambda}^{'*}(u_k), v_k - u \rangle.
\]

Since $\Psi_{\lambda}|_{Y_{kj}}(u_k) \to 0$ and $u_k - v_k \to 0$ in $Y_k$, as $j \to +\infty$, we achieve
\[
\lim_{j \to +\infty} \langle \Psi_{\lambda}^{'*}(u_k), u_k - u \rangle = 0.
\]
Furthermore, using Hölder’s inequality, we obtain that
\[
\int_{\Omega} f(x, u_k)(u_k - u) \, dx \to 0 \quad \text{as} \quad j \to +\infty.
\]
Therefore,
\[
\langle \Phi^{'*}(u_k), u_k - u \rangle = \lambda \int_{\Omega} f(x, u_k)(u_k - u) \, dx + \langle \Phi_{\lambda}^{'*}(u_k), u_k - u \rangle \to 0 \quad \text{as} \quad j \to +\infty.
\]
Consequently, since $\Phi$ is of type $(S_+)$, it follows that $u_k \to u$ in $\mathcal{W}$ as $j \to +\infty$. Then, we conclude that $\Psi_{\lambda}$ satisfies the $(C)^*_c$ condition. Thus, we obtain that $\Phi_{\lambda}^{'*}(u_k) \to \Phi_{\lambda}^{'*}(u)$ as $j \to +\infty$. Let us prove $\Phi_{\lambda}^{'*}(u) = 0$. Indeed, taking $\omega_l \in Y_l$, notice that when $k_j \geq l$, we achieve
\[
\langle \Phi_{\lambda}^{'*}(u), \omega_l \rangle = \langle \Phi_{\lambda}^{'*}(u) - \Phi_{\lambda}^{'*}(u_k), \omega_l \rangle + \langle \Phi_{\lambda}^{'*}(u_k), \omega_l \rangle
\]
\[
= \langle \Phi_{\lambda}^{'*}(u) - \Phi_{\lambda}^{'*}(u_k), \omega_l \rangle + \langle \Phi_{\lambda}^{'*}|_{Y_{kj}}(u_k), \omega_l \rangle,
\]
so, passing the limit on the right side of the equation above as $j \to +\infty$, we conclude
\[
\langle \Phi_{\lambda}^{'*}(u), \omega_l \rangle = 0 \quad \text{for all} \quad \omega_l \in Y_l.
\]
Therefore, $\Phi_{\lambda}^{'*}(u) = 0$ in $\mathcal{W}'$ and this show that $\Psi_{\lambda}$ satisfies the $(C)^*_c$ condition for every $c \in \mathbb{R}$. □
Proof of Theorem 1.3. First we observe that from (a1), (f3), and Lemma 3.8 the Euler Lagrange functional $\Psi_{\lambda}$ is even functional and satisfies the $(C)_{\lambda}$ condition for all $\lambda \in \mathbb{R}$.

Now we will show that the conditions $(g_1)$, $(g_2)$, and $(g_3)$ of the Dual Fountain Theorem are satisfied:

$(g_1)$ First we note that using $(f_0)$ and Young’s inequality, we have

$$|F(x, t)| \leq c_9(1 + |t|^{\delta(x)})$$

(3.28)

for a positive constant $c_9$. Moreover, as $\lambda < \frac{c_4b_0}{p^-}$, we have

$$\lim_{j \to +\infty} \left( \frac{c_4b_0}{p^-} - \lambda \right) (c_9\beta_{2j}^+)^{\frac{p^--p^+}{p^+ - 2}} = +\infty.$$

Then, there exists $j_0 \in \mathbb{N}$ such that

$$\left( \frac{c_4b_0}{p^-} - \lambda \right) (c_9\beta_{2j}^+)^{\frac{p^--p^+}{p^+ - 2}} - \lambda c_9|\Omega| \geq 0 \text{ for all } j \geq j_0.$$

Taking $\rho_j = (c_9\beta_{2j}^+)^{\frac{1}{p^+ - 2}}$ for $j \geq j_0$. It is clear that $\rho_j > 1$ for all $j \in \mathbb{N}$, $j \geq j_0$, since $\lim_{j \to +\infty} \rho_j = +\infty$.

Using the arguments of Theorem 1.3 for all $u \in Z_j$, with $\|u\|_{\Psi} = \rho_j$, and using $(a_2)$, $(a_3)$, $(K)$, and $(\mathcal{M}, \mathcal{N})$, we conclude that

$$\Psi_{\lambda}(u) \geq \left( \frac{c_4b_0}{p^-} - \lambda \right) (c_9\beta_{2j}^+)^{\frac{p^--p^+}{p^+ - 2}} - \lambda c_9|\Omega| \geq 0.$$

So, we obtain

$$a_j := \inf \{ \Psi_{\lambda}(u) : u \in Z_j, \|u\|_{\Psi} = \rho_j \} \geq 0.$$

$(g_2)$ Since $Y_j$ is finite dimensional all the norms are equivalent, there exists a constant $c_{10} > 0$ such that

$$\|u\|_{L^{p^+}(\Omega)} \geq c_{10}\|u\|_{\Psi} \text{ for all } u \in Y_j.$$ 

Then, from $(a_1)$, $(a_2)$, $(K)$, $(f_1)$, and Proposition 2.6, we infer

$$\Psi_{\lambda}(u) \leq \frac{C_4b_1}{p^-}\|u\|_{\Psi}^{p^+} - \lambda c_{10}\varepsilon\|u\|_{\Psi}^{p^+} + \lambda c_9|\Omega| \text{ for all } u \in Y_j \text{ with } \|u\|_{\Psi} \geq 1.$$

Let $B(t) = \frac{C_4b_1}{p^-}t^{p^+} - \lambda c_{10}\varepsilon t^{p^+} + \lambda c_9|\Omega|$. However, we can choose $\varepsilon > 0$ large enough, such that

$$\lim_{t \to +\infty} B(t) = -\infty.$$

Therefore, there exists $T \in (1, +\infty)$ such that

$$B(t) < 0 \text{ for all } t \in [T, +\infty).$$

Consequently, $\Psi_{\lambda}(u) < 0$ for all $u \in Y_j$ with $\|u\|_{\Psi} = T$. Then, choosing $r_j = T$ for all $j \in \mathbb{N}$, we have

$$b_j := \max \{ \Psi_{\lambda}(u) : u \in Y_j, \|u\|_{\Psi} = r_j \} < 0.$$

We observe that we can change $j_0$ on other more large, if necessary, so that $\rho_j > r_j > 0$ for all $j \geq j_0$.

$(g_3)$ Since $Y_j \cap Z_j \neq 0$ and $0 < r_j < \rho_j$, so, we have

$$d_j := \inf \{ \Psi_{\lambda}(u) : u \in Z_j, \|u\|_{\Psi} \leq \rho_j \} \leq b_j := \max \{ \Psi_{\lambda}(u) : u \in Y_j, \|u\|_{\Psi} = r_j \} < 0.$$

From $(f_0)$, we obtain $|F(x, u)| \leq c_{11}(1 + |t|^{\delta(x)})$, for a constant positive $c_{11}$, and for all $(x, t) \in \Omega \times \mathbb{R}$.

Consider, $\Sigma_1 : \Psi \to \mathbb{R}$ and $\Sigma_2 : \Psi \to \mathbb{R}$ defined by

$$\Sigma_1(u) = \int_{\Omega} \lambda c_{11}|u|^{\delta(x)} \, dx \text{ and } \Sigma_2(u) = \int_{\Omega} \lambda c_{11}|u| \, dx.$$

We have $\Sigma_i(0) = 0$, $i = 1, 2$, and they are weakly-strongly continuous. Let us denote

$$\eta_j = \sup \{ \Sigma_1(u) : u \in Z_j, \|u\|_{\Psi} \leq 1 \}, \quad \xi_j = \sup \{ \Sigma_2(u) : u \in Z_j, \|u\|_{\Psi} \leq 1 \}.$$

Thus, since the embedding $\Psi \hookrightarrow L^{\delta(x)}(\Omega)$ is compact it follows that by Lemma 8.6 that

$$\lim_{j \to +\infty} \eta_j = \lim_{j \to +\infty} \xi_j = 0.$$
Now, consider \( v \in Z_j \) with \( \|v\|_W = 1 \) and \( 0 < t < \rho_j \). Then, from (a₁), (a₂), (a₃), (K), and \( (3.29) \), we obtain

\[
\Psi_\lambda(tv) \geq -\lambda \int_\Omega F(x, tv) \, dx \geq -\Sigma_1(tv) - \Sigma_2(tv),
\]

and since

\[
\Sigma_1(tv) \leq t^{\tilde{\alpha}^+} \Sigma_1(v) \quad \text{and} \quad \Sigma_2(tv) = t \Sigma_2(v),
\]

we achieve

\[
\Psi_\lambda(tv) \geq -t^{\tilde{\alpha}^+} \Sigma_1(v) - \rho_j \Sigma_2(v) \geq -t^{\tilde{\alpha}^+} \eta_j - \rho_j \xi_j
\]

for all \( t \in (0, \rho_j) \) and \( v \in Z_j \) with \( \|v\|_W = 1 \). Thus, \( d_j \geq -t^{\tilde{\alpha}^+} \eta_j - \rho_j \xi_j \) and as \( d_j < 0 \) for all \( j > j_0 \), we conclude that \( \lim_{j \to +\infty} d_j = 0 \).

Therefore, the conditions of Theorem 2.14 are satisfied. Consequently, there exists a sequence \( (u_k)_{k \in \mathbb{N}} \subset W \) of weak solutions of problem such that \( \Psi_\lambda(u_k) < 0 \) and \( \Psi_\lambda(u_k) \to 0 \) as \( k \to +\infty \) for \( \lambda \in \left(0, \frac{c_{4b_0}}{p^+}\right) \).

### 3.5. Proof of Theorem 1.5

To prove Theorem 1.5, we need of Lemmas below and Theorem 2.10.

**Lemma 3.9.** Suppose (a₁)-(a₃) and (f₁) hold. There is \( v \in W \setminus \{0\} \), such that \( \lim_{t \to +\infty} \Psi_\lambda(tv) = -\infty \).

**Proof.** The proof is as in the Lemma 3.1 (i). \( \square \)

**Lemma 3.10.** Suppose (a₁)-(a₃), (K), (f₀), \( f(x, 0) = 0 \), and \( f(x, t) \geq 0 \) a.e. \( x \in \Omega \) and for all \( t \geq 0 \) holds. Then, there exist \( \lambda > 0 \), positive constants \( C_\lambda \) and \( \rho_\lambda \) for \( \lambda \in (0, \lambda) \) such that \( \lim_{\lambda \to 0^+} C_\lambda = +\infty \) and \( \Psi_\lambda(u) > C_\lambda > 0 \) whenever \( \|u\|_W = \rho_\lambda \).

**Proof.** We consider \( u \in W \) with \( \|u\|_W > 1 \). Then, using \( (3.28) \), Young’s inequality, and Lemma 2.6, we conclude that

\[
\Psi_\lambda(u) \geq \frac{c_{4b_0}}{p^+} \|u\| - \lambda c_{13} \|u\|_W^{p^+} - \lambda c_9 |\Omega|
\]

(3.30)

for constant positive \( c_{13} \).

Let \( \gamma \in \left(0, \frac{1}{2(-\alpha^+)}\right) \) and \( u \in W \) such that \( \|u\|_W = \lambda^{-\gamma} \). We define \( \rho_\lambda := \lambda^{-\gamma} \) and we observe that \( \rho_\lambda > 1 \) for \( \lambda \) small enough. Hence, from (3.30), we conclude

\[
\Psi_\lambda(u) \geq \frac{c_{4b_0}}{p^+} \lambda^{-\gamma p^+} - c_{13} \lambda^{1-\gamma p^+} - \lambda c_9 |\Omega|.
\]

Since \( \gamma < \frac{1}{2(-\alpha^+)} \) it follows that \(-\gamma p^+ < 1 - \gamma p^{+}\). Thus \( C_\lambda := \frac{c_{4b_0}}{p^+} \lambda^{-\gamma p^+} - c_{13} \lambda^{1-\gamma p^+} - \lambda c_9 |\Omega| \to +\infty \) as \( \lambda \to 0^+ \). Hence, there exists \( \lambda > 0 \) small enough such that \( C_\lambda > 0 \) for all \( \lambda \in (0, \lambda) \). Then we obtain that

\[
\Psi_\lambda(u) \geq C_\lambda > 0 = \Psi_\lambda(0)
\]

for all \( u \in W \) with \( \|u\|_W = \rho_\lambda = \lambda^{-\gamma} \) and \( \lambda \in (0, \lambda) \). Therefore, \( C_\lambda \) verifies the assertion of the Lemma. \( \square \)

**Proof of Theorem 1.5.** From Lemma 3.2 the functional \( \Psi_\lambda \) satisfy the \( (C)_c \) condition. Moreover, \( \Psi_\lambda(0) = 0 \). Then, by Lemma 3.10, Lemma 3.11, and Theorem 2.10 we obtain that there are constant \( \lambda \) and a nontrivial critical point \( u_\lambda \) for \( \Psi_\lambda \) with \( \lambda \in (0, \lambda) \) such that

\[
c = \Psi_\lambda(u_\lambda) \geq C_\lambda.
\]

Then, from (a₁), (a₂), (K), (f₀), \( (3.28) \), Proposition 2.6 and Lemma 2.3, we achieve

\[
C_\lambda \leq \Psi_\lambda(u_\lambda) \leq \frac{C_{4b_1}}{p^+} \max\{\|u_\lambda\|^{p^+}_W, \|u_\lambda\|^{-p^+}_W\} + \lambda c_{13} \max\{\|u_\lambda\|^{p^+}_W, \|u_\lambda\|^{-p^+}_W\} + \lambda c_9 |\Omega|.
\]

(3.31)

Hence, taking \( \lambda \to 0^+ \) in (3.31) as \( C_\lambda \to +\infty \), we get

\[
\lim_{\lambda \to 0^+} \|u_\lambda\|_W = +\infty.
\]

Therefore, we conclude the proof of Theorem 1.5. \( \square \)
3.6. Proof of Theorem 1.6

To proof Theorem 1.6 it is enough to verify that $\Psi_\lambda$ satisfies the hypotheses of Theorem 2.16.

**Lemma 3.11.** Suppose $(a_1)$ - $(a_3)$, $(\mathcal{K})$, and $(f_5)$ holds. Then the functional $\Psi_\lambda$ is bounded from below and satisfies the $(PS)$ condition.

**Proof.** Let $u \in \mathcal{W}$ and suppose $\|u\|_{\mathcal{W}} > 1$. Then, from $(a_2)$, $(a_3)$, $(\mathcal{K})$, $(f_5)$, Lemma 2.5 and Lemma 2.7 for each $\lambda > 0$, we infer that

$$
\Psi_\lambda(u) \geq \frac{C_A b_0}{p} \|u\|_{\mathcal{W}}^p - \frac{\lambda C_{14}}{m} \|u\|_{\mathcal{W}}^m.
$$

Since $m^+ < p^-$, follows that $\Psi_\lambda$ is coercive. Therefore, $\Psi_\lambda$ is bounded from below.

Now, let $(u_k)_{k \in \mathbb{N}}$ be a sequence in $\mathcal{W}$ such that

$$
\Psi_\lambda(u_k) \to \mathcal{C} \quad \text{and} \quad \Psi'_\lambda(u_k) \to 0 \quad \text{in} \; \mathcal{W}' \quad \text{as} \; k \to +\infty.
$$

By coercivity of $\Psi_\lambda$, we have $(u_k)_{k \in \mathbb{N}}$ is bounded in $\mathcal{W}$. Hence up to a subsequence, still denoted by $(u_k)_{k \in \mathbb{N}}$, we have $u_0 \in \mathcal{W}$ such that $u_k \to u_0$ in $\mathcal{W}$ and from Lemma 2.6 we infer that $u_k \to u_0$ in $L^{m(\cdot)}(\Omega)$ and $u_k(x) \to u_0(x)$ a.e. $x \in \Omega$, as $k \to +\infty$.

Since $\Psi'_\lambda(u_k) \to 0$ in $\mathcal{W}$ as $k \to +\infty$ and the sequence $(u_k)_{k \in \mathbb{N}}$ is bounded in $\mathcal{W}$, we have that

$$
\langle \Psi'_\lambda(u_k), u_k - u_0 \rangle \to 0 \quad \text{as} \; k \to +\infty. \quad (3.32)
$$

Now, using $(f_5)$ and Hölder’s inequality, we obtain that

$$
\left| \int_{\Omega} f(x, u_k)(u_k - u_0) \, dx \right| \leq C_2 \left\| u_k \right\|_{L^{m(\cdot)}(\Omega)} \left\| u_k - u_0 \right\|_{L^{m(\cdot)}(\Omega)}.
$$

Thus, taking into account that $u_k \to u_0$ in $L^{m(\cdot)}(\Omega)$ as $k \to +\infty$, we achieve

$$
\int_{\Omega} f(x, u_k)(u_k - u_0) \, dx \to 0 \quad \text{as} \; k \to +\infty. \quad (3.33)
$$

Therefore, from $(3.32)$ and $(3.33)$, we conclude that

$$
\langle \Phi'(u_k), u_k - u_0 \rangle = (\Psi'_\lambda(u_k), u_k - u_0) - \lambda \int_{\Omega} f(x, u_k)(u_k - u_0) \, dx \to 0 \quad \text{as} \; k \to +\infty.
$$

Since $\Phi'$ is of type $(S_\pm)$ (see Lemma 2.7), we obtain $u_k \to u_0$ in $\mathcal{W}$ as $k \to +\infty$, concluding the proof of the Palais-Smale condition.

**Proof of Theorem 1.6.** From $(a_1)$ and $(f_4)$ the Euler Lagrange functional $\Psi_\lambda$ is even functional. Furthermore, by Lemma 3.11 $\Psi_\lambda$ is bounded from below and satisfies the Palais-Smale condition. Hence the item $(I1)$ of Theorem 2.10 is verified. Let us show that $\Psi_\lambda$ satisfies $(I2)$. Since $\mathcal{W}$ is a reflexive and separable Banach space, for each $j \in \mathbb{N}$, consider a $j$-dimensional linear subspace $\mathcal{W}_j \subset C_0^\infty(\Omega)$ of $\mathcal{W}$. We define

$$
\mathcal{S}_{\mathcal{R}_j}^j = \{ u \in \mathcal{W}_j : \|u\|_{\mathcal{W}} = \mathcal{R}_j \}
$$

where $\mathcal{R}_j > 0$ will be determined later on. Since $\mathcal{W}_j$ and $\mathbb{R}^j$ are isomorphic and $\mathcal{S}_{\mathcal{R}_j}^j$ is homeomorphic to the $(j - 1)$-dimensional sphere $\mathbb{S}^{j-1}$ by an odd mapping, it has genus $j$, i.e., $\gamma(\mathcal{S}_{\mathcal{R}_j}^j) = j$.

Now, from $(a_1)$, $(a_2)$, $(\mathcal{K})$, and $(f_5)$, we obtain

$$
\Psi_\lambda(u) \leq \frac{C_A b_1}{p} \int_{\mathbb{R}^N \times \mathbb{R}^N} \frac{|u(x) - u(y)|^p(x,y)}{|x - y|^{N+sp(x,y)}} \, dx \, dy - \lambda C_0 \int_{\Omega} |u|^{m(x)} \, dx. \quad (3.34)
$$

By Proposition 2.6 if $\|u\|_{\mathcal{W}} < 1$, we have $\rho_{\mathcal{W}}(u) \leq \|u\|_{\mathcal{W}}^p - \lambda C_0$, and $\rho_{m(\cdot)}(u) \geq \|u\|_{L^{m(\cdot)}(\Omega)}$ for every $u \in \mathcal{W}$. Moreover, since $\mathcal{W}_j$ is a finite dimensional space, any norm in $\mathcal{W}_j$ is equivalent to each other. Thus, there exist a constant $C(j) > 0$ such that $C(j)\|u\|_{\mathcal{W}}^{m^+} \leq \int_{\Omega} |u|^{m(x)} \, dx$ for every $u \in \mathcal{W}_j$. Consequently, by $(3.34)$, we get

$$
\Psi_\lambda(u) \leq \|u\|_{\mathcal{W}}^{m^+} \left( \frac{C_A b_1}{p} \|u\|_{\mathcal{W}}^p - m^+ - \lambda C(j) C_0 \right).
$$
for every $u \in W$ with $\|u\|_W < 1$. Let $R_5 \in (0,1)$ such that
\[
\frac{C_A b_1}{p^- R_5^{p^- - m^+}} < \lambda C(j) C_0.
\]
Thus, for all $0 < R_4 < R_5$ and $u \in S_{R_4}$, we have that
\[
\Psi_{\lambda}(u) \leq R_4^{m^+} \left( \frac{C_A b_1}{p^- R_4^{p^- - m^+}} - \lambda C(j) C_0 \right) \leq R_4^{m^+} \left( \frac{C_A b_1}{p^- R_5^{p^- - m^+}} - C(j) C_0 \right) < 0 = \Psi_{\lambda}(0).
\]
Therefore, we conclude that
\[
\sup_{u \in S_{R_4}} \Psi_{\lambda}(u) < 0 = \Psi_{\lambda}(0).
\]
Thus the hypotheses of Theorem 2.14 are satisfied and we conclude that there exists a sequence nontrivial weak solutions $u_j$ in $W$ such that
\[
\Psi_{\lambda}(u_j) \leq 0, \quad \Psi'_{\lambda}(u_j) = 0 \quad \text{and} \quad \|u_j\|_W \to 0 \quad \text{as} \quad j \to +\infty.
\]
\[
\square
\]

4. Appendix

This section presents several results which are used in our paper.

Proof of Lemma 2.24 We consider the set $M = \{u \in W; \|u\|_{L^p(\Omega)} = 1\}$. Then to prove this Lemma it suffices to prove that
\[
\inf_{u \in M} [u]^{s,p(\cdot)} = \zeta_1 > 0.
\]
Initially, we observe that $\zeta_1 \geq 0$ and we prove $\zeta_1$ is attained in $M$. Let $(u_k)_{k \in \mathbb{N}} \subset M$ be a minimizing sequence, that is, $[u_k]^{s,p(\cdot)} \to \zeta_1$ as $k \to +\infty$. This implies that $(u_k)_{k \in \mathbb{N}}$ is bounded in $W$ and $L^p(\Omega)$, therefore in $W^{s,p(\cdot)}(\Omega)$. Consequently up to a subsequence $u_k \rightharpoonup u_0$ in $W^{s,p(\cdot)}(\Omega)$ as $k \to +\infty$. Thus, from Corollary 2.3 it follows that $u_k \to u_0$ in $L^p(\Omega)$ as $k \to +\infty$. We extend $u_0$ to $\mathbb{R}^N$ by setting $u_0(x) = 0$ on $x \in \mathbb{R}^N \setminus \Omega$. This implies $u_k(x) \to u_0(x)$ a.e. $x \in \mathbb{R}^N$ as $k \to +\infty$. Hence by using Fatous Lemma, we have
\[
\int_{\mathbb{R}^N} \frac{|u_0(x) - u_0(y)|^{p(x,y)}}{|x-y|^{N-sp(x,y)}} \, dx \, dy \leq \liminf_{k \to +\infty} \int_{\mathbb{R}^N} \frac{|u_k(x) - u_0(y)|^{p(x,y)}}{|x-y|^{N-sp(x,y)}} \, dx \, dy
\]
which implies that
\[
[u_0]^{s,p(\cdot)} \leq \liminf_{k \to +\infty} [u_k]^{s,p(\cdot)} = \zeta_1,
\]
and thus $u_0 \in W$. Moreover, $\|u_0\|_{L^p(\Omega)} = 1$ and then $u_0 \in M$. In particular, $u_0 \neq 0$ and $[u_0]^{s,p(\cdot)} = \zeta_1 > 0$.

Proof of Lemma 2.27 First we observe that by Lemma 2.4, for all $u \in W$, we get
\[
\|u\|_{W^{s,p(\cdot)}(\Omega)} \leq \|u\|_{L^p(\Omega)} + \|u\|_W \leq \left( \frac{1}{\zeta_1} + 1 \right) \|u\|_W,
\]
that is, $W$ is continuously embedded in $W^{s,p(\cdot)}(\Omega)$, and by Corollary 2.3 we conclude that $W$ is continuously embedded in $L^{s(\cdot)}(\Omega)$. To prove that the embedding above is compact we consider $(u_k)_{k \in \mathbb{N}}$ a bounded sequence in $W$. Using (4.1), follows that $(u_k)_{k \in \mathbb{N}}$ is bounded in $W^{s,p(\cdot)}(\Omega)$. Hence by Corollary 2.3 we infer that there exists $u_0 \in L^{s(\cdot)}(\Omega)$ such that up to a subsequence $u_k \to u_0$ in $L^{s(\cdot)}(\Omega)$ as $k \to +\infty$. Since that $u_k = 0$ a.e. in $\mathbb{R}^N \setminus \Omega$ for all $k \in \mathbb{N}$, so we define $u_0 = 0$ a.e. in $\mathbb{R}^N \setminus \Omega$ and obtain that the convergence occurs in $L^{s(\cdot)}(\Omega)$. This completes the proof this Lemma.

\[
\square
Proof of Lemma 2.7. (i) Using standard arguments proof this item.
(ii) From (i) the functional $\Phi$ is of class $C^1(\mathcal{W}, \mathbb{R})$, and by hypothesis (a4), the functional $\Phi'$ is monotone.
Thus, by [38, Lemma 15.4] we conclude that 
$$
\langle \Phi'(u), u_k - u \rangle + \Phi(u) \leq \Phi(u_k) \quad \text{for all } k \in \mathbb{N}.
$$
Thus, since $u_k \to u$ in $\mathcal{W}$, as $k \to +\infty$ we obtain 
$$
\liminf_{k \to +\infty} \Phi(u_k) \leq \Phi(u).
$$
(iii) Let $(u_k)_{k \in \mathbb{N}}$ be a sequence in $\mathcal{W}$ as in the statement. We have that by (i), $\Phi'$ is a continuous functional.
Therefore,
$$
\lim_{k \to +\infty} \langle \Phi'(u), u_k - u \rangle = 0.
$$
Now, we observe that

$$
\langle \Phi'(u), u_k - u \rangle = \langle \Phi'(u_k), u_k - u \rangle - \langle \Phi'(u_k), u - u \rangle - \langle \Phi'(u_k), u_k - u \rangle.
$$

Thus by (2.2), (4.2), and (4.3), we infer

$$
\lim_{k \to +\infty} \langle \Phi'(u_k), u_k - u \rangle = 0.
$$

Furthermore, since $\Phi$ is strictly convex by hypothesis (a4), $\Phi'$ is monotone (see [38, Lemma 15.4]), we have

$$
\langle \Phi'(u_k), u_k - u \rangle \geq 0 \quad \text{for all } k \in \mathbb{N}.
$$

Therefore, by (4.4) and (4.5), we infer that

$$
\lim_{k \to +\infty} \langle \Phi'(u_k), u_k - u \rangle = 0.
$$

Consequently, by (4.4), (4.5), and (4.6), we conclude

$$
\lim_{k \to +\infty} \langle \Phi'(u_k), u_k - u \rangle = 0.
$$

Since $\Phi$ is strictly convex, we get

$$
\Phi(u) + \langle \Phi'(u_k), u_k - u \rangle \geq \Phi(u_k) \quad \text{for all } k \in \mathbb{N}.
$$

Thus, by (4.7) and (4.8), we have

$$
\Phi(u) \geq \lim_{k \to +\infty} \Phi(u_k).
$$

Since $\Phi$ is weakly lower semicontinuous (see (ii)) and by (4.9), we conclude that

$$
\Phi(u) = \lim_{k \to +\infty} \Phi(u_k).
$$

On the other hand, by (4.10) the sequence $(U_k(x, y))_{k \in \mathbb{N}}$ converge to 0 in $L^1(\mathbb{R}^N \times \mathbb{R}^N)$ as $k \to +\infty$, where

$$
U_k(x, y) := [A(u_k(x) - u_k(y)) - A(u(x) - u(y))][u_k(x) - u_k(y)] - (u(x) - u(y))K(x, y) \geq 0.
$$

Hence there exists a subsequence $(u_{k_j})_{j \in \mathbb{N}}$ of $(u_k)_{k \in \mathbb{N}}$ such that

$$
U_{k_j}(x, y) \to 0 \quad \text{a.e. } (x, y) \in \mathbb{R}^N \times \mathbb{R}^N \text{ as } j \to +\infty.
$$

We denoted $\mu_j(x, y) = u_{k_j}(x) - u_{k_j}(y)$ and $\mu(x, y) = u(x) - u(y)$ for all $(x, y) \in \mathbb{R}^N \times \mathbb{R}^N$. 

Claim a. If $U_{k_j}(x, y) \to 0$ a.e. $(x, y) \in \mathbb{R}^N \times \mathbb{R}^N$, then $\mu_j(x, y) \to \mu(x, y)$ as $j \to +\infty$ for almost all $(x, y) \in \mathbb{R}^N \times \mathbb{R}^N$.

Indeed, fixed $(x, y) \in \mathbb{R}^N \times \mathbb{R}^N$ with $x \neq y$ we suppose by contradiction that the sequence $(\mu_j(x, y))_{j \in \mathbb{N}}$ is unbounded for $(x, y) \in \mathbb{R}^N \times \mathbb{R}^N$ fixed. Using (4.11) we get $U_{k_j}(x, y) \to 0$ as $j \to +\infty$ in $\mathbb{R}$, consequently there is $M > 0$ such that for all $j \in \mathbb{N}$

$$
|A(\mu_j(x, y)) - A(\mu(x, y))|(|\mu_j(x, y)| - |\mu(x, y)|)K(x, y) \leq M.
$$

Thus, denoting

$$
V_A := [A(\mu_j(x, y))\mu_j(x, y) + A(\mu(x, y))\mu(x, y)]K(x, y),
$$

we get from (4.12) that

$$
V_A \leq M + A(\mu(x, y))\mu_j(x, y)K(x, y) + A(\mu_j(x, y))\mu(x, y)K(x, y)\quad \text{for all } j \in \mathbb{R}.
$$
So using \((a_2)\) and \((\mathcal{K})\) in inequality above, we have for all \(j \in \mathbb{R}\) that,

\[
\begin{align*}
\frac{\mu_j(x, y)}{|x - y|^{N + \kappa(x, y)}} &\leq M + C_A b_1 \frac{|\mu_j(x, y)|}{|x - y|^{N + \kappa(x, y)}}^\frac{1}{p(x, y) - 1}\left|\mu_j(x, y)\right| \\
&= M + C_A b_1 \frac{|\mu_j(x, y)|}{|x - y|^{N + \kappa(x, y)}}^\frac{1}{p(x, y) - 1}\left|\mu_j(x, y)\right|.
\end{align*}
\]

(4.13)

Dividing (4.13) by \(|\mu_j(x, y)|^{p(x, y)}\), we achieve

\[
\begin{align*}
\frac{c_A b_0}{|x - y|^{N + \kappa(x, y)}} + \frac{c_A b_0 |\mu_j(x, y)|^{p(x, y)}}{|\mu_j(x, y)|^{p(x, y)}|x - y|^{N + \kappa(x, y)}} &\leq M + \frac{C_A b_1 |\mu_j(x, y)|^{p(x, y) - 1}}{|\mu_j(x, y)|^{p(x, y)}|x - y|^{N + \kappa(x, y)}} \\
&\quad + \frac{C_A b_1 |\mu_j(x, y)|^{p(x, y) - 1}}{|\mu_j(x, y)|^{p(x, y)}|x - y|^{N + \kappa(x, y)}}.
\end{align*}
\]

(4.14)

for all \(j \in \mathbb{R}\). Since we are supposing that the sequence \((\mu_j(x, y)))_{j \in \mathbb{N}}\) is unbounded, we can assume that \(|\mu_j(x, y)| \to +\infty\) as \(j \to +\infty\), then by (4.13) we obtain \(c_A b_0 \leq 0\) which is an contradiction.

Therefore, the sequence \((\mu_j(x, y)))_{j \in \mathbb{N}}\) is bounded in \(\mathbb{R}\) and up to a subsequence \((\mu_j(x, y)))_{j \in \mathbb{N}}\) converges to some \(\nu \in \mathbb{R}\). Thus we obtain \(\mu_j(x, y) \to \nu\) as \(j \to +\infty\). Thence denoting

\[
\mathcal{U}(x, y) := [\mathcal{A}(\nu) - \mathcal{A}(\mu_j(x, y))](\nu - (\mu_j(x, y)))K(x, y)
\]

and using \((a_1)\) we conclude that

\[
\mathcal{U}_k(x, y) \to \mathcal{U}(x, y) \text{ as } j \to +\infty.
\]

(4.15)

Consequently, by (4.11) and (4.15), we get

\[
\mathcal{U}(x, y) = [\mathcal{A}(\nu) - \mathcal{A}(\mu_j(x, y))](\nu - (\mu_j(x, y)))K(x, y) = 0.
\]

(4.16)

In this way, by strictly convexity of \(\mathcal{A}\), (4.16) this occurs only if \(\nu = \mu_j(x, y) = u(x) - u(y)\). Therefore, by uniqueness of limit

\[
u_k(x) - u_k(y) = \mu_j(x, y) \to (\mu_j(x, y)) = u(x) - u(y) \text{ in } \mathbb{R} \text{ as } j \to +\infty
\]

(4.17)

for almost all \((x, y) \in \mathbb{R}^N \times \mathbb{R}^N\).

Now we consider the sequence \((g_{k_j})_{j \in \mathbb{N}}\) in \(L^1(\mathbb{R}^N \times \mathbb{R}^N)\) defined pointwise for all \(j \in \mathbb{N}\) by

\[
g_{k_j}(x, y) := \frac{1}{2} \left( \mathcal{A}(\mu_j(x, y)) + \mathcal{A}(\mu_j(x, y)) \right) - \mathcal{A} \left( \frac{\mu_j(x, y) - \mu_j(x, y)}{2} \right)K(x, y).
\]

By convexity the map \(\mathcal{A}\) (see \((a_1)\)), \(g_{k_j}(x, y) \geq 0\) for almost all \((x, y) \in \mathbb{R}^N \times \mathbb{R}^N\). Furthermore, by continuity of map \(\mathcal{A}\) (see \((a_1)\)) and (4.17), we have

\[
g_{k_j}(x, y) \to \mathcal{A}(\mu_j(x, y))K(x, y) \text{ as } j \to +\infty \text{ for all } (x, y) \in \mathbb{R}^N \times \mathbb{R}^N.
\]

Therefore, using this above information, (4.10), and Fatou’s Lemma, we get

\[
\Phi(u) \leq \liminf_{j \to +\infty} g_{k_j}(x, y) = \Phi(u) - \limsup_{j \to +\infty} \int_{\mathbb{R}^N \times \mathbb{R}^N} \mathcal{A} \left( \frac{\mu_j(x, y) - \mu_j(x, y)}{2} \right)K(x, y) dx dy.
\]

Then

\[
\limsup_{j \to +\infty} \int_{\mathbb{R}^N \times \mathbb{R}^N} \mathcal{A} \left( \frac{\mu_j(x, y) - \mu_j(x, y)}{2} \right)K(x, y) dx dy \leq 0.
\]

(4.18)

On the other hand, by \((a_2)\), \((a_3)\), \((\mathcal{K})\), and Proposition 2.6 we infer that

\[
\int_{\mathbb{R}^N \times \mathbb{R}^N} \mathcal{A} \left( \frac{\mu_j(x, y) - \mu_j(x, y)}{2} \right)K(x, y) dx dy \geq \frac{c_A b_0}{2^p p^*} \inf \left\{ ||u_k_j - u||^p_{p'}, ||u_k_j - u||^p_{p'} \right\} \geq 0 \text{ for all } j \in \mathbb{N}.
\]

(4.19)

Consequently, by (4.18) and (4.19), we achieve

\[
\lim_{j \to +\infty} ||u_k_j - u||_{p'} = 0.
\]
Therefore, we can conclude that $u_{k_j} \to u$ in $\mathcal{W}$ as $j \to +\infty$. Since $\{u_{k_j}\}_{j \in \mathbb{N}}$ is an arbitrary subsequence of $\{u_k\}_{k \in \mathbb{N}}$, this shows that $u_k \to u$ as $k \to +\infty$ in $\mathcal{W}$, as required. 
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