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1 INTRODUCTION

Highly anisotropic layered superconductors can be considered as stacks of Josephson junctions (SJJ’s) [1, 2]. The key feature of SJJ’s is mutual coupling of junctions, which can be achieved via magnetic [3, 4], charging [5, 6] or non-equilibrium [7] coupling mechanisms. Properties of SJJ’s can be qualitatively different from that of single Josephson junctions (JJ’s) or anisotropic type-II superconductors. This is reflected in a structure of magnetic vortices parallel and perpendicular to superconducting (S) layers. A perpendicular vortex represent an array of 2D pancake vortices in S-layers [8]. Those are Abricosov type vortices with normal cores and with supercurrents flowing in S-layers at a characteristic length $\lambda_{ab}$. Properties of such vortices are well studied, see e.g. Ref. [9], and will not be considered here. For parallel or slightly tilted magnetic field, vortex system commensurates with the layered structure [10] due to intrinsic pinning [11], which tends to locate vortices between S-layers. Such vortices (fluxons) are of Josephson type. They have circulating currents both along and across layers and do not have normal cores.

Fluxon related properties of SJJ’s were extensively studied both analytically and numerically [3, 4, 12-32], especially in connection with High-$T_c$ superconductors (HTSC). Due to a high anisotropy, (weak Josephson coupling between layers), even small in-plane magnetic field causes penetration of fluxons. For Tl and Bi-based HTSC, the penetration field is $\sim$ few Oe [33-35]. Since fluxon energy is low, they can be easily created by thermal excitations [1, 11] or trapped during cooling down. Moreover, because fluxons can not move freely across layers, fluxon-antifluxon pairs in different junctions are stable and can exist even at zero magnetic field [30]. Clearly, a knowledge of fluxon structure is necessary for understanding transport and magnetic properties of layered superconductors. From application point of view, it is particularly interesting to consider SJJ’s with finite number layers, which is the case for HTSC mesas [30,36-43] and low-$T_c$ SJJ’s [30,44-54].

Here I will review anomalous single and multi-fluxon properties of SJJ’s. Throughout the paper I will compare analytical, numerical and experimental results both for intrinsic HTSC and artificial low-$T_c$ SJJ’s.

2 GENERAL RELATIONS

The most common type of coupling in SJJ’s is magnetic coupling. It appears when S-layers are thinner than London penetration depth, so that magnetic induction is not screened in one junction. SJJ’s are coupled via shared magnetic induction and currents flowing along common electrodes. Properties of magnetically coupled SJJ’s are described by a coupled sine-Gordon equation (CSGE), which was phenomenologically introduced in Ref. [3] and later rigorously derived in Ref. [4].

First, I will briefly describe the formalism of CSGE, following notations of Ref. [20]. Let’s consider a stack of $N$ junctions with the following parameters: $J_{ci}$ - the critical current density, $C_i$ and $R_i$ - the capacitance and the quasiparticle resistance per unit area, respectively, $t_i$ - the thickness of tunnel barrier, $d_i$ and $\lambda_{Si}$ - the thickness and London penetration depth of $S-$layers, respectively, and $L$- the in-plane lengths of the stack. Elements of the stack are numerated from the bottom to the top, so that JJ $i$
consists of S-layers $i, i + 1$ and a tunnel barrier $i$. The CSGE can be written in a compact matrix form:

$$\varphi'' = A \cdot J_z - J_b$$

(1)

Here $\varphi$ is a column of gauge invariant phase differences $\varphi_i$, ‘primes’ denote in-plane spatial derivatives, $A$ is a symmetric tridiagonal $N \times N$ matrix with nonzero elements: $A_{i,i-1} = -S_i/A_i; A_{i,i} = \Lambda_i/A_i; A_{i,i+1} = -S_i/A_i$, where $A_i = t_i + \lambda S_i\coth\left(\frac{\Phi_0}{\lambda i}\right) + \lambda S_i\coth\left(\frac{\Phi_0}{\lambda i+1}\right)$, $S_i = \lambda S_i\coth\left(\frac{\Phi_0}{\lambda l}\right)$. Current density across layers, $J_z$, consists of supercurrent, displacement current and normal current components:

$$J_{zi} = j_{ci}\sin(\varphi_i) + \tilde{C}_i\varphi_i + \alpha_i\varphi_i.$$  

(2)

Here $j_{ci} = \frac{j_{ci}}{d/l_s}$, $\tilde{C}_i = \frac{C_i}{\pi l_s^2}$, ’dots’ denote time derivatives, $\alpha_i = \sqrt{\frac{\Phi_0}{2\pi c J_0l_j}}$ are damping parameters, $\Phi_0$ is the flux quantum and $c$ is the velocity of light in vacuum, $J_b$ is a bias term [20]. Space and time are normalized to Josephson penetration depth, $\lambda_j = \sqrt{\frac{\Phi_0}{\pi c J_0l_j}}$, and the inverse plasma frequency $1/\omega_{pl} = \sqrt{\frac{\Phi_0}{2\pi c J_0l_j}}$ of JJ $l$, respectively.

Magnetic induction in a stack is given by:

$$B = \frac{H_0}{2}A^{-1}\varphi'.$$

(3)

Here $H_0 = \Phi_0/(\pi \lambda J_0 l)$.

For $d/l_s \ll 1$, equations analogous to Eq.(1) were derived from Lawrence-Doniach (LD) model [4,10]. The LD-CSGE conversion is shown in Table 1, along with estimations for Bi2212 HTSC ($d=3\ A, t = 12\ \AA, J_c = 500-1000\ A/cm^2, \lambda_s = 750-1000\ \AA$).

In static case, CSGE reduces to

$$\varphi'' = A \cdot j_c \sin(\varphi).$$

(4)

For non-dissipative fluxon motion with a velocity $u$, the phase distribution remains unchanged in a coordinate frame moving along with the fluxon, $\xi = x - ut$, and CSGE can be simplified [32]

$$D \cdot \varphi'' = A \cdot j_c \sin(\varphi),$$

(5)

where $D = E - u^2\tilde{C}A$, and $E$ is the unitary matrix.

The first integral: CSGE has a first integral [20]

$$\frac{1}{2} \varphi'^* \cdot G \varphi' + \sum j_{ci}[\cos(\varphi_i) - 1] = C,$$

(6)

where $C$ is a constant of the first integral, $\varphi'^*$ is a string of $\varphi_i'$ and a matrix $G = A^{-1}$ in static case and $DA^{-1}$ for soliton-like fluxon motion.

The free energy of the stack is a sum of magnetic, kinetic and Josephson energies. Using the first integral, Eq.(6), a simple expression for the free energy density is obtained in static case [21]:

$$F = C + 2 \sum j_{ci}[1 - \cos(\varphi_i)].$$

(7)

Here $F$ is measured in units of $\Phi_0 J_0 l \alpha / 2\pi c$. From Eq.(7) it follows that the energy of any isolated solution ($C = 0$) is twice the Josephson energy, just like in single JJ.

Table 1: Parameters of LD model in terms of CSGE and estimations for Bi2212 HTSC

| LD    | $\lambda_{ab}$ | $\lambda_s = \gamma \lambda_{ab}$ | $\lambda_j = \gamma s$ |
|-------|----------------|------------------------------------|-----------------------|
| CSGE  | $\lambda_s \sqrt{\frac{2}{\alpha}}$ | $\sqrt{\frac{\Phi_0}{\pi^2 J_0 l_j}}$ | $\sqrt{\frac{\Phi_0}{\pi^2 J_0 l_j}} = \frac{\lambda_j(\text{CSGE})}{\gamma}$ |
| Bi2212 | 0.15-0.2 $\mu m$ | 130-184 $\mu m$ | $\lambda_j(\text{CSGE}) = 0.6-1.1\ \mu m$ |
3 A SINGLE FLUXON

Despite considerable theoretical efforts, there is still no exact fluxon solution for SJJ’s. However, several approximate solutions were proposed. For infinite layered superconductor \( N = \infty \) the first approximate solution was obtained within LD model \([1]\). It was suggested that far from the fluxon center, current stream lines are elliptical with different London penetration lengths along and across the layers \([12]\). The elliptic solution was extended by Clem and Coffey \([14, 15]\) to explicitly take into account discreteness of layers and consider fluxon “core” region. Extension for superconductors with different layers was made in Ref. \([17]\). The first approximate solution for finite SJJ’s was derived for the case of two weakly coupled SJJ’s \([13]\). However, since coupling strength was used as a perturbation parameter, that solution does not apply for strongly coupled SJJ’s, which is the most interesting case. A “multi-component” solution, valid for arbitrary double SJJ’s was obtained in Ref. \([20]\), using phase differences in fluxon-free junctions as a perturbation \([27]\). Such solution was shown to be in a good agreement with numerical simulations both for static and dynamic cases \([24]\). Recently, the “multi-component” solution was extended for SJJ’s with arbitrary number of junctions \([29, 32]\).

Apart from the multi-component, two other solutions were predicted in Ref. \([20]\) for double SJJ’s: (i) the single component solution, \( \sin(\varphi_1) \simeq \kappa \sin(\varphi_2) \); and (ii) a combination of the single component solution with a traveling plasma wave. Numerical modeling showed \([24]\) that both solutions can be realized at high fluxon velocities. The latter solution was independently discovered in Ref. \([55]\) and was interpreted as “Cherenkov radiation” from a rapidly moving fluxon.

3.1 Approximate fluxon solution

Let’s consider arbitrary stack of \( N \) junctions with a single fluxon in junction \( i_0 \). The problem with solving CSGE, Eq.(4), is coupling of nonlinear \( \sin(\varphi_i) \) terms in the right-hand side. Partial linearization with respect to \( \varphi_i \neq i_0 \) was proposed in Refs. \([27, 32]\) for decoupling of CSGE. First Eq.(4) is diagonalized to
Figure 2: Phase distribution for a fluxon in a) $N=11$ and b) $600$ SJJ’s. Circles and lines represent numerical and analytic solutions, respectively. Insets show a) variation of magnetic induction and the derivative of phase in the central JJ; b) variation of characteristic parameters of the fluxon vs. the number of SJJ’s. Data from Ref. [32].

$$\lambda_m^2 F_m'' = \sin(F_m) + Er_m,$$

$$F_m = \varphi_{i_0} + \sum \kappa_{m,i} \varphi_{i \neq i_0},$$

where $Er_m = \sin(\varphi_{i_0}) + \sum \kappa_{m,i} \sin(\varphi_{i \neq i_0}) - \sin(\varphi_{i_0} + \sum \kappa_{m,i} \varphi_{i \neq i_0})$. Characteristic lengths, $\lambda_m^{-2}$ and coefficients $\kappa_{m,i}$ are given by eigenvalues and eigenvectors of $A$, respectively. The diagonalization procedure minimizes error functions, $Er_m$ far from the center. In this case $Er_m \sim \varphi_i^3$, while any other linear combination would yield $\sim \varphi_i$. Therefore, $Er_m$ have a form of small ripple and vanish both inside and far from the fluxon center. In the first approximation $Er_m$ terms in Eq.(8) can be neglected, leading to a set of decoupled sine-Gordon equations for $F_m$ with well known solutions:

$$F_m = 4 \arctan \left( e^{x/\lambda_m} \right).$$

Finally, inverting Eq.(9) we obtain the approximate fluxon solution [25, 32]:

$$\varphi = K^{-1} F_m(\lambda_m),$$

where $K$ is the $N \times N$ matrix with elements equal to $\kappa_{m,i}$. For identical SJJ’s eigenvalues/vectors are given by [19, 24],

$$\lambda_m = \lambda_J \left[ 1 + 2S \cos \left( \frac{\pi m}{N+1} \right) \right]^{-1/2}, \ m = 1, 2, \ldots, N,$$

$$\kappa_{m,i} = (-1)^{i-i_0} \frac{\sin(\pi mi/(N+1))}{\sin(\pi mi_0/(N+1))}.$$

Here $S = S_i / \Lambda_i$ is the coupling parameter, $S = 0 \div 0.5$. Normalization of eigenvectors in Eq.(13) follows from Eq.(9) and ensures that the total phase shift is $2\pi$ for $i = i_0$ and zero for the rest of the junctions.

For SJJ’s with odd $N$ and a fluxon in the middle junction, $i_0 = N/2$, the number of components reduces to $n = (N+1)/2$, due to a symmetry relation, $\varphi_{i_0-j} = \varphi_{i_0+j}$, and the solution becomes particularly simple:
\[ \varphi_{ia} = \frac{2}{N+1} \sum F_m \quad (m = 1, 3, \ldots N), \]

\[ B_{ia} = \frac{H_0}{N+1} \sum \lambda_m^2 F'_m. \]  

Here are examples of fluxon solutions for small \( N \):

\( N = 2 \):

\[
\begin{align*}
\varphi_1 &= \frac{F_1 + F_2}{2}, \lambda_1 = \lambda_J (1 + S)^{-1/2} \\
\varphi_2 &= \frac{-F_1 + F_2}{2}, \lambda_2 = \lambda_J (1 - S)^{-1/2}
\end{align*}
\]

\( N = 3 \):

\[
\begin{align*}
\varphi_2 &= \frac{F_1 + F_3}{2}, \lambda_1 = \lambda_J (1 + \sqrt{2}S)^{-1/2} \\
\varphi_{1,3} &= \frac{F_1 + F_3}{2\sqrt{2}}, \lambda_3 = \lambda_J (1 - \sqrt{2}S)^{-1/2}
\end{align*}
\]

\( N = 5 \):

\[
\begin{align*}
\varphi_3 &= \frac{F_1 + F_3 + F_5}{3}, \lambda_1 = \lambda_J (1 + \sqrt{3}S)^{-1/2} \\
\varphi_{2,4} &= \frac{-F_1 + F_3}{2\sqrt{3}}, \lambda_3 = \lambda_J \\
\varphi_{1,5} &= \frac{F_1 - 2F_3 + F_5}{6}, \lambda_5 = \lambda_J (1 - \sqrt{3}S)^{-1/2}
\end{align*}
\]

A characteristic feature of the multi-component solution is that the fluxon is characterized by \( N \) lengths, \( \lambda_m \), different from the two lengths of the in elliptic solution \[12, 14, 15\]. The approximate fluxon solution for the dynamic CSGE, Eq.(5), is given by the same expression, Eq.(11), but with renormalized characteristic lengths,

\[ \tilde{\lambda}_m^2 = \lambda_m^2 (1 - \left(\frac{u}{c_m}\right)^2), \]  

with characteristic velocities \[19, 24\].

Figure 3: Numerically simulated distributions of magnetic induction for the fluxon in \( N=600 \) SJJ's: a) \( B(z = \text{const}) \) along the \( ab \)-plane. Dashed line shows the derivative of phase in the central junction. Inset represents comparison between numerical, multi-component and elliptic solutions in the central junction. b) \( B(x = \text{const}) \) along the \( c \)-axis. Inset represents a 3D plot of \( B(x, z) \) in the fluxon core region. From Ref. [32].
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$c_m = c_0 \left[ 1 + 2\cos \left( \frac{\pi m}{N+1} \right) \right]^{-1/2}, \ m = 1, 2 \ldots N.$

Here $c_0 = c \sqrt{t/\varepsilon_r \Lambda}$ is Swihart velocity for a single junction.

In Fig. 1 spatial distributions of a) phase and b) magnetic induction are shown for a fluxon in two strongly coupled ($S = 0.495$) identical SJJ’s at different velocities. Parameters of the stack are: $d_{1-3} = t_{1,2} = 0.01 \lambda_J$, $\lambda_{S1-3} = 0.1 \lambda_J$. A quantitative agreement between “exact” and approximate solutions is seen. For identical double SJJ’s exactly one half of the fluxon belongs to each of the components, $F_{1,2}$. Indeed, from Fig. 1 a) it is seen that for $u \approx c_1$ there is a Lorentz contracted core at $x = 0$ with one-π step in $\varphi_1$. On both sides of the core, there are two $\pi/2$ tails, decaying at distances $\sim \lambda_2 \gg \lambda_1$. Fig. 1 b) represent numerically simulated profiles of $B_{1,2}(x)$. It is seen that the fluxon shape becomes unusual in dynamic state: a dip in $B_2$ develops in the center of the fluxon with increasing velocity and at $u \rightarrow c_1$ $B_2(0)$ changes sign. At $u = c_1$, $B_2(0) = -B_1(0)$, in agreement with the multi-component solution.

Numerically simulated fluxon profiles for $N = 11$ and 600 SJJ’s are shown in Figs. 2 and 3. Parameters are typical for Bi2212: $d = 3$ Å, $t = 12$ Å, $\lambda_J = 1 \mu m$ ($J_c \approx 675 A/cm^2$), $\lambda_s = 750$ Å ($\lambda_{ab} \approx 0.17 \mu m$). It was shown that the multi-component solution correctly describes the fluxon shape in static case for arbitrary SJJ.

### 3.2 Decoupling of phase and field

Inset in Fig. 2 a) shows spatial variation of $B$ and $\varphi'$ in the central JJ $i_0=6$ of $N = 11$ SJJ’s. It is seen that length scales for variation of $\varphi$ and $B$ are different: $\varphi$ varies at distances $\sim \lambda_J$, while the characteristic length for variation of $B$ at large distances, $\lambda(\infty)$, is $\lambda_{11} = 5.4 \lambda_J$, Eq.(12). The discrepancy between $\varphi'_u$ and $B_{10}$ becomes dramatic for large $N$, see Fig. 3 a). This is in sharp contrast with behavior of Josephson vortices in single JJ’s or Abricosov vortices in type-II superconductors, in which spatial variations of both phase/current and magnetic induction are given by the same length scale. Existence of one and the same length scale for $I$ and $B$ is viewed as a natural consequence of Ampere’s law.

So, how could phase/current decouple from magnetic induction in SJJ’s? This can be understood from the multi-component fluxon solution: (i) Magnetic induction in SJJ’s is non-local, $B_i$ depends on $\varphi_i$ in all junctions, see Eq.(3), which is an essence of magnetic coupling. (ii) If the fluxon has a multi-component structure, then distribution of phase is determined by the shortest, while magnetic induction - by the longest characteristic length. Indeed, according to Eq. (14), the effective Josephson penetration depth in the center of the fluxon is
\[ \lambda(0) = \frac{2}{\varphi_0'}(0) \approx \frac{n}{\sum \lambda_m}, \]

which is obviously dominated by the shortest length \( \lambda_1 \sim \lambda_J \). On the other hand, from Eq. (15), variation of \( B \) is dominated by the longest length, \( \lambda_N \), which according to Eq. (12) increases rapidly with \( N \) for strongly coupled SJJ’s, \( S \to 0 \).

### 3.3 N-dependence and asymptotics

Fluxon shape strongly depends on the number of junctions in a stack. Inset in Fig. 2 b) summarizes variation of the fluxon shape for different \( N \). Open circles represent magnetic induction at the center of the fluxon \( B(0) \). \( B(0) \) increases with \( N \) and saturates at \( B(0) \approx 4H_0 \) for \( N > \lambda_{ab}/s \). Triangles represent numerically obtained \( \lambda(0) \), which characterize variation of phase/current in the fluxon core. In agreement with Eq. (18), \( \lambda(0) \) increases only slightly with \( N \) and saturates at \( \approx 1.3\lambda_J \) for \( N > 10 \). On the other hand, the effective magnetic length far from the core, \( \lambda(\infty) \), increases dramatically with \( N \) for \( N > \lambda_{ab}/s \). Length scales somewhat different from that in Ref. [14] were derived in Ref. [13], based on simulations for \( N = 15 \). In general, different conclusions about the fluxon size could be made from numerical simulations for different \( N \): short scale \( \sim \lambda_J \) for \( N=7 \) [4], and \( N=19 \) [19] and long scale \( \sim \lambda_c \) for \( N=50 \) [21]. Long scale, \( \sim \lambda_c \), variation of \( B \) for \( N > 1000 \), was deduced from experimental observations of the fluxon in HTSC [56]. From the analysis above it is clear that such
"discrepancy" is a consequence of strong $N-$ dependence of the fluxon shape, however, $\lambda_{j(\text{eff})} = \lambda(0)$ is always $\simeq \lambda_j$, as shown in inset of Fig. 2 b).

### 3.4 Flux-flow characteristics

Variation of fluxon shape in dynamic state is particularly interesting both because it has a direct impact on $c-$axis transport properties and because fluxon shape becomes very unusual at high propagation velocities, see Fig. 1. When bias current is applied, a fluxon starts moving along the junction with a velocity determined by the balance between Lorentz and viscous friction forces. This results in appearance of a flux-flow branch in current-voltage characteristics (IVC’s) with average DC voltage $V_i/V_0 = u/c_0$, ($V_0 = \frac{\hbar \pi c_0}{2 e L}$) in the JJ containing the fluxon and zero for $i \neq i_0$. Therefore, current-velocity characteristics are equivalent to IVC’s. In a single JJ, fluxon is a relativistic object. It gets Lorentz contracted [57] when the fluxon velocity approaches Swihart velocity, i.e. the phase velocity of electromagnetic waves in the transmission line formed by the junction. However, in SJJ’s according to the multi-component solution, only $F_1$ component of the fluxon gets Lorentz contracted at the lowest velocity $c_1$. The weight of this component decreases with $N$, i.e., there is less contraction for larger $N$.

So, what happens with the fluxon in SJJ’s: does it gets contracted at $u = c_1$ or not? Systematic analysis of the double SJJ’s showed that the answer strongly depends on parameters of SJJ’s [26]. From Fig. 1 it is seen that the fluxon in identical double SJJ’s is well described by the multi-component solution up to $u = c_1$. However, in general, partial linearization procedure fail at $u = c_1$ because $\varphi_{i \neq i_0}$ is no longer small. It was found [26], that for $\frac{J_{c2}}{J_{c1}} > 1$ and $\kappa_2 > 1$, a "single component" ($F_2$) solution [20] is realized in double SJJ’s. This solution was anticipated in Ref. [20] and is characterized by relationship $\sin(\varphi_1) \simeq \kappa_2 \sin(\varphi_2)$. Note, that it becomes exact at $u = c_1$ for the above mentioned parameters. Apparently, the single $F_2$ component fluxon does not contract at $u = c_1$.

In Fig. 4, numerically simulated IVC’s are shown for a single junction $N = 1$, and SJJ’s with $N = 2$, 3, 5 and 21. Simulations were done for annular junction geometry with $L = 100 \lambda_f$, parameters typical for Bi2212 HTSC and damping coefficient $\alpha_i = 0.05$. Vertical dotted lines represent lowest characteristic velocities: $c_1(N = 2) \simeq 0.8165$, $c_1(N = 3) \simeq 0.7653$ and $c_1(N = 21) \simeq 0.7071c_0$. Clear velocity matching step at $u \rightarrow c_0$ is seen for a single junction [26]. Vertical portions of IVC’s at $u \rightarrow c_1$ are also seen for $N = 2$ and 3, as a result of partial Lorentz contraction of the fluxon, see Fig. 1. However, for $N = 5$ and 21 there is no peculiarity in IVC’s at a velocity matching condition $u = c_1$, indicating absence of
fluxon contraction. In Ref. [23] it was found out that Lorentz contraction at \( u = c_1 \) is absent for SJJ’s with \( N > 3 \). Note that there are very little changes in IVC’s for \( N \geq 5 \) (the IVC’s for \( N = 5 \) and 21 are almost indistinguishable in Fig. 4). This is due to the fact that dissipation is mostly determined by the fluxon core region, which remains almost unchanged for \( N \geq 5 \), see \( N – \) dependence of \( \lambda(0) \) in inset of Fig. 2 b).

### 3.5 Cherenkov radiation

Due to the lack of Lorentz contraction, the fluxon can propagate with a velocity larger than \( c_1 \) as independently proposed in Refs. [53, 20]. Such super-relativistic motion is accompanied by “Cherenkov” radiation [13, 55, 26, 31, 32, 59]. An important insight to Cherenkov radiation can be obtained from the multi-component solution. For \( u > c_n \), characteristic lengths \( \tilde{\lambda}_{m<n} \) become imaginary, characteristic for “wave” solutions. Indeed, far from the fluxon center we can further linearize Eq.(8), and obtain that the solution for \( F_{m<n} \) is a traveling wave with the dispersion relation [20, 32]:

\[
\kappa_m^2 = \frac{u^2}{\tilde{\omega}_p^2} - \lambda_m^2, \quad \omega = u\kappa_m, \tag{19}
\]

where \( \tilde{\omega}_p^2 = \omega_p^2 \sqrt{1 - J_b^2} \). Those are Josephson plasma waves [13, 24] moving along with the fluxon at velocity \( u \).

In Fig. 5, numerically simulated phase distributions for a rapidly moving fluxon (\( c_6 > u \approx 0.928c_0 > c_5 \)) in \( N = 11 \) SJJ’s are shown for a central junction, containing the fluxon, \( i_0 = 6 \) (top panel); \( i = 4 \) (middle panel); and the outmost junction \( i = 1 \) (bottom panel). Parameters of SJJ’s are the same as in Fig. 4. The six lowest characteristic velocities for \( N = 11 \) are \( c_1 = 0.7132c_0 \), \( c_2 = 0.7320c_0 \), \( c_3 = 0.7653c_0 \), \( c_4 = 0.8165c_0 \), \( c_5 = 0.8913c_0 \), \( c_6 = c_0 \). Well defined oscillations are seen behind the fluxon (the fluxon is moving from right to left). The spectra of oscillations are shown in insets a) for \( i = 6 \) and b) for \( i = 4 \) (solid line) and i = 1 (dotted line). Clear beatings of oscillations are seen in JJ’s 6 and 1, which is a signature of coexistence of multiple wave lengths. Indeed, spectra of oscillations exhibit several maxima corresponding to odd plasma modes, as indicated by arrows in insets a and b).

Numerical simulations support the assumption [21] that Cherenkov radiation at \( u > c_n \) is due to degeneration of fluxon components \( F_{m<n} \) into Josephson plasma waves [20, 22]. Namely, it was observed that: (i) Plasma mode \( m \) is generated when \( u > c_m \). (ii) Only those modes which constitute the fluxon, appear in Cherenkov radiation. E.g., for a fluxon in the central junction of a stack with odd \( N \) there are no even modes, see Eq. (14) and Fig. 5. (iii) Relative amplitudes of oscillations are related to weights coefficients of the corresponding fluxon component. For the case of Fig. 5, weight coefficient of mode 3 in junction 4, \( K_{-1}^{-1} = 0 \), and plasma mode 3 is absent in the spectrum. On the contrary, for the
4 MULTI-FLUXON CONFIGURATIONS

Due to repulsive fluxon interaction, fluxons are believed to form a regular fluxon lattice (FL) at large parallel magnetic field. Since magnetic induction of a fluxon is spread over many layers, see Fig. 3, it is not favorable to have a perfect translational symmetry along the c-axis, and FL is expected to be rhombic [34]. However, the perfect FL can be achieved only when fluxons strongly interact with each other, i.e., when spacing between fluxons along the ab-plane is \( \sim \lambda_J \). For Bi and Tl based HTSC, the corresponding magnetic field, \( \Phi_0/\lambda_J s \sim 1T \) is three orders of magnitude larger than the lower critical field \( H_{c1} \sim mT \) [33, 34].

 Fluxon distribution in layered superconductors at low fields, \( H_{c1} < H < \Phi_0/\lambda_J s \), is still a matter of controversy. Levitov [22] have found "phyllotaxis" and bifurcations in the FL at low fields, due to existence of multiple metastable FL’s with approximately equal energies. In Ref. [31], this approach was extended using a "growth" algorithm, allowing variation of the FL along the c-axis. Although restricted to constant space periodicity along layers, the model showed the existence of a large variety of quasi-periodic or aperiodic fluxon configurations in the c-axis direction. At low fields, the fluxon system becomes completely frustrated and tends to be chaotic [61]. Recent numerical simulations revealed that fluxons in SJJs may form buckled chains [21, 22] instead of the regular FL. Clearly, the lattice description of multi-fluxon distribution becomes inappropriate at low magnetic fields.

4.1 Quasi-equilibrium fluxon modes and submodes

Recently it was shown that multiple quasi-equilibrium fluxon configurations (modes) exist in long, \( L \gg \lambda_J \), strongly coupled SJJ’s [20]. Fig. 6 shows a numerically simulated gray scale plot of Gibbs free energy versus the number of fluxons in double SJJ’s for applied parallel field slightly above the lower critical field, \( H = 1.1H_{c1} \). Parameters of the stack are \( J_{c2} = 2J_{c1}, \lambda_Si = 0.1\lambda_J, t_i = d_i = 0.01\lambda_J, L = 50\lambda_J \). Darker regions correspond to smaller Gibbs energy. The absolute minimum, representing a thermodynamic equilibrium, correspond to 7 fluxons in junction 1 and zero fluxons in junction 2. However, it is seen that there is a number of other fluxon configurations (modes) for which local minima of Gibbs free energy is achieved. All those modes are stable and represent quasi-equilibrium states of...
Figure 9: a) $I_c(T)$, for Nb/Cu multilayer. Different symbols correspond to different runs. It is seen that strong fluctuations of $I_c$ take place in the 2D state. b) The upper critical field parallel (solid rectangles) and perpendicular (open circles) to layers. A kink in $H_{c2}^{\parallel}$ represents the 3D-2D crossover. Data from Ref. [30].

The modes are characterized by different fluxon distributions in the stack and do not have a priori any translational symmetry. We will use a string \((n_1, \ldots, n_i, \ldots, n_N)\) as a short notation of fluxon modes, where \(n_i\) is a number of fluxons in junction \(i\) and \(N\) is the number of junctions in the stack. E.g., the equilibrium state in Fig. 6 corresponds to \((7,0)\) mode.

In Ref. [23] existence of fluxon submodes was demonstrated, which have the same number of fluxons but are different with respect to fluxon sequences and symmetry of phase differences in the junctions (along the planes). Insets a-c) in Fig. 7, show three different submodes of \((2,2)\) mode for a double stack with the same parameters as in Fig. 6. Those submodes have nearly equal self energies, i.e. nearly equal probability, however, correspond to distinctly different $I_c(H)$ sub-branches.

The number of fluxon modes and submodes increases rapidly with increasing number of junctions and fluxons. From mathematical statistics it follows that for a stack with \(N\) non-identical junctions with \(M\) fluxons, the total number of fluxon modes (indistinguishable fluxon sequences) is

$$N_{\text{modes}} = \frac{(N + M - 1)!}{(N - 1)!M!}, \quad (20)$$

and the number of submodes (distinguishable fluxon sequences) is

$$N_{\text{submodes}} = N^M. \quad (21)$$

A specific feature of SJJ’s is existence of stable fluxon-antifluxon pairs [30]. Due to attractive interaction between fluxons and antifluxons, they tend to collapse both in a single junction or type-II superconductor. However, in SJJ’s fluxons can not move across S-layers. Therefore, a fluxon and an antifluxon in neighbor junctions do not collapse, but form a bound pair. Furthermore, once in the stack, such pair can not be removed (unless destroyed) by transport current because there is no net Lorentz force on the pair. Fluxon-antifluxon pairs are likely to be present in SJJ’s at \(H < H_{c1}\) and can dominate transport properties at zero field [30].

Due to existence of multiple quasi-equilibrium fluxon (and fluxon-antifluxon) modes/submodes, the state of SJJ’s is not well defined. It can be described only statistically with a certain probability of being in any of the modes. Neither the number of fluxons in each junction nor even the total number of fluxons in the stack is fixed for given \(H\) and \(T\). Moreover, since different fluxon modes/submodes may have similar energies, the system is frustrated and exhibit strong fluctuations. This may account for unusual \(c\)-axis transport properties of both HTSC mesas [24, 23, 30] and low-$T_c$ SJJ’s [53, 30].
4.2 Multiple-valued critical current

Statistical analysis is crucial for probing multiple quasi-equilibrium states in SJJ’s. Fig. 8 a) presents in a gray scale a probability distribution of critical current \( P(I_c) \) vs. \( T \) for 50 \( \mu \)m long Bi2212 mesa with \( N = 5 \) intrinsic SJJ’s, at earth magnetic field. Darker regions correspond to a larger probability. To obtain \( P(I_c) \), 5120 switching events from zero-voltage state were measured at each \( T \) \[62, 30\]. Inset in Fig. 8 a) shows \( P(I_c) \) for 40 K \(< T < 60 \) K. It is seen that \( P(I_c) \) is very wide and consists of several superimposed peaks, attributed to different fluxon modes \[62, 30\].

In Fig. 8 b) simulated \( I_c(T) \) dependencies are shown for \( N = 3 \) long \((L = 10\lambda_J)\) SJJ’s with Bi2212 parameters, at \( H=0 \). Different symbols represent separate runs with increasing or decreasing \( T \) and/or different initial conditions. It is seen that \( I_c(T) \) consists of multiple distinct branches, in qualitative agreement with experiment. Insets in Fig. 8 b) show amount of fluxons in the junctions. It can be seen that each \( I_c(T) \) branch corresponds to a particular fluxon or fluxon-antifluxon mode. I want to emphasize that \( I_c \) is multiple valued even at \( H = 0 \). This is due to stability of fluxon-antifluxon pairs in SJJ’s as discussed above. Branches corresponding to simplest fluxon-antifluxon modes \((-1,1,0), (0,-1,1)\) and \((1,0,-1)\) are marked in Fig. 8 b).

Fig. 9 a) shows \( I_c(T) \) for a Nb/Cu \((20/15 \text{ nm} \ N = 10)\) multilayer. Different symbols correspond to different runs. Measurements were done at \( H \sim 10 \text{ mT} \) along layers. It is seen that \( I_c \) strongly fluctuates below \( \sim 5 \) K. Fig. 9 b) shows the upper critical field \( H_{c2}(T) \) parallel (solid rectangles) and perpendicular (open circles) to layers. A kink in \( H_{c2}^{||}(T) \) reflects dimensional 3D-2D crossover, which is well studied in those systems \[48,53,63-66\]. The 3D-2D crossover is one of peculiar properties of superconducting multilayers \[47\]. In the 3D state a multilayer behaves as a bulk superconductor, while in the 2D state - as a stack of Josephson junctions \[48, 53\]. Dashed lines in Fig. 9 show, that strong fluctuations of \( I_c \) appear in the 2D state reflecting appearance of SJJ’s. This unambiguously demonstrates that multiple valued critical current is a genuine feature of SJJ’s, due to existence of multiple fluxon modes.

4.3 Magnetic field dependence of the critical current

The dependence of \( I_c \) on in-plane magnetic field is a crucial test for dc Josephson effect. In a single JJ, Fraunhofer modulation of \( I_c(H) \) occurs as a result of flux quantization \[68\]. For SJJ’s it was predicted that the periodicity of \( I_c(H) \) is \[69\]

\[
\Delta H = \Phi_0/L_s. \tag{22}
\]

However, experimental \( I_c(H) \) both for HTSC \[70, 71, 23\] and low-\( T_c \) \[48, 49, 72, 53\] SJJ’s do not show such periodicity. So, what’s wrong with dc-Josephson effect in SJJ’s?

Figure 10: \( I_c(H) \) dependencies for a) Nb/Cu multilayer, and b) Bi2212 mesa. Symbols correspond to maxima in \( P(I_c) \), shown in inset. Data from Ref. \[30\].
Figure 11: Simulated $I_c(H)$ for a) long, strongly coupled b) long, weakly coupled and c) short, strongly coupled double SJJ’s. It is seen that Fraunhofer modulation is obscured in long, strongly coupled SJJ’s due to existence of multiple quasiequilibrium fluxon modes. However, periodicity of $I_c(H)$ is restored either in weakly coupled or short SJJ’s. Data from Ref. [23]

4.4 Multiple flux-flow sub-branches

In sec. 3.4 we considered viscous motion of a single fluxon. For a multi-fluxon configuration, time averaged flux-flow voltage is proportional to the number of fluxons in SJJ’s and a fluxon velocity. For large $H$, the ratio $V/H$ is:

$$V/H \approx Nsu.$$  

Note that it is independent on the junction length. A characteristic feature of SJJ’s is splitting of Swihart velocities, see Eq.(17), and corresponding splitting of flux-flow IVC’s [4, 19, 24]. Flux-flow phenomenon
was intensively studied both for HTSC [30,37-41,74,75] and low-
$T_c$ [17, 24] SJJ's due to possible application as a source of microwave radiation [27]. From application point of view, the most interesting is coherent (in-phase) fluxon propagation [9] at the highest characteristic velocity $c_N$, because it could generate narrow linewidth radiation with large amplitude [27]. However, so far the measured radiation linewidth from SJJ's was much wider than expected [76, 55].

In Fig. 12 a) flux-flow IVC's of long ($L = 50 \mu m$, $N = 5$) Bi2212 mesa are shown for $H = 0.148 - 0.396$ T with a step $\approx 0.025$ T, at $T = 4.2$ K. Magnetic field was applied along the $ab$-plane and perpendicular to the longest side of the mesa. It is seen, that a low resistance branch develops in IVC's with increasing $H$. The $20 \mu m$ long mesa on the same single crystal showed the same $V/H$ value, in agreement with Eq. (23). However, IVC's were more complicated due to presence of Fiske steps [41]. The maximum flux-flow velocity is close to the lowest characteristic velocity $c_1 \approx 2.5 - 3 \times 10^7 cm/s$. This value is consistent with observations by different groups [37-41,74,75] and is in agreement with the Fiske step voltage observed in Bi2212 mesas [11].

From Fig. 12 a) it is seen that flux-flow branches exhibit strong fluctuations. At small voltages, the spread in IVC's reflects fluctuations in $I_c$, as discussed in sec. 4.2. In Fig. 12 b) enlarged top parts of $I$ vs. $R = V/I$ curves for the same mesa are shown at magnetic fields in the range $0.351 - 0.396$ T, varying in small steps $\approx 5$ mT, at $T = 4.2$ K. The characteristic feature of IVC's from Fig. 12 is that the curves are not just uniformly wide, but rather consist of multiple closely spaced but distinct sub-branches. The IVC's switch hysteretically between sub-branches when current is swept back and forth. Varying $H$, we only change the set of available sub-branches but do not change the shape of a particular sub-branch.

Similar multiple flux-flow sub-branches were observed for Nb/Cu multilayers [24] and HTSC mesas [4, 77]. In the latter two papers it was suggested that sub-branching is due to splitting of Swihart velocities. Indeed such splitting was observed for low-$T_c$ SJJ's [17, 31] and possibly for HTSC mesas [73]. In those cases branches revealed different $V/H$ scaling, corresponding to different $c_n$, see Eq.(23). On the contrary, tiny sub-branches shown in Fig.12 b) (as well as those observed in Refs. [4, 77]) have approximately the same $V/H$ scaling corresponding to the lowest velocity $c_1$. Furthermore, because of small $N=5$, splitting of $c_n$ should correspond to almost two orders of magnitude larger splitting than that in Fig. 12 b) [4]. It should also be noted that the number of sub-branches is not limited by the number of SJJ's in the mesa. All this rules out explanation of multiple flux-flow sub-branches, shown in Fig. 12 b), in terms of splitting of Swihart velocities.

In Refs. [53] it was proposed that multiple flux-flow sub-branches correspond to propagation of different quasi-equilibrium fluxon modes. This was supported by direct numerical simulations [28, 30, 31]. Fig. 13 presents numerical modeling of IVC's for the mesa from Fig. 12 ($N = 5$, $J_c \sim 10^3 A/cm^2$,
Figure 13: Simulated IVC’s are shown for two back-and-forth current sweeps (denoted as A and B) for the Bi2212 mesa from Fig. 12. Top three panels show overall IVC’s $V = \sum V_i$, with successive "zoom-in" to a small voltage region from panel a) to c). Fluxon modes realized at the end and the beginning of flux-flow branches for both sweeps are specified. In the bottom row, IVC’s of individual junctions (successively offset along the $V-$ axis for clarity) and the number of fluxons in the junctions are shown. It is seen that fluctuation of the flux-flow voltage is due to switching between fluxon modes.

$s = 15\text{Å}, d = 3\text{Å}, \lambda_f \simeq 1\mu m, L/\lambda_f = 50$ and damping parameters $\alpha_i = 0.05).$ Junctions are identical, except for larger thickness of the bottom electrode, $d_1 = 6\text{Å}$, in order to imitate the bulk crystal beneath the mesa. Two successive back-and-forth current sweeps are shown (denoted as A and B) at in-plane magnetic field $H = 10^4 H_0 \simeq 2000$ Oe. Top three panels show overall IVC’s of the stack, $V = \sum V_i$, with successive "zoom-in" to a small voltage region: panel a) demonstrates IVC’s in a large scale, panel b) presents the flux-flow branch, and panel c) shows details of switching between supercurrent ($V = 0$) and flux-flow branches. In the bottom row, the left and right groups of plots represent data for sweeps A and B, respectively. In each group, the left plots represent individual IVC’s of all five junctions (successively shifted along $V-$ axis for clarity), while the right plots show amount of fluxons in each junction, determined as $\left[ \phi_i(L) - \phi_i(0) \right] / 2\pi$ (lines), and the total amount of fluxons in the stack (symbols). Despite nominally the same external conditions, the IVC’s A and B are apparently different. For the IVC-A only three ($i = 2, 3, and 4$), while for the IVC-B all five junctions switch to the normal branch (shown by dotted lines in Fig. a)) at the end of the flux-flow branch.

From Fig. 13 b) it is seen that flux-flow branches exhibit strong fluctuations, caused by variation of fluxon numbers in junctions, as shown in the bottom row of Fig. 13. Each time fluxons leave the stack on one side, other fluxons entering the stack on the opposite side have freedom to choose between all possible quasi-equilibrium fluxon modes. Each fluxon mode is represented by a distinct flux-flow sub-branch, with slightly different $I_c$ and flux-flow voltage. Two of such sub-branches can be seen at $I/I_c = 0.1 - 0.15$ in Fig. 13 b). Fluxon modes realized at the end and the beginning of flux-flow branches for both sweeps are specified in Figs. 13 b) and c), respectively. Note that in both cases the maximum fluxon velocity is close to the lowest characteristic velocity $\sim c_1$, i.e., splitting of $c_n$ is not the cause of sub-branching of IVC’s. Fig. 13 c) demonstrates that critical currents and return currents are also different for the two sweeps, i.e., $I_c$ is multiple valued. As discussed in sec. 4.2, different $I_c$’s correspond to different modes, indicated in Fig. 13 c).

Fig. 13 reproduces main features of experimental IVC’s from Fig. 12. In Ref. 31 it was shown that tiny sub-branches due to fluxon-antifluxon modes exist also at zero field. Switching between fluxon...
modes/submodes and correlated fluctuations of flux-flow voltage would cause extremely wide radiation line width, consistent with numerical simulations\[27\] and experimental radiation detection from HTSC SJJ’s\[55\].

5 CONCLUSIONS

In conclusion, single and multi-fluxon properties of layered superconductors and stacked Josephson junctions were analyzed. We have seen that behavior of SJJ’s can be qualitatively different from that of single Josephson junctions or type-II superconductors. To a large extent, anomalous properties are due to unusual fluxon shape and existence of multiple quasi-equilibrium fluxon modes in long, strongly coupled SJJ’s.

The single fluxon in the stack of $N$ junctions is described by $N$ characteristic lengths. With increasing velocity, magnetic induction in a fluxon can change sign. For large $N$ there is no Lorentz contraction of the fluxon at $u \to c_1$. This results in absence of velocity matching behavior and a possibility of "super-relativistic" fluxon motion with $u > c_1$. Such motion is accompanied by generation of Josephson plasma waves moving along with the fluxon ("Cherenkov" radiation) due to degeneration of fluxon components with $c_m < u$.

Due to existence of multiple quasi-equilibrium fluxon modes/submodes the state of the stack is not well defined for given external conditions. It can only be described statistically with a certain probability of being in any of quasi-equilibrium states. This causes complicated and anomalous behavior of SJJ’s: (i) Characteristics of SJJ’s exhibit strong fluctuations. (ii) The $c$-axis critical current is multiple valued. The probability distribution $P(I_c)$ has multiple maxima and $I_c(T,H)$ consist of multiple sub-branches. (iii) The $I_c(H)$ patterns are aperiodic. (iv) Flux-flow IVC’s consist of multiple closely spaced sub-branches.
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