A coupled phase field formulation for modelling fatigue cracking in lithium-ion battery electrode particles
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HIGHLIGHTS
- We present the first phase field model for fatigue damage in battery electrodes.
- Fatigue damage over hundreds of cycles is predicted for several particle geometries.
- Critical values of C-rate, particle size and initial crack length are estimated.
- Critical threshold values are much lower than those reported using static fracture.
- Realistic microstructures are investigated by coupling the model with X-CT imaging.

ABSTRACT
Electrode particle cracking is one of the main phenomena driving battery capacity degradation. Recent phase field fracture studies have investigated particle cracking behaviour. However, only the beginning of life has been considered and effects such as damage accumulation have been neglected. Here, a multi-physics phase field fatigue model has been developed to study crack propagation in battery electrode particles undergoing hundreds of cycles. In addition, we couple our electrochemo-mechanical formulation with X-ray CT imaging to simulate fatigue cracking of realistic particle microstructures. Using this modelling framework, non-linear crack propagation behaviour is predicted, leading to the observation of an exponential increase in cracked area with cycle number. Three stages of crack growth (slow, accelerating and unstable) are observed, with phenomena such as crack initialisation at concave regions and crack coalescence having a significant contribution to the resulting fatigue crack growth rates. The critical values of C-rate, particle size and initial crack length are determined, and found to be lower than those reported in the literature using static fracture models. Therefore, this work demonstrates the importance of considering fatigue damage in battery degradation models and provides insights on the control of fatigue crack propagation to alleviate battery capacity degradation.

1. Introduction
Lithium-ion batteries are the main energy source for electric vehicles and consumer electronics. However, they suffer from capacity fade during their lifetime. One of the main degradation mechanisms is the fracture of electrode particles [1], which is caused by the stresses associated with the inhomogeneous swelling and shrinkage of electrode materials that occurs when lithium-ions are inserted and extracted [2]. The resulting cracks in the electrode particles lead to two negative effects on the battery performance: loss of electronic contact between particles, which decreases the amount of active material in a cell [3,4], and additional parasitic side reactions that occur on fresh crack surfaces, e.g. the formation and growth of the solid electrolyte interphase (SEI), which leads to lithium inventory loss [5]. Batteries often experience an accelerated degradation phase, where effects such as particle cracking become increasingly important as crack propagation rates increase with cycle number [6,7]. Therefore, it is of great importance to account for particle cracking behaviour in lithium-ion battery models.

The modelling of mechanical effects in lithium-ion batteries needs consideration across multiple length scales, from particle level interactions at the micro-scale up to cell level effects at the macro-scale [8–10]. Early mechanical models for lithium-ion batteries include the work...
of Christensen and Newman [11,12] and Zhang et al. [13] in the mid 2000s. These models were built to describe the volume expansion and stress generation during lithium (de)intercalation and diffusion in the electrode particles, where it was demonstrated that the stresses increase with particle size and current density [11–13]. In addition, the role of the hydrostatic stress in changing the chemical potential and accelerating lithium diffusion was quantified by Li et al. [14]. The influence on the particle stress levels of electrode material properties such as the diffusion coefficient, the elastic modulus and the lithium partial molar volume has also been investigated [15]. By applying these electro-chemo-mechanical models at the cell level, the thickness change of a pouch cell during lithium (de)intercalation was found to be more than 10 times larger than that resulting from thermal expansion effects [16,17]. These cell-level coupled models have also been used to explain the experimentally observed localised particle fragmentation that takes place near the electrode-separator interface [18], which was attributed to the high reaction currents and large stresses close to the separator [17].

Particle cracking phenomena have been frequently observed during battery cycling experiments [19], but high-fidelity modelling remains challenging because of the multiphysics nature of the problem. Mechanical stresses are a result of the chemical strains associated with lithium transport. During the lithium insertion process (lithiation), the centre of the electrode particle undergoes tensile stresses, while the outer regions are subjected to compression. The opposite occurs during the lithium extraction process (delithiation), as the outer surface layers of the particle are compressed during intercalation, while its interior is stretched. The magnitude of these stresses is strongly influenced by the particle geometry, where it has been shown that cracks have a higher propensity to initiate at the sharp corners of concave regions [20]. Studies aiming at investigating these complex chemo-mechanical effects include Klinkmann et al. [21,22], who used a phase field fracture model to capture crack growth in idealised particles. More recently, a similar model has been developed for describing complex crack paths in electrode particles, showing an approximate power law relationship between the critical flaw size for the onset of crack growth and the charging rate [23]. Alternatively, Xu et al. [24] explored the use of cohesive zone models, where the crack path was defined a priori. However, these models have only been used to study electrode particles under a single charge or discharge step while electrode particles are exposed to cyclic loading and experience fatigue damage. One attempt to account for fatigue crack growth is through the use of the Paris’ law [25] with 1D battery models [6,26]. However, this implies assuming that multiple, identical and equally-spaced micro cracks exist at the surfaces of idealised electrode particles, whose crack growth behaviour is at all times governed by Paris’ law. Ekström and Lindbergh [27] also proposed an empirical model to approximate the new surfaces resulting from crack propagation and the additional side reactions. The Wöhler curve was used by Lauregoiti et al. [28] to estimate the capacity loss, considering that particle fracture leads to loss of active materials. Although those simplified models can be calibrated to capture battery capacity degradation up to 1 C currents, they fail in high C-rates, where the microstructure of electrode particles plays a more dominant role on battery performance. There is a need for a theoretical and numerical modelling framework capable of predicting fatigue crack growth in realistic particle geometries, under non-idealised stress states, and across all regimes of fatigue behaviour.

In this work, we present the first multiphysics phase field model for capturing fatigue crack propagation in electrode particles. From this model, deeper understanding of the effects of C-rate, particle size and crack geometry on the fatigue cracks and the resulting battery degradation can be inferred. The theoretical foundations of the model are presented in Section 2. The numerical implementation of this model, using the finite element method, is described in Section 3. Three boundary value problems are addressed in Section 4 to study the fatigue crack behaviour of electrode particles under different working conditions. Section 5 includes the main conclusions and findings of this work. The aim of this work is thus to provide both insights on fatigue cracking behaviour at the electrode particle level and perspectives towards linking these results to battery cell level performance.

2. Phase field modelling of fatigue cracking in electrode particles

We proceed to describe our theory, which couples lithium diffusion (and the associated chemical strains, see Section 2.1), a phase field description of fracture (Section 2.2) and a variational fatigue damage model (Section 2.3).

2.1. Lithium diffusion and chemical strains

The coupled electrochemo-mechanical model for lithium diffusion in electrode particles was first proposed by Christensen and Newman [11,12] and Zhang et al. [13]. This model was then applied to battery cells [17], to estimate the thickness change and the evolution of stress at different C-rates. Here only the key equations are included; more details can be found in Zhang et al. [13].

The governing equation of lithium diffusion with no source terms is based on the conservation of lithium-ions via

$$\frac{dc}{dt} + \nabla \cdot J = 0.$$ 

where \(c\) is the lithium concentration, \(t\) is the time, \(D\) is the diffusion coefficient, \(J\) is the lithium flux vector, \(S\) is the magnitude of the external flux loading, \(\Omega\) is the partial lithium molar volume, \(R\) is the universal gas constant, \(T\) is the temperature and \(\sigma\) is the hydrostatic stress, i.e. \(\sigma = \text{tr}(\sigma)/3\). The chemical strain is determined by the local lithium concentration via

$$\varepsilon_{\text{Li}} = \frac{\Omega(L - \varepsilon_0)}{3} I,$$

where \(\varepsilon_0\) equal to zero in this work, is the reference lithium concentration in the stress-free state, and \(I\) is the identity tensor. The constitutive model relating the Cauchy stress tensor \(\sigma\) to the strain tensor \(\varepsilon\) takes into consideration the chemical strain as follows:

$$\sigma = \lambda \varepsilon + 2\mu (\varepsilon - \varepsilon_{\text{Li}}),$$

where \(\lambda\) and \(\mu\) are the Lamé constants.

2.2. A phase field description of fracture

Variational phase field fracture formulations have emerged as compelling methods for modelling crack nucleation and growth [29,30]. By using a scalar phase field \(\phi\) to describe the crack-solid interface, phenomena such as crack deflection, the coalescence of multiple cracks and crack branching become easy to handle in arbitrary geometries and dimensions. Phase field methodologies have been successfully used to model fracture across a wide range of materials and applications, including composites [31,32], functionally graded materials [33,34], shape memory alloys [35,36], rocks [37,38], and piezoelectric materials [39]. Phase field approaches have also been extended to coupled multi-physics problems of chemo-mechanical nature, such as hydrogen assisted fracture [40–43], corrosion [44,45], cracking of nuclear fuel pellets [46] and particle fracture in Li-Ion batteries [21,23]. The phase field model for fracture has been extensively described elsewhere [47, 48] and thus only the main equations are introduced below.

In the phase field fracture model, a crack is treated as an interface between the intact and fully cracked areas, using \(d = 0\) and \(d = 1\), respectively. A smooth transition between the two states is assumed [49]. The evolution of the phase field (i.e., crack growth) follows Griffith theory, where the strain energy is released by creating new crack surfaces. The released strain energy equals the product of
the cracked area and the critical energy release rate $G_c$, the material toughness. The governing equations are based on the equilibrium of stresses (with no body force) and a phase field evolution law based on Griffith’s energy balance, using the so-called hybrid approach [50]:

$$\nabla \cdot [g(d)\sigma] = 0,$$  \hspace{1cm} (4a)

$$G_c^\star (d - l^2\nabla^2 d) = 2(1-d)H,$$  \hspace{1cm} (4b)

$$\sigma \cdot n = f \quad \text{and} \quad u = \bar{u} \quad \text{at} \quad \partial \Omega,$$  \hspace{1cm} (4c)

$$\nabla d \cdot n = 0 \quad \text{and} \quad d = 0 \quad \text{at} \quad \partial \Omega,$$  \hspace{1cm} (4d)

where $l$ is the characteristic phase field length, $\partial \Omega$ is the boundary with the outward normal $n$, $\bar{u}$ is the external force vector, $u$ is the displacement vector with constraints $\bar{u}$ and $g(d)$ is the phase field degradation function as

$$g(d) = (1-d)^2 + k,$$  \hspace{1cm} (5)

with $k = 10^{-5}$ to prevent ill-conditioning when $d = 1$. $H$ is the local history field of the maximum tensile elastic strain energy $\psi_e^T(i)$, $H = \max \psi_e^i$. A volumetric-deviatoric split [51] is used to prevent damage under compression, such that the tensile and compressive strain energies are respectively defined as

$$\psi_e^T = 0.5K \left( \epsilon\epsilon - (\epsilon_x^2 + \epsilon_y^2) \right)^2 + \mu(\epsilon^{dev} : \epsilon^{dev}),$$  \hspace{1cm} (6a)

$$\psi_e^p = 0.5K \left( \epsilon\epsilon - (\epsilon_x^2 + \epsilon_y^2) \right)^2,$$  \hspace{1cm} (6b)

where $K$ is the bulk modulus, $\epsilon^{dev}$ is the deviatoric elastic strain, i.e. $\epsilon_x = (\epsilon_x - \epsilon_y)/\sqrt{2}$ and the operator $\langle \cdot \rangle _2$ is defined as $(\langle \cdot \rangle _2)^2 = (\pm |\cdot|)/2$.

### 2.3. Fatigue damage model

Phase field fracture models have been very recently extended to model fatigue crack growth [52–54]. The accumulation of fatigue damage is introduced into the phase field fracture model by either adding a viscosity parameter to the energy balance equation [52], degrading the toughness using a fatigue damage function [53] or increasing the crack driving force [54].

Here, we base our approach on the fatigue degradation function approach by Carrara et al. [53], which naturally recovers the Paris’ law [25] in the appropriate regime and under the appropriate conditions. Thus, the toughness $G_c$ is degraded in the presence of fatigue damage using a cumulative history variable $\bar{a}$ and a degradation function $f(\bar{a})$, i.e. the fatigue toughness is $G_c^\star = f(\bar{a})G_c$. Accordingly, the governing equation for the phase field is modified to

$$G_c^\star (d - l^2\nabla^2 d) - \nabla d \cdot \nabla G_c = 2(1-d)H.$$  \hspace{1cm} (7)

The variable $\bar{a}$ is defined as,

$$\bar{a} = \int_0^t H(au)\,d\tau,$$  \hspace{1cm} (8)

with $r$ being the pseudo time for integration and $H$ the Heaviside function for disabling damage accumulation during unloading. The history variable $\bar{a}$ is defined as the active part of the elastic strain energy density, i.e. $a = g(d)\psi_e^i$, and $\bar{a}$ is its rate. It remains to define the fatigue degradation function $f(\bar{a})$, which describes how the material resistance to fracture degrades during cyclic damage. An asymptotic function is used, such that

$$f(\bar{a}) = \begin{cases} 1 & \text{if} \quad \bar{a} \leq a_T, \\
\frac{2a_T}{a_T + \bar{a}} & \text{if} \quad \bar{a} \geq a_T, \end{cases}$$  \hspace{1cm} (9)

where $a_T = G_c/(12l)$ is the fatigue crack threshold, only above which fatigue damage can start to accumulate [53].

### 3. Methods: Numerical implementation

This section describes the numerical implementation of the above presented electrochemo-mechanical theory for fatigue cracking in electrode particles. For this purpose, the finite element method (FEM) is used.

First, we formulate the governing equations in their weak form, and thus re-write Eqs. (1), (4) and (7) as

$$\int_\Omega \nabla (\delta c) \cdot Jd\Omega - \int_{\partial \Omega} \delta c \frac{dc}{dt} d\Omega - \int_{\partial S} \delta c JdS = 0,$$  \hspace{1cm} (10a)

$$\int_\Omega g(d)\sigma \cdot \delta \epsilon d\Omega - \int_{\partial S} \delta \epsilon \cdot \delta u dS = 0,$$  \hspace{1cm} (10b)

$$\int_\Omega [-2(1-d)H\dot{d} + G_d (\frac{d\bar{a}}{dt} + \nabla d \cdot \nabla d)] d\Omega = 0.$$  \hspace{1cm} (10c)

Note that the second term on the left hand-side of Eq. (7) is eliminated in the weak form. The lithium concentration $c$, the displacement field $u$ and the phase field $d$ are approximated using the following finite element discretisation:

$$c = \sum_{i=1}^m N_i c_i, \quad u = \sum_{i=1}^m N_i u_i \quad \text{and} \quad d = \sum_{i=1}^m N_i d_i,$$  \hspace{1cm} (11)

where $m$ is the total number of nodes per element, $N_i$ is the shape function with the subscript $i$ corresponding to the node $i$. The following equations are written in 2D for simplicity but we implement our model in both 2D (plane strain, axisymmetry) and 3D. The gradient terms are approximated using

$$[\epsilon_{11}, \epsilon_{22}, 2\epsilon_{12}]^T = \sum_{i=1}^m B_i u_i, \quad \nabla c = \sum_{i=1}^m G_i c_i \quad \text{and} \quad \nabla d = \sum_{i=1}^m G_i d_i,$$  \hspace{1cm} (12a)

and the components of the stress tensor in Eq. (3) are

$$[\sigma_{11}, \sigma_{22}, \sigma_{12}]^T = \sum_{i=1}^m C_0 \left[ \begin{array}{c} \frac{\partial N_i}{\partial x} \\ \frac{\partial N_i}{\partial y} \\ \frac{\partial N_i}{\partial z} \end{array} \right],$$  \hspace{1cm} (13)

where $C_0$ is the linear elastic stiffness matrix and $I = [1, 1, 0]^T$. Considering that the weak form Eq. (10a) must be ensured for arbitrary $\delta c$, $\delta u$ and $\delta d$, the discrete equation can be expressed with the following residual vectors,

$$r_c^d = \int_\Omega \left( g(d)B_i^T \sigma d\Omega - \int_{\partial S} H \dot{d} dS, \right.$$  \hspace{1cm} (14a)

$$r_c^d = \int_\Omega \left[ -2(1-d)H \dot{d} + G_d \left( \frac{d\bar{a}}{dt} + \nabla d \cdot \nabla d \right) \right] d\Omega,$$  \hspace{1cm} (14b)

$$r_c^d = \int_\Omega \left[ G_d \nabla c - G_d^T \frac{\partial \Phi}{\partial c} \right] d\Omega + \int_{\partial S} \frac{\partial N_i}{\partial d} \frac{\partial \Phi}{\partial d} dS,$$  \hspace{1cm} (14c)

and the linearised finite element system readily follows; in Appendix B, we provide explicit expressions for the linearised system and the components of the consistent stiffness matrix. The Newton–Raphson method is used to obtain the solution for $\{r_c^d, r_u^d, r_d^d\} = \{0, 0, 0\}$. The governing equations in Eq. (10a) are solved in a monolithic fully coupled manner, rather than using staggered schemes. This is of utmost importance in fatigue problems, as staggered approaches require a significant number of load increments to capture the equilibrium solution [43].

The contribution of the gradient of the hydrostatic stress $\sigma_h$ to the diffusivity stiffness matrix is achieved in a decoupled way, by extrapolating from values at integration points and subsequently multiplying $G$ to compute $\nabla \sigma_h$ [40]. The history variables $H$ and $\bar{a}$ are updated using
the following equations
\[
\begin{align*}
H^n &= w_0^n \quad \text{if } w_0^n > H_0^{n-1}, \\
H^n &= H_0^{n-1} \quad \text{if } w_0^n \leq H_0^{n-1},
\end{align*}
\]
and
\[
\dot{\alpha}^n = \dot{\alpha}^n + \left( a^n - a^{n-1} \right) \quad \text{if } a^n > a^{n-1},
\]
\[
\dot{\alpha}^n = \dot{\alpha}^{n-1} \quad \text{if } a^n \leq a^{n-1},
\]
(15)

where the superscripts \( n \) and \( n - 1 \) correspond to the \( n \)th time step and the previous one respectively. The system linear equation is solved using the PARDISO solver and an implicit Backward Differentiation Formula (BDF). The commercial finite element package COMSOL Multiphysics is used to implement the coupled deformation–diffusion–fracture (fatigue) model, combining the Structural Mechanics, Transport of Diluted Species and Helmholtz Equation modules.1

4. Numerical experiments

The modelling capabilities of our theory are demonstrated by investigating fatigue cracks in electrode particles. Three case studies are considered, involving idealised particles (cylindrical and spherical) as well as realistic microstructures, which are obtained from advanced imaging techniques. The surface of the electrode particles is subjected to a flux loading \( s(t) \), where \( s(t) \) is the modified sign function, which is used to switch between charge and discharge. A smooth transition between the two states is assumed to facilitate numerical convergence, occupying only 0.1% of each one cycle period. The magnitude of the flux \( \mathcal{J} \) is defined as
\[
\mathcal{J} = \frac{c_{\text{max}} \frac{\text{volume}}{\text{area}}}{3600},
\]
(16)
where \( C \) is the C-rate, i.e. the inverse of the time (in hours) to fully charge/discharge a battery. Once the lithium concentration reaches the cut-off values of \( c = 0 \) or the maximum concentration \( c = c_{\text{max}} \), the lithium concentration is then held at these limits. The material properties of the electrode particles are listed in Table 1. Among these parameters, increasing Young’s modulus and lithium partial molar volume typically leads to an increase in the stress level, while the opposite effect is observed for the diffusion coefficient. Details on the interplay between electrode particle stresses and these parameters can be found in Ref. [15] and are not explored here. Unless otherwise stated, the characteristic length of the phase field is chosen to be \( l = 0.01 \, \mu \text{m} \), following [21,22]. Characterising electrode particle behaviour is challenging but improved insight has been recently gained through nanoindentation [55] and image-based modelling techniques [56]. The initial crack is introduced by applying a non-zero history field \( \mathcal{H} \) to the local crack partition domain at \( t = 0 \), using
\[
\mathcal{H} = a_0 \exp \left( -\frac{100s^2}{r^2} \right),
\]
(17)
where \( a_0 = 10^{12} \, \text{J/m}^3 \) and \( s \) is the distance to the crack plane. All our numerical experiments are conducted under isothermal conditions and at room temperature, \( T = 298 \, \text{K} \). We define a normalised crack radius \( \bar{a} \), as the ratio between the region with \( d > 0.95 \) and the domain area (or volume) \( \Omega \):
\[
\bar{a}_c = \frac{1}{\Omega} \int_{D} \mathcal{H}(d - 0.95) \, d\Omega.
\]
(18)
In addition, similar to [21], we quantify unstable crack growth by defining a threshold for the rate of \( \bar{a}_c \). Thus, we assume that unstable crack growth occurs when \( \frac{da}{dN} > k_{\text{un}} \), where \( N \) is the number of cycles and \( k_{\text{un}} \) is a threshold quantity, such that the unstable crack growth domain is given by,
\[
\bar{a}_{\text{un}} = \int_{N} \frac{d(\bar{a})}{dN} \mathcal{H} \left( \frac{d(\bar{a})}{dN} - k_{\text{un}} \right) \, dN.
\]
(19)

In this work, we assume that \( k_{\text{un}} = 0.002\% \).

Cycle-by-cycle computations enable predicting fatigue damage for arbitrary choices of material, geometry and loading history. However, this insight comes at a high computational cost. Here, exploiting the good scalability and monolithic nature of our implementation, we report simulations of 300 cycles in 2D problems (Sections 4.1 and 4.2) and of 140 in the 3D case study (Section 4.3); these numbers are on the same order of the typical lifespan of lithium-ion batteries [57]. Our focus is on providing the first modelling results of fatigue crack growth due to cyclic flux loading. Hence, the chemistry of electrode particles is kept simple, e.g. constant diffusivity and current. We choose to neglect the impact of SEI formation on newly created crack faces as the magnitude of flux loading is relatively insensitive at high Coulombic efficiencies (99.99%) and the SEI layer should not change the structural integrity of electrode particles due to its porous and weak nature. The framework can be readily extended to more complex scenarios, such as concentration dependent diffusivity, variable flux and additional flux on cracked surfaces.

4.1. Cylindrical electrode particle

The first example involves a cylindrical particle with two surface cracks, as shown in Fig. 1a. 2D, plane strain modelling conditions are adopted, with only one quarter of the particle being simulated using appropriate symmetric boundary conditions at the two straight edges. The finite element mesh, shown in Fig. 1b and c, contains 7875 linear triangular elements. A mesh sensitivity analysis reveals only a 2% deviation in the calculation of the energy release rate (ERR) from the result obtained using 34,208 elements. The ERR is computed using the J-integral [58] over a path surrounding the crack tip, e.g. the green path in Fig. 1b; further details of the calculation of the J-integral are given in Appendix A. This electrode particle has been studied by Klinsmann et al. [21,22] for a single discharge or charge cycle without considering fatigue damage.

A typical cycling response for a cylindrical electrode particle under 3 C charge and discharge is shown in Fig. 2. Unless otherwise stated, the geometry of the particle is characterised by a radius \( R_0 = 5 \, \mu \text{m} \) and an initial crack length equal to \( a_0/R_0 = 0.02 \). A 5 μm particle radius is chosen as a representative, intermediate value within the typical range of electrode particle radii (e.g., between 1 and 15 μm for NMC particles [59]). As shown in Fig. 2a, the operating window of the state of charge (SOC) lies between 0.2 and 0.9. The ERR estimated over 300 cycles is presented in Fig. 2b. The ERR initially increases with the number of cycles, accompanied by small stable crack growth, until cracking becomes unstable after 10 cycles. As justified below, the unstable crack arrests upon approaching the centre of the particle, and then cracking proceeds in a stable manner. This is a different behaviour from the pure mechanical fatigue crack propagation with an accelerating growth rate described by Paris’ law.

The distributions of the lithium concentration and hydrostatic stress (at the end of discharge) are depicted in Fig. 2(e–f) and (g–j) respectively, where it is observed that a high lithium concentration accumulates close to the crack tip. This is because high hydrostatic stresses drive the diffusion of lithium near the crack tip, as indicated by Eq. (1). Three groups of simulations have been used to study the

| Table 1 Property for lithium manganese oxide LiMn$_2$O$_3$ [22]. |
|---------------------------------|---|---|
| Description | Symbol | Value/Unit |
| Young's modulus | E | 93 | GPa |
| Poisson’s ratio | v | 0.3 | 1 |
| Critical energy release rate | Gc | 10 | J/m$^2$ |
| Maximum lithium concentration | C$\text{max}$ | 22,900 | mol/m$^3$ |
| Lithium diffusion coefficient | D | 7.08×10$^{-15}$ | m$^2$/s |
| Partial molar volume of lithium | $\Omega$ | 3.497×10$^{-6}$ | m$^3$/mol |

1 The COMSOL model developed is made freely available at www.empaneda.com/codes.
influence of the C-rate, the particle size and the initial crack length on the behaviour of fatigue cracks in electrode particles.

C-rate. Five C-rates are considered, with $C = 0.2, 0.5, 1, 2$ and $3$ for a cylindrical particle with $R_0 = 5 \, \mu m$ and $a_0/R_0 = 0.02$. The crack growth and the maximum ERR per cycle $J_{\text{max}}$ are given in Fig. 3(a–c). Fig. 3a shows the percentage of normalised crack area $\overline{a}_c$, with $\overline{a}_c$ estimated using Eq. (18). The crack behaviour exhibits three distinct regimes. Firstly, small stable crack growth occurs. This is followed by an unstable cracking phase, where the crack propagates instantaneously until reaching the core of the particle. Finally, following the arrest of the unstable crack, fracture takes place again in a stable manner. Several phenomena lie behind this cracking behaviour. First and foremost, recall the interaction between mechanical stresses and the processes of Li extraction and insertion. During delithiation, the particle surface is subjected to tensile stresses but the stress level diminishes gradually towards the core, with the central region of the particle undergoing compression. The opposite takes place during lithiation, with tensile stresses at the core and a compressive stress state at the outer regions. Thus, the unstable fracture event takes place during a single charging cycle, triggered by the outer tensile stresses and leading to crack arrest once the growing crack approaches the compressive region. After crack arrest, subsequent stable crack growth is driven by the tensile stresses arising at the particle core due to Li transport. Thus, another relevant phenomenon is the diffusion of Li towards regions of high hydrostatic stress, such as the crack tip — see Eq. (1). The accumulation of Li facilitates cracking and is particularly relevant during the last stage of stable crack growth. A third aspect to take into consideration is the role of fatigue damage. Unlike the static fracture analyses reported in the literature, fatigue damage leads to an heterogeneous toughness.

![Fig. 1. Configuration of a cylindrical particle with two cracks: (a) sketch; (b) computational model (one quarter of the body with symmetric boundary conditions) and (c) zoom view to showcase the initial crack and the $J$-integral path.](image)

![Fig. 2. The cycling responses of the cylindrical particle ($R_0 = 5 \, \mu m$) under 3 C current: (a) averaged lithium concentration; (b) energy release rate; and distributions of (c–f) lithium concentration, and (g–j) hydrostatic stress, at the end of discharge for the cycle numbers $N = 10, 11, 30$ and $300$. The cracked domain $d > 0.95$ is removed and the deformed shape is scaled by a factor of 5.](image)
distribution $G_J$. For example, this implies that the unstable crack encounters a growing $G_J$ value as it propagates. Also relevant is that while crack growth takes place during delithiation, lithiation cycles contribute to fatigue damage in the particle core. More importantly, incorporating cyclic damage enables quantifying the number of cycles that take place before unstable particle cracking occurs.

The timing of the unstable crack growth event is very sensitive to the C-rate, as unstable fracture occurs once the fatigue damage process has degraded the material toughness $G_c$ sufficiently, relative to the size of the initial crack and the magnitude of the surface tensile stresses resulting from delithiation. Only ten cycles are needed for 3 C conditions while for a current of 1 C more than 130 cycles take place before unstable crack growth. The higher the C-rate, the higher the stress magnitude due to a larger concentration gradient. As a result, the critical crack length for stable cracking decreases with increasing C-rate. The degree of stable and unstable cracking is quantified as a function of the C-rate in Fig. 3b. It can be observed that there is a critical threshold below which the electrode particle exhibits no effect of fatigue damage. However, if the C-rate is sufficiently small, the magnitude of ERR remains low and no unstable cracking is observed within the tested lifespan.

**Initial crack length.** Quantifying the role of the initial crack size is important because, among other factors, the calendaring process in battery manufacturing can lead to initial defects in the electrode particles. Five different initial crack lengths have been considered in a cylindrical particle with $R_0 = 5 \text{ \mu m}$ subjected to 1 C cycling: $a_0/R_0 = 0.08, 0.02, 0.04, 0.08$ and 0.12. The results obtained are shown in Fig. 3(d-f). The first observation, as seen in Fig. 3d and e, is that there is a threshold crack size below which the degree of crack growth is negligible. For a particle size of $R_0 = 5 \text{ \mu m}$, 300 cycles and a C-rate of 1 C, critical cracks have an initial size of 0.1 $\mu m$ or larger. This is a much smaller critical size than the one reported if fatigue effects are neglected (see [22]). A second observation is that all $a_0$ cases above the critical level accumulate approximately the same level of cracked domain after 300 cycles, see Fig. 3d and e. However, the degree of unstable cracking increases as $a_0$ becomes smaller. In other words, the most critical scenario is the one where the initial defect size is just above the critical threshold for cracking. The trends observed can be rationalised by inspecting the evolution of the ERR, shown in Fig. 3f. Larger cracks lead to higher values of ERR and this leads in turn to an earlier initiation of crack growth, as shown in Fig. 3d. The later onset of crack growth for the smaller $a_0$ ($N \approx 130$ for $a_0/R_0 = 0.02$) also implies that the degraded toughness $G_c$ ahead of the initial crack is going to be significantly smaller than that of the pristine material. Also, one must keep in mind the competition between the contributions of the crack size and the crack tip stresses to the fracture driving force. For the surface cracks considered here, those of a smaller size are exposed to larger delithiation stresses while larger cracks have their tips located in a region of smaller stress levels.
Particle radius. The magnitude of the stresses resulting from the inhomogeneous swelling and shrinkage of the particle is governed not only by the C-rate but also by the particle radius, through their effect on the concentration gradient. This sensitivity on particle radius has been observed in reduced order models \cite{11,17} and experiments \cite{60}, where a critical radius of $R_0 = 150 \text{ nm}$ has been identified for silicon particles, below which no cracking is observed. Here, five values of particle radius have been considered, $R_0 = 3, 4, 5, 6$ and $8 \text{ \mu m}$, with a fixed initial crack length $a_0/R_0 = 0.02$ and $1 \text{ C}$ flux loading. The results, reported in Fig. 3(g-i), show that larger particles exhibit a higher ERR and a larger cracked surface. Likewise, as shown in Fig. 3g, the number of charging cycles that the particle can undergo before unstable crack growth occurs increases with its size. Also, the results reveal that there is a critical particle size below which no fatigue cracking is observed, for the number of cycles and loading conditions considered. Thus, for a C-rate of $1 \text{ C}$ and an initial crack length $a_0/R_0 = 0.02$, the critical particle radius equals $0.4 \text{ \mu m}$.

4.2. Spherical electrode particle

Our second set of numerical experiments addresses the fatigue failure of spherical electrode particles. An initial circular crack is assumed, as this is the crack domain that results from two edge cracks in a 3D particle undergoing one discharge (see 22). The particle and initial crack configurations are shown in Fig. 4. Axisymmetric conditions are exploited and as such the mesh resembles the one used in cylindrical particles (Section 4.1), but with the use of axisymmetric finite elements. The averaged concentration for the spherical particle under $5 \text{ C}$ cycling is given in Fig. 4b with the SOC being between 0.2 and 0.9. The distributions of lithium concentration and hydrostatic stress are presented in Fig. 4(c-f) and Fig. 4(g-j), respectively. Contours are shown at the end of discharge for the cycle numbers $N = 50, 60, 100$ and 300. One quarter of the particle is omitted to showcase the internal domain, the cracked domain $d > 0.95$ is removed, and the deformed shape is scaled by a factor of 5. Results are shown for a particle of radius $R_0 = 5 \text{ \mu m}$ under $5 \text{ C}$ current.

C-rate. The influence of the C-rate is investigated by considering the following values: $0.2, 0.5, 1, 2, 3$ and $5 \text{ C}$. The spherical particle has a radius of $R_0 = 5 \text{ \mu m}$ and the initial crack length equals $a_0/R_0 = 0.02$. The results are shown in Fig. 5(a-c) in terms of the change in normalised crack area as a function of the number of cycles, the degree of stable and unstable crack growth, and the averaged degradation toughness $G_d$. Here, the averaged $G_d$ is computed by integrating over the entire domain. The first notable observation is that there is a C-rate threshold below which no cracking is observed. Specifically, for the particle configuration ($R_0 = 5 \text{ \mu m}$, $a_0/R_0 = 0.02$) and battery lifespan ($N = 300$) considered, charging rates equal or below $2 \text{ C}$ show negligible damage. As shown in Fig. 5c, the degraded toughness ($G_{d,0}$) equals the undegraded one ($G_{d}$) over the entire lifespan for the $C$-rates of $0.2, 0.5$ and $1$. This implies that the stresses and strains associated with the swelling and shrinkage of the particle are not large enough to reach the fatigue threshold $a_f$. For the $3 \text{ C}$ charge a certain degree of stable crack growth is observed, see Figs. 5(a-b), but the accumulated damage over $300$ cycles is not sufficient to trigger the propagation of large cracks. Significant crack propagation is observed for the highest current, $5 \text{ C}$, with unstable cracking occurring after approximately $50$ cycles. Compared with the results obtained for a cylindrical particle of the same radius and initial crack, Fig. 3, we notice the spherical particle can withstand a larger C-rate without exhibiting significant cracking.

Particle radius. We proceed to show the results obtained for selected values of the particle radius: $R_0 = 3, 5, 6, 8$ and $10 \text{ \mu m}$. The initial...
crack length is assumed to be \( \frac{a_0}{R_0} = 0.02 \) and the spherical particle is subjected to a cycling charging of 2 C. The results obtained are shown in Fig. 5(d-f). In agreement with expectations, and with the results obtained for the cylindrical particle (Fig. 3), a higher degree of fatigue damage is observed in larger particles. The larger the particle size, the more significant the effect of volume change. In fact, unstable cracking is observed only for the largest particle radius, \( R_0 = 10 \, \mu m \), where fast crack growth is attained before reaching 100 cycles. The case with \( R_0 = 8 \, \mu m \) also appears to show a certain degree of stable crack growth and a more noticeable drop in the degraded toughness following modification to the diffusion coefficient: introducing initial cracks in the electrode particles [62]. In addition, we introduce a heterogeneity in the form of a surface crack, as shown in Fig. 6. This is also necessary to resemble conditions in commercial cells — during battery manufacturing, electrode materials and described in Fig. 6. This is also necessary to resemble conditions in commercial cells — during battery manufacturing, electrode materials.

Finally, we couple our modelling framework with X-ray CT imaging to predict the fatigue cracking of realistic electrode particles. The particle geometry is taken from the X-ray tomographic microscopy open data set presented by Ebner et al. [61]. As shown in Fig. 6a, the particle has an ellipsoidal geometry with a longer radius of approximately 15 \( \mu m \) and two smaller radii of approximately 10 \( \mu m \). The problem domain is discretised with linear tetrahedral elements, using slightly more than 3M degrees-of-freedom. The mesh is sufficiently refined throughout to predict the fatigue cracking of realistic electrode particles. The comprehensive approach can also be adopted, in which the additional damage is observed in larger particles. The larger the particle size, the more significant the effect of particle volume changes. In fact, unstable cracking is observed only for the largest particle radius, \( R_0 = 10 \, \mu m \), where fast crack growth is attained before reaching 100 cycles. The case with \( R_0 = 8 \, \mu m \) also appears to show a certain degree of stable crack growth and a more noticeable drop in the degraded toughness \( G_f \). For particles with radius equal to or smaller than \( R_0 = 6 \, \mu m \) the degradation of the material toughness is negligible and thus no cracking is observed.

### 4.3. Realistic Electrode Particle

Fig. 5. Influence of (a–c) C-rate and (d–f) particle radius on fatigue cracking in spherical particles: (a and d) crack growth versus number of cycles; degree of stable and unstable cracking as a function of (b) C-rate and (e) particle radius, and (c and f) averaged fatigue degradation of fracture toughness over the problem domain.

\[
D = D \cdot g(d), \quad \text{when } d > 0.95, \quad \text{(20)}
\]

where the degradation function \( g(d) \) is defined in Eq. (5). A more comprehensive approach can also be adopted, in which the additional lithium flux resulting from the increased surface area is accounted for (see [63]). The boundary conditions resemble those of the previous case studies; the particle surface is under a cyclic and uniform flux loading, using Eq. (16). A C-rate of 0.5 is considered and the resulting cyclic evolution of the averaged lithium concentration is given in Fig. 6c. Relative to idealised particles under the same C-rate, one would expect realistic particles to show a larger degree of damage due to the higher lithium concentration gradients and stresses present.

The fatigue crack growth behaviour is shown in Fig. 6d, in terms of cracked domain versus number of cycles, and in Fig. 7, in terms of phase field contours for different loading stages. As it can be seen in Fig. 6d, the averaged evolution of the cracked area exhibits three distinct stages. First, the cracked domain increases in a slow manner. This is followed by an acceleration stage, where fatigue crack growth rates increase noticeably. Subsequently, the cracked domain experiences a regime of fast growth, leading to significant particle cracking. This integrated, macroscopic picture is the result of complex crack interactions, as shown in Fig. 7. The first stage, lasting up to approximately 80 cycles, is characterised by a slow propagation of the initial crack. Then two cracks nucleate on the sides of the initial crack, accelerating the growth of the cracked area, as shown in Figs. 7(b–c). The normalised cracked area increases fast in the last stage, when the cracks merge together in Fig. 7(d–e), indicating that the electrode particle is approaching the end of its lifespan. Based on the behaviour observed for the idealised particles, we speculate that the fast crack propagation stage could be followed by a stable crack growth regime, once all cracks have merged into one and grow inwards, towards the less stressed particle regions. Thus, the analysis of a realistic particle microstructure reveals the existence a regime of exponential increase in crack area with cycle number, which could be approximated with Paris’ law. Finally, the evolution of the lithium concentration distribution as a function of the number of cycles is shown in Fig. 8, where the areas with \( d > 0.95 \) have been removed to represent the location of cracks. It can be observed that Li accumulates at the crack fronts and, mainly, in regions where the presence of cracks blocks the diffusion path. Overall, we observe a significant influence of particle geometry in both cracking and diffusion behaviour. Most notably, the consideration of a realistic microstructure shows the nucleation of cracks in concave regions, see Fig. 7(b–c), which results in a rapid increase of the cracked area. Hence, the results demonstrate the importance of particle microstructure on the cyclic stability of electrode materials, which is seldom studied in reduced order models, e.g. the Newman’s battery model [64].
Fig. 6. 3D realistic electrode particle: (a) mesh; (b) initial defect; (c) averaged lithium concentration during cycling; and (d) normalised cracked area versus number of cycles. The initial defect is introduced at a location \((-31.5, -230, -6)\) using Eq. (17) and with the shape of a half-penny crack.

Fig. 7. 3D realistic electrode particle: evolution of the phase field \(d\) contours for the following cycle numbers: (a) \(N = 60\), (b) \(N = 80\), (c) \(N = 100\), (d) \(N = 120\), and (e) \(N = 140\). The three rows correspond to perspective views of the 3D particle, the \(yz\)-plane, and the \(xz\)-plane, respectively.

4.4. Analysis of the results and discussion

Simulations of cylindrical, spherical and realistic electrode particles under multiple cycles of charge and discharge were conducted to study their fatigue resistance. The influence of particle shape and size, C-rate and initial crack length was assessed and their critical values, below which no damage occurs, were quantified. In agreement with expectations, we found that fatigue cracking is enhanced with higher values of particle radius and C-rate, as these lead to larger concentration gradients and thus volume change-induced stresses. The role of the initial crack length is two-fold. No crack growth is observed if the initial defect size is sufficiently short but once the critical threshold is surpassed, shorter cracks lead to a higher degree of unstable crack growth. The trends observed are a result of the contributions of chemical strains, fatigue damage accumulation and Li transport ahead of crack tips. Previous studies where limited to one half-cycle and the use of static fracture formulations; we shall discuss the implications of incorporating fatigue damage. Table 2 summarises the critical values of C-rate, particle radius and initial crack length obtained in the analysis of cylindrical and spherical particles. The results are compared with those obtained by Klinsman et al. [22] for one discharge process using a phase field model for static, monotonic fracture. Substantial differences are observed; when fatigue damage is taken into account, the reduction in critical C-rate, particle radius and initial crack size is of 90%, 20%, and 60%, respectively. Thus, it is imperative to take fatigue cracks into account in the design of battery control systems. The critical C-rates reported can be used for risk assessment of particle cracking and to guide electrode manufacturing (e.g., favouring the use of spherical shapes). However, one should note that the predictions obtained are specific to the material properties and conditions considered. Other factors that can influence these predictions include the role of the particle microstructure, non-linear diffusion, and heterogeneous electrochemical and fracture behaviour within the electrode [56].

The modelling of fatigue cracking in idealised and realistic particle geometries reveals a four stage process. First, crack growth takes place at a very slow rate. Eventually the speed of crack growth accelerates, and this is soon followed by fast, unstable cracking. Finally, the crack arrests as it reaches regions of low stress, and later resumes its growth in a stable manner, driven by fatigue damage and Li accumulation at crack tips. While the use of Paris’ law might provide a good approximation to certain stages of the fatigue crack behaviour observed, whole-life predictions require a more comprehensive approach. Also, our results show that complex cracking phenomena, such as the interaction between multiple cracks, take place early in the fracture of realistic particles. Thus, the use of semi-empirical models that are based on Paris’ law and a number of idealisations, such as equally-spaced short cracks [6], is deemed unsuitable for the analysis and design of fatigue-resistant electrodes. The results shown emphasise the importance of using physically-motivated models and the combination of these models with advanced imaging techniques.
Fig. 8. 3D realistic electrode particle: evolution of the normalised Li concentration $c/c_{\text{max}}$ contours for the following cycle numbers: (a) $N = 60$, (b) $N = 80$, (c) $N = 100$, (d) $N = 120$, and (e) $N = 140$. The three rows correspond to perspective views of the 3D particle, the $yz$-plane, and the $xz$-plane, respectively. Elements with $d > 0.95$ have been removed.

Table 2
Summary of the critical values for crack propagation in electrode particles computed under cyclic flux. The results are compared with the values obtained for a single discharge by Klinsman et al. [22] under otherwise equivalent conditions.

|                         | Cylindrical particle | Spherical particle |
|-------------------------|----------------------|--------------------|
|                         | Cycling              | Discharge          | Cycling | Discharge |
| Critical C-rate         | 0.5 C                | 5 C                | 2 C     | 5 C       |
| Critical particle radius [μm] | 4                    | 5                  | 6       | –         |
| Critical initial crack length $a_i/R_i$ | 0.008 | 0.02 | –     | –         |

5. Conclusions

We have presented a novel electrochemo-mechanical framework for modelling fatigue cracking in battery electrode particles. The model combines a stress-driven extended version of Fick’s law for lithium diffusion, intercalation induced volumetric strains, a phase field description of cracks, and a fatigue degradation scheme. We used our framework to gain new insight into the fatigue behaviour of cylindrical, circular and realistic particle geometries undergoing hundreds of charge/discharge cycles. The evolution of the cracked domain was predicted as a function of the number of cycles and the results were interpreted in terms of the contributions from Li transport, chemical strains and fatigue damage mechanics. Critical values of the C-rate, particle size and initial crack length are reported, below which no fatigue damage is observed. Main findings include:

- The susceptibility to fatigue damage increases with increasing C-rates and particle sizes. However, a larger degree of unstable cracking is observed by reducing the initial crack length, provided its size is above the critical value.

- The critical values of C-rate, particle size and initial crack length are significantly smaller than those reported in the literature, based on a half-cycle analysis without accounting for fatigue damage.

- The growth of the cracked domain as a function of the number of cycles exhibits four regimes: slow growth, accelerating growth, fast unstable growth and, after crack arrest, Li diffusion-driven stable crack growth. This behaviour cannot be captured by simple, semi-empirical models.

- The coupling with X-CT image analysis enables simulating realistic particle geometries, revealing a fatigue behaviour governed by complex phenomena such as multiple crack interactions.

The theoretical and computational framework presented provides a platform for predicting the role of crack mechanics on battery performance, from assessing the viability of design strategies against particle cracking to gaining insight into the regime of fast capacity degradation. Future work will aim at linking particle level analyses with electrode level behaviour, exploiting recent progress in image-based modelling techniques to gain insight into the mechanisms of electrode fragmentation and enable the design of next-generation electrodes.
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Appendix A. Path dependence of the J-integral

In an electrochemical system with lithium diffusion, the free energy in a solid domain contains not only the elastic strain energy but also the energy contributions resulting from solute diffusion. Accordingly, in a 2D setting, the J-integral is reformulated as follows: [58, 65]

\[
J = \int_\Gamma (W y + \sigma_n n_j \mu_{ij} x_j) + \int_\Omega \partial \psi \frac{c_0}{2} \sigma_{ij} x_j d\Omega,
\]

where \( W \) is the strain energy density, \( \Gamma \) is the integration path, \( n_j \) is the component of the normal vector of the path \( \Gamma \) and \( A \) is the area surrounded by the path \( \Gamma \). The path independence of the modified J-integral in Eq. (A.1) is assessed by investigating a cylindrical electrode particle with two cracks under 5 C discharge. The J-integral measurements obtained from three integration paths are almost identical throughout the particle lifespan, with the largest differences being below 4%.

Appendix B. Additional details of numerical implementation

Here, we provide explicit expressions for the components of the linearised system of equations. First, the consistent stiffness matrices are obtained by differentiating the residuals in Eq. (14) with respect to the nodal variables,

\[
\begin{align*}
K^e_{ij} & = \frac{d a_i}{d a_j} = \int_\Omega \frac{1}{2} \left[ (W y + \sigma_n n_j \mu_{ij} x_j) + \int_\Omega \partial \psi \frac{c_0}{2} \sigma_{ij} x_j d\Omega \right], \\
K^d_{ij} & = \frac{d d_i}{d c_j} = \int_\Omega \left( \frac{1}{2} \sigma_{ij} x_j - \frac{1}{2} \frac{\partial \psi}{\partial c_0} \right) d\Omega, \\
K^e_{ij} & = \frac{d e_i}{d s_j} = \int_\Omega \left( 2 H + \frac{G}{T} \right) N_i N_j + Gd \frac{1}{2} G_i G_j dV, \\
K^e_{kj} & = \frac{d e_k}{d s_j} = - \int_\Omega \frac{1}{2} \sigma_{ij} x_j N_i N_j + \frac{1}{2} G_i G_j dV.
\end{align*}
\]

where the subscripts \( i \) and \( j \) for the bold variables correspond to the contribution from the nodes \( i \) and \( j \) rather than the components of the matrix. \( K^e_{ij} \) is 0 assumed, following the decoupled approach for the gradient of the hydrostatic stress outlined in Section 3 and in [40]. The linearised finite element system then reads:

\[
\begin{bmatrix}
K^e & 0 & 0 & K^d & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & K^d & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & K^e & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & K^d & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & K^e & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & M & c & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
u \\
b \\
d \\
c \\
\end{bmatrix} = \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
\end{bmatrix}.
\]

where the remaining terms are given by,

\[
M_{ij} = \int_\Omega N_i N_j d\Omega, \quad \tau_r = - \int_\Omega N_i \hat{d}S, \quad \tau_r' = \int_\Omega N_i \hat{d}S.
\]
