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**ABSTRACT**

We present a concept called the **branch-depth** of a connectivity function, that generalizes the tree-depth of graphs. Then we prove two theorems showing that this concept aligns closely with the notions of tree-depth and shrub-depth of graphs as follows. For a graph \(G = (V, E)\) and a subset \(A \subseteq E\) we let \(\lambda_G(A)\) be the number of vertices incident with an edge in \(A\) and an edge in \(E \setminus A\). For a subset \(X \subseteq V\), let \(\rho_G(X)\) be the rank of the adjacency matrix between \(X\) and \(V \setminus X\) over the binary field. We prove that a class of graphs has bounded tree-depth if and only if the corresponding class of functions \(\lambda_G\) has bounded branch-depth and similarly a class of graphs has bounded shrub-depth if and only if the corresponding class of functions \(\rho_G\) has bounded branch-depth, which we call the rank-depth of graphs.

Furthermore we investigate various potential generalizations of tree-depth to matroids and prove that matroids representable over a fixed finite field having no large circuits are well-quasi-ordered by restriction.

© 2020 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

**1. Introduction**

The tree-width is one of the best-studied width parameters for graphs, measuring how close a graph is to being a tree. Similarly, the tree-depth is a ‘depth parameter’ of graphs, measuring how
close a graph is to being a star. We remark that graphs in this paper are allowed to have parallel edges and loops. A simplification of a graph $G$ is a simple graph obtained from $G$ by deleting parallel edges and loops.

Definitions of both tree-width and tree-depth of graphs involve vertices and edges and so it is non-trivial to extend them to other discrete structures, such as matroids. Actually Hliněný and Whittle [20] were able to generalize the tree-width of graphs to matroids but it is not so obvious why it is related to the tree-width of graphs.

One may ask whether we can define an alternative depth parameter of graphs that only uses some connectivity function. If so, then it can be easily extended to matroids.

For tree-width, this was done by Robertson and Seymour [33]. They defined the branch-width of graphs and showed that a class of graphs has bounded branch-width if and only if it has bounded tree-width. Following Ding and Oporowski [8], we will say that two parameters $\alpha, \beta$ of some objects are tied if there exists a function $f$ such that for every object $G$, $\alpha(G) \leq f(\beta(G))$ and $\beta(G) \leq f(\alpha(G))$. So branch-width and tree-width are tied for graphs.

The decomposition tree for branch-width of graphs, called the branch-decomposition, is defined in terms of edges only. When measuring the width of a branch-decomposition, it uses a function $\lambda_G$ of a graph $G$ defined as follows: for a set $X$ of edges, $\lambda_G(X)$ is the number of vertices incident with both an edge in $X$ and an edge not in $X$. It turns out that $\lambda_G$ has all the nice properties such as symmetry and submodularity and so such a function will be called a connectivity function. The detailed definition will be reviewed in Section 2. Robertson and Seymour [33] defined branch-width not only for graphs but also for any discrete structures admitting a connectivity function.

We will define the branch-depth of a connectivity function in Section 2. This single definition will produce various depth parameters for graphs and matroids, by plugging in different connectivity functions. We summarize them in Table 1.

Our first goal is to make sure that these new depth parameters are tied to existing ones. First we show that for graphs, branch-depth and tree-depth are tied in Section 3.

**Theorem 3.4.** Let $G$ be a graph, $k$ be its branch-depth, and $t$ be its tree-depth. Then

$$k - 1 \leq t \leq \max(2k^2 - k + 1, 2).$$

For a simple graph $G$, there is another interesting connectivity function called the cut-rank function, denoted by $\rho_G$. It is defined in terms of the rank function of a submatrix of the adjacency matrix, which we will describe in detail in Section 4. Oum and Seymour [30] used the cut-rank function to define the rank-width of a simple graph. Analogously we use the cut-rank function to define the rank-depth of a simple graph $G$ as the branch-depth of its cut-rank function $\rho_G$. As a similar attempt to define a depth parameter comparable to rank-width, Ganian, Hliněný, Nešetřil, Obdržálek, and Ossona de Mendez [12] defined the shrub-depth of a class of simple graphs. In Section 4 we prove that having bounded rank-depth is equivalent to having bounded shrub-depth.

**Theorem 4.11.** A class of simple graphs has bounded rank-depth if and only if it has bounded shrub-depth.

For matroids, we define the branch-depth of a matroid $M$ as the branch-depth of its connectivity function $\lambda_M$. We will investigate three additional depth parameters, called the contraction depth,
fig. 1. a venn diagram of classes of matroids.

the deletion depth, and the contraction–deletion depth for matroids. Ding, Oporowski, and Oxley [9] investigated the contraction–deletion depth under the name type. A Venn diagram in Fig. 1 shows containment relation and properties on classes of matroids with respect to the boundedness of various parameters of matroids, which will be proved in Theorems 5.2 and 5.7, and Corollaries 5.8 and 5.11. We will also show that no two of these depth parameters are tied.

It is well known that a class of graphs has bounded tree-depth if and only if it has no long path, see [32, 4.4] or [27, Proposition 6.1]. It is straightforward to prove the following analogue for matroids as follows.

Theorem 5.9.

(i) A class of matroids has bounded contraction depth if and only if all circuits have bounded size.

(ii) A class of matroids has bounded deletion depth if and only if all cocircuits have bounded size.

The contraction depth is also tied to the “branch-depth” introduced by Kardoš, Král’, Liebenau, and Mach [23]. The authors would like to apologize for this unfortunate conflict of terms. To distinguish with our branch-depth, let us call theirs the KKLM-depth of a matroid. They prove that if \( c \) is the size of a largest circuit of a matroid \( M \), then the KKLM-depth is at most \( c^2 \) and at least \( \log_2 c \). By Theorem 5.9, KKLM-depth and contraction depth are tied. Interestingly, they showed that unlike the contraction depth, KKLM-depth does not increase when we take a minor. Moreover there is an interesting algorithmic result on integer programming parameterized by their branch-depth due to Chan, Cooper, Koutecký, Král’, and Pekárková [3].

Robertson and Seymour [32] stated that graphs of bounded tree-depth are well-quasi-ordered by the subgraph relation and Ding [6] proved that they are well-quasi-ordered by the induced subgraph relation. As a generalization, Ganian, Hliněný, Nešetřil, Obdržálek, and Ossona de Mendez [12] proved that a class of graphs of bounded shrub-depth is well-quasi-ordered by the induced subgraph
relation. We prove an analogous theorem for matroids as follows. A matroid $N$ is a restriction of a matroid $M$ if $N = M \setminus X$ for some $X$. A class $\mathcal{M}$ of matroids is well-quasi-ordered by restriction if every infinite sequence $M_1, M_2, \ldots$ of matroids in $\mathcal{M}$ has a pair $i < j$ such that $M_i$ is isomorphic to a restriction of $M_j$.

**Theorem 6.1.** Let $\mathbb{F}$ be a finite field. Every class of $\mathbb{F}$-representable matroids of bounded contraction depth is well-quasi-ordered by restriction.

The paper is organized as follows. Section 2 introduces the branch-depth of a connectivity function. Then we discuss various connectivity functions arising from graphs and matroids. Sections 3 and 4 are for graphs; Section 3 introduces the branch-depth of a graph by using the usual connectivity function of graphs defining branch-width. Section 4 introduces the rank-depth of a simple graph by using the cut-rank function. In Section 5 we introduce the branch-depth of a matroid as the branch-depth of the matroid connectivity function. We also investigate properties of the branch-depth, the contraction depth, the deletion depth, and the contraction–deletion depth and obtain an inequality between the rank-depth and the tree-depth of simple graphs. Section 6 proves that matroids representable over a fixed finite field having bounded contraction depth are well-quasi-ordered by restriction.

2. Branch-depth of a connectivity function

2.1. Connectivity functions

For a finite set $E$, we let $2^E$ denote the set of all subsets of $E$. A connectivity function $\lambda$ on $E$ is a function $\lambda : 2^E \rightarrow \mathbb{Z}$ satisfying the following three conditions.

(i) $\lambda(\emptyset) = 0$
(ii) (symmetric) $\lambda(X) = \lambda(E \setminus X)$ for all $X \subseteq E$.
(iii) (submodular) $\lambda(X) + \lambda(Y) \geq \lambda(X \cup Y) + \lambda(X \cap Y)$ for all $X, Y \subseteq E$.

**Lemma 2.1.** Let $\lambda$ be a connectivity function on $E$ and let $K$ be a subset of $E$ such that $\lambda(K) = 0$. Then the function $\lambda|_K$ on $2^E$ defined by $\lambda|_K(X) = \lambda(X)$ is a connectivity function on $K$ and

$$\lambda(X) = \lambda|_K(X \cap K) + \lambda|_{E \setminus K}(X \setminus K)$$

for all $X \subseteq E$.

**Proof.** Clearly $\lambda|_K$ is submodular and $\lambda|_K(\emptyset) = 0$. By symmetry and submodularity, for all $X \subseteq K$,

$$\lambda(X) = \lambda(K) + \lambda(E \setminus X) \geq \lambda(K \setminus X) + \lambda(E) = \lambda(K \setminus X)$$

and therefore $\lambda(X) \geq \lambda(K \setminus X)$. By replacing $X$ with $K \setminus X$, we deduce that $\lambda(X) = \lambda(K \setminus X)$. Thus $\lambda|_K$ is a connectivity function on $E$.

Let $Y$ be a subset of $E$. Then by submodularity,

$$\lambda(Y \cap K) + \lambda(Y \setminus K) \geq \lambda(Y) + \lambda(\emptyset) = \lambda(Y).$$

Again by submodularity, $\lambda(Y) = \lambda(Y) + \lambda(K) \geq \lambda(Y \cap K) + \lambda(Y \cup K) = \lambda(Y \cap K) + \lambda(E \setminus (Y \cup K))$. Since $\lambda(E \setminus K) = 0$, $\lambda|_K$ is a connectivity function and therefore $\lambda(E \setminus (Y \cup K)) = \lambda(Y \setminus K)$. Thus $\lambda(Y) \geq \lambda(Y \cap K) + \lambda(Y \setminus K)$ and we deduce that $\lambda(Y) = \lambda(Y \cap K) + \lambda(Y \setminus K) = \lambda|_K(Y \cap K) + \lambda|_{E \setminus K}(Y \setminus K)$.

We say that a connectivity function $\lambda$ on $E$ is the disjoint union of two connectivity functions $\lambda_1$, $\lambda_2$ on $E_1$, $E_2$ respectively, if $E = E_1 \cup E_2$, $E_1 \cap E_2 = \emptyset$, and $\lambda(X) = \lambda_1(X \cap E_1) + \lambda_2(X \cap E_2)$.

For a partition $\mathcal{P}$ of $E$ into subsets, we define

$$\lambda(\mathcal{P}) := \max_{\mathcal{P}' \subseteq \mathcal{P}} \left( \bigcup_{X \in \mathcal{P}'} X \right).$$

This function was introduced by Geelen, Gerards, and Whittle [14]. We will use it to measure the ‘connectivity’ of a partition.
2.2. Branch-depth

A radius of a tree is the minimum \( r \) such that there is a node having distance at most \( r \) from every node.

A decomposition of a connectivity function \( \lambda \) on \( E \) is a pair \((T, \sigma)\) of a tree \( T \) with at least one internal node and a bijection \( \sigma \) from \( E \) to the set of leaves of \( T \). The radius of a decomposition \((T, \sigma)\) is defined to be the radius of the tree \( T \). For an internal node \( v \in V(T) \), the components of the graph \( T - v \) give rise to a partition \( \mathcal{P}_v \) of \( E \) by \( \sigma \). The width of \( v \) is defined to be \( \lambda(\mathcal{P}_v) \). The width of the decomposition \((T, \sigma)\) is the maximum width of an internal node of \( T \). We say that a decomposition \((T, \sigma)\) is a \((k, r)\)-decomposition of \( \lambda \) if the width is at most \( k \) and the radius is at most \( r \). The branch-depth of \( \lambda \) is the minimum \( k \) such that there exists a \((k, k)\)-decomposition of \( \lambda \).

If \( |E| < 2 \), then there exists no decomposition and we define \( \lambda \) to have branch-depth 0. Note that every tree in a decomposition has radius at least 1 and therefore the branch-depth of \( \lambda \) is at least 1 if \( |E| > 1 \).

Lemma 2.2. Let \( \lambda \) be a connectivity function on \( E \) and let \( K \) be a subset of \( E \) such that \( \lambda(K) = 0 \). Let \( k, r_1, r_2 \) be integers such that \( \lambda|_K \) has a \((k, r_1)\)-decomposition and \( \lambda|_{E\setminus K} \) has a \((k, r_2)\)-decomposition.

(i) If \( r_1 \neq r_2 \), then \( \lambda \) has a \((k, \max(r_1, r_2))\)-decomposition.

(ii) If \( r_1 = r_2 \), then \( \lambda \) has a \((k, r_1 + 1)\)-decomposition.

Proof. We may assume that \( r_1 \geq r_2 \). Let \((T_1, \sigma_1)\) be a \((k, r_1)\)-decomposition of \( \lambda|_K \) and let \( v_1 \) be an internal node of \( T_1 \) such that each node of \( T_1 \) is within distance \( r_1 \) from \( v_1 \). Let \((T_2, \sigma_2)\) be a \((k, r_2)\)-decomposition of \( \lambda|_{E\setminus K} \) and let \( v_2 \) be an internal node of \( T_2 \) such that each node of \( T_2 \) is within distance \( r_2 \) from \( v_2 \).

Let \( T \) be the tree obtained from the disjoint union of \( T_1 \) and \( T_2 \) by adding an edge between \( v_1 \) and \( v_2 \). Then \( T \) with \( \sigma_1 \) and \( \sigma_2 \) forms a decomposition \((T, \sigma)\) of \( \lambda \).

Then \( \lambda \) is the disjoint union of \( \lambda_1 \) and \( \lambda_2 \) and by Lemma 2.1, \((T, \sigma)\) has width at most \( k \). There are two cases for the radius of \( T \). If \( r_2 < r_1 \), then the radius of \( T \) is at most \( r_1 \) and therefore \((T, \sigma)\) is a \((k, r_1)\)-decomposition. If \( r_2 = r_1 \), then the radius of \( T \) is at most \( r_1 + 1 \) and so \((T, \sigma)\) is a \((k, r_1 + 1)\)-decomposition.

Lemma 2.3. Let \( \lambda \) be a connectivity function on \( E \). Let \( E_1, E_2, \ldots, E_m \) be a partition of \( E \) into non-empty sets such that \( \lambda(E_i) = 0 \) for all \( 1 \leq i \leq m \). Let \( \lambda_i := \lambda|_{E_i} \) and \( k_i \) be the branch-depth of \( \lambda_i \). Let \( k = \max(k_1, k_2, \ldots, k_m) \).

Then the branch-depth of \( \lambda \) is \( k \) or \( k + 1 \). In particular, if the branch-depth of \( \lambda \) is \( k + 1 \), then there exist \( i < j \) such that \( k_i = k_j = k \) and \( \lambda \) has a \((k, k + 1)\)-decomposition.

Proof. We proceed by induction on \( m \). We may assume that \( m \geq 2 \). Clearly the branch-depth of \( \lambda \) is at least the branch-depth of \( \lambda_i \), simply by taking a subtree and therefore the branch-depth of \( \lambda \) is at least \( k \).

If \( k_i = 0 \) for all \( i \), then \( |E_i| = 1 \) for all \( i \). Then the branch-depth of \( \lambda \) is 1 because there is a \((0, 1)\)-decomposition \((T, \sigma)\) where \( T = K_{1,m} \).

Thus we may assume that \( k_i = k_1 > 0 \). Let \((T_1, \sigma_1)\) be a \((k, k)\)-decomposition of \( \lambda|_{E_1} \). Let \( r_1 \) be an internal node of \( T_1 \) such that each node of \( T_1 \) is within distance \( k \) from \( r_1 \).

If \( |E_2| = 1 \), then we attach to \( r_1 \) a leaf node corresponding to the element of \( E_2 \), producing a \((k, k)\)-decomposition of \( \lambda|_{E_1 \cup E_2} \). By applying the induction hypothesis to \( E_1 \cup E_2, E_3, \ldots, E_m \), we deduce the conclusion. Thus we may assume that \( |E_2|, |E_3|, \ldots, |E_m| \geq 2 \) and therefore \( k_2, k_3, \ldots, k_m \geq 1 \). Now it is trivial to deduce the conclusion by using Lemma 2.2 repeatedly.

3. Branch-depth and tree-depth of graphs

Recall that for a graph \( G = (V, E) \) and a set \( X \subseteq E \), \( \lambda_G(X) \) is the number of vertices incident with both an edge in \( X \) and an edge in \( E \setminus X \). Let us define the branch-depth of a graph \( G \) to be the
Lemma 3.3. Let \( r, |P| \) be a \( (w, r) \)-decomposition, then it has tree-depth at most \( (2w - 1)r + 1 \).

Proof. We proceed by the induction on \( r \). Let \( G \) be a graph having a \( (w, r) \)-decomposition \((T, \sigma)\). Let \( v \) be an internal node of \( T \) such that each node of \( T \) is within distance \( r \) from \( v \).

If \( r = 1 \), then by Lemma 3.2, the number of vertices of degree at least two in \( G \) is at most \( 2w - 1 \) and thus the tree-depth is at most \( 2w \). Now we assume that \( r > 1 \).

Let \( \mathcal{P} \) be a partition of \( E(G) \) induced by \( T - v \). Let \( X \) be the set of vertices of \( G \) meeting at least two parts of \( \mathcal{P} \). By Lemma 3.2, \( |X| \leq 2w - 1 \).

It is enough to prove that \( G \setminus X \) has tree-depth at most \( (2w - 1)(r - 1) + 1 \). Let \( C \) be a component of \( G \setminus X \). If \( C \) has at most two edges, then the tree-depth of \( C \) is at most 2. As \( r > 1 \),
We say that a graph $H$ is a minor of a graph $G$ if $H$ can be obtained from $G$ by contracting edges and deleting edges and vertices. As many graph parameters do not increase under taking minors, we may wonder whether the branch-depth behaves similarly. It is easy to prove the following proposition.

**Proposition 3.5.** If $H$ is a minor of a graph $G$, then $\operatorname{bd}(H) \leq \operatorname{bd}(G)$.

Ding [6] proved that graphs of bounded tree-depth are well-quasi-ordered under the induced subgraph relation. This implies that for each $k$, there is a finite list of graphs such that a graph $G$ has branch-depth at most $k$ if and only if no graph in the list is isomorphic to an induced subgraph of $G$. Since no graph of large tree-width has small branch-depth, one can decide in linear time whether the input graph has an induced subgraph isomorphic to a fixed graph, for instance by using Courcelle’s theorem [4] with the algorithm to find a tree-decomposition by Bodlaender [2]. The authors are not aware of such an algorithm that in addition finds a decomposition for branch-depth of graphs.

### 4. Rank-depth and shrub-depth of simple graphs

The cut-rank function of a simple graph $G = (V, E)$ is defined as a function $\rho_G$ on the subsets of $V$ such that $\rho_G(X)$ is the rank of an $X \times (V \setminus X)$ 0-1 matrix

$$AX = (a_{ij})_{i \in X, j \in V \setminus X}$$

over the binary field where $a_{ij} = 1$ if and only if $i$ and $j$ are adjacent and 0 otherwise. The cut-rank function is an instance of a connectivity function on the vertex set of a simple graph, see a paper of Oum and Seymour [30]. We define the rank-depth of a simple graph $G$, denoted by $\operatorname{rd}(G)$, to be the branch-depth of $\rho_G$.

As an example, we will prove that

$$\operatorname{rd}(P_n) = \Theta(\log n / \log \log n),$$

where $P_n$ is the path graph on $n$ vertices. Together with Theorem 4.11 to be proved later, this will give an alternative proof of the fact that a class of graphs containing arbitrary long induced paths has unbounded shrub-depth shown by Ganian, Hliněný, Nešetřil, Obdržálek, and Ossona de Mendez [12]. We write $\log$ to denote the natural logarithm $\log_e$ if the base is omitted.

**Proposition 4.1.** For $n \geq 2$,

$$\operatorname{rd}(P_n) > \frac{\log n}{\log(1 + 4 \log n)}.$$
Proposition 4.2. Let \( v_1, v_2, \ldots, v_n \) be the vertices of \( P_n \) in the order. Let \( \lambda_n \) be the cut-rank function of the path \( P_n \).

We claim that for a positive integer \( k \), if \( \lambda_n \) has a \((k, r)\)-decomposition \((T, \sigma)\), then

\[
    r \geq \lceil \log_{4k+1} n \rceil.
\]

We proceed by induction on \( n \). If \( 2 \leq n \leq 4k + 1 \), then trivially the radius of \( T \) is at least 1. So we may assume that \( n > 4k + 1 \).

We may assume that the radius of \( T \) is \( r \). Let \( v \) be an internal node of \( T \) such that every node of \( T \) is within distance \( r \) from \( v \). Let \( e_1, e_2, \ldots, e_r \) be the edges incident with \( v \) in \( T \). We color a vertex \( w \) of \( P_n \) by \( i \in \{1, 2, \ldots, r\} \) if the unique path from \( v \) to \( \sigma(w) \) on \( T \) contains \( e_i \).

We say an edge of \( P_n \) is "colorful" if its ends have distinct colors. Let \( m \) be the number of colorful edges of \( P_n \). Then there exists a subset \( X \) of \( \{1, 2, \ldots, \ell\} \) such that at least \( m/2 \) colorful edges have exactly one end whose color is in \( X \). We may assume that there are at least \( m/4 \) edges \( v_i v_{i+1} \) such that the color of \( v_i \) is in \( X \) and the color of \( v_{i+1} \) is not in \( X \), because otherwise we may relabel vertices in the reverse order.

Let \( 1 \leq i_1 < i_2 < \cdots < i_{\lfloor m/4 \rfloor} < n \) be a sequence of integers such that for each \( j \in \{1, 2, \ldots, \lfloor m/4 \rfloor\} \), the color of \( v_{i_j} \) is in \( X \) and the color of \( v_{i_j+1} \) is not in \( X \). Then the submatrix of the adjacency matrix of \( G \) consisting of rows from \( v_{i_1}, v_{i_2}, \ldots, v_{i_{\lfloor m/4 \rfloor}} \) and columns from \( v_{i_1+1}, v_{i_2+1}, \ldots, v_{i_{\lfloor m/4 \rfloor}+1} \) has rank exactly \( \lceil m/4 \rceil \) because it is a triangular matrix with non-zero diagonal entries. This implies that the width of \((T, \sigma)\) is at least \( \lceil m/4 \rceil \). So, \( k \geq m/4 \) and therefore the number of colorful edges of \( P_n \) is at most \( 4k \).

So there is a subpath \( P' \) of \( P_n \) having no colorful edges where \( n' \geq \lfloor n/(4k+1) \rfloor + 1 \). Then \( P' \) has a \((k, r-1)\)-decomposition induced from \((T, \sigma)\). By the induction hypothesis, \( r-1 \geq \lceil \log_{4k+1} n' \rceil \geq \log_{4k+1} n - 1 \). Thus \( r \geq \log_{4k+1} n \). This proves the claim.

From this claim we deduce that for a positive integer \( k \), if

\[
    k \log(4k+1) < \log n,
\]

then the rank-depth of \( P_n \) is larger than \( k \).

Now suppose that \( k = \lfloor \log n - \log(1 + 4 \log n) \rfloor \). As \( n \geq 2 \), we have \( 2 \log n \geq 1 \) and therefore \( \log(1 + 4 \log n) > 1 \). Thus \( k < \log n \). So we deduce that

\[
    k \log(4k+1) < \frac{\log n}{\log(1 + 4 \log n)} \log(4 \log n + 1) = \log n.
\]

Thus the rank-depth of \( P_n \) is larger than \( \log n / \log(1 + 4 \log n) \). \( \Box \)

Proposition 4.2. For \( n \geq 2 \),

\[
    \text{rd}(P_n) \leq \left( 1 + o(1) \right) \frac{\log n}{\log \log n}.
\]

Proof. For an integer \( w \), consider any partition \( P \) of \( V(P_n) \) into at most \( w + 1 \) subpaths. We claim that for all \( P' \subseteq P \), \( \rho_G \left( \bigcup_{X \in P'} X \right) \leq w \). Let \( U \) be the set of vertices \( v \) having a neighbor not in \( X \) for \( X \in P \) with \( v \in X \). Notice that each subpath \( Q \) has at most two vertices having neighbors outside \( Q \). In particular, if \( Q \) contains the first or the last vertex of \( P_n \), then it has at most one vertex having neighbors outside \( Q \). This means that \(|U| \leq 2(w - 1) + 2 = 2w\). Then

\[
    \rho_G \left( \bigcup_{X \in P'} X \right) = \rho_G \left( \bigcup_{X \in P' \cap U} (X \cap U) \right) \leq |U|/2 \leq w.
\]

We aim to construct a decomposition \((T, \sigma)\) of \( P_n \) such that each node has degree at most \( w + 1 \) and the radius is as small as possible so that at each internal node, the path is partitioned into at most \( w + 1 \) subpaths. This can be done as follows: For the root node, we split the path into \( w + 1 \) subpaths. For the non-root internal node, we split the path into at most \( w - 1 \) subpaths. Outside is
split into at most two subpaths, one left and one right and therefore the path is partitioned into at most \( w + 1 \) subpaths at this internal node, as desired. It is clear that if
\[
(w + 1)(w - 1)^{w-1} \geq n, \tag{1}
\]
then the rank-depth of \( P_n \) is at most \( w \).

Let \( \ell = (1 + \varepsilon) \frac{\log n}{\log \log n} \) for \( \varepsilon > 0 \). We claim that if \( w = \lceil \ell \rceil \) and \( n \) is sufficiently large, then (1) holds. Then,
\[
(w + 1)(w - 1)^{w-1} \geq \ell(\ell - 1)^{\ell-1} = \ell^\ell \frac{1}{(1 + \frac{1}{\ell - 1})^{\ell-1}}.
\]

We may assume that \( n \) is sufficiently large so that \( (1 + \frac{1}{\ell - 1})^{\ell-1} < e^2 \). Then it is enough to show that \( \ell^\ell > e^2 n \) or equivalently \( \ell \log \ell > \log n + 2 \) for sufficiently large \( n \). Note that
\[
\ell \log \ell = (1 + \varepsilon) \log n \left( 1 - \frac{\log \log n}{\log n} \right).
\]

For sufficiently large \( n \),
\[
\frac{\log \log n - \log(1 + \varepsilon)}{\log n} < \frac{\varepsilon}{2(1 + \varepsilon)}
\]
and therefore
\[
\ell \log \ell > (1 + \varepsilon) \left( 1 - \frac{\varepsilon}{2(1 + \varepsilon)} \right) \log n = \left( 1 + \frac{\varepsilon}{2} \right) \log n.
\]

Thus, if \( n \) is large enough, then \( \varepsilon \frac{1}{2} \log n > 2 \) and therefore \( \ell \log \ell > \log n + 2 \). This completes the proof of the claim, thus showing that \( \text{rd}(P_n) \leq \lceil \ell \rceil \) for sufficiently large \( n \).

There is an operation called the local complementation, that preserves the cut-rank function of a simple graph. For a simple graph \( G \) and a vertex \( v \), the local complementation at \( v \) is an operation to obtain a simple graph denoted by \( G \ast v \) on the vertex set \( V(G) \) from \( G \) by removing edges between all adjacent pairs of neighbors of \( v \) and adding edges between all non-adjacent pairs of neighbors of \( v \). We say that two simple graphs are locally equivalent if one is obtained from the other by a sequence of local complementations. It turns out that \( G \) and \( G \ast v \) share the identical cut-rank function, see Oum [28]. Thus if two simple graphs are locally equivalent, then they have the same rank-depth.

In addition, it is easy to see that deleting vertices would never increase the rank-depth. We say that \( H \) is a vertex-minor of \( G \) if \( H \) is an induced subgraph of a simple graph locally equivalent to \( G \).

Thus we deduce the following lemma.

**Lemma 4.3.** If \( H \) is a vertex-minor of \( G \), then \( \text{rd}(H) \leq \text{rd}(G) \).

We aim to prove that a class of simple graphs has bounded rank-depth if and only if it has bounded shrub-depth, a concept introduced by Ganian, Hliněný, Nešetřil, Obdržálek, and Ossona de Mendez [12]. We will review necessary definitions.

A \((k, d)\)-shrubbery for a graph \( G = (V, E) \) consists of a rooted tree \( T \) for which \( V \) is the set of all leaves, together with a function \( f : V \rightarrow \{1, \ldots, k\} \), with the property that

- all leaves of \( T \) are distance exactly \( d \) from the root, and
- adjacency in \( G \) is completely determined by \( f \) and the distance function in \( T \). (In other words, whenever two pairs of vertices \((x_1, y_1), (x_2, y_2) \in V^2 \) satisfy
\[
\text{dist}_T(x_1, y_1) = \text{dist}_T(x_2, y_2), f(x_1) = f(x_2), \text{ and } f(y_1) = f(y_2),
\]
we have \( x_1y_1 \in E \) if and only if \( x_2y_2 \in E \).)

We say that a class \( \mathcal{G} \) of graphs has shrub-depth \( d \) if \( d \) is the minimum integer such that there exists an integer \( k \) for which all graphs in \( \mathcal{G} \) admit a \((k, d)\)-shrubbery. Note that unlike many other parameters, shrub-depth is not defined for a single graph but for a class of graphs.

From now on, we present several lemmas to prove Theorem 4.11. Let us start with an easier direction, that is to show that a class of simple graphs of bounded shrub-depth has bounded rank-depth. We say that for a set \( A \) of vertices of a simple graph \( G \), a set \( X \subseteq V(G) \setminus A \) of vertices is a set of clones relative to \( A \) if no vertex of \( A \) has both a neighbor and a non-neighbor in \( X \).
Lemma 4.4. Let $G$ be a simple graph with at least two vertices. If $G$ has a $(k, d)$-shrubbery, then its cut-rank function has a $(k, d)$-decomposition.

Proof. Let $G = (V, E)$ and let $T$ together with the function $f : V \rightarrow \{1, \ldots, k\}$ be a $(k, d)$-shrubbery for $G$. We claim that $T$ is a $(k, d)$-decomposition of $\lambda$. By definition, the tree $T$ has height $d + 1$. Now consider an internal node $v \in V(T)$ and let $\mathcal{P}$ be the partition of $V$ which is given by the components of $T - v$.

Let $\mathcal{P}' \subseteq \mathcal{P}$ and define $A = \bigcup_{X \in \mathcal{P}'} X$ and $B = V \setminus A$. We aim to show that $\rho_G(A) \leq k$. By symmetry, we may assume that the components of $T - v$ having $\mathcal{P}'$ do not contain the root of $T$ by swapping $\mathcal{P}'$ with $\mathcal{P} \setminus \mathcal{P}'$ if necessary. Then every vertex in $A$ has the same distance from $v$ in $T$.

For $1 \leq i \leq k$, we define

$$A_i = \{x \in A : f(x) = i\}.$$

Then every member of $A$ is in exactly one set of the form $A_i$. It follows from the definition of shrubbery that $A_i$ is a set of clones relative to $B$. Therefore, the cut-rank of $A$ is at most $k$. We conclude that $T$ has width at most $k$ as a decomposition and its radius is at most $d$. \hfill \Box

Now it remains to show the converse that a class of simple graphs of bounded rank-depth has bounded shrub-depth. Roughly speaking, we will first describe edges joining parts of some partition $\mathcal{P}$ when $\rho_G(\mathcal{P})$ is small. Then we will use some universal graph of bounded size to encode edges between distinct parts. That will allow us to assign colors to each vertex of a graph when building a shrubbery. First we start with a lemma, whose proof uses the linearity of expectation.

Lemma 4.5. Let $G = (V, E)$ be a complete graph with $V = \{1, \ldots, n\}$ and let $f : E \rightarrow \{1, \ldots, n\}$ have the property that $f(e) \neq i$ whenever $e \in E$ and $i \in V$ are incident. Then there exists a subset $S \subseteq V$ of size more than $\frac{1}{2}\sqrt{n}$ with the property that every edge $e$ with both ends in $S$ satisfies $f(e) \not\in S$.

Proof. Choose a random subset $R \subseteq V$ by selecting each vertex independently with probability $1/\sqrt{n}$. Consider the following subset of edges

$$B = \{ij \in E : i, j, f(ij) \in R\}.$$

The probability that a given edge is in $B$ is precisely $n^{-3/2}$ since it requires three vertices to be selected in $R$. Now linearity of expectation gives us

$$\mathbb{E}(|R| - |B|) = \mathbb{E}(|R|) - \mathbb{E}(|B|) = n/\sqrt{n} - \left(\frac{n}{2}\right)n^{-3/2} > 1/\sqrt{n}.$$

So there exists a particular set $R$ for which $|R| - |B| > 1/\sqrt{n}$. Now define the set

$$S = R \setminus f(B).$$

It follows immediately from this construction that every edge $e$ with both ends in $S$ satisfies $f(e) \not\in S$. Furthermore, by construction $|S| \geq |R| - |B| > \frac{1}{2}\sqrt{n}$, as desired. \hfill \Box

Let $G = (V, E)$ be a simple graph with cut-rank function $\rho_G : 2^V \rightarrow \mathbb{Z}$. Let $\mathcal{P}$ be a partition of $V$, and define the cut-rank of $\mathcal{P}$ to be $\rho_G(\mathcal{P})$, that is the maximum over all $\mathcal{P}' \subseteq \mathcal{P}$ of $\rho_G(\bigcup_{X \in \mathcal{P}'} X)$. Let $A \in \{0, 1\}^{V \times V}$ be the standard adjacency matrix for $G$ over the binary field and modify $A$ to form a new matrix $A'$ as follows. For every $u, v \in V$ if $u, v$ are in the same part of $\mathcal{P}$ then replace the $u, v$ entry of $A$ by $\star$. We call the resulting matrix $A'$ the adjacency matrix for $G$ relative to $\mathcal{P}$. A realization of a vector consisting of 0, 1, and $\star$ is a vector obtained by replacing $\star$ with 0 or 1 arbitrary.

Our next lemma shows that this matrix has a simple structure when $\mathcal{P}$ has small cut-rank. For an $X \times Y$ matrix $A$ and $X' \subseteq X, Y' \subseteq Y$, we write $A[X', Y']$ to denote the $X' \times Y'$ submatrix of $A$.

Lemma 4.6. Let $G = (V, E)$ be a simple graph, let $\mathcal{P}$ be a partition of $V$ with cut-rank at most $k$, and let $A$ be the adjacency matrix of $G$ relative to $\mathcal{P}$. Then there exists a set $U \subseteq \{0, 1\}^V$ of vectors with $|U| \leq 2^{2k}(2^{2k+2} - 1)$ which contains a realization of every column of $A$. 

**Proof.** Define two vertices $u, v$ to be similar if the associated column vectors of $A$ can be modified to the same $[0, 1]^V$ vector by replacing each $\star$ entry by either 0 or 1. We say that $u, v$ are dissimilar if they are not similar, and we now choose a maximal set $Z$ of pairwise dissimilar vertices with the property that no two vertices in $Z$ are in the same part of $\mathcal{P}$. For a set $X \subseteq V(G)$, we write $\tilde{X}$ to denote $V(G) \setminus X$.

Suppose (for a contradiction) that $|Z| \geq 2^{2k+2}$ and let $Z = \{z_1, \ldots, z_m\}$. For every $1 \leq i \leq m$ let $Z_i$ be the part of $\mathcal{P}$ which contains $z_i$. Let $K_m$ be a complete graph with vertex set $\{1, \ldots, m\}$ and define a function $f : E(K_m) \rightarrow \{1, \ldots, m\}$ by the following rule. If $1 \leq i, j \leq m$ and $i \neq j$ then the vertices $z_i$ and $z_j$ are dissimilar so there exists a vertex $x \not\in Z_i \cup Z_j$ so that the column vectors of $A$ associated with $z_i$ and $z_j$ differ in coordinate $x$. If we can choose $x \in Z_i$ for some $1 \leq t \leq m$, then we define $f(ij) = t$. Otherwise we assign $f(ij)$ to an arbitrary element of $\{1, \ldots, m\} \setminus \{i, j\}$. By Lemma 4.5, we may choose a subset $S \subseteq \{1, \ldots, m\}$ so that $|S| > \frac{1}{2}\sqrt{2^{2k+2} = 2^k}$ and $f(ij) \not\in S$ for every $i, j \in S$. Now define $Y = \bigcup_{i \in S} Z_i$ and consider the matrix $A[Y, Y]$. It follows from our construction that for every distinct $i, j \in S$, the columns of this matrix associated with $z_i$ and $z_j$ are distinct; that is, there are $2^k + 1$ pairwise distinct columns. Then this matrix has rank at least $k + 1$. But this contradicts our assumption on cut-rank.

Therefore we must have $|Z| \leq 2^{2k+2} - 1$. Let $X \in \mathcal{P}$ and note that by our cut-rank assumption, the matrix $A[X, X]$ has rank at most $k$. It follows that $A[X, X]$ has at most $2^k$ distinct column vectors, and thus are at most $2^k$ pairwise dissimilar vertices in $X$. Therefore, if we choose a maximal set $Z'$ of pairwise dissimilar vertices with $Z \subseteq Z'$, then we will have $|Z'| \leq 2^k(2^{2k+2} - 1)$.

Now we form a set $U \subseteq [0, 1]^V$ of vectors starting from the empty set by the following procedure. For every $z \in Z'$ let $X$ be the part of $\mathcal{P}$ containing $z$ and note that the matrix $A[X, X]$ has at most $2^k$ distinct columns. Add to the set $U$ all vectors which may be obtained from the column vector of $A$ associated with $z$ by replacing the $\star$ entries with one of the columns from $A[X, X]$. It follows from this construction that $|U| \leq 2^{2k}(2^{2k+2} - 1)$ and every vector in $A$ may be turned into a vector in $U$ by replacing each $\star$ entries by either 0 or 1. \hfill \Box

**Lemma 4.7.** If $G = (V, E)$ is a simple graph and $\mathcal{P}$ is a partition of $V$ with cut-rank at most $k$, then there exist a simple graph $H$ with

$$|V(H)| \leq 2^{2k+1}(2^{2k+2} - 1)$$

and a function $h : V \rightarrow V(H)$ with the property that whenever $x, y \in V$ are in distinct parts of $\mathcal{P}$, we have $xy \in E$ if and only if $h(x)h(y) \in E(H)$.

**Proof.** Let $A$ denote the adjacency matrix of $G$ relative to the partition $\mathcal{P}$ and apply Lemma 4.6 to choose a set $U = \{u_1, \ldots, u_m\} \subseteq [0, 1]^V$ of vectors with $m \leq 2^{2k}(2^{2k+2} - 1)$. Now choose a function $f_0 : V \rightarrow \{1, \ldots, m\}$ with the property that $f_0(v) = i$ implies that the column of $A$ associated with $v$ can be turned into the vector $u_i$ by replacing each $\star$ by either 0 or 1. Next we modify $f_0$ to a new function $f : V \rightarrow \{1, \ldots, 2m\}$ by the following procedure. For $1 \leq i \leq m$ the set $f_0^{-1}(\{i\})$ has nonempty intersection with exactly two parts of $\mathcal{P}$, then we choose one such part, say $X$, and we define $f(x) = m + i$ for every $x \in X \cap f_0^{-1}(\{i\})$. This newly constructed function $f$ still retains the property that $f(v) = f(v')$ only when the columns of $A$ associated with $v$ and $v'$ can be turned into the same $[0, 1]^V$ vector by replacing the $\star$ entries. However, it also has the property that $f^{-1}(\{i\})$ either intersects just one part of $\mathcal{P}$ or at least three parts of $\mathcal{P}$.

We claim that whenever $x_1, x_2, y_1, y_2 \in V$ satisfy $f(x_1) = f(x_2)$ and $f(y_1) = f(y_2)$, and in addition $x_1, y_1$ are in distinct parts of $\mathcal{P}$ for $i = 1, 2$, then $x_1y_1 \in E$ if and only if $x_2y_2 \in E$. Let $X_1, X_2, Y_1, Y_2$ be the parts of $\mathcal{P}$ containing $x_1, x_2, y_1, y_2$ respectively. Note that since $f(x_1) = f(x_2)$ we have that $x_1, x_2$ are clones relative to $V \setminus (X_1 \cup X_2)$, and similarly $y_1, y_2$ are clones relative to $V \setminus (Y_1 \cup Y_2)$. First suppose that $X_1 \neq Y_2$. In this case we have $x_2y_2 \in E$ if and only if $x_2y_2 \in E$ (since $x_1, x_2$ are clones relative to $V \setminus (X_1 \cup X_2)$) if and only if $x_1y_1 \in E$. So we may assume $X_1 = Y_2$ and by similar reasoning $X_2 = Y_1$. Now by our assumption on $f$ we may choose a vertex $x_3 \in V \setminus (X_1 \cup X_2)$ so that $f(x_3) = f(x_1) = f(x_2)$. Now we have $x_3y_1 \in E$ if and only if $x_3y_1 \in E$ if and only if $x_3y_2 \in E$ if and only if $x_2y_2 \in E$, and this completes the proof of our claim.
Now we may define the graph $H$ with vertex set $\{1, \ldots, 2m\}$ by the rule the $ij \in E(H)$ if and only if there exist vertices $x, y$ in distinct parts of $\mathcal{P}$ for which $f(x) = i$ and $f(y) = j$ and $xy \in E$. It follows from the above that this graph $H$ has the desired property. □

Our next lemma requires another concept which we introduce now. A $k$-universal graph is a simple graph which contains every simple graph on $k$ vertices (up to isomorphism) as an induced subgraph. Alon [1] showed that there exists a small $k$-universal graph.

**Theorem 4.8 (Alon [1]).** For every positive integer $k$, there exists a $k$-universal graph on $(1+o(1))2^{(k-1)/2}$ vertices.

A $k$-loopy-universal graph is a graph with loops but no parallel edges. Such a graph contains every $k$-vertex graph without parallel edges as an induced subgraph up to isomorphism. If $G = (V, E)$ is a $k$-universal graph, then we may obtain a $k$-loopy-universal graph $G^+$ with vertex set $V \times \{0, 1\}$ by defining $(u, i)$ to be adjacent to $(v, j)$ for $u \neq v$ whenever $uv \in E(G)$ and adding a loop at each vertex of the form $(v, 1)$. For loopy-universal graphs this yields the following useful corollary.

**Corollary 4.9.** For every positive integer $k$, there exists a $k$-loopy-universal graph with at most $(1 + o(1))2^{(k+1)/2}$ vertices.

We are now ready to prove that bounded rank-depth implies bounded shrub-depth.

**Lemma 4.10.** For each $k$ and $r$, there exists $a = (1+o(1))2^{(2k+1)(2k+2-1)r/2}$ such that if the cut-rank function of a simple graph $G$ has a $(k, r)$-decomposition, then $G$ has an $(a, r)$-shrubbery.

**Proof.** Let $G = (V, E)$. Let $(T, \sigma)$ be a $(k, r)$-decomposition of the cut-rank function $\rho_G$ of $G$. We choose an internal node $u \in V(T)$ which has distance at most $r$ to every node in $T$. Now modify the tree $T$ by subdividing every leaf edge so that every leaf node has distance exactly $r$ to the node $u$. Note that the resulting tree $T$ is still a $(k, r)$-decomposition of $\rho_G$.

Let $\ell = 2^{2k+1}(2^{k+2} - 1)$. We apply the previous corollary to choose an $\ell$-loopy-universal graph $H$ with vertex set $C$ with $|C| \leq (1+o(1))2^{(\ell+1)/2}$. We will use this graph $H$ to define for each internal vertex $v$ of the tree $T$ a function $f_v : V \rightarrow C$. First, let $\mathcal{P}_v$ be the partition of $V$ associated with the vertex $v$ and apply Lemma 4.7 to choose a graph $H_v$. Since the graph $H$ is $\ell$-loopy-universal, the graph $H_v$ appears as an induced subgraph of $H$. Therefore, we may choose a function $f_v : V \rightarrow V(H)$ with the property that whenever $x, y$ are in distinct parts of $\mathcal{P}_v$ we have $xy \in E$ if and only if $f_v(x)f_v(y) \in E(H)$.

Now we are ready to define our function $f : V \rightarrow C'$. For every vertex $x \in V$ let $u_0, u_1, \ldots, u_r$ be the vertex sequence of the unique path in $T$ from $u$ to $x$ (so $u_0 = u$ and $u_r = x$). We define

$$f(x) = (f_{u_{r-1}}(x), f_{u_{r-2}}(x), \ldots, f_{u_1}(x), f_{u_0}(x)).$$

Let $x, y \in V$ and assume that they have distance $2j > 0$ in $T$ (note that any two leaf vertices are at even distance apart). Let $v \in V(T)$ be the unique vertex of $T$ which is distance $j$ from both $x$ and $y$. Note that $x, y$ are in distinct parts of $\mathcal{P}_v$ and furthermore, the function $f_v$ was used to give the $j$th coordinate of both $f(x)$ and $f(y)$. It follows from this that $x$ and $y$ are adjacent vertices of $G$ if and only if the $j$th coordinate of the vectors $f(x)$ and $f(y)$ are adjacent vertices of $H$. So, adjacency in the graph $G$ is entirely determined by the distance function in $T$ and the function $f : V \rightarrow C'$ and this yields a $((1 + o(1))2^{(\ell+1)/2}, r)$-shrubbery for $G$, as desired. □

Now we are ready to prove Theorem 4.11.

**Theorem 4.11.** A class of simple graphs has bounded rank-depth if and only if it has bounded shrub-depth.

**Proof.** This is an immediate consequence of Lemmas 4.4 and 4.10. □
Ganian, Hliněný, Nešetřil, Obdržálek, and Ossona de Mendez [12] proved that a class of graphs of bounded shrub-depth is well-quasi-ordered by the induced subgraph relation. This implies that for every $k$, there is a finite list of graphs such that a graph $G$ has rank-depth at most $k$ if and only if no graph in the list is isomorphic to an induced subgraph of $G$, because each minimal graph having rank-depth more than $k$ has rank-depth at most $k + 1$. For each fixed $k$, since graphs of rank-depth at most $k$ have rank-width at most $k$, one can decide in cubic time whether an input graph has rank-depth at most $k$. For instance, it can be done by first finding a rank-decomposition of width at most $k$ by using an algorithm of Hliněný and Oum [19] or Jeong, Kim, and Oum [21,22] and then using the theorem of Courcelle, Makowsky, and Rotics [5] to find such forbidden induced subgraphs, encoded in a monadic second-order formula. However, this approach does not provide a decomposition of width at most $k$ and we do not know such an algorithm.

Hliněný, Kwon, Obdržálek, and Ordyniak [18] proposed a conjecture that every simple graph of sufficiently large rank-depth contains the path graph on $t$ vertices as a vertex-minor. Very recently, Kwon, McCarty, Oum, and Wollan [24] proved this conjecture after this paper was submitted.

5. Depth parameters for matroids

5.1. A quick introduction to matroids

A matroid $M = (E, \mathcal{I})$ is a pair of a finite set $E$ and a set $\mathcal{I}$ of subsets of $E$ satisfying the following axioms:

1. $\emptyset \in \mathcal{I}$,
2. If $X \in \mathcal{I}$ and $Y \subseteq X$, then $Y \in \mathcal{I}$.
3. If $X, Y \in \mathcal{I}$ and $|X| < |Y|$, then there exists $e \in Y \setminus X$ such that $X \cup \{e\} \in \mathcal{I}$.

Members of $\mathcal{I}$ are called independent. A subset $X$ of $E$ is dependent if it is not independent. A base is a maximal independent set. A circuit is a minimal dependent set. Because of (3), for every subset $X$ of $E$, all maximal independent subsets of $X$ have the same size, which is defined to be the rank of the set $X$, denoted by $r_M(X)$. We will omit the subscript if it is clear from the context. For a matroid $M = (E, \mathcal{I})$, we write $E(M)$ to denote its ground set $E$.

The rank function satisfies the submodular inequality, namely

$$r(X) + r(Y) \geq r(X \cap Y) + r(X \cup Y)$$

for all $X, Y \subseteq E$.

In fact, if a function $r : \mathcal{P}(E) \to \mathbb{Z}$ satisfies $r(\emptyset) = 0$, $r(X) \leq r(Y)$ for all $X \subseteq Y$ and the submodular inequality, then it defines a matroid $M = (E, \{X \subseteq E : r(X) = |X|\})$.

The dual matroid $M^\ast$ of $M$ is defined as a matroid on $E$ whose set of bases is $\{E \setminus B : B$ is a base of $M\}$. A cocircuit of $M$ is a circuit of $M^\ast$. For a subset $T$ of $E$, we define $M \setminus T$ to be a matroid $(E \setminus T, \mathcal{I}')$ where $\mathcal{I}' = \{X \subseteq E \setminus T : X \in \mathcal{I}\}$. This operation is called the deletion of $T$ in $M$. The contraction of $T$ in $M$ is an operation to generate a matroid $M/T = (M^\ast \setminus T)^\ast$. If $T = \{e\}$, we write $M \setminus e$ for $M \setminus \{e\}$ and $M/e$ for $M/\{e\}$ for simplicity. The restriction of $M$ over $T$, denoted by $M|T$ is defined as $M/T = M \setminus (E \setminus T)$. For more information on matroids, we refer readers to the book of Oxley [31].

The connectivity function $\lambda_M(X)$ is defined as

$$\lambda_M(X) = r_M(X) + r_M(E \setminus X) - r_M(E).$$

Then the connectivity function of a matroid is symmetric ($\lambda_M(X) = \lambda_M(E \setminus X)$) and submodular. A matroid $M = (E, \mathcal{I})$ is connected if $\lambda_M(X) > 0$ for all non-empty proper subsets $X$ of $E$. It is well known that $M$ and $M^\ast$ have the identical connectivity function.

The cycle matroid $M(G)$ of a graph $G$ is the matroid on $E(G)$ such that a set of edges is independent if it contains no cycles of $G$. The bond matroid $M^\ast(G)$ of a graph $G$ is the dual matroid of $M(G)$.
5.2. Branch-depth, contraction depth, deletion depth, and contraction-deletion depth

We define the branch-depth of a matroid $M$ as the branch-depth of $\lambda_M$. There are other ways to define depth parameters of matroids. In this section we will describe them and discuss their relations.

We define the contraction depth $\cd(M)$, deletion depth $\dd(M)$, and contraction–deletion depth $\cdd(M)$ of a matroid $M$ as follows.

- If $E(M) = \emptyset$, then its contraction depth, deletion depth, and contraction–deletion depth are all defined to be 0.
- If $M$ is disconnected, then its contraction depth, deletion depth, and contraction–deletion depth are the maximum respective depth of its components.
- If $M$ is connected and $E(M) \neq \emptyset$, then
  - the contraction depth of $M$ is the minimum $k$ such that $M/e$ has contraction depth at most $k - 1$ for some $e \in E(M)$,
  - the deletion depth of $M$ is the minimum $k$ such that $M \setminus e$ has deletion depth at most $k - 1$ for some $e \in E(M)$, and
  - the contraction–deletion depth of $M$ is the minimum $k$ such that $M \setminus e$ or $M/e$ has contraction–deletion depth at most $k - 1$ for some $e \in E(M)$.

Ding, Oporowski, and Oxley [9] investigated the contraction–deletion depth under the name type. Robertson and Seymour [32] discussed similar concepts for graphs under the names $C$-type and $D$-type for contraction depth and deletion depth respectively.

As an easy corollary of Lemma 2.3, we deduce the following lemma.

Lemma 5.1. Let $M$ be a matroid. Let $k$ be the maximum branch-depth of the components of $M$. Then the branch-depth of $M$ is $k$ or $k + 1$. In particular, if $M$ has at most one component having branch-depth exactly $k$, then the branch-depth of $M$ is equal to $k$.

From the definition, the following inequalities can be obtained.

Theorem 5.2. For all matroids $M$, the following hold.

1. The branch-depth of $M$ is less than or equal to $\cd(M)$.
2. $\cd(M) \leq \min(\cd(M), \dd(M))$.

Proof. Trivially $\cd(M) \leq \cd(M)$ and $\cd(M) \leq \dd(M)$. For (1), we may assume that $|E(M)| \geq 2$.

We claim that if $M$ is connected, $|E(M)| \geq 2$, and $M$ has contraction–deletion depth at most $k$, then the branch-depth of $M$ is at most $k - 1$. This claim, if true, implies (1) by Lemma 2.3.

To prove the claim, we proceed by induction on $|E(M)|$. Note that since $M$ is connected and has at least two elements, $k \geq \cd(M) \geq 2$. The statement holds trivially if $|E(M)| = 2$. So we may assume that $|E(M)| \geq 3$. There exists $e \in E(M)$ such that $\cd(M \setminus e) \leq k - 1$ or $\cd(M/e) \leq k - 1$. By duality, we may assume that $\cd(M \setminus e) \leq k - 1$.

We now want to show that $M \setminus e$ has a $(k - 2, k - 1)$-decomposition. Each component of $M \setminus e$ has contraction–deletion depth at most $k - 1$ and therefore if a component $C$ of $M \setminus e$ has at least two elements, then by the induction hypothesis, $C$ has branch-depth at most $k - 2$. If a component $C$ of $M \setminus e$ has only 1 element, that is a loop or a coloop, then $C$ has branch-depth 0 by definition. Thus all components of $M \setminus e$ have branch-depth at most $k - 2$ and by Lemma 2.3, $M \setminus e$ has a $(k - 2, k - 1)$-decomposition.

Let $(T, \sigma)$ be a $(k - 2, k - 1)$-decomposition $(T, \sigma)$ of $M \setminus e$. Let $v$ be an internal node of $T$ such that each node of $T$ is within distance $k - 1$ from $v$.

Let $T'$ be a tree obtained from $T$ by attaching a leaf $w$ to $v$ and let $\sigma'$ be a bijection from $E = E(M)$ to the set of leaves of $T$, that extends $\sigma$ so that $\sigma'(w) = e$. Then $(T', \sigma')$ is a $(k - 1, k - 1)$-decomposition of $M$. This completes the proof of the claim. \(\Box\)
Theorem 5.2 implies the following hierarchy for a class $\mathcal{M}$ of matroids, depicted in Fig. 1.

- If $\mathcal{M}$ has bounded contraction–deletion depth, then it has bounded branch-depth.
- If $\mathcal{M}$ has bounded contraction depth, then it has bounded contraction–deletion depth.
- If $\mathcal{M}$ has bounded deletion depth, then it has bounded contraction–deletion depth.

Here are examples disproving the converse of each of these. We omit the proof.

- An $(m, n)$-multicycle $C_{m,n}$ is the graph obtained from the cycle graph $C_m$ by replacing each edge with $n$ parallel edges. Then $M(C_{m,n})$ has branch-depth 2 and yet its contraction–deletion depth is $n$, shown by Dittmann and Oporowski [11, Lemma 2.4]. By duality, $M^*(C_{m,n})$ has deletion-depth $n$ and branch-depth 2.
- The matroid $U_{n-1,n} = M(C_n)$ has deletion depth 2, contraction–deletion depth 2 and contraction depth $n+1$. Its dual $U_{1,n} = M^*(C_n)$ has contraction depth 2, contraction–deletion depth 2 and deletion depth $n+1$.

5.3. Relation to matroid minors

The branch-depth of matroids cannot increase by taking a minor. A matroid $N$ is a minor of a matroid $M$ if $N = M \setminus X/Y$ for some disjoint subsets $X, Y$ of $E(M)$.

Proposition 5.3. If $N$ is a minor of a matroid $M$, then the branch-depth of $N$ is less than or equal to the branch-depth of $M$.

Proof. We may assume that $N$ has at least two elements and $|E(M)| > |E(N)|$. Let $k$ be the branch-depth of $M$. Let $(T, \sigma)$ be a $(k, k)$-decomposition of $M$. Let $T'$ be a minimal subtree of $T$ containing all leaves corresponding to $E(N)$ by $\sigma$. Let $\sigma'$ be the restriction of $\sigma$ on the set of leaves of $T'$. As $|E(M)| > |E(N)| \geq 2$, $T'$ must have at least one internal node. Clearly the radius of $T'$ is at most $k$.

It is well known that for all $X \subseteq E(M)$, $\lambda_N(X) \leq \lambda_M(X)$ (see Oxley [31, Corollary 8.2.5]). This implies that the width of $(T', \sigma')$ is at most $k$. Thus, $(T', \sigma')$ is a $(k, k)$-decomposition of $N$.

Proposition 5.3 allows us to deduce the following algorithm.

Corollary 5.4. For each fixed finite field $\mathbb{F}$ and an integer $k$, we can decide in time $O(n^3)$ whether the input $n$-element rank-$r$ matroid represented by an $r \times n$ matrix over $\mathbb{F}$ has branch-depth at most $k$.

Proof. Trivially if the branch-depth of a matroid is at most $k$, then the branch-width of a matroid is at most $k$. Also, Geelen, Gerards, and Whittle [13] proved that matroids over $\mathbb{F}$ of bounded branch-width are well-quasi-ordered under the minor relation and therefore there is a finite list of matroids such that a matroid $M$ representable over $\mathbb{F}$ has branch-depth at most $k$ if and only if no matroid in the list is isomorphic to a minor of $M$. So we can use the algorithm of Hliněný and Oum [19] or Jeong, Kim, and Oum [21,22] to find a branch-decomposition of width at most $k$ if it exists in time $O(n^3)$. If there is no such branch-decomposition, then the branch-depth is larger than $k$. If we have a branch-decomposition of width at most $k$, then we use the algorithm of Hliněný [17] to decide whether the input matroid represented by a matrix over $\mathbb{F}$ has a minor isomorphic to a fixed matroid.

However, we will show that deletion depth, contraction depth, and contraction-deletion depth may increase by taking a minor. First we will present an example showing that the deletion depth of a minor of $M$ is not necessarily less than or equal to the deletion depth of $M$. By duality, this implies that the contraction depth of a minor of $M$ is not necessarily less than or equal to the contraction depth of $M$.

Let $K_3^+$ be the graph in Fig. 2 and let $e$ be the edge of $K_3^+$ shown in Fig. 2. Then $M(K_3^+ \setminus e)$ has two components, each having two elements. Thus, $dd(M(K_3^+)) \leq 3$. It is easy to check that $dd(M(K_3^+)) \geq 3$ and therefore $dd(M(K_3^+)) = 3$. However, $dd(M(K_3^+)/e) = 4$ because there is no way to break it into more than one component by deleting at most three edges.
Now let us present an example for the contraction–deletion depth. Let \( K_3^{++} \) be the graph in Fig. 2 and let \( f \) be the edge of \( K_3^{++} \). Then \( M(K_3^{++} \setminus f) \) has two components, each having the contraction–deletion depth 2 and therefore the contraction–deletion depth of \( M(K_3^{++}) \) is 3. However, in \( M(K_3^{++}/f) \), no matter how we delete or contract any two elements, there will be a circuit of size 6 and therefore the contraction–deletion depth of \( M(K_3^{++}/f) \) is at least 4. Indeed, it is easy to check that the contraction–deletion depth of \( M(K_3^{++}/f) \) is exactly 4.

5.4. Large circuits and contraction depth

Let us first discuss obstructions for small contraction depth. Here is a theorem due to Seymour, see [9].

**Theorem 5.5** (Seymour (See [9])). If \( C \) is a longest circuit in a connected matroid \( M \), then \( M/C \) has no circuits of size at least \( |C| \).

**Lemma 5.6.** Let \( M \) be a matroid and \( e \in E(M) \). If \( C \) is a circuit of a matroid \( M \) with \( |C| \leq 2 \), then \( M/e \) has a circuit of size at least \( |C|/2 \).

**Proof.** We may assume that \( E(M) = C \cup \{e\} \). If \( e \in C \), then \( C \setminus \{e\} \) is a circuit of \( M/e \). Thus we may assume \( e \notin C \). If \( D_1, D_2 \) are circuits of \( M/e \) and \( D_1, D_2 \neq C \), then \( D_1 \cup \{e\}, D_2 \cup \{e\} \) are circuits of \( M \). By the circuit elimination axiom, \( M \) should have a circuit \( F \subseteq D_1 \cup D_2 \) and therefore \( D_1 \cup D_2 = C \).

Thus if \( M/e \) has at least two distinct circuits, then one of them has size at least \( |C|/2 \). Thus we may assume that \( M/e \) has a unique circuit \( D \). If \( D \neq C \), then \( D \cup \{e\} \) and \( C \) are circuits of \( M \). Let \( f \in D \). Then \( M \) has a circuit \( D' \subseteq (D \cup C \cup \{e\}) \setminus \{f\} \). This means that \( e \in D' \) and \( D' \setminus \{e\} \) is a circuit of \( M/e \). This contradicts our assumption that \( M/e \) has a unique circuit. \( \square \)

Now we show that having small contraction depth is equivalent to having no large circuit. In the following theorem, the upper bound is based on Ding, Oporowski, and Oxley [9], though they state it in terms of the contraction–deletion depth. We include its proof for the completeness.

**Theorem 5.7.** Let \( c \) be the length of a largest circuit in \( M \). (If \( M \) has no circuits, then let \( c = 1 \).) Then

\[
\log_2 c \leq \text{cd}(M) \leq c(c + 1)/2.
\]

**Proof.** For the upper bound, we proceed by induction on \( c \). Observe that if \( c \leq 1 \), then its contraction depth is at most 1, as each component has at most 1 element. We may assume that \( M \) is connected and \( c > 1 \). Let \( C \) be a longest circuit of \( M \). Then \( \text{cd}(M) \leq |C| + \text{cd}(M/C) \). By Theorem 5.5 and the induction hypothesis, \( \text{cd}(M/C) \leq c(c - 1)/2 \) and therefore \( \text{cd}(M) \leq c(c + 1)/2 \).

Now let us prove the lower bound. We apply the induction on \( |E(M)| \). We may assume that \( M \) is connected and \( c > 1 \). So we may assume that \( |E(M)| > 1 \). By Lemma 5.6, for all \( e \in E(M) \), \( M/e \) has a circuit of size at least \( c/2 \) and therefore \( \text{cd}(M/e) \geq \log_2 c - 1 \). We conclude that \( \text{cd}(M) \geq \log_2 c \). \( \square \)

By duality, we easily obtain the following.
Corollary 5.8. Let $c^*$ be the length of a largest cocircuit in $M$. (If $M$ has no cocircuits, then let $c^* = 1$.) Then
\[
\log_2 c^* \leq \text{dd}(M) \leq c^*(c^* + 1)/2.
\]

Theorem 5.7 and Corollary 5.8 prove the following theorem.

Theorem 5.9.
(i) A class of matroids has bounded contraction depth if and only if all circuits have bounded size.
(ii) A class of matroids has bounded deletion depth if and only if all cocircuits have bounded size.

By Theorem 5.2, we deduce the following.

Corollary 5.10. Let $k \geq 1$. If a matroid $M$ has no circuits of size more than $k$ or no cocircuits of size more than $k$, then the branch-depth of $M$ is at most $\frac{1}{2}k(k + 1)$.

This also allows us to characterize classes of matroids having bounded contraction depth and bounded deletion depth at the same time.

Corollary 5.11. A class $\mathcal{M}$ of matroids has bounded deletion depth and bounded contraction depth if and only if there exists $m$ such that every connected component of a matroid in $\mathcal{M}$ has at most $m$ elements.

Proof. The converse is trivial. Let us prove the forward direction. Theorem 5.7 and Corollary 5.8 imply that there exist $c$ and $c^*$ such that in every connected component of a matroid in $\mathcal{M}$, all circuits have size at most $c$ and all cocircuits have size at most $c^*$. Lemos and Oxley [25] showed that if a connected matroid has no circuits of more than $c$ elements and no cocircuits of more than $c^*$ elements, then it has at most $cc^*/2$ elements. Thus, each component of a matroid in $\mathcal{M}$ has at most $cc^*/2$ elements. □

It is natural to ask an obstruction for having large branch-depth in a matroid. The $n$-fan $F_n$ is the graph on $n + 1$ vertices having a vertex $v$ adjacent to all other vertices such that $F_n \setminus v$ is a path on $n$ vertices. We conjecture that matroids of sufficiently large branch-depth has $M(F_n)$ or the uniform matroid $U_{n,2n}$ of rank $n$ on $2n$ elements as a minor. We also conjecture that matroids of sufficiently large contraction–deletion depth has $M(F_n)$, the uniform matroid $U_{n,2n}$, $M(C_{n,n})$, or its dual $M^*(C_{n,n})$ as a minor.

For a graphic matroid, Dittmann and Oporowski [11] identified obstructions for large contraction–deletion depth. Here is their theorem in terms of our terminologies.

Theorem 5.12 (Dittmann and Oporowski [11]). For every integer $n > 3$, there exists $N$ such that every graph whose cycle matroid has contraction–deletion depth at least $N$ has a minor isomorphic to $F_n$, $C_{n,n}$, or $C_{n,n}^*$.

5.5. Connections to the tree-depth of a graph

Hicks and McMurray Jr. [15] and independently, Mazoit and Thomassé [26] proved that if a graph $G$ has at least one non-loop cycle, then the branch-width of its cycle matroid $M(G)$ is equal to the branch-width of $G$. How about branch-depth? Theorem 3.4 shows that the branch-depth and the tree-depth are tied for graphs. Can we say that the tree-depth of graphs is tied to the branch-depth of their cycle matroids?

It turns out that the tree-depth of graphs is not tied to the branch-depth of their cycle matroids in general. This is because connectedness in graphs is different from connectedness in their cycle matroids. For example, the path $P_n$ on $n > 2$ vertices has tree-depth $\lceil \log_2(n + 1) \rceil$, see [27, (6.2)]. However its cycle matroid $M(P_n)$ has contraction depth 1, deletion depth 1, and branch-depth 1.

Only one direction holds in general; if the tree-depth of a graph is small, then the contraction depth, the contraction–deletion depth, and the branch-depth of its cycle matroid are small, by the following proposition.
Proposition 5.13. Let \( t \) be the tree-depth of a graph \( G \). Then,
\[
\text{bd}(M(G)) \leq \text{cdd}(M(G)) \leq \text{cd}(M(G)) \leq 2^{(t−1)}
\]
and
\[
\text{bd}(M(G)) \leq \text{bd}(G) − 1 ≤ t.
\]
In addition, if \( G \) is connected, then \( \text{bd}(M(G)) \leq \text{bd}(G) − 1 ≤ t − 1 \).

Proof. For the first inequality, it is enough to show that \( \text{cd}(M(G)) \leq t \) by Theorem 5.2. Let \( L \) be the length of a longest cycle of \( G \). Since \( t ≥ \text{td}(G) = 1 + \text{td}(P_{L−1}) = 1 + \lfloor \log_2 L \rfloor \), we deduce that \( L ≤ 2^{t−1} \). By Theorem 5.7, we deduce that \( \text{cd}(M(G)) ≤ 2^{t−1} + 1/2 ≤ 2^{t−1} \).

For the second inequality, we use the following inequality in [31, Lemma 8.1.7]:
\[
\lambda_{M(G)}(X) ≤ \lambda_G(X) − 1.
\]
This inequality implies that if \( G \) is connected, then \( \text{bd}(M(G)) \leq \text{bd}(G) − 1 ≤ t − 1 \) by Lemma 3.1. If \( G \) is disconnected, then we identify one vertex from each component into one vertex. That cannot increase the branch-depth of the graph but the cycle matroid does not change and therefore we deduce our conclusion with Theorem 3.4.

Now we will show that under some mild connectivity assumptions, the tree-depth of graphs and the contraction depth of their cycle matroids are tied. For the tree-depth, it is well known that every graph of tree-depth larger than \( n \) contains a path of length \( n \), see [27, Proposition 6.1]. An old theorem of Dirac [10] states that a 2-connected graph with a sufficiently long path contains a long cycle. (In fact the paper contains a proof for \( \sqrt{L}/2 \) and remarks that it can be improved to \( 2\sqrt{L} \).)

Theorem 5.14 (Dirac [10]). If a 2-connected graph has a path of length \( L \), then it has a cycle of length at least \( 2\sqrt{L} \).

By combining with Proposition 5.13, we can deduce that the tree-depth of 2-connected graphs is tied to the contraction depth of their cycle matroids.

Proposition 5.15. Let \( G \) be a 2-connected graph of tree-depth \( t \). Then
\[
1 + \frac{1}{2} \log_2(t − 1) ≤ \text{cd}(M(G)) ≤ 2^{t−1}.
\]

Proof. By [27, Proposition 6.1], \( G \) has a path of length \( t − 1 \) and by Theorem 5.14, \( G \) contains a cycle of length at least \( 2\sqrt{t − 1} \). This means that the contraction depth of \( M(G) \) is at least \( \log_2(2\sqrt{t − 1}) \) by Theorem 5.7. The upper bound is given by Proposition 5.13.

Still, 2-connectedness does not imply that the tree-depth of graphs and the branch-depth of their cycle matroids are tied; for instance \( C_n \). However, for 3-connected graphs, tree-depth of graphs and contraction depth, contraction–deletion depth, branch-depth of their cycle matroids are all tied each other. To prove that, we use the following theorem.

Theorem 5.16 (Ding, Dziobiak, and Wu [7, Proposition 3.8]). Let \( G \) be a 3-connected graph with a path of length \( L \). Then \( G \) has a minor isomorphic to the wheel graph \( W_k \) with \( k = \lfloor \frac{1}{6\sqrt{2}} \log(2L/5) \rfloor \).

We will see that indeed, if a matroid contains the cycle matroid of a large fan as a minor, then it has large branch-depth, thus implying that it has large contraction–deletion depth. To see this, we will first show a connection between branch-depth of a binary matroid and rank-depth of a simple bipartite graph. The fundamental graph of a binary matroid \( M \) with respect to a base \( B \) is a simple bipartite graph on \( E(M) \) such that \( e \in B \) is adjacent to \( f \in E(M) \setminus B \) if and only if \((B \setminus \{e\}) \cup \{f\}\) is independent. It is well known that if \( G \) is a fundamental graph of a binary matroid \( M \), then the cut-rank function of \( G \) is identical to the connectivity function of \( M \), see Oum [28]. Thus we deduce the following lemma.
Lemma 5.17. If $G$ is a fundamental graph of a binary matroid $M$, then the branch-depth of $M$ is equal to the rank-depth of $G$.

Note that $P_{2n-1}$ is a fundamental graph of the cycle matroid of $F_n$. By Proposition 4.1, $\text{bd}(M(F_n)) > \log(2n-1)/\log(1+4\log(2n-1))$ for $n \geq 2$. This implies a weaker variant of the following theorem due to Dittmann and Oporowski [11], showing that if a graph has a large fan as a minor, then the contraction–deletion depth of its cycle matroid is large as follows.

Theorem 5.18 (Dittmann and Oporowski [11, Theorem 1.4]). If a graph $G$ contains $F_n$ as a minor, then the contraction–deletion depth of $M(G)$ is at least $\lceil \log_2 n \rceil + 1$.

Now we are ready to show that for cycle matroids of 3-connected graphs, the tree-depth of graphs and the contraction depth, the contraction–deletion depth, and the branch-depth of their cycle matroids are all tied each other.

Proposition 5.19. Let $G$ be a 3-connected graph of tree-depth $t$ and let $k = \lfloor \frac{1}{6\sqrt{2}} \sqrt{\log(2(t-1)/5)} \rfloor$. Then
\[
\frac{\log(2k-1)}{\log(1+4\log(2k-1))} \leq \text{bd}(M(G)) \leq \text{cdd}(M(G)) \leq \text{cd}(M(G)) \leq 2^{2(t-1)}
\]
and
\[
\text{bd}(M(G)) \leq t - 1.
\]

Proof. This is trivial from Theorems 5.16 and Propositions 5.13 and because $W_k$ contains $F_k$ as a minor. □

5.6. Rank-depth is less than or equal to tree-depth

Oum [29] showed that the rank-width of a simple graph is less than or equal to the branch-width, by a reduction using matroids. By the same method, we are going to show the following. The incidence graph of a graph $G$, denoted by $I(G)$, is the subdivision of $G$ obtained by subdividing every edge of $G$ exactly once.

Theorem 5.20. Let $G$ be a simple graph of tree-depth $t$. Then
\[
\text{rd}(G) \leq \text{rd}(I(G)) \leq t.
\]

Proof. Let $G$ be a simple graph of tree-depth $t$. Let $G'$ be a simple graph obtained from $G$ by adding a new vertex $v$ adjacent to all vertices of $G$. Then $t(G') \leq t + 1$. Let $T$ be a spanning tree of $G'$ consisting of all edges incident with $v$. Then $I(G)$ is the fundamental graph of $M(G')$ with respect to $E(T)$. It is easy to see that $G$ is a vertex-minor of $I(G)$. By Proposition 5.13 and Lemma 5.17, $\text{rd}(I(G)) = \text{bd}(M(G')) \leq \text{td}(G') - 1 \leq t$ because $G'$ is connected. By Lemma 4.3, $\text{rd}(G) \leq \text{rd}(I(G)) \leq t$. □

6. Well-quasi-ordering of matroids of bounded contraction depth

In this section, we aim to prove that matroids representable over a fixed finite field having no large circuits are well-quasi-ordered by the matroid restriction.

Theorem 6.1. Let $\mathbb{F}$ be a finite field. Every class of $\mathbb{F}$-representable matroids of bounded contraction depth is well-quasi-ordered by restriction.

The assumption on contraction depth is clearly necessary, because $M(C_3)$, $M(C_4)$, . . . form an anti-chain. We also need the condition on the representability over a fixed finite field; there is an infinite anti-chain of matroids having bounded contraction depth in Ding, Oporowski, and Oxley [9].
To prove Theorem 6.1, we prove a stronger statement in terms of matrices. For an \( X \times Y \) matrix \( N \) over a field \( F \), we write \( E(N) = Y \) to denote the set of indexes for columns. For a subset \( Y' \) of \( Y \), we write \( N[Y[Y'] \) to denote the submatrix of \( N \) induced by taking columns indexed by \( Y' \). Two matrices \( N_1 \) and \( N_2 \) are isomorphic if there exists a bijection \( \phi : E(N_1) \rightarrow E(N_2) \), called an isomorphism, such that the column vector of \( e \) in \( N_1 \) for \( e \in E(N_1) \) is equal to the column vector of \( \phi(e) \) in \( N_2 \). For a matrix \( N \), we write \( M(N) \) to denote the matroid represented by \( N \), meaning that the columns of \( N \) are indexed by the elements of \( E(M) \) and a set is independent in \( M(N) \) if its corresponding set of column vectors is linearly independent. The contraction depth of a matrix \( N \) is defined to be the contraction depth of \( M(N) \).

We say that a matrix \( N_1 \) is a restriction of a matrix \( N_2 \) if we can apply elementary row operations to \( N_2[Y[Y'] \) for some \( Y \subseteq E(N_2) \) and delete some zero rows to obtain a matrix isomorphic to \( N_1 \). Clearly if a matrix \( N_1 \) is a restriction of \( N_2 \), then \( M(N_1) \) is a restriction of \( M(N_2) \). (A matroid \( N \) is a restriction of a matroid \( M \) if \( N \) is obtained from \( M \) by deleting some elements.) A matrix is said to have full rank if its row vectors are linearly independent.

Let \( (Q, \leq) \) be a quasi-order. A \( Q \)-labeling of a matrix \( N \) is a function \( f \) from \( E(N) \) to \( Q \). The pair \((N,f)\) is called a \( Q \)-labeled matrix. For two \( Q \)-labeled matrices \((N_1,f_1)\) and \((N_2,f_2)\), we write \((N_1,f_1) \leq (N_2,f_2)\) if \( N_1 \) is a restriction of \( N_2 \) with an injective function \( \phi : E(N_1) \rightarrow E(N_2) \) such that \( f_1(e) \leq f_2(\phi(e)) \) for all \( e \in E(N_1) \).

Let \( \mathcal{N}_k^Q \) be the set of all matrices over \( F \) having full rank and contraction depth at most \( k \) and let \( \mathcal{N}_k^Q(Q) \) be the set of all \( Q \)-labeled matrices over \( F \) having full rank and having contraction depth at most \( k \).

Now we are ready to state a proposition on well-quasi-ordering of \( Q \)-labeled matrices.

**Proposition 6.2.** Let \( F \) be a finite field. Then, \( (\mathcal{N}_k^Q(Q), \leq) \) is a well-quasi-order if \( (Q, \leq) \) is a well-quasi-order.

Before presenting the proof of Proposition 6.2, we will discuss issues related to connectedness in matroids. We say that two matrices are row equivalent if one is obtained from the other by a sequence of elementary row operations. If two matrices \( N_1 \) and \( N_2 \) are row equivalent, then \( M(N_1) = M(N_2) \) and therefore \( M_1 \in \mathcal{N}_k^Q \) if and only if \( M_2 \in \mathcal{N}_k^Q \). Furthermore by the definition of the restriction, a matrix \( N' \) is a restriction of \( N_1 \) if and only if \( N' \) is a restriction of \( N_2 \).

We say that a matrix \( N \) is the disjoint union of two matrices \( N_1 \) and \( N_2 \) if

\[
N = \begin{pmatrix}
E(N_1) & E(N_2) \\
N_1 & 0 \\
0 & N_2
\end{pmatrix}.
\]

We say that a matrix is connected if it is not row equivalent to the disjoint union of two matrices. (Permuting columns do not change matrices for us because columns are indexed by their indices.) It is easy to see the following.

**Lemma 6.3.** Let \( N \) be a full-rank matrix over \( F \). Then the matroid \( M(N) \) is disconnected if and only if there exist two full-rank matrices \( N_1 \) and \( N_2 \) such that \( N \) is row equivalent to the disjoint union of \( N_1 \) and \( N_2 \).

Like matroids, if a full-rank matrix \( N \) is the disjoint union of \( N_1, N_2, \ldots, N_k \), then we may call each \( N_i \) a component of \( N \). The following trivial lemma together with Higman’s lemma [16] will allow us to reduce the proof of Proposition 6.2 to connected matrices.

**Lemma 6.4.** Let \( N_1, N_2, N'_1, N'_2 \) be full-rank matrices over \( F \). Let \( N \) be a matrix row equivalent to the disjoint union of \( N_1 \) and \( N_2 \) and \( N' \) be a matrix row equivalent to the disjoint union of \( N'_1 \) and \( N'_2 \). If \( N'_i \) is a restriction of \( N_1 \) and \( N'_2 \) is a restriction of \( N_2 \), then \( N' \) is a restriction of \( N \).

**Proof.** We may assume that \( N \) is the disjoint union of \( N_1 \) and \( N_2 \). We deduce the conclusion because the disjoint union of \( N'_1 \) and \( N'_2 \) is clearly a restriction of \( N \). \(\square\)
Proof of Proposition 6.2. We proceed by induction on \( k \). If \( k = 0 \), then the only matrix of contraction depth at most \( k \) is a zero matrix. But there is only one zero matrix of full rank. And so \( \mathcal{N}^{0}_{k} \) is trivially well-quasi-ordered by \( \preceq \). So we may assume \( k > 0 \).

By Higman’s lemma [16] and Lemma 6.4, it is enough to prove that connected matrices in \( \mathcal{N}^{k}_{k}(Q) \) are well-quasi-ordered by \( \preceq \). Let \((N_1, f_1), (N_2, f_2), \ldots \) be an infinite sequence of \( Q \)-labeled connected matrices in \( \mathcal{N}^{k}_{k}(Q) \). We claim that there exist \( i < j \) such that \((N_i, f_i) \preceq (N_j, f_j)\). By the induction hypothesis, we may assume that all \( N_i \) have contraction depth exactly \( k \).

Let \( e_i \) be an element of \( E(N_i) \) such that each component of \( M(N_i)/e_i \) has contraction depth at most \( k - 1 \). By taking an infinite subsequence, we may assume that \( f_1(e_1) \preceq f_2(e_2) \preceq f_3(e_3) \preceq \cdots \).

Now let us construct a matrix representing \( M(N_i)/e_i \). Because \( M(N_i) \) is connected, \( \{e_i\} \) is independent in \( M(N_i) \). By applying elementary row operations, we may assume that the column vector for \( e_i \) is represented by a vector with one 1 on the top row and 0’s on all other rows. We may further assume by applying elementary row operations to non-top rows such that \( N_i \) is of the following form

\[
N_i = \left( \begin{array}{cc}
1 & ? \\
0 & \end{array} \right).
\]

As \( N_i \) has full rank, \( N_i’ \) has full rank. By the choice of \( e_i \), each \( N_i’ \) has contraction depth at most \( k - 1 \) and therefore \( N_i' \in \mathcal{N}^{k-1}_{k-1}(Q) \).

Let \( Q' = Q \times F \) and let us define an order \( \preceq \) on \( Q' \) such that \((x_1, x_2) \preceq (y_1, y_2)\) if and only if \( x_1 \leq y_1 \) and \( x_2 = y_2 \). Then \((Q', \preceq)\) is a quasi-order if \((Q, \preceq)\) is a quasi-order.

For \( e \in E(N_i) \setminus \{e_i\} \), let us define \( f'_i(e) = (f_i(e), (N_i)_{1,e}) \in Q' = Q \times F \) where \((N_i)_{1,e}\) means the entry of \( N_i \) in the top row and the column of \( e \). Then \((N_i', f_i') \in \mathcal{N}^{k-1}_{k-1}(Q') \).

By the induction hypothesis, the set \( \{(N_i', f_i') : i \in \{1, 2, \ldots \}\} \subseteq \mathcal{N}^{k-1}_{k-1}(Q') \) is well-quasi-ordered by \( \preceq \). Thus, there exist \( i < j \) such that \((N_i', f_i') \preceq (N_j', f_j')\). It follows easily that \((N_i, f_i) \preceq (N_j, f_j)\). \( \square \)

Now we will see why Proposition 6.2 implies Theorem 6.1 in a stronger form. A \( Q \)-labeled matroid is a pair \((M, f)\) of a matroid \( M \) and \( f : E(M) \to Q \). A \( Q \)-labeled matroid \((M_1, f_1)\) is a restriction of a \( Q \)-labeled matroid \((M_2, f_2)\) if \( M_1 \) is isomorphic to \( M_2|X \) for some \( X \) with an isomorphism \( \phi \) such that \( f_1(e) \preceq f_2(\phi(e)) \) for all \( e \in M \).

Now we are ready to prove Theorem 6.1.

Proof. We prove a stronger statement. Let \((Q, \preceq)\) be a well-quasi-order. We claim that \( Q \)-labeled \( F \)-representable matroids of contraction depth at most \( k \) are well-quasi-ordered by restriction.

Suppose that \((M_1, f_1), (M_2, f_2), \ldots \) are \( Q \)-labeled \( F \)-representable matroids of contraction depth at most \( k \). For each \( i \), we can choose a matrix \( N_i \) over \( F \) having full rank such that \( M(N_i) = M_i \). By Proposition 6.2, there exist \( i < j \) such that \((N_i, f_i) \preceq (N_j, f_j)\). It follows that \((M_i, f_i)\) is isomorphic to a restriction of \((M_j, f_j)\). \( \square \)

Theorem 6.1 allows us to characterize well-quasi-ordered classes of \( F \)-representable matroids over any fixed finite field \( F \), because \( \{U_{n-1,n} : n = 2, 3, \ldots \} = \{M(C_n) : n = 2, 3, \ldots \} \) is an anti-chain with respect to the restriction.

Corollary 6.5. Let \( F \) be a finite field. Let \( \mathcal{I} \) be a class of \( F \)-representable matroids closed under taking the restriction. Then the following are equivalent:

(i) \( \mathcal{I} \) is well-quasi-ordered by restriction.

(ii) \( \{U_{n-1,n} : n = 2, 3, \ldots \} \not\subseteq \mathcal{I} \).

(iii) The contraction depth of \( \mathcal{I} \) is bounded.

CRediT authorship contribution statement

**Matt DeVos**: Conceptualization, Investigation, Writing - original draft, Writing - review & editing.

**O-joung Kwon**: Conceptualization, Investigation, Writing - original draft, Writing - review & editing.

**Sang-il Oum**: Conceptualization, Investigation, Writing - original draft, Writing - review & editing.
References

[1] N. Alon, Asymptotically optimal induced universal graphs, Geom. Funct. Anal. 27 (1) (2017) 1–32, http://dx.doi.org/10.1007/s00039-017-0396-9.

[2] H.L. Bodlaender, A linear-time algorithm for finding tree-decompositions of small treewidth, SIAM J. Comput. 25 (6) (1996) 1305–1317, http://dx.doi.org/10.1137/S0097539793251219.

[3] T.F.N. Chan, J.W. Cooper, M. Koutecký, D. Kráľ, K. Pekárková, Optimal matrix tree-depth and a row-invariant parameterized algorithm for integer programming, in: A. Czumaj, A. Dawar, E. Merelli (Eds.), Proc. 47th Int. Coll. on Automata, Languages and Programming, ICALP 2020, in: Leibniz International Proceedings in Informatics, LIPIcs, vol. 168, Schloss Dagstuhl–Leibniz-Zentrum für Informatik, Dagstuhl, Germany, 2020, pp. 1–26, http://dx.doi.org/10.4230/LIPIcs.ICALP.2020.26.

[4] B. Courcelle, The monadic second-order logic of graphs I: Recognizable sets of finite graphs, Inf. Comput. 85 (1) (1990) 12–75, http://dx.doi.org/10.1016/0890-5401(90)90043-H.

[5] B. Courcelle, J.A. Makowsky, U. Rotics, Linear time solvable optimization problems on graphs of bounded clique-width, Theory Comput. Syst. 33 (2) (2000) 125–150, http://dx.doi.org/10.1007/s002249910009.

[6] G. Ding, Subgraphs and well-quasi-ordering, J. Graph Theory 16 (5) (1992) 489–502, http://dx.doi.org/10.1002/jgt.319160509.

[7] G. Ding, S. Dziobiak, H. Wu, Large $W_k$- or $K_3$,t-minors in 3-connected graphs, J. Graph Theory 82 (2) (2016) 207–217, http://dx.doi.org/10.1002/jgt.21895.

[8] G. Ding, B. Oporowski, On tree-partitions of graphs, Discrete Math. 149 (1–3) (1996) 45–58, http://dx.doi.org/10.1016/S0012-365X(96)00184-4.

[9] G. Ding, B. Oporowski, J. Oxley, On infinite antichains of matroids, J. Combin. Theory Ser. B 63 (1) (1995) 21–40, http://dx.doi.org/10.1006/jctb.1995.1003.

[10] G.A. Dirac, Some theorems on abstract graphs, Proc. Lond. Math. Soc. (3) 2 (1952) 69–81, http://dx.doi.org/10.1112/plms/s3-2.1.69.

[11] J. Dittmann, B. Oporowski, Unavoidable minors of graphs of large type, Discrete Math. 248 (1–3) (2002) 27–67, http://dx.doi.org/10.1016/S0012-365X(01)00337-H.

[12] R. Ganian, P. Hliněný, J. Nešetřil, J. Obdržálek, P. Ossona de Mendez, Shrub-depth: Capturing height of dense graphs, Log. Methods Comput. Sci. 15 (1) (2019) http://dx.doi.org/10.23638/LMCS-15(1:7)2019, Paper No. 7.

[13] J.F. Geelen, A.M.H. Gerards, G. Whittle, Branch-width and well-quasi-ordering in matroids and graphs, J. Combin. Theory Ser. B 84 (2) (2002) 270–290, http://dx.doi.org/10.1006/jctb.2001.2082.

[14] J. Geelen, B. Gerards, G. Whittle, Matroid $T$-connectivity, SIAM J. Discrete Math. 20 (3) (2006) 588–596, http://dx.doi.org/10.1137/050634190 (electronic).

[15] I.V. Hicks, N.B. McMurray Jr., The branchwidth of graphs and their cycle matroids, J. Combin. Theory Ser. B 97 (5) (2007) 681–692, http://dx.doi.org/10.1011/j.ptlms/s3-2.1.69.

[16] P. Hliněný, Ordering by divisibility in abstract algebras, Proc. Lond. Math. Soc. (3) 2 (1952) 326–336, http://dx.doi.org/10.1112/plms/s3-2.1.69.

[17] F. Kardoš, D. Král’, A. Liebenau, L. Mach, First order convergence of matroids, J. Combin. Theory Ser. B 96 (3) (2006) 325–351, http://dx.doi.org/10.1016/j.jctb.2005.08.005.

[18] P. Hliněný, O. Kwon, J. Obdržálek, S. Ordyniak, Tree-depth and vertex-minors, European J. Combin. 56 (2016) 46–56, http://dx.doi.org/10.1016/j.jctb.2016.03.001.

[19] P. Hliněný, S. Oum, Finding branch-decompositions and rank-decompositions, SIAM J. Comput. 38 (3) (2008) 1012–1032, http://dx.doi.org/10.1137/070685920.

[20] P. Hliněný, G. Whittle, Matroid tree-width, European J. Combin. 27 (7) (2006) 1117–1128, http://dx.doi.org/10.1016/j.jctb.2006.06.005.

[21] J. Jeong, E.J. Kim, S. Oum, Finding branch-decompositions of matroids, hypergraphs, and more, in: Proc. 45th Int. Coll. on Automata, Languages and Programming, ICALP 2018, Vol. 80, 2018, p. 14, http://dx.doi.org/10.4230/LIPIcs.ICALP.2018.80.

[22] J. Jeong, E.J. Kim, S. Oum, Finding branch-decompositions of matroids, hypergraphs, and more, 2019, arXiv:1711.01381, submitted for publication.

[23] F. Kardoš, D. Kráľ’, A. Liebenau, L. Mach, First order convergence of matroids, European J. Combin. 59 (2017) 150–168, http://dx.doi.org/10.1016/j.ejc.2016.08.005.

[24] O. Kwon, R. McCarty, S. Oum, P. Wollan, Obstructions for bounded shrub-depth and rank-depth, 2019, arXiv:1911.00230, submitted for publication.

[25] M. Lemos, J. Oxley, A sharp bound on the size of a connected matroid, Trans. Amer. Math. Soc. 353 (10) (2001) 4039–4056, http://dx.doi.org/10.1090/S0002-9947-01-02767-2.

[26] F. Mazzoi, S. Thomasse, Branchwidth of graphic matroids, in: A. Hilton, J. Talbot (Eds.), Surveys in Combinatorics 2007, in: London Math. Soc. Lecture Note Ser., vol. 346, Cambridge Univ. Press, Cambridge, 2007, pp. 275–286, http://dx.doi.org/10.1017/CBO9780511666209.010.

[27] J. Nešetřil, P. Ossona de Mendez, Sparsity, Graphs, Structures, and Algorithms, in: Algorithms and Combinatorics, vol. 28, Springer, Heidelberg, 2012, http://dx.doi.org/10.1007/978-3-642-27875-4.

[28] S. Oum, Rank-width and vertex-minors, J. Combin. Theory Ser. B 95 (1) (2005) 79–100, http://dx.doi.org/10.1016/j.jctb.2005.03.003.

[29] S. Oum, Rank-width is less than or equal to branch-width, J. Graph Theory 57 (3) (2008) 239–244, http://dx.doi.org/10.1002/jgt.20280.
[30] S. Oum, P. Seymour, Approximating clique-width and branch-width, J. Combin. Theory Ser. B 96 (4) (2006) 514–528, http://dx.doi.org/10.1016/j.jctb.2005.10.006.

[31] J. Oxley, Matroid Theory, second ed., Oxford Graduate Texts in Mathematics, vol. 21, Oxford University Press, Oxford, 2011, http://dx.doi.org/10.1093/acprof:oso/9780198568946.001.0001.

[32] N. Robertson, P. Seymour, Graph minors—a survey, in: Surveys in Combinatorics 1985 (Glasgow, 1985), in: London Math. Soc. Lecture Note Ser., vol. 103, Cambridge Univ. Press, Cambridge, 1985, pp. 153–171, http://dx.doi.org/10.1017/CBO9781107325678.009.

[33] N. Robertson, P. Seymour, Graph minors. X. Obstructions to tree-decomposition, J. Combin. Theory Ser. B 52 (2) (1991) 153–190, http://dx.doi.org/10.1016/0095-8956(91)90061-N.