Nonsmooth Adaptive Control for Uncertain Nonlinear Systems: A Non-recursive Design Approach

Chuanlin Zhang, Senior Member, IEEE, and Jun Yang, Senior Member, IEEE

Abstract—In this letter, a one-step nonsmooth adaptive controller design framework is proposed the first time for a class of nonlinear systems with general non-parametric uncertainties. By virtue of a novel non-recursive synthesis philosophy, a nonsmooth adaptive stabilizer can be constructed straightforwardly from the system in a possible simplest form, which facilitates practical implementations. In reference to well-acknowledged recursive design-based approaches, direct improvements with this new non-recursive methodology include largely reduced synthesis complexity along with an essential detachment of control law design and stability analysis. A numerical example is provided to demonstrate both the simplicity and effectiveness of the proposed algorithm.
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I. INTRODUCTION

SINCE the era of modern control theory, robust and adaptive control strategies have been well established for systems in the presence of uncertain parameters, unknown actuator nonlinearities, unmodelled dynamics and external disturbances, etc. Various control strategies can be found in the literature regarding the synthesis issue for uncertain nonlinear systems, such as high-gain control [1], adaptive backstepping control [2], nonsmooth control [3], [4], [5], [6], etc. As one classical design algorithm, adaptive backstepping design approach is well developed under the condition that the system should subject to a parametric structure [2]. However, for nonlinear systems with the presence of non-parametric uncertainties, an alternative synthesis tool is of significance, while fewer results can be found. It is reported in [7], [8], [9], [10], a time-varying scaling gain method can be found, which could derive universal control laws by means of a dynamic high-gain domination technique. However, a Lipschitz continuous condition is required for the assurance of a global asymptotical stabilization result.

By noting that in reference to popular asymptotical control strategies, nonsmooth control design could provide the closed-loop system a faster convergence rate and stronger robustness [11], it hence arouses a great deal of interests from the control community in recent decades. By incorporating an adding a power integrator approach, a systematic robust nonsmooth control design methodology has been well developed, see e.g., [12], [13] and references therein. Regarding the finite-time adaptive stabilization design, under a polynomial hypothesis of the system structure, the work in [3] proposes a nonsmooth adaptive design framework while a later result in [4] has extended the finite-time adaptive control issue to a class of p-normal uncertain nonlinear systems. In a recent research, [14] has proposed a finite-time stabilizing controller with time-varying gains being tuned online by two dynamic equations. Later on, [15] develops a finite-time stabilization result via the adding a power integrator technique. Reference [16] shows the existence of a monotone dynamic scaling gain, whose explicit construction procedure for practices, however remains open. If an uncertain high order system is considered, a recent study in [17] addresses the adaptive asymptotical stabilization problem by incorporating a dual-layer update law with the adding a power integrator technique. Using a similar dynamic handling strategy, the work [18] develops an adaptive finite-time stabilization result under a modified global nonlinearity restriction hypothesis.

It is worth pointing out here that most of the above mentioned adaptive design approaches involve a recursive determination of virtual controllers. Direct drawbacks may exhibit on the expanding complexity when the system order is growing (also be called as “explosion of complexity”). Meanwhile, the gain selection guideline is made much conservative by going through a variety of necessary mathematical
estimations, see for instances, [14], [16], etc. These facts can be regarded as main obstacles for wide application of advanced nonlinear control algorithms in real-life control engineering. In the literature, there are some recent advances focusing on the relaxation of controller design complexity by proposing a one-step or non-recursive design strategy. For instance, by integrating the dynamic surface control with neural networks, a one-step neuroadaptive control scheme is proposed in [19], aiming to avoid the laborious repetitive design procedures. A later result in [20] proposes an adaptive controller also built in a non-recursive manner in [22], where the cumulative complexity in classical backstepping design can be totally avoided.

Regarding the nonsmooth control case, it is reported in [23] that a global robust homogeneous stabilizer for a class of inherent nonlinear systems can be built in a novel non-recursive synthesis manner. It is illustrated that the control design procedure is largely simplified by neglecting recursive virtual controllers. Later on, based on this initiative, a non-recursive finite-time exact tracking control algorithm for nonlinear systems with mismatched disturbances is proposed in [24]. However, on one hand, these robust design methods with conservatively selected control gain may behave a deteriorate transient-time performance when the system is facing largely varying disturbances/uncertainties. On the other hand, the global non-recursive dynamic control design issue for nonlinear systems with non-parametric uncertainties is not a trivial extension from its robust control counterpart. Firstly, very few existing results can be referred to regarding one-step nonsmooth synthesis approach for nonlinear systems with non-parametric uncertainties. Secondly, the online estimation/identification of the internal coupled uncertainties and its implicit relation with control gain tuning mechanism are still very intricate. Thus, in order to present an explicit and simple gain tuning mechanism, new design tools should be investigated.

Inspired by the design facility of homogeneous system theory as illustrated in the existing literatures partially mentioned above, a non-recursive nonsmooth adaptive controller design framework is proposed the first time to solve the dynamic stabilization problem for a class of nonlinear systems with the presence of general non-parametric uncertainties. To assure the theoretical justifications, rigorous stability analysis is presented by guaranteeing first the non-existence of a finite escape time and then a local finite time convergence rate. Later on, a numerical example and its simulation verification are offered to demonstrate the design simplicity and control performance of the proposed control scheme. In reference to existing related results, the main contributions of this letter can be summarized as the following two aspects:

- The control gain vector can be easily determined while the dynamic scaling gain is online updated subjected to an explicit self-tuning adaptation law.

The remainder of this letter is organized as follows. Some notations, definitions, useful lemmas and problem statement are listed in Section II. The main result of this letter is presented in Section III. In Section IV, a numerical simulation result is provided. Finally, a conclusion and a reference list end the letter.

II. PRELIMINARIES AND PROBLEM STATEMENT

A. Preliminaries

The following definitions and notations are provided for briefness of expressions.

i) For integers \( j \) and \( i \) satisfying \( 0 \leq j \leq i \), denote \( \mathbb{N}_{j,i} := \{j,j+1,\ldots,i\} \). The symbol \( \mathbb{C}^j \) denotes the set of all differentiable functions whose first \( i \)-th time derivatives are continuous, \( \mathbb{R}_+ \) denotes the set of positive real numbers. A continuous function \( [x]^{\prime} \) with \( r \in \mathbb{R}_+ \) is defined by \( |x|^{\prime} \triangleq \text{sign}(x)|x|^{\prime} |. \)

ii) [25] For a coordinate \( x \in \mathbb{R}^n \), and positive real numbers \( (r_1,r_2,\ldots,r_n) \triangleq r \), a one-parameter family of dilation is a map \( \Delta^r : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}^n \), defined by \( \Delta^r x = (e^{\tau_1 x_1},\ldots,e^{\tau_n x_n}) \) where \( e > 0 \) is a constant parameter. For a given dilation \( \Delta^r \) and a real number \( \tau \), a continuous function \( V : \mathbb{R}_+^n \rightarrow \mathbb{R} \) is called \( \Delta^r \)-homogeneous of degree \( \tau \), denoted by \( V \in \mathbb{R}_+^{\Delta^r+}\tau \) if \( V(\Delta^r x) = e^{\tau V} V \). A continuous vector field \( f(x) \) is \( \Delta^r \)-homogeneous of degree \( \tau \), if \( f_j \in \mathbb{R}_+^{\Delta^r+}\tau \), \( j \in \mathbb{N}_{1,n} \). A homogeneous vector \( [x]^\Delta \) is denoted by \( [x]^\Delta \triangleq \text{col}([x_1]^\tau,\ldots,[x_n]^\tau) \). A homogeneous \( 2 \)-norm is defined by \( \|x\|_{\Delta^r} \triangleq (\sum_{i=1}^{n} |x_i|^2)^{1/2} \).

Some useful lemmas are stated as follows for the convenience of readers.

**Lemma 1 [25]:** Let \( \Phi_1(x) \in \mathbb{H}_{\Delta^r}^1 \) and \( \Phi_2(x) \in \mathbb{H}_{\Delta^r}^2 \), respectively, then the following statements hold

i) \( \Phi_1(x)\Phi_2(x) \in \mathbb{H}_{\Delta^r}^{1+2} \).

ii) \( \Phi_2(x) \in \mathbb{H}_{\Delta^r}^{1-\tau} \), \( \tau \in \mathbb{N}_{1,n} \).

iii) If \( \Phi_1(x) \), \( \Phi_2(x) \) are positive definite, then there exists two constants \( b_1 \in \mathbb{R}_+ \) and \( b_2 \in \mathbb{R}_+ \), such that \( b_1\Phi_1^{1/2}(x) \leq \Phi_2(x) \leq b_2\Phi_2^{1/2}(x) \).

**Lemma 2 [11]:** Consider a dynamical system \( \dot{y} = f(y) \), \( f(0) = 0 \), where \( f : D \rightarrow \mathbb{R}^m \) is non-Lipschitz continuous on an open neighborhood \( D \) of the origin \( y = 0 \) in \( \mathbb{R}^m \). If there exist an open neighborhood \( U \) of the origin, a \( \mathbb{C}^1 \) positive-definite and proper Lyapunov function \( V : \mathbb{R}^n \rightarrow \mathbb{R}_+ \) and real numbers \( c \in \mathbb{R}_+ \) and \( \tau \in (0,1) \), such that \( \bar{V} + cV^\tau \leq 0 \) for \( y \in U \), then the origin \( y = 0 \) is a locally finite-time stable equilibrium with a settling time \( T \leq \bar{V}^{1/\tau}/c^{1/(1-\tau)} \) for any given initial condition \( y(0) = y_0 \).

**Lemma 3:** Let \( D = \text{diag}[d_1,d_2,\ldots,d_\nu] \) where \( d_i > 0 \), \( i \in \mathbb{N}_{1,\nu} \) is a constant and \( A \in \mathbb{R}^{\nu \times \nu} \), \( B \in \mathbb{R}^{\nu \times n} \) be matrices in the controllable canonical form. Then there exist a positive definite, symmetrical matrix \( P \in \mathbb{R}^{\nu \times \nu} \) and a row vector \( K = [k_1,\ldots,k_n] \), and two positive constants \( v_1 \) and \( v_2 \) such that \( (A - BK)^T P + P (A - BK) \leq -I \), \( v_1 I \leq DP + PD \leq v_2 I \).

**Proof:** The proof follows straightforwardly from [7, Th. A1], hence is omitted here.
B. Problem Statement

This letter revisits a class of lower-triangular nonlinear system with non-parametric uncertainties, depicted by the following form:

\[
\begin{aligned}
\dot{x}_i &= x_{i+1} + f_i(\theta, \bar{x}_i), \quad i \in \mathbb{N}_{1:n-1}, \\
\bar{x}_n &= \bar{u} + f_n(\theta, x),
\end{aligned}
\]  

where \( \bar{x}_i = \text{col}(x_1, x_2, \ldots, x_i), \ x = \bar{x}_n \) and \( \bar{u} \) are the system partial state vector, full state vector and control input, respectively, \( \theta \in \mathcal{R}^m \) is an unknown bounded parameter vector which can be either time-varying or constant, \( f_i(\cdot) \), \( i \in \mathbb{N}_{1:n} \) is a continuous nonlinear function satisfying a vanishing condition, i.e., \( f_i(\theta, 0) = 0 \) for \( i \in \mathbb{N}_{1:n} \). Through out this letter, the initial time is set as \( t_0 \) while the initial state vector is denoted by \( x_0 \triangleq x(t_0) \).

The control objective of this letter is to find a dynamic stabilizing controller of the following non-nested form:

\[
\begin{aligned}
u &= u(\ell, x) \in \mathbb{C}^0, \quad u(\ell, 0) = 0, \\
\dot{\ell} &= \psi(\ell, x) \in \mathcal{C}^1([1, +\infty) \times \mathcal{R}^n \rightarrow [0, +\infty)), \\
\ell(t_0) &= 1,
\end{aligned}
\]  

such that the following conclusions hold for the resulting closed-loop system (1)-(2).

i) All the signals are globally uniformly bounded.

ii) The origin \( x = 0 \) is a finite-time stable equilibrium.

III. Non-Recursive Adaptive Controller Design

In this section, three handling procedures are presented to better illustrate the nonsmooth adaptive stabilization design.

Step 1 (Guideline for the Selection of Design Parameters): With the denotation that \( A, B \) are matrices of controllable canonical form, \( F(\theta, x) = \text{col}(f_1(\cdot), \ldots, f_n(\cdot)) \), system (1) can be rewritten as

\[\dot{x} = Ax + Bu + F(\theta, x).\]  

Throughout this letter, the homogeneous dilation weight \( r \) is set as \( r_1 = 1, \ r_i = r_{i-1} + \tau, \ i \in \mathbb{N}_{2:n} \) with a degree \( \tau \in (-\frac{1}{\tau}, 0) \). Let \( \kappa > 1 \) be a pre-set design constant. Denote \( \kappa - \tau/2 = \gamma, \ \mathcal{Z}_1 \triangleq \text{diag}(\frac{r_1}{r_1}, \ldots, \frac{r_n}{r_n}) \) and \( \mathcal{Z}_2 \triangleq \text{diag}(0, \frac{r_1}{r_1}, \ldots, \frac{r_n}{r_n}) \).

It is obvious that \( \gamma > 0 \) and \( r_i > 0 \). Hence by following Lemma 3, there exist a positive definite, symmetrical matrix \( P \in \mathcal{R}^{n \times n} \) and a gain vector \( K \), such that

\[
(A-BK)^\top P + P(A-BK) \leq -I,
\]

\[\mathcal{Z}_1 P + P \mathcal{Z}_1 > 0. \tag{4}\]

Based on the relation (4), we could define a sufficiently large constant design parameter \( \rho \) satisfying \( \rho > \max \{0, -\frac{\lambda_{\text{min}}(\mathcal{Z}_1 P + P \mathcal{Z}_1)}{\lambda_{\text{min}}(\mathcal{Z}_1 P + P \mathcal{Z}_1)} \} \).

Step 2 (Change of Coordinates): Define a \(-x-\xi\) coordinate transform by the following form

\[
\xi_i = x_i/\ell^{\rho+i-1}, \quad i \in \mathbb{N}_{1:n}, \quad \nu = u/\ell^{\rho+n},
\]

where \( \ell \) is a scaling gain function to be made precise by an update law later on. By denoting \( \xi = \text{col}(\xi_1, \ldots, \xi_n), \ D = \text{diag}[0, 1, \ldots, n-1], \) \( \tilde{f}(\ell, \theta, x) = \text{col}(f_1(\cdot)/\ell^{\rho}, \ldots, f_n(\cdot)/\ell^{\rho+n-1}), \) and \( I_n \) as an identity matrix, it is not difficult to derive that the \( \xi \)-system dynamics should be expressed as the following compact form:

\[
\dot{\xi} = (\ell A\xi + B\nu) - (\rho I_n + D)\xi \dot{\ell} / \ell + \tilde{f}(\ell, \theta, x). \tag{5}\]

Step 3 (Dynamic Control Law Construction): At this stage, corresponding to (2), we are already able to design a dynamic state feedback stabilizing controller of the following simplest form:

\[
\begin{aligned}
u &= \ell^{\rho+n} \nu, \quad \nu = -K \xi^{\gamma+1}, \\
\dot{\ell} &= \mu \|\xi\|^2, \quad \ell(t_0) = 1,
\end{aligned} \tag{6}\]

where \( \mu \in \mathcal{R}_+ \) is a design constant.

Remark 1: Compared to existing related results on universal adaptive design problems for non-parametric nonlinear systems, such as [3], [5], [16], etc., a distinguishable feature of the proposed controller is that both the proposed control law and design procedure are much simpler by totally neglecting the costly recursive calculations. More significantly, the controller design procedure is essentially detached from a recursive determination process of virtual controllers so that the step-by-step calculations of the tuning functions are also avoided. This characteristic could endow the practitioners much more convenience to implement the controller in real-life plants.

Remark 2: Inspired by the dynamic high gain technique in [7], [8], [9] and the facility of homogeneous system theory, we have found that if an indirect adaption law for the dynamic gain is settled, rather than directly estimating the uncertain parameters via classical tuning functions, a non-recursive adaptive synthesis approach is promising. The proposed method can be seen as an essential nonsmooth extension of the result in [8], [9]. Indeed, in a special case by selecting the homogeneous degree \( \tau = 0 \), the control law (6) could reduce to a linear universal controller of the following form:

\[
\begin{aligned}
u &= \ell^{\rho+n} \nu, \quad \nu = -K \xi, \\
\dot{\ell} &= \mu \|\xi\|^2, \quad \ell(t_0) = 1. \tag{7}\end{aligned}
\]

Remark 3: Owing to the proposed systematic non-recursive synthesis approach, now the control gain parameter determination can be simplified as preliminary works. Similar to the method in [14], one can find a constant gain vector \( K \) to render \( A-BK \) Hurwitz first, and then obtain \( P \) by solving LMI in (4). Therefore the value \( \rho \) can be selected. Noticing that the value of \( \mu \) is critical to the increasing rate of \( \ell \), hence, a proper choice of the parameter \( \mu \) can be determined via \"trial and error\" method. Subsequently, the scaling gain \( \ell \) will be self-tuned online from its initial value \( \ell(0) = 1 \). Such a gain tuning mechanism can be regarded as a mediate role between adaptive and robust methods. It provides the controlled system some robustness, but the conservative selection guideline of \( \ell \) in existing related robust methods, such as [13], [23], is no longer required.

An example as a demonstration of the simplicity and effectiveness of the proposed control scheme is given below.
Example 1: Consider the following uncertain nonlinear system:
\[
\begin{aligned}
\dot{x}_1 &= x_2 + \ln(1 + (\theta_1 x_1)^2) \\
\dot{x}_2 &= x_3 + \sin(\theta_2 x_2) \\
\dot{x}_3 &= u,
\end{aligned}
\] (8)
where \(\theta_1\) and \(\theta_2\) are unknown parameters.

As one of the most distinguishable feature in reference to existing recursive adaptive design strategies, such as backstepping design, under the proposed framework, without going through a series of recursive determination of virtual controllers, one can design directly from system (8) of the following dynamic stabilizing controller with \(\tau = -1/7\):
\[
\begin{aligned}
\dot{\xi} &= \mu \|\xi\|_{\Delta x}^2, \\
\dot{\epsilon} &= f(\xi) + \epsilon(0) = 1,
\end{aligned}
\] (9)
where \(\|\cdot\|_{\Delta x} = \sqrt{|\xi_1|^2 + |\xi_2|^2/3 + |\xi_3|^4/5}\).

IV. STABILITY ANALYSIS

In this section, we will show that global stabilization can be realized by the proposed nonsmooth adaptive controller of the form (6) under the following condition.

Assumption 1: There exists an unknown constant \(\sigma \in \mathbb{R}_+\) which is dependent on \(\theta\), such that the following relation \(\epsilon^{
u+3}\) holds: 
\[
[f(\xi, \tilde{\xi})] \leq \sigma(|x_1|^1/2 + |x_2|^1/2 + \cdots + |x_i|^1/2), \\
i \in \mathbb{N}_i.
\]

Remark 4: Assumption 1 can also be called as a homogeneous growth condition, which is commonly utilized for a global stabilization objective in the sense of theoretical conscientiousness, see, e.g., [13], [15], etc. However, in real-life applications, Assumption 1 can also be removed by exploiting a semi-global stabilization objective, see for instance, [24], [26], etc.

The main result of this letter can be stated as follows.

Theorem 1: Consider the closed-loop system consisting of (1) satisfying Assumption 1 and the nonsmooth adaptive control scheme (6). The following conclusions hold.

i) All the signals in the closed-loop system are globally uniformly bounded.

ii) The system state will converge to the origin within a finite time.

Proof: Define a Lyapunov function candidate as \(V(\xi) = (\xi_{\Delta x}^T)^{1/2} P(\xi_{\Delta x}^T)\). From the fact that the homogeneous degree \(\tau < 0\) and \(\kappa > 1\), we know that \(V(\xi) \in C^1\). With the dilation mapping \(\xi_{\Delta x} = (e^{r_1} \xi_1, \ldots, e^{r_n} \xi_n)\), one can easily verify that \(V(\xi_{\Delta x}) = e^{2\tau_1} V(\xi)\).

Calculating the time derivative of \(V(\xi)\) along system (5) gives
\[
\dot{V}(\xi) = \frac{\partial V(\xi)}{\partial \xi} \dot{\xi}(\Delta x + \dot{B}x) - \frac{\partial V(\xi)}{\partial \xi} (\rho I(\Delta x) + D) \dot{\ell} / \ell
+ \frac{\partial V(\xi)}{\partial \xi} \ddot{f}(\ell, \theta, x).
\] (10)
To proceed, a series of estimations on the terms in (10) will be given.

Firstly, it is not difficult to obtain the following relations
\[
\begin{aligned}
\xi_{i+1} \circ \Delta_{\xi}^\ell &= e^{r_{i+1}} \xi_{i+1} = e^{r_{i+1}} \xi_{i+1}, \\
v \circ \Delta_{\xi}^\ell &= -e^{r_{i+1}} K e^{r_{i+1}} \xi_{i+1} / \Delta_{\xi}^\ell,
\end{aligned}
\]
which concludes that the vector field \(A \xi + Bv\) is \(\Delta^\ell\)-homogeneous of degree \(\tau\). One can follow the corresponding proof in [25], [27] directly that the closed-loop system is globally finite-time stable.

In addition, noting that \(\frac{\partial V(\xi)}{\partial \xi}(A \xi + Bv) \in \mathbb{R}_+^{2y} \Delta^\ell\) and \(V(\xi) \in \mathbb{R}_+^{2y}\), by applying Lemma 1, there exists a constant \(c_1 \in \mathbb{R}_+\), such that the following relation holds
\[
\frac{\partial V(\xi)}{\partial \xi} (A \xi + Bv) \leq -c_1 \|\xi\|_{\Delta x}^{2}.\]
(11)

Secondly, with Assumption 1 in mind, we have
\[
\frac{f_i(\ell)}{\ell^{
u+i-1}} \leq \frac{\sigma}{\ell^{
u+i-1}} (|x_1|^1/2 + |x_2|^1/2 + \cdots + |x_i|^1/2) = \frac{\sigma}{\ell^{
u+i-1}} (|\ell^\tau_1 x_1|^1/2 + |\ell^{
u+1} x_2|^1/2 + \cdots + |\ell^{
u+i-1} x_i|^1/2)
+ \cdots + \frac{\sigma}{\ell^{
u+i-1}} (|\ell^{i+1} x_i|^1/2).
\]
(12)
Note that \(\ell \geq 1\), \(0 < \frac{\tau}{\nu+1} < \ell < 1\) and \(\nu > 0\) which conclude that \(\ell^{\nu+i-1} \leq \ell^0 = 1\) for \(j \in \mathbb{N}_{1_i}\).

Hence following (12), we have
\[
\frac{f_i(\ell, \tilde{\xi})}{\ell^{
u+i-1}} \leq \sigma (|\xi_1|^1/2 + |\xi_2|^1/2 + \cdots + |\xi_i|^1/2) \leq c_2, \sigma \|\xi\|_{\Delta x}^{\nu+i-1},
\] (13)
where \(c_2, i \in \mathbb{R}_+\) is a constant independent of \(\ell\).

It is clear that \(V(\xi) \in \mathbb{R}^{2y}\). By utilizing Lemma 1, there exists a constant \(c_2 \in \mathbb{R}_+\) which is independent of \(\ell\), such that the following relations hold
\[
\frac{\partial V(\xi)}{\partial \xi} \ddot{f}(\ell, \theta, x) \leq \sum_{i=1}^n \bar{c}_2, \sigma \|\xi\|_{\Delta x}^{\nu+i-1} \leq c_2 \sigma \|\xi\|_{\Delta x}^{2}.\]
(14)

Thirdly, from the definition of \(\nu\) and \(\ell / \ell \geq 0\), it is clear that \((\Xi_1 P + P \Xi_1) \rho + \Xi_2 P + P \Xi_2 > 0\). Then with Lemma 1, there must exist a constant \(c_3 \in \mathbb{R}_+\) such that the following relation holds
\[
\frac{\partial V(\xi)}{\partial \xi} (\rho I + D) \dot{\ell} / \ell

= \frac{(\xi_{\Delta x}^T)^T (\Xi_1 P + P \Xi_1) \rho + \Xi_2 P + P \Xi_2) \xi_{\Delta x}^\ell / \ell
+ c_3 \dot{\ell} / \ell \|\xi\|_{\Delta x}^{2x},\]
(15)
Substituting (11), (14) and (15) into (10), the time derivative of \(V(\xi)\) along system (5)-(6) can be reduced to the following form
\[
\dot{V}(\xi) \leq -c_1 \ell \|\xi\|_{\Delta x}^{2x} - c_3 \dot{\ell} / \ell \|\xi\|_{\Delta x}^{2x} + c_2 \sigma \|\xi\|_{\Delta x}^{2x}
\leq -c_1 \ell (c_2 - c_2) \|\xi\|_{\Delta x}^{2x}.
\] (16)
time of the trajectory \((\xi^T, \ell)^T\) starting from \(t_0\). If the above statement is not true, there must exist a maximal time interval \([t_0, t_f]\) where \(t_f > t_0\), such that \((\xi^T, \ell)^T\) are well defined and \(\lim_{t \to t_f} \| (\xi^T, \ell)^T \| = +\infty\).

Firstly, we show that \(\ell\) cannot escape at \(t = t_f\): Otherwise, the relation \(\lim_{t \to t_f} \ell = +\infty\) holds. Noting that \(c_1, c_2, \sigma\) are all bounded, hence there exists a time instant \(t_1\) satisfying \(t_0 < t_1 < t_f\), such that \(c_1 \ell - c_2 \sigma \geq 1, t \in [t_1, t_f]\). This relation could lead to a fact that \(\dot{V}(\xi) \leq -\|\xi\|^{2\lambda} / \mu, t \in [t_1, t_f]\).

Therefore, with the update law (6), it is straightforward that
\[
\dot{\ell} = \ell(t_f) - \ell(t_1) = \int_{t_1}^{t_f} \mu \|\xi(s)\|^{2\lambda} ds \leq \mu V(\xi(t_1)) + \infty,
\]
which is clearly a contradiction. Then one could claim that \(\ell\) is well defined in the time interval \([t_0, t_f]\).

Secondly, we show that \(\xi\) cannot escape at \(t = t_f\): Integrating both sides of (16) over the time interval \([t_0, t]\) yields
\[
V(\xi(t)) - V(\xi(t_0)) \leq -\int_{t_0}^{t} c_1 \ell(s) \|\xi(s)\|^{2\lambda} ds + \int_{t_0}^{t} c_2 \sigma \|\xi(s)\|^{2\lambda} ds \leq -\int_{t_0}^{t} c_1 / 2 \mu (\ell(t) - 1) + c_2 \sigma / \mu (\ell(t) - 1).
\]
Hence one could deduce the relation that
\[
V(\xi(t_f)) \leq V(\xi(t_0)) + c_1 / 2 \mu (\ell(t_f) - 1) + c_2 \sigma / \mu (\ell(t_f) - 1).
\]
From the fact that \(\ell(t_f)\) is bounded, it is obvious that \(V(\xi(t_f))\) is also bounded. With Lemma 1, it is clear that there exists a constant \(c_4 \in \mathbb{R}^+\) such that \(\|\xi(t_f)\|^{2\lambda} \leq c_4 V(\xi(t_f))\), which implies that \(\xi(t_f)\) is bounded. This fact clearly contradicts the finite escape time claim.

In a conclusion, we have already proved that \((\xi^T, \ell)^T\) is well defined and globally uniformly bounded for \(t \in [t_0, \infty)\). ii) Using the boundness of \(\dot{\xi}\) and \(\dot{\ell}\) for \(t \in [t_0, \infty)\), it can be straightforwardly deduced from Barbalat’s Lemma that \(\dot{\xi} \to 0, t \to \infty\). In addition, by recalling from the expression (6) that \(\ell\) is monotone increasing and \(c_1, c_2, \sigma\) are bounded, we know there must exist a time instant \(T_1 \geq t_0\) such that \(c_1 \ell - c_2 \sigma > 0, \forall t \geq T_1\). Note that with Lemma 1, \(\|\xi\|^{2\lambda} \geq c_3 V(\xi)^{2\lambda} / c_5\) with \(c_5\) being a positive constant. Then with (16) in mind, the following relation holds
\[
\dot{V}(\xi) + c_5 (c_1 \ell - c_2 \sigma)V(\xi)^{2\lambda} \leq 0, \quad t \geq T_1.
\]
Based on (18), it can be deduced straightforwardly from Lemma 2 that there exists a finite time \(T_2 \geq T_1\), such that \(\dot{\xi}(t) = 0, \forall t \geq T_2\). This completes the proof of Theorem 1.

Remark 5: As implied by the proof, the closed-loop system stability is directly dependent on a sufficiently large scaling gain \(\ell\) which is subject to a simple self-tuning update law in (6). Indeed, it can be concluded from the initial value \(\ell(t_0) = 1\) that the closed-loop system could possibly be unstable at the initial stage. However, \(\ell\) is made monotone increasing as \(\ell(t) \geq 0\), which is illustrated in the simulation of Example 1 later on. After a short period, \(\ell(t)\) can be sufficiently large to render the closed-loop system stable.

V. NUMERICAL SIMULATION

Consider Example 1 in the case when \(\theta_1 = 0.2 \sin(t)\) and \(\theta_2 = 0.1\) are unknown parameters to the designer.

Denoting \(\sigma = \max\{2|\theta_1|^{6/7}, |\theta_2|^{5/6}\}\), one can verify the following relations \(f_1(\theta_1, x_1) = |\ln(1 + (\theta_1 x_1)^2)| \leq 2|\theta_1|^{6/7}, |x_1|^{6/7} \leq \sigma |x_1|^{6/7}, |f_2(\theta_1, x_2)| = |\sin(\theta_2 x_2)| \leq \sigma |x_2|^{5/6}\). Thus system (8) satisfies Assumption 1 with \(\tau = -1/7, r_1 = 1, r_2 = 6/7, r_3 = 5/7\).

Before doing simulation, \(K\) is firstly selected as in [1, 3, 3] to render its companion matrix \(A - BK\) Hurwitz which is quite easy, and by solving \((A - BK)^T P + P(A - BK) \leq -I\), one can determine a proper matrix \(P = \begin{bmatrix} 2.31 & 1.94 & 0.50 \\ 1.94 & 3.25 & 0.81 \\ 0.50 & 0.81 & 0.44 \end{bmatrix}\). Secondly, set \(\kappa = 1.2\). Calculating the smallest eigenvalue of \(\Sigma_1 P + P \Sigma_1\) gives 0.76, then the design parameter \(\rho\) can be set as 2. Aiming to show impact on the control performance from the design parameter \(\mu\), we select two different values in the simulation, i.e., \(\mu = 2\) and 20, respectively. To conduct the simulation, the initial values are set as \(x(0) = [-2, 3, 4]\).

It can be observed from Fig. 1a and b) that all the signals in the closed-loop system (8)-(9) are uniformly bounded and the
trajectories of the states converge to the origin in a satisfactory control performance. The time history of the control signal is shown in Fig. 1 c). Note that a larger $\mu$ could require a larger control effort, but lead to a faster response.

VI. CONCLUSION

In this letter, a simple nonrecursive nonsmooth adaptive stabilizing control design methodology for a class of nonlinear systems with the presence of non-parametric uncertainties is proposed. Distinguishable from popular methods including adaptive backstepping and adding a power integrator, etc., a simplest non-nested controller form with an explicit one-step gain tuning mechanism is obtained based on homogeneous system theory. As a result, the control implementation could be more promising with guaranteed control performance. The stability analysis is also largely simplified from prior works. Future works could focus on more general nonlinear systems subject to mismatched disturbances and more general nonlinear systems, etc.
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