Abstract

We present UBY-LMF, an LMF-based model for large-scale, heterogeneous multilingual lexical-semantic resources (LSRs). UBY-LMF allows the standardization of LSRs down to a fine-grained level of lexical information by employing a large number of Data Categories from ISOCat. We evaluate UBY-LMF by converting nine LSRs in two languages to the corresponding format: the English WordNet, Wiktionary, Wikipedia, OmegaWiki, FrameNet and VerbNet and the German Wikipedia, Wiktionary and GermaNet. The resulting LSR, UBY (Gurevych et al., 2012), holds interoperable versions of all nine resources which can be queried by an easy to use public Java API.

UBY-LMF covers a wide range of information types from expert-constructed and collaboratively constructed resources for English and German, also including links between different resources at the word sense level. It is designed to accommodate further resources and languages as well as automatically mined lexical-semantic knowledge.
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1. Introduction

In recent years, the big demand for lexical-semantic resources (LSRs) in NLP has manifested itself in growing efforts to combine and integrate large-scale LSRs in order to enhance the performance of major NLP tasks such as word sense disambiguation and semantic role labeling. Previous integration projects covered expert-constructed resources (ECRs), such as WordNet, FrameNet (e.g., Johansson and Nugues (2007)), and collaboratively constructed resources (CCRs), such as Wikipedia and Wiktionary (e.g., Navigli and Ponzetto (2010), Meyer and Gurevych (2011)) as well as large-scale lexical acquisition and automatic integration of ECRs (Padró et al., 2011).

However, previous work on combining LSRs has rarely used standards to harmonize the representation of LSRs and thus to make them interoperable. Interoperability is a prerequisite of a smooth integration of LSRs. For this purpose, the ISO standard Lexical Markup Framework (LMF: ISO 24613:2008), a standard with a particular focus on lexical resources for NLP (Francopoulo et al., 2006), would have been an obvious choice. Yet, LMF has only been used in few integration efforts which were restricted to a specific domain or covered only a small range of LSR types (Quochi et al., 2008; Attia et al., 2010; Hayashi, 2011).

Since LMF defines an abstract meta-model of LSRs, applying LMF requires some effort to develop an LMF lexicon model, an instantiation of LMF for uniformly representing a wide range of LSRs and sense alignments between them. Our lexicon model covers two types of LSRs: ECRs and CCRs. Standardizing these two divergent types of LSRs with a single lexicon model implies that two requirements are met:

(i) **Comprehensiveness**: The model should be able to represent all the lexical information present in the ECRs, because it has been compiled by linguistic experts. This requirement leads to a fully descriptive representation of LSRs, allowing for the integration of incomplete and possibly contradictory lexical information (e.g., from CCRs).

(ii) **Extensibility**: The model should be extensible by further information types, because CCRs are subject to ongoing mining.

One of the main challenges of our work is to flesh out a single lexicon model that is standard-compliant, yet able to express the large variety of information types contained in a large selection of very heterogeneous LSRs.

The contributions of this paper are twofold:

(1) **UBY-LMF**: an LMF-based lexicon model for large-scale, heterogeneous multilingual ECRs and CCRs to be used in NLP. We model the lexical information down to a fine-grained level of information types (e.g., linking of syntactic and semantic arguments) and offer an LMF-compliant representation of sense alignments between LSRs.

(2) **Evaluating UBY-LMF**: by using it for the standardization of nine resources in two languages: English WordNet (WN, Fellbaum (1998)), Wiktionary (WKT-en)\(^1\), Wikipedia (WP-en)\(^2\), multilingual OmegaWiki (OW-en and
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\(^1\)http://www.wiktionary.org/

\(^2\)http://www.wikipedia.org/
of LSRs where a lexical entry (which models the traditional headword-based organization consisting of UML classes connected by relationships) that are modeling Language (UML) by providing UML diagrams (con- LMF defines a meta-model of LSRs in the Unified Mod- discusses previous work on using LMF.

This section gives an overview of the LMF standard and in U, an immediate result of the standardized format.

2. Background

This section gives an overview of the LMF standard and discusses previous work on using LMF.

2.1. LMF

LMF defines a meta-model of LSRs in the Unified Mod- ing Language (UML) by providing UML diagrams (consisting of UML classes connected by relationships) that are organized in packages. Any specific LMF lexicon model, i.e., any instantiation of LMF, has to use the core package which models the traditional headword-based organization of LSRs where a lexical entry (LexicalEntry class) is conceived of as a pairing of meaning (Sense class) and form (Lemma class). Depending on the particular type of LSR to be standardized, LMF offers a number of extension packages, such as the Syntax extension for subcategorization lexicons or the Semantics extension for wordnets. The development of an LMF lexicon model involves two steps: first, establishing the structure of the lexicon model and second, specifying the linguistic vocabulary used in the lexicon model.

Structural Interoperability. The structure of a lexicon model is established by selecting a combination of suitable LMF classes. This step contributes to structural interoperability of lexicons represented according to the model, as it fixes the high-level organization of lexical knowledge in an LSR, e.g., whether synonymy is encoded by grouping senses into synsets (using the Synset class) or by specifying sense relations (using the SenseRelation class).

Semantic Interoperability. The linguistic vocabulary of a lexicon model is specified by defining attributes for the LMF classes and, where possible, also their values. For instance, the LexicalEntry class could be enriched by an attribute PartOfSpeech (POS) with values such as noun, verb, adjective. According to the standard, attributes and values can freely be defined, but they have to refer to so-called Data Categories (DCs) from ISOCat 4, the implementation of the ISO 12620 Data Category Registry (DCR), see Broeder et al. (2010). This step contributes to semantic interoperability with respect to the meaning of the linguistic vocabulary, because linguistic terms used in an LSR are linked to their meaning defined externally within a DCR. Accordingly, any two LSRs that share the same set of DCs are semantically interoperable (Ide and Pustejovsky, 2010).

LMF – a meta model. It has been argued before that LMF provides an abstract model of lexical resources that is not immediately usable for encoding a specific LSR (Tokunaga et al., 2009). Instead, LMF has to be developed into a full-fledged lexicon model by defining suitable attributes for the classes given in LMF. Thus, any two instantiations of LMF are likely to be different, e.g., employing different classes from the LMF extensions or different attributes. This calls for the development of a single, but comprehensive LMF model which is able to accommodate information from various types of LSRs. We have taken up the challenge to build such a model, which we call Uby-LMF.

2.2. Previous Work

Previous work on putting the abstract LMF standard into action yielded a number of different instantiations of the LMF meta-model.

Wordnets. Much previous work on LMF focused on developing LMF models for the standardization of wordnets. Soria et al. (2009) introduced Wordnet-LMF, a lexicon model for standardizing wordnets in various diverse languages, including Asian languages (e.g., Lee et al. (2009)). Later on, specific adaptations of WordNet-LMF to German (Henrich and Hinrichs, 2010) and to the Italian wordnet (Toral et al., 2010) have been presented. None of these wordnet-centered instantiations of LMF are able to represent fine-grained lexical-syntactic information types, e.g., related to argument structure, such as the linking of syntactic arguments and semantic arguments.

Machine Readable Dictionaries. Apart from wordnets, specific LMF models were developed for standardizing monolingual machine-readable dictionaries (MRDs) (Khemchom et al., 2009) and bilingual MRDs (Maks et al., 2008; Savas et al., 2010). MRDs often suffer from an insufficiently formalized representation structure that prevents their immediate use in NLP applications. Hence, lexicon models of such MRDs are of limited value for NLP purposes.

Combined LSRs. The potential of LMF as a tool to support the combination of LSRs has only been exploited in few integration projects with limited scope. Quochi et al. (2008) describe an LMF model for the BioLexicon, a domain-specific lexicon integrating information from different biomedical sources as well as lexical data extracted from texts or domain ontologies. While the BioLexicon LMF model offers a fine-grained representation of morphological, syntactic and lexical-semantic information types, it is restricted to the biomedical domain.

Hayashi (2011) discusses some requirements for an LMF model to be used for integrating several wordnets and two bilingual dictionaries, but he does not go into detail about the actual implementation. Also related to this line of research is work in lexical acquisition, e.g., Attia et al. (2010) who report on the envisaged use of LMF for representing an LSR of Modern Standard Arabic (Attia et al., 2010) that has automatically been extracted from corpora and Arabic Wikipedia.

Linking LSRs and ontologies. A different line of research has been pursued by Buitelaar et al. (2009) and McCrae et al. (2011) who describe full-fledged LMF-based lexicon models, LEXINFO and LEMON, for representing lexical information relative to ontologies. These lexicon models focus on representing linguistic knowledge

\footnote{http://www.omegawiki.org/}
\footnote{http://www.isocat.org}
of lexemes, while the meaning of lexemes is defined externally in an ontology. LEXINFO, in particular, models fine-grained morphosyntactic information and subcategorization frames. As neither of the two models has been applied at a large scale for standardizing several different LSR types, their integration capability with respect to a wide range of information types remains unclear.

Summary. To summarize, previous work on LMF was constrained along several dimensions: First, only a few types of LSRs have been considered and second, more comprehensive lexicon models have not been populated on a large scale. We build upon previous work, but extend it significantly: UBY-LMF goes beyond modeling a single type of LSR and covers a large number of both ECRs and CCRs with very heterogeneous content. At the same time, UBY-LMF features fine-grained modeling of lexical information types, ranging from morphology and lexical semantics to lexical syntax and the mapping between syntactic and semantic arguments. Moreover, UBY-LMF enables a standard-compliant representation of sense alignments between LSRs. In contrast to previous work, we perform an evaluation of UBY-LMF by automatically populating it with nine large-scale LSRs.

3. UBY-LMF

This section introduces our lexicon model, UBY-LMF.

3.1. Scope and Architecture

Types of ECRs and CCRs. We designed UBY-LMF to cover a range of different LSR types that play an important role in NLP applications. The ECR types considered specify lexical information at the sense level and include wordnet-type LSRs, LSRs based on frame semantics and subcategorization lexicons such as VN. These ECR types are differently organized and provide largely complementary information, e.g., (Baker and Fellbaum, 2009). While wordnets primarily contain information on lexical-syntactic relations, such as synonymy, LSRs modeled according to frame semantics focus on predicate-like lexemes that evoke prototypical situations (Semantic Frames) involving semantic roles (Frame Elements). Subcategorization lexicons, on the other hand, may be organized in alternation classes, e.g., VN.

Likewise, we consider prototypical exemplars of different types of CCRs that have turned out to be particularly useful for NLP, i.e., WP, WKT and OW. WP primarily provides paradigmatic information on nouns and is organized in articles. WKT is in many ways similar to traditional dictionaries, i.e., it enumerates senses under a given headword on an entry page. OW is a multilingual resource covering multiple languages. In contrast to WKT and WP, there are no separate editions for each language. Instead, OW is based on multilingual synsets, i.e., language-independent concepts to which lexicalizations of the concepts are attached (Matuschek and Gurevych, 2011).

Architecture. The architecture of UBY-LMF is defined by the top level classes of the mandatory core package: a LexicalResource instance consisting of one to many Lexicon instances. Each LSR is modeled as a separate Lexicon instance. This yields interoperable LSRs due to the uniform Lexicon specification, and moreover, offers full transparency regarding the source of each information type. Note further that LMF requires each Lexicon instance to belong to exactly one language, a requirement that reflects the diversity of different languages at the morphosyntactic and lexical-syntactic level. Therefore, multilingual LSRs such as OW have to be split in separate Lexicon instances for each language.

3.2. Classes and Attributes

We use the Lexicon class and most of the classes from the LMF extension packages as a basis for a uniform lexicon model, see Figure 1. In LMF, the actual lexical information present in an LSR is modeled by means of class attributes and their values. In order to cover the various information types provided by different LSR types, we enriched the classes by a large number of attributes and values. There are many ways to define these attributes and attach them to classes. Our approach to do this was mainly driven by the requirement of extensibility described above. Figure 1 shows all attributes used in our model. We will briefly comment on some selected classes and attributes.

Core Package and MRD Extension. For open word classes, the values of the LexicalEntry attribute partOfSpeech encode a small hierarchy of POS by employing a common prefix notation that allows for convenient querying of lemmas filtered by POS, e.g., noun, nounCommon, nounProper.

UBY-LMF employs fine-grained attributes that specify various types of sense definitions, sense examples and various kinds of lexicographic notes that are encoded in the LMF Statement class (e.g., usage notes, encyclopedic information, external references). For sense examples which can be attributed to a specific source, i.e., a citation or evidence from a particular corpus, UBY-LMF offers the Context class from the MRD extension.

Morphology Extension. The Component class provides attributes for a detailed modeling of multword expressions (MWEs) as present, e.g., in FN. This includes information on the head of an MWE (isHead) and on the possibility to break an MWE before the multword component considered in order to insert additional constituents. For instance, the MWE take on consists of two components: take and on.

The component on has the value true for breakBefore, e.g., to take the job on.

We introduced an attribute targetSense in the RelatedForm class in order to link morphological relations to a sense target, because morphologically related forms might be specified at the sense level, e.g., in WN. For instance, the verb buy (purchase) is derivationally related to the noun buy, while on the other hand buy (accept as true, e.g., I can’t buy this story) is not derivationally related to the noun buy. Discarding such a sense-level specification would lead to information loss in some cases, which would not be in agreement with our requirement of comprehensiveness.
Syntax Extension. Subcategorization frames are encoded in a compositional way by specifying syntactic arguments. The SyntacticArgument class has a large number of modular attributes. As subcategorization is highly language-specific, some of these attributes have language-specific values, e.g., case. A detailed description of how subcategorization frames are represented in UBY-LMF can be found in (Eckle-Kohler and Gurevych, 2012).

Semantics Extension. UBY-LMF makes use of the MonolingualExternalRef class, a subclass of Sense, to store sense IDs from the original LSRs. Access to original sense IDs is crucial for converting existing sense alignments between LSRs to UBY-LMF (section 4.2.). The semanticRole attribute of SemanticArgument has a string value, as there is no standard set of semantic roles yet. We also encountered a lack of standard DCs for sense relations when taking both ECRs and CCRs into account. In particular, the CCRs provide a wide range of sense relation types which could not be mapped onto a standardized set of DCs without information loss. For instance, OW encodes sense relations such as located in, partners with, is an allotrope of, to name only a few. Thus, insufficient standardization of semantic roles and sense relations prevents our model from achieving full semantic interoperability at the lexical-semantic level. Of course, we will adopt results of ongoing and future standardization efforts in the lexical-semantic domain as they become available.

Multilingual Extension. UBY-LMF introduces a novel interpretation of the SenseAxis class from the LMF Multilingual Extension (Francopoulo et al., 2009). SenseAxis is used for the representation of sense alignments between LSRs. While this fully complies with LMF for cross-lingual alignments, it corresponds to a transferred use of SenseAxis for monolingual sense alignments.

Data Categories. The attributes and values defined in UBY-LMF refer to 175 ISOcat DCs.\footnote{The corresponding DCs can be found on the Uby website http://www.ukp.tu-darmstadt.de/data/uby and in ISOCat, see} We had to create
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**Figure 1:** Classes and attributes in UBY-LMF (new classes and relationships are highlighted in red, green and blue).
38 new DCs in ISOCat, as particular definitions were missing. Thematic domains in ISOCat where we filled some gaps include lexical syntax (related to subcategorization), derivational morphology, and frame semantic information.

3.3. Extensions of ISO-LMF

The task of building a homogeneous lexicon model for heterogeneous LSR types and our requirement of extensibility encompassed a few extensions of LMF. We added three new classes and three new relationships between existing classes. These extensions are described below.

**New Classes.** First, we introduced a new `SemanticLabel` class, which is an optional subclass of `Sense`, `SemanticPredicate`, and `SemanticArgument`, to cope with a large variety of lexical-semantic labels for many different dimensions of semantic classification. Examples of such dimensions include ontological types (e.g., selectional preferences), domains, styles and registers, or sentiment (available, e.g., in FN). The `SemanticLabel` class has three attributes, encoding the name of the label, its type (e.g., ontological, register, sentiment), and a numeric quantification (e.g., sentiment strength). In this way, further dimensions of semantic classification can easily be represented in UBY-LMF.

Second, we attached the subclass `Frequency` to most of the classes in UBY-LMF, in order to encode frequency information which is of particular importance when using the resource in machine learning applications. The `Frequency` class has three attributes to encode the frequency, the corpus and the extraction tool used.\(^6\)

Finally, we employed a class `SubcatFrameSetElement` as a subclass of `SubcategorizationFrameSet` for linking subcategorization frames belonging to a particular alternation set. This class replaces the attribute `SubcatFrameSet` suggested in the standard which has a set as value domain.\(^7\) We found a class more appropriate than an attribute, because the cardinality of such an alternation set is not a priori given.

**New Relationships.** We added two new relationships between LMF classes to account for information types provided by FN: first, a link between `SemanticArgument` and `Definition`, in order to represent definitions of semantic arguments (Frame Elements in FN). Second, a relationship between the `Context` class and the `MonolingualExternalRef` class, to represent links to annotated corpus sentences.

Modeling WKT required adding another relationship between existing LMF classes. WKT contains a special kind of ambiguity in the semantic relations and translation links listed for senses: The targets of both relations and translation links are ambiguous, as they refer to lemmas (word forms), rather than to senses. These ambiguous relation targets could not directly be represented in LMF, as sense and translation relations are defined between senses. To resolve this, we linked `SenseRelation` and `FormRepresentation`, in order to encode the ambiguous WKT relation target as a word form. The disambiguation of these sense relation targets is left to future work.

4. Evaluating UBY-LMF

The actual population of the lexicon model on a large-scale can be considered as an evaluation of our model regarding its capability to represent a wide range of information types from different LSR types. We automatically populated our model by converting the nine LSRs listed in section 1 (UBY-Lexicons hereafter) and sense alignments between them to a UBY-LMF-compliant format, yielding a large LSR called UBY, see http://www.ukp.tu-darmstadt.de/data/uby.

4.1. Converting UBY-Lexicons

The current representation of UBY-LMF is XML-based, that is, UBY-LMF is specified by a DTD. To convert the source LSRs to UBY-LMF, we developed Java-based conversion tools.\(^8\) These tools extract information from the LSRs using their native APIs and convert it into Java objects, which are then imported into an SQL database or converted to XML. The corresponding Java Object Model directly mirrors the UBY-LMF model.

The conversion tools are based on manually defined mappings of the linguistic units and terms used in the UBY-Lexicons. Consider as an example the `Sense` class, which together with the `Lemma` class forms a `LexicalEntry`. The following units have been mapped to `Sense` instances: for WN and GN, pairs of lemma and synset, for FN, groups of lemma, POS and FN frame, for VN, groups of lemma, VN frame and semantic predicate, for WP, article pages for a lemma, for WKT, senses listed under an entry page, and for OW, pairs of lemma and multilingual synset.

To extract information from the CCRs, we used JWPL and JWKTL for WP and WKT (Zesch et al., 2008) and implemented an API to OW which has not been made publicly available yet. The mapping of these CCRs to UBY-LMF reflects the current functionality of these APIs and covers the following information types: for OW, all information is covered, for WP, the title and first paragraph, disambiguation pages, redirects and categories are mapped, and for WKT, POS, pronounciations, sense definitions, sense examples, sense relations, translations and a large variety of semantic labels are mapped.

In order to prove the correctness of the automatic conversion, we have compared the original resource statistics of classes and information types in the source LSRs to the corresponding classes in their LMF-compliant counterparts. For instance, the number of lexical relations in WN has been compared to the number of `SenseRelations` in the UBY WN lexicon.\(^9\)

4.2. Converting Sense Alignments

For the conversion of existing sense alignments, the original sense IDs in the `MonolingualExternalRef` instances

\(^6\)This extension of the standard has already been made in WordNet-LMF.

\(^7\)This attribute is used in the DTD example given in the Annex F of the ISO-LMF specification.

\(^8\)All conversion tools are publicly available as open source.

\(^9\)Detailed analysis results can be found on the Uby website http://www.ukp.tu-darmstadt.de/data/uby.
are used to identify corresponding senses in the LMF format and in the alignment data, which is typically given as sets of aligned sense IDs. These sense alignments are mapped to UBY-LMF by creating instances of SenseAxis for pairs of aligned senses.

We converted the following expert-quality sense alignments to UBY-LMF: VN–FN and VN–WN (Palmer, 2009), as well as the community-constructed sense alignments present in OW (alignments of OW entries and corresponding WP pages) and WP (inter-language links between articles in WP-en and WP-de). In addition, we converted automatically created sense alignments: WN–WP-en (Niemann and Gurevych, 2011), WN–WKT-en (Meyer and Gurevych, 2011), and WN–OW-de (Gurevych et al., 2012). We plan to use the alignment framework described by Gurevych et al. (2012) to establish further alignments between the resources in UBY.

4.3. Summary

UBY currently contains more than 4.2 million lexical entries, 4.6 million senses, 5.3 million relations between senses and more than 700,000 alignments between senses. There are more than 860,000 unique German and 3.08 million unique English lemma-POS combinations. Based on the Hibernate framework, we implemented a Java API (the UBY-API) that provides easy to use access functions to some of the major LMF instances, e.g., LexicalEntry, DefinitionText. The API supports both access of single LSRs (mirroring the behaviour of the legacy APIs) and cross-resource access of all LSRs combined. A tutorial showing the use of the UBY-API can be found under http://www.ukp.tu-darmstadt.de/data/uby.

The actual population of the lexicon model on a large-scale confirms the capability of UBY-LMF to represent a wide range of information types from differently organized LSRs. Hence, this step provides an evaluation of our model on real lexicon data.

5. Discussion and Outlook

The main contribution of this paper is the comprehensive instantiation of LMF – UBY-LMF – which can be used for the standardization of other English and German LSRs. While UBY-LMF particularly covers sense-disambiguated resources for NLP use, also modeling alignments between resources at the sense level, it is equally suitable for NLP lexicons that are organized at the lemma level. Our model might also be applicable to MRDs, since they have much in common with WKT. In the following paragraphs, we discuss in more detail a few important aspects related to a wider use of our model.

Alternative representations. There are many ways to implement an LMF lexicon model (Francopoulo et al., 2007). Currently, UBY-LMF is represented by a DTD. This XML-based representation of our model benefits from good tool support, but it has some drawbacks as a serialization of LMF, e.g., it is not possible to include links to ISOCat in the DTD as part of the schema. Instead, the UBY-LMF DTD specifies links to ISOCat DCs within XML comments. For implementing LMF, there are alternative representation languages which might be more suitable in a particular context, e.g., XML Schema, RDF/OWL or RDF Schema. As part of future work, a representation of UBY-LMF in RDF/OWL along the lines of Ide et al. (2003) could be pursued in order to publish UBY as Open Data and link it to other open linguistic resources (Chiarosco et al., to appear 2012).

Extensibility. UBY-LMF is a scalable lexicon model, because it can be applied to other information types and languages with no or only minor changes:

First, the newly defined classes SemanticLabel and Frequency make our model immediately usable for automatically mined information types, such as corpus frequencies and lexical-semantic knowledge automatically extracted from corpus text.

Second, the extension of UBY-LMF with respect to other languages or information types mainly encompasses changing or adding attribute values, rather than adding new attributes. This is important for NLP systems using UBY, because changing only attribute values does in most cases not affect the API functions, thus keeping working NLP systems based on UBY intact.

Covering further languages requires adding values to attributes in the Syntax part of our model, e.g., to the attribute case of SyntacticArgument. Likewise, UBY-LMF can accommodate future results of standardizing semantic roles and lexical-semantic relations by replacing the currently used string value of attributes by standardized DCs.

Future Work. We plan to extend UBY-LMF to allow for the convenient representation of further information types related to the alignments of LSRs at various levels. First, we will employ a class Meta which can be attached to any LMF class and which encodes information on the generator of the lexical information (e.g., an extraction tool, a human user) and a confidence score. A Meta class has been used before in WordNet-LMF (Soria et al., 2009) for the same purpose.

Second, we will define new Axis classes to encode the linking of LSRs for information types other than sense. For instance, similar to the SenseAxis class which links senses, we will introduce a class SemanticRoleAxis which links semantic role sets from different LSRs. In this way, we will generalize the SenseAxis class even more to account for alignments between LSRs at different levels.

NLP Applications and Beyond. An important outcome of our work is the resource UBY resulting from the large scale population of our lexicon model. We believe that this high-coverage LSR in combination with its Java-based API advances NLP research and applications. Most of all, the UBY-API is a uniform interface between LSRs and NLP applications. As such, it enables NLP applications to easily switch between LSRs, thus opening up the possibility to

---

10 The alignments in the CCRs were entered manually by users and are subject to community control. Nevertheless, they are still less reliable than the expert-quality alignments.

11 Alternatively, the API can be used to export lexical data from the database, using XML as export format.

12 Linking of semantic roles from VN and FN has been part of the SemLink project, see http://verbs.colorado.edu/semlink/.
perform extensive task-based comparisons and evaluations of different LSRs. Another point worth mentioning is the easy cross-resource access to a wide range of information types made possible by the UBY-API. In this context, UBY could be used to support standardization efforts, e.g., in the lexical-semantic domain. For instance, the large number of different semantic label types and sense relation types occurring in UBY can straightforwardly be extracted across all nine UBY-Lexicons and used as a broad basis for a comparative analysis of lexical-semantic information types.

**Further Mining of CCRs.** The presented conversion of CCRs to our model is constrained by (i) structural properties of the resources themselves (e.g., non-disambiguated sense relation targets in WKT) and, (ii), by the capability of their APIs to extract lexical information (e.g., the WKT API JWKTL does not yet provide access to morphosyntactic knowledge in WKT, such as inflectional properties of word forms). We plan to address these points in the future by mining and extracting further lexical knowledge from the CCRs.

6. Conclusion

We presented UBY-LMF, a uniform and comprehensive model for standardizing large-scale heterogeneous LSRs to be used in NLP. UBY-LMF enables structural and semantic interoperability across resources and languages down to a fine-grained level of semantic and syntactic information including sense alignments between resources. We performed an evaluation of our model by converting nine widely used resources in two languages to UBY-LMF yielding the large resource UBY. A Java API offers unified cross-resource access to all LSRs in UBY. The LMF model, the conversion tools, the resource UBY and the API are freely available to the research community. Due to the comprehensiveness of UBY-LMF and the availability of an API, we believe that UBY-LMF will boost standardization and evaluation of lexical resources at a large scale.
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