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Abstract
This paper argues that intelligence can be approximated by the ability to produce accurate predictions. It is further argued that general intelligence can be approximated by context dependent predictive abilities combined with the ability to use working memory to abstract away contextual information. The flexibility associated with general intelligence can be understood as the ability to use selective attention to focus on specific aspects of sensory impressions to identify patterns, which can then be used to predict events in novel situations and environments. The argumentation synthesizes Godfrey-Smith’s environmental complexity theory, adding the notion of niche broadness as well as changes concerning the view of cognition and control, and Hohwy’s predictive mind theory, making explicit the significance of accuracy as a composite of trueness and precision where the nervous system acts as a distributed controller motivating actions that keep the body in homeostasis.
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1 Introduction

Although ‘intelligence’ is a widely used concept in everyday language, researchers have struggled to unite around a common definition. One obvious reason might be that intelligence often is interpreted as a broad concept which includes a number of different abilities that are realized by a variety of neural mechanisms. In this paper we aim to examine a specific interpretation of intelligence, focusing more broadly on animals than humans specifically. This implies foregoing treatment of notions associated primarily with human intelligence research, such as IQ tests and Spearman’s $g$ factor (Spearman 1904, 1928).
In order to get an overview of the plethora of definitions of ‘intelligence’ that exist, Legg and Hutter (2007a; see also Legg and Hutter 2007b; Yousefian et al. 2016) review 70 definitions and conceive that they, plausibly, can be placed in three main categories: collective (encyclopedic) definitions; psychologist definitions; and artificial intelligence (AI) researcher definitions. From this material, Legg and Hutter distill three commonly held features where intelligence: “Is a property that an individual agent has as it interacts with its environment or environments; Is related to the agent’s ability to succeed or profit with respect to some goal or objective; Depends on how able the agent is to adapt to different objectives and environments” (Legg and Hutter 2007a, p. 9, bullet list in original). They proceed to synthesize their findings into a definition: “Intelligence measures an agent’s ability to achieve goals in a wide range of environments” (Legg and Hutter 2007a, p. 9).

We consider Legg and Hutter’s (2007a) review and discussion to be very illuminating. Nevertheless, we find it – as well as most discussions of intelligence – lacking an explanation regarding just how biological systems actually achieve their goals (in a wide range of environments). Hence, in this work, we hope to elucidate the natural phenomenon of intelligence, i.e. the cognitive processes underlying goal-achievements.

First steps in this direction can be found in investigations of intelligence as predictive ability where “the core of intelligence is the ability to anticipate and predict variation and novelty and to devise strategies to cope with this novelty” (Geary 2009, p. 22). We will in this article investigate intelligence, and general intelligence, by defending two theses:

1) The natural phenomenon intelligence can be approximated as accurate prediction.
2) The natural phenomenon general intelligence can be approximated as the ability to abstract away context information, identify patterns, and transfer accurate predictions across contexts, as well as the ability to perform mental transformation and comparison.

We believe that this is a fruitful focus since organisms,’ including humans,’ ability to distinguish between patterns in its environment that are unstable, short-term stable, or long-term stable will have an effect on its ability to predict an uncertain future, in turn affecting its survival (see e.g. Plotkin 1993; Cellucci 2017). Intelligence offers a way for an organism to do this. Above we make a distinction between intelligence and general intelligence.¹ This distinction may be made more concrete by considering e.g. differences in problem-solving and reversal learning ability in urban and rural finches, as reported by Audet et al. (2016). Reversal learning is the ability to inhibit and update a previously learned rule to accommodate changes in a task’s reward structure (Lissek et al. 2002). They found that urban-dwelling birds were better at both problem-solving and reversal learning than were country-dwelling birds. This is interesting since what characterizes an urban environment compared to a rural one is typically its disturbance

¹ We recognize that ‘intelligence’ and ‘general intelligence’ can be a somewhat confusing use of terminology. Particularly since we intend ‘intelligence’ to be a broader term than ‘general intelligence.’ It would perhaps be less confusing if we had used ‘context general intelligence’ and ‘context specific intelligence’ vs the more abstract ‘intelligence.’ The reason for the current choice is however that both ‘intelligence’ and ‘general intelligence’ are typically more widely used terms, and hence attempting to elucidate their semantic differences and commonality appeared to us more fruitful.
levels by traffic, human pedestrians, and industrial noise, as well as its variance over time (Lowry et al. 2013). To prosper in such an environment, species hence have to display cognitive flexibility. Contexts may change rapidly, e.g. when buildings are replaced or areas refurbished, but food-gathering skills can be adapted. In the countryside, environments tend to be more stable. Country-dwelling birds are also able to successfully predict their environment, and hence display intelligence. But the predictive skills displayed by urban-dwelling species are less context specific, or more general, than those of their country-dwelling cousins. Hence, we use the term ‘intelligence’ to be a more abstract term, covering accurate prediction as such, be it context-specific, or context general. In other words, both finch types exhibit intelligence (accurate prediction), although urban-dwelling birds exhibit more generalized intelligence (an ability to accurately predict, spanning a broader variety of contexts).

2 Background

Related to the ability of an organism to perform accurate predictions is the concept of ‘prediction error’ minimization (Hohwy 2013) which we will discuss further below. In the context presented here, prediction error minimization can be thought of as the principle underlying the learning mechanism of an organism. In Hohwy’s (2013, p. 1) words, the brain can then be seen as “a sophisticated hypothesis-testing mechanism, which is constantly involved in minimizing the error of its predictions of the sensory input it receives from the world.” Given our theses, this means that intelligence is at the very center of both how we perceive and act. On evolutionary time scales, the environment will then pressure the information processing capabilities of an organism to take on sufficient structure and complexity to track and predict patterns pertinent to survival and reproduction.

This might be reformulated into the maxim that to stay alive, organisms need to maintain homeostasis. While the external world imposes numerous signals on our senses, only some of these signals are of use and translatable into action in the service of regulation (Bruineberg et al. 2018). Prior beliefs are (mostly unconsciously and through multiple hierarchical levels) used to make top-down predictions that then get tuned by the world’s bottom-up feedback reaching the system as error signals. Such tuning is possible to accomplish by way of error minimization in two ways; as a change of the internal model or by changing the world (through action):

Perceptual inference is a matter of hierarchical prediction error minimization. Top-down predictions are compared to the actual sensory signal, or with the inference of the level below, and the difference, the prediction error, is used as a feedback signal for the internal models generating the predictions. (Hohwy 2013, p. 59)

The way the brain accomplishes these feats have both faster and slower elements:

Prediction error driven supervision by the world can happen via representations of quickly changing states of the world and via representations of more slowly changing parameters of the world. The former is thought to occur in the brain’s
According to Godfrey-Smith, cognition has the main function of enabling a system to deal with the complexity of the environment (Godfrey-Smith 1996, 2017a, b). Interestingly this also means that there is a vast cognitive complexity in regard to how different animals’ cognitive faculties have evolved, highlighting how there is a varying ability to use reflective cognitive abilities to circumvent reflexive behavioral responses. He elaborates on this point by claiming that dealing with the environment is done by the notion of organisms controlling their actions in response to their environment, and further that the point of cognition is to supply a means for exercising this control (Godfrey-Smith 2002). Cognition is seen as a form of information processing.

To make ‘information’ more specific Godfrey-Smith draws on Dretske (1981) and his understanding of information as a resource. Organisms can then use this resource for making their way around their niche, and going about their business. However, it may be unclear in precisely which way information can be regarded as a resource. The environment may present various stimuli to the organism in the form of light, vibrations in air, or shifting concentrations of molecules. If the organism has sensors that can accommodate these stimuli in the form of light sensitive proteins, or structures that are sensitive to mechanical vibration, and transform them into action potentials in the case of organisms with nervous systems, or intracellular molecular cascades in the case of bacteria, then these stimuli can be used to change behaviour in a way that keeps the organism in homeostasis. In this sense, the stimuli, or information that the organism can extract from its environment is a kind of resource, albeit one that is not necessarily spent, like energy is spent. Rather, this can be framed as the, novelty, or surprise of the environment, being consumed by the organism (see e.g. Friston 2009). The difference between what the organism predicts and what the environment serves up is thus being reduced in the process of prediction error minimization (Hohwy 2013). As an example, consider the case of bacterial chemotaxis (see e.g. Falke et al. 1997). To a bacterium in the search for nutrients, the environment is filled with varying concentrations of different kinds of molecules. Some of these molecules are nutrients, and bacteria have evolved to move towards higher concentrations of them. This means that the bacterial niche can be seen as a gradient field, where the gradient is the spatially varying concentration of chemicals. However, the bacterium may be in a place where no gradient can be found, and nutrient concentrations are random. Connecting back to the notion of information as a resource, in a place of random concentrations, informational content is low. The environment, in other words, does not give the bacterium any clue as to in which direction to move to maintain its homeostasis. Bacteria get out of such places by ‘tumbling,’ or initiating random movement (Falke et al. 1997). When a nutritional gradient (i.e. information about where to go) is found, the bacterium stops tumbling and instead smoothly moves in the direction of increasing nutrient concentration (Falke et al. 1997). In this way, the bacterium can be viewed as ‘consuming’ the informational resource of its environment in the service of finding nutrients and maintaining homeostasis.

Godfrey-Smith finally specifies complexity as ‘heterogeneity.’ This might be interpreted in more mathematical terms as (statistical) variance. Now, intelligence, in
most creatures, is reasonably seen as being present in a matter of degree; in other words, intelligence ought to be seen as a gradual, rather than an all-or-nothing, affair (see e.g. Godfrey-Smith 2017b; see also Klein and Barron 2016). In order to predict its environment, an organism thus has a limited amount of information from its sensors, but also limited information processing capacity to exploit the information it does get. To allow prediction further ahead in time generally requires higher memory capacity, since predictions often are a form of remembering, or matching a currently experienced sensory sequence to one experienced in the past. To allow more broad matching requires that memory becomes less specific, or more abstract. It may also require that the organism can direct attention to different sensory streams and match those. That is, matching may be partial across the sensorium. For example, the sound of something approaching may spell bad news for a grazing animal even if there is no smell of predators in the air, and no predator is seen.

We will mainly use the term ‘accuracy’ in relation to intelligence in this work. In accordance with Menditto et al. (2007), this term will be taken to mean a composite of ‘trueness’ and ‘precision,’ where the former refers to how close an average observation is to an accepted reference value, and the latter refers to how close repeated independent measures are to each other. In the context of cognitive systems making predictions, we interpret these terms to mean in the case of trueness the correctness of categorization, and in the case of precision the level of correct detail, or the narrowness of a statistical distribution. For example, a predator might predict the appearance of prey animals by a watering hole on a given time of day. The prediction might be true in the sense that prey does appear, in contrast with non-prey. It might also be precise, in that a particular species of prey appears (e.g. an antelope vs. a zebra), and at the particular predicted time of day (e.g. in the morning vs. the afternoon).

3 Accurate Prediction

We will support our first thesis (The natural phenomenon intelligence can be approximated as accurate prediction) by two main arguments: the first considers adaptive processes in nature; the second considers the necessity of organisms to negotiate obstacles and solve problems.

3.1 Argument 1.1: Adaptation

In this argument we aim to show that organisms must predict, and the accuracy of predictions affects organisms’ ability to survive and procreate.

The totality of biological processes, along with rocks, soil, water, and the atmosphere, make up the earth’s biosphere. The biosphere is made up of a myriad of individual organisms, both plants and animals, and microorganisms, all interacting with each other. From the perspective of an individual organism, its environment is a “landscape of affordance” (Bruineberg and Rietveld 2014), which can be called an econiche (Bruineberg and Rietveld 2014). This implies that an organism’s econiche affords ways of interaction, dependent on that organism’s body and information processing system. Interaction implies also that
organism and econiche affect each other. For example, animals can affect the course of a river by means of eating from trees at the river side; the river will affect rocks and soil of the landscape by means of erosion, but will also affect the behaviour of animals who drink from it, and their walking trails. Through natural selection organisms adapt within their ecological niche over generational time, where the selection process, by acting on the genetic code of the organisms, shapes both somatic and mental processes of the organisms in question (Geary 2005).

The econiche contains a wealth of information that can be described as gradient fields. A gradient field is a field with changing values, akin to landscape with hills and valleys (McMullin 2002). For example, the photons of different wavelengths that bounce around, can be described as an electromagnetic field, while the magnetic photons generated by the earth’s spinning metal core can be described as a magnetic field. Even the mass of the earth’s crust can be described as a field. For brevity, we will forthwith use the term ‘field’ as a metaphor for the densities of photons, heat, or mass that can be interpreted and used by an organism. The point here is that this information is available for an organism to exploit, and take advantage of to improve its chances of survival. However, the sense in which we use the word ‘information’ needs to be made more specific here. We assume that an organism is coupled to its environment through a finite number of sensors, each of which has a finite number of stable states it can be in. Hence we use Shannon’s (1948) notion of information here, and its complement Shannon ‘entropy’ for a measure of the uncertainty faced by an organism.

For an organism to take advantage of a niche’s information it must possess sensory apparati suitable for converting the varying field gradients into a form amenable for internal processing. Through natural selection, organisms adapt to sense the fields that are of use to them by expressing proteins that can act as transducers (Cohen et al. 1995). Examples include the proteins that make up photon receptors for light, proteins that change when exposed to pressure, and proteins that change with vibrational frequency.

One defining property of organisms is that they are bounded; although they are part of their niche, they are also somehow distinct from it. They have an outside, and an inside as it were, and the biological processes that go on inside the organism must be maintained. This process of continuous maintenance, of keeping the internal temperature at the necessary value, of keeping an adequate supply of energy and nutrients, is called homeostasis (Mason et al. 2017, pp. 864–887). Survival implies maintaining homeostasis. This has several implications for how the organism processes information from its environment. We will look at three such implications.

Given that an organism has evolved the ability to express proteins that can track changes in some gradient fields that surround it, the signals produced by those proteins must somehow be connected to the organism’s motor system. In this discussion, we take the meaning of sensations to be understood as the kind of behaviour it elicits (Atlan and Cohen 1998; Powell and Still 1979). This is motivated by the findings that associate percepts with behaviour through perception-motor loops in organisms’ central nervous systems. This can be compared to the notion of meaningful features in an environment as those that are perceived as affordances, where affordances can be thought of as “opportunities for action” such that the sensations that are meaningful
are precisely those that convey affordances. Hence, organisms tend to evolve reflexive connections between sensory signals and motor behaviour. Certain signals, or combinations of signals will automatically trigger particular motor sequences. Coarsely, such motor patterns can be classified as approach or avoidance behaviour. A shark smelling blood in the water will change its course and swim along the concentration gradient of the blood, towards its source; an antelope smelling a lion on the wind will run along the concentration gradient of lion odor chemicals, but away from its source.

To be able to act on signals from the environment implies that organisms have evolved some form of discrimination, or comparison mechanisms. There are an infinite number of patterns available in an organisms’ environment, but it will only approach or avoid a certain subset of them. Although the shark has evolved a keen appreciation of blood in the water, it is likely less interested in chemicals that signal rotting seaweed. Similarly for the antelope; it can recognize the smell of lions, but will likely be indifferent to the smell of fresh fish. Sensory signals are constantly filtered and compared to innate and learned patterns in the process of motivating behaviour. But organisms primarily recognize patterns that signal threat, food, or mates.

Complementary to the ability to sense and perceive patterns relating to survival and procreation is a behavioural repertoire that can take advantage of those patterns. The shark must be able to swim towards, and intercept prey. It must also be able to eat the prey once it gets to it. To survive, an organism must be able to evade threats; it must have evasive behaviour. The antelope can run very fast. It is also agile, and can change direction rapidly. Its behaviour in escape is not easily predicted. This is an important point for our thesis, and we will return to predator-prey interactions below.

So far, we have established that organisms live in a world of physical gradient fields, and have evolved sensory apparati to track those fields, but also behaviour to take advantage of them. Next, we will explore what the above implies for intelligence, and how rates of change play a part.

Although an organism’s sensors may track the physical fields in its environment, those sensors still have a frequency range over which they function best. Outside of this range, both slower and quicker, the sensor’s accuracy will attenuate. Sensing alone is not adequate for survival, the organism must also act on the basis of what it perceives. Behavioural activation is associated with a time delay in which signals flow around the organism’s nervous system to settle on which of several possible behaviours to engage in. The motor system then has its own delays which are dependent on the mass of the organism and the amount of power its motor system can generate, and how quickly it can go about such activation. Hence, if an organism’s internal processes, including sensory-, information processing-, and motor processes, have a slower sensory-motor cycle time than the rates of change of its surrounding environment, the organism is forced to resort to prediction to be able to maintain homeostasis. A classic example from cybernetics is the predictor for anti aircraft gunfire (Ashby 1961). The gun cannot aim at where the aircraft is at the time of fire, but at the place where the aircraft is predicted to be when the shell intersects with the aircrafts movement vector. Likewise, a lion must predict as best it can the apparently random jumps of its prey, or it will tire out before securing its meal. In other words, purely reactive processes will in many cases be too slow for an organism to adequately keep itself fed, or evade predation.

Predicting sensory signals implies that organisms can also predict the effect on the world of their own actions. According to Stepp and Turvey (2010), this prediction may
be in the form of model simulation, but may also be the result of the organism being coupled to its environment in the sense of being driven by it. They call the former ‘weak anticipation,’ and the latter ‘strong anticipation,’ where the “strength” is due to oscillator coupling and physical law, rather than learned statistics. The mechanism responsible for the coupling is feedback delay between a driver- and a driven system. Here we are primarily concerned with weak anticipation, since oscillator coupling according to Stepp and Turvey becomes weaker as timescales lengthen. Hence we are concerned with situations that are too noisy, uncertain, or too long term to allow coupling. In such situations, a memory that allows storing sensory sequences may be more important, as well as the ability to somehow play back those sequences at a rate faster than the sensory input. But this playback version may not always exactly match signals from the real world. In other words, predictions have accuracy associated with them. From this follows that the accuracy of an organism’s predictions affects how well it can choose the action that optimally changes the world to its benefit. Regarding behaviour, this may have two implications. The first is that organisms should evolve to store behavioural sequences adequate for changing the environment to the organisms’ benefit. Behaviour can be stored in the genome, either directly as hardwired structures of the organism, or indirectly as signal pathways that are biased such that the behaviour tends to be expressed. An example of the former is bacterial flagella (Barrett 2015, p. 20), while the evolution of aversive responses to likenesses of predator eyes in birds (e.g. De Bona et al. 2015) is an example of the latter. A second implication is that behaviour may be stored in the organism’s nervous system, and that the organism is able to learn adequate behavioural sequences. Behaviour stored in the genome is adequate if the environment is approximately constant during the lifetime of the organism. If the environment is not stable, the organism must be able to learn and change. In this case, the flexibility of a plastic nervous system will tend to be selected for. Requirements for learning rises sharply with organism complexity, such that most multicellular organisms, including plants (Baluška and Mancuso 2018) have some form of system in place for behavioural adaptation.

The above notions can also be related to behaviour as yielding epistemic value through active inference as described by Friston et al. (2015). It is also related to the notion mentioned above, of an econiche as a landscape of affordances (Bruineberg and Rietveld 2014) as well as of resources. Evolutionary processes may tune the sensitivity of an organism’s reward system to the reward for novelty, i.e. epistemic value. If tuned up, the organism will tend to be more motivated to expand its roaming area. If tuned down, the organism will tend to stay in a more limited spatial area and exploit the resources that are available there. Hence the resource abundance of a particular place over time may dynamically affect sensitivity to epistemic value and its complement, risk. These changes may happen in the organism’s lifetime by physiological tuning in the reward system, or over evolutionary time by natural selection and epigenetic processes that turn relevant genes on or off.

Summing up, organisms in environmental niches that have processes that change faster than the organism’s internal processes can adequately track, will tend to evolve nervous systems that can predict those processes. The accuracy of the predictions directly affect probabilities of successful behaviour, and hence survival and procreation rates.
3.2 Argument 1.2: Problem Solving and Obstacle Negotiation

In this section we argue that the process of problem solving, of which negotiating obstacles, can be regarded as a special case, is central to survival and procreation for organisms in non-stable environmental niches. We also argue that accurate prediction is necessary for successful obstacle negotiation.

An ecological niche to which an organism is an integral part, can be described, from that organism’s point of view as patterns of resource availability, and patterns of obstacles to those resources. Here, we consider threats like predators also as obstacles. In an environment with rich resources and few patterns of obstacles, there will be little evolutionary pressure to develop behavioural flexibility beyond direct approach. The environment around hydrothermal vents is an example of such a niche. Here, particularly adapted bacteria convert abundant CO2 and Hydrogen emitted from vents on the ocean floor, into methane (Sleep and Bird 2007). For most multicellular organisms, however, getting resources takes effort, and obstacles abound. Negotiating obstacles becomes central to survival and procreation. Evolution tends to facilitate processes central to survival and procreation by making them intrinsically motivating. Eating when hungry and drinking when thirsty are two examples for such processes. For organisms in shifting niches, the process of negotiation obstacles can thus itself become rewarding (Špinka and Wemelsfelder 2011).

Anything that hinders an organism in approaching rewarding stimuli like food or mates can be considered an obstacle. Likewise, obstacles can also hinder escape from a threat. One salient property of obstacles is that they require effort and energy expenditure to overcome, which, had the obstacle not been there, could be saved. What counts as obstacles are specific to context and individuals. For an antelope with an injured foot, a felled tree can be a difficult obstacle to overcome, whereas a healthy antelope can easily jump over it. In a more artificial setting, a crow attempting to get food by figuring out a mechanism set up by human experimenters, is too facing an obstacle. But since the effort involved is mental rather than physical, such obstacles tend to be called by the more abstract term problems. Refining the concept of obstacles somewhat, we now argue that obstacles can usefully be considered as being on a continuum from adverse to non-adverse. Non-adverse obstacles cannot intentionally hinder or threaten an organism, nor can they make predictions of the organism to hinder it. Examples of non-adverse obstacles are the felled tree mentioned above, features of geography like mountains, or atmospheric phenomena like storms and hurricanes. Adverse obstacles on the other hand are capable of prediction and behavioural flexibility. Most predators are adverse obstacles, but conspecifics like rivaling males in a chimpanzee troop, or crows that hide and move food around to keep other crows from stealing it, are also examples of adverse obstacles. We claim that there is a difference in the mental effort and capacity required to negotiate adverse and non-adverse obstacles. This is due to their difference in complexity, and predictability.

Predictive abilities in organisms are subject to evolutionary pressures, in the same way as are features of the body, like the length of the legs, or the size of the teeth. Prediction can increase the probability of successful negotiation compared to trial and error. From the perspective of energy expenditure it will tend to be more efficient, since engaging the motor
system tends to cost more energy than engaging neural populations (Mink et al. 1981). But properties of a particular ecological niche will determine whether the cost of producing the necessary brain structures are worth it. In an energy dense niche with few complex obstacles, the evolutionary pressures to improve prediction will be less than in a niche where energy is sparse, and must be kept from meddling neighbors. However, and more fundamentally, the energy density of a niche will determine whether an organism can at all develop and sustain the neural structures necessary for sufficient prediction. If obstacle negotiation also requires cooperation, coalition building, and strategizing, the pressure to expand predictive abilities can become very strong, since successful prediction of conspecifics can have outsize rewards. This appears to have been the case with humans (Brüne and Brüne-Cohrs 2006).

In a predator-prey interaction between two organisms, both organisms pose adverse obstacles for each other. The predator will actively pursue, and attempt to stop and kill the prey. The prey on the other hand will actively avoid and try to sabotage the predator’s path to a meal. In this situation, the prey species will be pushed towards evolving behaviour, particularly escape behaviour, that is harder and harder to predict. The predator species, to survive must therefore compensate by either developing strategies where the unpredictable behaviour of the prey is less important, or it must become better at predicting. The former may be a product of the latter, as may be seen in pack hunting situations, such as when lions surround and collectively stalk antelopes, obviating their agility (Stander 1992), or dolphins chase prey into a barrier of conspecifics thus limiting the use of speed and random behaviour as escape tactics (Gazda et al. 2005). Such ratcheting, or arms-race dynamics is common for coupled predator-prey species, and may also include the efficiency of lethal venom in the predator versus the resistance of the prey for that venom (Holding et al. 2016), or development of spikes in plant species versus the toughness of the mouth in herbivores (Hanley et al. 2007). This is often referred to as a ‘Red Queen’ dynamic, after the Lewis Carroll character in Alice in Wonderland, which had to “run just to stay in place.”

Given that obstacles display complexity, and that a continuous scale of complexity exist where the simplest non-adverse obstacles are at one extreme, and the most cunning adverse obstacles are at the other extreme, we propose that accuracy of predictions follow a similar scale. If negotiating an obstacle can be achieved by a wide selection of behaviours from an organism’s behavioural repertoire, the precision of predictions is less important. A felled tree in the path can be jumped over, walked over, or perhaps walked around. As the complexity of obstacles increase, however, finer distinctions must be made, and perhaps only a very few behaviours are adequate for success. To take an example from the human world, a banker might wonder: will the financial deal go through? Only if the right documents have been carefully prepared, and the customer is treated with exactly enough friendliness, respect, and authority.

In this section we have argued that ecological niches differ in the demands they place on prediction, depending on the availability of energy, and the complexity of obstacles that hinder survival and procreation in that niche. Regarding obstacle complexity, we have made a distinction between whether obstacles can be considered intentionally adverse or not. The former place heavier requirements on predictions than the latter. We have also argued that obstacle complexity affects how accurate predictions are required to be to ensure successful negotiation of those obstacles. Higher complexity requires higher accuracy in terms of both correct categorization and precision of that categorization.
So far we have considered context dependent, or specialized intelligence and predictive abilities. We will now turn to our second thesis, that of general intelligence.

4 Abstraction Allows for Transfer between Contexts

Our second thesis stated that: The natural phenomenon general intelligence can be approximated as the ability to abstract away context information and transfer accurate predictions across contexts, and further approximated by the ability to perform mental transformation and comparison.

The first part of this thesis will be supported by the argument that organisms that gather energy from more than a single niche will increase their probability of survival by being able to carry over patterns learned in one niche to a different niche. Since learned patterns are necessarily bound to specific contextual information due to the structure of the nervous system (Smith and Mizumori 2006), freeing patterns from their context requires abstraction (Behrens et al. 2018). The cost of context independence is less precision. But as long as the generalized pattern confers predictive abilities that save energy compared to trial and error, we propose that the development cost of brain structures that do abstraction is paid for, and those structures will therefore be positively selected for.

The second part will be supported by the argument that the ability to mentally try out behaviour and simulate situations without physically carrying them out, confers advantage in terms of energy conservation.

4.1 Argument 2.1: Broad Environmental Niche

Context can be understood as everything in an organism’s complete sensory input, that is not the focus of attention. By default, behaviour is associated with context. This is due to the fundamentally associative nature of nervous systems that support Hebbian learning where coincidentally firing neurons become associated through synapse formation and strengthening (Hebb 1949). From the arguments presented above, it follows also that predictions likewise are associated with particular contexts.

Although the term ‘environmental niche’ is difficult to precisely define, we will borrow from statistics, and take it to mean the distribution of sensory signals that an organism encounters. This is equivalent to Godfrey-Smith’s notion of environmental complexity mentioned above. Niches then exist on a continuum from narrow to broad (or low to high complexity), with narrow niches displaying distributions with less variance than do broad niches. To make this more concrete, let us consider again bacteria living in hydrothermal vents on the ocean floor. The variance across their sensors are much less than the variance across the sensors of a crow living in a human city. The bacteria sense heat in the water, and concentrations of nutrients; both are relatively stable qualities. The crow, on the other hand, can experience very large variance, particular across its optical sensors. Depending on its habits, it can see human dwellings both close up and far away, as well as parks, and perhaps forests outside the city. Hence, the crow’s niche is at the broad end of the scale. As tends to be the case, humans can experience the most variance, living anywhere from the equator to the arctic.
Taking an evolutionary perspective, the niches occupied by species have been growing broader. The earliest organisms were likely similar to the hydrothermal bacteria, while at the present time, many species are forced to broaden their niches due to human behaviour (Luniak 2004; Birnie-Gauvin et al. 2016). We suggest that an important driver for niche broadening is resource depletion. To maintain their energy requirements, organisms may be forced to move. This movement exposes them to different opportunities, but also different obstacles.

There are organisms that occupy broad niches, but have separate life phases associated with different contexts. A butterfly starts life as a caterpillar eating leaves off the tree on which it was born. But it metamorphoses, and changes niche irreversibly. Across its lifespan, the two niches are stable and narrow enough that behaviour and context can be stored genetically, without incurring the costs of a flexible nervous system. In contrast, for organisms that employ the same basic body structure throughout their lives, such flexibility is often required. Given that behaviour and context patterns are stored in a distributed fashion in the nervous system (Manns and Eichenbaum 2006), an implication is that the two may be disassociated.

Disassociating behaviour from context requires abstraction (Munakata et al. 2011; Brass et al. 2005). This means that the brain is structured in a hierarchical way, allowing general patterns to be maintained such that they become independent of a particular context (Behrens et al. 2018; Christoff and Keramatian 2007). Context information may be important for a prediction’s accuracy. Removing this information will necessarily reduce the accuracy of the prediction. In the following we will argue that 1) an abstract, generalized prediction is more accurate than a random guess, and 2) that behaviour elicited from a generalized prediction is more allostatically optimal than is uninformed trial-and-error behaviour. First, research on memory indicates that inaccuracy may be adaptive. Semantic memory as defined by Klein et al. (2002) is inherently inaccurate and has a summary nature. This inaccuracy is adaptive in terms of being generalized and accommodating of (robust to) variations (Klein et al. 2002). Schacter et al. (2007) review evidence that memory is prospective; its function appears to be to support decision-making in the present by allowing simulation and prediction of future states. There are indications that several species, including birds (Bobrowicz et al. 2019; Kabadyi and Osvath 2017) and great apes (Osvath and Osvath 2008; Bobrowicz et al. 2020) can make predictions not only in contextual similar situations, but also based on functional similarities. That is, they can make decontextualized, or generalized predictions (Bobrowicz 2019, p. 102). From this we propose that an abstract, generalized prediction can be more accurate than a random guess.

Second, behaviour both physical and mental carries metabolic cost. In the context of foraging, trial and error can be interpreted as investing metabolic energy (a trial) in order to harvest energy. Trials are risky and can fail (error). Environments differ in terms of the metabolic costs they impose on behaviour, as well as their richness in terms of resources available for foraging (Molles and Sher 2018, p. 175). Now, 3

\[3 \text{’Allostasis’ is defined as the maintenance of homeostasis. By ‘allostatically optimal’ we intend behaviour that rewards maximal energy per energy invested and hence can optimally maintain allostatic processes.} \]

\[4 \text{‘Prospection’ can be thought of as a kind of mental behaviour that consists in experiencing, or simulating the future (Gilbert and Wilson 2007).} \]
organisms tend to optimize the rate of energy harvested from their environments (Stephens and Krebs 1986). One avenue for optimization is using experience, simulation, and prospection to bias foraging behaviour towards targets that have been successful in the past (Schacter et al. 2007), and to utilize prospection to minimize costly (Redish 2016) or risky (Castegnetti et al. 2020) behaviour. A complementary avenue for optimization is the ability to inhibit behaviour that could be dangerous or disadvantageous in the current situation (Kabadayi et al. 2016; van Horik et al. 2019). From this we propose that behaviour elicited from a generalized prediction can be more allostatically optimal than is uninformed trial-and-error behaviour. Given 1) and 2), being able to disassociate and abstract away context from predictions is likely to be evolutionarily advantageous for an organism.

To sum up, in this section we have argued firstly that, organisms can be forced to broaden their niche due to resource depletion, and that such niche broadening also exposes the organism to a broader range of obstacles. Secondly we have argued that as long as context and behaviour are associated, but stored in a distributed fashion across an organism’s nervous system, neural populations that represent contextual information can be abstracted away. This abstraction frees both behaviour and predictions to be used in novel contexts that still have some similarity with the original one, albeit with some accuracy penalty. This abstractive process, we suggest, is the mechanism mediating the generality of general intelligence. Thirdly we have argued that as long as the generalized predictions are accurate enough to allow behaviour to be more cost effective than random trial and error, the ability to abstract and generalize will be advantageous for the organism, and hence will tend to be selected for.

Next, we will look closer at how selective attention becomes important as simulations stretch longer into the future. We will also talk about how manipulating information in working memory can be used for prediction, to simulate manipulation of objects and carrying out actions before carrying them out physically.

### 4.2 Argument 2.2: Working Memory Transformation and Comparison

Flexibility in assigning attention is necessary for effective working memory transformations. There are several ways attention can be used in the context of mental simulation. One is focusing on a particular property to vary it, like size, colour, or location (Olivers et al. 2006). Another is the selection of one particular goal, among many competing ones (Corbetta and Shulman 2002). An organism may at the same time be hungry, thirsty, and bored. But it may not be possible to satisfy all these wants at the same time. Often a particular one will be strong enough to dominate, but at other times one goal must be selected by means of top down attention. The longer ahead an organism can predict and plan, the more necessary attentional selection of intermediate goals becomes, to satisfy longer term goals. Coupled to this ability is complementary upregulation of structures that can inhibit impulse behaviour and enforce self control (Figner et al. 2010). This is necessary to maintain approach behaviour towards a goal for extended periods of time.

Sometimes, it is necessary for an organism to simulate behaviour that involves manipulating objects in the environment, i.e. to engage in a kind of prospection as mentioned above. For problem solving situations which particularly involves moving and rotating objects, working memory appears to confer a set of virtual effectors.
Combined with the ability to remember and prospect, these virtual effectors confer extended problem solving abilities by constructing ad-hoc models of the environment and obstacles within it; these models can be used to coarsely try out behaviour to simulate effects, without physically carrying out the actions. It would hence likely carry evolutionary benefits for an organism to have access to such a mental world (Craik 1943). We suggest that such models likely synthesize patterns learned from experience such that e.g. physical laws like gravity can be included. However, experiments in humans (Sohn et al. 2002; Strauß et al. 2014), but also in animals (Dias et al. 1996, 1997; Birrell and Brown 2000) indicate that inhibitive populations can also be controlled volitionally. Inhibitive mechanisms allow particular aspects of experience to be isolated and reapplied to arbitrary novel objects. In practice this means that an organism with a suitably equipped working memory can learn to e.g. mentally rotate arbitrary objects after having watched a particular object being rotated. Depending on the complexity of the working memory networks, it is likely that arbitrary transformations can be learned in this way. For example, Lara et al. (2009) showed that rhesus monkeys appear to have gustatory working memory, which indicates that transformation can be done on taste representations. Aside from the well studied phenomenon of mental rotation, Resnick and Shipley (2013) observe that geologists learn to do brittle transformations in working memory, while Atit et al. (2013) studied mental twisting transformations.

A central ability when doing mental transformations like those mentioned above, is that of comparison. This allows matching transformations to a target, and simulation towards a specific valued outcome. Typically such outcomes are either the reduction of a homeostatic drive like hunger or thirst, or accomplishing an intermediary goal towards such a drive reduction (Reeve and Lee 2012).

Working memory manipulation can be tied to prediction error minimization in two ways. First as a means of prediction generation, the error of which will be minimized by means of active inference (Pezzulo et al. 2016; Friston et al. 2015). Second, as part of the allostatic process of minimizing interoceptive prediction errors by means of foraging. We propose that working memory transformations here works as a kind of vicarious trial and error (Redish 2016), but for manipulation tasks, figuring out mechanisms, and tool use (e.g. Haidle 2010; Seed and Byrne 2010; Orban and Caruana 2014). This is in contrast to vicarious trial and error in ambulation towards a place. But like in path finding we expect use of working memory for simulation to be limited to situations where physical trial and error is comparatively costly (Potts et al. 2018).

To sum up, we have argued that working memory can be used to assemble ad-hoc models for testing out behaviour and simulating situations, and for comparing simulated outcomes with specific valued outcomes. These abilities can be used to save energy and avoid risky situations, and hence confer evolutionary advantage in niches with adequate energy density. As organisms become able to predict further ahead in time, judicious use of selective attention becomes increasingly necessary. Attention thus allows organisms to control impulses and work towards longer term goals.

5 Implications and Discussion

In this section, we first compare our theory to Godfrey-Smith’s environmental complexity theory, and second to Hohwy’s predictive mind theory. In the third subsection,
we discuss the difference between magnitude and generality of intelligence. Then, in the fourth subsection we discuss implications of our theory with regard to how intelligence is commonly measured. We acknowledge that our theory does not at present cover all aspects of intelligence, and we discuss some of these aspects in the fifth subsection.

5.1 Intelligence as Prediction vs the Environmental Complexity Thesis

Our work builds on Godfrey-Smith’s environmental complexity thesis in several ways. Firstly, we assume, like him, that intelligence and cognition is for controlling action, whether that action be physical by means of the motor system, or mental by means of working memory and associated systems. Secondly, we adopt his evolutionary view that whatever functions mechanisms for processing information have, those functions are subject to natural selection depending on their effects. That is, information processing is functional in terms of increasing probability of survival or of procreation. Related to this is the concept of cognition, which we agree with Godfrey-Smith can be understood as abilities for coordinating behavioural with environmental patterns (Godfrey-Smith 2002). This includes learning the reward structure of an environment. Thirdly, our notion of niche broadness concurs with Godfrey-Smith’s concept of environmental complexity as (statistical) variance. However, we chose ‘niche’ as a way of emphasizing that an environment may consist of many niches, each with their own energy densities and obstacles.

We attempt in this work to refine the environmental complexity thesis via our conception of intelligence as prediction, and detailing of context specific versus context independent prediction. It might be opportune at this point to clarify how intelligence as prediction relates to the concept of cognition. If cognitive abilities exist on a scale that mirrors niche complexity, then both different kinds of abilities may be called for, as well as different resolution of those abilities. This is perhaps clearest when considering perception. This ability helps an organism discern categories of patterns in an environment, and hence choose suitable behaviour to match. The nature of sensors developed by the organism allow tracking of different gradient fields, as explained above. But organisms may differ in how they are pressured to develop perceptive resolution, or visual acuity, based on those sensors. The sparrow and the eagle can both see adequately, but what counts as adequate is different in each case. The acuity of the eagle is likely several times that of the sparrow. In a similar sense, what is required to predict patterns in one niche is insufficient in another. We would hence refine Godfrey-Smith’s argument that cognition is for controlling action, and argue that, choice of optimal behaviour is what counts, predictions facilitate this choice, and some cognitive abilities like perception, attention, and memory, facilitates prediction. Others abilities, like executive control, become helpful as goals extend beyond the present and inhibition of immediate gratification confers advantage.

5.2 Intelligence as Prediction vs the Predictive Mind Thesis

Hohwy’s thesis of the predictive mind (Hohwy 2013) is another building block used in this work. Particularly, we adopt Hohwy’s view on the brain as a prediction making organ. We consider his explanation of how mental models of the world are updated, as
dependent on the difference between what is predicted by the models, and what evidence is presented by sensors as plausible. Hohwy proposes also details about how the central nervous system is hierarchical in its organization, and that precision estimates are being performed at the various levels to determine to which degree models are updated based on incoming sensory signals.

We agree that the models generated by the cognitive system interacting with the world can be used for causal inference, as the predictive mind thesis proposes. There is an interesting way in which both causal inference and prospection might be seen as outcomes of the same process. In both cases, this involves the generation of a path between two positions in time and states of the world. But in the former case, the target point is the present, while in the latter case the target is some future time. However, both cases can be served by using a generative model of the world and the self, which may include synthesizing memory traces with manipulations in working memory. The difference is that for causal inference, moving along the path implies moving backward in time, while for prospection, the direction is moving forward. Predictive ability should serve each case.

This work complements the predictive mind thesis by interpreting predictive abilities specifically as approximating the intelligence concept. The distinction between context specificity and context independence implies that the predictive mind must include particular mechanisms for encoding context, as well as mechanisms for abstracting away that context. To complement Hohwy’s inclusion of precision on predictions, we make explicit the significance of accuracy in terms of both trueness and precision. This is implicit in the notion of prediction error minimization, but individual organisms may differ in their ability to cope with prediction errors, impacting their predictive abilities. Further, the issue of precision is implicit in our thesis concerning general intelligence as an ability to abstract and transfer predictions to new contexts, but with a cost of reduced precision.

The notion of hierarchical perception referred to by Hohwy can be integrated with notions of working memory and executive control in the following way. According to Chanes and Barrett (2016) the central nervous system can be viewed as a hierarchy where limbic structures can be conceptualized as being on top, and receive prediction errors from nuclei in the brain stem that regulate and predict homeostatic variables like e.g. energy and nutrient availability, and body temperature. Limbic structures involving the hippocampus, can associate rewarding nutrients with places (e.g. Kanoski and Grill 2017). These structures may then induce images of such places into working memory (Chanes and Barrett 2016), effectively turning them into goal-sites for approach. As approach behaviour commences, executive functions contribute by maintaining the goal in working memory (e.g. Bastos et al. 2018), as well as inhibition of impulsive behaviours that would lead the organism away from the decided on goal (Carr and Dweck 2011). Further down the hierarchy are various motor and sensory structures that continuously predict the environment and correct behaviour to maintain approach until consumption of the goal is completed.

5.3 Obstacle Complexity vs Generality

A distinction needs to be made between accurate prediction of complex obstacles, and generality of intelligence. That is, the level or magnitude of intelligence versus how broad it is. In this section we will propose that magnitude of intelligence is related to the complexity of typical obstacles within an ecological niche and that obstacle complexity not necessarily pressures organisms to evolve general intelligence.
In argument 1.2 above, we proposed that accurate prediction is necessary for successful obstacle negotiation, and that increasingly complex obstacles require more accurate categorization of sensory information to choose the correct behaviour. Here, we would like to draw attention also to the number of properties of an obstacle that must be taken into account to accurately predict it. Typically, more complex behaviour requires more properties to be simulated than does less complex behaviour to achieve sufficiently accurate prediction. From a mathematical perspective each changing property corresponds to a differential equation to be solved; properties may also be mutually coupled, which implicates a set of coupled differential equations to be solved by the predicting system. This is not to imply that an organism’s brain solves differential equations in the same way as does a computer, only that demands on a cognitive system should be expected to increase in correlation to the complexity it is required to model. The complexity of the cognitive system should again be expected to have a higher magnitude of intelligence. However, there are usually several avenues available for organisms to avoid directly simulating the full complexity of an adverse obstacle. Some strategies have been mentioned above with lions hunting in packs and dolphins forcing prey into shallow water. Predators may also become highly specialized such that they adapt to the specific complexities of a prey species. Hence, predator species may be able to cope with intricately behaving prey by becoming more narrowly intelligent, rather than more general.

An intriguing example of intelligent and flexible obstacle negotiation that is still specialized is Portia, a species of jumping spider (Cross et al. 2020). Portia displays a preference for preying on other spider species (Richman and Jackson 1992). This means that its prey might be categorized as an adverse obstacle, and Portio must cope with the risk of itself becoming a meal when hunting. The size of Portia’s brain is small, and can fit on the head of a pin, but these spiders display impressive behavioural flexibility. For example, Portia often invades the web of other spiders to capture them. According to Cross et al. (2020) this includes manipulating vibration frequencies on webs such that the resident spider calms down and refrains from attacking. An interesting aspect of this is the degree to which perturbation rhythms must be fitted not only to different prey species but even to individual spiders. Portia uses a kind of generate-and-test algorithm in this process and can thus flexibly adjust perturbations to an individual prey to elicit behaviour that increases likelihood of successful capture. Further, Portia is known to be able to perform planned detours in experimental settings (see Cross et al. 2020 for a review). One such experimental setting (also reviewed in Kabadayi et al. 2018) requires Portia to leave an elevated site where a prey lure can be seen, and choose between two paths at a place where the lure can not be seen. Spider subjects were tested only once and had no similar experience before testing. Still, almost all subjects successfully completed this task. Finally, Portia appears to maintain a working memory-like representation of the lure in the process of navigation to the correct site, and displays hesitant behaviour if the number of lures is different than what would be expected (Cross and Jackson 2014). Such hesitancy is usually interpreted as expectancy violation in the context of more complex organisms (Winters et al. 2015).

Cross et al. (2020) interpret the reviewed findings that Portia can be considered intelligent although there is an absence of evidence that it uses learning to any significant extent. Rather, Portia appears to be born with a repertoire of behaviours and cognitive abilities that allows it to flexibly cope with a broad array of hunting
situations and challenges. We concur with this interpretation; in the framework presented here, Portia appears to be able to accurately predict complex obstacles (its spider prey) and successfully negotiate those obstacles by means of behavioural recombination. However, to the degree that its nervous system does not support longer term memory outside working memory used for navigation planning, there is also less room for generalization and abstraction as described above. From the perspective of econiche variation this is perhaps not surprising; compared to the birds and apes mentioned above, Portia’s ecological context is relatively stable, partly because its roaming range is limited and unlikely to span large ecological gradients. Hence the magnitude of Portia’s intelligence may be high compared to other spider species, but it is still apparently limited in generality due to the attenuated support for long term learning and abstraction afforded by its central nervous system. On the one hand it appears that complex obstacles do not induce sufficient evolutionary pressure to yield generalized intelligence in terms of abstraction, at least not to the same degree as do large ecological gradients. On the other hand, complex obstacles may indeed pressure organisms towards developing behavioural flexibility such as being able to recombine and adapt inborn behaviour.

5.4 Prediction and the Measurement of Intelligence

As stated by Mackintosh (2011), intelligence is difficult to measure directly in experiments, since this would require recording behaviour in individual organisms’ natural environment over extended periods of time. In practice, experimenters have to make do with measurements that hopefully point at aspects of intelligence, but can be done within the confines of a laboratory setting. Several such measures have been devised, and we will discuss how some of them might relate to predictive abilities and operations in working memory.

Processing speed, in the form of choice reaction time (RT) and inspection time (IT) are aspects of cognitive processing which is strongly associated with the concept of intelligence, but which may not appear to be directly related to predictive abilities. From our point of view, it is true that these psychometric measures do not necessarily affect accuracy of predictions. Processing speed will however, affect how long it takes for an organism to learn the patterns necessary to make predictions, and it will also affect how quickly an ad-hoc model in working memory can be formed. Since processing speed indicates the efficiency and integrity of the cognitive system, it may indirectly affect prediction accuracy by means of the effort involved in forming the prediction in at least two ways. First, if the effort is too great, prediction formation may terminate prematurely, resulting in less accuracy. Second, working memory operations are dependent on inhibitory interneurons (Wang 2010) which carry a high metabolic cost to keep active (Buzsáki et al. 2007); since processing speed indicates metabolic efficiency to some degree, it also indicates whether sufficient energy can be produced to drive such expensive neuronal machinery.

5.5 Aspects Not Presently Covered by Intelligence as Prediction

Predictive ability, as stated above, is an approximation of the capacity for intelligent behaviour. This implies that there are aspects of intelligence that predictive ability, whether context specific or not, does not specifically cover. We will discuss a selection of these now.
An important contributor to being able to act intelligently is that of cognitive control. This is typically related to impulse inhibition and the ability to stay on task (Carr and Dweck 2011). It is also related to inhibiting the default mode network which produces mental activity like day dreaming (Christoff et al. 2016). Since cognitive control employs populations of inhibitory interneurons, employing it is effortful over time. Hence it can affect the process of forming predictions, as well as the degree to which a plan is adhered to, after a prediction has been generated. Cognitive control also involves attentional focus. This is used to inhibit salient distractors (Posner and Snyder 2004), as well as noise from the default mode network (Brewer et al. 2011).

Context specific prediction is typically less effortful than is the formation of predictive models in working memory, since the former is more constrained and resembles recollection more (Kane 2008). This implies that motivation is necessary both for using working memory, as well as for carrying out plans using the motor system. According to Carr and Dweck (2011), motivation for intellectual pursuits can be affected by several factors, including beliefs about intelligence is fixed or malleable, and beliefs about social belonging. These factors indicate that well-being in general is likely involved in mental behaviour in general, and activities related to prediction formation in particular, via the dynamics of motivation (Dean et al. 2016).

Creativity is related to model construction in working memory, and to prediction through the ability to imagine alternative outcomes, and different ways of negotiating obstacles. Creativity is dependent to some extent on the production of noise in the central nervous system, since some noise is necessary for the system to be able to reach all possible states (Krogh and Hertz 1992; Kirpatrick et al. 1983). This noise is some of the reason for the unpredictable associations and jumps that characterize the activity of the default mode network (Benedek and Jauk 2018). However, to be useful for prediction, these noisy creative processes must be controlled. In other words, they must be attenuated and inhibited when not useful. It is possible that abstraction in working memory can be effectively used together with creative processes by constraining the creative domain. For example, to solve a problem may require a particular property of an object like its stiffness. In the classical problem of creating a candle holder given a pack of matches and some tacs (Duncker 1945), the pack of matches must be viewed as something that can support the candle, rather than as a container of matches. This requires focusing attention on the property of stiffness and inhibition of properties like volume. In effect, this is a combination of abstraction and creativity, used to negotiate an obstacle.

An organism may be able to predict the course of events, but to influence the course of those events to its own benefit, it will need appropriate skills. Although we believe there is no real disjunction between the motor- and cognitive systems, we make a distinction here between cognitive and motor skills for emphasis. Examples of cognitive skills include those involved in playing chess, but also metacognitive skills like how to acquire knowledge, and how to think and reason. Motor system skills can be exemplified by knowing how to dance, or doing carpentry. Many, perhaps most, activities integrate both domains. An interesting aspect of skills is that they typically depend on bottom up processes, or experience to learn. That is, skills are procedural knowledge, and requires learning by doing.
5.6 Summary

We have aimed in this paper to argue that intelligence can be approximated by the ability to produce accurate predictions, and that a distinction exists whether predictions are dependent on context or not. The ability to use working memory to inhibit contextual information, we have argued, affords transfer of predictive patterns across contexts. A complement to this, is the ability to suppress impulse behaviour to maintain approach towards goals that may only be achieved over extended time. Furthermore, the ability to perform transformations in working memory affords the construction of ad-hoc models. We have argued that this ability, combined with context dependent predictive abilities like prospection, can approximate general intelligence. To form this argumentation, we have built on the evolutionary and adaptationist argumentation of Godfrey-Smith, as well as the arguments of Hohwy concerning the mind as a prediction generating entity. Our arguments integrate the two, and add refinements in the following way.

Firstly, to Godfrey-Smith’s environmental complexity thesis, we add the notion of niche broadness, as well as a change in perspective on the point of cognition and control. We suggest that behaviour, physical as well as mental, come about to maintain and attain homeostatic setpoints. Such setpoints include, along with physiological ones, setpoints for information and novelty. This builds particularly on Wiener’s (1948) concept of cybernetics which later matured into control theory.

Secondly, to complement Hohwy’s inclusion of precision on predictions, we make explicit the significance of accuracy as a composite of trueness and precision, and the interpretation of intelligence as accurate prediction. The puzzle of what initiates action in Hohwy’s framework (Vance 2015) we think can be illuminated in the context of control theory, where the nervous system acts as a distributed controller, motivating actions that keep the body in homeostasis.

Thirdly, we add to both theories the notion that general intelligence is dependent on structures that can abstract away context, and an attentional system that can selectively focus on context independent patterns. This allows transfer of predictions across contexts, but at the cost of lower precision.

6 Concluding Remarks

We have proposed a synthesis of Godfrey-Smith’s environmental complexity theory and Hohwy’s predictive mind theory to form the beginnings of a theory of intelligence as accurate prediction. We have also argued that the flexibility associated with general intelligence can be understood as the ability to abstract away context specific detail and transfer predictions to novel situations and environments.

There is more work to be done in considering how predictive abilities are affected by dynamical processes, in particular how they are affected by perceptions of well being, and stress.

Furthermore, our theory needs to take into account how predictions can be made on the basis of ad-hoc models formed in working memory. This in particular has the potential to elucidate the cognitive flexibility associated with general intelligence.
Our arguments for how intelligence can be approximated and understood does not immediately place it in an overarching framework of cognitive functioning. We believe that cybernetics, or control theory is the most promising candidate for providing such a framework. Understanding intelligence as the predictive abilities of a ‘planning controller,’ which can maintain and attain set points by sequential action over long periods of time, is one avenue of research in this direction.
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