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Abstract

We consider realistic photodetection in a generalization of the Hong-Ou-Mandel experiment to the multimode case. The basic layout of this experiment underlies boson sampling—a promising model of nonuniversal quantum computations. Peculiarities of photocounting probabilities in such an experiment witness important nonclassical properties of electromagnetic field related to indistinguishability of boson particles. In practice, these probabilities are changed from their theoretical values due to the imperfect ability of realistic detectors to distinguish numbers of bunched photons. We derive analytical expressions for photocounting distributions in the generalized Hong-Ou-Mandel experiment for the case of realistic photon-number resolving (PNR) detectors. It is shown that probabilities of properly postselected events are proportional to probabilities obtained for perfect PNR detectors. Our results are illustrated with examples of arrays of on/off detectors and detectors affected by a finite dead time.

1. Introduction

Nonclassical phenomena in quantum optics are widely applied in both fundamental research and modern quantum technologies. An important example is given by the Hong-Ou-Mandel effect [1]. In the original configuration, it can be considered as an interference of two single photons on a beam splitter. If its transmittance and reflectance are equal, then photons cannot be registered at both outputs simultaneously—the effect usually referred to as photon bunching. Registration of bunched photons is possible for unbalanced beam splitters. However, the photocounting statistics in such cases still demonstrate strong peculiarities caused by the indistinguishability of boson particles.

An important generalization of the original Hong-Ou-Mandel experiment [2–4] includes a multimode interferometry, see figure 1. Let us consider $N$ input modes of optical radiation transformed by a linear interferometer as

$$\hat{a}_{\text{out}}^{(j)} = \sum_{i=1}^{N} U_{ji} \hat{a}_{\text{in}}^{(i)}$$  \hspace{1cm} (1)

Here $\hat{a}_{\text{in}}^{(i)}$ and $\hat{a}_{\text{out}}^{(j)}$ are field annihilation operators of input and output modes, respectively, and $U_{ji}$ is a unitary transformation matrix. Each input mode is prepared in the Fock state $|n_i\rangle$ such that the total number of input photons fulfills the condition
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Each output mode is analyzed by a photon-number resolving (PNR) detector giving random outcomes \( m_i \).

In the lossless scenario, the photon-number distribution at the output reads [2, 3]

\[
P_{m_1 \ldots m_N} = \frac{\text{Perm} U [ [1^{m_1} \ldots N^{n_1}] \ldots [1^{m_N} \ldots N^{n_N}]]^2}{m_1! \ldots m_N! n_1! \ldots n_N!}. \tag{3}
\]

Here \( \text{Perm} U [ [1^{m_1} \ldots N^{n_1}] \ldots [1^{m_N} \ldots N^{n_N}]] \) is the permanent of the matrix constructed from the elements of the original matrix \( U_{ij} \) such that its row index \( i \) and the column index \( j \) appear \( m_i \) and \( n_i \) times, respectively. Calculation of permanents for matrices with complex entries is an example of \#P-hard problem. Hence, photocounting distributions (3) cannot be efficiently calculated with classical devices.

As it has been shown by Aaronson and Arkhipov [5], the computational hardness is also related to classical sampling of events expressed in terms of the probabilities \( P_{m_1 \ldots m_N} \) from equation (3) for \( n \ll N \). In particular, the computational hardness is considered for the collision-free regime, which takes place if \( N = O(n^2) \), see reference [6]. Sampling such events within the generalized Hong-Ou-Mandel experiment may efficiently solve a computationally hard problem. This idea is the essence of boson sampling, which is an example of nonuniversal quantum computation.

Practical issues of the generalized Hong-Ou-Mandel experiment have been extensively discussed in literature due to its applications in boson-sampling schemes. These issues can be subdivided into three groups by relation to sources, interferometer, and detectors. Firstly, mode mismatch causes photons to be partially distinguishable, i.e. the interference between them is lost [7–12]. Secondly, unavoidable imperfections in the interferometer may affect the final results of sampling [13]. Finally, the issues related to detector imperfections have been considered, such as detection losses [5, 7].

We address an issue related to detector imperfections but in a scenario where bunched photons play a crucial role in the generalized Hong-Ou-Mandel experiment. Indeed, photon bunching is an important aspect of the original Hong-Ou-Mandel experiment. Its experimental observation plays a fundamental role in studying nonclassical properties of quantum light. It is also important that the true collision-free regime with \( N > n^2 \), cf reference [6], is hard to implement experimentally for large \( n \). Therefore, these events will take place in realistic scenarios. According to reference [5], collision events can be useful for verification of equation (3). Finally, we note a perspective for collision events to be applied to protocols of boson sampling validation since they enable us to get more information about the setup.

A problem arising with practical consideration of collision events is that presently available detectors cannot distinguish perfectly between numbers of bunched photons. Consequently, equation (3) does not hold anymore for realistic setups. There exist several experimental techniques which enable to solve this problem at least approximately. The first method consists in separating the light beam into spatial [14–17] or temporal [18–20] modes and detecting each of them with an on/off detector. The number of obtained clicks or triggered detectors can be approximately associated with the number of photons. The theory of such a detection has been presented in reference [21]. The other technique assumes counting the number of photocurrent pulses appearing inside a measurement time window. Each pulse is interpreted as an evidence of a detected photon. However, this
correspondence is an approximation since detectors cannot count any photons during their dead-time intervals after each pulse. Classical photocounting theory for this detection scheme has been presented earlier in references [22–28].

In this paper, we analyze the effect of realistic photon-number resolution on the photocounting statistics in the generalized Hong-Ou-Mandel experiment. We demonstrate that a proper postselection can still be useful for sampling them from probabilities expressed via permanents appearing in equation (3). Our results are illustrated with arrays of on/off detectors and with single-photon detectors affected by dead time.

The rest of the paper is organized as follows. In section 2 we present the general consideration of detectors with realistic photon-number resolution and discuss the corresponding photocounting statistics in the generalized Hong-Ou-Mandel experiment. In section 3 our results are applied to arrays of on/off detectors. The effect of detector dead time is considered in section 4. Summary and concluding remarks are given in section 5.

2. Realistic photon-number resolution

In this section, we address general issues related to the generalized Hong-Ou-Mandel experiment with realistic photon-number resolution. Let us consider photon-number distribution at the output ports of the interferometer assuming the usage of ideal PNR detectors [2, 3],

$$p_{m_1...m_N} = \text{Tr} (\hat{\rho} |m_1\rangle \otimes \cdots \otimes |m_N\rangle \langle m_N|).$$

(4)

Here $\hat{\rho}$ is the density operator of light modes at the interferometer outputs, and $|m_i\rangle \langle m_i|$ are projectors on the Fock states. An important property of this distribution is that it has non-zero values only if the total number of detected photons,

$$n = \sum_{i=1}^{N} m_i,$$

(5)

is exactly the same as the number of injected photons, cf equation (2).

As the next step, we look into realistic photon-number resolution. In the most general case, the photocounting distribution is given by

$$\rho_{k_1...k_N} = \text{Tr} (\hat{\rho} \hat{\Pi}_{k_1}\otimes \cdots \otimes \hat{\Pi}_{k_N}).$$

(6)

Here $\hat{\Pi}_k$ is the positive operator-valued measure (POVM) [29] describing the photocounting procedure. This POVM can always be expanded by projectors on the Fock states [30] as

$$\hat{\Pi}_k = \sum_{m=0}^{+\infty} P_{k|m} |m\rangle \langle m|,$$

(7)

where the coefficients

$$P_{k|m} = (m | \hat{\Pi}_k | m)$$

(8)

can be interpreted as the probabilities to get $k$ counts, e.g. clicks or pulses, given $m$ injected photons. In the following sections we will obtain these coefficients for specific photocounting techniques. In practice, they can also be reconstructed from the measurement data given certified Fock-state sources. Substitution of equation (7) into equation (6) yields

$$\rho_{k_1...k_N} = \sum_{m_1=0}^{N} \cdots \sum_{m_N=0}^{N} P_{k_1|m_1} \cdots P_{k_N|m_N} p_{m_1...m_N},$$

(9)

where sum is taken over the indices $m_i$ obeying the condition (5). It is worth noting that summation over $\{m_i\}$ satisfying the given condition holds only for Fock states at the input. In a more general scenario of arbitrary states, this summation should be taken for all possible values of $\{m_i\}$.

The situation is drastically simplified if we assume that all counts of the considered detectors are solely related to absorbed signal photons, i.e. no dark counts, afterpulses, etc take place. This yields $P_{k|m} = 0$ for $m < k$, which means that the number of photocounts does not exceed the number of photons. We restrict our consideration by the measurement outcomes with the total number of photocounts being equal to the number of injected photons, i.e. condition (5) with $m_i$ replaced by $k_i$ is satisfied. In this case, the terms with at least one $P_{k|m}$ such that $k_i < m_i$ in equation (9) necessarily include another constituent $P_{k|m}$ with $k_i > m_i$, which is equal zero. This implies that equation (9) contains only one nonzero term, i.e. this equation is reduced to the form

$$\rho_{k_1...k_N} = C_{k_1...k_N} p_{k_1...k_N},$$

(10)
where

\[ C_{k_1 \ldots k_N} = \prod_{i=1}^{N} P_{k_i | k_i} \]  

(11)

are the correction coefficients between photocounting statistics of ideal and realistic detectors. Therefore, equation (10) directly links sampling probabilities of realistic and ideal PNR detectors. The latter are expressed in terms of permanents appearing in equation (3). The total efficiency of the corresponding postselection, i.e. the probability that the number of counts is equal to the number of injected photons, is given by sum of all \( P_{k_i \ldots k_N} \) satisfying condition (5). In the general case, its calculation involves values of permanents and thus cannot be evaluated with classical devices.

An elementary example is given by losses in the PNR detectors. The corresponding POVM reads

\[ \hat{\Pi}_k = \hat{F}_k(\eta) = \left( (\eta \hat{n})^k \right)_{k!} \exp(-\eta \hat{n}) : , \]  

(12)

where \( \eta \in [0, 1] \) is the detection efficiency, \( \hat{n} \) is the photon-number operator, and : \( \ldots \) : means normal ordering. In this case, \( P_{k_i | k_i} = \eta^k, \) see references [31–33]. Hence, each correction coefficient is given by

\[ C_{k_1 \ldots k_N} = \eta^k, \]  

(13)

which coincides with the total postselection efficiency. A distinctive feature of this example is that the correction coefficients are the same for all events with \( k_i \) obeying equation (5). Therefore, the photon-number statistics (3) is proportional to the statistics of properly postselected events.

This property does not hold for the general realistic PNR detectors. According to equation (10), each probability \( P_{k_i | k_i} \) should be multiplied with the correction coefficient \( C_{k_i \ldots k_N} \) corresponding to the special values of \( k_1, \ldots, k_N \). This implies that equation (10) can be used for reconstruction of probabilities \( P_{k_i \ldots k_N} \) and thus for verification of equation (3) in the case of appropriate photon numbers as it is discussed in reference [5].

The values of the correction coefficients \( C_{k_1 \ldots k_N} \) for the general realistic PNR detectors depend only on \( k_i \) different from 0 and 1. This is based on the fact that \( P_{00} = 1 \) and \( P_{11} = \eta \). Consider two correction coefficients \( C_{k_0 \ldots k_0} \) and \( C_{k_1 \ldots k_1} \). In general, \( N \) may not be equal to \( M \). Let for a number \( Q > 0 \) there exist such sets \( \{ i_q | q = 1 \ldots Q \} \) and \( \{ j_q | q = 1 \ldots Q \} \) that \( k_i = l_j \). All others \( k_i \) and \( l_j \) are equal to 0 or 1. In this case, the coefficients are equal, and we can use for them a single identifier

\[ C_{\{k_1 \ldots k_N\}} \equiv C_{k_0 \ldots k_0} = C_{l_1 \ldots l_M}, \]  

(14)

depending only on the set of \( \{ k_1, \ldots, k_N \} \) with elements differ from 0 and 1.

3. Arrays of on/off detectors

As it has been already discussed in Introduction, arrays of on/off detectors [14–17] represent an efficient experimental tool enabling an approximate resolution between numbers of photons. The corresponding measurement layout, see figure 2, is based on splitting a light beam into \( K \) spatial modes and detecting each of them by an on/off detector. For such a scenario, the measurement outcome is given by the number of triggered detectors. Equivalently, one can use a temporal separation of light modes by loops of optical fibers as it is discussed in references [18–20]. In this section, we consider measurement outcomes of the generalized Hong-Ou-Mandel experiment, assuming that each output mode of the interferometer is analyzed by an array of on/off detectors or by an equal scheme with time-mode separation.

The POVM for this detection scheme [21] is given by

\[ \hat{\Pi}_k = \binom{K}{k} \left( 1 - e^{-\eta \hat{n} / K} \right)^k e^{-\eta \hat{n} / K}. \]  

(15)

Here \( K \) is the number of on/off detectors in the array, \( k = 0 \ldots K \) is the number of triggered detectors, and \( \eta \) is the detection efficiency. In this case, the probability to get \( k \) clicks given \( k \) photons, cf equation (8), is directly obtained [21, 30] as

\[ P_{k_i | k_i} = \binom{\eta}{K}^k \frac{K!}{(K - k)!}. \]  

(16)

Substituting it into equation (11) we arrive at the corresponding correction coefficients,

\[ C_{k_1 \ldots k_N} = \binom{\eta}{K}^n \prod_{i=1}^{N} \frac{K!}{(K - k_i)!}. \]  

(17)
In the form of equation (14) it can be rewritten as

\[ C(k_1, \ldots, k_q) = \eta^K \prod_{i=1}^{q} \frac{K!}{k_i!(K-k_i)!}. \]  

(18)

This expression includes the multiplier related to the detector losses given by equation (13). In addition, it explicitly depends on the set of numbers \( k_i \), which is not the case for ordinary losses.

The correction coefficients (17) characterize the detector impact on the photocounting statistics at the interferometer output. It establishes a link between data obtained with arrays of on/off detectors and photon-number statistics related to ideal PNR detectors. The dependence of the correction coefficients (17) on the number \( K \) of on/off detectors in the array is shown in figure 3. Here we assume \( \eta = 1 \) without loss of generality.

In all other cases, the correction coefficient has non-trivial dependence on the set of \( k_i \). The general rule is that these coefficients rapidly vanish while the maximal value of \( k_i \) in the set increases. When growing the number \( K \) of on/off detectors in the array, the correction coefficients approach unity. However, in the most cases its contribution must be taken into account.

Figure 2. An array of on/off detectors is depicted. The light beam is split into \( K \) equal beams. Each beam is detected by an on/off detector. The measurement outcomes are given by the numbers of triggered detectors.

Figure 3. The diagram shows the values of the correction coefficients (18) for a six-port interferometer depending on the number \( K \) of on/off detectors in the array. Without loss of generality, we assume \( \eta = 1 \).
4. Detection with finite dead time

In this section we consider the generalized Hong-Ou-Mandel experiment with a method based on counting photons detected during a measurement time window \( \tau_m \). This time characterizes a nonmonochromatic mode of light, the quantum state of which is analyzed. The light incident on a single-photon detector induces photocurrent pulses. Each pulse can be related to a single detected photon. The measurement outcome of such a scheme is the number of pulses appearing during the measurement time window \( \tau_m \).

The main problem of the considered detection type is that the photons cannot be detected during a dead-time interval \( \tau_d \) that follows each pulse. This results in non-ideal photon-number resolution. Another problem appears when the dead-time interval related to the last pulse overlaps with the next measurement time window. This leads to a nonlinear memory effect in photocounting statistics. In order to avoid it and make time windows independent, detector input should be darkened after each measurement time window, see figure 4.

In the context of the generalized Hong-Ou-Mandel experiment, we address two scenarios related to this type of detection. First, we consider the case when the input light is a continuous monochromatic wave. It is split into parts, each of them related to a measurement time window. Next, we consider a more realistic scenario in which Fock-state sources irradiate nonmonochromatic modes of light. As an example, we consider light modes in the form of exponential decay.

4.1. POVM for the detection with dead time

In this subsection, we derive the POVM for detection with independent time windows. In the most general scenario, the light mode inside the measurement time interval \([0, \tau_m]\) is nonmonochromatic; see, e.g., reference [34] for analysis of nonmonochromatic modes. The field intensity is a function of time, \( I(t) \), normalized in the measurement time window by the detection efficiency \( \eta \),

\[
\int_0^{\tau_m} I(t) dt = \eta.
\]

The POVM should explicitly include this function. It can be considered as a particular case of the POVM derived in reference [35]. For the sake of clarity and completeness, we adapt this derivation procedure to the considered detection scenario.

Instead of the operator form of the POVM, \( \hat{\Pi}_k \), we can use its phase-space \( Q \) symbol defined as the average with coherent states \( |\alpha\rangle \), cf references [36, 37],

\[
\Pi_k(\alpha) = \langle \alpha | \hat{\Pi}_k | \alpha \rangle. \tag{20}
\]

The original operator form can be reconstructed from the \( Q \) symbol using the rule

\[
\langle \alpha | \hat{f}(\hat{a}, \hat{a}^\dagger) | \alpha \rangle = f(\alpha, \alpha^2), \tag{21}
\]

where \( \hat{a} \) and \( \hat{a}^\dagger \) are field annihilation and creation operators, respectively. The \( Q \) symbols of the POVM can be interpreted as photocounting distributions for the coherent state \( |\alpha\rangle \).

For \( k = 0 \) the POVM element is given by \( \hat{\Pi}_0 = \hat{F}_0(\eta) \), cf equation (12). The \( Q \) symbols of the POVM for \( k \geq 1 \) can be obtained via integration of the unnormalized probability density \( \tau_k(\mathbf{t}|\alpha) \) to register \( k \) pulses in the time moments \( \mathbf{t} = (t_1, \ldots, t_k) \) given the coherent state \( |\alpha\rangle \).
\[ \Pi_k(\alpha) = \int_{t_1} \, dt \, \pi_k(t|\alpha), \]  

where \( t \in T_k \) satisfies the condition \( 0 \leq t_1 \leq t_2 \leq \ldots \leq t_k \leq \tau_m \). In order to derive the unnormalized probability density \( \pi_k(t|\alpha) \) we start with the example of \( \pi_1(t|\alpha) \). For this purpose, we consider the infinitesimal probability to get a pulse at the time \( t_1 \) during the time-interval \( dt_1 \),

\[ [\alpha]^2 I(t_1) \, dt_1 \exp \left[ -[\alpha]^2 I(t_1) \, dt_1 \right] \]

It should be multiplied with the probabilities to get no pulses before and after the time moment \( t_1 \),

\[ \exp \left( -[\alpha]^2 \int_0^{t_1} \, dt(t) \right) \]

and

\[ \exp \left( -[\alpha]^2 \int_{t_1}^{\tau_1} \, dt(t) \theta(t - t_1 - \tau_d) \right), \]

respectively. Here \( \theta(t - t_1 - \tau_d) \) is the Heaviside step function, which describes the impossibility of appearing pulses during the dead-time interval \( \tau_d \) after the time moment \( t_1 \). Introducing the function

\[ \Xi(t_k) = \int_0^{t_1} \, dt(t) + \int_{t_1}^{\tau_m} \, dt(t) \theta(t - t_1 - \tau_d), \]

we derive the expression

\[ \pi_1(t_1|\alpha) = [\alpha]^2 I(t_1) \exp \left[ -[\alpha]^2 \Xi(t_1) \right] \]

for the probability distribution to get a pulse at the time moment \( t_1 \) given the coherent state \( |\alpha\rangle \).

The unnormalized probability density \( \pi_k(t|\alpha) \) to register \( k \geq 2 \) pulses in the time moments \( t = (t_1, \ldots, t_k) \) given the coherent state \( |\alpha\rangle \) is constructed in a similar way. It is composed of the following constituents:

- The unnormalized probability density of registering a pulse in the time moment \( t_1 \) given by \( [\alpha]^2 I(t_1) \);
- The unnormalized probability density of registering pulses at the time moments \( t_i \) for \( i = 2 \ldots k \) given by \( [\alpha]^2 I(t_i) \);
- The zero-probability for the \( i \)th pulses to appear after the \( (i - 1) \)th pulses during the dead time \( \tau_d \) described by the Heaviside step function \( \theta(t_i - t_{i-1} - \tau_d) \);
- The probability of registering no photons from the time moment \( t = 0 \) and up to the first pulse in the time moment \( t_1 \) given by \( \exp \left( -[\alpha]^2 \int_0^{t_1} \, dt(t) \right) \);
- The probability of registering no photons in the time domain between the \( i \)th and \( (i + 1) \)th pulses given by \( \exp \left( -[\alpha]^2 \int_{t_i}^{t_{i+1}} \, dt(t) \theta(t - t_i - \tau_d) \right) \), where the dead time is taken into account;
- The probability of registering no photons in the time domains between the \( k \)th pulse and the time moment \( t = \tau_m \) given by \( \exp \left( -[\alpha]^2 \int_{t_k}^{\tau_m} \, dt(t) \theta(t - t_k - \tau_d) \right) \), where the dead time is taken into account.

Combining all these elements we obtain the unnormalized probability density as

\[ \pi_k(t|\alpha) = [\alpha]^2 \mathcal{I}_k(t) \exp \left[ -[\alpha]^2 \Xi_k(t) \right], \]

where

\[ \mathcal{I}_k(t) = I(t_1) \prod_{i=2}^k I(t_i) \theta(t_i - t_{i-1} - \tau_d), \]

and

\[ \Xi_k(t) = \int_0^{t_1} \, dt(t) + \sum_{i=1}^{k-1} \int_{t_i}^{t_{i+1}} \, dt(t) \theta(t - t_i - \tau_d) + \int_{t_k}^{\tau_m} \, dt(t) \theta(t - t_k - \tau_d). \]

Equation (28) can also be applied for \( k = 1 \), where \( \Xi(t_1) \) is given by equations (26) and \( \mathcal{I}(t_1) = I(t_1) \).

The Q symbols of the POVM are obtained via integration as it is given by equation (22). Applying the rule (21), we obtain the POVM
\[ \hat{\Omega}_k = \hat{n}^k \int_{\tilde{t}_i} \ldots \int_{\tilde{t}_i} \text{d}t \mathcal{I}_d(t) \exp \{-\hat{n} \mathcal{I}_d(t)\}; \quad (31) \]

for \( k = 1 \ldots K + 1 \). Here \( K = [\tau_m/\tau_d] \) is the number of whole dead time intervals fitting inside the measurement time window.

4.2. Monochromatic light

Let us consider a monochromatic light mode. In this case, the intensity is given by

\[ I(t) = \frac{\eta}{\tau_m}. \quad (32) \]

With this form of the intensity, equation (30) can be integrated explicitly. Substituting the result of integration and equation (29) into equation (31), we arrive at the POVM

\[ \hat{\Omega}_0 = \hat{\mathcal{I}}_0(\eta), \quad (33) \]

\[ \hat{\Omega}_k = \sum_{l=0}^{k} \hat{\mathcal{I}}_l(\eta\eta_l) - \sum_{l=0}^{k-1} \hat{\mathcal{I}}_l(\eta\eta_{l-1}) \quad (34) \]

for \( k = 1 \ldots K \),

\[ \hat{\Omega}_{K+1} = 1 - \sum_{l=0}^{K} \hat{\mathcal{I}}_l(\eta\eta_l). \quad (35) \]

Here \( \hat{\mathcal{I}}_l(\eta) \) is the POVM of the ideal PNR detectors with losses, cf equation (12), and

\[ \eta_k = \frac{\tau_m - k\tau_d}{\tau_m} \quad (36) \]

is the adjusting efficiency. These equations can be considered as a straightforward generalization of the corresponding results in the classical photodetection theory [22–28].

In the considered scenario, the probability to get \( k \) clicks given \( k \) photons is obtained by substituting equations (33), (34), and (35) into equation (8),

\[ P_{k|k} = (\eta\eta_{k-1})^k. \quad (37) \]

Thus, the corresponding correction coefficients are given by

\[ C_{k_1 \ldots k_N} = \eta\prod_{i=1}^{N} \eta_{k_i}^{\hat{t}/\tau_m}. \quad (38) \]

In the form of equation (14) it can be rewritten as

\[ C_{k_1 \ldots k_q} = \eta\prod_{i=1}^{Q} \eta_{k_i}^{\hat{t}/\tau_m}. \quad (39) \]

Similar to the case of array detectors, this expression includes the multiplier related to the detection efficiency, cf equation (13). At the same time, the correction coefficients are characterized by a non-trivial dependence on the set of numbers \( k_i \).

The dependence of the correction coefficients on the dead time is shown in figure 5, where we also assume \( \eta = 1 \). It can be seen that the correction coefficient is equal to unity in two cases: when the dead time tends to zero and for the no-collision events, i.e. \( k_i = 0 \), 1 for \( i = 1 \ldots N \). The correction coefficients vanish when the dead time and the maximal number of \( n_i \) increase. Moreover, the larger the maximal number in the set \( \{ k_0 \} \), the faster the correction coefficient \( C_{k_0 \ldots k_q} \) as a function of the dead time tends to zero. When the dead time \( \tau_d \) approaches the measurement time \( \tau_m \), all coefficients except for those with \( k_i = 0 \), 1 tend to zero. For small values of the correction coefficients, the sampling can be problematic since such events are rare.

4.3. Nonmonochromatic modes of light

Let us consider a scenario with identical nonmonochromatic field modes at the interferometer inputs. For example, it can be chosen in the form of exponential decay,

\[ I(t) = \frac{\eta\gamma}{\tau_m \left[ 1 - \exp(-\gamma) \right]} \exp\left( -\frac{\gamma t}{\tau_m} \right). \quad (40) \]

where \( \gamma > 0 \) is the decay rate. Such a mode can represent a pulse escaping from a leaky cavity, see e.g. [38–40]. For \( \gamma \rightarrow 0 \), one gets \( I(t) = 1/\tau_m \) that corresponds to the monochromatic field. Here we consider a simple scenario for which all nonmonochromatic modes at the interferometer inputs are identical and, consequently, can be considered as interfered. In a different case, when the modes are non-identical, the photons are partially distinguishable and interference is lost; see references [7–12].
Substitution of equation (31) into equation (8) for \( k = m = k_i \) yields the probability to get \( k_i \) pulses given \( k_i \) photons,

\[
P_{k_i|k_i} = k_i! \int_{\tau_d} d\tau T_{k_i}(\tau).
\]

Applying the explicit form (40) of \( I(t) \), we arrive at the analytical form of this probability,

\[
P_{k_i|k_i} = \left[ \frac{\sinh(\gamma \eta k_i - 1/2)}{\sinh(\gamma/2)} \right]^{k_i},
\]

where \( \eta \) is given by equation (36). For \( \gamma \to 0 \) this expression tends to equation (37).

The correction coefficients (11) for the scenario with the nonmonochromatic modes in the form of exponential decay are given by

\[
C_{k_i \ldots k_N} = \eta^p \prod_{i=1}^{N} \left[ \frac{\sinh(\gamma \eta k_i - 1/2)}{\sinh(\gamma/2)} \right]^{k_i}.
\]

In the form of equation (14) it can be rewritten as

\[
C_{(k_i \ldots k_N)} = \eta^p \prod_{i=1}^{Q} \left[ \frac{\sinh(\gamma \eta k_i - 1/2)}{\sinh(\gamma/2)} \right]^{k_i}.
\]

Their dependence on the dead time is shown in figure 6. In general, this dependence resembles properties of the same function in the scenario of monochromatic light, cf figure 5. However, in the considered case, it vanishes much faster when the dead time increases.

5. Summary and conclusions

To summarize, the generalized Hong-Ou-Mandel experiment plays a significant role in understanding nonclassical properties of quantum light. It is also used for boson sampling, which is one of the most promising models of nonuniversal quantum computation. Our attention was drawn to bunched photons, which are not usually considered in the context of boson sampling. Observations of the corresponding events are usually complicated due to the imperfect abilities of detectors to distinguish between numbers of photons.

We consider detection scenarios for which detection events are solely related to signal photons. This means that the rate of dark counts, afterpulses, etc is negligibly low. In this case, the corresponding photocounting probabilities are the probabilities for ideal PNR detectors scaled by the correction coefficients. Hence, the formula describing the photon-number distribution in the generalized Hong-Ou-Mandel experiment can be verified even with realistic photon-number resolution.

Our theoretical consideration is illustrated with examples of two widely-used measurement schemes. Firstly, we have dealt with arrays of on/off detectors. Secondly, we have considered photocounting with the dead time of

---

**Figure 5.** Dependence of the correction coefficients \( C_{(k_1 \ldots k_N)} \) on the dead time \( \tau_d \) in the scenario of monochromatic incident light. Without loss of generality we assume \( \eta = 1 \). \( C_{(1)} \) corresponds to the collision-free events.
detectors. For both measurement techniques, the correction coefficients take very small values for the cases with a large number of bunched photons. This poses a restriction on the considered method since the corresponding events will be rare. We believe that our results will be useful for experimental verification of the generalized Hong-Ou-Mandel effect and developing validation methods for boson-sampling schemes.

V.Ye.L., M.M.B., and A.A.S. acknowledge support from the Department of Physics and Astronomy of the National Academy of Sciences of Ukraine through the project 0120U100857. V.A.U. acknowledges support from the National Research Foundation of Ukraine through the project 2020.02/0111 ‘Nonclassical and hybrid correlations of quantum systems under realistic conditions’. A. A. S. also thanks B. Hage and J. Kröger for enlightening discussions of photodetection with dead time.

Data availability statement

No new data were created or analysed in this study.

ORCID iDs

V A Uzunova https://orcid.org/0000-0003-4864-3307
A A Semenov https://orcid.org/0000-0001-5104-6445

References

[1] Hong C K, Ou Z Y and Mandel L 1987 Measurement of subpicosecond time intervals between two photons by interference Phys. Rev. Lett. 59 2044–6
[2] Scheel S 2004 Permanents in linear optical networks arXiv:quant-ph/0406127
[3] Scheel S and Buhmann S Y 2008 Macroscopic quantum electrodynamics—concepts and applications Acta Phys. Slovaca 58 675–809
[4] Lim Y L and Beige A 2005 Generalized Hong–Ou–Mandel experiments with bosons and fermions New J. Phys. 7 155–155
[5] Aaronson S and Arkhipov A 2013 The computational complexity of linear optics Theory Comput. 9 143–252
[6] Arkhipov A and Kuperberg G 2012 The bosonic birthday paradox Geom. Topol. Monogr. 18 1–7
[7] Rohde P P and Ralph T C 2012 Error tolerance of the boson-sampling model for linear optics quantum computing Phys. Rev. A 85 022332
[8] Tillmann M, Tan S-H, Stoeckl S E, Sanders B C, de Guise H, Heilmann R, Nolte S, Szameit A and Walther P 2015 Generalized multiphoton quantum interference Phys. Rev. X 5 041015
[9] Renema J, Menssen A, Clements W R, Triginer G, Kohlhammer W S and Walmsley I A 2018 Efficient classical algorithm for boson sampling with partially distinguishable photons Phys. Rev. Lett. 120 220502
[10] Moylett A E and Turner P S 2018 Quantum simulation of partially distinguishable boson sampling Phys. Rev. A 97 062329
[11] Moylett A E, Garcia-Patrón R, Renema J and Turner P S 2019 Classically simulating near-term partially distinguishable and lossy boson sampling Quantum Sci. Technol. 5 015001
[12] Shi J and Byrnes T 2021 Gaussian boson sampling with partial distinguishability arXiv:2105.09583
[13] Leverrier A and Garcia-Patron R 2015 Analysis of circuit imperfections in bosonsampling Quantum Inf. Comput. 15 0489–512
[14] Paul H, Törmä P, Kiss T and Jex I 1996 Photon chopping: New way to measure the quantum state of light Phys. Rev. Lett. 76 2464–7

Figure 6. The same as in figure 5 but for the scenario of nonmonochromatic mode in the form of equation (40) with $\gamma = 10$. The inset shows the correction coefficient $C_{[2]}$ for the monochromatic ($\gamma = 0$) and nonmonochromatic ($\gamma = 10$) modes.
[15] Castelletto S A, Degiovanni I P, Schettini V and Migdall A L 2007 Reduced deadtime and higher rate photon-counting detection using a multiplexed detector array J. Mod. Opt. 54 337–52
[16] Schettini V, Polyakov S V, Degiovanni I P, Brida G, Castelletto S and Migdall A L 2007 Implementing a multiplexed system of detectors for higher photon counting rates IEEE J. Sel. Top. Quantum Electron. 13 978–83
[17] Blanche J-L, Devaux F, Furfaro L and Lantz E 2008 Measurement of sub-shot-noise correlations of spatial fluctuations in the photon-counting regime Phys. Rev. Lett. 101 233604
[18] Achilles D, Silberhorn C, Šliwa C, Banaszek K and Walmsley I A 2003 Fiber-assisted detection with photon number resolution Opt. Lett. 28 2387
[19] Fitch M J, Jacobs B C, Pittman T B and Franson J D 2003 Photon-number resolution using time-multiplexed single-photon detectors Phys. Rev. A 68 043814
[20] Reháček J, Hradil Z, Haderka O, Péjina J and Hamar M 2003 Multiple-photon resolving fiber-loop detector Phys. Rev. A 67 061801(R)
[21] Sperling J, Vogel W and Agarwal G S 2012 True photocounting statistics of multiple on-off detectors Phys. Rev. A 85 023820
[22] Ricciardi L M and Esposito F 1966 On some distribution functions for non-linear switching elements with finite dead time Kybernetik 3 148–52
[23] Muller J W 1973 Dead-time problems Nucl. Instrum. Methods 112 47–57
[24] Muller J W 1974 Some formulae for a dead-time-distorted poisson process: To André Allisy on the completion of his first half century Nucl. Instrum. Methods 117 401–4
[25] Cantor B I and Teich M C 1975 Dead-time-corrected photocounting distributions for laser radiation J. Opt. Soc. Am. 65 786–91
[26] Teich M C, Matin L and Cantor B I 1978 Refractoriness in the maintained discharge of the cat’s retinal ganglion cell J. Opt. Soc. Am. 68 386–402
[27] Vannucci G and Teich M C 1978 Effects of rate variation on the counting statistics of dead-time-modified Poisson processes Opt. Commun. 25 267–72
[28] Rapp J, Ma Y, Dawson R M A and Goyal V K 2019 Dead time compensation for high-flux ranging IEEE Trans. Signal Process. 67 3471–86
[29] Nielsen M A and Chuang I L 2010 Quantum Computation and Quantum Information. (Cambridge: Cambridge University Press)
[30] Kovalenko O P, Sperling J, Vogel W and Semenov A A 2018 Geometrical picture of photocounting measurements Phys. Rev. A 97 023845
[31] Scully M O and Lamb W E 1969 Quantum theory of an optical maser. III. Theory of photoelectron counting statistics Phys. Rev. 179 368–74
[32] Lee H, Yurtsever U, Kok P, Hockney G M, Adami C, Braunstein S L and Dowling J P 2004 Towards photostatistics from photon-number discriminating detectors J. Mod. Opt. 51 1517–28
[33] Semenov A A, Turchin A V and Gomonay H V 2008 Detection of quantum light in the presence of noise Phys. Rev. A 78 055803
[34] Mandel L and Wol E 1993 Optical Coherence and Quantum Optics (Cambridge: Cambridge University Press)
[35] Uzunova V A and Semenov A A 2022 Photocounting statistics of superconducting nanowire single-photon detectors Phys. Rev. A 105 063716
[36] Cahill K E and Glauber R J 1969 Density operators and quasiprobability distributions Phys. Rev. 177 1882–902
[37] Cahill K E and Glauber R J 1969 Ordered expansions in boson amplitude operators Phys. Rev. 177 1857–81
[38] Lang R, Scully M O and Lamb W E 1973 Why is the laser line so narrow? A theory of single-quasimode laser operation Phys. Rev. A 7 1786–97
[39] Ujihara K 2010 Output Coupling in Optical Cavities and Lasers (Weinheim: Wiley-VCH)
[40] Khanbekyan M, Knoll I, Semenov A A, Vogel W and Welsch D-G 2004 Quantum-state extraction from high-Q cavities Phys. Rev. A 69 043807