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Abstract—Deep Convolutional Neural Networks (DCNNs) are currently the method of choice both for generative, as well as for discriminative learning in computer vision and machine learning. The success of DCNNs can be attributed to the careful selection of their building blocks (e.g., residual blocks, rectifiers, sophisticated normalization schemes, to mention but a few). In this paper, we propose II-Nets, a new class of DCNNs. II-Nets are polynomial neural networks, i.e., the output is a high-order polynomial of the input. The unknown parameters, which are naturally represented by high-order tensors, are estimated through a collective tensor factorization with factors sharing. We introduce three tensor decompositions that significantly reduce the number of parameters and show how they can be efficiently implemented by hierarchical neural networks. We empirically demonstrate that II-Nets are very expressive and they even produce good results without the use of non-linear activation functions in a large battery of tasks and signals, i.e., images, graphs, and audio. When used in conjunction with activation functions, II-Nets produce state-of-the-art results in three challenging tasks, i.e., image generation, face verification and 3D mesh representation learning.

Index Terms—Polynomial neural networks, tensor decompositions, high-order polynomials, generative models, discriminative models, face verification

1 INTRODUCTION

Deep Convolutional Neural Networks (DCNNs) [1], [2] have demonstrated impressive results in a number of tasks the last few years [2], [3], [4]. Arguably, the careful selection of architectural pipelines, e.g. skip connections [5], normalization schemes [6] etc., is significant, however the core structure relies on compositional functions of linear and nonlinear operators. Both theoretical [7], [8] and empirical studies reveal the limitations of the existing structure.

Recent empirical [9] and theoretical [10] results support that multiplicative interactions expand the classes of functions that can be approximated. Motivated by these findings, we study a new class of function approximators, which we coin II—nets, where the output is a polynomial function of the input. Specifically, we model a vector-valued function \( G(z) : \mathbb{R}^d \rightarrow \mathbb{R}^p \) by a high-order multivariate polynomial of the input \( z \), whose unknown parameters are naturally represented by high-order tensors. The number of parameters required to accommodate all higher-order correlations of the input explodes with the desired order of the polynomial. To that end, we cast polynomial parameters estimation as a coupled tensor factorization [11] that jointly factorizes all the polynomial parameters tensors. We introduce three joint decompositions with shared factors and exhibit the resulting hierarchical structures (i.e., architectures of neural networks).

In our preliminary works [12], [13], we introduced the concept of higher-order expansions for both generative and discriminative networks. In this work, our improvements are threefold. The concepts and the motivation behind each model are elaborated; the new intuitions will enable practitioners to devise new models tailored to their specific tasks. In addition, we extend the experimental results, e.g. include experiment in the challenging task of face verification and identification. Lastly, we conduct a thorough discussion on several challenging topics that require further work on this new class of neural networks.

In particular, the paper bears the following contributions:

- A new family of neural networks (called II—nets) where the output is a high-order polynomial of the input is introduced. To avoid the combinatorial explosion in the number of parameters of polynomial activation functions [14], our II—nets cast polynomial parameters estimation as a coupled tensor factorization with shared factors (please see Fig. 1 for an indicative schematic representation).
- The proposed architectures are applied in a) generative models such as GANs, and b) discriminative networks. Additionally, the polynomial architectures are used to learn high-dimensional distributions without non-linear activation functions.
- We convert state-of-the-art baselines using the proposed...
II—nets and show how they can largely improve the expressivity of the baseline. We demonstrate it conclusively in a battery of tasks (i.e., generation, classification and face verification/identification). Our architectures are applicable to many different signals (e.g., images, meshes, and audio) and outperform the prior art.

The rest of the paper is organized as follows: Sec. 2 summarizes the related work. In Sec. 3 we introduce the polynomial networks and showcase the resulting architectures for three decompositions. Experiments with generative and discriminative models without using activation functions are conducted in Sec. 4, while the bulk of the experiments is conducted in Sec. 5. The existing limitations and future directions of the polynomial networks are discussed in Sec. 6, while Sec. 7 concludes the paper.

2 Related Work

Expressivity of (deep) neural networks: The last few years, (deep) neural networks have been applied to a wide range of applications with impressive results. The performance boost can be attributed to a host of factors including: a) the availability of massive datasets [15], [16], b) the machine learning libraries [17], [18] running on massively parallel hardware, c) training improvements. The training improvements include a) optimizer improvement [19], [20], b) augmented capacity of the network [21], c) regularization tricks [6], [22], [23], [24]. However, the paradigm for each layer remains largely unchanged for several decades: each layer is composed of a linear transformation and an element-wise activation function. Despite the variety of linear transformations [1], [2], [25] and activation functions [26], [27] being used, the effort to extend this paradigm has not drawn much attention to date.

Recently, hierarchical models have exhibited stellar performance in learning expressive generative models [9], [28], [29]. For instance, the recent BigGAN [28] performs a hierarchical composition through skip connections from the noise $z$ to multiple resolutions of the generator. A similar idea emerged in StyleGAN [9], which is an improvement over the Progressive Growing of GANs (ProGAN) [30]. As ProGAN, StyleGAN is a highly-engineered network that achieves compelling results on synthesized 2D images. In order to provide an explanation on the improvements of StyleGAN over ProGAN, the authors adopt arguments from the style transfer literature [31]. We believe that these improvements can be better explained under the light of our proposed polynomial function approximation. Despite the hierarchical composition proposed in these works, we present an intuitive and mathematically elaborate method to achieve a more precise approximation with a polynomial expansion. We also demonstrate that such a polynomial expansion can be used in both image generation (as in [9], [28]), image classification, and graph representation learning.

Polynomial networks: Polynomial relationships have been investigated in two specific categories of networks: a) self-organizing networks with hard-coded feature selection, b) pi-sigma networks.

The idea of learnable polynomial features can be traced back to Group Method of Data Handling (GMDH) [32]. GMDH learns partial descriptors that capture quadratic correlations between two predefined input elements. In [34], more input elements are allowed, while higher-order polynomials are used. The input to each partial descriptor is predefined (subset of the input elements), which does not allow the method to scale to high-dimensional data with complex correlations.

Shin et al. [35] introduce the pi-sigma network, which is a neural network with a single hidden layer. Multiple affine transformations of the data are learned; a product unit multiplies all the features to obtain the output. Improvements in the pi-sigma network include regularization for training in [36] or using multiple product units to obtain the output in [37]. The pi-sigma network is extended in sigma-pi-sigma neural network (SPSNN) [38]. The idea of SPSNN relies on summing different pi-sigma networks to obtain each output. SPSNN also uses a predefined basis (overlapping rectangular pulses) on each pi-sigma sub-network to filter the input features. Even though such networks use polynomial features or products, they do not scale well in high-dimensional signals. In addition, their experimental evaluation is conducted only on signals with known ground-truth distributions (and with up to 3 dimensional input/output), unlike the modern generative models where only a finite number of samples from high-dimensional ground-truth distributions is available.

Another instance of such polynomial networks is through multiplicative interactions. Recently, there is a surge of methods [39], [40], [41] reporting superior performance through multiplicative interactions. The work of [10] provides a theoretical understanding on why such connections might be beneficial. The aforementioned works model interactions of second or third order. Polynomial networks can be seen as high-order generalizations of such multiplicative interactions [10], [39], [40].

3 Method

Notation: Tensors are symbolized by calligraphic letters, e.g., $\mathbf{X}$, while matrices (vectors) are denoted by uppercase (lowercase) boldface letters e.g., $\mathbf{X}$, ($\mathbf{x}$). The mode-$n$ vector product of $\mathbf{X}$ with a vector $\mathbf{u} \in \mathbb{R}^M$ is denoted by $\mathbf{X} \times_m \mathbf{u}$. A core tool in our analysis is the CP decomposition [42]. By considering the mode-$1$ unfolding of an $M^{th}$-order tensor $\mathbf{X}$, the CP decomposition can be written in matrix form as [42]:

$$\mathbf{X}(1) \approx \mathbf{U}^{(1)} \sum_{m=M}^{2} \mathbf{U}(m)$$

where $\{\mathbf{U}(m)\}_{m=1}^{M}$ are the factor matrices.

We want to learn a function approximator where each element of the output $x_j$, with $j \in [1, \ell]$, is expressed as a polynomial of all the input elements $z_i$, with $i \in [1, d]$. That is, we want to learn a function $G : \mathbb{R}^d \rightarrow \mathbb{R}^\ell$ of order $N \in \mathbb{N}$, such that:

$$
\begin{align*}
x_j = G(z) &= \beta_j + w_j^{[1]}^T z + z^T w_j^{[2]} z +
&= \mathcal{W}_j^{[1]} \times_1 z \times_2 z \times_3 z + \cdots + \mathcal{W}_j^{[N]} \prod_{n=1}^{N} \times_n z
\end{align*}
$$

(1)

where $\beta_j \in \mathbb{R}$, and $\{\mathcal{W}_j^{[n]} \in \mathbb{R}^{M+1} \times M\}_{n=1}^{N}$ are parameters for approximating the output $x_j$. The correlations (of the input elements $z_i$) up to $N^{th}$ order emerge in (1). A more compact expression of (1) is obtained by vectorizing the outputs:

$$
\mathbf{x} = G(z) = \sum_{n=1}^{N} \left( \mathcal{W}^{[n]} \prod_{j=2}^{n+1} \times_j z \right) + \beta
$$

(2)

2. A detailed tensor notation is deferred to the supplementary.
3. The theorem of [43] guarantees that any smooth function can be approximated by a polynomial. The approximation of multivariate functions is covered by an extension of the Weierstrass theorem, e.g., in [44] (pg 19).
TABLE 1: Nomenclature

| Symbol | Dimension(s) | Definition |
|--------|--------------|------------|
| \(n, N\) | \(N\) | Polynomial term order, total approximation order. Rank of the decompositions. |
| \(k\) | \(N\) | Input to the polynomial approximator. |
| \(z\) | \(\mathbb{R}^d\) | Parameters in all decompositions. |
| \(A_{[n]}, S_{[n]}, B_{[n]}\) | \(\mathbb{R}^{d \times k}, \mathbb{R}^{d \times k}, \mathbb{R}^{d \times k}\) | Matrix parameters in the hierarchical decomposition. Khatri-Rao product, Hadamard product. |

where \(\beta \in \mathbb{R}^\omega\) and \(\{ \mathcal{W}^{[n]} \in \mathbb{R}^{\alpha \times k} \}_{n=1}^N\) are the learnable parameters. This form of (2) allows us to approximate any smooth function (for large \(N\)), however the parameters grow with \(O(d^N)\).

A variety of methods, such as pruning [45], [46], special linear operators [47] with reduced parameters, weight sharing/prediction [48], [49], can be employed to reduce the parameters. The aforementioned approaches are post-processing techniques, i.e., given a (pre-trained) network, they reduce the parameters of the specific network. Instead, we design two principled ways which allow an efficient implementation. The first method relies on performing an off-the-shelf tensor decomposition on (2), while the second considers the final polynomial as the product of lower-degree polynomials.

### 3.1 Single polynomial

A tensor decomposition on the parameters is a natural way to reduce the parameters and to implement (2) with a neural network. Below, we demonstrate how three such decompositions result in novel architectures for a neural network training. The main symbols are summarized in Table 1, while the equivalence between the recursive relationship and the polynomial is analyzed in the supplementary.

**Model 1: CCP (Coupled CP decomposition)**

Instead of factorizing each parameter tensor \(\mathcal{W}^{[n]}\) individually we propose to jointly factorize all the parameter tensors using a coupled CP decomposition [42] with a specific pattern of factor sharing. To illustrate the factorization, we assume a third order approximation \((N = 3)\), and then provide the recursive relationship that can scale to arbitrary expansion.

Let us assume that the parameter tensors admit the following coupled CP decomposition with the factors corresponding to lower-order levels of approximation being shared across all parameters tensors. That is:

- Let \(W^{[1]} = C U^{[1]}_{[1]}\) be the parameters for first level of approximation.
- Let \(W^{[2]}\) being a superposition of of two weights tensors, namely \(W^{[2]} = W^{[2]}_{1:2} + W^{[2]}_{1:3}\), with \(W^{[2]}_{i:j}\) denoting parameters associated with the second order interactions across the \(i^{th}\) and \(j^{th}\) order of approximation. By enforcing the CP decomposition of the above tensors to share the factor with tensors corresponding to lower-order of approximation we obtain in matrix form: \(W^{[2]}_{1} = C (U_{[3]} \odot U_{[1]})^T + C (U_{[2]} \odot U_{[1]})^T\).
- Similarly, we enforce the third-order parameters tensor to admit the following CP decomposition in matrix form:

\[
W^{[3]}_{1} = C (U_{[3]} \odot U_{[2]} \odot U_{[1]})^T.
\]

The parameters are \(C \in \mathbb{R}^{\alpha \times k}, U_{[m]} \in \mathbb{R}^{d \times k}\) for \(m = 1, 2, 3\). Then, (2) for \(N = 3\) is written as:

\[
G(z) = \beta + C U^{[T]}_{[1]} z + C \left(U_{[3]} \odot U_{[1]}\right)^T (z \odot z) + C \left(U_{[2]} \odot U_{[1]}\right)^T (z \odot z) + C \left(U_{[3]} \odot U_{[2]} \odot U_{[1]}\right)^T (z \odot z \odot z)
\]

Using the Lemma 1 (provided in the supplementary), we can transform the (3) into a neural network as depicted in Fig. 2.

The CCP factorization generalizes to \(N^{th}\) order expansion. The recursive relationship for the \(N^{th}\) order approximation is:

\[
x_n = \left(U_{[n]}^T z\right) \ast x_{n-1} + x_{n-1}
\]

for \(n = 2, \ldots, N\) with \(x_1 = U_{[1]}^T z\) and \(x = C x_N + \beta\). The parameters \(C \in \mathbb{R}^{\alpha \times k}, U_{[n]} \in \mathbb{R}^{d \times k}\) for \(n = 1, \ldots, N\) are learnable.

**Model 2: NCP (Nested coupled CP decomposition)**

Instead of explicitly separating the interactions between layers, we can utilize a joint hierarchical decomposition on the polynomial parameters. Let us first introduce learnable hyper-parameters \(b_{[n]} \in \mathbb{R}^{\omega}\)\(^N\), which act as scaling factors for each parameter tensor. Therefore, we modify (2) to:

\[
G(z) = \sum_{n=1}^{N} \left(\mathcal{W}^{[n]} \times_2 b_{[N+1-n]} \prod_{j=3}^{n+2} \times_j z\right) + \beta,
\]

with \(\{ \mathcal{W}^{[n]} \in \mathbb{R}^{\alpha \times \omega} \}_{n=1}^N\). Similarly to CCP, we demonstrate the decomposition assuming a third order approximation \((N = 3)\), and then provide the general recursive relationship.

To estimate the parameters (in \(N = 3\) expansion) we jointly factorize all parameter tensors by employing nested CP decomposition with parameter sharing as follows (in matrix form):

- First order parameters: \(W^{[1]}_{1} = C (A_{[3]} \odot B_{[3]})^T\).
- Second order parameters:

\[
W^{[2]}_{1} = C \left(A_{[3]} \odot \left(A_{[2]} \odot B_{[2]}\right) S_{[3]}\right)^T.
\]

![Fig. 2: Schematic illustration of the CCP](image-url)

TABLE 2: Single polynomial models (Sec. 3.1)

| Name | Schematic | Recursive eq. |
|------|-----------|--------------|
| CCP  | Fig. 2    | (4)          |
| NCP  | Fig. 3    | (7)          |
| NCP-Skip | Fig. 4   | (8)          |
• Third order parameters:
\[
W_{(1)}^{[3]} = C \left\{ A_{[3]} \odot \left[ A_{[2]} \odot \left( A_{[1]} \odot B_{[1]} S_{[2]} \right) \right] S_{[3]} \right\}^T
\]
with \( C \in \mathbb{R}^{\alpha \times k}, A_{[n]} \in \mathbb{R}^{d \times k}, S_{[n]} \in \mathbb{R}^{k \times k}, B_{[n]} \in \mathbb{R}^{\omega \times k} \) for \( n = 1, \ldots, N \). Altogether, (5) for \( N = 3 \) is written as:
\[
G(z) = \beta + C \left( A_{[3]} \odot B_{[3]} \right)^T (z \odot b_{[3]}) + C \left( A_{[3]} \odot \left( A_{[2]} \odot B_{[2]} S_{[3]} \right) \right)^T (z \odot z \odot b_{[2]}) + C \left( A_{[3]} \odot \left( A_{[2]} \odot \left( A_{[1]} \odot B_{[1]} S_{[2]} \right) \right) S_{[3]} \right)^T \mu
\]
where \( \mu = (z \odot z \odot z \odot b_{[1]}) \). Using Lemma 1 and further algebraic operations (see Sec. 3.2 in the supplementary), (6) can be implemented by a neural network as depicted in Fig. 3.

The recursive relationship for \( N^{th} \) order approximation is defined as:
\[
x_n = \left( A_{[n]}^T \right)^n z \left( S_{[n]}^T x_{n-1} + B_{[n]}^T b_{[n]} \right)
\]
for \( n = 2, \ldots, N \) with \( x_1 = \left( A_{[1]}^T \right)^n z \left( B_{[1]}^T b_{[1]} \right) \) and \( x = C x_N + \beta \). The parameters \( C \in \mathbb{R}^{\alpha \times k}, A_{[n]} \in \mathbb{R}^{d \times k}, S_{[n]} \in \mathbb{R}^{k \times k}, B_{[n]} \in \mathbb{R}^{\omega \times k}, b_{[n]} \in \mathbb{R}^\omega \) for \( n = 1, \ldots, N \), are learnable.

Fig. 3: Schematic illustration of the NCP (for third order approximation). Symbol \( * \) refers to the Hadamard product.

Model 3: NCP-Skip (Nested coupled CP decomposition with skip)

The expressiveness of NCP can be further extended using a skip connection (motivated by CCP). The new model uses a nested coupled decomposition and has the following recursive expression:
\[
x_n = \left( A_{[n]}^T \right)^n z \left( S_{[n]}^T x_{n-1} + B_{[n]}^T b_{[n]} \right) + x_{n-1}
\]
for \( n = 2, \ldots, N \) with \( x_1 = \left( A_{[1]}^T \right)^n z \left( B_{[1]}^T b_{[1]} \right) \) and \( x = C x_N + \beta \). The learnable parameters are the same as in NCP, however the difference in the recursive form results in a different polynomial expansion and thus architecture.

Comparison between the models

All three models (see Table 2 for names and schematics) are based on a polynomial expansion, however their recursive forms and employed decompositions differ.

CCP is a straightforward coupled decomposition and is a proof of concept that polynomials can learn high-dimensional distributions. NCP illustrates how to convert a popular CNN/linear model of the form \( x_k = S_{[k]}^T x_{k-1} + b_{[k]} \) to a polynomial (i.e., \( x_k = \left( A_{[k]}^T \right)^n z \left( S_{[k]}^T x_{k-1} + b_{[k]} \right) \)). Similarly, NCP-Skip demonstrates how a residual network can be transformed into a polynomial. In Sec. 4.2, an experimental comparison is conducted; all three models are assessed on image generation. The remainder of the paper, for comparison purposes we use the NCP by default for the image generation and NCP-Skip for the image classification. In all cases, to mitigate stability issues that might emerge during training, we employ certain normalization schemes that constrain the magnitude of the gradients.

3.2 Product of polynomials

Instead of using a single polynomial, we express the function approximation as a product of polynomials. The product is implemented as successive polynomials where the output of the \( i^{th} \) polynomial is used as the input for the \( (i+1)^{th} \) polynomial. The concept is visually depicted in Fig. 5; each polynomial expresses a second order expansion. Stacking \( N \) such polynomials results in an overall order of \( 2^N \). Trivially, if the approximation of each polynomial is \( B \) and we stack \( N \) such polynomials, the total order is \( B^N \). The product does not necessarily demand the same order in each polynomial, the expressivity and the expansion order of each polynomial can be different and dependent on the task, e.g., for generative tasks that the resolution increases progressively, the expansion order could increase in the last polynomials. In all cases, the final order will be the product of each polynomial power.

There are two main benefits of the product over the single polynomial: a) it allows using different decompositions (e.g., like in Sec. 3.1) and expressive power for each polynomial; b) it requires much fewer parameters for achieving the same order of approximation. Given the benefits of the product of polynomials, we assume below that a product of polynomials is used, unless explicitly mentioned otherwise. The respective model of product polynomials is called ProdPoly.

3.3 Task-dependent input/output

The aforementioned polynomials are a function \( x = G(z) \), where the input/output are task-dependent. For a generative task, e.g., learning a decoder, the input \( z \) is typically some low-dimensional noise, while the output is a high-dimensional signal, e.g., an image. For a discriminative task the input \( z \) is an image; for a domain adaptation task the signal \( z \) denotes the source domain and \( x \) the target domain.

4 PROOF OF CONCEPT

In this section, we conduct motivational experiments in both generative and discriminative tasks to demonstrate the expressivity of \( \Pi \)—nets. Specifically, the networks are implemented without activation functions, i.e., only linear operations (e.g., convolutions) and Hadamard products are used. In this setting, the output is linear or multi-linear with respect to the parameters.
4.1 Generation without activation functions

One of the most popular generative models is Generative Adversarial Nets (GANs) [52]. GANs typically consist of two deep networks, namely a generator $G$ and a discriminator $D$. $G$ is a decoder, which receives as input a random noise vector $z \in \mathbb{R}^d$ and outputs a sample $x = G(z)$. $D$ receives as input both $G(z)$ and real samples and tries to differentiate the fake and the real samples. During training, both $G$ and $D$ compete against each other. We design a GAN, where the generator is implemented as a product of polynomials (using the NCP), while the discriminator of [4] is used. The activation functions in-between the layers are removed. In the image-related tasks, we add a single activation function (hyperbolic tangent) in the output space of the generator.

**Qualitative results on surface generation**: The approximation power of a single polynomial is scrutinized in four different manifolds in 2D/3D. The generator does not have a single activation function. In Fig. 6, both the target manifolds and the synthesized samples are visualized. Notice that Gabriel’s Horn (i.e., the second from the left) has a parametric form $\{x, \alpha \cdot \cos\frac{t}{\alpha}, \alpha \cdot \sin\frac{t}{\alpha}\}$ for $t \in [0, 16\pi]$ and $x \in [1, 4]$. The dependence on both the sinusoidal and the function $\frac{t}{\alpha}$ poses challenges for a polynomial expansion. However, we demonstrate that a single polynomial can approximate the distribution.

**Qualitative results on image generation**: Three experiments are conducted with a polynomial generator (Fashion-Mnist, Color-Mnist² and YaleB). We perform a linear interpolation in the latent space when trained with Fashion-Mnist [50] and with YaleB [51] and visualize the results in Figs. 7. Note that the linear interpolation generates plausible images and traverses through i) different categories, e.g., trousers to sneakers or trousers to t-shirts, ii) different colors and digits, iii) extreme illuminations in parts of the face.

**Quantitative results on image generation**: CIFAR10 [53] is used for the evaluation. The generator of [4] with three residual blocks is used; we omit the activation functions in the generator. That is the ‘Orig’ baseline; then we use NCP to convert this generator into a single polynomial (called PolyGAN). If we replace the Hadamard operator with concatenation, we obtain the ‘Concat’ method; while by adding FC polynomials to PolyGAN, we convert it into a product of polynomials. We note that ‘Orig’ and ‘Concat’ are designed to work along with non-linearities, however we add them as a reference metric.

The Inception score (IS) and Frechet Inception Distance (FID) are reported in Tab. 3. The single polynomial, i.e., PolyGAN, demonstrates the benefits of polynomial expansion; when combined with additional polynomials to increase the expansion order, we obtain scores that have never emerged for generators without activation functions.

4.2 Model comparison

The three different decompositions of Sec. 3.1 are experimentally scrutinized. Each model is implemented as a product of polynomials. The base for each respective model is one of the three decompositions, i.e., CCP, NCP, NCP-Skip. To evaluate the expressivity of each model, we train each without activation functions, i.e., similarly to the previous paragraph.

The three models are originally compared in fashion image generation. The outcomes, visualized in Fig. 8, demonstrate similar generation properties.

In Fig. 9, samples of the three models (in the product of polynomials case) are synthesized; all three models can generate faces without activation functions. The three models share similar generation quality.

4.3 Classification without activation functions

The performance of polynomial networks without activation functions is also assessed in a classification setting. We use ResNet without activation functions for classification. Residual Network (ResNet) [5], [40] and its variants [3], [54], [55], [56], [57] have been applied to diverse tasks including object detection and image generation [4], [58], [59]. The core component of ResNet is the residual block; the $t^{th}$ residual block is expressed as $z_{t+1} = z_t + Cz_t$ for input $z_t$.

We modify each residual block to express a higher order interaction, which can be achieved with NCP-Skip. The output of each residual block is the input for the next residual block, which makes our ResNet a product of polynomials. We conduct a classification experiment with CIFAR10 [53] (10 classes) and CIFAR100 [60] (100 classes). Each residual block is modified in two ways: a) all the activation functions are removed, b) it is converted into an $i^{th}$ order expansion with $i \in [2, 5]$. The second order expansion (for the $t^{th}$ residual block) is expressed as $z_{t+1} = z_t + Cz_t + (Cz_t) \cdot z_t$; higher orders are constructed similarly by performing a Hadamard product of the last term with $z_t$ (e.g., for third order expansion it would be $z_{t+1} = z_t + Cz_t + (Cz_t) \cdot z_t + (Cz_t) \cdot z_t + (Cz_t) \cdot z_t \cdot z_t$). The following two variations are evaluated: a) a single residual block is used in each ‘group layer’, b) two blocks are used per ‘group layer’. The latter variation is equivalent to ResNet18 without activations.

Each method is trained for 120 epochs with batch size 128. The SGD optimizer is used with initial learning rate of 0.1. The learning rate is multiplied with a factor of 0.1 in epochs 40, 60, 80, 100. Each experiment is repeated 10 times; the mean accuracy is reported in Fig. 10 and Table 5. We note that the same trends emerge in both datasets. The performance remains similar.

5. The performance of the baselines, i.e., ResNet18 without activation functions, is 0.391 and 0.168 for CIFAR10 and CIFAR100 respectively. However, we emphasize that the original ResNet was not designed to work without activation functions. The performance of ResNet18 in CIFAR10 and CIFAR100 with activation functions is 0.945 and 0.769 respectively.
irrespective of the amount of residual blocks in the group layer. The performance is affected by the order of the expansion, i.e., higher orders cause a decrease in the accuracy. Our conjecture is that this can be partially attributed to overfitting (note that a 3rd order expansion for the 2222 block - in total 8 res. units - yields a polynomial of 38 power). The training accuracy of the CIFAR10 experiment in Table 4 is > 95%. Nevertheless, in all cases without activations the accuracy is close to the original ResNet18 with activation functions5.

5 EXPERIMENTS
We conduct four experiments against state-of-the-art models in three diverse tasks: image generation, image classification, face verification/identification and graph representation learning. In each case, the baseline considered is converted into an instance of our family of Π-nets and the two models are compared.

5.1 Image generation
The robustness of ProdPoly in image generation is assessed in two different architectures/datasets below.
TABLE 5: Quantitative results on classification without the activation functions. The symbol $N$ abbreviates the order of expansion in each residual block, while ‘Acc’ abbreviates the accuracy.

| # blocks | N | Acc CIFAR10 | Acc CIFAR100 |
|---------|---|-------------|--------------|
| 2       |   | 0.876 ± 0.003 | 0.626 ± 0.004 |
| [1, 1, 1] | 3 | 0.870 ± 0.003 | 0.616 ± 0.003 |
|       | 4 | 0.808 ± 0.002 | 0.609 ± 0.002 |
|       | 5 | 0.804 ± 0.001 | 0.606 ± 0.003 |
| [2, 2, 2] | 3 | 0.891 ± 0.001 | 0.648 ± 0.002 |
|       | 4 | 0.877 ± 0.003 | 0.626 ± 0.004 |
|       | 5 | 0.856 ± 0.006 | 0.598 ± 0.007 |

SNGAN on CIFAR10: In the first experiment, the architecture of SNGAN [4] is selected as a strong baseline on CIFAR10 [53]. The baseline includes 3 residual blocks in the generator and the discriminator.

The generator is converted into a Π-net, where each residual block is a single order of the polynomial. We implement two versions, one with a single polynomial (NCP) and one with product of polynomials (where each polynomial uses NCP). In our implementation $A_{[n]}$ is a thin FC layer, $(B_{[n]}^T b_{[n]})$ is a bias vector and $S_{[n]}$ is the transformation of the residual block. Other than the aforementioned modifications, the hyper-parameters (e.g., discriminator, learning rate, optimization details) are kept the same as in [4].

Each network was run for 10 times and the mean and variance are reported. The popular Inception Score (IS) [61] and the Frechet Inception Distance (FID) [62] are used for quantitative evaluation. Both scores extract feature representations from a pre-trained classifier (the Inception network [63]).

The quantitative results are summarized in Table 6. In addition to SNGAN and our two variations with polynomials, we have added the scores of [58], [59], [64], [65], [66] as reported in the respective papers. Note that the single polynomial already outperforms the baseline, while the ProdPoly boosts the performance further and achieves a substantial improvement over the original SNGAN.

**StyleGAN on FFHQ:** StyleGAN [9] is the state-of-the-art architecture in image generation. The generator is composed of two parts, namely: (a) the mapping network, composed of 8 FC layers, and (b) the synthesis network, which is based on ProGAN [30] and progressively learns to synthesize high quality images. The sampled noise is transformed by the mapping network and the resulting vector is then used for the synthesis network. As discussed in the introduction, StyleGAN is already an instance of the Π-net family, due to AdaIN. Specifically, the $k$th AdaIN layer is $h_k = (A_k^T w) * n(c(h_{k-1}))$, where $n$ is a normalization, $c$ the convolution operator and $\hat{w}$ is the transformed noise $\hat{w} = MLP(z)$ (mapping network). This is equivalent to our NCP model by setting $S_{[4]}^T$ as the convolution operator.

In this experiment we illustrate how simple modifications, using our family of products of polynomials, further improve the representation power. We make a minimal modification in the mapping network, while fixing the rest of the hyper-parameters. In particular, we convert the mapping network into a polynomial (specifically a NCP), which makes the generator a product of two polynomials.

The Flickr-Faces-HQ Dataset (FFHQ) dataset [9] which includes 70,000 images of high-resolution faces is used. All the images are resized to $256 \times 256$. The best FID scores of the two methods (in $256 \times 256$ resolution) are 6.82 for ours and...
7.15 for the original StyleGAN, respectively. That is, our method improves the results by 5%. Synthesized samples of our approach are visualized in Fig. 11.

5.2 Classification

We perform two experiments on classification: a) audio classification, b) image classification.

Audio classification: The goal of this experiment is twofold: a) to evaluate ResNet on a distribution that differs from that of natural images, b) to validate whether higher-order blocks make the model more expressive. The core assumption is that we can increase the expressivity of our model, or equivalently we can use fewer residual blocks of higher-order to achieve performance similar to the baseline.

The performance of ResNet is evaluated on the Speech Commands dataset [67]. The dataset includes 60,000 audio files; each audio contains a single word of a duration of one second. There are 35 different words (classes) with each word having 1,500 – 4,100 recordings. Every audio file is converted into a mel-spectrogram of resolution 32 × 32.

The baseline is a ResNet34 architecture; we use second-order residual blocks to build the Prodpoly-ResNet to match the performance of the baseline. The two models are trained similar throughout the training.

The top-1 and top-5 validation error of ResNet34 and Prodpoly-ResNet is similar, however Prodpoly-ResNet includes 38% fewer parameters. This result validates our assumption that our model is more expressive and with even fewer parameters, it can achieve the same performance.

Classification on CIFAR: The expressivity of the polynomial networks is also assessed on CIFAR10 classification. That is, we can reduce the number of residual blocks (of higher-order) to achieve the same performance as vanilla residual blocks.

The same experiment is repeated on CIFAR100 with ResNet34 as the baseline. Table 9 exhibits a similar pattern. That is, the test accuracy of ResNet34 and Prodpoly-ResNet is similar, however Prodpoly-ResNet has ~30% less parameters.

Table 9: CIFAR100 classification with ResNet. The accuracy of the compared methods is similar, but Prodpoly-ResNet has 30% less parameters.

Classification on ImageNet: We perform a large-scale classification experiment on ImageNet [68]. To stabilize the training, the second order of each residual block is normalized with a hyperbolic tangent unit. SGD with momentum 0.9, weight decay $10^{-4}$ and a mini-batch size of 512 is used. The initial learning rate is set to 0.2 and decreased by a factor of 10 at 30, 60, and 80 epochs. Models are trained for 90 epochs from scratch, using linear warm-up of the learning rate during first five epochs according to [69].

The Top-1 and Top-5 error throughout the training is visualized in Fig. 13, while the validation results are added in Table 10. For a fair comparison, we report the results from our training in both the original ResNet and Prodpoly-ResNet. Prodpoly-ResNet consistently improves the performance with a negligible increase in computational complexity and model size. Remarkably, Prodpoly-ResNet50 achieves a single-crop Top-1 validation error of 22.827% and Top-5 validation error of 6.431%, exceeding ResNet50 by 0.719% and 0.473%, respectively.

Table 10: ImageNet classification results of ResNet50 and the proposed Prodpoly-ResNet.

6. The performance of the original ResNet [5] is inferior to the one reported here and in [70].
5.3 Face verification and identification

We scrutinize the performance of the II-nets on the challenging task of face recognition. The architecture of the current state-of-the-art method of ArcFace [71] is a ResNet, which we can convert into a polynomial network using the NCP-Skip.

**Training Data:** The data of MS1M-RetinaFace dataset [72], [73] consist the training images; all face images inside MS1M-RetinaFace are pre-processed to the size of 112 x 112 based on the five facial landmarks predicted by RetinaFace [74]. In total, there are 5.1M images of 93K identities.

**Testing Data:** The performance is compared on widely used face verification data-sets (e.g., LFW [75], CFP [76], AgeDB [77], CPLFW [78], CALFW [79] and RFW [80]). Besides, we also extensively test the proposed method on large-scale benchmarks (e.g., IJB-B [81], IJB-C [82] and MegaFace [83]); the fundamental statistics of all the datasets are summarized in Table 11. During testing, we only keep the feature embedding network without the fully connected layer and extract the 512-D features for each normalized face. To get the embedding features for templates (e.g., IJB-B [81] and IJB-C [82]), we simply calculate the feature center of all images from the template or all frames from the video.

**Training Details:** For the baseline embedding network, we employ the widely used CNN architecture, ResNet50. Specifically, we follow [71] to set the feature scale s to 64 and choose the angular margin m at 0.5. The batch size is set to 512 with momentum 0.9 and weight decay 5e−4, while we decrease the learning rate in iterations 100K, 160K, 220K. The training finishes after 30 epochs and is trained on 8 NVIDIA 2080ti (11GB) GPUs.

The baseline residual block is converted into a second-order residual block to build the ProdPoly-ResNet, while we keep all the other settings exactly the same as the baseline. For the baseline ResNet50, the model size is 175MB and the computational complexity is 12.6G FLOPS. For ProdPoly-ResNet50, the model size is 182MB and the computational complexity is 13.2G FLOPS.

**Results on LFW, CFP-FF, CFP-FP, CPLFW, AgeDB-30, CALFW and RFW:** LFW [75] contains 13,233 web-collected images from 5,749 different identities, with limited variations in pose, age, expression and illuminations. CFP [76] consists of collected images of celebrities in frontal and profile views. On CFP, there are two evaluation protocols: CFP-Frontal-Frontal and CFP-Frontal-Profile. CFP-Frontal-Profile is very challenging as the pose gap within positive pairs is around 90°. CPLFW [78] was collected by crowd-sourcing efforts to seek the pictures of people in LFW with pose gap as large as possible from the Internet. CALFW [79] is similar to CALFW, but from the perspective of age difference. AgeDB [77] contains manually annotated images. In this paper, we use the evaluation protocol with 30 years gap [71]. RFW [80] is a benchmark for measuring racial bias, which consists of four test subsets, namely Caucasian, Indian, Asian and African. The quantitative results of the comparisons are exhibited in Table 12. On LFW and CFP-FP, the results of ResNet50 and Prodopoly-ResNet50 are similar to face verification on semi-frontal faces is saturated. Nevertheless, Prodopoly-ResNet50 significantly outperforms ResNet50 on CFP-FP, CPLFW, AgeDB-30, CALFW and RFW, indicating that the proposed method can enhance the robustness of the embedding features under pose variations, age variations and racial variations.

**Results on IJB-B and IJB-C:** The IJB-B dataset [81] contains 1,845 subjects with 21.8K still images and 55K frames from 7,011 videos. The IJB-C dataset [81] is a further extension of IJB-B, having 3,531 subjects with 31.4K still images and 117.5K frames from 11,779 videos. On IJB-B and IJB-C datasets, there are two evaluation protocols, 1:1 verification and 1:N identification.

In Figure 14, ROC curves of ResNet50 and Prodopoly-ResNet50 under 1:1 verification protocol on IJB-B and IJB-C is plotted. On IJB-B, there are 12,115 templates with 10,270 genuine matches and weight decay

![Fig. 13: Top-1 and Top-5 error curves on the ImageNet dataset.](image_url)
and 8M impostor matches. On IJB-C, there are 23, 124 templates with 19, 557 genuine matches and 15, 639K impostor matches. The proposed method surpasses the baseline by a clear margin. The comparison of TAR in Table 13 illustrates that Prodropy-ResNet50 improves the TAR (@FAR=1e-4) by 0.46% and 0.41% on IJB-B and IJB-C, respectively.

Table 14 compares ResNet50 and Prodropy-ResNet50 under the 1:N end-to-end mixed protocol, which contains both still images and full-motion videos. On IJB-B, there are 10, 270 probe templates containing 60, 758 still images and video frames. On IJB-C, there are 19, 593 probe templates containing 127, 152 still images and video frames. Prodropy-ResNet50 outperforms ResNet50 by 0.23% and 0.34% on IJB-B and IJB-C rank-1 face identification.

### Results on MegaFace.

The MegaFace dataset [83] includes 1M images of 690K different individuals as the gallery set and 100K photos of 530 unique individuals from FaceScrub [84] as the probe set. On MegaFace, there are two testing protocols (e.g., identification and verification). Table 15 shows the identification and verification results on MegaFace dataset. In particular, the proposed Prodropy-ResNet50 achieve 0.50% improvement at the Rank-1@1e6 identification rate and 0.31% improvement at the verification TPR@FAR=1e-6 rate over the baseline ResNet50. In Figure 15, Prodropy-ResNet50 shows superiority over ResNet50 and forms an upper envelope under both identification and verification scenarios.

### 5.4 3D Mesh representation learning

Below, we evaluate higher order correlations in graph related tasks. We experiment with 3D deformable meshes of fixed topology [85], i.e., the connectivity of the graph $G = \{V, E\}$ remains the same and each different shape is defined as a different signal $x$ on the vertices of the graph: $x : V \rightarrow \mathbb{R}^d$. As in the previous experiments, we extend a state-of-the-art operator, namely spiral convolutions

\[ x_n = (A_{[n]}^T x_1) \ast (S_{[n]}^T x_{n-1}) + A_{[n]}^T x_1 \]

\[ x_n = (A_{[n]}^T x_1) \ast (S_{[n]}^T x_{n-1}) + A_{[n]}^T x_1 + x_{n-1}, \]

\[ x = x_N + \beta, \] where $A_{[n]}, S_{[n]}$ are spiral convolutions written [86], with the ProdPoly formulation and test our method on the task of autoencoding 3D shapes. We use the existing architecture and hyper-parameters of [86], thus showing that ProdPoly can be used as a plug-and-play operator to existing models, turning the aforementioned one into a Spiral Wi-Net. Our implementation uses a product of polynomials (referred as ProdPoly full), where each layer is a $N^{th}$ order polynomial instantiated as a specific case of (7) or (8):
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\[ x = x_N + \beta, \] where $A_{[n]}, S_{[n]}$ are spiral convolutions written [86], with the ProdPoly formulation and test our method on the task of autoencoding 3D shapes. We use the existing architecture and hyper-parameters of [86], thus showing that ProdPoly can be used as a plug-and-play operator to existing models, turning the aforementioned one into a Spiral Wi-Net. Our implementation uses a product of polynomials (referred as ProdPoly full), where each layer is a $N^{th}$ order polynomial instantiated as a specific case of (7) or (8):
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\[ x_n = (A_{[n]}^T x_1) \ast (S_{[n]}^T x_{n-1}) + A_{[n]}^T x_1 + x_{n-1}, \]

\[ x = x_N + \beta, \] where $A_{[n]}, S_{[n]}$ are spiral convolutions written [86], with the ProdPoly formulation and test our method on the task of autoencoding 3D shapes. We use the existing architecture and hyper-parameters of [86], thus showing that ProdPoly can be used as a plug-and-play operator to existing models, turning the aforementioned one into a Spiral Wi-Net. Our implementation uses a product of polynomials (referred as ProdPoly full), where each layer is a $N^{th}$ order polynomial instantiated as a specific case of (7) or (8):
TABLE 13: 1:1 verification TAR on the IJB-B and IJB-C datasets.

| Methods (%) | IJB-B | IJB-C |
|-------------|-------|-------|
| ResNet50    | 37.28 | 90.73 |
|   F=1e−6    |       |       |
|   F=1e−5    |       |       |
|   F=1e−4    |       |       |
|   F=1e−3    |       |       |
| Prodpoly-ResNet50 | **94.46** (± 0.18) | **98.95** (± 1.22) | **96.67** (± 0.46) | **96.33** (± 0.04) |
|   F=1e−6    |       |       |
|   F=1e−5    |       |       |
|   F=1e−4    |       |       |
|   F=1e−3    |       |       |

TABLE 14: 1:N (mixed media) Identification on the IJB-B and IJB-C datasets. False positive identification rate (FPIR) is the proportion of non-matched searches returning any (1 or more) candidates at or above a threshold.

| Methods (%) | IJB-B | IJB-C |
|-------------|-------|-------|
| ResNet50    | 84.70 | 95.29 |
|   FPIR=0.01 |       |       |
|   FPIR=0.1  |       |       |
|   Rank 1    | 95.74 | 97.14 |
| Prodpoly-ResNet50 | **85.58** (± 0.86) | **95.69** (± 0.68) | **96.52** (± 0.23) | **97.16** (± 0.02) |
|   FPIR=0.01 |       |       |
|   FPIR=0.1  |       |       |
|   Rank 1    | 96.86 | 97.66 |
|             | **93.60** (± 0.73) | **95.93** (± 0.65) | **96.86** (± 0.34) | **97.79** (± 0.10) |

TABLE 15: Face identification and verification evaluation of ResNet50 and the proposed Prodpoly-ResNet50 on MegaFace Challenge1 using FaceScrub as the probe set. “Id” refers to the rank-1 face identification accuracy with 1M distractors, and “Ver” refers to the face verification accuracy with 10^6 FAR. Results are evaluated on the refined MegaFace dataset [71].

| Methods       | IJB-B | IJB-C |
|---------------|-------|-------|
| ResNet50      | 98.28 | 98.46 |
| Prodpoly-ResNet50 | **98.78** (± 0.50) | **98.95** (± 0.31) |

in matrix form, $\beta$ is a bias vector, $x_1$, $x$ is the input (which is equal to the output of the previous layer) and the output of the layer respectively. Stability of the optimization is ensured by applying vertex-wise instance normalization on the 2nd order term of the recursive formulation.

Additionally, we evaluate our formulation with a simpler model (ProdPoly simple) that allows for an attractive trade-off between increased expressivity and constrained parameter budget. In specific, we can create higher-order polynomials without adding new blocks in the original architecture as follows:

$$x_N = \sum_{n=2}^{N} (S^T x_1) \ast (S^T x_1) \ast \cdots (S^T x_1) + S^T x_1 + \beta,$$

We use the same normalization scheme as before, by independently normalizing each higher order term. Note that here we only use one learnable operator $S$ (spiral convolution) per layer. It is interesting to notice that this model can be also re-interpreted as a learnable polynomial activation function as in [14], which is a specific case of ProdPoly. As evidence from the experiments suggests, such polynomial activation functions lead to increased expressivity per se, but are less expressive when compared to richer multiplicative interactions as introduced by our NCP and NCP-skip models.

In Fig. 16, we compare the reconstruction error of the proposed method to the baseline spiral convolutions along with other popular graph learnable operators, i.e. the Graph Attention Network (GAT) [87], FeastNet [88], Mixture model CNNs (MoNet) [89], Convolutional Mesh Autoencoders (COMA) [85] which are based on the spectral graph filters of ChebNet [90], as well as with Principal Component Analysis (PCA), which is quite popular in shape analysis applications [91]. The evaluation is performed on two popular 3D deformable shape benchmarks, COMA [85] and DFAUST [92], that depict facial expressions and body poses respectively. II-nets outperform all published methods even when discarding the activation functions across the entire network. Similar patterns emerge in both datasets: NCP and NCP-Skip behave similarly regardless of the absence of activation functions or not, leading to an increased performance when the order of the polynomial increases, i.e. generalization improves along with expressivity. Moreover, the simple model provides a boost in performance as well, although we observe a decrease for the 3rd and 4th order of the linear model, which might be attributed to overfitting (similarly to the linear experiments in Sec. 4.3). Thus, we showcase that expressivity improves by seamlessly converting the existing architecture to a polynomial, without having to increase the depth or width of the architecture as frequently done by ML practitioners, and with small sacrifices in terms of inference time and parameter count.

Finally, in Fig. 17 we assess how the order of the polynomial qualitatively reflects in the reconstruction of an exemplary human body mesh. From left to right: ground truth mesh, 1st order SpiralGNN, 2nd, 3rd and 4th order Spiral ProdPoly.

6 Future directions

The new class of II—nets has strong experimental results and few empirical theoretical results already. We expect in the following years new works that improve our results and extend our formulation. To that end, we summarize below several fundamental topics that are open for interested practitioners.

A core topic is the theoretical properties of II—nets. That includes the expressivity of this class of neural networks. The recent study of [10] proves that second-order correlations are beneficial, however the expressivity on higher-order polynomials remains yet to be studied. The generalization of the II—nets is also crucial. In our evaluation without activation functions, we
noticed that polynomials might be prone to overfitting (e.g., in the classification setting of Sec. 4.3). When we add the non-linear activations we did not observe such a consistent pattern.

Reducing the network redundancy is also an exciting topic. The theoretical properties of multiplicative interactions along with our experiments, exhibit how polynomial neural networks can be used to reduce the network redundancy. Additional post-processing techniques, such as pruning, or exploiting tools from the tensor methods, such as low-rank constraints, might be beneficial in this context.

7 CONCLUSION

In this work, we have introduced a new class of DCNNs, called II-Nets, that perform function approximation using a polynomial neural network. Our II-Nets can be efficiently implemented via a special kind of skip connections that lead to high-order polynomials, naturally expressed with tensorial factors. The proposed formulation extends the standard compositional paradigm of overlaying linear operations with activation functions. We motivate our method by a sequence of experiments without activation functions that showcase the expressive power of polynomials, and demonstrate that II-Nets are effective in both discriminative, as well as generative tasks. Trivially modifying state-of-the-art architectures in image generation, image and audio classification, face verification/identification as well as mesh representation learning, the performance consistently improves.
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