Abstract—We present a neural modeling framework for non-line-of-sight (NLOS) imaging. Previous solutions have sought to explicitly recover the 3D geometry (e.g., as point clouds) or voxel density (e.g., within a pre-defined volume) of the hidden scene. In contrast, inspired by the recent Neural Radiance Field (NeRF) approach, we use a multi-layer perceptron (MLP) to represent the neural transient field or NeTF. However, NeTF measures the transient over spherical wavefronts rather than the radiance along lines. We therefore formulate a spherical volume NeTF reconstruction pipeline, applicable to both confocal and non-confocal setups. Compared with NeRF, NeTF samples a much sparser set of viewpoints (scanning spots) and the sampling is highly uneven. We thus introduce a Monte Carlo technique to improve the robustness in the reconstruction. Experiments on synthetic and real datasets demonstrate NeTF achieves state-of-the-art performance and can provide reliable reconstructions even under semi-occlusions and on non-Lambertian materials.
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1 INTRODUCTION

Non-line-of-sight (NLOS) imaging employs time-resolved measurements for recovering hidden scenes beyond the direct line of sight from a sensor [17], [37]. Applications are numerous, ranging from remote sensing to autonomous driving and to rescue missions in hazardous environments. Most existing NLOS setups orient an ultra-fast pulsed laser beam towards a relay wall in the line of sight where the wall diffuses the laser into spherical wavefronts towards the hidden scene. As the wavefront hits the scene and bounces back onto the wall, a time-of-flight (ToF) detector with picosecond resolution (such as the streak camera [1], [2], [3] or recently the more affordable single-photon avalanche diodes (SPADs) [9], [15], [16], [31], [32], [34]) can be used to record the arrival time and the number of the returning photons [5], [6], [7]. SPAD sensors in a time correlated single photon counting (TCSPC) mode can thus produce transients, of which a single pixel corresponds to a specific pair of illumination and detection spots on the wall and a histogram of the photon counts versus time bins.

The measured transients contain rich geometric information of a hidden scene, potentially usable for scene recov-
ery. In reality, the process corresponds to a typical inverse imaging problem that generally incurs high computational cost, especially because the transients are high dimensional signals. To make the problem tractable, the pioneering back-projection (BP) technique and its variations assume smooth objects so that scene recovery can be modeled as deconvolution [1], [2], [8], [31]. Alternatively, the light-cone transform (LCT) based methods collocate the illumination and sensing spots on the relay wall so that the forward imaging model can be simplified as 3D convolution [4], [14], [34], [35] where advanced signal processing techniques such as Wiener filters [34], [35], [38] can further reduce noise. Assuming the scene is near diffuse, analysis-by-synthesis algorithms can improve reconstruction [18], [36]. The seminal work of the Fermat path based approaches [16], [32] can handle highly specular objects by simultaneously recovering the position and normal of Fermat points on the surface.

We present a novel volumetric NLOS imaging framework by modeling the transient field via deep networks. Our Neural Transient Field (NeTF) technique is inspired by the recent neural radiance field (NeRF) that conducts 3D reconstruction and view synthesis from a set of input images. Different from existing multi-view stereo (MVS) techniques, NeRF assumes a volume rendering model and sets out to use multi-layer perception (MLP) to recover per-voxel scene density and per-direction color. We observe that NLOS resembles MVS in that each scanning point on the wall resembles a virtual camera and therefore a similar deep learning technique may be potentially used for scene recovery. Different from NeRF, though, NeTF measures the transient over spherical wavefronts rather than the radiance along lines. We therefore first formulate volumetric transient fields under the spherical coordinate and devise an MLP that trains on the measurements to predict per-voxel density and view-dependent albedo. Our NeTF formulation is applicable to both confocal and non-confocal setups.

Compared with NeRF, NeTF captures a much sparser set of viewpoints (scanning spots) and the distribution of scene points on the spherical wavefronts can be highly uneven. We therefore develop a Markov chain Monte Carlo (MCMC) technique based on importance sampling for matching the actual scene distribution. We conduct comprehensive experiments on existing synthetic and real datasets. We demonstrate that NeTF achieves state-of-the-art reconstruction quality under both confocal and non-confocal settings. In particular, the trained MLP provides a continuous 5D representation of the hidden scene without requiring digitizing the NLOS volume or optimizing surface parameters. The 5D representation with directional encoding can handle viewpoint-dependent albedo of non-Lambertian surface reflectance and strong self-occlusions, under both confocal and non-confocal setups. All our codes and data are available at https://github.com/zeromakerplus/NeTF_public.

2 RELATED WORK

As an emerging computational imaging technique, NLOS imaging has found broad applications in computer vision and computer graphics, ranging from recovering 3D shape of hidden objects [2], [14], [15], [22], [31], [32], [34], [35] to tracking hidden moving objects [2], [4], [10], [13]. Existing solutions employ time-resolved optical detectors such as streak cameras [1], [2], SPADs [5], [31] and interferometry [12], [16] or non-optical acoustic [11] and thermal [10] sensors to indirectly measure the hidden scene and then apply inverse imaging techniques for recovery. We refer readers to recent surveys [17], [21], [37] for a comprehensive overview.

Confocal vs. Non-Confocal. Kirmani et al. [19], [20] designed and implemented the first prototype non-confocal NLOS system and derived a linear time-invariant model amenable to multi-path light transport analysis. In reality, varying both the laser beam and the measuring spot yield a high-dimensional transient field analogous to the light field. Many efforts have since been focused on imposing priors and constraints to accelerate data processing. Velten et al. [2] proposed a back-projection technique with ellipsoidal constraints: the observing point and the laser projection point on the wall correspond to the foci of a set of ellipsoids, each corresponding to a specific transient. The hidden scene can then be reconstructed by intersecting the ellipsoids. To further improve reconstruction quality and speed, subsequent work has applied filtering techniques such as sharpening and thresholding [1], [8], [31]. Alternatively, one can directly model the scene using parametric surfaces and then optimize the parameters over the observations [18], [36], [38]. Ahn et al. [38] model parameter fitting as a linear least-squares problem using a convolutional Gram operator. It is also possible to adopt wave optics for NLOS imaging [14], [15], [23], [24], by characterizing the problem as specific properties of a temporally evolving wave field in the Fourier domain.

To reduce data dimensionality, several recent approaches adopt a confocal setting [34], [35] where the laser and the detector (e.g., a SPAD) collocate, e.g., via a beam splitter. Consequently, the ellipsoidal constraints degenerate to be spherical, simplifying the inverse problem with a 3D deconvolution and system calibration. The seminal work of light-cone transform (LCT) [34] casts the NLOS reconstruction problem as Wiener filtering in the Fourier domain and can achieve a lower computational complexity of $O(N^3 \log N)$ for $N^3$ voxels, compared to $O(N^5)$ in the traditional BP methods. Yong et al. [35] formulate the albedo and normal recovery based on directional LCT (DLCT) as a vector deconvolution problem. The confocal setting results in an overwhelming contribution of direct light first-bounce off the diffuse wall and subsequently produces useful geometric constraints. The seminal work by Xin et al. [16] exploits the Fermat flow induced by the transients for estimating surface normals. Lindell et al. [15] adapt an F-K migration in seismology to convert the surface reconstruction problem to a boundary value problem. The F-K migration method enables faster reconstruction and supports planar or non-planar diffuse walls.

Volume vs. Surface. Existing NLOS methods can also be categorized in terms of the form of the reconstruction results. Two most adopted forms are volume density and points/surfaces. Methods for recovering the former generally discretize the scene into voxels and compute the density, either using intersections of wavefronts under ellipsoidal [1], [2], [5], [8], [29], [31], [38] and spherical [34], [35] constraints, or via modeling the imaging process as convolution and recovering the volume via specially designed deconvo-
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Fig. 2. Our neural transient field (NeTF) reconstruction pipeline. We parameterize every point on a spherical wavefront in terms of the origin on the wall, and the direction and radius of its corresponding spherical coordinates. We set out to recover the transient field under this parameterization via a multi-layer perception under spherical volume rendering.
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Fig. 3. NeRF vs. NeTF. In NeRF, volume density is accumulated along every line (ray) whereas in NeTF it is accumulated on a spherical wavefront.

solution filters. Methods for recovering the latter have relied on light transport physics [18], [36] for optimizing the shape and reflectance of the hidden scenes. Such methods are generally mathematically tractable but are computationally expensive particularly because higher order geometry such as the surface normal needs to integrated into the optimization process. Reconstruction results are either sparse as in Fermat [16] where only discontinuities in the transient were used, or rely heavily on the quality of the basis shape as in [18].

Our approach falls into the category of volume based technique. We are inspired by the recent multi-view reconstruction framework Neural Radiance Field (NeRF) that aims to recover the density and color at every point along every ray, implicitly providing a volumetric reconstruction. NeRF adopts a volume rendering model and sets out to optimize volume density that best matches the observation using a Multi-Layer Perception (MLP). It is also possible to modify NeRF to tackle photometric stereo (PS) problems where the camera is fixed but the lighting conditions vary. We observe the non-confocal NLOS imaging process greatly resembles MVS/PS: fixing the laser beam but measuring the transient at different spots on the wall resembles MVS, whereas fixing the measuring spot but varying the laser beam resembles PS. In fact, the confocal setting is very similar to the NeRF AA setting [41] where the lighting and the camera move consistently. We therefore call our reconstruction scheme Neural Transient Field or NeTF.

Both NeTF and NeRF use MLP as an optimizer. However, there are several major differences between NeRF and NeTF. First, the volume rendering model used in NeRF is not directly applicable to NeTF. We therefore derive a novel volumetric image formation model under NLOS. Second, NLOS measures the transient rather than the radiance. In fact, the transient is measured from the sum of returning photons on a wavefront instead of a single ray. We hence formulate a spherical volume reconstruction pipeline. Finally, NeRF generally assumes dense ray samples, whereas the NLOS setting is much more sparse. We thus introduce a Monte Carlo technique to improve the robustness in the reconstruction.

3 NEURAL TRANSIENT FIELD

We recognize that the NLOS reconstruction problem resembles multi-view reconstruction in the line-of-sight (LOS) and adopt a neural reconstruction framework analogous to NeRF [39]. Each detection spot on the relay wall can be viewed as a virtual camera. These cameras capture the transients of the NLOS scene as if viewed from the wall. We adopt the plenoptic radiance field notion of NeRF and represent the NLOS scene as a continuous 5D function of transients, i.e., a plenoptic transient field. We then set out to infer scene density at every point along every spherical wavefront via deep network based optimization. It is important to note that, same as NeRF, our neural transient field (NeTF) representation chooses not to explicitly discretize the scene into volumes. Rather, we use multi-layer perception (MLP) to virtually represent the volume.
3.1 Scene Representation

The NeRF framework [39] uses the neural radiance field \( L(x, y, z, \theta, \phi) \) as scene representation where \((x, y, z)\) corresponds to a point on a ray and \((\theta, \phi)\) the direction of the ray. Its trained network outputs both the density \(\sigma\) at every position \((x, y, z)\) and the (view-dependent) color \(c = (r, g, b)\) along direction \((\theta, \phi)\). The density can be further used for scene reconstruction and the color for image-based rendering. In our case, NeTF, instead of sampling on a single camera ray, samples a hemisphere of rays as light propagates as a spherical wave from the relay wall towards the hidden scene. We hence adopt a continuous 3D function of transients \(L_{\text{NLOS}}\) under the spherical coordinates as:

\[
L_{\text{NLOS}}(x', y', r, \theta, \phi) \rightarrow (\sigma, \rho) \tag{1}
\]

where \(P(x', y')\) is a detection spot on the wall that serves as the origin of the hemisphere. \(Q(r, \theta, \phi)\) is a scene point parameterized using the spherical coordinate \((r, \theta, \phi)\) w.r.t. \(P(x', y')\). Similar to NeRF, though, we set out to design a fully connected neural network, i.e., an MLP, to estimate \(L_{\text{NLOS}}\). Different from NeRF, \(L_{\text{NLOS}}\) in NeTF outputs a volume density \(\sigma\) and a surface reflectance (albedo \(\rho\)) rather than color along the direction \((\theta, \phi)\).

Recall that NLOS needs to scan different spots on the relay wall, resulting in inconsistent spherical coordinates and casting challenges in network training and inference. We thus first transform the spherical coordinates \((x', y', r, \theta, \phi)\) to their corresponding Cartesian coordinates, i.e., \((x, y, z, \theta, \phi)\) as:

\[
R : \begin{cases} 
  x = r \sin \theta \cos \phi + x' \\
  y = r \sin \theta \sin \phi + y' \\
  z = r \cos \theta
\end{cases} \tag{2}
\]

The transform \(R\) ensures that the position of a 3D voxel is consistent when we scan over different detection spots. All subsequent training under MLP should be conducted under the Cartesian coordinate for density and view dependent albedo inferences.

\[
L_{\text{NLOS}} : (x', y', r, \theta, \phi) \xrightarrow{R} (x, y, z, \theta, \phi) \xrightarrow{\text{MLP}} (\sigma, \rho) \tag{3}
\]

Same as NeRF, a key benefit of NeTF is that we no longer need to discretize the scene into a fixed-resolution volume representation. Instead, the deep network representation can provide scene reconstructions at an arbitrary resolution, recovering fine details largely missing in prior art.

3.2 Forward Model

We first reformulate the NLOS reconstruction problem as a forward model under our NeTF representation. Under the confocal setting [15], [27], [34], the illumination and detection collocate at the same spot \(P(x', y')\) on a relay wall, producing a spherical wave anchored at the spot. The transient \(\tau_{\text{iso}}(x', y', t)\) recorded at each spot \(P(x', y')\) is the summation of photons that are reflected back at a specific time instant \(t\) from the NLOS scene in the 3D half-space \(\Omega\) as:

\[
\tau_{\text{iso}}(x', y', t) = \iiint_{\Omega} \frac{1}{r} \rho_{\text{iso}}(x, y, z) g(x', y', x, y, z) \delta(2\sqrt{(x' - x)^2 + (y' - y)^2 + z^2} - tc) \, dx \, dy \, dz \tag{4}
\]

where \(c\) is the speed of light, \(r\) is the distance between the wall and the NLOS scene as \(r = \sqrt{(x' - x)^2 + (y' - y)^2 + z^2} = tc/2\), and \(1/r^4\) is the light fall-off term. \(\rho_{\text{iso}}(x, y, z)\) is the albedo of an NLOS point, where \(x, y, z\) are the spatial coordinates of the point. Function \(g\) models the time-independent effects, including the surface normal, bidirectional reflectance distribution functions (BRDFs), occlusions patterns, etc. The Dirac delta function relates the time of flight \(t\) to the distance \(r\).

Notice that function \(g\) makes the imaging process nonlinear. To make the problem tractable, previous linear approximation schemes such as [34] adopt \(g = 1\) by assuming that the NLOS scene scatters isotropically and that no occlusions occur within the NLOS scene. Such assumptions, however, restrict NLOS scenes to being Lambertian and convex. In contrast, NeTF, by adopting a deep network to model the imaging process, can tackle non-linearity without imposing explicit constraints on \(g\).

We intend to specify how much an NLOS point in the hemisphere contributes to the transient through photons propagation. Consider a detection spot \(P(x', y')\) to an NLOS point \(Q(r, \theta, \phi)\) in a hemisphere centered at \(P\). Recall that the scattering equation [30] serves as the foundation for volume rendering and thereby NeRF. We first derive a photon version of the scattering equation, with more details provided in the supplementary materials.

In our NLOS setting, photons travel along spherical wavefronts. When they reach either the relay wall or the hidden surface, they are reflected and then continue to propagate along a hemisphere. We assume that the spot \(P\) is a patch with radius \(r_0\), and that the location \(Q\) in the hidden scene with its neighbors that contribute to \(P\) forms a spherical cross-section with radius \(r\), thickness \(dr\), and
a solid angle $d\Omega$. Fig. 4 shows that photons travel from $P$ to $Q$ and back from $Q$ to $P$. When $dr$ is sufficiently small, the inner and outer surface areas of the cross-section are $S = r^2 d\Omega$, and the volume is $S dr$. Recall that $\sigma$ is the density of particles in the cross-section, therefore the number of particles is $\sigma S dr$. Assuming a particle has a radius $a$, the projected area on the surface can then be computed as $A = \pi a^2$. We assume that light energy $E$ is attenuated due to particles’ absorption and scattering and consequently the energy loss $dE$ can be computed as:

$$
dE = -\frac{\pi a^2 \sigma r^2 d\Omega dr}{r^2 d\Omega} = -A \sigma E dr
tag{5}
$$

The attenuation coefficient can be computed as $e^{-\sigma r^2 t}$ along the radius $r$. Recall that the spot $P$ has a radius $r_0$ and emits radiant energy as a constant $E_p$. Taking integral of Eqn. 5, energy received at $Q$ is defined as:

$$
E_Q = \exp \left( \int_{0}^{r} -A \sigma(r', \theta, \phi) dr' \right) E_p \frac{r^2 \cdot d\Omega}{r^2 \cdot 2\pi} \tag{6}
$$

We now consider the reflection at $Q$. Assume that the cross-section is sufficiently thin, e.g., $dr = 2a$, the radiant energy at $Q$ attenuated due to absorption and reflection w.r.t. the reflectance $\rho$ can be defined as

$$
E_Q' \rho(r, \theta, \phi) = A \cdot \sigma(r, \theta, \phi) \cdot 2a \cdot \rho(r, \theta, \phi) \cdot E_Q \tag{7}
$$

On the returning path from $Q$ to $P$, the wavefronts form hemispheres centered at $Q$ where the spot $P$ has radius $r_0$ and emits radiant energy at a constant $E_p$. Thus the energy at $P$ w.r.t. the solid angle $d\Omega$ as:

$$
E_P(r, \theta, \phi) = \exp \left( \int_{0}^{r} -A \sigma(r', \theta, \phi) dr' \right) E_p \frac{r^2 \cdot 2\pi}{r^2 \cdot 2\pi} \tag{8}
$$

By taking the integral of Eqn. 8 w.r.t. the solid angle $d\Omega$, we obtain energy received at the detection $P(x', y')$ in the hemisphere at a time instant $t$ as:

$$
\tau(x', y', t) = \int_{H(x', y'; \frac{2\pi}{4})} E_P'(r, \theta, \phi) d\Omega \tag{9}
$$

Eqn. 9 serves our forward imaging model. It essentially maps an NLOS point $Q(r, \theta, \phi)$ to a transient $\tau$ detected at a spot $P(x', y')$ on a relay wall. For clarity, we abbreviate $\sigma(r, \theta, \phi; x', y')$ as $\sigma(r, \theta, \phi)$, and $\rho(r, \theta, \phi; x', y')$ as $\rho(r, \theta, \phi)$. Substituting Eqs. 6, 7 and 8, Eqn. 9 is rewritten as:

$$
\tau(x', y', t) = \Gamma_0 \int_{H(x', y'; \frac{2\pi}{4})} \frac{1}{r^2} \sigma(r, \theta, \phi) \rho(r, \theta, \phi) e^{\exp \left( \int_{0}^{r} -A \sigma dr' \right)} d\Omega
\tag{10}
$$

where constant $\Gamma_0 = Aar_0^2E_p/\pi$ is determined by particle radius $a$, initial energy $E_p$, and patch radius $r_0$. The integration domain $H(x', y'; \frac{2\pi}{4})$ is a hemisphere centered at $P(x', y')$ on a relay wall, with a radius of $r = ct/2$. $\theta$ and $\phi$ are the elevation and azimuth angles in the viewing direction from $P(x', y')$ to an NLOS point, equivalent to those in the direction of reflection from the NLOS scene. $\rho(r, \theta, \phi; x', y')$ models view-varying BRDFs of the NLOS scene. $e^{\exp \left( \int_{0}^{r} -A \sigma dr' \right)}$ is an exponential attenuation coefficient and reveals the visibility of an NLOS point with respect to varying detection spots $P(x', y')$. Since $d\Omega = \sin \theta d\theta d\phi$, we have:

$$\tau(x', y', t) = \Gamma_0 \int_{H(x', y'; \frac{2\pi}{4})} \sin \theta \cdot e^{\exp \left( \int_{0}^{r} -A \sigma dr' \right)} d\theta d\phi \tag{11}$$

Recall that the forward plenoptic transient field model in Eqn. 11 is computationally expensive if we use the MLP for training. If we further assume that the NLOS scene is all opaque and does not exhibit self-occlusions, we can further simplify the formulation to:

$$\tau(x', y', t) = \Gamma_0 \int_{H(x', y'; \frac{2\pi}{4})} \sin \theta \cdot e^{\exp \left( \int_{0}^{r} -A \sigma dr' \right)} d\theta d\phi \tag{12}$$

Such a formulation reduces computations and is used in examples of Figs. 6, 8, 9, 10, and 11 to accelerate processing. Its downside though is that, unlike Eqn. 11, it cannot handle occlusions. For scenes that contain heavy occlusion, we use Eqn. 11, e.g., in Fig. 14.

Finally, it is noting that although both NeRF and our NeTF derive the forward model based on volume rendering, NeRF models how a ray propagates along a line (i.e., with a cylinder between two points) whereas NeTF models spherical wavefront propagation (i.e., with a cone model that accounts for attenuation). In addition, the volume rendering model used in NeRF only considers one-way accumulation, i.e., how light travels through light emitting particles towards the camera sensor. In contrast, our NeTF adopts a two-way propagation model, i.e., how light illuminates the scene and how scenes illuminate the wall.

### 3.3 Differentiable Rendering

Our forward model is differentiable, we can therefore numerically compute the continuous integral Eqn. 12 using quadrature, as:

$$\tau(x', y', t) = \frac{\Delta \theta \Delta \phi}{r^2} \sum_{i,j} \sin(\theta_{ij})\sigma(r, \theta_{ij}, \phi_{ij})\rho(r, \theta_{ij}, \phi_{ij}) \tag{13}$$

where $Q(r, \theta_{ij}, \phi_{ij})$ are scene points uniformly sampled along the hemispherical rays. We transform these points into their corresponding Cartesian coordinates as inputs to the MLP. The network outputs the density and reflectance at each point. We then sum all the outputs as neural transient fields from the transients.

We optimize our NeTF by minimizing the following $l_2$-norm loss function as the difference between the predicted $\tau(x', y', t)$ and measured $\tau_m(x', y', t)$ transients:

$$L = \sum_{x', y', t} \left( \tau_m(x', y', t) - \tau(x', y', t) \right)^2 \tag{14}$$
Notice that the use of MLP allows minimizing arbitrary losses as long as they are differentiable with respect to our prediction $\tau(x', y', t)$, although $l_2$-norm is most commonly adopted same as in NeRF.

4 Neural Transient Fields Optimization

Our NeTF forward model allows modeling the plenoptic transient field using an MLP. However, data acquired by NeTF are quite different from those in NeRF. In NeRF, a dense set of high resolution images is generally required to produce satisfactory density estimation and view interpolation. Under the dense viewpoint setting, the problem of occlusions is less significant as there will be a sufficient number of views capturing the occluded point to ensure reliable reconstruction. In NeTF, however, our SPAD only captures a sparse set of spots on the wall and an occluded point may be captured only from a very small number of viewpoints (spots). Consequently, occlusion can lead to strong reconstruction artifacts if not handled properly. We develop a two-stage training strategy along with a hierarchical sampling technique to address this sampling bias.

4.1 Two-stage Training

We observe that the sampling bias resembles the long-tailed classification problem in machine learning. A conventional solution is to resample the dataset to achieve a more balanced distribution by over-sampling the minority classes [28]. We therefore adopt a two-stage training strategy. We first conduct training using all samples to obtain an initial reconstruction. We then calculate the loss function between the predicted and measured transients at every measuring spot on the relay wall. We observe spots that correspond to a high loss imply undersampling and should incur more samples. We therefore normalize the calculated loss to form a probability density function (PDF). Next, we resample the detection spots using the PDF: a higher loss corresponds a higher PDF and should be more densely sampled. We thus use this sampling scheme to build a new training dataset and then retrain our network to refine reconstruction. The bunny scene (Fig. 5) shows a sample loss map (and therefore resampling density map) with 256x256 sampling spots on the relay wall, with red implying a higher loss (and thus high PDF in subsequent sampling) and blue a low one. Using two stage training, we manage to significantly reduce the loss near the upper left spots on the wall through which the ears of the bunny should be observed. Consequently, our two-stage training manages to recover bunny ears largely missing in one-stage training and in prior art (Figs. 6 and 9).

The two-stage training process provides a viable solution to tackle imbalanced sampling for achieving more accurate reconstruction. Fig. 6 demonstrates the corresponding reconstruction results with and without using the second stage. Results with the second stage manage to recover many fine details largely missing from the first stage, e.g., the ear of Bunny and details of the abdomen regions.

4.2 Hierarchical Sampling

Denser samples produce higher quality reconstruction. At the same time, they lead to a much higher computation overhead. For example, by uniformly sampling $L$ hemispherical wavefronts at every detection spot and $N^2_{2}$ scene points on each $L$, the resulting training process requires a computational complexity of $O(N^2L)$. We observe that under the confocal setting, spherical wavefronts only intersect with a very small portion of the NLOS scene. These wavefronts tend to converge at specific patches and contribute greatly to the final integral where the contributions from the rest are negligible.

Note that the hierarchical sampling scheme in NeTF is different from NeRF: NeRF calculates the integral along a ray, i.e., using 1D sampling, whereas NeTF on a hemisphere, i.e., using 2D sampling. To make this problem tractable, we develop a coarse-to-fine sampling scheme. Specifically, we first sample $N_{c}^2$ uniform scene points in the hemisphere and evaluate our coarse network with the estimated PDF $k(\theta, \phi)$. We then employ Metropolis-Hastings algorithm and conditional Gaussian distribution for state transition of Markov chain to produce a fine sampling of $N_{f}$ scene points as $K(\theta_{ij}, \phi_{ij})$ along the hemispherical wavefronts that intersect with the NLOS scene. We finally combine the coarse and fine samples $N_{c}^2 + N_{f}$ to re-evaluate the reconstruction quality from our fine network.

Specifically,

$$
\tau(x', y', t) = \frac{\tau_c(x', y', t) + \tau_f(x', y', t)}{2}
$$

(15)
where \( \tau_c(x', y', t) \) is the integral with the coarse samples \( N_c^2 \), and \( \tau_f(x', y', t) \) is estimated with samples \( N_f \) from MCMC, as:

\[
\tau_f(x', y', t) = \frac{1}{r^2} \sum_{i,j} \frac{\sigma(r, \theta_{ij}, \phi_{ij}) \rho(r, \theta'_{ij}, \phi'_{ij})}{K(\theta'_{ij}, \phi'_{ij})}
\]

(16)

It is important to note that our hierarchical sampling is intrinsically differentiable (3.3). Previous volume-based methods, e.g., [2], [15], [34], [35], in theory can also apply such a hierarchical sampling technique to refine their reconstruction. In reality, these methods use an explicit volumetric representation with a fixed resolution, making resampling on the hemisphere intractable.

5 EXPERIMENTAL RESULTS

In this section, we discuss our NeTF implementation and experimental validations.

5.1 MLP Settings

We train the NeTF using an MLP. Fig. 7 shows the structure of our MLP. Analogous to NeRF [39], we construct a fully connected network with nine 256-channel layers, and with one 128-channel layer. We use ReLU activations for all the layers. We transform the spherical coordinates of sampling points into their Cartesian coordinates \((x, y, z, \theta, \phi)\), and feed them into the MLP. We predict the volume density as a function of only position, and the view-dependent reflectance as a function of both position and direction. We first normalize the spatial coordinates \((x, y, z)\) and the viewing direction \((\theta, \phi)\) to range [-1, 1]. Next, we apply the positional encoding (PE) technique and map each input from 1 dimension onto a 10-dimensional Fourier domain to represent high-frequency variation in geometry and reflectance. Our MLP then processes the coordinates \((x, y, z)\) as inputs with eight 256-channel layers and outputs a 256-dimensional feature vector. Note that we also concatenate \((x, y, z)\) with the fourth layer for skip connection. This feature vector is passed to an additional 256-channel layer and produces \(\sigma\). Simultaneously, the feature vector is concatenated with the direction \((\theta, \phi)\) and passed to the 128-channel layer for reflectance \(\rho\).

Under the NLOS setting, we consider a batch size of 1 to 4 transients and employ 32 × 32 or 64 × 64 samples for both uniform sampling \(N^2\) and MCMC sampling \(N_f\) on the hemisphere. We adopt the Adam optimizer [33] with hyperparameters \(\beta_1 = 0.9\) and \(\epsilon = 1 \times 10^{-7}\). In our experiments, we use a learning rate that begins at \(1 \times 10^{-3}\) and decays exponentially to \(1 \times 10^{-4}\) through the optimization. The training time of NeTF shares certain similarities to NeRF. In NeRF, the training cost depends on how densely we sample along each ray. In NeTF, it depends on two factors: how densely we sample the radius of the hemisphere (i.e., the number of layers) and how densely we sample each layer/hemisphere. For the Bunny scene, on a single GeForce RTX 3090 GPU the training takes 10 hours using 200 layers with 32 × 32 samples on each layer (5 epochs, batchsize 4). The training time quadruples with the same number of layers but at 64 × 64 samples.

5.2 Validations

We have validated our approach on two public NLOS datasets: a simulated ZNLOS dataset [25], [26], and a real Stanford dataset [15]. ZNLOS consists of multi-bounce transients of synthetic objects that are 0.5 m from the relay wall. The transients have a temporal resolution of 512 time bins with a width of 10 ps and a spatial resolution of 256 × 256 pixels. The Stanford dataset captures transients measured in real scenes that are 1.0 m away from the relay wall. The transients in this dataset have a temporal resolution of 512 time bins with a width of 32 ps and a spatial resolution of 512 × 512 or 64 × 64 pixels. We conduct quantitative and qualitative comparisons between NeTF and the state-of-the-art (SOTA) methods.

Qualitative Comparisons. On ZNLOS, we experiment on several simulated hidden objects: Bunny, Lucy, and Indonesian at a spatial resolution of 256 × 256 pixels that correspond to an area of size 1 m × 1 m on the relay wall. All three models are diffuse; Bunny does not contain a floor, but Lucy and Indonesian do. On the Stanford dataset, we have experimented on three real hidden objects with different materials: a diffuse Statue, a glossy Dragon, and a metal Bike. Their spatial resolution is of 512 × 512 spots and we down-sample them to 256 × 256, same as in [35] (128 × 128 in [14], [15]).

Fig. 8 illustrates our results. Our NeTF outputs a volume density map \(\sigma\) and a directional reflectance map \(\rho\) of ZNLOS Bunny and Stanford Statue. From these two maps we can produce volumetric albedo, and reconstruct a 3D mesh of hidden objects. By sampling 256 × 256 transients, our NeTF produces high quality reconstructions of objects with complex textures (e.g., Lucy). The density and reflectance maps of both Statue and Lucy, and the volumetric albedo produce much less error. We can then apply the Marching Cubes algorithm to further convert the volume to surfaces.

Fig. 9 shows the comparisons with three most broadly adopted volume-based methods [14], [15], [35]. We compare the projected volumes to 2D maps of Indonesian, Lucy and Bunny. Note that the results from [14], [15] correspond to volumetric albedos whereas ours includes both the density and the albedo maps. We also show the normal volume using [35]. The recovered volume maps on these hidden
Fig. 8. From left to right: the ground truth, the recovered volume density, reflectance, albedo, and 3D mesh reconstruction using NeTF. Top shows the results on the Lucy model and bottom on the Statue.

Fig. 9. Comparisons on simulated NLOS data. NeTF achieves comparable reconstructions as SOTA and further manages to recover challenging geometry such as the ear of Bunny, the wing of Lucy and the crown of Indonesian. Objects demonstrate NeTF achieves comparable reconstruction quality to SOTA. NeTF, however, can tackle challenging geometry, e.g., the ear of Bunny, the wing of Lucy and the head of Indonesian that are partially missing using prior art. The Phasor Field technique achieves the best performance on Indonesian but still misses the ear on bunny and wing on Lucy. This implies that such geometry may cast additional challenges to wave-based techniques but can be potentially recovered via volume reconstruction.

DLCT [35] produces comparable results to NeTF on Bunny and Indonesian. On Bunny, both methods manage to acquire the overall geometry yet DLCT misses one ear whereas NeTF captures both. In Fig. 9, and 10, DLCT further uses the mask (silhouettes) of the bunny to obtain the final mesh. The use of the mask can recover the shape (depth) of both ears but the geometry of the second ear is still incorrect. NeTF, in contrast, manages to recover both ears of Bunny. Similar reconstructions can be observed on Lucy. Fig. 10 shows in-depth comparisons between NeTF and DLCT for Bunny on the recovered albedo, normal (density in our results), and mesh reconstruction. Our method preserves fine details but is slightly more noisy, as shown in the depth error. A similar phenomenon is observed on NeRF for multi-view 3D reconstruction where the noise can be potentially filtered.

On the real Stanford dataset, Fig. 11 compares NeTF vs. SOTA for the glossy Dragon, diffuse Statue, and metal Bike. On Dragon and Statue where view-dependency is re-
Fig. 10. Comparisons between NeTF and DLCT on the Bunny scene. Both methods manage to acquire the overall geometry yet DLCT misses one ear whereas NeTF captures both. In its own implementation [35], DLCT further uses the mask (silhouettes) of the bunny to further improve reconstruction to obtain the final mesh.

Fig. 11. Comparisons on real NLOS data. (a) The ground truth shows a photography of the hidden object. (b-c) show results using various techniques. The Bike dataset exhibit heterogeneous materials and complex topology and are particularly challenging. NeTF produces comparable reconstructions to SOTA. In particular, same as other neural modeling methods such as NeRF, NeTF reconstruction incurs much lower noise than SOTA.

Atively small, NeTF and SOTA produce comparable results, although NeTF manages to better preserve high frequency features such as occluding edges. On the challenging Bike scene, NeTF achieves a similar performance to [14]. For DLCT, the reconstructed mesh exhibits adhesion between different parts, whereas reconstruction produced by NeTF manages to separate these parts.

We have further tested robustness and efficiency of NeTF under non-confocal settings as well as on low resolution transient inputs. Fig. 12 shows the density, albedo and mesh reconstruction. NeTF produces reasonable estimations to the ground truth and significantly higher quality reconstructions compared with the results from BP and FBP [2]. Fig. 13 shows the NeTF results with down-sampled measurements from $256 \times 256$ spots to $32 \times 32$, $16 \times 16$, $8 \times 8$ and even $4 \times 4$. Even with very sparse sampling spots ($16 \times 16$ and $8 \times 8$), NeTF produces reasonable reconstructions without any prior. To test our approach under the non-confocal setting, we test on two additional objects from ZNLOS, i.e., the letter Z and the bunny, and their transients simulated under non-confocal setups.

To further test the robustness of NeTF vs. SOTA on
occlusions, we experiment on a semi-occluded scene from ZNLOS using Eqn. 11. Fig. 14 shows the frontal and top-viewed albedo maps of the reconstruction. Phasor Field is most sensitive to occlusions whereas DLCT and F-K can only recover one plane at a high accuracy. NeTF produces sharper edges of both front and back planes.

Quantitative Comparisons. Table 1 and 2 show that NeTF achieves comparable accuracy as the state-of-the-art (SOTA) in terms of Mean Absolute Error (MAE), demonstrating the feasibility and efficacy of deep neural networks in NLOS under both confocal and non-confocal settings. Under the MAE metric, the gain using NeTF does not seem significant. However, MAE does not fully reflect the reconstruction quality: our experiments have further revealed that NeTF can more robustly handle silhouettes and semi-occlusions, as shown in Fig. 12 and 14.

6 Conclusion and Future Work

We have presented a novel neural modeling framework called the Neural Transient Field (NeTF) for NLOS imaging. Similar to the recent Neural Radiance Field that seeks to use a multi-layer perception (MLP) to represent the 5D radiance function, NeTF recovers the 5D transient function in both spatial location and direction. Different from NeRF, the input training data are parametrized on the spherical wavefronts in NeTF rather than along lines (rays) as in NeRF. We have hence formulated the NLOS process under spherical coordinates, analogous to volume rendering under Cartesian coordinates. Another unique characteristic of our NeTF solution is the use of Markov chain Monte Carlo (MCMC) to account for sparse and unbalanced sampling in NeTF. MCMC enables more reliable volume density estimation and produces more accurate shape estimation by recovering details caused by occlusions and non-uniform albedo. Our experiments on both synthetic and real data demonstrate the benefits of NeTF over SOTA in both robustness and accuracy.

Same as NeRF, the final reconstruction of the hidden scene corresponds to a 3D density volume, implicitly represented by the MLP. Recovering the actual shape requires mapping the volume to surfaces, e.g., by thresholding followed by Marching Cubes. Such brute-force implementa-

---

Fig. 12. Visual Comparisons of NLOS reconstructions by NeTF and SOTA under the non-confocal setting. NeTF manages to recover clearer silhouettes than SOTA.

![Fig. 12](image-url)
Fig. 14. Visual comparisons of NLOS reconstructions on the semi-occluded scene. (a) and (b) show the frontal and top-down views. Closest to NeTF is DLCT, which manages to recover the front plane but produces high errors on the back plane.

tions may lead to noise on smooth surfaces. There are a number of emerging neural modeling techniques that can potentially provide smooth reconstructions, by imposing shape priors [40]. In general, learning-based techniques (including NeRF and NeTF), in their current forms, are still substantially more computationally expensive than previously optimization techniques, although we observe a large number of emerging acceleration schemes. More importantly, NeTF demonstrates that deep learning provides an alternative and potentially feasible solution to a broader class of inverse imaging problems. There are several acceleration schemes, e.g., using results from SOTA to initialize the network and then conduct training. It is our immediate future work to investigate how to integrate such approaches into our NeTF framework. Our current approach does not separately treat the confocal and non-confocal setups. Analogous to multi-view stereo vs. photometric stereo, it may be possible to tailor solutions such as [41] on top of NeTF to separately handle different settings.
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APPENDIX A
FORMULATING LCT VIA NeTF

We show LCT can be formulated as a simplified NeTF model. We first rewrite the forward model Eqn. 12 under triple integral with the Dirac delta function that correlates time of flight $t$:

$$
\tau(x', y', t) = 
\Gamma_0 \iint_{\Omega} \frac{\sin \theta \sigma(r, \theta, \phi) \rho(r, \theta, \phi) \delta(r - \frac{ct}{2})}{r^2} \, dr \, d\theta \, d\phi
$$

where the integral domain $\Omega$ is defined under the spherical coordinates. Notice Eqn. 17 is consistent with the light-cone transform (LCT) model [34]: we can rewrite it under the Cartesian coordinates where $dx \, dy \, dz = r^2 \sin \theta \, dr \, d\theta \, d\phi$ as:

$$
\gamma(x', y', t) = 2\Gamma_0 \iint_{\Omega} \frac{1}{r^2} \sigma(x, y, z) \rho(x, y, z, \theta, \phi) \cdot 
\delta(2\sqrt{(x-x')^2 + (y-y')^2 + z^2 - ct}) \, dx \, dy \, dz
$$

If we further assume diffuse and isotropic albedo as $\rho_{iso}(x, y, z) = \sigma(x, y, z) \rho(x, y, z, \theta, \phi)$, Eqn. 18 degenerates to the LCT model (Eqn. 4 with $g = 1$).

APPENDIX B
NON-CONFOCAL NeTF

Under the non-confocal setting, we set out to formulate the transient in terms of semi-ellipsoids with foci at the illumination and detection spots $P$ and $P'$ on the relay wall, as shown in Fig. 15. Given a scene point $Q$, assume $r_1$ and $r_2$ correspond to the distance from $P$ to $Q$ and $Q$ to $P'$, respectively. Following the same derivations of Eqns. 6, 7, and 8 under the confocal setting, we first compute the energy (transient) received at $P'$ from the location $Q$ as:

$$
E_{P'} = \frac{\Gamma}{r_2^2} \sigma(Q) \rho(Q, P, P') \exp \left( -A \int_{\mathcal{Y}} \sigma(s) \, ds \right) \, d\Omega
$$

where $\Gamma = A r_0^2 E_{P'} / \pi$, $\exp \left( -A \int_{\mathcal{Y}} \sigma(s) \, ds \right)$ corresponds to the attenuation coefficient along optical path $Y : P \rightarrow Q \rightarrow P'$ with length $r_1 + r_2 = ct$.

To compute the complete transient received at $P'$ from $P$, recall $P'$ should be radiated by all points lying on a semi-ellipsoid $E$ with the foci $P, P'$, semi-major axis of length

$$
\alpha = \frac{ct}{2}, \text{ focal length } \gamma = \frac{|QP - QP'|}{2}, \text{ and the eccentricity } e = \gamma / \alpha. \text{ For simplicity, we can set up the coordinate system so that } P \text{ and } P' \text{ are symmetric about origin } O \text{ and } PP' \text{ parallel to } y\text{-axis. We can thus compute transient as:}
$$

$$
\tau(P, P', t) = \iint_{E} E_{P'} \, d\Omega
$$

Since Eqn. 19 is integrated on the semi-ellipsoid $E$ but under spherical coordinates centered at $P$, we need to rewrite $E_{P'}$ under ellipsoidal coordinates with foci $P$ and $P'$. Specifically, we first represent the ellipsoid in terms of $r_1$ and $\theta$ as:

$$
r_1 = \frac{\alpha(1 - e^2)}{1 - e \cos \theta}
$$

Eqn. 20 transforms to:

$$
\tau(P, P', t) = \iint_{\Omega} E_{P'} \delta \left( r_1 - \frac{\alpha(1 - e^2)}{1 - e \cos \theta} \right) \, dr_1 \, d\Omega
$$

Next, we transform spherical coordinates $(r_1, \theta, \phi)$ to ellipsoidal coordinates $(\mu, \nu, \varphi)$ as:

$$
\begin{align*}
\sin \theta \cos \phi &= \gamma \sinh \mu \sin \nu \cos \varphi \\
\sin \theta \sin \phi &= \gamma \sinh \mu \sin \nu \sin \varphi \\
\cos \theta &= \gamma \cosh \mu \cos \nu
\end{align*}
$$

Recall that the Jacobian $J$ from the Cartesian to ellipsoidal coordinates are:

$$
J = \frac{dx \, dy \, dz}{d\mu \, d\nu \, d\varphi} = \gamma^3 \sinh \mu \sin \nu (\sin \nu^2 \mu + \sin^2 \nu)
$$

We can map between spherical coordinates to ellipsoidal coordinates via $J$ as:

$$
dx \, dy \, dz = r_1^2 \sin \theta \, dr_1 \, d\theta \, d\phi = r_1^2 \, dr_1 \, d\Omega = J \, d\mu \, d\nu \, d\varphi
$$
Substituting Eqn. 25 into Eqn. 22, we obtain the transient under the ellipsoidal coordinate system as:

$$\tau(P, P', t) = \iiint_{\Omega} \frac{1}{r_1} E_{P'} \delta (2\gamma \cosh \mu - ct) J \, d\mu \, d\nu \, d\varphi$$

(26)

Notice that with a fixed $t$, we can find the corresponding $\mu$ for non-zero $\delta$ so that the triple integrate can be simplified to double integral in only $\nu$ and $\varphi$. In addition, if we further discard the attenuation term in $E_{P'}$, we can simplify the transient to:

$$\tau(P, P', t) = \Gamma_0 \iint_{E} \frac{J}{r_1 r_2} \sigma(\mu, \nu, \varphi) \rho(\mu, \nu, \varphi, P, P') \, d\nu \, d\varphi$$

(27)

where $\mu = \text{arccosh}(ct/2\gamma)$. In our non-confocal NeTF implementation (as in Sec. 3.3), we set out to solve Eqn. 27. It is important to note though that a downside of discarding attenuation ignores occlusions.