ON TJURINA IDEALS OF HYPERSURFACE SINGULARITIES

JOÃO HÉLDER OLMEDO RODRIGUES

Abstract. The Tjurina ideal of a germ of a holomorphic function $f$ is the ideal of $\mathcal{O}_{\mathbb{C}^n,0}$ - the ring of those germs at $0 \in \mathbb{C}^n$ - generated by $f$ itself and by its partial derivatives. Here it is denoted by $T(f)$. The ideal $T(f)$ gives the structure of closed subscheme of $(\mathbb{C}^n,0)$ to the singular set of the hypersurface defined by $f$, being an object of central interest in Singularity Theory. In this note we introduce $T$-fullness and $T$-dependence, two easily verifiable properties for arbitrary ideals of germs of holomorphic functions. These two properties allow us to give necessary and sufficient conditions on an ideal $I \subset \mathcal{O}_{\mathbb{C}^n,0}$ for the equation $I = T(f)$ to admit a solution $f$. As a result we characterize closed subschemes of $(\mathbb{C}^n,0)$ arising as singularities of germs of hypersurfaces.

1. Introduction

Motivation for the present work comes from the classification of germs of hypersurface singularities in $(\mathbb{C}^n,0)$. A germ of a complex hypersurface $(X,0) \subset (\mathbb{C}^n,0)$ at the origin $0 \in \mathbb{C}^n$ is defined as the zero set of some - non-trivial - principal ideal $I(X)$ of $\mathcal{O}_{\mathbb{C}^n,0}$, the ring of germs of holomorphic functions at $0 \in \mathbb{C}^n$. Let $m$ denote the unique maximal ideal of $\mathcal{O}_{\mathbb{C}^n,0}$. A generator $f \in m$ - which is well-defined, modulo multiplication by an invertible element in $\mathcal{O}_{\mathbb{C}^n,0}$ - of $I(X) = \langle f \rangle$ is said to be an equation for $(X,0)$; we often say in this case that $(X,0) \subset (\mathbb{C}^n,0)$ is defined by $f$.

As it is customary, we want to decide when two objects - germs of hypersurfaces at $0 \in \mathbb{C}^n$, in the present case - are alike, in some prescribed sense. A quite natural notion is the biholomorphic equivalence of germs of hypersurfaces. We say that two germs of hypersurfaces, $(X_1,0) \subset (\mathbb{C}^n,0)$ and $(X_2,0) \subset (\mathbb{C}^n,0)$ with equations $f_1$, $f_2$ are biholomorphically equivalent if there exist small open neighbourhoods $U_1$ and $U_2$ of the origin $0 \in \mathbb{C}^n$, where $f_1$, $f_2$ converge and a (germ of) biholomorphism $\Phi : U_1 \to U_2$ - taking the origin to itself - such that $\Phi(X_1 \cap U_1) = X_2 \cap U_2$. This is clearly an equivalence relation among germs of hypersurfaces. We refer
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to the totality of germs of hypersurfaces all biholomorphically equivalent
to one another as a biholomorphic class. It is easy to see that $(X_1, 0)$ and
$(X_2, 0)$ as above are biholomorphically equivalent if and only if there ex-
ists an automorphism $\varphi$ of $\mathcal{O}_{\mathbb{C}^n, 0}$ and an invertible element $u \in \mathcal{O}_{\mathbb{C}^n, 0}$ such that $\varphi(f_1) = uf_2$. It is often said in this case that $f_1$ and $f_2$ are contact
equivalent. So, a guiding big problem is to look for a complete set of in-
varians describing completely biholomorphic classes. For instance, one
of the most famous invariants of a biholomorphic class is the multipli-
city of their elements. We recall that if a system $\{x_1, \ldots, x_n\}$ of generators of
$m \subset \mathcal{O}_{\mathbb{C}^n, 0}$ is chosen and if $(X, 0) \subset (\mathbb{C}^n, 0)$ is a germ of hypersurface
defined by $f$, its multiplicity $\text{mult}(X, 0) = \text{mult}(f)$ is the smallest degree
$m$ of a non-zero homogeneous polynomial appearing in a series expansion
$f(x_1, \ldots, x_n) = f_m(x_1, \ldots, x_n) + f_{m+1}(x_1, \ldots, x_n) + \ldots$ Clearly the multipli-
city of a germ doesn’t depend on the choice of $\{x_1, \ldots, x_n\}$. So, two biholo-
morphically equivalent germs of hypersurfaces in $(\mathbb{C}^n, 0)$ have the same multipli-
city, but not the other way around.

Given the previous terminology, the starting point for our research is
a result of J. Mather and S. Yau’s study [MY], which involves a certain
$\mathbb{C}$-algebra associated to a germ of hypersurface $(X, 0) \subset (\mathbb{C}^n, 0)$. Fix a
system $\{x_1, \ldots, x_n\}$ of minimal generators of $m \subset \mathcal{O}_{\mathbb{C}^n, 0} = \mathbb{C}[x_1, \ldots, x_n]$.
Suppose $(X, 0)$ is defined by $f(x_1, \ldots, x_n)$. We define the Tjurina Algebra
of $(X, 0)$ - or more accurately of $f$ - as the quotient ring

$$A(X) = A(f) = \mathbb{C}[x_1, \ldots, x_n]/\langle f, \frac{\partial f}{\partial x_1}, \ldots, \frac{\partial f}{\partial x_n} \rangle.$$  

The ideal $\langle f, \frac{\partial f}{\partial x_1}, \ldots, \frac{\partial f}{\partial x_n} \rangle$ appearing as the denominator is called the Tjurina
ideal - or extended Jacobian ideal - of $f$ and we denote it as $T(f)$. If $g$ is
another generator of $I(X)$ then $g = uf$, for some invertible element $u \in \mathbb{C}[x_1, \ldots, x_n]$. Hence $A(f) = A(g)$, because actually $T(f) = T(g)$ and this
shows that $A(X)$ really doesn’t depend on the chosen generator for $I(X)$.

In order to explain Mather-Yau’s result, we observe that when $(X_1, 0)$ and
$(X_2, 0)$ are biholomorphically equivalent germs of hypersurfaces, then from
a relation of type $\varphi(f_1) = uf_2$ as above, it is quite straightforward to check
that the Tjurina algebras $A(X_1)$ and $A(X_2)$ are isomorphic as
$\mathbb{C}$-algebras. The converse holds but it is far more subtle and originally
proved for the class of isolated hypersurface singularities. The result is
generally referred to as the Mather-Yau theorem. There is also a general-
ization due to Gaffney and Hauser (cf. [GH] for details), which is valid for
the class of hypersurface singularities of isolated type. This class includes
(strictly) isolated hypersurface singularities. The aforementioned result is
stated here in a simplified manner:
Theorem 1.1 (Mather, Yau; Gaffney, Hauser). Two germs of complex hypersurfaces of isolated type, \((X_1, 0) \subset (\mathbb{C}^n, 0)\) and \((X_2, 0) \subset (\mathbb{C}^n, 0)\) are biholomorphically equivalent if and only if \(A(X_1)\) and \(A(X_2)\) are isomorphic as \(\mathbb{C}\)-algebras.

That’s why Mather and Yau originally baptised \(A(X)\) as the moduli algebra of the germ of hypersurface \((X, 0) \subset (\mathbb{C}^n, 0)\): the preceding result tells us that the problem of the classification of germs of hypersurfaces singularities of Isolated Type \((X, 0) \subset (\mathbb{C}^n, 0)\) up to biholomorphic equivalence is equivalent to that of the classification of their Tjurina algebras \(A(X)\) up to \(\mathbb{C}\)-algebra isomorphism.

In this vein we ask ourselves what seems to be a prior question - algebraic of course, as the methods we will use to attack it -, namely:

**Question 1.2.** Fixed \(n \geq 1\), how to find necessary and sufficient conditions for an ideal \(I \subset \mathcal{O}_{\mathbb{C}^n, 0}\) to be the Tjurina ideal of some \(f \in \mathbb{m}\)?

Clearly, for all \(n \geq 1\), the zero ideal and the whole ring \(\mathcal{O}_{\mathbb{C}^n, 0}\) are Tjurina ideals of \(0\) and \(x_1\), say, respectively.

**Example 1.3.** If \(n = 1\) then any ideal \(I \subset \mathcal{O}_{\mathbb{C}^1, 0} = \mathbb{C}[x_1]\) is of the form \(I = m^k = \langle x_1^k \rangle, k \geq 0\); this is the Tjurina ideal of \(f(x_1) = x_1^{k+1}\).

So, if \(n = 1\), Question 1.2 has a trivial answer: any ideal is the Tjurina ideal of some function. However, beginning at \(n = 2\), this is not true any more. Clearly a necessary condition for an ideal \(I \subset \mathcal{O}_{\mathbb{C}^n, 0}\) to be the Tjurina ideal of some \(f \in \mathcal{O}_{\mathbb{C}^n, 0}\) is that the minimal number of generators of \(I\) should be at most \(n + 1\), but this is not sufficient as we see in the next

**Example 1.4.** Let \(I = m^2 = \langle x_1^2, x_1x_2, x_2^2 \rangle \subset \mathbb{C}[x_1, x_2] = \mathcal{O}_{\mathbb{C}^2, 0}\) - i.e., the ideal defining a planar triple point - is not of the form \(T(f)\), for any \(f(x_1, x_2) \in \mathcal{O}_{\mathbb{C}^2, 0}\). Indeed, \(\dim_{\mathbb{C}} \left(\frac{\mathcal{O}_{\mathbb{C}^2, 0}}{I(f)}\right) = 3\) and it is known (cf. [HI, Example 14.1]) that there exists - up to contact equivalence - only one \(f(x_1, x_2)\) such that \(\dim_{\mathbb{C}} \left(\frac{\mathcal{O}_{\mathbb{C}^2, 0}}{I(f)}\right) = 3\), namely \(x_1^4 + x_2^2\). Now in \(\frac{\mathcal{O}_{\mathbb{C}^2, 0}}{I(f(x_1, x_2))}\), \(\eta = \tilde{x}_1\), the residual class of \(x_1\), is such that \(\eta^2 \neq 0\).

**Example 1.5.** Let \(n \geq 2\) and consider \(I = \langle x_1, x_2, \ldots, x_{n-1}, x_n \rangle = \langle (x_i, x_j)_{i < j} \rangle\), an ideal defining the union of \(n\) lines in \((\mathbb{C}^n, 0)\) meeting transversally at \(0\). If \(n \geq 4\), then \(I\) is not a Tjurina ideal of any \(f \in \mathcal{O}_{\mathbb{C}^n, 0}\). Indeed, \(I\) is minimally generated by \(\frac{n(n-1)}{2}\) monomials, which exceeds \(n + 1\) if \(n \geq 4\). If \(n = 3\) we see that for \(f = x_1x_2x_3\), \(T(f) = \langle x_2x_3, x_1x_3, x_1x_2 \rangle = I\). We will show below (Proposition 3.3) that in the case \(n = 2\), the principal ideal \(I = \langle x_1x_2 \rangle\) is not a Tjurina ideal.
Notice that for a given \( f \in m \subset \mathcal{O}_{\mathbb{C}^n,0} \) the ideal \( T(f) \) defines the singular (closed) subscheme of the germ \((X,0) \subset (\mathbb{C}^n,0)\) defined by \( f \). So our Question 1.2 above has an algebraic-geometric counterpart: which closed subchemes of \((\mathbb{C}^n,0)\) are singular subschemes of germs of hypersurfaces in \((\mathbb{C}^n,0)\)? With this geometric viewpoint it is of course important to emphasize that the closed subscheme of \((\mathbb{C}^n,0)\) defined by some ideal \( I \) is in general non-reduced and shall not be confused with the one defined by the radical \( \sqrt{I} \), which is reduced. For example, in \( \mathcal{O}_{\mathbb{C}^2,0} \) the ideal \( m \) is the Tjurina ideal of \( f = x_1x_2 \) but the previous Example 1.4 has shown that the ideal \( m^2 \) is not a Tjurina ideal.

With this scheme theoretic phrasing, our question was mentioned before by Hauser in [Ha] and addressed by Aluffi in [A] using what he refers to as the \( \mu \)-class of the closed subscheme, in an appropriate Chow group. Aluffi, in (loc.cit.) obtains obstructions for a closed scheme to be the singular scheme of some hypersurface and out of his considerations, several interesting non-examples - subchemes that are not singular subschemes of hypersurfaces - are presented. The \( \mu \)-class is defined only for singular schemes of hypersurfaces. Our approach works for any closed subscheme of \((\mathbb{C}^n,0)\) (or rather any ideal of \( \mathcal{O}_{\mathbb{C}^n,0} \)) providing sufficient and necessary conditions for an ideal \( I \) to be a Tjurina ideal.

In the literature (see [E], [IK], [Y]) our question is also related to the long standing Recognition and Reconstruction problems. The Recognition problem is to decide whether a given commutative \( \mathbb{C} \)-algebra is isomorphic to the Tjurina algebra of some hypersurface singularity, whereas the Reconstruction problem is to find an equation for the hypersurface singularity out of which some given Tjurina algebra arises. We remark that a corollary of our approach is a solution to the problems of Recognition and Reconstruction.

We now describe the contents of the paper. In Section 2 along with some preliminaries on Tjurina ideals, we introduce and investigate some properties of the set \( \Delta(I) \) of antiderivatives of an arbitrary ideal \( I \), which is a natural set of elements of \( \mathcal{O}_{\mathbb{C}^n,0} \) to look at in the search for a solution \( f \) for the equation \( I = T(f) \). We also suggest an easily applicable method for computation of \( \Delta(I) \) in examples, with routines already implemented in SINGULAR [DGPS]. In Section 3 we present, by means of the introduction of two simple and quite computable operations on arbitrary ideals of \( \mathcal{O}_{\mathbb{C}^n,0} \), our main result, namely a characterization of the ideals \( I \) for which the equation \( I = T(f) \) admits a solution \( f \). In other words, we characterize Tjurina ideals giving an explicit answer for Question 1.2. In Section 4 some properties of the formation of Tjurina ideals are discussed in the monomial case, in connection with recent results of Epure and Schulze [ES].
2. Generalities

2.1. Tjurina Ideals. As we have indicated in the Introduction, we will be concerned with Tjurina ideals of germs of functions \( f \in \mathcal{O}_{\mathbb{C}^n,0} \). In what follows we fix, once and for all, a basis \( \{x_1, \ldots, x_n\} \) - minimal set of generators - of the maximal ideal \( \mathfrak{m} \subset \mathcal{O}_{\mathbb{C}^n,0} \); then we identify \( \mathcal{O}_{\mathbb{C}^n,0} = \mathbb{C}[x_1, \ldots, x_n] \) and compute \( T(f) = \langle f, \frac{\partial f}{\partial x_1}, \ldots, \frac{\partial f}{\partial x_n} \rangle \) with respect to this basis. Occasionally, in examples with small \( n \) we use \( x, \{x, y\}, \{x, y, z\} \), etc. instead of \( x_1, \{x_1, x_2\}, \{x_1, x_2, x_3\} \), etc. Below we collect some elementary, straightforward properties of the formation of Tjurina ideals:

**Remark 2.1.** Let \( f, g \in \mathcal{O}_{\mathbb{C}^n,0} \). Then

(i) \( T(f + g) \subseteq T(f) + T(g) \);

(ii) \( T(fg) \subseteq fT(g) + gT(f) \subseteq T(f)T(g) \subseteq T(f) \cap T(g) \).

(iii) If \( \langle f \rangle = \langle g \rangle \) then \( T(f) = T(g) \).

Notice that (iii) in the previous Remark allows us to talk about \( T \) of a principal ideal. It will be useful to be able to extend \( T \) to an arbitrary ideal, as follows.

**Definition 2.2.** Let \( J = \langle g_1, \ldots, g_q \rangle \) be an ideal of \( \mathcal{O}_{\mathbb{C}^n,0} \). We denote by \( T(J) \) the ideal \( T(g_1) + \ldots + T(g_q) \).

It is an easy matter, based on general properties (cf. Remark 2.1), to check that indeed the ideal \( T(J) \) doesn’t depend on the particular choice of generators for \( J \). It shall be referred to as the Tjurina ideal of \( J \). The properties below are easy to verify.

**Remark 2.3.**

(i) \( J \subseteq T(J) \);

(ii) If \( J_1 \subseteq J_2 \) is an inclusion of ideals then \( T(J_1) \subseteq T(J_2) \);

(iii) If \( \{J_\lambda \}_{\lambda \in \Lambda} \) is any family of ideals of \( \mathcal{O}_{\mathbb{C}^n,0} \) then \( T(\sum_\lambda J_\lambda) = \sum_\lambda T(J_\lambda) \);

(iv) \( T(J_1 \cap J_2) \subseteq T(J_1) \cap T(J_2) \).

In addition to the preceding considerations relative to Tjurina ideals and in view of our guiding Question 1.2 in which an ideal \( I \) is fixed, it is natural to introduce the concept below:

**Definition 2.4.** For any given ideal \( I \subseteq \mathcal{O}_{\mathbb{C}^n,0} \) we define the set of antiderivatives of \( I \) by means of

\[
\Delta(I) = \{ f \in \mathcal{O}_{\mathbb{C}^n,0} \mid T(f) \subseteq I \}.
\]

An expression for \( \Delta(I) \), free of coordinates, can be given. We recall that a \( \mathbb{C} \)-derivation \( \delta \) of \( \mathcal{O}_{\mathbb{C}^n,0} \) is a \( \mathbb{C} \)-linear map \( \delta \) from \( \mathcal{O}_{\mathbb{C}^n,0} \) to itself that satisfies the Leibniz’ rule: for all \( f, g \in \mathcal{O}_{\mathbb{C}^n,0} \), \( \delta(fg) = f \delta(g) + g \delta(f) \). The set
\(\text{Der}_C(\mathcal{O}_{\mathbb{C}^n,0})\) of \(\mathbb{C}\)-derivations of \(\mathcal{O}_{\mathbb{C}^n,0}\) is naturally a \(\mathcal{O}_{\mathbb{C}^n,0}\)-module, which is freely generated by the partial derivatives \(\frac{\partial}{\partial x_i}, i = 1, \ldots, n\). It is then easy to check that \(\Delta(I)\) coincides with
\[
\{ f \in I \mid \delta(f) \in I, \text{ for every } \delta \in \text{Der}_C(\mathcal{O}_{\mathbb{C}^n,0}) \}.
\]
This shows in particular that \(\Delta(I)\) does not depend on our choice of parameters \(\{x_1, \ldots, x_n\}\) used to compute Tjurina ideals.

If \(I\) is a non-zero ideal of \(\mathcal{O}_{\mathbb{C}^n,0}\), we use \(\text{mult}(I)\) to denote \(\min\{\text{mult}(g) \mid g \in I\} = \max\{k \mid I \subseteq m^k\}\). Below we summarize some easy properties of \(\Delta\).

**Remark 2.5.**
(i) \(\Delta(I)\) is an ideal of \(\mathcal{O}_{\mathbb{C}^n,0}\);
(ii) \(I^2 \subseteq \Delta(I) \subseteq I\);
(iii) If \(\{I_1\}_{i \in A}\) is any family of ideals of \(\mathcal{O}_{\mathbb{C}^n,0}\) then \(\Delta(\bigcap_{i \in A} I_i) = \bigcap_{i \in A} \Delta(I_i)\);
(iv) If \(I \not\subseteq J\) is an inclusion of ideals in \(\mathcal{O}_{\mathbb{C}^n,0}\) then \(\Delta(I) \subseteq \Delta(J)\);
(v) If \(I \not= \langle 0 \rangle\) and \(I \not= \langle 1 \rangle\) then \(\text{mult}(\Delta(I)) \geq \text{mult}(I) + 1\).

**Proof.** The verification of (i) to (iv) is straightforward. When it comes to (v), we always have \(\text{mult}(\Delta(I)) \geq \text{mult}(I)\). If equality holds, take \(g \in \Delta(I)\) such that \(\text{mult}(g) = \text{mult}(\Delta(I)) = \text{mult}(I)\). In this case all partial derivatives \(\frac{\partial g}{\partial x_i}\) of \(g\) would belong to \(I\) and we would obtain \(\text{mult}\left(\frac{\partial g}{\partial x_i}\right) \geq \text{mult}(I) = \text{mult}(g)\). This is only possible if \(g\) is an invertible element of \(\mathcal{O}_{\mathbb{C}^n,0}\). Hence \(I = \langle 1 \rangle\). \(\square\)

**Example 2.6.** Let \(m^k\), with \(k \geq 1\), denote the \(k\)-th power of the maximal ideal of \(\mathcal{O}_{\mathbb{C}^n,0}\). Clearly \(\Delta(m^k) \supseteq m^{k+1}\) and according to Remark 2.5 (v), if \(f \in \Delta(m^k)\) then \(\text{mult}(f) \geq \text{mult}(m^k) + 1 = k + 1\). Hence, \(f \in m^{k+1}\). It follows that \(\Delta(m^k) = m^{k+1}\).

**Example 2.7.** Let \(I = \langle f^k \rangle\) be a principal ideal, \(k \geq 1\), with \(f \in \mathcal{O}_{\mathbb{C}^n,0}\) an irreducible element. Then \(\Delta(I) = \langle f^{k+1} \rangle\): because if \(g \in \Delta(I)\), we have \(g = af^k\), for some \(a \in \mathcal{O}_{\mathbb{C}^n,0}\) and then, for all \(i = 1, \ldots, n\), \(\frac{\partial g}{\partial x_i} = f^k \frac{\partial f}{\partial x_i} + ak f^{k-1} \frac{\partial f}{\partial x_i}\) is also a multiple of \(f^k\). Hence \(f\) must divide \(ka \frac{\partial f}{\partial x_i}\), for all \(i = 1, \ldots, n\). Now, if \(f\) divides \(\frac{\partial f}{\partial x_i}\) for all \(i = 1, \ldots, n\) then \(\langle \frac{\partial f}{\partial x_1}, \ldots, \frac{\partial f}{\partial x_n} \rangle \subseteq \langle f \rangle\) and we would deduce as in [3], Lemma 1.2.13, that \(f = 0 \in \mathcal{O}_{\mathbb{C}^n,0}\), which is not the case. So, for some \(i\), \(f\) does not divide \(\frac{\partial f}{\partial x_i}\) and, being an irreducible element, \(f\) must divide \(a\). Hence \(g \in \langle f^{k+1} \rangle\).

**Remark 2.8.** Notice that if one is interested in fields \(\mathbb{K}\) of positive characteristic \(p\), the preceding two Examples are false, being enough to take \(I = \langle x_1^p \rangle \subset \mathbb{K}[[x_1]]\) as counterexamples. In this case \(\Delta(I) = I \not= \langle x_1^{p+1} \rangle\).

**Proposition 2.9.** If \(p \subset \mathcal{O}_{\mathbb{C}^n,0}\) is a prime ideal and \(I \subset \mathcal{O}_{\mathbb{C}^n,0}\) is a \(p\)-primary ideal, then its ideal of antiderivatives \(\Delta(I)\) is also a \(p\)-primary ideal.
Proof. We must check that $\Delta(I)$ is primary, that is, we will show that if $f, g \in O_{C^n,0}$, $fg \in \Delta(I)$ and $g \notin \Delta(I)$, then $f \in \sqrt{\Delta(I)}$. We argue as follows: if $g \notin \Delta(I)$ there are two possibilities to consider. The first one is $g \notin I$. In this case, as $I$ is primary, and $fg \in I$ there exists some $k \geq 1$ such that $f^k \in I$. The second possibility is that $g \in I$ and then it is forced that, for some $i = 1, \ldots, n$, $\partial f/\partial x_i \notin I$. From $\partial f/\partial x_i \in I$ we deduce $f \partial f/\partial x_i \in I$. Again using that $I$ is primary, there exists some $k \geq 1$ such that $f^k \in I$. So we see that in any of the two possibilities, $f^k \in I$. It is then easy to check that $f^{k+1} \in \Delta(I)$ as we wanted. Now, the assertion on being $p$-primary is a consequence of Remark 2.5 (ii).

By taking primary decomposition of ideals, Remark 2.5 (iv) and the previous result imply that when it comes to compute $\Delta(I)$ it is possible to restrict attention to primary ideals. One instance where this observation can be applied directly is presented in the example below.

Example 2.10. Let $I = \langle f \rangle$ be a non-trivial principal ideal and $f = f_1^{k_1} \ldots f_r^{k_r}$ be a factorization of $f$ into irreducible, non-associated, elements with positive $k_1, \ldots, k_r$. Then $I = \langle f_1^{k_1} \rangle \cap \ldots \cap \langle f_r^{k_r} \rangle$. It follows from Remark 2.5 (iii) and Example 2.7 that $\Delta(I) = \langle f_1^{k_1+1} \rangle \cap \ldots \cap \langle f_r^{k_r+1} \rangle = \langle f_1^{k_1} \ldots f_r^{k_r+1} \rangle$.

2.2. Computation of $\Delta(I)$. To this point we have computed explicitly the ideal of antiderivatives $\Delta(I)$ only in the case where $I$ is a power of the maximal ideal (cf. Example 2.6) or $I$ is a principal ideal (cf. Example 2.10).

Now we suggest a method to compute $\Delta(I)$ for an arbitrary ideal $I \subset O_{C^n,0}$. Our procedure will be illustrated with a number of examples obtained using basic routines already implemented in the software SINGULAR, [DGPS].

Fix a basis $\{x_1, \ldots, x_n\}$ - minimal set of generators - of the maximal ideal $m \subset O_{C^n,0}$; we identify $O_{C^n,0} = \mathbb{C}[x_1, \ldots, x_n]$ as before. A free $O_{C^n,0}$-module of certain rank $r$ will be denoted by $F_r$; also, for any $b = (b_1, \ldots, b_r)^T$, $c = (c_1, \ldots, c_r)^T \in F_r$ we put $b \cdot c$ to denote the element $\sum_{k=1}^r b_k c_k \in O_{C^n,0}$.

We assume the ideal $I$ given by generators $I = \langle f_1, \ldots, f_s \rangle$. Then some element $g = a \cdot f = \sum_k a_k f_k \in I$ is an element of $\Delta(I)$ if and only if, for all $j = 1, \ldots, n$, the partial derivative

$$\frac{\partial g}{\partial x_j} = \sum_k a_k \frac{\partial f_k}{\partial x_j} + \sum_k \frac{\partial a_k}{\partial x_j} f_k = a \cdot \frac{\partial f}{\partial x_j} + \frac{\partial a}{\partial x_j} \cdot f$$

belongs to $I$. In other words, $g = a \cdot f \in \Delta(I)$ if and only if $a \cdot \frac{\partial f}{\partial x_j} \in I$, for all $j = 1, \ldots, n$.

For each $j = 1, \ldots, n$ we denote by $M^j$ the submodule of $F_s$ consisting of the elements $a \in F_s$ such that $a \cdot \frac{\partial f}{\partial x_j} \in I$. Then $M := \bigcap_{j=1}^n M^j \subseteq F_s$ is
a finitely generated $\mathcal{O}_{C^n,0}$-submodule of $F_s$ consisting of elements $a \in F_s$ such that $g = a \cdot f \in \Delta(I)$. Let $m_1, \ldots, m_q \in F_s$ be generators of $M$: $m_i = (m_{i1}, \ldots, m_{in})^T$, where $m_{ij} \in \mathcal{O}_{C^n,0}$.

Notation being as above we have

**Proposition 2.11.** The ideal of antiderivatives $\Delta(I)$ is generated by $m_i \cdot f$, for $i = 1, \ldots, q$.

**Proof.** As discussed above, $g \in \Delta(I)$ if and only if $g = a \cdot f \in \Delta(I)$ for some $a \in F_s$ such that $a \cdot \frac{\partial f}{\partial x_j} \in I$, for all $j = 1, \ldots, n$. That is, if and only if there exists some $a \in M$ such that $g = a \cdot f$. Since $M$ is generated by the $m_i$, the result follows from the $\mathcal{O}_{C^n,0}$-linearity of the $(-) \cdot f$ product. $\square$

Here we illustrate how we used the software SINGULAR, [DGPS] to compute the ideal of antiderivatives of a given ideal. We do not claim originality, since we only applied routines already implemented by the software developers and collaborators.

**Example 2.12.** Let $I = \langle x^2, xy, yz, z^2, y^2 - xz \rangle \subset \mathcal{O}_{C^n,0} = \mathbb{C}[x, y, z]$. With the interface of SINGULAR open, type

```
ring r=0,(x,y,z),ds;
```

This declares you are working over a field of characteristic zero (the field of rational numbers, indeed), variables $x, y, z$ and says we work over the corresponding ring of power series. We now declare the generators of the ideal $I$ by means of a matrix with one row and (in the present case) five columns: type

```
matrix B[1][5]=x2,xy,yz,z2,y2-xz;
```

Now to compute the submodule $M_1$, (same notation as above), we declare a matrix with the partial derivatives of the given generators in terms of $x$ as entries. Then compute $M_1$ as follows:

```
matrix A1[1][5]=diff(B,x); def m1=modulo(A1,B);
```

Likewise, compute $M_2$ and $M_3$ by taking partial derivatives with respect to $y$ and $z$:

```
matrix A2[1][5]=diff(B,y); def m2=modulo(A2,B);
matrix A3[1][5]=diff(B,z); def m3=modulo(A3,B);
```

Now, we put

```
def m=intersect(m1,m2,m3);
def M=std(m);
```

This is the definition of $M$ and the computation of a standard basis, with respect to the given monomial order. Now, to obtain $M$, type

```
print(M);
```
In this case SINGULAR, [DGPS] gives
\[
\begin{pmatrix}
  z & 0 & 0 & -y & x & 0 & 0 & 0 & -z & y & 0 & 0 & 0 & 0 & z^2 \\
  0 & 0 & -z & 2x & 0 & -2z & 0 & 0 & 2y & 0 & 0 & 0 & z^2 & 0 \\
  0 & -2y & 3x & 0 & 0 & 0 & y & 0 & 0 & 0 & z & 0 & 0 & 0 \\
  0 & x & 0 & 0 & 0 & 0 & y & 0 & 0 & z & 0 & 0 & 0 & 0 \\
  2x & 0 & -y & 0 & 0 & y & 0 & z & 0 & 0 & 0 & z^2 & 0 & 0 
\end{pmatrix}
\]

Hence, as in the previous Proposition, we obtain generators of \( \Delta(I) \) computing
\[
(-) \cdot (x^2, xy, yz, z^2, y^2 - xz),
\]
for all (transposed) columns of the previous matrix. To speed up the calculations we can type

\[
\text{ideal } \text{delta}=B^*M; \\
\text{ideal } \text{Delta} = \text{std(\text{delta})}; \\
\text{Delta};
\]

The output lists the generators of \( \Delta(I) \). In the present case we obtain
\[
\Delta(I) = \langle x^3, x^2y, 2xy^2 - x^2z, y^3 - 3xyz, 2y^2z - xz^2, yz^2, z^3, x^2z^2 \rangle.
\]

3. TWO KEY CONDITIONS

3.1. T-fullness. We now introduce T-fullness, a natural concept which together with T-dependence (cf. Definition 3.7 below) is present in our characterization of Tjurina ideals of \( \mathcal{O}_{\mathbb{C}^n,0} \) (see Theorem 3.12).

Recall the definition of the Tjurina ideal of an arbitrary ideal of \( \mathcal{O}_{\mathbb{C}^n,0} \) (cf. Definition 2.2).

**Definition 3.1.** Let \( I \) be an ideal of \( \mathcal{O}_{\mathbb{C}^n,0} \). In general we have \( T(\Delta(I)) \subseteq I \). We say that \( I \) is T-full if \( I = T(\Delta(I)) \).

**Example 3.2.** Let \( I = \langle xy, x^4 + y^3 \rangle \subset \mathcal{O}_{\mathbb{C}^2,0} = \mathbb{C}[x,y] \). Following the routine of SINGULAR, [DGPS], described as in the example used to illustrate Proposition 2.11 we compute

\[
M = \begin{pmatrix}
  4y^2 & 3x^3 & xy & y^3 & x^4 \\
  x & y & 0 & 0 & 0
\end{pmatrix} \subseteq F_2.
\]

Hence, \( \Delta(I) = \langle 5xy^3 + x^5, 4x^4y + y^4, x^2y^2, xy^4, x^5y \rangle \). Then \( xy \notin T(\Delta(I)) = \langle x^2y, xy^2, x^4 + y^3, x^5 \rangle \), so \( I \) is not T-full.

T-fullness is a property that characterizes Tjurina ideals in the special case of principal ideals. This is discussed in detail in the result below:

**Proposition 3.3.** Let \( n \geq 2 \) and \( I \subset \mathcal{O}_{\mathbb{C}^n,0} \) be a (non-trivial) principal ideal.

(i) If \( I = \langle f^k \rangle \) with \( f \in \mathcal{O}_{\mathbb{C}^n,0} \) irreducible, \( k \geq 1 \). Then \( I \) is a Tjurina ideal if and only if \( f \) has multiplicity one;
(ii) Let \( I = \langle f \rangle, f = f_1^{k_1} \cdots f_r^{k_r} \), with non associated irreducible factors \( f_i \) and \( r \geq 2 \). Then \( I \) is not a Tjurina ideal;

(iii) \( I \) is a Tjurina ideal if and only if \( I \) is \( T \)-full.

**Proof.** If \( f \) has multiplicity one, clearly \( I = \langle f^k \rangle = T(f^{k+1}) \). Conversely, if \( I = \langle f^k \rangle \) with \( f \) irreducible then as we have seen in Example \ref{ex:2.7} \( \Delta(I) \) consists of multiples of \( f^{k+1} \). Hence \( T(\Delta(I)) = T(f^{k+1}) = f^k T(f) = IT(f) \).

Therefore, if \( I \) is a Tjurina ideal it equals \( T(f^{k+1}) \) and in this case, by Nakayama’s Lemma, we conclude that \( T(f) = \langle 1 \rangle = \mathcal{O}_{\mathbb{C}^n,0} \). Since \( f \) is \( m \) this last condition can occur only if \( f \) has multiplicity one. This is part (i).

Now, let \( I = \langle f \rangle \) be a principal ideal and \( f = f_1^{k_1} \cdots f_r^{k_r} \) as in (ii). We have seen in Example \ref{ex:2.10} that \( \Delta(I) \) consists of multiples of \( f_1^{k_1+1} \cdots f_r^{k_r+1} \). Hence \( T(\Delta(I)) = T(f_1^{k_1+1} \cdots f_r^{k_r+1}) \). Therefore, if \( I \) is a Tjurina ideal it equals \( T(f_1^{k_1+1} \cdots f_r^{k_r+1}) \). A routine computation using Leibniz’ rule shows that for all \( j = 1, \ldots, n \),

\[
\frac{\partial(f_1^{k_1+1} \cdots f_r^{k_r+1})}{\partial x_j} \in \langle f_1^{k_1} \cdots f_r^{k_r} \rangle \cdot \langle f_1 \cdots f_{i-1} \frac{\partial f_i}{\partial x_j} f_{i+1} \cdots f_r \rangle_{i,j}.
\]

As a result \( T(f_1^{k_1+1} \cdots f_r^{k_r+1}) \subseteq IK \), where \( K \) is the ideal generated by \( f_1 \ldots f_r \) and

\[
\{f_1 \cdots f_{i-1} \frac{\partial f_i}{\partial x_j} f_{i+1} \cdots f_r \}_{i,j},
\]

where \( i \in \{1, \ldots, r\} \) and \( j \in \{1, \ldots, n\} \). Hence \( T(\Delta(I)) \subseteq m^{r-1} I \) and since \( r \geq 2 \) we conclude, using Nakayama’s Lemma, that \( I \) is not a Tjurina ideal. This finishes part (ii).

Part (iii) is a consequence of the proofs presented for (i) and (ii). \( \square \)

**Example 3.4.** The previous Proposition \ref{prop:3.3} (i) shows that there is no \( f \) with \( T(f) \) equal to, say, \( I = \langle x_1^2 + x_2^3 \rangle \). Besides, (ii) applies for \( I = \langle x_1x_2 \rangle \), (the case \( n = 2 \) of Example \ref{ex:1.5}) showing that \( I \) is not a Tjurina ideal.

The general significance (beyond principal ideals) of \( T \)-fullness in our investigation is apparent in the next result.

**Proposition 3.5.** Let \( I \) be an ideal of \( \mathcal{O}_{\mathbb{C}^n,0} \). If \( I \) is a Tjurina ideal then \( I \) is \( T \)-full.

**Proof.** Let \( \Delta(I) = \langle g_1, \ldots, g_q \rangle \). If \( I \) is a Tjurina ideal, then there exists \( f \in \Delta(I) \) such that \( I = T(f) \). We may write \( f = \sum_{k=1}^q r_k g_k \), for some \( r_k \in \mathcal{O}_{\mathbb{C}^n,0} \). Using Remark \ref{rem:2.1} we obtain \( I = T(f) \subseteq \sum_{k=1}^q T(r_k g_k) \subseteq \sum_{k=1}^q T(g_k) = T(\Delta(I)) \subseteq I \) and equality holds throughout. We conclude that \( I \) is \( T \)-full. \( \square \)

In the general case \( T \)-fullness is not sufficient for \( I \) to be a Tjurina ideal as shows the next
Example 3.6. Let $I = \langle x^2, xy, y^2 \rangle = m^2 \subset O_{\mathbb{C}^2,0} = \mathbb{C}[x, y]$. We have $\Delta(m^2) = m^3 = \langle x^3, x^2 y, xy^2, y^3 \rangle$, so $T(\Delta(I)) = T(x^3) + T(x^2 y) + T(xy^2) + T(y^3) = m^2 = I$ and $I$ is $T$-full. We have seen before that $I$ is not a Tjurina ideal.

3.2. $T$-dependence. Here we explain the last ingredient which is, together with $T$-fullness (cf. Definition 3.1), present in our characterization of Tjurina ideals.

We begin with an example. Consider the ideal $I = m$ and its ideal of antiderivatives $\Delta(I) = m^2 = \langle x^2, xy, y^2 \rangle$ inside $O_{\mathbb{C}^2,0} = \mathbb{C}[x, y]$. We notice that a general $\mathbb{C}$-linear combination of the given generators of $\Delta(I)$ is a germ $f$ satisfying $I = T(f)$. By contrast, for special linear combinations of the generators, the corresponding $T(f)$ is smaller than $I$.

We aim to coin a concept which encompasses the above example and systematizes the intuition, that of a general linear combination $f$ of the given generators of $\Delta(I)$ has the largest possible $T(f)$ and could reveal whether a given ideal $I$ is a Tjurina ideal. To this end, our results and definitions here are expressed geometrically, since it seemed to us more appropriate to explain these ideas. Therefore, we use standard concepts on schemes, consistent with [H2], Chapter II, to which we refer for unexplained terminology.

Let $J \subset O_{\mathbb{C}^n,0}$ be any ideal. We regard $J$ as an ideal sheaf on Spec $O_{\mathbb{C}^n,0}$. Suppose $J$ is given by generators: $J = \langle g_1, \ldots, g_q \rangle \subset O_{\mathbb{C}^n,0}$; then consider the projective $(q-1)$-space over $O_{\mathbb{C}^n,0}$, namely, $\mathbb{P}^{q-1} = \text{Proj}(S)$, where $S = O_{\mathbb{C}^n,0}[\alpha_1, \ldots, \alpha_q] = \bigoplus_{d \geq 0} S_d$ is the ring of polynomials over $O_{\mathbb{C}^n,0}$, with variables $\alpha_i$, graded so that $\deg \alpha_i = 1$, for all $i$.

Let $\pi : \mathbb{P}^{q-1} \to \text{Spec } O_{\mathbb{C}^n,0}$ be the natural morphism of Spec $O_{\mathbb{C}^n,0}$-schemes and let $\sigma$ denote the global section $\sum_{i=1}^q g_i \alpha_i$ of $\pi^*(J) \otimes O_{\mathbb{P}^{q-1},1}$. Then there is a Tjurina ideal sheaf of $\sigma$ on $\mathbb{P}^{q-1}$, namely $\mathcal{T}(\sigma)$, the sheaf associated to the homogeneous ideal $\langle \sigma, \frac{\partial \sigma}{\partial x_1}, \ldots, \frac{\partial \sigma}{\partial x_n} \rangle$ of $S$. Clearly $\mathcal{T}(\sigma)$ is a subsheaf of $\pi^*(T(J))$, so we can consider the quotient sheaf

$$\mathcal{F} = \frac{\pi^*(T(J))}{\mathcal{T}(\sigma)}$$

on $\mathbb{P}^{q-1}$. For later use, we recall that since $\mathcal{F}$ is coherent and $\mathbb{P}^{q-1}$ is a noetherian scheme, the support $\text{Supp } \mathcal{F}$ of $\mathcal{F}$ is a closed subscheme of $\mathbb{P}^{q-1}$ given by the vanishing of $(\mathcal{T}(\sigma) : \pi^*(T(J)))$.

Definition 3.7. We say that an ideal $J \subset O_{\mathbb{C}^n,0}$ is $T$-dependent if $\pi^{-1}(m) \not\subset \text{Supp } \mathcal{F}$. Equivalently, $J$ is $T$-dependent if $(\mathcal{T}(\sigma) : \pi^*(T(J))) \not\subset mS$.
We check that $T$-dependence for $J$ is a well-defined concept, being independent on the choice of generators for $J$. For, let the ideal $J$ be given by another system of generators, say $J = \langle h_1, \ldots, h_u \rangle$. Let $\mathbb{P}^{u-1} = \text{Proj}(S')$, being $S' = \mathcal{O}_{\mathbb{P}^{q-1}}[\beta_1, \ldots, \beta_u]$. Carry the above construction with the obvious morphism $\pi' : \mathbb{P}^{u-1} \to \text{Spec} \mathcal{O}_{\mathbb{P}^{q-1}}$ and the section $\sigma' = \sum_{j=1}^u h_j \beta_j$ instead of $\pi$ and $\sigma$, obtaining a sheaf $\mathcal{F}'$ on $\mathbb{P}^{u-1}$.

**Lemma 3.8.** Notation being as above, $\pi^{-1}(m) \not\subset \text{Supp} \mathcal{F}$ if and only if $\pi'^{-1}(m) \not\subset \text{Supp} \mathcal{F}'$.

*Proof.* We will show that $\pi^{-1}(m) \not\subset \text{Supp} \mathcal{F}$ implies $\pi'^{-1}(m) \not\subset \text{Supp} \mathcal{F}'$. The other implication can be proved analogously.

Since the $g_i$'s and the $h_j$'s generate the same ideal $J$ of $\mathcal{O}_{\mathbb{P}^{q-1}}$, we can write for all $i$, $g_i = \sum_j r_{ji} h_j$ with some $r_{ji} \in \mathcal{O}_{\mathbb{P}^{q-1}}$ and at least one $r_{ji} \notin m$. We construct an homomorphism $\Phi : S' \to S$ of graded $\mathcal{O}_{\mathbb{P}^{q-1}}$-algebras (preserving degrees) induced by $\beta_j \mapsto \sum_i r_{ji} \alpha_i$. This gives a natural morphism of $\mathcal{O}_{\mathbb{P}^{q-1}}$-schemes, $\varphi : U \to \mathbb{P}^{q-1}$, where $U \subset \mathbb{P}^{q-1}$ is the complement of the indeterminacy locus of $\varphi$, given by $V(\Phi(\beta_1), \ldots, \Phi(\beta_u)) \subset \mathbb{P}^{q-1}$. Observe that $\pi^{-1}(m)$ is not contained in the indeterminacy locus of $\varphi$ because $\Phi(\beta_j) \notin mS$ for at least one $j$. Notice also that the construction of $\varphi$ implies both $\varphi_U = \varphi'(\varphi')$ and $\pi_U = \pi' \circ \varphi$. In particular, $\mathcal{F}(\sigma)|_U = \varphi'(\mathcal{F}(\sigma'))$ and $\mathcal{F}'(\pi(T(J))|_U = \varphi' \pi''(T(J))$. According to the definition of $\mathcal{F}$ and $\mathcal{F}'$, we deduce $\mathcal{F}|_U = \varphi' \mathcal{F}'$.

Assume $\pi^{-1}(m) \not\subset \text{Supp} \mathcal{F}$. As observed above $\text{Supp} \mathcal{F}$ is closed in the irreducible $\mathbb{P}^{q-1}$. It follows that there exists some $P \in \pi^{-1}(m) \cap U$, $P \not\in \text{Supp} \mathcal{F}$. Since $U \cap \text{Supp} \mathcal{F} = \varphi^{-1}(\text{Supp} \mathcal{F}')$, we have $\varphi(P) \not\in \text{Supp} \mathcal{F}'$ and $mS' \subset \varphi^{-1}(mS) \subset \varphi^{-1}(P) = \varphi(P)$. Therefore $\varphi(P) \in \pi'^{-1}(m)$, showing that $\pi'^{-1}(m) \not\subset \text{Supp} \mathcal{F}'$. 

Now that we have defined $T$-fullness and $T$-dependence, we present some examples showing that the two notions are independent of each other.

**Example 3.9.** Let $J = \mathfrak{m}^3 = \langle x^3, x^2 y, xy^2, y^3 \rangle \subset \mathbb{C}[x, y] = \mathcal{O}_{\mathbb{P}^{2}}$. Clearly $J$ is $T$-full. Let us show that $J$ fails to be $T$-dependent.

Notations being as before, $\mathcal{F}'(T(J))$ is the sheaf in $\mathbb{P}^3$ associated to $T(J)S = \langle x^2, xy, y^2 \rangle S$. Let $\sigma = x^3 \alpha_1 + x^2 y \alpha_2 + xy^2 \alpha_3 + y^3 \alpha_4$. Then $x^3 \alpha_1 + x^2 y \alpha_2 + xy^2 \alpha_3 + y^3 \alpha_4, 3x^2 \alpha_1 + 2xy \alpha_2 + y^2 \alpha_3, x^2 \alpha_2 + 2xy \alpha_3 + 3y^2 \alpha_4$ are generators of $\mathcal{T}(\sigma)$. In order to investigate the support of $\mathcal{F}$ in $\mathbb{P}^3$ we list below the generators of $\left( \mathcal{T}(\sigma) : \pi'(T(J)) \right)$, obtained with the help of SINGULAR. [DGPS].

\[
\begin{align*}
3x^2 \alpha_1 + 2xy \alpha_2 + y^2 \alpha_3, \\
x^2 \alpha_2 + 2xy \alpha_3 + 3y^2 \alpha_4, \\
2x \alpha_2^2 - 6x \alpha_1 \alpha_3 + y \alpha_2 \alpha_3 - 9y \alpha_1 \alpha_4, \\
\end{align*}
\]
We see that the third generator in the above list does not belong to $\pi$.

Clearly $\pi^{-1}(m) \subseteq \text{Supp} {\mathcal F}$. Hence $J$ is not $T$-dependent.

**Example 3.10.** Let $J = \langle x^4 + y^3, xy \rangle \subseteq \mathbb{C}[x, y] = O_{\mathbb{C}^2, 0}$. We have seen before (cf. Example 3.2) that $J$ fails to be $T$-full. Let us show that $J$ is $T$-dependent.

As above, $\pi^i(T(J))$ is the sheaf associated to $T(J)S = mS$. Let $\sigma = (x^4 + y^3)\alpha_1 + xy\alpha_2$. Then

$$(x^4 + y^3)\alpha_1 + xy\alpha_2, 4x^3\alpha_1 + y\alpha_2, 3y^2\alpha_1 + x\alpha_2$$

are generators of $\mathcal{T}(\sigma)$. We investigate the support of $\mathcal{T}$ in $\mathbb{P}^1$. Below we present the generators of $\left( \mathcal{T}(\sigma) : \pi^i(T(J)) \right)$, again obtained with help of SINGULAR. [DGPS].

$$\begin{align*}
2x^2\alpha_1 + 3y^2\alpha_1, \\
y\alpha_2 + 4x^3\alpha_1, \\
\alpha_1^2 - 12x^2y\alpha_1^2, \\
(3y^3 - 4x^4)\alpha_1, \\
x^4\alpha_1, \\
x^3y\alpha_1, \\
x^3y^2\alpha_1, \\
x^2y^2\alpha_1.
\end{align*}$$

We see that the third generator in the above list does not belong to $mS$. Hence in this case $\left( \mathcal{T}(\sigma) : \pi^i(T(J)) \right) \not\subseteq mS$, showing that $J$ is $T$-dependent.

**Example 3.11.** If $J \subseteq O_{\mathbb{C}^n, 0}$ is a principal ideal then $J$ is $T$-dependent. Indeed, unraveling the definition in case $J = \langle f \rangle$ we see that $\text{Supp} \mathcal{T} \subseteq \mathbb{P}^0$ is empty, opposite to $\pi^{-1}(m)$ which is not.

### 3.3. Main Result.

We are ready to state and prove our result characterizing Tjurina ideals.

**Theorem 3.12.** Let $I \subseteq O_{\mathbb{C}^n, 0}$ be an ideal. Then $I$ is a Tjurina ideal if and only if $I$ is $T$-full and $\Delta(I)$ is $T$-dependent.

**Proof.** Let $\Delta(I) = \langle g_1, \ldots, g_q \rangle$ and let $\mathcal{T}$ denote the sheaf $\pi^*(T(\Delta(I)))/\mathcal{T}(\sigma)$ on $\mathbb{P}^{q-1}$, as described before. For any $(\lambda_1, \ldots, \lambda_q) \in \mathbb{C}^q \setminus \{0\}$ we will denote by $p_i \subseteq \mathbb{C}[\alpha_1, \ldots, \alpha_q]$ the homogeneous prime ideal generated by $\{\lambda_k\alpha_\ell - \lambda_\ell\alpha_k\}_{k, \ell}$. If $P \in D_+(\alpha_\ell) \subset \mathbb{P}^{q-1}$ one checks easily that $\mathcal{T}(\sigma)_P = T(\sigma/\alpha_\ell)S_{(P)}$, where parenthetical notation $-_{(P)}$ (here and in what follows) indicates the submodule of degree zero elements of the localization of a graded module at $P \in \mathbb{P}^{q-1}$. Moreover, if $p_i S \subsetneq P \in D_+(\alpha_\ell)$ then
\( \lambda_\ell \in \mathbb{C} \setminus 0 \) and we can use Remark 2.1 to obtain the following Estimate on ideals in \( S_{(P)} \):

\[
(3.1) \quad T\left( \sum_k \left( \lambda_k - \frac{\lambda_\ell \alpha_k}{\alpha_\ell} \right) g_k \right) S_{(P)} \subseteq \left \langle \Delta \right \rangle_{P} \supseteq \left \langle \Delta \right \rangle_{P} \cap I P_{(P)}.
\]

To prove the direct affirmation in the statement, we assume that \( I \) is a Tjurina ideal. We have already seen that \( I \) is \( T \)-full (cf. Proposition 3.5), in particular \( \mathcal{T} = \pi^*\mathcal{I}/\mathcal{T}(s) \). Now we show that \( \Delta(I) \) is \( T \)-dependent. Since this is clear if \( I \) is principal, particularly if \( I = \{0\} \) - cf. Examples 2.10 and 3.11 - we assume \( I = T(f) \), non-principal, with \( f = \sum r_k g_k \) for certain \( r_k \in \mathcal{O}_{\mathbb{C}^q,0} \). We write \( r_k = \lambda_k + s_k \), for \( \lambda_k \in \mathbb{C} \) and \( s_k \in \mathfrak{m} \), for all \( k = 1, \ldots, q \). Since \( I \neq \{0\} \) we can use Remark 2.5 (v) to check that \( f \notin \mathfrak{m}\Delta(I) \). Hence, at least one of the \( r_k \)'s is an invertible element of \( \mathcal{O}_{\mathbb{C}^q,0} \). Hence, using Remark 2.1 again we can (and do) assume \( (r_1, \ldots, r_q) = (\lambda_1, \ldots, \lambda_q) \in \mathbb{C}^q \setminus \{0\} \). We consider \( P = \mathcal{P}_P \mathfrak{m} + \mathfrak{m} S \in \mathbb{P}^{q-1} \). Then \( P \in \pi^{-1}(m) \), so that \( \pi^*(I)_P \otimes S_{(P)} = I_m \otimes S_{(P)} = IS_{(P)} \). On the other hand (say if \( P \in D_+(\alpha_\ell) \)), our assumption \( I = T(f) \) together with Estimate (3.1) above produces

\[
IS_{(P)} = T\left( \sum_k \lambda_k g_k \right) S_{(P)} \subseteq \left \langle \Delta \right \rangle_{P} \cap I P_{(P)} + T\left( \lambda_\ell \sigma/\alpha_\ell \right) S_{(P)} \subseteq I P_{(P)} + \mathcal{T}(s)_{P} \subseteq IS_{(P)}.
\]

It follows that \( I P_{(P)} + \mathcal{T}(s)_{P} = IS_{(P)} \). Then we can use Nakayama’s Lemma to obtain \( \pi^*(I)_P = IS_{(P)} = \mathcal{T}(s)_{P} \). Hence \( P \notin \text{Supp} \mathcal{T} \), which completes the proof that \( \Delta(I) \) is \( T \)-dependent.

To prove the reverse affirmation in the statement \( I \) is assumed to be \( T \)-full and \( \Delta(I) \) is assumed to be \( T \)-dependent. Then \( I = T(\Delta(I)) \) and there exists some \( P \in \pi^{-1}(m) \setminus \text{Supp} \mathcal{T} \). It follows that

\[
\pi^*(I)_P = \pi^*(T(\Delta(I))_P = \mathcal{T}(s)_{P}.
\]

Notice that out of the decomposition \( S = \mathbb{C}[\alpha_1, \ldots, \alpha_q] + \mathfrak{m} S \) we obtain \( P = P \cap \mathbb{C}[\alpha_1, \ldots, \alpha_q] + \mathfrak{m} S = P \cap \mathbb{C}[\alpha_1, \ldots, \alpha_q] + \mathfrak{m} S \). Therefore, there exists some \( (\lambda_1, \ldots, \lambda_q) \in \mathbb{C}^q \setminus \{0\} \), \( P \supset P \cap \mathbb{C}[\alpha_1, \ldots, \alpha_q] \), such that the homogeneous prime ideal \( p \mathfrak{m} S + \mathfrak{m} S \) also belongs to \( \pi^{-1}(m) \setminus \text{Supp} \mathcal{T} \).

With this simplification - assuming \( P = p \mathfrak{m} S + \mathfrak{m} S \in D_+(\alpha_\ell) \), as before - the displayed equality of stalks above reads \( IS_{(P)} = T\left( \lambda_\ell \sigma/\alpha_\ell \right) S_{(P)} \). The task is to prove \( I = T(f) \), for \( f = \sum_k \lambda_k g_k \). Estimate (3.1) here gives
We obtain $IP_{(P)} + T(\sum\lambda_k g_k)S_{(P)} = IS_{(P)}$ and by Nakayama’s Lemma again we deduce $T(\sum\lambda_k g_k)S_{(P)} = IS_{(P)}$.

It remains to verify that $I \subseteq T(\sum\lambda_k g_k)$. Clearly it suffices to check that if $h \in I$ and there are some $u \in T(\sum\lambda_k g_k)$ and $G_1, G_2 \in S$, homogeneous of same degree with $G_2 \notin P$ such that $G_2 h = G_1 u$, then $h \in T(\sum\lambda_k g_k)$. With this reduction, a simple argument involving divisibility and degree in the UFD $S$ then shows $zh = uH$, for some homogeneous element $H \in S$ and some degree zero factor $z$ of $G_2$. In particular, $z \in O_{C^n,0} \setminus m$. Again by degree reasons, $H$ has degree zero, i.e., it belongs to $O_{C^n,0}$. This shows that $h \in T(\sum\lambda_k g_k)$. Hence $I \subseteq T(\sum\lambda_k g_k) \subseteq I$ and we conclude that $I$ is a Tjurina ideal of $O_{C^n,0}$.

Notation as in the proof of Theorem 3.12 we have the Corollary below, the usefulness of which resides in the fact it says that computing the Tjurina ideal of a sufficiently general $C$-linear combination of generators of $\Delta(I)$ reveals whether $I \subset O_{C^n,0}$ is a Tjurina ideal. As a consequence it gives an explicit solution to both the Recognition and the Reconstruction problems mentioned in the Introduction.

**Corollary 3.13.** Let $I \subset O_{C^n,0}$ be an ideal and let $\Delta(I) = \langle g_1, \ldots, g_q \rangle$. Then $I$ is a Tjurina ideal if and only if $I = T(\sum\lambda_k g_k)$ for $p_\lambda$ varying in a (non empty) Zariski open subset of $\mathbb{P}_{C^n}$. 

**Proof.** The canonical inclusion $C \to O_{C^n,0}$ induces $C[\alpha_1, \ldots, \alpha_q] \to S$, a graded inclusion of $C$-algebras; hence a morphism $\rho : \mathbb{P}_{C}^{q-1} \to \mathbb{P}_{C}^{q-1}$, which is proper and dominant. For the non-trivial part of the statement, assume that $I$ is a Tjurina ideal. From the Theorem, we know that $\Delta(I)$ is $T$-dependent, so that $\pi^{-1}(m) \setminus \text{Supp} \mathcal{F}$ is a non empty Zariski open subset of $\pi^{-1}(m)$. It follows that its image under $\rho$ is a non-empty open Zariski subset $U \subset \mathbb{P}_{C}^{q-1}$. Homogeneous prime ideals $p_\lambda$ in $U$ correspond bijectively, via $\rho$, to homogeneous prime ideals of type $p_\lambda S + mtS \in \pi^{-1}(m) \setminus \text{Supp} \mathcal{F}$. Since the Theorem also guarantees that $I$ is $T$-full, we can proceed as in its proof to show that $I = T(\sum\lambda_k g_k)$, for all $p_\lambda \in U$. 

\[ \square \]
4. Remarks and Examples

Now that we achieved a complete characterization of Tjurina ideals by means of Theorem 3.12, we include some observations regarding intersections of Tjurina ideals. We focus on monomial ideals, since it already contains the kind of phenomenon we aim to illustrate.

Example 4.1. Irreducible monomial ideals are necessarily Tjurina ideals. Recall that irreducible monomial ideals are of the form \( \langle x^{e_1}_{i_1}, \ldots, x^{e_s}_{i_s} \rangle \), for \( \{i_1 < \ldots < i_s\} \subseteq \{1, \ldots, n\} \) and all \( e_j > 0 \). Hence

\[
\langle x^{e_1}_{i_1}, \ldots, x^{e_s}_{i_s} \rangle = T(x^{e_1+1}_{i_1} + \ldots + x^{e_s+1}_{i_s}).
\]

The following well-known result (see [HH], Theorem 1.3.1, Corollary 1.3.2, for instance) motivates us to ask questions about monomial ideals which are also Tjurina ideals.

Proposition 4.2. Any monomial ideal \( I \subset \mathcal{O}_{\mathbb{C}^n, 0} \) can be written uniquely as a finite and irredundant intersection \( I = \bigcap_{k=1}^m Q_k \) of irreducible monomial ideals.

Of course we regard the irreducible monomial ideals as the building blocks of more general monomial ideals. Unfortunately, the result of the previous Example does not extend to arbitrary monomial ideals: \( \langle x^2, xy, y^2 \rangle = \langle x^2, y \rangle \cap \langle x, y^2 \rangle \subset \mathcal{O}_{\mathbb{C}^2, 0} = \mathbb{C}[x, y] \) is not a Tjurina ideal (cf. Example 1.4); even for principal monomial ideals such a result does not hold (cf. Proposition 3.3).

This is not to say that reducible monomial ideals are never Tjurina ideals. For instance, \( I = \langle yz, xz, xy \rangle = \langle x, y \rangle \cap \langle x, z \rangle \cap \langle y, z \rangle \subset \mathcal{O}_{\mathbb{C}^3, 0} = \mathbb{C}[x, y, z] \) of Example 1.5 is a Tjurina ideal. Indeed, quite recently Epure and Schulze characterized in their main result of [ES], functions with monomial Tjurina ideals as those which are right equivalent to Thom-Sebastiani polynomials, solving Problem 2* in [HaS], which asks for such a characterization.

In our computations of Example 4.5, the next example will be useful.

Example 4.3. Let \( I = \langle x^{e_1}_{i_1}, \ldots, x^{e_s}_{i_s} \rangle \) be an irreducible monomial ideal as in Example 4.1. From the results in Section 2 discussion before Proposition 2.17 we deduce that \( a_1 x^{e_1}_{i_1} + \ldots + a_s x^{e_s}_{i_s} \in \Delta(I) \) if and only if \( a_k x^{e_k-1}_{i_k} \in I \), for all \( k = 1, \ldots, s \). Here we used that \( I \) is monomial. This, in turn, happens if and only if \( a_k \in (I : x^{e_k-1}_{i_k}) = \langle x^{e_1}_{i_1}, \ldots, x^{e_k}_{i_k}, \ldots, x^{e_s}_{i_s} \rangle \). As a result we have \( \Delta(I) = \langle x^{e_1+1}_{i_1}, \ldots, x^{e_s+1}_{i_s} \rangle + I, \) a monomial ideal.

Remark 4.4. The previous Example together with Proposition 4.2 and Remark 2.5 (iii) show that the ideal of antiderivatives of a monomial ideal is also monomial.
It seems worth examining the Example below, in which a monomial and reducible Tjurina ideal is presented, together with some considerations regarding the dynamics of formation of Tjurina ideals. The Example also provides an example of a Tjurina ideal with an embedded component of codimension 2, so answering negatively a Question left by Aluffi ([A], Example 3.1).

**Example 4.5.** Let \( f = xw^2 - yz^2 \in \mathcal{O}_{\mathbb{C}^4,0} = \mathbb{C}[x, y, z, w] \). It has a monomial Tjurina ideal given by \( T(f) = \langle yz, z^2, xw, w^2 \rangle = I_1 \cap I_2 \cap I_3 \cap I_4 \), where \( I_1 = \langle z, w \rangle \), \( I_2 = \langle y, z^2, w \rangle \), \( I_3 = \langle x, z, w^2 \rangle \) and \( I_4 = \langle x, y, z^2, w^2 \rangle \). The ideal \( T(f) \) has an embedded component of codimension 2 at \( \langle x, y, z^2, w^2 \rangle \).

We notice that \( I_1 \cap I_2 \cap I_3 \cap I_4 \) is a Tjurina ideal but that some “partial intersections” are not. For instance \( I_1 \cap I_4 \) or \( I_2 \cap I_3 \) are not Tjurina ideals as one can easily verify computing numbers of generators: both are minimally 6-generated.

Harder is to check that \( I_1 \cap I_2 \cap I_3 = \langle yz, z^2, xw, zw, w^2 \rangle \) is not a Tjurina ideal. We begin computing its ideal of antiderivatives \( \Delta(I_1 \cap I_2 \cap I_3) = \Delta(I_1) \cap \Delta(I_2) \cap \Delta(I_3) \). Using the result of the previous Example we get \( \Delta(I_1) = \langle z^2, w^2, zw \rangle \), \( \Delta(I_2) = \langle y^2, z^3, w^2, yz^2, yw, z^2w \rangle \), and \( \Delta(I_3) = \langle x^2, z^2, w^3, xz, xw^2, zw^2 \rangle \). Hence

\[
\Delta(I_1 \cap I_2 \cap I_3) = \langle yz^2, z^3, z^2w, xw^2, zw^2, w^3, xzw \rangle.
\]

It is clear now that \( I_1 \cap I_2 \cap I_3 \) is \( T \)-full but we can check with SINGULAR [DGPS] that \( \Delta(I_1 \cap I_2 \cap I_3) \) is not \( T \)-dependent. Then Theorem 3.12 guarantees that \( I_1 \cap I_2 \cap I_3 \) is not a Tjurina ideal.
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