Real-Time Wave Excitation Forces Estimation: An Application on the ISWEC Device
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Abstract: Optimal control strategies represent a widespread solution to increase the extracted energy of a Wave Energy Converter (WEC). The aim is to bring the WEC into resonance enhancing the produced power without compromising its reliability and durability. Most of the control algorithms proposed in literature require for the knowledge of the Wave Excitation Force (WEF) generated from the incoming wave field. In practice, WEFs are unknown, and an estimate must be used. This paper investigates the WEF estimation of a non-linear WEC. A model-based and a model-free approach are proposed. First, a Kalman Filter (KF) is implemented considering the WEC linear model and the WEF modelled as an unknown state to be estimated. Second, a feedforward Neural Network (NN) is applied to map the WEC dynamics to the WEF by training the network through a supervised learning algorithm. Both methods are tested for a wide range of irregular sea-states showing promising results in terms of estimation accuracy. Sensitivity and robustness analyses are performed to investigate the estimation error in presence of un-modelled phenomena, model errors and measurement noise.
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1. Introduction

Among the different renewable sources, ocean waves represent one of the most powerful and in the last few decades have been widely investigated. Despite this, wave energy remains a relatively untapped resource. The application of Wave Energy Converter (WEC) systems to such irregular sources requires a robust control logic capable of maximizing the extracted energy with acceptable efficiencies. At present, the Optimal Control problem represents an active area of research. The work of [1] reports a comprehensive review of the advances in Optimal Control, Model Predictive Control (MPC) and MPC-like techniques applied to the wave energy field. Within the context of Optimal Control, accurate knowledge about the future Wave Excitation Force (WEF) is essential to compute the optimal control signal. In literature, several approaches have been proposed to address the problem of the WEF estimation with promising results. An exhaustive classification and comparison of several estimation techniques is presented in the work of [2]. Some examples are cited hereafter. In [3,4] a Kalman Filter (KF) observer is employed on a linear Point-Absorber (PA) WEC. It is assumed that the WEF can be modelled as a linear superposition of fixed and finite harmonic components. Similarly, In [5] the wave force estimation and prediction problem for arrays of WECs is approached, comparing both global and independent estimators and forecasters. In the work of [6] two approaches are presented: the first
approach is based on a KF coupled with a random-walk model of the WEF; the second performs a receding horizon—unknown input estimation. In [7] a modified form of the well-known Fast Adaptive actuator Fault Estimation called Fast Adaptive Unknown Input Estimation (FAUIE) is applied to a non-linear PA. In [8] is studied a direct approach by measuring the pressures at discrete points on the buoy surface, in addition to the buoy heave position, to obtain the estimation of the WEF by an Extended Kalman Filter (EKF). Finally, In [9] studied the WEF estimation of WaveSub (by Marine Power Systems Ltd. (Swansea, England)), a multiple Degree of Freedom (DoF) non-linear WEC. The estimation problem is tackled with a stochastic and a periodic KF, using only quantities which are measurable in practice. A model-free approach is proposed by [10] employing a Neural Network (NN) framework to estimate the WEF on a PA. Similarly, In [11] is studied the estimation of the wave elevation using the measurements from a nearby buoy employing a Non-linear AutoRegressive with eXogenous input network (NARX). All the mentioned studies are promising in terms of estimation performances and robustness of the observer. However, most of the work cited refer to single Degree of Freedom (DoF) WECs and few studies on non-linear multiple DoF systems have been conducted so far.

The aim of this work is to estimate the WEFs on a non-linear three Degrees of Freedom (3-DoF) WEC using only readily measurable quantities to perform the estimation. The study is applied to the Inertial Sea Wave Energy Converter (ISWEC) device designed for the Mediterranean Sea. In this context, three different approaches have been applied to the ISWEC device in previous works. In [12] is built an unknown state observer with a second order augmented state space representation of the ISWEC for the estimation of the pitch excitation torque. The gain of the observer has been found with an LQR optimization. In [13] is presented a method to estimate the sea state Power Spectral Density (PSD) of the wave climate by using the device motion. The heave motion measurements are used to estimate the PSD of the incoming wave and the results compared with the wave PSD measured by a wave measurement system. Then, in [14] a feedforward NN is proposed to relate the ISWEC motion to the WEFs acting on surge, heave and pitch DoFs. In the current study two approaches are applied to the non-linear 3-DoF model of the ISWEC to estimate the WEFs acting on surge, heave and pitch DoFs:

1. Model-Based approach: a KF observer modelling the WEF as an unknown input with a harmonic nature. This estimation framework is studied in [3,4] and named Kalman Filter with Harmonic Oscillator (KFHO) in [2];
2. Model-Free approach: a feedforward NN to relate the ISWEC motion and gyroscopic reaction to the WEFs. The same approach reported in [14] is considered.

The main challenges lie in considering a non-linear 3-DoF model of the WEC and estimate the WEFs along three degrees of motion. In the KF context, tuning the system for the best performance in presence of measurement noise is crucial as well as identifying un-modelled phenomena and decoupling them from the signal to be estimated. Moreover, since the ISWEC device is slack-moored to the seabed, an accurate acquisition of the absolute displacements of the WEC is not trivial; in this context, measurement errors of the absolute displacement could affect the estimation performances. For what concerns the NN, it is key to assess both the ability to estimate data that are not considered in the training process and the accuracy in presence of model uncertainties. The aim is to use the minimum amount of measurements to model the unknown excitation forces in respect to the ISWEC kinematic. Outcomes of this investigation are the estimators performances in different irregular sea-states and different measurement frameworks in presence of sensors noises and plant uncertainties. The results of the 3-DoF KF estimator and the NN model are compared for different sensors framework in order to analyse the influence of the measurements available. Then, measurements noises and variations of the main plant parameters are introduced. Numerical simulations under different irregular sea conditions aim to compare the estimation results of the two approaches as well as the sensitivity to changes in the plant parameters relative to the case study presented. The novelty of this work is to perform an excitation force estimation for a 3-DoF non-linear WEC decoupling the mooring forces or,
more in general, undesired phenomena that will appear in real operating condition. Moreover, the NN represents a novel framework to address the wave excitation force estimation problem, able to handle strong non-linearities. In the NN context, there are very few examples of application to a multi-DOF non-linear WEC system in literature. Finally, investigating the influence of available sensors constitutes a key aspect of this work, which aims to highlight the importance of having reliable measurements in the context of WEF estimation.

This paper is organized as follows. First, in Section 2 the ISWEC architecture is described together with the non-linear 3-DoF time domain model. Second, Section 3 presents the linear 3-DoF ISWEC model in conjunction with the KF formulation used to estimate the WEFs. Section 4 describes the NN approach to estimate the WEFs as well as the network architecture. In Section 5 the parameters of both KF and NN are tuned considering the operating conditions of the ISWEC. Then, in Section 6, the numerical results are presented and discussed. Strengths and weaknesses of each method are compared and numerical experiments are used to assess estimation accuracy, robustness to different wave conditions, sensor noises and sensitivity to model errors. Finally, Section 7 presents conclusions and future works.

2. ISWEC Device

The ISWEC system has been considered as the case study in this paper. The first concept is dated 2005, conceived by the renewable group of the Department of Mechanical and Aerospace Engineering of the Politecnico di Torino (Italy). In 2012, a 1:8 prototype was realized and tested at INSEAN wave tank in Rome, crucial to draw the main guidelines for the ISWEC design. In 2012, the design of a 60 kW rated power ISWEC full-scale prototype (shown in Figure 1) started and the device has been installed in Pantelleria island (Sicily, Italy) in Summer 2015. The project aimed to evaluate the device energy production capabilities and efficiency. In 2018, a new collaboration with the Italian company Eni S.p.a. led to the construction of a second full-scale prototype in the early 2019, installed in the Adriatic Sea (Italy). This second full-scale prototype maintains the architecture and operating principle of the Pantelleria device. The development of more accurate numerical models together with ad hoc optimization algorithms validated and supported by the experimental data of the Pantelleria device enabled efficiency and reliability improvements to the overall device. In this section the device working principle and the non-linear 3-DoF numerical model refer to the prototype installed in Adriatic Sea.

![ISWEC device installed in Pantelleria island (Sicily, Italy): (a) ISWEC Pantelleria hull; (b) ISWEC Pantelleria gyroscope.](image)

**Figure 1.** ISWEC device installed in Pantelleria island (Sicily, Italy): (a) ISWEC Pantelleria hull; (b) ISWEC Pantelleria gyroscope.

2.1. ISWEC Working Principle

The major disadvantage of PA-like devices is that they harness wave energy damping directly from the motion of an oscillating buoy, exploiting the relative motion of mechanical parts in contact with the harsh marine environment. The idea of the ISWEC is to harvest wave energy damping from the floater motion through a gyroscope system which is protected within the hull, reducing the
risk of corrosion and biofouling, with consequent increase of reliability. Moreover, also the power conversion and conditioning systems are completely enclosed into the floater. The only part that have continuity from the inside out is the electric cable, following the idea of a “deploy and plug” device [15]. A schematic representation of the device concept is shown in Figure 2. It consists of a sealed hull carrying inside two gyroscopic units. The power conversion principle relies on the gyroscopic effect that converts the pitching angular motion of the hull into an inner precession oscillation of the gyroscopes. ISWEC is a directional WEC since, in normal working conditions, it is able to align itself with the wave direction. As shown in Figure 2b, the gyroscope is composed of a spinning flywheel that rotates around the $z_1$ axis with a speed $\dot{\phi}$. The flywheel is supported by a frame that allows the rotation of the gyroscope around its precession axis $x_3$. The precession motion is excited through the dynamic coupling between the hull motion around the $y_1$ axis and the flywheel angular velocity around the $z_1$ axis. A mechanical gearbox and an electrical generator, connected to the gyroscopic frame, compose the electrical Power Take-Off (PTO). Two electrical generators extract electricity acting as a linear damper braking the precession motion of the gyroscope. Notwithstanding the energy required to keep the flywheel in rotation, the possibility to regulate its speed along with the tuning of the PTO torque allows the adaptation of the natural resonant frequency of the system to the incoming wave. An accurate description of the internal components and their working principle can be found in the works of [15–17].

Figure 2. ISWEC device: architectures. (a) ISWEC hull; (b) ISWEC gyroscope.

2.2. ISWEC Non-Linear Time Domain Model

The ISWEC mathematical model is obtained by coupling the hull hydrodynamics and the gyroscope dynamics. The non-linear system equations have been implemented in the MATLAB®/Simulink® environment employing the Simscape™ Multibody™ toolbox, which is particularly suitable for multi-physics system modelling. The derivation and the experimental validation of the model equations of the complete system is not within the scope of this work and details can be found in the studies of [18–21].

WEC modelling is the major area of interest within the field of Wave Energy. Multitudes of WEC models are proposed in literature with different levels of confidence and uncertainties [22,23]. In this work, the fluid-structure interaction model is based on linear potential flow theory under the assumptions of irrotational flow, inviscid and incompressible fluid, harmonic oscillations of the hull for each DoF and zero-forward-speed conditions [24]. Then, according to the well-known Cummins’ equation [25], the dynamic behaviour of a floating body can be derived in the time domain. Some non-linear effects are considered: the non-linear viscous forces, the drift forces in the surge direction, the mooring action and the gyroscopic reaction on the hull. As stated in the previous paragraph, the ISWEC device extracts energy from the sea exploiting only the motion around
the pitch axis. Moreover, the hull is symmetrical with respect to its longitudinal and transversal plane. Under these assumptions, a planar 3-DoF model of the hull has been considered in this work. The reference plane is identified by the vertical gravity axis $z$ and the horizontal direction of the incoming wave $x$ as shown in Figure 2a. Let $X_f(t) \in \mathbb{R}^{n_D}$ be the vector containing the $n_D$ DoFs of the hull:

$$X_f(t) = \begin{bmatrix} x(t) & z(t) & \delta(t) \end{bmatrix}^T$$  (1)

Then, $X_f(t) \in \mathbb{R}^{n_D}$ and $\dot{X}_f(t) \in \mathbb{R}^{n_D}$ are the first- and second-time derivative of $X_f$ respectively. In a planar reference frame, $x(t)$ represents the surge motion, $z(t)$ the heave motion and $\delta(t)$ the pitch motion. Following the notation of Equation (1), the time-domain equation of the hull dynamics can be written as follows:

$$M\ddot{X}_f(t) + F_r(t) + F_\beta(t) + KX_f(t) = F_w(t) + F_d(t) + F_m(t) + F_\delta(t)$$ (2)

where $M \in \mathbb{R}^{n_D \times n_D}$ is the mass matrix including the added mass contribution evaluated for infinite oscillation frequency, $F_r(t) \in \mathbb{R}^{n_D}$ are the radiation forces, $F_\beta(t) \in \mathbb{R}^{n_D}$ the non-linear viscous forces, $K \in \mathbb{R}^{n_D \times n_D}$ the linear hydrostatic stiffness, $F_w(t) \in \mathbb{R}^{n_D}$ the wave excitation forces, $F_d(t) \in \mathbb{R}^{n_D}$ the non-linear wave drift forces, $F_m(t) \in \mathbb{R}^{n_D}$ the mooring line actions and $F_\delta(t) \in \mathbb{R}^{n_D}$ the gyroscopic reactions on the hull. For the sake of clarity, the subscripts $x, z$ and $\delta$ will be used in the next sections to specify the DoF to which the force or parameters refer and the subscript $j$ to indicate the $j$-th DoF.

### 2.2.1. Radiation Convolution Term

The radiation forces arise from the motion of the hull through the water that results in inertia and friction components. These contributions can be obtained by solving the convolution integral of the impulse response function $h_r(t)$ [26]:

$$F_r(t) = \int_0^t h_r(t - \tau) \dot{X}_f(\tau)d\tau$$ (3)

As the computation of the convolution integral can be very time consuming, it is convenient to express this term with a state-space representation:

$$\dot{\zeta}(t) = A_r\zeta(t) + B_r\dot{X}_f(t)$$

$$F_r(t) = C_r\zeta(t) + D_r\dot{X}_f(t)$$ (4)

The vector $\zeta(t) \in \mathbb{R}^{n_R}$ represents the state vector that approximates the radiation force contributions and $n_R$ is the approximation order. The state space matrices $A_r \in \mathbb{R}^{n_R \times n_R}$, $B_r \in \mathbb{R}^{n_R \times n_D}$, $C_r \in \mathbb{R}^{n_R \times n_R}$ and $D_r \in \mathbb{R}^{n_R \times n_D}$ have been identified following the well-known Perez and Fossen and approach [26,27].

### 2.2.2. Non-Linear Viscous Forces

For evaluating the non-linear viscous forces $F_\beta$, [28] proposed a method for the identification of the viscous force for the pitch DoF:

$$F_\beta(t) = \beta(t)|\dot{\delta}(t)|$$ (5)

The method relies on a full CFD approach through which a pitch free decay test is simulated. Once the time series is obtained, it is possible to identify the viscous damping coefficient $\beta$ with two different methodologies: computing the viscous damping coefficients through the logarithmic decrement method and/or integrating the Cummins’ equation of motion fitting the damping coefficients that minimize the difference with CFD results. In the surge direction, the work of [29]
evaluated the viscous force according to the drag force contribution of the Morison equation, assuming the hypothesis of low forward speed:

\[ F_{\beta x} = \frac{1}{2}\rho C_d A \dot{x}(t) |\dot{x}(t)| \]  

(6)

In Equation (6), \( \rho \) represents the water density, \( C_d \) the drag coefficient and \( A \) the wetted area of the hull. The drag coefficient formulation can be found in literature for simple geometries. The viscous damping in the heave direction is not considered since the hull motion along the vertical axis does not contribute to the power extraction in this WEC. Moreover, it is decoupled for the surge and pitch DoFs due to the symmetry of the hull on the transversal plane.

2.2.3. Drift Forces

The drift force is required in order to describe properly the hydrodynamic behaviour of the hull along the surge DoF. The derivation of this action for the ISWEC device can be found in the work of [29]. Here the time series of wave drift force for irregular sea state were derived through the Newman approximation [30]:

\[ F_{dx}(t) = 2 \left( \sum_{h=1}^{W} \eta_h \sqrt{f_d(\omega_h)} \cos(\omega_t + \theta_h) \right)^2 \]  

(7)

where the subscript \( h \) indicates the \( h \)-th harmonic component of the wave spectrum, \( W \) is the number of frequencies of the spectrum discretization, \( \eta_h \) the harmonic amplitude of the wave spectrum, \( f_d(\omega_h) \) the drift force coefficient for each frequency component \( \omega_h \) of the wave spectrum and \( \theta_h \) the phase angle.

2.2.4. Mooring System

The mooring system is modelled through a quasi-static approach following the formulation proposed by [29]. The static equilibrium of the system is studied by varying the \( x \) coordinate and the \( z \) coordinate of the connection point of the mooring to the hull. Then, computing the equilibrium condition of the mooring line for all the different possible positions of the device, the mooring tensions are identified. In the numerical model, \( F_m \) is obtained with MATLAB® look-up tables that map the mooring forces in respect to the hull planar motion. As shown in Figure 3, the ISWEC mooring system consists of a slack catenary type with multiple mooring lines, jumpers and clump-weights. Two bridles connect the hull to a central joint to prevent the roll motion of the device. To guarantee the weather-vaning of the device in respect to the wave direction, the mooring connection points are placed towards the bow, with respect to the centre of gravity of the device. On each catenary, a sub-surface buoy and clump-weight are installed to enhance the elastic recall of the system and avoid snatches [31].

![Figure 3. ISWEC mooring system.](image-url)
2.2.5. Gyroscope Reactions

The gyroscope dynamics can be described through the Newton’s law and derived from the conservation of the flywheel angular momentum. The non-linear numerical model considers all the contributions of the gyroscope reaction along the \( x \), \( z \) and \( \delta \) DoFs. Through a linearization of the angular momentum of the gyroscope around the \( y_1 \) axis, the expression of the gyroscopic reaction discharged on the pitch DoF of the hull can be determined [32]:

\[
F_{g \delta}(t) = J \dot{\varphi} \dot{\varepsilon}(t) \cos(\varepsilon(t))
\]  

where \( J \) is the flywheel moment of inertia, and \( \dot{\varepsilon}(t) \) and \( \varepsilon(t) \) are the gyroscope speed and angular position around the precession axis \( y_1 \), respectively. This torque acts on the pitch axis representing the third component of the \( F_g \) term in Equation (2). In this work, the gyroscopic reaction is considered as a known input of both KF and NN as it can be computed through the measurements of the gyroscope kinematics. The complete derivation of the gyroscope dynamic equation can be found in [32].

2.2.6. Wave Excitation Force Modelling

The linear wave theory describes the irregular water surface as superposition of harmonic waves with different frequencies, phases and directions [33,34]. In this work, only unidirectional waves are considered since the ISWEC device is described only in its longitudinal plane. Then, the wave signal can be approximated through a Fourier series of any arbitrary number \( N \) of harmonic wave components [35]:

\[
\eta(t) = \sum_{n=1}^{N} A_n \cos(\omega_n t + \alpha_n)
\]  

where \( A_n \) is the amplitude, \( \omega_n \) the angular frequency and \( \alpha_n \) the \( n \)-th phase associated with the \( n \)-th harmonic. Traditionally, Power Spectral Densities (PSD) of real waves are modelled analytically and parametrized according to their spectral properties. In literature, different analytical PSD functions are proposed. Given the wave spectrum, the amplitude of the sinusoidal \( n \)-th wave component of \( \eta(t) \) is obtained by the following relation [35]:

\[
\eta_n = \sqrt{2S_{\eta\eta}(\omega_n) \Delta \omega}
\]  

where \( \Delta \omega \) is the PSD frequency resolution and \( S_{\eta\eta} \) is the value of spectral energy density. Therefore, the WEF associated to the \( j \)-th DoF can be calculated given the geometry of the floater and sea-state characteristics [36]:

\[
F_{wj}(t) = \sum_{n=1}^{N} |f_j(\omega_n)| \eta_n \cos(\omega_n t + \theta_n + \angle f_j(\omega_n))
\]  

where \( f_j(\omega_n) \) is the Froude-Krylov and diffraction coefficient associated to the \( j \)-th DoF and the \( n \)-th wave frequency. In this work, the Joint North Sea Wave Project (JONSWAP) spectrum [37] is considered to define 35 different irregular sea-states to evaluate the estimation performances. However, only four sea-states are employed to tune the KF and NN models according to the operating conditions of the ISWEC device. The JONSWAP spectrum can be identified using three parameters: Significant wave Height (\( H_s \)), Energy Period (\( T_e \)) and Peak Shape (\( \gamma \)). These spectral parameters are reported in Table 1 for each sea-states used for the tuning process, sorted in ascending order of wave Power density (\( P_d \)).

Figure 4 gives a qualitative representation of annual wave energy of the sea-states considered. Data refer to a typical annual distribution of the wave energy in the Adriatic Sea (Italy) acquired during an experimental campaign started in 2018. The data are normalized on their maximum value. The squared blue marker represents the four waves used for the tuning process.
Table 1. Tuning wave data.

| Id | $T_e$ (s) | $H_s$ (m) | $\gamma$ | $P_d$ (kW/m) |
|----|-----------|-----------|----------|--------------|
| 1  | 4.00      | 0.75      | 3.30     | 1.10         |
| 2  | 5.00      | 1.25      | 3.30     | 3.83         |
| 3  | 5.85      | 1.75      | 3.30     | 8.87         |
| 4  | 6.75      | 2.25      | 3.30     | 16.74        |

Figure 4. Normalized annual wave energy of the 35 irregular sea-states, indicated with black dots and squares.

2.2.7. Sensor and Acquisition System Model

The ISWEC device installed in the Adriatic Sea is equipped with a Data AcQuisition (DAQ) system to record experimental signals of the physical quantities of interest. The motion of the three DoFs of interest of the hull has to be acquired. Moreover, to complete the estimation the precession motion of the gyroscope as well as the flywheel speed are required. The linear accelerations, angular orientations and rates of the hull are provided by an Inertial Unit of Measurement (IMU) Xsens MTi-30 AHRS [38] fixed inside the floater. The sensor is rigidly fixed inside the hull, appropriately oriented in respect to the hull reference system. An internal data processor uses the velocity and orientation increments and, through a strapdown integration algorithm, gives in output the orientations on the three rotational DoFs. The measurements considered from the IMU are: the linear acceleration along the surge and heave directions ($\ddot{x}(t)$ and $\ddot{z}(t)$), the angular position and velocity of the hull ($\delta(t)$ and $\dot{x}(t)$). Two digital encoders Heidenhain Ec 413 [39] are mounted on the gyroscope and flywheel shaft, respectively. The measurements available from the encoders used for computing the gyroscope reaction $F_g(t)$ are: the flywheel speed ($\dot{\phi}(t)$), the angular position and speed of the gyroscope ($\epsilon(t)$ and $\dot{\epsilon}(t)$). The data acquisition is managed by a National Instrument compactRIO NI cRIO-9030 [40] which is a dual core 1.33 GHz real time control unit. These sensors and hardware, together with temperature, humidity, voltage and current measurements compose the actual ISWEC DAQ.

Unlike the majority of PA type WECs, the ISWEC device is slack-moored to the seabed and a precise measure of its absolute position is not trivial. In this context, a Differential GPS (DGPS) is considered to acquire the position and elevation of the WEC. The differential positioning technique enhance the GPS position accuracy of geo-location by comparing their data with those recorded in the same time interval by other multiple GPS receivers. The measurements given by the DGPS are: the position $x(t)$ and the elevation $z(t)$. The measures of IMU and DGPS can be combined to perform the well-known sensor fusion technique [41,42]. Sensor fusion represents a fundamental part of localization and position tracking and can be applied to estimate the absolute positions and
velocities with high accuracy. In this context, Motion Reference Units (MRU) are meant for measuring positions, velocities, accelerations, angular rates and orientations representing an all-in-one solution for acquiring the WEC motion. The MRU are more precise than IMU units and returns absolute positions and velocities relative to a specified equilibrium point. These sensors are employed in modern navigation systems and dynamic positioning applications. The measurements available from the MRU are: the positions (x(t) and z(t)), velocities (\dot{x}(t) and \dot{z}(t)) and acceleration (\ddot{x}(t) and \ddot{z}(t)) along the surge and heave directions, the angular position and velocity of the hull (\delta(t) and \dot{\delta}(t)). Table 2 resumes all the frameworks considered in this work and their noise standard deviations \sigma.

### Table 2. Measurement frameworks available. Four cases are considered: Full Measurement (FM), Motion Reference Unit (MRU), Inertial Measurement Unit with Differencial GPS (IMU+DGPS) and Inertial Measurement Unit (IMU).

| Measures | FM | MRU | IMU+DGPS | IMU |
|----------|----|-----|----------|-----|
| x (m)    | ●  | o   | 0.05     | o   | 0.5 | –   | –   |
| \dot{x} (m/s) | ●  | o   | 0.03     | –   | –   | –   | –   |
| \ddot{x} (m/s²) | ●  | o   | 0.001    | o   | 0.01 | o   | 0.01 |
| z (m)    | ●  | o   | 0.05     | o   | 0.5 | –   | –   |
| \dot{z} (m/s) | ●  | o   | 0.03     | –   | –   | –   | –   |
| \ddot{z} (m/s²) | ●  | o   | 0.001    | o   | 0.01 | o   | 0.01 |
| \delta (rad) | ●  | o   | 5 × 10⁻⁴ | o   | 0.01 | o   | 0.01 |
| \dot{\delta} (rad/s) | ●  | o   | 10⁻⁴     | o   | 0.002 | o   | 0.002 |
| \epsilon (rad) | ●  | o   | 0.02     | o   | 0.02 | o   | 0.02 |
| \dot{\epsilon} (rad/s) | ●  | o   | 0.001    | o   | 0.001 | o   | 0.001 |
| \phi (rad/s) | ●  | o   | 0.001    | o   | 0.001 | o   | 0.001 |

The Full Measurements (FM) configuration represent an ideal measurement framework in which all measures are available. Filled black dots in Table 2 indicates that the FM framework considers measurements without noise. This framework is the reference case where maximum estimation performances are expected. The angular acceleration along the pitch DoF \ddot{\delta}(t) is not considered since none of the available sensors provide it. Encoders data are considered available for all the configurations. It is worth pointing out that missing measurements in IMU+DGPS and IMU frameworks can be obtained by numerical derivation/integration of position, velocity and acceleration signals. However, in this work, only raw measurements obtained directly from the sensors are considered.

#### 2.3. ISWEC Model Block Diagram

The block diagram of the ISWEC plant is shown in Figure 5. The input of the system are the Wave Excitation Force \( F_w(t) \) and the Wave Drift Force \( F_d(t) \). First, the Equation (2) is integrated inside the block Hull. The output of this block are the hull positions \( X_f(t) \), velocities \( \dot{X}_f(t) \) and accelerations \( \ddot{X}_f(t) \) that represent the input of the Gyroscope block. Here the dynamic equation of the gyroscope is solved computing the gyroscope motion \( \epsilon(t) \) and \( \dot{\epsilon}(t) \) around the precession axis and the gyroscope reaction \( F_g(t) \) that is feedback to the Hull. The Mooring block computes the recall \( F_m(t) \) in respect to the hull position \( X_f(t) \). Then, the block Power Take-Off computes the generator torque \( T_e(t) \) and sends feedbacks back to the Gyroscope. The control algorithm implemented by the Power Take-Off is described in detail in [15]. The motion of the hull is acquired through the IMU [38] and the gyroscope and flywheel angular speeds with two Encoders [39]. The measurements are tainted with noise \( w_{IMU}(t) \) and \( w_E(t) \) and sampled at 10 Hz with the cRIO unit [40] to obtain the discrete data with pedix d.
3. Wave Excitation Force Estimation with Kalman Filter

One solution to estimate the WEF could be measuring directly the pressure acting on the wetted surface of the hull [8]. However, this method could be expensive as it requires a large number of sensors. Furthermore, since the pressure measured on the wetted surface is the combination of all the hydrodynamics forces it could be challenging to distinguish the contribution of the WEF.

Another method relies on the measurement of the hull dynamics and an estimation is performed. The KF is ubiquitous in many applications to estimate the current state of a linear dynamic system from a set of measurements affected by uncorrelated Gaussian noise with known covariance. Under these assumptions, this estimator is defined as optimal because it estimates the system states minimizing the covariance of the estimation error. In this work, the estimation procedure is carried out by modelling the WEF as an unknown state to be estimated [4]. In order to obtain the KF formulation the Equation (2) is taken into account. First, the non-linear model is simplified considering the drift forces included into the $F_{wx}(t)$ contribution. The viscous damping along the pitch direction is linearized and the surge damping action is neglected in order to obtain a 3-DoF linear state space model. Then, the state space model of the ISWEC is discretized in the time domain to derive the KF formulation. The mooring forces are identified and the filter is designed to decouple them from the WEF. These steps are described in detail in the following sub-sections.

3.1. Linear 3-DoF ISWEC Model

The non-linear model described in the previous chapter is simplified to achieve a compromise between the computational effort required to solve the KF algorithm and the accuracy of the estimation. The non-linear viscous force along the pitch DoF defined by Equation (5) has to be linearized for inclusion in the estimation process. Four simulations are performed in four different sea-states using the non-linear 3-DoF numerical model and wave data of Table 1. The pitching rate amplitude time series is extracted and its mean is computed for each simulation. The mean is substituted into Equation (5) and $\beta_{lin}$ is defined as the product between the viscous damping $\beta$ and the mean pitching amplitude:

\[ \beta_{lin} = \beta \cdot \bar{\phi} \]
\begin{align}
F_{\beta\delta}(t) \cong \beta \dot{\delta}(t) &= \beta_{lin}\dot{\delta}(t) \tag{12}
\end{align}

For the surge direction, Figure 6 demonstrates that the viscous force along the surge DoF can be neglected in respect to the WEF.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure6.png}
\caption{Viscous damping in surge direction magnitude (a) and comparison with WEF (b) (Wave Id 2). (a) Viscous damping in surge direction; (b) WEF and viscous damping in surge direction comparison.}
\end{figure}

The term $F_{\beta}(t)$ can be rewritten as:

\begin{align}
F_{\beta}(t) \cong \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & \beta_{lin} \end{bmatrix} \dot{X}_f(t) = B_v\dot{X}_f(t) \tag{13}
\end{align}

Substituting the Equation (13) in (2), Equation (2) can be expressed by the following linear continuous-time state-space model:

\begin{align}
\dot{X}(t) &= AX(t) + BF_{\beta}(t) + B[F_w(t) + F_m(t)] \\
Y(t) &= CX(t) + D[F_w(t) + F_m(t)] \tag{14}
\end{align}

where $X(t) \in \mathbb{R}^{n_S}$ and $Y(t) \in \mathbb{R}^{m_S}$ are the states and measurements vectors defined as:

\begin{align}
X(t) &= \begin{bmatrix} X_f(t) & \dot{X}_f(t) & \zeta \end{bmatrix}^T \\
Y(t) &= \begin{bmatrix} X_f(t) & \dot{X}_f(t) & \ddot{X}_f(t) \end{bmatrix}^T \tag{15}
\end{align}

$A \in \mathbb{R}^{n_S \times n_S}$, $B \in \mathbb{R}^{n_S \times n_D}$, $C \in \mathbb{R}^{m_S \times n_S}$ and $D \in \mathbb{R}^{m_S \times n_D}$ are given by:

\begin{align}
A &= \begin{bmatrix} 0 & I & 0 \\ -KM^{-1} & -B_vM^{-1} & -C_rM^{-1} \\ 0 & B_r & A_r \end{bmatrix}, \\
B &= \begin{bmatrix} 0 \\ M^{-1} \end{bmatrix} \\
C &= \begin{bmatrix} I & 0 & 0 \\ 0 & I & 0 \\ -KM^{-1} & -B_vM^{-1} & -C_rM^{-1} \end{bmatrix}, \\
D &= \begin{bmatrix} 0 \\ 0 \\ M^{-1} \end{bmatrix} \tag{16}
\end{align}

Here, $n_S = 2n_D + n_R$ is the number of states, $m_S$ the number of outputs, $I$ and $0$ stands for identity and zero matrices according to the problem dimensions. The system (14) represents the most
general framework for a linear multi-DoF WEC model. It can be noted that, without loss of generality, gyroscope reaction $F_g(t)$ is the controlled input (e.g., the PTO action), the WEFs $F_w(t)$ the exogenous input to be estimated and the mooring forces $F_m(t)$ could be interpreted as an unknown unmodelled phenomena to be decoupled from the $F_w(t)$ estimation. The outputs of the linear model (14) are position, velocity and acceleration of the WEC body resulting in a FM configuration. However, matrices $C$ and $D$ can be chosen according to the measurements available on the system as well as the requirements of the observer as defined in Table 2.

3.2. Kalman Filter Problem Statement

In this work it is assumed that the excitation force $F_w(t)$ has a harmonic nature and it can be described as a linear combination of different wave components with a finite number of frequencies $n_W$ [2–4]. In this form, the WEF can be included into the state vector as an unknown state. In Equation (14) the mooring forces are considered as a unmodelled phenomena. In real applications, it would be difficult to directly measure the action of the moorings so they are included into the state vector as unknow states to be estimate. The ISWEC mooring system is designed to minimize the impact on the pitching motion of the device, appointed to the power conversion chain [31]. As demonstrated in Figure 7b, the mooring forces have a very slow dynamics such as the surge component and a constant load in heave and pitch directions compared to the WEF. In normal working conditions, snatch loads do not appear, and the mooring forces have mainly the behaviour as shown in Figure 7a. $F_m(t)$ is synthesised using the same method that was detailed for $F_w(t)$, using a harmonic model to describe its behaviour. For the sake of simplicity, the mooring forces are modelled with only one frequency for each component representing their main spectral nature.

![Figure 7. Mooring forces magnitude (a) and comparison with WEFs (b) (Wave Id 2). (a) Mooring forces; (b) WEFs and mooring forces comparison.](image)

Under these assumptions the state vector $X(t)$ is augmented including the estimation of $F_w(t)$ and $F_m(t)$ and the System (14) is re-written:
\[ X_a(t) = A_a X_a(t) + B_a F(t) \]
\[ Y(t) = C_a X_a(t) + D_a F(t) \]  
where \( X_a(t) \in \mathbb{R}^{n_F} \) is the augmented state vector defined as:

\[ X_a(t) = \begin{bmatrix} X(t) & \dot{F}(t) & \ddot{F}(t) \end{bmatrix}^T \]  

Here \( n_F = n_S + 2n_D(n_W + 1) \) is the augmented state vector dimension. \( \hat{F} \in \mathbb{R}^{n_D \times (n_W + 1)} \) is the unknown force to be estimated:

\[ \hat{F}(t) = \begin{bmatrix} \hat{F}_x(t) & \hat{F}_z(t) & \hat{F}_g(t) \end{bmatrix}^T \]  

The \( j \)-th component of the estimated force is given by the WEF harmonics and the mooring force as follows:

\[ \hat{F}_j(t) = \begin{bmatrix} \hat{F}_{wj1}(t) & \hat{F}_{wj2}(t) & \ldots & \hat{F}_{wjn_W}(t) \end{bmatrix}^T \]  

Therefore, the estimated \( \hat{F}_w(t) \) is obtained by summing up all the harmonic contributions for each of its components:

\[ \hat{F}_w(t) = \sum_{i=1}^{n_W} F_{w_i}(t) \sum_{j=1}^{n_W} F_{w_j}(t) \sum_{k=1}^{n_W} F_{w_k}(t) \]  

The augmented matrices \( A_a \in \mathbb{R}^{n_F \times n_F}, B_a \in \mathbb{R}^{n_F \times n_D}, C_a \in \mathbb{R}^{n_S \times n_F} \) and \( D_a \in \mathbb{R}^{n_M \times n_D} \) are given by:

\[
A_a = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 \\
-\delta M^{-1} & -B_c M^{-1} & -C_c M^{-1} & M^{-1} N & 0 \\
0 & B_c & A_c & 0 & 0 \\
0 & 0 & 0 & 0 & I \\
0 & 0 & 0 & -\Omega & 0
\end{bmatrix}, \quad B_a = \begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
\]

\[
C_a = \begin{bmatrix}
I & 0 & 0 & 0 & 0 \\
0 & I & 0 & 0 & 0 \\
-\delta M^{-1} & -B_c M^{-1} & -C_c M^{-1} & M^{-1} N & 0
\end{bmatrix}, \quad D_a = \begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix}
\]  

Again, \( I \) and \( 0 \) are identity and zero matrices according to the context. \( N \in \mathbb{R}^{n_D \times (n_W + 1)} \) is defined as:

\[
N = \begin{bmatrix}
I_{1 \times n_W + 1} & 0 & 0 \\
0 & I_{1 \times n_W + 1} & 0 \\
0 & 0 & I_{1 \times n_W + 1}
\end{bmatrix}
\]  

where \( I_{1 \times n_W + 1} \) is a \( 1 \times (n_W + 1) \) vector of ones. \( \Omega \in \mathbb{R}^{3 \times (n_W + 1)} \) is the diagonal matrix with the frequencies identified to approximate the unknown forces along the three DoFs:

\[
\Omega = \begin{bmatrix}
\Omega_x & 0 & 0 \\
0 & \Omega_z & 0 \\
0 & 0 & \Omega_g
\end{bmatrix}
\]  

In Equation (24), \( \Omega_x \in \mathbb{R}^{(n_W + 1) \times (n_W + 1)}, \Omega_z \in \mathbb{R}^{(n_W + 1) \times (n_W + 1)} \) and \( \Omega_g \in \mathbb{R}^{(n_W + 1) \times (n_W + 1)} \) are diagonal matrices containing the frequencies for unknown force components:
\[
\Omega_j = \begin{bmatrix}
\text{diag}(\omega_{mj}) & 0 \\
0 & \omega_{mj}
\end{bmatrix}
\]

where \(\omega_{mj} \in \mathbb{R}^{n_W}\) stores the \(n_W\) harmonics to model the WEF components. The number of frequencies in \(\Omega\) have to be chosen in order to have a compromise between the accuracy of the estimation for each excitation force component and the computational effort. The matrices (25) include a term at low frequency to represent the contribution of the mooring forces for each DoF.

Let us consider the following linear time-invariant stochastic discrete model representing the discrete-time version of the augmented System (17):

\[
\begin{align*}
\dot{\tilde{X}}_{ad}(k+1) &= A_{ad}\tilde{X}_{ad}(k) + B_{ad}F_g(k) + \Gamma w(k) \\
Y_d(k) &= C_{ad}\tilde{X}_{ad}(k) + D_{ad}F_g(k) + v(k) \\
\end{align*}
\]

where \(\tilde{X}_{ad}(k)\) represents the system estimated states, \(F_g(k)\) is the known input and \(Y_d(k)\) contains the measurements of the system dynamics. \(w(k)\) and \(v(k)\) are zero mean white noise sequences with known covariance, uncorrelated with each other and with the initial state of the system. \(A_{ad}, B_{ad}, C_{ad}\) and \(D_{ad}\) stand for the discretised versions of the matrices \(A_a, B_a, C_a\) and \(D_a\). \(\Gamma\) is the weighting matrix for the process disturbances. \(Q\) and \(R\) are the covariance matrices of the process and measurements noise.

The KF algorithm performs the estimation in the form of a feedback control: the filter estimates the process state at some time and then obtains feedback in the form of (noisy) measurements. As such, the equations for the KF fall into two groups: time-update equations and measurement-update equations [43]:

**Time Update:**

\[
P^-(k) = A_{ad}P(k-1)A_{ad}^T + \Gamma Q \Gamma^T
\]

\[
\tilde{X}_{a}^{-}(k) = A_{ad}\tilde{X}_{ad}(k-1) + B_{ad}F_g(k-1)
\]

**Measurement Update:**

\[
K(k) = P_k^-C_k^T(C_{ad}P^-(k)C_{ad}^T + R)^{-1}
\]

\[
P(k) = (I + K(k)C_{ad})P^-(k)
\]

\[
\tilde{X}_{ad}(k) = \tilde{X}_{ad}^{-}(k) + K(k)(Y(k) - C_{ad}\tilde{X}_{ad}(k) - D_{ad}F_g(k))
\]

The time update equations can also be thought of as predictor equations, while the measurement update equations can be thought of as corrector equations. In this framework, the KF algorithm can be implemented to estimate the unknown WEF vector \(\hat{F}_m(k)\) by measured system dynamics \(Y_d(k)\) and known input \(F_g(k)\) at any instant \(k\).

4. Wave Excitation Force Estimation with Neural Network

Despite its simplicity and efficacy, the KF filter observer may suffer from several drawbacks: the non-linear effects emerging in sever sea-states conditions as well as the reliability of the WEC model could negatively affect the estimation performances. For example, the slack-mooring of the ISWEC is modelled with a quasi-static approach (developed in-house). The main advantage consists in reducing the computational burden of the simulation at the expense of model accuracy. More accurate mooring models are presented in [44] considering two dynamic lumped-mass approaches (the open source MoorDyn [45] and the commercial OrcaFlex 11.0e [46]) where mooring actions are resolved coupling both the hydrodynamics and gyroscope model of the WEC in the MoorDyn and Orcaflex envoirments. When the system model is not reducible to a series of analytical equations or, even more,
is based only on observed data the implementation KF model is not trivial. This argument can be extended to any other complex aspect of WEC modelling that cannot be analytically formulated with acceptable accuracy. In this context, artificial NNs represent powerful tools to map the non-linear relations from sets of input-output data. In NN models the parameters are tuned to fit the input-output data, without reference to the physical background and no information about the model architecture.

In general mathematical terms, WEFs acting on the ISWEC can be expressed as a non-linear function $f(\bullet)$ of the system known inputs and measurements as follows [14]:

$$\hat{F}_w(k) = f(F_g(k), \ldots, F_g(k - k_N + 1), Y_d(k), \ldots, Y_d(k - k_N + 1))$$ (29)

Equation (29) shows that the estimation of the WEF at instant $k$ is, at least in principle, addressed combining a series of known system inputs and measurements collected from discrete time $k - k_N + 1$ to $k$ where $k_N$ represents the delay steps of the available data. More in detail, the WEF could be obtained from the set of WEC motion measurements from the ISWEC on-board sensors and the gyroscopic reaction. In [14] the same approach is considered including the measures provided by the IMU and encoders mounted on the ISWEC adding the velocity $\dot{z}_d(k)$ and position $z_d(k)$ obtained by numerical integration of the acceleration $\ddot{z}_d(k)$. These two inputs were included to improve the estimation accuracy. However, this measurements framework does not consider the effect of the sensor noise: in practice, accelerometer signals are often very noisy, hence velocity and position integration from acceleration are likely to be unreliable, resulting in unreliable estimations in practice. In this work, the NN is evaluated for all the configurations of Table 2 and the sensitiveness and robustness analysis is extended to all the wave domain of the installation site. The input-output architecture of the NN is shown in Figure 8. The feedforward NN is composed of linked neurons arranged in three layers. The input layer collects a set of inputs $I_I$ multiplying them by a set of weights, assigned to the data on the basis of their relative importance to other inputs. The hidden neurons apply a non-linear activation function $\sigma$ to the weighted sum of their inputs. Then, the outputs of each hidden neuron are linearly combined by the output functions $\Sigma$ to produce the network outputs $O_O$. The use of delays in the input variables is considered to increase the reliability of the estimate. For a generic dynamic system, one way to consider its dynamic behaviour using static neurons is to employ past values of the inputs [47], resulting in good performances in term of estimation accuracy and robustness to different wave conditions as demonstrated in [14].

![Figure 8. Neural Network architecture for ISWEC.](image)

5. Kalman Filter and Neural Network Tuning

The matrix $\Omega$ containing the frequencies to model the WEFs as well as $Q$ and $R$ are tuned for the system under study. A sensitivity analysis has been performed to tune the number of frequencies. Then, through an iterative process the diagonal coefficients of $Q$ and $R$ are identified in order to have the
best estimation performances for each measurement framework considered. Numerical experiments are conducted considering the four wave profiles of Table 1. The estimation performances are evaluated considering the Goodness-of-Fit ($GoF_j$) proposed by [48]:

$$GoF_j = 1 - \frac{\sqrt{\sum_{k=1}^{T_s} (F_{wj}(k) - \hat{F}_{wj}(k))^2}}{\sqrt{\sum_{k=1}^{T_s} F_{wj}(k)^2}}$$  (30)

In Equation (30), $F_{wj}(k)$ and $\hat{F}_{wj}(k)$ are the true and estimated WEF for the $j$-th DoF at discrete time instant $k$, respectively. $T_s$ is the total number of samples.

5.1. Kalman Filter Parameters

For the presented case, 1, 3, 6 and 9 frequencies are tested in order to find a compromise between the accuracy of the estimation process and the KF complexity. The interval is chosen between period 3 s and period 9 s, linearly spaced. Each point refers to the mean of each $GoF_j$ obtained from four tuning sea-states. The mooring components are modeled with only one period: 100 s for $F_{mx}(t)$ and 2000 s for $F_{mz}(t)$ and $F_{m\delta}(t)$, considered as low frequency contributions (Figure 7). The FM framework has been considered for this tuning process. Table 3 sets out the results obtained from each tuning wave grouped in respect to the number of frequencies $n_W$.

| Id | $n_W = 1$ | $n_W = 3$ | $n_W = 6$ | $n_W = 9$ |
|----|-----------|-----------|-----------|-----------|
| $GoF_x$ | 0.665 | 0.640 | 0.675 | 0.901 | 0.956 | 0.898 | 0.917 | 0.962 | 0.894 | 0.917 | 0.965 | 0.899 |
| $GoF_z$ | 0.747 | 0.846 | 0.706 | 0.931 | 0.968 | 0.919 | 0.942 | 0.986 | 0.919 | 0.943 | 0.987 | 0.925 |
| $GoF_\delta$ | 0.771 | 0.899 | 0.642 | 0.911 | 0.974 | 0.927 | 0.924 | 0.988 | 0.927 | 0.925 | 0.988 | 0.930 |
| 4 | 0.785 | 0.933 | 0.537 | 0.914 | 0.970 | 0.925 | 0.930 | 0.990 | 0.927 | 0.930 | 0.991 | 0.928 |

| $GoF_x$ | 0.824 | 0.685 | 0.917 | 0.962 | 0.913 | 0.928 | 0.981 | 0.917 | 0.928 | 0.982 | 0.921 |

Increasing the number of harmonics from $n_W = 1$ to $n_W = 3$ leads to a significant improvement of all $GoF$. On average, an advance of 0.162 is obtained for $GoF_x$, 0.138 for $GoF_z$ and 0.228 for $GoF_\delta$. Passing from $n_W = 3$ to $n_W = 6$ shows a slight increase of $GoF_x$ and $GoF_\delta$, enhancing the quality of the $F_{wx}(t)$ and $F_{wz}(t)$ estimation of 0.011 and 0.021, respectively. Further enlarge of $n_W$ results in a minimal or null upgrade of any $GoF$. In this regard, $n_W = 6$ is considered a good trade-off between accuracy and complexity of the observer.

For what concerns the covariance matrices, repeated simulations are conducted to tune the diagonal elements of $Q$ and $R$ for each measurement framework. They are chosen to guarantee an accurate estimation of the unknown states without amplifying the noise level. Figure 9a–c compare the $Q$ coefficients relative to the WEF components for each measurement framework. From the chart, it can be seen that the $Q$ coefficients are reduced as the magnitude of the noise increases and are tuned in respect to the energy content of the WEF. In this way, the most relevant frequency components are amplified more than the others, resulting in a more accurate estimation. Figure 9d provides the $R$ coefficients, balanced in order to penalize the most inaccurate measurements (e.g., DGPS positions) giving less importance to the related signals. Data indicate that the $R$ coefficients grow as the noise magnitudes increase. Missing markers mean that the measurements are not available for that framework.
5.2. Neural Network Parameters

The NN training aims to obtain the weights and bias of the network evaluating the sensitivity of the model to both the delay steps \( k_N \) and neurons \( n_N \). The four wave profiles of Table 1 are used to obtain the training data for each measurement framework. The time-series of the WEFs are concatenated to generate a long training set applied to the ISWEC numerical model obtaining the WEC motion measurements. Then, all the time-series are normalized in the \([-1, 1]\) range to avoid problems due to different magnitude between input-output signals. Since the system is non-linear, the data normalization could negatively affect the training process if, for example, saturations of the PTO appear. To avoid saturations, the training data are chosen to cover the operating range of the ISWEC. However, in severe sea-states the WEC motion could overcome the normalization range causing estimation errors but, in such extreme conditions, the WEC is shut-down for safety purposes and no control is applied. In order to address over-fitting problem the data are randomly divided into three parts: 50% for training purposes, 30% for validation and 20% for performance evaluation. The performance function is the Mean Squared Error (MSE) normalized between \([-1, 1]\), ensuring that the relative accuracy of output elements of different magnitude are treated as equally important. Then, 1, 3, 5, and 7 delay steps are tested while the number of neurons is fixed to 10; 5, 10, 15 and 20 neurons are evaluated with 3 delay steps. Specific tuning processes are applied for...
each framework with the same number of delay steps and neurons, considering noisy signals. The FM framework has been considered for tuning the network hyperparameters.

The sensitivity analysis on the delay steps is reported in Table 4. The mean value of each GoF reveals that increasing the number of delay steps from \( k_N = 1 \) to \( k_N = 3 \) results in a relevant increase of estimation accuracy, especially for the GoF_\( \delta \) that passes from 0.880 to 0.977. A similar behaviour is obtained for the GoF_\( x \), where the mean estimation performance grows of 0.053 points. On the other hand, no relevant improvements are obtained for the GoF_\( z \) as well as for the other DoFs employing 5 and 7 delay steps. In this regard, 3 unit delays are chosen for the NN architecture.

| Id | GoF_\( x \) | GoF_\( z \) | GoF_\( \delta \) | GoF_\( x \) | GoF_\( z \) | GoF_\( \delta \) | GoF_\( x \) | GoF_\( z \) | GoF_\( \delta \) |
|----|-------------|-------------|----------------|-------------|-------------|----------------|-------------|-------------|----------------|
| 1  | 0.900       | 0.935       | 0.839          | 0.938       | 0.966       | 0.939          | 0.966       | 0.978       | 0.951          |
| 2  | 0.922       | 0.967       | 0.891          | 0.977       | 0.980       | 0.980          | 0.972       | 0.985       | 0.978          |
| 3  | 0.927       | 0.969       | 0.889          | 0.979       | 0.980       | 0.980          | 0.977       | 0.985       | 0.982          |
| 4  | 0.933       | 0.968       | 0.903          | 0.979       | 0.981       | 0.978          | 0.977       | 0.985       | 0.982          |

Table 5 reports the estimation results obtained for different values of neurons. 10 neurons represents the best choice ensuring the good estimation performances with acceptable network complexity. Surprisingly, increasing the number of neurons over 10 leads to a slight degradation of performances, suggesting that the learning algorithm is not able to converge properly during the learning process over-fitting noisy data.

| Id | GoF_\( x \) | GoF_\( z \) | GoF_\( \delta \) | GoF_\( x \) | GoF_\( z \) | GoF_\( \delta \) | GoF_\( x \) | GoF_\( z \) | GoF_\( \delta \) |
|----|-------------|-------------|----------------|-------------|-------------|----------------|-------------|-------------|----------------|
| 1  | 0.952       | 0.929       | 0.947          | 0.963       | 0.938       | 0.966          | 0.958       | 0.937       | 0.964          |
| 2  | 0.969       | 0.967       | 0.964          | 0.977       | 0.980       | 0.980          | 0.972       | 0.971       | 0.980          |
| 3  | 0.968       | 0.972       | 0.964          | 0.979       | 0.976       | 0.980          | 0.974       | 0.976       | 0.980          |
| 4  | 0.970       | 0.974       | 0.963          | 0.979       | 0.978       | 0.981          | 0.976       | 0.976       | 0.973          |

6. Numerical Results and Discussions

In this section, several results are carried out for a comprehensive analysis of the KF and NN performances. An exhaustive evaluation in different wave conditions as well as a robustness evaluation to different measurements and plant inaccuracies is provided. Both the KF and NN are tested and compared extending the wave domain to the 35 waves represented in Figure 4. Each GoF_j is weighted on the annual energy of the specific site in analysis:

\[
\overline{GoF_j} = \frac{\sum_{\nu=1}^{V} GoF_j(\nu) E(\nu)}{\sum_{\nu=1}^{V} E(\nu)}
\] (31)

In Equation (31), \( E(\nu) \) is the annual energy associated to \( \nu \)-th wave and \( V \) the total number of waves considered. Then, the percentage difference between the KF and NN results is defined as follows:
\[
\Delta \text{GoF}_j = \frac{\text{GoF}_j|_{\text{NN}} - \text{GoF}_j|_{\text{KF}}}{\text{GoF}_j|_{\text{KF}}} \times 100
\]  

(32)

where \(\text{GoF}_j|_{\text{KF}}\) and \(\text{GoF}_j|_{\text{NN}}\) are the weighted GoF obtained with KF and NN, respectively.

### 6.1. Influence of the Measurement Framework

The available measurements and their accuracy play an important role in the estimation process. The main question concerns the influence of the available signals and how missing data can affect the estimation performances. The three measurement configurations MRU, IMU+DGPS and IMU are compared considering noisless data. In order to improve readability, some of the bulky figures are placed in the Appendix A.

Focusing on the KF results, Figure A1 is quite revealing in several ways. Overall, maximum estimation performances are found near the tuning waves (marked with black squares) except for the \(\text{GoF}_z\) provided by the IMU framework. In particular, best performances are achieved in the range \([4, 8]\) seconds as the period interval is chosen between 3 s and 9 s. In a practical setup, an accurate analysis of the dominant periods is crucial to achieve the best performances from the KF. Moreover, promising results are obtained in all the sea-states considered, suggesting a good versatility of the observer where the system is not tuned. The accuracy is almost the same for the force components in surge and pitch directions. Despite the configuration IMU+DGPS does not provide the \(\dot{x}(t)\) signal, the IMU+DGPS equipment is able to estimate the \(\hat{F}_{\text{wx}}(t)\) component with the same accuracy as the MRU one. The same argument can be applied considering the IMU results. In spite of the IMU does not provide both \(x(t)\) and \(\dot{x}(t)\), its accuracy of the pitch force estimation equals the MRU and IMU+DGPS one. Since surge and pitch DoFs are coupled due to the device geometry, the surge force can be successfully estimated from the pitching motion of the device (available in all the frameworks). Moreover, the effect of the damping is negligible and the hydrostatic stiffness is null in the surge direction, not affecting the estimate of \(\hat{F}_{\text{wx}}(t)\). For what concern the heave component, there is a significant difference between the \(\text{GoF}_z\) of the IMU and the other two frameworks. The absence of both \(z(t)\) and \(\dot{z}(t)\) leads a decrease of performances since, as illustrated in Figure 10, the KF is not able to estimate correctly the position \(z(t)\) resulting in a loss of estimation accuracy.

**Figure 10.** Heave motion compared with its estimation obtained with the IMU framework (Wave Id 2).

Considering the NN, Figure A2 demonstrates that the NN performance is maximized with a MRU measurement framework and near the tuning waves. In agreement with the KF, removing the absolute velocities \(\dot{x}(t)\) and \(\dot{z}(t)\) leads to a minimal decrease in estimation accuracy for all the DoFs. This finding is expected for both surge and pitch DoFs since the measurements that influence the \(\hat{F}_{\text{wx}}(t)\) and \(\hat{F}_{\text{wd}}(t)\)
estimation ($\delta(t)$, $\dot{\delta}(t)$ and $\ddot{\delta}(t)$) are provided both in MRU and IMU+DGPS configurations. The lack of performance increase for the IMU framework, especially for the heave DoF where the goodness of estimation significantly reduces for all the waves, suggesting that the NN is not able to obtain an appropriate fit of the $F_{wz}(t)$ if a full measurement framework is not provided. On the other hand, $\delta(t)$, $\dot{\delta}(t)$ and $\ddot{x}(t)$ are adequate to successfully estimate the $F_{wz}(t)$ and $F_{w,\delta}(t)$ components, as demonstrated for the KF observer.

6.2. Sensor Noise Effect

Once the influence of the available measurements is evaluated, realistic data are applied both to the KF and NN to assess the effect of the sensor disturbances. Starting with the KF observer, Figure A3 highlights that the MRU framework gives almost the same precision compared to the noiseless case, especially for the surge and pitch excitation forces. MRU units are affected by minimal disturbances and offer an accurate measure of angular rates, orientations, accelerations, velocities and positions. The use of IMU+DGPS introduces higher estimation errors due to the increase of noise. In particular, the positions are the most polluted due to a noise RMS equal to 0.5 m (Table 2) as depicted in Figure 11. The errors introduced by the DGPS are the same order of magnitude of the heave motion $z(t)$ providing a significant decrease in performance of the $F_{wz}(t)$ estimation. The performances of the IMU framework almost equalize the IMU+DGPS one for all the DoF. As demonstrated for the noiseless case, it is apparent that removing the DPGS noisy measurements does not affect the quality of the estimation. Having a good quality in $\delta(t)$, $\dot{\delta}(t)$ and $\ddot{x}(t)$ acquisitions allows to effectively handle the estimation of the coupled DoF since they mutually influence each other. For what concern the $GoF_z$ value, the error introduced by the DGPS forces to increase $R$ coefficient associated to $z(t)$ to such an extent that its measurements are not taken into account. This demonstrate why IMU+DGPS and IMU have similar performances for the heave component.

Figure 11. Heave motion compared with its DGPS acquired signal (Wave Id 2).

As shown in Figure A4, the introduction of noisy measurements negatively affects the estimation accuracy of the NN, especially for the heave DoF. A relevant degradation of performance is shown for the IMU+DGPS and IMU framework estimating the wave excitation force along the heave direction. As demonstrated in Figure 11, the heave motion provided by the DGPS is heavily polluted by sensor noise making the NN unable to estimate the heave component with acceptable accuracy. In this context, the KF implementing the IMU+DGPS or IMU unit exploits the heave acceleration to estimate the $F_{wz}(t)$ component with almost double precision than the NN.
6.3. Sensitivity to Plant Variations

In order to evaluate the effectiveness of KF and NN, the architectures are tested considering a typical case may happen in practice: variation of the physical properties of the floater. In fact, the WEC model may differ from its built version passing from the theoretical design to its construction in the shipyard and, even more, during its life cycle due to wear and biofouling. A further analysis is performed, testing the behavior of the frameworks modifying the mass matrix $M$ and stiffness matrix $K$. An iterative method is proposed varying both the mass and stiffness matrix in respect to the nominal value as follows:

$$\begin{align*}
M_c &= \overline{M}M \\
K_c &= \overline{K}K
\end{align*}$$

(33)

where $\overline{M}$ and $\overline{K}$ are the correction coefficients and $M_c$ and $K_c$ the corrected values. $\overline{M}$ and $\overline{K}$ span from 0.85 to 1.15. At this point, the performances of the KF are shown in Figure 12 in term of $\text{GoF}$. The decrease of performances is limited for the surge component. The variation of the mass matrix results in a decay of almost 0.1 of $\text{GoF}_x$ for all the measurement frameworks. The stiffness matrix does not influence the estimation of $\hat{F}_{wx}(t)$ since the hydrostatic stiffness is null in the $x$ direction. In this regard, no variation of $\text{GoF}_x$ is detected in Figure 12d. The degradation of performance is quite sensitive to the mass and the stiffness variation for heave and pitch DoFs. As to the mass matrix, the $\text{GoF}_{\text{delta}}$ in Figure 12c shows an higher decrease since pitch-surge modes are coupled and the estimation is influenced both by the diagonal and off-diagonal terms of $M$; as demonstrated in [14], the pitch force estimation is more influenced than the heave one because more terms of $M$ are modified at once. The $K$ variation results in a decay of almost 0.2 in both $\text{GoF}_z$ and $\text{GoF}_\delta$ for all the measurement frameworks as depicted in Figure 12e,f.

![Graphs showing GoF results](image)

**Figure 12.** GoF results obtained with the KF varying $\overline{M}$ and $\overline{K}$. The first column refers to the $x$ DoF (a,d), the second to the $z$ DoF (b,e) and the third to the $\delta$ DoF (c,f).

Figure 13 illustrates the influence of $\overline{M}$ and $\overline{K}$ for the NN framework.
A mean decrease of 0.1 is shown for all the measurement frameworks in presence of mass matrix variations, except for a high reduction of $\text{GoF}_\delta$ with the MRU configuration. The NN is merely a non-linear function that maps a series of input-output arguments regardless of any physical background. The training algorithm considers all the measurements available from the MRU to train the NN and a variation of the mass matrix influences all the measurements data provided to the network leading to a lower estimation accuracy. On the other hand, IMU+DGPS and IMU consider few measurements and appear to be less sensitive to plant variations. In particular, the $\text{GoF}_\delta$ suffers of a decrease up to 0.3 for a $K$ of 0.85 and almost 0.25 for a $K$ equal to 1.15, suggesting again that the MRU framework is less robust in presence of plant variations with the NN model. Likewise, a stiffness matrix variation negatively affects the estimation accuracy of $\hat{\mathbf{F}}_{wx}$ despite its estimation is influenced only by $\delta(t)$, $\dot{\delta}(t)$ and $\ddot{x}(t)$. 

### 6.4. Comparison and Summary

The weighted GoFs and percentage differences of the KF and NN results are summarized in Table 6. The apex * means that no disturbances are considered. Starting from noiseless results, the $\text{GoF}_x$ and $\text{GoF}_\delta$ values confirm that the measurements of an IMU* unit are sufficient to estimate the surge and pitch components with acceptable accuracy. In detail, excluding absolute displacements and velocity measurements the $\text{GoF}_x|_{\text{KF}}$ decreases from 0.910 to 0.893, the $\text{GoF}_\delta|_{\text{KF}}$ from 0.901 to 0.899, the $\text{GoF}_x|_{\text{NN}}$ from 0.951 to 0.931 and the $\text{GoF}_\delta|_{\text{NN}}$ from 0.961 to 0.940. $\text{GoF}_z$ follows the same behaviour, especially from the IMU+DGPS* to IMU* framework where a decrease of 0.229 and 0.397 appear for the KF and NN, respectively. Comparing the two techniques, the performance of the NN model surpasses the KF performance for surge and pitch DoFs, especially for the pitch DoF where an increment of 6.65%, 6.31% and 5.73% is achieved. However, the estimation of the heave force is not reliable with the NN, where a difference of $-28.5\%$ is obtained. Interestingly, the NN is able to handle noisy data better than the KF for both surge and pitch DoFs, except for the IMU case. Specifically, a minimal difference of 2.73% is
obtained with the IMU framework in surge direction. The NN always overcomes the $\overline{GoF_{\delta}}$ of the KF with a peak of 6.70% with a MRU unit. On the other hand, poor performances are carried out for the heave DoF with the NN, obtaining a weighted GoF almost equal to 0.3 for both IMU+DGPS and IMU.

Table 6. GoF and $\Delta$GoF results of the KF observer and NN model for each measurement frameworks. The measurements are considered with and without noise.

| Framework   | Noise | $GoF_x$ | $GoF_z$ | $GoF_{\delta}$ | $GoF_x$ | $GoF_z$ | $GoF_{\delta}$ | $\Delta GoF_x$ (%) | $\Delta GoF_z$ (%) | $\Delta GoF_{\delta}$ (%) |
|-------------|-------|---------|---------|----------------|---------|---------|----------------|-------------------|-------------------|----------------------|
| MRU*        | ×     | 0.910   | 0.971   | 0.901          | 0.951   | 0.941   | 0.961          | 4.50              | −3.08             | 6.65                 |
| IMU+DGPS*   | ×     | 0.910   | 0.967   | 0.902          | 0.950   | 0.939   | 0.959          | 4.39              | −2.89             | 6.31                 |
| IMU*        | ×     | 0.893   | 0.758   | 0.889          | 0.913   | 0.542   | 0.940          | 2.23              | −28.5             | 5.73                 |

Surprisingly, the sensitivity of the KF in presence of plant inaccuracies is evident compared to the NN. In particular, Figure 14 highlight a relevant decrease in performance for $\hat{\delta}_{\text{w}}(t)$ estimation with a $\bar{M}$ and $\bar{K}$ variation when the KF is employed (IMU framework). Using the KF, the results show a decrease of performances up to 0.18 points varying $\bar{M}$ and 0.20 varying $\bar{K}$. In contrast, the NN guarantee a weighted $\overline{GoF_{\delta}}$ always greater than 0.77 suggesting low sensitivity when plant variations appear. In all likelihood, the sensitivity of the KF could be diminished tuning the matrix $Q$ in order to give less importance to the model in favor of measurements. However, more research on this topic needs to be undertaken before the association between $Q$ and KF sensitivity is more clearly understood.

The real ISWEC system is equipped with the MTi unit presented in Section 2.2.7. Unlike the MRU, the IMU unit does not provide positioning data and the measurement noise are one order of magnitude higher than the MRU ones. Although more information are available with the MRU, the IMU framework provide acceptable accuracy for both surge and pitch wave forces, directly involved in the power extraction. In detail, in case of noisy measurements and KF observer, the weighted accuracy approaches 0.88 and 0.82 for $\overline{GoF_x}$ and $\overline{GoF_{\delta}}$, respectively; with the NN the accuracy is about 0.85 and 0.84 for $\overline{GoF_x}$ and $\overline{GoF_{\delta}}$, respectively. Moreover, the MRU units are (usually) one order of magnitude more expensive than the IMU ones, and the precision provided does not justify the little increase of performances, especially in the KF case. Despite the low performances obtained for the WEF in heave direction (not directly involted in the power extraction), the IMU sensor is considered reliable for the estimation.
7. Conclusions

The purpose of this work is to estimate the WEFs of a non-linear WEC employing a KF observer and a NN model. This study proposes a methodology for tuning both estimators and compares them for a wide range of sea-states in presence of noise disturbances and plant variations. Four different measurement frameworks are proposed, one ideal (full measurements available without noise) and three real frameworks composed by three different sensors commercially available. The main aim is to assess the estimation performances in term of GoF for different sensor equipments in all the operating conditions of the ISWEC device. The non-linear 3-DoF model of the ISWEC is considered as the plant of reference. A linear 3-DoF hydrodynamic model is used in the KF assuming linear wave theory and linear viscous damping along the pitch DoF. Moreover, the filter model assumes no viscous damping in both surge and heave directions and the mooring forces are considered as an unknow state to be estimated. The key of the KF is to approximate the expression of the WEFs as a linear superposition of finite harmonic components with variable amplitudes and fixed frequencies. Hence, it is possible to include the excitation forces into the state vector of the system model and perform an unknown state estimation. This method restricts the bandwidth of the estimated disturbance as it can only estimate at the specified discrete frequencies. This makes it more robust to other external disturbances such as unmodelled hydrodynamic forces outside from the frequency range considered. The feedforward NN is designed according to the hydrodynamic equation of the ISWEC. The WEFs are expressed as a function of the system dynamics at current and past time instants taking into account the dynamic memory of the plant using static neurons with no feedback data.

First, the KF parameters are tuned according to the frequency range, stating the WEF frequencies and the mooring frequencies. The wave energy matrix of the sea-site of interest has been considered to identify the principal wave periods of the incoming sea-states to decouple them from the mooring actions. Moreover, according to the noise magnitudes of the sensors, matrices $Q$ and $R$ have been balanced to obtain the best GoF from each measurement framework. The NN has been tuned with the same intent, choosing both delay steps and number of neurons guaranteeing the best compromise between network complexity and estimation accuracy. Second, numerical simulations are performed to investigate the influence of the measurement framework and sensors accuracy. Overall, it is demonstrated that the 3-DoF KF performs well when applied to a non-linear WEC model. The KF shows best performances with the MRU$^*$ and IMU+DGPS$^*$ frameworks, especially in surge and pitch directions where a $\text{GoF}_x$ and $\text{GoF}_\delta$ greater than 0.9 are guaranteed. The IMU$^*$ framework gives the worst performances along the heave direction performing a $\text{GoF}_z$ almost equal to 0.75. The same argument applies for the NN, where the estimation performances are maximized in surge and pitch. Adding noisy measurements results in an acceptable decrease of accuracy for $\text{GoF}_x$ and $\text{GoF}_\delta$. In detail, the comparison shows that the estimation accuracies of NN and KF are approximately the same and a $\text{GoF}_x$ and $\text{GoF}_\delta$ greater than 0.83 is obtained. However, both the KF and NN are considered not reliable for the WEF estimation along the heave DoF if DGPS and IMU are employed. Then, interesting results are obtained comparing the estimation performances under plant variations. Contrary to expectations, the KF is affected by plant variations more than the NN. Despite the KF can handle inaccuracies of the numerical model tuning on the $Q$ matrix, the NN shows good performances when these inaccuracies become relevant. Further work is required to establish the underlying cause of this outcome, acting on the $Q$ matrix to improve the mean performances of the KF observer. Sections 6.1–6.3 demonstrated the good reliability of the IMU framework for the WEF estimation in surge and pitch directions for both KF and NN. However, it is evident how the estimation of the heave component is affected by the absence of the heave motion in the KF and both heave motion and velocity in NN. Despite this outcome, the use of the IMU unit is encouraged since the $\hat{F}_{\text{wz}}(t)$ is not directly involved in the power extraction of the ISWEC.

In conclusion, the main advantage of the model-based approach is that in presence of a real plant, it is possible to tune the observer on a small number of waves to obtain accurate estimation performances for a large number of sea states. The main strength of the KFHO is to consider only the
frequency bandwidth specified; the knowledge of the spectral properties of the signal to estimate allow to exclude all the undesired components and disturbance from the estimation (e.g., Mooring forces). On the other hand, a model-free non-linear approach should be more suitable to model complex hydrodynamic phenomena when their analytical expression are not available. Future work will approach the problem of the WEF estimation using more non-linear approaches (e.g., Recurrent Neural Networks and Extended Kalman Filter). The non-linear approach is expected to be more accurate in presence of strong non-linearity (e.g., PTO saturations and non-linear mooring models) in respect to a linear model-based observer. The aim will be elaborate on the estimation results between a model-based and model-free approach in term of estimation performances for a broad range of sea states. The best estimation approach will be used for the implementation of the MPC strategy on ISWEC.
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Appendix A Figures

Appendix A.1. GoF with Noiseless Data and KF Observer

![Figure A1. Cont.](image-url)
Figure A1. GoF results with noisless measurements for each measurement framework obtained with the KF. The first row refers to the MRU framework (a–c), the second to the IMU+DGPS framework (d–f), the third to the IMU framework (g–i).

Appendix A.2. GoF with Noiseless Data and NN Model

Figure A2. GoF results with noisless measurements for each measurement framework obtained with the NN. The first row refers to the MRU framework (a–c), the second to the IMU+DGPS framework (d–f), the third to the IMU framework (g–i).
Appendix A.3. GoF with Noisy Data and KF Observer

Figure A3. GoF results with noisy measurements for each measurement framework obtained with the KF. The first row refers to the MRU framework (a–c), the second to the IMU+DGPS framework (d–f), the third to the IMU framework (g–i).
Appendix A.4. GoF with Noisy Data and NN Model

Figure A4. GoF results with noisy measurements for each measurement framework obtained with the NN. The first row refers to the MRU framework (a–c), the second to the IMU+DGPS framework (d–f), and the third to the IMU framework (g–i).
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