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Abstract. We consider the planar two-center problem for a convex polygon: given a convex polygon in the plane, find two congruent disks of minimum radius whose union contains the polygon. We present an \(O(n \log n)\)-time algorithm for the two-center problem for a convex polygon, where \(n\) is the number of vertices of the polygon. This improves upon the previous best algorithm for the problem.
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1 Introduction

The problem of covering a region \(R\) by a predefined shape \(Q\) (such as a disk, a square, a rectangle, a convex polygon, etc.) in the plane is to find \(k\) homothets\(^3\) of \(Q\) with the same homothety ratio such that their union contains \(R\) and the homothety ratio is minimized. The homothets in the covering are allowed to overlap, as long as their union contains the region. This is a fundamental optimization problem \([2,4,20]\) arising in analyzing and recognizing shapes, and it has real-world applications, including computer vision and data mining.

The covering problem has been extensively studied in the context of the \(k\)-center problem and the facility location problem when the region to cover is a set of points and the predefined shape is a disk in the plane. In last decades, there have been a lot of works, including exact algorithms for \(k = 2\) \([3,12,14,15,34,36]\), exact and approximation algorithms for large \(k\) \([2,20,22,25]\).

\(^\ast\) This research was supported by the Institute of Information & communications Technology Planning & Evaluation(IITP) grant funded by the Korea government(MSIT) (No. 2017-0-00905, Software Star Lab (Optimal Data Structure and Algorithmic Applications in Dynamic Geometric Environment)) and (No. 2019-0-01906, Artificial Intelligence Graduate School Program(POSTECH)).

\(^3\) For a shape \(Q\) in the plane, a (positive) homothet of \(Q\) is a set of the form \(\lambda Q + v := \{\lambda q + v \mid q \in Q\}\), where \(\lambda > 0\) is the homothety ratio, and \(v \in \mathbb{R}^2\) is a translation vector.
algorithms in higher dimensional spaces [1,2,30], and approximation algorithms for streaming points [5,7,13,23,26,38]. There are also some works on the $k$-center problem for small $k$ when the region to cover is a set of disks in the plane, for $k = 1$ [21,28,29] and $k = 2$ [9].

In the context of the facility location, there have also been some works on the geodesic $k$-center problem for simple polygons [8,31] and polygonal domains [10], in which we find $k$ points (centers) in order to minimize the maximum geodesic distance from any point in the domain to its closest center.

In this paper we consider the covering problem for a convex polygon in which we find two congruent disks of minimum radius whose union contains the convex polygon. Thus, our problem can be considered as the (geodesic) two-center problem for a convex polygon. See Fig. 1 for an illustration.

Previous works. For a convex polygon with $n$ vertices, Shin et al. [35] gave an $O(n^2 \log^3 n)$-time algorithm using parametric search for the two-center problem. They also gave an $O(n \log^3 n)$-time algorithm for the restricted case of the two-center problem in which the centers must lie at polygon vertices. Later, Kim and Shin [27] improved the results and gave an $O(n \log ^3 n \log \log n)$-time algorithm for the two-center problem and an $O(n \log^2 n)$-time algorithm for the restricted case of the problem.

There has been a series of work dedicated to variations of the $k$-center problem for a convex polygon, most of which require certain constraints on the centers, including the centers restricted to lie on the polygon boundary [32] and on a given polygon edge(s) [17,32]. For large $k$, there are quite a few approximation algorithms. For $k \geq 3$, Das et al. [17] gave an $(1 + \epsilon)$-approximation algorithm with the centers restricted to lie on the same polygon edge, along with a heuristic algorithm without such restriction. Basappa et al. [11] gave a $(2 + \epsilon)$-approximation algorithm for $k \geq 7$, where the centers are restricted to lie on the polygon boundary. There is a 2-approximation algorithm for the two-center problem for a convex polygon that supports insertions and deletions of points in $O(\log n)$ time per operation [33].

![Fig. 1](image_url)  
**Fig. 1.** (a) Two congruent disks whose union covers a convex polygon $P$. (b) $P$ can be covered by two congruent disks of smaller radius.
Our results. We present an $O(n \log n)$-time deterministic algorithm for the two-center problem for a convex polygon $P$ with $n$ vertices. That is, given a convex polygon with $n$ vertices, we can find in $O(n \log n)$ time two congruent disks of minimum radius whose union covers the polygon. This improves upon the $O(n \log^3 n \log \log n)$ time bound of Kim and Shin [27].

Sketch of our algorithm. Our algorithm is twofold. First we solve the sequential decision problem in $O(n)$ time. That is, given a real value $r$, decide whether $r \geq r^*$, where $r^*$ is the optimal radius value. Then we present a parallel algorithm for the decision problem which takes $O(\log n)$ time using $O(n)$ processors, after an $O(n \log n)$-time preprocessing. Using these decision algorithms and applying Cole’s parametric search [16], we solve the optimization problem, the two centers for $P$, in $O(n \log n)$ deterministic time.

We observe that if $P$ is covered by two congruent disks $D_1$ and $D_2$ of radius $r$, $D_1$ covers a connected subchain $P_1$ of the boundary of $P$ and $D_2$ covers the remaining subchain $P_2$ of the boundary of $P$. Thus, in the sequential decision algorithm, we compute for any point $x$ on the boundary of $P$, the longest subchain of the boundary of $P$ from $x$ in counterclockwise direction that is covered by a disk of radius $r$, and the longest subchain of the boundary $P$ from $x$ in clockwise direction that is covered by a disk of radius $r$. We show that the determinators of the disks that define the two longest subchains change $O(n)$ times while $x$ moves along the boundary of $P$. We also show that the disks and the longest subchains can be represented by $O(n)$ algebraic functions. Our sequential decision algorithm computes the longest subchains in $O(n)$ time. Finally, the sequential decision algorithm determines whether there is a point $x'$ in $P$ such that the two longest subchains from $x'$, one in counterclockwise direction and one in clockwise direction, cover the polygon boundary in $O(n)$ time.

Our parallel decision algorithm computes the longest subchains in parallel and determines whether there is a point $x'$ in $P$ such that the two longest subchains from $x'$ covers the polygon boundary in $O(\log n)$ parallel steps using $O(n)$ processors after $O(n \log n)$-time preprocessing. For this purpose, the algorithm finds rough bounds of the longest subchains, by modifying the parallel decision algorithm for the planar two-center problem of points in convex position [15] and applying it for the vertices of $P$. Then the algorithm compures $O(n)$ algebraic functions of the longest subchains in $O(\log n)$ time using $O(n)$ processors. Finally, it determines in parallel computation whether there is a point $x'$ in $P$ such that the two longest subchains from $x$ covers the polygon boundary.

We can compute the optimal radius value $r^*$ using Cole’s parametric search [16]. For a sequential decision algorithm of running time $T_S$ and a parallel decision algorithm of parallel running time $T_P$ using $N$ processors, Cole’s parametric search is a technique that computes an optimal value in $O(N T_P + T_S(T_P + \log N))$ time. In our case, $T_S = O(n)$, $T_P = O(\log n)$, and $N = O(n)$. Therefore, we get a deterministic $O(n \log n)$-time algorithm for the two-center problem for a convex polygon $P$. 
2 Preliminaries

For any two sets $X$ and $Y$ in the plane, we say $X$ covers $Y$ if $Y \subseteq X$. We say a set $X$ is $r$-coverable if there is a disk $D$ of radius $r$ covering $X$. For a compact set $A$, we use $\partial A$ to denote the boundary of $A$. We simply say $x$ moves along $\partial A$ when $x$ moves in the counterclockwise direction along $\partial A$. Otherwise, we explicitly mention the direction.

Let $P$ be a convex polygon with $n$ vertices $v_1, v_2, \ldots, v_n$ in counterclockwise order along the boundary of $P$. Throughout the paper, we assume general circular position on the vertices of $P$, meaning no four vertices are cocircular. We denote the subchain of $\partial P$ from a point $x$ to a point $y$ in $\partial P$ in counterclockwise order as $P_{x,y} = \langle x, v_i, v_{i+1}, \ldots, v_j, y \rangle$, where $v_i, v_{i+1}, \ldots, v_j$ are the vertices of $P$ that are contained in the subchain. We call $x, v_i, v_{i+1}, \ldots, v_j, y$ the vertices of $P_{x,y}$. By $|P_{x,y}|$, we denote the number of distinct vertices of $P_{x,y}$.

We can define an order on the points of $\partial P$, with respect to a point $p \in \partial P$. For two points $x$ and $y$ of $\partial P$, we use $x <_p y$ if $y$ is farther from $p$ than $x$ in the counterclockwise direction along $\partial P$. We define $\leq_p, >_p, \geq_p$ accordingly.

For a subchain $C$ of $\partial P$, we denote by $I_r(C)$ the intersection of the disks of radius $r$, each centered at a point in $C$. See Fig. 2(a). Observe that any disk of radius $r$ centered at a point $p \in I_r(C)$ covers the entire chain $C$. Hence, $I_r(C) \neq \emptyset$ if and only if $C$ is $r$-coverable. The circular hull of a set $X$, denoted by $\alpha_r(X)$, is the intersection of all disks of radius $r$ covering $X$. See Fig. 2(b). Let $S$ be the set of vertices of a subchain $C$ of $\partial P$. If a disk covers $C$, it also covers $S$. If a disk covers $S$, it covers $C$ since it covers every line segment induced by pairs of the points in $S$, due to the convexity of a disk. Therefore, $\alpha_r(C)$ and $\alpha_r(S)$ are the same and $I_r(C)$ and $I_r(S)$ are the same.

\begin{figure}[h]
\centering
\includegraphics[width=0.7\textwidth]{fig2.png}
\caption{C is a subchain of $\partial P$ and $S$ is the vertex set of $C$. (a) $I_r(S) = I_r(C)$ (b) $\alpha_r(S) = \alpha_r(C)$}
\end{figure}

Every vertex of $\alpha_r(C)$ is a vertex of $C$. The boundary of $\alpha_r(C)$ consists of arcs of radius $r$, each connecting two vertices of $C$. The circular hull $\alpha_r(C)$ is dual to the intersection $I_r(C)$, in the sense that every arc of $\alpha_r(C)$ is on the circle of radius $r$ centered at a vertex of $I_r(C)$, and every arc of $I_r(C)$ is on the circle
of radius \( r \) centered at a vertex of \( \alpha_r(C) \). This implies that \( \alpha_r(C) \neq \emptyset \) if and only if \( I_r(C) \neq \emptyset \). Therefore, \( \alpha_r(C) \) is nonempty if and only if \( C \) is \( r \)-coverable.

For a vertex \( v \) of \( \alpha_r(C) \), we denote by \( \ccw(v) \) its counterclockwise neighbor on \( \partial \alpha_r(C) \), and by \( \cw(v) \) its clockwise neighbor on \( \partial \alpha_r(C) \). We denote by \( \gamma(v) \) the arc of \( \alpha_r(C) \) connecting \( v \) and \( \ccw(v) \) of \( \alpha_r(C) \). By \( \delta(v) \), we denote the supporting disk of the arc \( \gamma(v) \) of \( \alpha_r(C) \), that is, the disk containing \( \gamma(v) \) in its boundary. We may use \( \alpha(C) \) and \( I(C) \) to denote \( \alpha_r(C) \) and \( I_r(C) \), respectively, if it is understood from context. Since \( \alpha(C) \) and \( \alpha(S) \) are the same, we obtain the following observation on subchains from the observations on planar points \([18,24]\).

**Observation 1** ([18,24]). For a subchain \( C \) of \( \partial P \) the followings hold.

1. For any subchain \( C' \subseteq C \), \( \alpha_r(C') \subseteq \alpha_r(C) \).
2. A vertex of \( C \) appears as a vertex in \( \alpha_r(C) \) if and only if \( C \) is \( r \)-coverable by a disk containing the vertex on its boundary.
3. An arc of radius \( r \) connecting two vertices of \( C \) appears as an arc of \( \alpha_r(C) \) if and only if \( C \) is \( r \)-coverable by the supporting disk of the arc.

For a point \( x \in \partial P \), let \( f_r(x) \) be the farthest point on \( \partial P \) from \( x \) in the counterclockwise direction along \( \partial P \) such that \( P_{x,f_r(x)} \) is \( r \)-coverable. We denote by \( D_1^r(x) \) the disk of radius \( r \) covering \( P_{x,f_r(x)} \). Similarly, let \( g_r(x) \) be the farthest point on \( \partial P \) from \( x \) in the clockwise direction such that \( P_{g_r(x),x} \) is \( r \)-coverable, and denote by \( D_2^r(x) \) the disk of radius \( r \) covering \( P_{g_r(x),x} \). Note that \( x \) may not lie on the boundaries of \( D_1^r \) and \( D_2^r \). We may use \( f(x), D_1(x), g(x), \) and \( D_2(x) \) by omitting the subscript and superscript \( r \) in the notations, if they are understood from context.

Since we can determine in \( O(n) \) time whether \( P \) is \( r \)-coverable \([30]\), we assume that \( P \) is not \( r \)-coverable in the remainder of the paper. For a fixed \( r \), consider any two points \( t \) and \( t' \) in \( \partial P \) satisfying \( t < t' < f(t) \). Then \( P_{t',f(t)} \) is \( r \)-coverable, which implies \( f(t) \leq f(t') \). Thus, we have the following observation.

**Observation 2.** For a fixed \( r \), as \( x \) moves along \( \partial P \) in the counterclockwise direction, both \( f(x) \) and \( g(x) \) move monotonically along \( \partial P \) in the counterclockwise direction.

### 3 Sequential Decision Algorithm

In this section, we consider the decision problem: given a real value \( r \), decide whether \( r \geq r^* \), that is, whether there are two congruent disks of radius \( r \) whose union covers \( P \).

For a point \( x \) moving along \( \partial P \), we consider two functions, \( f(x) \) and \( g(x) \). If there is a point \( x \in \partial P \) such that \( f(x) \geq g(x) \), the union of \( P_{x,f(x)} \) and \( P_{g(x),x} \) is \( \partial P \). Thus there are two congruent disks of radius \( r \) whose union covers \( P \), and the decision algorithm returns \textbf{yes}. Otherwise, we conclude that \( r < r^* \), and the decision algorithm returns \textbf{no}. For a subchain \( P_{x,y} \) of \( \partial P \), we use \( \alpha(x,y) \) to denote \( \alpha(P_{x,y}) \), and \( I(x,y) \) to denote \( I(P_{x,y}) \).
3.1 Characterizations

For a fixed $r$, $I(x, f(x))$ is a point, and it is the center of $\alpha(x, f(x))$. Moreover, $\alpha(x, f(x))$ and $D_1(x)$ are the same. Observe that $D_1(x)$ is defined by two or three vertices of $P_{x,f(x)}$, which we call the determinators of $D_1(x)$. For our purpose, we define four types of $D_1(x)$ by its determinators: (T1) $x$, $f(x)$, and one vertex. (T2) $x$ and $f(x)$. (T3) $f(x)$ and one vertex. (T4) $f(x)$ and two vertices. See Fig. 3 for an illustration of the four types.

![Fig. 3. Four types of $D_1(x)$ and its determinators (small circles).](image)

We denote by $e(a)$ the edge of $P$ containing a point $a \in \partial P$. If $a$ is a vertex of $P$, $e(a)$ denotes the edge of $P$ incident to $a$ lying in the counterclockwise direction from $a$. For a point $x$ moving along $\partial P$, the combinatorial structure of $f(x)$ is determined by $e(x)$, $e(f(x))$, and the determinators of $D_1(x)$. We call each point $x$ in $\partial P$ at which the combinatorial structure of $f(x)$ changes a breakpoint of $f(x)$. For $x \in \partial P$ lying in between two consecutive breakpoints, we can compute $f(x)$ using $e(x)$, $e(f(x))$, and $D_1(x)$.

Consider $x$ moving along $\partial P$ starting from $x_0$ on $\partial P$ in counterclockwise direction. Let $x_1 = f(x_0)$, $x_2 = f(x_1)$ and $x_3 = f(x_2)$. We simply use the index $i$ instead of $x_i$ for $i = 0, \ldots, 3$ if it is understood from context. For instance, we use $P_{i,j}$ to denote $P_{x_i,x_j}$, and $\leq_i$ to denote $\leq_{x_i}$. For the rest of the section, we describe how to handle the case that $x$ moves along $P_{0,1}$. The cases that $x$ moves along $P_{1,2}$ and $P_{2,3}$ can be handle analogously. As $x$ moves along $P_{0,1}$, $f(x)$ moves along $P_{1,2}$ in the same direction by Observation 2.

**Lemma 1.** For any fixed $r \geq r^*$, the union of $P_{0,1}$, $P_{1,2}$, and $P_{2,3}$ is $\partial P$.

**Proof.** If $P$ is $r$-coverable, $P_{0,1}$ is $\partial P$. Assume that $P$ is not $r$-coverable. For any fixed $r \geq r^*$, there are two congruent disks $D_1$ and $D_2$ of radius $r$ whose union covers $P$. Let $y$ and $z$ be the points of $\partial P$ such that $P_{y,z}$ is covered by $D_1$, and $P_{z,y}$ is covered by $D_2$. Without loss of generality, assume $x_0 \in P_{y,z}$. Then $z \leq_0 f(y) \leq_0 x_1$ along $\partial P$, because $P_{y,z}$ is covered by $D_1$ and by Observation 2. If $x_1 \leq_0 y$, then $y \leq_1 x_2$ and thus $x_0 \leq y x_3$. If $y \leq_0 x_1$, then $x_0 \leq y x_2$. Thus, the union of $P_{0,1}$, $P_{1,2}$, and $P_{2,3}$ is $\partial P$.

The structure of a circular hull can be expressed by the circular sequence of arcs appearing on the boundary of the circular hull. There is a 1-to-1 correspondence between a breakpoint of $f(x)$ for $x$ moving along $P_{0,1}$ and a structural
change to $\alpha(x, f(x))$. This is because $D_1(x)$ and $\alpha(x, f(x))$ are the same. Thus, we maintain $D_1(x)$ for $x$ moving along $P_{x, f(x)}$ and capture every structural change to $\alpha(x, f(x))$. Observe that the boundary of $\alpha(x, f(x))$ consists of a connected boundary part of $\alpha(x, x_1)$, a connected boundary part of $\alpha(x_1, f(x))$, and two arcs of $D_1(x)$ connecting $\alpha(x, x_1)$ and $\alpha(x_1, f(x))$. See Fig. 4 for an illustration.

\begin{figure}[h]
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\includegraphics[width=0.8\textwidth]{fig4}
\caption{Two cases of $D_1(x)$ of type T1. Two arcs (dashed) of $D_1(x)$ connecting $\alpha(x, x_1)$ and $\alpha(x_1, f(x))$. (a) If $v$ is on the boundary of $\alpha(x, x_1)$, $D_1(x)$ is $\delta(x)$ of $\alpha(x, x_1)$. (b) If $v$ is on the boundary of $\alpha(x_1, f(x))$, $D_1(x)$ is $\delta(\text{cw}(f(x)))$.}
\end{figure}

The following lemmas give some characterizations to the four types of $D_1(x)$.

**Lemma 2.** Any disk $D_1(x)$ of type T1 is $\delta(x)$ of $\alpha(x, x_1)$ or $\delta(\text{cw}(f(x)))$ of $\alpha(x_1, f(x))$.

**Proof.** Since the determinators of $D_1(x)$ are $x, f(x)$, and a vertex $v$ of $P_{x, f(x)}$, they all appear on the boundary of $\alpha(x, f(x))$. Assume that $v$ is on the boundary of $\alpha(x, x_1)$. Then the boundary portion of $\alpha(x, f(x))$, from $x$ to $v$ in counterclockwise order, is from the boundary of $\alpha(x, x_1)$, and $\text{ccw}(x)$ of $\alpha(x, f(x))$ lies on the boundary of $\alpha(x, x_1)$. Since $\gamma(x)$ of $\alpha(x, x_1)$ is on the boundary of $D_1(x)$, $\delta(x)$ of $\alpha(x, x_1)$ is $D_1(x)$. See Fig. 4(a). A similar argument can be made for the case that $v$ is on the boundary of $\alpha(x_1, f(x))$. See Fig. 4(b). Therefore, $D_1(x)$ is $\delta(x)$ of $\alpha(x, x_1)$ or $\delta(\text{cw}(f(x)))$ of $\alpha(x_1, f(x))$.

**Lemma 3.** For a disk $D_1(x)$ of type T2, the Euclidean distance between $x$ and $f(x)$ is $2r$.

**Proof.** Since $x$ and $f(x)$ are the determinators of $D_1(x)$, their Euclidean distance is $2r$. 


Lemma 4. If a disk \( D_1(x) \) of type \( T3 \) or \( T4 \) has \( x \) on its boundary, \( D_1(x) \) is \( \delta(x) \) of \( \alpha(x, x_1) \) or \( \delta(\text{cw}(f(x))) \) of \( \alpha(x_1, f(x)) \). Moreover, for any point \( y \) in the interior of \( P_{x,v} \), \( D_1(y) \) has the same type as \( D_1(x) \), where \( v \) is the determinator of \( D_1(x) \) closest to \( x \) in counterclockwise order.

Proof. By an argument similar to the proof of Lemma 2, we can show that \( D_1(x) \) is \( \delta(x) \) of \( \alpha(x, x_1) \) or \( \delta(\text{cw}(f(x))) \) of \( \alpha(x_1, f(x)) \). By Observation 2, we have \( f(x) \leq_v f(y) \). Thus the determinators of \( D_1(x) \) lying in between \( v \) and \( f(x) \) are all contained in \( P_{y,f(y)} \). Therefore, \( D_1(x) \) and \( D_1(y) \) are the same. If there is a change to \( e(x) \), \( e(f(x)), \text{ccw}(x) \) of \( \alpha(x, x_1) \) or \( \text{cw}(f(x)) \) of \( \alpha(x_1, f(x)) \), the combinatorial structure of \( f(x) \) changes. Therefore, we compute the changes to \( e(x) \) and \( \text{ccw}(x) \) of \( \alpha(x, x_1) \) for a point \( x \) moving along \( P_{0,1} \), and compute the changes to \( e(y) \) and \( \text{cw}(y) \) of \( \alpha(x_1, y) \) for a point \( y \) moving along \( P_{1,2} \). We call the points inducing these changes the event points. From this, we detect the combinatorial changes to \( f(x) \).

3.2 Data structures and decision algorithm

Wang [37] proposed a semi-dynamic (insertion-only) data structure for maintaining the circular hull for points in the plane that are inserted in increasing order of their \( x \)-coordinates. It is also mentioned that the algorithm can be modified to work for points that are inserted in the sorted order around a point. Since the vertices of \( P \) are already sorted around any point in the interior of \( P \), we can use the algorithm for our purpose.

Lemma 5 (Theorem 5 in [37]). We can maintain the circular hull of a set \( Q \) of points such that when a new point to the right of all points of \( Q \) is inserted, we can decide in \( O(1) \) amortized time whether \( \alpha(Q) \) is nonempty, and update \( \alpha(Q) \).

We can modify the algorithm to work not only for point insertions, but also for edge insertions. Let \( v_1, \ldots, v_i \) be the vertices of \( P \) inserted so far in order from \( v_i \). When \( v_{i+1} \) is inserted, we compute the points \( z \) on edge \( v_i v_{i+1} \) at which a structural change to \( \alpha(v_1, z) \) occurs.

Lemma 6. For a point \( x \) moving along \( P_{0,1} \), \( e(x) \) and \( \text{ccw}(x) \) of \( \alpha(x, x_1) \) change \( O(|P_{0,1}|) \) times. We can compute the event points \( x \) at which \( \text{ccw}(x) \) of \( \alpha(x, x_1) \) changes in \( O(|P_{0,1}|) \) time.

Proof. Imagine that \( x \) moves along the subchain \( P_{0,1} \) in clockwise order, from \( x_1 \) to \( x_0 \). We consider \( e(x) \) and \( \text{ccw}(x) \) of \( \alpha(x, x_1) \) while inserting the vertices of \( P_{0,1} = (x_0, \ldots, v_i, v_{i+1}, \ldots, x_1) \) in reverse order, one by one from \( x_1 \), and compute the circular hull of the inserted vertices. Then \( e(x) \) changes \( O(|P_{0,1}|) \) times at the vertices of \( P_{0,1} \).

When \( v_i \) is inserted, we have \( \alpha(v_{i+1}, x_1) \). We also have the vertices of the hull stored in a stack in clockwise order with \( v_{i+1} \) at the top. Our goal is to compute \( \alpha(v_i, x_1) \) and to compute the points \( x \) on \( v_i v_{i+1} \) at which \( \text{ccw}(x) \) of \( \alpha(x, x_1) \)
changes. To do this, we pop vertices repeatedly from the stack until \( \text{ccw}(v_i) \) of \( \alpha(v_i, x_1) \) becomes the top element of the stack. When a vertex \( v \) is popped from the stack, we consider the supporting disk \( D \) of the arc connecting \( v \) and the vertex at the top of the stack at the moment, and compute the intersection of \( \partial D \) with the edge \( v_i v_{i+1} \). Since \( \text{ccw}(x) \) of \( \alpha(x, x_1) \) changes when \( x \) reaches such an intersection, we consider those intersection points \( x \) as the event points inducing the changes to \( \text{ccw}(x) \) of \( \alpha(x, x_1) \).

Observe that once a vertex is popped from the stack, it is never inserted to the stack again. Therefore, \( \text{ccw}(x) \) of \( \alpha(x, x_1) \) changes \( O(|P_{0,1}|) \) times while \( x \) moves along \( P_{0,1} \), and we can compute the event points in \( O(|P_{0,1}|) \) time. From Lemma 6, we obtain the following Corollary.

**Corollary 1.** For a point \( y \) moving along \( P_{1,2} \), \( e(y) \) and \( \text{cw}(y) \) of \( \alpha(x_1, y) \) change \( O(|P_{1,2}|) \) times. We can compute the event points \( y \) at which \( \text{cw}(y) \) of \( \alpha(x_1, y) \) changes in \( O(|P_{1,2}|) \) time.

The event points subdivide \( P_{0,1} \) and \( P_{1,2} \) into \( O(|P_{0,1}|) \) and \( O(|P_{1,2}|) \) pieces, respectively. Since the vertices of \( P_{0,1} \) and \( P_{1,2} \) are also event points (defined by the changes to \( e(x) \) and \( e(y) \)), each piece is a segment contained in an edge. Moreover, any point \( x \) in a segment of \( P_{0,1} \) has the same \( \text{ccw}(x) \) of \( \alpha(x, x_1) \), and any point \( y \) in a segment of \( P_{1,2} \) has the same \( \text{cw}(y) \) of \( \alpha(x_1, y) \).

**Lemma 7.** For a fixed \( r \geq r^* \), there are \( O(n) \) breakpoints of \( f(x) \) and \( g(x) \).

**Proof.** For a point \( x \) moving along \( P_{0,1} \), \( e(x) \) and \( \text{ccw}(x) \) of \( \alpha(x, x_1) \) change \( O(|P_{0,1}|) \) times by Lemma 6. Since \( f(x) \) moves along \( P_{1,2} \) while \( x \) moves along \( P_{0,1} \), \( e(f(x)) \) and \( \text{cw}(f(x)) \) of \( \alpha(x_1, f(x)) \) change \( O(|P_{1,2}|) \) times by Corollary 1. Combining them, there are \( O(|P_{0,2}|) \) changes to \( e(x), e(f(x)), \text{ccw}(x) \) of \( \alpha(x, x_1) \), and \( \text{cw}(f(x)) \) of \( \alpha(x_1, f(x)) \) while \( x \) moves along \( P_{0,1} \). For a fixed \( r \geq r^* \), \( \partial P \) is covered by the union of at most three subchains \( P_{0,1}, P_{1,2}, \) and \( P_{2,3} \) by Lemma 1, and thus the total number of changes to \( e(x), e(f(x)), \text{ccw}(x), \) and \( \text{cw}(f(x)) \) is \( O(n) \).

Let \( T \) be a segment contained in an edge of \( P_{0,1} \) such that \( e(x), e(f(x)), \text{ccw}(x) \) of \( \alpha(x, x_1) \), and \( \text{cw}(f(x)) \) of \( \alpha(x_1, f(x)) \) remain the same for any \( x \in T \). We count the breakpoints of \( f(x) \) in the interior of \( T \). We count the breakpoints of \( f(x) \) in the following three cases: (1) the type of \( D_1(x) \) changes to \( T_3 \) or \( T_4 \), (2) while \( D_1(x) \) is of type \( T_1 \), the determinators of \( D_1(x) \) changes, (3) the type of \( D_1(x) \) switches between \( T_1 \) and \( T_2 \).

Consider the breakpoints induced by case (1). Once the type of \( D_1(x) \) changes to \( T_3 \) or \( T_4 \), the determinators remain the same while \( x \) moves along \( T \) by Lemma 4. Thus, there is at most one breakpoint induced by case (1).

A breakpoint induced by case (2) is a moment \( x = t \), where \( \delta(t) \) of \( \alpha(t, x_1) \) and \( \delta(\text{cw}(f(t))) \) of \( \alpha(x_1, f(t)) \) are the same by Lemma 2. For \( \text{ccw}(x) \) of \( \alpha(x, x_1) \) and \( \text{cw}(x) \) of \( \alpha(x_1, x) \), there is at most one such disk. Thus, there is at most one breakpoint induced by case (2).

Finally, we count the breakpoints of case (3). A breakpoint induced by case (3) is a moment \( x = t \) where \( f(t) \) is at Euclidean distance \( 2r \) from \( t \). Assume
that $D_1(x)$ is $\delta(x)$ of $\alpha(x, x_1)$. Then there are at most two such moments $t$ with $\text{ccw}(t)$ on $\partial D_1(t)$ at which the Euclidean distance between $t$ and $f(t)$ is $2r$. For the case that $D_1(x)$ is $\delta(\text{cw}(f(x)))$ of $\alpha(x_1, f(x))$, there are at most two such moments by a similar argument. Thus, there are $O(1)$ breakpoints induced by case (3).

Since there are $O(n)$ segments such that $e(x)$, $e(f(x))$, $\text{ccw}(x)$ of $\alpha(x, x_1)$, and $\text{cw}(f(x))$ of $\alpha(x_1, f(x))$ remain the same for any $x$ in each segment, and there are at most $O(1)$ breakpoints in the interior of a segment, we conclude that there are $O(n)$ breakpoints in total. We can show that there are $O(n)$ breakpoints of $g(x)$ by a similar argument.

**Fig. 5.** Changes to the determinators of $D_1(x)$. (a) At $x = t$, the determinants of $D_1(x)$ of type $T1$ changes from $x, \text{ccw}(x), f(x)$ to $x, \text{cw}(f(x)), f(x)$. (b) At $x = t$, the type of $D_1(x)$ changes to $T3$. (c) At $x = t$, the type of $D_1(x)$ changes to $T4$.

**Lemma 8.** For a fixed $r \geq r^*$, the breakpoints of $f(x)$ and $g(x)$ can be computed in $O(n)$ time.

**Proof.** We first compute the segments of $P_{0,1}$ induced by the event points of $e(x)$ and $\text{ccw}(x)$ of $\alpha(x, x_1)$, and the segments of $P_{1,2}$ induced by the event points of $e(y)$ and $\text{cw}(y)$ of $\alpha(x, y)$ in $O(|P_{0,2}|)$ time by Lemma 6. Then we compute the breakpoints of $f(x)$ for points $x \in P_{0,1}$.

We compute $D_1(x_0)$ and its determinators. To this end, we find the edge $vv'$ of $P$ containing $f(x_0)$ in $O(n)$ time using Lemma 5. More precisely, if $D_1(x_0)$ is of type $T1$ or $T2$, $f(x_0)$ is the event point at which $\alpha(x_0, f(x_0))$ becomes a disk of radius $r$, and thus we can find $D_1(x_0)$ and its determinators in $O(n)$ time. If $D_1(x_0)$ is of type $T3$ or $T4$, $x_0$ may not lie on $\partial D_1(x_0)$. If $D_1(x_0)$ is of type $T3$, we find the point $z$ on $vv'$ for every vertex $u$ of $\alpha(x_0, v)$ such that the Euclidean distance between $z$ and $u$ is $2r$. In this way, we find $f(x_0)$ in $O(n)$ time for the case. If $D_1(x_0)$ is of type $T4$, we find $f(x_0)$ in $O(n)$ time by computing the intersection of $vv'$ and the supporting disk of every arc of $\alpha(x_0, v)$. Therefore, in $O(n)$ time, we can compute $f(x_0)$ and the type of $D_1(x_0)$. 

We then continue to compute \( f(x) \) for each type of \( D_1(x) \) by checking the breakpoints of \( f(x) \) for \( x \) moving along \( P_{0,1} \) starting from \( x_0 \). Imagine that \( x \) moves along a segment \( ab \) such that \( c(x) \) and \( \text{ccw}(x) \) of \( \alpha(x, x_1) \) remain the same, and \( f(x) \) moves along a segment \( cd \) such that \( e(f(x)) \) and \( \text{cw}(f(x)) \) of \( \alpha(x_1, f(x)) \) remain the same. If the type of \( D_1(x) \) changes to type \( T_1 \), \( T_3 \), or \( T_4 \), \( D_1(x) \) becomes \( \delta(x) \) of \( \alpha(x, x_1) \) or \( \delta(\text{cw}(f(x))) \) of \( \alpha(x_1, f(x)) \) by Lemma 2 and 4. At that moment, the determinators of \( D_1(x) \) must lie on the boundary of \( \alpha(x, f(x)) \). By the general circular position assumption, there can be at most three polygon vertices lying on the boundary of \( D_1(x) \). Therefore, the determinators of \( D_1(x) \) are at most three elements among the vertices \( \text{ccw}(x), \text{ccw}(\text{ccw}(x)), \text{ccw}(\text{ccw}(\text{ccw}(x))) \) of \( \alpha(x, x_1) \), \( \text{cw}(f(x)) \), \( \text{cw}(\text{cw}(f(x))) \), and \( \text{cw}(\text{cw}(\text{cw}(f(x)))) \) of \( \alpha(x_1, f(x)) \). The number of changes to these vertices is \( O(n) \) by an argument similar to Lemma 6. Thus, we can compute \( f(x) \) and disk \( D_1(x) \) under the assumption that \( D_1(x) \) is of type \( T_1 \), \( T_3 \), and \( T_4 \) in \( O(n) \) time. See Fig. 5 for examples. If \( D_1(x) \) is of type \( T_2 \), then the Euclidean distance between \( x \) and \( f(x) \) is \( 2r \) by Lemma 3.

By comparing two \( f(x) \) functions, one for the current type of \( D_1(x) \) and one for other types of \( D_1(x) \), we can compute in \( O(1) \) time the next breakpoint and the new determinators and type of \( D_1(x) \) for \( x \) right after the breakpoint. Thus, all breakpoints of \( f(x) \) can be computed in \( O(n) \) time. Similarly, the breakpoints of \( g(x) \) can be computed in \( O(n) \) time.

Recall that our algorithm returns \textbf{yes} if there exists a point \( x \in \partial P \) such that \( f(x) \geq x \) \( g(x) \), otherwise it returns \textbf{no}. Hence, using Lemma 8, we have the following theorem.

\textbf{Theorem 1.} Given a convex polygon \( P \) with \( n \) vertices in the plane and a radius \( r \), we can decide whether there are two congruent disks of radius \( r \) covering \( P \) in \( O(n) \) time.

\section{Parallel Decision Algorithm}

Given a real value \( r \), our parallel decision algorithm computes \( f(x) \) and \( g(x) \) that define the longest subchains of \( \partial P \) from \( x \) covered by disks of radius \( r \), and determines whether there is a point \( x \in \partial P \) such that \( f(x) \geq x g(x) \), in parallel. To do this efficiently, our algorithm first finds rough bounds of \( f(x) \) and \( g(x) \) by modifying the parallel decision algorithm for the two-center problem for points in convex position by Choi and Ahn [15] and applying it for the vertices of \( P \). Then our algorithm computes \( f(x) \) and \( g(x) \) exactly.

The parallel decision algorithm by Choi and Ahn runs in two phases: the preprocessing phase and the decision phase. In the preprocessing phase, their algorithm runs sequentially without knowing \( r \). In the decision phase, their algorithm runs in parallel for a given value \( r \). It constructs a data structure that supports intersection queries of a subset of disks centered at input points in
$O(\log n)$ parallel time using $O(n)$ processors after $O(n \log n)$-time preprocessing. In our problem, two congruent disks must cover the edges of $P$ as well as the vertices of $P$, and thus we modify the preprocessing phase.

In the preprocessing phase, their algorithm partitions the vertices of $P$ into two subsets $S_1 = \{v_1, \ldots, v_k\}$ and $S_2 = \{v_{k+1}, \ldots, v_n\}$, each consisting of consecutive vertices along $\partial P$ such that there are $v_i \in S_1$ and $v_j \in S_2$ satisfying $\{v_i, v_{i+1}, \ldots, v_{j-1}\} \subset D_1$ and $\{v_j, v_{j+1}, \ldots, v_{i-1}\} \subset D_2$ for an optimal pair $(D_1, D_2)$ of disks for the vertices of $P$. The indices of vertices are cyclic such that $n + k \equiv k$ for any integer $k$. Then in $O(n \log n)$ time, it finds $O(n/\log^6 n)$ pairs of subsets, each consisting of $O(\log^6 n)$ consecutive vertices such that there is one pair $(U, W)$ of sets with $v_i \in U$ and $v_j \in W$, where $v_i$ and $v_j$ are the vertices that determine the optimal partition.

In the preprocessing phase, our algorithm partitions $\partial P$ into two subchains. Then, we partition $\partial P$ into $O(n/\log^6 n)$ subchains, each consisting of $O(\log^6 n)$ consecutive vertices, and compute $O(n/\log^6 n)$ pairs of the subchains such that at least one pair has $x$ in one subchain and $x'$ in the other subchain, and $P_{x,x'}$ and $P_{x',x}$ is $r^*$-coverable.

In the decision phase, their algorithm constructs a data structure in $O(\log n)$ parallel time with $O(n)$ processors, that for a query with $r$ computes $I_r(u, w)$, where $u \in U', w \in W'$ for any pair $(U', W')$ among the $O(n/\log^6 n)$ pairs. Then it computes $I(u, w)$ in $O(\log n)$ time and determines if $I(u, w) = \emptyset$ in $O(\log^3 \log n)$ time using the data structure.

In our case, our algorithm constructs a data structure that for a query with $r$ computes $I_r(v_i, v_j)$ and $I_r(v_i, v_j)$ for $v_i \in P_1, v_j \in P_2$, where $(P_1, P_2)$ is one of the $O(n/\log^6 n)$ pairs of subchains computed in our preprocessing phase. Our data structure also determines if $I(v_i, v_j) = \emptyset$.

Using the data structure, our algorithm gets rough bounds of $f(x)$ and $g(x)$. Then it computes $f(x)$ and $g(x)$ exactly. In doing so, it computes all breakpoints of $f(x)$ and $g(x)$, and their corresponding combinatorial structures, and determines whether there exists $x \in \partial P$ such that $f(x) \geq_x g(x)$.

### 4.1 Preprocessing phase

We use $f^*(x)$ and $g^*(x)$ to denote $f_*(x)$ and $g_*(x)$, respectively. Our algorithm partitions $\partial P$ into two subchains such that $P_{x,x'}$ and $P_{x',x}$ are $r^*$-coverable, for $x$ and $x'$ contained in each subchain. Then it computes $O(n/\log^6 n)$ pairs of subchains of $\partial P$, each consisting of $O(\log^6 n)$ consecutive vertices.

To this end, our algorithm computes a step function $F(x)$ approximating $f^*(x)$ and a step function $G(x)$ approximating $g^*(x)$ on the same set of intervals of the same length. More precisely, at every $(\log^6 n)$-th vertex $v$ from $v_1$ along $\partial P$, it evaluates step functions $F(v)$ and $G(v)$ on $r^*$ such that $f^*(v) \leq_v F(v)$ and $g^*(v) \geq_v G(v)$. See Fig. 6(a). In each interval, the region bounded by $F(x)$ from above and by $G(x)$ from below is a rectangular cell. Thus, there is a sequence of $O(n/\log^6 n)$ rectangular cells of width at most $\log^6 n$. See Fig. 6(b). Observe that every intersection of $f^*(x)$ and $g^*(x)$ is contained in one of the rectangular cells. Thus, we focus on the sequence of rectangular cells bounded in between $F(x)$
and \( G(x) \), which we call the region of interest (ROI shortly). In addition, we require \( F(x) \) and \( G(x) \) to approximate \( f^*(x) \) and \( g^*(x) \) tight enough such that each rectangular cell can be partitioned further by horizontal lines into disjoint rectangular cells of height at most \( \log^6 n \), and in total there are \( O(n/\log^6 n) \) disjoint rectangular cells of width and height at most \( \log^6 n \) in ROI. See Fig. 6(c).

In Lemmas 9 and 10, we show how to partition \( \partial P \) into two subchains. For any two points \( x, y \in \partial P \), let \( \tau(x, y) \) be the smallest value such that \( P_{x,y} \) is \( \tau(x, y) \)-coverable.

Note that \( \tau(x, y) \) is a continuous function while \( x \) or \( y \) moves along the polygon boundary. For a point \( p \in \partial P \), let \( h(p) \) be the farthest point from \( p \) in counterclockwise direction along \( \partial P \) that satisfies \( \tau(p, h(p)) \leq \tau(h(p), p) \).

**Lemma 9.** Given a point \( p \in \partial P \), we can find \( h(p) \) in \( O(n \log n) \) time.

**Proof.** For any two vertices \( u \) and \( v \) of \( P \), we can compute \( \tau(u, v) \) in \( O(n) \) time using the minimum enclosing disk algorithm [30]. Observe that, \( \tau(u, x) \) increases and \( \tau(x, u) \) decreases while \( x \) moves from \( u \) in counterclockwise direction along \( \partial P \). Thus, given a point \( p \in \partial P \), we can find the edge \( v_iv_{i+1} \) that contains \( h(p) \) using binary search in \( O(n \log n) \) time.

To compute \( \tau(p, q) \) for any two points \( p, q \in \partial P \), consider the intersection \( E(p, q) \) of cones, each cone expressed as \( (x - u_x)^2 + (y - u_y)^2 \leq z^2 \) for a vertex \( u = (u_x, u_y) \) of \( P_{p,q} \) in the \( xyz \)-coordinate system of \( \mathbb{R}^3 \). Since the intersection of cone \( (x - u_x)^2 + (y - u_y)^2 \leq z^2 \) and \( z = r \) is the disk of radius \( r \) centered at \( (u_x, u_y) \) contained in \( z = r \), \( E(p, q) \) represents \( I_x(p, q) \) for all \( r \). Thus, \( \tau(p, q) \) is the \( z \)-coordinate of the lowest point in \( E(p, q) \). The intersection of \( n \) translates of a cone with apices in convex position in the plane has complexity \( O(n) \), and it can be computed in \( O(n) \) time [6]. While \( q \) moves along \( v_iv_{i+1} \), \( \tau(p, q) \) can be obtained from the intersection \( E(p, v_i) \) and \( E(v_i, q) \). Thus \( \tau(q, p) \) has complexity
$O(n)$ for all $q \in v_i v_{i+1}$ and it can be computed in $O(n)$ time. We can find $h(p)$ by comparing $\tau(p,q)$ and $\tau(q,p)$ for all $q$. Since the binary search for finding the edge containing $h(p)$ dominates the running time, it takes $O(n \log n)$ time in total.

\textbf{Lemma 10.} $P_{v_1,h(v_1)}$ and $P_{h(v_1),v_1}$ is a partition of $\partial P$ such that there are $x \in P_{v_1,h(v_1)}$ and $x' \in P_{h(v_1),v_1}$, and $P_{x,x'}$ and $P_{x',x}$ are $r^*$-coverable.

\textbf{Proof.} As a point $p$ moves along $\partial P$ in counterclockwise direction, $h(p)$ also moves monotonically along $\partial P$ in the same direction; otherwise, $h(p)$ does not satisfy the condition that it is the farthest point or $\tau(p,h(p)) \leq \tau(h(p),p)$.

Consider a point $x \in P_{v_1,h(v_1)}$ such that $P_{x,x'}$ and $P_{x',x}$ are $r^*$-coverable for some point $x'$. Then $r^* = \tau(x,h(x)) = \tau(h(x),x)$ since $\tau$ is a continuous function. By the monotonicity of $h(p)$, $h(v_1) <_x h(x)$. If $\tau(h(v_1),v_1) \neq r^*$, $r^* = \tau(x,h(x)) < \tau(h(v_1),v_1)$. Thus $h(x) <_x v_1$, implying $h(x) \in P_{h(v_1),v_1}$. Note that $P_{x,h(x)}$ and $P_{h(x),x}$ are $r^*$-coverable. If $\tau(h(v_1),v_1) = r^*$, $P_{v_1,h(v_1)}$ and $P_{h(v_1),v_1}$ are $r^*$-coverable.

Now we partition $\partial P$ into two subchains $P_{v_1,h(v_1)}$ and $P_{h(v_1),v_1}$. We consider $x$ moving along $P_{v_1,h(v_1)}$ and $f(x)$ moving along $P_{h(v_1),v_1}$. Also, from now on, we use $<_{\partial P}$ instead of $<_{v_1}$. The same goes for $\preceq_{v_1}, \succ_{v_1}, \succeq_{v_1}$. We need the following technical lemma to compute ROI.

\textbf{Lemma 11 ([12,19]).} After $O(n \log n)$-time preprocessing, given any vertex pair $(v_i,v_j)$ we can compute $\tau(v_i,v_j)$ in $O(\log^6 n)$ time.

If an optimal pair of disks cover two subchains $P_{u,v}$ and $P_{v,u}$ for vertices $u$ and $v$ of $P$, we can compute $r^*$ by computing the two centers for vertices in $O(n \log n)$ time using the two-center algorithm for points in convex position [15]. Thus, for the following lemma, we assume $r^* < \max(\tau(u,v),\tau(v,u))$ for all polygon vertices $u$ and $v$. For simplicity, we use $\tau(i,j)$ for $\tau(v_i,v_j)$ for polygon vertices $v_i$ and $v_j$.

\textbf{Lemma 12.} We can compute $O(n/\log^6 n)$ disjoint cells of height and width at most $O(\log^6 n)$ such that every intersection of $f^*$ and $g^*$ lies in one of the cells in $O(n \log n)$ time.

\textbf{Proof.} For ease of description, assume that $P_{v_1,h(v_1)}$ has $k = O(n)$ vertices. Let $m = \lfloor k/\log^6 n \rfloor$, and $p(t) = t \cdot \lfloor k/m \rfloor$ for $t = 1, 2, \ldots, m - 1$. For convenience, let $v_{p(0)} = v_1$ and $v_{p(m)} = h(v_1)$.

For every vertex $v_{p(t)}$ from $v_1$, we find $v_{q(t)}$ such that $f^*(v_{p(t)}) \leq v_{q(t)}$ and $g^*(v_{p(t)}) \geq v_{q(t)}$. Using the vertices, we define $F(x) = v_{q(t)+1}$ for $x$ with $v_{p(t)} \leq x < v_{p(t+1)}$, and $G(x) = v_{q(t)}$ for $x$ with $v_{p(t)} < x \leq v_{p(t+1)}$.

We compute $q(t)$ as follows. Let $r_i$ be the minimum of $\max\{\tau(p(t),i),\tau(i,p(t))\}$ for indices $i$ in $[k+1,n]$. Note that no optimal pair of disks cover two subchains $P_{v_{p(t)},v_i}$ and $P_{v_i,v_{p(t)}}$, due to the assumption that $r^* < \max(\tau(u,v),\tau(v,u))$ for
polygon vertices $u$ and $v$. Thus, $r^* < r_t$. Assume that $r_t = \tau(p(t), i)$. Then the largest index $q(t)$ satisfying $\tau(p(t), q(t)) < r_t$ also satisfies $r^* < \tau(p(t), q(t) + 1)$ and $r^* < r_t < \tau(q(t), p(t))$. Thus, $f^*(v_{p(t)}) \leq v_{q(t) + 1}$ and $g^*(v_{p(t)}) \geq v_{q(t)}$. The case that $r_t = \tau(i, p(t))$ can be shown by a similar argument.

By Lemma 11, we can find $q(t)$ in $O(\log^* n)$ time using binary search. Since $m = \lfloor k/\log^6 n \rfloor$, we can compute all $q(t)$’s in $O(n \log n)$ time. Thus, we get $m$ cells $C(t) := [p(t), p(t + 1)] \times [q(t), q(t + 1) + 1]$ for $t \in [0, m - 1]$. See Fig. 6(b).

We partition each cell $C(t)$ further into subcells as follows. If $q(t + 1) - q(t) + 1 \leq \log^6 n$, we simply form a group consisting of at most $\log^6 n$ consecutive indices of polygon vertices, from $q(t)$ to $q(t + 1)$. If $q(t + 1) - q(t) + 1 > \log^6 n$, we partition the indices of polygon vertices, from $q(t)$ to $q(t + 1)$, into disjoint groups consequtively, each consisting of $\log^6 n$ consecutive indices, except for the last group with at most $\log^6 n$ indices. See Fig. 6(c) for an illustration for grouping consecutive indices. In this way, we have at most $O(n/\log^6 n)$ groups in total, each consisting of at most $\log^6 n$ consecutive indices in $[q(t), q(t + 1) + 1]$ for $t \in [0, m - 1]$.

Observe that the $O(n/\log^6 n)$ cells of Lemma 12 form ROI. We say that a vertex pair $(v_i, v_j)$ is in ROI if and only if $i \in [p(t), p(t + 1)]$ and $j \in [q(t), q(t + 1) + 1]$ for some $t \in [0, m - 1]$ where $m = \lfloor n/\log^6 n \rfloor$. Also, we say an edge pair $(v_{i + 1}, v_{j + 1})$ is in ROI if and only if $i, i + 1 \in [p(t), p(t + 1)]$ and $j, j + 1 \in [q(t), q(t + 1) + 1]$ for some $t \in [0, m - 1]$.

### 4.2 Decision phase

Recall that our parallel decision algorithm finds, for a given $r$, the intersections of the graphs of $f(x)$ and $g(x)$ in ROI. We use the data structure of the parallel decision algorithm of the two-center problem for points in convex position [15]. To evaluate $f(x)$ for a given $r$, we first find $O(n)$ edge pairs $(e(x), e(f(x)))$ in ROI. Then we assign a processor to each edge pair to compute the breakpoints and the corresponding combinatorial structures of $f(x)$. We also do this for $g(x)$. Lastly, for each combinatorial structure, we determine whether there exists $x \in \partial P$ such that $f(x) \geq g(x)$. This process can be done in $O(\log n)$ parallel steps using $O(n)$ processors, after $O(n \log n)$-time preprocessing.

**Data structures.** We adopt the data structure for the two-center problem for points in convex position by Choi and Ahn [15]. To construct the data structure, they store the frequently used intersections of disks for all $r > 0$. Then, they find a range of radii $(r_1, r_2]$ containing the optimal radius $r^*$ for the two center problem for points in convex position. To do this they use binary search and the sequential decision algorithm for points in convex position. In our case, we compute a range of radii $(r_1, r_2]$ containing the optimal radius $r^*$ using binary search and the sequential decision algorithm in Section 3 running in $O(n)$ time. For $r \in (r_1, r_2]$, we construct a data structure that supports the following.
Lemma 13 ([15]). After $O(n \log n)$-time preprocessing, we can construct a data structure in $O(\log n)$ parallel steps using $O(n)$ processors that supports the following queries with $r \in (r_1, r_2]$: \(1\) For any vertex $v_i$ in $P_{v_i, h(v_i)}$, compute $I(v_i, h(v_i))$ represented in a binary search tree with height $O(\log n)$ in $O(\log n)$ time. \(2\) For any pair $(v_i, v_j)$ of vertices in ROI, determine if $I(v_i, v_j) = \emptyset$ in $O(\log^3 \log n)$ time.

**Computing edge pairs.** Using the data structure in Lemma 13, we get the following lemma.

Lemma 14. Given $r \in (r_1, r_2]$, we can compute all edge pairs $(e(x), e(f(x)))$ in ROI in $O(\log n)$ parallel time using $O(n)$ processors, after $O(n \log n)$-time preprocessing.

Proof. By Lemma 13, we can construct a data structure supporting the following query: given any pair of vertices $(v_i, v_j)$ in ROI, determine if $I_r(v_i, v_j) = \emptyset$ in $O(\log^3 \log n)$ time. For each vertex $v_i$, we find a vertex $v_j$ such that $(v_i, v_j)$ is in ROI, $I_r(v_i, v_j) \neq \emptyset$, and $I_r(v_i, v_j+1) = \emptyset$ in $O(\log^4 \log n)$ time using the data structure and performing binary search on $\log^6 n$ vertices. It takes $O(\log n)$ parallel time using $O(n)$ processors to construct the data structure, after $O(n \log n)$-time preprocessing. Thus, we find all edge pairs in ROI in $O(\log n)$ parallel time using $O(n)$ processors, after $O(n \log n)$-time preprocessing.

**Computing the combinatorial structure.** After computing the edge pairs using Lemma 14, we compute the breakpoints and the corresponding combinatorial structures of $f(x)$. To do this, we compute event points and find breakpoints from the event points for each edge pair. For $D_1(x)$ of type T3 or T4, its determinators never change for an edge pair $(e(x), e(f(x)))$ by Lemma 4. Thus, for each edge pair we find candidates of the determinators of $D_1(x)$ of type T3 or T4 in $O(\log n)$ time.

For $D_1(x)$ of type T1 or T2, we find the event points of $ccw(x)$ of $\alpha(x, h(v_1))$, and the event points of $cw(f(x))$ of $\alpha(h(v_1), f(x))$. Consider an edge pair $(u'u, v'v')$ in ROI such that $f(x) \in vv'$ for some $x \in u'u$. The edge pair $(u'u, v'v')$ may have $O(n)$ event points at which $ccw(x)$ of $\alpha(x, h(v_1))$ or $cw(f(x))$ of $\alpha(h(v_1), f(x))$ changes, while the total number of event points is $O(n)$. We find the event points of $ccw(x)$ of $\alpha(x, h(v_1))$ represented in a binary search tree using $I(u, h(v_1))$ in $O(\log n)$ time. Thus, we can find the event points of $ccw(x)$ of $\alpha(x, h(v_1))$ for all edge pairs in $O(\log n)$ parallel steps using $O(n)$ processors. For two consecutive event points of $ccw(x)$ of $\alpha(x, h(v_1))$, we compute the corresponding event points of $cw(f(x))$ of $\alpha(h(v_1), f(x))$ in $O(\log n)$ time. For a segment $T$ such that $e(x)$, $ccw(x)$ of $\alpha(x, h(v_1))$, $e(f(x))$, and $cw(f(x))$ of $\alpha(h(v_1), f(x))$ remain the same for any $x \in T$, we compute $f(x)$.

Lemma 15. Given $r \in (r_1, r_2]$, we can compute $f(x)$ for all $x \in \partial P$ such that $(e(x), e(f(x)))$ is an edge pair in ROI, represented as a binary search tree of
height $O(\log n)$ consisting of $O(n)$ nodes, in $O(\log n)$ parallel steps using $O(n)$ processors, after $O(n \log n)$-time preprocessing.

Proof. Let $(u'u, vv')$ be an edge pair in ROI such that $f(x) \in vv'$ for some $x \in u'u$. Imagine $x$ moves along the edge $u'u$ from $u'$ to $u$. We compute $f(x)$ for each type of $D_1(x)$. Consider the case that $D_1(x)$ is of type $T3$ or $T4$. Let $x' \in u'u$ be the first breakpoint of $f(x)$ from $u'$ such that $D_1(x)$ becomes a disk of type $T3$ or $T4$. Then the determinators of $D_1(x)$ remain the same for any $x \in x'u$ by Lemma 4. Thus, $P_{u,f(x)}$ has the same determinators and $I(u, f(x))$ must be a point. This implies that the intersection of $I(u, v)$ and the disk of radius $r$ centered at $f(x)$ is just a point. We can find $I(u, v)$ and $f(x)$ in $O(\log n)$ time by Lemma 13 and binary search. If the intersection point is a vertex $w$ of $I(u, v)$, then $P_{u,f(x)}$ is covered by $D_1(x)$ of type $T4$. Moreover, the two vertices of $P_{u,f(x)}$ defining $w$ are the two determinators of $D_1(x)$ other than $f(x)$. See Fig. 7(a). If the intersection point is in an arc of $I(u, v)$, then $P_{u,f(x)}$ is covered by $D_1(x)$ of type $T3$, and the other determinant is the vertex of $P_{u,f(x)}$ defining the arc.

For disks $D_1(x)$ of type $T1$ or $T2$, we find the event points of $e(x)$, $ccw(x)$ of $\alpha(x, h(p))$, $e(f(x))$, and $cw(f(x))$ of $\alpha(h(v_1), x)$. To find the event points of $e(f(x))$, we first find the maximal segment $ss'$ contained in $u'u$ such that $e(f(x))$ is $vv'$ for any $x \in ss'$. Let $D(x)$ be the disk of radius $r$ centered at $x$. Note that $s$ in $e(x)$ is the closest point from $u'$ such that $D(s) \cap I(u, v) \neq \emptyset$, and $s'$ in $e(x)$ is the farthest point from $u'$ such that $D(s') \cap I(u, v') \neq \emptyset$. We can find $s$ and $s'$ in $O(\log n)$ time by binary search. See Fig. 7(b).

For $x \in ss'$, we find the event points of $ccw(x)$ of $\alpha(x, h(v_1))$ using $I(u, h(v_1))$. The vertices of $P$ that are the center of the arcs of $\alpha(u, x_1)$ lying in between $\partial D(s) \cap \partial I(u, h(v_1))$ and $\partial D(s') \cap \partial I(u, h(v_1))$ are $ccw(x)$ of $\alpha(x, h(v_1))$ while $x$ moves along $ss'$. This is due to the duality between $I(x, h(v_1))$ and $\alpha(x, h(v_1))$. See Fig. 7(c) for an illustration.

Similarly, we find the maximal segment $tt'$ such that $e(x)$ is $u'u$ for all $f(x) \in tt'$ and compute $cw(f(x))$ of $\alpha(h(p), f(x))$ for $f(x) \in tt'$ in $O(\log n)$ time. Thus, we can find the event points contained in all edge pairs in $O(\log n)$ time using $O(n)$ processors.

Let $z$ and $z'$ be two consecutive event points of $ccw(x)$ of $\alpha(x, h(v_1))$ such that $zz'$ is contained in $e(x)$. We can find $cw(f(z))$ of $\alpha(h(v_1), f(z))$ and $cw(f(z'))$ of $\alpha(h(v_1), f(z'))$ in $O(\log n)$ time by binary search over the event points of $cw(f(x))$ of $\alpha(h(v_1), f(x))$. The event points of $cw(f(x))$ of $\alpha(h(v_1), f(x))$ lying in between $f(z)$ and $f(z')$ are represented as a binary search tree of height $O(\log n)$. We repeat this process for every segment in $e(x)$ connecting two consecutive event points of $ccw(x)$ of $\alpha(x, h(v_1))$. Then we have all event points of $cw(f(x))$ of $\alpha(h(v_1), f(x))$ lying in between two consecutive event points of $ccw(x)$ of $\alpha(x, h(v_1))$. By Lemma 6 and Corollary 1, there are $O(n)$ event points in total.

Let $T$ be a maximal segment such that for any $x \in T$, $e(x)$, $ccw(x)$ of $\alpha(x, h(v_1))$, $e(f(x))$, and $cw(f(x))$ of $\alpha(h(v_1), f(x))$ remain the same. By comparing two $f(x)$ functions, one for the current type of $D_1(x)$ and one for other types of $D_1(x)$, we can compute in $O(1)$ time the next breakpoint and the new determinators and type of $D_1(x)$ for $x$ right after the breakpoint. Therefore, we
can compute \( f(x) \) for all \( x \in \partial P \) such that \((e(x), e(f(x)))\) is an edge pair in ROI, represented as a binary search tree of height \( O(\log n) \) consisting of \( O(n) \) nodes, in \( O(\log n) \) parallel steps using \( O(n) \) processors, after \( O(n\log n) \)-time preprocessing.

![Fig. 7.](image)

Now, we have \( f(x) \) and \( g(x) \) within ROI, each represented as a binary search tree of height \( O(\log n) \) and size \( O(n) \). For two consecutive breakpoints \( t \) and \( t' \) of \( f(x) \), we find the corresponding combinatorial structures of \( g(t) \) and \( g(t') \). Then we determine whether there exists \( x \in tt' \) such that \( f(x) \geq g(x) \) for all combinatorial structures of \( g(x) \). Since \( f(x) \) and \( g(x) \) have \( O(n) \) breakpoints by Lemma 8, we can determine whether two disks of radius \( r \) cover \( P \) in \( O(\log n) \) parallel steps using \( O(n) \) processors, after \( O(n\log n) \)-time preprocessing. Therefore, using Lemma 15, we get the following theorem.

**Theorem 2.** Given a real value \( r \), we can determine whether \( r \geq r^* \) in \( O(\log n) \) parallel steps using \( O(n) \) processors, after \( O(n\log n) \)-time preprocessing.

By applying Cole’s parametric search [16] with our sequential decision algorithm and parallel decision algorithm, we get the following theorem.

**Theorem 3.** Given a convex polygon with \( n \) vertices in the plane, we can find in \( O(n\log n) \) time two congruent disks of minimum radius whose union covers the polygon.

**Proof.** We use Cole’s parametric search technique [16] to compute the optimal radius \( r^* \). For a sequential decision algorithm of running time \( T_S \) and a parallel decision algorithm of parallel running time \( T_P \) using \( N \) processors, we can apply Cole’s parametric search and compute \( r^* \) in \( O(NT_P + T_S(T_P + \log N)) \) time.
To apply Cole’s parametric search, the parallel decision algorithm must satisfy a bounded fan-in/bounded fan-out requirement. Our parallel decision algorithm satisfies this requirement because it consists of independent binary searches. In our case, $T_S = O(n)$, $T_P = O(\log n)$, and $N = O(n)$. Therefore, by applying Cole’s technique, $r^*$ can be computed in $O(n \log n)$ time.

5 Conclusions

We present an $O(n \log n)$-time algorithm for the two-center problem for a convex polygon, where $n$ is the number of vertices of the polygon. However, it is unknown whether the time complexity is optimal. Thus, a question is whether there is any lower bound other than the trivial $\Omega(n)$. We would like to mention that our sequential decision algorithm can be used for covering $\partial P$ (and any curve) using the minimum number of unit disks under the condition that a unit disk can cover at most one connected component of $\partial P$.
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