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Abstract—Traffic sign recognition is an important component of many advanced driving assistance systems, and it is required for full autonomous driving. Computational performance is usually the bottleneck in using large scale neural networks for this purpose. SqueezeNet [1] is a good candidate for efficient image classification of traffic signs, but in our experiments it does not reach high accuracy, and we believe this is due to lack of data, requiring data augmentation. Generative adversarial networks can learn the high dimensional distribution of empirical data, allowing the generation of new data points. In this paper we apply pix2pix GANs [2] architecture to generate new traffic sign images and evaluate the use of these images in data augmentation. We were motivated to use pix2pix to translate symbolic sign images to real ones due to the mode collapse in Conditional GANs. Through our experiments we found that data augmentation using GAN can increase classification accuracy for circular traffic signs from 92.1% to 94.0%, and for triangular traffic signs from 93.8% to 95.3%, producing an overall improvement of 2%. However some traditional augmentation techniques can outperform GAN data augmentation, for example contrast variation in circular traffic signs (95.5%) and displacement on triangular traffic signs (96.7%). Our negative results shows that while GANs can naively be used for data augmentation, they are not always the best choice, depending on the problem and variability in the data.

I. INTRODUCTION

Traffic sign recognition is an integral part of Advanced Driving Assistance Systems. It consists of two principal sub-problems: Detection and Classification. Convolutional Neural Networks (CNNs) are one of the most promising methods to solve such problems [3]. A common issue with this kind of models is the large training sets required to achieve good generalization [4], which motivates the use of data augmentation, specially when using real-world imbalanced and low-sample datasets.

The development of data augmentation techniques is problem, domain, and data dependent. There have been some efforts to automate this process by learning augmentations directly from data. A good choice for this problem is to use a generative model that can learn to generate new novel samples.

In this work we study how generative adversarial networks (GANs) can be used to generate complicated images like traffic signs, and we analyze how this can be applied to perform data augmentation and enlarge the size of the training set. We adjust the implementation of an image-to-image translation model (pix2pix), which is a special application of GANs, to map from a symbolic traffic sign image to a real image. This is motivated by the failure of a vanilla GAN to produce varied samples on our dataset.

This paper is organized as follows. First we describe previous work related to data augmentation and traffic sign recognition. Then we give an introduction about GANs, which is the main focus in this work, after that we explain the methods that we used, finally we introduce our results and conclusion.

II. STATE OF THE ART

Traffic sign classification previous works falls into two main sections detection and classification. In this work we focus on the classification part, where the task is to classify the detected sign under one of traffic signs sub-categories like speed limit, no stopping, priority road ...etc. Different machine learning techniques were applied to solve this task, multi scale CNN [5], committee of CNNs [6], SVM [7] and random forests [8]. In general CNNs achieved high classification accuracy, more than 99%, but the problem is still the computation time that CNNs requires.

In our solution we applied a special architecture of CNN SqueezeNet [1] for traffic sign classification, which was proven to be faster than basic CNN, but it gave less classification accuracy, for this reason we try to increase the accuracy by applying data augmentation.

Data augmentation or (jittering) became very important and essential in classification problems to increase the number of samples in training set, especially when CNN is used for classification. Data augmentation produces more images in the training set, which look similar to the images that already exist and belong to the same classes, but still slightly different giving classification network more generalization [9].

Most popular augmentation methods for image datasets depend on geometrical transformations; like rotation [10], scaling [9], and displacement [11], or color transformations; like ZCA-whitening [11], PCA (Principle component analysis) [12], color casting, vignetting and lens distortion [13]. In this work we compare some of the traditional methods to GANs augmentation.

GANs were proposed by Goodfellow et al. [14], they can be described as a pair of neural networks that are training simultaneously and competing with each other, simulating a min-max game. The first network is called the generator, which learns to generate synthetic images that look similar to the real ones from a dataset. The second network, the
discriminator, tries to distinguish real images from synthetic ones. There were also many improvements and variations from basic GANs, one of them is Conditional GAN which was introduced in [15]. In this type both the generator and discriminator receive a special condition as an extra input \( y \). This condition could be a class index or any other conditional information.

Pix2pix [2] was presented as an application of conditional GANs, where the authors apply image to image translation. By using a suitable dataset, their approach can learn the solution for many problems, converting gray scale image to RGB image, creating photos from edges, converting labels to street scenes, and others. As we mentioned Conditional GAN receives an extra input as a condition, in Pix2pix this condition is the input image, whereas they also eliminate the noise input vector, as they have seen in their experiments that the generator ignores noise input while training.

Fig. 1. Pix2pix Generator Architecture

III. TRAFFIC SIGN AUGMENTATION WITH PIX2PIX

In this architecture the generator has an encoder-decoder setting. In the encoder the input is down-sampled until the last layer in the encoder (bottleneck layer), then it is up sampled in the decoder. By this the output and input of the generator has the same dimensions. The discriminator architecture was in (PatchGAN), which means that the input image of the discriminator is divided into patches, and each patch is determined separately whether it is real or fake (generated by the generator). The final decision would be the average of all the patches outputs. We can see in figure 2 the discriminator architecture.

Fig. 2. Pix2pix Discriminator Architecture

We propose to perform data augmentation for traffic signs by taking data in the training set, rendering a symbolic traffic sign on top of the bounding box of the real training image, and using pix2pix to transform this image into a real traffic sign. This is motivated by our initial experiments with a vanilla GAN, where we found that not enough variability was being generated by the GAN. This meant that for many noise vectors \( z \) the GAN generated the same image, implying mode collapse. We hypothesize that this is due to our small dataset of traffic signs and the low intra-class variability natural to the design of a traffic sign.

The pix2pix network is trained with pairs of real and synthetic images of traffic signs, and it learns to map a symbolic traffic sign into a real one, from where new samples can be generated and added to the augmented training set. A sample of training set image pairs is shown in Figure 3 for circular signs, and in Figure 4 for triangular ones. We tuned the hyper-parameters of two pix2pix instances on circular (Table III) and triangular traffic signs (Table IV).

Figure 5 shows some examples of the generated circular traffic sign images. We can notice that for signs with figure inside it (like direction signs, no passing, no U-turn) the generated images looked very similar to real signs. Whereas for signs with digits (end speed limits and speed limits), the figures in the generated images were mostly blurry and unrecognizable.

IV. EVALUATION OF TRAFFIC SIGN CLASSIFICATION

In this section we evaluate the effect of using GAN-augmented images for traffic sign classification.

Data. We possess a dataset containing 61089 training and 30023 testing images of 36 different classes of circular traffic signs (see Figure 3), and another dataset containing 90218 training images 44596 testing images of 16 classes of triangular traffic signs (see Figure 4). These images are rescaled to 64 × 64 pixels. From the circular training set, a subset of 5809 high-quality bounding box samples are cropped and used to train the pix2pix GAN, from where we will create new augmented examples by sampling the pix2pix generator given an input symbolic image.

To evaluate pix2pix generalization, we produced images from traffic signs that are not in the training set, shown in Figures 5, 9, and 10. Visually inspecting these examples we see that the GAN does generalize, but it has trouble reproducing the text and digits in the signs, but overall it has no issue reproducing arrows.

Baselines. We compared the results with some traditional augmentation techniques: Blur, Brightness, Contrast, Displacement, Occlusion, Rotation, and Scaling. For each of these techniques defined each parameter in a range where the sign is still recognizable by a human, and then randomly sampled this space to generate new augmented examples with a uniform distribution.

Model. We use a CNN model based on SqueezeNet [1], motivated by its lightweight and computationally efficient architecture. Each combination of augmentation technique is trained five times, in order to account for variations in random weight initialization. We report the mean and standard deviation of accuracy across these runs. Each model is trained
Fig. 3. Examples of Pix2pix training set of circular signs, mapping from symbolic to real signs.

Fig. 4. Examples of Pix2pix training set of triangular signs, mapping from symbolic to real signs.

Fig. 5. Examples of Circular Traffic Sign Images Generated by Pix2pix for 100 epochs using the Adam optimizer with a learning rate $\alpha = 0.01$.

We see that augmentation with pix2pix increased accuracy by 2% compared to the baseline without any augmentation. However we can also notice that mostly all other traditional
Moreover we can see that in baseline confusion matrix there is a miss-classification of class 27 (speed limit 40) with both classes 26 (speed limit 30) and 25 (speed limit 20), which is reasonable due to the similarity in colors and shapes of these signs. Nevertheless it was eliminated with each of brightness and contrast, but it did not improve with pix2pix augmentation.

For triangular traffic signs (Figure 7), we see confusion increment for Traffic Jam (Class 11) and Two-way Traffic (Class 14), and confusion decreases with Lane merge (Class 8), Bicycle lane (Class 0), and Pedestrians (Class 2). Overall the biggest improvement of traditional augmentation is produced in triangular traffic signs, clearly outperforming a pix2pix augmentation.

V. CONCLUSIONS AND FUTURE WORK

Data augmentation is essential in every classification problem, specially when we use CNNs. In this work we studied and evaluated the effects of using GANs for data augmentation in traffic sign classification. We used pix2pix to generate traffic sign images from symbolic ones, as an alternative to mode collapse in a Conditional GAN, which might be more appropriate for this kind of problem.

With this GAN architecture, augmented images cause a circular traffic sign classification accuracy increase from 92.1% to 94.0%. But applying traditional augmentation techniques was more successful, which can reach 95.5% with contrast augmentation. For triangular traffic signs, we observe an increase from baseline 93.8% to 95.3%, but again this is outperformed by a classic augmentation technique of adding displacement, increasing accuracy to 96.7%.

Designing data augmentation techniques is difficult, and GANs still seem promising in automating this process. For future work we wish to evaluate a type of GAN that was specifically designed for data augmentation [16]. Overall we expected that GANs produced a bigger improvement, but our negative result shows that still there is much research needed in terms of variability in the datasets and how a GAN can generate novel images from it.
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