Heat Transfer Performance of Fruit Juice in a Heat Exchanger Tube Using Numerical Simulations
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Abstract: Enhancing heat transfer rates in heat exchangers is essential in many applications, such as in the food industry. Most fluids used in the food industry are non-Newtonian, whose viscosity is not uniform, and depends on the shear rate and temperature gradient. This is important in the selection of equipment and type of processing. The aim of this work was to numerically simulate, with a non-Newtonian fluid in laminar regime, the heat transfer process in a tube with a curved elbow. The numerical model was validated with published correlations using water as heat transfer fluid. A commercially available fruit juice was used as a non-Newtonian fluid. Its rheological properties were measured using a Modular Compact Rheometer, as well as the activation energy. The difference between outlet temperature and inlet temperature was higher for the laminar simulation (approximately 4°C) than for the turbulent one (approximately 0.7°C). The highest dynamic viscosity values were found at the centre of the pipe (between 0.05 and 0.09 Pa·s), with the lowest values at the wall (0.0076 Pa·s). This behaviour is explained by the pseudoplastic condition of the fruit juice. The activation energy did not yield high values, showing a moderate viscosity variation with the temperature change.
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1. Introduction

In the food industry, it is important to determine the flow properties of fluid foods and their behaviour because it is related to the power requirements for the pumping and sizing of pipes during processing. In these cases, it is a key aspect to determine the rheological properties when selecting the equipment and type of processing, and to understand the flow pattern and the heat transfer performance. Most fluid foods used in the industry are non-Newtonian, where the fluid viscosity is not uniform and depends on the shear rate and temperature gradient. To characterise the flow behaviour of such fluids, several mathematical models can be used, such as the Power-Law model, the Cross model, the Bingham model, the Carreau model or the Herschel–Bulkley model [1]. In fluid foods, such as juices, the most common mathematical method is the Power-Law model.

Several studies have focused on analysing the rheological properties of fluid foods. Ibarz et al. [2] analysed the rheological behaviour of two different redcurrant juices using three models (Newtonian model, Power-Law model and Herschel–Bulkley) to define the relationship between shear stress and shear rate. They concluded that, for redcurrant juices containing pectins, the Power-Law model better described their rheological behaviour. Other studies, such as that by Chin et al. [3], modelled the rheological behaviour of pomelo juice concentrates for a temperature range between 6 and 75°C. They
obtained good results using the non-Newtonian Power-Law model. Belibağli and Dalgic [4] studied the rheological behaviour of sour-cherry juice, as well as the effect of soluble solids concentration and temperature on flow behaviour. In their study, they used Power-Law model and exponential model to study the effect of concentration on the viscosity. Rozzi et al. [5] experimentally compared smooth and helically corrugated tubes in the laminar and transitional flow regimes in a shell and tube heat exchanger, and used the Power-Law model to define the rheological behaviour of two pseudoplastic fruit purees.

In engineering applications, mainly in the food industry, many processes use high viscosity fluids. In these cases, the flow regime tends to be laminar, typically associated with low heat transfer coefficients. Moreover, in many industry applications that use heat exchangers, energy costs account for a high percentage of the total operation and maintenance costs. In this regard, methods to enhance heat exchanger tubes are essential in many of such applications. These methods can be defined as either active or passive [6,7]. One of the key aspects is improving heat transfer performance for more efficient use of these devices, with it being important to analyse flow behaviour and heat transfer performance in heat exchangers.

Some studies have experimentally reported that curved tubes as a passive heat transfer technique are commonly used in many industrial applications, such as nuclear industries, heat recovery systems or food processes [8,9]. In this case, these devices promote secondary flow, which helps improve heat transfer performance in comparison to a straight smooth pipe. Mori and Nakayama [10] analysed the effect of curvature on heat transfer for fully developed turbulent flow in curved pipes. They reported a significant increase in heat transfer rate in comparison to a straight pipe, considering wall heat flux boundary condition. Other works [11] have carried out experimental studies to analyse heat transfer and pressure drop in helical and spiral coils using non-Newtonian fluids. In this regard, Rao [12] proposed correlations to predict turbulent Nusselt number and friction factor for viscous Power-Law fluids in helical coils. Mujawar and Roa [13] studied pressure drop for several pseudoplastic polymer solutions, obtaining a correlation to calculate friction factor as a function of the curvature ratio. Mashelkar and Devarajan [14] analysed laminar flow for a Power-Law of non-Newtonian fluid, obtaining correlation for the friction factor using boundary layer approximation. Gratão et al. [15] experimentally studied laminar steady-state heat transfer in a pseudoplastic fluid food, through circular and concentric annular ducts. In addition, they measured the rheological properties in the ranges of 9.3–49.4° Brix and 0.4–68.8 °C. In their study, empirical equations for Nusselt number were obtained, which were useful for manufacturers to design double-pipe and triple tube heat exchangers.

As a complementary activity to experimental activities and a prior step to the detailed designing of heat exchangers, computational fluid dynamic techniques (CFD) are a common tool for analysing heat exchanger performance. Few works have focused on studying non-Newtonian flow on pipe bends and coiled pipes [16,17] using numerical simulations. However, some studies [18] have carried out experimental and numerical investigations of convective heat transfer in helically coiled tube heat exchangers, to study friction losses in a helical coil tube heat exchanger using laminar flow regime for a non-Newtonian fluid. In the cited study, the authors used water, glycerol–water mixtures, and diluted aqueous polymer solutions of Sodium Carboxy Methyl Cellulose and Sodium Alginate as non-Newtonian fluids. They developed innovative correlations for Nusselt number and friction factor for non-Newtonian fluids. Hence, Nusselt number was obtained as a function of one dimensionless number (M) [13], Prandtl number and coil curvature ratio, and the friction factor was obtained depending on the Dean number. Pawar and Sunnapwar [18] compared the correlations obtained for Nusselt number and friction factor with previous studies, and they obtained good agreement between experimental and numerical results. Hence, the average correlated Nusselt number was approximately 6% higher than the one proposed by Rajasekharan et al. [11]. Friction factor values obtained by Mashelkar and Devarajan [14] were higher than the obtained in the proposed correlation. Mirgolbabaei et al. [19] developed a numerical simulation of the mixed convection heat transfer from vertical helically coiled tubes in vertical helically coiled tube heat exchangers. They compared the
numerical results with experimental data, finding that the heat transfer coefficient decreases as the tube diameter increases, considering the same coil pitch. Bandyopadhyay and Das [20] numerically analysed the flow of non-Newtonian liquid trough elbows, considering a laminar non-Newtonian pseudoplastic fluid. They concluded that the pressure drop for the 45° elbow was higher than that of the 135° elbow when analysing the influence of the curvature on the flow mixing process, depending of the type of elbow.

The aim of this work was to numerically simulate, with a non-Newtonian fluid in laminar regime, the heat transfer process in a tube with a curved elbow, similar to that used in double tube heat exchangers or in shell and tube heat exchangers with a U-tube bundle as the rear head. The rheological properties of the fluid were experimentally measured and the numerical model was previously validated with published correlations using water as heat transfer fluid (HTF).

2. Numerical Simulations

2.1. Case Study and Mesh Generation

A smooth curved tube heat exchanger made of stainless steel with an inner diameter of 18 mm and a wall thickness of 1 mm (see Figure 1) was used. The total length of the tube was approximately 1.6 m, comprising two equal straight pipe sections of 0.75 m long and an elbow with a radius of 0.047 m and 0.148 m arc length. Two different HTFs were studied: liquid water and a commercially available fruit juice. First, the numerical scheme and the computational mesh were validated comparing the numerical results in turbulent regime obtained with water as the HTF, using widely recognised correlations available in the literature. The same mesh was then used to obtain the results of the non-Newtonian fruit juice in laminar regime. In both cases, to create a 3D mesh, the meshing process was performed with ANSYS Workbench v. 19.2 (ANSYS, Inc., Canonsburg, PA, USA) [21].

![Figure 1. Case study.](image-url)

Regarding the simulations using water as the HTF, an unstructured grid was defined with a refined mesh near the wall to ensure that the laminar viscous sub-layer was captured (see Figure 2). In this case, the Realizable $k - \varepsilon$ turbulence model with enhanced wall treatment was used to model the turbulence. The selected model is one the most commonly used to model the turbulence, considered consistent with the physics of turbulent flows, and characterised by its robustness and accuracy in heat transfer applications [21,22]. Several studies have used this model, especially in cases which analysed heat transfer in helically coiled tube heat exchangers [18] or studies related to analysing spirally corrugated tubes [23]. According to this model, the quality of the mesh near the wall was defined considering parameter $y^+$, which is defined as a non-dimensional distance to describe the fineness of the mesh for a specific flow condition [24]. Parameter $y^+$ is defined as follows:

$$y^+ = \frac{y \mu t}{\nu}$$ (1)
where \( y^+ \) is the dimensionless distance to the wall, \( y \) is the distance to the wall, \( u_\tau \) is the friction velocity and \( \nu \) is the kinematic viscosity.

A grid independence analysis was carried out to examine the influence of the mesh size for the turbulent numerical simulations using water. Three unstructured grids with a refined mesh near the wall were used for the numerical simulations, representing a total of 402,000 (Grid 1), 510,000 (Grid 2) and 703,000 (Grid 3) tetrahedral cells. In total, 14 layers were defined at each grid and the first layer thickness yielded values of 0.06, 0.01 and 0.007 mm at Grids 1–3, respectively.

Regarding the simulations using fruit juice as the HTF, the grid used was the one selected in the previous simulations carried out under turbulent regime.

Figure 2. Mesh section for the turbulent numerical simulation using water of: Grid 1 (a); Grid 2 (b); and Grid 3 (c).

2.2. Governing Equations

In both simulations, under laminar and turbulent regime, the continuity equation (Equation (2)) was formulated as follows:

\[
\frac{\partial (\rho u_i)}{\partial x_i} = 0 \tag{2}
\]

For the laminar simulation, the momentum (Equation (3)) and energy (Equation (4)) equations were given as follows:

\[
\frac{\partial}{\partial t} (\rho u_i) + \frac{\partial}{\partial x_j} (\rho u_i u_j) = -\frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left[ \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \right] \tag{3}
\]

\[
\frac{\partial}{\partial t} (\rho T) + \frac{\partial}{\partial x_i} (\rho u_i T) = \frac{\partial}{\partial x_j} \left[ \lambda \frac{T}{c_p} \frac{\partial T}{\partial x_j} \right] \tag{4}
\]

With regard to the turbulent simulations, the equations were expressed in a Reynolds averaged Navier–Stokes (RANS) manner \([23,25]\), with the momentum (Equation (5)) and heat transport (Equation (6)) equations defined as follows.

\[
\frac{\partial}{\partial t} (\rho u_i) + \frac{\partial}{\partial x_j} (\rho u_i u_j) = -\frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left[ \mu \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \delta_{ij} \frac{\partial u_k}{\partial x_k} \right) \right] + \frac{\partial}{\partial x_j} \left( -\rho u_i u_j \right) \tag{5}
\]
\[
\frac{\partial}{\partial t} (\rho T) + \frac{\partial}{\partial x_i} [\mu_i (\rho E + p)] = \frac{\partial}{\partial x_j} \left[ \left( \lambda + \frac{c_p \mu_i}{Pr_i} \right) \frac{\partial T}{\partial x_j} + \mu_{eff} u_i \left( \frac{\partial u_j}{\partial x_j} + \frac{2}{3} \delta_{ij} \frac{\partial u_k}{\partial x_k} \right) \right]
\]

In addition, for the turbulent simulation, the Realizable \(k - \varepsilon\) model was used to model the turbulence [26], under which the modelled transport equations for \(k\) and \(\varepsilon\) were

\[
\frac{\partial}{\partial t} (\rho k) + \frac{\partial}{\partial x_j} (\rho k u_j) = \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\mu_t}{\sigma_k} \right) \frac{\partial k}{\partial x_j} \right] + G_k + G_b - \rho \varepsilon + S_k
\]

and

\[
\frac{\partial}{\partial t} (\rho \varepsilon) + \frac{\partial}{\partial x_j} (\rho \varepsilon u_j) = \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\mu_t}{\sigma_\varepsilon} \right) \frac{\partial \varepsilon}{\partial x_j} \right] + \rho C_1 \varepsilon S_k - \rho C_2 \frac{e^2}{k + \sqrt{\varepsilon \varepsilon}} + C_1 \varepsilon \varepsilon \varepsilon G_b + S_\varepsilon
\]

According to Fluent [21], the coefficients can be defined as follows: \(C_1 = \text{max}(0.43, \eta/(\eta + 5))\), \(\eta = S k/\varepsilon, S = \sqrt{2} S_{ij} S_{ij}, S_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right)\) and \(G_k = -\rho u_i' u_j' \frac{\partial u_j}{\partial x_i} \). The default values of the model constants were defined (\(C_2 = 1.9, C_1 = 1.44, \sigma_k = 1.0, \sigma_\varepsilon = 1.2\)) and \(G_b, C_3, S_k\) and \(S_\varepsilon\) were not considered because gravitational force was neglected.

### 2.3. Boundary Conditions

In all the simulations under turbulent and laminar regime (for water and fruit juice, respectively), a steady-state model with three-dimensional incompressible flow was used. Regarding the boundary conditions, in both cases, velocity inlet was defined at the inlet section, considering uniform axial velocity and temperature, while the outlet condition was gauge pressure (\(P_{\text{outlet}} = 0\)). For the turbulent simulations, at the inlet, the turbulent intensity \(I = 5\%\) and hydraulic diameter (\(D_h = 18\) mm) were defined. At the wall, no slip boundary condition (\(u = v = w = 0\)) and a constant heat flux conditions of \(q = 20,000\) W/m² were defined. In both cases, the working fluid had an inlet temperature of 30°C.

In the turbulent simulations with water, the thermophysical properties were assumed to be constant and are summarised in Table 1. In the case of the fruit juice, the regime was laminar and its density, thermal conductivity and specific heat were also defined as constant (see Table 1).

| Fluid          | Density (kg/m³) | Thermal Conductivity (W/m K) | Specific Heat (J/kg K) |
|----------------|-----------------|-----------------------------|------------------------|
| Water          | 998.2           | 0.618                        | 4175                   |
| Fruit juice    | 1016.5          | 0.550                        | 3910                   |

Regarding the commercially available fruit juice, rheological properties were measured using a Modular Compact Rheometer (MCR-302, Anton Paar, Ostfildern-Scharnhausen, Germany). All mechanical and electrical motor components are incorporated into one unit. The unit had a Peltier modular temperature device type C-PTD 200 linked to a counter-cooling by fluid circulator, which allowed controlling the temperature of the product to be analysed within a range of between −30 and 200 °C. The viscometer had a high rotor speed with a powerful drive motor, which allowed a wide range of shear rates to be used. The measuring system was based on concentric cylinder geometry. The remaining fluid properties, such as density (\(\rho\)), thermal conductivity (\(\lambda\)) and specific heat (\(c_p\)) were known. Using the MCR system, the rheological behaviour of the fruit juice samples was measured at seven temperatures, ranging from 24 to 55 °C, considering a shear rate from 1 to 800 s⁻¹. The error expected for the temperature measurements and viscosity is 0.2 °C and 1.5%, respectively.

The fluid behaviour of the fruit juice was modelled using the Power-Law model.

\[
\sigma = K(\gamma)^n
\]
where $\sigma$ is the shear stress exerted by the fluid, $K$ is the consistency index, $\gamma$ is the shear rate and $n$ is the flow behaviour index.

To analyse the effect of the temperature on the rheological model, the dependence of the consistency index was modelled using the Arrhenius equation, determining the activation energy ($E_a$)

$$\eta = Ae^{(E_a/R_u T)}$$

(10)

where $\eta$ is the apparent viscosity, $A$ is a constant, $E_a$ is the activation energy, $R_u$ is the universal gas constant and $T$ is the absolute temperature.

2.4. Numerical Procedure

Software Fluent (v. 19.2) [21] was used to compute fluid flow and heat transfer. In both cases, a double-precision and pressure-based solver was used to carry out the simulations. The Semi-Implicit Method for Pressure Linked Equations (SIMPLE) algorithm was used to couple the velocity and pressure fields [25]. The least square cell based option was selected for the spatial discretisation of the gradient, and second order upwind for the solution of the governing equations. The convergence criterion for the continuity equation was normalised residual values of $10^{-5}$ and $10^{-6}$ for the remaining variables.

To analyse the flow behaviour along the computational domain, several planes were defined (Figure 3). Moreover, the computational domain was divided into three sections, one section at the straight inlet pipe (between Planes 2 and 8), one at the straight outlet pipe (between Planes 12 and 18) and another at the elbow (between Planes 8 and 12).

![Figure 3. Plane locations along the computational domain.](image)

At several specified locations, the local Nusselt number ($Nu_x$) and local heat transfer coefficient ($h_x$) were computed as follows:

$$Nu_x = \frac{h_x D}{\lambda_x}$$

(11)

and

$$h_x = \frac{\dot{q}}{T_{w_x} - T_{f_x}}$$

(12)
where $D$ is the inner tube diameter, $\lambda_x$ is the fluid thermal conductivity at temperature $T_{f,x}$, $\dot{q}$ is the heat flux in the tube, $T_{w,x}$ is the average inner wall temperature at position $x$ and $T_{f,x}$ is the average bulk fluid temperature at position $x$.

In addition, the pressure was determined at each plane location, so it was possible to determine the pressure drop ($\Delta p$) along the curved pipe as well as the Fanning friction factor ($C_f$) using the following equation [27]:

$$C_f = \frac{\Delta p D}{2\rho L u^2} \tag{13}$$

where $C_f$ is the Fanning friction factor, $\Delta p$ is the total pressure difference, $\rho$ is the density, $L$ is the length of the pressure section and $u$ is the average fluid velocity.

With regard to the turbulent regime with water, to compare the results obtained from the simulations, the Fanning friction factor ($C_{fs}$) [27] and the Nusselt number ($Nu_s$) [28] for a straight smooth tube were computed as reference values using the following equations, respectively:

$$C_{fs} = \frac{0.3164 Re^{-0.25}}{4} \tag{14}$$

and

$$Nu_s = \frac{f \frac{Re Pr}{2}}{1.07 + 12.7 \sqrt{\frac{f}{2} \left( Pr^{2/3} - 1 \right)}} \tag{15}$$

where the variable $f$ for Equation (15) is given by:

$$f = \frac{1}{4 \left( 1.82 \log (Re) - 1.64 \right)^2} \tag{16}$$

For the turbulent regime with water, Reynolds number ($Re$) of $45 \times 10^3$ was considered at the inlet, calculated as follows:

$$Re = \frac{\rho u D}{\mu} \tag{17}$$

where $\rho$ is the density, $u$ is the average fluid inlet velocity, $D$ is the inner diameter and $\mu$ is the dynamic viscosity.

Regarding the laminar simulations, the Fanning friction factor numerically obtained was compared to the theoretical Fanning factor obtained under laminar regime, defined as follows.

$$C_{fl} = \frac{16}{Re_s} \tag{18}$$

In this case, the generalised Reynolds number ($Re_s = 476$), which is commonly implemented for non-Newtonian fluids for duct geometries with an uniform cross-section [29,30], was used at the inlet, and defined according to the following equation.

$$Re_s = \frac{\rho u^2 - n D^n}{K' 8^n - 1} \tag{19}$$

and

$$K' = K \left( \frac{3n + 1}{4n} \right)^{n} \tag{20}$$

where $\rho$ is the density, $u$ is the average fluid inlet velocity, $n$ is the flow behaviour index, $D$ is the inner diameter, $K'$ is a constant and $K$ is the consistency index.
3. Results and Discussion

3.1. Rheological Measurements

Figure 4 shows the rheological behaviour of the fruit juice at the different tested temperatures obtained in the laboratory, where the rheogram shows the non-linear Power-Law fit. The results for the fitting parameters are given in Table 2. In all cases, as expected, an increase in temperature resulted in a decrease in viscosity. Moreover, the flow behaviour index is lower than 1, thus the fruit juice can be defined as a pseudoplastic fluid, with the viscosity decreasing as the shear rate increases. This trend is mainly noticeable at shear rates lower than 150 s\(^{-1}\).

![Figure 4](image_url)

**Figure 4.** Shear rate vs. Shear stress curves of fruit juice at several temperatures.

| Table 2. Power-Law equation fitting parameters of the fruit juice. |
|---|---|---|---|
| \( T \) °C | \( K \) (Pa \( \cdot \) s\(^n\)) | \( n \) | \( r^2 \) |
| 24 | 0.247 | 0.539 | 0.987 |
| 30 | 0.234 | 0.529 | 0.984 |
| 35 | 0.237 | 0.514 | 0.982 |
| 40 | 0.239 | 0.503 | 0.980 |
| 45 | 0.238 | 0.495 | 0.978 |
| 50 | 0.233 | 0.491 | 0.976 |
| 55 | 0.222 | 0.493 | 0.975 |

The effect of the temperature on the viscosity of the fruit juice at a specified shear rate was determined using the Arrhenius equation. Equation parameters and the apparent viscosity are shown in Tables 3 and 4.

**Table 3.** Apparent viscosity at 100 s\(^{-1}\) of fruit juice.

| \( T \) (°C) | 24 | 30 | 35 | 40 | 45 | 50 | 55 |
|---|---|---|---|---|---|---|---|
| Apparent viscosity (\( \eta \), Pa\( \cdot \)s) | 0.0296 | 0.0268 | 0.0254 | 0.0242 | 0.0232 | 0.0223 | 0.0215 |
Table 4. Arrhenius equation fitting parameters.

| Activation Energy (kJ/mol) | A (Pa s)    | $r^2$ |
|----------------------------|-------------|-------|
| 8.203                      | 0.001047647 | 0.983 |

3.2. Model Validation with Liquid Water

Regarding the turbulent numerical simulation using water, with a Reynolds number (Re) = $45 \times 10^3$ at the inlet, and considering the entire computational domain, the $y^+$ distribution along the wall is shown in Figure 5. Hence, it is possible to compare these values according to the proposed grids. For the coarser grid (Grid 1), approximately 87% of data reached $y^+$ values ranging from 3.5 to 4.5, only representing 3.3% those data with $y^+$ values ranged from 2.5 to 3.5, slightly reducing the accuracy of the turbulence model used in the region close to the wall. It can be seen that the $y^+$ obtained for Grids 2 and 3 showed the refined mesh generated using both grids. For Grid 2, approximately 99% of data showed $y^+$ values ranging from 0.5 to 1.5. For Grid 3, approximately 33% of data reached $y^+$ values below 0.5, and the remainder ranged from 0.5 to 1.5.

![Figure 5. $y^+$ distribution along the computational domain for the turbulent numerical simulation using water (Re = $45 \times 10^3$) with: Grid 1 (a); Grid 2 (b); and Grid 3 (c).](image)

To validate the proposed numerical simulations, we compared the numerical results using water in turbulent regime and those obtained with theoretical equations for a smooth tube. This comparison was restricted to the simulation results obtained in the straight inlet section of the tube. With this aim, the Fanning friction factor ($C_f$) and Nusselt number (Nu) along the straight inlet section (from Plane 2 to 8) of the computational domain were determined.

Regarding $C_f$, the most significant differences appear when comparing $C_f$ values at Grid 1 with respect to theoretical $C_f$ for a smooth tube (Table 5), where, at Grid 1, it reached a value approximately 10.5% lower than a smooth pipe. Similar $C_f$ values were obtained for Grids 2 and 3, where these discrepancies were greatly reduced when comparing both grids with the theoretical values, with a numerically obtained $C_f$ around 0.5% higher than the smooth pipe in both grids. With regard to the Nu, the average value obtained at the planes located along the computational domain are shown in Table 5. Although no high differences were obtained for the three grids analysed, the Nu obtained at Grids 2 and 3 showed a value approximately 10.6% and 11% higher than the theoretical Nu, respectively, with this difference being slightly higher (15.6%) when using Grid 1.
In the present study, the comparison of the numerical and theoretical Nu shows that the numerical results overestimate the theoretical data slightly but accurately predict the average Nu. These results are in good agreement with those obtained by Córcoles-Tendero et al. [23], who carried out a numerical simulation of the heat transfer process in a simple smooth tube in turbulent regime using water. In that study, Nu numerically obtained was higher than the experimental Nu, obtaining maximum discrepancies (for Re = 40 × 10^3) ranging from 12% to 15%, for Prandtl numbers of 2.9 and 4.3, respectively. Regarding the C_f, Córcoles-Tendero et al. [23] obtained maximum differences between experimental and numerical results around 5.5%. Other researchers (e.g., [31]), reported that the comparison between the experimental and numerical overall heat transfer coefficients showed discrepancies within 5%, in a study related to experimental and CFD estimation of the heat transfer in helically coiled heat exchangers.

Table 5. Theoretical and numerical Fanning friction factor and Nusselt number obtained at Grids 1–3 using water.

| Variable          | Grid 1 | Grid 2 | Grid 3 | Smooth Pipe |
|-------------------|--------|--------|--------|-------------|
| Fanning factor (C_f) | 0.0049 | 0.0055 | 0.0056 | 0.0054      |
| Nusselt number (Nu) | 318.4  | 304.8  | 306.1  | 275.6       |

Figure 6 shows velocity magnitude distribution across centerline in three locations of the computational domain, at a distance of 0.15 m from the inlet, at 90° of section bend (Plane 10) and at 0.3 m from the outlet (Plane 17). Velocity magnitude obtained with Grid 1 differs with the ones obtained with Grids 2 and 3, which are very similar. The highest differences are shown in the region close to the wall at the three locations, where Grid 1 overestimates velocity magnitude, which is approximately 15% higher than with the other grids. It indicates that Grid 1 also overestimates the hydrodynamic entry length in the tube. Hence, the velocity contour (Figure 7) using Grid 1 shows that the flow is fully developed at a distance of approximately 0.18 m from the inlet. Considering Grids 2 and 3, the flow development is reached earlier (at approximately of 0.11 m distance from the inlet).

Figure 6. Velocity magnitude distribution across centerline for Grids 1–3 using water: at a distance of 0.15 m from the inlet (a); at 90° of section bend (b); and at 0.3 m from the outlet (c).
According to the results obtained above, the lowest differences between numerical and theoretical results were shown using Grids 2 and 3. Moreover, in both cases, low $y^+$ contributed to the accuracy of the wall treatment of the turbulence model. Grid 2 was considered the grid size with accurate results in turbulent regime, representing approximately 28% fewer cells than Grid 3. Grid 2 was selected because the $C_f$ and Nu numerically obtained showed low differences in comparison to the smooth pipe values. Accordingly, the selected grid was also used to simulate the case under laminar regime.
Considering Grid 2, the pressure drop along the curved tube was calculated in the three analysed sections. The total pressure drop considering the entire computational domain was approximately 5560 Pa, as a difference between total pressure at Planes 2 and 18. Analysing the three sections of the computational domain, it can be highlighted that the curved section (between Planes 8 and 12) represented approximately 19% of the total pressure drop in the pipe. The straight inlet (between Planes 2 and 8) and outlet (between Planes 12 and 18) sections represented 41% and 40%, respectively, of the total pressure drop.

With regard to the temperature, Figure 8 shows the temperature contour distribution along the computational domain using the grid selected. The fluid temperature is more uniform along the inlet (Planes 2, 4 and 6) and outlet section (Planes 14, 16 and 18). For both sections, the average temperature at the centre of the pipe is lower than the region close to the wall. For the inlet section, the temperature at the wall reached maximum values of approximately 305.2 K, slightly reducing at the centre (303.3 K). In the curved section (Planes 9–11), temperature variability is high, and smaller temperature differences can be seen between the temperature at the wall and the fluid temperature at the centre, related to the effect of the elbow on the flow behaviour, which promotes secondary and mixing flow. Figure 9 shows the average inner wall temperature and bulk fluid temperature across the plane locations. The wall temperature slightly increases in the upstream and downstream of the curved pipe, while it decreases in the curved pipe section, reaching the minimum values near the 90° location (Planes 10 and 11). Regarding the bulk fluid temperature, it increases linearly along the computational domain. The temperature distribution help explain local Nu values across the plane locations (Figure 10), where the maximum values were reached at the curved section.

![Figure 8. Temperature contour distribution at each plane location using water at Grid 2.](image-url)
To complement the numerical results validation previously carried out for a straight smooth tube section, experimental and theoretical results for a curved pipe from other studies are included. Therefore, to validate the current numerical study in turbulent regime, $\text{Nu}$, $C_f$ and loss coefficient ($K_1$) were compared to theoretical values and experimental data proposed by other researchers focused on the curved section. Regarding $\text{Nu}$, Chang [32] carried out an investigation of heat transfer characteristics of swirling flow in a $180^\circ$ circular section bend with uniform heat flux ($\dot{q} = 5100 \text{ W/m}^2$).
In that study, a bend mean radius of 255 mm with an inner diameter of 54.5 mm was used. Although Nu values (151 and 181 for Re of $60 \times 10^3$ and $80 \times 10^3$, respectively) were slightly lower than the ones obtained in the current study, it can be highlighted that the maximum local Nu was reached along the near $90^\circ$ location, similar to the numerical Nu of the present study. Moreover, Chang [32] obtained a similar wall and bulk fluid temperature distribution as shown in Figure 9. In a previous study, Besserman and Tanrikut [33] analysed turbulent flow (Re ranging from $12.5 \times 10^3$ to $50 \times 10^3$) behaviour around a $180^\circ$ bend comparing with heat transfer measurements. In that study, experiments using a transient heat transfer technique with liquid crystal thermography were conducted, using a curved pipe with 29.7 mm radius and 25.1 mm inner diameter. Considering Re $= 50 \times 10^3$, the authors reported that the highest Nu (approximately 250) was reached near the $90^\circ$ location, similar to the results of the present study.

Some studies performed heat transfer analysis on the average heat transfer rate in curved and helical pipes [10,34,35], but most of them used different geometry shape to the proposed in the present study or used correlations only useful for a limited range of parameters. To validate the Nu numerically obtained for a curved pipe, the theoretical Schmidt’s correlation [36] (Equation (21)) was used, where the ratio between Nu for a curved coil ($\text{Nu}_c$) and for the straight tube are computed ($\text{Nu}_s$). According to Kakaç et al. [37], although this correlation was proposed for a curved coil, it can also be used in $90^\circ$ bends for practical applications, applicable for Re ranging from $20 \times 10^3$ to $15 \times 10^4$ and ratio between radius of curvature (R) and tube inside radius (a) ranging from 5 to 84. In the current study, the $\text{Nu}_c/\text{Nu}_s$ computed theoretically and numerically were 1.77 and 1.41, respectively.

$$\frac{\text{Nu}_c}{\text{Nu}_s} = 1.0 + 3.6 \left[ 1 - \left( \frac{a}{R} \right) \right] \left( \frac{a}{R} \right)^{0.8} \quad (21)$$

With regard to the $C_f$ and $K_1$, the numerical results have been compared to the theoretical equations proposed by other authors. According to Itô [38], the pressure drop in a bend for Re ranging from $20 \times 10^3$ to $40 \times 10^4$ is computed as follows.

$$\Delta p_b = K_1 \frac{\rho u^2}{2} \quad (22)$$

for $Re(R/a)^{-2} > 91$

$$K_1 = 0.00241 B \phi Re^{-0.17} (R/a)^{0.84} \quad (23)$$

for $\phi = 180^\circ$

$$B = 1 + 116(R/a)^{-4.52} \quad (24)$$

Itô [38] proposed the following correlation (Equation (25)) to compute $C_f$ in a curved pipe in turbulent flow, which has a high degree of approximation according to other studies [39,40].

$$C_f = 0.304 Re^{-0.25} + 0.029 (a/R)^{1/2} \quad (25)$$

According to Equation (22), the numerical $K_1$ reached a value of 0.327, obtained as a difference between total pressure at Planes 8 and 12 (approximately 1022 Pa). Considering Equations (23) and (24), the theoretical $K_1$ (0.299) was approximately 8.5% lower than the numerical $K_1$. Comparing the $C_f$, the theoretical (Equation (25)) and numerical values obtained were 0.0084 and 0.0091, respectively.

### 3.3. Simulation Results with a Non-Newtonian Fruit Juice in Laminar Regime

With regard to the non-Newtonian simulations, the results obtained for the $C_f$ and Nu were compared to the theoretical values obtained for a smooth tube in laminar regime. Figure 10 shows the local Nu corresponding to several plane locations along the computational domain. According to these
values, the Nu presented similar values along the inlet and outlet section, increasing the values in the planes located in the curved section, which showed a similar tendency to the results obtained under water. It should be noted that the Nu values obtained did not correspond to a fully developed thermal flow in laminar regime. The numerically obtained Nu was compared to the theoretical correlation defined for a fluid with thermally profile in development [41] (Equation (26)). Considering a length of the straight tube ($L_s$) of 0.75 m, the Nu obtained was approximately 37.5, slightly higher (31.4) than the average Nu numerically obtained in the current study. These discrepancies are related to the fact that the fruit juice properties are not constant along the computational domain, and this equation might not be useful for non-Newtonian fluids.

$$Nu_{sl} = 4.36 + \left[ \frac{0.1156 + \frac{0.08569}{Pr^{0.4}}}{1 + 0.1158 Gz^{0.6}} \right] Gz$$ \hspace{1cm} (26)

where the Graetz number ($Gz$) is given by:

$$Gz = \frac{D Re_g Pr}{L_s}$$ \hspace{1cm} (27)

With regard to the $C_f$, as well as the $C_f$ obtained at the straight inlet section with the empirical Equation (18), the proposed correlation by Ito [38] for $C_f$ in a curved pipe in laminar flow (Equation (28)) has been used.

$$C_f = \frac{16}{Re_g} \frac{21.5 De}{(1.56 + \log De)^{5.73}}$$ \hspace{1cm} (28)

where the Dean number ($De$) is given by:

$$De = Re_g \left( \frac{a}{R} \right)^{1/2}$$ \hspace{1cm} (29)

According to these results, good agreement was found between the numerically obtained $C_f$ at the straight inlet section and the empirical Equation (18). The numerical $C_f$ obtained (0.0356) was approximately 5% higher than that theoretically computed (0.0336). Regarding the $C_f_c$, this parameter showed a value of 0.064 using the empirical Equation (28), approximately 3% higher than the $C_f_c$ numerically obtained (0.062).

Regarding the fruit juice simulation, the fluid velocity along the computational domain reached maximum values of 0.75 m/s (Figures 11 and 12). The velocity behaviour is similar at the straight inlet and outlet section, with notable differences between the fluid velocity at the wall and the centre of the pipe. Slight variation in the fluid velocity can be seen in the planes located in the elbow. In this case, the fluid in the centre of the pipe tends to move to the outer side due to centrifugal forces, while the slow parts close to the wall are forced inward, to a zone with low pressure (Figure 13), making the flow move inward along the wall. Due to the curvature effect, fruit juice flows faster on the outer side (O) than on the inner side (I) curvature. In this case, this difference between inner and outer velocity is due to centrifugal force moving the fluid.
Figure 11. Velocity magnitude contour distribution along the inlet, curvature, and outlet sections using fruit juice.

Similarly to the turbulent regime, the values for the pressure drop along the computational domain were calculated in three sections of the curved tube. The total pressure drop considering the entire computational domain was found to be 64% lower than the case of water under turbulent regime. The straight inlet and outlet section represented 42% and 41%, and the elbow section around 17%.

With regard to the temperature distribution (Figures 14 and 15), significant differences between the temperature at the wall and the centre of the pipe can be observed in comparison to the simulations carried out with water. At the straight inlet and outlet section (Figure 14), the temperature at the centre of the pipe is more homogenous in comparison to the temperature distribution along the elbow, as can be also seen in Planes 9–11 (Figure 15). At the curvature, the maximum temperature reached a value close to 336 K, in the region located at the inner side, reaching the minimum values (303 K) at the outer side. Regarding the inner wall temperature and bulk fluid temperature, Figure 16 shows a similar tendency to the results obtained under water, where the fluid temperature increases along the computational domain, while the wall temperature decreases in the curved pipe. Velocity changes indicated in Figure 12 can help explain temperature variability in the elbow, with moderately high temperatures being reached at the centre of the elbow, compared to the centre of the straight inlet and outlet section.
Figure 12. Velocity magnitude contour distribution across the plane locations (a) and velocity vectors along the curvature section (b) using fruit juice.
Figure 13. Pressure contour distribution along the inlet, curvature and outlet sections using fruit juice.

Figure 14. Temperature contour distribution along the computational domain using fruit juice.
Figure 15. Temperature contour distribution at each plane location using fruit juice.

Figure 16. Wall and bulk fluid temperature at each plane location using fruit juice.
Figures 17 and 18 show the strain rate and dynamic viscosity distribution along the straight inlet and the elbow section. The viscosity distribution for the straight outlet section was very similar to the inlet. The strain rate showed the highest values at the wall, reaching maximum values ranging from 300 to 800 s$^{-1}$ (Figure 17). At the centre of the pipe, the strain rate decreases, reaching values between 0 to 50 s$^{-1}$. This is related to the velocity variation between the fluid layers being lower at the centre of the pipe compared to the wall. The highest dynamic viscosity values were found at the centre of the pipe (between 0.05 and 0.09 Pa·s), with the lowest values at the wall (0.0076 Pa·s) (Figure 18). This behaviour is explained by the pseudoplastic condition of the fruit juice, where viscosity increases as the shear rate decreases.

**Figure 17.** Strain rate at each plane location using fruit juice.

**Figure 18.** Dynamic viscosity at each plane location using fruit juice.
4. Conclusions

This paper presents a 3D numerical simulation of the heat transfer process in a smooth curved tube heat exchanger. Water and fruit juice were used as working fluids to implement simulations under turbulent and laminar regime, respectively.

The differences between the temperature at the wall and the centre of the pipe for the fruit juice simulations were higher than for the water simulations. In addition, for the same constant heat flux condition, the difference between outlet temperature and inlet temperature was higher for the laminar simulation (approximately $4 \degree C$) than for the turbulent one (approximately $0.7 \degree C$). With regard to the fruit juice simulation, velocity variations were found along the elbow section. This is related to the centrifugal force acting on that section. At the inlet section and outlet section, velocity is uniform as it is not affected by the centrifugal forces.

The proposed numerical simulations are useful to analyse fluid viscosity along the computational domain. The pseudoplastic behaviour of the fruit juice used shows the fluid viscosity variability as a function of the shear rate. The activation energy obtained for the fruit juice did not yield high values, showing a moderate viscosity variation with the temperature change.

The simulations performed in this work are useful to analyse the behaviour of fluid foods in tubes as a prior step to designing heat exchangers to improve the heat transfer process. These tools, combined with the use of equipment to measure the rheology of fluid foods, is of great importance to the understanding of fluid flow in food processing.
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**Notation**

$A$ \quad Constant $(Pa \cdot s)$

$a$ \quad Tube inside radius (mm)

$C_1$, $C_2$, $C_1\varepsilon$, $C_3\varepsilon$ \quad $k-\varepsilon$ turbulence model constants

$CFD$ \quad Computational Fluid Dynamics

$C_f$ \quad Fanning friction factor

$C_{fc}$ \quad Fanning friction factor for curved tube

$C_{fs}$ \quad Fanning friction factor for straight tube

$c_p$ \quad Specific heat $(J/(kg \cdot K))$

$D$ \quad Inner tube diameter (m)

$De$ \quad Dean number

$D_h$ \quad Hydraulic diameter (m)

$Ea$ \quad Activation energy $(kJ/mol)$

$G_b$ \quad Generation of turbulent kinetic energy due to buoyancy

$G_k$ \quad Generation of turbulent kinetic energy due to the mean velocity gradients
Gz  
Graetz number

$h_x$  
Local heat transfer coefficient (W/(m²K))

HTF  
Heat Transfer Fluid

$I$  
Turbulent intensity (%)

$K$  
Consistency index (Pa·sⁿ)

$K'$  
Constant (Pa·sⁿ)

$K_1$  
Loss coefficient in a bend

$L$  
Length (m)

$L_s$  
Length of the straight tube (m)

$n$  
Flow behaviour index

$Nu$  
Average Nusselt number

$Nu_c$  
Nusselt for curved coil

$Nu_s$  
Nusselt for straight tube in turbulent regime

$Nu_{sl}$  
Nusselt for straight tube in laminar regime

$Nu_x$  
Local Nusselt number

$p$  
Pressure (Pa)

$p_{outlet}$  
Pressure outlet (Pa)

$Pr$  
Prandtl number

$Pr_t$  
Turbulent Prandtl number

$q$  
Heat transfer flux (W/m²)

$R$  
Radius of curvature (mm)

$Re$  
Reynolds number

$Re_g$  
Generalised Reynolds number

$Ra$  
Universal gas constant (kJ/mol K)

$S_{ij}$  
Deformation tensor

$S_r$  
Mean strain-rate of the flow

$S_{\varepsilon}$  
User-defined source term

$S_k$  
User-defined source term

$T$  
Temperature (K)

$T_{fs}$  
Average temperature of the fluid at position $x$ (K)

$T_{ws}$  
Average inner wall temperature at position $x$ (K)

$u$  
Fluid velocity (m/s)

$u_T$  
Friction velocity (m/s)

$y^+$  
Dimensionless distance to the wall

**Greek symbols**

$\Delta p_b$  
Pressure drop in a bend (Pa)

$\eta$  
Apparent viscosity (Pa·s)

$\Delta p$  
Pressure drop (Pa)

$\rho$  
Density (kg/m³)

$\mu$  
Dynamic viscosity (Pa·s)

$\mu_t$  
Turbulent viscosity (Pa·s)

$\lambda$  
Thermal conductivity (W/(mK))

$\lambda_x$  
Thermal conductivity at position $x$ (W/(mK))

$\tau_{ij}$  
Viscous Stress Tensor

$\sigma_k$  
Turbulence Prandtl number for $k$

$\sigma_\varepsilon$  
Turbulence Prandtl number for $\varepsilon$
ε \quad \text{Dissipation rate of } k (m^2/s^3)

κ \quad \text{Turbulent kinetic energy (m}^2\text{/s}^2)\n
ν \quad \text{Kinematic viscosity (m}^2\text{/s)\n
σ \quad \text{Shear stress exerted by the fluid (Pa)}\n
γ \quad \text{Shear rate (1/s)}\n
φ \quad \text{Bend angle (degrees)}

\textbf{Superscripts}\n
′ \quad \text{Fluctuating component}\n
\textbf{Subscripts}\n
i,j,k \quad \text{Direction of coordinate}\n
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