THE MAXIMAL DEVELOPMENT OF NEAR-FLRW DATA FOR THE
EINSTEIN-SCALAR FIELD SYSTEM WITH SPATIAL TOPOLOGY $S^3$

JARED SPECK∗

ABSTRACT. The Friedmann–Lemaître–Robertson–Walker (FLRW) solution to the Einstein-scalar field system with spatial topology $S^3$ models a universe that emanates from a singular spacelike hypersurface (the Big Bang), along which various spacetime curvature invariants blow up, only to re-collapse in a symmetric fashion in the future (the Big Crunch). In this article, we give a complete description of the maximal developments of perturbations of the FLRW data at the chronological midpoint of its evolution. We show that the perturbed solutions also exhibit curvature blowup along a pair of spacelike hypersurfaces, signifying the stability of the Big Bang and the Big Crunch. Moreover, we provide a sharp description of the asymptotic behavior of the solution up to the singularities, showing in particular that various time-rescaled solution variables converge to regular tensor fields on the singular hypersurfaces that are close to the corresponding FLRW tensor fields. Our proof crucially relies on $L^2$-type approximate monotonicity identities in the spirit of the ones we used in our joint works with Rodnianski, in which we proved similar results for nearly spatially flat solutions with spatial topology $T^3$. In the present article, we rely on new ingredients to handle nearly round spatial metrics on $S^3$, whose curvatures are order-unity near the initial data hypersurface. In particular, our proof relies on i) the construction of a globally defined spatial vectorfield frame adapted to the symmetries of a round metric on $S^3$; ii) estimates for the Lie derivatives of various geometric quantities with respect to the elements of the frame; and iii) sharp estimates for the asymptotic behavior of the FLRW solution’s scale factor near the singular hypersurfaces.
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1. Introduction

The Einstein-scalar field system of general relativity models the evolution of a dynamic spacetime \((M, g)\) that is coupled to a scalar field \(\phi\), where \(M\) is the (four-dimensional) spacetime manifold, \(g\) is a Lorentzian “spacetime” metric of signature \((-+, +, +, +)\) on \(M\), and \(\phi\) is a function on \(M\). The scalar field is a simple but important matter model in mathematical general relativity, and the Cauchy problem for the system has been well-studied in the regime of asymptotically flat initial data; see, for example, [16–21]. Relative to arbitrary coordinates, the Einstein-scalar field equations take the following form:

\[
\begin{align*}
R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} &= T_{\mu\nu}, \\
(g^{-1})^{\alpha\beta} D_\alpha D_\beta \phi &= 0,
\end{align*}
\]

(1.1a)

(1.1b)

where \(Ric\) denotes the Ricci tensor of \(g\), \(R = (g^{-1})^{\alpha\beta}Ric_{\alpha\beta}\) denotes the scalar curvature of \(g\), \(D\) denotes the Levi–Civita connection of \(g\), and \(T\) denotes the energy-momentum tensor of the scalar-field:

\[
T_{\mu\nu} = D_\mu \phi D_\nu \phi - \frac{1}{2} g_{\mu\nu} (g^{-1})^{\alpha\beta} D_\alpha \phi D_\beta \phi.
\]

(1.2)

Our main result in this article is a proof of stable blowup for an open set of solutions. More precisely, our main theorem provides a detailed description of the maximal developments, relative to constant mean curvature (CMC from now on)-transported spatial coordinates gauge, of an open set of initial data that are close to the data of the well-known Friedmann–Lemaître–Robertson–Walker (FLRW from now on) solution with spatial topology \(S^3\).

In Subsect. 1.2, we will provide some background information on the family of FLRW solutions. Here we only note that for the scalar field matter model with spatial topology \(S^3\), the FLRW solution models a cosmological spacetime that emanates from a singular hypersurface (the “Big Bang”), along which various spacetime curvature invariants blow up, only to later re-collapse in the reverse fashion (the “Big Crunch”). The re-collapse, which is shown in Fig. 1 on pg. 4, is initiated by the positive scalar curvature of the Riemannian metric induced on the constant-time hypersurfaces (which are diffeomorphic to \(S^3\)). In studying perturbed solutions, we consider data that are near the state of the FLRW solution at the chronological midpoint of its evolution. We show that like the FLRW solution, the perturbed solutions exhibit stable uniform curvature blowup along a pair of spacelike hypersurfaces, signifying the stability of the Big Bang and the Big Crunch. Our result complements our joint works [57,58] with Rodnianski, in which we proved similar linear and nonlinear stability results for solutions to the Einstein-scalar field and Einstein-stiff fluid systems with spatial topology \(T^3\) that are close to members of a family of spatially flat background “Kasner” solutions (see below for further discussion). More precisely, the Kasner-like solutions in [57,58] did not undergo re-collapse, and we studied the problem only near the Big Bang singularity. That is, we gave a sharp description of “half” of the maximal development of the data. These works provided

\[\text{1. Throughout we use Einstein’s summation convention.}\]

\[\text{2. In the case of the FLRW solution, the positive spatial scalar curvature influences the form of Friedmann’s ODEs (see Lemma 3.2). In particular, the form of equation (3.5b) is influenced by the positive scalar curvature of the FLRW spatial metric; note that equation (3.5b) implies that the scale factor has negative second derivative at its maximum value } A(0) = 1, \text{ which causes the scale factor to begin re-collapsing.}\]

\[\text{3. Relative to the coordinates of Subsect. 3.1, the FLRW solution’s chronological midpoint corresponds to } t = 0.\]

\[\text{4. A stiff fluid is such that the speed of sound is equal to the speed of light.}\]
the first proofs of stable curvature blowup without symmetry assumptions for solutions to Einstein’s
equations along a spacelike hypersurface, and it is of interest to determine to what extent they can
be extended to other classes of initial data, spatial topologies, matter models, etc. Below we will
describe the results [57, 58] in more detail and highlight the new ideas that are needed to handle
the case of spatial topology $S^3$ and the corresponding metrics with positive spatial curvature.

We believe that our main results could be shown to hold in any number of spatial dimensions,
more precisely in the case of spatial topology $S^n$ for any positive integer $n$. However, for most values
of $n$, some aspects of our analytical framework would need to be modified, since here we rely on
the parallelizability of $S^3$ to construct the vectorfield frame that we use to analyze solutions (see
Lemma 2.4).

1.1. Rough statement of the main results. The FLRW solution to (1.1a)-(1.1b) (see Lemma 3.2
for a proof that it is indeed a solution) is

$$g_{FLRW} := -dt^2 + A^{2/3}(t)\gamma, \quad \partial_t\phi_{FLRW} := \frac{2}{3}A^{-1}(t),$$
$$\nabla\phi_{FLRW} := 0,$$

where $\gamma$ is the round metric on $S^3$ with scalar curvature equal to $\frac{2}{3}$ and $\nabla$ denotes
the connection of the Riemannian metric induced on $\Sigma_t$, where here and throughout, $\Sigma_t$ denotes a
hypersurface of constant time $t$. The scale factor $A(t)$ is an even function that vanishes at some
time $t = T_{Bang} < 0$, increases until $t = 0$ with $A(0) = 1$, and then shrinks again until re-collapsing at
$t = T_{Crunch} = -T_{Bang} > 0$; see Fig. for its graph and Sect. for a rigorous analysis of its properties.
The Ricci invariant $Ric_{\alpha\beta}$ of the FLRW solution blows up along $\Sigma_{T_{Bang}}$ and $\Sigma_{T_{Crunch}}$ like
$A^{-4}(t)$.

![Figure 1. Graph of the FLRW scale factor](image)

Our main result is the following theorem, which we state here in a rough form; see Theorem 19.1
for precise statements.

---

5Note that $\phi$ itself does not appear in the Einstein-scalar field equations, but rather only its derivatives. For this
reason, we typically do not bother to refer to “$\phi_{FLRW}$.”

6Our choice that $\gamma$ has scalar curvature equal to $2/3$ is merely a convenient normalization condition.

7Note that our denoting of the FLRW spatial metric by $A^{2/3}(t)\gamma$ breaks the usual convention, in which the power
exponent is 2 rather than $2/3$. That is, our definition of the scale factor $A(t)$ is different than the usual one found
in the literature. This is mainly for mathematical convenience; by our convention, $A(t)$ will vanish linearly at the
Big Bang and Big Crunch, which is convenient for tracking blowup-rates near the singularities; see Subsect. 3.2.
Theorem 1.1 (Global nonlinear stability of the FLRW Big Bang-Big Crunch solution (rough version)). The FLRW solution is globally nonlinearly stable under perturbations of its data at time 0. More precisely, the maximal developments corresponding to an open (in a suitable Sobolev topology) set of near-FLRW data on $\Sigma_0 = \{0\} \times S^3$ are geodesically incomplete to the future and to the past. Moreover, there exists a time function $t \in (T_{\text{Bang}}, T_{\text{Crunch}})$ whose level sets $\Sigma_t$ have constant mean curvature $-\frac{1}{3}\mathcal{A}(t)\mathcal{A}(t)$ and foliate the spacetime manifold, such that timelike geodesics terminate at $\Sigma_{T_{\text{Bang}}}$ and $\Sigma_{T_{\text{Crunch}}}$, along which the spacetime Ricci curvature invariant $\operatorname{Ric}^{\alpha\beta}\operatorname{Ric}_{\alpha\beta}$ blows up like $\mathcal{A}^{-4}(t)$ (recall that $\mathcal{A}(T_{\text{Bang}}) = \mathcal{A}(T_{\text{Crunch}}) = 0$). Finally, the solution exhibits asymptotically velocity term dominated (AVTD) behavior in the limit as these singular hypersurfaces are approached. In particular, various time-rescaled solution variables converge to regular tensorfields along $\Sigma_{T_{\text{Bang}}}$ and $\Sigma_{T_{\text{Crunch}}}$, which by definition are truncated versions of the Einstein-scalar field equations in CMC-transported spatial coordinates gauge in which all spatial derivative terms have been discarded; see Remark 19.2 for further discussion of this point.

Remark 1.2 (On the number of derivatives). The norm $\mathcal{H}(\text{Total})_{16}(t)$ that we use to control the solution (see (10.3)) corresponds to commuting the equations up to 16 times with appropriate differential operators. This is a somewhat wasteful number of derivatives, but it allows for a simplified approach to some aspects of our analysis.

Our proof of Theorem 1.1 crucially relies on $L^2$-type approximate monotonicity identities\footnote{By “approximate monotonicity identity,” we roughly mean that the identities involve “main terms,” which have a sign (this is the monotonicity), and unsigned error terms that have to be controlled.} and the corresponding energy estimates that they afford, whose availability relies on special cancellations that occur in well-chosen combinations of divergence identities; see especially Lemma 9.8. These cancellations and other special structures are visible relative to the gauge we use: constant mean curvature-transported spatial coordinates gauge. The energy estimates (which hold up to top order), though mildly singular near the Big Bang and Big Crunch, allow us to prove that the solution exists long enough to form curvature singularities. By themselves, the mildly singular energy estimates are not sufficient to close the proof. They must be complemented (in the context of a bootstrap argument) with less singular estimates at the lower derivative levels, which yield sharper control over the solution and in particular show that its spatial derivatives are less singular than its time derivatives. We derive these sharper estimates using arguments that exploit the special structure of the equations and the mildly singular nature of the high-order energy estimates. In particular, our arguments are based on treating the evolution equations like transport equations\footnote{To derive sharp estimates for the lapse, we also derive maximum principle estimates for the elliptic PDE that it solves.} with principal part $\partial_t$ and with source terms that depend on the solution’s higher spatial derivatives. The source terms can be singular near the Big Bang and Big Crunch in a manner that depends on the FLRW scale factor $\mathcal{A}(t)$, which appears in our formulation of the equations due to our gauge choices. The key point is that by integrating in time and using sharp information about the behavior of $\mathcal{A}(t)$ near the singularities, we can reduce the strength of the singularities, which leads to less singular estimates at the lower derivative levels. This can be caricatured by estimates such as

\[
\int_{s=0}^{t}(T_{\text{Crunch}} - s)^{-1/2} ds \leq 1
\]

and

\[
\int_{s=0}^{t}(T_{\text{Crunch}} - s)^{-1/2} ds \leq 1
\]

for constants $q > 0$ and $0 < t < T_{\text{Crunch}}$; see Cor. 3.7 for precise statements. Although this approach results in a loss of derivatives stemming from the source terms in the transport equations, such a loss is permissible below top order.
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The approach described above has its origin in our joint works \cite{57, 58}, in which we proved similar stable curvature blowup results for solutions with spatial topology \( S^3 \) such the background Kasner solutions were spatially flat. Like our work here, the proofs in \cite{57, 58} relied on some special properties verified by the scalar field and stiff fluid matter models; see Subsect. 1.4 for further discussion on this point and for further description of the results of \cite{57, 58}. Our proof of Theorem 1.1 requires new ideas to handle the positive spatial scalar curvature of solutions near the background FLRW solution with \( S^3 \) spatial topology. In particular, different from the works \cite{57, 58}, the coordinate partial derivative vectorfields are not suitable for differentiating the equations and obtaining estimates for the perturbed solution’s derivatives, the reason being that they are not adapted to the approximate symmetries of nearly round metrics on \( S^3 \). That is, differentiating the spatial metric with typical spatial coordinate partial derivatives would not lead to a small quantity, and without smallness, there is no hope of closing our perturbative nonlinear analysis. For this reason and other related ones, our proof relies on the following new ingredients:

- A well-constructed globally defined spatial vectorfield frame tied to the symmetries of the FLRW solution’s round spatial metric on \( S^3 \); see Sect. 6.
- Estimates showing that the perturbed solution enjoys approximate symmetries all the way up to the singularities; see Prop. 13.4. To obtain these estimates and most of the other estimates in this article, we take Lie derivatives of various geometric quantities with respect to the vectorfield frame mentioned above.
- Sharp estimates for the FLRW scale factor, especially near the singular times; see Sect. 3.

In particular, the FLRW scale factor leads to the presence of favorable spacetime integrals in the energy identities. This is precisely the “\( L^2 \)-type approximate monotonicity identity” mentioned above (see also Footnote 8). To exploit these favorable integrals, we derive precise quantitative information about the scale factor \( A(t) \), which allows us to show that the good spacetime integrals are strong enough to completely absorb other “dangerous” spacetime error integrals; if not for this, then the dangerous error integrals would have led to very singular energy estimates near the Big Bang and the Big Crunch, which in turn would have obstructed our proof of nonlinear stability. We outline the proof of our main result in more detail in Subsect. 1.5. We first provide some further context for the problem under study and some background material.

1.2. Prior work on perturbations of FLRW solutions. FLRW solutions are a family of spatially homogeneous solutions to various Einstein-matter systems, and their behavior forms the basis of many of the predictions of modern cosmology \cite{68}. The local and global properties of the FLRW solutions depend on several factors, including the matter model, the value of the cosmological constant, and the topology/geometry of the initial Cauchy hypersurface. In view of their distinguished role in cosmology, it is of fundamental mathematical and physical interest to determine whether or not the FLRW solutions are globally nonlinearly stable under perturbations of their initial data. In all cases, the FLRW metric \( g_{FLRW} \) is a Lorentzian metric on a product manifold \( I \times \Sigma \) that is often written in the form \( g_{FLRW} = -dt^2 + a^2(t) d\Sigma \), where \( I \) is an interval of time, \( \Sigma \) is the “spatial manifold, \( d\Sigma \) is a Riemannian metric on \( \Sigma \) and, by virtue of the Einstein equations, the scale factor \( a(t) > 0 \) solves ODEs (Friedmann’s equations) that depends on the matter model and the cosmological constant; see Lemma 3.2. Note that here we are using the terminology “scale factor” in a slightly different manner compared to the rest of the article (see Footnote 7). The most prominent feature of the FLRW solutions studied in cosmology is that it is possible for the scale factor to tend to either \( \infty \) or to 0 as \( t \) varies. These scenarios represent, respectively, the expansion and collapse...
of the universe and often coincide, respectively, with geodesic completeness and curvature blowup. For this reason, prior studies of the stability of FLRW solutions can be separated into the following two categories:

- **(Expansion)** The study of the stability of FLRW solutions such that \( a(t) \uparrow \infty \) as \( t \uparrow t_0 \) for some value of \( t_0 \) (possibly infinite).
- **(Collapse)** The study of the stability of FLRW solutions such that \( a(t) \downarrow 0 \) as \( t \downarrow t_0 \) for some value of \( t_0 \).

Aside from our joint works [57, 58], all previous results in three spatial dimensions concerning the nonlinear stability of an FLRW solution (without symmetry assumptions) have been in the expanding case. In an expanding direction, FLRW solutions are typically geodesically complete and thus the stability problem is essentially tantamount to the study of whether or not the associated Einstein-matter PDEs (in an appropriate gauge) admit global, geodesically complete (in the expanding direction) solutions for near-FLRW data. In contrast, collapsing FLRW solutions typically exhibit curvature blowup at times for which the scale factor vanishes and thus the stability problem essentially corresponds to the study of whether or not perturbed solutions to the corresponding Einstein-matter PDEs also exhibit curvature blowup. That is, the question is one of whether or not the singularity formation is dynamically stable under perturbations of the FLRW data.

The original result on global stability in the expanding case is due to Friedrich [29], who used the conformal method to prove the nonlinear stability of the de Sitter solution to the Einstein-vacuum equations with a positive cosmological constant in three spatial dimensions. His result was extended to all odd spatial dimensions by Anderson [2]. In [51,52], Ringström developed an alternate approach, based on generalized wave coordinates, that allowed him to prove a global stability result in the expanding direction for (asymmetric) perturbations of a large class of spatially homogeneous solutions with various spatial topologies and with scalar field matter whose potential \( V(\phi) \) has suitable properties (where [51] effectively includes the Einstein-vacuum equations with a positive cosmological constant as a special case). In our joint work [56] with Rodnianski on the irrotational Euler–Einstein equations with a positive cosmological constant under the equations of state \( p = c_s^2 \rho \) for \( 0 < c_s^2 < 1/3 \), we extended Ringström’s framework and proved the stability of FLRW solutions with spatial topology \( \mathbb{T}^3 \) in the expanding direction. Here \( p \) is the fluid pressure, \( \rho \) is the proper energy density, and the constant \( c_s > 0 \) is the speed of sound. See also [60] for the same result without the irrotationality assumption. See also the work [35] for a proof in the conformally invariant case \( c_s^2 = 1/3 \) and [30] for a proof in the dust case \( c_s = 0 \). Readers can also consult [43] for an alternate proof in the cases \( 0 < c_s^2 \leq 1/3 \). See also [5,55] for the proofs of similar results for the Einstein–Vlasov system with a positive cosmological constant. The above Euler–Einstein stability results show, in particular, that rapid exponential expansion, in those cases induced by the presence of a positive cosmological constant, suppresses the formation of fluid shocks, which typically occurs in Minkowski spacetime; see, for example, Riemann’s famous proof [48] of shock formation in solutions to the non-relativistic Euler equations in one spatial dimension, Christodoulou’s remarkably sharp description of shock formation [22] for solutions to the relativistic Euler equations in irrotational regions, or our recent joint extension [38,39] of Christodoulou’s result to handle the case in which the vorticity is non-zero at the location of the shock.

In the collapsing case, the only prior proofs of the nonlinear stability of an FLRW solution (without symmetry assumptions) are our aforementioned joint works [57,58], where we respectively
considered FLRW solutions to the Einstein-scalar field and Einstein-stiff fluid systems with a vanishing cosmological constant and with spatial topology $T^3$. We will describe these results in more detail in Subsect. 1.3 in the context of singularity formation results for Einstein’s equations. We also note that Ringström has recently derived estimates for solutions to a large family of linear wave equations whose corresponding metrics model the behavior that can occur in solutions to Einstein’s equations near cosmological singularities. His work serves as a natural starting point for trying to prove stable cosmological singularity formation results for Einstein’s equations in more general regimes than the ones treated in [57, 58] and in the present work (for example, for far-from-spatially isotropic initial conditions).

1.3. The initial value problem for the Einstein-scalar field equations. In this subsection, we recall some basic facts about the initial value problem for Einstein’s equations. The fundamental results [14] and [13], which are due to Choquet–Bruhat and Choquet–Bruhat + Geroch respectively, show that the system (1.1a)-(1.1b) has an initial value problem formulation in which sufficiently regular data give rise to a unique (up to diffeomorphism) maximal globally hyperbolic development $(\text{M}_{\text{Max}}, g_{\text{Max}}, \phi_{\text{Max}})$. Roughly, this is the largest possible solution to the Einstein-scalar field equations that is uniquely determined by the data. Although, it is conceptually important to know that the maximal globally hyperbolic development exists, the results [13, 14] do not provide any information about its nature. Our main result provides, for an open set of data, quantitative and qualitative information about its nature. The “geometric data” consist of the following fields on the initial data hypersurface $\Sigma_0$, which in this article is diffeomorphic to $S^3$: $(\hat{g}, \hat{k}, \hat{\phi}, \hat{\phi}_0)$. Here, $\hat{g}$ is a Riemannian metric, $\hat{k}$ is a symmetric two-tensor, and $\hat{\phi}$ and $\hat{\phi}_0$ are a pair of functions. A solution launched by the data consists of a time-oriented spacetime $(\text{M}, g)$, a scalar field $\phi$ on $\text{M}$, and an embedding $\Sigma_0 \hookrightarrow \text{M}$ such that $\iota(\Sigma_0)$ is a Cauchy hypersurface in $(\text{M}, g)$. The spacetime fields must verify the equations (1.1a)-(1.1b) and be such that $\iota^*g = \hat{g}$, $\iota^*k = \hat{k}$, $\iota^*\phi = \hat{\phi}$, $\iota^*N\phi = \hat{\phi}_0$, where $k$ is the second fundamental form of $\iota(\Sigma_0)$ (our sign convention is given in (1.1)), $N\phi$ is the derivative of $\phi$ in the direction of the future-directed normal $N$ to $\iota(\Sigma_0)$, and $\iota^*$ denotes pullback by $\iota$. Throughout the article, we will often suppress the embedding and identify $\Sigma_0$ with $\iota(\Sigma_0)$.

It is well-known (see also Prop. 4.1) that the data are constrained by the Gauss and Codazzi equations, which take the following form for the Einstein-scalar field system:

\begin{equation}
\begin{aligned}
\hat{R} - \hat{k}_b^a \hat{k}_a^b + (\hat{k}_a^a)^2 = 2T(N, N)|_{\Sigma_0} = \hat{\phi}'_0 + \hat{\nabla}_a \hat{\phi} \hat{\nabla}_a \hat{\phi}, \\
\hat{\nabla}_a \hat{k}_j^a - \hat{\nabla}_j \hat{k}_a^a = -T(N, \frac{\partial}{\partial x^j})|_{\Sigma_0} = -\hat{\phi}_0 \hat{\nabla}_j \hat{\phi}.
\end{aligned}
\end{equation}

Above, $T(N, N) := T_{\alpha\beta}N^\alpha N^\beta$, $\nabla$ denotes the Levi–Civita connection of $\hat{g}$, $\hat{R}$ denotes the scalar curvature of $\hat{g}$, and indices are lowered and raised with $\hat{g}$ and its inverse. Equations (1.3a)-(1.3b) are known as the Hamiltonian and momentum constraints. In this article, we consider only initial data that verify the constant mean curvature condition

\begin{equation}
\hat{k}_a^a \equiv -1,
\end{equation}

which is compatible with the CMC-transported spatial coordinates gauge that we use in our analysis.\footnote{A stiff fluid has speed of sound equal to the speed of light, that is, its equation of state is $p = \rho$.}
Remark 1.3 (The CMC assumption is not a true restriction). For the near-FLRW solutions under consideration, the assumption (1.4) is not truly restrictive: in [58], we showed that for near-FLRW data, not necessarily with constant mean curvature, the solution has a CMC hypersurface lying near the initial Cauchy hypersurface. That is, we could use the results of [58] to generate a CMC hypersurface, and then apply the methods of this paper starting from the state of the solution along it. More precisely, in [58], we proved the existence of a CMC hypersurface for solutions near the FLRW solution with Cauchy hypersurfaces diffeomorphic to $\mathbb{T}^3$. However, it is straightforward to extend the result to the $S^3$ case considered here.

1.4. Prior results on singularity formation in solutions to Einstein’s equations. Our main results are connected not only to the FLRW stability results described in Subsect. 1.2 but also to a large body of work on the study of singularity formation in solutions to various Einstein-matter systems. The study of singularity formation in general relativity was jump-started by the famous “singularity” formation results of Hawking and Penrose [31, 44], which showed that for matter models satisfying the strong energy condition\(^{11}\), a large set of initial data lead to maximal globally hyperbolic developments that are geodesically incomplete. Though compelling in their broad applicability\(^2\), the Hawking–Penrose theorems are soft in that they do not provide any information about the nature of the incompleteness. In particular, the theorems leave open the possibilities that the incompleteness is tied to the blowup of an invariant quantity, such as curvature, or alternatively that it is tied to the development of a Cauchy horizon, beyond which the solution cannot be uniquely continued due to lack of information for how to continue. Since both scenarios can be realized by explicit solutions, it is of interest to prove theorems that reveal the nature of the incompleteness based on knowledge of the initial data.

We now describe some prior breakdown results for solutions to Einstein’s equations that provide information beyond that of the Hawking–Penrose theorems; our main result falls into this category. There are many constructive results that provide a detailed description of stable singularity formation in solutions to various Einstein-matter systems under the assumption of spatial homogeneity, in which case the equations reduce to a system of ODEs; see, for example, [47, 66] for overviews of these results. There are also constructive stable singularity formation results in various symmetry reduced cases such that the equations reduce to a system of PDEs in $1+1$-dimensions; see [23, 33, 53, 54]. We now highlight the foundational works [19, 21] of Christodoulou on the Einstein-scalar field system in spherical symmetry for 1- or 2-ended asymptotically flat data, in which he showed that the maximal globally hyperbolic future developments of generic data are future-inextendible as time-oriented Lorentzian manifolds with a $C^0$ metric. This can be viewed as a “severe” form of breakdown, at the level of the metric. See also the recent works of [36, 37] on the spherically symmetric Einstein-Maxwell-(real) scalar field system with asymptotically flat 2-ended initial data, in which the authors proved that the maximal globally hyperbolic future developments of generic data are future-inextendible as time-oriented Lorentzian manifolds with a $C^2$ metric, which is especially interesting since Dafermos–Rodnianski [25, 26] showed that the statement is false for this system if one replaces $C^2$ with $C^0$. That is, Dafermos–Rodnianski showed\(^{13}\)

\(^{11}\)This condition is that \(g^{\mu\nu} T_{\mu\nu} - \frac{1}{2} (g^{-1})^{\alpha\beta} T_{\alpha\beta} g_{\mu\nu}) X^\mu X^\nu \geq 0\) for all timelike vectors $X$. The scalar field matter model satisfies the condition.

\(^{12}\)In particular, “Hawking’s theorem” [67, Theorem 9.5.1] shows that the initial data that we consider in our main theorem lead to a spacetime with incomplete timelike geodesics.

\(^{13}\)For example, members of the famous Kerr black hole family of solutions to the Einstein-vacuum equations develop Cauchy horizons.
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dthat for appropriate spherically symmetric data with non-zero charge, the metric is extendible as
$C^0$ Lorentzian metric past the boundary of the maximal development. There are also results that
yield the construction of (but not the stability of) singularity containing solutions under symmetry
assumptions \cite{1,7,11,12,32,34,45,62} and/or that rely on spatial analyticity assumptions \cite{4,27}.
There is yet another body of work in which the authors constructed singular solutions by using
a formulation of Einstein’s equations that allows one to solve a Cauchy problem with initial data
given on the singular hypersurface itself. This is essentially equivalent to prescribing the singular
data; see, for example \cite{6,24,41,42,63–65}. Many of the above results have been described and
compared in detail by Rendall in \cite{46}, a work in which his main result was a proof of the existence
of singular solutions to the Einstein-vacuum equations with Gowdy symmetry.

In three spatial dimensions without any symmetry assumptions, the only stable singularity for-
formation results for Einstein-matter systems are our aforementioned works \cite{57,58} and Luk’s work
\cite{40}, in which he exhibited a class of solutions to the Einstein-vacuum equations without symmetry
assumptions arising from characteristic initial data such that the boundary of the maximal develop-
ment contains a null portion along which the metric remains $C^0$ but its Christoffel symbols blow-up
in $L^2$.

We now describe the results of \cite{57,58} in more detail. The results proved there are similar to
the ones we have obtained here, but with different spatial topology and geometry. Specifically,
in \cite{57,58}, we studied nearly spatially flat solutions with spatial topology $\mathbb{T}^3$. These two aspects
of the solutions allowed for a simplified approach to the analysis compared to the present article,
due in part to the fact that we were able to treat all spatial curvature terms as small error terms.
Specifically, in \cite{57}, we primarily studied linearized versions of the Einstein-scalar field equations,
where we linearized the equations about generalized Kasner solutions (which we simply refer to as
“Kasner solutions” from now on, even though traditionally only vacuum solutions are referred to
as such). These are spatially flat solutions to the Einstein-scalar field system that can be expressed as

\begin{equation}
\mathbf{g} = -dt^2 + g, \quad g = \sum_{i=1}^{3} t^{2q_i} (dx^i)^2, \quad \phi = A \ln t, \quad (t, x) \in (0, \infty) \times \mathbb{T}^3,
\end{equation}

where, the constants $q_i$ are known as the Kasner exponents and $A \geq 0$ is a constant. The exponents
$q_i$ and $A$ are constrained by the equations

\begin{equation}
\sum_{i=1}^{3} q_i = 1, \tag{1.6a}
\end{equation}

\begin{equation}
\sum_{i=1}^{3} q_i^2 = 1 - A^2, \tag{1.6b}
\end{equation}

where \cite{1.6a} is a normalization condition and \cite{1.6b} is a consequence of the Hamiltonian constraint.
The FLRW solution is the unique spatially isotropic member of the Kasner family and corresponds
to the case in which all Kasner exponents are equal to $1/3$. In most cases, the Kasner solution
has a Big Bang singularity at $t = 0$ where its Kretschmann scalar $\text{Riem}\indices{\alpha\beta\gamma\delta} \text{Riem}\indices{\alpha\beta\gamma\delta}$ blows up
like $t^{-4}$. Our main result in \cite{57} was a proof of linear stability for near spatially isotropic Kasner
backgrounds. More precisely, we linearized the Einstein-scalar field equations in CMC-transported
coordinates gauge\cite{P} around a Kasner solution and studied the asymptotic behavior of the linear

\footnote{In \cite{57}, we also exhibited a new family of parabolic lapse gauges in which the stability results hold.}
solution as \( t \downarrow 0 \), that is, as the Kasner solution’s Big Bang singularity is approached. We showed that if all Kasner exponents are near \( 1/3 \), then the linearized solution converges towards a Kasner footprint state as \( t \downarrow 0 \). Roughly, a Kasner footprint state is a solution to a VTD version of the linearized equations in which all spatial derivative terms are discarded. If \( x \in \mathbb{T}^3 \) denotes a “spatial point”, then Kasner footprint states can be thought of as an \( x \)-dependent family of Kasner solutions whose Kasner exponents are allowed to vary with \( x \) and whose diagonal form has possibly been destroyed due to the influence of an \( x \)-dependent change of spatial basis. The results of [57] can be viewed as linear analogs of Theorem 1.1 in the simpler case of \( \mathbb{T}^3 \) spatial topology, but for a larger class of background solutions. In [57], we also sketched a proof of the nonlinear stability of the FLRW solution to the Einstein-scalar field system with spatial topology \( \mathbb{T}^3 \) in a neighborhood of its Big Bang singularity. In [58], we gave the complete proof of nonlinear stability of the FLRW solution near its Big Bang singularity, not for the Einstein-scalar field system, but instead for the Einstein-stiff fluid system. The stiff fluid is a generalization of the scalar field in that it reduces to the scalar field matter model when the fluid’s vorticity is 0.

Like the results of [57, 58], the results of Theorem 1.1 show that the singularity formation occurs in a monotonic, controlled fashion. This kind of monotonic singularity formation had previously been predicted via heuristic arguments for “general” singular solutions in the scalar field model case [9] and in the stiff fluid model case [8]. Although these works are provocative, we emphasize that our main results and those of [57, 58] confirm the heuristic picture of [8, 9] only for a small set of initial data. We next emphasize that it might be that the scalar field and stiff fluid matter models are special in that similar monotonic, controlled-type blowup results do not hold for typical matter models. In any case, our proof of Theorem 1.1 certainly exploits various special properties of the scalar field model. For example, the evolution equation (4.11b) for the second fundamental form does not depend on the time derivatives of the scalar field, which is a matter model-dependent property in part tied to the fact that similar monotonic, controlled-type blowup results do not hold for typical matter models. For example, the evolution equation (4.11b) is important because our approach is fundamentally based on showing that spatial derivatives are less singular than time derivatives; i.e., the absence of \( \partial_t \phi \)-dependent terms signifies the absence of the most singular terms in the evolution equation for the second fundamental form. Similar structural results hold for the stiff fluid; see [57]. As a second example, we note that the special cancellations in the divergence identity of Lemma 9.8, which are crucial for the energy estimates, might not generalize to typical matter models.

The works [8, 9] painted a very different heuristic picture of singularity formation than the picture painted in the work [10] on the Einstein-vacuum equations. The latter work suggested that in three spatial dimensions, vacuum solutions typically exhibit highly oscillatory behavior near singularities, which are “generically” spacelike. The picture painted in [10], though vague, is often referred to as the “BKL conjecture.” Although [10] stimulated a great deal of research on singularities in general relativity, being not rigorous, it also generated a lot of controversy. For example, Luk’s aforementioned work [40] yields a non-trivial set of characteristic Einstein-vacuum initial data such that the maximal development’s boundary has a null portion along which the Christoffel symbols blow up, contradicting the picture of spacelike singularities. We now note that our approach in [57, 58] and the present article to proving the existence of stable, monotonic spacelike singularities does not seem to directly extend to the vacuum case in three spatial dimensions; this is at least compatible with the oscillatory picture suggested by [10]. The obstruction to implementing our approach seems to be tied, at least in part, to the fact that in three spatial dimensions, the Hamiltonian
constraint (1.3a) precludes the existence of singularity-forming spatially homogeneous Einstein-vacuum solutions with second fundamental forms having a small trace-free part. In contrast, for the Einstein-scalar field system, the FLRW solution itself has a second fundamental form with vanishing trace-free part. Hence, perturbed solutions have (at least initially) a second fundamental form with a small trace-free part. In 57,58 and in the present work, we crucially exploit this smallness in our perturbative nonlinear analysis. We now highlight that the situation might be different in very high spatial dimensions. Specifically, as one increases the number of spatial dimensions, it is possible to write down explicit singularity-forming spatially homogeneous Einstein-vacuum solutions with appropriately time-rescaled second fundamental forms that have small eigenvalues. If one were to study perturbations of these solutions, then this smallness would allow one to show that many error terms have small amplitudes (at least initially), which would restrain the effect of these terms on the dynamics (at least for short times). For this reason, we speculate that the smallness of the eigenvalues might be sufficient for proving the nonlinear stability of these singular solutions using our approach. Some evidence in favor of this was provided in 27 and in 28; in 28, the authors provided heuristic arguments for the existence of non-oscillatory spatially dependent solutions to the Einstein-vacuum equations in 10 or more spatial dimensions while in 27, the authors rigorously constructed a family of spatially analytic non-oscillatory singular solutions to various Einstein-matter systems, including the Einstein-vacuum equations in 10 or more spatial dimensions. It is of interest to understand whether or not these singular solutions are dynamically stable.

We close this subsection by noting that in three spatial dimensions, the oscillatory picture of solutions near singularities was in fact confirmed by Ringström 50 for solutions with Bianchi IX symmetry (a symmetry class in which the solutions are spatially homogeneous) to the Euler-Einstein equations under the equations of state \( p = c_s^2 \rho \), with \( 0 < c_s < 1 \) and for the Einstein-vacuum equations. However, outside of the class of spatially homogeneous solutions, there are currently no examples of Einstein-vacuum solutions that are rigorously known to exhibit the kind of oscillatory behavior near a singularity conjectured in 10. In total, as of the present, it is not clear to what extent the heuristic picture painted in 10 holds true.

1.5. Ideas behind the proof. In this subsection, we summarize the main ideas behind the proof of our main result, namely Theorem 19.1 (which we roughly summarized as Theorem 1.1).

(1) (Analysis of the scale factor) It suffices to prove the blowup result as \( t \uparrow T_{\text{Crunch}} \) since the same approach can be used to prove blowup as \( t \downarrow T_{\text{Bang}} \). In Sect. 3, we exhibit some qualitative and quantitative properties of the FLRW scale factor \( A(t) \). Obtaining a sharp picture of the asymptotic behavior of \( A(t) \) as \( t \uparrow T_{\text{Crunch}} \) is of critical importance for our analysis since the strength of the singularities is tied to its behavior.

(2) (Gauge choices and rescaled variables) We introduce time-rescaled variables (see Def. 5.1) and derive the Einstein-scalar field equations relative to constant-mean-curvature transported spatial coordinates gauge for the rescaled variables, where the mean curvature of \( \Sigma_t \) is tied to the FLRW scale factor (see Prop. 5.12). This gauge features an elliptic PDE for the lapse, which introduces an infinite propagation speed into the PDE system. The infinite speed is in fact essential for synchronizing the singularities. The advantage of the rescaled
variables is the following: we will show that at the low derivative levels, the rescaled variables either remain bounded\(^\text{16}\) or blow up at most at a very mild rate as the singularities are approached. For this reason, it is easy to roughly assess the strength of nonlinear products that are expressed in terms of the rescaled variables.

(3) (A good vectorfield frame) To derive estimates, we construct (see Sect. 6) a globally defined vectorfield frame \(Z := \{Z_{(1)}, Z_{(2)}, Z_{(3)}\}\) on \(\Sigma_t = \{t\} \times S^3\) that is orthonormal with respect to the round background FLRW spatial metric \(\gamma\). Clearly this step relies on the parallelizability of \(S^3\). We use this frame for differentiating the equations and also for contracting against various tensorfields to generate tensorfield frame components that we estimate.

(4) (Solution norm and bootstrap assumptions) We introduce a total solution norm \(\mathcal{H}_{(Total);16}(t)\) (see Def. 10.3) that measures the deviation of the perturbed time-rescaled solution variables from the analogous FLRW solution variables. The subscript 16 indicates that the norm controls the derivatives of the solution variables in a manner that corresponds to commuting the equations up to 16 times with the elements of \(Z\). We also note that the norm controls the components of the solution with respect to the frame \(Z\) and the corresponding co-frame. On any slab \([0, T_{(\text{Boot})}) \times S^3\) of classical existence for the perturbed solution, with \(0 < T_{(\text{Boot})} < T_{\text{Crunch}}\), we make the bootstrap assumption \(\mathcal{H}_{(Total);16}(t) \leq \varepsilon A^{-\sigma}(t)\), where \(\varepsilon\) and \(\sigma\) are two small bootstrap parameters verifying \(0 < \varepsilon^{1/2} \leq \sigma\). We adjust their smallness throughout the course of the analysis. Note that \(\mathcal{H}_{(Total);16}(t)\) is allowed to blow up as \(t \uparrow T_{\text{Crunch}}\) since \(A(T_{\text{Crunch}}) = 0\). The main step in the proof is to derive improvements of the bootstrap assumption via a priori estimates.

(5) (Improved estimates at the lower derivative levels) Using the bootstrap assumptions and a small-data assumption, we derive improved sup-norm estimates at the lower derivative levels, where here and throughout, “derivatives” means the Lie derivatives of the time-rescaled solution variables with respect to the elements of \(Z\). The improved estimates show that at the lower derivative levels, the blowup-rate of the solution is less severe than the rate that is directly implied by the bootstrap assumptions for \(\mathcal{H}_{(Total);16}(t)\). In fact, our estimates show that some of the time-rescaled solution variables remain \(O(\varepsilon)\), which turns out to be of crucial importance for the energy estimates. The proofs of the improved estimates are based on treating the evolution equations as transport equations that are allowed to lose derivatives. The sharp information for the FLRW scale factor that we derived in Step (1) is important for these estimates.

(6) (Approximate monotonicity identities and the energy integral inequality) The starting point for our energy estimates is a family of divergence identities whose proofs rely on the observation of special cancellations. This is perhaps the most important aspect of the proof. Specifically, in Lemma 9.8 we combine divergence identities for the scalar field and the lapse in a manner that leads to the cancellation of some singular error terms and the emergence of some favorable ones. In Lemma 9.7 we provide a similar, but less delicate, divergence identity for the metric. Upon integrating these two divergence identities over \([0, t] \times S^3\) and combining them in a suitable proportion, we obtain energy identities showing that the perturbation of the solution away FLRW will not grow towards the singularities, modulo error integrals that have to be controlled. This is what we mean by “approximate

\(^{16}\)In fact, as we stated in Theorem 1.1 some variables converge; see Step (9).
monotonicity identity.” The $M$th-order energies control the derivatives of the time-rescaled solution variables from order 1 up to order $M$, and the error integrals depend on the error terms that arise when we commute the equations with Lie derivatives with respect to the elements of $\mathcal{Z}$ (see Sect. 8 for the structure of the error terms). Putting all of the error integrals in absolute values and using the crucial properties of the scale factor from Step (1), we obtain integral inequalities for a family of energies; see Prop. [14.1]. After estimating the error integrals, we will be able to obtain a priori estimates for the energies, which is the main step in improving the bootstrap assumption. To control the non-differentiated solution, we use a separate argument that loses derivatives; see Lemma 16.6. The reason that we use a separate argument is that the non-differentiated equations involve a large source term, namely the Ricci curvature of the time-rescaled metric (see the term $\text{Ric}^#$ on RHS (5.18c)), which is somewhat inconvenient to treat. In particular, this aspect of the proof is more difficult compared to our work [58] concerning nearly spatially flat metrics on $T^3$.

(7) **(Pointwise and $L^2$ estimates for the error terms)** Using the improved estimates of Step (5), we derive pointwise estimates for the error terms in the $\mathcal{Z}$-commuted equations. Based on these pointwise estimates, we bound the $L^2$ norms of the error terms in terms of the energies. Some of the error terms are borderline in a sense explained in the next point.

(8) **(A priori energy estimates and improvement of the bootstrap assumptions)** Using the energy integral inequalities from Step (6), the $L^2$ estimates for error terms from the previous step, and Gronwall’s inequality, we inductively derive a priori estimates for the energies, which, under a near-FLRW assumption, can easily be used to derive an improvement of the norm bootstrap assumptions; see Cor. 18.3. The FLRW scale factor appears in the Gronwall estimates and thus the sharp scale factor estimates that we derived in Step (1) are also important for this step. We stress that some of the terms appearing in the Gronwall estimates for the energies are borderline in the sense that they allow for the possibility of mild energy blowup. These borderline terms are sensitive in that to control their effect on the Gronwall estimates, we crucially rely on the improved estimates of Step (5); without the improved estimates, we would have obtained much more singular Gronwall estimates, which in turn would have prevented us from deriving an improvement of the norm bootstrap assumption.

(9) **(Proof of stable blowup and convergence)** Thanks to the previous steps, it is straightforward to prove the main theorem (Theorem 19). More precisely, based on the a priori estimates from the previous step, it is a standard result that the perturbed solution exists on $[0, T_{\text{Crunch}}) \times S^3$. Moreover, it is straightforward to prove, using arguments from 58, that various time-rescaled solution variables converge as $t \uparrow T_{\text{Crunch}}$ and that $\text{Ric}^{\alpha\beta}\text{Ric}_{\alpha\beta}$ blows up like as $A^{-4}(t)$ as $t \uparrow T_{\text{Crunch}}$; the proof of these facts essentially relies only on the improved estimates of Step (5).

1.6. **Paper outline.** The remainder of the paper is organized as follows.

- In Subsect. 1.7, we summarize some of our notation and conventions.
- In Sect. 2, we construct some basic geometric objects on $S^3$ that we use throughout our analysis.
- In Sect. 3, we formally introduce the FLRW solution and derive some properties of its scale factor, including information about its asymptotic behavior near the Big Bang and Big Crunch.
• In Sect. 4 we provide the Einstein-scalar field equations relative to CMC-transported spatial coordinates gauge.
• In Sect. 5 we introduce time-rescaled solution variables and derive the constraint/evolution/elliptic equations that they satisfy (relative to CMC-transported spatial coordinates gauge).
• In Sect. 6 we define $\Sigma_t$-projected Lie derivatives and explain how we extend various tensor-fields defined on $\Sigma_0 = \{0\} \times S^3$ to the whole spacetime.
• In Sect. 7 we provide some geometric variation and commutation identities.
• In Sect. 8 we commute the evolution and constraint equations verified by the time-rescaled solution variables with $\Sigma_t$-projected Lie derivatives and characterize the error terms.
• In Sect. 9 we construct energy currents and use them to derive the fundamental divergence identities that hold for solutions. These can be viewed as “approximate monotonicity identities” in divergence form, and they form the starting point for our $L^2$ analysis.
• In Sect. 10 we define the norms and energies that we use in our analysis.
• In Sect. 11 we state our smallness assumptions on the initial data and introduce norm bootstrap assumptions on a slab of the form $[0, T_{\text{(Boot)}}) \times S^3$. The norm is allowed to blow up near the Big Crunch.
• In Sect. 12 we use the bootstrap assumptions to derive some preliminary comparison and sup-norm estimates.
• In Sect. 13 we prove “strong” sup-norm estimates, which are less singular than the estimates directly implied by the bootstrap assumptions. These estimates are essential for closing the energy estimates and for proving convergence results near the singularities.
• In Sect. 14 we integrate the divergence identities of Sect. 9 to derive integral inequalities for the energies. The integral inequalities feature the inhomogeneous terms from the commuted equations, which we control in the next three sections.
• In Sect. 15 we derive pointwise estimates for the error terms in the commuted equations.
• In Sect. 16 we use the pointwise estimates from Sect. 15 to derive some preliminary $L^2$ estimates for the below-top-order derivatives of various solution variables as well as elliptic estimates that yield control of the lapse in terms of the energies.
• In Sect. 17 we use the pointwise estimates from Sect. 15 and the elliptic estimates of Sect. 16 to control the $L^2$ norms of all error terms in the commuted equations in terms of the energies.
• In Sect. 18 we derive our main priori energy estimates and derive improvements of the bootstrap assumptions.
• In Sect. 19 we use the results from the previous sections to prove our main stable blowup theorem.

1.7. Notation and conventions. For the reader’s convenience, we now summarize some notation and conventions that we use throughout the article. Some of the concepts and objects referred to here are not formally defined until later in the article.

1.7.1. Foliations. The spacetime manifolds $M$ (with boundary) that arise in our analysis are equipped with a time function $t$ that partitions certain regions $V \subset M$ into spacelike hypersurfaces of constant time: $V = [0, T) \times T^3 = \cup_{t \in [0, T)} \Sigma_t$. The $\Sigma_t$ are CMC hypersurfaces. The level sets of $t$ are denoted by $\Sigma_t$.

\begin{equation}
\Sigma_t := \{(s, x) \in V \mid s = t\}.
\end{equation}
1.7.2. Metrics and connections. The spacetime metrics $g$ under study are of the form $g = -n^2 dt^2 + g_{ab} dx^a dx^b$. $n(t,x)$ is the lapse function, and $g_{ij}(t,x)$ is a Riemannian metric on $\Sigma_t$.

Throughout, $\mathbf{D}$ denotes the Levi–Civita connection of the spacetime metric $g$ and $\nabla$ the Levi–Civita of the Riemannian metric $g$. $\nabla$ agrees with the Levi–Civita connection of the time-rescaled metric $G$ defined in Def. 5.1.

1.7.3. Indices. Greek “spacetime” indices $\alpha, \beta, \cdots$ take on the values 0, 1, 2, 3 and are used to denote components of spacetime tensorfields relative to the time-rescaled metric $g_{ij}$ and its inverse $g^{ij}$. Repeated indices are summed over (from 0 to 3 if they are Greek, or from 1 to 3 if they are Latin). Lowercase spatial indices are lowered and raised with the Levi–Civita connection of the spacetime metric $\Gamma^{\alpha\beta\gamma}$, which we construct in Subsect. 6.1. Primed indices as $\alpha'$ are used in the same way as their non-primed counterparts, and the same remarks hold for tilded indices such as $\tilde{\alpha}$. Repeated indices are summed over (from 0 to 3 if they are Greek, and from 1 to 3 if they are Latin). Lowercase spatial indices are lowered and raised with the Riemannian 3–metric $g_{ij}$ and its inverse $g^{ij}$. We never implicitly lower and raise indices with the time-rescaled metric $G$ defined in Def. 5.1 we always explicitly indicate the factors of $G$ and $G^{-1}$ whenever the rescaled metric is involved in lowering or raising, or we use the sharp notation “$\#” from Def. 5.5.

1.7.4. Natural contractions. We use the notation “$\cdot$” to denote a natural contraction (without the need to raise or lower indices) of two tensorfields. For example, if $\xi_\alpha$ is a one-form and $X^\alpha$ is a vectorfield, then $\xi \cdot X := \xi_\alpha X^\alpha$.

1.7.5. Spacetime tensorfields and $\Sigma_t$–tangent tensorfields. We denote spacetime tensorfields $T_{\nu_1 \cdots \nu_n}^{\mu_1 \cdots \mu_m}$ in bold font. We denote the $g$-orthogonal projection of $T_{\nu_1 \cdots \nu_n}^{\mu_1 \cdots \mu_m}$ onto the constant-time hypersurfaces $\Sigma_t$ in non-bold font: $T_{b_1 \cdots b_n}^{a_1 \cdots a_m}$, or by using the $\Sigma_t$-projection notation defined in Subsect. 5.2. We also denote general $\Sigma_t$–tangent tensorfields in non-bold font.

1.7.6. Frame components and differential operators. Many of our estimates are for the components of tensorfields relative to the frame $\mathcal{F}$ and co-frame $\Theta$ described in Subsect. 1.7.3.

If $\vec{I} = (i_1, i_2, \cdots, i_N)$ is an array with $i_a \in \{1, 2, 3\}$ for $1 \leq a \leq N$, then $\mathcal{L}_\vec{I} := \mathcal{L}_{Z_{(1)}} \mathcal{L}_{Z_{(2)}} \cdots \mathcal{L}_{Z_{(N)}}$ denotes the corresponding $N$th-order $\Sigma_t$-projected Lie derivative operator (see definition (5.4)), where the $Z_{(A)}$ are elements of the frame $\mathcal{F} := \{Z_{(1)}, Z_{(2)}, Z_{(3)}\}$. $|\vec{I}| := N$ denotes the order of $\vec{I}$. If $\mathcal{L}_{\vec{I}}$ acts on a scalar function $f$, then we sometimes write $\mathcal{F} \cdot \vec{I} f$ instead of $\mathcal{L}_{\vec{I}} f$. If $\vec{I} = (t_1, t_2, \cdots, t_N)$, then $\vec{I}_1 + \vec{I}_2 = \vec{I}$ means that $\vec{I}_1 = (t_{k_1}, t_{k_2}, \cdots, t_{k_m})$ and $\vec{I}_2 = (t_{k_{m+1}}, t_{k_{m+2}}, \cdots, t_{k_N})$, where $1 \leq m \leq N$ and $k_1, k_2, \cdots, k_N$ is a permutation of $1, 2, \cdots, N$. Sums such as $\vec{I}_1 + \vec{I}_2 + \cdots + \vec{I}_M = \vec{I}$ have an analogous meaning.

1.7.7. Commutators and Lie brackets. Given two operators $A$ and $B$,

\begin{equation}
[A, B] \quad (1.8)
\end{equation}

denotes the operator commutator $AB - BA$.

If $\mathbf{X}$ and $\mathbf{Y}$ are two vectorfields, then

\begin{equation}
\mathcal{L}_\mathbf{X} \mathbf{Y} = [\mathbf{X}, \mathbf{Y}] \quad (1.9)
\end{equation}
denotes the Lie derivative of $Y$ with respect to $X$. Relative to an arbitrary coordinate system,
\begin{equation}
[X, Y]^\mu = X^a \partial_a Y^\mu - Y^a \partial_a X^\mu.
\end{equation}

1.7.8. Constants. We use the symbols $C$ and $c$ to denote positive constants that are free to vary from line to line. These constants can be chosen to be independent of the bootstrap parameters $\varepsilon$ and $\sigma$ from Subsect. [11.2] as long as $\varepsilon$ and $\sigma$ are sufficiently small. If we want to emphasize that a constant depends on a quantity “$q$,” then we use the notation $C_q$. We write $A \leq B$ to mean that there exists a constant $C > 0$ such that $A \leq CB$. We write $A = \mathcal{O}(B)$ to mean that $|A| \leq B$.

2. Geometry of $S^3$ and the round metric

In this section, we construct some basic geometric objects on $S^3$. Although these objects are adapted to the background FLRW spatial geometry, some of our key analysis for perturbed solutions relies on this geometry.

Definition 2.1 (A round metric on $S^3$). We let $\gamma$ denote the round metric on $S^3$ with scalar curvature $R[\gamma] = \frac{2}{3}$.

Remark 2.2. If we view $S^3 \subset \mathbb{R}^4$ as the submanifold $\{(y^1, y^2, y^3, y^4) \in \mathbb{R}^4 \mid \sum_{i=1}^4 (y^i)^2 = 9\}$, then $\gamma = E|_{S^3}$, where $E$ is the standard Euclidean metric on $\mathbb{R}^4$, that is, $E_{ij} := \text{diag}(1, 1, 1, 1)$ relative to standard “rectangular” coordinates $\{y^i\}_{i=1, \ldots, 4}$ on $\mathbb{R}^4$.

Definition 2.3 (Rotations on $S^3$). For $1 \leq k < \ell \leq 4$, we define the (six) rotation vectorfields $\Omega_{(kl)}$ on $S^3 := \{(y^1, y^2, y^3, y^4) \in \mathbb{R}^4 \mid \sum_{i=1}^4 (y^i)^2 = 9\}$ as follows:
\begin{equation}
\Omega_{(kl)} := \left(\frac{1}{3} \left\{ y^k \frac{\partial}{\partial y^l} - y^l \frac{\partial}{\partial y^k} \right\} \right)|_{S^3}
\end{equation}
relative to the rectangular coordinates on $\mathbb{R}^4$ mentioned in Remark 2.2.

It is a standard fact that the $\Omega_{(kl)}$ form a basis for the six-dimensional Lie algebra of Killing fieldsootnote{Recall that $Z$ is a $\gamma$–Killing field if and only if $L_Z \gamma = 0$.} of $\gamma$.

In the next lemma, we use the rotation vectorfields to construct a global frame of $\gamma$–Killing vectorfields and a corresponding global co-frame. This construction relies on the parallelizability of $S^3$.

Lemma 2.4 (An $S^3$-basis of Killing vectorfields for $\gamma$ and the corresponding co-frame). Consider the following $\gamma$–Killing vectorfields on $S^3$:
\begin{equation}
Z_{(1)} := \Omega_{(12)} + \Omega_{(34)}, \quad Z_{(2)} := \Omega_{(23)} + \Omega_{(14)}, \quad Z_{(3)} := \Omega_{(13)} - \Omega_{(24)}.
\end{equation}

Then $\{Z_{(1)}, Z_{(2)}, Z_{(3)}\}$ are linearly independent. Thus, we can define corresponding basis-dual one-forms $\theta^{(A)}$ by the following formula\footnote{In this article, we do not need precise expressions for the $\theta^{(A)}$ relative to coordinates.}
\begin{equation}
\theta^{(A)}(Z_{(B)}) = \delta^A_B, \quad (A, B = 1, 2, 3),
\end{equation}
where $\delta^A_B$ is the standard Kronecker delta function and $\theta^{(A)}(Z_{(B)}) := \theta^{(A)}_a Z^a_{(B)}$ relative to arbitrary local coordinates on $S^3$. 

\[\text{J. Speck}\]
Proof. The linear independence of the \( \{Z_{(1)}, Z_{(2)}, Z_{(3)}\} \) is easy to check by direct calculation. Alternatively, the linear independence follows from Lemma \[2.6\] below, where it is shown that the \( \{Z_{(A)}\}_{A=1,2,3} \) form a global \( \gamma \)-orthonormal frame on \( S^3 \). \qed

**Definition 2.5 (The \( \gamma \)-orthonormal frame and co-frame).** We define the vectorfield frame \( \mathcal{Z} \) on \( S^3 \) and the co-frame \( \Theta \) as follows:

\[
\begin{align}
(2.4a) \quad \mathcal{Z} & := \{Z_{(1)}, Z_{(2)}, Z_{(3)}\}, \\
(2.4b) \quad \Theta & := \{\theta^{(1)}, \theta^{(2)}, \theta^{(3)}\}.
\end{align}
\]

In the next lemma, we exhibit some basic properties of the frame \( \mathcal{Z} \).

**Lemma 2.6 (Basic properties of the frame \( \mathcal{Z} \)).** The elements of the set \( \mathcal{Z} \) from Def. \[2.5\] form a global \( \gamma \)-orthonormal frame on \( S^3 \). Moreover, the following vectorfield commutation relations hold:

\[
(2.5) \quad [Z_{(A)}, Z_{(B)}] = \frac{2}{3} \epsilon_{ABC} Z_{(C)},
\]

where \( \epsilon_{ABC} \) is the fully antisymmetric symbol normalized by \( \epsilon_{123} = 1 \).

Proof. By construction, the elements of \( \{Z_{(A)}\}_{A=1,2,3} \) are tangent to \( S^3 = \{(y^1, y^2, y^3, y^4) \in \mathbb{R}^4 \mid \sum_{i=1}^4 (y^i)^2 = 9\} \subset \mathbb{R}^4 \). Moreover, it is straightforward to compute that the \( \{Z_{(A)}\}_{A=1,2,3} \), viewed as vectorfields on \( \mathbb{R}^4 \) defined by \( (2.2) \), are orthonormal with respect to the Euclidean metric \( E \) on \( \mathbb{R}^4 \). Since \( \gamma = E|_{S^3} \), it follows that the \( \{Z_{(A)}\}_{A=1,2,3} \) form a global \( \gamma \)-orthonormal frame on \( S^3 \). \( (2.5) \) follows from definition \( (2.2) \) and straightforward computations. \qed

**Corollary 2.7 (Frame decomposition of \( \gamma^{-1} \) and \( \gamma \)).** With \( \delta^{AB} \) and \( \delta_{AB} \) denoting standard Kronecker deltas, we have

\[
(2.6) \quad \gamma^{-1} = \delta^{AB} Z_{(A)} \otimes Z_{(B)}, \quad \gamma = \delta_{AB} \theta^{(A)} \otimes \theta^{(B)}.
\]

Proof. The identity \( \gamma = \delta_{AB} \theta^{(A)} \otimes \theta^{(B)} \) is easy to verify using that the vectorfields \( \{Z_{(A)}\}_{A=1,2,3} \) form a global \( \gamma \)-orthonormal frame on \( S^3 \) and using the defining property \( (2.3) \). The identity \( \gamma^{-1} = \delta^{AB} Z_{(A)} \otimes Z_{(B)} \) then follows from the identity \( \gamma = \delta_{AB} \theta^{(A)} \otimes \theta^{(B)} \) and \( (2.3) \). \qed

### 3. FLRW solution and properties of its scale factor

In this section, we exhibit some basic properties of the FLRW solution to the Einstein-scalar field system. In particular, we derive some quantitative properties of its scale factor, which are important for all of the ensuing analysis.

**3.1. The FLRW solution and its scale factor.** As we mentioned at the beginning, the well-known FLRW solution to (1.1a)–(1.1b) with spatial topology \( S^3 \) can be expressed as follows:

\[
(3.1) \quad g_{\text{FLRW}} := -dt^2 + A^2/3(t) \gamma, \quad \partial_t \phi_{\text{FLRW}} := \sqrt{2/3} A^{-1}(t), \quad \nabla \phi_{\text{FLRW}} := 0,
\]

where \( \gamma \) is the round metric on \( S^3 \) from Def. \[2.1\] and by our conventions, the *scale factor* \( A = A(t) \) satisfies the following normalization conditions:

\[
(3.2) \quad A(0) = 1, \quad A'(0) = 0,
\]
where throughout the paper,
\begin{equation}
A'(t) := \frac{d}{dt} A(t).
\end{equation}

**Remark 3.1 (Notation involving powers of $A$).** Throughout the paper, we often write $A^p(t)$ instead of $(A(t))^p$. Moreover, we often write $A^p$ instead of $A^p(t)$ when the time $t$ is clear from context.

In order for the fields in (3.1) to actually be a solution to the Einstein-scalar field system, the scale factor must verify the well-known Friedmann ODEs. We postpone further discussion of this until Subsect. 3.2 (see Lemma 3.2).

Later in the article, in stating some equations, we will find it convenient to refer to the Hubble factor $\mathcal{H}$, defined by
\begin{equation}
\mathcal{H} = \mathcal{H}(t) := \frac{A'(t)}{A(t)}.
\end{equation}

**3.2. Analysis of the scale factor and the Hubble factor.** In this section, we derive some properties of the scale factor and the Hubble factor.

**Lemma 3.2 (Friedmann’s\footnote{19}{The ODEs of Lemma 3.2 are equivalent to (but not the same as) what are usually referred to as “Friedmann’s equations” in the literature.} equations).** Let $A = A(t)$ be the scale factor appearing in the expression (3.1) for the FLRW metric and scalar field, subject to the initial conditions (3.2). Then $(g_{FLRW}, \phi_{FLRW})$ verify the Einstein-scalar field equations (1.1a)-(1.1b) if and only if $A$ verifies the following ODEs:
\begin{numcases}{(3.5a)}
(A')^2 = 1 - A^{4/3}, \label{eq:3.5a} \\
A'' = -\frac{2}{3} A^{1/3}. \label{eq:3.5b}
\end{numcases}

Moreover, any solution to the ODE (3.5b) that verifies (3.5a) at time 0 must in fact verify (3.5a) during its maximal interval of classical existence.

Finally, equation (3.5b) implies the following ODE for the Hubble factor defined in (3.4):
\begin{equation}
\mathcal{H}' = -\frac{2}{3} A^{-2/3} - \mathcal{H}^2. \label{eq:3.6}
\end{equation}

**Proof.** Standard computations yield that the metric $g_{FLRW}$ defined in (3.1) has the following Ricci curvature components, where $x^0 := t$ is the time coordinate and $\{x^1, x^2, x^3\}$ are arbitrary local coordinates on $S^3$:
\begin{numalign}{(3.7)} 
Ric_{00} &= -\frac{A''}{A} + \frac{2}{3} \frac{(A')^2}{A^2}, \\
Ric_{0i} &= 0, \\
Ric_{ij} &= \left\{ \frac{1}{3} \frac{A''}{A^{1/3}} + \frac{2}{9} \right\} \gamma_{ij}. \label{eq:3.9}
\end{numalign}

Next, using (3.1) and (3.7)-(3.9), we compute that the scalar curvature of $g_{FLRW}$ is
\begin{equation}
R = 2 \frac{A''}{A} - \frac{2}{3} \frac{(A')^2}{A^2} + \frac{2}{3} \frac{1}{A^{2/3}}. \label{eq:3.10}
\end{equation}
From (3.1) and (3.7)-(3.10), we compute that the components of the Einstein tensor $\text{Ric}_{\mu\nu} - \frac{1}{2} \text{Rg}_{\mu\nu}$ of the FLRW metric are

\begin{align}
\text{Ric}_{00} - \frac{1}{2} \text{Rg}_{00} &= \frac{1}{3} \frac{(A')^2}{A^2} + \frac{1}{3} \frac{1}{A^{2/3}}, \\
\text{Ric}_{0i} - \frac{1}{2} \text{Rg}_{0i} &= 0, \\
\text{Ric}_{ij} - \frac{1}{2} \text{Rg}_{ij} &= \left\{ -\frac{2}{3} \frac{A''}{A^{1/3}} + \frac{1}{3} \frac{(A')^2}{A^{1/3}} - \frac{1}{9} \right\} \gamma_{ij}.
\end{align}

Next, from (1.2) and (3.1), we compute that the components of the energy momentum tensor of the FLRW metric/scalar field are

\begin{align}
T_{00} &= \frac{1}{3} \frac{1}{A^2}, \\
T_{0i} &= 0, \\
T_{ij} &= \frac{1}{3} \frac{1}{A^{1/3}} \gamma_{ij}.
\end{align}

From (3.11), (3.14), and Einstein's equation (1.1a), we conclude (3.5a). Similarly, from (3.13), (3.16), and Einstein's equation (1.1a), we compute that

\begin{align}
A'' &= \frac{1}{2} \frac{(A')^2}{A} - \frac{1}{6} A^{1/3} - \frac{1}{2} \frac{1}{A},
\end{align}

From (3.5a) and (3.17), we conclude (3.5b). We have thus shown that Einstein’s equations imply (3.5a)-(3.5b). Moreover, it is easy to extend the above argument to conclude that if $A(t)$ verifies the ODEs (3.5a)-(3.5b), then the FLRW metric/scalar field defined in (3.1) are solutions to the Einstein-scalar field equations (1.1a)-(1.1b).

Next, we show that solutions to (3.5b) also verify (3.5a) if (3.5a) holds at time 0. To see this, we note that (3.5a) is equivalent to $f(t) = (A'(t))^2 + A^{1/3}(t) - 1 = 0$ and that $f'(t) = 2A'(t) \{A''(t) + (2/3)A^{1/3}(t)\}$. It follows that (3.5b) implies that $f'(t) \equiv 0$ and thus $f(t) \equiv 0$ if $f(0) = 0$, which is the desired result.

To complete the proof of the lemma, we need only to show that equation (3.5b) implies equation (3.6). The desired result follows from a simple calculation based on definition (3.4).

\begin{remark}
In the remainder of the paper, $A(t)$ denotes the FLRW scale factor, that is, the solution to the ODEs (3.5a)-(3.5b) subject to the initial conditions (3.2). We stress that by Lemma 3.2 under (3.2), (3.5a) follows from (3.5b).

Our next goal is to reveal the basic quantitative and qualitative properties of $A$, especially near times where $A$ vanishes. We provide these properties in Lemma 3.5. We start by providing the following preliminary lemma.

\begin{lemma}[Preliminary analysis connected to the scale factor]
Let $\Upsilon : [0, 1) \to \mathbb{R}$ be the solution to the ODE initial value problem

\begin{align}
\Upsilon'(a) &= \frac{1}{\sqrt{1 - a^{4/3}}}, \\
\Upsilon(0) &= 0.
\end{align}

\end{lemma}
Then \( \Upsilon \) is strictly increasing on \([0,1]\) and there exists a real number \( M \) verifying

\[
0 < M := \int_{a=0}^{1} \frac{1}{\sqrt{1 - a^{4/3}}} \, da < \infty
\]

such that \( \Upsilon \) extends to a function (also denoted by \( \Upsilon \)) of class \( C([0,1]) \cap C^2([0,1]) \cap C^\infty((0,1)) \) with \( \Upsilon([0,1]) = [0,M] \). Moreover, there exists a function \( F \) such that \( F(0) = 0, F'(0) = 0 \), and \( \Upsilon(a) = a + F(a) \).

Let \( \Upsilon^{-1} : [0,M] \to [0,1] \) denote the inverse function of \( \Upsilon \). Then there is a unique extension of \( \Upsilon^{-1} \) (also denoted by \( \Upsilon^{-1} \)) to an element of \( C^\infty([0,2M]) \cap C^\infty((0,2M)) \) such that for \( y \in [0,M] \), we have the symmetry property \( \Upsilon^{-1}(M+y) = \Upsilon^{-1}(M-y) \). Moreover, there exists a function \( \tilde{F} \) such that \( \tilde{F}(0) = 0, \tilde{F}'(0) = 0 \), and \( \Upsilon^{-1}(b) = b + \tilde{F}(b) \).

**Proof.** All aspects of the lemma regarding \( \Upsilon \) are easy to derive from the ODE (3.18) and by using the fact that \( \text{RHS} (3.18) \) is integrable over the domain \( a \in [0,1] \).

All aspects of the lemma regarding \( \Upsilon^{-1} \) are also easy to derive, except for the fact that \( \Upsilon^{-1} \in C^2([0,2M]) \cap C^\infty((0,2M)) \), which we now derive. The aspect that requires careful checking is that \( \Upsilon^{-1} \) is \( C^\infty \) at the midpoint \( M \). To prove this fact, we repeatedly differentiate the equation \( \Upsilon^{-1} \circ \Upsilon(a) = a \) with respect to \( a \) and use the ODE (3.18) to compute that for \( p \in [0,1] \), we have

\[
(\Upsilon^{-1})'(p) = \sqrt{1 - ((\Upsilon^{-1})(p))^{4/3}}, \quad (\Upsilon^{-1})''(p) = -\frac{2}{3}((\Upsilon^{-1})(p))^{1/3}.
\]

From \( (3.20) \), the fact that \( \lim_{p \uparrow M} \Upsilon^{-1}(p) = 1 \), and a straightforward induction argument, we deduce that the left derivatives of \( \Upsilon^{-1} \) at all orders exist at \( M \) and that \((\Upsilon^{-1})^{(k)}(M) = 0 \) for \( k \) odd, where \((\Upsilon^{-1})^{(k)} \) is the \( k \)th derivative of \( \Upsilon^{-1} \). Since \( \Upsilon^{-1}(M+y) = \Upsilon^{-1}(M-y) \) by construction, it follows that \( \Upsilon^{-1} \) is \( C^\infty \) at \( M \).

\( \square \)

With the help of Lemmas 3.2-3.4, we now derive the properties of the scale factor that are relevant for our proof of stable blowup. See Fig. 1 on pg. 4 for the graph of \( \mathcal{A}(t) \).

**Lemma 3.5 (Analysis of the FLRW scale factor via Friedmann’s equations).** Let \( \mathcal{A}(t) \) be the solution to the ODE (3.5b) under the initial conditions (3.2) and note that equation (3.5a) also holds by Lemma 3.2. Then there exist times \( 0 < T_{\text{Crunch}} = -T_{\text{Bang}} \) such that \( \mathcal{A}(t) \) is a classical solution for \( t \in [T_{\text{Bang}}, T_{\text{Crunch}}] \) and such that \( \mathcal{A} : [T_{\text{Bang}}, T_{\text{Crunch}}] \to [0,1] \). In fact, \( T_{\text{Crunch}} \) is equal to the number \( M \) from Lemma 3.4. Moreover, \( \mathcal{A} \in C^\infty([T_{\text{Bang}}, T_{\text{Crunch}}]) \cap C^2([T_{\text{Bang}}, T_{\text{Crunch}}]) \), \( \mathcal{A} \) is even, \( \mathcal{A} \) strictly increases from 0 to 1 on \([T_{\text{Bang}}, 0]\), and \( \mathcal{A} \) strictly decreases from 1 to 0 on \([0, T_{\text{Crunch}}]\). In addition, with \( \mathcal{O}(f(t)) \) denoting a continuous function that is bounded in magnitude by \( \leq C|f(t)| \) for \( t \in [T_{\text{Bang}}, T_{\text{Crunch}}] \), we have

\[
(3.21a) \quad \mathcal{A}(t) = (t - T_{\text{Bang}}) + \mathcal{O}((t - T_{\text{Bang}})^2), \quad t \in [T_{\text{Bang}}, 0],
\]

\[
(3.21b) \quad \mathcal{A}(t) = (T_{\text{Crunch}} - t) + \mathcal{O}((T_{\text{Crunch}} - t)^2), \quad t \in [0, T_{\text{Crunch}}].
\]

Moreover, \( \mathcal{A}' \) is an odd function with

\[
(3.22a) \quad \mathcal{A}'(t) = 1 + \mathcal{O}((t - T_{\text{Bang}})), \quad t \in [T_{\text{Bang}}, 0],
\]

\[
(3.22b) \quad \mathcal{A}'(t) = -1 + \mathcal{O}((T_{\text{Crunch}} - t)), \quad t \in [0, T_{\text{Crunch}}].
\]
Finally, if \( q > 0 \) is a real number, then

\[
(3.23) \quad |\ln \mathcal{A}(t)| \leq \frac{1}{qe} \mathcal{A}^{-q}(t).
\]

**Remark 3.6 (The role of the estimate (3.23)).** Later in the article, we will use the estimate (3.23) to deduce that \( |\ln \mathcal{A}(t)| \leq \frac{1}{\sqrt{\varepsilon}} \mathcal{A}^{-\sqrt{\varepsilon}}(t) \), where \( \varepsilon > 0 \) is a small bootstrap parameter. We employ this simple estimate mainly out of convenience, as it will allow for a unified presentation of many of our estimates.

**Proof of Lemma 3.5.** The initial conditions (3.2) and the ODEs (3.5a)-(3.5b) are invariant under the reflection \( t \to -t \). It follows that \( \mathcal{A} \) is even. Thus, in the rest of the proof, we derive the properties of \( \mathcal{A} \) only for non-positive times.

Next, we note that it is straightforward to deduce from the initial conditions (3.2), the ODEs (3.5a)-(3.5b), and basic existence theory for ODEs that \( \mathcal{A} \) is strictly increasing in a half-interval of the form \([-\delta, 0]\) for some \( \delta > 0 \). From this fact and the ODE (3.5a), we deduce that

\[
(3.24) \quad \frac{d}{dt} (\Upsilon \circ \mathcal{A}) = 1
\]

on any interval of the form \([T, 0)\) such that \( T < 0 \) and such that \( \mathcal{A}([T, 0)) \subset [0, 1) \), since \( \Upsilon \in C^2([0, 1)) \). From (3.24), the above remarks, and the properties of \( \Upsilon \) shown in Lemma 3.4, it follows that there exists a “least negative” time \( T_{\text{Bang}} < 0 \) such that

\[
(3.25) \quad \Upsilon \circ \mathcal{A}(T_{\text{Bang}}) = 0
\]

and such that \( \Upsilon \circ \mathcal{A}(t) > 0 \) for \( T_{\text{Bang}} < t \leq 0 \). Moreover, from (3.25) and Lemma 3.4, it follows that \( \mathcal{A}(T_{\text{Bang}}) = 0 \). In addition, from (3.24) and (3.25), we see that for \( t \in [T_{\text{Bang}}, 0) \), we have \( \Upsilon \circ \mathcal{A}(t) \neq 0 \) and thus

\[
(3.26) \quad \mathcal{A}(t) = \Upsilon^{-1}(t - T_{\text{Bang}}).
\]

From (3.26), the initial condition \( \mathcal{A}(0) = 1 \), and Lemma 3.4, it follows that \( -T_{\text{Bang}} = M \), where \( M > 0 \) is as in (3.19). From this fact, (3.26), and the properties of \( \Upsilon^{-1} \) shown in Lemma 3.4, we conclude (3.21a) and (3.22a).

(3.23) is a simple consequence of the fact that \( \mathcal{A}(t) \in (0, 1] \) for \( t \in (T_{\text{Bang}}, T_{\text{Crunch}}) \) and the fact that the function \( f(y) := \frac{\ln y}{y^q} \) is non-negative and bounded from above by \( \frac{1}{qe} \) on the domain \( y \in [1, \infty) \).

We will use the following two simple corollaries of Lemma 3.5 when we derive a priori estimates.

**Corollary 3.7 (Estimates for time integrals involving the scale factor).** Let \( p \in \mathbb{R} \). There exist constants \( C > 0 \) (which can vary from line to line) that do not depend on \( p \) and constants \( C_p > 0 \) that can depend on \(|p|\) in a continuous increasing fashion such that the following integral estimates hold for \( 0 \leq t_1 \leq t_2 \leq T_{\text{Crunch}} \):

\[
(3.27) \quad \int_{s=t_1}^{t_2} \mathcal{A}^p(s) \, ds \leq \begin{cases} 
C_p & \text{if } p < -1, \\
\ln \mathcal{A}(t_2) + C & \text{if } p = -1, \\
C_p \mathcal{A}^{p+1}(t_1) & \text{if } p > -1.
\end{cases}
\]
Moreover, we have

\[
\exp\left(\int_{s=0}^{t} A^p(s) \, ds\right) \leq \begin{cases}
\frac{C}{A(t)} & \text{if } p = -1, \\
\exp\left(\frac{C}{1+p}\right) & \text{if } p > -1.
\end{cases}
\] (3.28)

Proof. Throughout this proof, it is understood that the constants \(C\) and \(C_p\) have the properties stated in the corollary and are allowed to vary from line to line. We first prove (3.27) in the case \(p < -1\). First, we use Lemma 3.5 (in particular (3.21b)) to deduce that the following estimates hold for \(t \in \left[0, T_{\text{Crunch}}\right)\):

\[
\mathcal{A}(t) \leq T_{\text{Crunch}} - t + C(T_{\text{Crunch}} - t)^2 \leq C(T_{\text{Crunch}} - t),
\] (3.29)

\[
\frac{1}{\mathcal{A}(t)} \leq \frac{1 + C(T_{\text{Crunch}} - t)}{T_{\text{Crunch}} - t} \leq \frac{C}{T_{\text{Crunch}} - t}.
\] (3.30)

From Lemma 3.5 and (3.29)-(3.30), we deduce that

\[
\int_{s=t_{1}}^{t_{2}} A^p(s) \, ds \leq C_p \int_{s=t_{1}}^{t_{2}} \frac{1}{(T_{\text{Crunch}} - s)^{p+1}} \, ds \leq \frac{C_p}{|1+p|} (T_{\text{Crunch}} - t_{2})^{p+1}
\]

\[
\leq \frac{C_p}{|1+p|} A^{p+1}(t_{2}),
\] (3.31)

which yields (3.27) in the case \(p < -1\). In the remaining cases \(p = -1\) and \(p > -1\), the estimate (3.27) follows similarly with the help of (3.29)-(3.30), and we omit the details. (3.28) then immediately follows from (3.27) and the fact that \(\ln \mathcal{A}(t) = \ln \frac{1}{\mathcal{A}(t)}\) (since \(0 < \mathcal{A}(t) \leq 1\) for \(t \in \left[0, T_{\text{Crunch}}\right)\)).

□

Corollary 3.8 (The monotonicity becomes strong near the singularities). Consider the function

\[
\text{sign}(t) = \begin{cases}
1 & \text{if } t \geq 0, \\
-1 & \text{if } t < 0.
\end{cases}
\]

There exists a constant \(\tau\) with \(0 < \tau < T_{\text{Crunch}}\) such that

\[
-1 \leq \text{sign}(t) \mathcal{A}'(t) \leq \frac{6}{t}, \quad t \in [T_{\text{Bang}}, T_{\text{Bang}} + \tau] \cup [T_{\text{Crunch}} - \tau, T_{\text{Crunch}}],
\] (3.32a)

\[
-1 \leq \text{sign}(t)(\mathcal{A}'(t))^3 \leq \frac{6}{t}, \quad t \in [T_{\text{Bang}}, T_{\text{Bang}} + \tau] \cup [T_{\text{Crunch}} - \tau, T_{\text{Crunch}}].
\] (3.32b)

Moreover, there exists a constant \(C > 1\) such that

\[
\frac{1}{C} \leq \mathcal{A}(t) \leq 1, \quad t \in [T_{\text{Bang}} + \tau, T_{\text{Crunch}} - \tau].
\] (3.33)

Proof. The existence of constants \(\tau\) and \(C\) such that the estimates stated in (3.32a)-(3.32b) and (3.33) hold is an easy consequence of Lemma 3.5, in particular the estimates (3.21a)-(3.21b) and (3.22a)-(3.22b).

□
4. THE EINSTEIN-SCALAR FIELD EQUATIONS RELATIVE TO CMC-TRANSPORTED SPATIAL COORDINATES GAUGE

In this section, we provide the Einstein–scalar field equations relative to CMC-transported spatial coordinates gauge. We provide the equations in Prop. 4.1. We first introduce some basic geometric concepts.

4.1. Basic geometric concepts. In CMC-transported spatial coordinates gauge, we decompose the spacetime metric $g$ and its inverse $g^{-1}$ relative to the coordinates $(t, x^1, x^2, x^3)$ as follows:

$$g = -n^2 dt \otimes dt + g_{ab} dx^a \otimes dx^b,$$

$$g^{-1} = -n^{-2} \partial_t \otimes \partial_t + g^{ab} \partial_a \otimes \partial_b. \tag{4.1}$$

The scalar function $n > 0$ is known as the lapse. Note that $N := n^{-1} \partial_t$ is the future-directed unit normal to $\Sigma_t$.

The second fundamental form $k$ is the $\Sigma_t$-tangent type $(0, 2)$ tensorfield defined by requiring that following relation holds for all vectorfields $X, Y$ tangent to $\Sigma_t$:

$$g(D_X N, Y) = -k(X, Y), \tag{4.4}$$

where $D$ is the Levi–Civita connection of $g$. It is a standard fact that $k$ is symmetric:

$$k(X, Y) = k(Y, X). \tag{4.5}$$

Let $\nabla$ denote the Levi–Civita connection of $g$. The action of the spacetime connection $D$ can be decomposed into the action of $\nabla$ and $k$ as follows:

$$D_X Y = \nabla_X Y - k(X, Y)N. \tag{4.6}$$

When deriving equations and estimates, we always write $k$ in mixed form (that is, in the form $k^i_j$ with one index up); this leads to equations with good structures and corresponding good estimates. Throughout,

$$\text{tr}k := k^a_a \tag{4.7}$$

denotes the pure trace of the type $(1, 0)$ tensorfield $k$ and

$$\hat{k}^i_j := k^i_j - \frac{1}{3} k^a_a \eta^i_j \tag{4.8}$$

denotes its trace-free part, where $\eta$ is the identity transformation.

4.2. The Einstein-scalar field equations relative to CMC-transported spatial coordinates. We now provide the Einstein-scalar field equations relative to CMC-transported spatial coordinates gauge.

Proposition 4.1 (The Einstein-scalar field equations relative to CMC-transported spatial coordinates). Let $A(t)$ denote the scale factor of the FLRW metric and let $H(t) = \frac{A'(t)}{A(t)}$ (4.9) denote the FLRW Hubble factor, as defined in (3.4). In CMC-transported spatial coordinates normalized by

$$k^a_a(t, x) \equiv -\mathcal{H}(t), \tag{4.9}$$
which implies that \( k^i_j = \hat{k}^i_j - \frac{1}{3} \mathcal{H} \mathbb{H}^i_j \), the Einstein-scalar field equations (1.1a)-(1.1b) are equivalent to the following system of equations.

The Hamiltonian and momentum constraint equations are respectively:

\[
\begin{align*}
(4.10a) & \quad R[g] - k^a_b k^b_a + \mathcal{H}^2 = (n^{-1} \partial_i \phi)^2 + \nabla^a \phi \nabla_a \phi, \\
(4.10b) & \quad \nabla_a \hat{k}^i_a = -n^{-1} \partial_i \phi \nabla_a \phi, \\
\end{align*}
\]

where \( R[g] \) denotes the scalar curvature of \( g \).

The metric evolution equations are:

\[
\begin{align*}
(4.11a) & \quad \partial_t g_{ij} = -2 n g_{ia} k^a_j, \\
(4.11b) & \quad \partial_t k^i_j = -\nabla i \nabla j n + n \left\{ \text{Ric}[g]_{ij} + k^a_b k^b_j - \frac{1}{3} \mathcal{H}^2 \right\}, \\
\end{align*}
\]

where \( \text{Ric}[g] \) denotes the Ricci curvature of \( g \).

The scalar field wave equation is:

\[
\begin{align*}
-\frac{D_N D_N \phi}{-n^{-1} \partial_i (n^{-1} \partial_i \phi) + \nabla^a \nabla_a \phi} = \mathcal{H} n^{-1} \partial_i \phi - n^{-1} \nabla^a n \nabla_a \phi.
\end{align*}
\]

The elliptic lapse equation is

\[
\begin{align*}
\nabla^a \nabla_a n = \mathcal{H}' + n \left\{ \frac{k^a_b k^b_a}{\mathcal{H}^2} + \frac{T(N,N) + \frac{1}{3} (\mathbb{H}^{-1})^{\alpha \beta} T_{\alpha \beta}}{n^{-1} \partial_i \phi} \right\},
\end{align*}
\]

which by virtue of (4.10a) is equivalent to

\[
\begin{align*}
\nabla^a \nabla_a n = n R[g] + \mathcal{H}' + n \mathcal{H}^2 - n \nabla^a \phi \nabla_a \phi.
\end{align*}
\]

Moreover, the gauge condition (4.9) and the constraint equations (4.10a)-(4.10b) are preserved by the flow of the remaining equations if they are verified by the data.

Proof. The proposition is standard and can be obtained by making straightforward modifications to the analysis carried out in (for example) [59, Section 6.2]. \qed

5. The rescaled variables, differential operators, and the Einstein-scalar field equations for the rescaled variables

In the rest of the article, we will find it convenient to work with solution variables that are rescaled by various powers of the FLRW scale factor \( A \). In this section, we define the rescaled variables and some differential operators connected to them. In particular, we define \( \Sigma_\tau \)-projected Lie derivative operators, which we will later use when differentiating the equations. Finally, we
provide the Einstein-scalar field equations in CMC-transported spatial coordinates gauge in terms of the rescaled variables.

5.1. The time-rescaled variables.

**Definition 5.1 (Time-rescaled variables).** In terms of the solution variables \((g, k, n, \partial_t \phi, \nabla \phi)\) appearing in the equations of Prop. 4.1, we define the following time-rescaled variables:

\[
\begin{align*}
G &:= A^{-2/3}g, \\
G^{-1} &= A^{2/3}g^{-1}, \\
\hat{K} &:= \mathcal{A}^\gamma, \\
N &:= A^{-4/3}(n - 1), \\
\Psi &:= n^{-1}A\partial_t \phi - \sqrt{\frac{2}{3}}, \quad \pi := \nabla \phi.
\end{align*}
\]

Note that for the FLRW solution, we have \(G = \gamma\) (where \(\gamma\) is the round metric on \(S^3\) from Def. 2.1), \(G^{-1} = \gamma^{-1}\), \(\hat{K} = 0\), \(N = 0\), and \(\pi = 0\).

**Remark 5.2 (We do not estimate \(\phi\) itself).** Note that we have not introduced a rescaled variable corresponding to \(\phi\) itself. This is because we never need to estimate \(\phi\) itself, the reason being that it does not appear in equations \((1.1a)-(1.1b)\); only its first derivatives appear.

5.2. The \(\Sigma_t\)-projection tensorfield and \(\Sigma_t\)-projected Lie derivatives. Some of our constructions will rely on the type \(\left(1\right)\) tensorfield \(\Pi\) that \(g\)-orthogonally projects onto \(\Sigma_t\). Relative to arbitrary coordinates, the components of \(\Pi\) are as follows:

\[
\Pi^\alpha_\beta = N^\alpha N_\beta + \delta^\alpha_\beta,
\]

where \(N\) is the future-directed unit normal to \(\Sigma_t\) (see (4.3)) and \(\delta^\alpha_\beta\) is the standard Kronecker delta.

If \(\xi\) is a type \(\left(1\right)\) spacetime tensorfield, then we define \(\Pi \xi\) to be the type \(\left(1\right)\) tensorfield obtained by projecting all components of \(\xi\) onto \(\Sigma_t\) using \(\Pi\). We say that \(\xi\) is \(\Sigma_t\)-tangent if \(\Pi \xi = \xi\). In coordinates, this can be expressed as \(\Pi^{\mu_1}_{\mu_1} \cdots \Pi^{\mu_l}_{\mu_l} \Pi^{\nu_1}_{\nu_1} \cdots \Pi^{\nu_m}_{\nu_m} \xi^{\mu_1 \cdots \mu_l \nu_1 \cdots \nu_m} = \xi^{\mu_1 \cdots \mu_l \nu_1 \cdots \nu_m}\). It is easy to see that relative to CMC-transported spatial coordinates, \(\xi\) is \(\Sigma_t\)-tangent if and only

\[
\xi_{\mu_1 \cdots \mu_l \nu_1 \cdots \nu_m} = 0, \quad \text{if any of } \mu_1, \ldots, \mu_l, \nu_1, \ldots, \nu_m = 0.
\]

For this reason, when referring to a \(\Sigma_t\)-tangent tensor, we typically display only its spatial indices. That is, we identify \(\xi\) with \(\xi^{\mu_1 \cdots \nu_l}_{\nu_1 \cdots \nu_m}\).

If \(V\) is a spacetime vectorfield, then we define the \(\Sigma_t\)-projected Lie derivative of \(\xi\) as follows:

\[
(\mathcal{L}_V \xi)_{\nu_1 \cdots \nu_m} = (\Pi \mathcal{L}_V \xi)_{\nu_1 \cdots \nu_m} = \Pi^{\mu_1}_{\mu_1} \cdots \Pi^{\mu_l}_{\mu_l} \Pi^{\nu_1}_{\nu_1} \cdots \Pi^{\nu_m}_{\nu_m} (\mathcal{L}_V \xi)_{\mu_1 \cdots \mu_l \nu_1 \cdots \nu_m}.
\]

5.3. Notation and differential operators involving the rescaled variables. Since \(A\) is a function of \(t\), it follows from definition (5.1a) that the Levi–Civita connection of \(G\) is the same as that of \(g\). Hence, we can denote the connection by \(\nabla\) without any danger of confusion.

We use the following notation to simply the presentation of some of our formulas.

**Definition 5.3 (Inner products with respect to \(G\)).** If \(\xi\) and \(\eta\) are type \(\left(1\right)\) \(\Sigma_t\)-tangent tensorfields, then

\[
\langle \xi, \eta \rangle_G := G_{a_1 a_1'} \cdots G_{a_l a_l'} (G^{-1})^{b_1 b_1'} \cdots (G^{-1})^{b_m b_m'} \xi^{a_1 \cdots a_l}_{b_1 \cdots b_m} \eta^{a_1' \cdots a_l'}_{b_1' \cdots b_m'}
\]
denotes the inner product of \(\xi\) and \(\eta\) with respect to \(G\).
**Definition 5.4 (Traces).** If $\xi$ is a type $\left(\frac{0}{2}\right)$ $\Sigma_t$-tangent tensorfield, then
\begin{equation}
(5.6) \quad \text{tr}_G \xi := (G^{-1})^{ab}\xi_{ab}
\end{equation}
denotes its trace with respect to $G$. 

If $\xi$ is a type $\left(\frac{1}{1}\right)$ $\Sigma_t$-tangent tensorfield, then
\begin{equation}
(5.7) \quad \text{tr} \xi := \xi^a_a
\end{equation}
denotes its pure trace.

**Definition 5.5 (Musical notation).** If $\xi$ is a $\Sigma_t$-tangent one-form, then $\xi^\#$ denotes its vectorfield dual, obtained by raising the index with the inverse time-rescaled metric $G^{-1}$. If $\xi$ is a symmetric type $\left(\frac{0}{2}\right)$ $\Sigma_t$-tangent one-form, then $\xi^\#$ denotes the type $\left(\frac{1}{1}\right)$ tensorfield obtained by raising one index with the inverse time-rescaled metric $G^{-1}$.

**Definition 5.6 (Spatial Laplacian and divergence operators).** If $\xi$ is a $\Sigma_t$-tangent tensorfield, then we define its $G$-Laplacian as follows:
\begin{equation}
(5.8) \quad \Delta_G \xi := (G^{-1})^{ab}\nabla_a \nabla_b \xi.
\end{equation}

If $\xi$ is a type $\left(\frac{1}{1}\right)$ $\Sigma_t$-tangent tensorfield, then $\text{div}_G \xi$ is the $\Sigma_t$-tangent one-form with the following components relative to arbitrary coordinates on $\Sigma_t$:
\begin{equation}
(5.9) \quad (\text{div}_G \xi)_j := \nabla_a \xi^a_j.
\end{equation}
Similarly, if $\xi$ is a type $\left(\frac{1}{1}\right)$ $\Sigma_t$-tangent tensorfield, then $\text{div}^\#_G \xi$ is the $\Sigma_t$-tangent vectorfield with the following components:
\begin{equation}
(5.10) \quad (\text{div}^\#_G \xi)^i := (G^{-1})^{ab}\nabla_a \xi^b_i.
\end{equation}

If $\xi$ is a symmetric type $\left(\frac{0}{2}\right)$ $\Sigma_t$-tangent tensorfield, then $\text{div}_G \xi$ is the $\Sigma_t$-tangent one-form with the following components relative to arbitrary coordinates on $\Sigma_t$:
\begin{equation}
(5.11) \quad (\text{div}_G \xi)_j := (G^{-1})^{ab}\nabla_a \xi^a_{kj}.
\end{equation}
Similarly, if $\xi$ is a symmetric type $\left(\frac{0}{2}\right)$ $\Sigma_t$-tangent tensorfield, $\text{div}^\#_G \xi$ is the $\Sigma_t$-tangent vectorfield with the following components:
\begin{equation}
(5.12) \quad (\text{div}^\#_G \xi)^i := (G^{-1})^{ab}(G^{-1})^{ic}\nabla_a \xi_{bc}.
\end{equation}

**Definition 5.7 (Curvatures of $G$).** The Riemann curvature $\text{Riem}_{ijkl}$ of $G$ is determined by the following formula, which holds for all $\Sigma_t$-tangent vectors $X$ relative to arbitrary coordinates on $\Sigma_t$:
\begin{equation}
(5.13) \quad \nabla_i \nabla_j X_k - \nabla_j \nabla_i X_k = (G^{-1})^{lm}\text{Riem}_{ijkl}X_m.
\end{equation}

We define $\text{Ric}_{ij} := (G^{-1})^{ab}\text{Riem}_{ijab}$ to be the Ricci curvature of $G$ in type $\left(\frac{0}{2}\right)$ form. We define $R := (G^{-1})^{ab}\text{Ric}_{ab}$ to be the scalar curvature of $G$.

**Remark 5.8.** Recall that $R[g]$ denotes the scalar curvature of the non-rescaled Riemannian metric $g$ and that $\text{Ric}[g]$ denotes the type $\left(\frac{0}{2}\right)$ Ricci curvature of $g$. It is straightforward to check that $\text{Ric}_{ij} = (\text{Ric}[g])_{ij}$, $(\text{Ric}^\#)^i_j = \mathcal{A}^{2/3}g^{ia}(\text{Ric}[g])_{aj}$, and $R = \mathcal{A}^{2/3}R[g]$.

In our analysis, we will use two kinds of pointwise norms: one with respect to the metric $G$ and the other with respect to the round metric $\gamma$ on $\Sigma_t$. Here we provide the definition of the pointwise norm with respect to $G$. 

\[ \text{tr}_G \xi := (G^{-1})^{ab}\xi_{ab} \]

\[ \text{tr} \xi := \xi^a_a \]
Definition 5.11 (Pointwise norm relative to $G$). Let $G$ denote the rescaled spatial metric from Def. 5.1. If $\xi$ is a type $\left(\frac{1}{m}\right)\Sigma_t$-tangent tensor, then we define the norm $|\xi|_G \geq 0$ by

$$|\xi|_G^2 := G_{a_1a_1'\cdots a_m a_m'}(G^{-1})^{b_kb_k'}\cdots(G^{-1})^{b_mb_m'}\xi_{a_1\cdots a_m}a_1'^{a_1'}\cdots a_m'^{a_m'}.$$

Remark 5.10. The norm $|\xi|$, is defined by replacing the metric $G$ on RHS (5.14) with the round metric $\gamma$ on $\Sigma_t$, which we formally construct in Subsect. 6.1.

Both of the following elliptic operators will play a role in our analysis of the rescaled lapse $N$.

Definition 5.11 (The elliptic operators $\mathcal{L}$ and $\mathcal{D}$). We define the operator $\mathcal{L}$ by

$$\mathcal{L} := \mathcal{A}^{4/3} \Delta_G - \mathcal{A}^{4/3} f,$$

and the operator $\mathcal{D}$ by

$$\mathcal{D} := \mathcal{A}^{4/3} \Delta_G - \tilde{f},$$

where $\tilde{f} := (A')^2 + \frac{2}{3}A^{4/3} + |\hat{K}|_G^2 + 2\sqrt{\frac{2}{3}}\Psi + \Psi^2$.

5.4. The Einstein-scalar field equations in terms of the time-rescaled variables. In the next proposition, we derive the Einstein-scalar field equations relative to CMC-transported spatial coordinates gauge for the time-rescaled variables.

Proposition 5.12 (The Einstein-scalar field equations for the time-rescaled variables). Let $g_{ij}, k^i_j, n, \partial_i\phi, \nabla\phi$ be a solution to the equations of Prop. 4.1. Then the corresponding time-rescaled variables of Def. 5.1 verify the following equations.

The rescaled constraint equations are:

$$\mathcal{A}^{4/3}\left(R - \frac{2}{3}\right) - |\hat{K}|_G^2 = 2\sqrt{\frac{2}{3}}\Psi + \Psi^2 + \mathcal{A}^{4/3}|\pi|^2_G,$$

$$\text{div}_G \hat{K} = -\sqrt{\frac{2}{3}}\pi - \Psi\pi,$$

$$\text{div}^\# \hat{K} = -\sqrt{\frac{2}{3}}\pi^\# - \Psi\pi^\#.$$

The rescaled metric evolution equations are:

$$\mathcal{L}_{\partial_t}G = -2A^{-1}G \cdot \hat{K} - 2A^{4/3}NG \cdot \hat{K} + \frac{2}{3}A^{1/3}A'NG,$$

$$\mathcal{L}_{\partial_t}G^{-1} = 2A^{-1}G^{-1} \cdot \hat{K} + 2A^{1/3}NG^{-1} \cdot \hat{K} - \frac{2}{3}A^{1/3}A'NG^{-1},$$

$$\mathcal{L}_{\partial_t}K = -\mathcal{A}^{5/3}\nabla^\#\nabla N + A^{4/3}(1 + A^{4/3}N)\left\{\text{Ric}^\# - \frac{2}{9}\right\}$$

$$+ \frac{1}{3}(A')^2A^{1/3}N\Pi + \frac{2}{9}A^{5/3}N\Pi - A^{1/3}A'NK - A^{1/3}\pi^\# \otimes \pi - A^{5/3}N\pi^\# \otimes \pi,$$

where $\Pi$ is the identity transformation.
The rescaled scalar field evolution equations are:

\begin{align}
(5.19a) \quad \partial_t \Psi &= (1 + A^{4/3}N)A^{1/3} \text{div}_G \pi - \sqrt{\frac{2}{3}} A' A^{1/3} N - A^{1/3} A' N \Psi - A^{5/3} \nabla N \cdot \pi, \\
(5.19b) \quad \mathcal{L}_{\partial_t} \pi &= A^{-1}(1 + A^{4/3} N) \nabla \Psi + \sqrt{\frac{2}{3}} A^{1/3} N + A^{1/3} \Psi \nabla N.
\end{align}

With \( \mathcal{L} \) as in \( (5.15a) \), the rescaled elliptic lapse equation is:

\begin{equation}
(5.20) \quad \mathcal{L} N = 2 \sqrt{\frac{2}{3}} \Psi + |\dot{K}|_G^2 + \Psi^2.
\end{equation}

In addition, with \( \mathcal{Z} \) as in \( (5.16a) \), \( N \) verifies the elliptic equation

\begin{equation}
(5.21) \quad \mathcal{Z} N = \left\{ R - \frac{2}{3} \right\} - |\pi|_G^2.
\end{equation}

**Remark 5.13.** Note that we have rewritten the scalar field wave equation as the first-order system \( (5.19a)-(5.19b) \). This formulation is convenient for our subsequent analysis.

**Remark 5.14.** Equation \( (5.20) \) is a consequence of the lapse equation \( (4.13) \) while equation \( (5.21) \) is a consequence of the lapse equation \( (4.14) \). Both \( (5.20) \) and \( (5.21) \) are important for our analysis.

**Proof of Prop. 5.12.** The equations are straightforward consequences of Prop. 4.1 and Def. 5.1 once one takes into account Lemma 3.2 and Remark 5.8. As an example, we derive equation \( (5.18c) \) in detail. The remaining equations can be derived using similar but simpler arguments and we omit those details. To proceed, we first note the identity \( k_i^j = \dot{k}_j|_G + \frac{2}{3} \mathcal{H} \pi_i^j \). Multiplying \( (4.11b) \) by \( A \), appealing to definition \( (3.4) \), and using this identity, we obtain

\begin{equation}
(5.22) \quad \partial_t (A k_i^j) = \mathcal{A} a_n \nabla a_j n + n \left\{ \mathcal{A} a_n \text{Ric}[g]_{aj} - \mathcal{A} a_n \mathcal{A} a_j^i j + \frac{1}{3} A^{-1} \mathcal{A} a_n \mathcal{A} a_j^i j - \mathcal{A} a_n \mathcal{A} a_j^i j \right\}
\end{equation}

\begin{equation}
+ \mathcal{A} a_n \mathcal{A} a_j^i j - \mathcal{A} a_n \mathcal{A} a_j^i j - \mathcal{A} a_n \mathcal{A} a_j^i j.
\end{equation}

From \( (5.22) \), \( (3.5b) \), Def. 5.1, and Remark 5.8 we deduce

\begin{equation}
(5.23) \quad \partial_t \dot{K}_j^i = -A^{5/3}(G^{-1})^a_k \nabla a_j N
\end{equation}

\begin{equation}
+ (1 + A^{4/3} N) \left\{ A^{1/3}(\text{Ric}^#)_{ij}^i - A^{-1} A^i \dot{K}_j^i + \frac{1}{3} A^{-1} (\mathcal{A} a_n)^2_{ij} - A^{1/3} (G^{-1})^{ia} \pi a \pi_j \right\}
\end{equation}

\begin{equation}
+ A^{-1} A^i \dot{K}_j^i - \frac{2}{9} A^{1/3} \pi j - \frac{1}{3} A^{-1} (\mathcal{A} a_n)^2_{ij}.
\end{equation}

From \( (5.23) \) and simple computations, we arrive at the desired equation \( (5.18c) \). \( \square \)

6. The Lie-transported frame and related constructions

In our analysis, we do not derive estimates for the components of tensorfields relative to the transported spatial coordinate frame. Instead, we derive estimates for the components of tensorfields relative to a frame constructed by transporting the frame \( \mathcal{Z} \) from Sect. 2 along the flow lines of the unit normal \( N \) in a manner such that the frame remains \( \Sigma \)-tangent. In this section, we construct
the transported frame and the corresponding co-frame. We also construct a transported version of the round metric $\gamma$.

**Remark 6.1.** Throughout this section, we identify the manifold $S^3$ from Sect. 2 with the initial data hypersurface $\Sigma_0$.

### 6.1. Lie-transported tensorfields.

Let $\xi$ be a $\Sigma_0$-tangent tensorfield defined only along $\Sigma_0$ and let $\Pi$ be the $\Sigma_t$-projection tensorfield from Subsect. 5.2. We can extend $\xi$ to a $\Sigma_t$-tangent tensorfield defined on spacetime by solving the following equations (where the initial conditions $\xi|\Sigma_0$ are known):

\begin{align}
\mathcal{L}_N \xi &= 0, \\
\Pi \xi &= \xi.
\end{align}

It is easy to see that relative to CMC-transported coordinates $(t, x^1, x^2, x^3)$ (with $x^0 = t$), (6.1)-(6.2) are equivalent to

\begin{align}
\partial_t \xi_{ij} &= 0, \\
\xi_{\mu \nu} &= 0, \\
\text{if any of } \mu_1, \ldots, \nu_1, \ldots, \nu_m 	ext{ are 0}.
\end{align}

**Definition 6.2 (Lie-transported spatial frame, co-frame, and round metric).** We define

$$\mathcal{Z} := \{Z(1), Z(2), Z(3)\}$$

(6.5)

to be the vectorfields obtained by extending (in the above fashion) the $\Sigma_0$-tangent vectorfields defined in (2.2) (see Remark 6.1).

Similarly,

$$\Theta := \{\theta(1), \theta(2), \theta(3)\}$$

(6.6)

denotes the one-forms obtained by extending the one-forms from (2.3).

Finally, $\gamma$ denotes the metric obtained by extending the one-forms from (2.3).

**Remark 6.3.** Technically, it is an abuse of notation to use the symbol $\mathcal{Z}$ to denote both the set (2.4a) and the set (6.5). However, this should not cause any confusion. Similar remarks apply to the set $\Theta$ and the metric $\gamma$.

From (6.4)-(6.3), it is easy to see that the basic properties verified by $\{Z(A)\}_{A=1,2,3}$, $\{\theta(A)\}_{A=1,2,3}$, and $\gamma$ along $\Sigma_0$ in fact hold in all of spacetime. For example, the identity $\mathcal{L}_{Z(A)} \gamma = 0$ holds in all of spacetime, not just along $\Sigma_0$. Similarly, the Lie bracket relation (2.5) holds in all of spacetime. We will use these basic facts in the rest of the paper without further comment.

### 6.2. Metrics and connection coefficients relative to the Lie-transported spatial frame.

Relative to the time coordinate $t$ and the spatial frame of Def. 6.2, we can decompose the spacetime metric and its inverse (see (4.1)-(4.2)) as follows:

\begin{align}
\mathbf{g} &= -n^2 dt \otimes dt + g_{AB} \theta^{(A)} \otimes \theta^{(B)}, \\
\mathbf{g}^{-1} &= -n^{-2} \partial_t \otimes \partial_t + g^{AB} \theta_{(A)} \otimes \theta_{(B)},
\end{align}

where $g_{AB} = g(Z(A), Z(B))$ and $g^{AB} = g^{-1}(\theta(A), \theta(B))$. Note that from (2.3), it follows that $g^{AB}$, viewed as a $3 \times 3$ matrix, is the inverse of the $3 \times 3$ matrix $g_{AB}$.
Similarly, we can decompose the time-rescaled spatial metric $G$ and its inverse $G^{-1}$ (see Def. 5.1) as follows:
\begin{align}
G &= G_{AB} \theta^A \otimes \theta^B, \\
G^{-1} &= (G^{-1})^{AB} Z_A \otimes Z_B,
\end{align}
where $G_{AB} = G(Z_A, Z_B)$ and $(G^{-1})^{AB} = G^{-1}(\theta^A, \theta^B)$. Note that $(G^{-1})^{AB}$, viewed as a $3 \times 3$ matrix, is the inverse of the $3 \times 3$ matrix $G_{AB}$.

More generally, if $\xi_{i_1 \cdots i_m}$ is a type $(^l_m)$ $\Sigma_t$-tangent tensorfield, $\theta^1, \cdots, \theta^l \in \Theta$, and $Z_1, \cdots, Z_m \in \mathcal{X}$ (see Def. 6.2), then we use the notation
\begin{equation}
\xi_{i_1 \cdots i_m} := \xi_{b_1 \cdots b_m}^1 \cdots \xi_{b纳_1 \cdots b纳_m}^l Z_{b_1}^1 \cdots Z_{b纳_m}^l
\end{equation}
to denote the contraction of $\xi$ against $\theta^1, \cdots, \theta^l$ and $Z_1, \cdots, Z_m$.

In our analysis, we will encounter the connection coefficients of the Lie-transported frame relative to the metric $G$. We now define them.

**Definition 6.4 (Connection coefficients of the Lie-transported frame).** Let $\nabla$ denote the Levi–Civita connection of $G$ and let $\{Z_A\}_A$ denote the $\Sigma_t$-tangent frame from Def. 6.2. We define the connection coefficients $\Gamma^C_{AB}$ of the frame by demanding that the following identity holds:
\begin{equation}
\nabla_{Z_A} Z_B = \Gamma^C_{AB} Z_C.
\end{equation}

In the next lemma, we compute the $\Gamma^C_{AB}$ in terms of the derivatives of the frame components of $G$ with respect to the frame vectorfields.

**Remark 6.5.** In the remainder of the article, if $X$ is a vectorfield and $f$ is a scalar function, then $Xf := X^a \partial_a f$ denotes the derivative of $f$ in the direction of $X$. In particular, relative to arbitrary local coordinates on $\Sigma_t$, we have $Z_A G_{BC} := Z_A^a \partial_a (G_{bc} Z_b^c Z_c^e)$.

**Lemma 6.6 (Connection coefficients of the frame).** We have the identity
\begin{equation}
\Gamma^D_{AB} = (G^{-1})^{CD} \Gamma_{ACB},
\end{equation}
where
\begin{align}
\Gamma_{AB} &= \frac{1}{2} \{Z_A G_{BC} + Z_B G_{AC} - Z_C G_{AB}\} + \frac{1}{3} \{\epsilon_{ABD} G_{CD} - \epsilon_{BCD} G_{AD} - \epsilon_{ACD} G_{BD}\} \\
\Gamma^\Delta_{AB} &= \frac{1}{2} \{\rho_{Z_A} [G - \gamma]_{BC} + \rho_{Z_B} [G - \gamma]_{AC} - \rho_{Z_C} [G - \gamma]_{AB}\} \\
&\quad + \frac{1}{3} \{\epsilon_{ACD} [G - \gamma]_{BD} + \epsilon_{BCD} [G - \gamma]_{AD} + \epsilon_{ABD} [G - \gamma]_{CD}\},
\end{align}
$\gamma$ is the round metric of Def. 6.2, and $\epsilon_{ABC}$ is the fully antisymmetric symbol normalized by $\epsilon_{123} = 1$.

**Proof.** We first prove (6.14). From (6.12), we deduce that $G(\nabla_{Z_A} Z_B, Z_C) = \Gamma_{ACB}$, where $\Gamma_{ACB} := G_{CD} \Gamma^D_{AB}$. Using also $\nabla$’s torsion-free property $\rho_{Z_A} Z_B = [Z_A, Z_B] = \nabla_{Z_A} Z_B - \nabla_{Z_B} Z_A$, we obtain
\begin{equation}
\Gamma_{AB} = \frac{1}{2} G(\nabla_{Z_A} Z_B + \nabla_{Z_B} Z_A, Z_C) + \frac{1}{2} G([Z_A, Z_B], Z_C).
\end{equation}
Next, using the Leibniz rule for $\nabla$ and the fact that $\nabla G = 0$, we deduce $Z_\langle A \rangle G_{BC} = \nabla Z_\langle A \rangle \{G(Z_\langle B \rangle, Z_\langle C \rangle)\} = G(\nabla Z_\langle A \rangle Z_\langle B \rangle, Z_\langle C \rangle) + G(Z_\langle B \rangle, \nabla Z_\langle A \rangle Z_\langle C \rangle)$. It follows that

$$Z_\langle A \rangle G_{BC} + Z_\langle B \rangle G_{AC} - Z_\langle C \rangle G_{AB} = G(\nabla Z_\langle A \rangle Z_\langle B \rangle, Z_\langle C \rangle) + G(\nabla Z_\langle B \rangle Z_\langle A \rangle, Z_\langle C \rangle) + G(\nabla Z_\langle A \rangle Z_\langle C \rangle - \nabla Z_\langle C \rangle Z_\langle A \rangle, Z_\langle B \rangle) + G(\nabla Z_\langle B \rangle Z_\langle C \rangle - \nabla Z_\langle C \rangle Z_\langle B \rangle, Z_\langle A \rangle).$$

From (6.18), (6.17), and the torsion-free property of $\nabla$, we deduce

$$\Gamma_{ACB} = \frac{1}{2} \left\{ Z_\langle A \rangle G_{BC} + Z_\langle B \rangle G_{AC} - Z_\langle C \rangle G_{AB} \right\} + \frac{1}{2} G([Z_\langle A \rangle, Z_\langle B \rangle], Z_\langle C \rangle) - \frac{1}{2} G([Z_\langle A \rangle, Z_\langle C \rangle], Z_\langle B \rangle) - \frac{1}{2} G([Z_\langle B \rangle, Z_\langle C \rangle], Z_\langle A \rangle).$$

Using the identity (2.5) to evaluate the vectorfield commutators on the second line of RHS (6.19), we arrive at the desired identity (6.14) (the first line only).

Our proof of (6.15)-(6.16) relies on the identity

$$Z_\langle A \rangle G_{BC} = \mathcal{L}_{Z_\langle A \rangle} \left\{ [G - \gamma](Z_\langle B \rangle, Z_\langle C \rangle) \right\},$$

which follows from the identities $\gamma(Z_\langle B \rangle, Z_\langle C \rangle) = \delta_{BC}$, $\mathcal{L}_{Z_\langle A \rangle} \gamma = 0$, the Leibniz rule for Lie derivatives, and (2.5). Specifically, we use (6.20) to substitute for the first three terms in braces on RHS (6.14). We then expand $G$ as $G = \gamma + (G - \gamma)$ in all terms. The desired identities (6.15)-(6.16) then follow from straightforward calculations.

7. First variation formulas and commutation identities

In this section, we provide some standard variation and commutation identities that we later use when differentiating the equations.

7.1. First variation formulas.

**Lemma 7.1 (First variation formulas).** Let $\text{Ric}$ and $R$ be the curvatures of $G$ from Def. 5.7. Relative to arbitrary local coordinates on $\Sigma_t$, the following identities hold for $V \in \{\partial_t\} \cup \mathcal{Z}$, where
where $\mathcal{Z}$ is the Lie-transported spatial frame from Def. 6.2.

(7.1a)
\[
\mathcal{L}_V \text{Ric}_{ij} = -\frac{1}{2} \Delta_V \mathcal{L}_V G_{ij} - \frac{1}{2} (G^{-1})^{ab} \nabla_i \nabla_j \mathcal{L}_V G_{ab} + \frac{1}{2} (G^{-1})^{ab} \nabla_i \nabla_a \mathcal{L}_V G_{bj} + \frac{1}{2} (G^{-1})^{ab} \nabla_j \nabla_a \mathcal{L}_V G_{ib} \\
- \text{Ric}_{ij} (G^{-1})^{ab} \mathcal{L}_V G_{ab} - G_{ij} (G^{-1})^{ab} (G^{-1})^{cd} \text{Ric}_{ac} \mathcal{L}_V G_{bd} \\
+ \frac{3}{2} (G^{-1})^{ab} \text{Ric}_{ia} \mathcal{L}_V G_{bj} + \frac{3}{2} (G^{-1})^{ab} \text{Ric}_{aj} \mathcal{L}_V G_{ib} \\
+ \frac{1}{2} G_{ij} R(G^{-1})^{ab} \mathcal{L}_V G_{ab} - \frac{1}{2} R \mathcal{L}_V G_{ij},
\]

(7.1b)
\[
\mathcal{L}_V (\text{Ric}^#)_{ij} = -\frac{1}{2} (G^{-1})^{ia} \Delta_V \mathcal{L}_V G_{aj} - \frac{1}{2} (G^{-1})^{ab} (G^{-1})^{ic} \nabla_i \nabla_j \mathcal{L}_V G_{ab} \\
+ \frac{1}{2} (G^{-1})^{ic} (G^{-1})^{ab} \nabla_c \nabla_a \mathcal{L}_V G_{bj} + \frac{1}{2} (G^{-1})^{ic} (G^{-1})^{ab} \nabla_j \nabla_a \mathcal{L}_V G_{cb} \\
- (G^{-1})^{ic} (G^{-1})^{ab} \text{Ric}_{cj} \mathcal{L}_V G_{ab} - \mathbb{I} (G^{-1})^{ab} (G^{-1})^{cd} \text{Ric}_{ac} \mathcal{L}_V G_{bd} \\
+ \frac{3}{2} (G^{-1})^{ic} (G^{-1})^{ab} \text{Ric}_{ca} \mathcal{L}_V G_{bj} + \frac{1}{2} (G^{-1})^{ic} (G^{-1})^{ab} \text{Ric}_{aj} \mathcal{L}_V G_{cb} \\
+ \frac{1}{2} \mathbb{I} (G^{-1})^{ab} \mathcal{L}_V G_{ab} - \frac{1}{2} (G^{-1})^{ia} R \mathcal{L}_V G_{aj},
\]

where $\mathbb{I}$ denotes the identity transformation.

**Proof.** The following identity is standard (see, for example, [15, Ch. 2], and note the different curvature index conventions used there):

(7.2) \[
\mathcal{L}_V \text{Ric}_{ij} = -\frac{1}{2} \Delta_V \mathcal{L}_V G_{ij} - \frac{1}{2} (G^{-1})^{ab} \nabla_i \nabla_j \mathcal{L}_V G_{ab} + \frac{1}{2} (G^{-1})^{ab} \nabla_i \nabla_a \mathcal{L}_V G_{bj} + \frac{1}{2} (G^{-1})^{ab} \nabla_j \nabla_a \mathcal{L}_V G_{ib} \\
- (G^{-1})^{ab} (G^{-1})^{cd} \text{Riem}_{aicj} \mathcal{L}_V G_{bd} + \frac{1}{2} (G^{-1})^{ab} \text{Ric}_{ia} \mathcal{L}_V G_{bj} + \frac{1}{2} (G^{-1})^{ab} \text{Ric}_{aj} \mathcal{L}_V G_{ib},
\]

where Riem and Ric are as in Def. 5.7. Next, we note the following identity, valid in three spatial dimensions (see, for example, [15, Ch. 1], and note the different curvature index conventions used there):

(7.3)
\[
\text{Riem}_{ijkl} = \frac{R}{2} (G_{il} G_{jk} - G_{ik} G_{jl}) + \text{Ric}_{ik} G_{jl} + \text{Ric}_{jl} G_{ik} - \text{Ric}_{il} G_{jk} - \text{Ric}_{jk} G_{il}.
\]

Using (7.3) to substitute for the term $\text{Riem}_{aicj}$ in (7.2), we conclude (7.1a).

(7.1b) then follows from (7.1a), the Leibniz rule for Lie derivatives, and the standard identity
\[
\mathcal{L}_V (G^{-1})_{ij} = -(G^{-1})^{ia} (G^{-1})^{bj} \mathcal{L}_V G_{ab}.
\]

7.2. Commutation identities.

**Lemma 7.2 (Commutation identities).** Let $\bar{I}$ be a $\mathcal{Z}$-multi-index (see Subsubsect. 1.7.6). The following (schematically depicted) commutation identities (involving the differential operators of Def. 5.6) hold for scalar functions $f$ and type $(\frac{1}{m}) \sum_i$-tangent tensorfields $\xi$ (with $l + m \geq 1$), where on the RHSs, we have omitted all tensorial contractions and numerical coefficients (which are not
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important for our analysis) in order to condense the presentation:

(7.4a)  
\[ [\nabla, \mathcal{L}_0^f] f = [\nabla, \mathcal{L}_g^f] f = 0, \]

(7.4b)  
\[ [\nabla^2, \mathcal{L}_g^f] f = \sum_{L=1}^{\tilde{L}} \sum_{\dot{i}_1+\dot{i}_{L+1}=\dot{f}} (G^{-1})^L (\mathcal{L}_{g}^{f_{\dot{i}_1}} G) \cdots (\mathcal{L}_{g}^{f_{\dot{i}_{L-1}}-1} G) (\nabla \mathcal{L}_{g}^{f_{\dot{i}_1}} G) (\nabla \mathcal{L}_{g}^{f_{\dot{i}_{L+1}}-1} f), \]

absent if \( L = 1 \)

(7.4c)  
\[ [\Delta_G, \mathcal{L}_g^f] f = \sum_{L=1}^{\tilde{L}} \sum_{\dot{i}_1+\dot{i}_{L+1}=\dot{f}} (G^{-1})^{L+1} (\mathcal{L}_{g}^{f_{\dot{i}_1}} G) \cdots (\mathcal{L}_{g}^{f_{\dot{i}_{L-1}}-1} G) (\nabla \mathcal{L}_{g}^{f_{\dot{i}_1}} G) (\nabla \mathcal{L}_{g}^{f_{\dot{i}_{L+1}}-1} f), \]

absent if \( i_1 = L = 1 \)

(7.5a)  
\[ [\nabla, \mathcal{L}_g^f] \xi = \sum_{L=1}^{\tilde{L}} \sum_{\dot{i}_1+\dot{i}_{L+1}=\dot{f}} (G^{-1})^L (\mathcal{L}_{g}^{f_{\dot{i}_1}} G) \cdots (\mathcal{L}_{g}^{f_{\dot{i}_{L-1}}-1} G) (\nabla \mathcal{L}_{g}^{f_{\dot{i}_1}} G) (\nabla \mathcal{L}_{g}^{f_{\dot{i}_{L+1}}-1} \xi), \]

absent if \( L = 1 \)

(7.5b)  
\[ [\nabla^2, \mathcal{L}_g^f] \xi = \sum_{L=1}^{\tilde{L}} \sum_{\dot{i}_1+\dot{i}_{L+1}=\dot{f}} (G^{-1})^L (\mathcal{L}_{g}^{f_{\dot{i}_1}} G) \cdots (\mathcal{L}_{g}^{f_{\dot{i}_{L-1}}-1} G) (\nabla \mathcal{L}_{g}^{f_{\dot{i}_1}} G) (\nabla \mathcal{L}_{g}^{f_{\dot{i}_{L+1}}-1} \xi), \]

absent if \( L = 1 \)

(7.5c)  
\[ [\Delta_G, \mathcal{L}_g^f] \xi = \sum_{L=1}^{\tilde{L}} \sum_{\dot{i}_1+\dot{i}_{L+1}=\dot{f}} (G^{-1})^{L+1} (\mathcal{L}_{g}^{f_{\dot{i}_1}} G) \cdots (\mathcal{L}_{g}^{f_{\dot{i}_{L-1}}-1} G) (\nabla \mathcal{L}_{g}^{f_{\dot{i}_1}} G) (\nabla \mathcal{L}_{g}^{f_{\dot{i}_{L+1}}-1} \xi). \]

Moreover, if \( \xi \) is a type \((\frac{1}{1})\) \( \Sigma_i \)-tangent tensorfield, then

(7.6a)  
\[ [\text{div}_G, \mathcal{L}_g^f] \xi = \sum_{L=1}^{\tilde{L}} \sum_{\dot{i}_1+\dot{i}_{L+1}=\dot{f}} (G^{-1})^L (\mathcal{L}_{g}^{f_{\dot{i}_1}} G) \cdots (\mathcal{L}_{g}^{f_{\dot{i}_{L-1}}-1} G) (\nabla \mathcal{L}_{g}^{f_{\dot{i}_1}} G) (\nabla \mathcal{L}_{g}^{f_{\dot{i}_{L+1}}-1} \xi), \]

absent if \( L = 1 \)

(7.6b)  
\[ [\text{div}^\#_G, \mathcal{L}_g^f] \xi = \sum_{L=1}^{\tilde{L}} \sum_{\dot{i}_1+\dot{i}_{L+1}=\dot{f}} (G^{-1})^{L+1} (\mathcal{L}_{g}^{f_{\dot{i}_1}} G) \cdots (\mathcal{L}_{g}^{f_{\dot{i}_{L-1}}-1} G) (\nabla \mathcal{L}_{g}^{f_{\dot{i}_1}} G) (\nabla \mathcal{L}_{g}^{f_{\dot{i}_{L+1}}-1} \xi). \]

Finally, if \( \xi \) is a symmetric type \((\frac{0}{2})\) tensorfield, then the following commutation identity holds:

(7.7)  
\[ [\nabla, \mathcal{L}_0^f] \xi = G^{-1} (\nabla \mathcal{L}_0^G) \xi. \]

Discussion of proof. The identities stated in the lemma are standard results from differential geometry that can be proved by using arguments similar to the ones given in [61], Ch. 8; we omit the lengthy but standard calculations.
Lemma 7.3 (Identity for $\mathcal{L}_Z^\bar{I}(\text{Ric}^\#)$ and $\mathcal{L}_Z^\bar{I} R$). Let Ric and R be the curvatures of $G$ from Def. 5.7 and let $\bar{I}$ be a $\mathcal{Z}$-multi-index (see Subsubsect. 1.7.6) with $1 \leq |\bar{I}|$. The following identities hold:

\begin{equation}
\mathcal{L}_Z^\bar{I} \text{Ric}^\# = -\frac{1}{2} (\Delta_G \mathcal{L}_Z^\bar{I} G)^\# + \frac{1}{2} \nabla^\# \text{div}_G \mathcal{L}_Z^\bar{I} G + \frac{1}{2} \nabla (\text{div}_G \mathcal{L}_Z^\bar{I} G)^\#
\end{equation}

(7.8)

\[ + (\bar{I});(\text{Low}) \mathcal{R}, \]

where $(\bar{I});(\text{Low}) \mathcal{R}$ is a type $(\bar{I})$ $\Sigma_1$-tangent tensor field, $\text{tr}$ denotes a pure trace (not involving a metric), and $(\bar{I});(\text{Low}) \mathcal{R}$ has the following schematic form (which is accurate up to constant coefficients and the specification of tensorial contractions):

\begin{equation}
(\bar{I});(\text{Low}) \mathcal{R} = \sum_{L=1}^{|\bar{I}|-1} \sum_{\substack{i_1+i_2+i_3=2 \\text{for } 1 \leq i_1,i_2 \leq 1 \leq i_3 \leq L}} \left( (G^{-1})^{L+2} \mathcal{L}_Z^{I_1} G \cdots \mathcal{L}_Z^{I_{L+1}} G ) (\nabla_{i_1} \mathcal{L}_Z^{I_1-1} G ) (\nabla_{i_2} \mathcal{L}_Z^{I_2} G ) (\nabla_{i_3} \mathcal{L}_Z^{I_3} G ) \right)
\end{equation}

(7.9)

absent if $L = 1$

\[ + \sum_{L=1}^{|\bar{I}|} \sum_{\substack{i_1+\cdots+i_L=I \\text{for } 1 \leq i_1 \leq L}} \frac{1}{p!} (G^{-1})^L (\mathcal{I})^p \text{Ric}^\# (\mathcal{L}_Z^{I_1} G) \cdots (\mathcal{L}_Z^{I_L} G). \]

In the formula (7.10), the first sum on the RHS is absent if $|\bar{I}| = 1$ and $\mathcal{I}$ denotes the identity transformation.

Proof. (7.8) follows from a straightforward argument involving induction in $|\bar{I}|$, the first variation formula (7.1b), the commutation identity (7.5c) with $\xi := \mathcal{L}_Z G$, and the schematic identity $\mathcal{L}_Z G^{-1} = G^{-2} \mathcal{L}_Z G$; we omit the details. (7.9) then follows from taking the trace of (7.8). \qed

8. The commuted equations

In this section, we commute the equations of Prop. 5.12 with the operators $\mathcal{L}_Z^\bar{I}$ and sort the error terms into two classes: “borderline terms,” whose behavior as $t \downarrow 0$ is borderline with respect to the energy estimates we will prove, and “junk terms,” whose behavior as $t \downarrow 0$ is sub-critical with respect to the energy estimates we will prove.

Notation 8.1 (* notation). In a few of the formulas below, we use the schematic notation $\xi \ast \eta$ to denote a tensor formed out of some constant-coefficient linear combination of natural contractions of the tensor $\xi$ against the tensor $\eta$. For such terms, neither the precise nature of the contractions nor the value of the numerical constants will be important for our subsequent analysis.

Proposition 8.2 (The $\mathcal{L}_Z^\bar{I}$-commuted equations). For each $\mathcal{Z}$-multi-index $\bar{I}$ with $1 \leq |\bar{I}|$, solutions to the equations of Prop. 5.12 verify the following equations (see Subsubsect. 1.7.6 regarding the vectorfield multi-index notation).
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where

\[
\mathcal{L}_G L^I G = A^{-1}(\tilde{I};(\text{Border})) \mathcal{G} + A^{1/3}(\tilde{I};(\text{Junk})) \mathcal{G},
\]

\[
\mathcal{L}_{\partial_t} L^I G^{-1} = A^{-1}(\tilde{I};(\text{Border})) \mathcal{G} + A^{1/3}(\tilde{I};(\text{Junk})) \mathcal{G},
\]

(8.4a)\[
\mathcal{L}_{\partial_t} \nabla L^I G = -2 A^{-1}(1 + A^{4/3} N) G \cdot \nabla L^I G
\]

(8.4b)\[
\mathcal{L}_{\partial_t} L^I G = \frac{1}{2} A^{1/3}(1 + A^{4/3} N) \left\{ -\Delta G (L^I G) - (\nabla^2 \text{tr}_G L^I G) + \nabla \cdot \text{div}_G L^I G + \nabla (\text{div}_G L^I G) \right\}
\]

The commuted rescaled momentum constraint equations are:

\[
\text{div}_G L^I \hat{K} = -\frac{2}{3} L^I \pi + (I);(\text{Border}) \mathcal{M},
\]

\[
\text{div}^# G L^I \hat{K} = -\frac{2}{3} (L^I \pi)^# + (I);(\text{Border}) \bar{\mathcal{M}},
\]

(8.2a)\[
(I);(\text{Border}) \mathcal{M} := -[L^I, \text{div}_G] \hat{K} - \sum_{I_1 + I_2 = I} (\mathcal{Z} I_1) L^I_2 \pi,
\]

(8.2b)\[
(I);(\text{Border}) \bar{\mathcal{M}} := -[L^I, \text{div}^# G] \hat{K} - \sqrt{\frac{2}{3}} \sum_{I_1 + I_2 = I} (L^I_2 G^{-1}) L^I_2 \pi - \sum_{I_1 + I_2 + I_3 = I} (\mathcal{Z} I_1 \Psi) (L^I_2 G^{-1}) \cdot L^I_2 \pi.
\]

The commuted rescaled metric evolution equations are:

\[
\text{div}_G L^I \hat{K} = -\frac{2}{3} L^I \pi + (I);(\text{Border}) \mathcal{M},
\]

where

\[
(I);(\text{Border}) \mathcal{M} := -[L^I, \text{div}_G] \hat{K} - \sum_{I_1 + I_2 = I} (\mathcal{Z} I_1) L^I_2 \pi,
\]
where \( \mathbb{1} \) denotes the identity transformation, \(((\hat{\mathcal{I}})_{(\text{Low})}) \mathcal{R} \) is defined by (7.10), and

\[
(8.5a) \quad \hat{\mathcal{I}}; (\text{Border}) \mathcal{G} = -2 \sum_{\hat{I}_1 + \hat{I}_2 = \hat{I}} (\mathcal{L}_{\mathcal{J}}^{\hat{I}_1} G) \cdot \mathcal{L}_{\mathcal{J}}^{\hat{I}_2} \hat{K} - 2 \mathcal{A}_4^{4/3} (\mathcal{G} \hat{I} N) G \cdot \hat{K} \\
+ \frac{2}{3} \mathcal{A}' \mathcal{A}_4^{4/3} (\mathcal{G} \hat{I} N) G,
\]

\[
(8.5b) \quad \hat{\mathcal{I}}; (\text{Border}) \widetilde{\mathcal{G}} = 2 \sum_{\hat{I}_1 + \hat{I}_2 = \hat{I}} (\mathcal{L}_{\mathcal{J}}^{\hat{I}_1} G^{-1}) \cdot \mathcal{L}_{\mathcal{J}}^{\hat{I}_2} \hat{K} + 2 \mathcal{A}_4^{4/3} (\mathcal{G} \hat{I} N) G^{-1} \cdot \hat{K} \\
- \frac{2}{3} \mathcal{A}' \mathcal{A}_4^{4/3} (\mathcal{G} \hat{I} N) G^{-1},
\]

\[
(8.5c) \quad \hat{\mathcal{I}}; (\text{Border}) \mathcal{H} = -2 \mathcal{A}_4^{4/3} (\nabla \mathcal{G} \hat{I} N) \otimes (G \cdot \hat{K}) - 2 \sum_{\hat{I}_1 + \hat{I}_2 = \hat{I}} (\nabla \mathcal{I}_{\mathcal{J}}^{\hat{I}_1} G) * \nabla \mathcal{I}_{\mathcal{J}}^{\hat{I}_2} \hat{K} \\
+ G^{-1} * \mathcal{A} \nabla \mathcal{L}_{\mathcal{H}} G * \mathcal{L}_{\mathcal{J}}^{\hat{I}_2} G,
\]

\[
(8.5d) \quad \hat{\mathcal{I}}; (\text{Junk}) \mathcal{H} = \frac{2}{3} \mathcal{A}' \sum_{\hat{I}_1 + \hat{I}_2 = \hat{I}} (\nabla \mathcal{I}_{\mathcal{J}}^{\hat{I}_1} N) \otimes (\nabla \mathcal{I}_{\mathcal{J}}^{\hat{I}_2} G) \\
- 2 \sum_{\hat{I}_1 + \hat{I}_2 = \hat{I}} (\nabla \mathcal{I}_{\mathcal{J}}^{\hat{I}_1} N) \otimes (\nabla \mathcal{I}_{\mathcal{J}}^{\hat{I}_2} G) * \nabla \mathcal{I}_{\mathcal{J}}^{\hat{I}_2} \hat{K},
\]

\[
(8.6a) \quad \hat{\mathcal{I}}; (\text{Junk}) \mathcal{G} = -2 \sum_{\hat{I}_1 + \hat{I}_2 + \hat{I}_3 = \hat{I}} (\mathcal{G} \hat{I} N) (\mathcal{L}_{\mathcal{J}}^{\hat{I}_2} G) \cdot \mathcal{L}_{\mathcal{J}}^{\hat{I}_2} \hat{K} + \frac{2}{3} \mathcal{A}' \sum_{\hat{I}_1 + \hat{I}_2 = \hat{I}} (\mathcal{G} \hat{I} N) \mathcal{L}_{\mathcal{J}}^{\hat{I}_2} G,\\
(8.6b) \quad \hat{\mathcal{I}}; (\text{Junk}) \widetilde{\mathcal{G}} = 2 \sum_{\hat{I}_1 + \hat{I}_2 + \hat{I}_3 = \hat{I}} (\mathcal{G} \hat{I} N) (\mathcal{L}_{\mathcal{J}}^{\hat{I}_2} G^{-1}) \cdot \mathcal{L}_{\mathcal{J}}^{\hat{I}_2} \hat{K} - \frac{2}{3} \mathcal{A}' \sum_{\hat{I}_1 + \hat{I}_2 = \hat{I}} (\mathcal{G} \hat{I} N) \mathcal{L}_{\mathcal{J}}^{\hat{I}_2} G^{-1},
\]

\[
(8.6c) \quad \hat{\mathcal{I}}; (\text{Border}) \mathcal{R} = -\mathcal{A}' (\mathcal{G} \hat{I} N) \hat{K},
\]

\[
(8.6d) \quad \hat{\mathcal{I}}; (\text{Junk}) \mathcal{R} = -\mathcal{A}' \sum_{\hat{I}_1 + \hat{I}_2 = \hat{I}} (\mathcal{G} \hat{I} N) \mathcal{L}_{\mathcal{J}}^{\hat{I}_2} \hat{K} - \mathcal{A}_4^{4/3} G^{-1} \lbrack \nabla^2, \mathcal{L}_{\mathcal{J}}^{\hat{I}} \rbrack N - \mathcal{A}_4^{4/3} [G^{-1}, \mathcal{L}_{\mathcal{J}}^{\hat{I}}] \nabla^2 N \\
+ \mathcal{A}_4^{4/3} [\mathcal{L}_{\mathcal{J}}^{\hat{I}}, N] \text{Ric}^\# - \sum_{\hat{I}_1 + \hat{I}_2 + \hat{I}_3 = \hat{I}} (\mathcal{L}_{\mathcal{J}}^{\hat{I}_2} G^{-1}) * (\mathcal{L}_{\mathcal{J}}^{\hat{I}_2} \pi) \mathcal{L}_{\mathcal{J}}^{\hat{I}_2} \pi \\
- \mathcal{A}_4^{4/3} \sum_{\hat{I}_1 + \hat{I}_2 + \hat{I}_3 + \hat{I}_4 = \hat{I}} (\mathcal{L}_{\mathcal{J}}^{\hat{I}_2} G^{-1}) * (\mathcal{G} \hat{I} N) * (\mathcal{L}_{\mathcal{J}}^{\hat{I}_2} \pi) \mathcal{L}_{\mathcal{J}}^{\hat{I}_2} \pi.
\]
The commuted rescaled scalar field evolution equations are:

\[(8.7b) \quad L_0 L^I_\pi = A^{-1} (1 + A^{4/3} N) \nabla E^I \Psi + \sqrt{\frac{2}{3}} A^{1/3} \nabla E^I N + A^{1/3}(\bar{\Omega}(\text{Border})) \Psi + A^{1/3}(\bar{\Omega}(\text{Junk})) \Psi,\]

where

\[(8.8a) \quad (\bar{\Omega}(\text{Border})) = -A' (E^I N) \Psi,\]

\[(8.8b) \quad (\bar{\Omega}(\text{Junk})) = -A' \sum_{i_1+i_2 = i} (F^{I_1} N) F^{I_2} \Psi + [L^I, \text{div}_G] \pi + A^{4/3}[L^I, N \text{div}_G] \pi - A^{1/3} \sum_{i_1+i_2+i_3 = i} (\nabla F^{I_1} N) \ast (L^I G^{-1}) \ast L^I \pi,\]

\[(8.8c) \quad (\bar{\Omega}(\text{Border})) = \Psi \nabla E^I N,\]

\[(8.8d) \quad (\bar{\Omega}(\text{Junk})) = [L^I, N] \nabla \Psi + [L^I, \Psi] \nabla N.\]

Finally, the commuted rescaled elliptic lapse equations are:

\[(8.9a) \quad L E^I N = 2 \sqrt{\frac{2}{3}} E^I \Psi + (\bar{\Omega}(\text{Border})) + A^{4/3}(\bar{\Omega}(\text{Junk})) N,\]

\[(8.9b) \quad L E^I N = (\bar{\Omega}(\text{Border})) + A^{4/3}(\bar{\Omega}(\text{Junk})) N,\]

where

\[(8.10a) \quad (\bar{\Omega}(\text{Border})) = \sum_{i_1+i_2 = i} (L^I_{\bar{K}} \Bar{K}) \cdot L^I_{\bar{K}} + \sum_{i_1+i_2 = i} (L^I \Psi) \cdot L^I \Psi,\]

\[(8.10b) \quad (\bar{\Omega}(\text{Border})) = -\text{tr}(\Delta G L^I_{\bar{K}}) \Psi + \text{tr} \nabla \Psi \text{div}_G L^I_{\bar{K}} G + \text{tr}(\bar{\Omega}(\text{Low})) N - \sum_{i_1+i_2+i_3 = i} (L^I G^{-1}) \ast (L^I \pi) \ast L^I \pi,\]

\[(8.10c) \quad (\bar{\Omega}(\text{Junk})) = A^{4/3}[\Delta G, E^I] N + [E^I, \bar{K}_G^I] N + 2 \sqrt{\frac{2}{3}} [E^I, \Psi] N + [E^I, \Psi^2] N,\]

\[(8.10d) \quad (\bar{\Omega}(\text{Junk})) = [\Delta G, E^I] N + [E^I, R] N - [E^I, \pi^2_G] N,\]

and \((\bar{\Omega}(\text{Low})) N\) is defined by \((7.10)\).

Proof. \((8.1a)\) follows in a straightforward fashion from applying \(L^I_{\bar{K}}\) to equation \((5.17b)\). Similarly, \((8.1b)\) follows from \((5.17c)\). \((8.3a)\) follows from \((5.18a)\). \((8.3b)\) follows from \((5.18b)\). \((8.7a)\) follows from \((5.19a)\). \((8.7b)\) follows from \((5.19b)\), and \((8.9a)\) follows from \((5.20)\).

To derive \((8.4a)\), we apply the operator \(\nabla L^I_{\bar{K}}\) to equation \((5.18a)\). All terms appearing on the RHS \((8.4a)\) are straightforward to deduce except for the ones generated by the commutator term \(\{L^I_{\bar{K}}, \nabla\} L^I_{\bar{K}} G\). To decompose this commutator term, we use \((7.7)\) with \(\xi := L^I_{\bar{K}} G\), thereby obtaining...
9. Energy currents and approximate monotonicity in divergence form via divergence identities

In this section, we define various energy current vectorfields and use them to derive divergence identities verified by solutions. These identities, when integrated over spacetime domains of the form \([0, t] \times S^3\), form the starting point for our \(L^2\)-type analysis of solutions.

9.1. An auxiliary spacetime metric and a divergence identity connected to it. In deriving various identities, we will find it convenient to rely on the following auxiliary spacetime metric.

**Definition 9.1 (Auxiliary spacetime metric).** We define the Lorentzian metric \(G\) relative to CMC-transported spatial coordinates as follows:

\[
G := -dt^2 + G,
\]

where \(G\) is the time-rescaled spatial metric defined by (5.1a).

**Definition 9.2 (Covariant divergence relative to \(G\)).** If \(J\) is a spacetime vectorfield, then \(\text{Div}_G J\) denotes its covariant divergence relative to the Levi–Civita connection of \(G\).

**Lemma 9.3 (Divergence formula involving the auxiliary spacetime metric).** Let \(J\) be any spacetime vectorfield and consider the decomposition \(J = J^0 \partial_t + J\), where \(J\) is \(\Sigma_t\)-tangent. Then

\[
\text{Div}_G J = \partial_t J^0 + \text{div}_G J + \mathcal{A}' \mathcal{A}^{1/3} N J^0.
\]

**Proof.** From (9.1), we deduce that \(|\det G| = \det G\) (relative to CMC-transported spatial coordinates). Since \(\text{Div}_G J = \frac{1}{|\det G|^{1/2}} \partial_\alpha (|\det G|^{1/2} J^\alpha)\), since \(\text{div}_G J = \frac{1}{(\det G)^{1/2}} \partial_\alpha ((\det G)^{1/2} J^\alpha)\), and since \(|\det G| = \det G\), it follows that \(\text{Div}_G J = \frac{1}{(\det G)^{1/2}} \partial_\alpha ((\det G)^{1/2} J^\alpha) = \frac{1}{2} (\partial_t \ln(\det G)) J^0 + \partial_t J^0 + \text{div}_G J\).

To complete the proof of (9.2), we need only to note the standard determinant differentiation formula \(\partial_t \ln(\det G) = \text{tr}_G \partial_t G\) and to use equation (5.18a) to substitute for \(\partial_t G\), thereby obtaining \(\partial_t \ln(\det G) = 2 \mathcal{A}' \mathcal{A}^{1/3} N\). In obtaining this formula, we have also used the identity \(\text{tr}_G G = 3\). \(\square\)

9.2. Volume forms. In this subsection, we exhibit some basic properties of the volume forms of the round metric \(\gamma\) and the rescaled spatial metric \(G\).

**Definition 9.4 (Volume forms).** Let \(\gamma\) be the round metric on \(\Sigma_t\) from Subsect. 6.1 and let \(G\) be the rescaled spatial metric defined by (5.1a). We denote the volume forms associated to these

\[
\text{d}x^a = \sqrt{|\det \gamma|} dx^1 \wedge dx^2 \wedge dx^3 \quad \text{and} \quad \text{d}\pi = \sqrt{|\det G|} dx^1 \wedge dx^2 \wedge dx^3.
\]

\(20\) Relative to arbitrary local coordinates \(\{x^a\}_{a=1,2,3}\) on \(\Sigma_t\), we have \(d\pi_{\gamma} = \sqrt{\det \gamma} dx^1 \wedge dx^2 \wedge dx^3\) and \(d\pi_{\gamma} = \sqrt{\det G} dx^1 \wedge dx^2 \wedge dx^3\).
metrics as follows:

\begin{align}
(9.3a) & \quad d\varpi_\gamma, \\
(9.3b) & \quad d\varpi_G.
\end{align}

**Lemma 9.5** *(Evolution equations for the volume forms).* The volume forms \(d\varpi_\gamma\) and \(d\varpi_G\) from Def. 9.4 verify the following evolution equations:

\begin{align}
(9.4) & \quad \mathcal{L}_{\partial_t} d\varpi_\gamma = 0, \\
(9.5) & \quad \mathcal{L}_{\partial_t} d\varpi_G = A' A^{1/3} N d\varpi_G.
\end{align}

**Proof.** To prove (9.5), we use the following standard identity: \(\mathcal{L}_{\partial_t} d\varpi_G = \frac{1}{2} (\text{tr}_G \mathcal{L}_{\partial_t} G) d\varpi_G\). Also using (5.18a) and the fact that \(\text{tr}_G G = 3\), we conclude (9.5). (9.4) follows similarly since \(\mathcal{L}_{\partial_t} \gamma = 0\) by construction. \(\square\)

### 9.3. Energy currents

In this subsection, we define energy currents, which are vectorfields that we will use for bookkeeping when integrating by parts.

**Definition 9.6** *(Energy Currents).* Let \(\mathcal{I}\) be a \(\mathcal{I}\)-multi-index. To each triplet \((\mathcal{L}_\mathcal{I}^f \tilde{K}, \mathcal{L}_\mathcal{I}^f G, \mathcal{I}^f N)\), we associate the metric energy current \(J_{\text{(Metric)}}[\mathcal{L}_\mathcal{I}^f \tilde{K}, \mathcal{L}_\mathcal{I}^f G, \nabla (\mathcal{I}^f N)]\), which is the spacetime vectorfield with the following components:

\begin{align}
(9.6a) & \quad J^0_{\text{(Metric)}}[\mathcal{L}_\mathcal{I}^f \tilde{K}, \mathcal{L}_\mathcal{I}^f G] := |\mathcal{L}_\mathcal{I}^f \tilde{K}|^2_G + \frac{1}{4} A^{1/3} |\nabla \mathcal{L}_\mathcal{I}^f G|^2_G, \\
(9.6b) & \quad J_{\text{(Metric)}}[\mathcal{L}_\mathcal{I}^f \tilde{K}, \mathcal{L}_\mathcal{I}^f G, \nabla (\mathcal{I}^f N)] := 2 A^{5/3} \mathcal{L}_\mathcal{I}^f \tilde{K} \cdot \nabla^# (\mathcal{I}^f N) \\
& \quad + A^{1/3} (1 + A^{4/3} N) (\mathcal{L}_\mathcal{I}^f \tilde{K})^# \cdot \nabla^# \mathcal{L}_\mathcal{I}^f G \\
& \quad + A^{1/3} (1 + A^{4/3} N) \mathcal{L}_\mathcal{I}^f \tilde{K} \cdot \nabla^# \text{tr}_G \mathcal{L}_\mathcal{I}^f G \\
& \quad - A^{1/3} (1 + A^{4/3} N) \mathcal{L}_\mathcal{I}^f \tilde{K} \cdot (\text{div}_G \mathcal{L}_\mathcal{I}^f G)^# \\
& \quad - A^{1/3} (1 + A^{4/3} N) (\mathcal{L}_\mathcal{I}^f \tilde{K} \cdot \text{div}_G \mathcal{L}_\mathcal{I}^f G)^#.
\end{align}

Similarly, to each pair \((\mathcal{I}^f \Psi, \mathcal{L}_\mathcal{I}^f \pi)\), we associate the scalar field energy current \(J_{\text{(sf)}}[\mathcal{I}^f \Psi, \mathcal{L}_\mathcal{I}^f \pi]\), which is the spacetime vectorfield with the following components:

\begin{align}
(9.7a) & \quad J^0_{\text{(sf)}}[\mathcal{I}^f \Psi, \mathcal{L}_\mathcal{I}^f \pi] := (\mathcal{I}^f \Psi)^2 + A^{4/3} |\mathcal{L}_\mathcal{I}^f \pi|^2_G, \\
(9.7b) & \quad J_{\text{(sf)}}[\mathcal{I}^f \Psi, \mathcal{L}_\mathcal{I}^f \pi] := -2 (1 + A^{4/3} N) A^{1/3} (\mathcal{I}^f \Psi) (\mathcal{L}_\mathcal{I}^f \pi)^#.
\end{align}

### 9.4. Divergence of the currents

In this subsection, we use the \(\mathcal{L}_\mathcal{I}^f\)-commuted Einstein-scalar field equations to compute the divergence of the energy currents defined in Def. 9.6.

**Lemma 9.7** *(Divergence of the metric energy current).* Let \(J_{\text{(Metric)}}[\cdots]\) be the energy current from Def. 9.6 and let \(\mathcal{I}\) be any \(\mathcal{I}\)-multi-index. For solutions to the \(\mathcal{L}_\mathcal{I}^f\)-commuted equations of
Prop. 8.2. The following identity holds:

\[(9.8) \quad \text{Div}_G J_{(\text{Metric})}[\mathcal{L}_2^i \hat{K}, \mathcal{L}_2^i G, \nabla \mathcal{L}_2^i N] = \frac{1}{3} A' A^{1/3} |\nabla \mathcal{L}_2^i G|_G^2 + \frac{1}{3} A' A^{5/3} (\nabla \mathcal{L}_2^i N, \nabla \text{tr}_G \mathcal{L}_2^i G)_G \\
- 2 \sqrt{\frac{2}{3}} A^{5/3} \mathcal{L}_2^i \pi \cdot \nabla \# \mathcal{L}_2^i N \\
- \sqrt{\frac{2}{3}} A^{1/3}(1 + A^{4/3} N) \nabla \# \text{tr}_G \mathcal{L}_2^i G \cdot \mathcal{L}_2^i \pi \\
+ 2 \sqrt{\frac{2}{3}} A^{1/3}(1 + A^{4/3} N) (\text{div}_G \mathcal{L}_2^i G) \cdot \mathcal{L}_2^i \pi \\
+ (\hat{1}):(\text{Border}) \mathcal{J}_{(\text{Metric})} + (\hat{1}):(\text{Junk}) \mathcal{J}_{(\text{Metric})},\]

\[(9.9a) \quad (\hat{1}):(\text{Border}) \mathcal{J}_{(\text{Metric})} := \left[ (\mathcal{L}_{\partial h} G) \otimes G^{-1} \right] \cdot \mathcal{L}_2^i \hat{K} \otimes \mathcal{L}_2^i \hat{K} + \left[ G \otimes (\mathcal{L}_{\partial h} G^{-1}) \right] \cdot \mathcal{L}_2^i \hat{K} \otimes \mathcal{L}_2^i \hat{K} \\
+ \frac{1}{4} A^{4/3} \left[ (\mathcal{L}_{\partial h} G^{-1} \otimes G^{-1} \otimes G^{-1}) \cdot (\nabla \otimes \nabla) \left\{ \mathcal{L}_2^i G \otimes \mathcal{L}_2^i G \right\} \right] \\
+ \frac{1}{2} A^{4/3} \left[ G^{-1} \otimes \mathcal{L}_{\partial h} G^{-1} \otimes G^{-1} \right] \cdot (\nabla \otimes \nabla) \left\{ \mathcal{L}_2^i G \otimes \mathcal{L}_2^i G \right\} \\
+ 2 A^{1/3}(\mathcal{L}_2^i \hat{K}, (\hat{1}):(\text{Border}) \mathcal{R})_G \\
+ \frac{1}{2} A^{1/3}(\nabla \mathcal{L}_2^i G, (\hat{1}):(\text{Border}) \mathcal{S})_G \\
+ A^{1/3}(1 + A^{4/3} N) \nabla \# \text{tr}_G \mathcal{L}_2^i G, (\hat{1}):(\text{Border}) \mathcal{M} \\
- A^{1/3}(1 + A^{4/3} N) (\text{div}_G \mathcal{L}_2^i G) \cdot (\hat{1}):(\text{Border}) \mathcal{M} \\
- A^{1/3}(1 + A^{4/3} N) \text{div}_G \mathcal{L}_2^i G \cdot (\hat{1}):(\text{Border}) \mathcal{M} \\
+ 2 A^{5/3} \nabla \# \mathcal{L}_2^i N, (\hat{1}):(\text{Border}) \mathcal{M},\]

\[(9.9b) \quad (\hat{1}):(\text{Junk}) \mathcal{J}_{(\text{Metric})} := A' A^{1/3} N \left| \mathcal{L}_2^i \hat{K} \right|_G^2 + \frac{1}{4} A' A^{5/3} N \left| \nabla \mathcal{L}_2^i G \right|_G^2 \\
+ 2 A^{1/3}(\mathcal{L}_2^i \hat{K}, (\hat{1}):(\text{Junk}) \mathcal{R})_G + 2 A^{1/3}(\mathcal{L}_2^i \hat{K}, (\hat{1}):(\text{Low}) \mathcal{R})_G \\
+ \frac{1}{2} A^{5/3}(\nabla \mathcal{L}_2^i G, (\hat{1}):(\text{Junk}) \mathcal{S})_G \\
+ A^{5/3} \nabla N \cdot \left\{ (\mathcal{L}_2^i \hat{K}) \# \cdot \nabla \# \mathcal{L}_2^i G \right\} + A^{5/3} \nabla N \cdot \mathcal{L}_2^i \hat{K} \cdot \nabla \# \text{tr}_G \mathcal{L}_2^i G \\
- A^{5/3} \nabla N \cdot \mathcal{L}_2^i \hat{K} \cdot (\text{div}_G \mathcal{L}_2^i G) \# - A^{5/3} \nabla \# N \cdot \mathcal{L}_2^i \hat{K} \cdot \text{div}_G \mathcal{L}_2^i G.\]

Proof. We start by using the identity (9.2), where $J_0^{(\text{Metric})}[\cdots]$ and $J_{(\text{Metric})}[\cdots]$ are defined by (9.6a) and (9.6b). The product $A' A^{1/3} N J_0$ on RHS (9.2) leads to the presence of the first two products on RHS (9.2). We now consider the terms in $\text{div}_G J_{(\text{Metric})}$ when the operator $\nabla$ falls on the factors of $N$ on RHS (9.6b) (these factors are multiplied by $A^{5/3}$). We place all four of these error term
products on RHS (9.9b). We now consider the products in \( \partial_t J^0_{(\text{Metric})} \) when the operator \( \partial_t = \mathcal{L}_{\partial_t} \) falls on the factors of \( G \) and \( G^{-1} \) inherent in the definition of the norms \( | \cdot |_G \) on RHS (9.6a). We place these products on RHS (9.9a) they are the first four. Moreover, when the operator \( \partial_t \) falls on the factor \( A^{4/3} \) in the second product on RHS (9.6a), we place the resulting product as the first one on RHS (9.8).

We now consider the terms in \( \partial_t J^0_{(\text{Metric})} \) and \( \text{div}_G J \) when \( \partial_t = \mathcal{L}_{\partial_t} \) and \( \nabla \) fall on the top-order factors \( \mathcal{L}_x^I \hat{K}, \mathcal{L}_x^I G, \) and \( \nabla \mathcal{I}^I N \). When \( \mathcal{L}_{\partial_t} \) falls on \( \mathcal{L}_x^I \hat{K} \) (respectively \( \mathcal{L}_x^I G \)), we use (8.4b) (respectively (8.4a)) for substitution. We note the following critically important cancellation: since \( \text{tr}\mathcal{L}_x^I \hat{K} = 0 \), we have \( \frac{1}{3}(A')^2 A^{1/3}(\mathcal{I}^I N)_G \mathcal{L}_x^I \hat{K} = 0 \); this product is generated by the second term on the second line of RHS (8.4b). Similarly, when \( \text{div}_G \) falls on any of the factors \( \mathcal{L}_x^I \hat{K} \) on RHS (9.6b), we use (8.1a)-(8.1b) for substitution. These substitutions lead to the presence of the terms on lines two through five of RHS (9.8) as well as the products on RHS (9.9a) and RHS (9.9b) involving inhomogeneous terms such as \( (\mathcal{I}):(\text{Border-Top}) \sum \). Moreover, we stress that this procedure allows us to \textit{completely eliminate} all products involving the first derivatives of \( \mathcal{L}_x^I \hat{K}, \nabla \mathcal{L}_x^I G, \) or \( \nabla \mathcal{I}^I N \). 

The next lemma lies at the heart of our energy estimates. Its proof relies on the observation of special cancellations that allow us to replace damaging error terms with favorable ones. In particular, the products \( \frac{4}{3} A' A^{1/3} \mathcal{L}_x^I \pi^2 |G| + A' A^3 \nabla \mathcal{I}^I N |G|^2 \) on RHS (9.10) will yield, in our energy estimates, spacetime integrals that provide control over the lapse and its derivatives near the singularity; see the third and fourth terms on RHS (14.1). For this, it is important that \( A'(t) \approx -1 \) for \( t \) near \( T_{\text{Crunch}} \) (see Lemma 3.5).

**Lemma 9.8 (Approximate monotonicity in divergence form: The divergence of the scalar field-lapse energy current).** Let \( J_{(s_f)}[\ldots] \) be the energy current from Def. 9.6 and let \( \hat{I} \) be any \( \mathcal{I} \)-multi-index. For solutions to the \( \mathcal{L}_x^I \)-commuted equations of Prop. 8.2, the following identity holds:

\[
\text{Div}_G J_{(s_f)}[\mathcal{I}^I \Psi, \mathcal{L}_x^I \pi] + A' A^3 \text{div}_G \left\{ (\nabla^\# \mathcal{I}^I N) \mathcal{I}^I N \right\} = \frac{4}{3} A' A^{1/3} \mathcal{L}_x^I \pi^2 |G| + A' A^3 \nabla \mathcal{I}^I N |G|^2 + \left\{ (A')^3 A^{5/3} + \frac{2}{3} A' A^3 + A' A^{5/3} |\hat{K}|_G^2 + 2 \sqrt{\frac{2}{3} A' A^{5/3} \Psi + A' A^{5/3} \Psi^2} \right\} |\mathcal{I}^I N|^2 + 2 \sqrt{\frac{2}{3} A^{5/3} (\mathcal{L}_x^I \pi)^\# \cdot \nabla \mathcal{I}^I N} + (\hat{I}):(\text{Border}) \sum_{(s_f)} + (\hat{I}):(\text{Junk}) \sum_{(s_f)},
\]
Lemma 3.5, the product in (9.12) is precisely the negative-semi-definite second product on RHS (9.10) (recall that by (9.11a),

\[
\mathfrak{J}_{(\text{Border})} := 2A^{1/3}(2^f \Psi)(\tilde{f})(\text{Border}) \mathfrak{q} + 2A^{5/3}(\mathcal{L}_2^2 \pi)^\# \cdot (\tilde{f})(\text{Border}) \mathfrak{Q}
\]

+ \mathcal{A}'A^{1/3}(2^f N)(\tilde{f})(\text{Border}) \mathfrak{n}

+ A^{4/3} \mathcal{L}_2G^{-1} \cdot \mathcal{L}_2^2 \pi \otimes \mathcal{L}_2^2 \pi,

(9.11b)

\[
\mathfrak{J}_{(\text{Junk})} := \mathcal{A}'A^{1/3}N(2^f \Psi)^2 + \mathcal{A}'A^{5/3}N|\mathcal{L}_2^2 \pi|^2_G
\]

- 2A^{5/3}(2^f \Psi)(\mathcal{L}_2^2 \pi)^\# \cdot \nabla N

+ A^{4/3}(2^f \Psi)(\tilde{f})(\text{Junk}) \mathfrak{q} + 2A^{5/3}(\mathcal{L}_2^2 \pi)^\# \cdot (\tilde{f})(\text{Junk}) \mathfrak{Q} + \mathcal{A}'A^{5/3}(2^f N)(\tilde{f})(\text{Junk}) \mathfrak{n}.

We now highlight the three most important aspects of the expression (9.12). First, the integrals and norms. In this section, we define the norms and energies that we use to control the solution.

10. Integrals, norms, and energies

In this section, we define the norms and energies that we use to control the solution.

10.1. Integrals and norms.
Definition 10.1 (L² norms with respect to two volume forms). Let \( d\omega_\gamma \) and \( d\omega_G \) be the volume forms on \( \Sigma_t \) from Def. 9.4. If \( f \) is a scalar function defined along \( \Sigma_t \), then we define

\[
\| f \|_{L^2_\gamma(\Sigma_t)}^2 := \int_{\Sigma_t} f^2 d\omega_\gamma, \quad \| f \|_{L^2_G(\Sigma_t)}^2 := \int_{\Sigma_t} f^2 d\omega_G.
\]

Definition 10.2 (\( H^M \) and \( C^M \) norms). Let \( \gamma \) be the round metric on \( \Sigma_t \) from Subsect. 6.1 and let \( G \) be the rescaled spatial metric of Def. 5.1. We define the following norms for \( \Sigma_t \)-tangent tensorfields \( \xi \).

\[
\begin{align*}
\| \xi \|_{H^M(\Sigma_t)}^2 &:= \sum_{|I| \leq M} \left\| \mathcal{L}^I \xi \right\|_{L^2_G(\Sigma_t)}^2, \quad \| \xi \|_{H^M_G(\Sigma_t)}^2 := \sum_{|I| \leq M} \left\| \mathcal{L}^I \xi \right\|_{L^2_\gamma(\Sigma_t)}^2, \\
\| \xi \|_{C^M(\Sigma_t)}^2 &:= \sum_{|I| \leq M} \sup_{p \in \Sigma_t} \left| \mathcal{L}^I \xi(p) \right|_{\gamma}^2, \quad \| \xi \|_{C^M_G(\Sigma_t)}^2 := \sum_{|I| \leq M} \sup_{p \in \Sigma_t} \left| \mathcal{L}^I \xi(p) \right|_{G}^2.
\end{align*}
\]

Our bootstrap assumption for the solution (see Subsect. 11.2) is for the following solution norm; see Remark 10.5 regarding the number of derivatives that it controls.

Definition 10.3 (High-norm for the solution). We define

\[
\mathcal{H}_{(Total);16}(t) := \| \hat{K} \|_{H^1_G(\Sigma_t)} + A^{2/3}(t) \| G \|_{H^1_\gamma(\Sigma_t)} + \| G - \gamma \|_{H^1_\gamma(\Sigma_t)} + \| G^{-1} - \gamma^{-1} \|_{H^1_\gamma(\Sigma_t)} + 4 \sum_{L=1}^4 A^{2/3}(t) \| N \|_{H^{1+L}_G(\Sigma_t)} + \| N \|_{H^{1+L}_\gamma(\Sigma_t)} + \| \Psi \|_{H^1_\gamma(\Sigma_t)} + A^{2/3}(t) \| \pi \|_{H^1_\gamma(\Sigma_t)} + \| \pi \|_{H^1_\gamma(\Sigma_t)} + \| \hat{K} \|_{C^4_G(\Sigma_t)} + \| G - \gamma \|_{C^4_G(\Sigma_t)} + \| G^{-1} - \gamma^{-1} \|_{C^4_G(\Sigma_t)} + \| N \|_{C^4_G(\Sigma_t)} + \| \Psi \|_{C^4_G(\Sigma_t)} + \| \pi \|_{C^4_G(\Sigma_t)}.
\]

Remark 10.4. Note that \( \mathcal{H}_{(Total);16}(t) \equiv 0 \) for the FLRW solution. Thus, \( \mathcal{H}_{(Total);16}(t) \) is a measure of the perturbed solution’s deviation from the FLRW solution.

Remark 10.5 (On the number of derivatives). In the present article, our solution norm (10.3) involves more derivatives than the corresponding solution norms in [57,58]. We have chosen to increase the number of derivatives in the present article because it allows us to simplify some of the analysis.

Definition 10.6 (Summed pointwise norms and seminorms). If \( M \geq 0 \) is an integer and \( \mathcal{D} \) is a differential operator (typically \( \mathcal{D} = \mathcal{L}_{\partial_t} \) or \( \mathcal{D} = \nabla^L \) for some exponent \( L \)), then

\[
\| \mathcal{L}^M \xi \|_G := \sum_{|I| \leq M} \left\| \mathcal{L}^I \xi \right\|_G, \quad \| \mathcal{D} \mathcal{L}^M \xi \|_G := \sum_{|I| \leq M} \left\| \mathcal{D} \mathcal{L}^I \xi \right\|_G.
\]
Similarly, if \( M \geq 1 \), then
\[
(10.5) \quad \left\| \mathcal{L}_Z^{[1,M]} \xi \right\|_{G} := \sum_{1 \leq |i| \leq M} \left| \mathcal{L}_Z^i \xi \right|_{G}, \quad \left| \mathcal{D} \mathcal{L}_Z^{[1,M]} \xi \right|_{G} := \sum_{1 \leq |i| \leq M} \left| \mathcal{D} \mathcal{L}_Z^i \xi \right|_{G}.
\]

We typically write \( |\mathcal{L}_Z^{[1,M]} f| \) instead of \( \left| \mathcal{L}_Z^{[1,M]} f \right|_{G} \) when \( f \) is a scalar function. Moreover, we sometimes write \( |\mathcal{L}_Z f| \) instead of \( |\mathcal{L}^{[1,1]} f| \). We also define similar seminorms in which the metric \( G \) is replaced by the metric \( \gamma \).

**Definition 10.7 (Summed sup-seminorms).** If \( M \geq 0 \) is an integer and \( \mathcal{D} \) is a differential operator (typically \( \mathcal{D} = \mathcal{L}_{\partial t} \) or \( \mathcal{D} = \nabla^L \) for some exponent \( L \)), then
\[
(10.6) \quad \left\| \mathcal{L}_Z^{\leq M} \xi \right\|_{C^0_G(\Sigma_t)} := \sum_{|i| \leq M} \sup_{p \in \Sigma_t} \left| \mathcal{L}_Z^i \xi (p) \right|_{G}, \quad \left\| \mathcal{D} \mathcal{L}_Z^{\leq M} \xi \right\|_{C^0_G(\Sigma_t)} := \sum_{|i| \leq M} \sup_{p \in \Sigma_t} \left| \mathcal{D} \mathcal{L}_Z^i \xi (p) \right|_{G}.
\]

Similarly, if \( M \geq 1 \), then
\[
(10.7) \quad \left\| \mathcal{L}_Z^{[1,M]} \xi \right\|_{C^0_G(\Sigma_t)} := \sum_{1 \leq |i| \leq M} \sup_{p \in \Sigma_t} \left| \mathcal{L}_Z^i \xi (p) \right|_{C^0_G(\Sigma_t)}, \quad \left\| \mathcal{D} \mathcal{L}_Z^{[1,M]} \xi \right\|_{C^0_G(\Sigma_t)} := \sum_{1 \leq |i| \leq M} \sup_{p \in \Sigma_t} \left| \mathcal{D} \mathcal{L}_Z^i \xi (p) \right|_{G}.
\]

We analogously define similar seminorms in which the metric \( G \) is replaced by the metric \( \gamma \) or in which the sup norm \( \| \cdot \|_{C^0_G(\Sigma_t)} \) is replaced with the Lebesgue norm \( \| \cdot \|_{L^2_G(\Sigma_t)} \) or \( \| \cdot \|_{L^2(\Sigma_t)} \).

The norms and seminorms in the next definition complement those of Def. 10.7.

**Definition 10.8 (Spatial derivative norms and seminorms).** \( \mathcal{D}^M \) denotes an arbitrary \( M^{th} \)-order differential operator corresponding to repeated differentiation with respect to the connection \( \nabla \) and/or the \( \Sigma_t \)-projected Lie derivative operators \( \mathcal{L}_Z \) with \( Z \in \mathcal{Z} \), where no more than two differentiations with respect to \( \nabla \) are taken.\(^{21}\) That is, \( \mathcal{D}^M \) is any operator of the form
\[
(10.8) \quad \mathcal{D}^M = \prod_{i=1}^M O_i,
\]
where \( O_i \in \{ \nabla, \mathcal{L}_Z^{(1)}, \mathcal{L}_Z^{(2)}, \mathcal{L}_Z^{(3)} \} \) and no more than two of the \( O_i \) are equal to \( \nabla \).

If \( M \geq 0 \) is an integer and \( \xi \) is a \( \Sigma_t \)-tangent tensorfield, then
\[
(10.9) \quad \left\| \mathcal{D}^{\leq M} \xi \right\|_{C^0_G(\Sigma_t)} := \sum_{M' \leq M} \sup_{p \in \Sigma_t} \left| \mathcal{D}^{M'} \xi (p) \right|_{G},
\]
where \( \sum_{M' \leq M} \) means that the sum is over all operators of type \( \mathcal{D}^{M'} \) with \( M' \leq M \). Similarly, if \( M \geq 1 \), then
\[
(10.10) \quad \left\| \mathcal{D}^{[1,M]} \xi \right\|_{C^0_G(\Sigma_t)} := \sum_{1 \leq M' \leq M} \sup_{p \in \Sigma_t} \left| \mathcal{D}^{M'} \xi (p) \right|_{G},
\]
where \( \sum_{1 \leq M' \leq M} \) means that the sum is over all operators of type \( \mathcal{D}^{M'} \) with \( 1 \leq M' \leq M \).

We similarly define \( \left\| \mathcal{D}^{\leq M} \xi \right\|_{C^\gamma(\Sigma_t)} \) and \( \left\| \mathcal{D}^{[1,M]} \xi \right\|_{C^\gamma(\Sigma_t)} \) by replacing the metric \( G \) in (10.9)-(10.10) with \( \gamma \).

\(^{21}\)We only need to consider at most two \( \nabla \) differentiations since this is the maximum number of \( \nabla \) differentiations that occur in the Einstein-scalar field equations.
10.2. Energies. To control the solution and to derive a priori estimates for the norm $\mathcal{H}_{\text{Total}};16$, we will primarily rely on the following energies.

**Definition 10.9 (Energies).** Let $J_{(\text{Metric})}[-]$ and $J_{(sf)}[-]$ be the energy currents from Def. 9.6 and let $\theta > 0$ be a real parameter. We define

\begin{align*}
\mathcal{E}_{(\text{Metric});M}(t) &:= \sum_{1 \leq |I| \leq M} \int_{\Sigma_t} J^0_{(\text{Metric})}[\mathcal{L}^I_2 \hat{K}, \mathcal{L}^I_2 G] \, d\omega_G, \\
\mathcal{E}_{(sf);M}(t) &:= \sum_{1 \leq |I| \leq M} \int_{\Sigma_t} J^0_{(sf)}[\mathcal{L}^I_2 \Psi, \mathcal{L}^I_2 \pi] \, d\omega_G,
\end{align*}

(10.11a) and (10.11b)

\begin{align*}
\mathcal{E}_{(Total);M;0}(t) &:= \theta \mathcal{E}_{(\text{Metric});M}(t) + \mathcal{E}_{(sf);M}(t), \\
\mathcal{E}_{(Total);M;\theta}(t) &:= \sup_{s \in [0,t]} \mathcal{E}_{(Total);M;\theta}(s).
\end{align*}

(10.11c) and (10.11d)

We now quantify the coerciveness of the energies.

**Lemma 10.10 (Coerciveness of the energies).** The energies $\mathcal{E}_{(\text{Metric});M}(t)$ and $\mathcal{E}_{(sf);M}(t)$ from Def. 10.9 are coercive in the following sense:

\begin{align*}
\mathcal{E}_{(\text{Metric});M}(t) &= \sum_{1 \leq |I| \leq M} \left\| \mathcal{L}^I_2 \hat{K} \right\|_{L^2_2(\Sigma_t)}^2 + \frac{1}{4} \sum_{1 \leq |I| \leq M} \mathcal{A}^{4/3} \left\| \nabla \mathcal{L}^I_2 G \right\|_{L^2_2(\Sigma_t)}^2, \\
\mathcal{E}_{(sf);M}(t) &= \sum_{1 \leq |I| \leq M} \left\| \mathcal{L}^I_2 \Psi \right\|_{L^2_2(\Sigma_t)}^2 + \mathcal{A}^{4/3}(t) \sum_{1 \leq |I| \leq M} \left\| \mathcal{L}^I_2 \pi \right\|_{L^2_2(\Sigma_t)}^2.
\end{align*}

(10.12a) and (10.12b)

**Proof.** The lemma is a trivial consequence of Def. 10.9 and the definitions 9.6a and 9.7a. □

11. Assumptions on the data and bootstrap assumptions

In this short section, we provide our smallness assumptions on the initial data and state the bootstrap assumptions that we will use when deriving a priori estimates.

11.1. Smallness assumptions on the data. We assume that the data verify the following smallness assumptions:

\begin{align*}
\mathcal{H}_{\text{Total}};16(0) := \varepsilon^2,
\end{align*}

(11.1)

where $\mathcal{H}_{\text{Total}};16$ is defined in (10.3) and $\varepsilon < 1$ is a small positive number. We will shrink the allowable size of $\varepsilon$ as the paper progresses.

**Remark 11.1.** The smallness of $\left\| \mathcal{L}^{\leq 16}_2 (G^{-1} - \gamma^{-1}) \right\|_{L^2(\Sigma_0)}$ implied by (11.1) is redundant in the sense that it could be derived as an easy consequence of the smallness for $\left\| \mathcal{L}^{\leq 16}_2 (G - \gamma) \right\|_{L^2(\Sigma_0)}$ implied by (11.1). In addition, the smallness of $\left\| \mathcal{L}^{\leq 18} \nabla \right\|_{L^2(\Sigma_0)}$ implied by (11.1) is redundant in the sense that it could be derived from the smallness of the remaining variables by virtue of elliptic estimates of the type that we derive in Prop. 16.2.
11.2. Bootstrap assumptions. We assume that the following estimates hold for \( t \in [0, T_{(\text{Boot})}] \):

\[
\mathcal{H}(\text{Total};16)(t) \leq \varepsilon A^{-\sigma}(t),
\]

where \( \mathcal{H}(\text{Total};16)(t) \) is defined in (10.3), \( \varepsilon \) is as in (11.1), and \( \sigma > 0 \) is a small bootstrap parameter that is constrained in particular by

\[
0 < \varepsilon^{1/2} \leq \sigma < 1.
\]

We will adjust the allowable size of \( \varepsilon \) and \( \sigma \) throughout our analysis.

Remark 11.2 (We tacitly assume the bootstrap assumptions and sufficient smallness of the bootstrap parameters). In the remainder of the article, we will assume that the above bootstrap assumptions hold and that \( \varepsilon \) and \( \sigma \) are sufficiently small. In particular, in statements of propositions and lemmas in which we derive estimates, we do not explicitly state that we are assuming the bootstrap assumptions. Moreover, it is understood that all of the estimates that we derive hold on the domain \([0, T_{(\text{Boot})}] \times S^3\).

Remark 11.3 (Quadratically small data out of convenience). Note that our bootstrap assumption (11.2) states that \( \mathcal{H}(\text{Total};16)(t) \) is linearly small in \( \varepsilon \) while our data assumption (11.1) for \( \mathcal{H}(\text{Total};16)(0) \) posits quadratic smallness. This is mainly for technical convenience.

12. Preliminary inequalities and weak sup-norm estimates

In this section, we derive some preliminary estimates. The estimates form the starting point for our pointwise analysis of solutions and the error terms in the \( L^2_\sigma \)-commuted equations.

12.1. Preliminary comparison estimates. In this subsection, we prove some comparison estimates. The main result is Lemma (12.2) We start by providing a simple identity.

Lemma 12.1 (Covariant derivatives in terms of Lie derivatives). For any three vector fields \( X, Y, Z \in \mathfrak{X} \) (see (6.5)), we have the following identity:

\[
G(\nabla_X Y, Z) = \frac{1}{2} \{ Y \otimes Z \cdot \mathcal{L}_X G + Z \otimes X \cdot \mathcal{L}_Y G - X \otimes Y \cdot \mathcal{L}_Z G \}
\]

\[
+ \frac{1}{2} \{ G(\mathcal{L}_X Y, Z) + G(\mathcal{L}_Y Z, X) - G(\mathcal{L}_Z X, Y) \}.
\]

Proof. First, using the Leibniz rule and the torsion-free property of \( \nabla \), we compute that

\[
G(\nabla_Y X, Z) + G(X, \nabla_Y Z) = \nabla_Y [G(X, Z)] = \mathcal{L}_Y [G(X, Z)]
\]

\[
= X \otimes Z \cdot \mathcal{L}_Y G + G(\mathcal{L}_Y X, Z) + G(\mathcal{L}_Y Z, X) + X \otimes Z \cdot \mathcal{L}_Y G + G(\nabla_Y X, Z) - G(\nabla_Y X, Z) + G(X, \nabla_Y Z) - G(X, \nabla_Y Z).
\]

From (12.2), we deduce that \( G(\nabla_Y X, Z) = X \otimes Z \cdot \mathcal{L}_Y G - G(X, \nabla_Y Z) \) and hence

\[
2G(\nabla_X Y, Z) = X \otimes Z \cdot \mathcal{L}_Y G + G(\nabla_X Y, Z) - G(\nabla_Y X, Z).
\]

Using similar arguments, we decompose the last two terms on RHS (12.3) as follows:

\[
G(\nabla_X Y, Z) - G(\nabla_Z Y, X) = \nabla_X [G(Y, Z)] - \nabla_Z [G(Y, X)] - G(\mathcal{L}_X Y, Z)
\]

\[
= Y \otimes Z \cdot \mathcal{L}_X G + G(\mathcal{L}_X Y, Z) + G(\mathcal{L}_X Z, Y) - X \otimes Y \cdot \mathcal{L}_Z G
\]

\[
+ G(\mathcal{L}_Y Z, X) - G(\mathcal{L}_Z X, Y) - G(\mathcal{L}_X Z, Y).
\]
Substituting RHS (12.4) for the last two terms on RHS (12.3) and noting that $-G(L_X X, Y) = G(L_X Z, Y) = 0$, we arrive at (12.1).

We now compare the strength of the norms $|\cdot|_\gamma$ and $|\cdot|_G$.

**Lemma 12.2 (Preliminary comparison estimates).** There exist constants $C > 1$ and $c > 1$ such that the following estimates hold for $\Sigma_1$-tangent tensors $\xi$:

\begin{equation}
\frac{1}{C} A^{\sigma} |\xi|_\gamma \leq |\xi|_G \leq C A^{-\sigma} |\xi|_\gamma.
\end{equation}

Moreover, let $\xi$ be a type $\left(\frac{1}{m}\right)$ $\Sigma_1$-tangent tensor, let $\theta^1, \ldots, \theta^t \in \Theta$ and $Z_1, \ldots, Z_m \in \mathcal{V}$ (see Def. 6.2), and let $\xi_{Z_1 \cdots Z_m}^{\theta_1 \cdots \theta^t} := \xi_{a_1 \cdots a_m b_1 \cdots b_m}^{\theta_1 \cdots \theta^t} Z_1^{a_1} \cdots Z_m^{b_m}$ denote the contraction of $\xi$ against $\theta^1, \ldots, \theta^t$ and $Z_1, \ldots, Z_m$. The following pointwise estimate holds:

\begin{equation}
\frac{1}{C} A^{\sigma} \sum_{Z_1, \ldots, Z_m \in \mathcal{V}} |\xi_{Z_1 \cdots Z_m}^{\theta_1 \cdots \theta^t}| \leq |\xi|_G \leq C A^{-\sigma} \sum_{Z_1, \ldots, Z_m \in \mathcal{V}} |\xi_{Z_1 \cdots Z_m}^{\theta_1 \cdots \theta^t}|.
\end{equation}

Finally, if $\nabla^L$ is the $L^{th}$ order covariant derivative operator, then for $L = 1, 2$, we have

\begin{equation}
|\nabla^L \xi|_G \leq C A^{-\sigma} |\xi^{\leq 2}_G|, \quad |\nabla^L \xi|_G \leq C A^{-\sigma} |\nabla^{\leq L} \xi|_G.
\end{equation}

**Proof.** We start by making a basic remark (which is justified by our proof) that will later be important for our proof of Cor. 13.5: our proof of the lemma relies only on the bounds $|G^{-1} - \gamma|_\gamma \leq A^{-\sigma}$ and $|\xi^{\leq 2}_\gamma(G - \gamma)|_\gamma \leq A^{-\sigma}$, which are a simple consequence of (11.2). Throughout the proof, we refer to these bounds as “the bootstrap assumptions.”

We first prove (12.5). We give the proof only for type $\left(\frac{0}{1}\right)$ tensors since the case of general $\left(\frac{1}{m}\right)$ tensors can be handled similarly. From Cauchy–Schwarz relative to $\gamma$, we deduce $|\xi|^2_G = (\gamma^{-1})^{ab} \xi_a \xi_b \leq \{1 + C|G^{-1} - \gamma|_\gamma\} |\xi|^2$. The second inequality in (12.5) then follows from the bootstrap assumptions. To derive the first inequality in (12.5), we first use Cauchy–Schwarz relative to $G$ to deduce $|\xi|^2_G = (\gamma^{-1})^{ab} \xi_a \xi_b \leq |\gamma|_G |\xi|^2_G$. We then use Cauchy–Schwarz relative to $\gamma$ and the bootstrap assumptions to obtain $|\gamma|_G = \{G^{ab} G_{cd}(\gamma^{-1})^{ab}(\gamma^{-1})^{cd}\}^{1/2} \leq |G|_\gamma \leq 1 + |G - \gamma|_\gamma \leq A^{-\sigma}$. Combining this estimate with the previous one, we conclude the desired lower bound (12.5).

Inequality (12.6) then follows from (12.5) and the following simple consequence of Cor. 2.7:

$|\xi| \leq \sum_{\theta_1, \ldots, \theta^t \in \Theta, Z_1, \ldots, Z_m \in \mathcal{V}} |\xi_{Z_1 \cdots Z_m}^{\theta_1 \cdots \theta^t}|$.

We now prove (12.7) in the case $L = 1$. Again, we give the proof only for type $\left(\frac{0}{1}\right)$ tensor fields since the case of general $\left(\frac{1}{m}\right)$ tensor fields can be handled similarly. We first show that $|\nabla Z|_G \leq A^{-\sigma}$. To this end, we consider the type $\left(\frac{0}{0}\right)$ tensor field $\nabla Z$ that is $G$-dual to $\nabla Z$. By (12.6), the identities (2.5) and (12.1), Cauchy–Schwarz relative to $\gamma$, the fact that $|Z|_\gamma = 1$ for $Z \in \mathcal{V}$, and the bootstrap assumptions, we obtain the desired bound as follows: $|\nabla Z|_G = |\nabla Z|_G \leq A^{-\sigma} \sum_{Z_1, Z_2 \in \mathcal{V}} |Z_2| \cdot |\nabla Z|_G \leq A^{-\sigma} \sum_{Z_1, Z_2 \in \mathcal{V}} |G(Z_1, Z_2)| \leq A^{-\sigma} |\xi^{\leq 1}_G|_G \leq A^{-\sigma}$. Next, we note the following identity, written in schematic form (without regard for constant coefficients) and valid for $Z \in \mathcal{V}$ and any $\Sigma_1$-tangent tensor $\xi$: $\nabla \xi = L^i_Z \xi + \xi \cdot \nabla Z$. Thus, using Cauchy–Schwarz relative to $G$, (12.5), the fact that $|Z|_\gamma = 1$ when $Z \in \mathcal{V}$, and the bound $|\nabla Z|_G \leq A^{-\sigma}$, we deduce $|\xi^{\leq 2}_G|_G \leq C_{\xi} |\xi|_G + \sum_{Z \in \mathcal{V}} |\nabla Z|_G |\xi|_G \leq A^{-\sigma} |\xi^{\leq 1}_G|_G$, which is the second inequality stated in (12.7) in the case $L = 1$. To obtain the first inequality stated in (12.7) in the case $L = 1$, we use the schematic identity $Z \cdot \nabla \xi = L^i_Z \xi + \xi \cdot \nabla Z$, (12.5), (12.6), the identity $|Z|_\gamma = 1$, and the bound $|\nabla Z|_G \leq A^{-\sigma}$ to deduce...
that $|\nabla \xi|_\gamma \leq \sum_{Z_1, Z_2 \in \mathcal{Z}} |Z_1 \otimes Z_2 \cdot \nabla \xi| \leq \sum_{Z \in \mathcal{Z}} \mathcal{L}_Z \xi|_\gamma + \sum_{Z \in \mathcal{Z}} |\xi| \nabla Z|_\gamma \leq \{1 + CA^{-c}\gamma} |\nabla Z|_G} \} \mathcal{L}_Z^{21} \xi|_\gamma \lesssim A^{-c}\gamma} \mathcal{L}_Z^{12} \xi|_\gamma$. The desired first inequality in (12.7) in the case $L = 1$ now follows from the previous estimate and (12.5).

To prove the first estimate stated in (12.7) in the case $L = 2$, we use the first estimate in (12.7) in the already proven case $L = 1$ with $\nabla \xi$ in the role of $\xi$ to deduce that $|\nabla^2 \xi|_G \lesssim A^{-c}\gamma} \mathcal{L}_Z^{12} \xi|_G = A^{-c}\gamma} \mathcal{L}_Z^{12} \xi|_G + A^{-c}\gamma} \sum_{Z \in \mathcal{Z}} [\nabla, \mathcal{L}_Z] \xi|_G \lesssim A^{-c}\gamma} \mathcal{L}_Z^{22} \xi|_G + A^{-c}\gamma} \sum_{Z \in \mathcal{Z}} [\nabla, \mathcal{L}_Z] \xi|_G$. To obtain the desired bound, we need only to show that $[\nabla, \mathcal{L}_Z] \xi|_G \lesssim A^{-c}\gamma} \xi|_G$. To this end, we use the formula (7.5a) (with $I = 1$), the first estimate in (12.7) in the case $L = 1$, (12.5), and the bootstrap assumptions to deduce the desired bound as follows: $[\nabla, \mathcal{L}_Z] \xi|_G \lesssim \sum_{Z \in \mathcal{Z}} |\nabla \mathcal{L}_Z G|_G \xi|_G \lesssim A^{-c}\gamma} \mathcal{L}_Z^{22} (G - \gamma)|_G \xi|_G \lesssim A^{-c}\gamma} \mathcal{L}_Z^{22} (G - \gamma)|_G \xi|_G$. To prove the second estimate stated in (12.7) in the case $L = 2$, we first use the second estimate in (12.7) in the case $L = 1$ to deduce $\sum_{Z_1, Z_2 \in \mathcal{Z}} |\nabla Z_1 \mathcal{L}_Z Z_2|_G \lesssim A^{-c}\gamma} \mathcal{L}_Z^{12} \xi|_G + A^{-c}\gamma} \sum_{Z \in \mathcal{Z}} |\nabla \mathcal{L}_Z|_G \xi|_G \lesssim A^{-c}\gamma} \mathcal{L}_Z^{22} \xi|_G + A^{-c}\gamma} \sum_{Z \in \mathcal{Z}} [\nabla, \mathcal{L}_Z] \xi|_G$. To finish the proof, we need only to use the bound $[\nabla, \mathcal{L}_Z] \xi|_G \lesssim A^{-c}\gamma} \xi|_G$ proved just above.

**12.2. Preliminary curvature estimates.** In this subsection, we derive preliminary estimates for the curvatures of the rescaled metric $G$. We recall that the type $(0, 0)$ Riemann curvature of $G$ is denoted by $\text{Riem}$ and that its type $(1, 1)$ Ricci tensor is denoted by $\text{Ric}^\#$.

**Lemma 12.3 (Preliminary curvature estimates).** There exist polynomials in two real variables with strictly positive coefficients, all of which are schematically denoted by $\mathcal{P}$, such that the following estimates hold:

\begin{align}
(12.8a) \quad \text{Riem} &= \frac{1}{18} G \otimes G + \text{Riem}_\Delta, \\
(12.8b) \quad \text{Ric}^\# &= \frac{2}{9} I + \text{Ric}_\Delta,
\end{align}

where

\begin{align}
(12.9a) \quad |\text{Riem}_\Delta|_\gamma &\lesssim \mathcal{P} \left( \mathcal{L}_Z^{11} (G - \gamma)|_\gamma + |G - \gamma|_\gamma \right) \left( \mathcal{L}_Z^{22} (G - \gamma)|_\gamma + |G - \gamma|_\gamma \right), \\
(12.9b) \quad |\text{Ric}_\Delta^\#|_\gamma &\lesssim \mathcal{P} \left( \mathcal{L}_Z^{11} (G - \gamma)|_\gamma + |G - \gamma|_\gamma \right) \left( \mathcal{L}_Z^{22} (G - \gamma)|_\gamma + |G - \gamma|_\gamma \right).
\end{align}

In (12.8b), $I$ denotes the identity transformation, while the tensor $G \otimes G$ on RHS (12.8a) has the following components relative to arbitrary coordinates on $\Sigma_t$: $(G \otimes G)_{ijkl} := 2G_{ik}G_{jl} - 2G_{ij}G_{kl}$.

**Proof.** We give the proof of (12.8a) and (12.9a). The proof of (12.8b) and (12.9b) is similar and we omit those details. Throughout the proof, we use the notation $\text{Riem}(Z(A), Z(B), Z(C), Z(D))$ to denote the components of $\text{Riem}$ relative to the Lie-transported frame of Def. 6.2. We now note the following standard formula:

\begin{equation}
(12.10) \quad \text{Riem}(Z(A), Z(B), Z(C), Z(D)) := G(\nabla Z(B)(\nabla Z(A)Z(C)), Z(D)) - G(\nabla Z(A)(\nabla Z(B)Z(C)), Z(D)) + G(\nabla Z(A)Z(B)Z(C), Z(D)).
\end{equation}

To proceed, we first note that by Cor. 2.7 the desired bounds follow once we show that for $A, B, C, D = 1, 2, 3$, we have

$$
\text{Riem}(Z(A), Z(B), Z(C), Z(D)) = \frac{1}{18} G \otimes G(Z(A), Z(B), Z(C), Z(D)) + \text{Riem}_\Delta(Z(A), Z(B), Z(C), Z(D)).
$$
where \(|\text{Riem}_A(Z(A), Z(B), Z(C), Z(D))| \leq \text{RHS of (12.9a)}\). To this end, we first compute RHS (12.10) using (2.5), (6.12), (6.15)-(6.16), and the identity \(Z(C)(G^{-1})^{AB} = -(G^{-1})^{A'}(G^{-1})^{B'B'}Z(C)G_{A'B'}\). We then use (6.20) to substitute for \(Z(C)G_{A'B'}\) in the previous formula. Next, we expand \(G = \gamma + (G - \gamma)\) and substitute this expansion for \(G\) everywhere in our computations for RHS (12.10). Similarly, we expand \(G^{-1} = \gamma^{-1} + (G^{-1} - \gamma^{-1})\) and substitute. The only non-small term that arises is \(1 \over 18 \gamma \otimes \gamma(Z(A), Z(B), Z(C), Z(D))\), which is generated by tensor products of the first term on RHS (6.13) with itself. We replace \(1 \over 18 \gamma \otimes \gamma(Z(A), Z(B), Z(C), Z(D))\) with \(1 \over 18 G \otimes G(Z(A), Z(B), Z(C), Z(D))\) (which leads to the first term on RHS (12.8a)) plus an error term that we incorporate into \(\text{Riem}_A(Z(A), Z(B), Z(C), Z(D))\).

From these steps, we obtain that \(\text{Riem}_A(Z(A), Z(B), Z(C), Z(D))\) is a sum of products involving \(\gamma\), \(\gamma^{-1}\), \(L^2_Z(G - \gamma)\), and \(G^{-1} - \gamma^{-1}\), where each product contains at least one factor of either \(L^2_Z(G - \gamma)\) or \(G^{-1} - \gamma^{-1}\), and the factor \(L^2_Z(G - \gamma)\) appears either linearly or not at all. The desired bound for \(\text{Riem}_A(Z(A), Z(B), Z(C), Z(D))\) now follows from these computations, Cauchy–Schwarz relative to \(\gamma\), the identities \(|\gamma|_\gamma = |\gamma^{-1}|_\gamma = \sqrt{3}\), and the identity \(|Z(A)|_\gamma = 1\) for \(A = 1, 2, 3\).

### 12.3 Weak sup-norm estimates

The following lemma provides “weak” sup-norm estimates, which follow as a direct consequence of the bootstrap assumption (11.2). That is, the proof of the lemma does not rely on the Einstein-scalar field equations. In Sect. 13, we will use these weak sup norm estimates and the Einstein-scalar field equation to prove stronger (i.e., less singular with respect to \(t\)) estimates.

**Lemma 12.4 (Weak sup-norm estimates).** The following estimates hold (see Def. 10.8 regarding the notation):

\[
\begin{align*}
\text{(12.11a)} & \quad \|D^{\leq 14} \dot{K}\|_{C^0(\Sigma_t)} + \|D^{\leq 14}(G - \gamma)\|_{C^0(\Sigma_t)} + \|D^{\leq 14}(G^{-1} - \gamma^{-1})\|_{C^0(\Sigma_t)} \\
& \quad + \|D^{\leq 12} N\|_{C^0(\Sigma_t)} + \|D^{\leq 14} \Psi\|_{C^0(\Sigma_t)} + \|D^{\leq 13} \pi\|_{C^0(\Sigma_t)} \leq \varepsilon A^{-c_\sigma}(t),
\end{align*}
\]

\[
\begin{align*}
\text{(12.11b)} & \quad \|D^{\leq 14} \dot{K}\|_{C^0(\Sigma_t)} + \|D^{\leq 14}(G - \gamma)\|_{C^0(\Sigma_t)} + \|D^{\leq 14}(G^{-1} - \gamma^{-1})\|_{C^0(\Sigma_t)} \\
& \quad + \|D^{\leq 12} N\|_{C^0(\Sigma_t)} + \|D^{\leq 14} \Psi\|_{C^0(\Sigma_t)} + \|D^{\leq 13} \pi\|_{C^0(\Sigma_t)} \leq \varepsilon A^{-c_\sigma}(t).
\end{align*}
\]

Moreover, we have

\[
\begin{align*}
\text{(12.12a)} & \quad \|\text{Ric}^\# - \frac{2}{9}\|_{C^0(\Sigma_t)} + \|D^{[1,12]} \text{Ric}^\#\|_{C^0(\Sigma_t)} \leq \varepsilon A^{-c_\sigma}(t),
\end{align*}
\]

\[
\begin{align*}
\text{(12.12b)} & \quad \|\text{Ric}^\# - \frac{2}{9}\|_{C^0(\Sigma_t)} + \|D^{[1,12]} \text{Ric}^\#\|_{C^0(\Sigma_t)} \leq \varepsilon A^{-c_\sigma}(t).
\end{align*}
\]

**Proof.** To obtain (12.11a)-(12.11b), we first repeatedly use the commutation identities of Lemma (7.2) to commute any factors of \(\nabla\) that might appear in an operator \(D^M\) to the front (so that the \(\nabla\) act last). The desired inequalities (12.11a)-(12.11b) now follow from these commutation identities, the bootstrap assumption (11.2), Lemma 12.2, and the fact that in all estimates, we can replace \(L^2_ZG\) with \(L^2_Z(G - \gamma)\) whenever \(Z \in Z^r\) (since \(L^2_Z\gamma = 0\)).

To prove (12.12b), we first use (12.8b), (12.9b), and (12.11b) to deduce that \(\|\text{Ric}^\# - \frac{2}{9}\|_{C^0(\Sigma_t)} \leq \|\text{Riem}_\Delta G\|_{C^0(\Sigma_t)} \leq \varepsilon A^{-c_\sigma}(t)\) as desired. To obtain the bound \(\|D^{[1,12]} \text{Ric}^\#\|_{C^0(\Sigma_t)} \leq \varepsilon A^{-c_\sigma}\), we first note the basic fact that \(\|D^{[1,12]} \text{Ric}^\#\|_{C^0(\Sigma_t)} = \|D^{[1,12]} (\text{Ric}^\# - \frac{2}{9}\|_{C^0(\Sigma_t)})\). We then use the commutation identities of Lemma (7.2) to commute any factors of \(\nabla\) that might appear in an operator.
Let \( D^M \) to the front (so that the \( \nabla \) act last). Using these identities, and the already proven bounds (12.11b) and \( \| \text{Ric}^\# - \frac{2}{5} I \|_{C^0(\Sigma_t)} \leq \varepsilon A^{-\sigma}(t) \), we deduce that \( \| D^{[1,12]} (\text{Ric}^\# - \frac{2}{5} I) \|_{C^0(\Sigma_t)} \leq A^{-\sigma}(t) \| L^\#_{\Sigma} (\text{Ric}^\# - \frac{2}{5} I) \|_{C_0(\Sigma_t)} \leq \varepsilon A^{-\sigma}(t) + A^{-\sigma}(t) \| L^\#_{\Sigma} \text{Ric}^\# \|_{C^0(\Sigma_t)} \). Next, we use the formulas (7.8)-(7.10) to algebraically express \( L^\#_{\Sigma} \text{Ric}^\# \) in terms of the undifferentiated quantity \( \text{Ric}^\# \) and the covariant and Lie derivatives of \( G \), where the covariant derivatives act last, and we replace all instances of \( L_{\Sigma} G \) with \( L_{\Sigma}(G - \gamma) \) (which is possible since \( L_{\Sigma}\gamma = 0 \)). Again using (12.7) and the already proven bounds (12.11b) and \( \| \text{Ric}^\# - \frac{2}{5} I \|_{C^0(\Sigma_t)} \leq \varepsilon A^{-\sigma}(t) \), we conclude that \( \| D^{[1,12]} (\text{Ric}^\# - \frac{2}{5} I) \|_{C^0(\Sigma_t)} \leq \varepsilon A^{-\sigma}(t) + A^{-\sigma}(t) \| L^\#_{\Sigma} (G - \gamma) \|_{C^0(\Sigma_t)} \leq \varepsilon A^{-\sigma}(t) \) as desired. We have thus proved (12.12b). (12.12a) then follows from (12.12b) and (12.5).

The following corollary is an immediate consequence of Lemma 12.4

**Corollary 12.5 (Weak sup-norm bounds along \( \Sigma_0 \)).** The following bounds hold on \( \Sigma_0 \) (see Def. 10.8 regarding the notation):

\[
D^{\leq 14} \hat{K} \|_{C^0(\Sigma_0)} + D^{\leq 14} (G - \gamma) \|_{C^0(\Sigma_0)} + D^{\leq 14} (G^{-1} - \gamma^{-1}) \|_{C^0(\Sigma_0)} + D^{\leq 14} N \|_{C^0(\Sigma_0)} + D^{\leq 14} \Psi \|_{C^0(\Sigma_0)} + D^{\leq 13} \pi \|_{C^0(\Sigma_0)} \leq \varepsilon,
\]

\[
D^{\leq 14} \hat{K} \|_{C^0(\Sigma_0)} + D^{\leq 14} (G - \gamma) \|_{C^0(\Sigma_0)} + D^{\leq 14} (G^{-1} - \gamma^{-1}) \|_{C^0(\Sigma_0)} + D^{\leq 14} N \|_{C^0(\Sigma_0)} + D^{\leq 14} \Psi \|_{C^0(\Sigma_0)} + D^{\leq 13} \pi \|_{C^0(\Sigma_0)} \leq \varepsilon.
\]

### 12.4. Volume form estimates.

In this subsection, we derive some simple bounds for the volume forms of Def. 9.4.

**Lemma 12.6 (Volume form estimates).** The following pointwise estimates hold for the volume forms of Def. 9.4:

\[
d\omega_\gamma = \{1 + O(\varepsilon)\} d\omega_G,
\]

\[
L_{\partial t} d\omega_G = O(\varepsilon) A^{1/3-\sigma} d\omega_G.
\]

**Proof.** From (9.5) and (12.11b), we deduce that \( L_{\partial t} d\omega_G(t, x) = O(\varepsilon) A^{1/3-\sigma}(t) d\omega_G(t, x) \), which yields the second estimate in (12.15). Integrating this estimate with respect to time and using Gronwall’s inequality, we deduce the pointwise bound \( d\omega_G(t, x) = \{1 + O(\varepsilon)\} d\omega_G(0, x) \). Thus, the first estimate in (12.15) will follow once we show that \( d\omega_G(0, x) = \{1 + O(\varepsilon)\} d\omega_\gamma(x) \). The desired bound is an easy consequence of the facts that \( d\omega_G(0, x) \) and \( d\omega_\gamma(x) \) are proportional, that \( d\omega_G(0, x)(Z_{(1)}, Z_{(2)}, Z_{(3)}) \) is equal to \( \det M \), where \( M \) is the \( 3 \times 3 \) matrix with entries \( M_{AB} \) defined by \( M_{AB} := \left( G(0, x)(Z_A, Z_B) \right)_{1 \leq A, B \leq 3} \) the identity \( d\omega_\gamma(Z_{(1)}, Z_{(2)}, Z_{(3)}) = 1 \), and the small-data assumption (11.1). \( \square \)

### 13. Strong sup-norm estimates and Sobolev embedding

In this section, we use the Einstein-scalar field equations and the bootstrap assumptions to prove prove “strong” sup-norm estimates at the lower derivative levels. We also provide Sobolev embedding estimates that allow us to obtain sup-norm bounds for tensorfields \( \xi \) in terms of the \( L^2 \) norms of the \( \Sigma_t \)-projected Lie derivatives of \( \xi \) with respect to the elements of \( \mathcal{D}' \). The estimates of
this section are less singular than the “weak” sup-norm estimates that we derived in Subsect. They are essential for closing the energy estimates, for exhibiting the AVTD nature of the solution (as stated in Theorem 1.1), and for proving convergence results near the singularities.

13.1. **Maximum principle estimates.** In deriving sup-norm estimates for the lapse, we will use the maximum principle-type estimates provided by the following lemma.

**Lemma 13.1 (Maximum principle).** Let $\mathcal{D}$ be the elliptic operator defined by (5.16a). Classical solutions $u$ to the PDE

\[
\mathcal{D} u = U
\]

verify the estimate

\[
\|u\|_{C^0(\Sigma_t)} \leq C \|U\|_{C^0(\Sigma_t)}.
\]

**Proof.** We first note that by (3.5a), (12.11a), and (12.12a), the term $f$ defined in (5.16b) verifies the bounds $\frac{\epsilon}{2} - C \epsilon \leq f \leq \frac{\epsilon}{2} + C \epsilon$. When $u$ achieves its max along $\Sigma_t$, we have $\Delta_G u \leq 0$. At such points, we have $f u + U \leq 0$ and, in view of the estimates for $f$, $u \leq C|U| \leq C \|U\|_{C^0(\Sigma_t)}$. Similarly, when $u$ achieves its min, we have $\Delta_G u \geq 0$ and thus $u \geq -C|U| \geq -C \|U\|_{C^0(\Sigma_t)}$. We have therefore proved the lemma. \(\square\)

13.2. **Base-level strong sup-norm estimates.** In the next lemma, we initiate our proof of the strong sup-norm estimates by deriving them at the lowest derivative level for the time-rescaled metric and second fundamental form.

**Lemma 13.2 (Key base-level strong sup-norm estimates).** The following estimates hold:

\[
\begin{align*}
\|G - \gamma\|_{C^0(\Sigma_t)}, \|G^{-1} - \gamma^{-1}\|_{C^0(\Sigma_t)} &\lesssim \sqrt{\epsilon} A^{-\epsilon} (t), \\
\|\mathcal{L}_{\partial_t} G\|_{C^0(\Sigma_t)}, \|\mathcal{L}_{\partial_t} G^{-1}\|_{C^0(\Sigma_t)} &\lesssim \epsilon A(t), \\
\|\mathcal{L}_{\partial_a} G\|_{C^0(\Sigma_t)}, \|\mathcal{L}_{\partial_a} G^{-1}\|_{C^0(\Sigma_t)} &\lesssim \epsilon A(t), \\
\|\hat{K}\|_{C^0(\Sigma_t)} &\lesssim \epsilon, \\
\|\hat{K}\|_{C^0(\Sigma_t)} &\lesssim \epsilon.
\end{align*}
\]

**Proof.** We first prove (13.7). From the symmetry property $G_{ab} \hat{K}_{a}^{c} = G_{ja} \hat{K}_{a}^{c}$, we derive $\partial_t (\|\hat{K}\|_{G}^2) = 2G_{ab}(G^{-1})^{cd} \hat{K}_{a}^{c} \mathcal{L}_{\partial_t} \hat{K}_{d}^{b}$. It follows that $|\partial_t |\hat{K}|_{G} \lesssim |\mathcal{L}_{\partial_t} \hat{K}|_{G}$. To bound $|\mathcal{L}_{\partial_t} \hat{K}|_{G}$, we observe that RHS (5.18c) is the product of $A^{1/3}$ times tensors that, by Lemma 12.4, are bounded in the norm $|\cdot|_{G}$. Thus, we have $|\mathcal{L}_{\partial_t} \hat{K}|_{G} \lesssim \epsilon A^{1/3}$. Since $0 \leq A \leq 1$, we deduce that the following bound holds for $\sigma$ sufficiently small: $|\partial_t |\hat{K}|_{G} \lesssim \epsilon$. Integrating in time from 0 to $t$, using the above estimates, and using the small-data bound $\|\hat{K}\|_{C^0(\Sigma_{0})} \leq \epsilon$ yielded by Cor. 12.5, we conclude (13.7).

The proof of (13.8) is based on the identity $\partial_t (\|\hat{K}\|_{G}^2) = 2\gamma_{ab}(G^{-1})^{cd} \hat{K}_{a}^{c} \mathcal{L}_{\partial_t} \hat{K}_{d}^{b}$ and is similar to the proof of (13.7); we omit the details.
To prove (13.5) for $\mathcal{L}_\partial G$, we first use (5.18a) to deduce that $\mathcal{L}_\partial G = -2A^{-1}G \cdot \dot{K}$ plus error terms that are the product of $A^{1/3}$ and tensors that, by Lemma 12.4, are bounded in the norm $\cdot |_G$ by $\lesssim \epsilon A^{-\sigma}$. Also using (13.7), we find that $|\mathcal{L}_\partial G|_G \lesssim \epsilon A^{-1}$, which yields the desired bound (13.5) for $\mathcal{L}_\partial G$. The proof of (13.5) for $\mathcal{L}_\partial G^{-1}$ follows similarly from equation (5.18b) and we omit the details.

The proof of (13.6) is similar to the proof of (13.5) but relies on the bound (13.8) in place of (13.7), we omit the details.

To derive (13.4) for $G - \gamma$, we first use (5.18a) to deduce that $\mathcal{L}_\partial (G - \gamma) = -2A^{-1}(G - \gamma) \cdot \dot{K} - 2A^{-1} \gamma \cdot \dot{K}$ plus error terms that, by Lemma 12.4, are bounded in the norm $\cdot |_\gamma$ by $\lesssim \epsilon A^{1/3-\sigma}$. Also using (13.8), we find that $|\partial_t |G - \gamma| |_\gamma \lesssim c \epsilon A^{-1} |G - \gamma|_\gamma + C \epsilon A^{-1}$. From the previous inequality, Cor. 3.7, Cor. 12.5, and Gronwall’s inequality, we obtain the pointwise bound $|G - \gamma|_\gamma \lesssim \epsilon (1 + |\ln A|) A^{-\sigma}$. From this bound and (3.23), we find that $|G - \gamma|_\gamma \lesssim \sqrt{\epsilon} A^{-c\sqrt{\epsilon}}$, which yields (13.4) for $G - \gamma$. The proof of (13.4) for $G^{-1} - \gamma^{-1}$ is based on equation (5.18b) and is similar; we omit the details.

To derive (13.3) for $G - \gamma$, we use Cauchy–Schwarz relative to $\gamma$ and (13.4) to deduce that $|G - \gamma|_G \lesssim |G - \gamma|_\gamma G^{-1} \gamma \lesssim \sqrt{\epsilon} A^{-c\sqrt{\epsilon}}$ as desired. The estimate (13.3) for $G^{-1} - \gamma^{-1}$ can be proved in a similar fashion and we omit the details.

The following corollary is an easy consequence of Lemma 13.2.

**Corollary 13.3** (Preliminary sup-norm estimates). The following estimates hold for $\Sigma_t$-tangent tensorfields $\xi$:

\begin{align}
(13.9) & \quad \|\xi\|_{C^0_\gamma(\Sigma_t)} \leq \|\xi\|_{C^0_\gamma(\Sigma_0)} + c \epsilon \int_{s=0}^t A^{-1}(s) \|\xi\|_{C^0_\gamma(\Sigma_s)} ds + \int_{s=0}^t |\mathcal{L}_\partial \xi|_{C^0_\gamma(\Sigma_s)} ds, \\
(13.10) & \quad \|\xi\|_{C^0_\gamma(\Sigma_t)} \leq C \epsilon A^{-c\epsilon}(t) \left\{\|\xi\|_{C^0_\gamma(\Sigma_0)} + \int_{s=0}^t |\mathcal{L}_\partial \xi|_{C^0_\gamma(\Sigma_s)} ds\right\}, \\
(13.11) & \quad \|\xi\|_{C^0_\gamma(\Sigma_t)} \leq \|\xi\|_{C^0_\gamma(\Sigma_0)} + \int_{s=0}^t |\mathcal{L}_\partial \xi|_{C^0_\gamma(\Sigma_s)} ds.
\end{align}

**Proof.** The estimate (13.11) is a simple consequence of the fundamental theorem of calculus and the fact that $\mathcal{L}_\partial \gamma = 0$.

To derive (13.9), we first use (13.5) and the Cauchy–Schwarz inequality relative to $G$ to deduce the pointwise bound $|\partial_t |\xi| |_G \lesssim c \epsilon A^{-1} |\xi|_G + |\mathcal{L}_\partial \xi|_G$. From this bound and the fundamental theorem of calculus, we conclude (13.9).

(13.10) then follows from (13.9), Gronwall’s inequality, and (3.28) with $p = 1$.

### 13.3. Strong sup-norm estimates and Sobolev embedding

In the next proposition, we provide the main results of this section.
Proposition 13.4 (Strong sup-norm estimates). The following estimates hold:

\[ \| \mathcal{L}^{\leq 10}_Z (G - \gamma) \|_{C^0(G, \Sigma_1)} \lesssim \sqrt{\varepsilon} A^{-c - \varepsilon}(t), \]

\[ \| \mathcal{L}^{\leq 10}_Z (G^{-1} - \gamma^{-1}) \|_{C^0(G, \Sigma_1)} \lesssim \sqrt{\varepsilon} A^{-c - \varepsilon}(t), \]

\[ \| \mathcal{L}^{\leq 10}_Z (G - \gamma) \|_{C^0(G, \Sigma_1)} \lesssim \sqrt{\varepsilon} A^{-c - \varepsilon}(t), \]

\[ \| \mathcal{L}^{\leq 10}_Z (G^{-1} - \gamma^{-1}) \|_{C^0(G, \Sigma_1)} \lesssim \sqrt{\varepsilon} A^{-c - \varepsilon}(t), \]

\[ \| \mathcal{L}_{\partial_t} G \|_{C^0(G, \Sigma_1)} \lesssim \varepsilon A^{-1}(t), \]

\[ \| \mathcal{L}_{\partial_t} G^{-1} \|_{C^0(G, \Sigma_1)} \lesssim \varepsilon A^{-1}(t), \]

\[ \| \mathcal{L}^{\leq 10}_Z \hat{K} \|_{C^0(G, \Sigma_1)} \lesssim \varepsilon, \]

\[ \| \mathcal{L}_{\partial_t} \mathcal{L}^{\leq 10}_Z \hat{K} \|_{C^0(G, \Sigma_1)} \lesssim \varepsilon A^{1/3 - c - \varepsilon}(t), \]

\[ \| \hat{K} \|_{C^0(G, \Sigma_1)} \lesssim \varepsilon, \]

\[ \| \mathcal{L}^{[1,10]}_Z \hat{K} \|_{C^0(G, \Sigma_1)} \lesssim \varepsilon A^{-c - \varepsilon}(t), \]

\[ \| \mathcal{L}^{\leq 10}_Z \Psi \|_{C^0(G, \Sigma_1)} \lesssim \varepsilon, \]

\[ \| \partial_t \mathcal{L}^{\leq 10}_Z \Psi \|_{C^0(G, \Sigma_1)} \lesssim \varepsilon A^{1/3 - c - \varepsilon}(t), \]

\[ \| \mathcal{L}^{\geq 9}_Z \pi \|_{C^0(G, \Sigma_1)} \lesssim \sqrt{\varepsilon} A^{-c - \varepsilon}(t), \]

\[ \| \mathcal{L}^{\geq 8}_Z N \|_{C^0(G, \Sigma_1)} \lesssim \sqrt{\varepsilon} A^{-c - \varepsilon}(t), \]

\[ \| \mathcal{L}^{\leq 8}_Z \left\{ \text{Ric}^\# - \frac{2}{9} \right\} \|_{C^0(G, \Sigma_1)} \lesssim \sqrt{\varepsilon} A^{-c - \varepsilon}(t). \]

In the middle of our proof of Prop. 13.4, we will also prove the following corollary.

Corollary 13.5 (Improvement of Lemma 12.2). There exist constants \( C > 1 \) and \( c > 1 \) such that the following estimates hold for \( \Sigma_t \)-tangent tensors \( \xi \):

\[ \frac{1}{C} A^{c/\varepsilon} |\xi|_\gamma \leq |\xi|_G \lesssim C A^{-c - \varepsilon} |\xi|_\gamma. \]

Moreover, let \( \xi \) be a type \( \left( \frac{1}{m} \right) \) \( \Sigma_t \)-tangent tensor. Let \( \theta^1, \ldots, \theta^l \in \Theta \) and \( Z_1, \ldots, Z_m \in \mathcal{Z} \) (see Def. 6.2) and let \( \xi^g_{Z_1, \ldots, Z_m} := \xi^{a_1 \ldots a_l} \theta^a_{a_1} \ldots \theta^a_{a_l} Z_1^{b_1} \ldots Z_m^{b_m} \) denote the contraction of \( \xi \) against \( \theta^1, \ldots, \theta^l \) and \( Z_1, \ldots, Z_m \). The following pointwise estimate holds:

\[ \frac{1}{C} A^{c/\varepsilon} \sum_{\theta^1, \ldots, \theta^l \in \Theta, Z_1, \ldots, Z_m \in \mathcal{Z}} |\xi^g_{Z_1, \ldots, Z_m}| \leq |\xi|_G \lesssim C A^{-c - \varepsilon} \sum_{\theta^1, \ldots, \theta^l \in \Theta, Z_1, \ldots, Z_m \in \mathcal{Z}} |\xi^g_{Z_1, \ldots, Z_m}|. \]

Finally, let \( \nabla^L \) be the \( L \)th order covariant derivative operator. Then for \( L = 1, 2 \), we have

\[ |\nabla^L \xi|_G \leq C A^{-c - \varepsilon} |\mathcal{L}^{\leq 10}_Z \xi|_G, \quad |\mathcal{L}^L_Z \xi|_G \leq C A^{-c - \varepsilon} |\nabla^L \xi|_G. \]

Proof of Prop. 13.4 and Cor. 13.5. We start by noting that the order in which we prove the estimates is important.
We now recall that (13.12e), (13.12f), and (13.12i) were proved in Lemma 13.2.

To prove (13.12g) and (13.12h), we observe that for $1 \leq |\tilde{I}| \leq 10$, all products on RHS (8.4b) are equal to the product of $\mathcal{A}^{1/3}$ and factors that, by virtue of (12.11b) and (12.12b), are $\lesssim \varepsilon \mathcal{A}^{-c\varepsilon} (t)$ in the norm $\| \cdot \|_{C^3_\gamma (\Sigma_t)}$. The same remarks hold for RHS (5.18c), which is relevant for the case $\tilde{I} = 0$. This yields (13.12h). (13.12g) then follows from (13.12h), (13.11), the small-data bound (12.14), and the fact that $0 \leq \mathcal{A} \leq 1$.

The estimates (13.12k)-(13.12l) can be proved using similar arguments based on equations (5.19a) and (8.7a) and we omit the details.

We now prove (13.12a). The case $|\tilde{I}| = 0$ has already been treated in Lemma 13.2. We now show that for $1 \leq |\tilde{I}| \leq 10$, the terms $(\tilde{I}_{\text{Border}}) \mathcal{G}$ and $(\tilde{I}_{\text{Junk}}) \mathcal{G}$ on RHS (8.3a) verify

$$\left| (\tilde{I}_{\text{Border}}) \mathcal{G} \right|_\gamma \lesssim \varepsilon \mathcal{A}^{-1} \left| L^{[1,|\tilde{I}|]}_x G \right|_\gamma + \varepsilon, \quad (13.16)$$

$$\left| (\tilde{I}_{\text{Junk}}) \mathcal{G} \right|_\gamma \lesssim \varepsilon \mathcal{A}^{-c\varepsilon}. \quad (13.17)$$

To prove (13.16), we use (13.12g) to bound the first sum on RHS (8.5a) in the norm $|\cdot|_\gamma$ by $\lesssim$ the first term on RHS (13.16). We then use the estimate (12.11b) to bound the remaining two sums on RHS (8.5a) in the norm $|\cdot|_\gamma$ by $\lesssim \varepsilon$. We have thus proved (13.16). Similarly, the estimate (12.11b) yields that RHS (8.6a) is bounded in the norm $|\cdot|_\gamma$ by $\lesssim \mathcal{A}^{-c\varepsilon}$, which yields (13.17). Next, we use equation (8.3a), the estimates (13.16)-(13.17), the small-data bound (12.14), and Cor. 3.8 to deduce, by integrating in time, the following estimate:

$$\left\| L^{[1,|\tilde{I}|]}_x G \right\|_{C^3_\gamma (\Sigma_t)} \leq C (1 + |\ln \mathcal{A}(t)|) \varepsilon + c \varepsilon \int_{s=0}^t \mathcal{A}^{-1} (s) \left\| L^{[1,|\tilde{I}|]}_x G \right\|_{C^3_\gamma (\Sigma_s)} ds. \quad (13.18)$$

From (13.18), Gronwall’s inequality, and (3.28), we obtain $\left\| L^{[1,|\tilde{I}|]}_x G \right\|_{C^3_\gamma (\Sigma)} \lesssim \varepsilon (1 + |\ln \mathcal{A}(t)|) \mathcal{A}^{-c\varepsilon} (t)$.

From this bound and (3.23), we conclude the desired estimate (13.12a). The estimate (13.12b) can be proved in the same way based on the evolution equation (8.3b) (the case $\tilde{I} = 0$ having been treated in Lemma 13.2) and we omit the details.

To deduce Cor. 13.5 we simply repeat the proof of Lemma 12.2, but now using the estimates (13.12a) and (13.12b) in place of the bootstrap assumptions/estimates that we used in the original proof of the lemma (see the first sentence of the proof of Lemma 12.2).

The estimates (13.12c) and (13.12d) now follow from (13.12a)-(13.12b) and (13.13). Similarly, (13.12l) follows from (13.12g) and (13.13).

We now prove (13.12m). Using (12.11a), we see that for $1 \leq |\tilde{I}| \leq 9$, all terms on RHS (8.7b) except for $\mathcal{A}^{-1} \nabla \mathcal{Z}^f \Psi$ are bounded in the norm $\| \cdot \|_{C^3_\gamma (\Sigma)}$ by $\lesssim \varepsilon$. Moreover, from (13.12k) and Cor. 13.5, we deduce $\| \mathcal{A}^{-1} \nabla \mathcal{Z}^f \Psi \|_{C^3_\gamma (\Sigma)} \lesssim \varepsilon \mathcal{A}^{-1-c\varepsilon} (t)$. Combining these estimates, we deduce

$$\left\| L^{1,|\tilde{I}|}_x \pi \right\|_{C^3_\gamma (\Sigma)} \lesssim \varepsilon \mathcal{A}^{-1-c\varepsilon} (t). \quad (13.19)$$

Using this estimate, inequality (13.10) with $\xi := L^{f}_x \pi$, and the small-data bound (12.13), we deduce $\left\| L^{[1,|\tilde{I}|]}_x \pi \right\|_{C^3_\gamma (\Sigma_t)} \lesssim \mathcal{A}^{-c\varepsilon} (t) \left\{ \varepsilon + \varepsilon \int_{s=0}^t \mathcal{A}^{-1-c\varepsilon} (s) ds \right\}$. The desired estimate (13.12m) for $\left\| L^{[1,|\tilde{I}|]}_x \pi \right\|_{C^3_\gamma (\Sigma_t)}$ now follows from the previous estimate and (3.27) with $p = -1 - c\varepsilon$. 
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We now prove (13.12o). From (12.8b), (12.9b), (13.12a), (13.12b), and (13.13), we deduce that \( \| \text{Ric}^\# - \frac{2}{\gamma} \|_{C^0_c(\Sigma_t)} \lesssim A^{-c\sqrt{\varepsilon}}(t) \| \text{Ric}_\triangle \|_{C^0_c(\Sigma_t)} \lesssim \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}}(t) \) as desired. To obtain the bound
\[
\left\| \mathcal{L}_x^I \text{Ric}^\# \right\|_{C^0_c(\Sigma_t)} \lesssim \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}} \text{ for } 1 \leq |I| \leq 8,
\]
we use the identities (7.8) and (7.10), the estimate (13.12e), the estimate \( \| \text{Ric}^\# \|_{C^0_c(\Sigma_t)} \lesssim 1 + \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}}(t) \) (which follows from the bound for \( \text{Ric}^\# - \frac{2}{\gamma} \) proved above), and Cor. 13.5. We have thus proved (13.12o).

We now prove (13.12n). By (13.2), it suffices to show that for \( 1 \leq |I| \leq 8 \), the norms \( \| \cdot \|_{C^0_c(\Sigma_t)} \) of the inhomogeneous terms on RHS (8.9b) are \( \lesssim \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}}(t) \) and that the inhomogeneous terms on RHS (5.21) verify the same bound. Using (7.10), (13.12c), (13.12d), (13.12m), (13.12o), and Cor. 13.5, we see that the inhomogeneous term \( \left( \text{f}(\text{Border}) \right) \mathfrak{M} \) on RHS (8.9b) verifies the desired bound
\[
\left\| \left( \text{f}(\text{Border}) \right) \mathfrak{M} \right\|_{C^0_c(\Sigma_t)} \lesssim \varepsilon A^{-c\sqrt{\varepsilon}}(t) \text{ and that the inhomogeneous terms on RHS (5.21) verify the same bound. Finally, from the commutation formula (7.4c), (12.11a), (12.12a), the fact that \( \text{R} \) is the pure trace of \( \text{Ric}^\# \), and Cor. 13.5, we deduce that the inhomogeneous term \( \mathcal{A}^{4/3}(\text{f};(\text{Junk})) \mathfrak{M} \) on RHS (8.9b) verifies \( \mathcal{A}^{4/3}(t) \| \left( \text{f};(\text{Junk}) \right) \mathfrak{M} \|_{C^0_c(\Sigma_t)} \lesssim \varepsilon \mathcal{A}^{4/3-c\sqrt{\varepsilon}}(t) \lesssim \varepsilon \) as desired. We have therefore proved (13.12n), which completes the proof of the proposition and corollary.

\[\square\]

13.4. Sobolev embedding. In Lemma 13.7 below, we prove our main Sobolev embedding result. We first provide a simple comparison lemma.

**Lemma 13.6** (Background \( L^2 \) norm and geometric \( L^2 \) norm comparison estimates). The following estimates hold for \( \Sigma_t \)-tangent tensorfields \( \xi \):
\[
\| \xi \|_{L^2_c(\Sigma_t)} \lesssim A^{-c\sqrt{\varepsilon}}(t) \| \xi \|_{L^2_c(\Sigma_t)}, \quad \| \xi \|_{L^2_{C^0_c}(\Sigma_t)} \lesssim C A^{-c\sqrt{\varepsilon}}(t) \| \xi \|_{L^2_c(\Sigma_t)}.
\]

**Proof.** The estimates in (13.19) are a simple consequence of Lemma 12.6 and Cor. 13.5. \[\square\]

**Lemma 13.7** (Sobolev embedding). The following estimates hold for any \( \Sigma_t \)-tangent tensorfield \( \xi \):
\[
(13.20a) \quad \| \xi \|_{C^0_c(\Sigma_t)} \lesssim \| L^2 \xi \|_{L^2_c(\Sigma_t)}, \\
(13.20b) \quad \| \xi \|_{C^0_c(\Sigma_t)} \lesssim A^{-c\sqrt{\varepsilon}}(t) \| L^2 \xi \|_{L^2_c(\Sigma_t)}.
\]

**Proof.** (13.20a) follows from standard Sobolev embedding on \( (S^3, \gamma) \).

To obtain (13.20b), we first use (13.20a) and Cor. 13.5 to deduce \( \| \xi \|_{C^0_c(\Sigma_t)} \leq \| \xi \|_{C^0_c(\Sigma_t)} \lesssim A^{-c\sqrt{\varepsilon}}(t) \| \xi \|_{C^0_c(\Sigma_t)} \lesssim A^{-c\sqrt{\varepsilon}}(t) \| L^2 \xi \|_{L^2_c(\Sigma_t)} \lesssim A^{-c\sqrt{\varepsilon}}(t) \| \xi \|_{C^0_c(\Sigma_t)} \lesssim A^{-c\sqrt{\varepsilon}}(t) \| L^2 \xi \|_{L^2_c(\Sigma_t)}. \) Using this estimate and the first estimate in (13.19), we arrive at the desired bound (13.20b). \[\square\]

13.5. Preliminary \( L^2 \) estimates for tensorfields. In the next lemma, we provide some preliminary \( L^2 \) estimates that we will use later in the paper.
Lemma 13.8 (Preliminary $L^2$ estimates for tensorfields). The following estimates hold for $\Sigma_t$–tangent tensorfields $\xi$:

\[
\begin{align*}
(13.21a) \quad & \|\xi\|_{L^2_0(\Sigma_t)} \leq \|\xi\|_{L^2_0(\Sigma_0)} + C\varepsilon \int_{s=0}^{t} A^{-1}(s) \|\xi\|_{L^2_0(\Sigma_s)} \, ds + \int_{s=0}^{t} \|\mathcal{L}\partial_t \xi\|_{L^2_0(\Sigma_s)} \, ds, \\
(13.21b) \quad & \|\xi\|_{L^2_0(\Sigma_t)} \leq A^{-\varepsilon}(t) \left\{ \|\xi\|_{L^2_0(\Sigma_0)} + \int_{s=0}^{t} \|\mathcal{L}\partial_t \xi\|_{L^2_0(\Sigma_s)} \, ds \right\}.
\end{align*}
\]

Proof. First, arguing as in the proof of (13.9), we deduce

\[
(13.22) \quad |\partial_t(|\xi|_{L^2_0}^2)| \leq C\varepsilon A^{-1}|\mathcal{L}\partial_t \xi|^2 + 2|\langle \xi, \mathcal{L}\partial_t \xi \rangle|.
\]

From (13.22) and (12.15), we deduce

\[
(13.23) \quad \left| \frac{d}{dt} \int_{\Sigma_t} |\xi|_{L^2_0}^2 \, d\Omega_G \right| \leq C\varepsilon A^{-1}(t) \int_{\Sigma_t} |\xi|_{L^2_0}^2 \, d\Omega_G + 2 \int_{\Sigma_t} |\xi|_G |\mathcal{L}\partial_t \xi|_G \, d\Omega_G,
\]

from which (13.21a) follows as a simple consequence. (13.21b) then follows from Gronwall’s inequality and (3.28) with $p = -1$.

\[\square\]

14. The fundamental energy integral inequalities

Our main goal in this section is to prove Prop. 14.1, which provides integral inequalities for the combined metric + scalar field energies. Its proof is located in Subsect. 14.3. Before proving the proposition, we will establish some preliminary lemmas in which we separately derive integral inequalities for the metric and scalar field energies.

Proposition 14.1 (Fundamental total energy integral inequalities). Let $1 \leq M \leq 16$. There exist a small constant $\theta_\ast > 0$ and a large constant $C > 0$ such that the energy $\mathcal{E}(\text{Total});M,\theta_\ast(t)$ defined by (10.11c) obeys the following inequality for $t \in [0, T_{(\text{Boo})})$:

\[
(14.1) \quad \mathcal{E}(\text{Total});M,\theta_\ast(t) + \sum_{1 \leq |I| \leq M} \int_{s=0}^{t} \mathcal{A}(s) \mathcal{A}^{1/3}(s) \left\| \nabla \mathcal{L}_{I} G \right\|^2_{L^2_0(\Sigma_s)} \, ds \\
+ \sum_{1 \leq |I| \leq M} \int_{s=0}^{t} \mathcal{A}(s) \mathcal{A}^{1/3}(s) \left\| \mathcal{L}_{I} \pi \right\|^2_{L^2_0(\Sigma_s)} \, ds \\
+ \sum_{1 \leq |I| \leq M} \int_{s=0}^{t} \mathcal{A}(s) \mathcal{A}^{3}(s) \left\| \nabla \mathcal{T} N \right\|^2_{L^2_0(\Sigma_s)} \, ds \\
+ \sum_{1 \leq |I| \leq M} \int_{s=0}^{t} \mathcal{A}(s)^3 \mathcal{A}^{5/3}(s) \left\| \mathcal{T} N \right\|^2_{L^2_0(\Sigma_s)} \, ds \\
\leq C\mathcal{E}(\text{Total});M,\theta_\ast(0) \\
+ C\varepsilon \int_{s=0}^{t} \mathcal{A}^{-1}(s) \mathcal{E}(\text{Total});M,\theta_\ast(s) \, ds + C \int_{s=0}^{t} \mathcal{A}^{-1/3}(s) \mathcal{E}(\text{Total});M,\theta_\ast(s) \, ds \\
+ C \sum_{1 \leq |I| \leq M} \int_{s=0}^{t} (\tilde{I};(\text{Border}) \mathcal{E}(s) \, ds + C \sum_{1 \leq |I| \leq M} \int_{s=0}^{t} (\tilde{I};(\text{Junk}) \mathcal{E}(s) \, ds,
\]
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where

\[
(\tilde{I}):(\text{Border}) \mathcal{E}(s) := \mathcal{A}^{1/3}(s) \left( \| (\tilde{I}):(\text{Border}) \mathcal{M} \|^2_{L^2_2(\Sigma_s)} + \| (\tilde{I}):(\text{Border}) \mathcal{N} \|^2_{L^2_2(\Sigma_s)} \right) + \mathcal{A}^{1/3}(s) \left( \| (\tilde{I}):(\text{Border}) \mathcal{J} \|^2_{L^2_2(\Sigma_s)} + \| (\tilde{I}):(\text{Border}) \mathcal{Q} \|^2_{L^2_2(\Sigma_s)} \right) + \mathcal{A}^{-1}(s) \left( \| (\tilde{I}):(\text{Border}) \mathcal{R} \|^2_{L^2_2(\Sigma_s)} \right) + \frac{1}{\varepsilon^\gamma(\tilde{I}):(\text{Border})} \mathcal{R}^2_{L^2_2(\Sigma_s)} + \frac{1}{\varepsilon^\gamma(\tilde{I}):(\text{Border})} \mathcal{R}^2_{L^2_2(\Sigma_s)} \right),
\]

(14.2b)

\[
(\tilde{I}):(\text{Junk}) \mathcal{E}(s) := \mathcal{A}^{7/3}(s) \left( \| (\tilde{I}):(\text{Junk}) \mathcal{J} \|^2_{L^2_2(\Sigma_s)} + \| (\tilde{I}):(\text{Junk}) \mathcal{Q} \|^2_{L^2_2(\Sigma_s)} \right) + \mathcal{A}(s) \left( \| (\tilde{I}):(\text{Junk}) \mathcal{R} \|^2_{L^2_2(\Sigma_s)} + \| (\tilde{I}):(\text{Low}) \mathcal{R} \|^2_{L^2_2(\Sigma_s)} \right) + \mathcal{A}(s) \left( \| (\tilde{I}):(\text{Junk}) \mathcal{R} \|^2_{L^2_2(\Sigma_s)} + \| (\tilde{I}):(\text{Junk}) \mathcal{R} \|^2_{L^2_2(\Sigma_s)} \right) + \mathcal{A}^4(s) \left( \| \nabla \mathcal{F} \|^2_{L^2_2(\Sigma_s)} + \| \mathcal{A}^{7/3}(s) \|^2_{L^2_2(\Sigma_s)} \right),
\]

and the terms \((\tilde{I}):(\text{Border})\mathcal{M}, \ldots\) on RHSs \((14.2a)-\hspace{1pt}(14.2b)\) are the error terms from the \(\mathcal{L}_{\mathcal{F}}\)-commuted equations of Prop. 8.2.

14.1. Energy integral inequalities for the scalar field and lapse. In this subsection, we derive integral inequalities for the scalar field energies. A key point is that the proof is based on energy identities exhibiting remarkable structures, which show in particular that a seemingly damaging term can be re-expressed, up to error terms, as a spacetime integral that controls the lapse with a favorable sign. These structures are effectively already found in the divergence identity of Lemma 9.8. A less careful proof of inequality \((14.3)\) would have led to the presence of unsigned borderline error terms with large coefficients of size \(C\). In turn, this would have resulted in singular high-order energy estimates featuring a severe blowup-rate of \(A^{-C}(t)\) as \(t \uparrow T_{\text{Crunch}}\), which would have prevented us from closing our bootstrap argument. Moreover, these arguments also give rise to the spacetime integrals on LHS \((14.3)\) that control the time-rescaled lapse variable \(N\).

Lemma 14.2 (Fundamental combined scalar field and lapse energy integral inequalities). Let \(1 \leq M \leq 16\). There exists a constant \(C > 0\) such that the energy \(\mathcal{E}_{(SF)\hspace{-1pt};M}(t)\) defined by \((10.11b)\)
obeys the following inequality for \( t \in [0, T_{\text{Boot}}) \):

\[
\mathcal{E}_{(s_f);M}(t) + \frac{1}{12} \sum_{1 \leq |\bar{t}| \leq M} \int_{s=0}^{t} \int_{\Sigma_s} |A'(s)A^{1/3}(s)| \left| \mathcal{L}_{\mathcal{H}} \pi \right|_G^2 d\varpi_G ds
\]

\[
+ \frac{1}{12} \sum_{1 \leq |\bar{t}| \leq M} \int_{s=0}^{t} \int_{\Sigma_s} |A'(s)A^{3}(s)||\nabla \mathcal{L}_{\mathcal{H}} N|_G^2 d\varpi_G ds
\]

\[
+ \frac{1}{2} \sum_{1 \leq |\bar{t}| \leq M} \int_{s=0}^{t} \int_{\Sigma_s} |A'(s)|^2 A^{5/3}(s)|2^{\bar{t}} N|_G^2 d\varpi_G ds
\]

\[\leq \mathcal{E}_{(s_f);M}(0) + \frac{1}{\varepsilon} \sum_{1 \leq |\bar{t}| \leq M} \int_{s=0}^{t} \int_{\Sigma_s} A^{5/3}(s)|\mathfrak{H};(\text{Border})\mathfrak{p}|_G^2 d\varpi_G ds
\]

\[
+ C \sum_{1 \leq |\bar{t}| \leq M} \int_{s=0}^{t} \int_{\Sigma_s} A^2(s)|\mathfrak{H};(\text{Border})\mathfrak{Q}|_G^2 d\varpi_G ds
\]

\[
+ C \sum_{1 \leq |\bar{t}| \leq M} \int_{s=0}^{t} \int_{\Sigma_s} A^{-1}(s)|\mathfrak{H};(\text{Border})\mathfrak{N}|_G^2 d\varpi_G ds
\]

\[
+ C \sum_{1 \leq |\bar{t}| \leq M} \int_{s=0}^{t} \int_{\Sigma_s} A(s)|\mathfrak{H};(\text{Junk})\mathfrak{p}|_G^2 d\varpi_G ds
\]

\[
+ C \sum_{1 \leq |\bar{t}| \leq M} \int_{s=0}^{t} \int_{\Sigma_s} A^2(s)|\mathfrak{H};(\text{Junk})\mathfrak{Q}|_G^2 d\varpi_G ds
\]

\[
+ C \sum_{1 \leq |\bar{t}| \leq M} \int_{s=0}^{t} \int_{\Sigma_s} A(s)|\mathfrak{H};(\text{Junk})\mathfrak{N}|_G^2 d\varpi_G ds
\]

\[
+ C \sum_{1 \leq |\bar{t}| \leq M} \int_{s=0}^{t} \int_{\Sigma_s} A^3(s)|\nabla \mathcal{L}_{\mathcal{H}} N|_G^2 d\varpi_G ds
\]

\[
+ C \sum_{1 \leq |\bar{t}| \leq M} \int_{s=0}^{t} \int_{\Sigma_s} A^{7/3}(s)|2^{\bar{t}} N|_G^2 d\varpi_G ds
\]

\[
+ C \varepsilon \int_{s=0}^{t} A^{-1}(s)\mathcal{E}_{(s_f);M}(s) ds
\]

\[
+ C \sum_{1 \leq |\bar{t}| \leq M} \int_{s=0}^{t} A^{-1/3}(s)\mathcal{E}_{(s_f);M}(s) ds,
\]

where the terms \( \mathfrak{H};(\text{Border})\mathfrak{p}, \cdots \) on RHS \( (14.3) \) are the error terms from the \( \mathcal{L}_{\mathcal{H}} \)-commuted equations of Prop. 8.2.

**Proof.** Let \( \mathbf{J}_{(s_f)}[\cdots] \) be the scalar field energy current from Def. 9.6. Integrating \( \text{Div}_G \mathbf{J}_{(s_f)}[2^{\bar{t}} \Psi, \mathcal{L}_{\mathcal{H}} \pi] \) over the spacetime domain \( [0, t] \times S^3 \) with respect to the measure \( d\varpi_G ds \) of the metric \( G \) from Def. 9.1, summing over \( 1 \leq |\bar{t}| \leq M \), using the divergence theorem, and appealing to definition (10.11b),
we deduce
\[ (14.4) \quad \mathcal{E}_{(S_f);M}(t) = \mathcal{E}_{(S_f);M}(0) + \sum_{1 \leq |\tilde{I}| \leq M} \int_{s=0}^{t} \int_{\Sigma_s} \text{Div}_G \mathbf{J}_{(S_f)}[2 \mathcal{I}^I \Psi, \mathcal{L}_{\mathcal{I}}^I \pi] \, d\mathcal{W}_G \, ds \]
\[ + \sum_{1 \leq |\tilde{I}| \leq M} \int_{s=0}^{t} \int_{\Sigma_s} A' A^3 \text{div}_G \left\{ \left( \nabla^# \mathcal{I}^I N \right) \mathcal{I}^I N \right\} \, d\mathcal{W}_G \, ds \]

(note that the last integral on RHS (14.4) vanishes). Next, we use the formula (9.10) to substitute for the integrands on RHS (14.4). For convenience, in the remainder of the proof, we carry out the analysis only for a fixed multi-index \( \tilde{I} \) on RHS (14.4); the summations \( \sum_{1 \leq |\tilde{I}| \leq M} \) ... are easy to put in at the end of the proof, and we omit these simple details.

In the rest of the proof, we silently use the fundamentally important facts that for \( t \in [0, T_{Crunch}] \), \( A'(t) \leq 0 \) and \( |A'(t)| \) is uniformly bounded, as was shown in Lemma 3.5. To proceed, we bring the integral of the terms \( \{ (A')^3 A^{5/3} + \cdots \} |\mathcal{I}^I N|^2 \) on the second line of RHS (9.10) over to LHS (14.4), where the terms ... above are non-positive. This yields the last positive definite integral
\[ (14.5) \quad \int_{s=0}^{t} \int_{\Sigma_s} A'(s)^3 A^{5/3}(s) |\mathcal{I}^I N|^2 \bigg|_{L^2_G(\Sigma_s)} \, d\mathcal{W}_G \, ds \]
on LHS (14.3), with the coefficient 1 in place of the coefficient 1/2 written on LHS (14.3). Observe that we have simply discarded the additional good contribution made by the terms ... noted above.

Next, we will treat the terms on the first and third lines of RHS (9.10). Using Young’s inequality, we bound the product on the third line as follows, where \( \tau \) is the constant from Cor. 3.8 and \( 1_I \) denotes the characteristic function of the time interval \( I \):
\[ (14.6) \quad \left| 2 \sqrt{\frac{2}{3}} A^{5/3}(\mathcal{L}_G^I \pi)^# \cdot \nabla \mathcal{I}^I N \right| \leq 1_{[0,T_{Crunch}-\tau]} A^{1/3} |\mathcal{L}_G^I \pi|^2_G + \frac{2}{3} 1_{[0,T_{Crunch}-\tau]} A^0 |\nabla \mathcal{I}^I N|^2_G \]
\[ + 1_{(T_{Crunch}-\tau,T_{Crunch})} A^{1/3} |\mathcal{L}_G^I \pi|^2_G + \frac{2}{3} 1_{(T_{Crunch}-\tau,T_{Crunch})} A^3 |\nabla \mathcal{I}^I N|^2_G. \]

Moreover, using (3.32a)–(3.32b) and (3.33), we deduce that the following bounds hold, where \( p \) is an arbitrary non-negative constant and \( C_p \) depends on \( p \) and the (fixed) constant \( \tau \):
\[ (14.7) \quad 1_{[0,T_{Crunch}-\tau]} \leq C_p A^p, \]
\[ (14.8) \quad 1_{(T_{Crunch}-\tau,T_{Crunch})} \leq \frac{7}{6} |A'|. \]
Thus, using (14.6), (14.7), (14.8), and the identities \( \frac{4}{3} - \frac{7}{6} = \frac{1}{6} \) and \( 1 - \frac{27}{36} = \frac{1}{4} > \frac{1}{6} \), we obtain the following key pointwise estimate for the terms on the first and third lines of RHS (9.10):
\[ (14.9) \quad \frac{4}{3} A' A^{1/3} |\mathcal{L}_G^I \pi|^2_G + A' A^3 |\nabla \mathcal{I}^I N|^2_G + 2 \sqrt{\frac{2}{3}} A^{5/3} \left| (\mathcal{L}_G^I \pi)^# \cdot \nabla \mathcal{I}^I N \right| \]
\[ \leq -\frac{1}{6} |A'| A^{1/3} |\mathcal{L}_G^I \pi|^2_G - \frac{1}{6} |A'| A^3 |\nabla \mathcal{I}^I N|^2_G \]
\[ + C A^{4/3} |\mathcal{L}_G^I \pi|^2_G + C A^4 |\nabla \mathcal{I}^I N|^2_G. \]

We then bring the spacetime integrals of the two terms on the first line of RHS (14.9) over to LHS (14.4), which yields the first and second positive definite spacetime integrals on LHS (14.3),
but with the coefficients 1/6 in place of the coefficients 1/12 written on LHS (14.3). We use (10.12b) to bound the spacetime integral of the term $CA^{4/3}|L_x^f\pi|^2_G$ on the last line of RHS (14.9) by $\leq \int_{s=0}^\infty \delta(s); M(s)\, ds$, which is $\leq$ RHS (14.3) as desired. We place the spacetime integral of the term $CA^4|\nabla_x^f N|^2_G$ from the last line of RHS (14.9) on the fourth-to-last line of RHS (14.3).

We now address the spacetime integrals generated by the borderline error term $(\tilde{f}); (\text{Border})\, 3(s_f)$ defined in (9.11a). Using (14.7), (14.8), and Young’s inequality, and separately considering the time intervals $[0,T_{\text{Crunch}}-\tau]$ and $(T_{\text{Crunch}}-\tau,T_{\text{Crunch}})$ (as we did on RHS (14.6)), we pointwise bound the magnitude of the terms on the first and second lines of RHS (9.11a) by

$$\leq \varepsilon A^{1/2}|\nabla_x^f \Psi|^2 + \frac{1}{\varepsilon}A^{5/3}(\tilde{f}); (\text{Border})\, \mathcal{P}^2 + \frac{1}{13}|A^1|A^{1/3}|L_x^f\pi|^2_G + CA^{4/3}(\tilde{f}); (\text{Border})\, \Omega^2_G$$

$$+ \frac{1}{2}|A^1|A^{5/3}|L_x^f N|^2 + CA^{-1}(\tilde{f}); (\text{Border})\, \Psi^2$$

$$+ CA^{4/3}|L_x^f\pi|^2_G + CA^{5/3}|L_x^f N|^2.$$  

Moreover, using (13.12b), (14.7), and (14.8), we bound the magnitude of the product on the third line of RHS (9.11a) by

$$\leq C\varepsilon 1_{[0,T_{\text{Crunch}}-\tau]}A^{1/3}|L_x^f\pi|^2_G + C\varepsilon 1_{(T_{\text{Crunch}}-\tau,T_{\text{Crunch}})}A^{1/3}|L_x^f\pi|^2_G$$

$$C\varepsilon|A^1|A^{1/3}|L_x^f\pi|^2_G + CA^{4/3}|L_x^f\pi|^2_G.$$  

We now note that for $\varepsilon$ sufficiently small, we can absorb the spacetime integrals of the terms

$$\frac{1}{13}|A^1|A^{1/3}|L_x^f\pi|^2_G, \quad \frac{1}{2}|A^1|A^{5/3}|L_x^f N|^2, \quad C\varepsilon|A^1|A^{1/3}|L_x^f\pi|^2_G$$

into the three positive definite integrals on LHS (14.3) that were generated in the second and third paragraphs of the proof. This procedure reduces the coefficients of the positive integrals to no less than the values stated on LHS (14.3). We place the spacetime integrals of the term $\frac{1}{2}A^{5/3}(\tilde{f}); (\text{Border})\, \mathcal{P}^2$ directly on RHS (14.3). In view of (10.12b), we see that since $1 \leq |\tilde{f}| \leq M$, the spacetime integral of the term $\varepsilon A^{-1}|\nabla_x^f \Psi|^2$ is $\leq \varepsilon \int_{s=0}^1 A^{-1}(s)\,ds$, which is $\leq$ RHS (14.3) as desired. Similarly, with the exception of $CA^{4/3}|L_x^f\pi|^2_G$, we place the spacetime integrals of the products on RHSs (14.10) and (14.11) featuring the large coefficient $C$ directly on RHS (14.3). Finally, in view of (10.12b), we see that since $1 \leq |\tilde{f}| \leq M$, the spacetime integral of the remaining product $CA^{4/3}|L_x^f\pi|^2_G$ is $\leq \int_{s=0}^1 \delta(s); M(s)\, ds$, which is $\leq$ RHS (14.3) as desired.

To complete the proof of (14.3), it remains for us to address the spacetime integrals generated by the error term $(\tilde{f}); (Junk)\, 3(s_f)$ defined in (9.11b). This term is easy to handle because the products on RHS (9.11b) contain sufficiently large powers of $A$, and we can afford to be non-optimal in our estimates. We first use the bounds $|N|, |\nabla N| \leq \sqrt{\varepsilon}A^{-\sqrt{\varepsilon}}$ (which follow from (13.12n) and (13.13)) and Young’s inequality to derive the (non-optimal) pointwise bound

$$\leq A^{-1/3}|\nabla_x^f \Psi|^2 + A^{4/3}|L_x^f\pi|^2_G + CA^{7/3}|\nabla_x^f N|^2$$

$$+ A^1|\nabla_x^f \Psi|^2 + A^2|\nabla_x^f N|^2 + A^3|\nabla_x^f \Psi|^2.$$
Using (10.12b), we see that the spacetime integral of the first two terms on RHS (14.12) is \( \leq \int_{s=0}^{t} A^{-1/3}(s) \mathcal{E}(s)^{2/3} M(s) \, ds \), which is \( \leq \text{RHS (14.3)} \) as desired. The spacetime integrals of the last four terms on RHS (14.12) are manifestly \( \leq \text{RHS (14.3)} \).

We have therefore proved the lemma. \( \square \)

14.2. **Energy integral inequalities for the metric.** In this subsection, we derive an analog of Lemma 14.2 for the metric energies. The proof is easier in the sense that we do not need to observe the same kind of delicate cancellations that were at the heart of the proof of Lemma 14.2.

**Lemma 14.3 (Fundamental metric energy integral inequalities).** Let \( 1 \leq M \leq 16 \). There exists a constant \( C > 0 \) such that the energy \( \mathcal{E}_{\text{Metric}}(M(t)) \) defined by (10.11a) obeys the following
inequality for $t \in [0, T_{\text{Boot}})$:

\begin{equation}
\mathcal{E}_{(\text{Metric});M}(t) + \frac{1}{9} \sum_{1 \leq |I| \leq M} \int_t^0 \int_{\Sigma_s} |A'(s)| A^{1/3}(s) \left| \nabla \mathcal{L}_x^I \right|^2_G d\varpi_G ds \\
\leq \mathcal{E}_{(\text{Metric});M}(0) + C \sum_{1 \leq |I| \leq M} \int_t^0 \int_{\Sigma_s} A^{1/3}(s) \left\{ \left| (\mathcal{I}(\text{Border}) \mathfrak{M}\right|_G^2 + \left| (\mathcal{I}(\text{Border}) \mathfrak{\bar{M}}\right|_G^2 \right\} d\varpi_G ds \\
+ C \sum_{1 \leq |I| \leq M} \int_t^0 \int_{\Sigma_s} A^{5/3}(s) \left| (\mathcal{I}(\text{Border}) \mathfrak{R}\right|_G^2 d\varpi_G ds \\
+ C \sum_{1 \leq |I| \leq M} \int_t^0 \int_{\Sigma_s} A(s) \left| (\mathcal{I}(\text{Junk}) \mathfrak{R}\right|_G^2 d\varpi_G ds \\
+ C \sum_{1 \leq |I| \leq M} \int_t^0 \int_{\Sigma_s} A^2(s) \left| (\mathcal{I}(\text{Low}) \mathfrak{R}\right|_G^2 d\varpi_G ds \\
+ C \sum_{1 \leq |I| \leq M} \int_t^0 \int_{\Sigma_s} A^{1/3}(s) \int_{S_{\Sigma_s}} \left| \mathcal{L}_x^I \mathfrak{\pi}\right|_G^2 d\varpi_G ds \\
+ C \sum_{1 \leq |I| \leq M} \int_t^0 \int_{\Sigma_s} A'(s) A^{1/3}(s) \int_{S_{\Sigma_s}} \left| \mathcal{L}_x^I \mathfrak{\pi}\right|_G^2 d\varpi_G ds \\
+ C \sum_{1 \leq |I| \leq M} \int_t^0 \int_{\Sigma_s} A^4(s) \int_{S_{\Sigma_s}} \left| \nabla \mathcal{L}_x^I \mathfrak{N}\right|_G^2 d\varpi_G ds \\
+ C \sum_{1 \leq |I| \leq M} \int_t^0 \int_{\Sigma_s} A'(s) A^3(s) \int_{S_{\Sigma_s}} \left| \nabla \mathcal{L}_x^I \mathfrak{N}\right|_G^2 d\varpi_G ds \\
+ C \varepsilon \sum_{1 \leq |I| \leq M} \int_t^0 A^{-1}(s) \mathcal{E}_{(\text{Metric});M}(s) ds \\
+ C \sum_{1 \leq |I| \leq M} \int_t^0 A^{-1/3}(s) \mathcal{E}_{(\text{Metric});M}(s) ds,
\end{equation}

where the terms $(\mathcal{I}(\text{Border}) \mathfrak{M}, \ldots)$ on RHS (14.13) are the error terms from the $\mathcal{L}_x^I$-commuted equations of Prop. 8.2.

**Proof.** The proof is similar to that of Lemma 14.2 but simpler. Let $\mathbf{J}_{(\text{Metric})}[\mathcal{L}^I_x \hat{K}, \mathcal{L}^I_x G]$ be the metric energy current from Def. 9.6. We integrate $\text{Div}_G \mathbf{J}_{(\text{Metric})}[\mathcal{L}^I_x \hat{K}, \mathcal{L}^I_x G]$ over the spacetime domain $[0, t] \times \mathbb{S}^3$ with respect to the measure $d\varpi_G ds$ of the metric $G$ from Def. 9.1 sum over
1 \leq |\tilde{I}| \leq M, use the divergence theorem, and appeal to definition (10.11a), thereby deducing that

\begin{equation}
(14.14) \quad \partial_t(\text{Metric})M(t) = \partial_t(\text{Metric})M(0) + \sum_{1 \leq |\tilde{I}| \leq M} \int_{s=0}^{t} \int_{\Sigma_s} \text{Div}_G J(\text{Metric}) \left[ \mathcal{L}_{G}^{\tilde{I}} \tilde{K}, \mathcal{L}_{G}^{\tilde{I}} G, \nabla \mathcal{L}_{G}^{\tilde{I}} N \right] d\omega_G ds.
\end{equation}

Next, we use the formula (9.8) to substitute for the integrand on RHS (14.14). For convenience, in the remainder of the proof, we carry out the analysis only for a fixed multi-index $\tilde{I}$ on RHS (14.14); the summations $\sum_{1 \leq |\tilde{I}| \leq M}$ are easy to put in at the end of the proof, and we omit these simple details.

In the rest of the proof, we silently use the fundamentally important facts that for $t \in [0, T_{\text{Crunch}}]$, $A'(t) \leq 0$ and $A'(t)$ is uniformly bounded, as was shown in Lemma 3.5. To proceed, we bring the spacetime integral of the first term on RHS (9.8) back to the left, which yields the good term

\begin{equation}
(14.15) \quad \frac{1}{3} \int_{s=0}^{t} \int_{\Sigma_s} |A'(s)| A^{1/3}(s) \left| \nabla \mathcal{L}_{G}^{\tilde{I}} G \right|^2_{\Sigma_s} d\omega_G ds.
\end{equation}

Note that (14.15) differs from the second term on LHS (14.13) only in that the coefficient is $1/3$ in (14.15) and $1/9$ in (14.13).

Next, we argue as in the proof of (14.9), using in addition the estimate $|N| \leq \sqrt{\mathcal{E}} \mathcal{A}^{-c} \sqrt{\mathcal{E}}$ (see (13.12n)), to bound the magnitude of the products on the second through fourth lines of RHS (9.8) by

\begin{equation}
(14.16) \quad \leq \frac{1}{9} |A| A^{1/3} \left| \nabla \mathcal{L}_{G}^{\tilde{I}} G \right|^2_{G} + C |A| A^{1/3} \left| \mathcal{L}_{G}^{\tilde{I}} \pi \right|^2_{G} + C |A| A^3 \left| \nabla \mathcal{L}_{G}^{\tilde{I}} N \right|^2_{G} + C A^{4/3} \left( |A| A^{1/3} \left| \mathcal{L}_{G}^{\tilde{I}} \pi \right|^2_{G} + C |A| A^3 \left| \nabla \mathcal{L}_{G}^{\tilde{I}} N \right|^2_{G}.
\end{equation}

We can absorb the spacetime integral of the first term in (14.16) into the positive definite term (14.15), which reduces the coefficient of $1/3$ in (14.15) to $1/3 - 1/9 = 2/9$. We place the spacetime integrals of the remaining terms in (14.16) directly on RHS (14.13).

We now bound the borderline error terms $\langle \tilde{I} \rangle: \langle \text{Border} \rangle \mathcal{J}_{\text{Metric}}$ defined in (9.9a). Using the same arguments that we used to prove (14.10) and (14.11) together with the estimate $|N| \leq \sqrt{\mathcal{E}} \mathcal{A}^{-c} \sqrt{\mathcal{E}}$ mentioned above, we deduce that

\begin{equation}
(14.17) \quad \left| \langle \tilde{I} \rangle: \langle \text{Border} \rangle \mathcal{J}_{\text{Metric}} \right| \leq \frac{1}{9} |A| A^{1/3} \left| \nabla \mathcal{L}_{G}^{\tilde{I}} G \right|^2_{G} + C \mathcal{E} A^{-1} \left| \mathcal{L}_{G}^{\tilde{I}} \tilde{K} \right|^2_{G} + \frac{A^{1/3}}{5} \left| \langle \tilde{I} \rangle: \langle \text{Border} \rangle \mathcal{K} \right|^2_{G} + C A^{1/3} \left| \langle \tilde{I} \rangle: \langle \text{Border} \rangle \mathcal{Y} \right|^2_{G} + \frac{C A^{1/3}}{10} \left| \langle \tilde{I} \rangle: \langle \text{Border} \rangle \mathcal{M} \right|^2_{G} + \frac{C A^{1/3}}{10} \left| \langle \tilde{I} \rangle: \langle \text{Border} \rangle \mathcal{N} \right|^2_{G} + \frac{C A^{4/3}}{3} \left| \nabla \mathcal{L}_{G}^{\tilde{I}} G \right|^2_{G}.
\end{equation}

We now absorb the spacetime integral of the product $\frac{1}{9} |A| A^{1/3} \left| \nabla \mathcal{L}_{G}^{\tilde{I}} G \right|^2_{G}$ on RHS (14.17) into the positive definite term (14.15), which reduces the coefficient of $1/3$ in (14.15) to its stated value of $1/3 - 1/9 - 1/9 = 1/9$ on LHS (14.13). We place the spacetime integrals of the remaining on RHS (14.17) directly on RHS (14.13).
To complete the proof of the lemma, it remains for us to bound the error term \((\tilde{I});(\text{Junk})\) defined in (9.9b). Using the same arguments that we used to prove (14.12), we derive the (non-optimal) pointwise bound

\[
(14.18) \quad \left| (\tilde{I});(\text{Junk}) \right| \lesssim A^{-1/3} \left[ \mathcal{L}_G^F K \right]^2_G + A^{4/3} \left[ \nabla \mathcal{L}_G^F G \right]^2_G + A \left| (\tilde{I});(\text{Junk}) \right|_{G}^2 + A \left| (\tilde{I});(\text{Junk}) \right|_{G}^2.
\]

Using (10.12a), we see that the spacetime integral of the first two terms on RHS (14.18) is \(\lesssim C \int_{s_0}^t A^{-1/3}(s) \mathcal{E}_{\text{Metric}}(M)(s) \, ds\), which is \(\lesssim \text{RHS (14.13)}\) as desired. The spacetime integrals of the last three terms on RHS (14.18) are manifestly \(\lesssim \text{RHS (14.13)}\).

We have therefore proved the lemma.

\[
\square
\]

14.3. Proof of Prop. 14.1. Let \(\theta > 0\) be a parameter. We add inequality (14.3) to \(\theta\) times inequality (14.13). For \(\theta\) sufficiently small (we denote by \(\theta_*\) a fixed sufficiently small choice of \(\theta\)), we can absorb (with room to spare) the integrals \(C \theta_* \sum_{1 \leq |I| \leq M} \int_{s_0}^t |A^I(s)| A^{1/3}(s) \int_{\Sigma_s} \left| \mathcal{L}_G^F \pi \right|^2_G \, d\mathcal{V}_G \, ds\) and \(C \theta_* \sum_{1 \leq |I| \leq M} \int_{s_0}^t |A^I(s)| A^3(s) \int_{\Sigma_s} \left| \nabla \mathcal{L}_G^F N \right|^2_G \, d\mathcal{V}_G \, ds\) generated by RHS (14.13) into the first two positive definite spacetime integrals on LHS (14.3). Moreover, using (10.12b) and definition (10.11c), we see that the term \(C \theta_* \sum_{1 \leq |I| \leq M} \int_{s_0}^t A^{4/3}(s) \int_{\Sigma_s} \left| \mathcal{L}_G^F \pi \right|^2_G \, d\mathcal{V}_G \, ds\) generated by the sixth-from-last term on RHS (14.13) is \(\lesssim \int_{s_0}^t \mathcal{E}_{\text{SF};M}(s) \, ds\) \(\lesssim \int_{s_0}^t A^{-1/3}(s) \mathcal{E}_{\text{Total};M;\theta_*}(s) \, ds\). The desired inequality (14.1) now follows from the above considerations and the definition (10.11c) of \(\mathcal{E}_{\text{Total};M;\theta_*}\).

\[
\square
\]

15. Pointwise estimates

15.1. Estimates for the Energy Estimate Error Terms. In view of the energy integral inequalities of Prop. 14.1, the primary remaining ingredient that we need to derive a priori energy estimates is: \(L^2\)-bounds for the error terms in the \(\mathcal{L}_G^F\)-commuted equations. That is, we need estimates that control error integrals on RHS (14.1), such as the term \(A^{1/3}(s) \left\| (\tilde{I});(\text{Border}) \right\|_{L^2(\Sigma_s)}^2\) from RHS (14.2a), in terms of \(\mathcal{E}_{\text{Total};M;\theta_*}(s)\). In this section, we set up the forthcoming \(L^2\) analysis by deriving pointwise estimates for these error terms. The main point is to identify the borderline principal-order error terms and to make sure that no degenerate coefficient of \(A^{-c\sqrt{\cdot}}\) (which blows up as \(t \uparrow T_{\text{Crunch}}\)) appears in the pointwise estimates for these terms; for such terms, the presence of a coefficient of \(A^{-c\sqrt{\cdot}}\) would have spoiled the Gronwall estimates for the energies. We provide the desired pointwise estimates in the following proposition.

Remark 15.1 ("Boxed" error terms). We place the borderline principal-order error terms in boxes on the RHSs of the estimates of the proposition.

Proposition 15.2 (Pointwise estimates for the error terms in the \(\mathcal{L}_G^F\)-commuted equations). Let \(\tilde{I}\) be a \(Z\)-multi-index with \(1 \leq |\tilde{I}| \leq 16\). The borderline inhomogeneous terms in the
commuted equations of Prop. 8.2 verify the following pointwise estimates, where all products involving the operators $L^1_{x,\tilde{y}}$ or $\Psi^1_{x,\tilde{y}}$ are absent if $|\tilde{y}| = 1$:

(15.1a) $$\left| (\tilde{y})(\text{Border}) \mathfrak{M}_G \right| \leq \varepsilon \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}} \left| L^1_{x,\tilde{y}} \hat{K} \right|_{G} + \left| \varepsilon \left| \nabla L^1_{x,\tilde{y}} G \right|_{G} \right| + \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}} \left| L^1_{x,\tilde{y}} \right|_{G},$$

$$+ \left| \varepsilon \left| \tilde{L}^1_{x,\tilde{y}} \pi \right|_{G} \right| + \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}} \left| L^1_{x,\tilde{y}} \right|_{\tilde{y}}.$$

(15.1b) $$\left| (\tilde{y})(\text{Border}) \mathfrak{G}_G \right| \leq \left| \varepsilon \left| \nabla L^1_{x,\tilde{y}} G \right|_{G} \right| + \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}} \left| L^1_{x,\tilde{y}} \hat{G} \right|_{G}$$

$$+ \left| \varepsilon \left| \tilde{L}^1_{x,\tilde{y}} \pi \right|_{G} \right| + \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}} \left| L^1_{x,\tilde{y}} \right|_{\tilde{y}}.$$

(15.1c) $$\left| (\tilde{y})(\text{Border}) \mathfrak{D}_G \right| \leq \left| \varepsilon \left| \nabla L^1_{x,\tilde{y}} G \right|_{G} \right| + \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}} \left| L^1_{x,\tilde{y}} \hat{D} \right|_{G}$$

(15.1d) $$\left| (\tilde{y})(\text{Border}) \mathfrak{Q}_G \right| \leq \left| \varepsilon \left| \nabla L^1_{x,\tilde{y}} G \right|_{G} \right| + \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}} \left| L^1_{x,\tilde{y}} \hat{Q} \right|_{G}.$$}

Similarly, the “junk” inhomogeneous terms in the commuted equations of Prop. 8.2 verify the following pointwise estimates:

(15.2a) $$\left| (\tilde{y})(\text{Junk}) \mathfrak{M}_G \right| \leq \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}} \left| L^1_{x,\tilde{y}} \hat{K} \right|_{G} + \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}} \left| L^1_{x,\tilde{y}} \right|_{G}$$

$$+ \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}} \left| L^1_{x,\tilde{y}} \right|_{\tilde{y}}.$$

(15.2b) $$\left| (\tilde{y})(\text{Junk}) \mathfrak{D}_G \right| \leq \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}} \left| L^1_{x,\tilde{y}} \hat{D} \right|_{G} + \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}} \left| L^1_{x,\tilde{y}} \hat{D} \right|_{G}$$

$$+ \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}} \left| L^1_{x,\tilde{y}} \right|_{\tilde{y}}.$$

(15.2c) $$\left| (\tilde{y})(\text{Junk}) \mathfrak{Q}_G \right| \leq \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}} \left| L^1_{x,\tilde{y}} \hat{Q} \right|_{G} + \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}} \left| L^1_{x,\tilde{y}} \right|_{\tilde{y}}.$$
\[
(15.2d) \quad \left| (\tilde{I})_{\text{(Low)}} \Phi \right|_G \leq \sqrt{\varepsilon}A^{-c} \left| \nabla \mathcal{L}_{x}^{[1]} \left[ G \right] \right|_G + A^{-c} \left| \mathcal{L}_{x}^{[1]} \left[ G \right] \right|_G,
\]

\[
(15.2e) \quad \left| (\tilde{I})_{\text{(Junk)}} \Phi \right|_G \leq \sqrt{\varepsilon}A^{-c} \left| \mathcal{L}_{x}^{[1]} \left[ \tilde{K} \right] \right|_G + \sqrt{\varepsilon}A^{4/3-c} \left| \nabla \mathcal{L}_{x}^{[1]} \left[ G \right] \right|_G + \sqrt{\varepsilon}A^{-c} \left| \mathcal{L}_{x}^{[1]} \left[ G \right] \right|_G
\]
\[
+ \sqrt{\varepsilon}A^{-c} \left| \mathcal{L}_{x}^{[1]} \left[ I \right] \right|_G,
\]

\[
(15.2f) \quad \left| (\tilde{I})_{\text{(Junk)}} \Psi \right|_G \leq \sqrt{\varepsilon}A^{-c} \left| \nabla \mathcal{L}_{x}^{[1]} \right|_G
\]
\[
+ \sqrt{\varepsilon}A^{-c} \left| \mathcal{L}_{x}^{[1]} \left[ I \right] \right| _G + \sqrt{\varepsilon} \sum_{L=0}^1 A^{4/3-c} \left| \nabla \mathcal{L}_{x}^{[1]} \right|_G
\]
\[
+ \sqrt{\varepsilon}A^{-c} \left| \mathcal{L}_{x}^{[1]} \left[ \Psi \right] \right|_G,
\]

\[
(\tilde{15.2g}) \quad \left| (\tilde{I})_{\text{(Junk)}} \eta \right|_G \leq \sqrt{\varepsilon}A^{-c} \left| \mathcal{L}_{x}^{[1]} \left[ \tilde{K} \right] \right|_G + \sqrt{\varepsilon} \sum_{L=0}^1 A^{-c} \left| \nabla \mathcal{L}_{x}^{[1]} \right|_G
\]
\[
+ \sqrt{\varepsilon}A^{-c} \left| \mathcal{L}_{x}^{[1]} \left[ I \right] \right| _G + \sqrt{\varepsilon}A^{4/3-c} \left| \nabla \mathcal{L}_{x}^{[1]} \right|_G
\]
\[
+ \sqrt{\varepsilon}A^{-c} \left| \mathcal{L}_{x}^{[1]} \left[ \Psi \right] \right|_G,
\]

\[
(15.2h) \quad \left| (\tilde{I})_{\text{(Junk)}} \tilde{\eta} \right|_G \leq \sqrt{\varepsilon}A^{-c} \left| \mathcal{L}_{x}^{[1],2} \right|_G + \sqrt{\varepsilon}A^{-c} \left| \nabla \mathcal{L}_{x}^{[1]} \right|_G
\]
\[
+ \sqrt{\varepsilon}A^{-c} \left| \mathcal{L}_{x}^{[1]} \left[ I \right] \right| _G.
\]

**Proof.** The estimate (15.1a) can be proved by taking the norm $\cdot \left| G \right.$ of RHSs (8.2a) and (8.2b) and bounding the terms one at a time with the help of the Leibniz rule for Lie derivatives, the strong sup-norm estimates of Prop. 13.4, the comparison estimates of Cor. 13.5, and some commutator estimates that we explain. We treat in detail only the few delicate top-order terms that generate the boxed terms on RHS (15.1a). For these terms, we must carefully avoid the degenerate factor $A^{-c} \sqrt{\varepsilon}$ in the estimates. For the remaining terms, we simply allow the presence of the degenerate factor $A^{-c} \sqrt{\varepsilon}$, which comes as a consequence of the sup-norm estimates of Prop. 13.4. We mention that in some of the estimates, allowing the loss of $A^{-c} \sqrt{\varepsilon}$ is non-optimal, and that we have allowed the loss only so that we can avoid having to carefully track the less delicate error terms. However, this non-optimality will not affect our a priori energy estimates. We now explain how to bound the delicate top-order terms on RHSs (8.2a) and (8.2b), which occur when all $\left| I \right.$ derivatives fall on the factors of $\pi$ or all $\left| I \right. + 1$ derivatives fall on factors of $G$. When all $\left| I \right.$ derivatives fall on the factors of $\pi$, we use (13.12k) to bound $\left| \cdot \right| G$. -norm of the remaining factors by $\varepsilon \left| G. \right.$ Thus, the product’s $\left| \cdot \right| G$-norm is $\varepsilon \left| \mathcal{L}_{x}^{[1]} \right|_G$ as desired. The terms featuring the order $\left| I \right. + 1$ derivatives of $G$ are generated by the commutator terms $\left[ \mathcal{L}_{x}^{I}, \text{div}_{G} \right] \tilde{K}$ and $\left[ \mathcal{L}_{x}^{I}, \text{div}_{G} \right] \tilde{K}$, which we express using the formulas (7.6a)–(7.6b) with $\xi := \tilde{K}$. From these formulas, we see that up to harmless factors of $G^{-1}$ (which verify $\left| G^{-1} \right| G \leq 1$, the top-order terms are of the schematic form $\nabla \mathcal{L}_{x}^{I} G \cdot \tilde{K}$. Thus, using (13.12i), we find that the product’s $\left| \cdot \right| G$-norm is $\varepsilon \left| \nabla \mathcal{L}_{x}^{I} G \right|_G$ as desired. The remaining products on RHSs (8.2a) and (8.2b) do not contribute to the boxed terms on RHS (15.1a) and are easy to bound using the strategy described above, where, when necessary, we use Cor. 13.5 to bound covariant
derivatives $\nabla$ in terms of $\mathcal{L}_x$ derivatives and Lemma 7.2 to treat products involving commutators; we omit the straightforward details.

The proofs of the remaining estimates in the proposition are similar, so we provide only partial details. Specifically, we will identify the principal-order borderline error terms and show that no degenerate factor of $A^{-c\sqrt{\varepsilon}}$ occurs in these terms; in the remaining error terms, which we do not discuss in detail, we simply allow the loss of the degenerate factor of $A^{-c\sqrt{\varepsilon}}$ and argue as in the previous paragraph. We clarify that the identities of Lemma 7.3 are also needed to bound the terms on RHS (8.6d) involving the Lie derivatives of $\text{Ric}^\#$ and the terms on RHS (8.10d) involving the derivatives of the scalar curvature $R$.

We now proceed with the analysis of the borderline terms. The borderline boxed terms $\frac{\varepsilon}{\left| \mathcal{L}_x^\prime \right| G}$ on RHS (15.1b) are generated when all $|\tilde{l}|$ derivatives fall on the factor $G$ in the sum on the first line of RHS (8.5a) and when all $|\tilde{l}|$ derivatives fall on the factor $G^{-1}$ in the sum on the first line of RHS (8.5b). In the first case, this generates a product of the schematic form $\mathcal{L}_x^\prime G \cdot \hat{K}$ while in the second case, by the Leibniz rule and the schematic identity $\mathcal{L}_x G^{-1} = G^{-1} \cdot G^{-1} \cdot \mathcal{L}_x G$, it generates a principal-order product of the schematic form $G^{-1} \cdot G^{-1} \cdot \mathcal{L}_x G \cdot \hat{K}$ plus lower-order products. In the first case, we use (13.12d) to bound the product’s $| \cdot |_{G}$-norm by the borderline boxed terms written above as desired. In the second case, we bound the principal-order product by the borderline boxed terms written above, and we also use (13.12c) to bound the lower-order products by $\lesssim \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}} \left| \mathcal{L}_x^{[1,|\tilde{l}|]-1} G \right|_{G}$ as desired.

The borderline term $\frac{\varepsilon}{\left| \nabla \mathcal{L}_x^\prime G \right| G}$ on RHS (15.1c) is generated when all $|\tilde{l}| + 1$ derivatives fall on $G$ in the sum on the first line of RHS (8.5c). Specifically, the term is of the form $\nabla \mathcal{L}_x^\prime G \cdot \hat{K}$, and we can obtain the desired bound for its $| \cdot |_{G}$-norm with the help of (13.12d). The borderline term $\frac{\varepsilon}{\mathcal{A}^{1/3}} \left| \nabla \mathcal{X}^\prime N \right|_{G}$ on RHS (15.1c) is generated by the first product on RHS (8.5c), which is of the form $\mathcal{A}^{1/3} (\nabla \mathcal{X}^\prime N) G \cdot \hat{K}$. To obtain the desired bound, we again use (13.12d).

The borderline term $\frac{\varepsilon}{\left| \nabla \mathcal{X}^\prime N \right| G}$ on RHS (15.1d) is generated by the product $\Psi \nabla \mathcal{X}^\prime N$ on RHS (8.8c). We use (13.12k) to obtain the desired bound.

The borderline term $\frac{\varepsilon}{\left| \mathcal{X}^\prime N \right| G}$ on RHS (15.1e) is generated by the term $\mathcal{A} (\mathcal{X}^\prime N) \hat{K}$ on RHS (8.6c). We use (13.12d) to obtain the desired bound.

The borderline term $\frac{\varepsilon}{\left| \mathcal{X}^\prime N \right| G}$ on RHS (15.1f) is generated by the term $\mathcal{A} (\mathcal{X}^\prime N) \Psi$ on RHS (8.8a). We use (13.12k) to obtain the desired bound.

The borderline term $\frac{\varepsilon}{\left| \mathcal{L}_x^\prime \hat{K} \right| G}$ on RHS (15.1g) is generated by the first sum on RHS (8.10a) when all $|\tilde{l}|$ derivatives fall on $\hat{K}$, which yields a product of the form $\hat{K} \cdot \mathcal{L}_x^\prime \hat{K}$. We use (13.12d) to obtain the desired bound. The borderline term $\frac{\varepsilon}{\left| \mathcal{X}^\prime \Psi \right| G}$ on RHS (15.1g) is generated by the second sum on RHS (8.10a) when all $|\tilde{l}|$ derivatives fall on $\Psi$, which yields a product of the form $\Psi \mathcal{X}^\prime \Psi$. We use (13.12k) to obtain the desired bound.
This completes our proof of the proposition. □

We will use the pointwise estimates provided by the following lemma to derive $L^2$ estimates for the non-differentiated solution variables (see Lemma 16.6).

**Lemma 15.3 (Pointwise estimates relevant for energy estimates at the lowest level).** The following pointwise estimates hold:

\[(15.3a) \quad |\mathcal{L}_{\partial_t} (G - \gamma)|_G + |\mathcal{L}_{\partial_t} (G^{-1} - \gamma^{-1})|_G \lesssim A^{-1} |K|_G + A^{1/3} |N|,\]

\[(15.3b) \quad |\mathcal{L}_{\partial_t} K|_G \lesssim A^{1/3 - c \sqrt{\pi}} |\mathcal{L}_{\partial_t}^2 (G - \gamma)|_G + A^{1/3 - c \sqrt{\pi}} |G^{-1} - \gamma^{-1}|_G + \sqrt{\varepsilon} A^{1/3 - c \sqrt{\pi}} |\pi|_G + A^{5/3 - c \sqrt{\pi}} |\mathcal{L}_{\partial_t}^2 N| + A^{1/3} |N|,\]

\[(15.3c) \quad |\partial_t \Psi| \lesssim A^{1/3 - c \sqrt{\pi}} |\mathcal{L}_{\partial_t}^2 \pi|_G + A^{1/3} |N|,\]

\[(15.3d) \quad |\partial_t \pi|_G \lesssim A^{-1 - c \sqrt{\pi}} |\mathcal{L}_{\partial_t} \Psi| + A^{1/3 - c \sqrt{\pi}} |\mathcal{L}_{\partial_t} N|,\]

\[(15.3e) \quad |\mathcal{L}_{\partial_t} \tilde{N}| \lesssim A^{-c \sqrt{\pi}} |\mathcal{L}_{\partial_t}^2 (G - \gamma)|_G + A^{-c \sqrt{\pi}} |G^{-1} - \gamma^{-1}|_G + \sqrt{\varepsilon} A^{-c \sqrt{\pi}} |\pi|_G.\]

**Proof.** The proof is similar to the proof of Prop. 15.2 so we only sketch it. The main idea is to bound the products in the equations of Prop. 15.12 with the help of the strong sup-norm estimates of Prop. 13.4 and the comparison estimates of Cor. 13.5. For example, to prove (15.3c), we first use equation (5.19a) to deduce

\[(15.4) \quad |\partial_t \Psi| \lesssim A^{1/3} |\nabla \pi|_G + A^{1/3} |N| \|\nabla \pi|_G + A^{1/3} |\nabla N|_G |\pi|_G.\]

From (15.4), Prop. 13.4, and Cor. 13.5 we obtain the desired bound (15.3c).

The proof of (15.3a) is similar and is based on equation (5.21), but it also relies on (12.8b), (12.9b) and the fact that $R$ is the pure trace of $\text{Ric}^\#$. The proof of (15.3b) is similar and is based on equations (5.18a), (5.18b) and the simple identities $\mathcal{L}_{\partial_t} (G - \gamma) = \mathcal{L}_{\partial_t} G$ and $\mathcal{L}_{\partial_t} (G^{-1} - \gamma^{-1}) = \mathcal{L}_{\partial_t} G^{-1}$. The proof of (15.3b) is similar and is based on equation (5.18c), (12.8b), and (12.9b). The proof of (15.3d) is similar and is based on equation (5.19b). □

16. Preliminary $L^2$ estimates for the lapse and some below-top-order derivatives

In this section, we derive $L^2$ estimates for the lapse and show that it is controlled by the energies. It turns out that to obtain these bounds, we must simultaneously derive similar bounds for the below-top-order derivatives of $G$ and $\pi$. The bounds that we derive in this section yield better estimates (i.e., less singular with respect to $t$) for $G$ and $\pi$ than the energy estimate (18.3) derived below in Cor. 18.3. However, unlike the estimate (13.15), our estimates for $G$ and $\pi$ in this section lose one derivative (which is permissible below top order). The main result is provided by the following proposition, which we prove in Subsect. 16.3. Before proving the proposition, we will establish a series of preliminary estimates.

**Remark 16.1.** Prop. 16.2 provides estimates in the case that the solution variables have been differentiated at least one time. In Lemma 16.6 we will derive similar estimates for the non-differentiated variables using a separate argument.
Proposition 16.2 (Control of the lapse and the below-top-order derivatives of \(G\) and \(\pi\) in terms of the energies). For \(1 \leq M \leq 16\), the following estimates hold:

(16.1a) \[
\sum_{L=0}^{2} A^{4/(3+2/3)L} \left\| \nabla^L \mathcal{Z}^{[1,M]} \right\|_{L^2_0(\Sigma_t)} \lesssim \varepsilon^2 A^{4/3-\varepsilon}(t) + \varepsilon^{1/2} E^{1/2}_{(Total);\theta_*;M}(t) + \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}} \varepsilon^{1/2} E^{1/2}_{(Total);M;\theta_*}(t) \].

Moreover, for \(1 \leq M \leq 14\), we have

(16.1b) \[
\sum_{L=0}^{2} A^{(2/3)L} \left\| \nabla^L \mathcal{Z}^{[1,M]} \right\|_{L^2_0(\Sigma_t)} \lesssim \varepsilon^2 A^{-c\sqrt{\varepsilon}}(t) + \frac{1}{\sqrt{\varepsilon}} A^{-c\sqrt{\varepsilon}}(t) \varepsilon^{1/2} E^{1/2}_{(Total);M+2;\theta_*}(t). \]

In addition, for \(1 \leq M \leq 16\), we have

(16.2) \[
\left\| L^{[1,M]}_Z G \right\|_{L^2_0(\Sigma_t)} + \left\| L^{[1,M]}_Z G^{-1} \right\|_{L^2_0(\Sigma_t)} \lesssim \varepsilon^2 A^{-c\sqrt{\varepsilon}}(t) + \frac{1}{\sqrt{\varepsilon}} A^{-c\sqrt{\varepsilon}}(t) \varepsilon^{1/2} E^{1/2}_{(Total);M;\theta_*}(t). \]

Finally, for \(1 \leq M \leq 15\), we have

(16.3) \[
\left\| L^{[1,M]}_Z \pi \right\|_{L^2_0(\Sigma_t)} \lesssim \varepsilon^2 A^{-c\sqrt{\varepsilon}}(t) + \frac{1}{\sqrt{\varepsilon}} A^{-c\sqrt{\varepsilon}}(t) \varepsilon^{1/2} E^{1/2}_{(Total);M+1;\theta_*}(t). \]

16.1. Preliminary \(L^2\) bounds.

Lemma 16.3 (Preliminary \(L^2\) bounds for some inhomogeneous terms). Let \(\tilde{I}\) be a \(\mathcal{Z}\)-multi-index with \(1 \leq |\tilde{I}| \leq 16\), except in \([16.4d]\) and \([16.5d]\) where we instead assume that \(1 \leq |\tilde{I}| \leq 14\). The inhomogeneous terms from equations \([8.3a]\), \([8.3b]\), \([8.7a]\), \([8.7b]\), \([8.9a]\), and \([8.9b]\) verify the following estimates:

(16.4a) \[
\left\| (\tilde{I});(\text{Border}) \mathfrak{K} \right\|_{L^2_0(\Sigma_t)} \left\| (\tilde{I});(\text{Border}) \tilde{\mathfrak{K}} \right\|_{L^2_0(\Sigma_t)} \lesssim \varepsilon \left\| L^{[\tilde{I}]}_Z G \right\|_{L^2_0(\Sigma_t)} + \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}}(t) \left\| L^{[1,|\tilde{I}|+1]}_Z G \right\|_{L^2_0(\Sigma_t)} \] \[
+ A^{4/3} \left\| \mathcal{Z}^{[\tilde{I}]} N \right\|_{L^2_0(\Sigma_t)} + \frac{\varepsilon^{1/2}}{E^{1/2}_{(Total);|\tilde{I}|;\theta_*}}(t) + \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}}(t) E^{1/2}_{(Total);|\tilde{I}|;\theta_*}(t), \] \[
\text{absent if } |\tilde{I}| = 1 \]

(16.4b) \[
\left\| (\tilde{I});(\text{Border}) \mathfrak{Q} \right\|_{L^2_0(\Sigma_t)} \lesssim \varepsilon \left\| \nabla \mathcal{Z}^{[\tilde{I}]} N \right\|_{L^2_0(\Sigma_t)}, \]

(16.4c) \[
\left\| (\tilde{I});(\text{Border}) \mathfrak{q} \right\|_{L^2_0(\Sigma_t)} \lesssim \varepsilon \left\| \varepsilon^{1/2} E^{1/2}_{(Total);|\tilde{I}|;\theta_*}(t) + \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}}(t) E^{1/2}_{(Total);|\tilde{I}|+1;\theta_*}(t), \] \[
\text{absent if } |\tilde{I}| = 1 \]

(16.4d) \[
\left\| (\tilde{I});(\text{Border}) \tilde{\mathfrak{q}} \right\|_{L^2_0(\Sigma_t)} \lesssim +A^{-c\sqrt{\varepsilon}}(t) \left\| L^{[1,|\tilde{I}|+2]}_Z G \right\|_{L^2_0(\Sigma_t)} + \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}}(t) \left\| L^{[1,|\tilde{I}|]}_Z \pi \right\|_{L^2_0(\Sigma_t)}, \]
have explicitly placed the terms with the help of the pointwise estimates of Prop. 15.2. We omit the details, noting only that we

\[ \| (\ddot{t}):(Junk) G \|_{L^2_{G}(\Sigma_t)} \leq \sqrt{\varepsilon} A^{-c \sqrt{\varepsilon}}(t) \| L^2_{\ddot{t}}^{[1,\ddot{t}]} G \|_{L^2_{G}(\Sigma_t)} + \sqrt{\varepsilon} A^{-c \sqrt{\varepsilon}}(t) \| L^2_{\ddot{t}}^{[1,\ddot{t}]-1} N \|_{L^2_{G}(\Sigma_t)} \]

absent if \(|\ddot{t}| = 1\)

\[ + \sqrt{\varepsilon} A^{-c \sqrt{\varepsilon}}(t) \| L^2_{\ddot{t}}^{1/2} G_{(\text{Total})}^{[\ddot{t}] \theta}(t), \]

\[ \| (\ddot{t}):(Junk) N \|_{L^2_{G}(\Sigma_t)} \leq \sqrt{\varepsilon} A^{-c \sqrt{\varepsilon}}(t) \| L^2_{\ddot{t}}^{[1,\ddot{t}]} N \|_{L^2_{G}(\Sigma_t)} + \sqrt{\varepsilon} A^{-c \sqrt{\varepsilon}}(t) \| L^2_{\ddot{t}}^{[1,\ddot{t}]-1} N \|_{L^2_{G}(\Sigma_t)} \]

absent if \(|\ddot{t}| = 1\)

\[ + \sqrt{\varepsilon} A^{-c \sqrt{\varepsilon}}(t) \| L^2_{\ddot{t}}^{[1,\ddot{t}]} N \|_{L^2_{G}(\Sigma_t)}, \]

\[ \| (\ddot{t}):(Junk) N \|_{L^2_{G}(\Sigma_t)} \leq \sqrt{\varepsilon} A^{-c \sqrt{\varepsilon}}(t) \| L^2_{\ddot{t}}^{[1,\ddot{t}]+2} N \|_{L^2_{G}(\Sigma_t)} \]

Proof. To prove (16.4a), we need only to take the norm \( \| \cdot \|_{L^2_{G}(\Sigma_t)} \) of inequality (15.1b) and to use Lemma 10.10 to control the norms of the terms on the RHS in terms of \( \varepsilon_{(\text{Total})} \), the Lie derivatives of \( G \), and the derivatives of \( N \). The proofs of the remaining estimates follow similarly with the help of the pointwise estimates of Prop. 15.2. We omit the details, noting only that we have explicitly placed the terms \( \sqrt{\varepsilon} A^{-c \sqrt{\varepsilon}}(t) \| L^2_{\ddot{t}}^{[1,\ddot{t}]} \|_{L^2_{G}(\Sigma_t)} \) on RHSs (16.4d) and (16.5d) instead of using Lemma 10.10 to bound them by \( \lesssim A^{-2/3-c \sqrt{\varepsilon}}(t) \varepsilon_{(\text{Total})}^{1/2} \theta_{\ddot{t}} \).

\[ \Box \]

Lemma 16.4 (Preliminary \( L^2 \) bounds for the below-top-order derivatives of \( G \) and \( \pi \)).

For \( 1 \leq |\ddot{t}| \leq 16 \), the following estimates hold on \( [0,T_{(\text{Boot})}) \):

\[ \| L^2_{\ddot{t}}^{[1,\ddot{t}]} G \|_{L^2_{G}(\Sigma_t)} \]
Moreover, for \( 1 \leq |\vec{I}| \leq 15 \), we have

\[
\left\| \mathcal{L}_x^{f_i} \right\|_{L^2(\Sigma_t)} \leq \varepsilon^2 A^{-c\sqrt{\chi}}(t) + A^{-c\sqrt{\chi}}(t) \int_{s=0}^{t} A^{1/3}(s) \left\| \nabla^{\leq \frac{1}{2}} \varphi^{[1,|\vec{I}|]} N \right\|_{L^2(\Sigma_s)} ds \\
+ \frac{1}{\varepsilon} A^{-c\sqrt{\chi}}(t) \mathcal{E}^{1/2}_{\text{Total}}(|\vec{I}|;1) \mathcal{E}_{\theta_s}(t).
\]

Proof. To prove (16.7), we first use (8.7b), (13.12n), (16.4b), (16.5b), Lemma 10.10 and Cor. 13.5 to deduce that

\[
\left\| \mathcal{L}_x^{f_i} \right\|_{L^2(\Sigma_t)} \leq A^{1/3-c\sqrt{\chi}}(t) \left\| \nabla^{\leq \frac{1}{2}} \varphi^{[1,|\vec{I}|]} N \right\|_{L^2(\Sigma_s)} + A^{-1-c\sqrt{\chi}}(t) \mathcal{E}^{1/2}_{\text{Total}}(|\vec{I}|;\theta_s)(t).
\]

Inserting the estimate (16.8) into inequality (13.21b) with \( \xi := \mathcal{L}_x^{f_i} \pi \), using the small-data bound \( \left\| \mathcal{L}_x^{[1,|\vec{I}|]} \pi \right\|_{L^2(\Sigma_0)} \leq \varepsilon^2 \) (which follows from (11.1) and Lemma 13.6), using the fact that \( \mathcal{A} \) is decreasing on \([0,T_{\text{Crunch}}]\), and using (3.27), which in particular implies \( \int_{s=0}^{t} A^{-1-c\sqrt{\chi}}(s) \mathcal{E}^{1/2}_{\text{Total}}(|\vec{I}|;\theta_s)(s) ds \leq \frac{1}{\varepsilon} \mathcal{E}^{1/2}_{\text{Total}}(|\vec{I}|;\theta_s)(t) \), we obtain

\[
\left\| \mathcal{L}_x^{[1,|\vec{I}|]} \pi \right\|_{L^2(\Sigma_t)} \leq C \varepsilon^2 A^{-c\sqrt{\chi}}(t) + C A^{-c\sqrt{\chi}}(t) \int_{s=0}^{t} A^{1/3}(s) \left\| \nabla^{\leq \frac{1}{2}} \varphi^{[1,|\vec{I}|]} N \right\|_{L^2(\Sigma_s)} ds \\
+ C \frac{1}{\varepsilon} A^{-c\sqrt{\chi}}(t) \mathcal{E}^{1/2}_{\text{Total}}(|\vec{I}|;\theta_s)(t),
\]

which is the desired bound (16.7).

To prove (16.6), we first use (8.3a), (16.4a), (16.5a), inequality (13.21a) with \( \xi := \mathcal{L}_x^{f_i} G \), the small-data bound \( \left\| \mathcal{L}_x^{f_i} G \right\|_{L^2(\Sigma_0)} \leq \varepsilon^2 \) (which follows from (11.1) and Lemma 13.6), and (3.27) to obtain

\[
\left\| \mathcal{L}_x^{f_i} G \right\|_{L^2(\Sigma_t)} \leq C \varepsilon^2 + C \varepsilon \int_{s=0}^{t} A^{-1}(s) \left\| \mathcal{L}_x^{f_i} G \right\|_{L^2(\Sigma_s)} ds + C \sqrt{\varepsilon} \int_{s=0}^{t} A^{1/3-\sqrt{\chi}}(s) \left\| \mathcal{L}_x^{f_i} G \right\|_{L^2(\Sigma_s)} ds \\
+ C \sqrt{\varepsilon} \int_{s=0}^{t} A^{-1-\sqrt{\chi}}(s) \left\| \mathcal{L}_x^{[1,|\vec{I}|]^-1} G \right\|_{L^2(\Sigma_s)} ds + C \int_{s=0}^{t} A^{1/3-c\sqrt{\chi}}(s) \left\| \varphi^{[1,|\vec{I}|]} N \right\|_{L^2(\Sigma_s)} ds \\
+ C \frac{1}{\sqrt{\varepsilon}} A^{-c\sqrt{\chi}}(t) \mathcal{E}^{1/2}_{\text{Total}}(|\vec{I}|;\theta_s)(s),
\]

where the integral involving \( \left\| \mathcal{L}_x^{[1,|\vec{I}|]^-1} G \right\|_{L^2(\Sigma_s)} \) is absent if \( |\vec{I}| = 1 \) and to obtain the last term on RHS (16.10), we have used the bound \( \int_{s=0}^{t} \mathcal{A}^{-1}(s) \mathcal{E}^{1/2}_{\text{Total}}(|\vec{I}|;\theta_s)(s) ds \leq C(1+|\ln \mathcal{A}(t)|) \mathcal{E}^{1/2}_{\text{Total}}(|\vec{I}|;\theta_s)(t) \leq \frac{C}{\varepsilon} A^{-c\sqrt{\chi}} \mathcal{E}^{1/2}_{\text{Total}}(|\vec{I}|;\theta_s)(t) \), which is a simple consequence of Cor. 3.7 and (3.23). We now derive (16.6) by using induction in \( |\vec{I}| \). In the base case \( |\vec{I}| = 1 \), we use inequality (16.10), Gronwall’s inequality, (3.28), and the fact that \( \mathcal{A} \) is decreasing on \([0,T_{\text{Crunch}}]\) to conclude the bound for \( \mathcal{L}_x^{f_i} G \) stated in (16.6). To carry out the induction step, we assume that (16.6) has been established for multi-indices of length \( |\vec{I}| - 1 \). To obtain (16.2) for \( \vec{I} \), we use the induction hypothesis, Cor. 3.7, and the fact that \( \mathcal{A} \) is decreasing on \([0,T_{\text{Crunch}}]\) to bound the first integral on the second line of RHS (16.10) as
We first prove (16.13). First, using Prop. 13.4 and Cor. 13.5, we deduce that the coefficient defined by (5.15b) verifies the bounds integrate by parts to obtain the estimate (16.16) follows:

\[
C \sqrt{\varepsilon} \int_{s=0}^{t} \mathcal{A}^{-1-c\sqrt{\varepsilon}}(s) \left\| \mathcal{L}^{[1,|f|-1]}_{\mathcal{F}} \right\|_{L^2_{G}(\Sigma_s)} ds \\
\leq \varepsilon^2 \mathcal{A}^{-c\sqrt{\varepsilon}}(t) \int_{s=0}^{t} \mathcal{A}^{1/3}(s) \left\| \mathcal{F}^{[1,|f|]} \right\|_{L^2_{G}(\Sigma_s)} ds + \int_{s=0}^{1} \mathcal{A}^{-1-c\sqrt{\varepsilon}}(s) \mathcal{F}^{1/2}_{\text{(Total)};|f|-1;\theta_s}(s) ds \\
\leq \varepsilon^2 \mathcal{A}^{-c\sqrt{\varepsilon}}(t) \int_{s=0}^{t} \mathcal{A}^{1/3}(s) \left\| \mathcal{F}^{[1,|f|]} \right\|_{L^2_{G}(\Sigma_s)} ds + \frac{1}{\sqrt{\varepsilon}} \mathcal{A}^{-c\sqrt{\varepsilon}}(t) \mathcal{F}^{1/2}_{\text{(Total)};|f|-1;\theta_s}(t).
\]

We now substitute RHS (16.11) for the first integral on the second line of RHS (16.10) and apply Gronwall’s inequality as before, thereby concluding the bound for \( \mathcal{L}^{f}_{\mathcal{F}} G \) stated in (16.6). We have therefore closed the induction and completed the proof of (16.6) for \( \mathcal{L}^{f}_{\mathcal{F}} G \). To obtain the same bound for \( \left\| \mathcal{L}^{f}_{\mathcal{F}} G^{-1} \right\|_{L^2_{G}(\Sigma_t)} \), we use a similar argument based on \( 8.3b \), \( 16.4a \), \( 16.5a \), and the already proven bounds for \( \mathcal{L}^{f}_{\mathcal{F}} G \). We omit the details.

\[ \square \]

16.2. Basic elliptic estimates. In this subsection, we prove some simple elliptic estimates that we will use to control the time-rescaled lapse variable \( N \).

Lemma 16.5 (Basic elliptic estimates). Let \( \mathcal{L} \) and \( \mathcal{F} \) be the elliptic operators from Def. 5.11. Solutions \( u \) to the elliptic PDE

\[
\mathcal{L} u = U
\]

verify the estimate

\[
\sum_{L=0}^{2} \mathcal{A}^{4/3+(2/3)L}(t) \left\| \nabla^L u \right\|_{L^2_{G}(\Sigma_t)} \lesssim \left\| U \right\|_{L^2_{G}(\Sigma_t)}.
\]

Moreover, solutions \( u \) to the elliptic PDE

\[
\mathcal{F} u = U
\]

verify the estimate

\[
\sum_{L=0}^{2} \mathcal{A}^{2/3L}(t) \left\| \nabla^L u \right\|_{L^2_{G}(\Sigma_t)} \lesssim \left\| U \right\|_{L^2_{G}(\Sigma_t)}.
\]

Proof. We first prove (16.13). First, using Prop. 13.3 and Cor. 13.5, we deduce that the coefficient \( f \) defined by (5.15b) verifies the bounds \( f = (A)^2 + (2/3)A^{4/3} + O(\varepsilon) \) and \( |\nabla f|_G \leq \varepsilon \mathcal{A}^{-c\sqrt{\varepsilon}}. \) In particular, also using (3.5a), we deduce that \( f \geq 2/3 - C\varepsilon \). Next, we multiply equation (16.12) by \( \mathcal{A}^{4/3} u \) and integrate by parts to obtain the estimate

\[
\int_{\Sigma_t} A^4 |\nabla u|^2_G \, d\varpi_G + \int_{\Sigma_t} A^{8/3} f u^2 \, d\varpi_G \leq \int_{\Sigma_t} \mathcal{A}^{4/3} |U| \, d\varpi_G \leq \frac{1}{2} \int_{\Sigma_t} \mathcal{A}^{8/3} u^2 \, d\varpi_G + \frac{1}{2} \int_{\Sigma_t} U^2 \, d\varpi_G.
\]
The desired bounds (16.13) for \( u \) and \( \nabla u \) now follow easily from (16.16) the above lower bound for \( f \). Similarly, to obtain the bound (16.13) for \( \nabla^2 u \), we multiply equation (16.12) by \( A^{8/3} \Delta_G u \) and integrate by parts to obtain

\[
(16.17) \quad \int_{\Sigma_t} A^{16/3} |\nabla^2 u|_{G}^2 \, d\omega_G + \int_{\Sigma_t} A^4 f |\nabla u|_G \, d\omega_G \leq C \int_{\Sigma_t} A^4 |\nabla f|_G \|\nabla u|_G \, d\omega_G + C \int_{\Sigma_t} A^{8/3} |\nabla^2 u|_G \|U|_G \, d\omega_G
\]

\[
\leq C \int_{\Sigma_t} A^2 |\nabla f|_G \|u|_G^2 \, d\omega_G + \frac{1}{3} \int_{\Sigma_t} A^6 |\nabla f|_G \|u|_G^2 \, d\omega_G
\]

\[
+ \frac{1}{2} \int_{\Sigma_t} A^{16/3} |\nabla^2 u|_G^2 \, d\omega_G + C \int_{\Sigma_t} |U|^2 \, d\omega_G.
\]

From (16.17), the lower bound on \( f \) obtained above, the bound on \( |\nabla f|_G \) obtained above, and the already established bound \( A^{4/3} \|u\|_{L^2_0(\Sigma_t)} \leq C \|U\|_{L^2_0(\Sigma_t)} \), we easily conclude the desired bound (16.13) for \( \nabla^2 u \).

The proof of (16.15) is similar and relies on the bound \( \frac{2}{3} - C \varepsilon \leq \tilde{f} \leq \frac{2}{3} + C \varepsilon \) obtained in the proof of Lemma 13.1, where \( \tilde{f} \) is defined in (5.16b) and appears the definition (5.16a) of \( \tilde{\mathcal{F}} \); we omit the details. \( \square \)

16.3. Proof of Prop. 16.2. We first prove (16.1a). Throughout we use silently the fact that \( A \) is decreasing on \( [0, T_{\text{Crunch}}] \). Using equation (8.9a) and the elliptic estimate (16.13), we deduce

\[
(16.18) \quad \sum_{L=0}^{2} A^{4/3+(2/3)L} \|\nabla L \mathcal{F}^{[1,M]} N\|_{L^2_0(\Sigma_t)}
\]

\[
\leq C \sum_{1 \leq |j| \leq M} \left\{ 2 \sqrt{\frac{2}{3}} \|\mathcal{F}^i \Psi\|_{L^2_0(\Sigma_t)} + \|\tilde{f}:(\text{Border}) \mathcal{H}\|_{L^2_0(\Sigma_t)} + A^{4/3}(t) \|\tilde{f}:(\text{Junk}) \mathcal{H}\|_{L^2_0(\Sigma_t)} \right\}
\]

From (16.18), (10.12b), (16.4c), (16.5e), (16.6), and Cor. 3.7 we deduce

\[
(16.19) \quad \sum_{L=0}^{2} A^{4/3+(2/3)L} \|\nabla L \mathcal{F}^{[1,M]} N\|_{L^2_0(\Sigma_t)}
\]

\[
\leq C \varepsilon^2 A^{4/3-c\sqrt{\varepsilon}}(t) + C \varepsilon^{1/2} \|\mathcal{F}^{[1,M]} N\|_{L^2_0(\Sigma_t)} + C \varepsilon^2 A^{-c\varepsilon}(t) \|\mathcal{F}^{[1,M]} N\|_{L^2_0(\Sigma_t)}
\]

absent if \( M = 1 \)

\[
+ C \sqrt{\varepsilon} A^{4/3-c\sqrt{\varepsilon}}(t) \|\nabla \mathcal{F}^{[1,M]} N\|_{L^2_0(\Sigma_t)} + C \sqrt{\varepsilon} A^{4/3-c\sqrt{\varepsilon}}(t) \|\mathcal{F}^{[1,M-1]} N\|_{L^2_0(\Sigma_t)}
\]

absent if \( M = 1 \)

\[
+ C \sqrt{\varepsilon} \int_{s=0}^{t} A^{5/3-c\sqrt{\varepsilon}}(s) \|\mathcal{F}^{[1,M]} N\|_{L^2_0(\Sigma_s)} \, ds.
\]

We now derive (16.1a) using induction in \( M \). Note that for \( \varepsilon \) sufficiently small, we can absorb the term \( C \sqrt{\varepsilon} A^{4/3-c\sqrt{\varepsilon}}(t) \|\mathcal{F}^{[1,M]} N\|_{L^2_0(\Sigma_t)} \) on RHS (16.19) back into the LHS. Thus, in the base case \( M = 1 \), the estimate (16.1a) follows from (16.19), Gronwall’s inequality, and Cor. 3.7.

We now show how to obtain (16.1a) in the case \( M \) with the help of case \( M - 1 \). First, we use the induction hypothesis to obtain the following bound for the next-to-last term on RHS (16.19):

\[
C \sqrt{\varepsilon} A^{4/3-c\sqrt{\varepsilon}}(t) \|\mathcal{F}^{[1,M-1]} N\|_{L^2_0(\Sigma_t)} \leq \varepsilon^2 A^{4/3-c\sqrt{\varepsilon}}(t) + C \sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}} \varepsilon^{1/2} \|\mathcal{F}^{[1,M-1]} N\|_{L^2_0(\Sigma_t)}.
\]

We now use this
bound to control the next-to-last-term on RHS \((16.19)\) and then apply Gronwall’s inequality, thereby deducing, with the help of Cor. 3.7 \((16.1a)\) in the case \(M\). We have therefore closed the induction, which proves \((16.1a)\).

We now prove \((16.1b)\). We start by using equation \((8.9b)\) and the elliptic estimate \((16.15)\) to deduce

\[
\sum_{L=0}^{2} A^{(2/3)L}(t) \| \nabla L \mathcal{Z}^{[1,M]} N \|_{L^2_c(\Sigma_t)} \leq C \sum_{1 \leq l \leq M} \left\{ \left\| \left( \tilde{\eta}: \left( \text{Border} \right) \right) \tilde{\eta} \right\|_{L^2_c(\Sigma_t)} + A^{4/3}(t) \left\| \left( \tilde{\eta}: \left( \text{Junk} \right) \right) \tilde{\eta} \right\|_{L^2_c(\Sigma_t)} \right\}.
\]

We then insert the estimates \((16.4d)\) and \((16.5d)\) into RHS \((16.20)\) and use \((16.6)-(16.7)\) and Cor. 3.7 as well as the bound \(\| \nabla \mathcal{Z}^{[1,M]} N \|_{L^2_c(\Sigma_t)} \lesssim A^{-c\sqrt{\varepsilon}}(s) \| \mathcal{Z}^{[1,M+1]} N \|_{L^2_c(\Sigma_t)}\) (which follows from \((13.13)\)) to deduce that for \(c > 0\) chosen sufficiently large, we have

\[
A^{c\sqrt{\varepsilon}}(t) \sum_{L=0}^{2} A^{(2/3)L}(t) \| \nabla L \mathcal{Z}^{[1,M]} N \|_{L^2_c(\Sigma_t)} \leq C \varepsilon^2 A^{-c\sqrt{\varepsilon}}(t) + C \varepsilon^2 A^{4/3-c\sqrt{\varepsilon}}(t) \| \nabla \mathcal{Z}^{[1,M]} N \|_{L^2_c(\Sigma_t)} + \int_{s=0}^{t} A^{1/3-c\sqrt{\varepsilon}}(s) \| \mathcal{Z}^{[1,M+2]} N \|_{L^2_c(\Sigma_t)} \, ds.
\]

Note that for \(\varepsilon\) sufficiently small, we can absorb the term \(C \varepsilon^2 A^{4/3-c\sqrt{\varepsilon}}(t) \| \nabla \mathcal{Z}^{[1,M]} N \|_{L^2_c(\Sigma_t)}\) on RHS \((16.21)\) into the terms on LHS \((16.21)\). Next, we use the already proven estimate \((16.1a)\) and Cor. 3.7 to bound the last integral on RHS \((16.21)\) as follows:

\[
\int_{s=0}^{t} A^{1/3-c\sqrt{\varepsilon}}(s) \| \mathcal{Z}^{[1,M+2]} N \|_{L^2_c(\Sigma_t)} \, ds \leq \int_{s=0}^{t} \left\{ \varepsilon^2 A^{1/3-c\sqrt{\varepsilon}}(s) + A^{-1-c\sqrt{\varepsilon}}(s) \varepsilon^{1/2} \right\} \, ds \leq \varepsilon^2 + \frac{1}{\varepsilon^{c\sqrt{\varepsilon}}(t)} \varepsilon^{1/2} \sum_{(\text{Total})\ : \ M+2} \, ds.
\]

Substituting RHS \((16.22)\) for the last term on RHS \((16.21)\), we arrive at the desired estimate \((16.1b)\).

Next, we note that \((16.2)\) follows from \((16.6), (16.1a), (3.27)\) with \(p = -1\) and \(p = -1 - c\sqrt{\varepsilon}\), and \((3.23)\). Similarly, \((16.3)\) follows from \((16.7), (16.1a), (3.27)\) with \(p = -1\) and \(p = -1 - c\sqrt{\varepsilon}\), and \((3.23)\).

We have therefore proved Prop. \(16.2\) \(\Box\)

### 16.4. Preliminary \(L^2\) estimates for the non-differentiated solution variables. In this subsection, we derive preliminary \(L^2\) estimates for the non-differentiated time-rescaled solution variables, showing that they can be controlled by the energies. For convenience, we allow these estimates to lose derivatives, which is permissible at the lowest order.
Lemma 16.6 (Preliminary $L^2$ estimates for the non-differentiated variables). The following estimates hold:

(16.23a) \[ \|G - \gamma\|_{L^2_G(\Sigma_t)} \leq \epsilon^2 A^{-c\sqrt{\varepsilon}}(t) + \frac{1}{\sqrt{\varepsilon}} A^{-c\sqrt{\varepsilon}}(t) \delta^{1/2}_{\text{(Total);2;\theta_*}}(t), \]

(16.23b) \[ \|\tilde{K}\|_{L^2_G(\Sigma_t)} \leq \epsilon^2 A^{-c\sqrt{\varepsilon}}(t) + \frac{1}{\sqrt{\varepsilon}} A^{-c\sqrt{\varepsilon}}(t) \delta^{1/2}_{\text{(Total);2;\theta_*}}(t), \]

(16.23c) \[ \|\tilde{N}\|_{L^2_G(\Sigma_t)} \leq \epsilon^2 A^{-c\sqrt{\varepsilon}}(t) + \frac{1}{\sqrt{\varepsilon}} A^{-c\sqrt{\varepsilon}}(t) \delta^{1/2}_{\text{(Total);2;\theta_*}}(t), \]

(16.23d) \[ \|\tilde{\Psi}\|_{L^2_G(\Sigma_t)} \leq \epsilon^2 A^{-c\sqrt{\varepsilon}}(t) + \frac{1}{\sqrt{\varepsilon}} A^{-c\sqrt{\varepsilon}}(t) \delta^{1/2}_{\text{(Total);2;\theta_*}}(t), \]

(16.23e) \[ \|\pi\|_{L^2_G(\Sigma_t)} \leq \epsilon^2 A^{-c\sqrt{\varepsilon}}(t) + \frac{1}{\sqrt{\varepsilon}} A^{-c\sqrt{\varepsilon}}(t) \delta^{1/2}_{\text{(Total);1;\theta_*}}(t). \]

Proof. The proof is a combination of elliptic estimates for the lapse and Gronwall estimates, carried out in an appropriate order. We start with the elliptic estimates. From (15.3e) and (16.2), we deduce the elliptic estimates hold:

(16.24) \[ \|N\|_{L^2_G(\Sigma_t)} \leq C \epsilon^2 A^{-c\sqrt{\varepsilon}}(t) + CA^{-c\sqrt{\varepsilon}}(t) \|G - \gamma\|_{L^2_G(\Sigma_t)} + CA^{-c\sqrt{\varepsilon}}(t) \|G^{-1} - \gamma^{-1}\|_{L^2_G(\Sigma_t)} + C\sqrt{\varepsilon} A^{-c\sqrt{\varepsilon}}(t) \|\pi\|_{L^2_G(\Sigma_t)} + \frac{C}{\sqrt{\varepsilon}} A^{-c\sqrt{\varepsilon}}(t) \delta^{1/2}_{\text{(Total);2;\theta_*}}(t). \]

Next, we use Lemma 15.3, (13.21b), Prop. 16.2, the small-data bound (11.1), and Lemma 13.6 to deduce

(16.25) \[ \|\pi\|_{L^2_G(\Sigma_t)} \leq C \epsilon^2 A^{-c\sqrt{\varepsilon}}(t) + CA^{-c\sqrt{\varepsilon}}(t) \int_{s=0}^{t} A^{-1-c\sqrt{\varepsilon}}(t) \delta^{1/2}_{\text{(Total);1;\theta_*}}(s) ds. \]

From (16.25) and (3.27) with $p = -1 - c\sqrt{\varepsilon}$, we conclude the desired bound (16.23e).
Next, we use Lemma 15.3, 13.21b, Prop. 16.2, the small-data bound 11.1, Lemma 13.6 and the already proven bound 16.23c to deduce

\[ (16.26) \]

\[ \|G - \gamma\|_{L^2_{0}(\Sigma_t)} + \|G^{-1} - \gamma^{-1}\|_{L^2_{0}(\Sigma_t)} \leq C\varepsilon^2 A^{-c\sqrt{\varepsilon}}(t) + C A^{-c\sqrt{\varepsilon}}(t) \int_{s=0}^{t} A^{-1}(s) \|\hat{K}\|_{L^2_{0}(\Sigma_s)} ds \]

\[ + \frac{C}{\sqrt{\varepsilon}} A^{-c\sqrt{\varepsilon}}(t) \int_{s=0}^{t} A^{1/3-c\sqrt{\varepsilon}}(s) \|\hat{K}\|_{L^2_{0}(\Sigma_s)} ds, \]

\[ (16.27) \]

\[ \|\hat{K}\|_{L^2_{0}(\Sigma_t)} \leq C\varepsilon^2 A^{-c\sqrt{\varepsilon}}(t) + C A^{-c\sqrt{\varepsilon}}(t) \int_{s=0}^{t} A^{1/3-c\sqrt{\varepsilon}}(s) \|G - \gamma\|_{L^2_{0}(\Sigma_s)} ds \]

\[ + \frac{C}{\sqrt{\varepsilon}} A^{-c\sqrt{\varepsilon}}(t) \int_{s=0}^{t} A^{1/3-c\sqrt{\varepsilon}}(s) \|N\|_{L^2_{0}(\Sigma_s)} ds \]

\[ + C A^{-c\sqrt{\varepsilon}}(t) \int_{s=0}^{t} A^{1/3-c\sqrt{\varepsilon}}(s) \frac{\epsilon_{1/2}}{(Total)_{1;\theta_s}}(s) ds. \]

\[ (16.28) \]

\[ \|\Psi\|_{L^2_{0}(\Sigma_t)} \leq C\varepsilon^2 A^{-c\sqrt{\varepsilon}}(t) + C A^{-c\sqrt{\varepsilon}}(t) \int_{s=0}^{t} A^{1/3}(s) \|N\|_{L^2_{0}(\Sigma_s)} ds \]

\[ + \frac{C}{\sqrt{\varepsilon}} A^{-c\sqrt{\varepsilon}}(t) \int_{s=0}^{t} A^{1/3-c\sqrt{\varepsilon}}(s) \frac{\epsilon_{1/2}}{(Total)_{2;\theta_s}}(s) ds. \]

We now set

\[ (16.29) \]

\[ Q(t) := \sup_{s \in [0, t]} \left\{ \|\hat{K}\|_{L^2_{0}(\Sigma_s)} + \|\Psi\|_{L^2_{0}(\Sigma_s)} \right\}. \]

From 16.24, 16.26, the already proven bound 16.23c, definition 16.29, Cor. 3.7 we obtain

\[ (16.30) \]

\[ \|G - \gamma\|_{L^2_{0}(\Sigma_t)} + \|G^{-1} - \gamma^{-1}\|_{L^2_{0}(\Sigma_t)} \leq C\varepsilon^2 A^{-c\sqrt{\varepsilon}}(t) + C A^{-c\sqrt{\varepsilon}}(t) \int_{s=0}^{t} A^{-1}(s)Q(s) ds \]

\[ + \frac{C}{\sqrt{\varepsilon}} A^{-c\sqrt{\varepsilon}}(t) \int_{s=0}^{t} A^{1/3-c\sqrt{\varepsilon}}(s) \frac{\epsilon_{1/2}}{(Total)_{2;\theta_s}}(s) ds \]

\[ + C A^{-c\sqrt{\varepsilon}}(t) \int_{s=0}^{t} A^{1/3-c\sqrt{\varepsilon}}(s) \left\{ \|G - \gamma\|_{L^2_{0}(\Sigma_s)} + \|G^{-1} - \gamma^{-1}\|_{L^2_{0}(\Sigma_s)} \right\} ds \]

\[ \leq C\varepsilon^2 A^{-c\sqrt{\varepsilon}}(t) + C(1 + |\ln A(t)|) A^{-c\sqrt{\varepsilon}}(t)Q(t) + \frac{C}{\sqrt{\varepsilon}} A^{-c\sqrt{\varepsilon}}(t) \frac{\epsilon_{1/2}}{(Total)_{2;\theta_s}}(t) \]

\[ + C A^{-c\sqrt{\varepsilon}}(t) \int_{s=0}^{t} A^{1/3-c\sqrt{\varepsilon}}(s) \left\{ \|G - \gamma\|_{L^2_{0}(\Sigma_s)} + \|G^{-1} - \gamma^{-1}\|_{L^2_{0}(\Sigma_s)} \right\} ds. \]

From 16.30, Gronwall’s inequality in the quantity \( A^{c\sqrt{\varepsilon}}(t) \left\{ \|G - \gamma\|_{L^2_{0}(\Sigma_t)} + \|G^{-1} - \gamma^{-1}\|_{L^2_{0}(\Sigma_t)} \right\} \), Lemma 3.5 and Cor. 3.7, we deduce

\[ (16.31) \]

\[ \|G - \gamma\|_{L^2_{0}(\Sigma_t)} + \|G^{-1} - \gamma^{-1}\|_{L^2_{0}(\Sigma_t)} \leq C\varepsilon^2 A^{-c\sqrt{\varepsilon}}(t) + C(1 + |\ln A(t)|) A^{-c\sqrt{\varepsilon}}(t)Q(t) \]

\[ + \frac{C}{\sqrt{\varepsilon}} A^{-c\sqrt{\varepsilon}}(t) \frac{\epsilon_{1/2}}{(Total)_{2;\theta_s}}(t). \]
Next, from \((16.27), (16.28)\), definition \((16.29)\), \((16.24), (16.31)\), the already proven bound \((16.23e)\), \((3.23)\), and Cor. \(3.7\) we deduce

\[(16.32)\]

\[Q(t) \leq C \varepsilon^2 A^{-c\sqrt{\varepsilon}}(t) + \frac{1}{\sqrt{\varepsilon}} A^{-c\sqrt{\varepsilon}}(t) \mathcal{E}^{1/2}(t) + C A^{-c\sqrt{\varepsilon}}(t) \int_{s=0}^{t} A^{1/3-c\sqrt{\varepsilon}}(s) (1 + |\ln A(s)|)Q(s) \, ds.\]

From Lemma \(3.5\), we see that the following bound holds for the factor in the integral on RHS \((16.32)\) for \(s \in [0, T_{\text{Crunch}})\): \(A^{1/3-c\sqrt{\varepsilon}}(s)(1 + |\ln A(s)|) \leq C\). Hence, from \((16.32)\) and Gronwall’s inequality in the quantity \(A^{-c\sqrt{\varepsilon}}(t)Q(t)\), we deduce

\[(16.33)\]

\[Q(t) \leq C \varepsilon^2 A^{-c\sqrt{\varepsilon}}(t) + C \frac{1}{\sqrt{\varepsilon}} A^{-c\sqrt{\varepsilon}}(t) \mathcal{E}^{1/2}(t).\]

Next, from \((16.31), (16.33), (3.23)\), we obtain

\[(16.34)\]

\[\|G - \gamma\|_{L^2_c(\Sigma_t)} + \|G^{-1} - \gamma^{-1}\|_{L^2_c(\Sigma_t)} \leq C \varepsilon^2 A^{-c\sqrt{\varepsilon}}(t) + C \frac{1}{\sqrt{\varepsilon}} A^{-c\sqrt{\varepsilon}}(t) \mathcal{E}^{1/2}(t).\]

Next, from \((16.24), (16.33), (16.34)\), and the already proven bound \((16.23e)\), we conclude

\[(16.35)\]

\[\|N\|_{L^2_c(\Sigma_t)} \leq \varepsilon^2 A^{-c\sqrt{\varepsilon}}(t) + \frac{1}{\sqrt{\varepsilon}} A^{-c\sqrt{\varepsilon}}(t) \mathcal{E}^{1/2}(t).\]

In view of definition \((16.29)\), we see that \((16.33), (16.34), (16.35)\) yield the remaining four desired estimates \((16.23a)-(16.23d)\), which completes the proof of the lemma.

\[\square\]

17. \(L^2\) Estimates for the Error Terms in Terms of the Energies

In the next proposition, we control all of the error terms in the \(L^2\)-commuted equations in terms of the energies.

**Proposition 17.1 (\(L^2\) Estimates for the error terms in terms of the energies).** Let \(\vec{l}\) be a \(\mathcal{I}'\)-multi-index with \(1 \leq |\vec{l}| \leq 16\) and let \(\mathcal{E}^{\text{(Total); }M, \theta_s}(t)\) be the energy defined in \((10.11d)\), where \(\theta_s > 0\) is the constant from the statement of Prop. \(14.1\). The inhomogeneous terms in the commuted equations of Sect. \(8\) verify the following \(L^2\) estimates:

\[(17.1a)\]

\[
\left\| \langle \vec{l} \rangle : (\text{Border}) \mathfrak{M} \right\|_{L^2_c(\Sigma_t)}^2 \leq \varepsilon^4 A^{-4/3-c\sqrt{\varepsilon}}(t) + \varepsilon^2 A^{-4/3}(t) \mathcal{E}^{\text{(Total); }M, \theta_s}(t)
\]

\[
+ A^{-4/3}(t) \mathcal{E}^{\text{(Total); }M, \theta_s}(t) + A^{-c\sqrt{\varepsilon}}(t) \mathcal{E}^{\text{(Total); }M, \theta_s}(t),
\]

\[(17.1b)\]

\[
\left\| \langle \vec{l} \rangle ; (\text{Border}) \mathfrak{R} \right\|_{L^2_c(\Sigma_t)}^2 \leq \varepsilon^4 A^{-8/3-c\sqrt{\varepsilon}}(t) + \varepsilon^2 A^{-8/3}(t) \mathcal{E}^{\text{(Total); }M, \theta_s}(t)
\]

\[
+ A^{-8/3}(t) \mathcal{E}^{\text{(Total); }M, \theta_s}(t) + \varepsilon^2 A^{-8/3-c\sqrt{\varepsilon}}(t) \mathcal{E}^{\text{(Total); }M, \theta_s}(t) + \varepsilon^2 A^{-8/3-c\sqrt{\varepsilon}}(t) \mathcal{E}^{\text{(Total); }M, \theta_s}(t),
\]

absent if \(|\vec{l}| = 1\)

\[(17.1c)\]

\[
\left\| \langle \vec{l} \rangle ; (\text{Border}) \mathfrak{S} \right\|_{L^2_c(\Sigma_t)}^2 \leq \varepsilon^4 A^{-c\sqrt{\varepsilon}}(t) + A^{-4/3}(t) \mathcal{E}^{\text{(Total); }M, \theta_s}(t)
\]

\[
+ A^{-4/3}(t) \mathcal{E}^{\text{(Total); }M, \theta_s}(t) + A^{-c\sqrt{\varepsilon}}(t) \mathcal{E}^{\text{(Total); }M, \theta_s}(t).
\]
We square the pointwise estimates of Prop. 15.2 and integrate the resulting inequalities over \( \Sigma_t \) with respect to the volume form \( d\varpi_t \) of Def. 9.4. Using Lemma 10.10, we can directly bound all integrals by the energies \( E_{(\text{Total})} |\tilde{I} = \emptyset \) of Def. 10.9 except for the integrals that depend on \( N \), \( L_{[x]}^{[1]} G_{[x]} \), or \( L_{[x]}^{[1]} G_{[x]} \). To bound these remaining integrals in terms of the energies, we use Prop. 16.2.

\[
\begin{align*}
(17.1d) \quad \left\| (\hat{I}_{(\text{Border}}) \right\|_{L^2_{G}(\Sigma_t)}^2 & \leq \varepsilon^4 \mathcal{A}^{-\frac{13}{2} - c/\sqrt{\varepsilon}}(t) \\
& \quad + \varepsilon^2 \mathcal{A}^{-8/3 - c/\sqrt{\varepsilon}}(t) E_{(\text{Total})} |\tilde{I} = \emptyset \_, t) + \varepsilon^2 \mathcal{A}^{-8/3 - c/\sqrt{\varepsilon}}(t) E_{(\text{Total})} |\tilde{I} = \emptyset \_, t), \\
& \quad \text{absent if } |\tilde{I}| = 1 \\
(17.1e) \quad \left\| (\hat{I}_{(\text{Border}}) \right\|_{L^2_{G}(\Sigma_t)}^2 & \leq \varepsilon^4 \mathcal{A}^{-c/\sqrt{\varepsilon}}(t) \\
& \quad + \varepsilon^2 \mathcal{A}^{-4 - c/\sqrt{\varepsilon}}(t) E_{(\text{Total})} |\tilde{I} = \emptyset \_, t) + \varepsilon^2 \mathcal{A}^{-c/\sqrt{\varepsilon}}(t) E_{(\text{Total})} |\tilde{I} = \emptyset \_, t) \\
& \quad \text{absent if } |\tilde{I}| = 1 \\
(17.1f) \quad \left\| (\hat{I}_{(\text{Border}}) \right\|_{L^2_{G}(\Sigma_t)}^2 & \leq \varepsilon^4 \mathcal{A}^{-c/\sqrt{\varepsilon}}(t) \\
& \quad + \varepsilon^2 \mathcal{A}^{-4 - c/\sqrt{\varepsilon}}(t) E_{(\text{Total})} |\tilde{I} = \emptyset \_, t) + \varepsilon^2 \mathcal{A}^{-c/\sqrt{\varepsilon}}(t) E_{(\text{Total})} |\tilde{I} = \emptyset \_, t) \\
& \quad \text{absent if } |\tilde{I}| = 1 \\
(17.1g) \quad \left\| (\hat{I}_{(\text{Border}}) \right\|_{L^2_{G}(\Sigma_t)}^2 & \leq \varepsilon^4 \mathcal{A}^{-c/\sqrt{\varepsilon}}(t) + \frac{1}{\varepsilon} \mathcal{A}^{-c/\sqrt{\varepsilon}}(t) E_{(\text{Total})} |\tilde{I} = \emptyset \_, t), \\
& \quad \text{absent if } |\tilde{I}| = 1 \\
(17.2a) \quad \left\| (\hat{I}_{(\text{Low}}) \right\|_{L^2_{G}(\Sigma_t)}^2 & \leq \varepsilon^4 \mathcal{A}^{-c/\sqrt{\varepsilon}}(t) + \varepsilon \mathcal{A}^{-4/3 - c/\sqrt{\varepsilon}}(t) E_{(\text{Total})} |\tilde{I} = \emptyset \_, t), \\
(17.2b) \quad \left\| (\hat{I}_{(\text{Junk}}) \right\|_{L^2_{G}(\Sigma_t)}^2 & \leq \varepsilon^4 \mathcal{A}^{4/3 - c/\sqrt{\varepsilon}}(t) + \mathcal{A}^{-4/3 - c/\sqrt{\varepsilon}}(t) E_{(\text{Total})} |\tilde{I} = \emptyset \_, t), \\
(17.2c) \quad \left\| (\hat{I}_{(\text{Junk}}) \right\|_{L^2_{G}(\Sigma_t)}^2 & \leq \varepsilon^4 \mathcal{A}^{-c/\sqrt{\varepsilon}}(t) + \varepsilon \mathcal{A}^{-4/3 - c/\sqrt{\varepsilon}}(t) E_{(\text{Total})} |\tilde{I} = \emptyset \_, t), \\
(17.2d) \quad \left\| (\hat{I}_{(\text{Junk}}) \right\|_{L^2_{G}(\Sigma_t)}^2 & \leq \varepsilon^4 \mathcal{A}^{-c/\sqrt{\varepsilon}}(t) + \varepsilon \mathcal{A}^{-4/3 - c/\sqrt{\varepsilon}}(t) E_{(\text{Total})} |\tilde{I} = \emptyset \_, t), \\
(17.2e) \quad \left\| (\hat{I}_{(\text{Junk}}) \right\|_{L^2_{G}(\Sigma_t)}^2 & \leq \varepsilon^4 \mathcal{A}^{-c/\sqrt{\varepsilon}}(t) + \varepsilon \mathcal{A}^{-4/3 - c/\sqrt{\varepsilon}}(t) E_{(\text{Total})} |\tilde{I} = \emptyset \_, t), \\
(17.2f) \quad \left\| (\hat{I}_{(\text{Junk}}) \right\|_{L^2_{G}(\Sigma_t)}^2 & \leq \varepsilon^4 \mathcal{A}^{-c/\sqrt{\varepsilon}}(t) + \mathcal{A}^{-c/\sqrt{\varepsilon}}(t) E_{(\text{Total})} |\tilde{I} = \emptyset \_, t), \\
(17.2g) \quad \left\| (\hat{I}_{(\text{Junk}}) \right\|_{L^2_{G}(\Sigma_t)}^2 & \leq \varepsilon^4 \mathcal{A}^{-c/\sqrt{\varepsilon}}(t) + \mathcal{A}^{-4/3 - c/\sqrt{\varepsilon}}(t) E_{(\text{Total})} |\tilde{I} = \emptyset \_, t), \\
& \quad \text{absent if } |\tilde{I}| = 1
\end{align*}
\]

Proof. We square the pointwise estimates of Prop. 15.2 and integrate the resulting inequalities over \( \Sigma_t \) with respect to the volume form \( d\varpi_t \) of Def. 9.4. Using Lemma 10.10, we can directly bound all integrals by the energies \( E_{(\text{Total})} |\tilde{I} = \emptyset \) of Def. 10.9 except for the integrals that depend on \( N \).
18. Energy estimates and improvement of the bootstrap assumptions

In this section, we derive the main estimates of the paper: a priori estimates for the energies. The main result is Cor. 18.3. We start with the following simple lemma.

Lemma 18.1 (The energy is initially small). Let \( \mathcal{E}_{\text{(Total);16}} \) be the energy defined in (10.11d). There exists a constant \( C > 0 \) such that if \( 0 \leq \theta \leq 1 \), then the following bound holds:

\[
\mathcal{E}_{\text{(Total);16}}(0) \leq C\varepsilon^4.
\]

Proof. The lemma is a straightforward consequence of Lemma 10.10, Lemma 13.6 at \( t = 0 \), and the assumption (11.1).

We now derive a hierarchy of integral inequalities verified by the energies.

Proposition 18.2 (Integral inequalities verified by the energies). Let \( 1 \leq M \leq 16 \) and let \( \mathcal{E}_{\text{(Total);\theta};M}(t) \) be the energy defined by (10.11d), where \( \theta > 0 \) is the small parameter from Prop. 14.1. Then there exist constants \( C > 0 \) and \( c > 0 \) such that the following system of inequalities holds on \( [0, T(\text{Boot})] \):

\[
\mathcal{E}_{\text{(Total);\theta};M}(t) \leq C\varepsilon^4 A^{-c\sqrt{\varepsilon}}(t)
\]

\[
+ C \int_{s=0}^{t} A^{-1/3-c\sqrt{\varepsilon}}(s) \mathcal{E}_{\text{(Total);\theta};M}(s) \, ds + C\varepsilon \int_{s=0}^{t} A^{-1}(s) \mathcal{E}_{\text{(Total);\theta};M}(s) \, ds
\]

\[
+ C\varepsilon \int_{s=0}^{t} A^{-1-c\sqrt{\varepsilon}}(s) \mathcal{E}_{\text{(Total);\theta};M-1}(s) \, ds.
\]

absent if \( M = 1 \)

Proof. All of the key estimates have already been proved; here, we just assemble them. To prove (18.2), we first show that the terms \( (I);(\text{Border}) \mathcal{E}(s) \) and \( (I);(\text{Junk}) \mathcal{E}(s) \) on RHS (14.1) are \( \leq \) RHS (18.2). We start by bounding the terms \( (I);(\text{Border}) \mathcal{E}(s) \) defined in (14.2a). All time integrals on RHS (14.1) that are generated by the terms on RHS (14.2a) are easily seen to be \( \leq \) RHS (18.2) with the help of Prop. 17.1 and Lemma 10.10. Similarly to bound the terms \( (I);(\text{Junk}) \mathcal{E}(s) \) defined in (14.2b), we use Prop. 17.1 and (16.1a). We now take the sum over time intervals of both sides of inequality (14.1) and use Lemma 18.1 and the estimates noted above, thereby arriving (in view of definition (10.11d)) at the desired inequality (18.2).

With the help of Prop. 18.2, we now derive the desired prior energy estimates.

Corollary 18.3 (The main a priori energy estimates). Let \( \mathcal{E}_{\text{(Total);\theta};16} \) be the total energy defined by (10.11d) and let \( \mathcal{H}_{\text{(Total);16}} \) be the solution norm defined in (10.3). Assume that \( \mathcal{H}_{\text{(Total);16}}(0) = \varepsilon^2 \), as in (11.1). There exist constants \( C > 0 \) and \( c > 0 \) such that if \( \varepsilon \) is sufficiently small, then the following estimate holds for \( t \in [0, T(\text{Boot})] \):

\[
\mathcal{E}_{\text{(Total);\theta};16}(t) \leq C\varepsilon^2 A^{-c\sqrt{\varepsilon}}(t).
\]

Furthermore, the following estimate holds for \( t \in [0, T(\text{Boot})] \):

\[
\mathcal{H}_{\text{(Total);16}}(t) \leq C\varepsilon^{3/2} A^{-c\sqrt{\varepsilon}}(t).
\]

In particular, if \( \varepsilon \) is sufficiently small, then the estimate (18.4) is a strict improvement of the bootstrap assumption (11.2).
Proof. First, for \(1 \leq M \leq 16\), we will inductively derive the following bound:

\[
\mathcal{E}_{\text{Total}; \theta_1:M}(t) \leq C \varepsilon^4 A^{-c\sqrt{\varepsilon}}(t).
\]

To prove (18.5) in the base case \(M = 1\), we apply Gronwall's inequality to (18.2) and use (3.28) with \(p = -1/3 - c\sqrt{\varepsilon}\) and \(p = -1\), which yields the desired bound \(\mathcal{E}_{\text{Total}; \theta_1:M}(t) \leq C \varepsilon^4 A^{-c\sqrt{\varepsilon}}(t)\). We now make the following induction hypothesis: the estimates have been proved in the case \(M = 1\). To derive the inequality in the case \(M\), we first insert the estimates obtained in the case \(M - 1\) into the last integral on RHS (18.2). Also using (3.27) with \(p = -1 - c\sqrt{\varepsilon}\), we bound the integral as follows:

\[
C \varepsilon \int_{s=0}^{t} A^{-1-c\sqrt{\varepsilon}}(s) \mathcal{E}_{\text{Total}; \theta_1:M-1}(s) ds \leq C \varepsilon^5 \int_{s=0}^{t} A^{-1-c\sqrt{\varepsilon}}(s) ds \leq C \varepsilon^4 A^{-c\sqrt{\varepsilon}}(t).
\]

With the estimate (18.6) in hand, we can then apply Gronwall's inequality to (18.2), again using (3.28) with \(p = -1/3\) and \(p = -1 - c\sqrt{\varepsilon}\), which yields the desired bound \(\mathcal{E}_{\text{Total}; \theta_1:M}(t) \leq C \varepsilon^4 A^{-c\sqrt{\varepsilon}}(t)\). We have therefore closed the induction and shown that (18.5) holds for \(M = 1, \ldots, 16\). In particular, we have proved (18.3).

Next, we use (18.6) in the case \(M = 16\), and the fact that \(\mathcal{L}_Z \gamma = 0\) for \(Z \in \mathcal{Z}\) to deduce

\[
\begin{align*}
\left\| \mathcal{L}^{[1,16]}_Z \mathcal{K} \right\|_{L^2_G(\Sigma_t)} \leq C \varepsilon^4 A^{-c\sqrt{\varepsilon}}(t). \\
\left\| \mathcal{L}^{[1,17]}_Z \mathcal{K} \right\|_{L^2_G(\Sigma_t)} \leq C \varepsilon^4 A^{-c\sqrt{\varepsilon}}(t). \\
\left\| \mathcal{L}^{[1,17]}_Z \mathcal{K} \right\|_{L^2_G(\Sigma_t)} \leq C \varepsilon^4 A^{-c\sqrt{\varepsilon}}(t). \\
\left\| \mathcal{L}^{[1,17]}_Z \mathcal{K} \right\|_{L^2_G(\Sigma_t)} \leq C \varepsilon^4 A^{-c\sqrt{\varepsilon}}(t).
\end{align*}
\]

Next, we use Prop. 16.2, (13.15), (18.5) in the case \(M = 16\), and the fact that \(\mathcal{L}_Z \gamma = \mathcal{L}_Z \gamma^{-1} = 0\) for \(Z \in \mathcal{Z}\) to deduce

\[
\begin{align*}
\left\| \mathcal{L}^{[1,14]}_Z N \right\|_{L^2_G(\Sigma_t)} \leq C \varepsilon^4 A^{-c\sqrt{\varepsilon}}(t), \\
\left\| \mathcal{L}^{[1,16]}_Z (G - \gamma) \right\|_{L^2_G(\Sigma_t)} \leq C \varepsilon^4 A^{-c\sqrt{\varepsilon}}(t), \\
\left\| \mathcal{L}^{[1,17]}_Z (G^{-1} - \gamma^{-1}) \right\|_{L^2_G(\Sigma_t)} \leq C \varepsilon^4 A^{-c\sqrt{\varepsilon}}(t).
\end{align*}
\]

Next, we use Lemma 16.6 and (18.5) in the case \(M = 2\) to deduce

\[
\begin{align*}
\| G - \gamma \|_{L^2_G(\Sigma_t)}, \| G^{-1} - \gamma^{-1} \|_{L^2_G(\Sigma_t)}, \| \tilde{K} \|_{L^2_G(\Sigma_t)}, \| N \|_{L^2_G(\Sigma_t)}, \| \Psi \|_{L^2_G(\Sigma_t)}, \| \pi \|_{L^2_G(\Sigma_t)} \leq C \varepsilon^4 A^{-c\sqrt{\varepsilon}}(t).
\end{align*}
\]

Combining (18.7)-(18.9), we conclude that the terms on the first two lines of RHS (10.3) are \(\leq\) RHS (18.4), as desired. To bound the sup-norm terms on the last two lines of RHS (10.3), we use the Sobolev embedding result (13.20a) and the already obtained bounds for the terms on the first two lines of RHS (10.3). We have thus proved the desired bound (18.4), which completes the proof of the corollary.
19. The main theorem

We now state and prove our main stable blowup result. We have already derived all of the difficult estimates.

**Theorem 19.1 (Stable curvature blowup for solutions with near-FLRW data).** Consider geometric initial data (as described in Subsect. 1.3) for the Einstein-scalar field system (1.1a), (1.1b) that verify the CMC condition (1.4) (see, however, Remark 1.3). Assume that the geometric data induce a full initial data for the rescaled variables of Def. 5.1 such that \( \mathcal{H}_{\text{Total}};16(0) = \varepsilon^2 \), where the norm \( \mathcal{H}_{\text{Total}};16(t) \) is defined in (10.3). Note that when \( \varepsilon = 0 \), the solution is exactly the FLRW solution from Subsect. 3.1, which by Lemma 3.5 exists on the time interval \((T_{\text{Bang}},T_{\text{Crunch}})\), and which exhibits curvature blowup at times \( T_{\text{Bang}} \) and \( T_{\text{Crunch}} \) (recall that \( -T_{\text{Bang}} = T_{\text{Crunch}} > 0 \)). Then if \( \varepsilon > 0 \) is sufficiently small, the corresponding perturbed solution to the equations of Prop. 4.1 (that is, to the Einstein-scalar field equations in CMC-transported spatial coordinates gauge) also exists on \((T_{\text{Bang}},T_{\text{Crunch}}) \times S^3\), and the time-rescaled variables verify the norm estimate\(^{22}\)

\[
\mathcal{H}_{\text{Total}};16(t) \leq C \varepsilon^{3/2} A^{-c\sqrt{\varepsilon}}(t).
\]

Moreover, the solution verifies the curvature estimate \((19.8)\), which, when combined with \((19.3c)\), shows that \( \text{Ric}^{\alpha\beta}\text{Ric}_{\alpha\beta} \) blows up as \( t \uparrow T_{\text{Crunch}} \), since \( A(T_{\text{Crunch}}) = 0 \). A similar blowup result holds as \( t \downarrow T_{\text{Bang}} \). Thus, with \( g,\partial_t\phi,\nabla\phi \) denoting the non-time-rescaled solution variables (see Remark 5.2), we have that \( ((-T_{\text{Crunch}},T_{\text{Crunch}}) \times S^3,g,\partial_t\phi,\nabla\phi) \) is the maximal globally hyperbolic development of the data.

**Convergence results** (Here we consider only the limit \( t \uparrow T_{\text{Crunch}} \); analogous statements hold as \( t \downarrow T_{\text{Bang}} \) and we omit those details): For integers \( M \geq 0 \), let \( C^M_{\gamma}(S^3) \) denote the Banach space\(^{23}\) of \( M \)-times continuously differentiable tensorfields on \( S^3 \) with square norm \( \|\xi\|^2_{C^M_{\gamma}(S^3)} := \sum_{|\gamma| \leq M} \sup_{p \in S^3} \left| \frac{\partial^\gamma}{\partial x^\gamma} f(p) \right|^2 \). Let \( d\omega_g \) denote the volume form of \( g \). There exist a function \( \Psi_{\text{Crunch}} \in C^{10}(S^3) \), a type \((\frac{1}{2})\) tensorfield \( K_{\text{Crunch}} \in C^{10}(S^3) \), and a (type \((0)\)) volume form \( d\omega_{\text{Crunch}} \in C^8_{\gamma}(S^3) \), which we view as tensorfields on \((T_{\text{Bang}},T_{\text{Crunch}}) \times S^3\) that are independent of \( t \), such that the following convergence estimates hold for \( t \in [0,T_{\text{Crunch}}) \):

\[
(19.2a) \quad \|n-1\|_{C^8(\Sigma_t)} \leq \varepsilon A^{1/3-c\sqrt{\varepsilon}}(t),
\]

\[
(19.2b) \quad \|A^{-1}d\omega_g - d\omega_{\text{Crunch}}\|_{C^8_{\gamma}(\Sigma_t)} \leq \varepsilon A^{1/3-c\sqrt{\varepsilon}}(t),
\]

\[
(19.2c) \quad \|A_k - K_{\text{Crunch}}\|_{C^{10}_{\gamma}(\Sigma_t)} \leq \varepsilon A^{1/3-c\sqrt{\varepsilon}}(t),
\]

\[
(19.2d) \quad \|A\partial_t\phi - \Psi_{\text{Crunch}}\|_{C^{10}_{\gamma}(\Sigma_t)} \leq \varepsilon A^{1/3-c\sqrt{\varepsilon}}(t),
\]

\[
(19.2e) \quad \left\| \varphi - \left( \int_{s=0}^t A^{-1}(s) ds \right) \Psi_{\text{Crunch}} \right\|_{C^M_{\gamma}(\Sigma_t)} \leq \varepsilon, \quad (1 \leq M \leq 10),
\]

\(^{22}\)See Remark 10.5 regarding the number of derivatives that we use to close the proof.

\(^{23}\)In stating estimates, we have aimed for a clean presentation rather than for optimizing powers of \( \varepsilon \). For this reason, some of the estimates stated in the theorem are non-optimal with respect to powers of \( \varepsilon \).

\(^{24}\)Actually, we are loosely using the notation \( C^M_{\gamma}(S^3) \) to denote a family of Banach spaces depending on the order of the tensorfields.
where in (19.2c), we are viewing $k$ to be a type $\left(\begin{smallmatrix}1 \\ 1 \end{smallmatrix}\right)$ tensorfield. Furthermore, the limiting fields are close to the corresponding time-rescaled FLRW fields in the following sense:

(19.3a) \[
\|d\varpi_{\text{Crunch}} - d\varpi_\gamma\|_{C^3_\gamma(S^3)} \lesssim \varepsilon,
\]

(19.3b) \[
\left\|K_{\text{Crunch}} - \frac{1}{3}I\right\|_{C^1_\gamma(S^3)} \lesssim \varepsilon,
\]

(19.3c) \[
\left\|\Psi_{\text{Crunch}} - \sqrt{\frac{2}{3}}\right\|_{C^1_\gamma(S^3)} \lesssim \varepsilon,
\]

where $I$ denotes the identity transformation.

In addition, the limiting fields verify the following relations:

(19.4a) \[
(K_{\text{Crunch}})_{a}^a = -1,
\]

(19.4b) \[
\Psi_{\text{Crunch}}^2 + K_{\text{Crunch}} \cdot K_{\text{Crunch}} = 1.
\]

In addition, there exists a type $\left(\begin{smallmatrix}0 \\ 2 \end{smallmatrix}\right)$ tensorfield $M^{\text{Bang}} \in C^3_\gamma(S^3)$ such that

(19.5) \[
\left\|M_{\text{Bang}} - \gamma\right\|_{C^3_\gamma(S^3)} \lesssim \varepsilon
\]

and such that the following convergence estimates hold for $t \in [0, T_{\text{Crunch}})$:

(19.6) \[
\left\|g \cdot \exp\left\{2 \left(\int_{s=0}^{t} A^{-1}(s) \, ds\right) K_{\text{Crunch}}\right\} - M_{\text{Bang}}\right\|_{C^3_\gamma(S^3)} \lesssim \varepsilon t^{3/3-\varepsilon},
\]

where relative to arbitrary local coordinates on $S^3$, $(exp\{2 \left(\int_{s=0}^{t} A^{-1}(s) \, ds\right) K_{\text{Crunch}}\})_{i_j}^i$ denotes the $(i, j)$ component of the type $\left(\begin{smallmatrix}1 \\ 1 \end{smallmatrix}\right)$ tensorfield whose components are given by the exponential of the matrix of components of the type $\left(\begin{smallmatrix}1 \\ 1 \end{smallmatrix}\right)$ tensorfield $2 \left(\int_{s=0}^{t} A^{-1}(s) \, ds\right) K_{\text{Crunch}}$.

**Quantities that blow up:** The norm $|k|_g = |k_{a_b} |_{k_{a_b}}^{1/2}$ of the second fundamental form $k$ of $\Sigma_t$ verifies the estimate

(19.7) \[
\left\|A |k_{a_b} |_{k_{a_b}}^{1/2} - |K_{\text{Crunch}} \cdot K_{\text{Crunch}}|^{1/2}\right\|_{C^0(\Sigma_t)} \lesssim \varepsilon A^{4/3-\varepsilon}(t),
\]

which shows that $|k|_g$ blows up like $A^{-1}(t)$ as $t \uparrow T_{\text{Crunch}}$.

The spacetime Ricci curvature invariant $\text{Ric}_{\alpha\beta}^{\text{a}}$ verifies the estimate

(19.8) \[
\left\|A^{4} \text{Ric}_{\alpha\beta}^{\text{a}} - \Psi_{\text{Crunch}}^{4}\right\|_{C^0(\Sigma_t)} \lesssim C \varepsilon A^{4/3-\varepsilon}(t),
\]

which shows that $\text{Ric}_{\alpha\beta}^{\text{a}}$ blows up like $A^{-4}(t)$ as $t \uparrow T_{\text{Crunch}}$.

**Geodesic incompleteness:** Every future-directed causal geodesic $\zeta$ that emanates from $\Sigma_0$ crashes into the singular hypersurface $\Sigma_{T_{\text{Crunch}}}$ in finite affine parameter time $a(T_{\text{Crunch}})$, where

(19.9) \[
a(T_{\text{Crunch}}) \leq a'(0) \int_{\tau=0}^{T_{\text{Crunch}}} \exp\left\{\left(\frac{1}{3} + C \varepsilon\right) \int_{s=0}^{\tau} A^{-1}(s) \, ds\right\} \, d\tau < \infty,
\]

and $a = a(t)$ is the affine parameter along $\zeta$ viewed as a function of $t$ along $\zeta$ (normalized by $a(0) = 0$). The finiteness of the double time integral in (19.9) follows from Cor. 3.7. Similarly,
every past-directed causal geodesic $\zeta$ that emanates from $\Sigma_0$ crashes into the singular hypersurface $\Sigma_{\text{Crunch}}$ in finite affine parameter time.

**Remark 19.2 (AVTD behavior).** The convergence estimates (19.2a)-(19.2e) capture the AVTD behavior described in Theorem 1.1. More precisely, consider the fields $(\bar{n} := 1, \bar{g} := M_{\text{Bang}}, \exp\{-2\int_{t_0}^t A^{-1}(s) ds\} K_{\text{Crunch}}\}, k := A^{-1}K_{\text{Crunch}}, \partial_\zeta \bar{\phi} := A^{-1}\Psi_{\text{Crunch}}$) that are formally obtained by setting RHSs (19.2a)-(19.2e) equal to 0. It is easy to see that these fields are solutions to the AVTD equations, which by definition are obtained by setting the spatial derivative terms in the equations of Prop. 4.1 equal to 0. It is then in this sense that the nonlinear solution converges towards a solution of the VTD equations.

**Remark 19.3.** Note that our smallness assumption on $\mathcal{H}_{(\text{Total})}16(0)$ is not a smallness assumption on the geometric initial data since it also entails a smallness assumption on $(n - 1)$ along the initial Cauchy hypersurface $\Sigma_0$ (the lapse $n$ is not one of the geometric data). However, we could have formulated a near-FLRW assumption on the geometric data in such a way that the smallness of $\mathcal{H}_{(\text{Total})}16(0)$ would follow as a consequence; one could derive the desired initial smallness of $(n - 1)$ as a consequence of a near-FLRW geometric data assumption via the elliptic PDE (5.20). For convenience, we have avoided doing this.

**Remark 19.4.** It is possible to derive additional information about the solution, for example that the Kretschmann scalar $R_{\alpha\beta\gamma\delta}$ blows up like $A^{-4}$ and that product of $A^2$ and the Weyl curvature tensor of $g$ remains $O(\varepsilon)$ throughout the evolution. Readers can consult [58, Theorem 2] for information about the kinds of additional estimates that hold and for the main ideas behind how to prove them using the estimates we have already derived in this paper.

**Proof of Theorem 19.1.** We will prove the results of the theorem only for the half-space $[0, T_{\text{Crunch}}] \times \mathbb{S}^3$ since the complementary half-space $(T_{\text{Bang}}, 0] \times \mathbb{S}^3$ can be treated using the same ideas. To proceed, we note that the solution variables $(n, g, k, \partial_\phi, \nabla \phi)$ featured in the equations of Prop. 4.1 are uniquely determined by the rescaled variables of Def. 5.1 and vice versa for $t \in [0, T_{\text{Crunch}}]$, the reason being that $A(t)$ is positive on this time interval. Thus, for $t \in [0, T_{\text{Crunch}}]$, equations (4.10a)-(4.14) are equivalent to the equations verified by the rescaled variables, that is, equations (5.17a)-(5.17c), (5.18a)-(5.18c), (5.19a)-(5.19b), (5.20), and (5.21). Next, we note the following standard local well-posedness result (see [59, Theorem 6.2]): since the data verify the CMC condition (1.4) and the constraints (1.3a)-(1.3b), there exists a time $T_{(\text{Boot})}$ with $0 < T_{(\text{Boot})} < T_{\text{Crunch}}$ such that if $\varepsilon$ is sufficiently small, then i) the rescaled variables are classical solutions to the equations mentioned above on $[0, T_{(\text{Boot})}] \times \mathbb{S}^3$ and ii) the bootstrap assumption (11.2) holds on $[0, T_{(\text{Boot})}]$ with $\sigma = \varepsilon^{1/4}$ (consistent with (11.3)). Let $T_{\text{Max}}$ be the sup over all such times $T_{(\text{Boot})}$. We will show that $T_{\text{Max}} = T_{\text{Crunch}}$. To this end, we note the following standard continuation principle (see, for example, [3]): if $T_{(\text{Boot})} < T_{\text{Crunch}}$, if the solution exists classically on $[0, T_{(\text{Boot})}] \times \mathbb{S}^3$, and if $\sup_{t_0 < T_{(\text{Boot})}} \mathcal{H}_{(\text{Total})}16(t) < A$ for some real number $A < \infty$, then there exists a $\delta > 0$ such that $T_{(\text{Boot})} + \delta < T_{\text{Crunch}}$, such that the solution exists (classically) on $[0, T_{(\text{Boot})} + \delta] \times \mathbb{S}^3$, and such that $\sup_{t_0 < T_{(\text{Boot})} + \delta} \mathcal{H}_{(\text{Total})}16(t) < A$. Thus, to show that $T_{\text{Max}} = T_{\text{Crunch}}$ (and in particular that the solution exists classically on $[0, T_{\text{Crunch}}] \times \mathbb{S}^3$), we need only to have a priori estimates guaranteeing that the bootstrap assumption (11.2) is never saturated on $[0, T_{\text{Max}}]$. Such estimates follow from [18,4] whenever $\varepsilon$ is sufficiently small.

Based on the estimate (18.4) and the strong sup-norm estimates provided by Prop. 13.4, the remaining aspects of the theorem can be proved by using the same arguments given in the proof of
and thus we refer the reader there for details. Here we prove only the estimates (19.2c) and (19.3b) to give the reader a feel for the arguments. To proceed, we first revisit the proof of (13.12h), using the estimate (18.4) in place of the original bootstrap assumption (11.2), which yields the following pointwise for $t \leq s < T_{Crunch}$:
\[ \left\| \mathcal{L}_{\partial_t} \dot{K} \right\|_{C^{10}(\Sigma)} \leq \varepsilon^{3/2} A^{1/3-c/\gamma}(t). \]

Integrating in time and using this bound and Cor. 3.7, we deduce that the following bound holds for $0 < s \leq t < T_{Crunch}$:
\[ \left\| K(t, \cdot) - K(s, \cdot) \right\|_{C^{10}(\Sigma)} \leq \varepsilon^{3/2} A^{1/3-c/\gamma}(s). \]

From this bound, Lemma 3.5, and the completeness of the space $C^{10}((\Sigma_0, \Sigma))$, it follows that $\lim_{t \to T_{Crunch}} K(t, \cdot)$ exists as an element of $C^{10}((\Sigma_0, \Sigma))$. Since $A k = \dot{K} - \frac{1}{\gamma} A \mathbb{I}$, with $\mathbb{I}$ the identity transformation, and since $\lim_{t \to T_{Crunch}} A(t) k(t, \cdot)$ exists as an element of $C^{10}((\Sigma_0, \Sigma))$, and we denote the limit by $K_{Crunch}$. From the above facts and the small-data bound $\left\| \dot{K} \right\|_{C^{10}(\Sigma_0)} \leq \varepsilon^2$ (see (11.1)), we arrive at the desired estimates (19.2c) and (19.3b) (which are non-optimal with respect to powers of $\varepsilon$).

□
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