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Abstract—Due to their numerous advantages, communications over multicarrier schemes constitute an appealing approach for broadband wireless systems. Especially, the strong penetration of orthogonal frequency division multiplexing (OFDM) into the communications standards has triggered heavy investigation on multicarrier systems, leading to re-consideration of different approaches as an alternative to OFDM. The goal of the present survey is not only to provide a unified review of waveform design options for multicarrier schemes, but also to pave the way for the evolution of the multicarrier schemes from the current state of the art to future technologies. In particular, a generalized framework on multicarrier schemes is presented, based on what to transmit, i.e., symbols, how to transmit, i.e., filters, and where/when to transmit, i.e., lattice. Capitalizing on this framework, different variations of orthogonal, bi-orthogonal, and non-orthogonal multicarrier schemes are discussed. In addition, filter design for various multicarrier systems is reviewed considering four different design perspectives: energy concentration, rapid decay, spectrum nulling, and channel/hardware characteristics. Subsequently, evaluation tools which may be used to compare different filters in multicarrier schemes are studied. Finally, multicarrier schemes are evaluated from the view of the practical implementation issues, such as lattice adaptation, equalization, synchronization, multiple antennas, and hardware impairments.
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I. INTRODUCTION

The explosion of mobile applications and data usage in the recent years necessitate the development of adaptive, flexible, and efficient radio access technologies. To this end, multicarrier techniques have been extensively used over the last decade for broadband wireless communications. This wide interest is primarily due to their appealing characteristics, such as the support for multiuser diversity, simpler equalization, and adaptive modulation and coding techniques.

Among many other multicarrier techniques, orthogonal frequency division multiplexing (OFDM) dominates the current broadband wireless communication systems. On the other hand, OFDM also suffers from several shortcomings such as high spectral leakage, stringent synchronization requirements, and susceptibility to frequency dispersion. Transition from the existing OFDM-based multicarrier systems to the next generation radio access technologies may follow two paths. In the first approach, existing OFDM structure is preserved, and its shortcomings are addressed through appropriate solutions\textsuperscript{1}. Considering backward compatibility advantages with existing technologies, this approach has its own merits. The second approach follows a different rationale based on a generalized framework for multicarrier schemes\textsuperscript{2},\textsuperscript{3}, which may lead to different techniques than OFDM. In this survey, we choose to go after the second approach since it provides a wider perspective for multicarrier schemes, with OFDM being a special case. Based on this strategy, the goals of the paper are listed as follow:

- To provide a unified framework for multicarrier schemes along with Gabor systems by emphasizing their basic elements: what to transmit, i.e., symbols, how to transmit, i.e., filters, and where/when to transmit, i.e., lattices;
- To extend the understanding of existing multicarrier schemes by identifying the relations to each other;
- To review the existing prototype filters in the literature considering their utilizations in multicarrier schemes;
- To understand the trade-offs between different multicarrier schemes in practical scenarios;
- To pave the way for the further developments by providing a wider perspective on multicarrier schemes.

The survey is organized as follow: First, preliminary concepts and the terminology are presented in Section II. Various multicarrier schemes are provided in Section III referring to the concepts introduced in Section II. Then, known prototype filters are identified and their trade-offs are discussed in Section IV. Useful tools and metrics to evaluate the filter performances are investigated in Section V. Transceiver design issues for multicarrier schemes are investigated in Section VI and, finally, the paper is concluded in Section VII.

II. PRELIMINARY CONCEPTS: SYMBOLS, LATTICES, AND FILTERS

The purpose of this section is to provide preliminary concepts related with multicarrier schemes along with the notations used throughout the survey. Starting from the basics, symbols, lattices, and filters are discussed in detail within the framework of Gabor systems. For a comprehensive treatment on the same subject, we refer the reader to the books by I. Daubechies\textsuperscript{4}, H.G. Feichtinger and T. Strohmer\textsuperscript{5}, and O. Christensen\textsuperscript{6}. Also, the reader who wants to reach the development of Gabor systems from the mathematical point of view may refer to the surveys in\textsuperscript{7}–\textsuperscript{10}. Besides, it is worth noting\textsuperscript{11}–\textsuperscript{24} constitute the key research papers which construct a bridge between the Gabor theory and its...
applications on communications. These studies also reveal how the Gabor theory changes the understanding of multicarrier schemes, especially, within the two last decades. Additionally, [25]–[28] are the recent complete reports and theses based on Gabor systems.

A. Fundamentals

In the classical paper by C. Shannon [29], a geometrical representation of communication systems is presented. According to this representation, messages and corresponding signals are points in two function spaces: message space and signal space. While a transmitter maps every point in the message space to the signal space, a message is always recoverable at the receiver. Based on this framework, a waveform corresponds to a specific structure in the signal space and identifies the formation of the signals. Throughout this survey, the signal space is considered as a time-frequency plane where time and frequency constitute its coordinates, which is a well-known notation for representing one dimensional signals in two dimensions [11], [12]. When the structure in signal space relies on multiple simultaneously-transmitted subcarriers, it corresponds to a multicarrier scheme. It is represented by

\[ x(t) = \sum_{m=-\infty}^{\infty} \sum_{k=0}^{N-1} X_{mk} g_{mk}(t), \]

where \( m \) is the time index, \( k \) is the subcarrier index, \( X_{mk} \) is the symbol (message) being transmitted, \( N \) is the number of subcarriers, and \( g_{mk}(t) \) is the synthesis function which maps \( X_{mk} \) into the signal space. The family of \( g_{mk}(t) \) is referred to as a Gabor system, when it is given by

\[ g_{mk}(t) = p_{cx}(t - m\tau_0)e^{j2\pi k\nu_0 t}, \]

where \( p_{cx}(t) \) is the prototype filter (also known as pulse shape, Gabor atom), \( \tau_0 \) is the symbol spacing in time, and \( \nu_0 \) is the subcarrier spacing. A Gabor system implies that a single pulse shape is considered as a prototype and others are derived from the prototype filter via some translations in time and modulations in frequency, as given in [4].

The coordinates of the filters form a two dimensional structure in the time-frequency plane, known as lattice, assuming a linear time-varying multipath channel \( h(\tau, t) \), the received signal is obtained as

\[ y(t) = \int_{\tau} h(\tau, t)x(t-\tau) d\tau + w(t), \]

where \( w(t) \) is the additive white Gaussian noise (AWGN). Then, the symbol \( \hat{X}_{nl} \) located on time index \( n \) and subcarrier index \( l \) is obtained by the projection of the received signal onto the analysis function \( \gamma_{nl}(t) \) as

\[ \hat{X}_{nl} = \langle y(t), \gamma_{nl}(t) \rangle = \int_{t} y(t)\gamma_{nl}^*(t) dt, \]

where

\[ \gamma_{nl}(t) = p_{rx}(t - n\tau_0)e^{j2\pi l\nu_0 t}. \]

Similar to [1], \( \gamma_{nl}(t) \) given in [5] is obtained by a prototype filter \( p_{rx}(t) \) translated in both time and frequency, constructing another Gabor system at the receiver.

The equations [1]–[5] correspond to basic model for multicarrier schemes illustrated in Fig. [1] without stressing the variables in the equations. In a crude form, a multicarrier scheme can be represented by a specific set of equations constructed in the time-frequency plane, i.e., these equations are synthesized at the transmitter and analyzed at the receiver. In the following subsections, symbols, filters, and lattices in a multicarrier system are discussed in detail.

B. Symbols

Without loss of generality, the transmitted symbols are denoted by \( X_{mk} \in \mathbb{C} \), where \( \mathbb{C} \) is the set of all complex numbers. As a special case, it is possible to limit the set of \( X_{mk} \) to real numbers, i.e. \( X_{mk} \in \mathbb{R} \), where \( \mathbb{R} \) is the set of all real numbers. One may choose \( X_{mk} \) as a modulation symbol or a part of the modulation symbol, e.g. its real or imaginary part or a partition after a spreading operation. In addition, it is reasonable to consider finite number of elements in the set, based on the limited number of modulation symbols in digital communications. Note that the set of the symbols may be important for the perfect reconstruction of the symbols since
its properties may lead one-to-one mapping from message space to the signal space \cite{29}, as in signaling over Weyl-Heisenberg frames, faster-than-Nyquist signaling, or partial-response signaling \cite{23, 24, 30, 31}.

C. Filters

In digital communication, symbols are always associated with pulse shapes (also known as filters). A pulse shape essentially corresponds to an energy distribution which indicates the density of the symbol energy (in time, frequency, or any other domain). Hence, it is one of the determining factors for the dispersion characteristics of the signal. At the receiver side, the dispersed energy due to the transmit pulse shape is coherently combined via receive filters. Thus, the transmit and receive filters jointly determine the amount of the energy transferred from the transmitter to the receiver. Also, they determine the correlation between the points in the lattice, which identify the structure of the multicarrier scheme, i.e., orthogonal, bi-orthogonal, or non-orthogonal.

1) Matched Filtering: If the prototype filter employed at the receiver is the same as the one that the transmitter utilizes, i.e., $p_{\text{rx}}(t) = p_{\text{tx}}(t)$, this approach corresponds to matched filtering, which maximizes signal-to-noise ratio (SNR). As opposed to matched filtering, one may also use different prototype filters at the transmitter and receiver, i.e., $p_{\text{tx}}(t) \neq p_{\text{rx}}(t)$ \cite{16}.

2) Orthogonality of Scheme: If the synthesis functions and the analysis functions do not produce any correlation between the different points in the lattice, i.e., $(g_{mk}(t), \gamma_{nl}(t)) = \delta_{mn}\delta_{kl}$, where $\delta$ is the Kronecker delta function, the scheme is either orthogonal or bi-orthogonal. Otherwise, the scheme is said to be non-orthogonal, i.e., $(g_{mk}(t), \gamma_{nl}(t)) \neq \delta_{mn}\delta_{kl}$. While orthogonal schemes dictate to the use of the same prototype filters at the transmitter and receiver, bi-orthogonal schemes allow to use different prototype filters at the transmitter and the receiver.

A nice interpretation on orthogonality and bi-orthogonality is provided in \cite{18}. Let $R$ be a Gram matrix given by $R = Q^HQ$ where $Q$ is a block-circulant matrix in which the columns consist of the modulated-translated vectors generated by an initial filter $p(t)$. Then, the relation between the filters at the transmitter and the receiver for orthogonal and bi-orthogonal schemes can be investigated by

$$X_{mk} = RR^{-1}X_{mk} = R^{-\rho}RR^{-(1-\rho)}X_{mk}$$
$$= R^{-\rho}QQ^HR^{-(1-\rho)}X_{mk}$$
$$= R^{-\rho}Q \times \left(R^{-(1-\rho)}Q\right)^H X_{mk}$$

(6)

where $[\cdot]^H$ is the Hermitian operator and $\rho$ is the weighting parameter to characterize orthogonality and bi-orthogonality. Using (6), the prototype filters at the transmitter and the receiver can be obtained from the first rows of $R^{-\rho}Q$ and $R^{-(1-\rho)}Q$, respectively, which yields

$$p_{\text{rx}} = \sum_{m,k} R^{-\rho}p_{mk}$$

(7)

and

$$p_{\text{tx}} = \sum_{m,k} R^{-(1-\rho)}p_{mk}$$

where $p_{mk}$ is the column vector generated by modulating and translating $p$. As a simpler approach, it is also possible to calculate (7) and (8) as

$$p_{\text{rx}} = S^{-\rho}p$$

(9)

and

$$p_{\text{tx}} = S^{-(1-\rho)}p$$

(10)

respectively, where $S = QHQ$. While the choice $\rho = 1/2$ leads to an orthogonal scheme, $\rho \to 0$ or $\rho \to 1$ result in bi-orthogonal schemes \cite{18}. When $\rho = 1$, minimum-norm dual pulse shape is obtained.

Note that orthogonal schemes maximize SNR for AWGN channel \cite{18} since they assure matched filtering. On the contrary, bi-orthogonal schemes may offer better performance for dispersive channels, as stated in \cite{16}. In addition, when the scheme has receive filters which are not orthogonal to each other, i.e., $(\gamma_{n',t}(t), \gamma_{nl}(t)) \neq \delta_{n'n}\delta_{t't}$, the noise samples becomes correlated, as in non-orthogonal and bi-orthogonal schemes \cite{16}.

3) Localization: The localization of a prototype filter characterizes the variances of the energy in time and frequency. While the localization in time is measured by $\|tp(t)\|^2$, the localization in frequency is obtained as $\|fP(f)\|^2$, where $\|\cdot\|$ is the $L^2$-norm and $P(f)$ is the Fourier transformation of $p(t)$. The functions where $\|fP(f)\|\|tp(t)\| \to \infty$ are referred as non-localized filters; otherwise, they are referred as localized filters.

D. Lattices

A lattice corresponds to an algebraic set which contains the coordinates of the filters in the time-frequency plane \cite{18, 20, 21, 23, 25}. In other words, it is a set generated by sampling the time-frequency plane as illustrated in Fig. \[16\]. It determines the bandwidth efficiency and the reconstruction properties of a multicarrier scheme. Without loss of generality, a lattice $L$ can be described by a non-unique generator matrix $L$ as

$$L = \begin{bmatrix} x & y \\ 0 & z \end{bmatrix},$$

(11)

where $x, z \neq 0$. The generator matrix contains the coordinates of the first two identifying points of the lattice in its column vectors, i.e., $(0,x)$ and $(y,z)$ \cite{18}. The locations of other points are calculated by applying $L$ to $[m,k]^T$, where $[\cdot]^T$ is the transpose operation.

1) Lattice Geometry: Generator matrix $L$ determines the lattice geometry. For example, the choice

$$L = \begin{bmatrix} T & 0 \\ 0 & F \end{bmatrix},$$

(12)
yields a rectangular structure as in (2) and (5), with a symbol duration of $T$ and subcarrier width $F$. Similarly, a hexagonal (or quincunx) pattern is obtained when

$$L = \begin{bmatrix} T & 0.5T \\ 0 & F \end{bmatrix}.$$  

(13)

Lattice geometry identifies the distances between the points indexed by the integers $m$ and $k$. For example, assuming that $F = 1/T$, while the minimum distance between the points is 1 for the rectangular lattice in (12), it is $\sqrt{1.25}$ for the quincunx lattice in (13).  

2) **Lattice Density/Volume**: Lattice density can be obtained as

$$\delta(\Lambda) = \frac{1}{\text{vol}(\Lambda)} = \frac{1}{|\det(L)|},$$  

(14)

where $|\cdot|$ is the absolute value of its argument and $\text{vol}(\Lambda)$ is the volume of the lattice $\Lambda$ calculated via determinant operation $\det(\cdot)$. It identifies not only the bandwidth efficiency of the scheme as

$$\epsilon = \beta \delta(\Lambda),$$  

(15)

where $\beta$ is the bit per volume, but also the perfect reconstruction of the symbols at the receiver. In order to clarify the impact of the lattices on the perfect reconstruction of the symbols, the concept of basis is needed to be investigated along with Gabor systems.  

A set of linearly independent vectors is called a basis if these vectors are able to represent all other vectors for a given space. While including an extra vector to the basis spoils the linear independency, discarding one from the set destroys the completeness. From communications point of view, having linearly independent basis functions is a conservative condition since it allows one-to-one mapping from symbols to constructed signal without introducing any constraints on the symbols. Representability of the space with the set of \{g_{mk}(t)\} is equivalent to the completeness property, which is important in the sense of reaching Shannon’s capacity [15].  

Gabor systems provide an elegant relation between the linear independence and the completeness properties based on the lattice density. This relation for Gabor systems is given as follows [16], [22], [26], [32]:

- **Undersampled case** ($\delta(\Lambda) < 1$): Gabor system cannot be a complete basis since the time-frequency plane is not sampled sufficiently. However, this case gives linearly independent basis functions. Well-localized prototype filters can be utilized, but the bandwidth efficiency of the Gabor system degrades with decreasing $\delta(\Lambda)$.  

- **Critically-sampled case** ($\delta(\Lambda) = 1$): It results in a complete Gabor System. Bases exist, but they cannot utilize well-localized prototype filters according to the Balian-Low theorem [12]. This theorem states that there is no well-localized function in both time and frequency for a Gabor basis where $\delta(\Lambda) = 1$. It dictates the use of non-localized functions, e.g., rectangular and sinc functions. A consequence of Balian-Low theorem can also be observed when the dual filters are calculated as in (7) and (8). If one attempts to utilize a well-localized function, e.g., Gaussian, when $\delta(\Lambda) = 1$, the Gram matrix $R$ in (4) becomes ill-conditioned. Hence, the calculation of the dual pulse shape becomes difficult. The degree of ill-conditioning can be measured via the condition number of $R$. As stated in [13], the condition number of $R$ approaches to infinity for Gaussian pulses when $\delta(\Lambda) \rightarrow 1$.  

- **Oversampled case** ($\delta(\Lambda) > 1$): It yields an overcomplete set of functions. Gabor system cannot be a basis, but it may be a frame with well-localized pulse shapes. However, since the Gabor system is overcomplete, representation of a signal might not be unique. Note that non-unique representations do not always imply loss of one-to-one mapping from modulation symbols to signal constructed. For example, a finite number of modulation symbols may be useful to preserve the one-to-one relation between the signal space and the message space [24].

E. A Combined Approach: Lattice Staggering

It is possible to circumvent the restriction of Balian-Low theorem on the filter design with lattice staggering [13], [15], [32], [35], [36]. It is a methodology that generates inherent orthogonality between the points in the lattice for real domain through mandating symmetry conditions on the prototype filter. Since the inherent orthogonality does not rely on the cross-correlation between the filters, it relaxes the conditions for the filter design. It is worth noting that the real domain may be either the imaginary portion or the real portion of the complex domain. Thus, in lattice staggering, the real and imaginary parts of the scheme are treated separately. However, processing in real domain does not imply that the real and imaginary parts do not contaminate each other. Indeed, they interfere, but the contamination is orthogonal to the desired part.

The concept of lattice staggering is illustrated in detail in Fig. 2. The lattices on real and imaginary parts of the scheme are given in Fig. 2(a) and Fig. 2(b) respectively. They also correspond to the lattices on in-phase and quadrature branches in baseband. While the filled circles represent the locations of the filters on the cosine plane, the empty circles show the locations of the filters on the sine plane. Cosine and sine planes indicate that the filters on those planes are modulated with either cosine or sine functions. First, consider the lattice given in the cosine plane of Fig. 2(a). According to the Euler’s formula, a pulse modulated with a complex exponential function includes components on both cosine and sine planes. Hence, when the filters on this lattice are modulated with complex exponential functions, there will be same lattice on the cosine and sine planes, as illustrated in Fig. 2(a) and Fig. 2(b). It is important to observe that the

1. Frames are introduced in 1952 by Duffin and Schaeffer [33], as an extension of the concept of a basis. They can include more than the required elements to span a space. This issue corresponds to an overcomplete system, which causes non-unique representations [6], [34].  

2. In the literature, this approach appears with different names, e.g. offset quadrature amplitude modulation (OQAM), staggered modulation. Rather than indicating a specific modulation, it is referred as lattice staggering throughout the study.
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(c) Illustration for the orthogonality based on even-symmetric functions. Inner product of three functions is zero when $\tau_0$ is set to $1/2\nu_0$.

Fig. 2. Lattice staggering.

cross-correlation among the points indicated by arrows in the cosine plane of Fig. [4][a] is always zero, when the filters are even-symmetric and the symbol spacing is selected as $\tau_0 = 1/2\nu_0$. This is because of the fact that the integration of a function which contains a cosine function multiplied with a symmetric function about the cosine’s zero-crossings yields zero, as illustrated in Fig. [4][C]. From the communications point of view, this structure allows to carry only one real symbol without interference. Considering the same structure on the imaginary part by staggering the same lattice, illustrated in Fig. [4][b], another real symbol could be transmitted. Although transmitting on the imaginary and real parts leads to contaminations on the sine planes, these contaminations are always orthogonal to the corresponding cosine planes when the filter is an even-symmetric function.

Lattice staggering induces an important result for the filter design: In order to obtain an orthogonal or biorthogonal scheme using lattice staggering, the correlation of the transmit filter and the receive filter should provide nulls in time and frequency at the multiples of $2\tau_0$ and $2\nu_0$. In other words, the unit area between the locations of the nulls in time-frequency plane is $2\tau_0 \times 2\nu_0$, which is equal to 2 since $\tau_0$ is set to $1/2\nu_0$. This is because of the fact that even-symmetrical filters provide inherent orthogonality between some of the diagonal points in lattice when $\tau_0 = 1/2\nu_0$ even though the filters do not satisfy Nyquist criterion, as illustrated in Fig. [2].

Also, this approach circumvents the Balian-Low theorem since $\delta(\Lambda) = 1/\tau_0\nu_0 = 2$. Hence, lattice staggering allows orthogonal and bi-orthogonal schemes with well-localized filters while maintaining bandwidth efficiency as $\epsilon = \beta$. From the mathematical point of view, lattice staggering corresponds to utilizing Wilson bases on each real and imaginary parts of the scheme, which is equivalent to the linear combinations of two Gabor systems where $\delta(\Lambda) = 2, 9, 17, 18$.

F. Summary

As a summary, the relations between the fundamental elements of a multicarrier scheme, i.e. symbols, lattice, and filter are given in Fig. [4]. One can determine these elements based on Gabor theory, considering the needs of the communication system. For example, let the signaling be an orthogonal scheme which is based on a rectangular lattice geometry without lattice staggering. Then, the localization of the filter is determined according to the statements of Gabor theory. For instance, equipping this system with well-localized filters yields an ill-conditioned $R$ when $\delta(\Lambda) = 1$. Other inferences can also be obtained by following Fig. [3].

III. MULTICARRIER SCHEMES

In this section, the concepts introduced in Section II are harnessed and they are associated with known multicarrier schemes. Rather than discussing the superiorities of schemes to each other, the relations between the orthogonal, bi-orthogonal, and non-orthogonal schemes within the framework of Gabor theory are emphasized. An interpretation of the spreading operation in multicarrier systems (e.g., as in single carrier frequency division multiple accessing (SC-FDMA)) is also provided in the context of Gabor systems. Finally, milestones for multicarrier schemes reviewed for completeness.
A. Orthogonal Schemes

The schemes that fall into this category have orthogonal basis functions at both the transmitter and the receiver and follow matched filtering approach. The phrase of orthogonal frequency division multiplexing is often used for a specific scheme that is based on rectangular filters. However, there are other multicarrier schemes which provide orthogonality. We begin by describing the orthogonal schemes which do not consider lattice staggering:

- **Plain & Zero Padded-OFDM (ZP-OFDM):** Plain OFDM is an orthogonal scheme which is equipped with rectangular filters at the transmitter and the receiver when $\delta(\Lambda) = 1$. In order to combat with multipath channel, one can provide guard interval between OFDM symbols, known as ZP-OFDM [37]. It corresponds to stretching the lattice in time domain, which yields $\delta(\Lambda) < 1$.

- **Filtered multitone (FMT):** FMT is an orthogonal scheme where the filters do not overlap in frequency domain. There is no specific filter associated with FMT. Instead of the guard intervals in ZP-OFDM, guard bands between the subcarriers can be utilized in order to obtain more room for the filter localization in frequency domain. Hence, it is based on a lattice where $\delta(\Lambda) \leq 1$. For more details we refer the reader to the studies in [2], [38]–[42].

- **Lattice-OFDM:** Lattice-OFDM is the optimum orthogonal scheme for time- and frequency- dispersive channels in the sense of minimizing interference between the symbols in the lattice [13]. It relies on different lattice geometries and orthogonalized Gaussian pulses, depending on the channel dispersion characteristics. For more details, we refer the reader to Section VI-A.

The orthogonal schemes which consider lattice staggering are given as follow:

- **Staggered multitone (SMT) and Cosine-modulated multitone (CMT):** Both schemes exploit the lattice staggering approach to obtain flexibility on the filter design when $\epsilon = \beta$ [2], [39], where $\epsilon$ is the bandwidth efficiency and $\beta$ is the bit per volume, introduced in [15]. In these schemes, the symbols are real numbers due to the lattice staggering, however, as a special case, they are either real or imaginary part of the modulation symbols. The main difference between the SMT and the CMT is the modulation type. While SMT uses quadrature amplitude modulation (QAM) type signals, CMT is dedicated to vestigial side-band modulation (VSB). Yet, SMT and CMT are structurally identical; it is possible to synthesize one from another by applying a frequency shift operation and proper symbol placement [36].

Illustrations for Plain/ZP-OFDM, FMT, SMT, and CMT in time and frequency are provided in Fig. 4.

B. Bi-orthogonal Schemes

These schemes do not follow matched filtering approach and do not have to contain orthogonal basis functions at the transmitter and the receiver. However, transmit and receive filters are mutually orthogonal to each other.

- **Cyclic Prefix-OFDM (CP-OFDM):** Plain OFDM is often utilized with cyclic prefix (CP) to combat with the multipath channels. CP induces a lattice where $\delta(\Lambda) > 1$. 

Fig. 3. Multicarrier schemes based on lattices, filters, and symbols.

Fig. 4. Illustrations of various orthogonal multicarrier schemes.
At the same time, it results in a longer rectangular filter at the transmitter, compared to one at the receiver. Therefore, CP-OFDM does not follow matched filtering and constructs a bi-orthogonal scheme \([3, 21, 43]\). Yet, it provides many benefits, e.g., single-tap equalization and simple synchronization.

- **Windowed-OFDM**: OFDM has high out-of-band radiation (OOB) due to the rectangular filter. In order mitigate the out-of-band radiation, one may consider to smooth the transition between OFDM symbols. This operation smooths the edges of rectangular filter, and commonly referred as windowing. If the windowing is performed with an *additional* guard period, a bi-orthogonal scheme where \(\delta(\Lambda) > 1\) is obtained.

- **Bi-orthogonal frequency division multiplexing (BFDM)**: In \([16]\), it is stated that extending the rectangular filter as in CP-OFDM is likely to be a suboptimal solution under doubly dispersive channels, since this approach does not treat the time and frequency dispersions equally. As an alternative to CP-OFDM, by allowing different filters at the transmitter and the receiver, BFDM with properly designed filters can reduce the interference contribution from other symbols in doubly dispersive channels. In \([16]\), the design is given based on a prototype filter constructed with Hermite-Gaussian function family and a rectangular lattice geometry when \(\delta(\Lambda) = 1/2\). In order to maintain the bandwidth efficiency, one can utilize BFDM with lattice staggering, as investigated in \([35, 44]\).

It is interesting to examine bi-orthogonal schemes from the point of equalizers. We refer the reader to the related discussion provided in Section VI-B.

### C. Non-orthogonal Schemes

The schemes that fall into this category do not contain orthogonal basis functions at the transmitter or the receiver. Also, there is no bi-orthogonal relation between the filters at the transmitter and the filters at the receiver.

- **Generalized Frequency Division Multiplexing**: Generalized frequency division multiplexing (GFDM) is a non-orthogonal scheme which allows correlation between the points in the lattice in order to be able to utilize well-localized filters when \(\delta(\Lambda) = 1\) \([45]\). Also, it utilizes complex symbols and CP along with tail biting in the pulse shape. At the receiver side, successive interference cancellation is applied to remove the interference between the symbols \([46]\).

- **Concentric Toroidal Pulses**: By exploiting the orthogonality between Hermite-Gaussian functions, concentric toroidal pulses are introduced to increase the bandwidth efficiency of the transmission \([47]\). Four Hermite pulses are combined on each point in the lattice and each Hermite pulse carries one symbol. Although Gaussian-Hermite functions are orthogonal among each other, the pulses between neighboring points are not orthogonal.

- **Faster-than-Nyquist & Partial Response Signaling**: When \(\delta(\Lambda) > 1\), certain conditions may yield the reconstruction of the transmitted symbols. This issue firstly is investigated by Mazo in 1975 as faster-than-Nyquist by addressing the following question: to what extent can the symbols be packed more than the Nyquist rate without loss in bit error rate (BER) performance? It is shown that the symbol spacing can be reduced to 0.802T without suffering any loss in minimum Euclidean distance between the synthesized signals for binary modulation symbols and sinc pulse \([31]\). In other words, BER performance is still achievable with *optimal receivers* even when the symbols are transmitted at a rate greater than the Nyquist rate. The minimum symbol spacing that keeps the minimum Euclidean distance is later on referred as the *Mazo limit* in the literature. By generalizing faster-than-Nyquist approach to other pulses, various Mazo limits are obtained for root-raised cosine (RRC) pulses with different roll-off factors in \([48]\). For example, when roll-off is set to 0, 0.1, 0.2, and, 0.3, Mazo limits are derived as 0.802, 0.779, 0.738, and, 0.703 respectively. The faster-than-Nyquist approach is extended to multicarrier schemes by allowing interference in time and frequency in \([49–51]\), which show that two dimensional signaling is more bandwidth efficient than one dimensional signaling. Another way of developing a scheme where \(\delta(\Lambda) > 1\) is to transmit correlated symbols. This approach corresponds to partial-response signaling and introduced in \([30]\). Similar to the faster-than-Nyquist signaling and partial-response signaling, in \([23]\), Weyl-Heisenberg frames \((\delta(\Lambda) > 1)\) is examined considering a hexagonal lattice geometry and sequence detector is employed at the receiver for symbol detection.

### D. Multicarrier Schemes with Spreading Approaches

Spreading operation is commonly used to reduce the peak-to-average-power ratio (PAPR) in multicarrier schemes, in which modulation symbols are mapped to the multiple points in the lattice. One way to interpret and generalize the spreading operation in multicarrier systems (e.g., as in SC-FDMA \([52]\) and filter-bank-spread-filter-bank multicarrier (FB-S-FBMC) \([53]\)) is to consider another Gabor system that spreads the energy of the modulation symbols into multiple subcarriers. In other words, as opposed to using single Gabor system at the transmitter and receiver, two Gabor systems combined with serial-to-parallel conversions are employed at the transmitter and the receiver. For example, it can be said that SC-FDMA, which allows better PAPR characteristics and frequency domain equalization (FDE) along with CP utilization \([54–57]\), employs an extra Gabor system equipped with a rectangular filter and \(\delta(\Lambda) = 1\) to spread the modulation symbols at the transmitter (i.e., discrete Fourier transformation (DFT)) and de-spread them at the receiver (i.e., inverse DFT). On
the contrary, in OFDM, since there is no spreading of the modulation symbols in frequency domain, employed prototype filter for spreading is a Dirac function.

E. Milestones for Orthogonal Schemes

Having discussed the different variations of multicarrier systems in the earlier subsections, this subsection provides a brief history on the development of aforementioned multicarrier systems. Earlier works related to orthogonal multicarrier schemes actually date back to 1960s [58], [59], which utilize a bank of filters for parallel data transmission. In [58], Chang presented the orthogonality condition for the multicarrier scheme schemes considering band-limited filters. This condition basically indicates that the subcarriers can be spaced half of the symbol rate apart without any interference. This scheme has then been re-visited by Saltzberg in 1967 [59] by showing the fact that Chang’s condition is also true when the time and frequency axes are interchanged, based on OQAM. Indeed, Chang and Saltzberg exploits the lattice staggering for their multicarrier schemes which includes the basics of CMT and SMT. However, the idea of parallel transmission suggested in [58] and [59] were unreasonably expensive and complex for large number of data channels at that time. In [60], through the use of DFTs, Weinstein and Ebert eliminated the banks of subcarrier oscillators to allow simpler implementation of the multicarrier schemes. This approach has been later named as OFDM, and it has become more and more popular after 1980s due to its efficient implementation through fast Fourier transformation (FFT) techniques and FDE along with CP utilization [61] compared to other multicarrier schemes. On the other hand, Weinstein’s DFT method in [60] limits the flexibility on different baseband filter utilization while modulating or demodulating the subcarriers, but instead used a time windowing technique to cope with the spectral leakage. In [62], by extending Weinstein’s method, Hiroki showed that different baseband filters may also be digitally implemented through DFT processing by using a polyphase network (PPN) [63], [64]. Several other developments over the last two decades have demonstrated low complexity and efficient implementations of lattice staggering, paving the way for its consideration in the next generation wireless standards (see e.g., [2], [15], [65], and the references listed therein).

IV. Filter Design

In a multicarrier scheme, a prototype filter determines the correlation between the symbols and the robustness of the scheme against dispersive channels. This issue induces to design prototype filters which are suitable for communications in time-selective and frequency-selective channels. The goal of this section is to review the filters available in the literature. In order to reveal the connections between the filters, we categorized the filters based on their design criteria: 1) energy concentration [18], [66]–[76], 2) rapid-decay [77]–[80], 3) spectrum-nulling, and 4) channel characteristics and hardware. Analytical expressions of the investigated filters are given in TABLE I For more detailed discussions on the discussed filters, we refer the reader to the review papers [2], [81], [82] and the books [34], [42].

A. Design Criterion: Energy Concentration

In practice, limiting a pulse shape in time decreases the computational complexity and reduces the communications latency, which are inversely proportional to the filter length. However, using shorter or truncated filter may cause high sidelobes in the frequency domain. Prolate spheroidal wave functions (PSWFs) address this energy-concentration trade-off problem through obtaining a time-limited pulse with minimum out-of-band leakage or a band-limited pulse with maximal concentration within given interval. There are several ways to characterize PSWFs [75]. A convenient definition for the prototype filter design is that PSWFs, \( \{ \psi_{n,\tau,\sigma}(t) \} \), is a family that includes the orthogonal functions which are optimal in terms of the energy concentration of a \( \sigma \)-bandlimited function on the interval \( [-\tau, \tau] \), where \( n \) is the function order. In the family, \( \psi_{0,\tau,\sigma}(t) \) is the most concentrated pulse and the concentration of the functions decreases with the function order. In other words, \( \psi_{n,\tau,\sigma}(t) \) is the most concentrated function after \( \psi_{n-1,\tau,\sigma}(t) \) and it is also orthogonal to \( \psi_{n-1,\tau,\sigma}(t) \). Hence, if one provides the filter length and the bandwidth (where the pulse should be concentrated) as the design constraints, the optimum pulse becomes \( \psi_{0,\tau,\sigma}(t) \) constructed based on these constraints.

PSWFs have many appealing properties [67], [71]. For example, they are the eigenfunctions of the operation of first-truncate-then-limit-the-bandwidth. Therefore, these functions can pass through this operation without any distortion or filtering effect excluding the scaling with a real coefficient, i.e, eigenvalue, which also corresponds to the energy after this operation. Assuming that the energy of the pulse is 1, eigenvalues will always be less than 1. Also, PSWFs correspond to an important family when \( \tau = \sigma \rightarrow \infty \), known as Hermite-Gaussian functions which are the eigenfunctions of Fourier transformation. Hermite-Gaussian functions provide optimum concentration in time and frequency at the same time.

Hence, they are able to give isotropic (same) responses in time and frequency. We also refer the reader to the detailed discussions on the properties of PSWFs in [69], [68]–[70]. [75], [76]

In the following subsections, the prototype filters that target time-frequency concentration are discussed. Their characteristics are inherently related with the PSWFs.

1) Prolate Window: Prolate window addresses the energy concentration in frequency for a given filter length and bandwidth. In time domain, its expression corresponds to \( \psi_{0,\tau,\sigma}(f) \) or 0th order Slepian sequence in time for the discrete case [70]. This issue is explained as a sidelobe minimization problem in [2], as shown in TABLE I. The time and frequency characteristics of prolate window are given in Fig. 5.

2) Kaiser Function: An efficient solution for a filter with finite length is proposed by Jim Kaiser by employing Bessel functions to achieve an approximation to the prolate window [72], [81]. It offers a suboptimal solution for the out-of-band leakage. A favorable property of Kaiser filter is its flexibility to control the sidelobes and stop-band attenuation, through a single design parameter \( \beta \) with a closed-form expression. The expression is given in TABLE I where \( I_0(x) \) denotes the zeroth order modified Bessel function of the first kind.
### TABLE I

**ANALYTICAL EXPRESSIONS OF KNOWN PROTOTYPE FILTERS IN THE LITERATURE.**

| Filter                  | Analytical Model                                                                 | Comments                                                                 |
|-------------------------|----------------------------------------------------------------------------------|--------------------------------------------------------------------------|
| Rectangular             | $p(t) = \begin{cases} \frac{1}{2}, & |t| \leq \frac{1}{2} \\ 0, & \text{otherwise} \end{cases}$                | It distributes the symbol energy uniformly in time domain. It is the prototype filter for OFDM scheme. |
| Hanning (Razed-cosine)  | $p(t) = \begin{cases} \frac{1}{2} + \frac{1}{2} \cos(2\pi t), & |t| \leq \frac{1}{2} \\ 0, & \text{otherwise} \end{cases}$ | The function itself and its first derivative are continuous. Hence, the power of the sidelobes fall off at $1/|\omega|^2$ per octave. |
| Exactly Hanning        | $p(t) = \begin{cases} \frac{1}{2} + \frac{1}{2} \cos(2\pi t), & |t| \leq \frac{1}{2} \\ 0, & \text{otherwise} \end{cases}$ | Exact Hanning filter places zero at the position of the first sideobe. |
| Exact Blackman         | $p(t) = \begin{cases} \frac{1}{2}, & |t| \leq \frac{1}{2} \\ 0, & \text{otherwise} \end{cases}$ | Exact Blackman filter places zero at the positions of the third and fourth sidelobes. |
| Tapered-cosine-in-time (Tukey) | $p(t) = \begin{cases} 1, & |t| \leq \frac{1}{2} \\ \frac{1}{2} + \frac{1}{2} \cos\left(\pi \frac{|t| - 1}{|t|}\right), & \frac{1}{2} < |t| \leq \frac{3}{2} \\ 0, & \text{otherwise} \end{cases}$ | It is the rectangular filter where the edges are tapered by convolving a rectangular function with a cosine function. When $\alpha = 1$, it corresponds to Hanning filter. |
| Tapered-cosine-in-frequency (Tukey) | $p(t) = \begin{cases} 1 - \alpha + 4\alpha^2 t^2, & |t| \leq \frac{1}{2} \\ 0, & \text{otherwise} \end{cases}$ | It corresponds to tapered-cosine-in-frequency after matched filtering. |
| Root-raised-cosine      | $p(t) = \begin{cases} 1 - \frac{1}{\sqrt{2}} \sin\left(\frac{\pi a}{\sqrt{2}}(t - \frac{1}{2})\right) + \frac{1}{\sqrt{2}} \cos\left(\frac{\pi a}{\sqrt{2}}(t - \frac{1}{2})\right), & t = \pm \frac{1}{\sqrt{2}} \\ 0, & \text{otherwise} \end{cases}$ | It provides rapid-decaying. Power of the sidelobes fall off at $1/|\omega|^2$ per octave, where $q$ is the derivation order. Last equation is utilized to construct a complete set of equations. |
| Mirabbasi-Martin        | $p(t) = \begin{cases} a_0 + 2 \sum_{l=1}^{K-1} a_l \cos(2\pi l t), & |t| \leq \frac{1}{2} \\ 0, & \text{otherwise} \end{cases}$ | It is the optimally-concentrated pulse in frequency for a given filter length and bandwidth. |
| Prolate                | $p(t) = \text{arg min}_{p(t)} \left\{ \int_{-\infty}^{\infty} |P(f)|^2 df - \int_{-\infty}^{\infty} |P(f)|^2 df \right\}$. | It is the optimally-concentrated pulse for a given duration and bandwidth, which also satisfies Nyquist criterion in both time and frequency. |
| Optimal finite duration pulses | $p(t) = \sum_{l=0}^{N} a_{2l} \psi_{2l+1, \alpha, \sigma}(t)$ | It is the optimally-concentrated pulse for a given duration and bandwidth, which also satisfies Nyquist criterion in both time and frequency. |
| Kaiser                  | $p(t) = \begin{cases} \frac{l_0(\sqrt{1-4t^2})}{l_0(\beta)}, & |t| \leq \frac{1}{2} \\ 0, & \text{otherwise} \end{cases}$ | Kaiser filter has very similar time-frequency characteristics of prolate filter. Although it is suboptimum solution for concentration problem, its formulation is given in closed-form. |
| Modified Kaiser         | $p(t) = \begin{cases} \frac{l_0(\sqrt{1-4t^2})}{l_0(\beta)} - 1, & |t| \leq \frac{1}{2} \\ 0, & \text{otherwise} \end{cases}$ | In order to provide faster decaying, Kaiser window is modified to obtain zeros at $|t| = 1/2$. |
| Gaussian                | $p(t) = (2\rho)^{1/4} e^{-\pi \rho t^2}$, $P(f) = p_{\text{gaussian}}(t, 1/\rho)$ | It is the optimally-concentrated filter when there are no restrictions on filter length and bandwidth and $\rho = 1$. |
| IOTA                    | $p(t) = \mathbf{F}^{-1} \mathbf{R}_{\rho_0} \mathbf{R}_{\nu_0} \mathbf{P}_{\text{gaussian}}(t)$ | IOTA yields optimally-concentrated function when there are no restrictions on filter length and bandwidth. It also fulfills Nyquist criterion after matched filtering. |
| Hermite                 | $p(t) = \begin{cases} \sum_{l=1}^{N} a_{4l} \psi_{4l+1, \infty}(t), & |t| \leq \frac{1}{2} \\ 0, & \text{otherwise} \end{cases}$ | By deforming the Gaussian filter with the high-order Hermite functions, it obtains zero-crossings to satisfy Nyquist criterion. It has similar characteristics with IOTA. |
| Extended Gaussian       | $p(t) = \begin{cases} \frac{1}{2} \sum_{k=0}^{n} d_{t, k, \rho_0} \left[p_{\text{gaussian}}(t + k|v_0, \rho) + p_{\text{gaussian}}(t - k|v_0, \rho)\right] \times \\ \sum_{l=0}^{\infty} d_{l, 1, \rho, \sigma} \cos(2\pi l t/\tau_0) \end{cases}$ | It is a generalized family based on Gaussian function which gives the closed-form expression of the filter derived via IOTA. |
3) Optimal Finite Duration Pulses: Although prolate window is an optimally-concentrated filter in terms of minimum sidelobe energy for a given filter length and bandwidth, it does not satisfy the Nyquist criterion that ensures zero-interference between the points in the lattice. Considering this fact, Vahlin exploits PSWFs to realize a new family which is referred as optimal finite duration pulse (OFDP) [23] by generalizing the optimization procedure given for single carrier, presented in [23]. The aim is to achieve a Nyquist filter in both time and frequency with the maximum energy in the main lobe for a given bandwidth and filter length. In order to develop these pulses, as summarized in TABLE I, Vahlin chooses the signal representation of OFDPs as the linear combinations of the PSWFs and formulates the constraints as an optimization problem to find the weights \( a_l \) for \( l \)th PSWF for a given interval, using Lagrange multipliers and calculus of variations. Since only the even-indexed prolate functions are even-symmetrical, only \( a_{2l} \) are considered through the optimization procedure. By applying similar optimization procedure, OFDP has been utilized in [65]. Also, another optimization procedure which is based on deriving the composite matched filtering response of OFDP filter instead of OFDP itself is suggested in [83] to reduce the optimization complexity.

4) Gaussian Function: It is a prolate window when \( \tau = \sigma \rightarrow \infty \). It is utilized with a parameter \( \rho \) in [13], [25], [41], [84] to control the filter localization. Using the properties of Fourier transform, one may show that the frequency response of a Gaussian function is also another Gaussian function [25]. When \( \rho = 1 \), it yields identical responses in time and frequency and it corresponds to optimally-concentrated pulse among all functions. On the other hand, since it has no zero-crossings, Gaussian filter does not satisfy the Nyquist criterion. In other words, it introduces interference from one point to other points in the lattice.

5) Isotropic Orthogonal Transform Algorithm: Isotropic orthogonal transform algorithm (IOTA) targets to obtain a filter which preserves the optimum concentration property of Gaussian filter, and orthogonalizes it to prevent interference to neighboring points in the lattice [15]. Starting with the Gaussian function, orthogonalized pulse is obtained as shown in TABLE I where \( \mathcal{F} \) and \( \mathcal{F}^{-1} \) are the operators for Fourier transform and its inverse, respectively, and \( \Omega_o \) is the orthogonalization operator. This operation also corresponds to the orthogonalization process in [9] and [10] [18]. The constructed prototype filter fulfills the Nyquist criterion and may yield isotropic response in time and frequency. For example, when \( \rho = 1 \), \( \tau_0 = \sqrt{2T}/2 \) and \( \nu_0 = \sqrt{2F}/2 \), the pulse shape becomes identical to its Fourier transform as shown in Fig. 5.

6) Extended Gaussian Function: Extended Gaussian function (EGF) corresponds to the analytical expression of the function obtained via IOTA [85] as given in TABLE I where \( 0.528\nu_0^2 \leq \rho \leq 7.568\nu_0^2 \) and \( d_{k,p,\nu_0} \) are real valued coefficients. It is shown that these coefficients can be computed (for finite number of coefficients \( b_{k,j} \)) as

\[
d_{k,p,\nu_0} = \sum_{j=0}^{J_k} b_{k,j} e^{-\left[\left(p^2/2\nu_0^2\right)(2j+k)\right]} , \quad 0 \leq k \leq K ,
\]

where [86] lists the coefficients \( b_{k,j} \) for \( 0 \leq k \leq 14 \) and \( 0 \leq j \leq 7 \). For \( \rho = 1 \), \( \tau_0 = \sqrt{2T}/2 \) and \( \nu_0 = \sqrt{2F}/2 \), EGF gives the identical responses in time and frequency. In addition, one may truncate EGFs into one symbol duration to handle the latency drawback due to the filter length while maintaining filter localization through some optimization procedures [28], [65].

7) Hermite Filter: Hermite filter is obtained from the linear combinations of Hermite-Gaussian functions. By deforming the Gaussian filter with the high-order Hermite functions, zero-crossings are provided to satisfy Nyquist criterion [80]. It has similar characteristics with IOTA and yields isotropic response, which can be observed in Fig. 5. Advanced forms of the Hermite-Gaussian combinations also consider the dispersion characteristics of communication medium, which is discussed in Section IV-D2.

B. Design Criterion: Rapid-Decay

Even though PSWFs provide the optimum solution for the energy concentration problem, they do not address the rapid-decaying of the sidelobes, as can be seen in Fig. 5. Decaying
of the sidelobes is related with the smoothness of a filter. It is known that smoothness is measured by the number of continuous derivatives. If the \( m \)th derivative of a function is impulsive, the sidelobes of the function in frequency falls at \( |\omega|^{-m} \) or \( 6m \) dB/octave, where \( \omega \) is the angular frequency \([79],[81],[87]\).

1) **Raised-Cosine Function (Hanning Filter):** The Hanning filter whose shape is captured through a period of cosine function, is a smooth function in time. The zeroth and first order derivatives of the Hanning filter are continuous. Hence, sidelobes fall at \( 1/|\omega|^3 \) per octave, which corresponds to 18 dB/octave.

2) **Tapered-Cosine Function (Tukey Filter):** Tapered-cosine function is a filter where the time-frequency localization is controlled by the roll-off factor \( (\alpha) \). While tapered-cosine function where \( \alpha = 0 \) results in rectangular shape, the shape becomes a raised-cosine function, i.e., Hanning filter, when \( \alpha = 1 \). Hence, it provides a function family where the decaying range is between 0 dB/octave to 18 dB/octave.

3) **Root-Raised-Cosine Function:** RRC is typically utilized to satisfy Nyquist criterion after matched filtering. It is derived from the raised-cosine filter. RRC where \( \alpha = 1 \) is known as half-cosine function (HCF), which is employed in \([2],[15],[30],[65],[84]\). It provides a good compromise for time/frequency behavior; its relaxed transition bands allow approximation through a relatively short time-domain filter, while achieving high attenuation in the stop-band \([2]\). On the other hand, RRC filter with \( \alpha = 0 \) becomes a sinc function. While sinc function results in minimal bandwidth, it is very susceptible to truncation in time.

4) **Mirabbasi-Martin Filter:** Mirabbasi-Martin function is a filter where its coefficients are calculated by ensuring that the derivatives of the function are continuous \([77],[79]\). Obtained filter coefficients are also specified for different \( K \) in TABLE II. While the decaying rate is \( 1/|\omega|^3 \) per octave when \( K = 6 \), it is \( 1/|\omega|^7 \) per octave when \( K = 8 \) \([79]\). Its efficacy on decaying can be observed in Fig. 6. It has been investigated further in \([78],[88]\) for multicarrier schemes, and was then subsequently adopted to be used in the European Physical layer for dynamic access (PHYDYAS) project on filter bank multicarrier (FBMC) \([89],[90]\). A similar approach based on polynomial functions is also proposed in \([87]\).

5) **Modified Kaiser Function:** Since Kaiser window is not a continuous function, it decays at the rate of \( 1/|\omega| \). In order to provide faster decaying, Kaiser window is modified to obtain

\[ a_0 + 2 \sum_{l=1}^{K-1} a_l \cos(2\pi lt) \ , \quad |t| \leq \frac{1}{2} \ , \quad \text{otherwise} \]  

where \( K \) is the number of bins in frequency and \( a_l \) is the \( l \)th filter coefficient. The form given in (17) is a generalized characterization to fulfill the spectrum-nulling criteria, since it corresponds to summation of sinc functions in the frequency domain. By exploiting the coherent cancellation of the tails of the sinc functions, one may systematically place zeros in the spectrum. This approach may not directly yield good prototype filters for a multicarrier scheme because of the equal-ripple characteristics of the sidelobes. However, it is worth noting that the design criterion of these filters has some similarities with the existing sidelobe suppression techniques.

| \( K = 3 \) | \( K = 4 \) | \( K = 6 \) | \( K = 8 \) |
|---|---|---|---|
| \( a_0 \) | 1 | 1 | 1 |
| \( a_1 \) | 0.91143783 | 0.97106728 | 0.99813672 |
| \( a_2 \) | 0.41143783 | 0.70106728 | 0.94836728 |
| \( a_3 \) | 0.23514695 | 0.23514695 | 0.89425129 |
| \( a_4 \) | 0.31115903 | 0.31115903 |
| \( a_5 \) | 0.06021021 | 0.04756222 |
| \( a_6 \) | 0.1881614 |
| \( a_7 \) | 0.03071221 |

(a) Energy distribution in time.

(b) Energy distribution in frequency.

Fig. 6. Time and frequency characteristics of the filters, designed based on rapid-decaying property.
D. Design Criterion: Channel Characteristics and Hardware

Radio channel may hurt the orthogonality of the multicarrier schemes due to its dispersive characteristics in frequency and time, and causes inter-symbol interference (ISI) and inter-carrier interference (ICI). In order to combat with ISI and ICI, one may design pulse optimized to minimize interference among the points in the lattice.

1) Rectangular Function: Rectangular function distributes the symbol energy uniformly in time domain. It is the prototype filter for conventional CP-OFDM scheme. It provides an effective solution to combat with ICI and ISI in time-invariant multipath channels via an extension on its duration at the transmitter. This approach exploits the uniformity of rectangular function.

2) Channel-based Pulses: Prototype filters can be designed to perform best for given channel characteristics. One of the methods is to use of optimally weighted combinations of the Hermite-Gaussian functions to construct new pulse shapes that are suitable for doubly dispersive channels. For example, in [92], the nulls in the ambiguity surface, which correspond to zero-interference regions, are widened using the Hermite-Gaussian functions to increase the robustness of the scheme in doubly dispersive channels. In [16], Hermite-Gaussian family is utilized as a basis to minimize ICI and ISI, while in [93], they are utilized to maximize the signal-to-interference ratio (SIR) considering biorthogonal schemes.

Based on different considerations, e.g. maximum signal-to-interference-plus-noise ratio (SINR) [21] and minimum ISI and ICI [22], [94], optimum pulses can be constructed using the Gaussian function itself an initial filter. As opposed to data communications, in [95], two prototype filter design procedures are proposed by relaxing the orthogonality constraint of the prototype filter for preamble transmission.
In addition to above considerations, one may design a prototype filter considering the hardware constraints. For example, a prototype filter which addresses the PAPR and timing jitter problems by minimizing the tails of the prototype filter is proposed in [95], which is shown in Fig. 8.

V. EVALUATION METRICS AND TOOLS FOR MULTICARRIER SCHEMES

In this section, various tools and metrics are introduced in order to have a better understanding of the prototype filters and characterize their performance for multicarrier communications. These tools are instrumental for assessing the performances of different prototype filters along with multicarrier schemes. First, Heisenberg uncertainty parameter and direction parameter are given. Then, ambiguity surface is introduced and its usefulness on the evaluation of interference characteristics of multicarrier schemes is discussed. Further details about these tools and metrics may be found in [2], [4], [28], [81], [82].

A. Heisenberg Uncertainty Parameter

Time-frequency localization of a filter is measured by the Heisenberg uncertainty parameter ξ which is given by

$$\xi \equiv \frac{\|p(t)\|^2}{4\pi \sigma_t \sigma_f} \leq 1 , \quad (18)$$

where

$$\sigma_t = \sqrt{\int_{-\infty}^{\infty} (t - \bar{t})^2 |p(t)|^2 dt} , \quad (19)$$

$$\sigma_f = \sqrt{\int_{-\infty}^{\infty} (f - \bar{f})^2 |P(f)|^2 df} , \quad (20)$$

σ_t is the time dispersion (or the standard deviation of the energy in time), and σ_f is the frequency dispersion (or the standard deviation of the energy in frequency), and \(\bar{t}\) and \(\bar{f}\) are the mean values of the supports of the pulse in time and frequency, respectively [2], [18], [25]. Filters with good localization characteristics have a Heisenberg parameter closer to 1. Heisenberg parameter is exactly equal to 1 with the Gaussian filter where \(\rho = 1\).

B. Direction Parameter

The direction parameter \(\kappa \in [0, \infty)\), which shows how a pulse shape lies in time-frequency plane, is given in [84] as

$$\kappa = \frac{\sigma_f}{\sigma_t} . \quad (21)$$

For example, while \(\kappa\) is equal to 0 for the rectangular filter, Gaussian filter where \(\rho = 1\) yields \(\kappa = 1\) because of its isotropic dispersion. A larger \(\kappa\) gives a pulse stretched more along the time axis compared to the frequency axis.

C. Ambiguity Function

In order to obtain the correlation between the points in the lattice, the projection of transmitter and receiver prototype filters should be calculated at every integer multiple of symbol spacing in both time and frequency as \(\langle g_{mk}(t), \gamma_{nl}(t) \rangle\). By using fractional values instead of using \(n\) and \(l\), ambiguity function is obtained as [2], [15], [25], [93]

$$A(\phi, \psi) \equiv \int_{-\infty}^{\infty} p_{tx}(t + \frac{\phi}{2}) p_{rx}^*(t - \frac{\phi}{2}) e^{-j2\pi\psi t} dt . \quad (22)$$

The properties of ambiguity function are given below:

- Ambiguity function is a two dimensional correlation function in the time-frequency plane. It gives an intuitive demonstration of the robustness against ICI/ISI due to different impairments, such as time and frequency selectivity of the propagation channel [2], [15], [25].
- Ambiguity function yields real values in case of even-symmetric prototype filters.
- One may express Nyquist criterion in terms of the ambiguity function [2] as

$$A(n\tau_0, l\nu_0) = \begin{cases} 1 , & n = l = 0 \\ 0 , & \text{otherwise} \end{cases} . \quad (23)$$

Ambiguity surfaces for several filter pairs are provided in Fig. 9 Without loss of generality, the filter length is set to \(K \times T\), where \(T = 1/F\) and \(K\) is an integer number. In Fig. 9(a) both transmitter and receiver utilize a rectangular filter, which corresponds to plain OFDM. As it can be seen the nulls are located at the integer multiples of \(T\) and \(F\). In Fig. 9(b) rectangular filter at the transmitter is intentionally extended in time compared to the one at the receiver, which corresponds to the use of a CP. Hence, the nulls in the ambiguity surface are extended in time domain, around \(t = 0\).

The dual response of extension-in-time is given with sinc filters in Fig. 9(d) and Fig. 9(e) by extending the filter in frequency domain. Hence, same impact of cyclic prefix is observed. As it can be seen in Fig. 9(f), rectangular filter at the transmitter is intentionally extended in time compared to the one at the receiver, which corresponds to the use of a CP. Hence, the nulls in the ambiguity surface are extended in time domain, around \(t = 0\).

The dual response of extension-in-time is given with sinc filters in Fig. 9(d) and Fig. 9(e) by extending the filter in frequency domain. Hence, same impact of cyclic prefix is observed. As it can be seen in Fig. 9(f), rectangular filter at the transmitter is intentionally extended in time compared to the one at the receiver, which corresponds to the use of a CP. Hence, the nulls in the ambiguity surface are extended in time domain, around \(t = 0\).

The dual response of extension-in-time is given with sinc filters in Fig. 9(d) and Fig. 9(e) by extending the filter in frequency domain. Hence, same impact of cyclic prefix is observed. As it can be seen in Fig. 9(f), rectangular filter at the transmitter is intentionally extended in time compared to the one at the receiver, which corresponds to the use of a CP. Hence, the nulls in the ambiguity surface are extended in time domain, around \(t = 0\).
nulls at the multiples of $T$ and $F$ in Fig. 9(h). The ambiguity surfaces of Gaussian, IOTA, and Hermite-Gaussian combinations are given in Fig. 9(j) Fig. 9(k) and Fig. 9(l) respectively. Gaussian filter provides a circular ambiguity surface without any nulls in the surface. However, the localization of Gaussian filter is the best compared to the other filters and decays fast.
in both time and frequency. Hermite-Gaussian combinations and IOTA filters provide localized ambiguity functions, while satisfying Nyquist criterion at the integer multiples of $\sqrt{2T}$ and $\sqrt{2F}$. The main reason of the selections of $\sqrt{2T}$ and $\sqrt{2F}$ is to obtain a prototype filter with identical responses in time and frequency, which is also suitable for the schemes with lattice staggering investigated in Section II-E.

D. Signal-to-Interference Ratio in Dispersive Channels

It is possible to write the average SIR performance as

$$SIR = \frac{\sigma^2_S}{\sigma^2_I}$$

(24)

where $\sigma^2_S$ and $\sigma^2_I$ are the power of the desired part and the interference leaking from other symbols, respectively. SIR, as defined here, should ideally be infinity for orthogonal and biorthogonal schemes, since no other interference sources are considered. However, orthogonality can be still spoiled by not only due to the lack of exact representation of the filter in digital domain, e.g. truncation, but also due to the dispersive channel. In the literature, statistical characteristics of the channel are generally described with wide-sense stationary uncorrelated scattering (WSSUS) assumption [27], [28] given by

$$\mathbb{E}[H(\tau, \nu)] = 0$$

(25)

$$\mathbb{E}[H(\tau, \nu)H^*(\tau_1, \nu_1)] = S_H(\tau, \nu) \delta(\tau - \tau_1) \delta(\nu - \nu_1)$$

(26)

where $S_H(\tau, \nu)$ is the channel scattering function and $\mathbb{E}[\cdot]$ is the expected value operator. The term wide sense stationary means that the statistical characteristics of the first two moments of the channel scattering function do not change with time, and are only related with the time difference as in (26). The term of uncorrelated scattering implies that one of the delay components of the received signal is uncorrelated with all the other delay components. However, note that the WSSUS assumption ignores the non-stationary characteristics due to the distance dependent path loss, shadowing, delay drift, and the correlation between the reflected rays from the same physical objects [99]. In addition, WSSUS assumption is not valid for short-term channel characteristics, especially, when the specular reflections dominate over diffuse scattering [100]. Yet, WSSUS assumption is widely used in the system models to characterize the wireless channels because of its simplicity. For example, exponential decaying multipath with Jakes Doppler spectrum [101] or ITU models [102] for different environments are commonly used for the channel scattering function for terrestrial communications.

Considering WSSUS assumption, analytical expressions of $\sigma^2_S$ and $\sigma^2_I$ can be obtained as follows. Assume that the impact of ICI and ISI on each subcarrier is statistically equal to each other, all subcarriers are utilized, $X_{m_k}$ are independent identically distributed with zero mean, and $\langle p_{tx}(t), p_{tx}(t) \rangle = 1$. Then, the power of desired part and the power of interference

from other symbols in the lattice are obtained as

$$\sigma^2_S = \int_{\tau} \int_{\nu} S_H(\tau, \nu) |A(\tau, \nu)|^2 d\nu d\tau$$

(27)

$$\sigma^2_I = \sum_{(m,k) \neq (0,0)} \int_{\tau} \int_{\nu} S_H(\tau, \nu) |A(m\tau_0 + \tau, k\nu_0 + \nu)|^2 d\nu d\tau$$

(28)

respectively. The illustration of (28) is given in Fig. 10 where the absolute value of the ambiguity function at the grid points (black circles) are equal to zero in time-invariant single-path channel, i.e., $\sigma^2_I = 0$. Due to time-variant multipath channel, the desired symbol (red circle at the middle) observes ISI/ICI from the neighboring points in the lattice, which is captured through (28).

VI. Practical Implementation Aspects

This section addresses several issues that have not been directly addressed in the earlier sections and that are related to implementation of multicarrier schemes. Representative references are provided to other related work in the literature and some of the key insights are highlighted. For a more comprehensive treatment and a larger body of literature related to these problems, the reader is referred to the corresponding references given in TABLE III. This table provides a classification of various references in the literature related to prototype filter design. While each row of the table includes a specific topic, commonly used prototype filters in the literature are listed in each column of TABLE III. References for different prior work on schemes are placed in the table based on the prototype filters used in each reference, as well as the scope of the corresponding reference. The goal is to capture a research activity map of this area, which is useful for understanding the key contributions and open research directions.

A. Lattice and Filter Adaptations

Lattice and filter parameters that maximize the robustness of the multicarrier schemes against doubly-dispersive channels
are given by
\[
\frac{\sigma_t}{\sigma_f} \propto \frac{\tau_{\text{rms}}}{f_{\text{max}}} , \quad \frac{\tau_0}{\nu_0} \propto \frac{\tau_{\text{rms}}}{f_{\text{max}}},
\]
where \(\tau_{\text{rms}}\) is the root mean square (RMS) delay spread of the channel and \(f_{\text{max}}\) is the maximum Doppler frequency. While grid adaptation corresponds to aligning \(\tau_0\) and \(\nu_0\) with \(\tau_{\text{rms}}\) and \(f_{\text{max}}\), the identity is utilized for orthogonal schemes on WSSUS assumption. Considering a rectangular geometry to adapt to the doubly-dispersive channel characteristics, the lattice geometry in [18], [23], [24], [28]. For example, in [24], both pulse adaptation and lattice adaption are jointly optimized with the lattice structure and a prototype filter for a scheme serving multiple users with different channel characteristics.

Matching equations for the pulse and lattice adaptations, similar to (29), are provided for the hexagonal geometry. Note that it is not an easy task to develop a single lattice structure and a prototype filter for a scheme serving multiple users with different channel characteristics. To deal with the lattice and pulse design in a scheme, while one might consider the worst case scenario to optimize pulse and lattice, other might include multiple lattices and filter structures within the frame. In [103], unlike the conventional orthogonal frequency division multiple accessing (OFDMA) transmission frame structures that consider the worst case communication channel, multiple CP and subcarrier spacings are employed by taking the statistics of the mobility and the range of the users into account. As a result, better frequency spread immunity and higher bandwidth efficiency are obtained. Indeed, the proposed method applies the pulse adaptation and the lattice adaptation for multiple users, based on rectangular filter. As a different strategy, based on the requirements of different users, a multi-mode scheme which include different access methods such as SC-FDMA, FBMC, or FB-S-FBMC is proposed in [53]. Another approach based on rectangular filter for a different purpose, suppressing the sidelobes in frequency, is proposed in [104]. By allowing less CP duration for edge subcarriers, more room for windowing duration is provided at the edge subcarriers. This approach inherently corresponds to use different filters for the subcarriers. In a later work, this approach is combined with scheduling to decrease the interference due to the lack of CP, which relies on the fact that CP duration required to communicate with nearby users is smaller [105].

B. Equalization

In a wireless communication medium, the transmitted signal arrives at the receiver after passing though a time-varying multipath channel. The multipath environment and the mobility disperse the transmitted signal both in time and frequency, which causes self-interference between the symbol in the lattice. As shown in [106] and analytically expressed in (28), the structure of the self-interference is related with the transmit filter, time and frequency dispersion characteristics of the communication medium, and the receive filter. An equalizer deals with the problem of removing the self-interference to accurately extract the desired symbols.

In order to reduce the self-interference, one of the approaches is to limit the number of symbols that interfere with the desired symbol in time and frequency by exploiting well-localized filters. This rationale offers manageable ICI and ISI characteristics even in doubly dispersive channels. In [107] and [108], equalization methods for this approach are introduced under three categories:

- In the first approach, the effects of ICI and ISI on the neighboring symbols are assumed to be negligible,
relying solely on the concentration of the prototype filters in time and frequency. In this context, a basic single-tap equalization per subcarrier may be employed to recover the symbols \[10, 21, 22, 24, 29–34\]. This approach reduces the self-interference without using a complex equalization technique at the receiver.

- The second approach utilizes equalization filters at the receiver for each subcarrier, which operates at the symbol rate \[39, 107\]. This approach deals with the aliasing between the subcarriers if lattice staggering is considered \[107\].

- The third approach exploits fractional sampling to equalize the symbols. The equalizer works at the fractional symbol rate considering the lattice staggering approach. Compared to the second approach, it reduces the unwanted aliasing at the expense of a higher number of samples to be processed. In this category, it is possible to develop different types of equalizers. For example, minimum mean square error (MMSE) equalizers \[108–111\], maximum likelihood sequence estimator (MLSE) equalizers \[112\], low-complexity equalizers \[107, 108, 113\], and channel tracking equalizers \[114, 115\] all have different optimization goals.

In \[106\], instead of the equalizer itself, the relation between equalization complexity and pulse shape is investigated. Composite effect of the transmit filter, the response of the communication medium, and the receive filter is discussed including the SNR observed at the receiver. Using Akaike information criterion (AIC), number of effective interfering symbols (model order) is obtained for different prototype filters. It is shown that while rectangular and sinc functions are immune to the dispersions in only one domain (either time or frequency) Gaussian function yields a better balance in doubly dispersive channels. Note that if a receiver has effective equalization capabilities, Nyquist criterion requirements in the prototype filter design can be relaxed.

Bi-orthogonal schemes are closely related with the concept of equalization. For example, transmitting the symbols over a non-orthogonal basis and forcing the correlations between the symbols to be zero at the receiver is similar to zero-forcing equalization. Furthermore, one may harness bi-orthogonal schemes to obtain single-tap equalization. For example, CP-OFDM benefits from the extension of the rectangular filter to yield a single-tap equalization in time-invariant multipath channels. A similar approach can also be obtained via FMT. Consider a Gabor system at the transmitter, which utilizes sinc function that has a bandwidth greater than \(F\), e.g., \(F + F_{cp}\). Also, assume that the subcarrier spacing is extended not to allow overlapping between the subcarriers, i.e., \(\nu_0 = F + F_{cp}\) and \(\tau_0 = T\). If the Gabor system at the receiver is equipped with another sinc function that has a bandwidth \(F\), which is smaller than \(\nu_0\), a cyclic behavior within band of \(F_{cp}\) is obtained, similar to the one in time domain for CP-OFDM. Therefore, a single-tap equalization would be sufficient for this scheme to combat with time-selective channels (which only introduces frequency dispersion). This issue is also shown in Fig. 9(e) using the ambiguity surface for the extended null regions.

For the schemes where \(\delta(\lambda) > 1\), as in faster-than-Nyquist, partial-response signaling, or Weyl-Heisenberg frames, equalizers heavily deal with the intentional overlapping between the symbols rather than channel itself. Hence, the equalizers tend to be complex in such scenarios. For these schemes, the equalization process is combined with approaches that utilize the discreteness of symbol, e.g., successive interference cancellation (SIC) \[45, 46, 50\], MLSE \[51\], or subspace classification \[23\].

C. Time-Frequency Synchronization

The robustness of the multicarrier schemes against time/frequency synchronization errors, i.e., carrier frequency offset (CFO) and timing offset (TO), mainly depends on the null regions in the ambiguity surfaces. For example, CP utilization of the conventional OFDM scheme provides a wider
null-region in time which increases the robustness of the scheme against timing errors. However, it does not provide any precaution against CFO. In Fig. 11 SIR performances of various filters are given for different TO and CFO values, using the expression in (24). Three main conclusions can be drawn from Fig. 11:

- Filters are able to provide different immunity against CFO and TO. In [89] and [110] through simulations, and in [117], [118] through theoretical analysis, similar results are obtained. Proper prototype filter utilization with lattice staggering may increase the robustness against synchronization errors.

- The immunity against TO is identical to the one against CFO for Hermite, IOTA, and Gaussian functions. It is due to the fact that these filters provide identical responses in time and frequency when ρ = 1.

- Lattice staggering is helpful to improve the performance of prototype filters that do not satisfy Nyquist criterion in the presence of CFO and TO. Although the Gaussian function does not fulfill the Nyquist criterion, inherent orthogonality due to the lattice staggering provides a significant performance improvement.

It is worth noting that although some of the filters provide similar response in terms of SIR, as given in Fig. 11, the positions of interfering symbols in the lattice might be different, depending on the filter type. Exploiting this issue along with band-limited filters are particularly effective to combat against the degradation caused by the misalignments among the transmissions of different users for the uplink [28], [118], [119]. For the discussions on synchronization methods, we refer the reader to [120]–[122] for preamble-based methods, to [123], [124] for training-based methods, and to [125], [126] for blind approaches.

D. Spatial Domain Approaches

Lattice staggering introduces challenges on the implementation of multiple antenna systems. This arises due to the fact that lattice staggering exploits the orthogonality in the real domain, and imaginary part may appear as an interference for spatial domain approaches (especially, for the spatial diversity). In other words, multiple antenna techniques, which are easy to implement for the schemes that achieve orthogonality in complex domain, e.g., FMT and CP-OFDM, are not trivial for the multicarrier schemes that exploit lattice staggering. In [90], an intuitive discussion on lattice staggering is provided considering multiple antennas as follow:

- **Spatial Multiplexing:** In the case of spatial multiplexing, multiple data streams reach the receiver antennas over different channels. For instance, considering 2 transmit and 2 receive antennas and assuming single tap channels between the antennas, received symbols are expressed as

\[
\begin{bmatrix}
y_1 \\
y_2
\end{bmatrix} =
\begin{bmatrix}
h_{11} & h_{21} \\
h_{12} & h_{22}
\end{bmatrix}
\begin{bmatrix}
d_1 + ju_1 \\
d_2 + ju_2
\end{bmatrix}
\]

where, \(d_1\) and \(d_2\) are the desired symbols, \(u_1\) and \(u_2\) are the interfering parts due to the lattice staggering, \(h_{11}, h_{12}, h_{21}, \) and \(h_{22}\) are the channel coefficients, and \(y_1\) and \(y_2\) are the received symbols. Since lattice staggering offers orthogonality in real domain, one can obtain the symbols as

\[
\begin{bmatrix}
d_1 \\
d_2
\end{bmatrix} = \Re \left( \begin{bmatrix}
h_{11} & h_{21} \\
h_{12} & h_{22}
\end{bmatrix}^{-1} \begin{bmatrix}
y_1 \\
y_2
\end{bmatrix} \right)
\]

which corresponds to zero-forcing. In order not to enhance the noise, one can apply MMSE and MLSE. It is worth noting that lattice staggering provides an advantage for MLSE, since the symbols are in the real domain. Also, the assumption of single tap requires that the equalizers remove ISI and ICI due to the channel dispersion before the processing for the spatial multiplexing.

- **Spatial Diversity:** While the receiver diversity does not introduce any complication for lattice staggering, the transmit diversity results in samples where the real and imaginary parts are mixed up due to the complex channel coefficients. For example, considering delay diversity with 2 transmit antennas and 1 receive antenna, received symbol at the \(m\)th instant is given by

\[
y_m = h_{11}(d_m + ju_m) + h_{21}(d_{m-1} + ju_{m-1})
\]

where, \(d_m\) and \(d_{m-1}\) are the desired symbols and \(u_m\) and \(u_{m-1}\) are the interfering parts. Since \(h_{11}\) and \(h_{21}\) are complex coefficients, additional processing has to be applied at the receiver to remove \(u_m\) and \(u_{m-1}\).

In [127] and [128], spatial diversity is achieved by exploiting the spreading approaches along with lattice staggering. Alamouti space-time block coding (STBC) is combined with a scheme which allows complex symbol utilization via a code division multiple accessing (CDMA) based spreading operation [128]. Similarly, in order to remove the imaginary parts at the receiver, a scheme, referred as FFT-FBMC, is proposed in [129] and applied to the multiple antenna systems. While imaginary parts are canceled for the case of single-delay spacetime trellis coding (STTC) with two transmit and one receive antennas in [130], later, this study is extended to multiple transmit antennas in [131] by proposing an iterative decoding approach. All in all, there still needs to be more studies on the application of multiple antennas to lattice staggering approaches under practical implementation scenarios.

E. Channel Estimation

Channel estimation methods for the multicarrier schemes which allow orthogonality in complex domain, e.g., CP-OFDM, are extensively available in the literature [132]. However, there are limited number of studies for the schemes with lattice staggering, and further work is needed to develop effective algorithms. Conventional approach for channel estimation is to transmit known symbols in the form of pilots or preambles:

- **Pilot-based Channel Estimation:** Pilots are the symbols that do not carry any data, and are scattered into the known positions in the transmission frame with a certain pattern. Considering the schemes with lattice staggering, a pilot-based channel estimation method is proposed in [108], [133]. It exploits the so-called auxiliary symbols,
which are calculated based on the data symbols and the prototype filter in order to cancel the imaginary interference that affects the pilots. By canceling the imaginary interference at the transmitter, lattice staggering is able to accommodate complex channel estimation. However, in [108], it is noted that using auxiliary symbols may increase the PAPR of the scheme.

- **Preamble-based Channel Estimation**: Preambles generally reside at the beginning of frame and may also be utilized for other purposes (e.g., synchronization). Considering the schemes with lattice staggering, two channel estimation methods based on preambles are proposed in [134]. First approach is referred as *pairs of pilots* which relies on the real symbols placed at the two consecutive time positions. It obtains the channel coefficients via simple matrix operations, but suffers from noise enhancement. Second method is known as interference approximation method (IAM) and targets to obtain a complex pilot symbol at the receiver by approximating the intrinsic imaginary interference from real valued neighboring pilots. It does not require a priori knowledge of the prototype function. In [135], the real-valued symbols are replaced with imaginary ones to achieve additional improvements. In a later study, a general theoretical framework for IAM preamble design is given in [136]. Also, a comparative study on the preamble-based least square (LS) channel estimation is given for the schemes with/without lattice staggering, considering the sparse preambles in [137].

**F. Hardware Impairments**

Desired properties of a waveform might not be maintained due to the non-linear characteristics of radio-frequency (RF) front-ends. Such non-linear characteristics of the RF front-ends might distort the signal and cause inter-modulation products. One of the well-known metrics to anticipate the signal robustness against the distortions, especially due the power amplifier, is the PAPR, which captures the ratio of the peak power to the average power. Generally, it is expressed via complementary cumulative distribution functions (CCDFs). In [53], [138]–[140], PAPR results are provided for the multicarrier schemes with/without lattice staggering, considering different prototype filters. Without any specific precautions (e.g., DFT spreading), PAPR of different multicarrier schemes are shown to be similar in [138], [139]. Similarly, [53] shows that FBMC and OFDM have practically identical PAPR curves. On the other hand, use of spreading approaches, e.g., DFT-spread [53], [141] and filter-bank-spreading [53], [140], lowers the PAPR of the transmitted signals, yielding PAPRs that are close to those of SC-FDMA.

Impact of power amplifiers on the power spectral densities (PSDs) of the multicarrier schemes with/without staggering are compared in [139]. While the use of band-limited filters offers less sidelobes when the power amplifier operates in the linear region, the benefit of their utilizations diminishes when the power amplifier operates in the non-linear region. This is also shown in Fig. 12 considering a polynomial model for the distortion given by [142]

\[
\hat{x}(t) = a_1 x(t) + a_3 x(t) |x(t)|^2 + a_5 x(t) |x(t)|^4 ,
\]

where \(a_1 = 1.0108 + 0.0858 i\), \(a_3 = 0.0879 - 0.1583 i\), \(a_5 = -1.0992 - 0.8891 i\). While the filter characteristics dominate the PSDs before power amplifier, the distortion due to the power amplifier heavily affects the PSDs, as can be seen in Fig. 12(b). Yet, filters determine the sharpness of the decaying at the edge of the band.

Waveform design also might address the phase noise which is specifically an issue at high operating frequencies, e.g., 60 GHz. While CP-OFDM copes well with the high frequency selectivity, it is known that it is susceptible to frequency dispersion, e.g., phase noise. In [143], it is shown that FMT equipped with an RRC prototype filter provides robustness against the phase noise, compared to OFDM. In addition, the approach introduced in Section VI-B via extending the sinc function in frequency, captured in Fig. 4(c), might be promising to handle phase noise.
G. Cognitive Radio and Resource Sharing

Due to its favorable properties, multicarrier schemes, especially CP-OFDM, have been commonly considered as promising approaches for dynamic spectrum access and cognitive radio systems [144]–[146]. However, CP-OFDM has its own drawbacks when used in cognitive radio applications. For example, sidelobes of the CP-OFDM subcarriers may cause large adjacent channel interference. This prevents efficient utilization of unused portion of the spectrum by secondary users and limits the aggregate bandwidth efficiency of a cognitive radio system. Moreover, CP-OFDM is sensitive to the asynchronous nature of the secondary users, which puts stringent constraints for dynamic spectrum access in cognitive radio networks. Hence, low spectral leakage property of the schemes that utilizes band-limited filters, e.g. SMT and FMT, makes them an attractive candidate for cognitive radio systems [147]. While a subcarrier in SMT overlaps with its immediate adjacent subcarriers only, FMT utilizes non-overlapping subcarriers. Due to the minimization of spectral leakage to neighboring subcarriers via band-limited filters, secondary users in a cognitive radio network may efficiently utilize the spectrum opportunities. Also, this approach does not require tight synchronization between primary and secondary networks, which relaxes implementation complexity.

Downlink resource allocation in FBMC-based cognitive radios is investigated in [148]. Maximizing total capacity of the cognitive radio network is targeted by exploiting the low spectral leakage of band-limited filters, under certain constraints such as the total available power and low adjacent channel interference to primary users. Results show that an FBMC-based cognitive radio network yields higher aggregate bandwidth efficiency with significant gains under certain scenarios and yields lower interference to the primary users.

Uplink resource allocation in FBMC is discussed in [149]. It is shown that FBMC yields aggregate spectral efficiencies that are around 45% higher than those delivered by CP-OFDM. A similar conclusion regarding uplink spectral efficiency has been reached in [150], while [119] shows through simulations that FBMC provides superior BERs when compared to CP-OFDM in a multiuser uplink channel, at a much lower computational complexity. In [53], a multi-mode uplink access method is proposed. In this approach, depending on the specific requirements of different users, different access methods such as SC-FDMA, FBMC, or FB-S-FBMC can be utilized by different users. Such a hybrid approach provides full flexibility in cognitive radio applications.

From the view of spectrum sensing approaches, FFT part of the CP-OFDM demodulator can also be conveniently utilized to identify the presence of primary users in the vicinity [147], [151]. On the other hand, instead of a rectangular filter, using a different prototype filter via FBMC provides better sensing performance. For example, [147] shows that the use of filter banks yields similar spectrum sensing accuracies when compared to those of optimum multi-taper based spectrum sensing method with less computational complexity.

H. Poly-Phase Network

Employing generic prototype filters on multicarrier schemes may introduce high-complexity due to the extra filtering operations at the transmitter and the receiver. This complexity can be reduced by exploiting polyphase representations of filters and FFT operations. An illustrative example for analyzing and synthesizing multicarrier symbols with 3 subcarriers are shown in Fig. 13 and Fig. 14 respectively. Filter length is considered as $4 \times N$ where $N = 3$. PPN at the transmitter is given considering the following cases:

- **Trivial construction of a single multicarrier symbol** is given in Fig. 13(a). After the prototype filter is multiplied with a modulation symbol in each branch, the multicarrier symbol is generated by combining the branches modified via twiddle factors where $W^m_N = e^{j2\pi m k/N}$.
- In Fig. 13(b) an equivalent diagram of Fig. 13(a) is realized with inverse discrete Fourier transformation (IDFT) by applying the multipliers indicated in Fig. 13(d) after the summation operation. To make these substitutions, the repetition of exponential term $W^m_N$ for every other three samples is exploited.
- In Fig. 13(c) three multicarrier symbols are taken into consideration. Each symbol is shifted by symbol spacing, which is 3, and combined to generate the transmission frame. Indeed, this operation can be performed by convolution operations, as shown in Fig. 13(c). Essentially, the output of IDFT is filtered with some filter coefficients.

The basic idea behind the receiver consists of three basic stages: 1) shifting the desired subcarrier to baseband, 2) filtering the signal with receiving filter to eliminate the impacts of other subcarriers, and 3) sampling at correct instants. Considering these steps, analysis of a single subcarrier is given in Fig. 14(d). PPN at the receiver is given considering the following steps:

- First, polyphase decomposition is applied to filter using shift operation ($z^{-1}$). As the modulation symbols are constructed in every other 3 samples and the exponential term repeats itself around the unit circle, the exponential terms can be distributed to each phase as factors. Since the intermediate samples are not necessary, the implementation is simplified using a commutator and removing the zero coefficients at each branch.
- Then, by moving the positions of the exponential coefficients before summation operations and analyzing each subcarrier, DFT is obtained as in Fig. 14(b). Similar to the transmitter, additional filtering operation is necessary before DFT operations.

As indicated in this illustrative example, prototype filters may bring some additional filtering operations after/before IDFT and DFT operations. Note that these filters are simply equal to 1 for OFDM without CP. In addition, for a complete scheme with lattice staggering, the introduced structure has to be replicated individually and combined with proper time shift to construct the transmission frames. Extended summaries on PPN are also provided in [22], [42], [63], [64], [94], [152]–[155].
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As discussed in [89], a major factor for complexity increase in FBMC is due to the replacement of IFFT/FFT in OFDM with the filter banks. When the Split-Radix algorithm is used, number of real multiplications required to implement FFT/IFFT operations over N subcarriers is given by [89], [161]

\[ C_{\text{FFT/IFFT}} = N(\log_2(N) - 3) + 4 \]  
(33)

On the other hand, for FBMC systems, complexity of synthesis and analysis filterbanks need to be separately investigated. The IFFT at the synthesis filterbank processes only real or imaginary samples (which are never complex), while the FFT in the analysis filterbank processes complex samples. Considering this difference, the number of real multiplications per complex symbol are approximately given by [89]

\[ C_{SFB} = \log_2(N/2) - 3 + 4K \]  
(34)
\[ C_{AFB} = 2(\log_2(N) - 3) + 4K \]  
(35)

where SFB and AFB refer to the synthesis filterbank and the analysis filterbank, respectively, and K denotes the filter length. For example, for N = 512 and K = 3, using (33)-(35), number of real multiplications per complex symbol for different approaches are given by \( C_{\text{FFT/IFFT}} = 6 \), \( C_{SFB} = 17 \), and \( C_{AFB} = 24 \), which implies a slightly higher complexity of FBMC than OFDM [89].

Implementation of complex equalization and MIMO techniques in FBMC may also increase its complexity further, see e.g. [40], [113]. For example, per subchannel equalization complexity of OFDM is compared with FMT using different equalization approaches in [40]. While OFDM uses a single complex multiplication per subchannel due to one-tap equalization, number of complex multiplications per subchannel varies between 46 and 108 for different FMT equalization techniques with N = 128.

On the other hand, an additional complexity has to be introduced into OFDM transmitter in order to suppress out-of-band power leakage, which is handled naturally by FBMC. Number of complex multiplications required to handle intercarrier interference with OFDM and FBMC are provided in [119] for an uplink scenario. The provided analysis shows at least an order of magnitude complexity reduction through using FBMC in typical scenarios, when compared with the implementation of parallel interference cancellation in OFDM.

I. Complexity Analysis

One of the important criteria for the adoption of FBMC in the future wireless standards is whether it can yield sufficiently better gains than existing techniques such as OFDM, at the cost of a reasonable complexity increase. The complexity of FBMC has been investigated in the literature from different perspectives in [40], [62], [89], [113], [119], [156]–[160].

As discussed in [89], a major factor for complexity increase in FBMC is due to the replacement of IFFT/FFT in OFDM with the filter banks. When the Split-Radix algorithm is used, number of real multiplications required to implement FFT/IFFT operations over N subcarriers is given by [89], [161]

\[ C_{\text{FFT/IFFT}} = N(\log_2(N) - 3) + 4 \]  
(33)

On the other hand, for FBMC systems, complexity of synthesis and analysis filterbanks need to be separately investigated. The IFFT at the synthesis filterbank processes only real or imaginary samples (which are never complex), while the FFT in the analysis filterbank processes complex samples. Considering this difference, the number of real multiplications per complex symbol are approximately given by [89]

\[ C_{SFB} = \log_2(N/2) - 3 + 4K \]  
(34)
\[ C_{AFB} = 2(\log_2(N) - 3) + 4K \]  
(35)

where SFB and AFB refer to the synthesis filterbank and the analysis filterbank, respectively, and K denotes the filter length. For example, for N = 512 and K = 3, using (33)-(35), number of real multiplications per complex symbol for different approaches are given by \( C_{\text{FFT/IFFT}} = 6 \), \( C_{SFB} = 17 \), and \( C_{AFB} = 24 \), which implies a slightly higher complexity of FBMC than OFDM [89].

Implementation of complex equalization and MIMO techniques in FBMC may also increase its complexity further, see e.g. [40], [113]. For example, per subchannel equalization complexity of OFDM is compared with FMT using different equalization approaches in [40]. While OFDM uses a single complex multiplication per subchannel due to one-tap equalization, number of complex multiplications per subchannel varies between 46 and 108 for different FMT equalization techniques with N = 128.

On the other hand, an additional complexity has to be introduced into OFDM transmitter in order to suppress out-of-band power leakage, which is handled naturally by FBMC. Number of complex multiplications required to handle intercarrier interference with OFDM and FBMC are provided in [119] for an uplink scenario. The provided analysis shows at least an order of magnitude complexity reduction through using FBMC in typical scenarios, when compared with the implementation of parallel interference cancellation in OFDM.

J. Testbeds and Extensions to Standards

While there are many publications theoretically comparing FBMC with CP-OFDM and other waveforms, there are limited number of works that discuss testbed implementation of
schemes with lattice staggering. In [116, 162], an FBMC testbed, which is developed as a part of the PHYDYAS project [55, 163], is described. The testbed is capable of real-time transmission and reception of FBMC signals. Transmitter side involves a field-programmable gate array (FPGA) that includes the physical layer only, and can operate both in OFDM and in FBMC modes. The receiver side is composed of an RF front-end, a USRP motherboard (involving analog-to-digital converters (ADCs) and FPGA), and a software subsystem. In order to better assess the various implementation trade-offs between schemes with/without lattice staggering, further studies are needed on the testbed experimentation.

VII. CONCLUDING REMARKS

In this survey, multicarrier schemes are examined based on a generalized framework which relies on Gabor systems. The framework categorizes the multicarrier schemes based on their lattices, filters, and symbols. It explains the conventional CP-OFDM systems, while at the same time providing insights into multicarrier schemes different than CP-OFDM. Hence, the survey provides a useful framework to develop and analyze new types of waveforms, which may pave the way for further enhancements for the next generation radio access techniques.

The combined effect of filters, lattices, and symbols introduce different characteristics into the multicarrier schemes. Yet, for a given scenario, it is possible to address the system requirements via proper considerations within the provided framework. For example, CP-OFDM addresses low-complexity receiver implementation and multiple antenna functionalities, effectively. However, utilization of CP-OFDM may be an issue considering co-channel interference scenarios and operation under the frequency dispersive channels. One may provide solutions for these challenging issues via proper selections of lattices, filters, and symbols.
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TABLE III
CLASSIFICATION OF PAPERS RELATED TO PROTOTYPE FILTERS.

| Topic                                      | Rectangular | No Specific Filter | RRC | Mirabbsi-Martin | IOTA | Gaussian | Channel-based Pulses | PSWF | EGF | Hermite-Gaussian |
|--------------------------------------------|-------------|-------------------|-----|-----------------|------|----------|----------------------|------|-----|------------------|
| Filter Basics                              | 15, 23      |                   |     |                 |      |          |                      |      |     |                  |
| Lattice Stagerring                         | 164         |                   |     |                 |      |          |                      |      |     |                  |
| Equalization                               | 23, 51      |                   |     |                 |      |          |                      |      |     |                  |
| Time & Frequency Synchronization           | 63          |                   |     |                 |      |          |                      |      |     |                  |
| Filter Adaptation                          | 103, 105    |                   |     |                 |      |          |                      |      |     |                  |
| Spatial Domain Approaches                  | 129, 131    |                   |     |                 |      |          |                      |      |     |                  |
| Gabor Analysis                             | 57, 141     |                   |     |                 |      |          |                      |      |     |                  |
| PPN & DFT                                  | 59          |                   |     |                 |      |          |                      |      |     |                  |
| Spreading Approaches                       | 57, 141     |                   |     |                 |      |          |                      |      |     |                  |
| WSSUS Assumption                           | 106         |                   |     |                 |      |          |                      |      |     |                  |
| Complexity Analysis                        | 110, 114    |                   |     |                 |      |          |                      |      |     |                  |
| Channel Estimation                         | 115, 150    |                   |     |                 |      |          |                      |      |     |                  |
| Bi-orthogonality                           | 53          |                   |     |                 |      |          |                      |      |     |                  |
| Non-orthogonality                          | 23          |                   |     |                 |      |          |                      |      |     |                  |
| Uplink & Downlink Performance              | 105, 109    |                   |     |                 |      |          |                      |      |     |                  |
| Orthogonalization Procedure                | 52, 55      |                   |     |                 |      |          |                      |      |     |                  |
| FMT                                        | 43          |                   |     |                 |      |          |                      |      |     |                  |
| Spectral Leakage                          | 103, 107    |                   |     |                 |      |          |                      |      |     |                  |
| Resource Allocation                        | 103, 107    |                   |     |                 |      |          |                      |      |     |                  |
| PAPR                                       | 115, 119    |                   |     |                 |      |          |                      |      |     |                  |
| Lattice Adaptation                         | 103         |                   |     |                 |      |          |                      |      |     |                  |
| Hardware Impairments                       | 107, 141    |                   |     |                 |      |          |                      |      |     |                  |
| Spectrum Sensing                           | 147         |                   |     |                 |      |          |                      |      |     |                  |

Note: The table shows the classification of papers related to prototype filters. Each entry corresponds to a specific approach or technique within the field of filter design and implementation.
LIST OF ACRONYMS

OFDM: Orthogonal frequency division multiplexing
BFDM: Bi-orthogonal frequency division multiplexing
FBMC: Filter bank multicarrier
FB-S-FBMC: Filter-bank–spread-filter-bank multicarrier
SC-FDMA: Single carrier frequency division multiple accessing
GFDMD: Generalized frequency division multiplexing
CDMA: Code division multiple accessing
CP: Cyclic prefix
ZP: Zero-padded
FMT: Filtered multitone
SMT: Staggered multitone
CMT: Cosine-modulated multitone
VSB: Vestigial side-band modulation
CPM: Continuous phase modulation
HCF: Half-cosine function
RRC: Root-raised cosine
PSWF: Prolate spheroidal wave function
OFDP: Optimal finite duration pulse
IOTA: Isotropic orthogonal transform algorithm
EGF: Extended Gaussian function
WSSUS: Wide-sense stationary uncorrelated scattering
BER: Bit error rate
ICI: Inter-carrier interference
ISI: Inter-symbol interference
AIC: Akaike information criterion
TO: Timing offset
CFO: Carrier frequency offset
PN: Phase noise
ADC: Analog-to-digital converter
PAPR: Peak-to-average-power ratio
OOB: Out-of-band radiation
MIMO: Multiple-input multiple-output
STTC: Space-time trellis coding
STBC: Space-time block coding
IAM: Interference approximation method
MMSE: Minimum mean square error
MLSE: Maximum likelihood sequence estimator
FDE: Frequency domain equalization
SIC: Successive interference cancellation
FPGA: Field-programmable gate array
DFT: Discrete Fourier transformation
IDFT: Inverse discrete Fourier transformation
PPN: Polyphase network
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