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Abstract

Industrial process data reflects the dynamic changes of operation conditions, which mainly refer to the irregular changes in the dynamic associations between different variables in different time. And this related associations knowledge for process monitoring is often implicit in these dynamic monitoring data which always have richer operation condition information and have not been paid enough attention in current research. To this end, a new process monitoring method based on spatial-based graph convolution neural network (SGCN) is proposed to describe the characteristics of the dynamic associations which can be used to represent the operation status over time. Spatia-temporal graphs are firstly defined, which can be used to represent the characteristics of node attributes (dynamic edge features) dynamically changing with time. Then, the associations between monitoring variables at a certain time can be considered as the node attributes to define a snapshot of the static graph network at the certain time. Finally, the snapshot containing graph structure and node attributes is used as model inputs which are processed to implement graph classification by spatial-based convolution graph neural network with aggregate and readout steps. The feasibility and applicability of this proposed method are demonstrated by our experimental results of benchmark and practical case application.
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1. Introduction

Process monitoring becomes increasingly important to safety and product quality assurance, whose practical application is hindered by the increasingly large-scale, complicated and intelligence of modern processes. Currently, process monitoring techniques in current research can be primarily divided into model-based methods and data-based methods. A main limitation of model-based methods mainly refers to the unavailable mechanism models of these processes, while data-based models become increasingly popular with its superiorities on low-dimensional features or representations from high-dimensional process data [1]-[3]. Jung \textit{et al.} [4] focused on residual generators selection to achieve fault detection and isolation, which combined model-based and data-driven methods to find a set of residual generators. Han \textit{et al.} [5] proposed a data-knowledge-based fuzzy neural network, and with the help of multi-layered connections structure, this method can not only make full use of the data from the current scene, but also use the existing knowledge from the source scene to improve learning performance. Thomas \textit{et al.} [6] studied the organization of classified training data, which is the time consumers and the key issue for process monitoring. Luo \textit{et al.} [7] paid their attentions on building easily interpretable process monitoring models by considering the useful process knowledge, which mainly integrated process data with fundamental process knowledge.

Among these methods that had emerged in recent years, a large amount of past efforts focus on the features which can be handled in Euclidean space, such as residuals, length, angle and frequency [8]-[10], while the frequently occurring non-Euclidean spatial features are often ignored in process monitoring, such as networks and structures [11]-[12]. Liao \textit{et al.} [13] utilized the adjacency matrix to represent the similarity
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metrics between unknown samples and labeled samples. Tootooni et al. [14] tested the hypothesis that the spectral graph-based topological invariants defect incipient process drifts earlier (lower average run length) and with higher fidelity (consistency of detection) when compared with the conventional statistics-based approaches. Chen et al. [15] took system topology into account when integrating multiple measurements at different buses to develop a graph convolutional network. Essentially, the aim of graph theoretic methods is to detect the changes (faults) in networks, and one of the most significant fundamental elements of them can be regarded as the adjacency matrix in networks, which are often considered as the associations between nodes.

Associations between nodes can be regarded as one of typical non-Euclidean spatial features, which has attracted increasing scholars attentions around the world. Chen et al. [16] used structural analysis to prediagnostic faults and then converted their results into the association graph. Zhang et al. [17] focused on the information contained in the relationships between nodes to handle the changes in time. The main characteristics of graph data are regarded as an attribute graph in which the attributes of nodes and edges are not changing over time, while the nature graph in practical industrial process is naturally dynamic. Generally, the temporal information (natural dynamics) heavily relies on association features that are related to texture of practical process.

The main characteristics of the temporal information are often changed with that the nodes and edges (associations) often continuously update, insert and delete over time, and furthermore, the attributes of node and edges are also changed over time. For example, the process graph is often affected by various factors, and new interactions and changes are constantly being made between nodes to ensure product quality. In these scenarios, graph model needs to focus not only on graph structure information, but also on the historical information [21]. Due to the importance of consideration on dynamic associations between nodes, it would be an advancement for process monitoring performance to consider the changes in dynamic correlations between monitoring variables in different time. The contributions of this paper can be summarized as follows.

- Spatial-based graph network is addressed to describe the characteristics of the dynamic associations between monitoring variables, which can be used to monitor system operation status and this can be used to improve process monitoring performance.
- An auto- and well-considered dynamic associations analysis for process monitoring is realized in practical industrial process monitoring, and its applicability on enhancing monitoring performance has also been demonstrated in this paper.
- Results on benchmark and practical case application are well performed to illustrate the effectiveness and applicability of this new method, and the results show that this process monitoring can achieve the state-of-art performance.

The rest of this paper is organized as follows. Section II illustrates the preliminaries of this paper. In Section III, the overall approach to process monitoring based on dynamic associations is addressed. The details of the experimental data-sets are described in section IV, including benchmark on Tennessee Eastman (TE) chemical process, case study on cobalt-nickel removal from zinc solution. Finally, conclusion and further works are summarized in last section.

2. Preliminaries

2.1. Spatia-temporal Graphs

More and more process data is generated in non-Euclidean domains and expressed as graphs with complex associations and interdependencies between nodes. The main characteristics of graph data are regarded as that there is a connection between different pair of nodes, which shows the nodes are not completely independent [22]. Dynamic graphs emphasize the sequences of appearance of nodes and edges are strongly coupled to time.

Definition 1: Spatia-temporal Graphs are regarded as an attribute graph in which the attributes of nodes change dynamically over time. This definition can be described as follows:

$$G' = (V', E', X')$$

where $X'$ represents feature matrix of nodes $V'$ and edges $E'$ of graphs at time $t$. 

2.2. Static Graph Snapshot

Definition 2: Consider graph $G = (V, E)$, where $V$ and $E$ represent nodes-set and edges-set, respectively. And the associations $A$ can be represented by the adjacent matrix of graph:

$$e_{ij} = \begin{cases} 1, & e_{ij} \in E \\ 0, & \text{else} \end{cases}$$

where $e_{ij} = (v_i, v_j) \in E$ represents the edge between node $v_i$ and node $v_j$, where $v_i, v_j \in V$ are the nodes of nodes-set.

Graph structures and node attributes can be regarded as model inputs, while the output of graph neural network can focus on different graph analysis tasks through one of the variety of different mechanisms [23], such as node-level is suitable for graph classification tasks.

2.3. Spatial-based Graph Convolution Neural Network

The nature of knowledge graph can be regarded as the association graph with numbers of nodes and edges which can be easily described by graph data (a kind of ubiquitous data) [24]. The typical idea of convolution graph network can be regarded as three key issues: aggregation, update and readout.

Aggregation can be simplified as to aggregate itself features $x_i$ and its related neighbor features $x_j(f \in N(n_i))$ to generate a new feature vectors, in which $N(n_i)$ represents all the neighbors of node $n_i$. And this can be modeled as follows, mathematically.

$$AGG_{i}^{k} = \sum_{i=1}^{k-1} \sum_{u \in N(n)} (\Theta^{k})(\sum_{i}^{k-1} h_{i}^{k-1})$$

where $n$ is the node index of graph, $k$ is current layer number. $N(n)$ are the neighbors of node $u$. $\Theta$ are the parameters that waited to learn. $h_{i}^{k-1}$ are the aggregate information of the neighbor node $u$ in the $(k-1)$th layer.

Update can be regarded as to utilize the status of related neighbor nodes in current layer to calculate the status of the node in next layer. It can be modeled as follows.

$$h_{i}^{k} = f((W^{(k)})^{T} x_{n} + AGG_{i}^{k})$$

where $n$ is the node index of graph, $k$ is current layer number. $f(\cdot)$ is the activation function or update function, such as sigmoid, Relu, etc. $W$ is the parameters that waited to learn. $x_{n}$ is the current feature vector of node $n$. $h_{i}^{k}$ is the new feature vector of the node $n$ in the $k$th layer.

Readout integrates the features of all nodes to represent the features of entire graph by sum or average methods, which can be used to abstract the features of all nodes into hidden features to represent the features of the entire graph. All of these processes can be mathematically modeled as follows.

$$y = g(\sum_{i=1}^{K} h_{i}(\Phi_{i}^{0} h_{i}^{0})), \nu = 1, 2, ..., V_i.$$  (5)

where $K$ is the number of iterations. $h(\cdot)$ refers to operators which calculates all the node information of each layer, such as sum, max, etc. $h_{i}^{0}$ and $\Phi_{i}^{0}$ are feature vectors of node $u$ and corresponding weights that waited to learn on $i$th layer. $V_i$ is the number of nodes on $i$th layer. $g(\cdot)$ is the classifier function, such as soft-max regression, etc.

3. Dynamic Associations and Process Monitoring

3.1. Framework of Proposed Method

This process monitoring method is constructed on dynamic associations which should be firstly defined and utilized to represent the operation status over time, whose core of process monitoring can be regarded as definition of node attributes and dynamic associations between nodes. This new proposed process monitoring mainly involves four steps: (i) monitoring variables of interest (definition of node attributions), and (ii) associations calculation and translation operators, and (iii) associations graph treatment by every snapshot, and (iv) graph classification and process monitoring, as shown in Fig.1.

Monitoring variables of interest can be regarded as the definition of nodes and their attributions, which can be used to calculate their associations by translation operators with every graph snapshot. The key to this process monitoring refers to dynamic associations calculation, spatial-based convolution treatment and graph classification, all of whose basic theory will be detailed as follows. Graph classification can be regarded as readout step in spatial-based convolution graph neural network. This new process monitoring framework employs the changes of the associations for nodes over time to implement fault detection and diagnosis. It is worthy note that the dynamic associations for nodes are utilized to achieve process monitoring, such as fault detection, fault diagnosis, etc., which can be considered as the novelty manner on process monitoring (as for as our consideration on process monitoring).
3.2. Definition of Node Attributes

The ever-increasing capabilities of computer, communication technology cannot eliminate the need to extract meaningful information from ever-increasing industrial big data, which often aggravates the complexity of searching for related solutions in fact. To handle this problem, graph theory came into being and its goal is to extract or synthesize some information on given data (it usually represents a complex system) to create a new representation (graph network). Graph theory can be used to describe the relationship structure of complex system, which focuses on the internal structure of a single instance in a simple pattern. The core idea of the description of graph data is the attributes of nodes and edges, especially graphs in industrial big data mainly expressed by adjacency matrix (its rows represent node in data, while an element represents the connection between a pair of nodes).

**Definition 3**: The graph \( G = (V, E) \) for a given plant-wide process can be regarded as an attribute graph, and the attributes of nodes \( V \) can be defined as \( F = (C, \Omega) \), where \( C \) is the association matrix between the node of interest and other nodes and \( \Omega \) is the other attributes of non-interest.

It should be noted that the attributes of nodes in graph can be defined as different entities in physical world, such as name, label, etc. In order to illustrate the basic theory, the attributions of nodes \( V \) are only considered the associations \( C \) in this paper.

3.3. Dynamic Associations Between Nodes

The monitoring variables are regarded as nodes contained many measurements, which can be used to describe the operation status. Association generally exists on a pair of nodes in each graph snapshot should be calculated by measurements of monitoring variables which are regarded as numerous nodes. Assume a pair of monitoring variables \( v_A \) and \( v_B \), the element \( e_{AB} \) in adjacent matrix (association) can be calculated as follows.

\[
e_{AB} = \begin{cases} 1, & \frac{S_{AB}}{S_A + S_B} \geq T_{common} \\ 0, & \text{else} \end{cases}
\]

where \( e_{AB} = 1 \) means the connection exists between node \( v_A \) and node \( v_B \), else \( e_{AB} = 0 \). \( T_{common} \) is one threshold hyper-parameter which is used to determine the association sparsity (the bigger the sparser).

![Figure 1: Framework of process monitoring based on dynamic associations with SGCN.](image1)

![Figure 2: Schematic diagram of segments partition method.](image2)
Monitoring variables $v_A$ and $v_B$ are regarded as to obey the Gaussian distribution $N(\mu_A, \sigma_A^2)$ and $N(\mu_B, \sigma_B^2)$, respectively. And the cumulative distribution of monitoring variables $v_A$ and $v_B$ can be described as follows.

$$S_A = \int_{A_{\text{bottom}}}^{A_{\text{upper}}} N(\mu_A, \sigma_A^2) \, d\tau, \quad S_B = \int_{B_{\text{bottom}}}^{B_{\text{upper}}} N(\mu_B, \sigma_B^2) \, d\tau \quad (7)$$

where $\mu_A, \sigma_A^2$ and $\mu_B, \sigma_B^2$ are the mean and variance of monitoring variables $v_A$ and $v_B$ with sliding window $\tau$. $A_{\text{bottom}} = \mu_A - 6\sigma_A, A_{\text{upper}} = \mu_A + 6\sigma_A$ are the bottom bounds and upper bounds of monitoring variables $v_A$, $B_{\text{bottom}} = \mu_B - 6\sigma_B, B_{\text{upper}} = \mu_B + 6\sigma_B$ are the bottom bounds and upper bounds of monitoring variables $v_B$.

**Remark 1:** The history data of monitoring variable 1 is regarded as an example, as shown in Fig. 2. The number of samples of interest is $n$, and then the time length of one segment will be $T = \pi \tau$. As the sliding window $\tau$ advances forward, a series of segments will be generated. It should be noted that the samples number $n$ can be considered as one of most important parameters, and if its value is too small, it is more susceptible to noises and uncertainties. Generally, the samples number $n$ should be at least twice the maximum sampling frequency according to Shannon sampling theorem.

Correspondingly, the cross cumulative distribution of monitoring variables $v_A$ and $v_B$ can be represented as follows, mathematically.

$$S_{AB} = \int_{B_{\text{bottom}}}^{B_{\text{upper}}} N(\mu_B, \sigma_B^2) \, d\tau + \int_{A_{\text{bottom}}}^{A_{\text{upper}}} N(\mu_A, \sigma_A^2) \, d\tau \quad (8)$$

where $A_{\text{bottom}}, A_{\text{upper}}$ and $B_{\text{bottom}}, B_{\text{upper}}$ are the bottom bounds and upper bounds of monitoring variables $v_A$ and $v_B$, respectively. $AB_{\text{middle}}$ is the cross bound of these two Gaussian distribution.

Consider the monitoring variable (node) $v_A$ of interest, and then the associations between this node $v_A$ and all other monitoring variables can be iteratively calculated to form an association array which can be regarded as a node attribute or feature $C$. According to associations calculation method, a static graph snapshot at a certain moment can be constructed by looping through all the monitoring variables (nodes) $V$.

3.4. **Spatial-based convolution treatment by every snapshot**

The static graph snapshot (association graph) can be represented as $G = (\mathcal{A}, \mathcal{F})$, where $\mathcal{A}$ is adjacent matrix and $\mathcal{F} \in \mathbb{R}^{n \times n}$ is the node feature vectors with each node owning one-dimensional association array $C \in \mathbb{R}^{1 \times 10}$. A series of graph snapshots $\mathcal{D} = \{(G_1, y_1), (G_2, y_2), \ldots\}$ where $y_i \in \mathcal{Y}$ is the label of graph $G_i \in \mathcal{G}$ with the time $i$. Obviously, the dynamic refers to that the adjacent matrix $\mathcal{A}$ and the node feature vectors $C$ are changed over time. The goal of graph treatment can be considered as to learn a translation $\Omega : \mathcal{G} \rightarrow \mathcal{Y}$ that maps graphs to the corresponding label-sets. According to the basic theory of SGCN in section II, the association to each graph snapshot can be represented as follows which is to learn useful representations in end-to-end fashion.

$$H^{(k)} = M(\mathcal{A}, H^{(k-1)}, \theta^{(k)}) = \text{ReLU}(\tilde{D}^{-0.5} \tilde{A} \tilde{D}^{-0.5} H^{(k-1)} W^{(k)}) \quad (9)$$

Figure 3: TE chemical process and related parameters calculation.

(a) TE chemical process flowchart

(b) sample numbers $n$ and hyper-parameter threshold $T_{\text{common}}$
where $\tilde{A} = A + I, \tilde{D} = \sum_j \tilde{A}_{ij}$ and $W^{(k)} \in \mathbb{R}^{d \times d}$ is the trainable weight matrix. $H^{(k)} \in \mathbb{R}^{n \times c}$ is the node embedding, which can be calculated after $k$ steps of the GCN ($k \in [2,6]$). The node embedding $H^{(k-1)}$ are calculated from previous step, and the input initial node embedding (iteration $k = 1$) $H^{(0)}$ is the node features on the graph, i.e., $H^{(0)} = f$. The information aggregation function (as shown in equation (3)-(4)) $M(\cdot)$ is set to ReLU in this paper. Generally, the final output node embedding $Z = H^{(k)} \in \mathbb{R}^{n \times c}$ can be calculated.

The goal of spatial-based convolution graph treatment is to find out an end-to-end differentiable strategy to stack multiple graphs $G$ in a hierarchical fashion. Considering the graph $G$, at the time $i$, its output and adjacency matrix are denoted by $Z$ and $A$, respectively. Hierarchical coarsening defines a strategy to generate a new coarsened graph with weighted adjacency matrix $A' \in \mathbb{R}^{m \times m}$ and node embedding $Z' \in \mathbb{R}^{m \times c}$, where $m < n$ is the node number. This new coarsened graph can then be used as the input to another layer, and this iteration can be iterated $L$ times to generate a model with $L$ layers that operates on a series of coarser and coarser versions of the input graph $G$. Next work becomes the clustering or pooling together nodes using the graph output, which is not to simply cluster the nodes in one graph, but to provide a general recipe to hierarchically pool nodes across a broad set of input graphs.

3.5. Differentiable Pooling for Graph Classification

Graph classification is achieved by the typical differentiable graph pooling (DIFFPOOL) which can generates the assignment matrix $S^{(0)} \in \mathbb{R}^{n \times n_{1}}$. And each row and column of $S^{(0)}$ correspond to one of the $n_1$ nodes at layer $l$ and one of the $n_{l+1}$ nodes at layer $l+1$, respectively. The embedding matrices $Z^{(l)}$ at layer $l$ can be calculated as follows, mathematically.

$$
\begin{align*}
Z^{(l)} &= GCN_{l,\text{emb}}(A^{(l)}, X^{(l)}) \\
S^{(l)} &= \text{softmax}(GCN_{l,\text{pool}}(A^{(l)}, X^{(l)}))
\end{align*}
$$

where $GCN_{l,\text{emb}}(\cdot)$ and $GCN_{l,\text{pool}}(\cdot)$ are the standard GCN and pooling GCN at layer $l$, respectively. The $\text{softmax}$ function is applied in a row-wise fashion. The dimension of the output of $GCN_{l,\text{pool}}(\cdot)$ is the pre-defined maximum number of clusters in layer $l$, and it can be considered as a hyper-parameter. And the new matrix of embedding $X^{(l)}$ for each nodes in coarsened graph and the new coarsened adjacency matrix $A^{(l)}$ at layer $l$ can be calculated as follows.

Algorithm 1 Process monitoring by using spatial-based convolution graph neural network.

**Off-line Modeling**

**Step 1:** Collect and preprocess history data, $V_{H}$.
1.1 Calculate corresponding maximum $x_{\text{max}}$ and minimum $x_{\text{min}}$, and maxmin-normalize these monitoring variables.
1.2 Set a series of sample numbers $n$ ($n \in [1, 10, 20, 30]$).
1.3 Get corresponding segments $V_{s}$ with sliding window $r$.

**Step 2:** Calculation related parameters to segments, $V_{J}$.
2.1 Calculate corresponding mean $\mu$ and variance $\sigma^2$.
2.2 Calculate corresponding bottom and upper bounds ($\ast_{\text{bottom}}, \ast_{\text{upper}}$), respectively.
2.3 Calculate corresponding cumulative distributions $S_{a_{s}}$ by equation (7) and the cross cumulative distributions $S_{a_{s}a_{s}}$ by equation (8).

**Step 3:** Association graph snapshot construction, $G$.
3.1 Set suitable threshold hyper-parameter $T_{\text{common}}$.
3.2 Calculate the adjacent matrix $A$ in every snapshot by equation (6).
3.3 Set association as each node feature by $\text{definition3}$. 3.4 Label the class of this dynamic association graph snapshot to form a sample ($G$, $Y$).

**Step 4:** Graph snapshot treatment and graph classification.
4.1 Calculate the node embedding $H^{(l)} \in \mathbb{R}^{n \times c}$ in every snapshot by equation (9).
4.2 Differentiable pooling calculation and graph classification by equation (10)-(11).

**Step 5:** Collect all of relevant parameters, including $n$, $\tau$, etc.
5.1 Repeat step 2-5, until all the graph snapshots.
5.2 Compare all fault detection and diagnosis results to find the optimal set of parameters.

**On-line Monitoring**

**Step 1:** Collect process online operation data, $V_{O}$.
1.1 Maxmin-normalize these monitoring variables $V_{O}$, with off-line calculation maximum $x_{\text{max}}$ and minimum $x_{\text{min}}$.
1.2 Calculate corresponding mean $\mu$ and variance $\sigma^2$.
1.3 Calculate corresponding bottom and upper bounds ($\ast_{\text{bottom}}, \ast_{\text{upper}}$, etc.)
1.4 Calculate corresponding cumulative distributions $S_{a_{s}}$ by equation (7) and the cross cumulative distributions $S_{a_{s}a_{s}}$ by equation (8).

**Step 2:** Online association graph snapshot construction, $G$.
2.1 Calculate the adjacent matrix $A$ in every snapshot by equation (6), and set each node feature in graph snapshot.
2.2 Calculate the node embedding $H^{(l)} \in \mathbb{R}^{n \times c}$ in every snapshot by equation (9).
2.3 Differentiable pooling calculation and graph classification by equation (10)-(11) to online give inference result.

$$
\begin{align*}
X^{(l)} &= S^{(l-1)} Z^{(l-1)} \in \mathbb{R}^{n \times 1} \\
A^{(l)} &= S^{(l-1)} A^{(l-1)} S^{(l-1)} \in \mathbb{R}^{n \times n}
\end{align*}
$$

The parameters of $GCN_{l,\text{emb}}(\cdot)$ and $GCN_{l,\text{pool}}(\cdot)$ are different, and the first one is used to generate new embedding for the input nodes at this layer $l$, while the
second one is to generate a probabilistic assignment of the input nodes to \( n_1 \) nodes. The first formula of equation (11) takes the node embedding \( Z^{(l-1)} \) and aggregates these embedding according to the node assignments \( S^{(l-1)} \) to generate embedding for each of the \( n_1 \) nodes, while the second equation takes the adjacency matrix \( A^{(l-1)} \) to generate a coarsened adjacency matrix to measure the connectivity strength between each pair of nodes. At the the penultimate layer of the deep GCN, all nodes at the final layer \( L \) are assigned to a single node to generate a final embedding vector corresponding to the entire graph, which can be used as the feature vectors to feed into a differential classifier (such as soft-max regression in paper). Finally, the associations hierarchical representation method can be trained end-to-end by stochastic gradient descent, or some other methods.

3.6. Main Steps of Process Monitoring based on SGCN

Process monitoring based on SGCN in this paper mainly involves on the dynamic associations between nodes, which are the focus topics in this paper. The implementation of process monitoring method consists of two phases: off-line modeling and online monitoring, as shown in Algorithm. Off-line modeling phase of process monitoring based on SGCN mainly involves the configuration of relevant parameters, such as maximum \( x_{\text{max}} \), minimum \( x_{\text{min}} \), sample numbers \( n \) each time, sliding window \( \tau \), threshold hyper-parameter \( T_{\text{common}} \) and etc. Once these relevant parameters are settled down and determined, the model can be easily trained. And on-line monitoring can be easily realized by Algorithm.

4. Experimental studies

Benchmark of Tennessee Eastman (TE) chemical process and practical case application studies on cobalt-nickel removal from zinc solution are utilized to verify the effectiveness and applicability of this proposed process monitoring. All of the experimental studies are performed on the Python 3.6.8 software with a general workstation by sixteen CPUs (Intel(R) Xeon(R) Gold 5222 CPU at 3.80GHz 128GB RAM) and one GPU (NVIDIA GeForce RTX 2080 Ti at 11.0GB).

4.1. Benchmark experiment

4.1.1. Process description

Tennessee Eastman (TE) chemical process had been regarded as a benchmark of chemical process, and it has widely employed to demonstrate the feasibility and effectiveness of some new proposed methods in related research area. This process is utilized to produce \( G \) and \( H \) liquid products under one by-product \( F \) by feeding four reactants \( A, D, C, E \). It is worthy noting that five major operation units (reactor, product condenser, vapor-liquid separator, recycle compressor, and product stripper) are collaboratively effected each other. Associations between nodes are very obvious in this process, which is much more suitable for demonstrating this new proposed method. This process involves 52 monitoring variables (including 22 process measurement variables \((v_1-v_{12})\), 12 control parameters \((v_{13}-v_{15})\), and 19 indicator variables \((v_{14}-v_{15})\) which can be regarded as nodes in a graph snapshot, as shown in Fig.3(a)). 21 type faults and one normal status has been simulated, which can be used to verify the feasibility and effectiveness of fault detection and diagnosis on process monitoring. More details of process description have been elaborated in [26]-[30].

| P | \( x_{\text{max}} \) | \( x_{\text{min}} \) | P | \( x_{\text{max}} \) | \( x_{\text{min}} \) | P | \( x_{\text{max}} \) | \( x_{\text{min}} \) | P | \( x_{\text{max}} \) | \( x_{\text{min}} \) |
|---|---|---|---|---|---|---|---|---|---|---|---|
| \( v_1 \) | 0.3429 | 0.1808 | \( v_2 \) | 37.547 | 3559.5 | \( v_3 \) | 4600.7 | 4419.8 | \( v_4 \) | 9.5924 | 9.1286 | \( v_5 \) | 27.529 | 26.280 |
| \( v_6 \) | 42.925 | 41.659 | \( v_7 \) | 2715.8 | 2690.5 | \( v_8 \) | 76.750 | 73.619 | \( v_9 \) | 120.45 | 120.35 | \( v_{10} \) | 0.3701 | 0.3051 |
| \( v_{11} \) | 80.679 | 79.423 | \( v_{12} \) | 53.178 | 47.240 | \( v_{13} \) | 2645.0 | 2619.2 | \( v_{14} \) | 28.860 | 21.877 | \( v_{15} \) | 52.859 | 46.962 |
| \( v_{16} \) | 3113.6 | 3089.1 | \( v_{17} \) | 24.693 | 20.812 | \( v_{18} \) | 66.464 | 64.985 | \( v_{19} \) | 249.82 | 209.37 | \( v_{20} \) | 344.48 | 337.77 |
| \( v_{21} \) | 94.952 | 94.284 | \( v_{22} \) | 78.046 | 76.319 | \( v_{23} \) | 64.436 | 61.296 | \( v_{24} \) | 55.112 | 52.779 | \( v_{25} \) | 33.682 | 17.781 |
| \( v_{26} \) | 65.323 | 57.903 | \( v_{27} \) | 23.313 | 20.765 | \( v_{28} \) | 44.575 | 35.477 | \( v_{29} \) | 47.453 | 29.977 | \( v_{30} \) | 53.152 | 39.504 |
| \( v_{31} \) | 52.124 | 42.162 | \( v_{32} \) | 42.641 | 39.510 | \( v_{33} \) | 23.144 | 14.009 | \( v_{34} \) | 32.863 | 31.335 | \( v_{35} \) | 9.1496 | 8.6559 |
| \( v_{36} \) | 27.181 | 25.768 | \( v_{37} \) | 7.1773 | 6.6293 | \( v_{38} \) | 19.355 | 17.995 | \( v_{39} \) | 1.7219 | 1.5774 | \( v_{40} \) | 33.779 | 31.953 |
| \( v_{41} \) | 14.133 | 13.538 | \( v_{42} \) | 24.818 | 23.140 | \( v_{43} \) | 1.5016 | 0.9956 | \( v_{44} \) | 19.364 | 17.751 | \( v_{45} \) | 2.3314 | 2.1854 |
| \( v_{46} \) | 5.0331 | 4.6920 | \( v_{47} \) | 2.4307 | 2.1388 | \( v_{48} \) | 0.0405 | -0.002 | \( v_{49} \) | 0.8693 | 0.7992 | \( v_{50} \) | 0.1242 | 0.0788 |
| \( v_{51} \) | 55.057 | 52.582 | \( v_{52} \) | 44.962 | 42.190 | \( v_{53} \) | num-classes | - | num-gc-layers | 3 | dropout | 0.2 |
| assign-ratio | 0.1 | num-pool | 1.0 | max-nodes | 1000 | learning-rate | 0.0001 | clip | 2.0 |
| batch-size | 20 | num-epochs | 1000 | train-ratio | 0.8 | num-workers | 1 | input-dim | 20 |
| hidden-dim | 40 | output-dim | 30 | threshold \( T_{\text{common}} \) | 0.6 | sliding window \( \tau \) | 1.0 | sample numbers | 20 |

Table 1: Parameter configuration details of benchmark experiment (TE chemical process).
is noted that the maximum sampling frequency \( F \) should be determined. The maximum matrix \( T_{\text{max}} \) and minimum matrix \( T_{\text{min}} \) are calculated from normal data. It is to exclude the impact of the division and re-division of the new sample collection, and then new sample collection is divided into new train and test sets by split-ratio 0.8. And finally the train accuracy, test accuracy, train loss and accuracy with different thresholds \( T_{\text{common}} \) can be obtained, as shown in Fig. 3(b). The reason for this assembly and re-division is to exclude the impact of the difference between original train and test samples itself which may lead to the specificity of parameter selection on subsequent experiments.

### 4.1.3 Results and Comparison

Process monitoring in this paper mainly refers to fault diagnosis to illustrate the effectiveness of this proposed method (fault detection can be regarded as two-classification task while fault diagnosis can be considered as multi-classification task). Fault diagnosis accuracy (Acc) can be regarded as the main indicator to evaluate the diagnosis performance [31]-[32]. And it can be defined as \( \text{Acc}(i) = 100 \times m_i/n_i \), where \( \text{Acc}(i) \) is the classification accuracy of class \( F_i \), where \( i = 1, 2, ..., 21, m_i, n_i \) are the number of correct classified samples and total samples in class \( F_i \), respectively. All the results of fault diagnosis are achieved by the configuration on hyper-parameters of this proposed method, as shown in Table 1. The fault diagnosis results are obtained on employing the original train-set to train the model, while the last 750 samples of original test-set are used to calculate the accuracy. The reason of employing the last 750 samples instead of employing all samples of original test-set is to exclude the uncertainty in the transition from normal to fault states [33]. For the convenience of comparison and discussion, this paper employs three cases studies to illustrate the outstanding performance of this proposed process monitoring method.

#### Case-1: classification fault-4,9,11

These three faults are selected by [34] to prove the effectiveness and feasibility of complex processes fault diagnosis using sparse kernel local fisher discriminant analysis.
This paper employs their related methods to illustrate the advancement of our proposed methods, such as FDA (fisher discriminant analysis), LFDA (local fisher discriminant analysis), SLFDA (sparse local fisher discriminant analysis) and SKLFDA (results are from [34]). The average fault diagnosis accuracy of SGCN-based in Table 2 is better than other four methods, and this result indicates that this SGCN-based method can be used to diagnose faults by achieving considerable accuracy. Especially, the diagnosis accuracy of fault-9 can be obtained 98.9% which is equal to that using SKLFDA.

**Case-2: classification normal and fault-2,6,7,14.**

These four type faults are selected by [35] to prove the effectiveness and feasibility of class-specific distributed monitoring weighted naïve Bayes (CDMWNB) method. This paper employs the ICA+NB (independent component analysis and naïve Bayes), DICA+NB (dynamic independent component analysis and naïve Bayes), ICA+CDMWNB and DICA+CDMWNB (results are from [35]) to illustrate the advancement of our proposed methods. The diagnosis accuracy of five classes is shown in Table 3. The average fault diagnosis accuracy of SGCN-based in Table 3 is better than other methods, and this result indicates that this SGCN-based process monitoring method can extract more useful characteristics to obtain the state-of-art performance among these process monitoring models.

**Case-3: classification normal and fault-1,2,4,5,6,7.** Fault-1,2,4,5,6,7 are all step-type ones which are considered by [36]-[37] to demonstrate the good performance of their fault diagnosis methods. Similarly, this paper employs the SOM (self-organizing map, results are from [37]), CCA-SOM (canonical correlation analysis and self-organizing map, results are from [37]) and B-LSTM (Bidirectional Long Short Term Memory, results are from [36]) to demonstrate the effectiveness of this SGCN-based fault diagnosis, and the diagnostic results of 7 classes are presented in Table 4. Most diagnosis accuracy of these 7 classes can be reached to above 99.2% except normal and fault-5. All of these results indicate that this SGCN-based method can be used to diagnose faults with superiority accuracy.

**Case-4: performance when classes increasing.**

Practical industrial processes exist various fault types, it is necessary to analyze the fault diagnosis performance when fault classes are increasing. This problem is also handled by [38]. The fault classes are increasing from fault-3,4,11 (3 classes) to fault-1,3,4,11,13,14 (6 classes), and the methods adopted consist of FDA (fisher discriminant analysis), MRDA (maximized ratio divergence analysis), dynamic MRDA. All the diagnosis accuracy results are from [38]. The diagnostic results are shown in Table 5. The average fault diagnosis accuracies of SGCN-based in case-4 are 96.9% on 3 classes instance and 94.7% on 6 classes instance, which is better than other methods in both 3 classes and 6 classes. Experimental results in Table 5 indicate that this SGCN-based method can be used to achieve superiority accuracy with hardly changes when fault classes increasing.

### 4.2. Practical case application

#### 4.2.1. Process description

Zinc is one of the most used non-ferrous metal, and zinc hydrometallurgy accounts for more than 85% zinc production. Cobalt-Nickel removal from zinc solution is to add the impurity removal agent (zinc elemental powder) and catalyst to reactors, and then complex redox reaction happens with impurity metal ions, and finally alloy or metal compound precipitation can be formed to gradually reduce the concentration of impurity ions until make it tend to the range of technical indications, include pressure, temperature, feedback of valve open degree, etc. In fact, 11 control variables (purple words in Fig.4) are employed to change the process conditions correspondingly to meet the practical production demands. It should be noted that although some other control and monitor variables had also been designed, they had not been employed in practical process control (no corresponding monitors data had been

### Table 6: The definition of 8 conditions involved on practical case application.

| Classes | FY1715 | FY1717 | FY1718 | FY1719 | TV1704 | WICQ17141 | WICQ17151 | WICQ17161 | WICQ17171 | WICQ17181 |
|---------|--------|--------|--------|--------|--------|-----------|-----------|-----------|-----------|-----------|
| Con1    | 23.2-25.2 | 68.4-75.5 | 46.4-51.5 | 29.0-32.7 | 40.0   | 120.0     | 100.0     | 80.0      | 61.0      | 25.0      |
| Con2    | 22.7-23.5 | 42.4-46.5 | 25.5-28.5 | 24.6-26.8 | 50.0   | 97.5      | 90.0      | 85.3      | missing   | 25.0      |
| Con3    | 22.8-23.5 | 41.4-48.1 | 33.8-38.4 | 30.0-28.6 | 50.0   | 105.0     | 90.0      | 85.3      | missing   | 30.0      |
| Con4    | 26.2-28.2 | 36.9-46.1 | 34.1-36.0 | 21.7-23.7 | 35.5   | 130.0     | 125.0     | 80.0      | 60.0      | 30.0      |
| Con5    | 25.6-26.8 | 34.9-45.3 | 34.9-37.4 | 25.7-29.9 | 40.0   | 130.0     | 100.0     | 80.0      | 60.0      | 28.25     |
| Con6    | 22.6-24.1 | 34.9-41.3 | 38.3-42.2 | 29.8-35.6 | 45.0   | 115.0     | 110.0     | 80.0      | 60.0      | 27.0      |
| Con7    | 23.1-24.6 | 41.1-49.9 | 52.3-57.2 | 34.5-37.4 | 45.0   | 145.0     | 122.5     | 80.0      | 60.0      | 27.0      |
| Con8    | 22.9-23.8 | 42.6-47.7 | 22.5-39.3 | 28.1-33.1 | 52.5   | 100.0     | 95.0      | 80.0      | 57.55     | 27.0      |


Table 7: Parameter configuration details of benchmark experiment (Practical case application).

| Parameter | Range |
|-----------|-------|
| TE1704    | [0,120]°C |
| TE1709    | [0,120]°C |
| PIT1702   | [0,0.6]MPa |
| PIT1727   | [0,0.4]MPa |
| FIT1718   | [0,0.15]m³/h |
| FIT1724   | [0,0.250]m³/h |
| LT1709    | [0,0.4]m |
| LT1717    | [0,0.1125]m |
| AIT1714   | [-700,400]mv |
| AIT1718   | [-700,400]mv |
| TVZT1703  | [0,100]% |
| FVZT1717  | [0,100]% |
| WICQ17142 | [0,1.1]t/h |
| WICQ17182 | [0,1.1]t/h |
| assign-ratio | 0.1 |
| clip      | 2.0 |
| input-dim | 20 |
| sliding window τ | 10s |

| Parameter | Range |
|-----------|-------|
| TE1706    | [0,120]°C |
| TE1710    | [0,120]°C |
| PIT1724   | [0,0.4]MPa |
| PIT1728   | [0,0.4]MPa |
| FIT1719   | [0,0.15]m³/h |
| FIT1725   | [0,0.250]m³/h |
| LT1714    | [0,0.1125]m |
| LT1718    | [0,0.1125]m |
| AIT1715   | [-700,400]mv |
| AIT1719   | [-700,400]mv |
| TVZT1704  | [0,100]% |
| FVZT1718  | [0,100]% |
| WICQ17152 | [0,1.1]t/h |
| WICQ17162 | [0,1.1]t/h |
| num-classes | 8 |
| num-pool   | 10 |
| num-epochs | 1000 |
| num-workers | 1 |
| learning-rate | 0.2 |
| threshold | 0.8 |

(a) Practical production site of Cobalt-Nickel removal from zinc solution

(b) The schematic diagram of Cobalt-Nickel removal process

Figure 4: The process description of practical Cobalt-Nickel removal from zinc solution.
obtained) and these variables have not been considered in some application experiment. According to these 11 control variables (the value of LV1719B is always slightly changed, so it is not listed in Table 6), 8 conditions are defined and identified to demonstrate the effectiveness and applicability of this proposed SGCN-based process monitoring method, as shown in Table 6.

4.2.2. Parameter configuration

Due to the different conditions of practical process on, the numerous parameter configurations are different to obtained by maximum and minimum. Under these circumstances, the Min-Max Normalization of monitor variables is realized by employing their measurement ranges, as shown in Table 7. It should be noted that the maximum sampling frequency is 10 seconds (all monitoring variables), and then the sample numbers can be configured as \((10 \text{ sec}) \times 4/(10 \text{ sec})\) with four times the maximum sampling frequency (it has been proved in last experiment). 8 conditions (8 classes) are employed to handled this demonstration by about 400 samples of test-set and more than 700 samples of train-set. The details of parameter configuration is shown in Table 7.

Table 8: Conditions classification performance (Acc) of practical case application (%).

| Class | LDA  | KNN  | LR   | DT   | NB   | SGCN-based |
|-------|------|------|------|------|------|------------|
| Con1  | 100.0| 100.0| 100.0| 100.0| 100.0| 99.24      |
| Con2  | 100.0| 95.75| 99.75| 99.75| 95.25| 98.23      |
| Con3  | 100.0| 100.0| 100.0| 100.0| 100.0| 99.75      |
| Con4  | 100.0| 100.0| 100.0| 98.75| 100.0| 99.49      |
| Con5  | 100.0| 99.25| 100.0| 100.0| 100.0| 99.24      |
| Con6  | 100.0| 67.50| 68.00| 99.75| 100.0| 81.06      |
| Con7  | 100.0| 97.00| 100.0| 100.0| 100.0| 98.74      |
| Con8  | 70.75| 93.50| 70.75| 42.25| 70.50| 99.75      |
| Average| 96.34| 94.13| 92.31| 92.56| 95.72| 96.94      |

4.2.3. Results and Comparison

Process monitoring in this practical case application is mainly employed to consider conditions classification (multi-classification task), and this conditions classification study is the first step for many process safety and control. The effectiveness and applicability of this proposed method can be demonstrated by the results of conditions classification. Similarly, classification accuracy (Acc) is the main indicator to evaluate the performance of this proposed method. The configuration on hyper-parameters of this proposed method are shown in Table 7.

For the convenience of comparison and discussion, five related methods are employed to illustrate the advancement of the proposed method, such as LDA (linear discriminant analysis), KNN (k-nearest neighbors), LR (logistic regression classifier), DT (decision tree classifier) and NB (naïve bayes classifier), and the best results are shown in Table 8. Most accuracies of conditions classification can reach to more than 98% except condition-6 (Con6). However, this lowest classification accuracy (81.06%) of Con6 is still better than those of KNN (67.50%) and LR (68.00%), which means that some inaccessible features cannot be described in this spatial associations between numerous variables. According to the consideration of equivalent performance within 1.0%, the performances of this proposed method for Con1, Con2, Con3, Con4, Con5, Con7, Con8 are as good as other five methods. It is worthy noted that the accuracy of this method for Con8 reaches to 99.75% which violently exceeds the corresponding performances of other methods. Finally, the average condition classification accuracy of SGCN-based method (96.94%) in Table 8 is better than other methods (96.34%, 94.13%, 92.31%, 92.56%, 95.72%). All the results indicate that this proposed SGCN-based method can be used to extract effective associations between monitor variables to cover the defect that traditional methods not paying enough consideration, and these useful dynamic associations can be used to achieve the state-of-art performance among these selected process monitoring methods.

5. Conclusion

This paper represents a new process monitoring method based on spatial-based graph convolution neural network to describe the dynamic associations between monitoring variables, which transform the process monitoring problem into multi-tasks classification. The dynamic associations mining and its application on process monitoring can be regarded as the main contributions. The highlights of this paper can be addressed as four issues: (i) SGCN-based process monitoring is proposed to describe the system status change, and this can be used as a basis to broaden the research area; (ii) dynamic associations between monitoring are auto- and well-considered to enhance the monitoring performance; (iii) information of node itself and its neighbors is performed during the calculation of graph convolutional network to reduce the disturbance or noise impact; and (iv) the effectiveness and applicability of SGCN-based method are demonstrated by benchmark and practical-case-application.

Staying awake will promote our research advance. Although this proposed method can be employed to considered the dynamic associations to achieve better performance, there are still some problems need to be solved, such as the specific and detailed mathematical
theory of this graph-based process monitoring. The false alarm rates should also pay more attention, and this problem has not been deeply studied. Overall, future works need to promote the deep integration of industrial intelligence and the real economy on the basis of the full-processes monitoring of typical process industries.
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