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1. Introduction

The development of high-speed cruise aircraft puts higher demands on the accuracy and fault tolerance of navigation systems [1]. SINS/BDS integrated navigation system combines the advantages of each sub-navigation system through filtering algorithm. It overcomes the defects that the output information errors of the SINS accumulate over time and the measurements of BDS are easily affected by the environment. Therefore, SINS/BDS has been widely used in the design of aircraft navigation systems [2–4]. However, with the development of hypersonic vehicles, the rapid increase of flight speed makes the flight environment of the aircraft change rapidly in a short time; it will cause the aircraft to be disturbed by more uncertain factors. These uncertainties will make the navigation system anomalies occur and navigation errors increase or even diverge.

The online matching technology of innovation and its covariance matrix is widely used in the anomaly detection of navigation systems. Many literatures have carried out in-depth research and improvement [5–8]. In [5], an adaptive filtering algorithm based on the orthogonality of innovation is proposed. According to the orthogonality of innovation, the outliers are identified and weighted to weaken the influence of outliers on filtering. But it uses the same weighting factor for different outlier signals; the overall filtering accuracy is not high. In [6], the anomalous signals are classified by comparing the theoretical and actual values of the innovation covariance. Then different weighting matrices are used to correct the filter deviation caused by the outliers. It improves the accuracy of the navigation system, but does not consider the influence of model error caused by uncertain factors on the filtering results. In reference [7], a filtering method with adaptive factor is proposed. It is considered that the covariance matrix of residual sequence is mainly affected by the covariance matrix of system noise. The adaptive factor is constructed to adjust the system noise matrix in real time to reduce the influence of uncertain dynamic model errors on navigation filtering solution. However, the influence of measurement anomalies on residual covariance matrix is not considered in this paper. When measurement anomalies occur, filtering errors will tend to increase.

The innovation variance can be used to test whether the system is abnormal. However, due to the uncertainty of
interference factors, it is impossible to determine whether the anomaly that occurred is model anomaly or measurement anomaly. For the above problem, the previous references did not do too much analysis, but designed the fault-tolerant filtering algorithm by simply considering the innovation covariance matching error as a known type of anomaly. However, in the case where the type of the anomaly is uncertain, this method will seriously affect the accuracy of the navigation information and even produce the opposite fault-tolerant effect. So a SINS/BDS integrated navigation method based on classification weighted adaptive filtering is designed in this paper. Firstly, according to the orthogonality of the innovation, the method uses the innovation covariance matching technology to identify whether the system is abnormal. Based on the innovation covariance, the weighting factors are constructed. Then the type of the anomaly is further tested. According to the test results, different weighting methods are adopted to correct the filtering error caused by the uncertain factors. In addition, the vector-form weighting factors are used instead of the scalar-form weighting factors in the weighting process to further improve the accuracy of the navigation filtering.

2. SINS/BDS Integrated Navigation Mathematical Model

2.1. Integrated Navigation System State Equation. The ENU geography coordinate system is selected as the basic coordinate system of the navigation solution, and the state equation is established as formula (1)

\[ X (k + 1) = F (k) X (k) + G (k) W (k) \]  

System state variable is expressed as

\[ X = [\delta L, \delta \lambda, \delta h, \delta V_x, \delta V_y, \delta V_z, \epsilon_x, \epsilon_y, \epsilon_z, \gamma_x, \gamma_y, \gamma_z]^T \]  

where \( \delta L, \delta \lambda, \delta h \) represent latitude error, longitude error and height error respectively; \( \delta V_x, \delta V_y, \delta V_z \) represent the velocity error in the east, north and up directions respectively; \( \epsilon_x, \epsilon_y, \epsilon_z \) are the gyro random constant drift. \( \gamma_x, \gamma_y, \gamma_z \) are the accelerometer random constant value deviation. \( W = [\omega_x, \omega_y, \omega_z, \omega_x', \omega_y', \omega_z']^T \) represents integrated navigation system noise.

2.2. Integrated Navigation System Measurement Equation. Take the difference between the position and velocity information of the INS and the BDS as the observation measurement, and establish the system measurement equation as formula (3)

\[ Z (k) = \begin{bmatrix} H_p^T \\ H_v^T \end{bmatrix} X (k) + \begin{bmatrix} V_p (k) \\ V_v (k) \end{bmatrix} \]  

\( H_p \) and \( H_v \) are measurement matrices of measurement equation, which are expressed as \( H_p = [\text{diag}(R_M, R_N, \cos L, 1), 0_{3\times 6}, 0_{3\times 6}] \) and \( H_v = [0_{3\times 3}, \text{diag}(1, 1, 1), 0_{3\times 9}] \). \( V_p \) and \( V_v \) are the position and velocity measurement noise of BDS in the ENU geography coordinates system, which can be expressed as \( V_p = [N_G, N_G', N_G'']^T \), \( V_v = [V_G, V_G', V_G'']^T \).

3. Classification Weighted Adaptive Filtering Algorithm

3.1. Problem Analysis. Innovation \( e_k \) can be described as \( e_k = Z_k - H \hat{X}_{k-1} \); it indicates the deviation between the real measurement and prediction of navigation system. The abnormality of navigation system will cause the change of innovation statistical characteristics [9]. According to the orthogonality theory of innovation, it can be deduced that the theoretical innovation covariance matrix can be expressed as equation (4).

\[
L_k = E (e_k e_k^T) = E \left( \left( Z_k - H \hat{X}_{k-1} \right)^T \left( Z_k - H \hat{X}_{k-1} \right) \right) = E \left( \left( H X_k + V_k - H \hat{X}_{k-1} \right)^T \left( H X_k + V_k - H \hat{X}_{k-1} \right) \right) = E \left( \left( H \tilde{X}_k + V_k \right)^T \left( H \tilde{X}_k + V_k \right) \right) = H P_{k, k-1} H^T + R_k
\]  

where \( \tilde{X}_k \) is the system one-step prediction error and \( V_k \) is the measurement error. The innovation covariance matching algorithm compares the theoretical and actual values of the innovation covariance and judges the system to be abnormal when the actual value deviates significantly from the theoretical value [9].

When the uncertainty causes the navigation system to measure abnormally, the measurement equation can be expressed as formula (5).

\[ Z^*_k = H X_k + V_k + \Delta V_k \]  

where \( Z^*_k \) denotes abnormal measurement; \( V_k \) denotes fixed measurement noise, and \( \Delta V_k \) denotes uncertain measurement noise that causes abnormal measurement. Innovation covariance is expressed as equation (6).

\[
E \left( e_k e_k^T \right) = \left( H \tilde{X}_k + V_k + \Delta V_k \right) \left( H \tilde{X}_k + V_k + \Delta V_k \right)^T = H P_{k, k-1} H^T + R_k + \Delta R_k
\]  

When the uncertainty causes the system model of the navigation system to be abnormal, the equation of state can be expressed as equation (7)

\[ X_k^* = (F + \Delta F) X_{k-1} + G \phi W_k \]  

State one-step prediction equation is expressed as equation (8)

\[ \hat{X}_{k, k-1}^* = (\phi + \Delta \phi) \hat{X}_{k-1} + \Delta \hat{X}_{k-1} \]  

\( \hat{X}_{k-1}^* \) represents the one-step prediction of state variable when the model has an abnormality, \( \Delta \phi \) represents the
model error of the abnormal system. Innovation covariance is expressed as formula (9)

\[ E(\varepsilon_k\varepsilon_k^T) = E\left( (H(X_k - \tilde{X}_{k-1} - \Delta X_{k-1}) + V_k) \cdot \left( H(X_k - \tilde{X}_{k-1} - \Delta X_{k-1}) + V_k \right)^T \right) = HP_{k,k-1}H^T + H\Delta Q_kH^T + R_k \]  

Based on the above analysis, the actual innovation covariance will deviate from the theoretical value regardless of whether the model is abnormal or the measurement is abnormal. The covariance matching method can be used to determine whether the system has an abnormality, but the type of the anomaly cannot be determined. In theory, when the measurement is abnormal, the gain is usually reduced to enhance the correction effect of the measurement. When the model is abnormal, the gain is usually increased to enhance the correction effect of the measurement on the model error [10]. Therefore, in the case where the type of anomaly cannot be determined, the traditional single weighted filtering method may produce the opposite fault-tolerant effect.

3.2. Classified Weighted Adaptive Filtering Algorithm. First of all, the one-step prediction error equation can be described as follows.

\[ P_{k,k-1} = \varphi_{k,k-1}P_{k-1}\varphi_{k,k-1}^T + \Gamma_{k-1}Q_{k-1}\Gamma_{k-1}^T \]  

From equation (10), it can be seen that when the system model is abnormal or the statistical characteristics of the system noise change, equation (11) can be obtained and the one-step prediction variance will change.

\[ P_{k,k-1} = \left( \varphi_{k,k-1} + \Delta \varphi_{k,k-1} \right)P_{k-1}\left( \varphi_{k,k-1} + \Delta \varphi_{k,k-1} \right)^T + \Gamma_{k-1} \left( Q_{k-1} + \Delta Q_{k-1} \right)\Gamma_{k-1}^T \]  

Therefore, this paper simplifies the correction of the navigation system anomaly caused by the uncertainty model error into the adaptive adjustment of the one-step prediction variance matrix. Through the adaptive weighting of the measurement noise, the fault tolerance of the navigation system is measured. Filter gain and state estimation equation can be obtained as follows.

\[ K_k = \beta_kP_{k,k-1}H_k^T \left( H_k\beta_kP_{k,k-1}H_k^T + \alpha_kR_k \right)^{-1} \]  

\[ \hat{X}_k = \tilde{X}_{k,k-1} + K_k\varepsilon_k \]  

For the calculation of the weighting factors \( \alpha \) and \( \beta \), different calculation methods will be adopted for different types of abnormalities after judging that there is an abnormality in the whole system.

Firstly, the innovation covariance matching method is used to judge whether the system as a whole is abnormal. For the calculation of innovation covariance, a calculation method with sliding window can be used [11].

\[ \bar{L}_k = \begin{cases} \frac{k-1}{k}L_{k-1} + \frac{1}{k}\varepsilon_k\varepsilon_k^T & k \leq N \\ \frac{1}{N} \sum_{i=k-N+1}^{k} \varepsilon_i\varepsilon_i^T & k > N \end{cases} \]  

\[ \bar{L}_k = \begin{cases} \frac{k-1}{k}L_{k-1} + \frac{1}{k} \left( H_kP_{k,k-1}H_k^T + R_k \right) & k \leq N \\ \frac{1}{N} \sum_{i=k-N+1}^{k} \left( H_kP_{k,k-1}H_k^T + R_k \right) & k > N \end{cases} \]

\( N \) is a sliding window, we can adjust the size of \( N \) to achieve different requirements for the sensitivity and accuracy of the filter. \( \bar{L}_k \) is the actual value of the innovation variance, \( \bar{T}_k \) is the theoretical value of the innovation variance. When \( \bar{L}_k \) deviates from \( \bar{T}_k \) seriously, there are abnormalities in the system.

After the above judgment, when the whole system is abnormal; the next hypothesis test is carried out:

H0: There are anomalies in the measurements.
H1: There are anomalies in the system model.

The measurement error equation can be expressed as equation (16).

\[ V_k = H_k\tilde{X}_k - Z_k \]  

\( V_k \) can reflect the error of observation. We construct the anomaly factor \( \eta \) as equation (17)

\[ \eta = \frac{\text{tr}(V_kV_k^T)}{\text{tr}(V_k^TV_k)} \]  

where \( \Sigma V_k \) is the covariance matrix of \( V_k \) [12].

When \( \eta > \lambda \), the measurement of navigation system is abnormal. \( \lambda \) is the abnormality detection threshold, and the range is usually taken as \([1.0 \ 3.0]\). We build the error function \( J(\alpha_i) \) as follows.

\[ J(\alpha_i) = \sum \left( \frac{\bar{L}_k(i,i)}{G_{k,k-1}(i,i) + \alpha_iR(i,i)} - 1 \right)^2 \]  

Among them, \( G_{k,k-1} = H_kP_{k,k-1}H_k^T \). The necessary and sufficient condition for \( J(\alpha_i) \) to get the minimum value is \( \alpha_{ki} = \left( \bar{L}_k(i,i) - G_{k,k-1}(i,i) \right)/R_k(i,i) \). Then we construct the weighted factors as follows:

\[ \alpha_k = \text{diag}(\alpha_{k1}, \alpha_{k2}, \ldots, \alpha_{kn}) \]  

\[ \beta_k = I_{mxm} \]

Among them, \( n \) is the observation dimension and \( m \) is the state variable dimension.

Otherwise, we regard the anomaly of navigation system as model anomaly and establish error function \( J(\beta_i) \) as follows.

\[ J(\beta_i) = \sum \left( \frac{\bar{L}_k(i,i) + \beta_iG_{k,k-1}(i,i) + R_k(i,i)}{\beta_iG_{k,k-1}(i,i) + R_k(i,i)} - 1 \right)^2 \]
### Table 1: Navigation information error data statistics.

| Statistics | Filtering method | $V_e$ (m/s) | $V_v$ (m/s) | $V_u$ (m/s) | $L$ (m) | $\lambda$ (m) | $h$ (m) |
|------------|-----------------|-------------|-------------|-------------|--------|---------------|--------|
| Standard deviation | Standard KF | 0.289 | 0.277 | 0.329 | 8.429 | 6.885 | 7.842 |
|              | IOAF            | 0.277 | 0.287 | 0.283 | 7.237 | 7.177 | 7.788 |
|              | CWAF            | 0.166 | 0.144 | 0.213 | 5.319 | 5.177 | 7.211 |

**Figure 1: Flight path of the aircraft.**

The necessary condition for $J(\beta_k)$ to get the minimum value is $\beta_k = \frac{L_k(i, i) - R_k(i, i)}{G_{k, k-1}(i, i)}$. To ensure the consistency of the matrix dimensions during the calculation of the filter gain, the weighting factors are constructed as follows:

$$\alpha_k = I_{n \times n}$$

$$\beta_k = \text{diag}\left(\beta_{k, 1}, \beta_{k, 2}, \ldots, \beta_{k, n}\right)_{m \times m}$$

(21)

### 4. Simulation Experiment and Analysis

The simulation parameters are set as follows:

The initial position of the aircraft is the north latitude $31.9^\circ$, the east longitude $106.5^\circ$ and the height 1000m. The initial speed is 100m/s. The yaw angle, pitch angle, and the roll angle are $30^\circ$, $0^\circ$, $0^\circ$ respectively. The error gyro constant drift is $0.1^\circ$/h (1 $\sigma$) and the accelerometer bias is $100\mu g$ (1 $\sigma$). The initial position error is 10m, the speed error is 0.8m/s, and the output frequency of SINS is 100Hz. The root mean square of BDS position information error is 20m, the root mean square of velocity information error is 0.5m/s, and the output period is 1s, and the simulation time is 1800s. In order to fully verify the influence of the algorithm on the integrated navigation performance, the flight status of the aircraft should include climbing, dive, acceleration, cruise and steering. The simulation flight trajectory is shown in Figure 1.

In order to verify the performance of the classified weighted adaptive filter (CWAF) proposed in this paper, it is assumed that both model and measurement anomalies exist in INS/BDS integrated navigation system during the simulation period. In the simulation time of 500s-520s, we set up anomalous measurements. In the time of 500s-510s, the mean square root of velocity measurement errors in east, north and up directions are 2m/s, -3m/s and 2m/s respectively. In 510s-520s, the velocity errors are 3m/s, -1m/s and -3m/s respectively. We set abnormal model errors in 1000s-1020s. For convenience of observation, we set the root mean square of one-step prediction position error and velocity error caused by abnormal system model as 2m, 2m, -2m, 0.2m/s, 0.2m/s and -0.2m/s, respectively. In this paper, the standard Kalman filter and the innovation orthogonality adaptive filtering algorithm (IOAF) proposed in [5] are used for simultaneous simulation. The simulation results are shown in Figures 2–7.

It can be seen from Figures 2–7 that the standard KF has large fluctuations when the measurement is abnormal during the 500s-520s period, and the fluctuation amplitude of the velocity and position errors reaches 2.2m/s and 38m. Compared with the standard KF, the IOAF and the CWAF proposed in this paper have better fault tolerance. The velocity and position errors are more stable and within 1m/s and 22m respectively. When the model is abnormal during the 1000s-1020s period, the filtering errors of the standard KF and the IOAF fluctuate greatly. The error amplitude of standard KF reach 2m/s and 36m. The IOAF has poor fault tolerance, and the errors reach 2.3m/s and 38m. In contrast, the CWAF can effectively suppress the influence of model anomalies on the filtering solution. The velocity and position errors are controlled within 0.9m/s and 20m. Navigation information error statistics are shown in Table 1.
In Table 1, we compare the standard deviation of velocity and position error obtained by using three filtering methods in the presence of uncertain anomalies. Through analysis, it can be seen that the proposed CWAF has better fault-tolerant effect on the whole. And it can obtain higher precision navigation information than the standard KF and the IOAF when the anomaly type of navigation system is unknown due to uncertainties. The accuracy of velocity and position are 42% and 24% higher than that of standard KF respectively, 38% and 22% higher than that of IOAF; the error results are more stable.

5. Conclusions

Aiming at the problem that the filtering accuracy and stability of SINS/BDS integrated navigation system decrease due to uncertain model and observation anomalies, a new SINS/BDS integrated navigation method based on classified weighted adaptive filtering is proposed. Firstly, the types of anomalies in navigation system are distinguished by this method. Then, based on the analysis of the influence of model anomaly and observation anomaly on navigation filtering solution, different weighting methods are adopted for two types of system anomalies to improve the accuracy and adaptability of integrated navigation system. Finally, the simulation results show that the proposed method can effectively improve the fault-tolerant performance of integrated navigation system in complex environments with unknown types of anomalies. When both model and observation anomalies exist, the velocity and position accuracy of SINS/BDS integrated navigation system are improved by 42% and 24% compared with the standard KF, 38% and 22% compared with the innovation orthogonal adaptive filtering. It greatly improves the accuracy of SINS/BDS integrated
navigationsystem and has high fault-tolerance and feasibility in complex environment with uncertainties.
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