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Abstract

This paper studies the consensus control problem faced with three essential demands, namely, discrete control updating for each agent, discrete-time communications among neighboring agents, and the fully distributed fashion of the controller implementation without requiring any global information of the whole network topology. Noting that the existing related results only meeting one or two demands at most are essentially not applicable, in this paper we establish a novel framework to solve the problem of fully distributed consensus with discrete communication and control. The first key point in this framework is the design of controllers that are only updated at discrete event instants and do not depend on global information by introducing time-varying gains inspired by the adaptive control technique. Another key point is the invention of novel dynamic triggering functions that are independent of relative information among neighboring agents. Under the established framework, we propose fully distributed state-feedback event-triggered protocols for undirected graphs and also further study the more complexed cases of output-feedback control and directed graphs. Finally, numerical examples are provided to verify the effectiveness of the proposed event-triggered protocols.
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1 Introduction

Information interactions among neighboring agents and control updating of each agent are not only necessary but essential to achieve cooperative control multi-agent systems. Only from this point, a high frequency of interaction and control updating is conductive to increase the speed of convergence and obtain a good control performance. However, every coin has two sides. From the perspective of security, a high-frequency interaction often increases the risk of information leakage, which may make the whole systems paralyzed. From the view of controller, a high-frequency updating may increase the fatigue of actuators and thus reduce their usable lives. Actually, in engineering scenarios too high-frequency interactions are impractical, since on-board agents often have limited energy and communication bandwidths. Also notice that in multi-agent systems each agent only associates with its neighboring agents, so it is expected to design fully distributed protocols without requiring any global information of the network.

This paper aims at studying the problem of fully distributed consensus with discrete communication and control (FDCDCC). We are going to propose fully distributed event-triggered protocols that only need discrete communications among neighboring agents, are discretely updated, and do not require any global information. Limited by the challenges imposed by the above
three factors, this is still an open and difficult research topic. To the best of our knowledge, until now various scientists have made contributions to just one or two requirements of this problem; see [8,10,12,23,26,14,32,24] and the references therein. In this paper, we intend to systematically analyze and thoroughly work out this challenging problem.

1.1 Literature Review

In the past decade, various researchers have paid their attentions to reducing the frequency of communication by applying the event-triggered strategy to multi-agent systems. Researchers presented several kinds of event-based protocols in [10,26,33,34,28,19,6] to solve the consensus problem of multi-agent systems with linear models, including single integrators, double integrators, and general linear system. In [29,11,9], the authors designed dynamic event-triggered protocols to solve the distributed consensus problem. In [7,31], distributed event-triggered protocols were proposed to solve the leader-follower consensus in the presence of a dynamic leader. References on event-triggered control from other perspectives have also been reported, such as disturbance rejection [27], finite-time consensus [30], output consensus of heterogeneous networks [13]. Synchronization of multi-agent systems was realized by using event-triggered and self-triggered broadcasts in [1].

There were also some works considering how to reduce the frequency of control updating, like [14]. However, continuous communication could not be avoided in [14] since the triggering functions were designed based on continuous information among neighbors. In [32], the authors used event triggering to reduce communication and controller updating for multi-agent systems. However, the protocols proposed in [32] were only applicable to systems connected by undirected graph.

It is not difficult to find that in the above existing works, the proposed event-based protocols rely on some global value(s) associated with the whole network topology. Generally, those global values are not easy to compute or even not available to each local agent, indicating that the protocols of these papers are not applicable to complex and large-scale networks. Even if we only consider how to reduce communication frequency, it is nontrivial to give proper event-triggered protocols to achieve expected collective behavior in a fully distributed fashion. To avoid requiring global information, the works [4,3] introduced adaptive coupling gains into both controllers and event-triggered conditions. In [25], the authors studied output consensus of heterogeneous linear multi-agent systems with adaptive event-triggered control.

Note that the protocols given in [4,3,25] were designed for undirected topology and may not be applied in a general directed topology of which the Laplacian matrix is asymmetric. In [16], the authors proposed adaptive event-triggered algorithms for directed network topologies. However, the controllers of [16] needed to be updated continuously because of the time-varying coupling gains introduced into the controllers. Moreover, the triggering functions designed in [16] required continuous relative information among neighboring agents which did not coincide with the original idea of using event-triggered control to reduce communication frequency.

1.2 Main Contribution

This paper aims to solve the FDCDCC problem by proposing fully distributed event-triggered protocols that do not need continuous communication or updating. The co-existence of the three constraints, i.e., fully distributed fashion, discrete communication, and discrete control updating, imposes several significant challenges. Specifically, these three coupled constraints result in structured nonlinear networks with asynchronous and aperiodic control and communication signals. This renders that the existing methods of designing control laws or triggering functions in e.g., [4,3,25,16] cannot be either directly applied or easily extended to simultaneously handle these three constraints.

In this paper, a novel event triggering framework is proposed to tackle the FDCDCC problem. There are at least two key points in this framework. The first one is the design of controllers that are only updated at discrete event instants and do not depend on any global information by introducing time-varying gains inspired by the adaptive control technique. The other is the invention of novel dynamic triggering functions that are independent of relative information among neighboring agents. Such triggering functions are decoupled with the network topology, which plays a key role in solving the FDCDCC problem. Under the established framework, fully distributed event-triggered protocols are first presented to solve the FDCDCC problem under undirected graphs. On this basis, we further solve the problem under general directed graphs with asymmetric Laplacian matrices which significantly increase the difficulty of the algorithm design and the corresponding theoretical analysis. Extensions to the output-feedback case are also considered in this paper.

Different from [14,32] in which the event-triggered protocols either require continuous communication to check triggering conditions or only apply to undirected graphs, the proposed protocols given in this paper do not depend on continuous relative information among neighboring agents and can be used in general directed graphs. Also notice that this paper is essentially different from the existing related papers [4,25], which study fully distributed consensus control under undirected papers. In the structures of [4,25], it is hard to solve the FDCDCC problem constrained by discrete control updating and
directed graphs. Thus, the presented protocols in the current paper are of more general significance than the ones in [14,32,4,25].

It is to be pointed out that in [5] we propose adaptive event-triggered protocols based on relative state measurements rather communications. At costs, each agent needs to transmit the input information to its out-neighbors at event instants and compute an extra variable. However, this method consumes extra computation cost and relies on accurate system dynamics. These drawbacks essentially exist in the protocols based on relative state measurements, such as the ones of [5,16,17]. Such limitations can be circumvented by using the distributed adaptive dynamic event-triggered protocols proposed in the current paper.

1.3 Organization of the Paper

The rest of this paper is organized as follows. We first formulate the problem in Section 2. Then, we study the undirected graph case and propose distributed adaptive event-triggered protocols in Section 3. Next, the case of general directed graphs is investigated in Section 4. In Section 5, we further consider the case where state information is not available. In Section 6, we introduce the simulation results and make some discussions. Finally, we conclude this paper in Section 7.

1.4 Notation

$I_p$ represents the p-dimensional identity matrix and $\mathbf{1}_p$ denotes a p-dimensional column vector with elements being 1. Symbol $\text{diag}(x_1, \cdots, x_n)$ represents a diagonal matrix with diagonal elements being $x_i$, $\sigma_{\max}(X)$ represents the maximum singular values of the matrix $X$. For a symmetric matrix $Z$, $\lambda_{\max}(Z)$ and $\lambda_{\min}(Z)$ denote the maximum and minimal eigenvalues of $Z$, respectively. $A \otimes B$ is the Kronecker product of $A$ and $B$.

2 Problem Formulation

Consider a group of $N$ agents with dynamics described by

$$
\dot{x}_i = Ax_i + Bu_i, \quad y_i = Cx_i, \quad i = 1, \cdots, N,
$$

where $x_i \in \mathbb{R}^n$, $y_i \in \mathbb{R}^m$, and $u_i \in \mathbb{R}^p$ represent the state, measured output, and control input of the $i$-th agent, respectively, and $A$, $B$, $C$ are constant known matrices with compatible dimensions. Furthermore, the triple $(A, B, C)$ is stabilizable and detectable.

The communication topology among the $N$ agents is represented by a directed graph $G = (\mathcal{V}, \mathcal{E})$, where $\mathcal{V} = \{1, \cdots, N\}$ is the node set and $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$ is the edge set, in which an edge is represented by an ordered pair of distinct nodes. If $(i, j) \in \mathcal{E}$, node $i$ is called a neighbor of node $j$, and the latter is called an out-neighbor of the former. A directed path from node $i_k$ to node $i_l$ is a sequence of adjacent edges of the form $(i_k, i_{k+1}), k = 1, \cdots, l - 1$. A directed graph is strongly connected if there is a directed path from every node to every other node. A graph is said to be undirected, if $(i, j) \in \mathcal{E}$ as long as $(j, i) \in \mathcal{E}$. An undirected graph is connected if there exists a path between every pair of distinct nodes, otherwise, is disconnected. For the graph $G$, its adjacency matrix, denoted by $A = [a_{ij}] \in \mathbb{R}^{N \times N}$, is defined such that $a_{ii} = 0$, $a_{ij} = 1$ if $(j, i) \in \mathcal{E}$ and $a_{ij} = 0$ otherwise. The Laplacian matrix $L = [l_{ij}] \in \mathbb{R}^{(N \times N)}$ associated with graph $G$ is defined as $l_{ii} = \sum_{j=1}^{N} a_{ij}$ and $l_{ij} = -a_{ij}$, $i \neq j$.

In this paper, we aim at studying the problem of FDCDCC. Three main constrains are involved in this problem, namely, limited updates of controllers, limited bandwidths of communications, and unavailable global information associated with the whole network. The above three constrains are very common in numerous practical occasions, while the co-presence of them renders the problem quite challenging. To the best knowledge of the authors, no existing protocols can be used for this new and open problem.

In this paper, we are going to systematically study the problem of FDCDCC from a few different viewpoints, such as undirected or directed graph, state-based or output-based controller, leaderless or leader-follower consensus. For each case, we shall design proper distributed protocols to realize consensus in the sense that $\lim_{t \to \infty} \|x_i(t) - x_j(t)\| = 0$, $\forall i, j = 1, \cdots, N$ and ensure that there does not exist the Zeno behavior [28].

Let $\xi = [\xi_1^T, \cdots, \xi_N^T]^T$ where $\xi_i = \sum_{j=1}^{N} a_{ij} (x_i - x_j)$. Then we have $\dot{\xi} = (L \otimes I) x$, where $x = [x_1^T, \cdots, x_N^T]^T$. We refer to $\xi$ as the consensus error. It is clear that consensus is achieved if and only if $\xi$ asymptotically converges to zero.

3 FDCDCC for Undirected Graphs

In this section, we consider the problem of FDCDCC formulated in Section 2 under undirected graphs.

Due to the constraint of discrete communication and control updating, we cannot directly use the consensus error $\xi_i$ to design the control input $u_i$, as in the existing works like [20,18]. Instead, only the state information at event-triggering instant can be utilized to generate the controller. For convenience, denote $\hat{x}_j(t) = x_j(t_k^j)$, $\forall t \in [t_k^j, t_{k+1}^j]$ as the state estimation of agent $j$, where $t_k^j$ denotes the $k$-th event-triggering instant of agent $j$. Then,
the main task is to co-design controllers and triggering functions based on $\dot{x}_j(t)$.

Defining $\dot{x}_i(t) = \sum_{j=1}^{N} a_{ij}(\dot{x}_i(t) - \dot{x}_j(t))$, we first design the following distributed node-based adaptive event-triggered controller for each agent

$$
u_i(t) = \dot{d}_i(t)K\xi_i(t),$$

$$d_i(t) = \xi_i^T(t)\Gamma\xi_i(t),$$

where $\dot{d}_i(t) = d_i(t_i^k), \forall t \in [t_i^k, t_i^{k+1})$, $d_i(t)$ is the adaptive coupling gain for agent $i$ with initial value $d_i(0) \geq 1$, $K$ and $\Gamma$ are feedback gain matrices to be designed.

The key now is to determine when to carry out communications and update controllers. Define $\tilde{x}_i(t) = x_i(t) - x_{\bar{r}}(t)$ and $\tilde{d}_i(t) = \dot{d}_i(t) - d_i(t)$ as the estimation errors. We design a triggering function for each agent as follows

$$t_{k+1}^i = \inf\{t > t_k^i \mid \tilde{x}_i^T(t)\Gamma\tilde{x}_i(t) \geq \gamma_i\varepsilon_i(t) \lor |\tilde{d}_i| \geq \theta_1 e^{-\theta_2(t - t_k^i)}\},$$

where $t_0^i = 0$, $\gamma_i > 0$, $\theta_1$, and $\theta_2$ are positive constants, $\varepsilon_i(t)$ is an internal variable with dynamics

$$\dot{\varepsilon}_i(t) = -k_i\varepsilon_i(t) - \sigma_i\tilde{x}_i^T(t)\Gamma\tilde{x}_i(t),$$

with $\varepsilon_i(0) > 0$, $k_i > 0$, and $\sigma_i > 0$. Only at event instant $t_k^i$, agent $i$ sends its current state information to its out-neighbors. According to (2), agent $i$ updates its control input $u_i$ only when $i$ or its neighboring agents are triggered.

**Remark 1** It is not difficult to see from (2) that the control input $u_i$ is designed completely based on the information at event instants and only updated at some discrete times. To determine event instants, we propose the novel dynamic rule composed of (3) and (4), from which, intuitively, the error $\tilde{x}_i$ and $\tilde{d}_i$ will not exceed the designed thresholds. Particularly, the so-called state-based threshold $-\sigma_i\tilde{x}_i^T(t)\Gamma\tilde{x}_i(t)$ only relies on agent $i$ and is decoupled from the topology. With this decoupling feature, both continuous communications and control updating are avoided.

Letting $\xi_i = \sum_{j=1}^{N} a_{ij}(\dot{x}_i - \dot{x}_j)$, we have $\dot{\xi}_i = \dot{\xi}_i - \xi_i$. Denote $\bar{d}_i$, the virtual adaptive gain, whose dynamics are given by

$$\bar{d}_i = \dot{\xi}_i^T\Gamma\xi_i,$$

with initial value $\bar{d}_i(0) \geq 1$. Further let $\bar{d}_i = d_i - \bar{d}_i$. Then we can derive the closed-loop dynamics of $x_i$ by

$$\dot{x}_i = Ax_i + d_iBK\xi_i + d_iBK\dot{\xi}_i + \bar{d}_iBK\xi_i + \bar{d}_iBK\dot{\xi}_i.$$

The compact form of the dynamics of $x$ can be written as

$$\dot{x} = (I_N \otimes A)x + (\bar{D} \otimes BK)\xi + (D \otimes BK)\dot{\xi} + (\bar{D} \otimes BK)\xi + (\bar{D} \otimes BK)\dot{\xi},$$

where $\xi = [\xi_1^T, \ldots, \xi_N^T]^T$, $\dot{\xi} = [\dot{\xi}_1^T, \ldots, \dot{\xi}_N^T]^T$, $\xi = [\xi_1^T, \ldots, \xi_N^T]^T$, $\bar{D} = \text{diag}(\bar{d}_1, \ldots, \bar{d}_N), D = \text{diag}(d_1, \ldots, d_N), D = \text{diag}(d_1, \ldots, d_N)$.

Now, we give the following result and show the convergence of consensus error $\xi$.

**Theorem 1** For the multi-agent system (1) under an undirected and connected graph, consensus can be achieved under the distributed adaptive event-triggered protocol (2) and (3) by choosing $K = -B^TQ$ and $\Gamma = QB^TQ$ with $Q > 0$ whose inverse $P = Q^{-1}$ is the solution to the following LMI:

$$AP + PA^T - BB^T < 0.$$ 

**Proof.** Consider the Lyapunov function candidate

$$V_1 = x^T(L \otimes Q)x + \sum_{i=1}^{N} \left[\frac{1}{2}\bar{d}_i - \alpha\right]^2 + \beta\bar{d}_iV_0,$$

where $\alpha$ and $\beta$ are positive constants to be determined, and

$$V_0 = \sum_{j=1}^{N} \frac{e_j}{k_j}.$$

By (4), we have $-(k_i + \sigma_i\gamma_i)\varepsilon_i \leq \dot{\varepsilon}_i \leq -k_i\varepsilon_i$, and thus $e^{-k_i + \sigma_i\gamma_i}\varepsilon_i(0) \leq \varepsilon_i(t) \leq e^{-k_i\varepsilon_i(0)}$. It is not difficult to verify that $V_1$ is positive definite. The time derivative of $V_1$ along the trajectory of (5) is given by

$$\dot{V}_1 = x^T(L \otimes (QA + A^TQ))x - 2\xi^T(\bar{D} \otimes \Gamma)\xi - 2\xi^T(\bar{D} \otimes \Gamma)\dot{\xi} - 2\xi^T(\bar{D} \otimes \Gamma)\dot{\xi} + \sum_{i=1}^{N}(\bar{d}_i - \alpha + \beta V_0)\xi_i^T\Gamma\xi_i$$

$$- \sum_{i=1}^{N} \beta\bar{d}_i \sum_{j=1}^{N} \left[\varepsilon_j + \frac{\sigma_j\varepsilon_j^T}{k_j}\right]_i.$$

It is to noted that the key is to analyze the three terms of (9), i.e., $-2\xi^T(\bar{D} \otimes \Gamma)\varepsilon$, $-2\xi^T(\bar{D} \otimes \Gamma)\dot{\xi}$, and $-2\xi^T(\bar{D} \otimes \Gamma)\dot{\xi}$. According to Lemmas 10-12 in Appendix A, we can
obtain that
\[
\dot{V}_1 \leq x^T (L \otimes (AQ + AT Q)) x - \xi^T (\alpha_1 I_N \otimes \Gamma) \xi + \sum_{i=1}^{N} (-\alpha + \beta V_0) \xi_i \Gamma \xi_i - \sum_{i=1}^{N} \beta \tilde{d}_i \sum_{j=1}^{N} (\varepsilon_j + \frac{\sigma_j}{k_j} \bar{x}_j^T \Gamma \bar{x}_j)
+ \sum_{i=1}^{N} (8\bar{d}_i + 2\beta_1 + 4\theta_1) \sum_{j=1}^{N} \bar{x}_j^T \Gamma \bar{x}_j,
\]
which is bounded. By Barbalat’s lemma [15], we can obtain that
\[
\dot{V}_1 \leq x^T (L \otimes (AQ + AT Q)) x - \xi^T (\alpha_1 I_N \otimes \Gamma) \xi + \sum_{i=1}^{N} (-\alpha + \beta V_0) \xi_i \Gamma \xi_i - \sum_{i=1}^{N} \beta \tilde{d}_i \sum_{j=1}^{N} (\varepsilon_j + \frac{\sigma_j}{k_j} \bar{x}_j^T \Gamma \bar{x}_j)
+ \sum_{i=1}^{N} (8\bar{d}_i + 2\beta_1 + 4\theta_1) \sum_{j=1}^{N} \bar{x}_j^T \Gamma \bar{x}_j,
\]
where \( \beta_1 \) and \( \beta_2 \) are defined in Lemmas 10-12.

By choosing \( \beta \geq 2(4 + \beta_1 + 2\theta_1) \max \{\frac{k_i}{\varepsilon_i} \} \max \{\frac{\sigma_j}{k_j} \} \alpha = \alpha_1 + \beta V_0(0) + \beta_2 + 3\theta_1 \), we can obtain from (10) that
\[
\dot{V}_1 \leq x^T (L \otimes (AQ + AT Q)) x - \xi^T (\alpha_1 I_N \otimes \Gamma) \xi + \sum_{i=1}^{N} (-\alpha + \beta V_0) \xi_i \Gamma \xi_i - \sum_{i=1}^{N} \beta \tilde{d}_i \sum_{j=1}^{N} (\varepsilon_j + \frac{\sigma_j}{k_j} \bar{x}_j^T \Gamma \bar{x}_j)
+ \sum_{i=1}^{N} (8\bar{d}_i + 2\beta_1 + 4\theta_1) \sum_{j=1}^{N} \bar{x}_j^T \Gamma \bar{x}_j,
\]
where the second inequality is obtained by choosing \( \alpha_1 \geq \frac{1}{\lambda_N(\mathcal{L})} \), the last inequality is derived by LMI (6), \( \lambda_2(\mathcal{L}) \) and \( \lambda_N(\mathcal{L}) \) denote the smallest and largest nonzero eigenvalue of \( \mathcal{L} \), respectively.

Therefore, \( V_1(t) \) is bounded, and so are \( \xi_i \) and \( \tilde{d}_i \). And \( V_1 \) has a finite limit as \( t \to \infty \), denoted by \( V_1^\infty \). Integrating the third inequality of (11) yields
\[
\int_0^\infty \xi^T (I_N \otimes (-AQ + AT Q - \Gamma)) \xi dt \leq \lambda_N(\mathcal{L})(V_1(0) - V_1^\infty).
\]
On the other hand, by (42) we can get that \( \tilde{d}_i = \tilde{d}_i + \tilde{d}_i \leq 2\bar{d}_i - \bar{d}_i(0) + \bar{d}_i(0) + A \sum_{j=1}^{N} \frac{x_{ij}^T(0)}{k_j} \), implying that \( \tilde{d}_i \) is bounded. Then, \( \tilde{d}_i = \tilde{d}_i - \tilde{d}_i \) is also bounded. According to the triggering rule, \( \bar{x}_j^T \Gamma \bar{x}_j \) is bounded, implying that \((I_N \otimes BK) \tilde{d}_i \) is bounded. Following this, we have \((I_N \otimes BK) \xi_i \) is bounded, further implying that \((I_N \otimes BK) \xi = (I_N \otimes BK)(\xi + \tilde{\xi}) \) is also bounded. According to (5), we have
\[
\dot{\tilde{\xi}} = (I_N \otimes A) \xi + (\bar{L} \otimes BK) \xi + (\bar{L} \otimes BK) \xi_i + (\bar{L} \otimes BK) \xi,
\]
which is bounded. By Barbalat’s lemma [15], we can conclude that \( \xi^T (I_N \otimes (-AQ + AT Q - \Gamma)) \xi \to 0 \) as \( t \to \infty \). In this sense, \( \xi \to 0 \) as \( t \to \infty \), i.e., consensus is achieved.

Remark 2 Note that to avoid continuous control updating, we use discrete value \( \tilde{d}_i(t) \) to design the control input \( u_i(t) \). Due to its discontinuity, \( \tilde{d}_i(t) \) cannot be directly used to establish the Lyapunov function. To circumvent this difficulty, the virtual adaptive gains \( \tilde{d}_i \) are introduced to design the Lyapunov function \( V_1 \) given in (7). Furthermore, we also introduce the function \( V_0 \) into the Lyapunov function \( V_1 \), in certain sense similar to the idea of [21], and the boundedness of \( V_0 \) facilitates the proof of Theorem 1.

The following result shows that Zeno behavior does not happen.

Theorem 2 Under the conditions in Theorem 1, the Zeno behavior is excluded.

Proof. We rule out the Zeno behavior by providing a contradiction argument. Without loss of generality, suppose agent \( i \) exists Zeno behavior, i.e., there exists \( T < +\infty \) such that \( \lim_{k \to \infty} t_{k_i} = T \). Then, for any positive constant \( \Delta \), there exists a positive integer \( k_0 \) such that for \( k \geq k_0 \), \( t_{k_i} \in [T - \Delta, T) \).

According to Theorem 1, it is not difficult to find that \( x_i, \xi_i \) and \( \tilde{d}_i \) are bounded for time during \([0, T) \). Noting that \( \tilde{x}_i(t_{k_i}^+) = 0 \) and \( \tilde{d}_i(t_{k_i}^-) = 0 \), we have
\[
\tilde{x}_i^T(t_{k_i}^-) \tilde{x}_i(t_{k_i}^-) = \left[ \int_{t_{k_i}^+}^{t_{k_i}} Ax_i + BK \tilde{d}_i \xi_i(\tau) d\tau \right]^T \Gamma \left[ \int_{t_{k_i}^+}^{t_{k_i}} Ax_i + BK \tilde{d}_i \xi_i(\tau) d\tau \right] \leq \|\Gamma\| h_1^2 (t_{k_i} - t_{k_i}^-)^2,
\]
where \( h_1 \) and \( h_2 \) denote the upper bounds of \( \|Ax_i + BK \tilde{d}_i \xi_i(t)\| \) and \( \xi_i^T(\tau) \xi_i(\tau) d\tau \) for \( t \in [0, T) \), respectively.

Take \( \Delta \triangleq \min \{\Delta_1, \Delta_2\} \), where \( \Delta_1 = \sqrt{\gamma_i e^{-\gamma_i(k_i + \sigma_i)} T} \) and \( \Delta_2 = \frac{\gamma_i e^{-\gamma_i T}}{h_2} \). According to the triggering rule (3), the next event for agent \( i \) after \( t_{k_i}^- \) happens if
\[
\tilde{x}_i(t_{k_i}^-) \Gamma \tilde{x}_i(t_{k_i}^-) \geq \gamma_i \tilde{e}_i(t_{k_i}^-) \geq \gamma_i e^{-\gamma_i(k_i + \sigma_i)} T \|\tilde{x}_i(t_{k_i}^-)\|, \quad \text{or} \quad \|\tilde{d}_i(t_{k_i}^-)\| \geq \theta_1 e^{-\theta_2 T}. \]

Then, we can obtain that \( t_{k_i+1}^+ - t_{k_i}^- \geq \Delta \). Thus, we have \( t_{k_i+1} > T \), which does not consist with \( t_{k_i+1} < T \). Therefore, we conclude that there does not exist the Zeno behavior.

Remark 3 Theorems 1 and 2 show that the presented event-triggered protocol ensures the achievement of consensus and the exclusion of the Zeno behavior. It is not difficult to see that this protocol does not require any global
and the controllers are designed as follows:

\[ u_i(t) = (\hat{d}_i(t) + \rho_i(t))\mu K\hat{\xi}_i(t), \]
\[ d_i(t) = \hat{\xi}_i(t)^T \Gamma \hat{\xi}_i(t), \]  \hspace{1cm} (15)

where \( \mu \in (0, 2) \) is a constant, \( \rho_i(t) = \hat{\xi}_i(t)^T Q \hat{\xi}_i(t) \) is the quadratic form of \( \hat{\xi}_i(t) \), \( d_i(t) \) is the adaptive gain with initial value \( d_i(0) \geq 1, \hat{d}_i(t) = \hat{d}_i(t_k^+), \) and the rest variables are the same as in (2).

To determine triggering instants, we design the triggering condition for each agent as follows

\[ t_{k+1}^i = \inf \{ t > t_k^i \mid \hat{x}_i(t) \geq \gamma_i \epsilon_i(t) \}
\quad \lor \quad |\hat{d}_i| \geq \theta_1 e^{-\theta_2 (t-t_k^i)} \}, \]  \hspace{1cm} (16)

where \( t_0^i = 0 \), \( \gamma_i > 0 \) is a positive constant, \( \epsilon_i(t) \) is an internal variable with dynamics

\[ \dot{\epsilon}_i(t) = -k_i \epsilon_i(t) - \sigma_i \hat{x}_i^T(t) \hat{x}_i(t), \]  \hspace{1cm} (17)

with \( \epsilon_i(0) > 0, k_i > 0 \) and \( \sigma_i > 0 \).

Denote \( \bar{d}_i \) the virtual adaptive gain with initial value \( \bar{d}_i(0) \geq 1 \), whose dynamics are given by

\[ \dot{\bar{d}}_i = \xi_i^T \Gamma \xi_i. \]

Let \( \bar{d}_i = d_i - \bar{d}_i, \hat{p}_i = \xi_i^T Q \xi_i, \) and \( \bar{p}_i = \rho_i - \hat{p}_i \). The closed-loop dynamics of \( x_i \) can be given by

\[ \dot{x}_i = \bar{d}_i \bar{p}_i)BK\hat{\xi}_i + \mu(\hat{d}_i + \bar{d}_i)BK\hat{\xi}_i \]
\[ + \mu(\bar{d}_i + \bar{d}_i)BK\hat{\xi}_i, \]

Then, the dynamics of \( \xi \) in compact form can be written as

\[ \dot{\xi} = [I_N \otimes A + \mu L(\hat{D} + \hat{\rho}) \otimes BK] \xi + [\mu L(\hat{D} + \hat{\rho}) \otimes BK] \hat{\xi}, \]  \hspace{1cm} (18)

where \( \rho = \text{diag}(\rho_1, \cdots, \rho_N), \hat{\rho} = \text{diag}(\hat{\rho}_1, \cdots, \hat{\rho}_N), \hat{\rho} = \text{diag}(\hat{\rho}_1, \cdots, \hat{\rho}_N). \)

The next result shows the achievement of consensus and the exclusion of the Zeno behavior under strongly connected graphs.

**Theorem 3** Suppose that the network topology associated with the \( N \) agents in (1) is strongly connected. The consensus can be achieved under the adaptive event-triggered protocol (15) and (16). Moreover, the Zeno behavior is excluded.

Before giving the proof of Theorem 3, we introduce the following lemma.

**Lemma 4** ([22]) For a strongly connected graph \( \mathcal{G} \) with Laplacian matrix \( \mathcal{L} \), the matrix \( \hat{\mathcal{L}} = R \mathcal{L} + \mathcal{L}^T R \) represents a weighted symmetric Laplacian matrix of an undirected connected graph, where \( R = \text{diag}(r_1, \cdots, r_N) > 0 \) with \( r = [r_1, \cdots, r_N] \) being the left zero unit eigenvector of \( \mathcal{L} \).
Moreover, \( \min_{x,z=0} x^T \dot{L} x \geq \frac{\lambda_2(\hat{L})}{\lambda_2(L)} x^T x \), where \( \lambda_2(\hat{L}) \) is the smallest nonzero eigenvalue of \( \hat{L} \) and \( z \) is a vector with all positive elements.

Now, we are ready to prove Theorem 3.

**Proof.** Consider the Lyapunov function candidate

\[
V_2 = \sum_{i=1}^{N} r_i \left( (\hat{d}_i + \frac{1}{2} \bar{\rho}_i) \bar{\rho}_i + (\hat{d}_i - \alpha)^2 + \beta \hat{d}_i^2 \right),
\]

where \( \alpha \) and \( \beta \) are positive constants, \( r_i \) is defined by Lemma 4, and \( V_0 \) is defined in (8). The time derivative of \( V_2 \) is

\[
\dot{V}_2 = \xi^T ((\hat{D} + \bar{\rho}) R \otimes (QA + AT Q) - \mu (\hat{D} + \bar{\rho}) R \hat{L} \hat{D} \otimes \Gamma) \xi
\]

\[
- \frac{1}{2} \mu \xi^T ((\hat{D} + \bar{\rho}) RL \hat{D} \otimes \Gamma) \xi
\]

\[
- \frac{1}{2} \mu \xi^T ((\hat{D} + \bar{\rho}) RL \hat{D} \otimes \Gamma) \xi
\]

\[
+ \xi^T ((1 + 2\beta V_0) ((\hat{D} + \bar{\rho}) \hat{D} R - \alpha I) \otimes \Gamma) \xi
\]

\[
- \sum_{i=1}^{N} \beta r_i d_i^2 \sum_{j=1}^{N} \left( \epsilon_j + \frac{\sigma_j}{k_j} \hat{x}_j \right).
\]

In light of Lemma 4, and noticing that

\[
((\hat{D} + \bar{\rho}) - 1) \tau^T 1 \tau ((\hat{D} + \bar{\rho}) - B^T P) \xi
\]

\[
= (rL \otimes I_k B^T P) x = 0,
\]

we have

\[
- \frac{1}{2} \mu \xi^T ((\hat{D} + \bar{\rho}) R \otimes \Gamma) \xi
\]

\[
\leq - \xi^T \left[ \frac{\mu \lambda_2(\hat{L})}{N} (\hat{D} + \bar{\rho})^2 \otimes \Gamma \right] \xi.
\]

(21)

According to Lemmas 13-15 in Appendix B, for \( t > T_0 \), where \( T_0 \) denotes a positive constant, by choosing

\[
\alpha = \frac{\mu \lambda_2(\hat{L})}{\lambda_2(L)} \text{ and } \beta \geq \frac{\mu \left(2(1+\alpha_1+\beta_1)^2 + 12N \alpha_1^2 \sigma_{\max}(\hat{L}) \sigma_{\max}(\hat{L}) \right) \lambda_{\max}(R) \lambda_{\max}(\Gamma) \max \{I_2, \hat{L} \} \max \{I_2, \hat{L} \}}{\lambda_2(L)},
\]

we can get that

\[
\dot{V}_2 \leq \xi^T ((\hat{D} + \bar{\rho}) R \otimes (QA + AT Q + \frac{\mu}{2} X + \beta_0 \Gamma) ) \xi
\]

\[
- \xi^T \left[ \frac{\mu \lambda_2(\hat{L})}{8N} (\hat{D} + \bar{\rho})^2 + \alpha_0 R \right] \otimes \Gamma] \xi,
\]

(22)

where \( \beta_0 = 1 + 2\beta V_0(0) + \frac{2\mu \beta \sigma_{\max}(R) \lambda_{\max}(\Gamma)}{\lambda_{\max}(R)} \). By choosing \( \alpha_0 \geq \frac{2N(1+\beta_0)^2 \lambda_{\max}(R)}{\mu \lambda_2(\hat{L})} \) and using the Young’s Inequality [2], we can derive that for \( t > T_0 \),

\[
\dot{V}_2 \leq \xi^T ((\hat{D} + \bar{\rho}) R \otimes (QA + AT Q + \frac{\mu}{2} X + \beta_0 \Gamma) ) \xi
\]

\[
- \xi^T ((\hat{D} + \bar{\rho}) R \otimes \Gamma) \xi
\]

\[
= - \frac{1}{2} \mu \xi^T ((\hat{D} + \bar{\rho}) R \otimes X) \xi
\]

\[
\leq 0.
\]

Therefore, \( V_2 \) is bounded, and so are \( \hat{d}_i \) and \( \bar{\rho}_i \). Following the similar steps and in light of Barbalat’s Lemma, we can conclude that \( \xi \) asymptotically converges to zero, i.e., the consensus is indeed realized. Taking similar steps in the proof of Theorem 2, we can derive that the Zeno behavior never happens.

**Remark 5** It is to be noted that we embed a small positive constant \( \mu \) into the controller (15) and it plays a role of reducing the amplitude of the control input. Generally, a small \( \mu \) will reduce the control amplitude and meanwhile lower the speed of convergence. So, we need to choose a proper \( \mu \) to trade-off the control amplitude and the convergence speed.

**Remark 6** It is to be noted that in order to deal with the unpleasant asymmetric Laplacian matrix of directed graphs, we have included an extra quadratic function \( \rho_i(t) \) into the designed controller of each agent. This idea is partly motivated by [20], which nevertheless considers continuous control and communications.

4.2 The Case of Leader-Follower Directed Graphs

Note that we have only considered the case of strongly connected graphs in the last subsection. In this subsection, we aim at considering leader-follower directed graphs which only contains a directed spanning tree. Without loss of generality, we assume that agent 1 is the leader and the other agents are the followers.

**Assumption 5** The graph associated with the \( N \) agents has a directed spanning tree with the leader as a root.

Under this assumption, the Laplacian matrix \( \mathcal{L} \) can be partitioned as \( \mathcal{L} = \begin{bmatrix} 0 & 0_{1 \times (N-1)} \\ 1 & \mathcal{L}_1 \end{bmatrix} \), where \( \mathcal{L}_1 \) is a non-singular \( M \)-matrix.

To track the leader’s state, we propose a distributed adaptive event-based controller for each follower as

\[
u_i(t) = (\hat{d}_i(t) + \rho_i(t)) \mu K \hat{\xi}_i(t),
\]

\[
\hat{d}_i(t) = \xi_i^T(t) \mathcal{L}_1 \hat{\xi}_i(t), i = 2, \cdots, N,
\]

(24)
where $\mu \in (0, 2)$ is a constant, $\rho_i = \tilde{\xi}_i^T Q \tilde{\xi}_i$ is the quadratic form of $\tilde{\xi}_i$, $d_i$ is the adaptive gain with initial value $d_i(0) \geq 1$, $\tilde{d}_i(t) = d_i(t^*_k)$, and the rest variables are the same as in (2).

Let $\bar{x}_i = x_i - x_i$ and $\tilde{d}_i = \tilde{d}_i - d_i$. The triggering condition for each agent is designed by

$$t_{k+1}^l = \inf \{ t > t_k^l \mid \bar{x}_i(t) \geq \gamma_i \varepsilon_1(t) \}$$

$$t_{k+1}^r = \inf \{ t > t_k^r \mid \tilde{x}_i(t) \geq \gamma_i \varepsilon_i(t) \}$$

$$\varepsilon_1(t) = -k_i \varepsilon_i(t) \sigma_i \tilde{x}_i^T(t) \tilde{x}_i(t), \ i = 1, \ldots, N,$$  \hspace{1cm} (25)

with $\varepsilon_i(0) > 0$, $k_i > 0$ and $\sigma_i > 0$. At event instants of the leader $t_k^l$, the leader sends its current information to the informed followers. Differently, when event of followers happens, the corresponding followers need to update their controllers and carry out communications among neighboring followers.

**Theorem 6** Suppose that Assumption 5 holds. Under the adaptive event-triggered protocol composed of (24)-(26), the leader-follower consensus of systems (1) can be achieved and the time-varying weights $d_i(t)$ are bounded. Moreover, there does not exist Zeno behavior for the whole multi-agent systems.

**Remark 7** We omit the proof of Theorem 6 here for conciseness and refer interested readers to finish it following the proof of Theorem 3. For the leader-follower network, we design a triggering function for the leader to determine when to transmit information from the leader to informed followers, and triggering functions for followers used to determine when to update controllers and carry out communications among neighboring followers.

## 5 Output-Feedback Based FDCDCC

In this section, we are going to extend the results of Sections 3 and 4 to the case where state information is not available. In this case, we need to design novel output-feedback control algorithms to solve event-triggered consensus problem.

### 5.1 The Case of Undirected Graphs

We first consider undirected graphs in this subsection. To deal with the difficulty caused by unavailable state information, the idea here is to design state observer using local output information. Then, we use the state observer to design controllers and triggering functions.

Now, we propose the following adaptive output-based event-triggered controller:

$$\hat{v}_i(t) = Av_i(t) + Bu_i(t) + F(Cv_i(t) - y_i(t)),$$

$$\hat{e}_i = \hat{y}_1^T(t) \Gamma \hat{y}_i(t),$$

$$u_i(t) = \hat{e}_i(t) K \hat{y}_i(t), \ i = 1, \ldots, N,$$  \hspace{1cm} (27)

where $v_i(t)$ are state observers, $e_i(0) \geq 1$, $\hat{e}_i(t) = e_i(t^*_k)$, $\hat{y}_i(t) = \sum_{j=1}^N a_{ij}(\hat{v}_i(t) - \hat{v}_j(t))$, $\hat{v}_i = v_i(t^*_k)$, $\forall t \in [t^*_k, t_{k+1})$, $i = 1, \ldots, N$.

By defining $\hat{e}_i = \hat{v}_i - v_i$ and $\tilde{e}_i = e_i - \hat{e}_i$ as the estimation errors, we design the following triggering condition

$$t_{k+1}^l = \inf \{ t > t_k^l \mid \tilde{e}_i^T(t) \tilde{e}_i(t) \geq \gamma_i \varepsilon_i(t) \}$$

$$\varepsilon_i(t) = -k_i \varepsilon_i(t) - \sigma_i \tilde{e}_i^T(t) \tilde{e}_i(t), \ i = 1, \ldots, N.$$  \hspace{1cm} (28)

with $\varepsilon_i(0) > 0$, and other parameters being the same as in (3).

Let $z_i = v_i - x_i$, $i = 1, \ldots, N$. Then, we have

$$\dot{z}_i = (A + FC) z_i,$$

$$\hat{v}_i = Av_i + Bu_i + FC z_i, \ i = 1, \ldots, N.$$

Denote $\eta = [\eta_1^T, \ldots, \eta_N^T]^T = (L \otimes I_n)v$. Letting $\hat{\eta}_i = \sum_{j=1}^N a_{ij}(\hat{v}_i - \hat{v}_j)$, we have $\hat{\eta}_i = \hat{\eta}_i - \eta_i$. Denote $\hat{e}_i$, the virtual adaptive gain, whose dynamics are given by

$$\hat{e}_i = \eta_i^T \Gamma \hat{\eta}_i,$$

with initial value $\hat{e}_i(0) \geq 1$. Further let $\bar{e}_i = e_i - \hat{e}_i$. Then we can derive the closed-loop dynamics of $v_1$ by

$$\dot{v}_1 = Av_1 + \bar{e}_i BK \hat{\eta}_i + \hat{e}_i BK \eta_i + \hat{e}_i BK \hat{\eta}_i + FC z_i.$$

And the compact form of the dynamics of $v$ can be written as

$$\dot{v} = (I_N \otimes A)v + (\tilde{E} \otimes BK) \hat{\eta} + (E \otimes BK) \eta$$

$$+ (\tilde{E} \otimes BK) \hat{\eta} + (E \otimes BK) \eta + (I_N \otimes FC) z,$$  \hspace{1cm} (30)

where $\hat{\eta} = [\hat{\eta}_1^T, \ldots, \hat{\eta}_N^T]^T$, $\eta = [\eta_1^T, \ldots, \eta_N^T]^T$, $\tilde{E} = \text{diag}(\hat{e}_1, \ldots, \hat{e}_N)$, $E = \text{diag}(e_1, \ldots, e_N)$, $\tilde{E} = \text{diag}(\bar{e}_1, \ldots, \bar{e}_N)$, and $z = [z_1^T, \ldots, z_N^T]^T$.

Now, we introduce the result under the proposed adaptive event-triggered output-feedback protocol.
Theorem 7 Choose $F$ such that $A + FC$ is Hurwitz and choose $K = -B^TQ$ and $\Gamma = QBB^TQ$ where $Q > 0$ is the solution to the following Riccati equation:

$$A^TQ + QA - QBB^TQ + I = 0. \quad (31)$$

Then, all agents can achieve consensus and do not exist Zeno behavior.

PROOF. Consider the Lyapunov function candidate

$$V_3 = v^T(L \otimes Q)v + \sum_{i=1}^{N} \left[ \frac{1}{2}(\bar{e}_i - \alpha)^2 + \beta d_i V_e + \gamma z_i^T Q z_i \right],$$

where $\alpha$, $\beta$, and $\gamma$ are positive constants, and $V_e = \sum_{j=1}^{N} e_j^T$ and $Q_0$ is a positive definite matrix such that $Q_0(A + FC) + (A + FC)^T Q_0 < 0$.

When computing the time derivate of $V_3$, we need to note that

$$2v^T(L \otimes Q)(I_N \otimes FC)v \leq \frac{1}{2}v^T(L \otimes I_n)v + 2\lambda_N(L)\lambda_{\max}(C^T Q^2 FC)z^T z,$$

and

$$\frac{dz^T Q z}{dt} = z^T [Q_0(A + FC) + (A + FC)^T Q_0] z
\leq -\lambda_{\min}(Q_0(A + FC) + (A + FC)^T Q_0) z^T z.$$

Then, following the steps and choosing $\alpha$ and $\beta$ as in the proof of Theorem 1, we let $\gamma \geq \frac{2\lambda_N(L)\lambda_{\max}(C^T Q^2 FC)}{\lambda_{\min}(Q_0(A + FC) + (A + FC)^T Q_0)}$ and conclude that

$$\dot{V}_3 \leq x^T [L \otimes (QA + A^T Q - \Gamma + \frac{1}{2}I)] x
\leq \frac{1}{\lambda_N(L)} x^T [I_N \otimes (QA + A^T Q - \Gamma + \frac{1}{2}I)] \xi
\leq 0.$$  

Then, we can show that $v_i$ asymptotically converge to be the same, further implying that consensus can be achieved. The Zeno behavior can be excluded as in the proof of Theorem 2. The details are skipped for brevity.

Remark 8 To avoid using the state information, in this subsection we propose a kind of adaptive observer-based event-triggered protocol (27). It is to be noted that the design of the observer is not unique and other kinds of observers may also work. To be convenient, we choose the design matrix $Q$ by solving the Riccati equation (31). Actually, when the pair $(A, B)$ is stabilizable, the solvability of the Riccati equation (31) is equal to that of the LMI (6) [18].

5.2 The Case of Directed Graphs

In this subsection, we consider strongly connected graphs and extend to the results of Section IV-A to the case where only local output information is available.

We propose the following adaptive output-based event-triggered controller for each agent:

$$\dot{v}_i(t) = Av_i(t) + Bu_i(t) + F(c_i(t) - y_i(t)),$$

$$\dot{y}_i(t) = \gamma_i(t)\Gamma \hat{\eta}_i(t),$$

$$u_i(t) = (\hat{e}_i(t) + \varrho_i(t))\mu K \hat{\eta}_i(t), \quad i = 1, \ldots, N,$$

where $\mu \in (0, 2)$ is a constant, $e_i(0) \geq 1$, $\dot{\varrho}_i(t) = e_i(t)^2$, $\dot{\eta}_i(t) = \sum_{j=1}^{N} a_{ij}(\hat{v}_i(t) - \hat{v}_j(t))$, $\hat{v}_i(t) = v_i(t^+_k)$, $\hat{\eta}_i(t) = \hat{\eta}_i(t^+_k)Q \hat{\eta}_i(t)$ is the quadratic form of $\hat{\eta}_i$, $\forall t \in [t_k, t^+_k]$, $i = 1, \ldots, N$.

To determine event instants, we design the following triggering condition for each agent

$$t^+_k \triangleq \inf \{ t > t_k \mid \dot{e}_i(t) \dot{v}_i(t) \geq \gamma_i e_i(t) \},$$

where $e_i(t)$ is an internal variable with dynamics

$$\dot{e}_i(t) = -k_i e_i(t) - \sigma_i \dot{v}_i(t) \dot{v}_i(t),$$

with $e_i(0) > 0$, and other parameters being the same as in (3).

Theorem 8 Choosing feedback matrices $F$, $K$, and $\Gamma$ as in Theorem 7, the consensus of (1) can be achieved and the time-varying weights $e_i(t)$ are bounded. Moreover, there does not exist Zeno behavior for the whole multi-agent systems.

Remark 9 Theorem 8 can be proved following the steps as in the proof of Theorems 3 and 7. Here we omit the details for brevity. Under the adaptive output-feedback event-triggered protocol composed of (34) and (35), the observer $v_i$ will asymptotically converge to the state $x_i$.

6 Simulation Examples and Discussions

In this section we use the following numerical example to show the effectiveness of the proposed fully distributed event-triggered protocols. Particularly, we consider six agents whose dynamics satisfy (1) with $A = \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0.1 \end{bmatrix}$
and $B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}$. The six agents are networked by the graph shown in Fig. 1, which is strongly connected.

To achieve consensus of the above problem, we use the adaptive event-triggered protocol (15) and (16). Solving the LMI (6) gives $P = \begin{bmatrix} 0.4792 & -0.1955 \\ 0.1955 & 0.3510 \end{bmatrix}$, $Q = \begin{bmatrix} 0.3510 & 0.7196 \\ 0.7196 & 1.0790 \end{bmatrix}$, and $\Gamma = \begin{bmatrix} 0.7071 & -0.4551 & -0.7118 \\ -0.4551 & 0.2929 & 0.4581 \\ -0.7118 & 0.4581 & 0.7165 \end{bmatrix}$. The rest parameters in the protocol are selected as $\mu = 1$, $\gamma_i = 1$, $\theta_1 = 1$, $\theta_2 = 1$, $k_i = 0.25$, $\sigma_i = 0.25$, and $\epsilon_i(0) = 0.4$, $i = 1, \ldots, 6$.

Running the software named MATLAB in a computing frequency of 1 GHz, we can get the following results. Fig. 2 shows that consensus can be achieved. The time-varying gains $d_i$ are shown in Fig. 3, implying that $d_i$ tend to fixed values. According to Fig. 4, control input is updated at event instants and is through zero-order hold until next event instant. In this simulation, communications for each agent are only needed at the discrete instants shown in Fig. 5.

![Fig. 1. The network topology associated with the agents.](image1)

![Fig. 2. Consensus error $x_i - x_1$, $i = 2, \ldots, 6$.](image2)

In Sections 3-5, we have proposed a series of fully distributed adaptive event-triggered protocols with discrete communication and updating. The core is to design a dynamic triggering condition for each agent and only it is triggered, the agent sends its current state or output information to its out-neighbors. Naturally, there is a different idea that only when the triggering condition is triggered, the agent samples information from its neighbors and updates its controller. Following this idea, the event-triggered protocols with relative state measurement information are studied in [16,17].

![Fig. 3. The time-varying gains $d_i$, $i = 1, \ldots, 6$.](image3)

![Fig. 4. Control input $u_i$ of each agent.](image4)

![Fig. 5. Triggering instants of each agent.](image5)

Noting that the controllers of [16,17] are required to be continuously updated, we in [5] design an adaptive event-triggered controller based on relative state measurement as follows

$$u_i(t) = \left(c_i(t_k^i) + \rho_i(t_k^i)\right)K\xi_i(t_k^i),$$

$$\dot{c}_i(t) = \kappa_i\xi_i^T(t_k^i)\Gamma\xi_i(t_k^i),$$  \hspace{1cm} (37)

where $\rho_i(t) = \xi_i^T(t)Q\xi_i(t)$, $c_i(0)$ and $\kappa_i$ are positive constants, $Q > 0$ and $\Gamma$ are constant matrices, $\xi_i(t) = \sum_{j=1}^N a_{ij}(x_i(t) - x_j(t))$. Denote $\dot{c}_i(t) \triangleq c_i(t_k^i)$, $\dot{\rho}_i(t) \triangleq \rho_i(t_k^i)$. Triggering functions are designed as follows

$$f_{1i} = (c_i + \rho_i)^2\xi_i^T\Gamma\xi_i - \phi_1\xi_i^T\Gamma\xi_i - \mu_{1i}(t),$$

$$f_{2i} = (\dot{c}_i + \dot{\rho}_i)^2\xi_i^T\Gamma\xi_i - \phi_2\xi_i^T\Gamma\xi_i - \mu_{2i}(t),$$  \hspace{1cm} (38)
Table 1

| Agent | 1   | 2   | 3   | 4   | 5   | 6   |
|-------|-----|-----|-----|-----|-----|-----|
| under (15) | 219 | 203 | 220 | 212 | 214 | 223 |
| under (37)  | 63  | 78  | 72  | 81  | 49  | 128 |

where \( \tilde{\xi}_i = \tilde{c}_i - c_i, \tilde{\rho}_i = \tilde{\rho}_i - \rho_i, \tilde{\xi}_i(t) = \xi_i(t_k), \phi_1 \) and \( \phi_2 \) are positive constants, and \( \mu_{1i}(t) \) and \( \mu_{2i}(t) \) are positive scalar functions belonging to \( L_1[0, +\infty) \), indicating that \( L_1[0, +\infty) \triangleq \{ x(t) \in \mathbb{R} | \int_0^\infty |x(\tau)| d\tau < \infty \} \). Exactly, \( \mu e^{-\nu t} \) can be a special case of \( \mu_{1i}(t) \). We define \( t_{k+1}^i \triangleq \inf \{ t > t_k^i | f_{1i}(t) \geq 0 \lor f_{2i}(t) \geq 0 \} \). Once \( f_{1i} \geq 0 \) or \( f_{2i} \geq 0 \), agent \( i \) immediately samples information from its neighbors and updates its control input \( u_i(t) \). At other times, \( u_i(t) \) keeps zero-order hold.

**Lemma 9** ([5]) Letting \( c_i(0) > \sqrt{2}\phi_i \), under the adaptive event-triggered protocol composed of (37) and (38) with \( K = -B^TQ \) and \( \Gamma = QB^TQ \), where \( Q > 0 \) is the solution to the Riccati equation (31), consensus of systems (1) can be achieved and the time-varying weights \( c_i(t) \) are bounded. Moreover, there does not exist Zeno behavior for the whole multi-agent systems.

Note that the triggering function (38) relies on continuous relative state information \( \xi_i(t) \) of neighboring agents. Even if as a compensation we can compute \( \xi_i(t) \) according to the dynamics \( \dot{\xi}_i(t) = A\xi_i(t) + B \sum_{j=1}^N a_{ij}(u_i(t) - u_j(t)) \), each agent needs to use the inputs of neighbors as pointed out in [5,7,25]. This means that each agent needs to transmit its input value to its out-neighbors at event instants, which takes the same way of the information interaction with the fully distributed adaptive event-triggered protocols in Sections 3-5. In addition, the computing of the external variable \( \xi_i(t) \) also increases computational cost. Furthermore, the reliability of the calculated consensus error \( \xi \) depends on how accurate the dynamics are. Note that once there exist unmodeled dynamics or disturbances, \( \xi_i(t) \) cannot be accurately calculated by the above computing equation anymore. These drawbacks essentially exist in the proposed protocol (37) as well as the existing protocols based on relative state measurements, such as the ones of [16,17]. Nevertheless, such limitations can be circumvented by using the distributed adaptive dynamic event-triggered protocols proposed in Sections 3-5.

**Appendix A. The lemmas in Section 3**

For the network dynamics (5), we can derive the following lemmas.

**Lemma 10** It holds that

\[
-2\xi^T(D \otimes \Gamma)\dot{\xi} \leq \frac{1}{2} \xi^T(\tilde{D} \otimes \Gamma)\xi + \frac{1}{2} \xi^T(\tilde{D} \otimes \Gamma)\xi + \sum_{i=1}^N (8\tilde{d}_i + 2\beta_1) T_{ii}^2 \sum_{j=1}^N \tilde{\epsilon}_j^T \Gamma \tilde{\epsilon}_j,
\]

where \( \beta_1 \geq \max\{ -2\tilde{d}_i(0) + 2\tilde{d}_i(0) + 8\tilde{d}_i^2 \sum_{j=1}^N \frac{\gamma_i(0)}{\kappa_j} \} \) is a positive constant.

**Proof.** By the Young’s inequality [2], we have

\[
-2\xi^T(D \otimes \Gamma)\dot{\xi} \leq \frac{1}{2} \xi^T(\tilde{D} \otimes \Gamma)\xi + \frac{1}{2} \xi^T(\tilde{D} \otimes \Gamma)\xi + \sum_{i=1}^N (8\tilde{d}_i + 2\beta_1) T_{ii}^2 \sum_{j=1}^N \frac{\gamma_i(0)}{\kappa_j}
\]

\[
+ 2\xi^T(\tilde{D} \otimes \Gamma)\xi.
\]

7 Conclusion

This paper has considered the distributed consensus control problem with the constraints of communication bandwidth and updating frequency. We have established a novel framework and systematically studied both undirected graph and directed graph, and designed several kinds of adaptive event-triggered protocols. It has been shown that the presented protocols can guarantee the achievement of the expected control performance and reduce the frequencies of communication among neighboring agents and control updating. Furthermore, the proposed protocols are fully distributed and scalable, without requiring any global information of the whole network. The effectiveness of the proposed protocols are clearly verified by the simulation examples and the comparisons with others protocols given in existing related papers. The results of the current paper can be further extended to several problems, such as tracking control with a dynamic leader whose input is unknown, output regulation of heterogeneous multi-agent systems, and formation control.
Note that
\[
\dot{a}_i(t) = \int_0^t (\xi_i^T(\tau)\Gamma\dot{\xi}_i(\tau) - \xi_i^T(\tau)\Gamma\xi_i(\tau))d\tau + \dot{a}_i(0) \\
= \int_0^t (\xi_i^T(\tau)\Gamma\dot{\xi}_i(\tau) + 2\xi_i^T(\tau)\Gamma\dot{\xi}_i(\tau))d\tau + \dot{a}_i(0) \\
\leq \int_0^t \xi_i^T(\tau)\Gamma\xi_i(\tau)d\tau + 2\int_0^t \xi_i^T(\tau)\Gamma\dot{\xi}_i(\tau)d\tau + \dot{a}_i(0) \\
= \dot{a}_i(t) + 2\int_0^t \xi_i^T(\tau)\Gamma\dot{\xi}_i(\tau)d\tau + \dot{a}_i(0) - \dot{a}_i(0),
\]
(40)
and
\[
\xi_i^T\Gamma\dot{\xi}_i = \sum_{j=1}^N a_{ij}(\ddot{x}_i - \ddot{x}_j)^T\Gamma\sum_{j=1}^N a_{ij}(\ddot{x}_i - \ddot{x}_j) \\
\leq 2l_i^2\ddot{x}_i^T\Gamma\ddot{x}_i + 2\sum_{j=1}^N a_{ij}\ddot{x}_i^T\Gamma\sum_{j=1}^N a_{ij}\ddot{x}_j \\
\leq 2l_i^2\ddot{x}_i^T\Gamma\ddot{x}_i + 2\sum_{j=1}^N a_{ij}\ddot{x}_j^T\Gamma\ddot{x}_j \\
\leq 2l_i^2\sum_{j=1}^N \ddot{x}_j^T\Gamma\ddot{x}_j.
\]
(41)
Combining (40) and (41), we can get that
\[
\dot{a}_i(t) \leq \dot{a}_i(t) - \dot{a}_i(0) + \dot{a}_i(0) + 4l_i^2\sum_{j=1}^N \int_0^t \ddot{x}_j^T(\tau)\Gamma\ddot{x}_j(\tau)d\tau \\
\leq \dot{a}_i(t) - \dot{a}_i(0) + \dot{a}_i(0) + 4l_i^2\sum_{j=1}^\infty \gamma_j\varepsilon_j(0)d\tau \\
\leq \dot{a}_i(t) - \dot{a}_i(0) + \dot{a}_i(0) + 4l_i^2\sum_{j=1}^N \frac{\gamma_j\varepsilon_j(0)}{k_j}.
\]
(42)
Therefore, we can derive that
\[
-2\xi^T(\dot{D}\otimes\Gamma)\dot{\xi} \leq \frac{1}{2}\xi^T(\dot{D}\otimes\Gamma)\xi + \frac{1}{2}\xi^T(\dot{D}\otimes\Gamma)\xi \\
+ \sum_{i=1}^N (4\dot{d}_i + \beta_1) \xi_i^T\Gamma\dot{\xi}_i \\
\leq \frac{1}{2}\xi^T(\dot{D}\otimes\Gamma)\xi + \frac{1}{2}\xi^T(\dot{D}\otimes\Gamma)\xi \\
+ \sum_{i=1}^N (8\dot{d}_i + 2\beta_1) l_i^2 \sum_{j=1}^N \ddot{x}_j^T\Gamma\ddot{x}_j.
\]
This completes the proof. \[
\]
**Lemma 11** It holds that
\[
-\frac{3}{2}\xi^T(\dot{D}\otimes\Gamma)\xi \leq \frac{1}{2}\xi^T(\dot{D}\otimes\Gamma)\xi + \xi^T(\beta_2 I_N \otimes \Gamma)\xi,
\]
(43)
where \(\beta_2 \geq \max\{-\frac{4}{3}(\ddot{d}_i(0) + \frac{1}{3}\ddot{d}_i(0)) + 6\sum_{i=1}^N l_i^2 \sum_{j=1}^N \frac{\gamma_j\varepsilon_j(0)}{k_j}\}\) is a positive constant.

**PROOF.** Obviously, we have
\[
-\dot{a}_i(t) = -\dot{a}_i(0) + \int_0^t (\xi_i^T(\tau)\Gamma\dot{\xi}_i(\tau) - \xi_i^T(\tau)\Gamma\dot{\xi}_i(\tau))d\tau \\
= -\dot{a}_i(0) + \int_0^t (-\xi_i^T(\tau)\Gamma\dot{\xi}_i(\tau) - 2\xi_i^T(\tau)\Gamma\dot{\xi}_i(\tau))d\tau \\
\leq -\dot{a}_i(0) + \frac{1}{3}\int_0^t \xi_i^T(\tau)\Gamma\xi_i(\tau)d\tau + 2\int_0^t \xi_i^T(\tau)\Gamma\dot{\xi}_i(\tau)d\tau \\
\leq -\dot{a}_i(0) + \frac{1}{3}\ddot{d}_i(t) - \frac{1}{3}\ddot{d}_i(0) + 4l_i^2\sum_{j=1}^N \frac{\gamma_j\varepsilon_j(0)}{k_j}.
\]
Thus, we can obtain that
\[
-\frac{3}{2}\xi^T(\dot{D}\otimes\Gamma)\xi = \sum_{i=1}^N (-\frac{3}{2}\ddot{d}_i(t)) = \sum_{i=1}^N (-\frac{3}{2}\ddot{d}_i(t)) \xi_i^T\Gamma\xi_i \\
\leq \sum_{i=1}^N \left(\frac{1}{2}\ddot{d}_i(t) - \frac{3}{2}\ddot{d}_i(0) + \frac{1}{3}\ddot{d}_i(0)\right) \xi_i^T\Gamma\xi_i \\
+ 6\sum_{i=1}^N l_i^2 \sum_{j=1}^N \frac{\gamma_j\varepsilon_j(0)}{k_j} \xi_i^T\Gamma\xi_i \\
\leq \frac{1}{2}\xi^T(\dot{D}\otimes\Gamma)\xi + \xi^T(\beta_2 I_N \otimes \Gamma)\xi.
\]
This completes the proof. \[
\]
Lemma 12  It holds that

$$-2\xi^T(\bar{D} \otimes \Gamma)\dot{\xi} \leq 3\theta_1 \sum_{i=1}^{N} \xi_i^T \Gamma \xi_i + 4\theta_1 \sum_{i=1}^{N} I_{ii}^2 \sum_{j=1}^{N} \ddot{x}_j^T \Gamma \ddot{x}_j.$$  

(44)

**PROOF.** According to the triggering rule, we have

$$-2\xi^T(\bar{D} \otimes \Gamma)\dot{\xi} = -2 \sum_{i=1}^{N} \ddot{d}_i \xi_i^T \Gamma \dot{\xi}_i$$

$$\leq \theta_1 \sum_{i=1}^{N} \xi_i^T \Gamma \xi_i + \theta_1 \sum_{i=1}^{N} \xi_i^T \Gamma \dot{\xi}_i$$

$$\leq 3\theta_1 \sum_{i=1}^{N} \xi_i^T \Gamma \xi_i + 2\theta_1 \sum_{i=1}^{N} \xi_i^T \Gamma \dot{\xi}_i$$

$$\leq 3\theta_1 \sum_{i=1}^{N} \xi_i^T \Gamma \xi_i + 4\theta_1 \sum_{i=1}^{N} I_{ii}^2 \sum_{j=1}^{N} \ddot{x}_j^T \Gamma \ddot{x}_j.$$  

This completes the proof. ■

Appendix B. The lemmas in Section 4

For the network dynamics (18), we can derive the following lemmas.

Lemma 13  It holds that

$$-2\mu \xi^T[(\bar{D} + \bar{\rho})RL(\bar{D} + \bar{\rho}) \otimes \Gamma]\xi$$

$$\leq \frac{\mu \lambda_2(L)}{2N} \xi^T[(\bar{D} + \bar{\rho})^2 \otimes \Gamma]\xi$$

$$+ 2\mu \beta_1 \sigma_{\text{max}}(RL) \xi^T[(\bar{D} + \bar{\rho}) \otimes \Gamma]\xi$$

$$+ \frac{\mu \beta_1^2 \sigma_{\text{max}}^2(RL)}{\alpha_1} \xi^T(I_N \otimes \Gamma)\xi,$$  

(45)

where $\alpha_1 = \frac{\lambda_2(L)}{4N\sigma_{\text{max}}(RL)}$ and $\beta_1 = \bar{d}_i(0) - \alpha_1 \bar{\rho}_i(0) + 2(1 + \frac{1}{\alpha_1}) \max\{I_{ii}\} \sum_{j=1}^{N} \left(\lambda_{\text{max}}(Q) + \frac{\sigma_{\text{max}}(\Gamma)}{k_j}\right) \gamma_j \varepsilon_j(0).$

**PROOF.** Similar to (41), we have

$$\ddot{\xi}_i^T \dot{\xi}_i \leq 2I_{ii}^2 \sum_{j=1}^{N} \dddot{x}_j \dot{x}_j \leq 2I_{ii}^2 \sum_{j=1}^{N} \gamma_j \varepsilon_j.$$  

By using the Young’s inequality, we can obtain that

$$|\dot{\rho}_i| = |\ddot{\xi}_i^T Q \dot{\xi}_i - \dot{\xi}_i^T Q \xi_i| = |\ddot{\xi}_i^T Q \dot{\xi}_i + 2\dddot{\xi}_i^T Q \xi_i|$$

$$\leq \alpha_1 \dot{\rho}_i + \lambda_{\text{max}}(Q)(1 + \frac{1}{\alpha_1}) \dddot{\xi}_i^T \xi_i$$

$$\leq \alpha_1 \dot{\rho}_i + 2\lambda_{\text{max}}(Q)(1 + \frac{1}{\alpha_1}) I_{ii}^2 \sum_{j=1}^{N} \gamma_j \varepsilon_j(0).$$

and

$$|d_i| = |\dot{d}_i(0) + \int_{0}^{t} (\ddot{\xi}_i^T \Gamma \dot{\xi}_i + 2\dddot{\xi}_i^T \Gamma \xi_i) d\tau|$$

$$\leq \dot{d}_i(0) + \int_{0}^{t} (\alpha_1 \xi_i^T \Gamma \xi_i + (1 + \frac{1}{\alpha_1}) \xi_i^T \Gamma \xi_i) d\tau$$

$$\leq \dot{d}_i(0) - \alpha_1 \dot{d}_i(0) + \alpha_1 \dot{d}_i$$

$$+ \lambda_{\text{max}}(\Gamma)(1 + \frac{1}{\alpha_1}) \int_{0}^{t} \xi_i^T \xi_i d\tau$$

$$\leq \dot{d}_i(0) - \alpha_1 \dot{d}_i(0) + \alpha_1 \dot{d}_i$$

$$+ 2\lambda_{\text{max}}(\Gamma)(1 + \frac{1}{\alpha_1}) I_{ii}^2 \sum_{j=1}^{N} \gamma_j \varepsilon_j(0) / k_j.$$  

Then we have

$$|\dot{d}_i + \dot{\rho}_i| \leq \alpha_1 (\dot{d}_i + \dot{\rho}_i) + \beta_1.$$  

It follows that

$$-2\xi^T[(\bar{D} + \bar{\rho})RL(\bar{D} + \bar{\rho}) \otimes \Gamma]\xi$$

$$\leq \frac{\lambda_2(L)}{4N} \xi^T[(\bar{D} + \bar{\rho})^2 \otimes \Gamma]\xi$$

$$+ \frac{\sigma_{\text{max}}(RL)}{\alpha_1} \xi^T[(\bar{D} + \bar{\rho}) \otimes \Gamma]\xi,$$  

(46)

where

$$\frac{\sigma_{\text{max}}(RL)}{\alpha_1} \xi^T[(\bar{D} + \bar{\rho}) \otimes \Gamma]\xi$$

$$= \frac{\sigma_{\text{max}}(RL)}{\alpha_1} \sum_{i=1}^{N} (\bar{d}_i + \bar{\rho}_i)^2 \xi_i^T \Gamma \xi_i$$

$$\leq \frac{\sigma_{\text{max}}(RL)}{\alpha_1} \sum_{i=1}^{N} (\alpha_1 \bar{d}_i + \bar{\rho}_i + \beta_1^2) \xi_i^T \Gamma \xi_i$$

$$= \frac{\lambda_2(L)}{4N} \xi^T[(\bar{D} + \bar{\rho})^2 \otimes \Gamma]\xi$$

$$+ 2\beta_1 \frac{\sigma_{\text{max}}(RL)}{\alpha_1} \xi^T[(\bar{D} + \bar{\rho}) \otimes \Gamma]\xi$$

$$+ \beta_1^2 \frac{\sigma_{\text{max}}(RL)}{\alpha_1} \xi^T(I_N \otimes \Gamma)\xi.$$

Substituting (47) into (46) directly yields (45). ■
Lemma 14 There exists a positive time instant $T_0$ such that for $t > T_0$,

\[
-2\mu \xi^T [(\bar{D} + \bar{\rho}) R L (D + \rho) \otimes \Gamma] \xi \\
\leq \frac{\mu \lambda_2(L)}{4N} \xi^T [(\bar{D} + \bar{\rho})^2 \otimes \Gamma] \xi + \frac{1}{2} \mu \xi^T [(D + \rho) R \otimes X] \xi \\
+ \frac{\sigma_{\max}(RL)}{\alpha_1} \xi^T [(D + \rho)^2 \otimes \Gamma] \xi,
\]

where

\[
\sigma_{\max}(RL) \xi^T [(D + \rho)^2 \otimes \Gamma] \xi
\]

Thus we have

\[
\alpha_2 \sum_{i=1}^{N} (d_i + \tilde{d}_i + \beta_2 d_i) \leq \alpha_2 \tilde{d}_i + 2(1 + \alpha_1) \gamma_j \varepsilon_j(t),
\]

and

Then, we have

\[
d_i + \rho_i \leq (1 + \alpha_1)(\tilde{d}_i + \tilde{\rho}_i) + \beta_2.
\]

Thus we have

\[
-2\xi^T [(\bar{D} + \bar{\rho}) R L (D + \rho) \otimes \Gamma] \xi \\
\leq \frac{\lambda_2(L)}{4N} \xi^T [(\bar{D} + \bar{\rho})^2 \otimes \Gamma] \xi \\
+ \frac{\sigma_{\max}(RL)}{\alpha_1} \xi^T [(D + \rho)^2 \otimes \Gamma] \xi,
\]

\[
\sigma_{\max}(RL) \xi^T [(D + \rho)^2 \otimes \Gamma] \xi
\]

holds for all $t > T_0$. Then we obtain that for $t > T_0$,

\[
\tilde{d}_i \leq \frac{1}{2} \xi^T [(\bar{D} + \bar{\rho}) R \otimes X] \xi.
\]

\[
\sigma_{\max}(RL) \xi^T [(D + \rho)^2 \otimes \Gamma] \xi
\]
Thus, for \( t > T_0 \), we have
\[
-2\mu \xi^T [(\hat{D} + \hat{\rho})RL(D + \rho) \otimes \Gamma] \xi
\leq \frac{\mu\lambda_2(\hat{L})}{4N} \xi^T (\hat{D} + \hat{\rho})^2 \otimes \Gamma \xi + \frac{1}{2} \mu_1^T [(\hat{D} + \hat{\rho})R \otimes X] \xi
+ \frac{\mu\sigma_{\max}(RL)}{\alpha_1} \sum_{i=1}^N (1 + \alpha_1 + \beta_2) \hat{d}^2_i \xi_i^T \xi_i.
\]

This completes the proof.

Lemma 15 It holds that
\[
-2\mu \xi^T [(\hat{D} + \hat{\rho})RLD \otimes \Gamma] \xi
\leq \frac{\mu\lambda_2(\hat{L})}{8N} \sigma_{\max}(RL) \xi^T (I_N \otimes \Gamma) \xi
+ \frac{16N\mu^2}{\lambda_2(\hat{L})} \sigma_{\max}(RL) \xi^T (I_N \otimes \Gamma) \xi
+ \frac{16N\mu^2}{\lambda_2(\hat{L})} \sigma_{\max}(RL) \xi^T (I_N \otimes \Gamma) \xi.
\]

PROOF. According to the triggering rule, we can obtain that
\[
-2\mu \xi^T [(\hat{D} + \hat{\rho})RLD \otimes \Gamma] \xi
\leq \frac{\mu\lambda_2(\hat{L})}{8N} \sigma_{\max}(RL) \xi^T (I_N \otimes \Gamma) \xi
+ \frac{8N\mu}{\lambda_2(\hat{L})} \sigma_{\max}(RL) \xi^T D^2 \otimes \Gamma \xi
\leq \frac{\mu\lambda_2(\hat{L})}{8N} \sigma_{\max}(RL) \xi^T (I_N \otimes \Gamma) \xi
+ \frac{16N\mu^2}{\lambda_2(\hat{L})} \sigma_{\max}(RL) \xi^T (I_N \otimes \Gamma) \xi
+ \frac{16N\mu^2}{\lambda_2(\hat{L})} \sigma_{\max}(RL) \xi^T (I_N \otimes \Gamma) \xi.
\]

This completes the proof.
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