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Abstract

In process mining, converting event data to event logs is related to the quality of analysis results. In general, to convert event data into event logs, it is necessary to identify process entities, such as the case identifier, activity label, activity originator, and activity timestamp, from the data fields in the event data, as well as other optional attributes. Up to now, the event log conversion process has been attempted by relying on an expert’s intuition or an analyst’s experience. However, the conversion is a challenging procedure without sufficient prior knowledge of process mining. To automate the conversion process, an event log–converting algorithm based on the convolutional neural network (CNN) was developed with a new embedding method called Event Density Embedding (EDE). To verify the performance of the proposed embedding method and the automatic event log conversion framework, a comparative experiment was performed using nine pieces of real-world event data. The experiments show that our method is 5-20% higher conversion accuracy than the other methods. It is expected that business experts will be able to easily apply the method to process mining technology by utilizing system-derived event data.
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I. INTRODUCTION

With the growing interest in hyperautomation and Robotic Process Automation (RPA), data-driven process analysis methodologies are becoming more critical [1], [2]. Process mining is a method of analyzing a process based on executed historical event data, which can be a basis for RPA and hyper-automation [3], [4]. To start process mining, acquisition of the event logs is essential. Event logs used for process mining must comply with a standard format such as eXtensible Event Stream (XES) [5]. For this reason, process mining requires a procedure for converting system-extracted log data into event logs that conform to XES, which can be achieved by mapping the columns between the two sets of data [6]. Converting event logs is a crucial step in gaining valuable processing insights but is considered a complicated task. For this reason, the procedure for preparing event logs for process mining can take 80% of the entire analysis process [7].

Furthermore, the conversion of log data to an event log should be accurate, and accuracy is highly correlated with the quality of event logs used in process mining [8]. The issue of quality in the event log was first discussed in the “Process Mining Manifesto” [9], which classified the quality of event logs into five levels. It was emphasized that with good definitions of case identifier, activity label, organizer label, and timestamp, the highest quality of process discovery can be achieved [8], [9]. Afterward, the notion of an unlabeled event log, which means the column for the case identifier is unknown, was introduced in [10]. Some researchers [11]–[13] have tackled the problem of how to handle an unlabeled event log when case identifiers are not specified. However, in the real world, there are many cases where other event log elements, such as activity label, originator, and so on, are not specified either. These problems have not yet been properly resolved. As indicated in Figure 1,
Therefore, a new method of assigning columns in log data to process mining entities in an event log (including case identifier, activity label, originator label, and attribute label) is needed [11]. The assignment can be considered a conversion process. That is, after assigning columns of log data on the left-hand side of Figure 1 to process entities, an event log can be obtained as process mining input, as seen on the right-hand side of the figure. In the figure, the XES format of process mining input is shown. Container No in the event data of Figure 1 is converted to case:concept:name in the XES format of the event log, and Job Name is converted to concept:name. This procedure repeats until columns in the event data are mapped to all of the process mining entities, which are case identifier, activity label, originator label, attribute label (called process mining entities), and timestamp [9], [10]. In this case, process mining entities are labels, which can be used in supervised learning. Mapping process mining entities to unlabeled columns of event data can be achieved through supervised learning, which can improve the quality of process mining results.

Our study proposes a method that can automatically create the event log by detecting all process mining entities. Thus, this problem is formulated as a classification problem, and a convolutional neural network (CNN)-based model is used to solve this problem. One factor that significantly affects conversion accuracy in automatically converting event logs using a CNN is the embedding method [14], [15]. Because event data include numerical and categorical variables, an embedding process is required to use them as input to the CNN.

The problems faced can be summarized as follows. First, the problem of converting event data into event logs is important, because it has a significant impact on the quality of analysis; however, existing studies have dealt only with some, not all, of the process mining entities [11]–[13]. Second, among the solutions for automatic mapping of process mining entities, an appropriate embedding method is needed to use a CNN-based approach that ensures good performance even for categorical-type variables [16], [17]. This paper makes the following contributions:

- It provides a new automatic conversion method based on the CNN
- It proposes a new embedding method called Event Density Embedding (EDE), by which the neural network can learn the event data’s structural information
- It introduces a new framework in which all event data can be automatically converted to an event log in the XES format.

The remainder of this paper is organized as follows. Section II covers the background and related work. Section III describes the proposed methodology. Section IV verifies the proposed method through a case study based on various executions of event logs. Section V analyzes robustness, while Section VI summarizes the proposed automatic event log conversion method and the present research.

II. BACKGROUND AND RELATED WORK

This section introduces the research background on process mining, event logs, and convolutional neural networks. It also discusses the related work on event log embedding issues.
A. PROCESS MINING AND EVENT LOGS

Process mining extracts meaningful knowledge from an event log generated from an information system’s execution [18]. An event log is a set of structured or semi-structured data extracted from software information systems or database systems [19]. Figure 2 provides an example of a process execution log compiled from a container-handling process. An event, \( e \), has several attributes, including the case identifier, the activity, the resource, and the timestamp, as shown in Figure 2. The first three events form a trace, \( \sigma \), of three events: \( \sigma = < e_{11}, e_{12}, e_{13} > \) (\( e_{11}, e_{12}, \) and \( e_{13} \) correspond to C01 and are generated by executing activities DQ, DM, and DY, respectively).

B. CONVOLUTIONAL NEURAL NETWORK

A CNN is a representative model of deep learning, and is widely used for pattern recognition and image classification. The first CNN was a feed-forward neural network called LeNet [20] and consisted of a convolutional layer, a pooling layer, and a fully connected layer. Since then, research has been actively conducted to improve LeNet, for which purpose, structures such as AlexNet [21], GoogLeNet [22], VGNet [23], and ResNet [24] have been proposed.

AlexNet, which was an improvement on the CNN, has been recognized as the first work to popularize the CNN in the field of deep learning [21]. The network structure is similar to LeNet. However, instead of alternating convolutional layers and pooling layers, AlexNet has all convolutional layers stacked together. Furthermore, this network is much larger and more profound than LeNet. Szegedy et al.’s research proposed a new architecture called GoogLeNet that applies the concept of Inception. The Inception module performs \( 1 \times 1, 3 \times 3, \) and \( 5 \times 5 \) convolutional operations to efficiently extract features, and then performs \( 1 \times 1 \) convolutional operations to combine the features extracted. This method has the advantage of reducing the number of parameters, even as the depth of the neural network increases. As a result, GoogLeNet is a particular incarnation that has 22 layers of the Inception module but fewer parameters than AlexNet.

Research by He, Zhang, Ren, and Sun [24] presented a residual learning framework that learns a residual function on the received input instead of a function where a layer is not referenced, and proposed a new CNN architecture called ResNet. That work proved beneficial for training deeper networks, since residual networks are more comfortable with optimizing and gaining accuracy. This network’s main drawback is that it is expensive to evaluate, owing to the vast number of parameters. But the number of parameters can be reduced, to an extent, by removing the first fully connected layer (most of the parameters are at this layer) without any effect on performance.

Another advantage of a CNN is the ability to perform feature extraction quite well from complex data dimensions. For this reason, some studies ([25], [26]) have been conducted to represent complex relationships (e.g., the cardinality between variables; information between different locations) that are
difficult to express in tabular data, and to then extract features using the CNN. Similarly, as in the present case, whereas event logs have a designated schema, in some domains, it is possible to compose it from a combination of multiple fields (or columns) in the event data. Hence, the CNN was deemed the appropriate solution to solve the problem at hand.

**C. EVENT LOG EMBEDDING METHOD**

Various embedding methods have been developed to apply machine learning techniques to process mining. In the initial stage of embedding for process mining, one-hot encoding is widely used. Polato et al. [27] proposed Naive Bayes (NB) and Support Vector Regression (SVR) methods to estimate an ongoing event’s end time by using one-hot encoding. One-hot encoding has been used in other studies in process mining. Hinkka et al. [28] suggested an algorithm using a Recurrent Neural Network (RNN) and one-hot encoding for process instance classification. One-hot encoding has the advantage of being easy to apply, but there is also a disadvantage in that when the data size increases, the curse of dimensionality occurs and learning becomes difficult [29]. Despite these disadvantages, the one-hot encoding method is routinely used in the process mining field [30]–[33].

To overcome one-hot encoding’s weakness, an event log representation method using Word2Vec and Doc2Vec was proposed by de Koninck, vanden Broucke, and De Weerdt [34]. That research developed vectorized embedding (i.e., Act2Vec, Trace2Vec, Log2Vec, and Model2Vec), which can represent the vectors of an activity, a trace, an event log, and a process model, respectively. They conducted comparative experiments using the K-means algorithm, and in their study, the four proposed embedding methods showed improved performance relative to other embedding methods. In studies applying deep learning to process mining domains, the vectorized embedding method of de Koninck, Vanden Broucke, and De Weerdt [34] has been widely used [35]–[38]. Ni [35] performed a study that automatically recommended the medical procedure best suited to a patient’s condition. In that study, the activity recorded in the execution event log was vectorized using Act2Vec. This study developed a good process recommendation system using Long Short-Term Memory (LSTM) and the Hierarchical Hidden Markov Model (HHMM). Another meaningful application is the conformance checking method based on activity and trace embedding for real-time process monitoring, which was developed by Peeperkorn, Vanden Broucke, and De Weerdt [34]. Their study demonstrated significantly better performance than other experiments that had randomly generated and detected noise based on virtual event logs.

Another approach to representing event logs is entity embedding, which is a technique for converting categorical data into vectors by learning the similarity between categorical variables. Entity embedding was proposed by Guo and Berkhahn [39]. This method was first used in the field of process mining by Wahid, Adi, Bae, and Choi [40]. Compared with other event log representation techniques in process mining, their research presented a new technique that has not yet been popularized. They made predictions of an event’s remaining processing time using a Deep Neural Network (DNN). Through a comparison with one-hot encoding, that research proved that their method’s prediction performance was excellent. However, due to the fact that they did not provide a comparison with the vectorized embedding method, it cannot be known which embedding method is best in terms of classification performance. The entity embedding method has recently been used in methodologies for predicting business processes as well as process remembering time [40]–[43]. However, rather than embedding the entire event log, only individual process mining entities can be used, which imposes a limitation. The research related to the event log embedding method used to apply the deep learning model in the process mining field is summarized in Table 1.

**III. THE PROPOSED METHOD**

This section describes how to automatically convert event data into event logs based on a convolutional neural network. First, the Event Density Embedding (EDE) method, which allows the network to learn the event log structure, is introduced. After that, the structure of the CNN for automatic conversion from event data to an event log is explained.

**A. EVENT DENSITY EMBEDDING**

As stated in the previous section, the existing approaches mainly consist of embedding techniques to express the relationship between activities in traces or the relationship between traces in the event log. To use a deep learning technique in the automatic conversion to process mining entities, the new embedding method, namely Event Density Embedding (EDE), herein is proposed.

Before explaining EDE, the entity relationships that exist in event logs should be elaborated. The entities used in process mining are, as noted earlier, case identifier, activity label, originator label, attribute label, and timestamp. A single process instance (the case identifier) has a relationship with multiple activities since more than one activity is performed in the execution of the process instance. Each activity has the originator that executed it (who) and the time information when the activity was executed (when). As a result, process mining entities have hierarchical structures, and thus, cardinality information can be generated. This structural information can eventually determine which entities are case identifiers, activity labels, originator labels, and timestamps. For example, to determine the case identifier, each event data entity must be tested to determine if it can be the case identifier. To that end, all of the other entities’ structural relationships with the pivot column need to be checked by specifying each candidate as a pivot column.

The left side of Figure 3 shows an example of event data. The figure’s right side shows the frequency tables, each showing the relationships between a pivot column and the other entities. For instance, if Container No is selected as the pivot column, each value’s frequency in other entities can be
TABLE 1. Summary of related work about event log embedding method.

| Paper | Model | Input | Embedding Method |
|-------|-------|-------|------------------|
| Polato et al. [27] | SVR | ✓ | ✓ |
| Hinkka et al. [28] | RNN | ✓ | ✓ |
| J. Moon et al. [30] | GPT-2 | ✓ ✓ ✓ | ✓ |
| F. Taymouri and M. L. Rosa [31] | AE+ GAN | ✓ | ✓ |
| M. Camargo et al. [32] | LSTM | ✓ | ✓ |
| C. Huang et al. [33] | RNN | ✓ | ✓ |
| W. Ni [35] | AE | ✓ | ✓ |
| X. Qian et al. [36] | LSTM | ✓ | ✓ |
| A. Guazzo et al. [37] | AE | ✓ | ✓ |
| A. Seeliger et al. [38] | RNN | ✓ | ✓ |
| N. A. Wahid et al. [40] | CNN | ✓ | ✓ |
| V. Pasquadibisceglie et al. [41] | LSTM | ✓ | ✓ |
| A. Belhadi et al. [42] | RL | ✓ | ✓ |
| B. Dalmas et al. [43] | CNN | ✓ | ✓ |

TABLE 2. Summary of non-linear functions.

| Function | Sigmoid | TANH | ReLU | ELU |
|----------|---------|------|------|-----|
| Equation | $f(x) = \frac{e^x}{e^x+1}$ | $f(x) = \frac{1-e^x}{1+e^x}$ | $f(x) = \max(0, x)$ | $f(x) = a(e^x - 1)\quad x < 0$ |

determined. In the figure, the distinct number in Job name for the pivot column value of C01 is 3. Similarly, frequency tables for all of the columns can be compiled. These values eventually represent the cardinality between process mining entities. And, in order to learn the event log’s structural features using these values, a new embedding method herein is proposed. The proposed EDE method proceeds as shown in Figure 4. Through the preprocessing phase and projection phase shown in Figure 4, the embedded result that can learn the event log structure is derived. In the transformation phase, steps 1 to 3 are performed, and in the projection phase, Step 4 is completed. The EDE method proceeds as follows.

- Step 1: Select one pivot column from among all columns in the event data.
- Step 2: Calculate the number of intersections between the elements of the selected pivot column and the remaining columns.
- Step 3: Repeat Step 1 and Step 2 for all columns.
- Step 4: Project the results of Step 3 sequentially onto linear and non-linear functions.

In Step 4, an embedding layer and an output layer composed of non-linear functions are used to project the transformation step’s matrix. In this case, a linear projection function is used for the embedding layer, and non-linear functions are used for the output layer. Traditionally, studies related to embedding have used methods to map learning data to vector spaces. Recently, a growing number of embedding-related studies [44], [45] use activation functions to obtain embedded results in the process of embedding, showing good performance compared to past studies.

Non-linear functions used in deep learning include functions [46] such as the sigmoid function, the hyperbolic tangent (tanh) function, the rectified linear unit (ReLU), and the exponential linear unit (ELU). Table 2 shows the equations of the non-linear functions used in the EDE method. The algorithm below shows the pseudocode of the EDE method.

B. AUTOMATICALLY CONVERTING EVENT DATA TO EVENT LOGS

This section introduces a CNN structure and training method that can automatically map event data to event logs. The training procedure is performed using the EDE method proposed in Section 3.1. Figure 4 shows the procedures for generating training data using port-logistics event data, and
training using embedding and the CNN. The deep learning-based approach to automatic mapping consists of five steps.

- **Step 1:** Select a candidate pivot column.
- **Step 2:** For the pivot column selected, randomly extract \( k \) rows and generate \( n \) sub-event data, including the \( k \) randomly extracted rows.
- **Step 3:** Calculate the frequency of the intersection between the pivot column and the remaining columns from the \( n \) sub-event data extracted.
- **Step 4:** Generate input data through the embedding layer using the results of Step 3, create a dataset, and send it to the input layer for training.
- **Step 5:** With the prepared correct label information as shown in the upper right of Figure 5, perform training using the CNN consisting of five convolutional blocks, an average pooling layer, and a classification layer.

1) **GENERATING SUB-EVENT DATA**

After event data are extracted from the system, need to be preprocessed for training. For preprocessing of training data, sub-event data was used in the present study. Those data were generated from event data through a sampling procedure. There are two methods of separating event data into sub-event data. One is separating them sequentially by listing the events in the order in which they occurred. The other is separating them by randomly extracting events. The first method poses a problem where autocorrelation may appear within the same sub-event data. Therefore, to avoid the autocorrelation problem, the second method (randomly separating the event data) was applied.

The lower part of Figure 5 illustrates the procedure to separate sub-event data for training using example event data. First, the pivot column and the label to be mapped are determined. For instance, \( Container\ No \) is matched to \( Case\ Identifier \), \( Job\ Name \) to the activity label, \( Machine\ No \) takes the originator label, and \( Machine\ Type \) gets the attribute label. Then, one pivot column is selected, and elements in the column are selected randomly at a constant rate. The event data of all the rows, including the selected elements, are extracted as sub-event data. For example, suppose there are 100 independent cases from C01 to C100 in the \( Container\ No \) column. At this time, \( p\% \) of cases are randomly selected, and \( n \) sub-event data, including the selected cases, are extracted. This procedure is performed for all pivot columns.

2) **DEEP LEARNING-BASED MODEL DEFINITION FOR AUTOMATIC EVENT LOG CREATION**

The model-training step executes the embedding process on the generated sub-event data, and trains using the CNN model. In the embedding procedure, each sub-event is handled in a format that can be learned by performing the transformation and projection procedures in Figure 4. The embedding process transforms the data into a three-dimensional array at \( 225 \times 225 \times 3 \), and the transformed 3-D array is fed back into the CNN input layer. A CNN network composed of five convolutional blocks and one classification layer is constructed to secure good training performance.
FIGURE 4. EDE method’s procedure using example event data.

The convolutional blocks consist of a convolutional layer, batch normalization, an activation function, dropouts, and max pooling. The convolutional layer contains filters for learning parameters. In general, the filter size should be smaller than the input data’s height and weight, and various sizes of filter, such as $2 \times 2$, $3 \times 3$, and $5 \times 5$, can be used. The convolutional layer’s operation is expressed in Equation 1 [47]:

$$z_{i,j,k} = \sum_{h=0}^{f_h-1} \sum_{v=0}^{f_v-1} \sum_{k'=0}^{f_k'-1} x_{i',j',k'} \times w_{u,v,k',k}$$

$$\text{with } \begin{cases} i' = i \times s_h + h \\ j' = j \times s_v + v \end{cases}$$  \hspace{1cm} (1)$$

where $z_{i,j,k}$ represents the output of neurons located in the $i$ and $j$ columns in the $k$-feature map of the convolutional layer (the $l$-layer); $f_h$ and $f_v$ represent filters for height and width, respectively; $s_h$ and $s_v$ represent the strides of height and width, respectively; $f_{k'}$ represents the number of feature maps in the previous convolutional layer (the $l-1$ layer); $x_{i',j',k'}$ represents the output of neurons in the $i'$ row, $j'$ column, and $k'$-feature map of the previous convolutional layer (the $l - 1$ layer). Finally, $w_{u,v,k',k}$ represents the neuron weights of the $k'$-feature map, the $u$-row, and the $v$-column associated with the filter in the $k$-feature map of the $l$-layer.

Batch normalization [48] is a technique that solves the internal covariate shift problem that occurs during network learning to prevent gradient vanishing and gradient exploding. The batch normalization layer is known to be used between the convolutional layer and the activation function. In the present study, the batch normalization layer was introduced to prevent gradient vanishing and gradient exploding.

The Exponential Linear Unit (ELU) function was chosen as the activation function [46]. The ELU function contains all the ReLU function’s advantages. It solves the dying ReLU problem, where the ReLU function dies in a small part of $x < 0$. It also has the advantage of the output value being almost zero-centered. The equation for the ELU function is shown in Table 2.

For the dropout layer, Srivastava, Han, Kumar, and Singh [49] proposed a technique to reduce overfitting. The dropout layer’s main advantage is that the weights of all neurons cannot be synchronously optimized. In other words, overfitting can be avoided by preventing learning neurons from converging to the same goal.

The last classification block has a configuration similar to the convolutional block, but there is no dropout layer and uses an adaptive average pooling layer rather than a max-pooling layer. Since the number of labels to be classified can vary, there is a disadvantage in that the filter size of the pooling layer must be changed each time it is trained. In other words, the filter size automatically changes according to the output size without having to adjust the kernel size every time the label changes.
The cross-entropy function is used as the loss function. Cross-entropy loss is known to show good learning performance in multi-label classification problems [50]. The following equation gives the cross-entropy function:

\[ J = - \frac{1}{N} \sum_{i=1}^{N} y_i \times \log(\hat{y}_i) \]  

(2)

where \( N \) refers to the size of the data, and \( y \) is both the real value and the predicted value.

Table 3 shows the overall composition of the CNN model with the proposed input and output sizes, while the configuration design is similar to the AlexNet network structure, which is one of the most famous models among the existing CNN architectures. Some changes to the structure of the CNN were made, based on the structure of AlexNet and the latest CNN-related research [50], plus reliable experience. In a study by Srivastava, Hinton, Krizhevsky, Sutskever, and Salakhutdinov [49] and in the one by Ioffe and Szegedy [48], comparisons of training performance according to various layer arrangements of the CNN model were performed. As a result, the best learning effect was found when the batch normalization layer was located between the convolutional layer and the activation function layer, and when the dropout layer was located between the activation function and the pooling layer. For this reason, the convolutional block was organized in the following order: convolutional layer, batch normalization layer, activation function, dropout layer, and pooling layer. A 3 × 3 filter was used for the convolutional layer, as well as a 2 × 2 filter for the stride size, and a 2 × 2 filter for the padding size.

### IV. DATASETS AND EXPERIMENTS

To validate the proposed approach, real-life event logs from nine different areas were used for experimentation. First, the datasets used for the experiments are described below. Then, the experiment design is introduced. Finally, the comparison results are presented.

### A. DATASETS

The experiments used nine event datasets (LD1 to LD9) from port logistics, steel manufacturing, finance, IT, and government administration, as shown in Table 3. Note that LD3 to LD9 are publicly available event data used in Business Process Intelligence Challenge 2012 (BPIC 2012) to BPIC 2018 [51]–[57]. The detailed descriptions of each set of event data can be found in Table 4.

Since the CNN algorithm used in the present study follows supervised learning, an input/output set was needed. The
input is the embedding of event data (LD1 to LD9), which is represented as images for the CNN. From the resulting images, process mining entities could be specified, which means that process mining could be initiated with this information. For LD1 and LD2, the information was acquired by domain experts, and for LD3 to LD9, the information was taken from the winning results of BPIC 2012 to BPIC 2018 [58]–[64]. This information was used to validate the accuracy of the automatic event log conversion algorithm.

### B. EXPERIMENTAL METHOD

The proposed algorithm was evaluated using the real-life event logs introduced in the previous section. The purpose was to determine whether the newly proposed EDE method can solve the automatic event data conversion problem. Experimentation was also undertaken to see if the proposed method can provide superior performance to that of a state-of-the-art method used in process mining. Two comparative experiments were performed. EXP I checked the conversion accuracy among the different types of non-linear functions in the EDE method, and EXP II compared the conversion accuracy and learning performance between an existing embedding method and the EDE method.

In this study, two performance indices were used. The first was conversion accuracy, which indicates whether the trained model can accurately convert each column in the event data to the event log’s required entities (e.g., case identifier, activity label, activity originator, and timestamp). The second was the learning performance index, which is based on the value of the cross-entropy loss measured during training.

EXP I determined which non-linear function is most suitable from among the several non-linear functions used in the EDE method. EXP I had three steps.

- **Step 1:** From all event data, 1,000 sub-event data were created using the data separation method.
- **Step 2:** After applying four different non-linear functions (sigmoid, tanh, ReLU, ELU) in the EDE method to the generated sub-event data, a learning process of over 100 epochs was conducted using a CNN of the same structure.
- **Step 3:** As measures of learning performance, the test data’s conversion accuracy (classification accuracy) and the deviation between the average accuracy and the learning performance index were calculated.

### TABLE 4. Descriptions of experimental event datasets.

| Event Data | No. Case | No. Event | Data Descriptions | Process Mining Entities |
|------------|----------|-----------|-------------------|-------------------------|
| LD1        | 13,954   | 55,004    | Logistics process of a Korean port | caseid: Container identifier, activity label: Job name, originator label: Machine number, attribute label: Remaining columns of event data |
| LD2        | 77,405   | 1,048,575 | Steel manufacturing processes of a Korean company | caseid: Production identifier, activity label: Job name, originator label: Machine Name, attribute label: Remaining columns of event data |
| LD3 [51]   | 13,087   | 13,087    | Bank lending process in a Netherlands company | caseid: CaseID, activity label: Activity, originator label: Resource, attribute label: Remaining columns of event data |
| LD4 [52]   | 7,554    | 65,533    | Incident management process within Volvo | caseid: CaseID, activity label: Activity, originator label: Resource, attribute label: Remaining columns of event data |
| LD5 [53]   | 46,616   | 644,738   | ITIL process for the Rabobank Group | caseid: Incident_ID, activity label: IncidentActivity_Type, originator label: Assignment_Group, attribute label: Remaining columns of event data |
| LD6 [54]   | 1,199    | 52,217    | Building permit processes in five Dutch municipalities | caseid: case, activity label: action_code, originator label: resource, attribute label: Remaining columns of event data |
| LD7 [55]   | 26,279   | 1,070,215 | Handling process for employee insurance within a Dutch administration | caseid: session_id, activity label: page_name, originator label:user_id, attribute label: Remaining columns of event data |
| LD8 [56]   | 31,509   | 1,202,267 | Financial service processes in a Dutch bank | caseid: caseID, activity label: taskID, originator label: originator, attribute label: Remaining columns of event data |
| LD9 [57]   | 17,617   | 1,048,575 | Payment application and execution processes for German farmers | caseid: docid_uid, activity label: doctype, originator label: resource, attribute label: Remaining columns of event data |
classification accuracy were applied. All of these performance measures were obtained from 30 iterations.

EXP II checked whether the proposed embedding method is suitable for learning the structure of event data, compared to the existing embedding method. The experiment was performed as follows.
- Step 1: From all event data, 1,000 sub-event data were created using the data separation method.
- Step 2: Five embedding methods (one-hot encoding, entity embedding, Act2Vec, Trace2Vec, and EDE) were applied to the generated sub-event data, which were then input into the CNN and learned for 100 epochs in the same environment.
- Step 3: As measures of learning performance, the test data’s conversion accuracy (classification accuracy) and the deviation between the average accuracy and the classification accuracy were applied. All of these performance measures were obtained from 30 iterations.

In order to measure conversion accuracy, test data was inputted into the trained model to map each column of event data to each process mining entity. Then, a confusion matrix was derived by comparing it with the actual process mining entities. Using the confusion matrix thus derived, the conversion accuracy was calculated by following equation [65]:

$$\sum_{i=1}^{k} \frac{TP_i + TN_i}{TP_i + TN_i + FP_i + FN_i}$$

where $k$ is the number of process mining entries; $TP_i$ represents a case where the predicted value of the model and the actual value are both true; $TN_i$ indicates the converse case, where the predicted and actual values of the model are both false, and $FP_i$ ($FN_i$) represents a case where the model does not get the correct answer, the actual value is false (true), but (and) the model’s predicted value is true.

Both experiments used 70% of the data for training and 30% for testing. For example, in LD1, 38,502 rows of events were used as training data and the remaining 16,501 rows of events were used as test data. The model structure employed in the experiment used the structure shown in Table 3. For model parameter optimization, the Adam optimizer [66], known to show the most stable learning performance among the previously developed optimization tools, was utilized. Model training was performed by applying an exponential learning rate schedule [67] technique known to be relatively stable. Finally, when performing the proposed EDE, 30 samples are randomly extracted, after which the experiment was performed (Section III.B. Step-2). The experiments were conducted using a standalone AMD Ryzen 7 2700 eight-core (3.2 GHz) computer with 64 GB of memory running Windows 10. The model training was done using the NVIDIA GeForce RTX 2070 with 8 GB of dedicated GPU memory using CUDA v.10.2 and PyTorch 1.2.0.

### C. EXPERIMENTAL RESULTS

In this section, the results of EXP I and EXP II are summarized and discussed. First, EXP I compared the performance of the EDE method based on the non-linear function used.

Figures 6, 7, and 8 show the average training losses recorded when training 100 times per iteration. From the results in Figure 6 to Figure 8, each embedding method’s effect on the convergence of automatic mapping model training can be seen. It is intuitively apparent that the
FIGURE 7. Average curves for training loss after 30 iterations on LD2 to LD6.
proposed embedding method obtained the fastest training loss convergence on all of the data used in the experiments. The Trace2Vec embedding method reached convergence faster than Act2Vec, with the entity embedding method and Trace2Vec being similar, and converging slightly faster. Finally, it was found that, on average, the training losses for models using the one-hot encoding method were the slowest to converge.

In Table 5, the linear unit functions (ReLU, ELU) showed comparatively good results. The ReLU series function showed a better result because the ReLU series function returns zero or a near-zero value for a negative area, and returns the value itself for a positive area. This feature has the advantage of distinguishing the object of classification more clearly [68]. In our experiments as well, the ReLU series function showed a similar effect.

In Table 5, the linear unit functions (ReLU, ELU) showed comparatively good results. The ReLU series function showed a better result because the ReLU series function returns zero or a near-zero value for a negative area, and returns the value itself for a positive area. This feature has the advantage of distinguishing the object of classification more clearly [68]. In our experiments as well, the ReLU series function showed a similar effect.
Table 6 shows the time performance for each embedding method. To compare the time performance, the time spent on training for 1 epoch was measured, and this process was repeated a total of 30 times. In the results, the EDE method had the fastest learning speed for five out of the total of nine data. One-hot encoding took the longest time to train, and Trace2Vec took the second-longest time to train.

Table 7 summarizes the mean and standard deviation for conversion accuracy in the test data after 30 training iterations over 100 epochs. In the results, EDE showed the best mapping accuracy. Compared to the existing embedding method, the mapping accuracy by EDE showed higher value of at least 2% to 3%, and up to as much as 15% to 20%. Based on the experiment results in Table 5, EDE showed the best accuracy, compared to the other embedding methods. Thus, when using deep learning to solve the event log–mapping problem, the proposed embedding method is suitable, and at the same time, stable.

V. ANALYSIS OF ROBUSTNESS OF PROPOSED METHOD

In the previous section, it was shown that EDE outperforms the existing embedding methods. Now, as detailed in this section, it will be confirmed that the proposed embedding model works robustly, even when it uses various event data domains to train and test the model. Specifically, eight out of the nine event data domains were merged and then used as training event data, saving the remaining dataset for validation. For example, a model for automatic event log transformation from the proposed method was trained by using LD1 to LD8, and verification was performed using LD9. This process was repeated with LD1 to LD9 and was carried out over 30 iterations to verify whether the trained model can perform well, even with event data not involved in training. In this experiment, the ELU function, which generally showed excellent results in EXP I, was used.

Table 8 lists the results, and shows that except for two experiments (using LD6 and LD7 as testing data), most of
the experiments showed more than 70% conversion accuracy, and some experiments showed more than 85% accuracy. To find the cause of this result, the process model's structural complexity for each event dataset was analyzed. Table 9 summarizes the results from analyzing the complexity of the process model. In fact, LD6 and LD7 (with the lowest conversion accuracy in the above experiments) had higher complexity in the process model than other event data.

To confirm this provisional fact, the process model's complexity was lessened by randomly reducing the number of AND and OR gates in LD6 and LD7, and an additional experiment (EXP III) was conducted by reiterating the experiment conducted above. EXP III was carried out in the following steps:

- Step 1: Sampling was performed randomly from LD6 and LD7. Extracting sub-event data made the total number of gates 50% to 90% (in 10% intervals). At this time, the event data extracted through sampling were denoted LD6∗ and LD7∗.
- Step 2: The experiment was repeated 30 times by following the same procedure as above. Then, the accuracy and standard deviation from the testing data were obtained.

Table 10 presents the results from EXP III and shows that accuracy increases when decreasing the ratio extracted from LD6 and LD7. This experiment revealed that the number of complex gates included in the event data correlates with the results. For example, by reducing LD6 by 50%, a test accuracy of 74.79% was obtained, which was about a 6% improvement (the accuracy in EXP II for LD6 was 66.82%). This effect was similarly shown in the other complex event log, LD7. These results mean that if the proposed method does not have a large total number of gates, the trained model can work robustly, even on event data with different structures. While complex processes tend to be less accurate when included, the accuracy reduction was only 6% to 7% with the EDE method.

### VI. CONCLUSION AND DISCUSSION

This paper introduces a deep learning-based conversion framework that automatically converts event data to event logs. An appropriate embedding method for converting event data into an event log is needed to transform input data so that a network can learn the event log structural information. A new Event Density Embedding (EDE) method was proposed herein. Unlike existing embedding methods used in process mining, the proposed method depends on how much the process entities are interrelated in terms of occurrence frequency. From the event data, the pivot column was selected, in relation to which a matrix with the remaining columns' frequency was derived. Then, the data was projected onto a linear function and a non-linear function. For training of the conversion-to-process-mining input, a CNN-based structure that can guarantee excellent accuracy was proposed herein. The neural network structure was customized sufficiently to achieve high performance from the automatic conversion of event data into an event log.

In the experiments, a non-linear function that can maximize conversion accuracy was found. The experiments were performed using actual event data collected from 9 different domains for comparison with existing embedding methods. The results showed that the proposed embedding method outperforms the existing methods. The results can be summarized in terms of learning time and accuracy as follows. 1) Training time performance: the proposed method improved learning speed by at least 10% relative to the other methods in more than half of the experimental data. In particular, the learning speed was improved by at least 40% relative to one-hot encoding as affected by the size of the variable, and relative to trace2vec as affected by the length of the trace. 2) Test accuracy: in all of the test event data, the proposed embedding method showed a 5-20% higher conversion accuracy than the other methods. While the existing embedding methods considered only specific elements of the process mining entity, the proposed embedding method showed high accuracy by considering the relationship between process mining entities.

Although event data have different types of model structures, the proposed model can be applied and can obtain good conversion accuracy. In addition, it is expected that by embedding the entire process mining entity, the proposed method can be used as an event data embedding method that

### TABLE 10. Number of XOR gates and AND gates in LD1 to LD9.

| Sample Ratio | LD1 | LD2 | LD3 | LD4 | LD5 | LD6∗ | LD7∗ | LD8 | LD9 | Test Accuracy |
|--------------|-----|-----|-----|-----|-----|------|------|-----|-----|----------------|
| 90%          | Tr  | Tr  | Tr  | Tr  | Tr  | Ts   | Tr   | Tr  | Tr  | 67.33 (1.12)   |
| 80%          | Tr  | Tr  | Tr  | Tr  | Tr  | Ts   | Tr   | Tr  | Tr  | 65.27 (1.33)   |
| 70%          | Tr  | Tr  | Tr  | Tr  | Tr  | Ts   | Tr   | Tr  | Tr  | 67.90 (2.09)   |
| 60%          | Tr  | Tr  | Tr  | Tr  | Tr  | Ts   | Tr   | Tr  | Tr  | 65.78 (2.50)   |
| 50%          | Tr  | Tr  | Tr  | Tr  | Tr  | Ts   | Tr   | Tr  | Tr  | 69.49 (2.61)   |
|              |     |     |     |     |     |      |      |     |     | 66.51 (2.81)   |
|              | 71.65 (3.09) | 68.20 (3.20) | 74.79 (3.38) | 71.86 (3.66) |

Tr: Training, Ts: Testing

Avg. % (Std. Dev. %)
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can provide higher dimensions of information as input data when utilizing deep learning in process mining.

Besides the research contributions and benefits explained above, the present research has some limitations, which are twofold. 1) In this work, it was assumed that labels are given in order to transform event data into event logs. However, mappable labels can vary, depending on the analytical perspective, be it workflow, control flow, or resources. For this reason, research is needed on how to flexibly auto-map process model complexity. For these reasons, further research is needed.
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