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Abstract—Motivated by the need to hide the complexity of the physical layer from performance analysis in a layer 2 protocol, a class of abstract receivers, called Poisson receivers, was recently proposed in [1] as a probabilistic framework for providing differentiated services in uplink transmissions in 5G networks. In this paper, we further propose a deterministic framework of ALOHA receivers that can be incorporated into the probabilistic framework of Poisson receivers for analyzing coded multiple access with successive interference cancellation. An ALOHA receiver is characterized by a success function of the number of packets that can be successfully received. Inspired by the theory of network calculus, we derive various algebraic properties for several operations on success functions and use them to prove various closure properties of ALOHA receivers, including (i) ALOHA receivers in tandem, (ii) cooperative ALOHA receivers, (iii) ALOHA receivers with traffic multiplexing, and (iv) ALOHA receivers with packet coding. By conducting extensive simulations, we show that our theoretical results match extremely well with the simulation results.
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I. INTRODUCTION

The fifth-generation networks (5G) and beyond aim to cover three generic connectivity types: (i) enhanced mobile broadband (eMBB), (ii) ultra-reliable low-latency communications (URLLC), and (iii) massive machine-type communications (mMTC) (see, e.g., [2]–[4] and references therein). The reliability defined in 3GPP for supporting URLLC services, such as autonomous driving, drones, and augmented/virtual reality, requires the $1 - 10^{-5}$ success probability of transmitting a layer 2 protocol data unit of 32 bytes within 1ms. On the other hand, the number of devices is in general much larger than the number of orthogonal resources for mMTC. Motivated by these emerging needs in 5G, many multiple access schemes have been proposed in the literature, see, e.g., Contention Resolution Diversity Slotted ALOHA (CRDSA) [5], Irregular Repetition Slotted ALOHA (IRSA) [6], coded slotted ALOHA (CSA) [7]–[10], Low-Density Signature (LDS) based spreading [11], Sparse Code Multiple Access (SCMA) [12], Multi-User Sharing Access (MUSA) [13], Pattern Division Multiple Access (PDMA) [14], T-fold ALOHA [15], Asynchronous Multichannel Transmission Schedules (AMTS) [16], Grant-free Hybrid Automatic Repeat reQuest (GF-HARQ) [17], and Polar Code Based TIN-SIC [18]. Though many of the above multiple access schemes use elegant message passing algorithms (or density evolution methods) for decoding as in the low-density parity-check codes [19], the decoding results depend heavily on the performance of the underlining physical channel. As such, it is very difficult to carry out further analysis in a layer 2 protocol, where there are multiple classes of input traffic and interconnected base stations/receivers/relays/antennas.

To hide the complexity from the physical layer, one needs an abstract model at the Medium Access Control (MAC) layer. Motivated by this, we proposed in our previous work [1] an abstract receiver, called Poisson receiver, that models the input-output relations of multiple classes of input traffic subject to an (independent) Poisson offered load. It was shown in [1] that various CSA systems in [6]–[10] can be modelled by Poisson receivers. In this paper, we take one step further to show that the block fading channel with capture in [10], [20], [21] can also be modelled by Poisson receivers. Poisson receivers have two elegant closure properties: (i) Poisson receivers with packet routing are still Poisson receivers, and (ii) Poisson receivers with packet coding are still Poisson receivers. Thus, one can use smaller Poisson receivers as building blocks for analyzing a larger Poisson receiver. Intuitively, Poisson receivers can be viewed as a probabilistic framework for analyzing coded random access.

In this paper, we propose a new class of abstract receivers, called ALOHA receivers, that can be viewed as a deterministic framework for analyzing coded multiple access with successive interference cancellation (SIC). Our approach is inspired by the theory of network calculus (see, e.g., the seminal works by Rene Cruz [22], [23], the books and the survey papers [24]–[28] and references therein). The theory of network calculus is a queuing theory that analyzes the network performance by viewing each queue as a building block with a certain arrival-departure property. By exploiting various elegant algebraic properties of the min-plus algebra [29], end-to-end delay bounds can be derived for various scheduling policies, including Generalized Processor Sharing (GPS) [30] and Service Curve Earliest Deadline first scheduling (SCED) [31].

Like a Poisson receiver, an ALOHA receiver is also an abstract receiver that views the underlining physical layer as
a network element with a deterministic input-output function. Specifically, when there are \( n_k \) class \( k \) packets, \( k = 1, 2, \ldots, K \), arriving at a \( \varphi \)-ALOHA receiver, the number of class \( k \) packets that are successfully received (or successfully decoded) is exactly \( \phi_k(n) \), \( k = 1, 2, \ldots, K \). The function \( \phi(n) = (\phi_1(n), \phi_2(n), \ldots, \phi_K(n)) \) is called the success function of the \( \phi \)-ALOHA receiver when it is subject to a deterministic load \( n = (n_1, n_2, \ldots, n_K) \). On the other hand, the failure function, denoted by \( \varphi \) with \( \varphi(n) = n - \phi(n) \) represents the number of packets remained to be decoded.

One nice feature of coded multiple access with SIC is that a user can send multiple copies of a packet to a receiver. As long as one of the copies is successfully received, then the packet is successfully received, and the other copies of that packet can be removed from the receiver. Such a feature is known as the perfect SIC assumption in the literature (see, e.g., [10], [18]). As such, one can repeatedly apply the SIC operation to a receiver until there are no more packets that can be successfully decoded. Such an operation is even more interesting and powerful when a set of cooperative receivers can exchange information of successfully received packets.

The SIC operation induces several operations on functions, including minimum, composition, closure, and complement. Like the theory of network calculus, we develop various algebraic properties for these operations that can be used for proving various closure properties of ALOHA receivers, including

(i) two ALOHA receivers in tandem is also an ALOHA receiver in Section III-C
(ii) two cooperative receivers is an ALOHA receiver in Section III-D
(iii) ALOHA receivers with traffic multiplexing is an ALOHA receiver in Section III-E
(iv) ALOHA receivers with packet coding is an ALOHA receiver in Section III-F and
(v) multiple cooperative D-fold ALOHA receivers is an ALOHA receiver in Section III-G

An ALOHA receiver can be easily converted into a Poisson receiver. However, it is not the other way around. As such, the deterministic framework of ALOHA receivers can be incorporated into the probabilistic framework of Poisson receivers. To illustrate this, we provide a numerical example that uses two cooperative D-fold ALOHA receivers with packet coding to provide differentiated services between URLLC traffic and eMBB traffic. For \( D = 1 \), such a system is reduced to the CSA system with two cooperative receivers in [1]. The theoretical results in this example match extremely well with the simulation results (except for those data points with extremely small error probabilities). Moreover, there is a significant performance gain by using the 2-fold ALOHA receivers over the 1-fold ALOHA receivers.

To provide a general overview of the probabilistic framework of Poisson receivers and the deterministic framework of ALOHA receivers, we depict in Figure 1 the basic building blocks and the associated calculus for analyzing coded multiple access with SIC.
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**Fig. 1.** An overview of the probabilistic framework of Poisson receivers and the deterministic framework of ALOHA receivers.

The rest of the paper is organized as follows. In Section III we briefly review the framework of Poisson receivers in our previous work [1]. There we also show how to model the Rayleigh block fading channel with capture as a Poisson receiver. We develop the deterministic framework of ALOHA receivers in Section III by proving various algebraic properties for several operations on functions. Using these algebraic properties, we then prove various closure properties of ALOHA receivers. In Section IV we provide numerical examples to show how ALOHA receivers and Poisson receivers can be used for providing differentiated services between URLLC traffic and eMBB traffic. The paper is then concluded in Section V.

### II. POISSON RECEIVERS

#### A. Review of the framework of Poisson receivers

In this section, we briefly review the framework of Poisson receivers in our previous work [1]. We say a system with \( K \) classes of input traffic is subject to a Poisson offered load \( \rho = (\rho_1, \rho_2, \ldots, \rho_K) \) if these \( K \) classes of input traffic are independent, and the number of class \( k \) packets arriving at the system follows a Poisson distribution with mean \( \rho_k \), for \( k = 1, 2, \ldots, K \).

**Definition 1:** (Poisson receiver with multiple classes of input traffic) An abstract receiver is called a \( (P_{\text{succ},1}(\rho), P_{\text{succ},2}(\rho), \ldots, P_{\text{succ},K}(\rho)) \)-Poisson receiver with \( K \) classes of input traffic if the receiver is subject to a Poisson offered load \( \rho = (\rho_1, \rho_2, \ldots, \rho_K) \), a tagged (randomly selected) class \( k \) packet is successfully received with probability \( P_{\text{succ},k}(\rho) \), for \( k = 1, 2, \ldots, K \).

The throughput of class \( k \) packets (defined as the expected number of class \( k \) packets that are successfully received) for a \( (P_{\text{succ},1}(\rho), P_{\text{succ},2}(\rho), \ldots, P_{\text{succ},K}(\rho)) \)-Poisson receiver subject to a Poisson offered load \( \rho \) is thus

\[
S_k = \rho_k \cdot P_{\text{succ},k}(\rho),
\]

for \( k = 1, 2, \ldots, K \).

It was shown in [1] that many systems can be modelled by Poisson receivers, including SA, SA with multiple non-cooperative receivers, and SA with multiple cooperative receivers. Moreover, there are two elegant closure properties of Poisson receivers in [1].

(i) Poisson receivers with packet routing are still Poisson receivers.

\( \rho \)
Theorem 2: (Poisson receivers with packet routing [1]) Consider a Poisson receiver with \(K_2\) classes of input traffic and the success probability functions \(P_{\text{suc},1}(\rho), P_{\text{suc},2}(\rho), \ldots, P_{\text{suc},K_2}(\rho)\). There are \(K_1\) classes of external input traffic to the Poisson receiver. With the routing probability \(r_{k_1,k_2}\), a class \(k_1\) external packet transmitted to the Poisson receiver becomes a class \(k_2\) packet at the Poisson receiver. Let \(G = (G_1,G_2,\ldots,G_{K_1})\) and \(\rho = (\rho_1,\rho_2,\ldots,\rho_{K_2})\) with
\[
\rho_{k_2} = \sum_{k_1=1}^{K_1} G_{k_1} r_{k_1,k_2},
\]
(2)

\(k_2 = 1,2,\ldots,K_2\). Then the system is a \((P_{\text{suc},1}(G), P_{\text{suc},2}(G), \ldots, P_{\text{suc},K_2}(G))\)-Poisson receiver,
\[
\tilde{P}_{\text{suc},k_1}(G) = \sum_{k_2=1}^{K_2} r_{k_1,k_2} p_{\text{suc},k_2}(\rho),
\]
(3)

\(k_1 = 1,2,\ldots,K_1\).

Using packet coding to increase system throughput has been widely addressed in the literature, see, e.g., \([5]-[8], [10], [32], [33]\). The basic idea is to send a packet multiple times. If any one of them is successfully received, then the other copies of that packet can be removed from the system. Such an assumption is known as the perfect Successive Interference Cancellation (SIC) assumption. The decoding process is known as a peeling decoder that repeatedly removes decoded packets from the system. To analyze such a decoding process, the tree evaluation method \([34]-[36]\) tracks the evolution of the decodability probability after each SIC iteration. Such an analysis leads to the exact asymptotic system throughput under the tree assumption. The framework in \([1]\) added the reduced Poisson offered load step in the tree evaluation method that leads to the following closure property for Poisson receivers with packet coding.

Theorem 3: (Poisson receivers with packet coding [1]) Consider a system with \(G_k T\) class \(k\) active users, \(k = 1,2,\ldots,K\), and \(T\) independent Poisson receivers with \(K\) classes of input traffic and the success probability functions \(P_{\text{suc},1}(\rho), P_{\text{suc},2}(\rho), \ldots, P_{\text{suc},K}(\rho)\). Each class \(k\) user transmits its packet for \(L_k\) times (copies) \(\text{uniformly and independently} to one of the \(T\) Poisson receivers. Let \(\Lambda_{k,\ell}\) be the probability that a class \(k\) packet is transmitted \(\ell\) times, i.e.,
\[
P(L_k = \ell) = \Lambda_{k,\ell}, \ \ell = 1,2,\ldots
\]
(4)

Define the function
\[
\Lambda_k(x) = \sum_{\ell=0}^{\infty} \Lambda_{k,\ell} \cdot x^\ell,
\]
(5)

and the function
\[
\lambda_k(x) = \frac{\Lambda'(x)}{\Lambda'(1)}
\]
(6)

Denote by \(\odot\) the element-wise multiplication of two vectors, i.e., for two vectors \(u = (u_1,u_2,\ldots,u_K)\) and \(v = (v_1,v_2,\ldots,v_K)\),
\[
u \odot v = (u_1 v_1,u_2 v_2,\ldots,u_K v_K).
\]
(7)

Then under the perfect SIC assumption and the tree assumption for a very large \(T\), the system of coded Poisson receivers after the \(u\)th SIC iteration is a Poisson receiver with the success probability function for a tagged class \(k\) packet
\[
\tilde{P}^{(u)}_{\text{suc},k}(G) = 1 - \Lambda_k \left(1 - P_{\text{suc},k}(q^{(u)} G) \odot \Lambda'(1) \right),
\]
(8)

\(k = 1,2,\ldots,K\), where \(q^{(u)} = (q^{(u)}_1,q^{(u)}_2,\ldots,q^{(u)}_K)\) can be computed recursively from the following equation:
\[
q^{(u+1)}_k = \Lambda_k \left(1 - P_{\text{suc},k}(q^{(u)} G) \odot \Lambda'(1) \right),
\]
(9)

with \(q^{(0)} = (1,1,\ldots,1)\).

B. Rayleigh block fading channel with capture

In this section, we consider the block fading channel with capture in \([10], [20], [21]\). We show that such a channel model can also be modelled by a Poisson receiver. In a wireless channel with \(N\) active users and one receiver, the signal at the receiver is commonly represented by the sum of transmitted signals and the added white Gaussian noise, i.e.,
\[
\sum_{n=1}^{N} h_n s_n + N,
\]
(10)

where \(s_n\) is the signal transmitted by the \(n\)th active user, \(N\) is the added white Gaussian noise, and \(h_n\) is the channel gain between the \(n\)th active user and the receiver. Suppose that (i) the transmitted signals are orthogonal, (ii) the transmitted power at each active user is \(P\), and (iii) the noise power is \(P_{\text{noise}}\). Then the total received power at the receiver is
\[
\sum_{n=1}^{N} ||h_n||^2 P + P_{\text{noise}}.
\]
(11)

In the threshold-based decoding model, the signal \(s_i\) can be successfully decoded if the signal-to-interference-and-noise ratio (SINR) is higher then a predefined threshold \(b^*\), i.e.,
\[
\sum_{n\neq i} ||h_n||^2 P + P_{\text{noise}} \geq b^*.
\]
(12)

Let \(X_n = ||h_n||^2, \gamma = P/P_{\text{noise}}\), and \(b = b^*/P\). Then \(12\) can be written as follows:
\[
\frac{X_i}{\sum_{n\neq i} X_n + \frac{1}{\gamma}} \geq b.
\]
(13)

As in \([10], [20], [21]\), we assume the independent Rayleigh fading model for each active user, i.e., \(X_n\)’s are independent
and exponentially distributed with mean 1. Then the probability that the signal $s_i$ can be successfully decoded is

$$P\left(\frac{X_i}{\sum_{n\neq i} X_n + \frac{1}{\gamma}} \geq b\right) = \frac{e^{-b/\gamma}}{(1 + b)^N - 1}. \quad (14)$$

Now we consider the capture effect in the threshold-based model. Like the SIC decoding algorithm described in the previous section, the threshold-based model with the capture effect first decodes the signal with the largest power. If the SINR of the signal with the largest power is not smaller than the threshold, then that signal is successfully decoded, and it is removed from the received signal. The process is then repeated until no signal can be successfully decoded. The probability that the $r$ signals $s_i, i = 1, 2, \ldots, r$, are successfully decoded in the order $1, 2, \ldots, r$, is

$$P\left(\frac{X_1}{\sum_{n=2}^{N} X_n + \frac{1}{\gamma}} \geq b, \frac{X_2}{\sum_{n=3}^{N} X_n + \frac{1}{\gamma}} \geq b, \ldots, \frac{X_r}{\sum_{n=r+1}^{N} X_n + \frac{1}{\gamma}} \geq b\right) = \frac{1}{(1 + b)^{r(N-1) - \frac{r}{\gamma}}} \cdot \quad (15)$$

The detailed derivation of (15) is shown in Appendix A. As such, the probability that there are at least $r$ successfully decoded signals is

$$P(X \geq r) = \sum_{N \geq r} \frac{N!}{(N-r)!} \frac{e^{-\frac{1}{\gamma}}}((1 + b)^r(N-1) - \frac{r}{\gamma}). \quad (16)$$

Since $E[X] = \sum_{r=1}^{\infty} P(X \geq r)$ for any nonnegative discrete random variable $X$, we know that the average number of successfully decoded signals is

$$\sum_{r=1}^{N} \frac{N!}{(N-r)!} \frac{e^{-\frac{1}{\gamma}}}((1 + b)^r(N-1) - \frac{r}{\gamma}). \quad (17)$$

For a Poisson offered load $\rho$, the number of active users $N$ follows a Poisson distribution with mean $\rho$. From (17), the throughput for the Rayleigh block fading channel with capture (subject to a Poisson offered load $\rho$) is

$$S = \sum_{N=0}^{\infty} e^{-\rho} \frac{\rho^N}{N!} \sum_{r=1}^{N} \frac{N!}{(N-r)!} \frac{e^{-\frac{1}{\gamma}}}((1 + b)^r(N-1) - \frac{r}{\gamma})$$

$$= \sum_{N=0}^{\infty} \sum_{r=1}^{N} e^{-\rho} \frac{\rho^N}{N!} \frac{e^{-\frac{1}{\gamma}}}((1 + b)^r(N-1) - \frac{r}{\gamma}). \quad (18)$$

Thus, the Rayleigh block fading channel with capture is a $P_{\text{suc}}(\rho)$-Poisson receiver with

$$P_{\text{suc}}(\rho) = \sum_{N=0}^{\infty} \sum_{r=1}^{N} e^{-\rho} \frac{\rho^N}{(N-r)!} \frac{e^{-\frac{1}{\gamma}}}((1 + b)^r(N-1) - \frac{r}{\gamma})$$

$$= \sum_{N=0}^{\infty} \sum_{r=0}^{N-1} e^{-\rho} \frac{\rho^N}{(N-1)!} \frac{e^{-\frac{1}{\gamma}}}((1 + b)^r(N-1) - \frac{r}{\gamma})$$

$$= \sum_{r=0}^{\infty} \sum_{\tau=0}^{N-1} e^{-\rho} \frac{\rho^N}{(N-1)!} \frac{e^{-\frac{1}{\gamma}}}((1 + b)^r(N-1) - \frac{r}{\gamma}) \cdot \quad (19)$$

III. ALOHA RECEIVERS

The framework of Poisson receivers in [1] is a probabilistic framework for analyzing coded random access. Such a framework relies on the tree assumption to keep the independence of various classes of the input traffic. For the tree assumption to hold, the number of Poisson receivers $T$ in Theorem 3 needs to be very large. To deal with the scenario where input traffic independence is difficult to justify, we propose a deterministic framework, called ALOHA receivers.

A. Definitions and examples of ALOHA receivers

Denote by $\mathbb{Z}^+$ the set of nonnegative integers. We say a system with $K$ classes of input traffic is subject to a deterministic load $n = (n_1, n_2, \ldots, n_K) \in \mathbb{Z}^+^K$ if the number of class $k$ packets arriving at the system is $n_k$. For two vectors $n'$ and $n''$ in $\mathbb{Z}^+^K$, we say $n' \leq n''$ if $n'_k \leq n''_k$ for all $k = 1, 2, \ldots, K$.

Definition 4: (ALOHA receiver with multiple classes of input traffic) Consider a deterministic function $\phi : \mathbb{Z}^+^K \to \mathbb{Z}^+$ that maps a $K$-vector $n = (n_1, n_2, \ldots, n_K)$ to the $K$-vector $(\phi_1(n), \phi_2(n), \ldots, \phi_K(n))$. An abstract receiver is called $\phi$-ALOHA receiver (with $K$ classes of input traffic) if the number of class $k$ packets that are successfully received is exactly $\phi_k(n), k = 1, 2, \ldots, K$, when the receiver is subject to a deterministic load $n = (n_1, n_2, \ldots, n_K)$ (see Figure 2). The function $\phi$ is called the success function of the ALOHA receiver. Define the failure function $\phi^c$ by

$$\phi^c(n) = n - \phi(n). \quad (20)$$

A $\phi$-ALOHA receiver is called monotone if the failure function $\phi^c$ is increasing in the deterministic load $n$, i.e., for any $n' \leq n''$,

$$\phi^c(n') \leq \phi^c(n''). \quad (21)$$

Fig. 2. A $\phi$-ALOHA receiver with $K$ classes of input traffic.

The naming of ALOHA receivers is from the Slotted ALOHA (SA) system [37]. In the classical collision channel model, if there is more than one packet transmitted to a receiver, then there is a collision, and collided packets are
assumed to be lost. On the other hand, if there is exactly one packet transmitted to a receiver, then that packet is assumed to be successfully received. Thus, the SA system is a $\phi$-ALOHA receiver with a single class of input traffic, where

$$
\phi(n) = \begin{cases} 
1 & \text{if } n = 1 \\
0 & \text{otherwise}
\end{cases}.
$$

(22)

The $D$-fold ALOHA system proposed in [15] is a generalization of the SA system. If there are less than or equal to $D$ packets transmitted in a time slot, then all these packets can be successfully decoded. On the other hand, if there are more than $D$ packets transmitted in a time slot, then all these packets are lost. Clearly, the $D$-fold ALOHA system in a time slot is a monotone $\phi$-ALOHA receiver with a single class of input traffic, where

$$
\phi(n) = \begin{cases} 
n & \text{if } n \leq D \\
0 & \text{otherwise}
\end{cases}.
$$

(23)

In this paper, we simply call the $D$-fold ALOHA system in a time slot a $D$-fold ALOHA receiver.

In addition to the SA system with a single class of input traffic, one can use the $\phi$-ALOHA receiver to model the near-far SIC decoding in the following example.

**Example 1: (Near-far SIC decoding)** Suppose that there are two classes of input traffic to a receiver. The power of a class 1 packet at the receiver is much stronger than that of a class 2 packet at the receiver. One may view class 1 (resp. 2) packets as the users who are near (resp. far from) the receiver. Suppose that there are two packets arriving at the receiver: one is a class 1 packet, and the other is a class 2 packet. The SIC decoding algorithm first decodes the class 1 packet and then removes it to reduce the interference to the class 2 packet (under the perfect SIC assumption). By doing so, the class 2 packet can also be decoded. For such a near-far SIC decoding, we can model it as a monotone $\phi$-ALOHA receiver with

$$
\phi(n_1, n_2) = \begin{cases} 
(n_1, n_2) & \text{if } (n_1, n_2) \leq (1,1) \\
(0,0) & \text{otherwise}
\end{cases}.
$$

Note that a $\phi$-ALOHA receiver with $K_1$ classes of input traffic and a $\psi$-ALOHA receiver with $K_2$ classes of input traffic in parallel can be viewed as a $(\phi, \psi)$-ALOHA receiver with $K_1 + K_2$ classes of input traffic. The near-far SIC decoding model in Example 1 can be viewed as two SA systems in parallel, where the first SA system is for class 1 traffic, and the second SA system is for class 2 traffic.

In the following theorem, we show that a $\phi$-ALOHA receiver is also a Poisson receiver. Such a Poisson receiver is called the induced Poisson receiver from the $\phi$-ALOHA receiver. This allows us to incorporate our deterministic framework of ALOHA receivers into the probabilistic framework of Poisson receivers.

**Theorem 5:** A $\phi$-ALOHA receiver with $K$ classes of input traffic is a $(P_{\text{suc},1}(\rho), P_{\text{suc},2}(\rho), \ldots, P_{\text{suc},K}(\rho))$-Poisson receiver, where

$$
P_{\text{suc},k}(\rho) = \frac{1}{\rho_k} \sum_n \phi_k(n) \prod_{\ell=1}^K \frac{e^{-\rho_\ell n} \rho_\ell^{n_\ell}}{n_\ell!},
$$

(24)

$k = 1, 2, \ldots, K$.

**Proof.** Note that the throughput of class $k$ packets in a $\phi$-ALOHA receiver subject to a Poisson offered load $\rho = (\rho_1, \ldots, \rho_K)$ is

$$
S_k = \sum_n \phi_k(n) \prod_{\ell=1}^K \frac{e^{-\rho_\ell n} \rho_\ell^{n_\ell}}{n_\ell!}.
$$

(25)

Using (1) yields (24).

\[\square\]

**B. Operations on functions**

For the ease of our presentation, we introduce several operations on functions and their algebraic properties. Consider the class of functions

$$
\mathcal{F} = \{ f : \mathbb{Z}^+ \to \mathbb{Z}^+ \} \text{ with } f(n) \leq n \}.
$$

(26)

Define two binary operations on this class of functions: the minimum operation $\land$ and the composition operation $\circ$.

$$
(f \land g)(n) = \min[f(n), g(n)],
$$

(27)

$$
(f \circ g)(n) = f(g(n)).
$$

(28)

The minimum operation in (27) is a component-wise operation. We say $f = (\text{resp. } \leq) g$ if $f(n) = (\text{resp. } \leq) g(n)$ for all $n \in \mathbb{Z}^+$. It is easy to see that these two operations have the following properties:

$$
\begin{align*}
(f \land g) &= g \land f, \text{ (commutativity)} \\
(f \land (g \land h)) &= (f \land g) \land h, \text{ (associativity)} \\
(f \circ (g \circ h)) &= (f \circ g) \circ h. \text{ (associativity)}
\end{align*}
$$

(29) (30) (31)

Let $\epsilon$ be the identity mapping, i.e., $\epsilon(n) = n$. Clearly, $\epsilon$ is the identity element for these two operations, i.e.,

$$
\begin{align*}
(f \land \epsilon) &= f, \\
(f \circ \epsilon) &= f.
\end{align*}
$$

(32) (33)

A function is said to be increasing if

$$
f(n') \leq f(n''),
$$

(34)

for all $n' \leq n''$. Define the class of increasing functions

$$
\mathcal{F}^\uparrow = \{ f \in \mathcal{F} : f \text{ is increasing.} \}.
$$

(35)

In the following proposition, we state the closure property and the monotone property for the two operations in $\mathcal{F}^\uparrow$. The proofs are rather straightforward and thus omitted.

**Proposition 6:**
(i) (Closure property) If \( f, g \) are in \( F^\uparrow \), then \( f \wedge g \) and \( f \circ g \) are also in \( F^\uparrow \).

(ii) (Monotone property) For \( f_1, f_2, g_1, g_2 \) in \( F^\uparrow \), if \( f_1 \leq f_2, g_1 \leq g_2 \), then
\[
\begin{align*}
f_1 \wedge g_1 & \leq f_2 \wedge g_2, \\
f_1 \circ g_1 & \leq f_2 \circ g_2.
\end{align*}
\]

Let \( f^{(0)} = \epsilon \) and \( f^{(i+1)} = f^{(i)} \circ f \). For any \( f \in F^\uparrow \), we have
\[
f^{(i+1)} = f^{(i)} \circ f \leq f^{(i)} \circ \epsilon = f^{(i)}.
\]

As such, \( \{f^{(i)}(n), i = 1, 2, \ldots \} \) is a decreasing sequence and thus converges to a vector \( n \). In view of this, we can define a unary operation \( * \), called the closure operation, on a function \( f \) as the limit of the decreasing sequence of functions \( \{f^{(i)}, i = 1, 2, \ldots \} \), i.e.,
\[
f^* = \lim_{i \to \infty} f^{(i)}.
\]

**Example 2:** (Star-shaped functions) For \( K = 1 \), a function \( f \) is called a star-shaped function if \( f(n)/n \) is increasing in \( n \) for all \( n \geq 1 \). As \( f \in F^\uparrow \), \( f(n)/n \leq 1 \). Let
\[
n_1 = \inf \{ n : f(n)/n = 1 \}.
\]

Then for \( n \geq n_1 \), we have \( f(n)/n \geq f(n)/n_1 = 1 \) and thus \( f(n) = n \) for \( n \geq n_1 \). On the other hand, for \( n < n_1 \), we have \( f(n)/n < 1 \). If \( f^{(i)}(n) \geq 1 \), then for \( n < n_1 \),
\[
\frac{f^{(i+1)}(n)}{f^{(i)}(n)} = f^{(i+1)}(n) \leq f(n)/n < 1.
\]

This implies that \( f^{(i+1)}(n) < f^{(i)}(n) \). Thus, \( \{f^{(i)}(n), i = 1, 2, \ldots \} \) decreases to 0 for \( n < n_1 \). As such, we have
\[
f^*(n) = \begin{cases} 0 & \text{if } n < n_1 \\ n & \text{otherwise} \end{cases}.
\]

In the following lemma, we show several properties of the closure operation.

**Lemma 7:** For any \( f, g \) in \( F^\uparrow \), we have
(i) (Monotone property) If \( f \leq g \), then \( f^* \leq g^* \).
(ii) \( f \circ f^* = f^* \circ f = f^* \).
(iii) \( f^* \circ f = f^* \).
(iv) \( (f^*)^* = f^* \).
(v) \( (f \circ g)^* = (g \circ f)^* \).
(vi) \( (f \circ g)^* = (f \circ g)^* \).
(vii) \( (f \circ g)^* = (f \circ g)^* \).

**Proof.** (i) From the monotone property in Proposition 6, we have \( f^{(i)} \leq g^{(i)} \) for all \( i \). Letting \( i \to \infty \) completes the argument.

(ii) That (ii) holds follows trivially from the definition of the closure operation as the limit of the decreasing sequence of functions \( \{f^{(i)}, i = 0, 1, 2, \ldots \} \).

(iii) From (ii), it follows that \( f^* \circ f^{(i)} = f^* \) for all \( i \). Letting \( i \to \infty \) completes the argument.

(iv) From (iii), we have \( (f^*)^{(i)} = f^* \) for all \( i \). Letting \( i \to \infty \) completes the argument.

(v) First, note from the associative property of \( \circ \) that
\[
(f \circ g)^{(i)} \circ f = f \circ (g \circ f)^{(i)}.
\]

Letting \( i \to \infty \) yields
\[
(f \circ g)^* \circ f = f \circ (g \circ f)^*.
\]

Since \( f, g \leq \epsilon \), we then have the monotone property in Proposition 6 that
\[
(f \circ g)^* = (f \circ g)^* \circ \epsilon \geq (f \circ g)^* \circ f
\]
\[
= f \circ (g \circ f)^* = (\epsilon \circ f) \circ (g \circ f)^*
\]
\[
\geq (g \circ f) \circ (g \circ f)^* = (g \circ f).^*
\]

Interchanging \( f \) and \( g \) in (43) yields
\[
(g \circ f)^* \geq (f \circ g)^*.
\]

Thus, we have from (43) and (44) that
\[
(g \circ f)^* = (f \circ g)^*.
\]

(vi) Since \( f \geq f^* \) and \( g \geq g^* \), we have from the monotone property in (i) of this lemma that
\[
(f \circ g)^* \geq (f^* \circ g^*)^*.
\]

On the other hand, note that \( f \geq (f \circ g) \) and \( g \geq (f \circ g) \). It then follows from the monotone property that \( f^* \geq (f \circ g)^* \) and \( g^* \geq (f \circ g)^* \). Thus, from Lemma 7 (iii),
\[
(f \circ g)^* = (f \circ g)^* \circ (f \circ g)^* \leq f \circ g^*.
\]

Using (iv) of this lemma and the monotone property in (i) of this lemma yields
\[
(f \circ g)^* = ((f \circ g)^*)^* \leq (f^* \circ g^*)^*.
\]

(vii) Since \( f \geq f \circ g \) and \( g \geq f \circ g \), we have from Proposition 6 (ii) that
\[
f \wedge g \geq (f \circ g) \wedge (f \circ g) = f \circ g.
\]

It then follows from the monotone property in (i) of this lemma that
\[
(f \wedge g)^* \geq (f \circ g)^*.
\]

On the other hand, we also have from \( f \wedge g \leq f \) and \( f \wedge g \leq g \) that
\[
(f \wedge g)^{(2)} = (f \wedge g) \circ (f \wedge g) \leq f \circ g.
\]

This then leads to
\[
(f \wedge g)^* \leq (f \circ g)^*.
\]

In addition to the closure operation, we also need another unary operation \( c \), called the complement operation of a function \( f \in F^\uparrow \). Specifically, we denote by \( f^c \) the complement function of \( f \) with
\[
(f^c)(n) = n - f(n).
\]
Clearly, \( f^c \) is in \( F \) and \((f^c)^c = f \). In our definition of ALOHA receivers, the success function \( \phi \) and the failure function \( \phi^c \) are complement functions of each other. Moreover, if a \( \phi \)-ALOHA receiver is monotone, then the failure function \( \phi^c \) is in \( F^\uparrow \). As such, we can use the closure operation on the failure function \( \phi^c \).

**C. Two ALOHA receivers in tandem**

Consider a system with two receivers and \( K \) classes of input traffic. The first receiver is a \( \phi \)-ALOHA receiver, and the second receiver is a \( \psi \)-ALOHA receiver. These two receivers are subject to the same \( K \) classes of input traffic. The two receivers are arranged in tandem so that only packets that are successfully received by receiver 1 can be forwarded to receiver 2 for SIC decoding, but not the other way around. For a deterministic load \( n = (n_1, n_2, \ldots, n_K) \), there are \( \phi_k(n) \) class \( k \) packets that are successfully received by receiver 1, and thus the number of class \( k \) packets arriving at receiver 2 is effectively reduced from \( n_k \) to \( n_k - \phi_k(n) \), \( k = 1, 2, \ldots, K \).

As such, receiver 2 is subject to a deterministic load \( n - \phi(n) \). Since receiver 2 is a \( \psi \)-ALOHA receiver, the number of class \( k \) packets that are successfully received by receiver 2 is \( \psi_k(n - \phi(n)) \). Thus, the total number of class \( k \) packets that are successfully received by these two receivers is

\[
\phi_k(n) + \psi_k(n - \phi(n)).
\]

This shows that the system is a \( \zeta \)-ALOHA receiver, where

\[
\zeta_k(n) = \phi_k(n) + \psi_k(n - \phi(n)),
\]

\( k = 1, 2, \ldots, K \).

Another way to see this is to count the numbers of packets that are not successfully received. After the receiver 1, the deterministic load is effectively reduced from \( n \) to \( \phi^c(n) \). Then after receiver 2, the deterministic load is further reduced from \( \phi^c(n) \) to \( \psi^c(\phi^c(n)) = (\psi^c \circ \phi^c)(n) \). Thus, the numbers of packets that are successfully received are \((\psi^c \circ \phi^c)^c(n) \).

This is stated in the following theorem.

**Theorem 8:** For the system with a \( \phi \)-ALOHA receiver and a \( \psi \)-ALOHA receiver in tandem (see Figure 3), it is a \( \zeta \)-ALOHA receiver, where

\[
\zeta = (\psi^c \circ \phi^c)^c.
\]

**D. Two cooperative ALOHA receivers**

Consider the same setting as in Section III-C. Now we assume that these two receivers are cooperative and packets that are successfully received by receiver 2 can also be forwarded to receiver 1 for SIC decoding. As such, we can repeat the SIC decoding between these two receivers until no packets can be decoded. To illustrate this, let \( n(i) = (n_1^{(i)}, n_2^{(i)}, \ldots, n_K^{(i)}) \), where \( n_k^{(i)} \) is the number of class \( k \) packets remained to be decoded in the system after the \( i \)-th SIC iteration, \( k = 1, 2, \ldots, K \), and \( i = 0, 1, \ldots \) Clearly, \( n^{(0)} = n \). Note that the first SIC iteration corresponds to the two receivers in tandem in Section III-C. After the first SIC iteration, the number of class \( k \) packets that are remained to be decoded is

\[
n_k^{(1)} = n_k^{(0)} - \zeta_k(n^{(0)})
\]

where \( \zeta_k \) is defined in (47). In general, we have

\[
n^{(i+1)} = n^{(i)} - \zeta(n^{(i)}) = \zeta^c(n^{(i)}) = (\zeta^c)^{(i)}(n).
\]

As this sequence of vectors \( \{n^{(i)}, i \geq 0\} \) is nonnegative and monotonically decreasing, it converges to the vector

\[
n^{(\infty)} = (\zeta^c)^*(n) = (\psi^c \circ \phi^c)^*(n).
\]

This leads to the following theorem.

![Fig. 3. A system with a \( \phi \)-ALOHA receiver and a \( \psi \)-ALOHA receiver in tandem.](image3.png)

![Fig. 4. Two cooperative receivers: a \( \phi \)-ALOHA receiver and a \( \psi \)-ALOHA receiver.](image4.png)
Theorem 9: Consider a system with a $\phi$-ALOHA receiver and a $\psi$-ALOHA receiver (see Figure 4). If these two receivers are cooperative, then it is a $\eta$-ALOHA receiver, where

$$\eta = ((\psi^c \circ \phi^c)^*)^c.$$  \hfill (52)

One interesting question is whether the system converges to the same $\eta$-ALOHA receiver in (52) if the SIC decoding order of the two receivers is interchanged. In the following theorem, we show this is true if the two receivers are monotone.

Theorem 10: Suppose that both the $\phi$-ALOHA receiver and the $\psi$-ALOHA receivers are monotone. Then the system with two cooperative receivers converges to the same $\eta$-ALOHA receiver in (52) if the SIC decoding order of the two receivers is interchanged, i.e., the order of the SIC decoding process does not affect the decoding result. Moreover, the system with two cooperative receivers is also monotone.

Proof. Note that if we interchange the decoding order of the two receivers, then it is a $((\psi^c \circ \phi^c)^*)^c$-ALOHA receiver (from Theorem 9). Since both the $\phi$-ALOHA receiver and the $\psi$-ALOHA receiver are monotone, both $\phi^c$ and $\psi^c$ are in $\mathcal{F}^\dagger$. As a result of Lemma 9 (v), we have

$$(\psi^c \circ \phi^c)^* = (\phi^c \circ \psi^c)^*.$$  

Thus, the system converges to the same $\eta$-ALOHA receiver in (52) if the SIC decoding order of the two receivers is interchanged.

Since $(\psi^c \circ \phi^c)^*$ is still in $\mathcal{F}^\dagger$ from the closure property in Proposition 6 (i), the $\eta$-ALOHA receiver in (52) is also monotone.

By using an inductive argument, we note that the result in Theorem 10 still holds for the scenario with more than two monotone cooperative receivers.

E. ALOHA receivers with traffic multiplexing

In this section, we consider ALOHA receivers with traffic multiplexing. To provide insight into our analysis, we first consider a system with $K$ classes of (external) input traffic that are multiplexed into a $D$-fold ALOHA receiver. Recall that a $D$-fold ALOHA receiver is a $\phi$-ALOHA receiver with $\phi$ in (23). Let $n = (n_1, n_2, \ldots, n_K)$ be the deterministic load to the system. As the $K$ classes of (external) input traffic are multiplexed into the $D$-fold ALOHA receiver, the deterministic load to the $D$-fold ALOHA receiver is $\sum_{i=1}^{K} n_i$. Thus, the number of class $k$ packets that are successfully received is $n_k$ if $\sum_{i=1}^{K} n_i \leq D$. On the other hand, if $\sum_{i=1}^{K} n_i > D$, then none of the arriving packets can be successfully received. This shows that such a system is a $\psi$-ALOHA receiver with the success function

$$\psi(n) = \begin{cases} (n_1, n_2, \ldots, n_K) & \text{if } \sum_{i=1}^{K} n_i \leq D \\ (0, 0, \ldots, 0) & \text{otherwise} \end{cases}. \hfill (53)$$

One important insight of the above $D$-fold ALOHA receiver is that the arriving packets are either all successfully received or all failed to be decoded. This motivates us to introduce the notion of all-or-nothing ALOHA receivers.

Definition 11: A $\phi$-ALOHA receiver with $K$ classes of input traffic is said to be an all-or-nothing receiver if it satisfies the following two properties:

(i) (All-or-nothing property) For all $n = (n_1, n_2, \ldots, n_K)$ and $k = 1, 2, \ldots, K$, either $\phi_k(n) = n_k$ or $\phi_k(n) = 0$.

(ii) (On-off property) If $n' \geq n''$ and $\phi_k(n'') = n_k'$ for some $k$, then $\phi_k(n') = n_k'$. On the other hand, if $n' \leq n''$ and $\phi_k(n') = 0$ for some $k$, then $\phi_k(n'') = 0$.

The on-off property in Definition 11 implies that an all-or-nothing $\phi$-ALOHA receiver is monotone as $\phi_k(n'') \leq \phi_k(n')$ for all $n' \leq n''$. Clearly, a $D$-fold ALOHA receiver with a single class of input traffic is an all-or-nothing $\phi$-ALOHA receiver, where the success function $\phi$ is specified in (23). When it is subject to $K$ classes of external input traffic, it is an all-or-nothing $\psi$-ALOHA receiver with the success function $\psi$ in (53).

Traffic multiplexing that maps $K$ classes of external input traffic into $T$ classes of internal input traffic can be represented by a $K \times T$ bipartite graph, where the $K$ classes of external input traffic are the $K$ nodes on the left (the external nodes) and the $T$ classes of internal input traffic are the $T$ nodes on the right (the internal nodes). The constraint for traffic multiplexing is that each external node has at most one edge. Let $H = (H_{k,t})$ be the $K \times T$ bi-adjacency matrix for the bipartite graph, where $H_{k,t} = 1$ if there is an edge between the external node $k$ and the internal node $t$, and 0 otherwise. Denote by the set $C_t$ the set of nonzero elements in the $t^{th}$ column of $H$. As each external node has at most one edge, each row of $H$ has at most one nonzero element, and thus the sets $C_t$, $t = 1, 2, \ldots, T$, are disjoint. Such a bi-adjacency matrix is called a traffic multiplexing matrix in this paper. Specifically, a traffic multiplexing matrix $H$ is a binary matrix, where each row of $H$ has at most one nonzero element.

\begin{figure}[h]
  \centering
  \includegraphics[width=0.5\textwidth]{fig5.png}
  \caption{ALOHA receivers with traffic multiplexing: a system with $K$ classes of external input traffic to an all-or-nothing $\phi$-ALOHA receiver with $T$ classes of internal input traffic through a $K \times T$ traffic multiplexing matrix $H$.}
\end{figure}
multiplying matrix $H$ (see Figure 5). Then the system is an all-or-nothing $\psi$-ALOHA receiver, where
\[
\psi_k(n) = \begin{cases} 
 n_k & \text{if } \sum_{t=1}^{T} H_{k,t} \cdot \phi_t(nH) > 0 \\
 0 & \text{otherwise}
\end{cases}
\tag{54}
\]
k = 1, 2, \ldots, K.

Proof. Consider a deterministic load $n = (n_1, n_2, \ldots, n_K)$ for the external input traffic. As in Section III-D, let $\phi_t(nH)$ be the number of nonzero elements in the $t$th row of $H$, $n_k$ be the number of internal class $t$ packets that are successfully received, i.e., $\phi_t(nH) > 0$. Note that if an external class $k$ packet is not connected to any internal class, i.e., $H_{k,t} = 0$ for all $t = 1, 2, \ldots, T$, then none of class $k$ packets can be successfully received. To show the on-off property, it suffices to consider an external class $k$ that is connected to an internal class $t(k)$. In this case, we have from (54) that
\[
\psi_k(n) = \begin{cases} 
 0 & \text{if } H_{k,t(k)} \cdot \phi_{t(k)}(nH) = 0 \\
 n_k & \text{otherwise}
\end{cases}
\tag{55}
\]
Since an all-or-nothing receiver is monotone, we have $\phi_{t(k)}(nH) \leq \phi_{t(k)}(n'H)$, $k = 1, 2, \ldots, K$, for all $n' \leq n''$. Using this in (55) yields $\psi_k(n') \leq \psi_k(n'')$, $k = 1, 2, \ldots, K$. It is easy to see from the all-or-nothing property and the monotone property that the on-off property is also satisfied.

F. ALOHA receivers with packet coding

Analogous to the iterative decoding algorithm for Poisson receivers with packet coding, we develop an iterative decoding algorithm for ALOHA receivers with packet coding. In traffic multiplexing in Section III-E, we consider a system with $K$ classes of external input traffic. Inside the system, there is an all-or-nothing $\phi$-ALOHA receiver with $T$ classes of internal input traffic. A packet coding scheme for the $K$ classes of external input traffic is to multicast an external class $k$ packet to a set of internal classes, $B_k$, of the $\phi$-ALOHA receiver so that the sets $B_k$, $k = 1, 2, \ldots, K$, are disjoint. As packet multiplexing in Section III-E, a packet coding scheme also corresponds to a $K \times T$ biadjacency matrix $H$. The constraint for packet coding is that each internal node has at most one edge. Thus, a packet coding matrix $H$ is a binary matrix, where each column of $H$ has at most one nonzero element. Note that the set $B_k$ is the set of nonzero elements in the $k$th row of $H$.

Consider a deterministic load $n = (n_1, n_2, \ldots, n_K)$ for the external input traffic. As in Section III-D, let $n^{(i)} = (n_1^{(i)}, n_2^{(i)}, \ldots, n_K^{(i)})$, where $n_k^{(i)}$ is the number of class $k$ packets that has been decoded in the system after the $i$th SIC iteration, $i = 0, 1, \ldots$. Clearly, $n^{(0)} = n$.

For the first SIC iteration, the load to the all-or-nothing $\phi$-ALOHA receiver is $n^{(0)}$. As such, the number of internal class $t$ packets that are successfully received is $\phi_t(n^{(0)}H)$, $t = 1, 2, \ldots, T$. Since an all-or-nothing receiver is monotone, we have
\[
\phi_{t(k)}(n^{(0)}H) = \max_{t \in B_k} \phi_t(n^{(0)}H)
\tag{56}
\]
k = 1, 2, \ldots, K. As the $\phi$-ALOHA receiver is an all-or-nothing receiver, we know that $n_k^{(1)}$ is either 0 or $n_k^{(0)}$. Such an all-or-nothing property is preserved through every SIC iteration. Define the function $\theta(n) = (\theta_1(n), \ldots, \theta_K(n))$ with
\[
\theta_k(n) = \max_{t \in B_k} \phi_t(nH)
\tag{57}
\]
Then we have from the argument for (56) that
\[
n^{(i+1)} = n^{(i)} - \theta(n^{(i)})
\tag{58}
\]
As this sequence of vectors $\{n^{(i)} : i \geq 0\}$ is nonnegative and monotonically decreasing, it converges (in a finite number of iterations) to the vector
\[
n^{(\infty)} = (\theta^*)^T(n)
\tag{59}
\]
This leads to the following theorem.

Fig. 6. The $\theta$-ALOHA receiver in [57] for analyzing a system of ALOHA receivers with packet coding. In such a system, there are $K$ external classes of input traffic to an all-or-nothing $\phi$-ALOHA receiver with $T$ internal classes of input traffic through a $K \times T$ packet coding matrix $H$.

**Theorem 13:** Consider a system with $K$ external classes of input traffic to an all-or-nothing $\phi$-ALOHA receiver with $T$ internal classes of input traffic through a $K \times T$ packet coding matrix $H$ (see Figure 6). Then the system is an all-or-nothing $((\theta^*)^T)^T$-ALOHA receiver, where the function $\theta$ is defined in (57).

Interestingly, one can view the system of two cooperative ALOHA receivers in Section III-D as an ALOHA receiver with packet coding. First, an all-or-nothing $\phi$-ALOHA receiver with $K$ classes of input traffic and an all-or-nothing $\psi$-ALOHA receiver with $K$ classes of input traffic can be viewed...
as an all-or-nothing \((\phi, \psi)\)-ALOHA receiver with \(2K\) classes of input traffic. As the two cooperative ALOHA receivers are subject to the same \(K\) classes of external input, the \(K \times 2K\) coding matrix \(H\) is simply a concatenation of two \(K \times K\) identity matrices, i.e., both the first \(K\) columns of \(H\) and the last \(K\) columns of \(H\) are \(K \times K\) identity matrices. In view of (57), we have
\[
\theta_k(n) = \max[\phi_k(n), \psi_k(n)],
\]
and thus
\[
\theta^c = \phi^c \land \psi^c.
\]
It then follows from Lemma \[7\]vii) that
\[
(\theta^*)^c = (\phi^c \land \psi^c)^* = (\phi^c \lor \psi^c)^*.
\]
The result in Theorem \[13\] then recovers the result in Theorem \[9\].

We note that if the two receivers are not all-or-nothing ALOHA-receivers, then we have to identify the indices of the packets that are successfully received in order to carry out SIC decoding. As such, the identity in (56) is no longer valid as the class \(k\) packets that are successfully received in \(\phi_k(n^{(0)})H\) for \(t \in B_k\) might not be the same. One interesting example is to consider the two cooperative ALOHA receivers in Section III-D with a single class of input traffic and
\[
\phi(n) = \psi(n) = \begin{cases} 
1 & \text{if } n = 1 \text{ or } 3 \\
0 & \text{otherwise}.
\end{cases}
\]
When the system is subject to the deterministic load \(n = 3\), the decoding result from Theorem \[9\] is
\[
(\phi^c \lor \psi^c)^*(3) = 2.
\]
On the other hand, if we use the decoding method for packet coding and the packet that is successfully received by receiver 1 is different from that by receiver 2, then after the first SIC iteration, the number of packets remained to be decoded is reduced from 3 to 1. After the second iteration, it will be further reduced to 0. This example shows that the decoding result by the method for packet coding might be different from that from Theorem \[9\] if the two receivers are not all-or-nothing ALOHA-receivers.

For the general setting with joint traffic multiplexing and packet coding, it can be represented by a general \(K \times T\) bipartite graph with a bi-adjacency matrix \(B\). For such a bipartite graph, one can always add an intermediate stage of \(\bar{T}\) nodes to form a tripartite graph such that (i) the first part is a \(K \times \bar{T}\) bipartite graph with a packet coding matrix \(H_1\), (ii) the second part is a \(T \times \bar{T}\) bipartite graph with a traffic multiplexing matrix \(H_2\), and (iii) \(H = H_1H_2\). One simple way of doing this is to represent each edge in the general bipartite graph by a node in the intermediate stage. By using the results for traffic multiplexing in Theorem \[12\] and packet coding in Theorem \[15\] we can then analyze the setting with joint traffic multiplexing and packet coding. We will further illustrate this by considering multiple cooperative \(D\)-fold ALOHA receivers in the next section.

### G. Multiple cooperative \(D\)-fold ALOHA receivers

In this section, we show that a system of multiple cooperative \(D\)-fold ALOHA receivers with joint traffic multiplexing and packet coding is a \((\phi, \psi)\)-ALOHA receiver. Moreover, the success function \(\phi\) for such a system can be computed by a max-sum message passing algorithm.

Consider a system with \(T\) cooperative \(D\)-fold ALOHA receivers and \(K\) classes of input traffic through a \(K \times T\) bi-adjacency matrix \(H\). The bi-adjacency matrix \(H\) is a binary matrix that needs not to satisfy the constraints imposed on a traffic multiplexing matrix or a packet coding matrix. Let \(B_k\), \(k = 1, 2, \ldots, K\), be the set of receivers associated with class \(k\) input traffic (the set of nonzero elements in the \(k\)th row of \(H\)), and \(C_t\), \(t = 1, 2, \ldots, T\), be the set of input traffic multiplexed into the \(t\)th receiver (the set of nonzero elements in the \(t\)th column of \(H\)). To compute the success function for such a system subject to the deterministic load \(n = (n_1, n_2, \ldots, n_K)\), we let \(n^{(i)} = (n_1^{(i)}, n_2^{(i)}, \ldots, n_K^{(i)})\), where \(n_k^{(i)}\) is the number of class \(k\) packets remained to be decoded in the system after the \(i\)th SIC iteration, \(k = 1, 2, \ldots, K\), and \(i = 0, 1, \ldots\). Clearly, \(n^{(0)} = n\). Also, let \(n_{k,t}^{(i)}\) be the number of class \(k\) that are successfully received by the \(t\)th \(D\)-fold ALOHA receiver after the \(i\)th SIC iteration. For the first SIC iteration, we know from (53) that \(n_{k,t}^{(i)} = n_k^{(i)}\) if \(k \in C_t\) and \(\sum_{t \in C_t} n_{t}^{(i)} \leq D\), and \(n_{k,t}^{(i)} = 0\) otherwise. From (56), we also know the number of class \(k\) packets that are remained to be decoded after the first iteration is
\[
n_k^{(1)} = n_k^{(0)} - \max_{t \in B_k} n_{k,t}^{(1)},
\]
\(k = 1, 2, \ldots, K\). In general, for the \(i\)th SIC iteration, we have
\[
n_{k,t}^{(i)} = \begin{cases} 
n_k^{(i-1)} & \text{if } k \in C_t, \sum_{t \in C_t} n_{t}^{(i-1)} \leq D \\
0 & \text{otherwise}
\end{cases},
\]
and
\[
n_k^{(i)} = n_k^{(i-1)} - \max_{t \in B_k} n_{k,t}^{(i)},
\]
\(k = 1, 2, \ldots, K\). These two recursive equation leads to the max-sum message algorithm in Algorithm \[1\]. Note that Steps 1 and 2 correspond to the computation of \(n_k^{(i)}\) in (65), and Step 3 corresponds to the computation of \(n_{k,t}^{(i)}\) in (66) (as the \(D\)-fold ALOHA receivers are all-or-nothing ALOHA receivers).

We note there is only a finite number of deterministic loads that need to be computed. To see this, note that if \(n_k \geq D + 1\) for some \(k\), then there are at least \(D + 1\) packets transmitted to the \(D\)-fold ALOHA receivers in \(B_k\). As such, no packets can be successfully received by the receivers in \(B_k\), and we can remove all the edges connected to the receive nodes in \(B_k\). Thus, the decoding results are the same for all the deterministic loads with \(n_k \geq D + 1\) for some \(k\). This implies that all the deterministic loads with \(n_k > D + 1\) is equivalent to \(n_k = D + 1\). As such, there are \((D + 2)^K\) equivalence classes (as we only need to consider \(n_k = 0, 1, \ldots, D + 1\) for each \(k\)).

Certainly, one can use \(25\) to compute the throughput of class \(k\) users subject to a Poisson offered load \(\rho = \)
(\rho_1, \rho_2, \ldots, \rho_K) for such a \psi-ALOHA receiver. However, it is more convenient to compute the throughput of class k users from the probabilities of the \((D + 2)^K\) equivalence classes. Specifically, let \(p(n)\) is the probability of the deterministic load (equivalence class) \(n\) subject to a Poisson offered load \(\rho\). For \(d = 0, 1, \ldots, D\), let

\[ h_d(\rho_k) = \frac{e^{-\rho_k} \rho_k^d}{d!}, \]

and

\[ h_{D+1}(\rho_k) = 1 - \sum_{d=0}^{D} \frac{e^{-\rho_k} \rho_k^d}{d!}. \]

For the Poisson distribution with mean \(\rho_k\), the probabilities for \(n_k\) are \(h_d(\rho_k)\), \(d = 0, 1, \ldots, D + 1\). Since the Poisson offered loads from the \(K\) classes are independent, we have

\[ p(n) = \prod_{k=1}^{K} h_{n_k}(\rho_k). \quad (67) \]

Using (67) yields

\[ P_{\text{suc},k}(\rho) = \frac{S_k}{\rho_k} = \frac{1}{\rho_k} \sum_n \phi_k(n) \prod_{k=1}^{K} h_{n_k}(\rho_k). \quad (68) \]

**Example 3: (Two cooperative 2-fold ALOHA receivers)**

Consider the system with two cooperative 2-fold ALOHA receivers and three classes of users. Suppose that class 1 (resp. 2) packets are sent to receiver 1 (resp. 2), and class 3 packets are sent to both receivers. The bi-adjacency matrix of the association graph is

\[ H = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ 1 & 1 \end{bmatrix}. \quad (69) \]

As discussed in this section, it is a \psi-ALOHA receiver with the success function \(\phi = (\phi_1, \phi_2, \phi_3)\) being specified in Table I

**IV. Numerical results**

**A. Two cooperative D-fold ALOHA receivers with URLLC traffic and eMBB traffic**

In this section, we demonstrate how the framework of Poisson receivers and the framework of ALOHA receivers can be used for providing differentiated services between URLLC traffic and eMBB traffic in uplink transmissions.

1) Wireless channel model: We consider a wireless channel that is modelled by two cooperative D-fold ALOHA receivers in Example [3]. There are three classes of input traffic: Class 1 (resp. 2) packets are sent to the first (resp. 2) receiver, and class 3 packets are sent to both receivers (see Figure 7 for an illustration). For such a channel model, it is a \psi-ALOHA receiver with the success function \(\phi\) specified in Table I. By using (68), we can compute the success probability functions \(P_{\text{suc},k}(\rho_1, \rho_2, \rho_3), k = 1, 2, 3\), of the induced Poisson receiver. The first two classes are eMBB traffic and the third class is URLLC traffic. Each eMBB packet can be routed to a class 1 packet or a class 2 packet with an equal probability. As a result of the inverse multiplexer in Example 3 of [1], one can use Theorem 2 to model such a channel as a Poisson receiver with two classes of external input traffic, URLLC traffic (external class 1) and eMBB traffic (external class 2). The success probability functions of these two external classes are

\[ \tilde{P}_{\text{suc},1}(\tilde{\rho}_1, \tilde{\rho}_2) = \frac{1}{2} P_{\text{suc},1}(\rho_1, \rho_2) + \frac{1}{2} P_{\text{suc},2}(\rho_1, \rho_2) \]

\[ \tilde{P}_{\text{suc},2}(\tilde{\rho}_1, \tilde{\rho}_2) = \frac{1}{2} P_{\text{suc},1}(\rho_1, \rho_2) + \frac{1}{2} P_{\text{suc},2}(\rho_1, \rho_2) \quad (70) \]
TABLE I
THE \(\phi\)-ALOHA READER FOR A SYSTEM WITH TWO COOPERATIVE 2-fold ALOHA RECEIVERS IN EXAMPLE

| \(n_1\) | \(n_2\) | \(n_3\) | \(\phi_1(i)\) | \(\phi_2(i)\) | \(\phi_3(i)\) |
|--------|--------|--------|-------------|-------------|-------------|
| 0      | 0      | 0      | 0           | 0           | 0           |
| 0      | 0      | 1      | 0           | 0           | 1           |
| 0      | 0      | 2      | 0           | 0           | 2           |
| 0      | 0      | 3      | 0           | 0           | 3           |
| 0      | 1      | 0      | 0           | 1           | 0           |
| 0      | 1      | 1      | 0           | 1           | 1           |
| 0      | 1      | 2      | 0           | 1           | 2           |
| 0      | 1      | 3      | 0           | 0           | 3           |
| 0      | 2      | 0      | 2           | 0           | 2           |
| 0      | 2      | 1      | 2           | 1           | 2           |
| 1      | 0      | 0      | 0           | 1           | 0           |
| 1      | 0      | 1      | 0           | 1           | 0           |
| 1      | 0      | 2      | 1           | 0           | 2           |
| 1      | 1      | 0      | 1           | 1           | 0           |
| 1      | 1      | 1      | 1           | 1           | 1           |
| 1      | 1      | 2      | 0           | 0           | 2           |
| 1      | 1      | 3      | 0           | 0           | 3           |
| 1      | 2      | 0      | 1           | 2           | 0           |
| 1      | 2      | 1      | 1           | 2           | 1           |
| 2      | 0      | 0      | 2           | 0           | 2           |
| 2      | 0      | 2      | 0           | 2           | 2           |
| 2      | 1      | 0      | 0           | 2           | 1           |
| 2      | 1      | 1      | 0           | 1           | 1           |
| 2      | 1      | 2      | 1           | 0           | 1           |
| 2      | 2      | 0      | 0           | 0           | 0           |
| 2      | 2      | 1      | 0           | 0           | 0           |
| 2      | 2      | 2      | 0           | 0           | 0           |
| 2      | 3      | 0      | 0           | 0           | 0           |
| 2      | 3      | 1      | 0           | 0           | 0           |
| 2      | 3      | 2      | 0           | 0           | 0           |
| 2      | 3      | 3      | 0           | 0           | 0           |
| 3      | 0      | 0      | 0           | 0           | 0           |
| 3      | 0      | 1      | 0           | 0           | 1           |
| 3      | 0      | 2      | 0           | 0           | 2           |
| 3      | 0      | 3      | 0           | 0           | 3           |
| 3      | 1      | 0      | 1           | 0           | 1           |
| 3      | 1      | 1      | 0           | 1           | 1           |
| 3      | 1      | 2      | 0           | 0           | 0           |
| 3      | 1      | 3      | 0           | 0           | 0           |
| 3      | 2      | 0      | 2           | 0           | 2           |
| 3      | 2      | 1      | 0           | 0           | 0           |
| 3      | 2      | 2      | 0           | 0           | 0           |
| 3      | 3      | 0      | 0           | 0           | 0           |
| 3      | 3      | 1      | 0           | 0           | 0           |
| 3      | 3      | 2      | 0           | 0           | 0           |
| 3      | 3      | 3      | 0           | 0           | 0           |

2) Coded random access for a use case: To provide differentiated services between URLLC traffic and eMBB traffic over the wireless channel model in Section [IV-A1], we consider the particular use case in Section IV.C of [1] for supporting precise cooperative robotic motion control defined in use case 1 of mobile robots in [38]. For this use case, the message (packet) size of URLLC traffic is 40 bytes, and the transmission time interval (TTI) is 1 ms. According to Table 4.1A-2 in [39], the maximum number of bits of an uplink shared channel (UL-SCH) transport block transmitted within a TTI is 105,528 bits (i.e., 13,191 bytes). As a conservative design, the number of packet transmissions (minislots) within one TTI is set to be 256. As there can be as many as \(D\) successful packet transmissions in a \(D\)-fold ALOHA receiver, we set \(T = 256/D\). Thus, for each TTI, there are \(T\) independent Poisson receivers for the wireless channel model in Section [IV-A1].

The number of active URLLC users \(N_1 = G_T T\) is set to be 50, and each URLLC user uses a coded random access scheme that transmits its packet for \(L = 5\) times uniformly and independently to the \(T\) Poisson receivers. On the other hand, each eMBB user is scheduled to transmit exactly one packet in a (randomly assigned) time slot in each TTI. The packets transmitted by URLLC users are superposed with the scheduled eMBB traffic over the wireless channel in Section [IV-A1].

By viewing each minislot as a Poisson receiver with two classes of input traffic in Section [IV-A1], the coded random access scheme corresponds to a system of Poisson receivers with packet coding in Theorem 3, where the degree distribution of URLLC traffic is \(\Lambda_1(x) = x^5\) with \(L = 5\) (see (5)), and the degree distribution of eMBB traffic is \(\Lambda_2(x) = x\).

We note that URLLC transmissions in such a system are decoded first by using the SIC technique. eMBB transmissions that overlap with undecodable URLLC transmissions can be treated as erased or punctured (41) and can be protected by using another layer of error correction codes.

We are interested in addressing the question of how many eMBB users \(N_2 = G_2 T\) can be admitted to the system so that the packet error probability of URLLC traffic is less than \(10^{-5}\).

In Figure 8, we show the theoretical results and the simulation results for \(D = 1\) and \(D = 2\). Each data point for the estimated error probability is obtained by averaging over 100,000 independent runs. Also, we set the number of iterations for SIC to be 100 (i = 100). As shown in Figure 8, our theoretical results match extremely well with the simulation results except for those data points with extremely small error probabilities. For \(D = 1\), the 1-fold ALOHA receiver is the simply the SA system considered in Section IV.C of [1]. One can see from this figure that the performance of the 2-fold ALOHA receivers is significantly better than that of the SA system. In particular, the number of eMBB users can be admitted to the system is increased from 194 for the system with two 1-fold ALOHA receivers to 292 for the system with two 2-fold ALOHA receivers (while keeping the error probability of URLLC packets lower than \(10^{-5}\)).
B. Rayleigh block fading channel with URLLC traffic and eMBB traffic

In this section, we consider the Rayleigh block fading channel with capture in Section II-B. Such a wireless channel can be modeled by a Poisson receiver with a single class of input in (19). By using Theorem 2 for Poisson receivers with packet routing, such a wireless channel can be extended to a Poisson receiver with two classes of input traffic. The success probability functions for these two classes of input traffic are as follows:

$$P_{\text{suc},1}(\rho_1, \rho_2) = P_{\text{suc},2}(\rho_1, \rho_2) = \sum_{t=0}^{\infty} \sum_{\tau=0}^{\infty} \frac{e^{-(\rho_1+\rho_2)}(\rho_1 + \rho_2)^t}{(t-\tau)!} e^{-\frac{t}{2}}((1+b)^{\tau+1} - (1-b)^{\tau+1}).$$

To provide differentiated services between URLLC traffic and eMBB traffic, we use the coded random access scheme with $T$ minislots as described in Section IV-A2. We assume that the channel gains for these two classes in $T$ minislots are independent, and thus such a system corresponds to a system of Poisson receivers with packet coding in Theorem 3. In our experiments, we use the same parameters as those in Section IV-A2 i.e., the number of minislots $T = 256$, the number of URLLC users $N_1 = 50$, the number of SIC iterations $i = 100$, the degree distribution of URLLC traffic $\Lambda_1(x) = x^5$, and the degree distribution of eMBB traffic $\Lambda_2(x) = x$. For the Rayleigh block fading channel, we set $\gamma = 20dB$ and $b = 3dB$. As in Section IV-A2, each data point is obtained by averaging over 100,000 independent runs. In Figure 9 we show the theoretical results and the simulation results for the effect of the number of eMBB users on the error probability of URLLC users in the Rayleigh block fading channel with capture. Once again, our theoretical results match extremely well with the simulation results. The number of eMBB users can be admitted to the system is roughly 58 while keeping the error probability of URLLC packets lower than $10^{-5}$.

V. Conclusion

In this paper, we developed a deterministic framework of $\phi$-ALOHA receivers that can be incorporated into the probabilistic framework of Poisson receivers for analyzing coded multiple access with SIC. Like the theory of network calculus, there are various algebraic properties for several operations on functions, including minimum $\wedge$, composition $\circ$, closure $\ast$, and complement $c$. As such, small ALOHA receivers can be used as building blocks for constructing a large ALOHA receiver. In particular, we showed various closure properties of ALOHA receivers, including (i) ALOHA receivers in tandem, (ii) cooperative receivers, (iii) ALOHA receivers with traffic multiplexing, and (iv) ALOHA receivers with packet coding. As an illustrating example, we computed/simulated the numerical results of a system that uses two cooperative $D$-fold ALOHA receivers with packet coding to provide differentiated services between URLLC traffic and eMBB traffic. The theoretical results in this example match extremely well with the simulation results (except for those data points with extremely small error probabilities).
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APPENDIX A

It this section, we show the derivation of (15).

\[
\Pr \left\{ \frac{X_1}{\sum_{j=2}^{N} X_j + \frac{1}{\gamma}} \geq b, \frac{X_2}{\sum_{j=3}^{N} X_j + \frac{1}{\gamma}} \geq b, \ldots, \frac{X_r}{\sum_{j=r+1}^{N} X_j + \frac{1}{\gamma}} \geq b \right\}
\]

\[
= \int_{0}^{\infty} dx_N \cdots \int_{0}^{\infty} dx_{r+1} \times \prod_{j=r+2}^{N} \int_{0}^{\infty} dx_j \times e^{-x_N \cdots e^{-x_1}}
\]

\[
= \int_{0}^{\infty} dx_N \cdots \int_{0}^{\infty} dx_{r+1} \times \prod_{j=r+2}^{N} \int_{0}^{\infty} dx_j \times e^{-x_1} dx_1 \times e^{-\sum_{j=2}^{N} x_j}
\]

\[
= \int_{0}^{\infty} dx_N \cdots \int_{0}^{\infty} dx_{r+1} \times \prod_{j=r+2}^{N} \int_{0}^{\infty} dx_j \times e^{-x_2} dx_2 \times e^{-b \sum_{j=2}^{N} x_j - \frac{b}{r} x} e^{-\sum_{j=3}^{N} x_j}
\]

\[
= e^{-\frac{b}{r} x} \times \int_{0}^{\infty} dx_N \cdots \int_{0}^{\infty} dx_{r+1} \times \prod_{j=r+2}^{N} \int_{0}^{\infty} e^{-x_3} dx_3 \times e^{-(1+b) \sum_{j=3}^{N} x_j} e^{-(1+b) b \sum_{j=3}^{N} x_j}
\]

\[
= e^{-\frac{b}{r} x} \times \int_{0}^{\infty} dx_N \cdots \int_{0}^{\infty} dx_{r+1} \times \prod_{j=r+2}^{N} \int_{0}^{\infty} e^{-(1+b)^2 x_3} dx_3 \times e^{-(1+b)^2 b \sum_{j=4}^{N} x_j}
\]

\[
= e^{-\frac{b}{r} x} \times \int_{0}^{\infty} dx_N \cdots \int_{0}^{\infty} dx_{r+1} \times \prod_{j=r+2}^{N} \int_{0}^{\infty} e^{-(1+b)^3 x_4} dx_4 \times e^{-(1+b)^3 b \sum_{j=5}^{N} x_j}
\]

\[
\vdots
\]

\[
= \prod_{k=0}^{r-2} \left( e^{-\frac{b}{r} x} \right) \int_{0}^{\infty} dx_N \cdots \int_{0}^{\infty} dx_{r+1} \times \prod_{j=r+2}^{N} \int_{0}^{\infty} e^{-(1+b)^r x_j} dx_j
\]

\[
= \prod_{k=0}^{r-1} \left( e^{-b \frac{1}{r} x} \right) \int_{0}^{\infty} dx_N \cdots \int_{0}^{\infty} dx_{r+1} \times \prod_{j=r+2}^{N} \int_{0}^{\infty} e^{-(1+b)^r x_j}
\]

\[
= \prod_{k=0}^{r-1} \left( e^{-b \frac{1}{r} x} \right) \prod_{k=0}^{N-r-1} \int_{0}^{\infty} e^{-(1+b)^r x_k} dx_k
\]

\[
= \prod_{k=0}^{r-1} \left( e^{-b \frac{1}{r} x} \right) \prod_{k=0}^{N-r-1} \int_{0}^{\infty} \frac{1}{(1+b)^r} \left( \frac{1}{(1+b)^r} \right)^{N-r}
\]

\[
= \left( \frac{1}{(1+b)^{r(N-1)}} \right)^{N-r} \times \left( \frac{1}{(1+b)^{r}} \right)^{N-r}
\]

\[
= \frac{1}{(1+b)^{r(N-1)+r(N-r)}}
\]