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Abstract

We consider the problem of modeling, estimating, and controlling the latent state of a spa-
tiotemporally evolving continuous function using very few sensor measurements and actuator
locations. Our solution to the problem consists of two parts: a predictive model of functional
evolution, and feedback based estimator and controllers that can robustly recover the state of
the model and drive it to a desired function. We show that layering a dynamical systems prior
over temporal evolution of weights of a kernel model is a valid approach to spatiotemporal mod-
eling that leads to systems theoretic, control-usable, predictive models. We provide sufficient
conditions on the number of sensors and actuators required to guarantee observability and con-
trollability. The approach is validated on a large real dataset, and in simulation for the control
of spatiotemporally evolving function.

1 Introduction

Modeling, control, and estimation of spatiotemporally varying systems is a challenging area in
controls research. These systems are characterized by dynamic evolution in both the spatial and
temporal variables. Some examples of relevant problems include active wing-shaping based control
of flexible aircraft, control of heat or particulate diffusion in manufacturing processes, control of
rumor spreading across a social network, and tactical asset allocation and control problems in dy-
namically varying battlespaces. The traditional approach to modeling and control of spatiotemporal
systems have relied on Partial Differential Equations (PDEs) [1], solutions to which are functions
that evolve in both space and time. However, PDE models can be limited in situations where
exact physics based models of the functional evolution are difficult to formulate, or are inherently
limited due to the physical understanding of the process or unknown spatiotemporal interactions
[4]. Furthermore, the control of PDEs is fundamentally more challenging than the control of finite-
dimensional state-space systems because the evolution and control spaces are infinite dimensional
Hilbert spaces, as opposed to $\mathbb{R}^n$ [1].

Accordingly, there has been significant work in approximate modeling of spatiotemporally evolv-
ing functions using data-driven or distributed parameter based approximations of PDEs [4,16]. One
way to model spatiotemporally evolving functions is to approximate the function at several sampling
locations and build an autoregressive model of the evolution of the function’s output over that grid
[2]. The fidelity of these models heavily depends on the number of sampling (equivalently Euclidean
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grid locations in the independent variable space) locations employed, with a large number of grid locations leading to large-scale state-space models that are difficult to manage. An alternative approach to modeling spatiotemporal functional evolution relies on modeling the correlation between any two sampling locations through a smooth covariance kernel [4]. The model of the evolution is then formed through a linear, weighted combination of the kernels, and the hyperparameters of the spatiotemporal covariance kernel and the weights are learned by solving an optimization problem. The power and flexibility of this approach lies in the fact that kernels can be defined over abstract objects, and not just Euclidean grid locations, leading to a modeling technique that is domain agnostic. For example, kernel embeddings are available for graphical models studied in decentralized control [8], images [14], and many other domains. However, formulating control-usable kernel-based models of spatiotemporal phenomena can be challenging due to the need to take into account the spatiotemporal dependence. Many recent techniques in spatiotemporal modeling have focused on covariance kernel design and associated hyperparameter learning algorithms [7, 9, 11, 13]. The main benefit of careful design of covariance kernels over approaches that simply include time in as an additional input variable [3, 12] is that they can account for intricate spatiotemporal couplings. However, there are two key challenges with these approaches: the first challenge is in ensuring the scalability of the model to large scale phenomena. This is difficult due to the fact that the hyperparameter optimization problem is not convex in general, and because when time is used as a kernel input, it is nontrivial to restrict the number of kernels used without losing modeling fidelity [7, 9, 11]. The second very important challenge is concerned with the formulation of feasible control strategies utilizing predictive kernel-based models of spatiotemporal phenomena. In particular, when the spatiotemporal evolution is embedded in the design of complex covariance kernel, the resulting model of functional evolution can be highly nonlinear and difficult to utilize in control design.

In this paper, we pursue an alternative systems-theoretic approach to the modeling, control, and estimation of spatiotemporally varying functions that fuses the strengths of kernel methods with systems theory. Our main contribution is to provide a systems-theoretic formulation for approximating, with very high accuracy, spatiotemporal functional evolution by layering a linear dynamical systems prior over temporal evolution of weights of a kernel model. For a class of linearly evolving PDEs, such as the heat diffusion and the wave equation, our approach can lead to a very high-accuracy approximation. This modeling approach is also applicable to data-driven modeling of real-world phenomena, which we demonstrate on a challenging inference problem on satellite data of sea surface temperatures. One benefit of our model is that it can encode spatiotemporal evolution of complex nonlinear surfaces through an Ordinary Differential Equation (ODE) evolving in a Hilbert space induced by the specific kernel choice. Yet, the main benefit of our systems-theoretic approach is that it is highly conducive to control synthesis. To illustrate this fact, we demonstrate that feasible control strategies for a class of spatiotemporally evolving systems can be found using linear control synthesis. In particular, we derive sufficient conditions on the kernel selection to guarantee observability and controllability of the presented model. Furthermore, we demonstrate control synthesis for a diffusion PDE using simple Gaussian kernels distributed uniformly in the input domain.

The outline of this paper is as follows, Section 2 focuses on the development of a systems-theoretic kernel-based model of spatiotemporal evolution, Section 2.2 presents the main theoretical results, Section 3 presents modeling results on a real-world large dataset and control synthesis results for a diffusion PDE.
2 Kernel Controllers

This section outlines our modeling framework and presents theoretical results associated with the number of sampling locations required for monitoring functional evolution.

2.1 Problem Formulation

We focus on predictive inference and control over a time-varying stochastic process, whose mean \( f \) is temporally evolving:

\[
 f_{k+1} \sim F(f_k, \eta_k) \quad (1)
\]

where \( F \) is a distribution varying with time \( t \) and exogenous inputs \( \eta \). The theory of reproducing kernel Hilbert spaces (RKHSs) provides powerful tools for generating flexible classes of functions with relative ease, and is thus a natural choice for modeling complex spatial functions \cite{15}. Therefore, our focus will be on spatiotemporally evolving kernel-based models, such as Gaussian Processes (GPs). In a kernel-based model, \( k : \Omega \times \Omega \to \mathbb{R} \) is a positive definite kernel on some compact domain \( \Omega \) that models the covariance between any two points in the input space. A Mercer kernel \cite{15} implies the existence of a smooth map \( \psi : \Omega \to \mathcal{H} \), where \( \mathcal{H} \) is an RKHS with the property

\[
 k(x, y) = \langle \psi(x), \psi(y) \rangle_{\mathcal{H}} = \langle \psi(k(x, \cdot)), \psi(k(y, \cdot)) \rangle_{\mathcal{H}}. \quad (2)
\]

There is a large body of literature on modeling spatiotemporal evolution in \( \mathcal{H} \) \cite{4, 17}. A simple approach for spatiotemporal modeling is to utilize both spatial and temporal variables as inputs to the kernel \cite{3, 12}. However, this technique leads to an ever-growing kernel dictionary, which is computationally taxing. Furthermore, constraining the dictionary size or utilizing a moving window will occlude the learning of long-term patterns. Periodic or nonstationary covariance functions and nonlinear transformations have been proposed to address this issue \cite{9, 13}. Furthermore, work in the design of nonseparable and nonstationary covariance kernels seeks to design kernels optimized to environment-specific dynamics, and optimize their hyperparameters in local regions of the input space \cite{6, 7, 11}. The model of spatiotemporal functional evolution proposed in this paper builds on the idea that modeling the temporal evolution of mixing weights of a kernel model is a valid approach to spatiotemporal modeling. The key idea behind our approach is that the spatiotemporal evolution of a kernel-based model can be directly modeled by tracing the evolution of the mean embedded in a RKHS using switched ordinary differential equations (ODE) when the evolution is continuous, or switched difference equations when it is discrete (Figure 1). The advantage of this approach is that it allows us to utilize powerful ideas from systems theory for knowing necessary conditions for functional convergence; furthermore, it offers a natural framework for designing control mechanisms as well. In this paper, we restrict our attention to the class of functional evolutions \( F \) defined by linear Markovian transitions in an RKHS. While extension to the nonlinear case is possible (and non-trivial), it is not pursued in this paper to help ease the exposition of key ideas. Let \( y \in \mathbb{R}^N \) be the measurements of the function available from \( N \) sensors, \( A : \mathcal{H} \to \mathcal{H} \) be a linear transition operator in the RKHS \( \mathcal{H} \), and \( K : \mathcal{H} \to \mathbb{R}^N \) be a linear measurement operator, the model for the infinite-dimensional functional evolution and measurement studied in this paper is:

\[
 f_{k+1} = Af_k + \eta_k \quad (3)
\]

\[
 y_k = Kf_k + \zeta_k, \quad (4)
\]

where \( \eta_k \) is a zero-mean stochastic process in \( \mathcal{H} \), and \( \zeta_k \) is a Wiener process in \( \mathbb{R}^N \). For many kernels, the feature map \( \psi \) is unknown, and therefore it is necessary to work in the dual space of \( \mathcal{H} \).
For concreteness, we work with an approximate space as follows: given points $\mathcal{C} = \{c_1, \ldots, c_M\}$, $c_i \in \Omega$, we have a dictionary of atoms $\mathcal{F}_C = [\psi(c_1), \cdots, \psi(c_M)]$, $\psi(c_i) \in \mathcal{H}$, the span of which is a strict subspace of the RKHS generated by the kernel. Formally, we have

$$\mathcal{C} \mapsto \mathcal{H}_C := \text{span} [\psi(c_1), \cdots, \psi(c_M)] \subset \mathcal{H}. \quad (5)$$

This regime, which trades off the flexibility of a truly nonparametric approach for computational realizability, still allows for the representation of rich phenomena. Let $N$ represent the number of sampling locations, and $M$ be the number of bases generating $\mathcal{H}_C$. Note that every function $f \in \mathcal{H}_C$ has an expansion of the form

$$f(x) = \sum_{i=1}^{M} w_i k(c_i, x). \quad (6)$$

This expansion allows us to write the $w_i$ coordinates in the dual space as vectors $w_i \in \mathbb{R}^M$. We can show the relation of the function spaces to their Euclidean counterparts via commutative diagrams. Define $W : \mathcal{H}_C \to \mathbb{R}^M$ as the operator that maps the coordinates $w_i$ in (6) to vectors $w \in \mathbb{R}^M$, and let $W^{-1} : \mathbb{R}^M \to \mathcal{H}_C$. Note that for finite-dimensional spaces, this inverse map always exists. These definitions allow us to outline the relations between the dynamics operators $A$ and $A$, and the measurement operators $K$ and $K$ using the commutative diagrams in Figure 2(a) and Figure 2(b) respectively. The finite-dimensional evolution equations equivalent to (3) in the dual space can be formulated as

$$w_{k+1} = Aw_k + \eta_k$$

$$y_k = K_k w_k + \zeta_k, \quad (7)$$

where we have matrices $A \in \mathbb{R}^{M \times M}$, $K_k \in \mathbb{R}^{N \times M}$, the vectors $w_k, w \in \mathbb{R}^M$, and we have slightly abused notation to let $\eta_k$ and $\zeta_k$ denote their $\mathcal{H}_C$ counterparts. Note that the measurement operator $\mathcal{K}$ is simply a sampling of the function $f$ at an arbitrary set of sensing locations $\mathcal{X} = \{x_1, \ldots, x_N\}$, where $x_i \in \Omega$: we will see how this affects the structure of $K_k$ momentarily.

The equations (3) suggest an immediate extension to functional control problems. Pick another dictionary of atoms $\mathcal{F}_D = [\psi(d_1), \cdots, \psi(d_\ell)]$, $\psi(d_j) \in \mathcal{H}$, $d_j \in \Omega$, the span of which, denoted by
\( \mathcal{H}_D \), is a strict subspace of the RKHS \( \mathcal{H} \) generated by the kernel. The functional evolution equation is then as follows:

\[
\begin{align*}
    f_{k+1} &= A f_k + B \delta_k + \eta_k \\
    y_k &= K f_k + \zeta_k,
\end{align*}
\]

where the control functions \( \delta_k \) evolve in \( \mathcal{H}_D \), and \( B : \mathcal{H}_D \to \mathcal{H}_C \). To derive the finite-dimensional equivalent of \( B \), we have to work out the structure of the matrix \( B \): since \( \mathcal{H}_C \) is not, in general, isomorphic to \( \mathcal{H}_D \), this imposes strict restrictions on \( B \). We derive \( B \) using least squares using the inner product of \( \mathcal{H} \). Let \( \delta = \sum_{j=1}^{\ell} \hat{w}_j k(d_j, x) \), and let \( \mathcal{F}_C = [\psi(c_1) \cdots \psi(c_M)] \) be the basis for \( \mathcal{H}_C \). Then the projection of \( \delta \) onto \( \mathcal{H}_C \) can be derived as

\[
\begin{bmatrix}
    \langle \delta, \psi(c_1) \rangle_{\mathcal{H}} \\
    \vdots \\
    \langle \delta, \psi(c_M) \rangle_{\mathcal{H}}
\end{bmatrix} =
\begin{bmatrix}
    k(d_1, c_1) & \cdots & k(d_\ell, c_1) \\
    \vdots & \ddots & \vdots \\
    k(d_1, c_M) & \cdots & k(d_\ell, c_M)
\end{bmatrix}
\begin{bmatrix}
    \hat{w}_1 \\
    \vdots \\
    \hat{w}_\ell
\end{bmatrix},
\]

using the reproducing property. This derivation shows that the operator \( B = K_{CD} \in \mathbb{R}^{M \times \ell} \), the kernel matrix between the data \( C \) generating the atoms \( \mathcal{F}_C \) of \( \mathcal{H}_C \) and the data \( D \) generating the atoms \( \mathcal{F}_D \) of \( \mathcal{H}_D \). Using similar arguments, it can be shown that, given sensing locations \( X = \{x_1, x_2, \ldots, x_N\} \), \( K_D \in \mathbb{R}^{N \times \ell} \) is the kernel matrix between \( X \) and \( D \). Thus the finite-dimensional evolution equations equivalent to (9) are

\[
\begin{align*}
    w_{k+1} &= A w_k + K_{CD} \hat{w}_k \\
    y_k &= K w_k.
\end{align*}
\]

We pause here to point out just how flexible the kernel-based framework is. First of all, the choice of kernel completely determines the space \( \mathcal{H} \), which may allow wildly different functional outputs.
Figure 3: One-dimensional function evolution over a fixed systems matrix $A$, initial condition $w_0$ and centers $C$, but with different kernels $k(x, y)$. Each $y$-vector at a given value of $x$ represents the output of the function which evolves from left to right. As can be seen, changing the kernel creates quite different behavior for the same system.

for the same dynamics matrix, as shown in Figure 3. Note also that the dynamical equations (11) and (12) are independent of the choice of domain $\Omega$: different domains with different kernels may result in the same sequence of matrices $K_k$. This allows our results to hold for any domain over which a kernel can be defined, including examples like graphs, hidden Markov models, and strings, which are not typically studied in the controls literature, at virtually no extra complexity in implementation beyond the design of the actual sensors and actuators. This remarkable fact is why we denote our method to be domain agnostic.

Since $K_{k+1}$ is the kernel matrix between the data points and basis vectors, its rows are of the form $K_{(i)} = [k(x_i, c_1) \ k(x_i, c_2) \ \cdots \ k(x_i, c_M)]$. In systems-theoretic language, each row of the kernel matrix corresponds to a measurement at a particular location, and the matrix itself acts as a measurement operator. We define the generalized observability matrix [18] as

$$O_\Upsilon = \begin{bmatrix} K_{t_1}A^T_{t_1} \\ \vdots \\ K_{t_L}A^T_{t_L} \end{bmatrix},$$

(13)

where $\Upsilon = \{t_1, t_2, \ldots, t_L\}$ are the set of instances $t_i$ when we apply the measurement operators $K_{t_i}$. Note that $O_\Upsilon \in \mathbb{R}^{NL \times M}$. Similarly, we can define the generalized controllability matrix as

$$\Psi_\Upsilon = \begin{bmatrix} A_{t_1}^T K_{D_{t_1}} & A_{t_2}^T K_{D_{t_2}} & \cdots & A_{t_L}^T K_{D_{t_L}} \end{bmatrix},$$

(14)
A linear system is said to be observable if \( O_T \) has full column rank (i.e. \( \text{Rank} \ O_T = M \)) and is controllable if \( \Psi_T \) has full row rank, for \( \Upsilon = \{0, 1, \ldots, M-1\} \).

Observability guarantees that a feedback-based observer can be designed such that the estimate of \( w \) denoted by \( \hat{w}_k \) converges exponentially fast to the true state \( w_k \). In particular, observability is the necessary condition for the existence of a unique solution to the Riccati equation required in designing a Kalman filter. Therefore, when \( \eta, \zeta \) have a zero mean Gaussian distribution, a Bayes optimal filter can be designed for estimating \( w \) if and only if \( \text{Rank} \ O_T = M \). Similarly, controllability guarantees that a feedback-based controller can drive the current functional state of the system \( f_k \) to a reference function \( f_{\text{ref}} \), as long as \( f_{\text{ref}} \in \mathcal{H}_C \).

We are now in a position to formally state the spatiotemporal monitoring and control problem considered: Given a spatiotemporally evolving system modeled using (9), choose a set of \( N \) sensing locations \( \mathcal{X} = \{x_1, \ldots, x_N\} \) and \( \ell \) actuating locations \( \mathcal{D} = \{d_1, \ldots, d_\ell\} \) such that even with \( N \ll M \) and \( \ell \ll M \), the functional evolution of the spatiotemporal model can be estimated robustly, and driven (controlled) to a reference function \( f_{\text{ref}} \). Our approach to solve this problem relies on the design of the measurement operator \( K \) such that the pair \((A, K)\) is observable, and the control operator \( K_D \) such that the pair \((A, K_D)\) is controllable.

2.2 Theoretical Results

In this section, we prove results concerning the observability of spatiotemporally varying functions modeled by the functional evolution and measurement equations (7) and (8) formulated in Section 2.1. In particular, observability of the system states implies that we can recover the current state of the spatiotemporally varying function using a small number of sampling locations \( N \), which allows us to 1) track the function, and 2) predict its evolution forward in time. It should be noted that the results are also applicable to controllability of the system in (12) since the structure of the control matrix \( K_{CD} \) is also that of a Kernel matrix. We first show in Proposition 2.1 that if \( A \) has a full-rank Jordan decomposition, the kernel matrix meeting a condition called shadedness (to be defined below) is sufficient for the system to be observable. In Proposition 2.2, we prove a lower bound on the number of sampling locations required for observability which holds for more general \( A \). Finally, in Proposition 2.3, we outline a method that achieves this lower bound for certain kernels. Since both \( K \) and \( K_{CD} \) are kernel matrices generated from a shared kernel, these observability results translate directly into controllability results.

To prove our results, we will leverage the spectral decomposition of \( A \). Specifically, recall that any matrix \( A \in \mathbb{R}^{M \times M} \) is similar to a unique block diagonal matrix \( \Lambda \) (i.e. \( \exists P \in \mathbb{R}^{M \times M} \) invertible such that \( A = P \Lambda P^{-1} \)) whose diagonal blocks are matrices of the form

\[
\Lambda_k(\lambda_i, \lambda_i^*) := \begin{bmatrix} M & I_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & M \\ \end{bmatrix}
\]

(15)

where \((\lambda_i, \lambda_i^*)\) is a complex conjugate eigenvalue of \( A \), and \( M = \begin{bmatrix} \mu_1 & \mu_2 \\ -\mu_2 & \mu_1 \end{bmatrix} \) and \( I_2 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \). Real eigenvalues \( \lambda_i \) correspond to the case \( M = \lambda_i \) and \( I_2 = 1 \). Thus the complete real Jordan form of \( A \) will be the appropriate diagonal array of these blocks. If all the eigenvalues \( \lambda_i \) are nonzero and real, we say the matrix has a full-rank Jordan decomposition.

Definition 2.1. (Shaded Kernel Matrix) Let \( k : \Omega \times \Omega \to \mathbb{R} \) be a positive-definite kernel on a compact domain \( \Omega \). Let \( C = [c_1, c_2, \ldots, c_M] \), \( c_j \in \Omega \) be the points generating a finite-dimensional covering of the reproducing kernel Hilbert space \( H \) associated to \( k(x, y) \), and let \( \mathcal{X} = \{x_1, \ldots, x_N\} \),
Let \( x_i \in \Omega \) Let \( K \in \mathbb{R}^{N \times M} \) be the kernel matrix, where \( K_{ij} := k(x_i, c_j) \). For each row \( K_{(i)} := [k(x_i, c_1), k(x_i, c_2), \ldots, k(x_i, c_M)] \), define the set \( \mathcal{I}_{(i)} := \{i_1^{(i)}, i_2^{(i)}, \ldots, i_M^{(i)}\} \) to be the indices in the kernel matrix row \( i \) which are nonzero. Then if

\[
\bigcup_{1 \leq i \leq N} \mathcal{I}_{(i)} = \{1, 2, \ldots, M\},
\]

we denote \( K \) as a shaded kernel matrix (see figure 4).

This condition implies that the null space of the adjoint of \( K \) as a linear operator between Euclidean spaces, i.e. \( K^T : \mathbb{R}^N \to \mathbb{R}^M \) is trivial. Note that, in principle, for the Gaussian kernel, a single row generates a shaded kernel matrix, although this matrix can have many entries that are extremely close to zero. With this definition in place, we can prove the following proposition, which shows that if \( A \) has a full-rank Jordan decomposition, a shaded kernel matrix is sufficient to prove observability.

**Proposition 2.1.** Let \( k : \Omega \times \Omega \to \mathbb{R} \) be a positive definite kernel on a domain \( \Omega \). Let \( C = [c_1, c_2, \ldots, c_M] \), \( c_j \in \Omega \) be the points generating a finite-dimensional covering of the reproducing kernel Hilbert space \( \mathcal{H} \) associated to \( k(x, y) \), and consider the discrete linear system on \( \mathcal{H} \) given by the evolution and measurement equations \( (7) \) and \( (8) \). Let \( A \in \mathbb{R}^{M \times M} \) be a full-rank Jordan decomposition of the form \( A = P \Lambda P^{-1} \), where \( \Lambda = \text{diag}([\Lambda_1 \Lambda_2 \cdots \Lambda_O]) \), and there are no repeated eigenvalues. Given a set of time instances \( \mathcal{T} = \{t_1, t_2, \ldots, t_L\} \), and a set of sampling locations \( \mathcal{X} = \{x_1, \ldots, x_N\} \), the system \( (7) \) is observable if the kernel matrix \( K_{ij} := k(x_i, c_j) \) is shaded, \( K^D \), the row vector generated by summing the rows of \( K \), has all nonzero entries, \( \mathcal{T} \) has distinct values, and \( |\mathcal{T}| \geq M \).

**Proof.** To begin, consider a system where \( A = \Lambda \), with Jordan blocks \( \{\Lambda_1, \Lambda_2, \ldots, \Lambda_O\} \) along the diagonal. Then \( A^t = \text{diag}([\Lambda_1^t \Lambda_2^t \cdots \Lambda_O^t]) \). We have that

\[
O_{\mathcal{T}} = \begin{bmatrix} KA^t \vdots K A^t \vdots K A^t L \end{bmatrix} = \begin{bmatrix} K \cdots K \end{bmatrix} \begin{bmatrix} \Lambda_1^t \cdots 0 \\ \vdots \vdots \\ 0 \cdots \Lambda_O^t \end{bmatrix} = A^t \begin{bmatrix} \Lambda_1^t \cdots 0 \\ \vdots \vdots \\ 0 \cdots \Lambda_O^t \end{bmatrix}
\]

Recall that a matrix’s rank is preserved under a product with an invertible matrix. Design a matrix \( U \in \mathbb{R}^{N \times N} \) s.t. \( \tilde{K} := UK \) is a matrix with one row vector of nonzeros, and all of the remaining rows as zeros. Then \( \text{rank}(\tilde{K}A) = \text{rank}(UA) \). Therefore, we have that

\[
\tilde{K} A^t = \begin{bmatrix} \tilde{K}_{(1)} \vdots \vdots \vdots \end{bmatrix} A^t = \begin{bmatrix} k_{11} \lambda_1^{t_1} & \ldots & k_{1M} \lambda_O^{t_1} \\ 0 & \ddots & 0 \\ \vdots & \ddots & \ddots \\ 0 & \ldots & 0 \end{bmatrix}
\]
Therefore, following some more elementary row operations encoded by $V \in \mathbb{R}^{ML \times ML}$, we get that

$$V \begin{bmatrix} \tilde{K} & \cdots & \tilde{K} \end{bmatrix} \begin{bmatrix} A^{t_1} \\ \vdots \\ A^{t_L} \end{bmatrix} = \begin{bmatrix} \tilde{k}_{11} \lambda_{t_1}^{1} & \cdots & \tilde{k}_{1M} \lambda_{t_1}^{M} \\ \tilde{k}_{11} \lambda_{t_2}^{1} & \cdots & \tilde{k}_{1M} \lambda_{t_2}^{M} \\ \vdots & \ddots & \vdots \\ \tilde{k}_{11} \lambda_{t_L}^{1} & \cdots & \tilde{k}_{1M} \lambda_{t_L}^{M} \\ 0 & \cdots & 0 \end{bmatrix} = \begin{bmatrix} \Phi \\ 0 \end{bmatrix}. $$

If the individual entries $\tilde{k}_{1i}$ are nonzero, and the Jordan block diagonals have nonzero eigenvalues, the columns of $\Phi$ become linearly independent. Therefore, if $L \geq M$, the column rank of $O_T$ is $M$, which results in an observable system.

To extend this proof to matrices $A = P \Lambda P^{-1}$, note that

$$O_T = \begin{bmatrix} K A^{t_1} \\ \vdots \\ K A^{t_L} \end{bmatrix} = \begin{bmatrix} K P \Lambda^{t_1} P^{-1} \\ \vdots \\ K P \Lambda^{t_L} P^{-1} \end{bmatrix} = [K \cdots K] P \Lambda^{t} P^{-1}, $$

where $P \in \mathbb{R}^{ML \times ML}$, $\Lambda^{t} \in \mathbb{R}^{ML \times ML}$, and $P^{-1} \in \mathbb{R}^{ML \times ML}$ are the block diagonal matrices associated with the system. Since $P$ is an invertible matrix, the conclusions about the column rank drawn before still hold, and the system is observable.

When the eigenvalues of the system matrix are repeated, it is not enough for $K$ to be shaded. The next proposition proves a lower bound on the number of observations required.

**Proposition 2.2.** Suppose that the conditions in Proposition 2.1 hold, with the relaxation that the Jordan blocks $[\Lambda_1 \ A_2 \ \cdots \ \Lambda_O]$ may have repeated eigenvalues. Let $r$ be the number of unique eigenvalues of $A$, and let $\gamma(\lambda_i)$ denote the geometric multiplicity of eigenvalue $\lambda_i$. Then there exist kernels $k(x, y)$ such that the lower bound $l$ on the number of sampling locations $N$ is given by the cyclic index of $A$, which can be computed as

$$l = \max_{1 \leq i \leq r} \gamma(\lambda_i).$$

*Proof.* We first prove the lower bound. WLOG, let $K$ have $l-1$ fully shaded, linearly independent rows, and write it as

$$K = \begin{bmatrix} k_{11} & k_{12} & \cdots & k_{1M} \\ \vdots & \vdots & \ddots & \vdots \\ k_{(t-1)1} & k_{(t-1)2} & \cdots & k_{(t-1)M} \end{bmatrix}.$$ 

Since the cyclic index is $l$, this implies that at least one eigenvalue, say $\lambda$, has $l$ Jordan blocks. Define indices $j_1, j_2, \ldots, j_l \in \{1, 2, \ldots, M\}$ as the columns corresponding to the leading entries of the $l$ Jordan blocks corresponding to $\lambda$. WLOG, let $j_1 = 1$. Using ideas similar to the last proof, we can write the observability matrix as

$$O_T := \begin{bmatrix} k_{11} \lambda_{t_1}^{1} & \cdots & k_{1j_1} \lambda_{t_1}^{1} & \cdots \\ \vdots & \ddots & \vdots & \ddots \\ k_{11} \lambda_{t_L}^{1} & k_{1j_1} \lambda_{t_L}^{1} & \cdots \\ \vdots & \ddots & \vdots & \ddots \\ k_{(t-1)1} \lambda_{t_1}^{1} & \cdots & k_{(t-1)j_1} \lambda_{t_1}^{1} & \cdots \\ \vdots & \ddots & \vdots & \ddots \\ k_{(t-1)1} \lambda_{t_L}^{1} & \cdots & k_{(t-1)j_1} \lambda_{t_L}^{1} & \cdots \end{bmatrix}. $$
Define $\lambda := [\lambda^1 \lambda^2 \cdots \lambda^L]^T$. Then the above matrix becomes

$$O_T := \begin{bmatrix} k_{11}\lambda & \cdots & k_{1j_1}\lambda & \cdots & k_{1L}\lambda & \cdots \\ \vdots & \ddots & \vdots & \ddots & \vdots & \ddots \\ k_{(l-1)1}\lambda & \cdots & k_{(l-1)j_1}\lambda & \cdots & k_{(l-1)L}\lambda & \cdots \\ \end{bmatrix}.$$ 

We need to show that one of the columns above can be written in terms of the others. This is equivalent to solving the linear system

$$\begin{bmatrix} k_{1j_1} \\ \vdots \\ k_{(l-1)j_1} \end{bmatrix} = \begin{bmatrix} k_{1j_1} \\ \vdots \\ k_{(l-1)j_1} \end{bmatrix} + \cdots + \begin{bmatrix} c_1 \\ \vdots \\ c_{(l-1)} \end{bmatrix}.$$ 

Suppose the kernel matrix on the RHS is generated from the Gaussian kernel. From [10], it’s known that every principal minor of a Gaussian kernel matrix is invertible, which implies that $O_T$ cannot be observable.

We now prove a sufficient condition for the observability of a system with repeated eigenvalues, but with the condition that the Jordan blocks are trivial.

**Proposition 2.3.** Suppose that the conditions in Proposition 2.1 hold, with the relaxation that the Jordan blocks $[\Lambda_1 \Lambda_2 \cdots \Lambda_O]$ may have repeated eigenvalues, and where $\Lambda_i$ are single-dimensional. Let $l$ be the cyclic index of $A$. We define

$$K = \begin{bmatrix} K^{(1)} \\ \vdots \\ K^{(l)} \end{bmatrix}$$

as the $l$-shaded matrix which consists of $l$ shaded matrices with the property that any subset of $l$ columns in the matrix are linearly independent from each other. Then system (7) is observable if $T$ has distinct values, and $|T| \geq M$.

**Proof.** A cyclic index of $l$ for this system implies that there exists an eigenvalue $\lambda$ that’s repeated $l$ times. WLOG, let $K$ have $l$ fully shaded, linearly independent rows, and, assume that the column indices corresponding to this eigenvalue are $\{1, 2, \ldots, l\}$. Define $\lambda_i := [\lambda_i^1 \lambda_i^2 \cdots \lambda_i^L]^T$. Then

$$O_T := \begin{bmatrix} k_{11}\lambda_1 & k_{12}\lambda_2 & \cdots & k_{1M}\lambda_M \\ \vdots & \ddots & \vdots & \vdots \\ k_{(l-1)1}\lambda_1 & k_{(l-1)2}\lambda_2 & \cdots & k_{(l-1)M}\lambda_M \end{bmatrix}.$$ 

Let $\lambda_1 = \lambda_2 = \cdots = \lambda_l := \lambda$. Focusing on these first $l$ columns of this matrix, this implies that we need to find constants $c_1, c_2, \ldots, c_{l-1}$ s.t.

$$\begin{bmatrix} k_{11} \\ \vdots \\ k_{(l-1)1} \end{bmatrix} = c_1 \begin{bmatrix} k_{12} \\ \vdots \\ k_{(l-1)2} \end{bmatrix} + \cdots + c_{l-1} \begin{bmatrix} k_{1l} \\ \vdots \\ k_{(l-1)l} \end{bmatrix}.$$ 

However, these columns are linearly independent by assumption, and thus no such constants exist, implying that $O_T$ is observable.
Figure 4: Pictorial representations of shaded kernel matrices.

Algorithm 1 Kernel Observer (Transition Learning)

**Input:** Kernel $k$, basis points $C$, final time step $T_f$.

while $k \leq T_f$ do
  1) Sample data $\{y_i^k\}_{i=1}^N$ from $f(x,k)$.
  2) Estimate $\hat{w}_k$ via standard kernel inference procedure.
  3) Store weights $\hat{w}_k$ in matrix $W \in \mathbb{R}^{M \times T_f}$.
end while

Infer $\hat{A}$ using method of choice (e.g. matrix least squares). Compute the covariance matrix $\hat{B}$ of the observed weights $W$.

**Output:** estimated transition matrix $\hat{A}$, predictive covariance matrix $\hat{B}$.

Algorithm 2 Kernel Observer (Estimation and Prediction)

**Input:** Kernel $k$, basis points $C$, estimated system matrix $\hat{A}$, estimated covariance matrix $\hat{B}$.

**Compute Observation Matrix:** Compute the cyclic index $l$ of $\hat{A}$, and compute (18), by possibly iterating over $\mathcal{X} = \{x_1, \ldots, x_N\}$.

**Initialize Observer:** Use $\hat{A}$, $\hat{B}$, and $K$ to initialize a state-observer (e.g. Kalman filter (KF)) on $H_C$.

while measurements available do
  1) Sample data $\{y_i^k\}_{i=1}^N$ from $f(x,k)$.
  2) Propagate KF estimate $\hat{w}_{k+1}$ forward to time $t_f$, correct using measurement feedback with $\{y_i^k\}_{i=1}^N$.
  3) Output predicted function $\hat{f}(x, k+1)$ and predictive covariance of KF.
end while

An example of a kernel such that any subset of $l$ columns in $K$ are linearly independent of each other is the Gaussian kernel evaluated on sampling locations $\{x_1, \ldots, x_N\}$, where $x_i \in \Omega \subset \mathbb{R}^d$, and $x_i \neq x_j$.

We can reuse Propositions 2.1, 2.2, and 2.3 to prove kernel controllability results, because the structure of the control matrix $K_{CD}$ in (11) is also that of a kernel matrix.

3 Experimental Results

We report experimental results on controlling synthetic and modeling real-world data. All experiments were performed using MATLAB on a laptop running Ubuntu 14.04 with 8 GB of RAM, and an Intel core i7 processor.
Algorithm 3 Kernel Controller

Input: Kernel \( k \), basis points \( C \), estimated system matrix \( \hat{A} \), estimated covariance matrix \( \hat{B} \), and function \( f_{\text{ref}} \) to drive initial function to.

Initialize Observer: (see Algorithm 2).

Initialize Controller: Use Jordan decomposition of \( \hat{A} \) to obtain control locations \( D \), compute kernel matrix \( K_{CD} \in \mathbb{R}^{D \times M} \) between \( D \) and \( C \), and initialize controller (e.g. LQR) utilizing \( (\hat{A}, \hat{B}) \).

while measurements available do
  1) Sample data \( \{y_i^t\}_{i=1}^N \) from \( f(x,k) \).
  2) Utilize observer to estimate \( \hat{w}_{k+1} \).
  3) Use \( \hat{w}_{k+1} \) and \( f_{\text{ref}} \) as input to controller to get feedback.
end while

3.1 Prediction of global ocean surface temperature

We first analyzed the feasibility of this modeling approach on a large dataset: the 4 km AVHRR Pathfinder project, which is a satellite monitoring global ocean surface temperature. This data was obtained from the National Oceanographic Data Center. The data consists of longitude-latitude measurements on a 2D domain \( \Omega = [-180,180] \times [-90,90] \); this dataset is challenging, with measurements at over 37 million coordinates, and several missing pieces of data. The goal was to learn the day and night temperature models \( f_k(x,y) \in \mathcal{H}_C \), where \( \mathcal{H}_C \) was generated using the Gaussian kernel \( k(x,y) = e^{-\|x-y\|^2/2\sigma^2} \). We first did a search for the ideal bandwidth \( \sigma \) for a 304-dimensional sparse Gaussian process model with a Gaussian kernel. The set of atoms \( \mathcal{F}_C \) was determined through a linear independence test based sparsification algorithm [5]. Once the parameters were chosen, a budgeted GP was learned for each date, resulting in weight vectors \( w_i \), \( i \in \{1,2,\ldots,365\} \). We used Algorithm 1 to infer \( \hat{A} \), and applied Algorithm 2 with \( N \in \{280,500,1000,2000\} \) chosen randomly in the \( \Omega \) to track the system state given a random initial condition \( u_0 \). Figures 6(a) and 6(c) show a comparison of the deviation in percentage of the estimated values from the real data, averaged over all the days. As can be seen, the observer enables the prediction of functional evolution without needing all the measurements (37 million), and performance comparable to sampling over all locations is obtained with sampling only over 2,000 locations. Note that here, even though the system model is observable at \( N = 280 \), since the dynamics are not truly linear in \( \mathcal{H}_C \), we get better performance with more sampling locations. Finally, 6(b) and 6(d) show that the time required to estimate the state during function tracking with kernel observer are an order of magnitude better than retraining the model every time step (“original” in the figure), with comparable performance.

3.2 Control of a linear PDE

We then employed kernel controllers for controlling an approximation to the scalar diffusion equation \( u_t = bu_{xx} \) on the domain \( \Omega = [0,1] \), with \( b = 0.25 \). The solution to this equation is infinite-dimensional, so we chose a kernel \( k(x,y) = e^{-\|x-y\|^2/2\sigma^2} \), and a set of atoms \( \mathcal{F}_C = \{c_1,\ldots,c_M\} \), \( c_i \in \Omega \), with \( M = 25 \) generating \( \mathcal{H}_C \), the space approximating \( \mathcal{H} \), and another set of atoms \( \mathcal{F}_D = \{\psi(d_1),\ldots,\psi(d_\ell)\} \), \( d_j \in \Omega \), \( \ell = 13 \), generating the control space \( \mathcal{H}_D \). The number of, and the location of the observations was chosen to be the same as that of the actuation locations \( d_j \). First, tests (not reported here) were conducted to ensure that the solution to the diffusion equation is well approximated in \( \mathcal{H}_C \). Algorithm 1 was then used to infer \( \hat{A} \). Figure 7(a) shows an example of an initial function \( f_{\text{init}} \) evolving according to the PDE. A reference function \( f_{\text{ref}} \in \mathcal{H}_C \) was chosen to drive \( f_{\text{init}} \) to \( f_{\text{ref}} \) under the action of the PDE. Finally, Algorithm 3 was used to control the PDE.
4 Conclusions

In this paper we presented a systems theoretic approach to the problem of modeling, estimating, and controlling complex spatiotemporally evolving phenomena. Our approach focused on developing a predictive model of spatiotemporal evolution by layering a dynamical systems prior over temporal evolution of weights of a kernel model. The resulting model can approximate PDE evolution, while it has the form of a finite state linear dynamical system. The lower bounds on the number of sampling and actuation locations provided in this paper are non-conservative, as such they provide direct guidance in ensuring robust real-world sensor network and actuation matrix design that must also account for fault-tolerance and reliability considerations.

References

[1] Brockett R. Glass O. Le Rousseau J. Zuazua E. Editors: Cannarsa Piermarco Coron Jean-Michel Alabau-Boussouira, F. Control of Partial Differential Equations. C.I.M.E. Foundation Subseries. Springer-Verlag.

[2] James Baker and Panagiotis D Christofides. Finite-dimensional approximation and control of non-linear parabolic pde systems. International Journal of Control, 73(5):439–456, 2000.

[3] Girish Chowdhary, Hassan Kingravi, Jonathan P. How, and Patricio Vela. Bayesian nonparametric adaptive control of time varying systems using Gaussian processes. In American Control Conference (ACC). IEEE, 2013.

[4] Noel Cressie and Christopher K Wikle. Statistics for spatio-temporal data. John Wiley & Sons, 2011.

[5] Lehel Csat and Manfred Opper. Sparse on-line gaussian processes. Neural Computation, 14(3):641–668, 2002.
Figure 6: Performance of kernel observer over Pathfinder satellite 2012 data with different numbers of observations.

[6] Moumita Das and Sourabh Bhattacharyya. Nonstationary, nonparametric, nonseparable bayesian spatio-temporal modeling using kernel convolution of order based dependent dirichlet process. arXiv preprint arXiv:1405.4955, 2014.

[7] Sahil Garg, Amarjeet Singh, and Fabio Ramos. Learning non-stationary space-time models for environmental monitoring. In Proceedings of the Twenty-Sixth AAAI Conference on Artificial Intelligence, July 22-26, 2012, Toronto, Ontario, Canada., 2012.

[8] Fredrik Johansson, Vinay Jethava, Devdatt Dubhashi, and Chiranjib Bhattacharyya. Global graph kernels using geometric embeddings. In Proceedings of the 31st International Conference on Machine Learning (ICML-14), pages 694–702, 2014.

[9] Chunsheng Ma. Nonstationary covariance functions that model space–time interactions. Statistics & Probability Letters, 61(4):411–419, 2003.

[10] Charles A Micchelli. Interpolation of scattered data: distance matrices and conditionally positive definite functions. In Approximation Theory and Spline Functions, pages 143–145. Springer Netherlands, 1984.

[11] Christian Plagemann, Kristian Kersting, and Wolfram Burgard. Nonstationary gaussian pro-
Figure 7: Demonstration of the control of a linear diffusion equation.

(a) Evolution of initial function \( f_{\text{init}} \) according to diffusion equation.

(b) Initial function \( f_{\text{init}} \) driven to \( f_{\text{ref}} \) using kernel controller.

(c) Error in absolute value between controlled pde and \( f_{\text{ref}} \).

[12] Fernando Pérez-Cruz, Steven Van Vaerenbergh, Juan José Murillo-Fuentes, Miguel Lázaro-Gredilla, and Ignacio Santamaría. Gaussian processes for nonlinear signal processing. *arXiv preprint arXiv:1303.2823*, 2013.

[13] Carl E. Rasmussen and Christopher K. I. Williams. *Gaussian Processes for Machine Learning*. The MIT Press, December 2005.

[14] Chuan-Xian Ren, Dao-Qing Dai, and Hong Yan. Coupled kernel embedding for low-resolution face image recognition. *Image Processing, IEEE Transactions on*, 21(8):3770–3783, Aug 2012.

[15] B. Schölkopf and A. Smola. *Support Vector Machines, Regularization, Optimization, and Beyond*. MIT press, Cambridge, MA, USA, 2002.

[16] Christopher K. Wikle. A kernel-based spectral approach for spatio-temporal dynamic models. In *Proceedings of the 1st Spanish Workshop on Spatio-Temporal Modelling of Environmental Processes (METMA)*, pages 167–180, 2001.

[17] Christopher K Wikle. A kernel-based spectral model for non-gaussian spatio-temporal processes. *Statistical Modelling*, 2(4):299–314, 2002.

[18] Kemin Zhou, John C. Doyle, and Keith Glover. *Robust and Optimal Control*. Prentice Hall, Upper Saddle River, NJ, 1996.