Neural correlates of turn-taking in the wild: Response planning starts early in free interviews
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ABSTRACT

Conversation is generally characterized by smooth transitions between turns, with only very short gaps. This entails that responders often begin planning their response before the ongoing turn is finished. However, controversy exists about whether they start planning as early as they can, to make sure they respond on time, or as late as possible, to minimize the overlap between comprehension and production planning. Two earlier EEG studies have found neural correlates of response planning (positive ERP and alpha decrease) as soon as listeners could start planning their response, already midway through the current turn. However, in these studies, the questions asked were highly controlled with respect to the position where planning could start (e.g., very early) and required short and easy responses. The present study measured participants' EEG while an experimenter interviewed them in a spontaneous interaction. Coding the questions in the interviews showed that, under these natural circumstances, listeners can, in principle, start planning a response relatively early, on average after only about one third of the question has passed. Furthermore, ERP results showed a large positivity, interpreted before as an early neural signature of response planning, starting about half a second after the start of the word that allowed listeners to start planning a response. A second neural signature of response planning, an alpha decrease, was not replicated as reliably. In conclusion, listeners appear to start planning their response early during the ongoing turn, also under natural circumstances, presumably in order to keep the gap between turns short and respond on time. These results have several important implications for turn-taking theories, which need to explain how interlocutors deal with the overlap between comprehension and production, how they manage to come in on time, and the sources that lead to variability between conversationalists in the start of planning.

1. Introduction

Conversations with others are one of our everyday activities and they appear effortless. However, multiple cognitive processes have to be coordinated during conversation, such as understanding what the other person wants to say and planning and producing your own turn. That conversation is indeed a remarkable feat in psycholinguistic terms is made apparent by the following puzzle. Conversational corpora show that the amount of time between two turns (about 200 ms in the most frequent case, e.g., Heldner & Edlund, 2010; Levinson & Torreira, 2015) appears to be far too small for the upcoming speaker to plan even one word (which takes minimally 600 ms in picture naming paradigms, e.g., Indefrey, 2011; Indefrey & Levelt, 2004). Thus, the two processes of language understanding and production planning have to be at least partly overlapping. As an example (taken from the data used in the present study, see Table 1 for more examples), consider person B, who has just told person A that she does not have a side job next to her study. Person A could then ask:

Example 1 (original Dutch with English translations):

A: Zou je dat wel willen, of vind je het wel prima zo?

“Would you actually want that, or do you find it fine like this?”

[158 ms]

B: Nee ik vind het prima zo, ik heb het eh druk zat.

“No I find it fine like this, I am uh busy enough.”

In order for person B to answer this question so quickly, she needs to start planning her response while she is still listening to person A's
Table 1

| Context | Question | Response | Response time | # |
|---------|----------|----------|---------------|---|
| Open, non-scripted, early | ‘Dus je bent student hier op de Radboud Universiteit?’ | ‘Hmhm.’ | 217 ms | 1 |
| Polar, non-scripted, late | ‘En hoe hoe, Ja ik vind het een eh een leuke studie about her study (Pedagogics).’ | ‘En ook met die sneeuw nog?’ | 653 ms | 6 |
| Polar, non-scripted, early | ‘Eh ja, de fietspaden zijn nu wel vrij dus dat eh’ | ‘Nee’ | 800 ms | 24 |
| Open, non-scripted, late | ‘Want het begon te worden bij je ouders thuis of vond je het annoying with your parents at home or’ | ‘No, it was not annoying at home at all, but the travelling (ah) disliked (…).’ | −227 ms (overlap) | 22 |

The two opposing hypotheses described above, late and early planning, are focused on minimizing overlap versus making sure one responds on time, respectively (see, e.g., Bögels & Levinson, 2017; Corps, Gami, & Pickering, 2018 for further reviews of the two positions). When trying to disentangle these two hypotheses, one should first consider what ‘as soon as possible’ means. In the example above, the word ‘want’ (the position at which early planning could start) is
followed by several more words before the end of the turn, so the two hypotheses seem to make quite different predictions here. However, that may not be the case in conversation generally. If the early planning position generally occurs very close to the end of the turn, the distinction between ‘as early’ and ‘as late’ as possible might become an artificial one. Most of the recent experiments on this topic have manipulated turns carefully to artificially create a clear distinction between ‘early’ and ‘late’ planning. Some of the evidence for the early planning hypothesis comes from EEG studies showing neural signatures of early planning (Bögels, Casillas, & Levinson, 2018; Bögels, Magyari, & Levinson, 2015; see below). The present study attempts to extend this research into more natural, ecologically valid circumstances. It investigates natural interactions in the form of short interviews to see (1) when is the earliest time that listeners can start planning in conversation, and (2) whether previously found neural signatures of early response planning under controlled circumstances can be replicated in natural dialogue.

Recent literature presents mixed findings on the question whether production planning starts as early or as late as possible during turn-taking. At least two studies’ findings appear to point to the late planning hypothesis. The first one asked participants to have a natural conversation while tracking a target on a computer screen with their computer mouse (Boiteau, Malone, Peters, & Almõ, 2014). They found that performance in the tracking task decreased most during and just before speaking, suggesting that listeners start planning their turn only just before they start speaking. However, note that this study did not manipulate or measure when interlocutors could start planning their response. The second study (Sjers & Meyer, 2015) presented participants with two rows of pictures. They first heard a recorded voice name one of the rows and they were asked to name the other row when the recorded voice was finished. Participants simultaneously performed a finger-tapping task, which again deteriorated only shortly (about 500 ms) before the recorded speech ended (and the participant’s speech started). These two studies appear to suggest that at least the attention-demanding aspects of production planning start only shortly before the offset of the previous turn. However, since in the Boiteau et al. (2014) study, no measure was taken when of participants could start planning, it is uncertain whether they started as early as possible or not.

Conversely, in Sjers and Meyer (2015), participants could in principle start planning as soon as they recognized the first word of the recorded voice, because that enabled them to know which of the two rows they had to describe subsequently. However, participants might have felt compelled to look at the pictures while they were named, as they were present on the screen. This may have precluded participants to look at their own pictures and start planning. Also, the turn-taking task used in that experiment was quite different from conversation, because the participant’s response was not semantically contingent on what the recorded voice said (except for knowing which row of objects to name).

A few studies have also presented findings pointing to the contrary conclusion, that production planning starts early. One study (Barthel, Sauppe, Levinson, & Meyer, 2016) asked participants to listen to a confederate who named some of the objects on the screen, after which they themselves had to name the remaining objects (note that their response was thus minimally contingent on their partner’s turn). Crucially, the confederate’s turn sometimes ended on the critical noun that enabled participants to start planning their own turn, and sometimes continued with another irrelevant verb. Participants looked at the objects they had to name as soon as they could recognize the last noun of the confederate, regardless of whether a (predictable) verb was still coming up, suggesting they started planning as soon as they could. However, in this study, the ‘early’ planning point still occurred quite close to the end of the current speaker’s turn (with only one verb following). By contrast, in an EEG study (Bögels, Magyari, & Levinson, 2015), participants answered quiz questions for which response planning could start either only after hearing the last word (see example 2), or already midway through the question, usually several seconds from the end (see example 3).

2. Which character from the famous movies, is also called 007?

In these examples, the critical word is 007 because participants could in principle start planning their answer (James Bond) after recognizing this word. The EEG results showed two neural correlates that both started about 500 ms after the start of this critical word; a positivity in the ERPs and an alpha reduction in time-frequency analyses. These effects diminished or disappeared in a control experiment where participants heard the same questions but did not have to answer them (they had to remember them). Therefore, both effects were interpreted as being related to production planning. The positivity was localized to areas implicated in language production (e.g., Broca’s area and the temporal lobe), suggesting it might be a direct reflection of the start of production planning. In contrast, the alpha reduction appeared in occipital and parietal regions. Therefore, this was speculatively interpreted as a switch from attending exclusively to the spoken input (which might lead to an increase in alpha over visual areas; see, e.g., Jensen, Gelfand, Kounios, & Lisman, 2002) to spreading attention towards production planning or even mental imagery of the answer (resulting in a net decrease in occipital alpha). Note that this explanation was speculative given that reduced alpha power may be related to other processes as well. One production study (Plai, Roelofs, Rommers, Dahlslett, & Maris, 2015) appears of potential relevance here. In this study, MEG participants were asked to plan the production of a non-word but to then utter it only after seeing another (unpronounceable) non-word (the ‘go-signal’). They also found an alpha (and beta) reduction over posterior brain areas but instead of attributing this to response planning, they interpreted it as reflecting monitoring for the go-signal. Crucial to their interpretation is that the go-signal was presented visually, so an occipital alpha/beta reduction (generally indicating stronger processing) makes sense. In contrast, in the study by Bögels, Magyari, & Levinson, 2015 the ‘go-signal’, that is, the end of the question, was presented auditorily which would not match an occipital alpha reduction.

Given the exploratory nature of the results by Bögels, Magyari, and Levinson (2015), a replication of this EEG study was performed (Bögels et al., 2018), using different stimuli and a slightly different paradigm. Instead of asking general knowledge quiz questions, participants saw two pictures (e.g., a banana and a pineapple), followed by a question from a confederate (e.g., “Which object is curved and is seen as fruit?”). Participants had to answer the question by naming one of the pictures. Again, the critical word (‘curved’) could appear either early or late in the question. The neural correlates of response planning found in the earlier quiz study (Bögels, Magyari, & Levinson, 2015), a positivity and an alpha reduction, were largely replicated, with a similar early timing. In addition, a beta reduction was found in one of the conditions along with the alpha reduction, which was speculatively interpreted in a similar way. An additional manipulation in the same study involved expected versus unexpected words that occurred in the confederate’s question, either before or after planning could start (e.g., the expected word ‘fruit’ versus the unexpected word ‘healthy’). The size of the N400 effect (Kutas & Hillyard, 1980) elicited by comparing expected and unexpected words was then used as an indication of attention paid to that part of the question. Results showed that participants that responded quickly, presumably paying more attention to early production planning, showed an attenuated N400-effect after planning had started, thus apparently paying less attention to the rest of the question. This was not the case for participants who generally gave late responses. While this result is not directly relevant for the present study, it importantly shows that early planning can have consequences and may come with a cost. Another recent study (Corps, Crossley, et al., 2018) presented participants with yes/no-questions and asked them to either answer them or press a button when they thought the question would end. They manipulated the predictability of the questions and found that more predictable questions led to faster answers, but not to more
accurate button-presses. This suggests that participants started response planning once they could predict what the question was about, but that this information did not help to predict when the question would end (see also Casillas, De Vos, Crasborn, & Levinson, 2015 for a similar finding in a sign language).

Given these mixed findings, the literature is still inconclusive on distinguishing between the early and late planning hypotheses, while doing that is crucial to be able to understand the processes underlying the quick turn-taking in everyday conversation. Thus, more studies are necessary to get a clear answer. The studies so far differed in their ecological validity. The study by Sjerps and Meyer (2015), using a picture naming and finger-tapping task, asked participants to take turns with a recorded voice while the turns were non-contingent on each other. The four studies described above that found evidence for early planning all used interactive paradigms in which the participant's turn was contingent on the previous one. Moreover, in the studies by Bögels and colleagues (Bögels et al., 2018; Bögels, Magyari, & Levinson, 2015) and Barthel et al. (2016) the authors went to great lengths to make the participants believe that they were interacting with a live partner (‘quiz master’ or confederate), while in reality the turns of the partner were pre-recorded to enable greater control. While the paradigms were thus interactive, they were still very controlled and the items were carefully constructed to make sure participants could start planning their next turn at a specific position, sometimes very far from the end of the current turn. Moreover, the answers that participants had to give were mostly very short. Also, in a quiz-like situation, participants might feel time-pressured or evaluated. Combined, these factors create a rather different context for interaction than is the case in day-to-day conversation and this might affect the way participants plan their utterances. The one study described above that did use natural conversation (Boiteau et al., 2014), did not control or measure when participants could start planning their answers.

In the present study, participants’ EEG is measured to look at on-line processing during listening to questions, at the same time taking a step towards more ecologically valid interaction within an interview-paradigm. The interaction was auditory only, given the restrictions on (eye) movements to properly measure the EEG. Furthermore, the largest part of the interaction consisted of participants answering questions from an experimenter, to be able to estimate when they might have started planning their response (see below). The experimenter was instructed to ask eight predetermined scripted questions in each interview, intermixed with spontaneous follow-up questions (23 per interview on average). Nevertheless, the interaction was highly natural and spontaneous, without any restrictions on the participant's responses. Within this setting, two main questions were asked. First, in such a conversation-like paradigm, when during the current turn are responders generally able to start planning their upcoming next turn? Second, do they indeed start planning close to that moment, or do they wait until the turn is almost finished? To answer the second question, the present study investigates whether the neural correlates found in the two earlier EEG studies described above (Bögels et al., 2018; Bögels, Magyari, & Levinson, 2015) can be replicated with a similar timing in this free interview paradigm.

To investigate these research questions, an experimenter performed short, informal interviews with participants about their personal occupations and interests (see example 1 and Table 1 for examples), while the participants’ EEG was measured. Afterwards, all questions were coded for the word in the question which would enable participants (after recognizing it) to start planning an answer. This word will hereafter be referred to as the ‘answer word’, and the onset of that word as the ‘answer point’. It was hypothesized that the position of the answer point would vary greatly from question to question but would occur quite far in time from the question end in a substantial amount of cases. Earlier behavioral findings in controlled paradigms have shown that gap lengths are shorter when participants can start planning earlier (Barthel et al., 2016; Bögels et al., 2018; Bögels, Magyari, & Levinson, 2015; Magyari, De Ruiter, & Levinson, 2017). On the basis of these findings, a negative relation between planning time (the distance between the answer point and the question end) and response time was expected. That is, the earlier participants can start planning, the faster they are expected to respond. For EEG data analysis, the EEG was time-locked to the answer point and compared to data time-locked to the onset of control words at another random position in the sentence (either before or after the answer point), using cluster-analysis. EEG results were hypothesized to replicate the early positivity and alpha reduction found before (Bögels et al., 2018; Bögels, Magyari, & Levinson, 2015), for answer points relative to control points in the questions.

Given that this approach is rather new and exploratory, three additional control EEG analyses were performed with different selections of the data (see Section 2, Methods, for details). The first selection contained questions for which the answer and control words were matched on frequency, word type, and position in the sentence (this was not possible for the entire set, see Section 2.4, Coding below), to make sure that the EEG effects found could not be attributed to these variables. This selection is hereafter referred to as the ‘matched selection’ (or MS). The second subset contained only spontaneously asked questions by the experimenter, excluding the scripted questions (‘non-scripted selection’, NSS), to make sure the results were not mainly driven by specifically designed, manipulated questions. The third subset consisted only of questions for which both coders agreed on the answer point (‘agreed selection’, AS), see Section 2.4, Coding, below. In addition, given the free, uncontrolled nature of the data, the EEG cluster-analyses described above were supplemented by a linear mixed effects model, including several control variables.

2. Methods

2.1. Participants

Fifty-two right-handed participants from the Max Planck Institute database participated in the study. Their native language was Dutch and they did not have any hearing disorders. They gave informed consent and received 8–10 euros per hour for their participation in the entire EEG experiment. Data from 6 participants were excluded from the analysis (see Section 2.5, Data-analysis). The resulting 46 participants (10 males, 36 females) had a mean age of 22.1 years old (SD = 2.27, range: 18–28). Participants were recruited in the course of conducting two other EEG experiments (N = 24 from Bögels, Magyari, & Levinson, 2015; N = 22 from Bögels et al., 2019) but they performed the present study first.

2.2. Procedure

Before EEG preparation, participants filled out a short questionnaire with some personal information that was used to personalize some of the questions in the interview (see Section 2.3, Materials). After EEG preparation (but before starting the main experiment), participants sat down in a sound proof booth in front of a computer screen. They interacted with the experimenter outside of the booth via a microphones and loudspeakers. The experimenter of the main study for which participants were recruited always served as the interviewer (this person was thus different for the first 24 and last 22 participants). The experimenter told the participants she would have a short informal chat with them before the real experiment started. The interview started with a beep, which was both recorded in the audio and registered in the EEG signal. The participants saw a fixation cross on the screen during the interview and were instructed to try to look at the cross and not to move too much during the interview. Otherwise no restrictions were imposed on the participant. The experimenter was instructed to ask 8 pre-scripted polar questions during the interview (see Section 2.3, Materials), each followed by any follow-up questions that came to her
mind. When she could not think of further questions or the topic seemed finished, she moved on to the next pre-scripted question. The interviews lasted on average about 7 min (SD = 1.34, range: 4–11 min).

2.3. Materials

The experimenter asked eight pre-scripted polar questions that could each appear in two different versions, a long and a short version. Each participant heard four of the questions in the short version and four in the long version. These questions were designed for a different experiment, for which participants’ responses were analyzed behaviorally (see Bögels & Torreira, 2015 for details). The eight questions were adjusted to each participant based on their personal details from a questionnaire (see Section 2.2, Procedure). An example of a short question is: “So, you play volleyball?” and of a long question is “So, you play volleyball on Thursday night?” (see also the first example in Table 1 for another scripted long question). Besides these pre-scripted polar questions, the experimenter freely asked a number of other open and polar questions which could differ per participant. These were spontaneous follow-up questions prompted by participants’ answers to the scripted questions (e.g., asking with whom they played volleyball, whether they played competition etc.; see also Example 1 in the Introduction and examples 2–4 in Table 1). Speech from both the participant and the experimenter were recorded via the participant’s microphone on one audio channel. After the experiment, the start and end of all questions and answers in each interview were measured in Praat (Boersma & Weenink, 2012) and the questions and answers were transcribed. On average, the experimenters asked 31 questions per interview (SD = 6.95, range: 17–54).

2.4. Coding

For each question in all interviews, two native Dutch-speaking raters independently selected the word in the question at which they thought the participant could start planning an answer (i.e., the answer word). They were instructed to estimate when the participant would have (or could anticipate) enough information such that he/she could have an idea what this question was about and thus could start thinking of an answer to the question. They were asked to only take into account the left part of the question (up to the word under consideration), as well as the preceding conversational context, but not what came after.

It was thus possible that the speaker’s intention at the end of the question turned out to be different than what appeared to be the case earlier in the question, at the answer word (this happened in 1.8% of questions in the full selection). However, since this information was not available to participants yet during the answer word, it is not likely to have affected their processing at that point (note that the later moment when it became clear what the real intention was, likely involving some form of reanalysis, was not included in the analysis). Raters were encouraged to use both the transcription and the audio recordings for their judgment (such that they could also take into account, e.g., intonation). They were also encouraged to take into account the preceding context of the question, since follow-up questions should be more predictable with context than in isolation. See Supplementary Materials (Section 1) for a complete list of instructions given to coders.

The answer point, to which the EEG would be time-locked, was defined as the onset of the coded answer word, which would, after recognition of that word, lead to a possible start of production planning. This position was chosen since that would be equivalent to the earlier studies by Bögels and colleagues (Bögels et al., 2018; Bögels, Magyari, & Levinson, 2015) in which trials were also time-locked to the onset of the critical word (e.g., 007 in examples 2 and 3 in Section 1, Introduction).

The raters were trained to select the answer word reliably by coding all questions in six interviews (three with each experimenter as interviewer, randomly selected) and subsequently discussing the differences and reaching general agreements about them. This procedure was repeated for a second subset of six different interviews. Then both raters coded all interviews independently (including the trained ones). The coding proved to be difficult, as seen from relatively low inter-rater agreement of 57% in the first six interviews, but it improved to 73% for the second six interviews and was finally 78% over all questions. All disagreements were discussed among the two raters and a final agreement was reached about them. As an example of a disagreement, consider the last example in Table 1. The first part of the question in Dutch has the following word order: ‘because it started annoying to get’ (omdat het vervelend begon te worden). One of the raters initially marked ‘annoying’ as the answer word, while the other rater marked ‘get’. While the exact grammatical structure of the question could only be known to the participant after recognizing the word ‘get’, the gist of the question could probably be predicted after recognizing ‘annoying’, which is indeed the final agreed-on answer word. However, one can imagine that discussion may exist about whether the participant will have predicted the gist at a certain point or not (this uncertainty is discussed further in Section 4.4.5 in the Discussion). All questions which led to initial disagreements were marked in the data such that they could be taken out in a later control analysis of the EEG data (‘agreed selection’, AS).

After these answer points were established for each question, the onset of another word in each question was chosen as a ‘control point’ to serve as a comparison to the answer point. These control points were assumed to provide a proper control for ‘word processing’ during the answer words, while not having any other specific type of processing in common, and crucially, where it was assumed that response planning would not be starting up (as was hypothesized to be the case after recognizing the answer words). Control points could occur either before (55.8% for the full selection, 49.5% for the matched selection) or after the answer word. Questions that consisted of only one word (N = 5) did not allow for selecting an unrelated control word so these were excluded from the EEG analysis. The initial hope was to be able to match the control words to the answer words on the following variables: word type, frequency, rank position of the word within the question, and timing (of word onset) within the question. In order to do so, word frequencies were taken from two different sources: the Subtlex corpus based on subtitles of Dutch television (Keuleers, Brysbaert, & New, 2010) and the CGN (Dutch spoken corpus, Oostdijk, 2000) since that appeared to be a better match to the spoken interaction measured here (despite the smaller number of words). However, matching answer and control words on all these variables proved difficult given that many questions were quite short and thus did not include many potential control words. Many of these short questions for example included only one content word (e.g., a noun) which was often the ‘answer word’. Thus, the full selection was not fully matched on word type, in that the set of answer words contained a larger percentage of content words than the set of control words. Nor were they matched on frequency in that control words were on average more frequent than answer words (see Table 2). Therefore, a selection of questions was made for which answer and control words were overall matched on the above variables (‘matched selection’, MS, see Table 2). EEG analyses were performed both on this selection and on the whole set, hereafter referred to as the ‘full selection’ (FS, excluding some trials specific for the EEG or behavioral analysis, see Section 2.5.2, Data-analysis). All answer and control points were annotated by hand in Praat (Boersma & Weenink, 2012) in order to be able to time-lock the EEG signal to those exact positions.

2.5. Data-analysis

2.5.1. Behavioral analysis

The behavioral data-analysis included only the 46 participants that were also retained for the EEG analysis. Trials that had to be excluded for the EEG analysis (see Section 2.5.2, EEG Preprocessing and Cluster-analysis) were kept for the behavioral analysis, but outliers with a response time > 3 standard deviations away from the mean were...
removed (2.0% of the data). Note that the numbers of questions used in the behavioral and EEG analysis thus do not match exactly. Then, distributions of Response Time in milliseconds (relative to question offset), Planning Time in milliseconds (answer point to sentence end), and normalized position of answer point in the question (time from question onset to answer point, divided by question length) were inspected in a density plot created in R (Bates, Maechler, Bolker, & Walker, 2014), and mean, median, and mode were calculated.

A linear mixed-effects model was run using the lme4 package in R (Bates et al., 2014). For model coefficients, |t| > 2 was interpreted to correspond to significance at the 5% level (via the convergence of the t-distribution to the normal for large samples; cf. Baayen, Davidson, & Bates, 2008). Response Time (in seconds) was the dependent variable. This variable was not log transformed since removal of outliers already removed the long tails of the distribution and the negative values in the data introduce complexities into the log transform (see also Heldner & Edlund, 2010; Meyer, Alday, Decuyper, & Knudsen, 2018). Planning Time was the predictor of interest. If longer time to plan (in overlap with the question) is related to shorter response times, that would be consistent with the early planning hypothesis. Answer Length was also included as a predictor; longer answers can be expected to come later because they need more planning (Roberts, Torreira, & Levinson, 2015). Question length has sometimes been found to negatively affect response time (e.g., Bögels & Torreira, 2015; Magyari et al., 2017). Indeed, a small negative correlation between question length and response time was found in the present data ($r = -0.13, p < .001$). However, this variable is presumably highly correlated with planning time (in the present data the correlation is $0.78, p < .001$) and it is likely that the negative correlation between question length and response time is due to the longer planning time for long questions. On the other hand, one study found lower responses for longer questions (in individuals at clinical high risk for psychotic disorders, Sichlinger, Cibelli, Goldrick, & Mittal, 2019), which might be due to the complexity of the question (and Roberts et al., 2015) found a complex relationship between question length and response time). Thus, question length was not entered as a variable given its positive relation with Planning Time, but as a rough proxy for question complexity, Question Type (Open or Polar question) was added as a control variable. Polar questions are expected to be less complex because they ask for a choice between only two options versus open questions which ask for multiple options (e.g., Casillas, Bobb, & Clark, 2016). Thus, polar questions are expected to lead to shorter response times. As a manipulation check, time from question onset to answer point was also added to the model, since it was expected not to affect response times. In addition, four more control variables were added. Log Frequency (from the CGN) and Word Type (Content or Function word) of the answer word were hypothesized to potentially affect the time needed to process the answer word and consequently potentially affect response times. Agreed (Yes, No) and Scripted (Yes, No) were added to ensure they could not explain an effect of Planning Time. All continuous predictors were z-transformed and all categorical predictors were contrast coded (to 1,-1) before the analysis.

With respect to interactions, Planning Time was hypothesized to potentially interact with Answer Length, that is, its effect may be smaller for short than long answers. This is because short answers do not need much planning time, and therefore it might not matter (as much) whether planning time is long or short. Potentially a similar interaction would hold for Planning Time by Question Type, with a smaller effect of Planning Time for Polar questions. Therefore, Planning Time by Answer Length and Planning Time by Question Type interactions were also added to the model. Random effects were chosen to be maximal without overparameterization (e.g., Barr, Levy, Scheepers, & Tily, 2013). Thus, intercepts of Participant were included, as were random slopes for the main effects of Planning Time and Answer length by Participant (note that no random effects for questions could be added because the questions differed per participant). The addition of more random slopes to the model led to a singularity fit error. For this reason, main effects of the control variables (except for Answer Length) are not reported in the text or interpreted further, but the final model is reported in the Supplementary Materials (Section 6). All models were fit with maximum-likelihood estimation (i.e., REML = FALSE).

### 2.5.2. EEG preprocessing and cluster-analysis

Preprocessing and statistical analysis of EEG data was conducted using Fieldtripeeg (Oostenveld, Fries, Maris, & Schoffelen, 2011). Cluster-analyses were performed first, to keep the analysis as close as possible to the earlier, more controlled studies (Bögels et al., 2018; Bögels, Magyari, & Levinson, 2015). Subsequently, additional mixed-effects analyses were performed on the EEG data (see Section 2.5.3, EEG mixed-effects analyses). Since the free nature of the task led to relatively many artifacts (due to movements and eye blinks), an Independent Components Analysis (ICA) approach to artifact removal was used to retain enough trials. Epochs were extracted from question onset until speech onset, to avoid speech artifacts. Then, Principal Components Analysis (PCA) was used to reduce data dimensionality for each participant to 40 components, which were then subjected to ICA (also used by Bögels et al., 2018; see Gross et al., 2013; Oostenveld et al., 2011). These components were inspected visually and removed if they contained only noise and/or artifacts (e.g., caused by eye movements or very noisy electrodes). The average number of removed components was 7.1 (range: 2–16). The remainder of the components was used to recreate the EEG signal. Only for manual artifact rejection purposes, this signal was filtered with a low pass filter of 35 Hz, detrended, and baseline corrected at the 100 ms of the signal. Epochs still containing eye artifacts or other artifacts that exceeded ± 100 μV were discarded. Six participants with too many artifacts after ICA were not analyzed further, resulting in 46 participants that entered the analysis. To create the ‘full selection’ for the EEG analysis, one-word questions, which did not allow selection of an independent control word, were

| Table 2 |
| --- |
| Differences between answer and control words on several variables for all four selections. All measures are given for the EEG selection. Word type was coded by hand; nouns, verbs, adjectives, and proper names were regarded as content words and all other word types as function words. Both frequency measures (Subtext and CGN; see Section 2.4, Coding) were log transformed. Position (words) refers to the order of the word in the sentence as counted from the beginning. Position from start (ms) refers to the time between question onset and word onset. Italics in the table indicate that the answer and control words are poorly matched on that variable. |
| **Full selection** | **Matched selection** | **Agreed selection** | **Non-scripted selection** |
| --- | --- | --- | --- |
| Total # questions | 1317 | 923 | 1029 | 973 |
| Mean # questions | 28.6 (16–47, SD = 7.05) | 20.5 (10–34, SD = 6.19) | 22.4 (14–36, SD = 5.60) | 21.2 (8–40, SD = 7.10) |
| Word type | Answer: 210 more content words | Control: 7 more content words | Answer: 240 more content words | Answer: 123 more content words |
| Freq subtext log | 3.17 vs. 4.03*** | 3.57 vs 3.68 (p = .03) | 2.95 vs. 4.11*** | 3.41 vs 4.01*** |
| Freq CGN log (+1) | 2.30 vs 3.14*** | 2.70 vs 2.77 (p = .09) | 2.11 vs 3.19*** | 2.50 vs 3.13*** |
| Position (words) | 5.51 vs. 5.37 (n.s.) | 5.60 vs. 5.65 (n.s.) | 5.38 vs. 5.12 | 5.50 vs. 5.56 (n.s.) |
| Position from start (ms) | 912 vs. 945 (n.s.) | 921 vs. 976 (p = .05) | 863 vs. 883 (n.s.) | 917 vs. 977 (p = .04) |

* $p < .05$  
*** $p < .001$
also removed, as well as questions with overlapping speech from the participant during the answer or control word, since that would lead to speech artifacts in the EEG signal. This lead to 28.8 questions remaining per participant on average (range: 16–47). The matched selection (see Section 2.4, Coding) included 45 participants with an average of 20.7 questions per participant (range: 10–34), see also Table 2 for values on the other two selections.

The EEG signal was time-locked to the answer point and to the control point in each question. Event-related potential (ERP) and time-frequency analyses (TF) were then performed. For ERPs, epochs were filtered with a low-pass filter of 35 Hz and baselined with a window of 200 ms immediately before the time-locking point. Then, questions were averaged per participant, separately for each time-locking point. For time-frequency representations, no filtering or baselining was performed, but a linear trend was removed from the data before the analysis. The power of each frequency between 4 and 30 Hz (with steps of 1 Hz) was calculated on the extracted epochs of individual trials between maximally −1 and 1.5 s using a Hanning taper (Grandke, 1983) with a window of 500 ms for each frequency, with incremental time steps of 50 ms. For illustration purposes, relative differences were calculated between conditions, dividing the absolute power difference between conditions by the sum of the power in both conditions (see Fig. 3).

To test for statistically significant differences between different time-locking points and reduce the multiple-comparison problem, the cluster-based approach (Maris & Oostenveld, 2007), implemented in the Fieldtrip toolbox, was used for the ERP as well as for the TF analysis. Clusters were formed in time, space (neighbouring electrodes), and frequency (for TF analyses) and 1000 randomizations were used for the permutation distribution. The critical alpha level was fixed to 0.05 (one-sided, given our hypotheses based on Bögels, Magyari, & Levinson, 2015). For significant clusters, sum-t statistics (the sum of all t-values in the cluster) and p-values are reported. This robust cluster-based approach reduces the multiple-comparisons problem and controls family-wise error across participants in time and space (see, e.g., Bögels, Magyari, & Levinson, 2015, for an elaborate description of this method). Analyses for all critical positions were performed within a time-range of 0–1500 ms for ERPs and 0–1250 ms for TFRs (the time-interval analyzed for TFRs was smaller because values at each time-point are calculated from a 500 ms window around that time point; time windows were comparable to Bögels et al., 2018; Bögels, Magyari, & Levinson, 2015). Note that trial lengths differ, leading to a different number of trials entering the analyses for each time point, that is, the number of trials and thus the power to detect an effect diminishes with time. All cluster-analyses were based on participant averages per condition, while plots represent grand averages of participant averages.

Analyses were done for all four selections. All found effects are reported in the Results section, but with a focus on effects that are present in both the full and the matched selection (MS) and/or appear to be replications of effects found in earlier studies (Bögels et al., 2018; Bögels, Magyari, & Levinson, 2015) in the interpretation and discussion.

2.5.3. EEG mixed-effects analyses

Given the observational nature of the present data, and the presence of many potential confounding variables, additional linear mixed-effects analyses were performed on the ERP and TFR data, confined to a pre-defined time(−frequency) window chosen on the basis of earlier findings (Bögels et al., 2018; Bögels, Magyari, & Levinson, 2015) and visual inspection of the grand averages (Figs. 2 and 3). Nine regions of interest (ROIs) were defined, consisting of 6 or 7 electrodes each, by crossing the factors Anterior-Posterior (Anterior, Mid, Posterior) and Left-Right (Left, Mid, Right; see Fig. S1 in Supplementary Materials, Section 2, for the exact division of all electrodes over the nine ROIs). For the ERP analysis, the dependent variable was the average voltage (per trial) in a 400 to 800 ms window after answer/control word onset over all electrodes in each ROI. For the TFR analysis, the dependent variable was the average power per trial in an 800–1000 ms window after answer/control word onset, between 9 and 13 Hz over all electrodes in each ROI. Outliers with an average (voltage or power) > 3 standard deviations away from the mean were removed. For ERPs (voltage), no further transformation was applied because it includes both negative and positive values. For TFRs (power), however, values are only positive and thus the distribution was clearly right-skewed. Power was thus log-transformed, rendering the residuals more normal. The analyses for ERP and TFR were otherwise identical. The predictor of interest was Condition (Answer, Control word). The two ROI variables Anterior-Posterior (reference: Posterior) and Left-Right (reference: Right) were added to the model, together with their interactions with Condition and the three-way interaction between the two ROI variables and Condition. Furthermore, the following control variables were added: Log Frequency (from the CGN) and Word Type (Content, Function) of answer/control word, Position of answer/control word (from question onset), Agreed (Yes, No), and Scripted (Yes, No), to make sure that these variables could not explain a potential effect of Condition. All continuous predictors were z-transformed and all categorical predictors were contrast coded (to 1, −1) before the analysis. In accordance with maximal random effects, intercepts of Participant and random slopes for Condition by Participant were added. The addition of more random slopes to the model led to a singularity fit error. For this reason, main effects of the control variables are not reported in the text or interpreted further, but the final models are reported in the Supplementary Materials (Sections 8 and 9). In case of interactions between Condition and the ROI variables, follow-up analyses were done for smaller ROIs separately. All models were fit with maximum-likelihood estimation (i.e., REML = FALSE).

3. Results

3.1. Behavioral results

The behavioral data used for the analyses is publicly available (Bögels, 2020). Fig. 1 displays density plots of the distributions of Response Time (relative to question offset, panel A; see Fig. S2 in Supplementary Materials, Section 3, for an indication of individual variability between participants in this measure), Planning Time (position of answer point relative to question offset, panel B), and normalized position of answer point in the question, relative to question onset (divided by question length, panel C). Panel A shows a wide distribution that is somewhat right-skewed as is typical of responding in conversational contexts (Stivers et al., 2009), including gaps as well as overlaps of varying lengths. The mode of the distribution can be seen to lie around 200 ms ($M = 380$, $MED = 336$ ms), which is a value typically reported in the literature (e.g., Heldner & Edlund, 2010; Stivers et al., 2009), showing that the response latencies in this context (EEG, non-face-to-face) are very natural. As can be seen in Panel B, the Planning Time (until question offset) is about 700 ms in the most frequent case ($M = 1374$, $MED = 1083$ ms). However, given that the distribution is very right-skewed, in many cases the Planning time is much longer. Since the possible Planning Time is constrained by question length, the presence of many short questions in the data (see Fig. S3 in Supplementary Materials, Section 4) might render the mode of Planning Time relatively small. Therefore, to determine how early in a question listeners can generally start planning, it might be more informative to look at the relative position of the answer point in the question, which is displayed in panel C. This panel shows that, most frequently, the answer point appears after less than one third of the question has passed ($M = 37.8\%$, $MED = 36.2\%$; but note that this is the start of the word that enables listeners to start planning their answer). Thus, it appears that listeners often at least have the option of planning their answer in overlap with a large part (about 2/3) of the question. These general observations were qualitatively similar when only including
questions that were spontaneous (non-scripted selection) or for which both coders agreed (agreed selection; see Table S1 in Supplementary Materials, Section 5).

A linear mixed-effects model was run as described in Section 2.5. Data-analysis. Planning Time had a negative effect on Response time ($\beta = -0.138$, $SE = 0.019$, $t = -7.465$), showing that the more time participants had to plan before question end, the shorter their response time, while controlling for several control variables. Furthermore, there was a positive effect of Answer Length ($\beta = 0.158$, $SE = 0.022$, $t = 7.170$), with longer answers showing longer response times. The interactions included in the model were not statistically significant (Planning Time*Answer Length: $\beta = 0.014$, $SE = 0.010$, $t = 1.401$; Planning Time*Question Type: $\beta = 0.006$, $SE = 0.013$, $t = 0.508$; see Table S2 in Supplementary Materials, Section 6, for the full model).

A control analysis was performed to rule out that the effect of Planning Time on Response Time was due to only very short planning times (<400 ms) that would not enable interlocutors to come in at a ‘normal’ response time of 200 ms, because there was less than 600 ms left to plan. If that would be the case, the results would be compatible with both the early and the late planning model. Therefore, the analysis was repeated using only trials where the planning time was longer than 400 ms (excluding a further 3.1% of the data and leaving 1364 trials for analysis). This yielded very similar results as the first analysis: shorter response latencies with longer planning time ($\beta = -0.134$, $SE = 0.019$, $t = -7.089$), longer response latencies with longer answers ($\beta = 0.153$, $SE = 0.022$, $t = 7.035$), and no interactions (all $|t| < 1.5$; see Table S3 in Supplementary Materials, Section 6, for the full model).

### 3.2. Event-related potentials

The EEG data used for the analyses reported here are publicly available (Bögels, 2020). Fig. 2, panels A-D display grand average waveforms time-locked to the answer point (red solid line) and the control point (black indented line) for all four selections in a representative electrode (see Fig. S4 in Supplementary Materials, Section 7, for an indication of the individual variability in the size of the positivity). In all panels, a large positivity is visible for answer relative to control words, starting around 400 ms and lasting until about 1000 ms, which seems largest over more posterior electrodes. A cluster-analysis comparing answer to control words between 0 and 1000 ms showed a significant positive cluster for all four selections (FS: 354–864 ms, sum-$t = 16.969$, p = .002; MS: 398–830 ms, sum-$t = 12.919$, p = .008; AS: 350–962 ms, sum-$t = 20.512$, p = .002; NSS: 446–758 ms, sum-$t = 7.395.8$, p = .022). Note that the fact that the clusters did not reach all the way up to 1000 ms (as visual inspection would suggest) might be due to an increase of noise because the trial numbers gradually drop as the trial gets longer (because trials were cut off when the participant started to speak their response). The topographical plots in Fig. 2 show the distribution of the positivities over the scalp between 400 and 800 ms, confirming a mostly posterior distribution.

A linear mixed-effects model was run on the average voltage over 400 and 800 ms in 9 ROIs as described in Section 2.5.3, EEG mixed-effects analysis. The average voltage over all ROIs was more positive for Answer relative to Control points ($\beta = 0.404$, $SE = 0.164$, $t = 2.471$), when taking into account all control variables. Moreover, an interaction between Condition and Anterior-Posterior was found for the Anterior versus Posterior ROI ($\beta = 0.315$, $SE = 0.094$, $t = 3.354$). Follow-up linear mixed-effects models were performed for the Anterior, Mid, and Posterior ROIs separately with the same variables, except for the variable Anterior-Posterior and interactions between Condition and Left-Right, since no three-way interactions between Condition and the two ROI variables were present in the main analysis. These analyses showed more positive voltages for Answer relative to Control points in the Mid ($\beta = 0.447$, $SE = 0.188$, $t = 2.371$) and Posterior ROIs...
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controlled circumstances (Bögels et al., 2018; Bögels, Magyari, & Levinson, 2015; see e.g., Bögels et al., 2018, Fig. 2 for comparison). The effect appears similar in timing (although maybe starting and ending somewhat earlier) and distribution to the earlier found effects, but the size appears somewhat smaller. These observations are further discussed in Section 4, Discussion.

3.3. Time-frequency

Fig. 3 displays the relative difference in power (the difference divided by the sum) between answer and control words for all four selections, in panels A-D. Cluster analyses between 0 and 1250 ms and 4–30 Hz showed one positive cluster for the agreed selection only (sum-\(t\) = 1637.2, \(p = .047\), but note that this does not survive a 2-tailed test), mostly spanning theta to alpha frequencies at the start of the time window. However, given that this effect was not replicated in any of the other selections and might therefore be due to differences in frequency or other non-matched variables between the answer and control words, it will not be interpreted further. Analyses for three of the four selections showed a negative cluster (FS: sum-\(t\) = -3368.8, \(p = .002\); AS: sum-\(t\) = -3781.0 \(p < .001\); NSS: sum-\(t\) = -2115.5, \(p = .018\)), but no effects were present in the matched selection (\(p > .17\)). As is visible in Fig. 3, the negative effects appear somewhat scattered over different frequencies but mostly cluster around 800–1000 ms in time. One part of the clusters appears to occur around the theta frequency (5 Hz) and around 1200 ms. This theta effect will not be interpreted further, because it was not expected based on the previous results (Bögels et al., 2018; Bögels, Magyari, & Levinson, 2015). Another part of the negative cluster lies around the alpha frequency (around 10 Hz and slightly above) and is reminiscent of the effect that was found in the more controlled studies. However, comparing the distribution of the alpha effects (see topographical plots in Fig. 3) to that of the previously found effects (e.g., Fig. 5 of Bögels et al., 2018), the current distribution appears a bit more anterior than distributions in previous studies, which were mostly posterior.

A linear mixed-effects model was run on the average power between 800 and 1000 ms and between 9 and 13 Hz in 9 ROIs as described in Section 2.5.3, EEG mixed-effects analysis. The average power did not differ significantly between Answer and Control points over all ROIs (\(\beta = -0.025, SE = 0.199, t = -1.32\)), when taking into account all control variables, nor were there any interactions between Condition and the ROI variables (all \(|t| < 1.1\); see Table S8 in Supplementary Materials, Section 9, for the full model).

In sum, although a negative alpha effect was found for Answer points in three of the selections, it was not significant in the matched selection, nor in the linear mixed-effects model taking into account all control variables. Therefore, it cannot be ruled out that this effect is due to low-level differences between answer and control words (such as frequency). The negative alpha effect will be discussed further in the Discussion.

4. Discussion

The background of the present study are two competing hypotheses on when interlocutors in conversation start planning their next turns (see also Bögels & Levinson, 2017), namely as late as possible to minimize overlap (late planning hypothesis), or as early as possible because of the importance of coming in on time (early planning hypothesis). The first aim of the present study was to see whether this is actually a valid distinction, by investigating when participants in a more natural interaction can generally start planning their response to questions. The second aim was to see whether neural correlates of response planning found earlier in controlled studies could be replicated in a more natural situation. To investigate these questions, a spontaneous, interactive situation was created that still enabled EEG measurements and an estimation of the possible start of response planning. That is, participants were interviewed informally by an experimenter, who asked some scripted but mostly spontaneous questions. According to naïve coders, participants could start planning their response relatively early in the questions, that is, only about one third into the question. Furthermore, the more time responders had to plan their answers before question offset, the sooner they responded. The EEG results showed a robust positivity quite soon after the answer point, relative to a control point in the sentence, replicating earlier studies in which the answer points were manipulated. Furthermore, an alpha suppression was found for three of the selections, which is reminiscent of the alpha suppression found in earlier studies (Bögels et al., 2018; Bögels, Magyari, & Levinson, 2015). However, it was not replicated in the matched selection, nor in a mixed-effects model taking into account several control variables. Moreover, it had a slightly different timing...
and distribution as in earlier studies. These results are discussed in turn below and subsequently implications of these findings for theories of turn-taking are outlined.

4.1. Listeners can start planning early

For the distinction ‘as early’ and ‘as late as possible’ to be valid, one has to know when within the current turn the position occurs at which prospective speakers would actually have enough information to start planning their response. The two raters in the present study did not always agree on when the answer point occurred, which will be discussed further in Section 4.4.5 below. When taking their joint decision, the results showed that, on average, this position occurred around 1400 ms before question offset, and its most frequent position was around 700 ms before question offset. This might appear as quite short, but assuming that planning takes 600 ms (minimally) and assuming a gap of 200 ms, this would mean that planning can in most cases start at least a few hundred milliseconds before the ‘as late as possible’ position (which would be around 400 ms before question offset). Moreover, this perhaps short mode of 700 ms planning time is likely due to the relatively large number of short questions in the present study (see Fig. S3 in Supplementary Materials, Section 4). Since short questions impose a lower bound on the possible amount of planning time, this leads to a situation in which the bulk of the planning times is short as well. Many more questions exist where participants had more time to plan than 700 ms, than questions where they had less time. This situation might be representative of conversations in general. Thus, it may be more informative to look at the relative position of the answer point in the sentence, which occurs after only around one third of the question in most cases and after 38% of the question on average. These results show that listeners can actually often start planning after having heard only a small part of the question.

One might question whether the off-line coders were able to correctly identify the answer point in the same way that listeners would do on-line, especially since they did not agree in about 22% of the questions. However, including whether coders agreed on the answer point as a control predictor did not change the behavioral results. Moreover, the position of the coded answer point clearly appears related to the participants’ behaviour and neural responses (see below).

This data also gave an opportunity to find behavioral evidence that listeners start planning earlier than is strictly necessary to start ‘on time’. Several earlier studies (Barthel et al., 2016; Bögels et al., 2018; Bögels, Magyari, & Levinson, 2015; Magyari et al., 2017) have shown, using manipulated first turns, that interlocutors started their response earlier when they could start planning ‘early’ relative to ‘late’ within the previous turn. The present study is the first that uses, in part, spontaneous questions to show a similar effect, this time using a graded position of the coded answer point. See also Section 4.4.5 below for further discussion on this.

4.2. Replicating neural correlates for production planning

The second aim of the present study was to see whether the neural correlates for production planning during turn-taking, found and replicated using controlled stimuli (Bögels et al., 2018; Bögels, Magyari, & Levinson, 2015), would extend to more natural stimuli. In order to show this, the answer point for each question first had to be determined post-hoc, rather than manipulating it up front. Second, a control word needed to be defined in the same stimuli to compare the ERPs and oscillations of. Given that it was difficult to match answer and control words, because of the shortage of control words to choose from within (especially short) questions, the main results were also assessed for a matched subset of stimuli (on frequency, position in the question, and word type) and linear mixed-effects models were performed including several control variables. Note that predictability of answer/control words from the preceding context was not measured directly, although this is also an important factor that can affect EEG results. However, it appears reasonable to assume that part of the variance explained by predictability would be captured by the other variables that were controlled for; more predictable words presumably occur later in utterances, are more frequent, and may be more likely to be function words. Though it cannot be excluded that the answer and control words were not exactly matched on predictability, even in the matched selection, the fact that no N400 effect (Kutas & Hillyard, 1980) is found in any of the selections, makes it highly unlikely that answer and control words differed strongly on this variable. If there would be a difference in predictability between the two conditions, one would expect answer words to be less predictable. Answer words (as defined in the current study, as well as by Bögels et al., 2018; Bögels, Magyari, & Levinson, 2015) cannot be very predictable because they first enable listeners to start planning their response. If they would be predictable from the context up to that word, listeners would already be able to start planning their response based on that context, which would render the last word (or an earlier word) of the context the actual answer word. This reasoning does not hold for control words. Thus, it is highly unlikely that the found positivity is actually an N400 for control words. If, in contrast, answer words would have been more predictable than control words, this would very likely have led to an N400 effect for answer words (as found in Bögels et al., 2018 for example), given that the N400 is very highly correlated with the cloze probability of a word (i.e., r = 0.9; Kutas & Federmeier, 2011, page 623). Note that some studies comparing expected and unexpected words do find positivities (mostly in addition to N400 effects), but this mostly concerns high cloze contexts followed by an unexpected word (e.g., Federmeier, Wato, De Ochoa-Dewald, & Kutas, 2007) or incongruous words that are really impossible in their context (e.g., Van Petten & Luka, 2012). These situations are unlikely to happen in the present study, given the natural, unmanipulated stimuli used.

4.2.1. Positivity in ERPs

The ERPs showed a robust positivity for answer relative to control words in all four selections and the effect also held up in the linear mixed-effects model for the mid and posterior ROIs, including several control variables. The found cluster lasted roughly between 400 and 800 ms after answer point onset and had a posterior distribution. Comparing this effect descriptively to the positivity found in earlier studies (Bögels et al., 2018; Bögels, Magyari, & Levinson, 2015), the polarity, peak timing, and distribution clearly appear to be similar. A first possible difference concerns the size of the effect. Based on visual inspection of Fig. 2 of the present study and Fig. 3 of Bögels et al. (2018, also including a panel displaying results by Bögels, Magyari, & Levinson, 2015), the largest effects in the earlier studies descriptively appear at least 3 to 4 microvolts as compared to roughly 2 microvolts in the present study. Although one should be careful interpreting this difference between studies and participants, the size of the difference is such that it may be meaningful. Indeed, more controlled studies are likely to find larger effects, given that the stimuli were carefully constructed to make sure that planning could only start after hearing that one critical word. In the present study, in contrast, the questions were mostly spontaneous and it may not always be one specific word that suddenly enables participants to start planning their response. That means that there might be more variability within the questions as to whether participants indeed started planning at exactly this moment. This idea is corroborated by the non-perfect agreement of coders on the answer point (78%). Indeed, when only the agreed answer points are taken into account (see Fig. 2, panel C), the effect appears to be a bit larger than in the full selection, suggesting less variability around the coded answer point. See also Section 4.4.5 below for further discussion.
on this point.

A second possible difference is the timing of the effect. Although cluster-based analyses do not allow for precise estimations of the timing of effects (Sassenhagen & Drachkov, 2019), descriptively the present positivity appears to start somewhat earlier than most of the earlier found positivities, which generally did not appear to start until after 500 ms (except for the one comparing answer and control words at the end of the sentence in Bögels et al., 2018). One possible reason for this in the present study might be the absence of a negativity (N400) preceding the positivity; a pattern sometimes found in the previous, more controlled studies (Bögels et al., 2018; Bögels, Magyari, & Levinson, 2015). A second possible reason for an earlier effect in the present study might be the nature of the answers. In the two controlled studies, participants’ responses were always single nouns in the context of a quiz-like question. Especially in Bögels, Magyari, and Levinson (2015) the answers needed to be retrieved from long-term memory, which might take some time. In contrast, in the present study the responses were much more variable in complexity. On the one hand, they could be much longer than one word, but on the other hand, they could also be much simpler (like a ‘yes’-response) or they could be built up incrementally, which might arguably be started up faster. This explanation is corroborated by comparing the modes of response times in the present study (around 200 ms) with those in the more controlled studies (around 300–800 ms, cf. Fig. 2 in Bögels et al., 2018). However, this explanation could not be confirmed in an exploratory analysis comparing questions with short versus long answers (median split per participant) at the answer point, which showed no significant differences in the positivity (latency or size) between long and short answers. Future research going both into the direction of careful experimentation (e.g., carefully controlling for answer length and other factors) and into the direction of collecting EEG data on larger corpora of more spontaneous conversation is thus needed to determine more precisely which factors affect the latency and size of the positivity. Next to the earlier start in the present study, it also seems to end earlier than in previous studies, but this is likely due to less power in later time windows due to varying trials lengths.

Overall, despite small variability in size and latency of the positivity, it closely resembles previous results in the context of turn-taking. Previously (Bögels et al., 2018; Bögels, Magyari, & Levinson, 2015) this positivity was interpreted as a neural correlate of response planning, based on a localization of the positivity in areas related to language production and comparisons with a control study without speech (Bögels, Magyari, & Levinson, 2015). The present results are interpreted in a similar way, showing that upcoming responders start planning as soon as they have enough information to do so, consistent with the early planning hypothesis. Crucially, this is the first time that this is shown in a naturalistic context.

4.2.2. Alpha decrease

The results in the time-frequency domain, for three of the four selections, showed a lower alpha power around 800 ms after the answer point as compared to the control point. However, the matched selection did not show the same effect, nor was it replicated in a linear mixed-effects model including several control variables. Thus, it cannot be excluded that the effect in the other selections was due to low-level differences between answer and control words, such as frequency. Even if the effect found in the other three selections was due to the start of response planning, it is unclear whether the present effect has the same underlying source as the alpha effects found in previous, more controlled studies (Bögels et al., 2018; Bögels, Magyari, & Levinson, 2015), given differences in timing and distribution. Bögels, Magyari, and Levinson (2015) speculatively interpreted this effect as an attention switch from attending exclusively to the spoken input (leading to an increase in alpha over visual areas; see, e.g., Jensen et al., 2002) to spreading attention towards other processes, such as production planning. The distribution of the alpha effect in the present study is more anterior/temporal in the present study, rather than posterior, as in earlier studies. This may be due to a less visual nature of the answers required in the present study, as compared to general knowledge quiz questions (Bögels, Magyari, & Levinson, 2015) or remembering the name of a just presented picture (Bögels et al., 2018). Furthermore, the alpha decrease descriptively appears quite a bit later in the present study (around 800 ms) relative to earlier studies (around 500 ms) and is less extended, which may be due to noisier data with more jitter. Further turn-taking EEG studies are needed both to determine exactly what such alpha decreases reflect and, if they are related to turn-taking, to shed more light on the variables that affect their timing and strength.

4.3. Generalizability

The main aim of the present study was to see if the results of earlier studies in terms of timing and neural correlates of planning in turn-taking, based on controlled experimental stimuli, could be extended to a more natural situation. To this end, an informal interview setting was created, with a mix of some pre-scripted and mostly spontaneous questions. Similar settings occur in participants’ real-life experiences using language, for example when giving background information at the doctor’s office. Still, the exact situation can be argued to be no fully ecologically valid situation since it is characterized by an asymmetry between interviewer and participant, where the former asks all the questions and the latter answers them, pre-scripted questions are included, and the interaction is not face-to-face, in order to prevent too much movement for the EEG recordings. These worries may be mitigated by showing that the mode of the response times relative to question offset was around 200 ms, just as has been generally reported for spontaneous conversations (e.g., Heldner & Edlund, 2010; note that response times in Bögels, Kendrick, & Levinson, 2015 and Bögels, Magyari, & Levinson, 2015 were generally longer with modes between 300 and 800 ms, depending on the condition). Moreover, the same pattern of results was found when including only spontaneous (non-scripted) questions.

Still, the present results might be easiest to generalize to telephone conversations, including service interactions (e.g., with a plumber or cable provider). However, it is to be expected that planning also starts early in face-to-face conversations, where perhaps even more cues (like gestures and facial expressions) can contribute to an early ‘answer point’ at which the listener has enough information to start planning. Still, future EEG studies should confirm this, in which movements in face-to-face conversation might be minimally controlled or filtered out in analysis.

In the present study, as in the previous, more controlled ones, the focus was on question-answer pairs: when during a question will listeners start planning their response? However, turn-taking in actual conversation does not only occur between questions and answers (or more broadly, adjacency pairs, Schegloff, 2007). After a question has been answered, the questioner could ask another question. After one person tells an anecdote, someone else could tell one of their own. Much of the corpus research that looked at response times in conversation (e.g., Heldner & Edlund, 2010) has taken all floor transfers together and still finds a mode or response time around 200 ms, as in the present study on questions only. The similarity in distribution suggests that different types of floor transfers will behave similarly and that planning thus might start early, also when the planned utterance is not an answer to a question. Still, it would be interesting to look at planning of other turns that are not answers to a question more closely in future research. However, this might not be possible in a similar way as has been done in the present study. Given that questions require an answer (Schegloff, 2007), it is possible (although not very easy as seen in the present study) to code at what position in the question that answer could be given by a responder. This appears a good proxy for when the responder can first start planning their next turn. For turns that are not answers to a question, this may be quite different. If the upcoming
turn is not contingent on the previous one (as in an out-of-the-blue question, or a story that one wanted to tell for some time but did not get the chance to), it could in principle be prepared at any time. It appears that the start of planning in those cases might be initiated speaker internally, rather than being elicited by something within the previous turn. In that case it would be hard to estimate at which exact moment planning would start. On the other hand, also turns other than answers might often be contingent on the previous turn (as in follow-up questions). Future research could investigate to what extent coders would agree on ‘answer points’ in a spontaneous symmetrical conversation containing all kinds of turns. As a next step, neural correlates of planning different kinds of turns could be investigated.

### 4.4. Theoretical implications

The present results thus appear to favor the ‘early planning’ model as outlined in the Introduction. The found neural signatures suggest that planning starts early, also in a natural turn-taking situation and do not appear to be compatible with the ‘late planning model’. In the present section, potential implications of adopting the early planning model are discussed, as well as some open questions and speculations. The different sections below will discuss (1) how the early planning model assumes responders come in on time; (2) why the neural signatures are unlikely to be related to monitoring for turn-ends; (3) whether the early and late planning model are mutually exclusive; (4) how conversationals might manage the overlap between comprehension and production planning; (5) the potential individual variability in the possible start of planning between conversationals; and (6) how responders manage the short gaps found in conversation.

#### 4.4.1. Articulation based on turn-final cues

According to the early planning model as described in the Introduction, next to early planning, listeners try to determine turn-ends on the basis of cues occurring at the ends of turns and launch their articulation of the (presumably pre-planned) turn on the basis of these cues. Bögels and Torreira (2015) showed that turn-final prosodic information (e.g., intonation and lengthening) is one of the types of information used by listeners to determine turn-ends. However, prosodic information is likely not enough (and may not be 100% reliable, see, e.g., Gravano & Hirschberg, 2011). In that same paper by Bögels and Torreira (2015), it was argued that general ‘linguistic’ completion, consisting of syntactic, semantic, pragmatic, and prosodic completion, probably cues the turn end. However, even at (manipulated) points of full linguistic completion followed by more speech, still only a part of listeners identified this as the turn end on-line (by pressing a button). This result suggests that in some cases, listeners require linguistic completion followed by a small amount of silence before they are sure enough to launch their turn. Thus, identifying linguistic completion plus in some cases a small amount of silence may allow for a large part of the turn-taking distribution. Still, turn-taking is not always perfect. Listeners may sometimes come in too early and end up in overlap with the current speaker. However, this may often be solved quickly because one of the two speakers may notice the overlap and stop speaking immediately, leading to only a very short overlap (Levinson & Torreira, 2015, page 17). In other cases, listeners may not have planned their response in time, or may not have detected the turn-final cues, leading to relatively late responses.

#### 4.4.2. Monitoring for completion

Given that the early planning model thus proposes a combination of early planning and late articulation (triggered by linguistic completion), this implies that listeners are also monitoring the turn for such completion. One may then wonder whether the neural signatures presumably related to response planning (i.e., the positivity and/or alpha power decrease) could also be a reflection of this monitoring for the turn end (cf. Piai et al., 2015 who interpreted an alpha power decrease as monitoring for the go-signal to speak). However, it appears unlikely that the onset of such monitoring would be time-locked to the moment when planning can start. The two processes of planning and turn-end detection appear to be independent (Corps, Crosseley, et al., 2018). If that is the case, monitoring for the turn-end should be going on during the entire turn and not start exactly at the moment that planning can start. It would be especially difficult under this proposal to explain why these same neural signatures were also found in one specific condition within the earlier controlled studies (Bögels et al., 2018; Bögels, Magyari, & Levinson, 2015). Time-locking to words occurring towards the ends of questions, these signatures were found for words that enabled the start of planning at that late moment, in comparison to questions for which planning had already started much earlier. It is unlikely that monitoring for the turn-end was NOT happening at final words of questions where planning could have started already much earlier.

#### 4.4.3. Intermediate model?

Given the strict distinction between the early and late planning models as described in the Introduction, one may wonder whether these two models are the only options or whether elements of either model would be compatible with the other. The reason they were described in this way is partly historical. One of the first on-line studies on turn-taking (De Ruiter, Mitterer, & Enfeld, 2006) suggested that late prosodic cues were not relevant for turn end identification and that they in fact probably occurred too late to be useful since that would not allow for the short gaps seen in conversation. This view thus suggested that planning starts as late as possible, and for this to work, listeners need to be able to estimate turn ends quite precisely from minimally 400 ms before the end (in order to realize gaps of about 200 ms). Otherwise, it is unclear how listeners would determine when they should start planning. This prompted an opposing view, which separated response planning into two processes, one involving all processes up to articulation (starting early) and another involving only articulation (starting late; e.g., Levinson & Torreira, 2015). In the meantime, final cues have been shown to be used by listeners (Bögels & Torreira, 2015) and most of the current research appears to point to an early start of planning (including the present study). However, this is not to say that lexical prediction, as deemed crucial in the late planning model, is not relevant for turn-taking at all. On the contrary, it is very likely that listeners try to predict the content of the current utterance in order to be able to start planning their utterance as early as possible (e.g., Corps, Crosseley, et al., 2018). Whether lexical prediction is also used to better estimate turn ends is more debated, with some studies showing that predictability helps (e.g., Magyari & De Ruiter, 2012) and others that it does not (Corps, Crosseley, et al., 2018). However, there is no principled reason why the early planning model would exclude a role for lexical prediction in turn-end estimation. For example, if listeners estimate, based on lexical prediction, that the end of the turn is drawing near, they may start paying more attention to turn-final cues.

#### 4.4.4. Managing comprehension-production overlap

If upcoming responders in conversation indeed start planning their response as soon as they can, and this moment often occurs relatively early on in the turn, as suggested by the present study, how then do conversationals manage the large amount of overlap between comprehension and production planning? This is an open question, which requires future research, but a few speculations can be brought forward. First, a recent study (Fairs et al., 2018) shows that performing two (low-level) linguistic tasks at the same time, leads to some interference, which appears to be problematic for overlap in conversation. However, first, the overlap may be problematic for certain stages in comprehension and production (such as lexical selection) but not others. These other stages may be performed in parallel with one another, rendering the overlap more feasible. As for the more demanding stages, these may be, for example, performed intermittently, with conversationals
rapidly switching between comprehension of the ongoing turn and production planning. How many resources are allocated to either of the two processes may then be subject to individual differences (see, e.g., Bögels et al., 2018). Furthermore, the difficulty of performing the two tasks in overlap may also be alleviated because they are heavily related. Responses are generally contingent on the questions that precede them, which may allow for some form of priming perhaps leading to facilitation between the two tasks as well.

On the other hand, a recent study on turn-taking (Barthel & Sauppe, 2019) showed that production planning led to higher processing load (as measured by pupillary responses) when it started in overlap with the current turn than when it could only start when that turn had finished. Thus, it is very well possible that comprehension of the ongoing turn, production planning, or both, are of lesser quality (or speed) when done in overlap. Still, apparently, conversationists are willing to trade the higher processing load and possible suffering of one or both processes for shorter turn transitions. By minimizing turn timings in this way, they can be used as a source of information in conversation (see also the discussion by Barthel & Sauppe, 2019, p. 10–11), for example indicating whether a response will be preferred or not.

4.4.5. Variability in planning onset

The present study shows that upcoming responders can often start planning their response relatively early in a question, after hearing only about one third of it. However, the agreement between the two raters was not very high. Initially their agreement was only 57%, which climbed up to 78% after some training. Apparently, even knowing the conversational context and having access to lexical and prosodic information did not always lead to agreement about the moment at which the responder could have started planning. One piece of information that may not have been available to the coders was the common ground between the interviewer and the participant. However, since they knew each other only since the start of EEG preparation, it is unlikely that this would have a large effect on top of the discourse context here. It is more likely that the exact start of planning is actually not always clear-cut (although it may be very clear in other cases). Even in the hypothetical situation that two people would receive the same question in the same context, they might not both feel they have enough information to start planning their response at the same time. What that point is, may depend, for example, on how well responders can predict the upcoming words, and/or how willing they are to rely on this prediction for starting response planning. As an example, if you meet someone for dinner and they start saying ‘How…?’ some people may predict ‘How are you?’ and immediately start planning a response to that, whereas others may wait to hear if the speaker will not instead ask ‘How is your brother?’, in which case an entirely different response has to be planned. Some people (in some situations) may be willing to take the risk that they will have to abandon and revise their production plan (or even give an inappropriate response), whereas others may not be. Thus, the extent to which coders are able to determine the ‘correct’ answer word (that is, the one used by the responder) may differ per speaker and situation. This variability may in part account for the high inter-individual variability in the size of the positivity (displayed in Fig. S4 in Supplementary Materials, Section 7).

In any case, the early planning model would predict that listeners start planning as soon as they are confident enough that they know what the question is about. An alternative explanation, put forward by an anonymous reviewer, would say that cases of low agreement between raters point to high uncertainty in conversationists as well, which would lead them to forego these potential answer points and start planning only (much) later. However, this would predict much earlier response times for the agreed than the non-agreed questions in the present dataset, which does not appear to be corroborated by Table S1 (in Supplementary Materials, Section 5), which shows comparable values for the full and agreed selections.

This observation does complicate the measurement of the answer point in any given question. The present study used two raters and already showed that the positivity appeared more robust for questions on which the raters agreed. More fine-grained questions may be answered in future research with multiple raters to create a probability profile of the answer point over the question. Other than simply asking raters to indicate the answer point, one could also use a gating paradigm and ask raters to guess what the question is about. The probability of the answer point would then be proportional to the consistency between raters. Although this method would not make sure that the answer point is identified accurately for this specific speaker, it may give more confidence. A next challenge would then be to time-lock and analyze the EEG signal relative to these graded answer points. An alternative may be to ask the interviewed participants themselves after the interview to indicate for each question when they had started planning, although it is not clear whether such introspection would be reliable.

4.4.6. Responding on time

The present study showed that, in the most frequent case, listeners have about 700 ms to plan before the end of the question. Assuming that responders most frequently achieve a gap of about 200 ms, this means that they have 900 ms planning time in total. Looking at picture naming studies, planning a single word takes about 600 ms (Indefrey & Levelt, 2004). However, longer utterances like simple sentences take longer (about 1500 ms, Griffin & Bock, 2000) which would already lead to a challenge to achieve 200 ms gaps. Moreover, it can be expected that planning might proceed somewhat less efficiently when upcoming responders are at the same time still (partly) listening to the ongoing turn (e.g., Barthel et al., 2016; Bögels et al., 2018). So how, then, can listeners generally achieve gaps of 200 to 300 ms? First, if planning a longer turn, they may (in some cases) decide to plan this incrementally, that is, they may first plan and utter one word and then go on to plan the rest of the utterance (e.g., Ferreira & Swets, 2002). Relatedly, responders may decide to utter filler words, such as ‘uh’ once they realize that it will take them too long to utter a content-full response. In these ways, listeners may try to preserve the short response latencies even if the planning time available is not exactly sufficient. Furthermore, although the most frequent turn transitions may lie around 200 ms, the distribution is generally much wider and also includes much longer gaps. The present study showed that such longer gaps are more likely to occur when planning time is shorter and when responses are longer (see e.g., examples 2 and 3 in Table 1). Future research could qualitatively examine responses for which planning times are relatively short and/or answers are relatively long to see how the corresponding gap lengths can be explained. One potential strategy responders may use to preserve short gaps is to keep (initial) responses short when planning time is limited (cf. Ferreira & Swets, 2002, who show that incremental production is under strategic control).

Note, furthermore, that individual differences are substantial here as well. Fig. S2 (in Supplementary Materials, Section 3) displays the overlaid density plots of all participants, showing that the most frequent response time differs per participant (at least between 100 and 600 ms or so). Thus, interlocutors may differ in how motivated they are to keep the gap as short as possible, and even in what as short as possible means for them. This may result in different strategies such as differing amounts of incremental planning (Ferreira & Swets, 2002).

5. Conclusion

Looking at questions from spontaneous interviews, as one form of conversation, the present study showed that coders can agree, to some extent, on the position in the question that allows responders to start planning their response. This position turned out to occur relatively early in the question, after only about one third of the question has passed. This means that responders have, in theory, quite some time to plan their response in overlap with the question, depending on the
actual question length. Moreover, the more time responders have to plan (in overlap with the question), the earlier they respond, which suggests that they indeed use this time to plan, and do not wait until the very end of the question to start planning.

In addition, in this ecologically valid corpus, a positivity was found in the ERP’s quickly after responders could start planning, which was interpreted as a neural correlate of the start of response planning in more controlled studies (Bögels et al., 2018; Bögels, Magyari, & Levinson, 2015). This finding boosts the conclusion that production planning of the upcoming turn starts as soon as it can, even in natural circumstances. This suggests that overlap between comprehension and production, although perhaps costly, is not necessarily minimized. Instead, the gist of the current turn is continuously anticipated, with planning starting as soon as enough information has been gathered, likely because it is so important to respond on time in conversation.
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