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ABSTRACT
Event data are prevalent in diverse domains such as financial trading, business workflows and industrial IoT nowadays. An event is often characterized by several attributes denoting the meaning associated with the corresponding occurrence time/duration. From traditional operational systems in enterprises to online systems for Web services, event data is generated from physical world uninterruptedly. However, due to the variety and veracity features of Big data, event data generated from heterogeneous and dirty sources could have very different event representations and data quality issues. In this work, we summarize several typical works on studying data quality issues of event data, including: (1) event matching, (2) event error detection, (3) event data repairing, and (4) approximate pattern matching.

1. INTRODUCTION
Event data generated by large-scale event systems are now prevalent in various domains, including financial trading, business process management, network monitoring, supply chain management, social network and health care. Conventionally, an event is composed of several attributes denoting the meaning and occurrence time/duration of the event, such as an (event name, timestamp) pair like (A,1).

What Characterizes Event Data
Event data usually appears with timestamps, in the form of sequences or streams. Time series can be also seen as a special case of event data. Implicate complex connections often exist among events, and the event data can be represented as graphs or trees to express such relations. Due to its prevalence, event data is known as typical big data, which constitute a large scale of data assets of the company.

Typical Event Data
Typical event data involved in current researches focus on the following three aspects. The first category is workflow execution logs. There are a large amount of event records in OA and ERP systems, such as the execution logs of a major bus manufacturer, recoding the actual productive process in manufacture. The second category is sensor readings. Alert events often come from the equipments monitoring specific data, like water temperature. If the sensor capture an abnormal reading, it will trigger alert events. The last category is the event data from big data system logs. This type of event data often appears in a log-structured, such as the task submission event in Cassandra with several information indicating the status of the cluster.

The Data Quality Issues
Due to the variety and veracity features of Big data, event data generated from heterogeneous and dirty sources could have very various data quality issues. For example, the events, which log the execution of business processes or workflows, often vary in precision, duration and relevance [21]. Different event recording conventions or event erroneous executions are likely observed when the execution of a business process is distributed in multiple companies or divisions. The corresponding event data collected from a heterogeneous environment involve inconsistencies and errors [31].

Even in the domains of financial trading like Stock data, where people believed data are reliable, a large amount of inconsistent data are surprisingly observed [22]. According to the study, the accuracy of Stock data in Yahoo! Finance is 0.93, and the reasons for imprecise values include ambiguity in information extraction, granularity mismatch or pure mistake. For instance, the price of SALVEPAR (SY) in the trading event is misused as the price of SYBASE, which is abbreviated to SY as well in some sources. Such inaccurate values, e.g., taken as the 52-week low price, may seriously mislead business investment.

The data quality issues of event data may have a great impact on the downstream applications, such as wild data provenance answers [42], misleading
Table 1: Summary of the Discussed Methods

| Research Topic         | Key Related Work |
|-----------------------|------------------|
| Event Matching        | Linguistic-based | [9, 26, 29, 48] |
|                       | Instance-based   | [13, 38, 55, 56] |
|                       | Specification-based | [9, 11, 18] |
| Event Error Detection | Temporal Constraints | [32] |
|                       | Petri Net        | [45] |
|                       | Process Models   | [47] |
| Event Data Repairing  | Sequence-structured Events | [45, 46, 40] |
|                       | Graph-structured Event | [37, 44] |
| Approximate Pattern Matching | -                  | [23] |

Table 2: Notations

| Symbol       | Description                                                                 |
|--------------|-----------------------------------------------------------------------------|
| ed(s₁, s₂)   | string edit distance of s₁ and s₂                                            |
| ℒ            | event log                                                                   |
| G(V, E, f)   | event dependency graph                                                      |
| V            | event vertex set                                                            |
| E            | edge set                                                                    |
| f            | labeling function                                                           |
| •v, •v       | pre-set/post-set of v                                                       |
| Ν(P, T, F)   | Petri net                                                                   |
| P            | a finite set of places                                                       |
| T            | a finite set of transitions                                                  |
| F            | a set of directed arcs (flow relation)                                       |

the aggregation profiling in process data warehousing [4], or obstructing the discovery of interesting process patterns [10]. Indeed, the event data quality is essential in process mining, and known as the first challenge in the Process Mining Manifesto by the IEEE Task Force on Process Mining [43].

2. EVENT MATCHING

Heterogeneous events are often generated by the distinct information system developed separately by different divisions in large-scale corporations. Duplicate events commonly exist in these heterogeneous processes for the same business activities. For example, an activity of notifying customers after delivery could be recorded as Send Notification in one subsidiary while as Email Customer in another. While rules are often employed to match heterogeneous tuples in databases such as matching dependencies [33] [37] or comparable dependencies [39], they do not consider the temporal information existing in the event data. The event matching problem is to construct the similarity and matching relationship of events from heterogeneous sources.

2.1 Linguistic-based

A straightforward idea of matching events is to compare their names (a.k.a. event labels). String edit distance (syntactic similarity) [28] as well as word stemming and the synonym relation [30] or text correlations [41] (semantic similarity) are widely used in the label similarity based approaches.

Dijkman et al. [9] propose a similarity metric based on graph edit distance for comparing pairs of process models, to handle the problem of similarity search in process model repositories. Melnik et al. [26] suggest a simple structural algorithm that can be used for matching of diverse data structures. By converting the models to be matched into directed labeled graphs, an iterative fixpoint computation can be conducted to evaluate what nodes in one graph are similar to nodes in the second graph. Nejati et al. [29] present an approach to matching and merging hierarchical Statecharts models that exploits both structural and semantic information in the models, and ensures that behavioral properties are preserved. Weidlich et al. [48] propose a re-usable framework ICoP for identifying correspondences between activities in one process and equivalent activities in a similar process, while taking into account that equivalent activities may be modelled at different levels of granularity, have different labels, and have different control-flow relations to other activities. In terms of label similarity, the basic idea of the above work is the similarity metric based on string edit distance.

Notation. Let s₁ and s₂ be two strings and |s| be the length of a string s. The string edit distance ed(s₁, s₂) between s₁ and s₂ is the minimal number of atomic string operations needed to transform s₁ into s₂ or vice versa. The atomic string operations include inserting a character, deleting a character or substituting a character for another. The similarity
of $s_1$ and $s_2$ is:

$$Sim(s_1, s_2) = 1.0 - \frac{ed(s_1, s_2)}{\max(|s_1|, |s_2|)}$$

Example. For example, the string edit distance between ‘Verify invoice’ and ‘Verification invoice’ is 7. Specifically, substituting ‘y’ for ‘i’ costs 1, and inserting ‘cation’ costs 6. Consequently, the string edit similarity is $1.0 - \frac{7}{50}$.

2.2 Instance-based

Usually, there exist relationships among the event instances in an event log. By constructing a graph to describe the relationships among events, e.g., the frequency of appearing consecutively in an event log [12], both structural and typographical similarity can be considered to identify the correspondence among events.

2.2.1 Matching Similarity

Simrank [17] like behavioral similarity (BHV) [29] considers a global evaluation via propagating similarities in the entire graph in multiple iterations. Following the same line, Zhu [55] and Gao [13] propose a similarity function by iteratively computing neighbor similarities.

Notation. An event dependency graph $G$ is a labeled directed graph $(V, E, f)$, where each vertex in $V$ corresponds to an event, $E$ is an edge set, and $f$ is a labeling function of normalized frequencies that (1) for each $v \in V$, $f(v, v)$ is the normalized frequency of event $v$, i.e., the fraction of traces in the event log $L$ that contain $v$, and (2) for each edge $(v_1, v_2) \in E$, $f(v_1, v_2)$ is the normalized frequency of two consecutive events $v_1v_2$, i.e., the fraction of traces in which $v_1v_2$ occur consecutively at least once.

For any $v \in V$, the pre-set of $v$ is defined as $\bullet v = \{v' | (v', v) \in E\}$ and the post-set of $v$ is defined as $\circ v = \{v'' | (v, v'') \in E\}$.

Considering the presence of dislocated matching, any event in an event log can be a starting/ending event. An artificial event $v^X$ is added into $V$, which denotes the virtual beginning/end of all traces in an event log. For each event $v \in V$ except $v^X$, two artificial edges $(v, v^X)$ and $(v^X, v)$ are added, i.e., each event can be a virtual starting event (edge $(v^X, v)$) and a virtual ending event (edge $(v, v^X)$). Moreover, the label of the virtual edge is defined as $f(v^X, v) = f(v, v^X) = f(v)$ based on the intuition that a trace can start/end with event $v$ at all the locations where $v$ occurs.

![Figure 1: Example dependency graph with artificial events](image)
**Notation.** Let $M$ be any mapping of vertices (events) over the two dependency graphs $G_1(V_1, E_1, f_1)$ and $G_2(V_2, E_2, f_2)$. A score function is employed w.r.t. the mapping $M$, namely normal distance, to evaluate the similarity of two event logs. The normal distance $D^N(M)$ of $M$ is defined as

\[
D^N(M) = \sum_{v_1, v_2 \in V_1} \left(1 - \frac{|f_1(v_1, v_2) - f_2(M(v_1), M(v_2))|}{f_1(v_1, v_2) + f_2(M(v_1), M(v_2))}\right)
\]

Two forms of normal distances are studied. If $v_1 = v_2$ is required in the formula, the normal distance considers only the frequencies of individual events, i.e., vertex form. Otherwise, the normal distance is in vertex+edge form which considers both vertex frequencies and edge frequencies.

Normal distance is the summation of frequency similarities (or differences) of corresponding vertices or edges w.r.t. mapping $M$. The higher the normal distance is, the more similar the vertices and edges captured by $M$ are. Consequently, the matching problem is to find a mapping $M$ that has the highest normal distance.

The complex patterns with SEQ and AND operators can be discriminative features in event matching. An event pattern specifies particular orders of event occurrence, which are defined recursively:

- A single event $e$ is an event pattern;
- $\text{SEQ}(p_1, p_2, \ldots, p_k)$ is an event pattern in which the patterns $p_i, i \in 1, \ldots, k$, occur sequentially;
- $\text{AND}(p_1, p_2, \ldots, p_k)$ is an event pattern that requires the concurrent occurrence of the patterns $p_i, i \in 1, \ldots, k$, i.e., the order of $p_i$ does not matter.

An event pattern can naturally be represented as a directed graph, where each vertex corresponds to an event [49]. Intuitively, SEQ operator specifies edges between consecutive $p_i$ and $p_{i+1}, i \in 1, \ldots, k-1$, while AND operator indicates edges between any two $p_i$ and $p_j, i \neq j, i, j \in 1, \ldots, k$. It is worth noting that for all the events $e_1, e_2, \ldots, e_k$ included in a pattern and $i \neq j, i, j \in 1, \ldots, k$, it is assumed that there should be $e_i \neq e_j$, since some translated graphs of distinct patterns may be the same if the duplication of events are permitted (e.g., SEQ($A, B, A, B$) and AND($A, B$)).

Let $M$ be a mapping of events over dependency graphs $G_1(V_1, E_1, f_1)$ and $G_2(V_2, E_2, f_2)$. For a set of patterns $P$, the pattern normal distance of $M$ is defined as

\[
D^N(M) = \sum_{p \in P} \left(1 - \frac{|f_1(p) - f_2(M(p))|}{f_1(p) + f_2(M(p))}\right)
\]

**Example.** Consider a pattern $p_1 = \text{SEQ}(A, \text{AND}(B, C), D)$ in Figure 2(a) from [38]. The pattern $p_1$ is illustrated as a graph. The vertices of events are $A, B, C, D$. Two edges $BC, CB$ are added due to pattern $\text{AND}(B, C)$. According to $\text{SEQ}(A, \text{AND}(B, C), D)$, both $B$ and $C$ can be performed after $A$ and should be done before $D$. Thus, another 4 edges $AB, AC, BD$ and $CD$ are added. The graph translated from $p_1$ is a subgraph of $G_1$ surrounded by blue dashed line in Figure 2(a).

For the true mapping $M = \{A \rightarrow 3, B \rightarrow 4, C \rightarrow 5, D \rightarrow 6, E \rightarrow 7, F \rightarrow 8\}$, pattern $p_1$ (in $G_1$) corresponds to a subgraph $p_2$ in $G_2$. Since all traces in $L_1$ and $L_2$ match with $p_1$ and $p_2$, respectively, we have $f_1(p_1) = f_2(p_2) = 1.0$. By considering all vertices and edges as patterns in the above Formula, the pattern normal distance of $M$ is $D^N(M) = 14.91$.

However, the patterns $p_1$ has no mapped pattern w.r.t. $M' = \{A \rightarrow 6, B \rightarrow 2, C \rightarrow 1, D \rightarrow 3, E \rightarrow 4, F \rightarrow 5\}$. The pattern normal distance of $M'$ is 14. While without $p_1$, $M'$ has a higher score with $D^N_0(M') > D^N_0(M)$ and $D^N_{v+e}(M') > D^N_{v+e}(M)$. By introducing $p_1$, the true mapping $M$ with the highest pattern normal distance beats $M'$.

**2.3 Specification-based**

There are many other specification-based event matching researches. Dijkman et al. [9] conduct graph matching algorithms for business process model similarity search. Dong et al. [11] focus on a behavioral process similarity algorithm named CFS based on complete firing sequences which are used to express model behavior. Since dynamic behavior is the essential characteristic of workflow models, Jin et al. [18] measure the similarity between models based on their behavior.

**3. EVENT ERROR DETECTION**

Due to the complex circumstances in the real
word, the event recorded in the log could exist various types of errors. While integrity constraints such as differential dependencies \([34, 35]\), are often employed to detect the errors in databases, they are not directly applicable to the event data with complicated temporal relationships. Fortunately, prior knowledge could be used in figuring out such imprecise data. The event error detection problem is to find out the erroneous instances that contradict the predefined constraints.

3.1 Temporal Constraints

Dechter et al. \([8]\) introduce temporal constraint satisfaction problem (TCSP), where variables represent time points and temporal information is represented by a set of unary or binary constraints, each specifying a set of permitting intervals.

**Notation.** A temporal constraint can be presented by a set of intervals:

\[\{[a_1, b_1], \ldots, [a_n, b_n]\}\]

According to the different types of the constraint, it represents different meanings: a unary constraint \(T_i\) restricting the domain of variable \(X_i\) represents the disjunction

\[(a_1 \leq X_i \leq b_1) \lor \cdots \lor (a_n \leq X_i \leq b_n),\]

while a binary constraint \(T_{ij}\) constraints the value for distance \(X_i - X_j\), which represents the disjunction

\[(a_i \leq X_i - X_j \leq b_1) \lor \cdots \lor (a_n \leq X_i - X_j \leq b_n),\]

A temporal constraint satisfaction problem involves a set of variables, \(X_1, \ldots, X_n\), having continuous domains, and each variable represents a time point. A special time point \(X_0\) represents the beginning of the world, and all times are relative to \(X_0\). Therefore, a unary constraint \(X_i\) could be treated as a binary constraint \(X_{0i}\). The solution of the problem is a tuple \(X = (x_1, \ldots, x_n)\) satisfying all the constraints.

**Example.** Figure 3 presents an example temporal constraint network from \([22]\). It denotes the steps (a.k.a. events, denoted by nodes) that are required in every part design process of a train manufacturer. The temporal network (abstracted from workflow specifications) specifies the constraints on occurring timestamps of events. For instance, the temporal constraint \([1, 30]\) from event 1 (submit) to event 3 (proofread) indicates the minimum and maximum restrictions on the distance (delay) of these two events’ timestamps. That is, event 3 (proofread) should be processed within 30 minutes after event 1 (submit). Multiple intervals may also be declared between two events. For instance, \([1, 10], [30, 40]\) on edge 4 \(\rightarrow\) 5 denote that event 5 (authorize) can be processed after event 4 (examine) either by the department head in 1-10 minutes or by the division head in 30-40 minutes.

Consider a corresponding example instance of event trace in Table 3. It records one instance of five steps (events) for processing a part design work, including submit, normalize, proofread, etc. Each event is associated with a timestamp on when this event occurred. Events 3 and 1 in \(t_3\) and \(t_1\) satisfy the temporal constraint, since their timestamp distance \(09:25 - 09:05 = 20\) is in the range of \([1, 30]\). Note that the events are collected from various external sources. Imprecise timestamps are prevalent, e.g., \(23:53\) of event 2 (normalize) in \(t_4\), which is delayed until just before midnight owing to latency. The imprecise timestamps are identified as violations of the temporal constraints, such as events 2 and 1 with timestamp distance \(23:53 - 09:05 = 888 > 30\).

**Application.** Based on temporal constraints, Dechter et al. \([8]\) present algorithms for performing the following reasoning tasks: (1) finding all feasible times that a given event can occur; (2) finding all possible relationships between two given events; (3) generating one or more scenarios consistent with the information provided. Song et al. \([32]\) utilize the temporal constraints to repair the erroneous timestamps.

3.2 Petri Net

Petri net \([27]\) is a graphical and mathematical modeling tool. It is a promising tool for describing and studying information processing systems. As

| Table 3: An example relation instance of events |
| --- |
| event | timestamp |
| \(t_1\) | 09:05 |
| \(t_2\) | 09:54 |
| \(t_3\) | 09:25 |
| \(t_4\) | 09:48 |
| \(t_5\) | 23:53 |

Figure 3: An example temporal constraint network
**Figure 4: Example Petri net**

A Petri net is a triplet $N(P, T, F)$, where $P$ is a finite set of places, $T$ is a finite set of transitions, and $F \subseteq (P \times T) \cup (T \times P)$ is a set of directed arcs (flow relation). A process specification is a Petri net $N_s(P_s, T_s, F_s)$ which has a unique source place $b_{start} \in P_s$, whose pre-set is empty, and a unique sink place $b_{end} \in P_s$, whose post-set is empty. Each node $x \in P_s \cup T_s$ is on a path from $b_{start}$ to $b_{end}$.

**Notation.** A Petri net is a triplet $N(P, T, F)$, where $P$ is a finite set of places, $T$ is a finite set of transitions, and $F \subseteq (P \times T) \cup (T \times P)$ is a set of directed arcs (flow relation). A process specification is a Petri net $N_s(P_s, T_s, F_s)$ which has a unique source place $b_{start} \in P_s$, whose pre-set is empty, and a unique sink place $b_{end} \in P_s$, whose post-set is empty. Each node $x \in P_s \cup T_s$ is on a path from $b_{start}$ to $b_{end}$.

**Example.** Figure 4 presents a process specification for producing an engineering drawing in a train manufacturer. Each square denotes a transition and each circle denotes a place. All the arrows attached to a transition denote the corresponding flows should be executed in parallel. For instance, both task C and task D should be conducted after task B. While only one of the flows going out a place can be executed. For instance, $b_B$ leads to either task F, task G, or task H after task E.

**Application.** Petri nets are directly employed in a number of real applications, for modeling personnel management processes, biological information, and workflows. Wang et al. [45] study the missing event data recovering problem which use petri nets as constraints. They propose efficient techniques to find the minimum recovery of missing data that meets the contraints.

### 3.3 Process Models

In the context of process mining, conformance checking techniques verify whether the observed behavior recorded in an event log matches a modeled behavior. This type of analysis is crucial in many domains such as process auditing and risk analysis, since the actual process executions often deviate from the predefined theoretical models. Leoni et al. [7] propose an alignment-based framework to check the conformance of declarative process models and to preprocess event-log data. The event logs are aligned declarative models, i.e., events in the log are related to activities in the model if possible. The alignment also provides sophisticated diagnostics that pinpoint where deviations occur and how severe they are.

### 4. EVENT DATA REPAIRING

#### 4.1 Sequence-structured Events

**4.1.1 Under Process Specification Constraints**

Existing approaches [6] on cleaning event data treat event logs as unstructured sequences. The minimal recovery of missing events is also studied as optimal sequence alignment [20]. Leoni et al. [6] and Adriansyah et al. [1] developed alignment-based approaches to repair event logs w.r.t. declarative models as specifications. Beside inserting missing events, they also consider removing the existing events [6] and swapping two events [1] to repair the event logs. $A^*$ algorithms are employed in these works. The basic idea is to enumerate all the valid combinations of events as possible sequences, and apply the $A^*$ algorithm to search the one with the minimum cost. The alignment approach considers a search space involving redundant sequences with respect to parallel events. Wang et al. propose to recover missing events with process model constraints [45, 46]. The proposed approach can successfully avoid such inefficient scenario and show significantly lower time cost in the experiments.

**Notation.**

Based on the concept of Petri Net, a firing sequence of a process specification $N(P, T, F)$, and its post-set, are defined recursively as follows:

1. The empty sequence $\epsilon$ is a firing sequence, and $\epsilon \cdot = b_{start}$;

2. If $\sigma$ is a firing sequence, $e \in T_s$ is a transition (event), and $e \cdot \subseteq \sigma \cdot$, then $\sigma e$ is also a firing sequence, and $(\sigma e) \cdot = (\sigma \cdot) - (\cdot e) + (e \cdot)$.

A sequence $\sigma$ is said conforming to a process specification, denoted by $\sigma \models N_s$, if $\sigma$ is a firing sequence w.r.t. $N_s$ and $\sigma \cdot = b_{end}$.

Let $\sigma$ be a firing sequence. For the next event (transition) $e$, if $e \cdot \not\subseteq \sigma \cdot$, we call $(\sigma_k \cdot, e \cdot)$ a gap with at least one missing event between $\sigma_k$ and $e$.

A gap indicates that the previous firing sequence $\sigma$ is successfully executed so far and it is impossible to execute the next event $e$ further. In other words, $\sigma e$ is not a firing sequence. There are some events missing between $\sigma$ and $e$. 
For a gap $\langle \sigma, e \rangle$, we call a transition (event) sequence $\tau \in T^*$ a fill of the gap, if it ensures
1. $\sigma \tau$ is a firing sequence,
2. $e \subseteq (\sigma \tau) \bullet$.

Example.
To recover a sequence $\langle AEF \rangle$ over the process specification in Figure 5 the existing aligning approach enumerates all possible combinations of events in parallel, i.e., $\langle ABCD\rangle, \langle ABDC\rangle, \langle ACBD\rangle, \langle ADCE\rangle$ and $\langle ADCE\rangle$. However, any topological sort should always be a minimum recovery, e.g., $\langle ABCD\rangle$ with the minimum distance 3 to the input sequence $\langle AEF \rangle$. There is no need to enumerate other redundant recoveries.

To recover the gap between a firing sequence $\langle A \rangle$ and event $E$, the program generates a set of places $X = \{b_4, b_5, b_6\}$ in $\bullet E$, but not in $\langle A \rangle \bullet = \{b_1, b_2, b_3\}$. For each event in $\bullet X = \{B, C, D\}$, e.g., $B$, we fill the gap between the current firing sequence $\langle A \rangle \bullet$ and $\bullet B$. It outputs a firing sequence $\langle AB \rangle \bullet$ with post-set $\langle AB \rangle \bullet = \{b_4, b_2, b_3\}$. Next, by inserting $C \in \bullet X$, we have $\langle ABC \rangle \bullet = \{b_4, b_5, b_3\}$. It follows $\langle ABCD \rangle \bullet = \{b_4, b_5, b_6\}$. Finally, the gap between $\langle A \rangle$ and $E$ is filled by $\langle BCD \rangle$ such that $\bullet E \subseteq \langle ABCD \rangle$.

4.1.2 Under Speed Constraints
When the contents of events appear in an numerical form, there are more abundant relationships among the event points. Song et al. [10] propose to clean stream data under speed constraints.

Notation.
Consider a sequence $x = x[1], x[2], \ldots$, where each $x[i]$ is the value of the i-th data point. Each $x[i]$ has a timestamp $t[i]$. For brevity, we write $x[i]$ as $x_i$, and $t[i]$ as $t_i$.

A speed constraint $s = (s_{\min}, s_{\max})$ with window size $w$ is a pair of minimum speed $b_{\min}$ and maximum speed $s_{\max}$ over the sequence $x$. We say that a sequence $x$ satisfies the speed constraint $s$, denoted by $x \models s$, if for any $x_i, x_j$ in a window, i.e., $0 < t_j - t_i \leq w$, it has $s_{\min} \leq \frac{x_i - x_j}{t_j - t_i} \leq s_{\max}$.

Example.
Consider a sequence $x = \{12, 12.5, 13, 10, 15, 15.5\}$ of six data points, with timestamps $t = \{1, 2, 3, 5, 7, 8\}$. Figure 6(a) from [10] illustrates the data points (in black). Suppose that the speed constraints are $s_{\max} = 0.5$ and $s_{\min} = -0.5$.

For a window size $w = 2$ in the speed constraints, data points $x_3$ and $x_4$, with timestamp distance $5$.
$3 \leq 2$ in a window, are identified as violations to $s_{\text{min}} = -0.5$, since the speed is $\frac{10-13}{3-3} = -1.5 < -0.5$. Similarly, $x_4$ and $x_5$ with speed $\frac{15-10}{7-5} = 2.5 > 0.5$ are violations to $s_{\text{max}} = 0.5$.

To remedy the violations (denoted by red lines), a repair on $x_4$ can be performed, i.e., $x_4' = 14$ (the white data point). As illustrated in Figure 7(a), the repaired sequence satisfies both the maximum and minimum speed constraints. The repair distance is $\Delta(x, x') = |10 - 14| = 4$.

Note that if the window size is too small such as $w = 1$, the violations between $x_3$ and $x_4$ (as well as $x_4$ and $x_5$) could not be detected, since their timestamp distance is $2 > 1$. On the other hand, if the window size is too large, say $w = 10$, then all the pairs of data points in $x$ have to be compared. Although the same repair $x'$ is obtained, the computation overhead is obviously higher (and unnecessary). Song et al. [37] also propose to determine an adaptive window size for balancing accuracy and efficiency.

4.2 Graph-structured Events

It is worth noting that structural information do exist among events. A very common example is the task passing relationships, e.g., the manager assigns the work to another staff for succeeding operations. Such structural information are not only essential to obtaining more precise event repairs but also useful in improving the computation efficiency.

4.2.1 Under Neighborhood Constraint

Neighborhood constraints, specifying label pairs that are allowed to appear on adjacent vertexes in the graph, are employed to detect and repair erroneous vertex labels. Song et al. [37] propose to repair the event data with neighborhood constraints specified by simple graphs.

Notation. Two labels $l_1, l_2$ match a constraint graph $S(L, N)$, denoted by $(l_1, l_2) \in S$, if either $l_1 = l_2$ denotes the same label or $(l_1, l_2) \in N$ is an edge in $S$. For example, in Figure 8(a), we have $(a, a) \in S$, $(a, b) \in S$, but $(a, d) \notin S$. It is worth noting that $(a, a) \in S$ implies the self-loop relationship of labels in $S$.

An instance graph $G(V, E)$ satisfies a constraint graph $S(L, N)$, denoted by $G \models S$, if $(v, u) \in E$ implies $(\lambda(u), \lambda(u)) \in S, \forall (v, u) \in E$. That is, for any edge $(v, u) \in E$, their labels $\lambda(v), \lambda(u)$ must match the constraint graph $S$ with either $\lambda(v) = \lambda(u)$ or $(\lambda(v), \lambda(u)) \in N$.

We call $(v, u)$ a violation to the constraint graph $S$, if $(v, u) \in E$ and $(\lambda(v), \lambda(u)) \in S$. For example, in Figure 7(b), the edge $(1, 3)$ indicates a violation to $S$, as their labels $(a, d) \notin S$ are neither the same nor adjacent in Figure 7(a) of constraints.

Example. Consider the example in Figure 5 with relabeling cost $\delta(c, g) = \delta(f, d) = 1$. When conducting a greedy method, the best choice may be repairing vertex 6 with label $d$. The violation between vertexes 5 and 6 is eliminated, and there is no new violation among vertexes introduced after relabeling vertex 6 to $d$. The relabeling steps terminate with all the neighborhood constraints satisfied.

4.2.2 Under Process Model Constraints

The structural information existing among events are often expressed in the form of process model as well, like the designing process model in the bus manufacture company. Wang et al. [44] propose the event data repairing method with process model constraints.

Notation. A causal net is a Petri net $N = (P, T, F)$ such that for every $p \in P$, $|\text{pre}_F(p)| \leq 1$ and $|\text{post}_F(p)| \leq 1$.

It is easy to see that there will be no XOR-split or XOR-join in a causal net (according to the maximum in/out degree 1 of places), while AND-split and AND-join are allowed. If we interpret places as edges connecting two transitions, the net is indeed a directed acyclic graph of transitions.

An execution of a process specification $N_\sigma(P, T, F_\sigma)$ is denoted by $(N_\sigma, \pi)$, where $N_\sigma(P_\sigma, T_\sigma, F_\sigma)$ is a

![Figure 7: Example of neighborhood constraint](image1)

![Figure 8: Example of repairing under neighborhood constraint](image2)
causal net and \( \pi \) is a labeling \( \pi : P_\sigma \cup T_\sigma \to P_s \cup T_s \)

Such that \( \pi(P_\sigma) \subseteq P_s \) and \( \pi(T_\sigma) \subseteq T_s \).

We say an execution \( (N_\sigma, \pi) \) conforms to a process specification \( N_\sigma \), denoted by \( (N_\sigma, \pi) \models N_\sigma \), if and only if (i) \( \pi(P_\sigma) \subseteq P_s \) and \( \pi(T_\sigma) \subseteq T_s \); (ii) for any \( t \in T_\sigma \), \( \pi(\text{pre}_{F_\sigma}(t)) = \text{pre}_{F_\sigma}(\pi(t)) \) and \( \pi(\text{post}_{F_\sigma}(t)) = \text{post}_{F_\sigma}(\pi(t)) \); (iii) for any \( p \in P_\sigma \), \( \text{pre}_{F_\sigma}(p) = \emptyset \) implies \( \pi(p) = \text{start} \) and \( \text{post}_{F_\sigma}(p) = \emptyset \) indicates \( \pi(p) = \text{end} \).

**Example.** Consider the execution trace in Figure 9(b) over the specification in Figure 9(a) from [11]. We represent the corresponding causal net in Figure 9(c) as follows. For the first \( t_1 \) without any prerequisite, we put a place \( p_0 \) with \( \pi(p_0) = \text{start} \) as the pre set. The second \( \sigma(2) \) of \( t_2 \) has prerequisite \( \text{pre}_{F_\sigma}(\text{pre}_{F_\sigma}(t_2)) = t_1 \). We recover the labeling of the place \( p_1 \) between \( t_2 \) and its prerequisite \( t_1 \) to the place between \( \pi(t_2) \) and \( \pi(t_1) \) in the specification, i.e., \( \pi(p_1) = a \). Similarly, considering the prerequisites of \( t_3 \), \( \text{pre}_{F_\sigma}(\text{pre}_{F_\sigma}(t_3)) = t_3, t_4 \), we obtain \( \pi(p_3) = c, \pi(p_5) = e \). For the last \( t_6 \), which is not prerequisite of any others, a place \( p_7 : \text{end} \) is appended as \( \text{post}_{F_\sigma}(t_6) \).

Referring to conformance definition, for any transition, say \( t_1 \) for instance, we have \( \pi(\text{pre}_{F_\sigma}(t_1)) = \pi(p_0) = \text{start} = \text{pre}_{F_\sigma}(\text{submit}) = \text{pre}_{F_\sigma}(\pi(t_1)) \) and \( \pi(\text{post}_{F_\sigma}(t_2)) = \pi(p_2, p_4) = b, d = \text{post}_{F_\sigma}(\text{design}) = \text{post}_{F_\sigma}(\pi(t_2)) \).

5. APPROXIMATE PATTERN MATCHING

Pattern queries are widely used in complex event processing (CEP) systems to discover situations of interest [25]. However, current approaches cannot handle well the scenarios of approximation event pattern matching over extremely heterogeneous sources. Zhang [31] studies pattern query in streams with imprecise occurrence times of events. However, it does not consider the heterogeneous problem of event data from difference sources. Owing to the aforementioned heterogeneity and data quality issues, consistently answering the pattern queries [24] is unlikely. A survey about complex event recognition (CER) techniques [2] summarize CER techniques that can handle incomplete and erroneous data streams or imperfect complex event patterns. Automata based techniques show limited or no support for pattern uncertainty. First-order logic and probabilistic graphical models based techniques are harder to express data uncertainty. Petri nets and grammars based techniques use implicit time representation without taking into account time itself as a variable. Besides, all the techniques rely on experts to manually the weights/probabilities of the complex event patterns, which is hard in the scenarios of heterogeneous sources. Considering the unpredictable order errors and even missing events in the sequence, as well as uncertainty in the pattern itself, Li and Ge [23] propose an approximate interleaving event matching method over sequence.

6. CONCLUSION

Event data are characterized by data elements being a function of time. In general, the data takes the following form: \( D = \{(t_1, y_1), (t_2, y_2), \ldots, (t_n, y_n)\} \) where \( t_i, 1 \leq i \leq n \) are time stamps and \( y_i = f(t_i) \) are data values. As a special case of event data, time series data is important in IoT scenarios, where there are all kinds of sensor devices capturing data from physical world uninterruptedly. The sensor devices are often unreliable and produce mixed readings and unreliable readings [10]. As a result, time series data are often large, incomplete [45] and dirty [44, 50]. While sequential dependencies [14] and speed constraints [40] are some attempts of declaring constraints on consecutive data, more advanced studies are expected, e.g., to capture unique data quality challenges due to the presence of autocorrelations, trends, seasonality, and gaps in the time series data [5]. An important application of such techniques would be speech recognition, since
noises [32, 54] and errors [53] affect significantly the speech summarization. It is promising to clean the data under various constraints before/during the speech recognition.

Consistency query answering over the inconsistent data has been studied in databases [24], it is interesting to study the query answering over the event data. Our preliminary study in this topic [15] propose a method to conduct approximate event pattern matching over heterogeneous and dirty sources.

Finally, just like performing data mining and cleaning together shows better performance [39], it is interesting to simultaneously cleaning the event data and mining process models, since some intermediate errors can be noticed.
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