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Matrix Product States (MPS), also known as Tensor Train (TT) decomposition in mathematics, has been proposed originally for describing an (especially one-dimensional) quantum system, and recently has found applications in various applications such as compressing high-dimensional data, supervised kernel linear classifier, and unsupervised generative modeling. However, when applied to systems which are not defined on one-dimensional lattices, a serious drawback of the MPS is the exponential decay of the correlations, which limits its power in capturing long-range dependences among variables in the system. To alleviate this problem, we propose to introduce long-range interactions, which act as shortcuts, to MPS, resulting in a new model Shortcut Matrix Product States (SMPS). When chosen properly, the shortcuts can decrease significantly the correlation length of the MPS, while preserving the computational efficiency. We develop efficient training methods of SMPS for various tasks, establish some of their mathematical properties, and show how to find a good location to add shortcuts. Finally, using extensive numerical experiments we evaluate its performance in a variety of applications, including function fitting, partition function calculation of 2–d Ising model, and unsupervised generative modeling of handwritten digits, to illustrate its advantages over vanilla matrix product states.

I. INTRODUCTION

Tensor network (TN) is a powerful tool in representing and analyzing systems defined in an high dimension. In quantum many-body physics, tensor networks appear as a natural tool for representing quantum many-body states using a moderate number of parameters [1–3], that is for compressing the big Hilbert space by limiting bond dimensions, while preserving relevant physics [4]. Recently, tensor networks have drawn many attentions in diverse fields out of physics. In applied mathematics, tensor networks are known as tensor decompositions [5–9]. In machine learning, researchers found tensor networks very useful as a kernel linear classifier, in the field of generative modeling, in analyzing neural networks, as well as in natural language processing [10–14]. The most famous tensor network is probably the Matrix Product States (MPS), which consists of series of 3-way tensors. Also known as Density Matrix Renormalization Group (DMRG)[15, 16], MPS has become a standard method for dealing with one dimensional quantum systems with hopefully area law of entanglement entropy. From the view point of computation, the 1-D nature of MPS, together with canonical form make it very straightforward and efficient to calculate the contractions, expectation, and the normalization factors[4, 12]. This is actually one advantage of MPS against many other powerful tensor networks. For a simple example, PEPS [4] is a more natural choice than MPS for 2-D models and data such as natural images. However, contracting PEPS is a very hard problem, thus we need to adopt approximations[17, 18]. This is opposed to MPS where we have polynomial algorithms for contracting a MPS exactly.

In applied mathematics, the MPS is known as Tensor Train (TT) format[5] in the field of tensor decomposition which asks to represent a high dimensional tensor as a multilinear product of small tensors with a moderate number of totally parameters. It has been found that while having asymptotically the same number of parameters as canonical decompositions such as Canonical Polyadic (CP) and Tucker decompositions [8], MPS enjoys much stable decomposition algorithms based on low rank approximations via singular value decompositions. Recently, MPS has been employed to machine learning tasks. In [11], authors proposed to use MPS in the supervised learning for natural images and showed that the MPS achieves a performance close to the state-of-the-art methods in the MNIST dataset. In this task, MPS works as a linear classifier in the kernel space — the Hilbert space given by mapping each pixel in the image to a spinor. MPS has also
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been used in the unsupervised learning \cite{12} as “Born machine” to represent squared root of joint probability distribution of variables in complex data. In \cite{19} authors use MPS to compress fully connected layers in the convolution neural networks, archived a large compression rate and reduces heavily number of the total parameters while the representation power of the neural network is preserved.

Despite its wide applications in many fields, it is well known that MPS is finite-correlated\cite{4, 13}, which means that the two point correlation of the MPS decays exponentially with the distance of two tensors. Although the exponential decay of correlation does happen in many 1-D physics systems (e.g. the ground state of gaped non-critical 1-D systems), due to this limitation MPS is not able to describe very well critical systems, and systems with long range dependences. When applying MPS to other fields such as tensor decomposition and machine learning, the issue of exponential decay of correlation function become very serious. Because in these applications the data we care about, such as natural images, are usually not defined on 1-D. Thus there are indeed long range correlations we really want to preserve when modeling the data using tensor networks. For example, when adopting MPS as a kernel linear classifier \cite{11} for images of size $L \times L$, one has to unfold the matrix of pixels to a vector. This unfolding operation increases distance of two nearby pixels in natural images from 1 to $L$ in the MPS representations.

In this paper, we propose a new structure of MPS, namely \textit{Shortcut Matrix Product State} (SMPS), to ease the pain of the exponential correlation decay. We add shortcut to MPS which links a pair of distant tensors in the MPS, providing the extra correlations for the distant tensors. MPS with periodic condition can be viewed as a special case of SMPS where the first and the last tensors are linked. Recently, in \cite{7} authors give some examples that when applied as high-way tensor representations, MPS with a periodic boundary condition (named as Tensor Ring by the authors) gives a better performance than the vanilla MPS. Intuitively, due to the freedom in choosing the linked tensor, in principle SMPS can have a much better performance than MPS with periodic condition. Then a natural question arises is how to to predict the best location of the shortcuts, and how to develop efficient algorithm for training SMPS. On the shortcut location, our proposal is to define a correlation function $C(i, j)$ of each pair of tensors in the MPS, then by comparing the distribution of $C(i, j)$ between the training data and MPS, an efficient location for the the shortcut emerges. In this sense, SMPS also reveal some intrinsic properties of the training data because the shortcut in the MPS can be viewed as the contraction of the inner indices. On the training algorithms, although the shortcuts in the SMPS obviously breaks the canonical conditions in MPS, we develop two algorithms, one by decomposing an arbitrary tensor to SMPS by sequential singular value decompositions, and the other one being gradient-based learning algorithm using given loss function. Some mathematical properties are also established. We further show that analogous to MPS, there exists efficient direct sampling algorithm of SMPS since the normalization factor can be calculated quite easily by contracting all the tensor exactly.

We applied the SMPS to several problems, including compression of a high-order tensor representing a complex function and natural images, computing partition function of Ising models, and as a variational distribution to present joint distribution of pixels in natural images. Using extensive experiments we show that the shortcut in the MPS improve the performance in representing and dealing with high dimensional data, providing a more precise compression for image with less parameter, calculating a more accurate partition function for 2-D Ising model, and preserving better correlations in the unsupervised generating modeling.

The paper is organized as follows. In Section II, we concisely review MPS, its applications and the issue of exponential decay of correlations. In Section III, we present SMPS model, develop learning algorithms for several tasks. In Section IV, we apply our model to highly oscillating function, real world image, 2-D Ising model and MNIST dataset.

II. MATRIX PRODUCT STATES, ITS APPLICATIONS AND THE CORRELATION DECAY ISSUE

Without loss of generality, let us consider a system composed of $N$ spin 1/2, the dimension of the Hilbert space is $2^N$. The matrix product states represent quantum states of the system by interconnected 3-way tensors, each of which has shape $2D^2$ where $D$ stands for the bond dimension. Thus the total number of parameters of the MPS is asymptotically $2N/D^2$, which is much smaller than $2^N$ when $D$ is not exponentially large. There are ways to obtain the MPS. In the case that we have a super computer to a wave function of the state $|\Psi\rangle$, or the given high way tensor , then we can split the system into two subsystems, as
\[ |\Psi\rangle = \sum_{nm} \Psi_{nm} |a_n\rangle |b_m\rangle = \sum_{nm} \sum_{a} A^{(1)}_{na} A^{(2)}_{ma} |a_n\rangle |b_m\rangle \] (1)

where \{ |a_n\rangle, n = 1, 2, \cdots, N \} and \{ |b_m\rangle, m = 1, 2, \cdots, M \} are the two basis sets of these two subsystems, \(|\Psi\rangle_{nm}\) is a \(N \times M\) matrix representation of the wave function. Then Singular value decomposition (SVD) can be applied to decrease the number of parameters induced while preserve as much as possible the entanglement entropy.

\[ |\Psi\rangle = \sum_{nm} \sum_{a=1}^{\min(N,M)} U_{na} S_{aa} V_{ma}^\dagger |a_n\rangle |b_m\rangle = \sum_{nm} \sum_{a} A^{(1)}_{na} A^{(2)}_{ma} |a_n\rangle |b_m\rangle \] (2)

where \(A^{(1)}_{na} = U_{na}\) and \(A^{(2)}_{ma} = S_{aa} V_{ma}^\dagger\). Therefore, we can obtain a MPS by using SVD repeatedly, which represents \(|\Psi\rangle\) as \(n\) interconnected 3-way tensors. This is illustrated in Fig. 1(a), and is known as Schmidt decomposition [4], or sequential SVD algorithm [5]. The MPS obtained in this way is known to be in the canonical forms where most of tensors, except one of them is isometric:

\[ \sum_{i,j} A^{(n)}_{ijk} A^{(n)}_{ijl} = \delta_{kl}, \quad \text{if} \ n < N. \] (3)

Obviously if we set \(\sum_{ijk} A^{(N)}_{ijk} A^{(N)}_{ijl} = 1\), then the MPS can be also viewed as a normalized many-body states.

In addition to representing quantum states, MPS have many more applications. Here we give several examples.

a. Curve fitting  Besides the wave function of quantum many-body system, other high-order tensor data, which acts as natural generalization to data matrices, can be also (approximately) represented in MPS format for reducing number of parameters. For example, the vector containing values of a highly oscillating function or a matrix containing pixels of an image can be folded into a high-order tensor, and then represented in MPS with a low bond dimension but provides a good approximation,[5, 7, 20, 21]. The method to transform the high-order tensor into the MPS format is called MPS or Tensor Train decomposition [5] which minimizes the Frobenius norm between the high-order tensor and MPS with given maximum bond dimension \(d_{\text{max}}\). Compared with CP decomposition and Tucker decompositions, MPS decomposition yields asymptotically the same number of parameters, but having a much more stable decomposition algorithm [5].

b. Partition function of classic statistical mechanics system  Another important application of tensor networks is computing partition function or free energy of a classic statistical mechanics problem. We first briefly review the Ising model in tensor diagram notation. Consider a \(d\)-dimensional lattice formed by a set of adjacent lattice sites. The spin of each site is represented by a discrete variable \(\sigma \in \{-1, +1\}\). Any two lattice sites have an interactions \(J_{ij}\), and each lattice site has an external magnetic field \(h_i\). The energy of each configuration \(\sigma\) is given by

\[ H(\sigma) = -\sum_{i,j} J_{ij} \sigma_i \sigma_j - \sum_i h_i \sigma_i \] (4)

The configuration probability is given by the Boltzmann distribution:

\[ P(\sigma) = \frac{e^{-\beta H(\sigma)}}{Z}, \quad Z = \sum_{\sigma} e^{-\beta H(\sigma)} \] (5)

For the 1-D Ising model where \(J_{ij} = J, h_i = h\), the probability tensor \(P\) and the partition function \(Z\) is straightforward, see Fig. 1 (b).
In the figure, the blue tensors represent identity tensors, i.e., \( T_{ijk} = \delta_{ij} \delta_{ik} \), and the yellow tensors are the Boltzmann factor matrices \( Y_{\sigma i, \sigma j} = e^{-\beta J_{ij} \sigma_i \sigma_j} \), and the red tensors denote the all-one tensor, \( d_i \) denotes degree of node \( i \) in the lattice. The Boltzmann factor matrix \( Y \) can be factorize as \( Q \Lambda Q^{-1} \), where \( \Lambda \) is the diagonal matrix whose diagonal elements are the corresponding eigenvalues and we have:

\[
Z = \text{Tr}(Y^N) = \text{Tr}((Q \Lambda Q^{-1})^N) = \text{Tr}(\Lambda^N). \tag{6}
\]

So for the 1–D model, at the thermodynamic limit with \( N \rightarrow \infty \), we have \( Z = \Lambda_1^N, N \rightarrow \infty \). This means in the 1-D Ising model at the thermodynamic limit, the MPS with the maximum bond dimension \( d_{\text{max}} = 1 \) can be a perfect approximation for the probability tensor.

For the 2-D Ising model, the exact partition function become more complex (see Fig. 1 (c)). It can be naturally computed using contraction of a 2-D tensor network called projected entangled pair states (PEPS). However, the exact contraction is \# P-Hard \cite{22}. Therefore, some algorithms, such as tensor renormalization group (TRG) methods \cite{18, 23, 24} have been developed to approximately do the contraction. In this work we consider representing the probability tensor and compute the partition function of the 2–D Ising model using MPS. There are two methods to obtain the MPS format of probability tensor for 2-D Ising model. The first method is to minimize the free energy of samples generated from the MPS, and the second way is to apply the MPS decomposition to the 2–D probability tensor network for the Ising model, then by contracting the MPS with the all-one tensor, we can obtain the partition function of the the 2–D Ising model.

### c. Unsupervised and supervised learning

MPS has been recently employed for supervised learning. In the supervised learning, every training sample \( \tau \) has a label \( \tau^l \). By adding the extra index into the MPS, one obtains a label \( \psi(\tau)^l \) after contract the MPS and training element. Then the quadratic loss function can be defined \cite{11}:

\[
L = \frac{1}{2} \sum_{\tau \in T} \sum_l (\psi(\tau)^l - \tau^l)^2, \tag{7}
\]

and consists of adjusting of parameters of MPS for decreasing the loss function. Similar to unsupervised learning, DMRG and two-site update algorithm are used in minimizing \( L \). It has been shown in \cite{11} that MPS trained in this way achieves a performance close to the state-of-the-art classifiers on the MNIST dataset.

When the data come with no labels, and the unsupervised learning task is to represent the joint distribution of data, MPS can be used as a generative model, in the context of Born Machine \cite{12}. In this setting, we view MPS as the wave function, and the probability amplitude \( \psi(\tau) \) is obtained by contracting MPS for each data. Therefore, we can use MPS to model the joint probability distribution of the training data set, by minimizing the negative log-likelihood(NLL) cost function \cite{12}:

\[
L = -\frac{1}{N} \sum_{\tau \in T} \log(P(\tau)) = -\frac{1}{N} \sum_{\tau \in T} \log \left( \frac{\vert \psi(\tau) \vert^2}{Z} \right), \tag{8}
\]

where \( T \) is the set of training samples, and \( N \) is the size of training set.

By using density-matrix renormalization group(DMRG)\cite{15} and two-site update algorithm, one can minimize \( L \) which is equivalent to minimizing KL divergence \cite{25} between two the empirical data distribution and model distribution\cite{12, 26}. Due to the canonical condition, the partition function of the MPS can be calculated exactly and straightforward. We have: Moreover, by using the zipper algorithm, MPS can generate samples unbiasedly and directly.\cite{12, 27}.
Despite the wide applications of MPS, it is known that the correlation function of an MPS decreases exponentially as distance increases\cite{4,13}. This was shown easily by using e.g. eigenvalues of transfer matrix\cite{4}. Here to illustrate this, we take a simple example by looking at the correlation function defined as (also see \cite{4}).

\[
R(r) = \langle O_i O_{i+r} \rangle - \langle O_i \rangle \langle O_{i+r} \rangle
\]  

(9)

where \( O_i \) and \( O_{i+r} \) are one body operators at site \( i \) and \( i + r \). Consider a very simple operator that \( O_i \) and \( O_{i+r} \) are two diagonal matrix with diagonal elements \( O_1, O_2 \) and \( O_3, O_4 \) respectively. We have:

\[
R(r) = \langle O_i O_{i+r} \rangle - \langle O_i \rangle \langle O_{i+r} \rangle
= (\mathbb{P}(1)O_1O_3 + \mathbb{P}(2)O_1O_4 + \mathbb{P}(12)O_2O_3 + \mathbb{P}(21)O_2O_4) - (\mathbb{P}_r(1)O_1 + \mathbb{P}_r(2)O_2)(\mathbb{P}_r(1)O_3 + \mathbb{P}_r(2)O_4)
\]

\[
= \text{Tr} \left( \begin{bmatrix} \mathbb{P}(11) & \mathbb{P}(12) \\ \mathbb{P}(21) & \mathbb{P}(22) \end{bmatrix} \begin{bmatrix} O_1O_3 & O_2O_3 \\ O_1O_4 & O_2O_4 \end{bmatrix} \right) - \text{Tr} \left( \begin{bmatrix} \mathbb{P}_r(1) & \mathbb{P}_r(1) \\ \mathbb{P}_r(2) & \mathbb{P}_r(2) \end{bmatrix} \begin{bmatrix} \mathbb{P}_r(1) & \mathbb{P}_r(1) \\ \mathbb{P}_r(2) & \mathbb{P}_r(2) \end{bmatrix} \begin{bmatrix} O_1O_3 & O_2O_3 \\ O_1O_4 & O_2O_4 \end{bmatrix} \right)
\]

\[
= \text{Tr} \left( \begin{bmatrix} \mathbb{P}(11) & \mathbb{P}(12) \\ \mathbb{P}(21) & \mathbb{P}(22) \end{bmatrix} - \begin{bmatrix} \mathbb{P}_r(1) & \mathbb{P}_r(1) \\ \mathbb{P}_r(2) & \mathbb{P}_r(2) \end{bmatrix} \begin{bmatrix} \mathbb{P}_r(1) & \mathbb{P}_r(1) \\ \mathbb{P}_r(2) & \mathbb{P}_r(2) \end{bmatrix} \right) \begin{bmatrix} O_1O_3 & O_2O_3 \\ O_1O_4 & O_2O_4 \end{bmatrix}
\]

where \( \mathbb{P}(xy) \) is the joint probability i.e. probability of \( (\sigma_i = x) \wedge (\sigma_{i+r} = y) \).

Let \( A = \begin{bmatrix} \mathbb{P}(11) & \mathbb{P}(12) \\ \mathbb{P}(21) & \mathbb{P}(22) \end{bmatrix} \) and \( \lambda_1 \) and \( \lambda_2 \) are two singular values of \( A \) and \( \lambda_1 > \lambda_2 \). We have:

\[
R(r) = \text{Tr} \left( \begin{bmatrix} A - A \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix} A \end{bmatrix} \begin{bmatrix} O_1O_3 & O_2O_3 \\ O_1O_4 & O_2O_4 \end{bmatrix} \right)
\]

\[
= \det(A) \left( (O_1 - O_2)(O_3 - O_4) \right)
\]

(10)

Where \( |\det(A)| = \lambda_1 \lambda_2 \). Because \( \mathbb{P}(11) + \mathbb{P}(12) + \mathbb{P}(21) + \mathbb{P}(22) = 1 \), we have:

\[
\frac{1 - \sqrt{1 - 2|\det(A)|}}{2} \leq \lambda_2 \leq |\det(A)|
\]

(11)

where \( C(i, i+r) = \lambda_2 \) is the correlation function we define. Since the correlation \( R(r) \) decreases exponentially with the increase of distance \( r \), the correlation function \( C(i, i+r) \) also decreases exponentially with \( r \) increases.

This problem could be very serious when MPS is used for tasks that long range dependences need to be captured. For examples, in Fig. 2 we plot distributions of correlation functions in \( 2 - D \) Ising model, as well as in the hand-written digits of MNIST datset. Where we can see that there are lots of strong correlation among pair of variables with a very long distances, for example on the off-diagonal positions of figures.
III. SHORTCUT MATRIX PRODUCT STATES AND THE TRAINING ALGORITHMS

The exponential decay of correlations in MPS comes from the fact that the correlation between distance pairs of sites need to be built up by crossing many sites in between. For MPS of \( n \) sites with open boundary condition, to build up correlations between site \( i \) and site \( i + r \), one needs to cross \( r \) sites, with \( 1 \leq r \leq n \). A natural idea for building up directly the correlations at key sites that are far away would be adding some shortcuts to decrease effective the distance between all pairs of sites. Actually the periodic boundary condition is a special case of this by adding short-cuts on the head and tail of the MPS. Then the distance one needs to cross for building correlations between site \( i \) and site \( i + r \) becomes \( \min(r, n - r) \), which could be much smaller than \( r \). The MPS with periodic boundary condition has been explored recently in [7] for compression high-order tensors, where authors have shown that in synthetic and real-world datasets, the MPS with periodic boundary (called Tensor Ring by the authors) condition is more expressive than MPS with open boundary condition.

In this section we will validate the idea of adding shortcuts on other locations of MPS. The first question we would like to address is where to add shortcuts. In this work we propose to use a very simple idea by testing the correlation functions.

Assume we have a \( T = T_{i_1, i_2, i_3, \ldots} \), where \( i_1, i_2, i_3, \ldots \in \{1, 2\} \). To describe the interaction strength of each pair of spin in these system, we define interaction matrix \( Q^{(nm)} \) and correlation function \( C(n, m) \).

Without loss of generality, let us consider the interaction matrix for a probability tensor \( P \), such as probability distribution of training dataset and probability tensor \( P \) of Ising model, is defined as:

\[
Q^{(nm)}_{i_1, i_2} = P(\sigma_n = i_1, \sigma_m = i_2)
\]

The interaction matrix for a wave function \( \Psi \) is defined as:

\[
\Psi = \frac{1}{\sqrt{d}} \sum_{i} \Theta^{i \rightarrow 0} \Psi^i
\]

The correlation function \( C(n, m) \) is defined as the second singular value of the interaction matrix. The reason why the second singular value is chosen is that MPS with \( d_{\text{max}} = 1 \) is good enough to store all of the first singular values. Therefore, MPS is enough for the simple system such as 1-D infinite Ising model. However, the correlation function of some systems could have complex distributions (see Fig. 2). Equipped with the correlation function, we can compare correlation distributions of the real data, such as training
images, and the distribution generated by the MPS, calculate the differences and choose the location that
the difference is maximized.

Based on giving position of the shortcut, in the following part we develop two algorithms for obtaining the
SMPS given the shortcut position. The first one is to decompose an arbitrary high-order tensor to SMPS
using singular value decompositions, and the second algorithm is a learning algorithm similar to DMRG,
which gradually adjust parameters of a SMPS using gradients with respect to the loss function, together
with truncating the singular value spectrum for limiting number of parameters.

A. SMPS decomposition of an arbitrary tensor

Let $T$ be a $N$-th order tensor of size $w_1 \times w_2 \times \cdots \times w_N$. The unfolding matrix $T_k$ of tensor $T$
is defined by unfolding (reshaping) the tensor in to a matrix:

$$T_k = T(w_1 \cdot w_k ; w_{k+1} \cdot w_n) = \text{reshape}(T; \prod_{s=1}^k w_s, \prod_{s=k+1}^n w_s), \quad (14)$$

The SVD is applied on this unfolding matrix, and then the result can be written as the contraction of two
tensors:

$$T_k = U_k S_k V_k^T = \sum_a T^{(1)}_{w_1, w_2, \cdots, w_k, a} T^{(2)}_{a, w_{k+1}, \cdots, w_n}. \quad (15)$$

Tensor $T^{(1)}$ and $T^{(2)}$ are further decomposed into two tensors using the same procedure. By repeating this
process, tensor $T$ can be transformed into contraction of a sequence of tensors $A^{(k)}$, $k = 1, 2, \cdots, N$. In this
way, we get the (non-shortcut) MPS. To get the shortcuts at the certain location in tensor train, we split
the bond during the first SVD process, and then permute the bond to the predetermined positions. For
example, we have:

$$T_k = U_k S_k V_k^T = \sum_{a_1} T^{(1)}_{w_1, w_2, \cdots, w_k, a_1} T^{(2)}_{a_1, w_{k+1}, \cdots, w_N}$$

$$= \sum_{l_1, l_2} T^{(1)}_{w_1, w_2, \cdots, w_k, l_1} T^{(2)}_{l_1, l_2, w_{k+1}, \cdots, w_N}$$

$$= \sum_{l_1, l_2} T^{(1)}_{w_1, \cdots, w_s, l_1} T^{(2)}_{l_2, w_{k+1}, \cdots, w_N}$$

$$= \cdots \sum_{a_1} A^{(1)}_{w_1, a_1} A^{(2)}_{a_1, w_2, a_2} \cdots A^{(s)}_{a_s, w_s, a_s, l_1} \cdots A^{(x)}_{a_x, w_x, a_x, l_1} \cdots A^{(N)}_{a_{n-1}, w_N}$$

where $l_1 l_2 = a$, and we link the $s$-th and $x$-th tensors. This gives the final SMPS. The whole process is
depicted in Fig. 3.

![Decomposing a tensor into SMPS by employing singular value decomposition.](image)

FIG. 3: Decomposing a tensor into SMPS by employing singular value decomposition. It is clear that a part of
canonical conditions are broken.

During the sequence of SVDs, if there is no truncation on the singular spectrum carried out, that is when
the decomposition is exact, we have the following property hold:

**Theorem 1.** If the $k$-unfolding matrix $T_k$ has rank$(T_k) = R_k$, then there exists an SMPS decomposition
with bound dimension $D_k$ and shortcut bound dimension $D_s$, which satisfied $D_s D_k \leq R_k$. 

At the first step, we have $d$ during the SVD, only the first exponentially large. Therefore, we need to set the maximum bond dimension $d$.

Proof. Consider the unfolding matrix $T_k$. Its rank is equal to $R_k$. After SVD we have:

$$T_k(w_1, \cdots, w_k; w_{k+1}, \cdots, w_n) = \sum_{a=1}^{r_k} U(w_1, \cdots, w_k; a)S(a; a_1)V(a; w_{k+1}, \cdots, w_n)$$

(17)

where $r_k \leq R_k$. Then we split the bond $a_1$ and permute new bonds into proper locations, we have:

$$T_k(w_1, \cdots, w_k; w_{k+1}, \cdots, w_n) = \sum_{l_1,l_2} D_{s,D_{k+1}} U(w_1, \cdots, w_k; l_1, l_2)W(l_1, l_2; w_{k+1}, \cdots, w_n)$$

(18)

where $D_s \ast D_{k+1} = r_k$. Now, matrix $U$ and $W$ can be viewed as the unfold matrix of tensor $U$ and $W$. After the decomposition, we have:

$$U = \sum_{a_1} A_{w1,a_1}^{(1)} \cdots A_{s_1-1,l_1,a_{s_1}}^{(1)} \cdots A_{n,w_k,l_2}^{(k)}$$

$$W = \sum_{a_1} A_{t_2,w_{k+1},a_{k+1}}^{(k+1)} \cdots A_{s_2-1,l_1,a_{s_2}}^{(k+1)} \cdots A_{n,n,w_n}^{(n)}$$

(19)

Finally, we get the required SMPS:

$$T = \sum_{a_1,l_1,l_2} A_{w1,a_1}^{(1)} \cdots A_{s_1-1,l_1}^{(1)} \cdots A_{n,w_k,l_2}^{(k)} \cdots A_{s_2-1,l_1,a_{s_2}}^{(k+1)} \cdots A_{n,n,w_n}^{(n)}$$

(20)

The maximum bond dimension of the MPS generated from the method described above could still be exponentially large. Therefore, we need to set the maximum bond dimension $d_{max}$ in truncations. That is, during the SVD, only the first $d_{max}$ singular values are kept. Then we have:

$$T_1 = U_1 S_1 V_1' = \sum_{a_1} T_{w_1,a_1}^{(1)} T_{a_1,w_2}^{(2)} \cdots w_n = \sum_{a_1} A_{w1,a_1}^{(1)} T_2^{(2)}$$

$$= \sum_{a_1} A_{w1,a_1}^{(1)} U_2 S_2 V_2' = \sum_{a_2} A_{w1,a_1}^{(1)} \sum_{a_2} T_{a_1,w_2,a_2}^{(2)} T_{a_2,w_3}^{(3)} \cdots w_n$$

$$= \sum_{a_1} A_{w1,a_1}^{(1)} \sum_{a_2} A_{a_1,w_2,a_2}^{(2)} T_2^{(3)}$$

$$= \cdots = \sum_{a_1} A_{w1,a_1}^{(1)} A_{a_1,w_2,a_2}^{(2)} \cdots A^{(n)}_{a_{n-1,n}}$$

(21)

At $i$-th step of SVD, the truncation can be carried out by controlling the truncation error as $\epsilon_i^2$, then we have following theorem for controlling the total truncation error induced by the SMPS decomposition.

**Theorem 2.** Assume at $i$-th step of singular value decomposition, truncation error is $\epsilon_i$, then the total $L_2$ distance between the original tensor $T$ and SMPS decomposition is bounded above by $\sqrt{\sum_i \epsilon_i^2}$.

Proof. At the first step, we have

$$T_k(w_1, \cdots, w_k; w_{k+1}, \cdots, w_n) = \sum_{a=1}^{r} U(w_1, \cdots, w_k; a)W(a; w_{k+1}, \cdots, w_n)$$

(22)

$$\|T - U \otimes W\|_2 = \sqrt{\epsilon_1^2}$$
Then we apply TT decomposition to tensor $W$ and $U$. According to [5], the $L_2$ distance $\Delta_2$ between tensor $W$ and MPS-format $\mathcal{W}$, and the $L_2$ distance $\Delta_1$ between tensor $U \otimes \mathcal{W}$ and MPS-format $U \otimes \mathcal{W}$ are:

$$\Delta_2 = \|W - W\| \leq \sqrt{\sum_i \varepsilon_i^2}$$

$$\Delta_1 = \|U \otimes \mathcal{W} - U \otimes W\| \leq \sqrt{\sum_i \varepsilon_i^2}$$

(23)

Therefore, the total $L_2$ loss between the original tensor and the final SMPS is:

$$\|T - T\|_2 \leq \|T - U \otimes \mathcal{W}\|_2 \leq \|T - U \otimes W\|_2 + \|U \otimes \mathcal{W} - U \otimes W\|_2$$

$$\leq \|T - U \otimes W\|_2 + \|U \otimes W - U \otimes \mathcal{W}\|_2 + \|\mathcal{W} - U \otimes \mathcal{W}\|_2$$

(24)

It is quite obvious that the SMPS can provide a better approximation than MPS because it keeps more singular values during the SVD for a given maximum bond dimension. The shortcut does not only add the number of parameters of the MPS, but also reveal inner structure of given tensor. Interestingly, we can show that a SMPS can be seen as a sum of several MPSes, depending on the location of the shortcut. The relation is established in the following theorem.

**Theorem 3.** A SMPS $T$ always has an equivalent expression as sum of multiple MPSes $T_s$, as $T = \sum_s T_s$.

**Proof.** Consider a SMPS $T$:

$$T = \sum_{i_1, \ldots, i_{N_1+1}} \sum_s A_{i_1i_2}^{(1)s_1} A_{i_2i_3}^{(2)s_2} \cdots A_{i_{N+1}s}^{(N)s_N}$$

(25)

where $i_1 = i_{N+1} = 1$. Just interchange order of summation, we obtain:

$$T = \sum_s A_{i_1i_2}^{(1)s_1} A_{i_2i_3}^{(2)s_2} \cdots A_{i_{N+1}s}^{(N)s_N} = \sum_s T_s$$

(26)

where $T_s$ are MPS.

**B. Learning algorithm given a loss function**

In most of the practical applications, we are not able to store, or express the original tensor in the computer, then decompose it to a SMPS using the method developed in the last section. One way to resolve the issue is using a learning algorithm to keep modifying a SMPS (starting from an initial one) to make it as close as possible to the target tensor by minimizing a proper loss function. In this work we adopt two-site sweeping update for learning, where in each step of tensor update, we first contract (i.e. merge) two neighboring or linked (by shortcut) tensors into an higher order tensor $A$, then update their elements using gradient descent to decrease a loss function (such as $L_2$ loss or NLL loss), then use SVD and spectrum truncation to split the higher order tensor $T$ into two tensors to their original size. We repeat this process from the left most tensor to the right most tensor, then sweep back from right to left, until loss converges, or smaller than given criterion. The detailed process is given in Algorithm 1:

In this work we consider three kinds of loss functions:

- **Contraction loss** The contraction loss is simply the scalar obtained by contracting all the indices of the SMPS. As we have introduced in the Section II, one application of tensor networks is calculating free energy of Ising models because the partition function $Z = \bigotimes_i A^{(i)}$ can be expressed as contraction of all virtual bonds of the tensor network. In this case, gradients of the loss function with respect to a tensor is simply written as

$$\nabla A^{(i)} Z = \bigotimes_{i \neq k} A^{(i)}$$

(27)
The gradient for the loss function with respect to a tensor $A$ is written as

$$\nabla_A L^2 = 2 \frac{\partial \bigotimes_i A^{(i)} }{\partial A} \left( \bigotimes_i A^{(i)} - T \right)$$ (29)

The gradient for the loss function with respect to a tensor $A$ is written as

$$\frac{1}{2} \nabla_A L^2 = \bigotimes_i A^{(i)} - T$$

**c. Negative log-likelihood (KL divergence) Loss** For the applications of SMPS where the tensor represents a wave function, a joint distribution of observing a basis $\tau$ can be represented as [12]

$$P(\tau) = \frac{1}{Z} \bigotimes_{i=1}^N A_{\tau_j \tau_j}^{(i)}$$ (30)

When the target distribution is given by a set of data, as in Born machine, the loss function is the KL divergence between $P$ and the data distribution $Q$

$$D_{KL} = L_n - S(\text{data}),$$ (31)
where $S(data)$ denotes entropy of data distribution which is not a function of SMPS, and $L_n$ is the negative log likelihood loss function which is written as

$$L_n = -\frac{1}{N} \sum_{\tau \in T} \log(P(\tau)),$$

(32)

where $T$ is the training set, $N$ is the size of training set. The gradients for the NLL loss is written as

$$\nabla_A L_n = \frac{Z'}{Z} - \frac{2}{N} \sum_{\tau \in T} \frac{\Psi'(\tau)}{\Psi(\tau)},$$

$$\frac{1}{2} \nabla_A L_n = \frac{1}{N} \sum_{\tau \in T} \frac{1}{\Psi(\tau)}$$

(33)

where $\Psi'(\tau)$ is the derivative of the SMPS with respect to $A$, $Z' = 2 \sum_{\tau \in T} \Psi'(\tau) \Psi(\tau)$ and $\eta$ is the learning rate. Then, the two-site tensor is reshaped to a matrix. After the singular value decomposition, these two matrices are reshaped back to the tensors with proper orders. Even though SVD does not minimize the $L_n$ distance during decomposition, we can prove that it can provide a boundary for the the $L_n$ distance (see Sec.VI).

IV. EXPERIMENTAL RESULTS

In this section we apply the SMPS and the training algorithms to several different applications by using different loss functions.

A. Curve and image fitting

The first application we consider is quite straightforward: using SMPS to fit curves and images. Curves is a kind of 1-D data, such as those produced by a one-variable functions, which can be expressed as a very long vector. An image can be expressed as a large matrix. These kinds of data can be tensorized into a multi-way tensor, then decomposed by SMPS for exploiting intrinsic structures in the data for compressing.

Examples of curves are shown in Fig. 4. The data given here are long vectors produced by descretization along the X-axis a highly oscillating functions. Apparently, the data is highly structured and is supposed to be compressed a lot against the straight-forward vector representation. To do so, first we reshape the vector into 20-th order tensors, and then decompose them into SMPS using learning algorithms developed in the last section with the $L_2$ loss between the original tensor and the obtained SMPS. Our results are listed in Table I where the number of parameters for MPS and SMPS are given for achieving a given fitting error $\epsilon$. We can see from the table that for all three function curves, to achieve the same amount of fitting error, SMPS and MPS requires similar number of parameters, and the number of parameters are much smaller than the original vector size $2^{20}$. This is easy to understand because the oscillating functions contains a very strong pattern and does not really require long range dependences.

FIG. 4: Highly oscillating functions
\[ y_1 = x^2 \cos(200x) + N \]
\[ y_2 = e^{-x} \sin(200x) + N \]
\[ y_3 = x \sin^2(200x) + N \]

TABLE I: Results of curve fitting for highly oscillating functions in MPS/SMPS format with 20 spins.

|                | \( y_1 = x^2 \cos(200x) \) | \( y_2 = e^{-x} \sin(200x) \) | \( y_3 = x \sin^2(200x) \) |
|----------------|----------------------------|----------------------------|----------------------------|
| MPS            | \( 1.81 \times 10^{-7} \)  | \( 3.65 \times 10^{-13} \) | \( 3.01 \times 10^{-8} \) |
| SMPS           | \( 1.81 \times 10^{-7} \)  | \( 3.65 \times 10^{-13} \) | \( 3.01 \times 10^{-8} \) |

To make the curve fitting more difficult and add long range dependences into the problem, we consider adding some random noise to the curve which apparently destroys the low-rank structure of the data. Thus both MPS and SMPS are expected to require more parameters than the noiseless case in curve fitting to achieve the same performance. Our results are shown in TABLE II, where we can see that indeed the error one could achieve are heavily increased, as well as the number of parameters required. Here we can see that SMPS employs much less number of parameters than MPS in the noisy case where long-range dependence join the game.

TABLE II: Results of curve fitting for highly oscillating functions with noise in MPS/SMPS format with 20 spins.

|                | \( y_1 = x^2 \cos(200x) + N \) | \( y_2 = e^{-x} \sin(200x) + N \) | \( y_3 = x \sin^2(200x) + N \) |
|----------------|----------------------------|----------------------------|----------------------------|
| MPS\((d_{max} = 30)\) | 0.0453 20600 | 0.0149 20600 | 0.0401 20600 |
| SMPS\((d_{max} = 20)\) | 0.0453 17960 | 0.0149 16360 | 0.0401 16360 |

FIG. 5: (a) 1024 × 1024 image used in the test. (b) Image representation with error \( \varepsilon = 0.044 \). (c) Image representation with error \( \varepsilon = 0.068 \). (d) Result of the image representation.
B. Partition function of the Ising model

We can also transform probability tensor networks of 2-D Ising model showed in Section II into MPS/SMPS format. Then by contracting the MPS with the all-one tensor, we can compute the partition function $Z$ of the 2-D Ising model. From the partition function, we can get the energy $E$, magnetization $m$ and heat capacity $C$ of this model.

In transforming the tensor network into MPS/SMPS format, the maximum bond dimension $d_{\text{max}}$ for MPS are set to 10, 20, 50, 100 and 500 respectively and $d_{\text{max}}$ for SMPS is set to 50. The correlation generated from them are shown in Fig. 6. We can see from the figure that MPS with a large bond dimension $d_{\text{max}}$ fits the exact solution very well (see Fig. 6(f)). However with a small bond dimension, the distribution of the correlation function generated from MPS is far from the truth. As a comparison, we see that the SMPS with $d_{\text{max}} = 50$ already captures very well the long range correlations as shown in the exact solution as shown in Fig. 6(f).

Next, we calculate the partition function of this model by contracting all tenor with MPS/SMPS, and compare the results with $d_{\text{max}} = 100$ to the exact solution [28]. In addition to the free energy, energy $E = \frac{\partial Z}{\partial \beta}$ and heat capacity $C = \frac{\partial E}{\partial T} = \frac{\partial E}{\partial \beta} \frac{\partial \beta}{\partial T}$ are also calculated for comparison.

Results are shown in Fig. 7. We can see that the SMPS with the same bound dimension $d_{\text{max}} = 100$ gives much more accurate results than MPS for all quantities we have tested. MPS with $d_{\text{max}} = 100$ fails to compute the heat capacity $C$ when $0.4 < T < 0.7$, even though it can gain the relatively accurate value of energy while SMPS with $d_{\text{max}} = 100$ works perfectly for heat capacity in that regime. Obviously this indicates that the long range interaction plays a key rule.

C. Generative modeling for hand written digits

In this section we use SMPS as a generative models for the MNIST dataset. First, we vectorize the $28 \times 28$ gray scale images in MNIST dataset into vectors of size 784.
To examine the MPS results, we do experiments on 50 images randomly chosen from the MNIST dataset, train MPS with maximum bond dimension $d_{\text{max}} = 10, 20, 30, 40, 50$ respectively. After 80 loops of training, the NLL of all MPS converge, the distribution of correlation function generated from these MPSes are showed in Fig. 8.

FIG. 8: The correlation distribution generated from MPS with different bond dimensions.

The exact correlation computed are also plotted for comparison, where we can see that correlations concentrate on the nearby spins, while an atypical prominence occurs on the corner which implies the long range dependences in the images. As expected, the span of correlations extend with the increase of the maximum bond dimension $d_{\text{max}}$ for MPS. When the maximum bond dimension becomes larger than the number of the images, the MPS can perfectly “remember” all of the training images, hence generate exact correlations. While MPS with small $d_{\text{max}}$ fail to represent long range correlations.

Now we can gain some insights on where to add the shortcut, based on the correlations generated by MPS. First we do not want to add shortcut to nearby spins, because the correlations there are well captured by the MPS (like (b) in Fig. 9 and Fig. 10). We also do not want to add shortcut to the black areas (such as point (a) in Fig. 9 and 10, for example, the top and bottom of the figure, in which places there are very few range correlations to preserve. The best locations for the shortcuts can be observed by comparing with Fig. 8. The correlation locates in the top right corner and bottom left corner, which represent the long distance interactions, are difficult for MPS to store. For verifying the efficiency of the choice of shortcut and SMPS with $d_{\text{max}} = 20$, we train the SMPS using the same 50 images from the MNIST dataset, with different shortcut locations , the result are shown in Fig. 9 and Fig. 10.

FIG. 9: The correlation distribution generated from SMPS with $d_{\text{max}} = 20$, the blue dot denotes the location of the shortcut.

We can see from the figure that the shortcuts increase the all interactions among the linked tensors improve the performance over MPS. For case (a) and (b) where the shortcut was added on the nearby tensors, the effect of increasing correlation span is not obvious, as we have just discussed. While for other cases, we can see clearly that the shortcut induces correlations. As we established in Theorem III A, SMPS can be viewed as the summation of several MPSes, some internal structures of the training set can be demonstrated from these sub-MPSes. We randomly choose 3 sub-MPSes of a SMPS in which the 250-th and 500-th tensor are linked, and show several samples generated from them by using generate algorithm in [12]. The generated samples are plotted in Fig. 11). It is clear to see from the figure that each sub-MPS remembers a kind of image so that the whole SMPS can remember all the given images.
FIG. 10: Comparison of performance for MPS and SMPSes in generative modeling. The label (a)-(e) are correspond with FIG. 9

FIG. 11: Images generated from different sub-MPSes.

V. CONCLUSIONS AND DISCUSSIONS

We have presented shortcut matrix product states as a variant of MPS for preserving long range correlations. The correlation function are used in predicting the best locations for the shortcut. We derive decomposition algorithms for SMPS from a raw tensor based on a sequence of singular value decompositions, as well as learning algorithms using gradient descent to decrease loss functions specific for applications. Some rigorous properties of SMPS are also established.

We have applied SMPS to several applications, and show that in the function and image fitting the shortcut in the SMPS improves the performance over MPS in tensor representation and reveals the internal structures of the data; in the application of computing partition function of Ising model, where the loss function is the contraction results, SMPS gives much more accurate results of free energy, energy as well as specific heat values; in the application of unsupervised generative modeling of the hand written digits, where the loss function is negative log-likelihood function, SMPS clearly preserves more correlations than MPS, gives a lower negative log-likelihood values.

We note here that apart from the advantage of adding shortcut for preserving long range dependences, there are limitations come as well. The most significant one is that the shortcut completely breaks the canonical conditions in MPS due to which some calculations can be simplified heavily. As an example, to calculate the normalization factor in the generative modeling, only the last tensor need to be contracted because the partition function becomes unity due to the canonical form. While with the presence of shortcut, all tensor need to be contracted explicitly to compute the partition function. The other limitation is that the shortcut in tensor will create a huge tensor during the two site update. When updating the two linked tensors in SMPS, the size of merged tensor in update would be \(2d^{2}_{\text{max}} \times 2d^{2}_{\text{max}}\). To apply SVD on this matrix would be time consuming when \(d_{\text{max}}\) is large.
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VI. APPENDIX

A. Bound for change of log likelihood after performing SVD and spectrum truncation during the two-site update

In this section we establish precisely how SVD with spectrum truncation change the NLL values during the two-site update learning introduced in Sec. III B and in [12]. We demonstrate the ability of the SVD in keeping the negative log-likelihood stable during the update. Let us use $A$ to denote the original tensor obtained by merging two 3-way tensors, and $B$ to denote the tensor after SVD and spectrum truncation performed on $A$. Then $T_A$ is used to denote the original MPS with $A$, and $T_B$ is the tensor with $B$, i.e. after SVD and truncation.

We assume $L_n(B) < \infty$, we have:

$$L_n(T_A) = L_n(T_B) + \frac{\partial L_n(T_B)}{\partial B} (A - B)$$

$$L_n(T_A) - L_n(T_B) = 2 \left[ \frac{\partial Z}{\partial B} - \sum_{\tau} \frac{\partial \Psi}{\Psi \partial B} \right] (A - B)$$

It is easy to verify that:

$$\left[ \frac{\partial Z}{\partial B} - \sum_{\tau} \frac{\partial \Psi}{\Psi \partial B} \right] B = 0$$

Matrix $B$ is from the result of the SVD of matrix $A$:

$$A = USV'$$

During the Reconstruction of bond, only the first $d$ singular values are kept, and the partition function is kept to 1, then we have:

$$S^*_{ii} = \begin{cases} 
S_{ii}, i \leq d \\
0, i > d 
\end{cases}$$

$$\|S^*\| = 1 - \varepsilon$$

$$B = \frac{U}{1 - \varepsilon} S^*V'$$

Let $D = U' \left[ \frac{\partial Z}{\partial B} - \sum_{\tau} \frac{\partial \Psi}{\Psi \partial B} \right] V'$, we get:

$$L_n(T_A) - L_n(T_B) = 2 \left[ \frac{\partial Z}{\partial B} - \sum_{\tau} \frac{\partial \Psi}{\Psi \partial B} \right] (B - A) = \text{Tr}(2DS) = \sum_{i=1}^{2} 2D_{ii}S_{ii}$$

$$= 2 \sum_{i=d+1}^{d} D_{ii}S_{ii} \leq 2\sqrt{\sum_{i=d+1}^{d} D_{ii}^2} \cdot \sqrt{\sum_{i=d+1}^{d} S_{ii}^2}$$

$$= 2 \sqrt{\sum_{i=d+1}^{d} D_{ii}^2} \|2\varepsilon - \varepsilon^2\) \leq 2 \sqrt{\sum_{i,d+1}^{d} D_{ij}^2} \|2\varepsilon - \varepsilon^2\)$$

$$\leq \sqrt{8\varepsilon} \|D\|_2 = \sqrt{2\varepsilon} \left\| \frac{\partial L_n(A)}{\partial B} \right\|_2$$
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