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Abstract
A very explicit analytic formula of the separability criterion of two-party Gaussian systems is given. This formula is compared to the past formulation of the separability criterion of continuous variables two-party Gaussian systems.

1 Introduction and summary
The separability criterion of continuous variables systems is important not only for theoretical interest but also for practical applications in quantum information processing. The most basic example of continuous variables systems is the two-party Gaussian system, which may be compared to the most basic two-qubit system in the case of discrete variables models. This study of the separability criterion of two-party Gaussian systems was initiated by Duan et al. [1] and by Simon [2]. The analyses by these authors are however based on the rather abstract "existence proofs" and thus not easy to understand for the average workers in the field. Moreover, these two works are based on quite different formulations and their mutual relation is not obvious at all.

We here present an explicit analytic formula of the necessary and sufficient separability criterion of two-party Gaussian systems [3, 4], which should be useful to the wider audience in the field. We also clarify the difference in the above two approaches [1, 2] explicitly.

To be specific, we show:

(i) We start with the $4 \times 4$ correlation matrix $V = (V_{\mu\nu})$ where

$$V_{\mu\nu} = \frac{1}{2} \langle \Delta \hat{\xi}_\mu \Delta \hat{\xi}_\nu + \Delta \hat{\xi}_\nu \Delta \hat{\xi}_\mu \rangle = \frac{1}{2} \langle \{\Delta \hat{\xi}_\mu, \Delta \hat{\xi}_\nu\} \rangle$$

with $\Delta \hat{\xi}_\mu = \hat{\xi}_\mu - \langle \hat{\xi}_\mu \rangle$ in term of the variables $(\hat{\xi}_\mu) = (\hat{q}_1, \hat{p}_1, \hat{q}_2, \hat{p}_2)$ for the two one-dimensional systems specified by canonical variables $(\hat{q}_1, \hat{p}_1)$ and $(\hat{q}_2, \hat{p}_2)$. We generally define $\langle \hat{O} \rangle = \text{Tr} \hat{\rho} \hat{O}$ by using the density matrix $\hat{\rho}$. 

1
For a given standard form of covariance matrix (i.e., second moment of correlations)

\[ V_0 = \begin{pmatrix}
    a & 0 & c_1 & 0 \\
    0 & a & 0 & c_2 \\
    c_1 & 0 & b & 0 \\
    0 & c_2 & 0 & b \\
\end{pmatrix}, \tag{2} \]

which is obtained from the general \( V \) by applying the \( Sp(2, R) \otimes Sp(2, R) \) transformations \[2\], the explicit form of separability criterion (which is in general a necessary condition) is given by

\[ a \geq 1/2, \quad b \geq 1/2, \]

\[ 0 \leq |c_1| \leq \frac{1}{2t} \left\{ [2ab(1 + t^2) + t] - 2\sqrt{D(a, b, t)} \right\}^{1/2}, \tag{3} \]

where we defined

\[ 0 \leq t = |c_2/c_1| \leq 1 \tag{4} \]

without loss of generality, and

\[ D(a, b, t) \equiv \sqrt{a^2b^2(1 - t^2)^2 + t(a + bt)(at + b)}. \tag{5} \]

(ii) For the covariance matrix obtained from the standard form \( V_0 \) by a squeezing \( S^{-1} \in Sp(2, R) \otimes Sp(2, R) \) parameterized by \( r_1 \) and \( r_2 \),

\[ V = S^{-1}V_0(S^{-1})^T \]

\[ = \begin{pmatrix}
    ar_1 & 0 & c_1\sqrt{r_1 r_2} & 0 \\
    0 & a/r_1 & 0 & c_2/\sqrt{r_1 r_2} \\
    c_1/\sqrt{r_1 r_2} & 0 & br_2 & 0 \\
    0 & c_2/\sqrt{r_1 r_2} & 0 & b/r_2 \\
\end{pmatrix}, \tag{6} \]

the optimal squeezing parameters of P-representation condition

\[ V - \frac{1}{2}I \succeq 0, \tag{7} \]

for which one can write the P-representation for the density matrix, are given by

\[ r_1 = \frac{1}{at + b} \{ab(1 - t^2) + \sqrt{D(a, b, t)} \}, \]

\[ r_2 = \frac{1}{a + bt} \{ab(1 - t^2) + \sqrt{D(a, b, t)} \} \tag{8} \]
with the same $D(a,b,t)$ in (5). By using these parameters $r_1$ and $r_2$, one can write the the P-representation condition (7) as

$$|c_1| \leq \sqrt{(ar_1 - 1/2)(br_2 - 1/2)/r_1r_2}$$
$$= \sqrt{(a/r_1 - 1/2)(b/r_2 - 1/2)/(t/\sqrt{r_1r_2})}$$
$$= \frac{1}{2t} \left[ |2ab(1 + t^2) + t| - 2\sqrt{D(a,b,t)} \right]^{1/2}. \quad (9)$$

which agrees with (3). The P-representation defines a separable density matrix by definition, as is shown in (17) below, and thus the separability criterion in (3) provides the necessary and sufficient separability criterion [3].

2 Details of analyses

We now discuss the details of the above analyses in connection with the past works on the separability criterion.

Simon’s criterion:

First of all, our formula (3) is a solution of the algebraic condition of Simon [2]

$$4(ab - c_1^2)(ab - c_2^2) \geq (a^2 + b^2) + 2|c_1c_2| - \frac{1}{4} \quad (10)$$

written for the standard form of covariance matrix (2). It is clear that $c_1 = c_2 = 0$ in (2) defines a separable system, and thus we may convert (10) to a condition on $c_1$ and $c_2$. We solved the condition (10) by introducing an auxiliary parameter $t$ with $0 \leq t = |c_2/c_1| \leq 1$ without loss of generality. It is however important to recognize the fact that the algebraic condition (10) allows the parameters in the range $c_1 = c_2 = \infty$ also, which is not allowed by our solution (3). To understand this discrepancy, one may go back to the separability criterion of Simon derived from Peres criterion [5]

$$\left( \begin{array}{cc} A & C \\ C^T & B \end{array} \right) + \frac{i}{2} \left( \begin{array}{cc} J & 0 \\ 0 & \pm J \end{array} \right) \geq 0 \quad (11)$$

where $4 \times 4$ covariance matrix $V$ is written in terms of $2 \times 2$ submatrices

$$V = \left( \begin{array}{cc} A & C \\ C^T & B \end{array} \right). \quad (12)$$
One can confirm that the algebraic condition (10) is given by
\[
\det \left[ V_0 + \frac{i}{2} \begin{pmatrix} J & 0 \\ 0 & \pm J \end{pmatrix} \right] \geq 0, \tag{13}
\]
namely, the algebraic condition (10) does not encode the full information of the condition (11) given by Peres criterion. Note that a positive determinant does not imply a positive matrix. The full contents of (11) are expressed by taking the expectation value of (11) in the form \( v^T M v \) by the four-component complex vectors \( v = (d \pm ig, f \pm ih) \) with four real two-component vectors \( d \sim h \) as
\[
d^T A d + f^T B f + 2d^T C f + g^T A g + h^T B h + 2g^T C h \\
\geq |d^T J g| + |f^T J h| \tag{14}
\]
which is \( Sp(2, R) \otimes Sp(2, R) \) invariant. The condition (14) holds for any real two-component vectors \( d \sim h \).

If one imposes subsidiary conditions \( g = J^T d \) and \( h = \pm J^T f \) in (14), one obtains a weaker condition
\[
d^T A d + f^T B f + 2d^T C f + d^T J A J^T d \\
+ f^T J B J^T f \pm 2d^T J C J^T f \\
\geq (d^T d + f^T f) \tag{15}
\]
which is no more \( Sp(2, R) \otimes Sp(2, R) \) invariant. This condition (15) is easier to analyze and one obtains
\[
\sqrt{(2a - 1)(2b - 1)} \geq |c_1| + |c_2| \tag{16}
\]
with \( a \geq 1/2 \) and \( b \geq 1/2 \) for the standard form of the covariance matrix in (2). The condition (16) clearly excludes the parameter range \( c_1 = c_2 = \infty \) allowed by Simon’s condition (10), and we recover our condition (3).

**Gaussian states and P-representation:**

The P-representation of the density matrix
\[
\hat{\rho} = \int d^2 \alpha \int d^2 \beta P(\alpha, \beta) |\alpha, \beta\rangle \langle \alpha, \beta|
\tag{17}
\]
is defined in terms of coherent states and manifestly separable, \( |\alpha, \beta\rangle = |\alpha\rangle |\beta\rangle \), and characterized by a \( 4 \times 4 \) matrix \( P \) in terms of covariance matrix \( V \)
\[
P(\alpha, \beta) = \frac{\sqrt{\text{det} P}}{4\pi^2} \exp\left\{ -\frac{1}{2} (\alpha_1, \alpha_2, \beta_1, \beta_2) P(\alpha_1, \alpha_2, \beta_1, \beta_2)^T \right\} \tag{18}
\]
where

\[ P^{-1} = V - \frac{1}{2} I \geq 0, \]  

(19)

if the P-representation exists.

The P-representation condition \( V - \frac{1}{2} I \geq 0 \) implies in our notation in (14)

\[ d^T A d + f^T B f + 2 d^T C f \geq \frac{1}{2} (d^T d + f^T f) \]

(20)

and adding the expression with \( d \) and \( f \) replaced by \( g \) and \( h \) in (20), respectively, we recover the separability condition (14)

\[
\begin{align*}
&d^T A d + f^T B f + 2 d^T C f + g^T A g + h^T B h + 2 g^T C h \\
&\geq \frac{1}{2} (d^T d + g^T g) + \frac{1}{2} (f^T f + h^T h) \\
&\geq |d^T J g| + |f^T J h|.
\end{align*}
\]

(21)

Namely, we have shown that \( P\)-representation \( \Rightarrow \) separability condition as it should since the P-representation is separable.

The condition \( V - \frac{1}{2} I \geq 0 \) is not invariant under \( S(r_1, r_2) \in Sp(2, R) \otimes Sp(2, R) \), and thus we consider the general covariance matrix in (6).

Squeezing parameters \( r_1 \) and \( r_2 \), which give the boundary of the condition \( V - \frac{1}{2} I \geq 0 \) for given \( V_0 \), is specified by [3]

\[
(a - \frac{1}{2r_1})(b - \frac{1}{2r_2}) = \frac{1}{t^2}[(a - \frac{1}{2}r_1)(b - \frac{1}{2}r_2)]
\]

(22)

and

\[
\frac{(ar_1 - 1/2)}{(a/r_1 - 1/2)} = \frac{(br_2 - 1/2)}{(b/r_2 - 1/2)}.
\]

(23)

These two equations are explicitly solved, and we obtain the analytic formulas of optimal squeezing parameters [3];

\[
\begin{align*}
r_1 &= \frac{1}{at + b} \{ab(1 - t^2) + \sqrt{D(a, b, t)}\}, \\
r_2 &= \frac{1}{a + bt} \{ab(1 - t^2) + \sqrt{D(a, b, t)}\}
\end{align*}
\]

(24)
and the P-representable (separable Gaussian state) condition \( V - \frac{1}{2}I \geq 0 \) gives

\[
|c_1| \leq \sqrt{(ar_1 - 1/2)(br_2 - 1/2)/r_1r_2} \\
= \sqrt{(a/r_1 - 1/2)(b/r_2 - 1/2)/(t/\sqrt{r_1r_2})} \\
= \frac{1}{2t} \left[ 2ab(1 + t^2) + t \right] - 2\sqrt{D(a, b, t)}^{1/2}. \tag{25}
\]

*Given* any standard form of covariance matrix \( V_0 \), we can write the separable P-representation if \( |c_1| \) satisfies the above condition (25) for any given \( a \geq \frac{1}{2}, b \geq \frac{1}{2} \) and \( 1 \geq t \geq 0 \) by using our formulas of squeezing parameters \( r_1 \) and \( r_2 \). This establishes that our criterion in (3) provides the necessary and sufficient condition of separable Gaussian states.

Note that the squeezing, which ensures the maximum domain for \( |c_1| \) in (25), is achieved at \( 2a \geq r_1 \geq 1, \quad 2b \geq r_2 \geq 1 \) to be consistent with the P-representation.

**Duan-Giedke-Chirac-Zoller criterion:**

The weaker condition (15), which is no more \( Sp(2, R) \otimes Sp(2, R) \) invariant, gives rise to the condition for the matrix (6)

\[
\sqrt{(ar_1 - 1/2)(br_2 - 1/2)} + \sqrt{(a/r_1 - 1/2)(b/r_2 - 1/2)} \\
\geq \sqrt{r_1r_2} |c_1| + \frac{|c_2|}{\sqrt{r_1r_2}} \tag{26}
\]

which is in fact the original form of the separability criterion of Duan-Giedke-Chirac-Zoller [1] based on EPR-like operators. The condition (26) is based on the condition (15), which is weaker than Simon’s condition (14), *cannot ensure the P-representation by itself*. DGCZ then supplement their weaker condition by imposing an extra condition

\[
\sqrt{(ar_1 - 1/2)(br_2 - 1/2)} - \sqrt{r_1r_2} |c_1| \\
= \sqrt{(a/r_1 - 1/2)(b/r_2 - 1/2)} - |c_2|/\sqrt{r_1r_2} \tag{27}
\]

The solution of this extra constraint in the range \( 2a \geq r_1 \geq 1, \quad 2b \geq r_2 \geq 1 \), if found, can ensure P-representation. But, *no proof* of this is given in DGCZ paper (only the existence in the interval \( \infty \geq r_1 \geq 1 \) is shown), and thus their original proof is incomplete in this sense. Their proof is however completed later from a different direction [3].
It was also later recognized that the weaker separability criterion (26) is sufficient to ensure P-representation at the boundary of the P-representation condition. Namely, if one uses our formulas for the optimal values of squeezing parameters in (24), one can confirm that the relation (25) is equivalent to the weaker separability condition (26) [3]. In this sense, the extra condition (27) in [1] is not required in the analysis of separability condition of two-party Gaussian systems.

**Hierarchy of separability criterions:**

It is also shown [4] that we can derive a condition stronger than Simon’s condition in a general context of two-party systems by an analysis of uncertainty relation and its variants. This stronger criterion however becomes equivalent to Simon’s condition for the Gaussian system. Simon’s condition in turn becomes equivalent to the weaker DGCZ criterion at the boundary of the P-representation. We thus have an interesting hierarchy of separability criteria for the continuous variables two-party systems.

**3 Discussion and related references**

We have presented a very explicit necessary and sufficient separability condition (3) of two-party Gaussian systems. We finally quote some references [6]-[17] which were very helpful in the formulation of this explicit analytic formula.
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