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TRAINING NEURAL NETWORKS USING REINFORCEMENT LEARNING TO REACTIVE PATH PLANNING

Milton Vicente Calderón*, Esperanza Camargo Casallas
Universidad Distrital Francisco José de Caldas, Faculty of Technology, Department of Electronic, Bogotá D.C, Colombia

The mobile robots are devices with great boom given the possibilities that their utilities offer, and to a greater extent, those freelancers who do not require an operator to perform their functions. In order to consolidate the autonomy it is necessary to generate a system of planning of ways that allows a viable route and as far as possible optimal. This study develops a reactive two-dimensional path planning method with neural networks trained under the reinforcement learning method. The complexity of the scenario between the initial and final point is due to warning and forbidden obstacle zones, and the experimentation is carried out on different neural network architectures, each one as an agent of the learning-by-reinforcement algorithm, being these DQN and DDQN types. The best results are obtained with the DDQN training, reaching the objective in 89% in the validation episodes, although the DQN method shows to be 15.63% faster in its success cases. This work was carried out within the research group DIGITI of the Universidad Distrital Francisco José de Caldas.
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INTRODUCTION

Technological development has enabled agents to carry out protection, identification/recognition, tracking, automation of processes and weapons activities [1]. This development has led to the creation of robots with specific architectures that are capable of extracting and interpreting data according to diverse functionalities [2, 3], including the ability to navigate autonomously [1, 4], and plan globally or locally [5], whether this is known or uncertain. There is a method called "reactive", which happens when planning is local and experiences an uncertain environment [2, 3, 6].

The central objective of mobile robotics is to generate controlled displacement from an initial/current point to an end point, so that the route traced ensures the survival of the robot and is as efficient as possible, however, such survival involves avoiding obstacles that may affect the integrity of the robot [7, 8]. For this reason, path planning is vital for the implementation of intelligent robots, since the appearance of unknown and complex environments must be taken into account [9, 10]. Thus path planning becomes an optimization problem in which solution lies in finding a valid and optimized path, avoiding obstacles and strengthening safety [2].

With these developments, not only are reliable route methodologies established for missionary robots, but also a potential is extended with application to travel vehicles in urban areas, [6], resulting in reduced times and safety as a measure against accidents.

For path planning, the use of algorithms oriented to cartographic processes has been required, being relevant those that use deep neural networks [9], genetic algorithms [2], geometric optimization algorithms [1], bio-inspired algorithms in bacterial survival [10], heuristic [3], neuro-diffusion [4], Qlearning [11] and gradient and lagrangian optimization methods [6], all oriented to make the mobile robot reach the target efficiently in different environments and with various obstacles in several ways.

Under the circumstances exposed in this paper, it is determined to experiment a reactive path planning model, that is, one that reacts to the environment state, using neuronal networks with learning by reinforcement, studying its DQN and Double DQN variants, to conform a system that responds through an agent to a state representation that preserves the environment observations. The whole of this paper is organized as follows. First is the framework, where there is a brief explanation of the path planning, the reinforcement learning algorithms and background work to this article. Later, we find the methodology, which includes the neuronal training algorithm used and the process of experimentation carried out. Then, the results obtained from the generated systems are shown and finally there is the conclusion.

FRAMEWORK

Path Planning

The trajectory generation is a crucial issue in the robotic field with application in scientific and industrial areas [5], fundamental for autonomous mobile robots, which have the challenge of interacting with the environment [4], generating the need to predefine routes between a starting point and an end point [2, 5, 11]. The elementary situation is when the generation is done on a known and static environment, such generation can be called deliberate. However, the generation of paths can be established for an unknown and changing environment which is called reactive because it reacts to the state of the
environment [1, 3, 6, 12].

The path planning systems can also be classified as local or global [2], being local the one that uses real time information to execute actions in a dynamic way, and global the one whose path is totally defined depending on the start/end points considering static obstacles [1, 2, 3, 5, 9, 10], therefore, due to the commitment with a reactive model, with dynamics in the environment and local exploration, special emphasis should be placed in generating a path that can be performed at high speed and protecting the robot from any damage either by a collision with an obstacle or by excessive accelerations or vibrations.

The algorithms used for the creation of trajectories in a local way have the necessity of constructing the map of the environment [10], whose variants are grouped according to the methodology used to generate the trajectory [13, 14]:

• Roadmap techniques.
• Cell decomposition.
• Artificial potential.

Analytical, enumerative [10] or computational intelligence methods also develop these variants [1, 2, 3, 4, 5, 6, 9, 10, 11]. Despite the fact that the main problem arises with the complexity of search methods for navigating the unknown, a reinforced learning based on a set of rewards and punishments depending on free or truncated movement due to collisions addresses the matter [11].

**Reinforcement learning**

Reinforcement learning, unlike other artificial intelligence algorithms, is a learning method that does not require any rules [15], and is based on relating a situation or state to an action in order to maximize the reward [16]. The learning agent is not instructed on what action to take, instead he must explore the available actions and determine the reward obtained by performing one or another action [11]. The agent must be able to obtain an observation of the state of his or her environment and take an action that generates an effect on the state of the environment, having a goal or goals related to the state of the environment. Figure 1 shows the interaction of the different factors involved in the algorithm.

**Q-Learning**

Q-Learning is a relevant type of reinforcement learning thanks to the conjunction of the principle of penalty and reward with the interaction of the robot with the environment [11]. The algorithm focuses on value-based reinforcement learning [17] that is updated as the environment is explored by means of the Q-value function. This type of storage presents a big problem when the number of possible states is very high because it makes the table to have many registers, this generates that the search is slower, and also, a high number of states can be caused because a dimension is added for each input/output variable, or when the state variables are continuous or have very small variations [11, 18, 19]. The function that governs Q-value is,

\[
Q_{\text{target}}(s,a) = r + \gamma \max Q(s',a')
\]

(1)

Where \(r\) is the reward received, \(\gamma \in [0,1]\) is the discount factor that seeks to maximize future rewards over the immediate and \(\max Q(s',a')\) is optimal value for the state \(s'\) and the action \(a'\).

**Deep Q-Network (DQN)**

For such a system, the correspondence between state/observation, reward, and action, is learned by a neural network through the approximation function [19], which represents an improvement over Q-Learning since no search is performed, but an evaluation of the neural network. However, to perform the neural network training, storage space must be created for the correspondences obtained during the training phase. In this case the following expression is used,

\[
Q_{\text{target}}(s,a) = r + \gamma \max Q(s_0, a_0; \theta_{\text{target}})
\]

(2)
Where $\theta_{\text{target}}$ represents the parameters that will be modified during the training process.

**Double DQN**

As DQN the correspondence process between state, reward and action is done through a neural network, however it has been established that it presents an overestimation problem due to the approximation function is insufficiently flexible [20] or by noise [21, 22], so that is why it is necessary to reinforce the learning with a second neural network which aims to minimize the overestimation, thus generating the following mathematical model,

$$q_{\text{target}}(s,a) = r + \gamma \hat{q}(s',a'|\theta_{\text{eval}};\theta_{\text{target}})$$  \hspace{1cm} (3)

For which $\theta_{\text{target}}$ represents the parameters of the neural network used to control the overestimation problem described above.

**Related Works**

The search for effective methodologies for path planning has generated a large amount of work. A general analysis is made by [3], which studies classical and heuristic methods. Among their results, it is found that even though classical methods are easier to implement, they are not so "intelligent" since, unlike heuristic methods (neural networks, diffuse, bio-inspired and hybrid algorithms), they do not have the capacity to adapt and generalize, however, they have the disadvantage of requiring a higher computational cost. Finally, hybrid systems with neural networks, such as those presented in [4] to generate a recognition system through artificial vision with a genetic algorithm validated in practice, and [2], where genetic optimization algorithms are used to improve the efficiency of the path, reducing the number of iterations required to establish a path on a 2D plane of static environment.

Also, among those models based on optimization algorithms, bioinspired or purely mathematical is [1], which discusses a geometric method called Coordinate Reference Framework for a static environment formed by elliptical obstacles with effective results in a 2D environment. In the same way [10] explores an optimization algorithm based on bacterial foraging (BFO) with a Gaussian cost function, demonstrating better results compared to swarming and basic BFO by establishing a path due to particles distributed around the robot, a fact related to the method exposed in [5], which addresses the problem of trajectory planning based on the theory of potential fields of charged particles, assigning a potential function to each obstacle that interacts with the scalar surface depending on the characteristics of the robot, and obtaining a good balance between fast approach to the target and number of collisions, a peculiarity that is shared with the results of [6], which certifies the functionality of optimization algorithms through the gradient and lagrangian method with the Biezer curve, but demonstrates that in the path fitting process considerable distortion is caused with respect to the initial path as a response to avoid obstacles.

Regarding the use of reinforcement learning algorithms, studies such as [9, 11, 15, 17] show the need to optimize the processing time. The study [15] recognizes its slow convergence, although it shows that with Qlearning and the Nomoto equation after sufficient rounds of training the system is effective in self-learning and continuous optimization. On the other hand, [11] implements as a partial guide the flower pollination algorithm, generating a good basis for initialization that accelerates the learning process and that wins over basic Qlearning in terms of path optimization and computation time reduction (reduction from 10 to 13%), also establishing the potential integration of a neural network for state processing, fact realized by [17], that finds advantages in terms of processing speed, and that corresponds to the study [9], which generates the construction of a 3D trajectory planning system with Qlearning and a deep neural network in order to improve the processing time, as well as to achieve low computational disturbance in the face of the variability of different complex environments.

**METHODOLOGY**

**Problem**

The generation of a path planning system for a mobile robot in a 2D environment is determined. Given the background, the use of learning by reinforcement algorithms is defined to help a feed forward neural network in order to generate DQN and DDQN experimentation methodologies. For this it is necessary to establish the development environment, with its predefined dynamic and static characteristics, as well as the representation of states, the reward instances, and the agent properties.

**Environment**

The environment consists of a two-dimensional space in which the following elements are established:

- Environment coordinates (given by four coordinates).
- Object step length.
- Available actions.
- Set of measure points fixed in relation to vehicle location
- Start point.
- End point.
- Obstacles or zones:
- Danger zones, which should be avoided but can be crossed.
- Prohibited areas, which would involve the destruction of the vehicle.

Of the elements or properties described above, the environment coordinates, object step length, available ac-
tions and measurement points are maintained throughout the experiment, while the remaining properties change randomly as soon as it is established that the object reached one of the following conditions:
• Reaches the destination point.
• Entered one of the forbidden zones.
• It left the limits of the environment.
• The maximum number of steps per episode was reached.

State representation
The state representation corresponds to a set of environmental data available to the agent, such data set could be established as an observation of the immediate environment state through which the agent determines an action to be performed on the environment with which it will modify its current state. For the experiment the state representation contains the following information:
• Unitary vector with origin in the vehicle and pointing to the destination.
• The current orientation angle of the object.
• Measurement points located in relation to the object.

Reward
The reward is a value by which the environment indicates to the agent the potential of the current state, to determine this value the following conditions are taken into account:
• Test points outside the environment
• Test points contained in prohibited areas
• Test points contained in danger zones
• The vehicle is located outside the environment
• The vehicle is located in a prohibited area
• The vehicle is located in a danger zone
• The vehicle reaches the destination point
• None of the above

Agent
The agent is composed of a neural network which is in charge of establishing the relationships between the observations of the environment, the actions performed and the rewards obtained, using a storage structure for the data tuples used throughout the training iterations with which the neural network training will be performed. Additionally, it must be able to execute three actions:
• Act: determines an action and interacts with the environment to modify its status.
• Save: stores a tuple of state, action and reward data.
• Learn: performs neural network training with previously stored data.

Training process

Algorithm
In order to carry out the training process of neural network by mean of reinforcement learning an algorithm was established with two modes (train and test) and its main activities diagram is shown in figure 2, in that figure, can be observed the following steps: firstly, it initializes the environment and an agent, these variables will be kept constant during the experiment, in test mode the agent has to load additionally a saved configuration from a previous training experiment; secondly, it initializes episode variables, those variables will be used just in one episode, in both modes works equal; thirdly, it starts the interaction between environment and agent, in both modes the agent gets the environment status and then push an action to environment changing its status, in training mode the action chosen at firsts steps is completely random getting an environment exploration, while the learning process go forward the agent in order to determine a better action using the environment status. The data required to train the agent and then perform its learning process is generated by interaction between environment and agent, that interaction is executed until

Figure 2: Algorithm activities
reach upon a final state condition for each episode, then return to the second step multiple times until to complete all episodes.

Finally, in the training mode saves the agent configuration to be used in other experiments.

**Neural network**

The neural network topology consists of an input layer to which the environmental observations that are available to the agent are assigned, plus two hidden layers of 256 elements in order to create a system of relative complexity with the ability to learn to multiple environments and to generalize. Finally, the neurons of the output layer indicate which is the action to be performed on the environment.

Using the topology shown in figure 3 six different neural networks were generated by varying the activation functions of the first and second layers as listed in table 1 below.

The Linear function consists of a function that shows the same value of the input as the output, the output range is from minus infinity to plus infinity.

\[ f(x) = x \]  \hspace{2cm} (4)

The ReLU (Rectified Linear Unit) function consists of a function by parts in which the output is equal to the input when it is positive, otherwise the output is zero, so the output range goes from zero to infinity.

\[ f(x) = \begin{cases} 0 & \text{if } x \leq 0 \\ x & \text{if } x > 0 \end{cases} \]  \hspace{2cm} (5)

The Sigmoidal function consists of a nonlinear curve in which the input variations slightly affect the output as the output range is from 0 to 1.

\[ f(x) = \frac{1}{1 + e^{-x}} \]  \hspace{2cm} (6)

The Tanh(hyperbolic tangent) function consists of a nonlinear curve similar to the sigmoidal function however, the output range is between -1 and 1.

\[ f(x) = \frac{e^x - e^{-x}}{e^x + e^{-x}} \]  \hspace{2cm} (7)

**RESULTS**

**General results**

Once the training of the twelve agents during 5000 episodes has been completed, the results are shown in Figure 4, where the rewards obtained throughout the train-
ing can be observed. In the left column of the figure the results of the DQN agents are observed, in the central column those of the DDQN agents and finally in the right column a comparison between the best DQN agent and the best DDQN. In turn, the first row shows the reward achieved, the second row the length in steps and the last row shows the average time used by each step during the episode.

In the previous figure it is observed that the agents configured with non-linear output functions have better behavior regarding training and computational cost. The first for reaching better results in the number of rewards and reaching a relatively stationary state in less episodes, making at least 3000 of these dispensable; and the second, because these agents use less length in steps even when the times are generally similar. It is also recognized that although the results of the best DQN and DDQN agents converge towards the same window of reward quantity, the one with the highest reward is the DDQN agent with sigmoidal activation functions for the first layer and hyperbolic tangent(tanh) for the second, followed by the DQN agent with the same activation functions, the last one obtaining the results in lower average times per step.

Based on the results, it is determined that the best agent is the one that achieves the highest reward at the end of the 5000 episodes. Therefore, the selected DDQN agent with the highest number of episodes is trained.
Selected system

The training of the best agent was performed with 100,000 episodes, a fact represented in Figure 5, which shows the reward and the length in steps for each episode. The grey line for each case shows the evolution made in each one of the episodes, and given its high variation among the episodes it is smoothed made an average every 1000 episodes to obtain the blue line, with which it is appreciated that the greater rate of learning was achieved until the 20,000 episode, between 20,000 and 40,000 the rate of learning decreases and from there on it stays stable with oscillations. Similarly, the length in steps increases rapidly at the beginning until a peak from which it decreases until it remains constant.

In order to validate the selected system, an experiment of 100 episodes is performed using the agent without any learning action. Its results are shown in figure 6, with which it is certified that the path planning system allows to reach the destination in 89% of the occasions, and given the randomness of each one of the episodes, the step length is kept in constant variation between 0 and 150.

In addition, Figure 7 shows two results of the validation process in order to observe the trajectories obtained in the episodes executed after the training. By means of these, it is observed how the object reaches its objective by generating a path that avoids obstacles in the forbidden zone and warning.

CONCLUSIONS

The effectiveness of the mobile robot in reaching its target is increased by the use of an extra neural network to assist the DQN reinforcement learning process. This is because, as exposed [11, 17], Q-learning is an algorithm that requires the computational cost load to improve, and neural networks, as exposed [2, 9] and validated by this study, have the capacity to provide it. It is observed in the validation that the Double DQN method obtains better results than those obtained with DQN, nevertheless, when comparing the time used in training by each step of the episode it is found that the one used by DQN is 15.63% shorter, this as a consequence of which the increase of the amount of parameters of the DDQN method, besides
equipping it with more capacity, evidently also increases the complexity of the system.

With respect to the results obtained from the different path planning systems according to the activation functions of the neuronal networks, it is concluded that the non-linear functions present a better performance in achieving the objective compared to the linear functions, this being based on the plasticity that the systems based on computational intelligence possess, as can be observed in [2, 3, 4], and that it is supported with the use of output responses by means of non-linear behavioral functions.

The result is generally acceptable since the target point was reached in 89% of the episodes carried out in the validation experiment; however, it is necessary to establish a balance between computational cost and system efficiency, which will depend on the complexity of the environment and the neural network topology, leaving as future work the study of the use of neural networks with a greater number of layers and/or fewer neurons to minimize the dimensionality of the system while taking advantage of the computational intelligence resource.
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