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1. Introduction

The Limiting Window (LW) is located 1.5 deg south of Sgr A* (in Galactic coordinates). With its comparatively low foreground absorption ($n_H \lesssim 10^{22} \text{ cm}^{-2}$) it was used to resolve about 80 per cent of the hard X-ray emission of the Galactic centre into point sources and study the source population (Revnivtsev et al. 2009).

Bulbul et al. (2014) and Boyarsky et al. (2014) recently found indications for a weak unidentified emission line ($E \sim 3.55 \text{ keV}$) in X-ray CCD spectra of the Andromeda galaxy and in deep observations of clusters of galaxies using Chandra and XMM-Newton data. The line has been proposed as a candidate dark matter (DM) decay line and could be explained by the decay of sterile neutrinos with a mass of $m_s \approx 7 \text{ keV}$. In the model these neutrinos can decay into an X-ray photon with $E_\gamma = m_s/2$ and an active neutrino $\nu$. Sterile neutrinos with masses in the kiloelectronvolt range have long been discussed as a possible component of DM (e.g. Dodelson & Widrow 1994; Abazajian et al. 2001; Boyarsky et al. 2009), but until recently only upper limits could be derived (e.g. from observations of the Andromeda galaxy or the Bullet Cluster by Boyarsky et al. 2008a,b). A detection of the sterile neutrino decay would help to discriminate between different production mechanisms (see e.g. Merle & Schneider 2015; Kang & Patra 2016; Hermes et al. 2018). For a review on the current state of constraints, see Boyarsky et al. (2019).

In the case of sterile neutrino decay the measured additional flux at $\sim 3.55 \text{ keV}$ would be related to two defining properties of the particles: the particle mass $m_s$ and the mixing-angle $\sin^2(2\Theta)$, which describes interaction of the sterile neutrinos with their active neutrino counterparts and thus the likelihood of decay in the $\gamma/\nu$ channel. These properties are related through the following equation (adapted from Bulbul et al. 2014).

$$\frac{\sin^2(2\Theta)}{10^{-11}} = \frac{3.25}{0.1 \text{ cm}^{-2} \text{ s}^{-1} \text{ sr}^{-1}} \frac{F_{\text{DM}}}{S_{\text{DM}}} \frac{10^9 M_\odot \text{ kpc}^{-2}}{10^{-22} \text{ cm}^{-2} \text{ s}^{-1} \text{ sr}^{-1}} \left(\frac{7 \text{ keV}}{m_s}\right)^4,$$

where $F_{\text{DM}}$ is the observed flux of the DM decay line and $S_{\text{DM}} = \int \rho_{\text{DM}} \text{d}r$ is the DM column density.

We used deep archival X-ray observations of the LW with the Chandra telescope to constrain the allowed additional flux in the 3.55 keV range and the strength of the proposed decay line in the direction of the Galactic bulge (GB).

The paper is structured as follows: Sect. 2 describes the data used and how it was analysed from reduction to spectral fitting. Section 3 describes how the DM mass in the field of view (FOV) was derived. Section 4 describes the obtained constraints on flux and mixing angle in the sterile neutrino DM case. In Sect. 5 we discuss the results in the context of previous work, and Sect. 6 summarises the conclusions of the analysis and gives an outlook for future missions like eROSITA. Uncertainties are quoted at the $1\sigma$ level unless stated otherwise. Abundances are according to solar abundances, as in Anders & Grevesse (1989).
2. X-ray data reduction and analysis

We used all available archival observations of the LW with the Chandra Advanced CCD Imaging Spectrometer (ACIS; Garmire et al. 2003) using the imaging (ACIS-I) CCD array (about 0.1–10 keV energy range). This instrument provides high spatial (~1") and spectral resolution (~100 eV full width half maximum, FWHM). We used the observations with ObsIDs: 5934, 6362, 6365, 9500, 9501, 9502, 9503, 9504, 9505, 9854, 9855, 9892, and 9893. The observations were reprocessed using the Chandra Interactive Analysis of Observations software package (CIAO; Fruscione et al. 2006) version 4.5 and the Chandra Calibration Database (CalDB; Graesse et al. 2007) version 4.5.9.

The data analysis is based on Hofmann et al. (2016a,b) but we describe the most important steps again in the following. We merged all ACIS-I observations of the LW, removed detected point sources, and extracted a spectrum from the remaining 66 arcmin² (see also technique by Sanders 2006). The background was extracted from a matched “blank-sky” observation (using acis_bkgnd_lookup) and renormalised to match the count rate of the source spectrum in the 10.0–12.5 keV energy range. The Chandra “blank-sky” background is created from observations at least 20 deg from the Galactic plane. This could potentially bias our results low by about ten per cent (see profile Fig. 3), because we might be subtracting some of the line strength with the background. The response files were averaged and weighted by the number of counts in the spectrum (both auxiliary response files, ARF, and redistribution matrix files, RMF). We used XSPEC version 12.9.1u (Arnaud 1996) and ATOMDB version 3.0.7 (Foster et al. 2012) to analyse the spectra.

To estimate the upper limit of the flux allowed for an additional emission line, we searched for the best fitting apec model (with two temperature components) for collisionally ionized plasma with absorption (nH) and an additional zero-width Gaussian line. The normalisation of the Gaussian was allowed to be negative to avoid bias. The spectrum was grouped to contain a minimum of 22 raw counts in each bin (using grrpha) and we used the range from 2 to 5 keV for fitting the spectral model to the data (using χ² statistics). Free parameters of the fit were the normalisation of the spectral components, the temperatures, and the relative abundances of the apec models.

Once the best fit was identified, we calculated the confidence intervals (99.7 per cent) for the additional flux allowed by the Gaussian using a Monte Carlo Markov chain (MCMC) with a length of 10⁴ and a burn-in length of 10³. The average best fit parameters of the apec models are (left free for each individual fit): foreground absorption by neutral hydrogen nH = 0.5 × 10²² cm⁻² (same for both components), temperature of the first model: kT₁ ≈ 0.9 keV, second temperature: kT₂ = 0.7 keV, metallicity: Z = 0.7 Z⊙ (same for both models), and goodness of fit: χ²_red ≈ 1.2 (consistent with Suzaku measurements in the region by Nakashima et al. 2013).

3. Dark matter mass model

Driven by data from the Gaia satellite, over the coming years the distribution of dark matter within the Milky Way will be clarified. Presently however, the dark matter profile of the Milky Way remains uncertain, particularly in the Baryon-dominated inner regions which the LW probes (for a review see Bland-Hawthorn & Gerhard 2016). The most direct estimates of the stellar surface density in the direction of the LW come from measurements of the microlensing optical depth towards the Bulge (Wegg et al. 2016). Our dark matter profile leaves sufficient baryonic mass remaining from the mass budget allowed by the Galactic rotation curve to satisfy these microlensing constraints.

Our fiducial dark matter profile is that found in Portail et al. (2017, hereafter P17) by fitting triaxial dynamical models of the barred bulge to a range of photometric and spectroscopic data on the stars in the inner Galaxy. These models constrained the amount of dark matter in the central 2 kpc of the Galaxy, and P17 found that to also simultaneously match the Galactic rotation curve and local constraints, a cored Einasto profile was preferred. The best fitting model from P17 has a dark matter profile which is flattened with axis ratio q = 0.8 and can be parameterized using the ellipsoidal radius m = √x² + y² + (z/q)² as

\[ \rho_{\text{dm}} = \rho_0 \exp \left\{ -\frac{2}{\alpha} \left[ \left( \frac{m}{m_0} \right)^\alpha - 1 \right] \right\}, \]

with \( \rho_0 = 0.018 M_⊙ pc^{-3}, m_0 = 7.1\text{ kpc}, \alpha = 0.77. \) This corresponds to a dark matter density at the Sun of \( \rho_{\text{dm,S}} = 0.013 M_⊙ pc^{-3} = 0.50\text{ GeV c}^{-2}\text{ cm}^{-3}, \) consistent with recent estimates (e.g. Read 2014).

In the LW this model corresponds to a column density of \( S_{\text{DM}} = 1.1 \times 10^8 M_⊙ \text{ kpc}^{-2}. \) However, because of the uncertainty in the DM profile of the Milky Way, in Sects. 4 and 5 we discuss the freedom there remains to alter these column densities.

4. Flux and mixing angle constraints

We obtained a 3σ upper flux limit of \( \sim 1.5 \times 10^{-6}\text{ cts cm}^{-2}\text{ s}^{-1} \) (see Fig. 1) which translates to a sterile neutrino mixing angle upper-limit of \( \sin^2(2\theta) \leq 7.7 \times 10^{-11}, \) assuming all DM is made up of 7.1 keV sterile neutrinos. The best fit values and 1σ uncertainties are \( F_{\chi}^{3.55\text{keV}} = (4.5 \pm 3.5) \times 10^{-7}\text{ cts cm}^{-2}\text{ s}^{-1} \) and \( \sin^2(2\theta) = (2.3 \pm 1.8) \times 10^{-11}. \)

Figure 1 shows the best fit and limits for the additional Gaussian line at 3.55 keV. Figure 2 and Table 1 show the best-fit and limits in flux for a range of energies between the two stronger line complexes of Sulfur (S) and Argon (Ar) at about 3.0–3.2 keV and Calcium (Ca) at about 3.8–4.0 keV. In addition we show best-fit and limits derived from a simulated spectrum with the same properties, but no line at 3.55 keV. Figure 2 shows the expected flux, scaling the detections of Boyarsky et al. (2014) in M31, those of Bulbul et al. (2014) in clusters of galaxies, and those of Boyarsky et al. (2018) in Galactic halo observations with XMM-Newton.

Systematic uncertainties in the DM mass models but also underestimated plasma emission lines in the 3.55 keV range could cause the observed tension. Figure 2 shows that there is good agreement of the XMM-Newton measurement of Boyarsky et al. (2018). The offset to the values from Bulbul et al. (2014) and Boyarsky et al. (2014) could be explained if the normalisation of the Galactic DM profile was a factor of about two lower than the estimate from P17. This lies at the boundary of conceivable column densities in the Milky Way: even using a relatively low dark matter contribution to the circular velocity near the Sun of \( V_{\text{circ}} \approx 100\text{ km s}^{-1} \) (Bovy & Rix 2013) and making the extreme assumption that this mass is a constant density sphere only reduces the dark matter column density towards the...
Fig. 1. Limiting Window ~1 Ms Chandra spectrum with constraints on an additional 3.55 keV Gaussian line on top of a standard two-temperature apec model. Uncertainties are given at 99.7 percent confidence range (~3σ). Residuals are given as a percentage deviation from the model. Red residuals are for the model with the minimum allowed flux and blue for the model with maximum flux in the additional Gaussian line.

Fig. 2. Best-fit and 1σ limits (solid line and shaded region, respectively) on additional Gaussian flux in the LW X-ray spectrum at different energies. The dashed line and shaded region show the results for a simulated spectrum without any additional line. The 3σ uncertainties are plotted as dotted lines. The black crosses show the expected flux from selected σ allowed flux and blue for the model with maximum flux in the additional Gaussian line.

Table 1. Additional Gaussian flux allowed (fit in 2.5–5.0 keV range) at different line energies.

| $E_{\text{line}}$ (keV) | Best fit (a) | Upper limit | Lower limit |
|------------------------|--------------|-------------|-------------|
| 3.30                   | $-2.05 (1.88)$ | 9.77 (11.9) | $-14.1 (-7.61)$ |
| 3.40                   | 1.27 (3.79) | 12.6 (6.87) | $-9.08 (-14.9)$ |
| 3.45                   | 3.75 (6.92) | 15.4 (3.32) | $-6.39 (-20.3)$ |
| 3.50                   | 3.44 (4.89) | 15.1 (3.63) | $-5.88 (-14.7)$ |
| 3.55                   | 4.48 (0.47) | 15.4 (10.8) | $-5.48 (-11.3)$ |
| 3.60                   | 2.54 (3.02) | 14.3 (13.1) | $-4.23 (-6.33)$ |
| 3.65                   | 1.22 (6.05) | 11.6 (16.8) | $-8.76 (-3.55)$ |
| 3.70                   | 1.26 (6.53) | 11.5 (14.5) | $-10.1 (-1.93)$ |
| 3.80                   | $-5.29 (2.29)$ | 5.46 (15.6) | $-15.0 (-9.72)$ |

Notes. (a) Values from MCMC error analysis in XSPEC at 3σ confidence level. Flux units are $10^{-7}$ cts cm$^{-2}$ s$^{-1}$. In parentheses are comparison values from simulated spectra without any additional Gaussian emission line and analysed in the same way to show systematic uncertainties of the method.

5. Discussion

Debate over the ~7 keV sterile neutrino decay line continues, with no definite answer in favour of or against it. There have been several recent studies reaching almost 3σ exclusions (e.g. Anderson et al. 2015; Jeltema & Profumo 2016; Aharonian et al. 2017) and studies with detections of about the same significance (e.g. Neronov et al. 2016; Cappelluti et al. 2018; Franse et al. 2016; Bulbul et al. 2016). The recent debate suggests that unaccounted-for systematic uncertainties in the analysis from instruments, spectral- (Hitomi Collaboration 2018), and DM mass-modelling cause these differences. Future high-spectral resolution instruments like XRISM (Tashiro et al. 2018) will help to reduce systematic uncertainties in the spectral modelling and instrument calibration.

We were looking for the best archival datasets to constrain the line emission and identified a ~1 Ms Chandra ACIS-I observation of the LW towards the GB among the best. This observation maximizes the expected DM decay flux, because the GB is the closest and highest DM column density object in the sky (Lovell et al. 2019).

In addition, the low foreground absorption of $\sim 5 \times 10^{21}$ cm$^{-2}$ allows us to resolve a large fraction of point sources which could contaminate the spectrum. The remaining ~1 keV plasma emission leads to a lower continuum contribution at 3.5 keV compared to hotter objects like clusters of galaxies. The Chandra observations are mostly (~90 percent of time) very long single exposures taken within the year 2008, limiting possible systematic uncertainties when adding many observations taken over a long period (e.g. better average response approximation).

The presented analysis focuses on minimizing systematics by using the latest available spectral models (Sect. 2), a very well understood, deep dataset, and the latest models of the expected DM mass in the FOV.

There have been many attempts to explain the line emission with alternative DM scenarios (e.g. Conlon et al. 2017) or with other unknown processes without the necessity for a DM interpretation (Gu et al. 2015; Shah et al. 2016). We focused on the DM interpretation, because the HITOMI results (Aharonian et al. 2017) excluded many other proposed explanations. Charge exchange between materials with different temperatures however remains a viable explanation for at least part of the line strength and would be expected in the LW. The HITOMI
high-resolution X-ray spectroscopy data of the Perseus cluster were not quite deep enough to constrain the possible DM line if it is broadened by the expected DM velocity ∼1300 km s⁻¹ (Aharonian et al. 2017).

Recent constraints further encouraged soft X-ray observations of the GB area as one of the best targets for DM annihilation line searches. Lovell et al. (2019) discussed an overview identifying the highest flux targets for DM decay line searches and Abazajian (2017) and Adhikari et al. (2017) summarise the current state of the 3.55 keV line discussion. At higher energies the existence of unknown lines has been further constrained by Ng et al. (2019).

Boyarsky et al. (2018) analysed the surface brightness profile of the line in the halo of the Galaxy. Their findings are consistent with ours within uncertainties. Our 3.55 keV surface brightness value of 0.09 ± 0.05 ph cm⁻² s⁻¹ sr⁻¹ agrees very well with the Galactic DM profile and measurements of these latter authors (assuming a quantum efficiency of about 90 percent for Chandra ACIS-I at 3.55 keV; see Fig. 3). The constraints in the LW are consistent with the upper limit from Dessert et al. (2018) in the Galactic halo within uncertainties.

6. Conclusions and outlook

1. We used an X-ray dataset in a region with high dark matter column density, but low astrophysical backgrounds due to the high fraction of resolved sources and low gas temperature.

2. We present a DM mass model for the analysed FOV which was derived from state-of-the-art dynamical models of the inner Galaxy.

3. We find some tension with previous measurements of the 3.55 keV line. The allowed upper limit for the mixing angle in the 7.1 keV sterile neutrino scenario would be sin²(2Θ) ≤ 7.7 × 10⁻¹¹ (3σ confidence level). The 1.5σ positive best-fit flux would translate to sin²(2Θ) ≈ (2.3 ± 1.8) × 10⁻¹¹ (1σ uncertainty).

4. An alternative explanation for the marginal detections and the tension between them remains to be underestimated systematic uncertainties in calibration of the instruments and modelling of the X-ray emission lines.

The 7.1 keV sterile neutrino remains one of the most easily tested DM candidates for the coming decade especially with new instruments, but there are still possibilities to improve constraints from currently available data. There is the possibility to expand the study to a recently completed XMM-Newton GB survey with approximately 500 times the FOV area (Ponti et al. 2019), but about 40 times less average exposure and a more complicated mix of plasma emission as well as much higher contributions from unresolved point sources (more difficult to remove due to lower spatial resolution and shallower exposure). A follow-up analysis to this work using the additional data might provide improved constraints.

The eROSITA telescope will perform the first all-sky X-ray survey in the 3.5 keV range (Merloni et al. 2012). With its all-sky coverage and comparable grasp at 3.5 keV with respect to XMM-Newton we expect to improve the current constraints from Galactic DM halo observations considerably. The largest uncertainty in the ability of eROSITA to constrain the 3.5 keV line is the level of background. In Fig. 3 we have assumed the same background as XMM-Newton, but envisage that from its observation point at L2 (second Lagrangian point of the Sun-Earth system) the background might be lower, and therefore the performance better than this conservative assumption.

The lower panel of Fig. 3 shows the expected 3.5 keV surface brightness profile extrapolating from Boyarsky et al. (2018) after the four-year survey (scan number eRASS8). The XRMIS telescope with its high spectral resolution in combination with the eROSITA all-sky coverage will allow for the nature of the line to be determined and the ATHENA observatory (Nandra et al. 2013) will improve constraints even further.
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