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Abstract

This work is concerned with the acoustic field enhancement through a circular hole perforated in a rigid plate of finite thickness. We construct the Green’s functions for the subdomains in this structure and derive the boundary-integral equations to investigate the mechanism of the scattering and field enhancement. The asymptotic expansions of Fabry-Perot type resonances with respect to the size of the aperture are presented, and the quantitative analysis of the field enhancement at resonant frequencies is carried out with both the enhancement order and shapes of the resonant modes characterized. We also investigate the transmission in the nonresonant quasi-static regime, which suggests that the velocity field is enhanced due to the fast transition of pressure field across the aperture.
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1 Introduction

The studies of electromagnetic and acoustic scattering by subwavelength structures were extensively pursued in recent years for the possibilities of realizing transmitted waves with novel wave characteristics utilizing the local resonances of subwavelength structures, see [9, 10, 18, 19, 20, 23], for instance. The acoustic transmission phenomenon for the structured plates is analogous to the phenomenon of electromagnetic waves, which motivates studies exploring the transferability of extraordinary optical transmissions [1] to the acoustic case. In particular, extensive research effort has been devoted to the investigations on the transmission or diffraction by various acoustical gratings, e.g., one-dimensional periodic slits in a rigid screen [5], a one-dimensional grating of finite grating thickness on steel rods [3], and a single hole in a thick plate [6], etc. It was reported in [25, 26] that the transmission peaks of the hole array in thick plates are related to the Fabry-Perot-like (FP-like) resonances inside the holes.

In many cases, the enhancement of the transmitted wave is very sensitive to the geometry and the wave frequency, which motivates us to study the phenomenon in a simple configuration, where an accurate description of the acoustic field can be obtained with analytical approaches. The object of study in our work is a subwavelength hole perforated in a rigid plate of finite thickness which generates the extraordinary enhancement of acoustic transmission and works as the building block of acoustic metamaterial in various applications, see [2, 3, 11, 12]. In the literature, the scattering phenomenon in this configuration has been studied by physical experiments [25] and mode matching [6] previously. Our goal is to present a rigorous quantitative analysis of the field enhancement for the acoustic scattering and give a complete picture for the mechanism of such enhancement utilizing integral equations, asymptotic analysis and other techniques.
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In this work, we will investigate the mechanism of resonant scattering by the subwavelength hole perforated in a rigid plate as depicted in Figure 1. Helmholtz equation is used as the mathematical model of the diffraction phenomenon of the subwavelength structure. As studied in previous works (see, e.g., [7, 22]), the Helmholtz equation with certain boundary conditions possesses a unique solution for wavenumber $k$ with $\text{Im} \, k > 0$. Therefore, we can deduce from the analytic continuation that there exists a unique solution for all complex wavenumbers $k$ except for a countable number of points, which are poles of the resolvent associated with the transmission problem. These poles are referred to as the resonant frequencies (or simply resonances) of the scattering problems, and these associated nontrivial solutions are referred to as the resonant modes. If the wavenumber $k$ of the incident wave is close to the real part of a resonance and the imaginary part of the resonance is small, an enhancement of the field will be observed, as we will elaborate in Section 6. To this end, we utilize the analytical tools to justify the existence of the resonant frequencies and investigate the order of field enhancement of the resonant frequencies.

Throughout this work, we will denote the radius of the hole by $\varepsilon$ and the thickness of the plate by $\ell$ as shown in Figure 1, and we shall focus on the subwavelength regime, i.e., the radius $\varepsilon$ much smaller than the thickness of the board $\ell$ and the wavelength of the incident field $\lambda$. The analysis starts with the construction of a Green’s function with the homogeneous Neumann boundary condition on each subdomain, and the formulation of the boundary-integral equations equivalent to the original problem. Asymptotic analysis of the integral equations will be carried out to demonstrate that the acoustic field enhancement through a subwavelength hole can be attributed to the resonances, that is, the transmission peaks at specific frequencies corresponding to particular resonances, referred to as Fabry-Perot type resonances. The main contributions of this paper are proving rigorously the existence of Fabry-Perot type resonances, deriving the asymptotic expansions for those resonances, and further analyzing quantitatively the field enhancement near these resonant frequencies and also the asymptotic behavior of fields at nonresonant frequencies in the quasi-static regime. More precisely, it is proved that the enhancement of the pressure field with an order of $O(\varepsilon^{-2})$ occurs at the Fabry-Perot type resonances, and the enhancement of the velocity field with an order of $O((k\ell)^{-1})$ occurs at the nonresonant frequencies in the quasi-static regime.

It should be mentioned that the mathematical studies on the acoustic impedance of perforated plate...
with a circular aperture have also been carried out previously in [22], where the matched asymptotic expansion techniques are applied to derive the analytical formula of the acoustic impedance. On the other hand, the technique of asymptotic expansion has been applied to study the electromagnetic field enhancement of single slits in [9][10]. We also refer to a related research of scattering by subwavelength cavities in [21], where the layer potential techniques and Golberg-Sigal theory are applied to study the resonances. For a comprehensive review of these techniques we refer the readers to [24].

The rest of the paper is organized as follows. In Section 2 we describe our model mathematically using the Helmholtz equation. In Section 3, we introduce the Green’s functions corresponding to the structure and derive the boundary-integral equations. In Section 4 we carry out the asymptotic analysis on the enhancement of the acoustic fields at the resonant frequencies. Finally in Section 7 we present the main results on the asymptotic expansions of resonant frequencies in Section 5. Section 6 is devoted to the quantitative analysis on the enhancement of the acoustic fields at the resonant frequencies. Finally in Section 7 we investigate the asymptotic behavior of scattered fields in the nonresonant quasi-static regime.

2 Problem description

Throughout this work, we consider the time-harmonic acoustic scattering wave through a circular hole in an infinite rigid plate with finite thickness depicted in Figure 1 and use the standard cylindrical coordinate system \( r = (r, \theta, z) \). As mentioned in the Introduction, we use \( k \) to denote the wavenumber, \( \varepsilon \) to denote the radius of the hole, \( \ell \) to denote the thickness of the plate, and \( \Omega^\varepsilon \) to denote the cylindrical cavity, that is, \( \Omega^\varepsilon := \{r = (r, \theta, z) : 0 \leq r < \varepsilon, -\pi < \theta \leq \pi, 0 < z < \ell \} \). We further denote the domain exterior to the perforated plate by \( \hat{\Omega}^\varepsilon := \Omega^+ \cup \Omega^- \cup \Omega^- \), where \( \Omega^+ = \{r = (r, \theta, z) : -\pi < \theta \leq \pi, z > \ell \} \) and \( \Omega^- = \{r = (r, \theta, z) : -\pi < \theta \leq \pi, z < 0 \} \) denote the semi-infinite domains above and below the plate, respectively.

The total pressure field, denoted by \( u_\varepsilon \), consists of three parts in the upper domain \( \Omega^+ \): the incident field \( u^i \), the reflected field \( u^r \), and the scattered field \( u^s \) radiating from the aperture \( \Gamma_1 := \{r = (r, \theta, z) : 0 \leq r \leq \varepsilon, -\pi < \theta \leq \pi, z = \ell \} \). In the lower domain \( \Omega^- \), the total pressure field only consists of the scattered field \( u^s \) radiating from the aperture \( \Gamma_2 := \{r = (r, \theta, z) : 0 \leq r \leq \varepsilon, -\pi < \theta \leq \pi, z = 0 \} \). We assume that the total field \( u_\varepsilon \) satisfies the boundary condition \( \frac{\partial u_\varepsilon}{\partial \nu} = 0 \) on the surface of this perforated plate (sound hard boundary condition), where \( \nu \) is the outward normal vector pointing to \( \hat{\Omega}^\varepsilon \). In addition, at infinity, the scattered field \( u^s_\varepsilon \) satisfies the Sommerfeld radiation condition [13]. Now we are ready to formulate the diffraction problem of our interest as follow:

\[
\begin{align*}
\Delta u_\varepsilon + k^2 u_\varepsilon &= 0 & \text{in } \hat{\Omega}^\varepsilon, \\
u \times u_\varepsilon &= u^i + u^r + u^s & \text{in } \Omega^+, \\
\frac{\partial u_\varepsilon}{\partial \nu} &= 0 & \text{on } \partial \hat{\Omega}^\varepsilon, \\
\lim_{|r| \to \infty} \sqrt{|r|} \left( \frac{\partial u^s_\varepsilon}{\partial |r|} - iku^s_\varepsilon \right) &= 0.
\end{align*}
\]

(2.1)

In this work, the incident field is a time-harmonic acoustic plane wave given by \( u^i(r) = e^{ik(d_1r \cos \theta - d_3(z - \ell))} \), with the direction unit vector \( d = (d_1, 0, -d_3) \), and the reflected field \( u^r(r) = e^{ik(d_1r \cos \theta + d_3(z - \ell))} \), with the direction unit vector \( d' = (d_1, 0, d_3) \). For clarity of exposition, we take the thickness of the plate \( \ell = 1 \) in the following sections. If the thickness of the plate \( \ell \neq 1 \) and \( \varepsilon < \ell \), the theoretical results for \( \ell = 1 \) can be generated directly by a scaling argument.

3 Boundary-integral equations of the scattering problem

In this section, we derive the Green’s functions of the Helmholtz equation (2.1) satisfying certain boundary conditions, and then reformulate (2.1) as a system of boundary-integral equations. Let us first
introduce the Green’s function \( g^\varepsilon(k; r, r') \) which satisfies
\[
\Delta g^\varepsilon(k; r, r') + k^2 g^\varepsilon(k; r, r') = \delta(r - r'), \quad r, r' \in \Omega^\pm,
\]
with boundary conditions \( \frac{\partial g^\varepsilon(k; r, r')}{\partial \nu} = 0 \) for \( r' \in \partial \Omega^+, r \in \Omega^+ \) or \( r' \in \partial \Omega^-, r \in \Omega^- \), where \( \nu \) denotes the normal vector pointing to the exterior domain \( \Omega^\pm := \Omega^+ \cup \Omega^- \). One can easily check that the Green’s function \( g^\varepsilon(k; r, r') \) takes the following form:
\[
g^\varepsilon(k; r, r') = \phi(k; |r - r'|) + \phi(k; |\bar{r} - r'|), \quad (3.1)
\]
where \( \phi(k; |r - r'|) \) denotes the free space Green’s function \( \frac{e^{ik|r-r'|}}{4\pi|r-r'|} \) in \( \mathbb{R}^3 \), and
\[
r = \begin{cases}
(r, \theta, 2 - z) & \text{if } r, r' \in \Omega^+,
(r, \theta, -z) & \text{if } r, r' \in \Omega^-.
\end{cases}
\]

Taking advantage of simplicity of the geometry, we will derive the Green’s function corresponding to the cylindrical domain \( \Omega^\varepsilon \) using eigenfunctions, present a decomposition of the Green’s function for further calculation, and formulate the boundary-integral equations.

### 3.1 Green’s function for the cylindrical cavity

Now we construct the Green’s function \( g^\varepsilon_r(k; r, r') \) satisfying the homogeneous Neumann boundary conditions for \( \Omega^\varepsilon \) as shown in Figure [1]. The Green’s function \( g^\varepsilon_r(k; r, r') \) satisfies
\[
\begin{align*}
\Delta g^\varepsilon_r(k; r, r') + k^2 g^\varepsilon_r(k; r, r') &= \delta(r - r'), \quad r, r' \in \Omega^\varepsilon, \\
\frac{\partial g^\varepsilon_r(k; r, r')}{\partial n'} &= 0, \quad r' \in \partial \Omega^\varepsilon,
\end{align*}
\]
where \( \partial \Omega^\varepsilon \) consists of three parts, \( \Gamma_1, \Gamma_2 \) and \( \Gamma_r = \{ r = (r, \theta, z) \in \partial \Omega^\varepsilon : r = \varepsilon \} \). For integers \( m \geq 1, n \geq 0, \) and \( j \geq 0 \), we define the basis functions:
\[
\phi_{mnj\varepsilon}(r) = J_n(\alpha_{mn} r) \cos(n\theta) \cos(\gamma j z), \quad \phi_{mnj\varepsilon}(r) = J_n(\alpha_{mn} r) \sin(n\theta) \cos(\gamma j z), \quad (3.3)
\]
where \( \gamma_j = j\pi, J_n \) denotes the Bessel function of order \( n \), \( \alpha_{mn} = \frac{2\pi n}{\varepsilon} \) and \( q_{mn} \) denotes the \( m \)-th smallest root of the equation
\[
\frac{\partial J_n(r)}{\partial r} = 0.
\]
It is noted that \( q_{1,0} = 0 \), thus \( \alpha_{1,0} = 0 \). The basis functions \( \{ \phi_{mnj\varepsilon}, \phi_{mnj\varepsilon} \} \) defined in (3.3) are eigenfunctions of the Laplacian operator, and orthogonal to each other. More precisely, considering the Laplacian operator in cylindrical coordinates
\[
\Delta \phi = \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial \phi}{\partial r} \right) + \frac{1}{r^2} \frac{\partial^2 \phi}{\partial \theta^2} + \frac{\partial^2 \phi}{\partial z^2},
\]
as the Bessel function \( J_n \) satisfies \( r^2 \frac{d^2 J_n}{dr^2} + r \frac{dJ_n}{dr} + (r^2 - n^2)J_n = 0 \), one can verify that
\[
\Delta \phi_{mnj\varepsilon}(r) + ((\alpha_{mn})^2 + (\gamma_j)^2) \phi_{mnj\varepsilon}(r) = 0, \quad \Delta \phi_{mnj\varepsilon}(r) + ((\alpha_{mn})^2 + (\gamma_j)^2) \phi_{mnj\varepsilon}(r) = 0. \quad (3.4)
\]
Then the expansion of \( g^\varepsilon_r(k; r, r') \) takes the following form:
\[
g^\varepsilon_r(k; r, r') = \sum_{m,n} \sum_{j=1}^{\infty} \sum_{\xi \in \{0,0\}} c_{mnj} d_{mnj\xi} \phi_{mnj\xi}(r) \phi_{mnj\xi}(r'), \quad (3.5)
\]
where the coefficients are given by
\[
d_{mnj} = \frac{1}{\int_{\Omega} (J_n(\alpha_{mn}r))^2 \cos^2(n\theta) \cos^2(\gamma_j z) dr} = \frac{4}{\pi(1 + \delta_{0,j})(1 + \delta_{0,n}) \int_0^\infty (J_n(\alpha_{mn}r))^2 r dr},
\]
and \(c_{mnj} = \frac{1}{k^2 - (\alpha_{mn})^2 - (\gamma_j)^2}\). Unless otherwise specified, the notation \(\sum_{m,n}\) denotes the summation over integers \(m \geq 1, n \geq 0\). We refer readers to [14, 15] for this technique of constructing Green’s functions. It is noted that the expansion (3.5) is well defined on the whole complex \(k\)-plane except for a countable number of points \(k = p(\alpha_{mn})^2 + (\gamma_j)^2\), which are the eigenvalues of the Laplacian operator in the cavity \(\Omega^\varepsilon\). We will take a limiting procedure to evaluate \(g_i^\varepsilon(k; r, r')\) when \(k\) turns to those eigenvalues, and take the similar procedures in subsequent analysis.

3.2 Green’s function for the semi-infinite waveguide

To prepare for the decomposition of the Green’s function \(g_i^\varepsilon(k; r, r')\) for \(\Omega^\varepsilon\), we would like to introduce another configuration consisting of a semi-infinite waveguide \(\Omega_i^+ := \{r = (r, \theta, z) : 0 \leq r < \varepsilon, -\pi < \theta \leq \pi, z < 1\}\) and the upper semi-infinite domain \(\Omega^+\) as shown in Figure 2. We consider the Green’s function \(g_0^+(k; r, r')\) that satisfies the homogeneous Neumann boundary condition on \(\partial \Omega_i^+\), i.e.,
\[
\begin{align*}
\Delta g_0^+(k; r, r') + k^2 g_0^+(k; r, r') &= \delta(r - r'), \quad r, r' \in \Omega_i^+ , \\
\frac{\partial g_0^+}{\partial n_r'} &= 0, \quad r' \in \partial \Omega_i^+.
\end{align*}
\]
with decaying boundary condition \(\frac{\partial g_0^+}{\partial z} \to 0\) as \(z \to -\infty\). To construct \(g_0^+(k; r, r')\), we introduce the following set of basis functions:
\[
\phi_{mne}(r) = J_n(\alpha_{mn}r) \cos(n\theta), \quad \phi_{mno}(r) = J_n(\alpha_{mn}r) \sin(n\theta),
\]
(3.7)
for integers \( m \geq 1 \) and \( n \geq 0 \). The basis functions \( \{ \phi_{mne}, \phi_{mn0} \} \) defined in (3.7) are eigenfunctions of the Laplacian operator on \( \Gamma_1 \), and orthogonal to each other. Following the definition of the Bessel function \( J_n \), one can verify that

\[
\Delta \phi_{mne}(r) + (\alpha_{mn})^2 \phi_{mne}(r) = 0, \quad \Delta \phi_{mn0}(r) + (\alpha_{mn})^2 \phi_{mn0}(r) = 0.
\]  

(3.8)

With the eigenfunctions \( \{ \phi_{mne}, \phi_{mn0} \} \), we derive the expansion of the Green’s function \( g_0^z(k; r, r') \) for the semi-infinite waveguide \( \Omega_1^z \) as

\[
g_0^z(k; r, r') = \sum_{(m,n) \neq (1,0)} \sum_{\xi \in \{0,e\}} c_{mn}d_{mn}\phi_{mn\xi}(r)\phi_{mn\xi}(r')e^{-\beta_{mn}|z-z'|},
\]

(3.9)

where

\[
d_{mn} = \frac{1}{\int_0^\pi \int_0^{2\pi} (J_n(\alpha_{mn})^2 r^2 \cos^2(\theta)) r d\theta dr} = \frac{2}{\pi(1 + \delta_{0,n}) \int_0^\pi (J_n(\alpha_{mn})^2 r^2 dr'},
\]

\( \beta_{mn} = \sqrt{(\alpha_{mn})^2 - k^2} \), \( c_{mn} = -\frac{1}{2\beta_{mn}} \), and \( \beta_{mn} \) has positive real part. Note that since \( \frac{\partial g_0^z}{\partial z} \to 0 \) as \( z \to -\infty \), the propagative eigenfunction \( \phi_{1,0,c}(r) \) shall be excluded and the eigenfunctions are summed over integers \( m \geq 1, n \geq 0 \) and \( (m,n) \neq (1,0) \) in (3.9).

3.3 Decomposition of the Green’s function for cylindrical cavity

To prepare for the asymptotic analysis of the integral operators in following sections, we will introduce a useful decomposition of the Green’s function \( g_0^z(k; r, r') \) to separate the effects of the Green’s function due to different components of the geometry. Comparing the geometries of \( \Omega^z \) and \( \Omega_1^z \), we deduce that the corresponding Green’s function \( g_0^z(k; r, r') \) of \( \Omega^z \) can be decomposed into three parts:

\[
g_0^z(k; r, r') = g_0^0(k; r, r') + g_0^6(k; r, r') + g_0^1(k; r, r'),
\]

(3.10)

where \( g_0^0(k; r, r') \) is the Green’s function of \( \Omega_0^z \), \( g_0^6(k; r, r') \) contains the propagative eigenfunction \( \phi_{1,0,c}(r) \) along the \( z \) direction, and \( g_0^1(k; r, r') \) takes care of the homogeneous Neumann boundary condition on \( \Gamma_2 \). The eigenfunction \( \phi_{1,0,c}(r) \) is excluded when deriving \( g_0^z(k; r, r') \) for \( \Omega_1^z \), while it shall not be neglected when constructing the Green’s function \( g_0^z(k; r, r') \) for the cavity \( \Omega^z \). We first present the formula of \( g_0^1(k; r, r') \) as

\[
g_0^1(k; r, r') = c_{1,0}d_{1,0} g_{1,0,c}(r)\phi_{1,0,c}(r') (e^{-\beta_{1,0}|z-z'|} + e^{-\beta_{1,0}|z-z'|}),
\]

where we take \( \beta_{1,0} = ik \), \( c_{1,0} = -\frac{1}{2\beta_{1,0}} \) and \( d_{1,0} = \frac{1}{\pi z} \) to normalize this term. The third part \( g_0^6(k; r, r') \) shall satisfy the following system of equations to ensure the homogeneous Neumann boundary condition on \( \Gamma_2 \) of the summation (3.10):

\[
\begin{align*}
\Delta g_0^6(k; r, r') + k^2 g_0^6(k; r, r') &= 0, & (r, r') \in \Omega^z, \\
\frac{\partial g_0^6}{\partial \nu} &= 0, & (r') \in \Gamma_1 \cup \Gamma_r, \\
\frac{\partial^2 g_0^6}{\partial \nu^2} &= -\frac{\partial g_0^1}{\partial \nu} - \frac{\partial g_0^6}{\partial \nu}, & (r') \in \Gamma_2.
\end{align*}
\]

Using \( w(k; r, r') \) to denote \(-\frac{\partial g_0^6}{\partial \nu}|_{z'=0} = \left( \frac{\partial g_0^1}{\partial \nu} + \frac{\partial g_0^6}{\partial \nu} \right)|_{z'=0} \) and \( E_{mn}(z) \) to denote \( e^{-\beta_{mn}|z-2|} + e^{-\beta_{mn}|z|} \), then \( w(k; r, r') \) takes the following form:

\[
w(k; r, r') = -\sum_{m,n \in \{0,e\}} \sum_{\xi \in \{0,e\}} c_{mn} d_{mn} \phi_{mn\xi}(r) \phi_{mn\xi}(r') \beta_{mn} (e^{-\beta_{mn}|z-2|} + e^{-\beta_{mn}|z|})
\]

\[
:= -\sum_{m,n \in \{0,e\}} \sum_{\xi \in \{0,e\}} c_{mn} d_{mn} \phi_{mn\xi}(r) \phi_{mn\xi}(r') \beta_{mn} E_{mn}(z).
\]
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Applying the formula (3.3.5) of the Green’s function \( g_0^i(k; \mathbf{r}, \mathbf{r}') \), we derive the integral representation of \( g_0^i(k; \mathbf{r}, \mathbf{r}') \) for \( \mathbf{r}, \mathbf{r}' \in \Omega^\pm \):

\[
g_0^i(k; \mathbf{r}, \mathbf{r}') = \int_{\Gamma^+} g_i(k; \mathbf{r}', \mathbf{r}'') w(k; \mathbf{r}, \mathbf{r}'') ds(\mathbf{r}'') = -\int_{\Gamma^+} \left( \sum_{m,n,j=0}^{\infty} \sum_{\xi \in \{o,e\}} c_{mnj} \alpha_{mnj}(\mathbf{r}) \phi_{mnj}(\mathbf{r}'') \phi_{mnj}(\mathbf{r}'') \right) ds(\mathbf{r}'')
\]

\[
\cdot \left( \sum_{m,n,j=0}^{\infty} \sum_{\xi \in \{o,e\}} c_{mnj} \phi_{mnj}(\mathbf{r}) \phi_{mnj}(\mathbf{r}'') \beta_{mnj} \right) ds(\mathbf{r}'')
\]

\[
= -\sum_{m,n,j=0}^{\infty} \sum_{\xi \in \{o,e\}} \int_{\Gamma^+} \left( c_{mnj} \alpha_{mnj}(\mathbf{r}) \phi_{mnj}(\mathbf{r}'') \beta_{mnj} \right) ds(\mathbf{r}'') \int_{\Gamma^+} (\phi_{mnj}(\mathbf{r}''))^2 ds(\mathbf{r}'')
\]

\[
= \sum_{m,n,j=0}^{\infty} \sum_{\xi \in \{o,e\}} \frac{1}{1 + \delta_{0,j}} \left( \frac{d_{mnj} E_{mn}(\hat{z})}{k^2 - (\alpha_{mn})^2 - (\gamma_j)^2} \phi_{mnj}(\mathbf{r}') \right) \phi_{mnj}(\mathbf{r}),
\]

where we have used \( c_{mnj} \beta_{mnj} = -\frac{1}{2} \). Thus we are ready to present the expansion of the Green’s function \( g_0^i(k; \mathbf{r}, \mathbf{r}') \) through the decomposition (3.10). For \( \mathbf{r}, \mathbf{r}' \in \Gamma_1 \), \( g_0^i(k; \mathbf{r}, \mathbf{r}') \) can be written as the summation of the following three terms:

\[
g_0^1(k; \mathbf{r}, \mathbf{r}') = 2 \sum_{(m,n) \neq (1,0)} \sum_{\xi \in \{o,e\}} c_{mnj} \phi_{mnj}(\mathbf{r}) \phi_{mnj}(\mathbf{r}'),
\]

\[
g_0^2(k; \mathbf{r}, \mathbf{r}') = 2 \epsilon_0 d_{1,0} \phi_{1,0,e}(\mathbf{r}) \phi_{1,0,c}(\mathbf{r}),
\]

\[
g_0^2(k; \mathbf{r}, \mathbf{r}') = \sum_{m,n,j=0}^{\infty} \sum_{\xi \in \{o,e\}} \frac{1}{1 + \delta_{0,j}} \left( (-1)^j E_{mn}(1) d_{mn} \phi_{mnj}(\mathbf{r}') \phi_{mnj}(\mathbf{r}) \right)
\]

\[
= \sum_{m,n,j=0}^{\infty} \sum_{\xi \in \{o,e\}} \frac{2}{1 + \delta_{0,j}} \left( (-1)^j e^{-\beta_{mnj} \eta_{mnj}} \phi_{mnj}(\mathbf{r}') \phi_{mnj}(\mathbf{r}) \right).
\]

### 3.4 Boundary-integral equations for the diffraction

We are now ready to formulate the boundary-integral equations of the transmission across the aperture. Note that \( \frac{\partial u^i}{\partial \nu} + \frac{\partial u^s}{\partial \nu} = 0 \) on \( \{z = 1\} \), and then \( \frac{\partial u^i}{\partial \nu} = 0 \) on \( \{z = 1\} \cap \Gamma_1 \). Following the Green’s identity, with the radiation condition in the far field, we obtain that the total pressure field \( u_\epsilon \) in the upper domain \( \Omega^+ \) satisfies:

\[
u \cdot \mathbf{n} \mathbf{u} = \int_{\Gamma_1} g^i(k; \mathbf{r}, \mathbf{r}') \frac{\partial u^s}{\partial \nu}(\mathbf{r}') ds(\mathbf{r}') + u^i(\mathbf{r}) + u^r(\mathbf{r}), \quad \mathbf{r} \in \Omega^+,
\]

where \( \nu \) denotes the unit outward normal pointing to the domain \( \Omega^+ \). By the continuity of the single layer potential \( \mathbf{u}_s \), we further deduce:

\[
u \cdot \mathbf{n} \mathbf{u} = \int_{\Gamma_1} g^i(k; \mathbf{r}, \mathbf{r}') \frac{\partial u^s}{\partial \nu}(\mathbf{r}') ds(\mathbf{r}') + u^i(\mathbf{r}) + u^r(\mathbf{r}), \quad \mathbf{r} \in \Gamma_1.
\]

Similarly, taking limit from the lower domain \( \Omega^- \) leads to

\[
u \cdot \mathbf{n} \mathbf{u} = \int_{\Gamma_2} g^i(k; \mathbf{r}, \mathbf{r}') \frac{\partial u^s}{\partial \nu}(\mathbf{r}') ds(\mathbf{r}'), \quad \mathbf{r} \in \Gamma_2,
\]
where $\nu$ denotes the unit outward normal pointing to the domain $\Omega^-$. Applying the Green's function $g^s_\nu(k; r, r')$ and the boundary condition on $\partial \Omega^\circ$, we derive the integral representation for the total field in $\Omega^\circ$:

$$u_\varepsilon(r) = -\int_{\Gamma_1 \cup \Gamma_2} g^s_\nu(k; r, r') \frac{\partial u^s}{\partial \nu}(r') ds(r'), \quad r \in \Omega^\circ.$$  

By the continuity of the single layer potential again, one has

$$u_\varepsilon(r) = -\int_{\Gamma_1 \cup \Gamma_2} g^s_\nu(k; r, r') \frac{\partial u^s}{\partial \nu}(r') ds(r'), \quad r \in \Gamma_1 \cup \Gamma_2. \quad (3.16)$$

Note that in these integral representations above, by the definition of $\nu$,

$$\frac{\partial u^s}{\partial \nu} = \frac{\partial u^s}{\partial (r, \theta, 1)} = -\frac{\partial u^s}{\partial (r, \theta, 0)}. \quad (3.14), (3.15), \text{ and } (3.16)$$

Therefore, by imposing the continuity of the solution along $\Gamma_1$ and $\Gamma_2$, we obtain the following system of boundary-integral equations for $\frac{\partial u^s}{\partial \nu}|_{\Gamma_1}$ and $\frac{\partial u^s}{\partial \nu}|_{\Gamma_2}$ with representations (3.14), (3.15), and (3.16):

$$\int_{\Gamma_1} g^s_\nu(k; r, r') \frac{\partial u^s}{\partial \nu}(r') ds(r') + \int_{\Gamma_1 \cup \Gamma_2} g^s_\nu(k; r, r') \frac{\partial u^s}{\partial \nu}(r') ds(r') + u^s(r) + u^s(r) = 0, \quad r \in \Gamma_1, \quad (3.17)$$

$$\int_{\Gamma_2} g^s_\nu(k; r, r') \frac{\partial u^s}{\partial \nu}(r') ds(r') + \int_{\Gamma_1 \cup \Gamma_2} g^s_\nu(k; r, r') \frac{\partial u^s}{\partial \nu}(r') ds(r') = 0, \quad r \in \Gamma_2. \quad (3.18)$$

### 4 Asymptotic expansions of boundary-integral equations

This section is devoted to the asymptotic expansions of boundary-integral equations (3.17), (3.18) for the acoustic diffraction. To prepare for the asymptotic analysis, we shall rescale the cylindrical coordinate system by introducing $X = (R, \theta) = (\xi, \theta) \in D(0, 1)$ for $r = (r, \theta, z) \in \Omega^\circ$, where $D(0, 1)$ is the unit disk in $\mathbb{R}^2$ centered at the origin, and then study the scaled operators defined on $D(0, 1)$. To facilitate the analysis of integral operators on $D(0, 1)$, we first introduce the conventional fractional Sobolev space $H^{1/2}(\mathbb{R}^2)$ with the norm

$$\|u\|_{H^{1/2}(\mathbb{R}^2)} = \int_{\mathbb{R}^2} (1 + |\omega|^2)^{1/2} |\hat{u}(\omega)|^2 d\omega,$$

where $\hat{u}$ is the Fourier transform of $u$. Then we introduce two related fractional order spaces

$$V_1 = \tilde{H}^{-1/2}(D(0, 1)), \quad V_2 = H^{1/2}(D(0, 1)),$$

where $H^{1/2}(D(0, 1))$ is the Hilbert space

$$H^{1/2}(D(0, 1)) := \{ u = U|_{D(0, 1)} : U \in H^{1/2}(\mathbb{R}^2) \}$$

with the norm

$$\|u\|^2_{H^{1/2}(D(0, 1))} = \inf\{ \|U\|_{H^{1/2}(\mathbb{R}^2)} : U \in H^{1/2}(\mathbb{R}^2) \text{ and } U|_{D(0, 1)} = u \},$$

and $V_1$ is the dual of $V_2$. We refer to [10] for further information on the fractional Sobolev spaces. Throughout this work, the duality between $V_1$ and $V_2$ will be denoted as $\langle u, v \rangle$ for $u \in V_1$, $v \in V_2$. To simplify the notations, we introduce the expression $x \lesssim y$, which means $x \leq C y$ for some generic constant $C$. If $x \lesssim y$ and $y \lesssim x$ hold simultaneously, then we write $x \sim y$. 
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4.1 Asymptotic expansions of integral operators

Let us introduce the following useful notations for the scaled quantities of \( X, Y \in D(0, 1) \):

\[
\Psi_1(X) := -\frac{\partial u^s}{\partial \nu}(\varepsilon X, 1), \\
\Psi_2(X) := -\frac{\partial u^s}{\partial \nu}(\varepsilon X, 0), \\
f(X) := (u^i + u^r)(\varepsilon X, 1), \\
G^\varepsilon_0(k; X, Y) := 2\phi(k; |X - Y|\varepsilon), \\
G^\varepsilon_0(k; X, Y) := g^\varepsilon_0(k; (\varepsilon X, 1), (\varepsilon Y, 1)) = g^\varepsilon_0(k; (\varepsilon X, 0), (\varepsilon Y, 0)), \\
G^\varepsilon_1(k; X, Y) := g^\varepsilon_1(k; (\varepsilon X, 1), (\varepsilon Y, 0)) = g^\varepsilon_1(k; (\varepsilon X, 0), (\varepsilon Y, 1)).
\]

Applying the notations above, we define the following scaled integral operators of \( \psi \in V_1 \):

\[
T^e \psi(X) = \int_{D(0,1)} G^\varepsilon_0(k; X, Y)\psi(Y)dY, \quad X \in D(0,1), \\
T^i \psi(X) = \int_{D(0,1)} G^\varepsilon_0(k; X, Y)\psi(Y)dY, \quad X \in D(0,1), \\
\tilde{T}^i \psi(X) = \int_{D(0,1)} \tilde{G}^\varepsilon_1(k; X, Y)\psi(Y)dY, \quad X \in D(0,1).
\]

By the change of variable, we deduce the following proposition:

**Proposition 1.** The system of boundary-integral equations (3.17)–(3.18) is equivalent to

\[
\begin{bmatrix}
T^e + T^i \\
\tilde{T}^i
\end{bmatrix}
\begin{bmatrix}
\Psi_1 \\
\Psi_2
\end{bmatrix} = \begin{bmatrix}
e^{-2f} \\
0
\end{bmatrix}.
\]

(4.1)

Next we will carry out the asymptotic expansions of the integral operators in (4.1). For clarity, we introduce the notations below for the asymptotic expansions:

\[
\beta_1(k, \varepsilon) := -\frac{ik}{2\pi}, \quad (4.2) \\
\beta_2(k, \varepsilon) := -\frac{\cot k}{k} d_{1,0}, \quad (4.3) \\
\beta(k, \varepsilon) := \beta_1(k, \varepsilon) + \beta_2(k, \varepsilon) = \frac{ik}{2\pi} + \frac{\cot k}{k} d_{1,0}, \quad (4.4) \\
\tilde{\beta}(k, \varepsilon) := \frac{d_{1,0}}{k \sin k}, \quad (4.5) \\
r^i(k; X, Y) := g^\varepsilon_0(k; (\varepsilon X, 1), (\varepsilon Y, 1)), \\
\kappa(k; X, Y) := -\frac{1}{2\pi|X - Y|\varepsilon} + r^i(k; X, Y).
\]

Since the basis functions \( \{\phi_{mn}(r)\} \) are invariant along the \( z \) axis by definition, we suppress the dependence on \( z \) and denote \( \phi_{mn}(r) \) by \( \phi_{mn}(\varepsilon X) \) for \( r = (\varepsilon X, z) \) in the remaining. Now we present the asymptotic expansions of the kernels \( G^\varepsilon_0(k; X, Y), G^\varepsilon_1(k; X, Y) \) and \( \tilde{G}^\varepsilon_1(k; X, Y) \) for the integral operators defined on \( V_1 \).

**Lemma 1.** If \( |k\varepsilon| \ll 1 \), we have the following expansions:

\[
G^\varepsilon_0(k; X, Y) = \beta_1(k, \varepsilon) - \frac{1}{2\pi|X - Y|\varepsilon} + r^i_0(X, Y), \\
G^\varepsilon_1(k; X, Y) = \beta_2(k, \varepsilon) + r^i(k; X, Y) + r^r_2(X, Y), \\
\tilde{G}^\varepsilon_1(k; X, Y) = \tilde{\beta}(k, \varepsilon) + \tilde{\kappa}(X, Y),
\]
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where \( r_1^\epsilon(X, Y) \), \( r_2^\epsilon(X, Y) \) and \( \tilde{\kappa}_\infty(X, Y) \) are bounded functions with \( r_1^\epsilon \sim O(k^2\epsilon) \), \( r_2^\epsilon \sim O(\epsilon^{-1}\exp(-\epsilon^{-1})) \), and \( \tilde{\kappa}_\infty \sim O(\epsilon^{-1}\exp(-\epsilon^{-1})) \).

**Proof.** First we consider the expansion of \( G_\epsilon^i(k; X, Y) \). Direct Taylor’s expansion leads to

\[
G_\epsilon^i(k; X, Y) = -\frac{e^{ik|X-Y|}}{2\pi|X-Y|\epsilon} + \frac{ik}{2\pi} - \frac{1}{2\pi|X-Y|\epsilon} + \frac{k^2|X-Y|\epsilon}{2\pi} + o(k^2\epsilon|X-Y|)
\]

where \( \alpha \) and the formula (4.6) can be further simplified as

\[
G_\epsilon^i(k; X, Y) = g_0^i(k; (\epsilon X, 1), (\epsilon Y, 1)) + g^\epsilon(k; (\epsilon X, 1), (\epsilon Y, 1)) + 2\sum_{m,n} c_{mn}d_{mn}\phi_{mn\epsilon}(\epsilon X)\phi_{mn\epsilon}(\epsilon Y)
\]

Then we consider the expansion of the function \( G_\epsilon^i(k; X, Y) \) applying the representation \([3.11]–[3.13]\):

\[
G_\epsilon^i(k; X, Y) = 2\sum_{m,n} c_{mn}d_{mn}\phi_{mn\epsilon}(\epsilon X)\phi_{mn\epsilon}(\epsilon Y)
\]

and the formula (4.6) can be further simplified as

\[
G_\epsilon^i(k; X, Y) = 2\sum_{(m,n)\neq(1,0)} c_{mn}d_{mn}\phi_{mn\epsilon}(\epsilon X)\phi_{mn\epsilon}(\epsilon Y) + \frac{\cot k}{k}\]

where we have used \( \phi_{1,0,0}(\epsilon X, Y) = J_0(0) = 1 \), \( c_{1,0} = -\frac{1}{2\beta_{1,0}} \), and the representations of elementary functions by series (cf. \([17]\)):

\[
\sum_{j=1}^{\infty} \frac{2(-1)^j}{k^2 - (j\pi)^2} + \frac{1}{k^2} = \frac{1}{k\sin k}\]

Recalling \( \alpha_{mn} = \frac{4m^2}{\epsilon} \), we obtain that the expansion of \( G_\epsilon^i(k; X, Y) \) is of the following form

\[
G_\epsilon^i(k; X, Y) = \beta_2(k, \epsilon) + r_1^\epsilon(k; X, Y) + r_2^\epsilon(X, Y),
\]
where
\[ \beta_2(k, \varepsilon) = \frac{\cot k}{k} d_{1,0}, \]
the second term
\[ r^i(k; \mathbf{X}, \mathbf{Y}) = g^i_0(k; (\varepsilon \mathbf{X}, 1), (\varepsilon \mathbf{Y}, 1)), \]
and the last term
\[
\begin{align*}
\tilde{r}_2^v(\mathbf{X}, \mathbf{Y}) &= \sum_{(m, n) \neq (1,0)} \sum_{\xi \in \{o, e\}} \left( \frac{1}{\sqrt{-k^2 + (\frac{2mn}{\varepsilon})^2 \sinh(-k^2 + (\frac{2mn}{\varepsilon})^2)}} \right) e^{-\beta_{mn}} d_{mn} \phi_{mn}(\varepsilon \mathbf{X}) \phi_{mn}(\varepsilon \mathbf{Y}).
\end{align*}
\]
We further deduce that \( \tilde{r}_2^v(\mathbf{X}, \mathbf{Y}) \) is of order \( O(\varepsilon^{-1} \exp(-\varepsilon^{-1})) \) from \( d_{mn} = O(\varepsilon^{-2}) \) and \( \beta_{mn} = \sqrt{(\frac{2mn}{\varepsilon})^2 - k^2} = O(\varepsilon^{-1}) \).

Now we consider the expansion of the kernel \( \tilde{G}_c^v(k; \mathbf{X}, \mathbf{Y}) \). We use the formula (3.5) of \( g^i_c(k; r, r') \) directly: for \( r \in \Gamma_1 \) and \( r' \in \Gamma_2 \), we have the expansion representation
\[
\tilde{G}_c^v(k; \mathbf{X}, \mathbf{Y}) = \sum_{m, n} \sum_{\xi \in \{o, e\}} (\varepsilon)^j \left( \frac{2c_{mnj}}{1 + \delta_{0,j}} \right) d_{mn} \phi_{mn}(\varepsilon \mathbf{X}) \phi_{mn}(\varepsilon \mathbf{Y}).
\] (4.8)
Again it follows from the representation of elementary functions as series that
\[
\sum_j (\varepsilon)^j \frac{2c_{1,0,j}}{1 + \delta_{0,j}} = \frac{1}{k \sin k},
\]
and for \( (m, n) \neq (1,0), \)
\[
\sum_j (\varepsilon)^j \frac{2c_{mnj}}{1 + \delta_{0,j}} = \frac{1}{\sqrt{-k^2 + (\frac{2mn}{\varepsilon})^2 \sinh(-k^2 + (\frac{2mn}{\varepsilon})^2)}} \approx O \left( \frac{\varepsilon}{q_{mn}} \exp \left( -\frac{q_{mn}}{\varepsilon} \right) \right).
\]
One can now deduce from (4.8) that
\[
\tilde{G}_c^v(k; \mathbf{X}, \mathbf{Y}) = \frac{d_{1,0}}{k \sin k} + \sum_{m, n} \sum_{\xi \in \{o, e\}} d_{mn} \phi_{mn}(\varepsilon \mathbf{X}) \phi_{mn}(\varepsilon \mathbf{Y}) O \left( \frac{\varepsilon}{q_{mn}} \exp \left( -\frac{q_{mn}}{\varepsilon} \right) \right)
\]
\[
:= \tilde{\beta}(k, \varepsilon) + \tilde{\kappa}_\infty(\mathbf{X}, \mathbf{Y}),
\] (4.9)
where \( \tilde{\kappa}_\infty(\mathbf{X}, \mathbf{Y}) \) is of order \( O(\varepsilon^{-1} \exp(-\varepsilon^{-1})) \). Then we obtain all desired expansions.

We denote by \( K, K_\infty, \tilde{K}_\infty \) the integral operators corresponding to the Schwarz integral kernels \( \kappa, \kappa_\infty := r_1^1 + r_2^2, \tilde{\kappa}_\infty \) respectively, where \( r_1^1, r_2^2 \) and \( \tilde{\kappa}_\infty \) are defined in Lemma [1]. We further introduce an operator \( P : V_1 \to V_2, \)
\[
P \psi(\mathbf{X}) = \langle \psi, 1 \rangle_1,
\]
where \( 1 \in V_2 \) is the constant function equal to 1 on \( D(0, 1) \). With these expansions of kernels in Lemma [1], we can derive the following useful lemma for the integral operators in the equation (4.1).

**Lemma 2.** 1. The operator \( T^c + T^i \) admits the following decomposition
\[
T^c + T^i = \beta(k, \varepsilon) P + K + K_\infty.
\]
Moreover, \( K_\infty \) is bounded from \( V_1 \) to \( V_2 \) with the operator norm \( \|K_\infty\| \leq O(k^2 \varepsilon) \) uniformly for bounded \( k \).
2. The operator $\tilde{T}^i$ admits the following decomposition

$$T^e + T^i = \tilde{\beta}(k, \varepsilon)P + \tilde{K}_\infty.$$  

Moreover, $\tilde{K}_\infty$ is bounded from $V_1$ to $V_2$ with the operator norm $\|\tilde{K}_\infty\| \leq O(\varepsilon^{-1}\exp(-\varepsilon^{-1}))$ uniformly for bounded $k$.

3. The operator $\tilde{K} = \varepsilon K$ is bounded from $V_1$ to $V_2$ with a bounded inverse. Moreover,

$$\alpha := \langle \tilde{K}^{-1}1, 1 \rangle \neq 0.$$  

The first two results in Lemma 2 directly follow the definitions of $T^e$, $T^i$, $\tilde{T}^i$ and the expansions of their kernels in Lemma 1. The proof of the third assertion will be presented in the next subsection.

### 4.2 Invertibility of operator $\tilde{K}$

In this subsection, we prove that the integral operator $\tilde{K}$ defined in Lemma 2 has a bounded inverse, and $\alpha := \langle \tilde{K}^{-1}1, 1 \rangle \neq 0$. We will carry out the asymptotic expansion of $\tilde{K}$ over $\varepsilon k$, denote the leading-order term of $\tilde{K}$ as $\tilde{K}_0$, and analyze the invertibility of the integral operator $\tilde{K}_0$. Then we will obtain the conclusions for $\tilde{K}$.

One way to derive the leading-order term $\tilde{K}_0$ is carrying out the asymptotic expansion of the underlying partial differential equations. Recall that the kernel of $\tilde{K}$ is

$$\varepsilon \kappa(k; X, Y) = -\frac{1}{2\pi|X - Y|} + \varepsilon g_0^1(k; (\varepsilon X, 1), (\varepsilon Y, 1)),$$  

where the Green’s function $g_0^1(k; r, r')$ satisfies (3.6) with decaying boundary condition when $z \to -\infty$.

Then we introduce an auxiliary function $G_0^1(k; R, R')$ which satisfies

$$\begin{cases}
\Delta G_0^1(k; R, R') + \varepsilon^2 k^2 G_0^1(k; R, R') = \delta(R - R'), & R, R' \in \Omega_1, \\
\frac{\partial G_0^1}{\partial \nu_{R'}} = 0, & R' \in \partial \Omega_1,
\end{cases}$$  

(4.10)

and $\frac{\partial G_0^1}{\partial \tau} \to 0$ as $z \to -\infty$, where $\Omega_1$ denotes a semi-infinite waveguide

$$\Omega_1 := \{R = (R, \theta, z) : 0 < R < 1, -\pi < \theta \leq \pi, z < 1\}.$$  

By the definitions of $g_0^1(k; r, r')$ and the change of variable, there holds

$$G_0^1(k; (X, 1), (Y, 1)) = \varepsilon g_0^1(k; (\varepsilon X, 1), (\varepsilon Y, 1)).$$  

On the other hand, one can observe from (4.10) that the function $G_0^1(k; R, R')$ is actually the Green’s function for the Helmholtz equation in the structure $\Omega_1$ with wavenumber equal to $k\varepsilon$ and the homogeneous Neumann boundary condition. Let us do asymptotic expansion on both sides of (4.10) as $k\varepsilon \ll 1$. Using $\tilde{G}_0^1(R, R')$ to denote the leading-order term of $G_0^1(k; R, R')$ in the asymptotic expansion over $k\varepsilon$, then $\tilde{G}_0^1(R, R')$ satisfies

$$\begin{cases}
\Delta \tilde{G}_0^1(R, R') = \delta(R - R'), & R, R' \in \Omega_1, \\
\frac{\partial \tilde{G}_0^1}{\partial \nu_{R'}} = 0, & R' \in \partial \Omega_1,
\end{cases}$$  

(4.11)

and $\frac{\partial \tilde{G}_0^1}{\partial \tau} \to 0$ as $z \to -\infty$. Thus we can conclude that the kernel of the integral operator $\tilde{K}_0$ is

$$-\frac{1}{2\pi|X - Y|} + \tilde{G}_0^1((X, 1), (Y, 1)).$$  
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Another way to obtain the leading-order term of $\tilde{K}$ is deriving the asymptotic expansion of the kernel $\varepsilon \kappa := -\frac{1}{2\pi |\mathbf{x} - \mathbf{y}|} + \varepsilon r^i(k; \mathbf{X}, \mathbf{Y})$ directly. For this purpose, we introduce the following notations of scaled functions,

$$D_{mn} := \frac{1}{\int_0^1 \int_0^{2\pi} (J_n(q_{mn} R)) \cos^2(n \theta) d \theta R d R},$$

$$\Phi_{mne}(\mathbf{X}) := \phi_{mne}(\varepsilon \mathbf{X}),$$

$$\Phi_{mno}(\mathbf{X}) := \phi_{mno}(\varepsilon \mathbf{X}),$$

where $D_{mn} = \varepsilon^2 d_{mn}$ and $D_{mn} = O(1)$ by definition. Thus we can rewrite the formula of $\varepsilon r^i(k; \mathbf{X}, \mathbf{Y})$ as

$$\varepsilon r^i(k; \mathbf{X}, \mathbf{Y}) = \sum_{(m,n) \neq (1,0)} \sum_{\xi \in \{o,e\}} \frac{-D_{mn}}{(q_{mn})^2 - (\varepsilon k)^2} \Phi_{mne}(\mathbf{X}) \Phi_{mne}(\mathbf{Y}),$$

and the asymptotic expansion over $k \varepsilon$ for the formula above takes the following form:

$$\varepsilon r^i(k; \mathbf{X}, \mathbf{Y}) = \sum_{(m,n) \neq (1,0)} \sum_{\xi \in \{o,e\}} \frac{D_{mn}}{q_{mn}} \Phi_{mne}(\mathbf{X}) \Phi_{mne}(\mathbf{Y}) + O(k^2 \varepsilon^2).$$

We observe that the summation in (4.13) is the leading-order term of $\varepsilon r^i(k; \mathbf{X}, \mathbf{Y})$, which also coincides with the formula of the Green’s function $G_0^{\bar{K}}(\mathbf{R}, \mathbf{R}')$ defined in (4.11).

Next, to investigate the invertibility of $\tilde{K}_0$, we introduce a transmission problem related to the kernel of $\tilde{K}_0$, and prove the invertibility of $\tilde{K}_0$ by the well-posedness of this problem. The transmission problem in the structure $\Omega_1 \cup \Omega^+$ is modeled by the following equations:

$$\begin{cases}
\Delta u = 0 & \text{in } \Omega_1 \cup \Omega^+, \\
\frac{\partial u}{\partial \nu} = 0 & \text{on } \partial(\Omega_1 \cup \Omega^+), \\
[u] = f, & \\
[i] \frac{\partial u}{\partial \nu} = 0, &
\end{cases}$$

(4.14)

where $\tilde{\Gamma} := \{ \mathbf{R} = (R_0, \theta, z) : 0 \leq R_0 \leq 1, -\pi < \theta \leq \pi, z = 1 \}$, $[\cdot]_\Gamma$ is the conventional notation of jump that denotes the difference across the interface $\tilde{\Gamma}$ of $\Omega^+$ and $\Omega_1$, $u$ satisfies the radiating boundary condition in the upper half space, and $\frac{\partial u}{\partial \nu} \rightarrow 0$ as $z \rightarrow -\infty$. It can be proved analogously to the transmission problem (P1) in [21] that this system (4.14) is well-posed for $f \in H^{1/2}(\tilde{\Gamma})$, i.e., the unique solution to (4.14) exists and is bounded by $f$. On the other hand, we can use the same argument as in Subsection 3.4 of deriving the boundary-integral equations (4.17)–(3.18) to deduce that $\tilde{K}_0$ maps the outer normal derivative of the solution for (4.14), $\frac{\partial u}{\partial \nu}|_{\tilde{\Gamma}} \in H^{1/2}(\tilde{\Gamma})$, to the difference of the solution across the aperture, $[u]_\Gamma = f$. More precisely, the invertibility of $\tilde{K}_0$ is equivalent to the well-posedness of the diffraction problem (4.14). Therefore we conclude that $\tilde{K}$ has a bounded inverse.

Finally, to prove $\alpha = (\tilde{K}^{-1}, 1) \neq 0$, we first claim that there exists a constant $\alpha_0 := (\tilde{K}_0^{-1}, 1) \neq 0$, and prove the assertion by contradiction. If $\alpha_0 = 0$, taking $f \equiv 1$ in the system (4.14) leads to

$$\int_{S_H} \frac{\partial u}{\partial \nu}[u]_\Gamma ds = (\tilde{K}_0^{-1}, 1) = 0.$$  

(4.15)

Using Green’s theorem and (4.15), one can derive that the integral of $(\nabla u)^2$ over a half ball $B_R^+ = \{ \mathbf{R} = (R_0, \theta, z) : [(R_0, \theta, z - 1) < R, -\pi < \theta \leq \pi, z > 1] \}$ coupled with a waveguide $D(0, 1) \times (-R, 1)$ satisfies

$$\int_{B_R^+ \cup D(0, 1) \times (-R, 1)} (\nabla u)^2 ds = \int_{S_R^+} \nabla u \cdot \frac{\mathbf{R} - (0, 0, 1)}{|\mathbf{R} - (0, 0, 1)|} u ds - \int_{\Gamma_R} \frac{\partial u}{\partial z} u ds,$$

(4.16)
where \( S^+_R := \{(R_0, \theta, z) : |(R_0, \theta, z - 1)| = R, -\pi < \theta \leq \pi, z \geq 1\} \) and \( \Gamma_R := \{(R_0, \theta, z) : R_0 \leq 1, -\pi < \theta \leq \pi, z = -R\} \). When \( R \to \infty \), with the Sommerfeld radiation condition in the infinity and \( u \to 0 \) as \( z \to -\infty \), the right-hand side of (4.16) converges to zero, which leads to \( u \equiv 0 \) in \( \Omega_1 \cup \Omega^+ \), thus \( K_0^{-1}1 = 0 \). This contradicts to the invertibility of \( K_0 \). Finally, as \( K_0 \) is the leading-order term of \( K \), it follows \( \alpha_0 \neq 0 \) if \( \alpha = (K^{-1}1, 1) \neq 0 \).

5 Asymptotic expansions of resonances

In this section we investigate the resonant frequencies of the scattering problem [24], and further derive their asymptotic expansions utilizing the properties of the integral operators in previous sections. As mentioned in the Introduction, the resonance is defined as a complex number \( k \) with negative imaginary part such that there exists a nontrivial solution to the integral equations with wavenumber \( k \) when the incidental wave is zero. Therefore, deriving the resonant frequencies is equivalent to finding the part such that there exists a nontrivial solution to the integral equations with wavenumber \( k \) when the incidental wave is zero. Therefore, deriving the resonant frequencies is equivalent to finding the characteristic values of the operator on the left-hand side of (4.1) with respect to the variable \( k \) [24]. In what follows, when there is no ambiguity, we omit the explicit dependence on \( k \) and \( \varepsilon \) to simplify the notations. In particular, we denote \( \beta(k, \varepsilon) \) in (4.4) by \( \beta \) and \( \tilde{\beta}(k, \varepsilon) \) in (4.5) by \( \tilde{\beta} \) respectively. We shall denote the operator on the left-hand side of (4.1) by \( T \), which admits the following decomposition by Lemma [2]

\[
T := \begin{pmatrix} T^e + T^i \tilde{T}^i \end{pmatrix} = \begin{pmatrix} \beta P & \tilde{\beta} P \\ \beta P & \beta P \end{pmatrix} + K^\infty \begin{pmatrix} K^\infty & \tilde{K}^\infty \\ \tilde{K}^\infty & K^\infty \end{pmatrix}.
\]

Let us further introduce the notations

\[
P := \begin{pmatrix} \beta P & \tilde{\beta} P \\ \beta P & \beta P \end{pmatrix}, \quad L := K^\infty + \begin{pmatrix} K^\infty & \tilde{K}^\infty \\ \tilde{K}^\infty & K^\infty \end{pmatrix},
\]

and denote by \( \sigma(T) \) the set of complex characteristic frequencies \( k \) of the operator \( T \). We can decompose the space \( V_1 \times V_1 \) into two invariant spaces of \( T \), i.e., \( V_1 \times V_1 = V_{even} \oplus V_{odd} \), where

\[
V_{even} = \{[\Psi, \Psi]^T, \Psi \in V_1\},
\]

\[
V_{odd} = \{[\Psi, -\Psi]^T, \Psi \in V_1\},
\]

and consequently \( \sigma(T) \) could be divided as

\[
\sigma(T) = \sigma(T|_{V_{even}}) \cup \sigma(T|_{V_{odd}}) = \sigma(T^+) \cup \sigma(T^-),
\]

where

\[
T^+ := T^e + T^i + \tilde{T}^i,
\]

\[
T^- := T^e + T^i - \tilde{T}^i.
\]

Following the asymptotic expansion in Lemma [2], we have

\[
T^+ = (\beta_1 + \beta_2 + \tilde{\beta}) P + K + K_{\infty} + \tilde{K}_{\infty} := P^+ + L^+,
\]

\[
T^- = (\beta_1 + \beta_2 - \tilde{\beta}) P + K + K_{\infty} - \tilde{K}_{\infty} := P^- + L^-,
\]

where \( P^+ = (\beta_1 + \beta_2 + \tilde{\beta}) P \), \( L^+ = K + K_{\infty} + \tilde{K}_{\infty} \), \( P^- = (\beta_1 + \beta_2 - \tilde{\beta}) P \), and \( L^- = K + K_{\infty} - \tilde{K}_{\infty} \).

From the asymptotic expansions in Lemma [2] we can deduce that \( L^+ \), \( L^- \) are invertible for sufficiently small \( \varepsilon \).

First, let us consider the characteristic frequencies in \( \sigma(T^+) \). Assuming that there exists a function \( \varphi \in V_1 \) such that \( \varepsilon(P^+ + L^+)\varphi = 0 \), then

\[
(\varepsilon L^+)^{-1}(\varepsilon P^+)\varphi + \varphi = 0,
\]
Following Lemma 3, we derive the characteristic frequencies of

\[ \lambda_1(k, \varepsilon) := 1 + \varepsilon(\beta + \tilde{\beta})(\varepsilon L^+)^{-1} P \varphi + \varphi = 0. \]

It is straightforward to check that the eigenvalue of \( \varepsilon(\beta + \tilde{\beta})(\varepsilon L^+)^{-1} P + I \) is

\[ \lambda_1(k, \varepsilon) := 1 + \varepsilon(\beta + \tilde{\beta})(\varepsilon L^+)^{-1} 1, 1). \] (5.2)

Similarly, we denote the eigenvalue corresponding to \( T^- \) as

\[ \lambda_2(k, \varepsilon) := 1 + \varepsilon(\beta - \tilde{\beta})(\varepsilon L^-)^{-1} 1, 1). \] (5.3)

Therefore, the characteristic frequencies of \( T \) are the roots of these two analytic functions \( \lambda_1(k, \varepsilon) \) and \( \lambda_2(k, \varepsilon) \), which can be concluded as the following lemma.

**Lemma 3.** The resonances of the problem (4.1) are the roots of the analytic functions

\[ \lambda_1(k, \varepsilon) = 0 \]

and

\[ \lambda_2(k, \varepsilon) = 0. \]

Finally, we are ready to present the main theoretical results of this section, the asymptotic expansions for the resonances of the system (4.1). We shall restrict the discussion to the right half of the complex \( k \) plane, and the resonances on left half can be derived analogously.

**Theorem 1.** There exist two sets of resonances \( \{ k_{n,1} \} \) and \( \{ k_{n,2} \} \) for the scattering problem (4.1), and the following asymptotic expansions hold:

\[ k_{n,1} = (2n - 1)\pi + \frac{2(2n - 1)\pi \varepsilon}{\alpha} - (2n - 1)^2 \pi \varepsilon^2 + O(\varepsilon^3), \]

\[ k_{n,2} = 2n\pi + 4n\pi \frac{\varepsilon}{\alpha} - 4n^2 \pi \varepsilon^2 + O(\varepsilon^3), \]

where \( \alpha = (\tilde{K}^{-1}, 1), n \geq 1, \) and \( n\varepsilon \ll 1. \)

**Proof.** Following Lemma 3 we derive the characteristic frequencies of \( T^+ \) by solving

\[ \lambda_1(k, \varepsilon) = 1 + \varepsilon(\beta + \tilde{\beta})(\varepsilon L^+)^{-1} 1, 1) = 0. \]

From Lemma 2, \( K_\infty \) and \( \tilde{K}_\infty \) are bounded in the operator norm \( \| K_\infty \| \leq O(k^2 \varepsilon), \| \tilde{K}_\infty \| \leq O(\varepsilon^{-1} \exp(-\varepsilon^{-1})). \)

Then it follows \( \varepsilon L^+ = \tilde{K} + \varepsilon K_\infty + \varepsilon \tilde{K}_\infty \) that

\[ ((\varepsilon L^+)^{-1} 1, 1) = ((\tilde{K} + \varepsilon K_\infty + \varepsilon \tilde{K}_\infty)^{-1} 1, 1) \]

\[ = \alpha \left( 1 + \sum_{n=1}^{\infty} (-\tilde{K}^{-1} (\varepsilon K_\infty + \varepsilon \tilde{K}_\infty)^n (1, 1) \right) \]

\[ \varepsilon k, \varepsilon) = 0. \] (5.4)

where \( r(k, \varepsilon) \) is analytic in \( k \) and \( r(k, \varepsilon) \sim O(k^2 \varepsilon^2). \) For simplicity, we use the notations

\[ c(k) := \cot \frac{k}{k} + \frac{1}{k \sin k}, \]

\[ \gamma(k) := \frac{ik}{2\pi}. \] (5.5)

Introducing \( p(k, \varepsilon) := \varepsilon \lambda_1(k, \varepsilon) \), we rewrite the equation \( \lambda_1(k, \varepsilon) = 0 \) with the notations above as

\[ p(k, \varepsilon) = \varepsilon + \left( c(k) + \varepsilon^2 \gamma(k) \right) (\alpha + r(k, \varepsilon)) = 0. \] (5.7)
Since the resonances under our consideration are not in the high frequency regime, we search for roots of \(p(k, \varepsilon)\) in a bounded domain \(\Delta_M = \{ z : |z| \leq M \}\) for some fixed constant \(M > 0\). Note that \(p(k, \varepsilon)\) blows up as \(k \to 2j\pi\), for all \(j \in \mathbb{Z}\), where \(\mathbb{Z}\) denotes the set of all integers. As the result, there exists \(\delta_0\) such that all roots of \(p(k, \varepsilon)\) in \(\Delta_M\) actually lie inside a smaller domain

\[
\Delta_{\delta_0, M} = \{ z : |z - 2j\pi| \geq \delta_0, \forall j \in \mathbb{Z} \} \cap \Delta_M,
\]

and \(p(k, \varepsilon)\) is analytic for \(k\) in this subdomain \(\Delta_{\delta_0, M}\).

We can observe from the formula (5.5) that the roots of \(c(k) = 0\) on the right half of the complex \(k\) plane are \(k_{1,n,0} = (2n - 1)\pi\) with \(n \geq 1\) being an integer, and each root is simple. Following (5.7), we can apply Rouche’s theorem to deduce that the roots of \(\lambda_1(k, \varepsilon)\), denoted as \(k_{1,n,1}\), are also simple and very close to \(k_{1,n,0}\) when \(\varepsilon \ll 1\). We shall derive the asymptotic expansions for these roots below.

Let us first introduce a function

\[
p_1(k, \varepsilon) = \varepsilon + (c(k) + \varepsilon^2 \gamma(k)) \alpha,
\]

and present the Taylor’s expansion of \(p_1(k, \varepsilon)\) at \(k_{1,n,0}\),

\[
p_1(k, \varepsilon) = \varepsilon + (c'(k_{1,n,0})(k - k_{1,n,0}) + c''(k_{1,n,0})(k - k_{1,n,0})^2 + O(k - k_{1,n,0})^3
\]

\[
+ \varepsilon^2 \gamma(k_{1,n,0}) + \varepsilon^2 \gamma'(k_{1,n,0})(k - k_{1,n,0}) \alpha).
\]

By the formula of \(c(k)\) we have \(c'(k_{1,n,0}) = -\frac{1}{2k_{n,1,0}} = -\frac{1}{2(2n - 1)\pi}\). We can further calculate \(c''(k)\),

\[
c''(k) = \frac{2k \sin^3 k + ((2k^2 + 2\cos k + k^2 + 2) \sin^2 k + (2k \cos^2 k + 2k \cos k) \sin k + 2k^2 \cos^3 k + 2k^2 \cos^2 k)}{k^3 \sin^3 k},
\]

and it follows that \(c''(k_{1,n,0}) = 0\). Thus we conclude that the roots of \(p_1(k, \varepsilon)\) in \(\Delta_{\delta_0, M}\) are also simple and close to \(k_{n,1,0}\). Moreover, these roots are analytic with respect to the variable \(\varepsilon\), and we denote the roots of \(p_1(k, \varepsilon)\) which are close to \(k_{n,1,0}\) as \(k_{n,1,1}\). Expanding these roots in terms of powers of \(\varepsilon\), we obtain from (5.8) that

\[
k_{n,1,1} = k_{n,1,0} + 2k_{n,1,0} \frac{\varepsilon}{\alpha} - k_{n,1,0}^2 \frac{i\varepsilon^2}{\pi} + O(\varepsilon^3).
\]

Then we claim that \(k_{n,1,1}\) gives the leading-order terms of \(k_{n,1}\), more precisely,

\[
k_{n,1,1} - k_{n,1} = O(\varepsilon^3).
\]

We prove this claim by Rouche’s theorem. As

\[
p(k, \varepsilon) - p_1(k, \varepsilon) = O(c(k) + \varepsilon^2 \gamma(k)) \alpha(k, \varepsilon)
\]

and

\[
p_1(k, \varepsilon) = c(k) \alpha + O(\varepsilon),
\]

one can find a positive constant \(C_n\) such that

\[
|p(k, \varepsilon) - p_1(k, \varepsilon)| \leq |p_1(k, \varepsilon)|
\]

for all \(|k - k_{n,1,1}| = C_n\varepsilon^3\). Thus we obtain that \(p(k, \varepsilon)\) has a simple root in \(\{ k : |k - k_{n,1,1}| \leq C_n\varepsilon^3 \}\), which implies \(k_{n,1,1} - k_{n,1} = O(\varepsilon^3)\).

Similarly, considering

\[
\lambda_2(k, \varepsilon) = 1 + \varepsilon(\beta - \tilde{\beta})(\varepsilon L^{-1} 1, 1),
\]

we introduce a function \(q(k, \varepsilon) := \varepsilon \lambda_2(k, \varepsilon)\) and by definition

\[
q(k, \varepsilon) = \varepsilon + \left(\cot \frac{k}{k} - \frac{1}{k \sin k} - \frac{ik}{2\pi} \varepsilon^2\right) (\alpha + s(k, \varepsilon)),
\]
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where \(s(k, \varepsilon)\) is analytic in \(k\) and \(s(k, \varepsilon) \sim O(k^2 \varepsilon^2)\). One can deduce the asymptotic expansions for the roots to \(q(k, \varepsilon) = 0\) as

\[
k_{n,2} = 2n\pi + 4n\pi\frac{\varepsilon}{\alpha} - 4n^2\pi\varepsilon^2 + O(\varepsilon^3),
\]

which completes the proof. \(\square\)

Throughout this work, we will call the frequencies \(\{k_{n,1}\}\) odd resonant frequencies and \(\{k_{n,2}\}\) even resonant frequencies. Moreover, for the case when thickness of the plate \(\ell \neq 1\) and \(\varepsilon \ll \ell\), the expansions in Theorem 1 for \(\ell = 1\) can be generated by a scaling argument and concluded as the following proposition.

**Proposition 2.** There exist two sets of resonances \(\{k_{n,1}\}\) and \(\{k_{n,2}\}\) for the scattering problem \((4.1)\), and the following asymptotic expansions hold:

\[
k_{n,1} = \frac{1}{\ell} \left( (2n - 1)\pi + 2(2n - 1)\pi\frac{\varepsilon}{\alpha} - (2n - 1)^2\pi\varepsilon^2 + O(\varepsilon^3) \right),
\]

\[
k_{n,2} = \frac{1}{\ell} \left( 2n\pi + 4n\pi\frac{\varepsilon}{\alpha} - 4n^2\pi\varepsilon^2 + O(\varepsilon^3) \right),
\]

where \(\alpha = \langle \tilde{K}^{-1}1, 1 \rangle\), \(n \geq 1\), and \(n\varepsilon \ll 1\).

### 6 Quantitative analysis of the field enhancement at resonant frequencies

We will carry out the quantitative analysis of the field enhancement when \(k\) takes the value of a resonant frequency in this section. The asymptotic behavior of transmitted fields in the far field and in the circular hole will be investigated with both the enhancement order and shapes of the resonant modes characterized.

#### 6.1 Preliminaries

We start with some preliminary calculations of the system \((4.1)\). Recall the definitions and asymptotic expansions of \(p(k, \varepsilon)\) and \(q(k, \varepsilon)\) in Section 5

\[
p(k, \varepsilon) = \varepsilon\lambda_1(k, \varepsilon) = \varepsilon + \left( \cot \frac{k}{\ell} + \frac{1}{k\sin k} - \frac{ik}{2\pi} \right) (\alpha + r(k, \varepsilon)), \tag{6.1}
\]

\[
q(k, \varepsilon) = \varepsilon\lambda_2(k, \varepsilon) = \varepsilon + \left( \cot \frac{k}{\ell} - \frac{1}{k\sin k} - \frac{ik}{2\pi} \right) (\alpha + s(k, \varepsilon)), \tag{6.2}
\]

where \(r(k, \varepsilon) \sim O(k^2\varepsilon^2)\), \(s(k, \varepsilon) \sim O(k^2\varepsilon^2)\). We shall study their asymptotic behavior at the odd and even frequencies in the following lemma.

**Lemma 4.** If \(n\varepsilon \ll 1\), then at the odd and even resonant frequencies \(k = \text{Re} k_{n,1}\) and \(k = \text{Re} k_{n,2}\), there hold

\[
p(k, \varepsilon) = -\alpha\frac{(2n - 1)\pi}{2}\varepsilon^2 + O(\varepsilon^3),
\]

\[
q(k, \varepsilon) = -\alpha n\pi\varepsilon^2 + O(\varepsilon^3),
\]

respectively.
Proof. First we consider \( p(k, \varepsilon) \). For any \( k \) satisfies \(|k - \text{Re} k_{n,1}| \leq O(\varepsilon)\), following notations in (5.7) and (5.8), we can do expansion of \( p(k, \varepsilon) \) at \( k_{n,1} \):

\[
p(k, \varepsilon) = p_1(k) + c(k)O(\varepsilon^2)
\]

\[
= p_1(k_{n,1}) + p'_1(k_{n,1})(k - k_{n,1}) + \frac{1}{2} p''_1(k_{n,1})(k - k_{n,1})^2 + c(k_{n,1})O(\varepsilon^2) + O(\varepsilon^3)
\]

\[
= \alpha \left( c'(k_{n,1} + \varepsilon') \right)(k - k_{n,1}) + \alpha c''(k_{n,1})(k - k_{n,1})^2 + O(\varepsilon^3)
\]

\[
= \alpha \left( -\frac{1}{2k_{n,1,0}} \right) (k - \text{Re} k_{n,1} - i \text{Im} k_{n,1}) + O(\varepsilon^3),
\]

where we have used the expansions of \( k_{n,1} \) in Theorem 1 and the estimates of \( c(k_{n,1}) \). If \( k = \text{Re} k_{n,1} \), then it follows from Theorem 1 that

\[
k - \text{Re} k_{n,1} - i \text{Im} k_{n,1} = k^2_{n,1,0} \frac{i \varepsilon^2}{\pi} + O(\varepsilon^3).
\]

which leads to

\[
p(k, \varepsilon) = -\alpha(2n - 1)\pi \frac{i \varepsilon^2}{2} + O(\varepsilon^3).
\]

Similarly for the function \( q(k, \varepsilon) \), we obtain that when \( k = \text{Re} k_{n,2} \),

\[
q(k, \varepsilon) = -\alpha n \pi i \varepsilon^2 + O(\varepsilon^3).
\]

\[
\square
\]

Again, we omit the explicit dependence on \( k \) and \( \varepsilon \) to simplify the notations and denote \( p(k, \varepsilon) \) by \( p \) and \( q(k, \varepsilon) \) by \( q \) respectively, when there is no risk of causing confusion. With Lemma 4 we can deduce the asymptotic expansion of the solution \( \Psi = [\Psi_1, \Psi_2]^T \) to the system of integral equations (4.1), and carry out the quantitative analysis of the field enhancement as the following lemma.

Lemma 5. The following asymptotic expansion holds for the solution \( \Psi = [\Psi_1, \Psi_2]^T \) to (4.1):

\[
\Psi = \left[ \begin{array}{c}
\alpha \tilde{K}^{-1} \cdot \frac{1}{p} \left( d_1 \cdot O(k) + \frac{1}{p} + \frac{1}{q} \right) + \left( \frac{1}{p} + \frac{1}{q} \right) \left( d_1 \cdot O(k\varepsilon) + O(k^2 \varepsilon^2) \right) + d_1 \cdot O(k^3 \varepsilon^2) \\
\alpha \tilde{K}^{-1} \cdot \left( \frac{1}{p} - \frac{1}{q} \right) + \left( \frac{1}{p} - \frac{1}{q} \right) \left( d_1 \cdot O(k\varepsilon) + O(k^2 \varepsilon^2) \right) + d_1 \cdot O(k^3 \varepsilon^2)
\end{array} \right],
\]

where \( d = (d_1, 0, d_3) \) denotes the incidence direction. Moreover,

\[
\langle \Psi_1, 1 \rangle = \left( \alpha + d_1 \cdot O(k\varepsilon) + O(k^2 \varepsilon^2) \right) \left( \frac{1}{p} + \frac{1}{q} \right),
\]

\[
\langle \Psi_2, 1 \rangle = \left( \alpha + d_1 \cdot O(k\varepsilon) + O(k^2 \varepsilon^2) \right) \left( \frac{1}{p} - \frac{1}{q} \right).
\]

Proof. As the incident field \( u^i(r) = e^{ik(d_1 r \cos \theta - d_3 (z - 1))} \) and the reflected field \( u^r(r) = e^{ik(d_1 r \cos \theta + d_3 (z - 1))} \),

we present the asymptotic expansion of \( f \) in (4.1) as

\[
f(X) = (u^i + u^r)(\varepsilon X, 1) = 2 + d_1 \cdot O(k\varepsilon).
\]

With the notations in (5.1), the system (4.1) could be denoted as

\[
T \Psi = f,
\]

where \( f = [\varepsilon^{-2} f, 0]^T \). Applying the decomposition of the space \( V_1 \times V_1 \) in Section 3 there holds \( f = f_{\text{odd}} + f_{\text{even}} \), where \( f_{\text{odd}} = [f, -f]^T \in V_{\text{odd}}, f_{\text{even}} = [f, f]^T \in V_{\text{even}}, \) and

\[
f = \frac{1}{2\varepsilon^2} (2 + d_1 \cdot O(k\varepsilon)).
\]
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Next we solve the subsystems \( T\Psi_{odd} = f_{odd}, T\Psi_{even} = f_{even} \) separately, which are equivalent to two smaller systems

\[
T^+\Psi^+ = \tilde{f}, \quad T^-\Psi^- = \tilde{f}. \tag{6.7}
\]

Using the decomposition \( T^+ = P^+ + L^+ \) and applying \((L^+)^{-1}\) on both sides of \(6.7\) lead to

\[
(L^+)^{-1}P^+\Psi^+ + \Psi^+ = (L^+)^{-1}\tilde{f}. \tag{6.9}
\]

Recall that in Section 5, we denote the eigenvalue of \((L^+)^{-1}P^+ + I\) as \(\lambda_1(k,\varepsilon)\), which is associated with the eigenvector \(v = 1\). Now from \(6.9\) we can derive

\[
\langle \Psi^+, 1 \rangle (\beta + \tilde{\beta}) ((L^+)^{-1}1, 1) + \langle \Psi^+, 1 \rangle = \langle (L^+)^{-1}\tilde{f}, 1 \rangle.
\]

It follows that the solution \(\Psi^+\) satisfies:

\[
\langle \Psi^+, 1 \rangle = \frac{1}{\lambda_1(k,\varepsilon)} ((L^+)^{-1}\tilde{f}, 1). \tag{6.10}
\]

From \(6.9\) one can also derive

\[
\Psi^+ = (L^+)^{-1}\tilde{f} - (L^+)^{-1}P^+\Psi^+
\]

\[
= (L^+)^{-1}\tilde{f} - \frac{\beta_1 + \beta_2 + \tilde{\beta}}{\lambda_1(k,\varepsilon)} ((L^+)^{-1}\tilde{f}, 1)\]

\[
= (\varepsilon L^+)^{-1}(\varepsilon f) + \frac{(1 - \lambda_1(k,\varepsilon))}{\lambda_1(k,\varepsilon)} ((L^+)^{-1}\tilde{f}, 1), \tag{6.11}
\]

where we have used the definition of \(\lambda_1(k,\varepsilon)\). Following the expansion \(6.6\) and the definition of \(L^+\), one obtain

\[
(L^+)^{-1}\tilde{f} = (\varepsilon L^+)^{-1} \left( \frac{1}{2\varepsilon} (2 + d_1 \cdot O(k\varepsilon)) \right)
\]

\[
= \frac{1}{2\varepsilon} (2 + d_1 \cdot O(k\varepsilon))(K^{-1}1 + O(k^2\varepsilon^2)). \tag{6.12}
\]

Together with the expansions \(6.4\) and \(6.11\), from \(6.11\) one can derive

\[
2\Psi^+ = 2(\varepsilon L^+)^{-1}(\varepsilon f) + \frac{2(1 - \lambda_1(k,\varepsilon))}{(\varepsilon L^+)^{-1}1, 1} ((L^+)^{-1}(L^+)^{-1}\tilde{f}, 1)\]

\[
= \frac{1}{\varepsilon} (2 + d_1 \cdot O(k\varepsilon))(K^{-1}1 + O(k^2\varepsilon^2))
\]

\[
+ \frac{2(1 - \lambda_1(k,\varepsilon))}{(\alpha + r(k,\varepsilon))p(k,\varepsilon)} ((\varepsilon L^+)^{-1}1) \left( \frac{1}{\varepsilon} (2 + d_1 \cdot O(k\varepsilon))(\alpha + O(k^2\varepsilon^2)) \right)
\]

\[
= \frac{1}{\varepsilon} (2 + d_1 \cdot O(k\varepsilon))(K^{-1}1 + O(k^2\varepsilon^2))
\]

\[
+ \frac{2(1 - \lambda_1(k,\varepsilon))}{(\alpha + r(k,\varepsilon))p(k,\varepsilon)} (2 + d_1 \cdot O(k\varepsilon))(\alpha + O(k^2\varepsilon^2)) (K^{-1}1)
\]

\[
= K^{-1}1 \cdot \left( d_1 \cdot O(k) + \frac{2\alpha}{p(k,\varepsilon)} \right) + \frac{\alpha}{p(k,\varepsilon)} (d_1 \cdot O(k\varepsilon) + O(k^2\varepsilon^2)) + d_1 \cdot O(k^3\varepsilon^2).
\]

Similarly we deduce the expansion of the solution \(\Psi^-\) below

\[
2\Psi^- = K^{-1}1 \cdot \left( d_1 \cdot O(k) + \frac{2\alpha}{q(k,\varepsilon)} \right) + \frac{\alpha}{q(k,\varepsilon)} (d_1 \cdot O(k\varepsilon) + O(k^2\varepsilon^2)) + d_1 \cdot O(k^3\varepsilon^2),
\]
which, together with the asymptotic expansion of $\Psi^+$, completes the proof of assertion (6.3).

From (6.10) and the asymptotic expansion (6.12) of $(L^+)^{-1}f$, one can derive the desired expansion for $\langle \Psi_1, 1 \rangle$. The calculations for $\langle \Psi_2, 1 \rangle$ are the same.

Then the following proposition for $\Psi$ directly follows Lemma 4 and Lemma 5

**Proposition 3.** At resonant frequencies, $\Psi \sim O(k^{-1}\varepsilon^{-2})$ in $V_1 \times V_1$, and $\langle \Psi_1, 1 \rangle \sim O(k^{-1}\varepsilon^{-2})$, $i = 1, 2$.

### 6.2 Enhancement in the far field

Let us investigate the scattered pressure field $u^\varepsilon_r$ in the upper domain and outside of the unit ball, i.e., $\Omega^+ \setminus B^+_1$ at resonant frequencies, where $B^+_1 = \{ r : |r - (0, 0, 1)| < 1 \}$. From the representation formula we have for $r \in \Omega^+ \setminus B^+_1$,

$$u^\varepsilon_r(r) = \int_{\Gamma_1} g^\varepsilon(k; r, r') \frac{\partial u^\varepsilon_r(r')}{\partial \nu} ds(r') \quad = -\varepsilon^2 \int_{\partial(0, 1)} g^\varepsilon(k; r, (\varepsilon X, 1)) \Psi_1(X) ds(X).$$

As $\varepsilon \ll 1$, we have the asymptotic expansion from the definition of $g^\varepsilon(k; r, r')$ that

$$g^\varepsilon(k; r, (\varepsilon X, 1)) = g^\varepsilon(k; r, (0, 0, 1))(1 + O(\varepsilon)).$$

Together with the approximation in Lemma 5, we obtain for $r \in \Omega^+ \setminus B^+_1$,

$$u^\varepsilon_r(r) = -\varepsilon^2 g^\varepsilon(k; r, (0, 0, 1))(1 + O(\varepsilon)) \int_{\partial(0, 1)} \Psi_1(R') ds(R')$$

$$= -\varepsilon^2 g^\varepsilon(k; r, (0, 0, 1))(\alpha + d_1 \cdot O(\varepsilon)) + O(k^2 \varepsilon^2) \left( \frac{1}{p} + \frac{1}{q} \right) (1 + O(\varepsilon))$$

$$= -\varepsilon^2 g^\varepsilon(k; r, (0, 0, 1)) \left( \frac{1}{p} + \frac{1}{q} \right) + d_1 \cdot g^\varepsilon(k; r, (0, 0, 1)) \left( \frac{1}{p} + \frac{1}{q} \right) O(k\varepsilon^3). \quad (6.13)$$

We readily observe from the formula (6.13) that the scattered wave in the far field behaves as the radiation field of a monopole located at $(0, 0, 1)$, and the amplitude of this field is $\varepsilon^2 |\alpha| \frac{1}{p} + \frac{1}{q}$. When $k$ takes the value of a resonant frequency, the wave is enhanced due to the term $\frac{1}{p} + \frac{1}{q}$. As proved in Lemma 4, at the odd and even resonant frequencies, the values of $\frac{1}{p}$ and $\frac{1}{q}$ are of order $O(k^{-1}\varepsilon^{-2})$ respectively. It directly follows that when $k = \text{Re} k_{n,1}$ or $k = \text{Re} k_{n,2}$,

$$u^\varepsilon_r(r) = \frac{2i}{k} g^\varepsilon(k; r, (0, 0, 1)) + O(k\varepsilon),$$

with the enhancement of order $O(\varepsilon^{-2})$ compared to the case when $k$ is not a resonant frequency, which demonstrates that the field enhancement can be attributed to the Fabry-Perot type resonances.

Similarly, for $r \in \Omega^- \setminus B^-_1$, where $B^-_1 = \{ r = (r, \theta, z) : |r - (0, 0, 0)| \leq 1 \}$, one can deduce the formula for $u^\varepsilon_r(r)$,

$$u^\varepsilon_r(r) = -\varepsilon^2 g^\varepsilon(k; r, (0, 0, 0)) \left( \frac{1}{p} - \frac{1}{q} \right) + d_1 \cdot g^\varepsilon(k; r, (0, 0, 0)) \left( \frac{1}{p} - \frac{1}{q} \right) O(k\varepsilon^3),$$

which illustrates that the scattered field is equivalent to the radiating field of a monopole located at $(0, 0, 0)$. Moreover, one can observe the field enhancement of order $O(\varepsilon^{-2})$ at the resonant frequencies due to the terms $\frac{1}{p}$ and $\frac{1}{q}$ in the formula.
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6.3 Enhancement in the hole

Next we investigate the scattered field inside of the hole $\Omega^\varepsilon$, which can be represented as the summation of the eigenfunctions satisfying the homogeneous Neumann boundary conditions, that is,

$$u^\varepsilon_0(r) = a_{1,0} \cos(kz) + b_{1,0} \cos(k(1-z))$$

$$+ \sum_{(m,n) \neq (1,0)} \sum_{\xi \in \{o,e\}} a_{mn\xi} \phi_{mn\xi}(r) \exp(-\gamma_{mn}z)$$

$$+ \sum_{(m,n) \neq (1,0)} \sum_{\xi \in \{o,e\}} b_{mn\xi} \phi_{mn\xi}(r) \exp(-\gamma_{mn}(1-z)),$$

(6.14)

where $\gamma_{mn}^2 = a_{mn}^2 - k^2$, and $\gamma_{mn}$ has positive real part. When $k\varepsilon \ll 1$, the coefficients $\{a_{mno}, a_{mne}, b_{mno}, b_{mne}\}$ have expansions as shown in the following lemma:

**Lemma 6.** The coefficients in the expansion (6.14) for $u^\varepsilon_0(r)$ satisfy

$$a_{1,0} = \frac{1}{k \sin k} (\alpha + d_1 \cdot O(k\varepsilon) + O(k^2\varepsilon^2)) \left(\frac{1}{p} + \frac{1}{q}\right),$$

$$b_{1,0} = \frac{1}{k \sin k} (\alpha + d_1 \cdot O(k\varepsilon) + O(k^2\varepsilon^2)) \left(\frac{1}{p} - \frac{1}{q}\right),$$

and

$$\sqrt{q_{mn}a_{mn\xi}} \leq C, \quad \sqrt{q_{mn}b_{mn\xi}} \leq C$$

(6.15)

for $m \geq 1$, $n \geq 0$, $\xi \in \{o,e\}$ and some constant $C$.

**Proof.** Representing $u^\varepsilon_0(r)$ with the expansion (6.14), we can calculate its partial derivative

$$\frac{\partial u^\varepsilon_0}{\partial z}(r) = -ka_{1,0} \sin(kz) + kb_{1,0} \sin(k(1-z))$$

$$- \sum_{(m,n) \neq (1,0)} \gamma_{mn} J_n(\alpha_{mn}r) (a_{mno} \sin(n\theta) + a_{mne} \cos(n\theta)) \exp(-\gamma_{mn}z)$$

$$+ \sum_{(m,n) \neq (1,0)} \gamma_{mn} J_n(\alpha_{mn}r) (b_{mno} \sin(n\theta) + b_{mne} \cos(n\theta)) \exp(-\gamma_{mn}(1-z)).$$

Then the normal derivatives of $u^\varepsilon_0$ on $\Gamma_1$ and $\Gamma_2$ are given by

$$\frac{\partial u^\varepsilon_0}{\partial z}(r, \theta, 1) = -ka_{1,0} \sin k - \sum_{(m,n) \neq (1,0)} \gamma_{mn} J_n(\alpha_{mn}r) (a_{mno} \sin(n\theta) + a_{mne} \cos(n\theta)) \exp(-\gamma_{mn})$$

$$+ \sum_{(m,n) \neq (1,0)} \gamma_{mn} J_n(\alpha_{mn}r) (b_{mno} \sin(n\theta) + b_{mne} \cos(n\theta)), \quad (6.16)$$

$$\frac{\partial u^\varepsilon_0}{\partial z}(r, \theta, 0) = kb_{1,0} \sin k - \sum_{(m,n) \neq (1,0)} \gamma_{mn} J_n(\alpha_{mn}r) (a_{mno} \sin(n\theta) + a_{mne} \cos(n\theta))$$

$$+ \sum_{(m,n) \neq (1,0)} \gamma_{mn} J_n(\alpha_{mn}r) (b_{mno} \sin(n\theta) + b_{mne} \cos(n\theta)) \exp(-\gamma_{mn}). \quad (6.17)$$

By the change of variables as in Section 3 there hold for the scaled variable $X = (R, \theta) \in D(0, 1)$ that

$$\frac{\partial u^\varepsilon_0}{\partial z}(\varepsilon X, 1) = -\Psi_1(X),$$

$$\frac{\partial u^\varepsilon_0}{\partial z}(\varepsilon X, 0) = \Psi_2(X),$$
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which, together with the expansions (6.4)–(6.5) and (6.16)–(6.17), lead to
\[-ka_{1,0} \sin k = -(\Psi_1, 1),\]
\[= -(\alpha + d_1 \cdot O(k\varepsilon) + O(k^2\varepsilon^2)) \left( \frac{1}{p} + \frac{1}{q} \right),\]
\[kb_{1,0} \sin k = (\Psi_2, 1),\]
\[= (\alpha + d_1 \cdot O(k\varepsilon) + O(k^2\varepsilon^2)) \left( \frac{1}{p} - \frac{1}{q} \right).\]
Thus one obtain approximations of \(a_{1,0}\) and \(b_{1,0}\),
\[a_{1,0} = \frac{1}{k \sin k} (\alpha + d_1 \cdot O(k\varepsilon) + O(k^2\varepsilon^2)) \left( \frac{1}{p} + \frac{1}{q} \right),\]
\[b_{1,0} = \frac{1}{k \sin k} (\alpha + d_1 \cdot O(k\varepsilon) + O(k^2\varepsilon^2)) \left( \frac{1}{p} - \frac{1}{q} \right).\]

Next we estimate \(\{a_{mne}, b_{mne}\}\). Representing the partial derivatives with the formulas (6.16) and (6.17), we integrate \(\frac{\partial u^r}{\partial z}(r, \theta, 1)\) and \(\frac{\partial u^r}{\partial z}(r, \theta, 0)\) with \(J_n(\alpha_{mnr}) \cos(n\theta)\) over \(\Gamma_1\) and \(\Gamma_2\) respectively:
\[\gamma_{mn} \frac{1}{d_{mn}} (-a_{mne} \exp(-\gamma_{mn}) + b_{mne}) = \int_{\Gamma_1} \frac{\partial u^r}{\partial z}(r, \theta, 1)J_n(\alpha_{mnr}) \cos(n\theta) ds(r)\]
\[= -\varepsilon^2 (\Psi_1, J_n(q_{mnR}) \cos(n\theta)), \tag{6.18}\]
\[\gamma_{mn} \frac{1}{d_{mn}} (-a_{mne} + b_{mne} \exp(-\gamma_{mn})) = \int_{\Gamma_2} \frac{\partial u^r}{\partial z}(r, \theta, 0)J_n(\alpha_{mnr}) \cos(n\theta) ds(r)\]
\[= -\varepsilon^2 (\Psi_2, J_n(q_{mnR}) \cos(n\theta)), \tag{6.19}\]
where we have used the change of variables. From (6.18) and (6.19) we can deduce that \(a_{mne}, b_{mne}\) satisfy
\[\gamma_{mn} a_{mne} = \frac{d_{mn} \varepsilon^2}{\exp(-2\gamma_{mn}) - 1} \left( \exp(-\gamma_{mn})(\Psi_1, J_n(q_{mnR}) \cos(n\theta)) - (\Psi_2, J_n(q_{mnR}) \cos(n\theta)) \right), \tag{6.20}\]
\[\gamma_{mn} b_{mne} = \frac{d_{mn} \varepsilon^2}{\exp(-2\gamma_{mn}) - 1} \left( \exp(-\gamma_{mn})(\Psi_2, J_n(q_{mnR}) \cos(n\theta)) - (\Psi_1, J_n(q_{mnR}) \cos(n\theta)) \right). \tag{6.21}\]
It follows from Lemma 5 that
\[\|\Psi_1\|_V_1 \lesssim \frac{1}{\varepsilon^2}, \quad \|\Psi_2\|_V_1 \lesssim \frac{1}{\varepsilon^2}.\]
At the same time, from the definitions of Bessel functions, we have estimates
\[\|J_n(q_{mnR}) \cos(n\theta)\|_{L^2(D(0,1))} \lesssim 1,\]
\[\|J_n(q_{mnR}) \cos(n\theta)\|_{H^1(D(0,1))} \lesssim q_{mn},\]
which, together with the Gagliardo-Nirenberg interpolation inequality, yields
\[\|J_n(q_{mnR}) \cos(n\theta)\|_{V_2} \lesssim \sqrt{q_{mn}}.\]
Noting that \(\gamma_{mn} = O(\frac{d_{mn} \varepsilon^2}{\varepsilon}),\) \(d_{mn} \varepsilon^2 = O(1)\) for \((m, n) \neq (1, 0),\) we can conclude from (6.20)–(6.21) with estimates above that
\[\sqrt{q_{mn}} |a_{mne}| \lesssim O(\varepsilon^{-1}), \quad \sqrt{q_{mn}} |b_{mne}| \lesssim O(\varepsilon^{-1}),\]
which verifies (6.15). Following the similar argument we could deduce the estimates for \(\{a_{mno}, b_{mno}\}. \quad \Box\)
With these expansions of coefficients in Lemma 6, we are ready to present the asymptotic expansions of $u^\varepsilon_2(r)$ in $\Omega^\varepsilon$ in the following theorem.

**Theorem 2.** The scattered field in the hole $\Omega^\varepsilon$ is given by

$$u^\varepsilon_2(r) = \left( \frac{1}{\varepsilon^2} + d_1 \cdot O(\varepsilon^{-1}) \right) \cdot \frac{2i}{(2n-1)\pi k \cos(k/2)} \cdot \cos(k(z - 1/2)) + \frac{\sin(k(z - 1/2))}{\sin(k/2)} + O(\varepsilon),$$

$$u^\varepsilon_2(r) = -\left( \frac{1}{\varepsilon^2} + d_1 \cdot O(\varepsilon^{-1}) \right) \cdot \frac{i}{n\pi k \cos(k/2)} \cdot \sin(k(z - 1/2)) + \frac{\cos(k(z - 1/2))}{\cos(k/2)} + O(\varepsilon),$$

at the resonant frequencies $k = \text{Re} k_{n,1}$ and $k = \text{Re} k_{n,2}$ respectively.

**Proof.** Plugging the estimates of $a_{1,0}, b_{1,0}$, and $\{a_{mn}, a_{mne}, b_{mno}, b_{mne}\}$ from Lemma 6 into (6.14), one has the expansion of $u^\varepsilon_2(r)$ inside $\Omega^\varepsilon$ as

$$u^\varepsilon_2(r) = a_{1,0} \cos(kz) + b_{1,0} \cos(k(1 - z)) + O(\varepsilon^{-1} \exp(-\varepsilon^{-1}))$$

$$= \frac{1}{k \sin k} (\alpha + d_1 \cdot O(k\varepsilon) + O(k^2\varepsilon^2))$$

$$= \frac{1}{k \sin k} \left( \cos(kz) + \frac{1}{p} \cos(k(1 - z)) + O(\varepsilon^{-1} \exp(-\varepsilon^{-1})) \right)$$

It is noted that from Lemma 6 at resonant frequency $k = \text{Re} k_{n,1}$,

$$\frac{1}{p} = \frac{2i}{(2n-1)\pi \alpha \varepsilon^2} + O(\varepsilon^3), \quad \frac{1}{q} = \frac{k \sin k}{\cos k - 1} (1 + O(\varepsilon)). \quad (6.23)$$

Then we plug (6.23) into (6.22) to deduce the representation of $u^\varepsilon_2(r)$ at $k = \text{Re} k_{n,1}$:

$$u^\varepsilon_2(r) = \frac{1}{k \sin k} (1 + d_1 \cdot O(k\varepsilon) + O(k^2\varepsilon^2)) \cdot \left( \frac{2 \cos(k/2) \cos(k(z - 1/2))}{\varepsilon^2(2n-1)\pi} + O(\varepsilon^3) \right)$$

$$\text{Re} \left( \frac{2 \cos(k/2) \sin(k(z - 1/2))}{\varepsilon^2(2n-1)\pi} \right) + O(\varepsilon^{-1} \exp(-\varepsilon^{-1}))$$

$$= (1 + d_1 \cdot O(k\varepsilon) + O(k^2\varepsilon^2)) \cdot \frac{2 \cos(k(z - 1/2))}{\varepsilon^2(2n-1)\pi k \sin(k/2)} + O(\varepsilon^3) + \frac{\sin(k(z - 1/2))}{\sin(k/2)} (1 + O(\varepsilon))$$

$$= \frac{1}{\varepsilon^2} + d_1 \cdot O(k\varepsilon) + O(k^2\varepsilon^2) \cdot \frac{2 \cos(k(z - 1/2))}{\varepsilon^2(2n-1)\pi k \sin(k/2)} + \frac{\sin(k(z - 1/2))}{\sin(k/2)} + O(\varepsilon).$$

Similarly at even frequencies $k = \text{Re} k_{n,2}$, one obtains

$$\frac{1}{p} = \frac{k \sin k}{\alpha(\cos k + 1)} (1 + O(\varepsilon)), \quad \frac{1}{q} = \frac{i}{\alpha n \pi \varepsilon^2} + O(\varepsilon^3). \quad (6.24)$$

Then we have the representation of $u^\varepsilon_2(r)$ as

$$u^\varepsilon_2(r) = \frac{1}{k \sin k} (\alpha + d_1 \cdot O(k\varepsilon) + O(k^2\varepsilon^2))$$

$$\cdot \left( \frac{2 \cos(k/2) \cos(k(z - 1/2))}{\varepsilon^2} + 2 \sin(k(z - 1/2)) \frac{1}{q} \right) + O(\varepsilon^{-1} \exp(-\varepsilon^{-1}))$$

$$= (1 + d_1 \cdot O(k\varepsilon) + O(k^2\varepsilon^2))$$

$$\cdot \left( \left( \cos(k(z - 1/2)) \right) + O(\varepsilon) \right) + \left( \left( -i \sin(k(z - 1/2)) \right) \frac{1}{k \cos(k/2) n \pi \varepsilon^2} + O(\varepsilon^3) \right) + O(\varepsilon^{-1} \exp(-\varepsilon^{-1}))$$

$$= -\left( \frac{1}{\varepsilon^2} + d_1 \cdot O(k\varepsilon^{-1}) + O(k^2\varepsilon) \right) \cdot \frac{\sin(k(z - 1/2))i}{n \pi k \cos(k/2)} + \frac{\cos(k(z - 1/2))}{\cos(k/2)} + O(\varepsilon).$$
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It is shown in Theorem 2 that the enhancement inside the hole at resonant frequencies is of order $O(\varepsilon^{-2})$. Moreover, we can observe from Theorem 2 that the dominant resonant modes are simply $\cos(k(z - 1/2))$ and $\sin(k(z - 1/2))$ in the cylindrical hole at the odd and even resonant frequencies respectively.

7 Quantitative analysis of the field enhancement in the nonresonant quasi-static regime

Except for the resonant frequencies, we are also interested in the asymptotic behavior of the scattered field in the quasi-static regime, i.e., when the wavenumber $k \ll 1$. In [27] it is reported that for the electromagnetic scattering, there exists strong enhancement of the electric field inside the subwavelength slit in the quasi-static regime, which motivates us to carry out similar investigations on the acoustic field. As shown in Theorem 1, there exists no Fabry-Perot type resonance when $k \ll 1$. And according to the formula (6.13), no field enhancement of the scattered pressure field will be observed in the far field. Thus we do not elaborate the investigation on scattered wave in the far field, and turn to the asymptotic expansion of the scattered field $u^s_0(r)$ inside of the circular hole $\Omega^s$ in the quasi-static regime.

Following the formula (6.14), we obtain the following expansion of the scattered field inside the hole:

$$u^s_0(r) := u_0(r) + u_\infty$$

$$= (\alpha + d_1 \cdot O(\varepsilon z) + O(k^2\varepsilon^2)) \cdot \left( \frac{\cos(kz)}{k \sin k} \left( \frac{1}{p} + \frac{1}{q} \right) + \frac{\cos(k(1-z))}{k \sin k} \left( \frac{1}{p} - \frac{1}{q} \right) \right) + u_\infty,$$  \hspace{1em} (7.1)

where $u_\infty = O(\varepsilon^{-1} \exp(-\varepsilon^{-1}))$. If $k \ll 1$, from the Taylor’ expansions over $k$ of the formulas (6.1)–(6.2) of $p, q$, we can derive

$$\frac{1}{k \sin k} \left( \frac{1}{p} + \frac{1}{q} \right) \alpha = \frac{1}{(\cos + 1)\alpha} (1 + O(k^2\varepsilon^2)),$$

$$\frac{1}{k \sin k} \frac{1}{q} = \frac{1}{(\cos - 1)\alpha} (1 + O(k^2\varepsilon^2)).$$

Plugging these expansions above into (7.1), one can deduce that

$$u_0(r) = (\alpha + d_1 \cdot O(\varepsilon z) + O(k^2\varepsilon^2)) \left( \frac{\cos(kz)}{k \sin k} \left( \frac{1}{p} + \frac{1}{q} \right) + \frac{\cos(k(1-z))}{k \sin k} \left( \frac{1}{p} - \frac{1}{q} \right) \right)$$

$$= (1 + d_1 \cdot O(\varepsilon z) + O(k^2\varepsilon^2)) \left( \frac{\cos(kz)}{k \sin k} \left( \frac{1}{\cos k + 1} + \frac{1}{\cos k - 1} \right) + \cos(k(1-z)) \left( \frac{1}{\cos k + 1} - \frac{1}{\cos k - 1} \right) \right)$$

$$= (1 + d_1 \cdot O(\varepsilon z) + O(k^2\varepsilon^2)) \frac{2 \sin(kz)}{\sin k}.$$  \hspace{1em} (7.2)

From the asymptotic expansion over $k$ of this formula, one obtain

$$u_0(r) = 2z + O(k^2) + d_1 \cdot O(\varepsilon z) + O(k^2\varepsilon^2),$$

which implies that the scattered pressure field inside the cylindrical hole is not enhanced when $k \ll 1$ and $\varepsilon \ll 1$.

Although the scattered pressure field $u^s_0(r)$ is not enhanced compared to the incident pressure field, it is noted that the leading-order term $u_0(r)$ of $u^s_0(r)$ has constant gradient along $z$ axis, and we shall investigate the asymptotic behavior of the velocity field $p^s(r) := \frac{1}{k} \nabla u^s_0(r)$. 
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Theorem 3. When \( k \ll 1, \varepsilon \ll 1 \), the scattered velocity field \( \mathbf{p}^s(\mathbf{r}) = (p_1^s, p_2^s, p_3^s) \) satisfies:

\[
\begin{align*}
  p_1^s(\mathbf{r}) &\sim O(k) + O(\varepsilon) + O(k^{-1}\varepsilon^{-1}\exp(-\varepsilon^{-1})), \\
  p_2^s(\mathbf{r}) &\sim O(k) + O(\varepsilon) + O(k^{-1}\varepsilon^{-1}\exp(-\varepsilon^{-1})), \\
  p_3^s(\mathbf{r}) &= \frac{2}{k} + O(k) + d_1 \cdot O(\varepsilon) + O(k^{-1}\varepsilon^{-1}\exp(-\varepsilon^{-1})).
\end{align*}
\]

Proof. From the expansion (7.2) of \( u_0(\mathbf{r}) \) for \( \mathbf{r} \in \Omega^c \), using the Cartesian coordinate system \( \mathbf{r} = (x, y, z) \), one can calculate by definitions that:

\[
\begin{align*}
  p_1^s(\mathbf{r}) &= \frac{1}{k} \partial u_0 \partial x(\mathbf{r}) + \frac{1}{k} \partial u_\infty \partial x(\mathbf{r}) = O(k) + d_1 \cdot O(\varepsilon) + O(k^{-1}\varepsilon^{-1}\exp(-\varepsilon^{-1})), \\
  p_2^s(\mathbf{r}) &= \frac{1}{k} \partial u_0 \partial y(\mathbf{r}) + \frac{1}{k} \partial u_\infty \partial y(\mathbf{r}) = O(k) + d_1 \cdot O(\varepsilon) + O(k^{-1}\varepsilon^{-1}\exp(-\varepsilon^{-1})), \\
  p_3^s(\mathbf{r}) &= \frac{1}{k} \partial u_0 \partial z(\mathbf{r}) + \frac{1}{k} \partial u_\infty \partial z(\mathbf{r}) = \frac{2}{k} + O(k) + d_1 \cdot O(\varepsilon) + O(k^{-1}\varepsilon^{-1}\exp(-\varepsilon^{-1})),
\end{align*}
\]

and the desired conclusion follows.

The expansions in Theorem 3 for \( \ell = 1 \) can be generated to the case when \( \ell \neq 1 \) by a scaling argument and concluded as the following proposition.

Proposition 4. If \( k \ll 1 \) and \( \varepsilon \ll \min\{\ell, 1\} \), the scattered velocity field \( \mathbf{p}^s(\mathbf{r}) = (p_1^s, p_2^s, p_3^s) \) satisfies:

\[
\begin{align*}
  p_1^s(\mathbf{r}) &\sim O(k\ell) + O(\varepsilon) + O((k\ell)^{-1}\varepsilon^{-1}\exp(-\varepsilon^{-1})), \\
  p_2^s(\mathbf{r}) &\sim O(k\ell) + O(\varepsilon) + O((k\ell)^{-1}\varepsilon^{-1}\exp(-\varepsilon^{-1})), \\
  p_3^s(\mathbf{r}) &= \frac{2}{k\ell} + O(k\ell) + d_1 \cdot O(\varepsilon) + O((k\ell)^{-1}\varepsilon^{-1}\exp(-\varepsilon^{-1})).
\end{align*}
\]

The corresponding velocity fields to the incident pressure field \( u^i(\mathbf{r}) = e^{ik(d_1 r \cos \theta - d_3(z-\ell))} \) and the reflected pressure field \( u^r(\mathbf{r}) = e^{ik(d_1 r \cos \theta + d_3(z+\ell))} \) are

\[
\begin{align*}
  \mathbf{p}^i(\mathbf{r}) &= e^{ik(d_1 r \cos \theta - d_3(z-\ell))}(d_1, 0, d_3) = O(1), \\
  \mathbf{p}^r(\mathbf{r}) &= e^{ik(d_1 r \cos \theta + d_3(z+\ell))}(d_1, 0, -d_3) = O(1). \quad (7.3)
\end{align*}
\]

Thus we conclude that compared to the incident and reflected velocity fields, the velocity field inside the hole is enhanced with an enhancement order of \( O(\frac{1}{k\ell}) \) in the nonresonant quasi-static regime due to the fast transition of the pressure field from the upper to the lower circular aperture.

8 Conclusion

In this work we have studied the mechanism of the field enhancement caused by a circular hole perforated in an infinite plate at the resonant frequencies and in the quasi-static regime. We have derived the Green’s function of each subdomain to build the boundary-integral equations, and carried out asymptotic expansions to rigorously prove the existence of Fabry-Perot type resonances. We have derived the asymptotic expansions for those resonances, and quantitatively analyzed the field enhancement near these resonant frequencies. The asymptotic behavior of fields at nonresonant frequencies in the quasi-static regime has also been investigated. We have proved that the enhancement of the pressure field with an order of \( O(\varepsilon^{-2}) \) occurs at the Fabry-Perot type resonances, and the enhancement of the velocity field with an order of \( O((k\ell)^{-1}) \) occurs at the nonresonant frequencies in the quasi-static regime. The study of the single aperture could be extended to the field enhancement of other subwavelength structures that use the single aperture as their building block.
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