Fast high-fidelity geometric gates for singlet-triplet qubits
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Geometric gates that use the global property of the geometric phase is believed to be a powerful tool to realize fault-tolerant quantum computation. However, for singlet-triplet qubits in semiconductor quantum dot, the low Rabi frequency of the microwave control leads to overly long gating time, and thus the constructing geometric gate suffers more from the decoherence effect. Here we investigate the key issue of whether the fast geometric gate can be realized for singlet-triplet qubits without introducing an extra microwave-driven pulse, while maintaining the high-fidelity gate operation at the same time. We surprisingly find that both the single- and two-qubit geometric gates can be implemented via only modulating the time-dependent exchange interaction of the Hamiltonian, which can typically be on the order of ~GHz, and thus the corresponding gate time is of several nanoseconds. Furthermore, the obtained geometric gates are superior to their counterparts, i.e., the conventional dynamical gates for singlet-triplet qubits, with a relatively high fidelity surpassing 99%. Therefore our scheme is particularly applied to singlet-triplet qubits to obtain fast and high-fidelity geometric gates. Our scheme can also be extended to other systems without a microwave drive.

I. INTRODUCTION

Spin qubits in semiconductor quantum dots are a promising technique to realize universal quantum computation due to their potential scalability via combining the quantum technologies with the state-of-the-art semiconductor industry [1]. Currently, fast and high-fidelity control is still crucial for spin qubits to realize fault-tolerant quantum tasks. Thus various types of qubits using the electron spin degree of freedom in quantum dot systems have been tested over recent years, including single-dot spin qubits [2–5], double-dot singlet-triplet qubits [6–11], as well as hybrid qubits [12, 13], triple-dot exchange-only qubits [14, 15], and resonant qubits [16, 17].

Among these possible candidates, singlet-triplet qubits are particularly standing out, since their use can implement all-electrical gate operation control with long coherence times and fast gate operation. Gate operation for singlet-triplet qubits is implemented via tuning the Heisenberg exchange interaction between the two spins with gate times on the order of nanoseconds, thanks to the large exchange interaction (∼GHz) [6]. Recently, researchers have experimentally observed that the relaxation time of the spin states in a quantum dot can be as long as 9 s, and the Overhauser noise can be substantially suppressed [18] by using the isotopic purification technique in the silicon platform. Nevertheless, singlet-triplet qubits in a quantum dot setup are still sensitive to the background charge noise, which occurs in the vicinity of the quantum dot [19, 20]. This hinders high-fidelity operation for either single or two-qubit quantum gates. Much work has been devoted to mitigating the charge noise, including working near the charge noise sweet spots [21] and designing gates using dynamical corrected gates [22, 23].

Alternatively, the geometric phase [24] is believed to be useful to combat the noise effect. After a cyclic evolution in the parameter space, the quantum state can acquire an extra global phase factor, i.e., the Berry phase, under the adiabatic condition. Inspired by Berry’s idea, it is realized that the global property of the geometric phase can be a powerful tool for quantum computation [25–29]. However, the adiabatic condition hinders wide application of geometric gates owing to the overly long evolution time, which renders more decoherence. Recently, a universal set of quantum gates based on the nonadiabatic geometric phase, namely, the Aharonov-Anandan phase [30], has been realized in superconducting qubits [31–41], trapped ions [42–44], semiconductor quantum dots [45–48], etc. The point of constructing a geometric gate is to cancel out the accompanied dynamical phase during the cyclic evolution, leaving only the wanted geometric phase. Typically, this can be realized by introducing a microwave field to operate its time-dependent phase to ensure that the quantum state is always evolving along the longitude of the Bloch sphere [48, 49].

By applying microwave-driven pulses on the detuning value, a recent experiment [50] showed 99.6% single-qubit gate fidelity for a singlet-triplet qubit in a silicon-based semiconductor quantum dot. On the other hand, the Rabi frequency reported there is with only several MHz. This small value for the singlet-triplet system is also comparable to the typical values using the electric-dipole spin resonance technology in similar devices for single-dot spin qubits [51]. Therefore the gate time of the desired geometric gate can be typically on the order of microseconds, which is much longer than the traditional dynamical gate without using the microwave field. To fully employ the advantage of geometric gates, one has to seek ways to enable fast and appropriate operation. A good compromise is to use the Landau-Zener interferometry [52–54] with respect to the quantum state to fulfill
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cyclic evolution using the dc-gating pulse. However, a recent experiment [54] indicates that the dynamical phase is difficult to remove and a more complicated technique like spin echo is needed, making it impractical for quantum computation.

Here we propose a framework to realize both single- and two-qubit nonadiabatic geometric gates without the external microwave field so that the gate time can be only several nanoseconds. By only modulating the time-dependent exchange interaction, the quantum state in the parameter space can evolve along the specific geodesic line where no dynamical phase will be introduced. Thus our method is simple but experimentally feasible. The avoidance of using a microwave field not only enables short gate duration but can also simplify the control complexity for the system. This could be another potential advantage for this approach, especially considering power dissipation and addressability in the context of scaling to large qubit numbers [10]. By numerically performing randomized benchmarking [55–57] and calculating the filter function [58–60] under the realistic 1/f charge noise environment, we surprisingly find that all gate fidelities can be higher than 99%, which surpasses the conventional dynamical gate. Our results indicate that singlet-triplet qubits might benefit from the preservation of the geometric operation to obtain high-fidelity control.

We emphasize that our method is not only suited to the exchange-coupled singlet-triplet spin qubits but also can be readily extended to other systems that can be described by the Ising-type interacting Hamiltonian [61], such as the superconducting transmon qubits [62] and the capacitively coupled charge qubits [63].

The control Hamiltonian for a singlet-triplet qubit is [22]

\[ H_{ST}(t) = \frac{h}{2} \sigma_x + \frac{J[\epsilon(t)]}{2} \sigma_z, \]  

where \( \sigma_x \) and \( \sigma_z \) are Pauli matrices. The computational basic states are the spin triplet states \( |0\rangle = |T(1,1)\rangle = (|\uparrow\downarrow\rangle + |\downarrow\uparrow\rangle)/\sqrt{2} \) and the singlet state \( |1\rangle = |S(1,1)\rangle = (|\uparrow\uparrow\rangle - |\downarrow\downarrow\rangle)/\sqrt{2} \). Here, we define the spin state \( |\uparrow\rangle = c_{1\uparrow} c_{2\uparrow} |\uparrow\rangle \), where \( c_{1\uparrow} (i=1,2) \) denotes creating an electron with spin \( \tau \) at the \( i \)th quantum dot, and \( |\uparrow\rangle \) denotes the vacuum state. \( h = qg\mu B \) refers to the magnetic field gradient across the two quantum dots, where \( g \) is the electron g factor, \( \mu \) is the Bohr magneton, and \( B \) denotes the difference of the magnetic field between the double quantum dots. Experimentally, \( h \) can set to be any desired constant value from several MHz to \( \sim \) GHz, by either the dynamical nuclear polarization [64] or micromagnet [65] technique, in both GaAs [66] and silicon [65] heterostructure. The exchange interaction \( J[\epsilon(t)] \) can be controlled via operating the detuning \( \epsilon \) with respect to the gate voltage, which refers to the energy splitting between the spin singlet state \( |S(1,1)\rangle \) and the triplet state \( |T(1,1)\rangle \), as seen in Fig. 1 (b). Here we consider a phenomenological model \( J[\epsilon(t)] = J_0 \exp(\epsilon(t)/\epsilon_0) \), which is well fitted from the experimental data for both GaAs [10, 67, 68] and silicon [69] systems. According to Ref. [68], \( J_0 = 1 \text{ ns}^{-1}, \epsilon_0 = 0.272 \text{ meV} \), and the detuning is constrained as \(-5\epsilon_0 < \epsilon < 5\epsilon_0 \), which implies \( 0.007 J_0 < J < 148 J_0 \). In our simulation we consider \( J_{\min} < h, \) such that we assume \( 0 \leq J \leq J_{\max} \). Since both \( J \) and \( h \) can be obtained to be on the order of \( \sim \) GHz, the time induced from such coupling is with the order of nanosecond.

In the absence of noise, the Hamiltonian in Eq. (1) leads to the rotation with the form as

\[ R(J, \phi) = e^{-i \frac{h \sigma_x + J \sigma_z}{2} \epsilon}, \]  

where \( R(J, \phi) \) denotes the rotation in the \( x-z \) plane by an angle \( \phi \) and the rotation axis in the plane is determined by \( J/h \). In this work we assume \( J \) as a square pulse, namely, \( H_{ST}(t) \) is a piecewise Hamiltonian and therefore \( R(J, \phi) \) is a one-piece rotation in a specific time duration. Hereafter, we define \( U(r, \phi) = \exp \left( -i \frac{r \sigma_x + \phi \sigma_z}{\tau} \right) \) as rotation around an axis defined by vector \( r \). In this way we have \( R(J, \phi) = U(\hbar \dot{x} + J \dot{z}, \phi) \). The rotation out of the \( x-z \) plane can be implemented by a \( z \) rotation sandwiched between two \( x \) rotations [8, 70]:

\[ U(\tilde{r}, \xi) = U(\tilde{x}, \xi_1)U(\tilde{z}, \xi_2)U(\tilde{x}, \xi_3). \]  

As \( h > 0 \) always exists, \( R(J, \phi) \) cannot implement a single \( z \)-axis rotation. But a \( z \)-axis rotation with arbitrary rotation angle can be decomposed into three pieces of composite sequences (the Hadamard-\( x \)-Hadamard sequence) [22], i.e.,

\[ U(\tilde{z}, \xi_0) = -U(\tilde{x} + \tilde{z}, \pi)U(\tilde{x}, \xi_0)U(\tilde{x} + \tilde{z}, \pi). \]
Then, by inserting Eq. (4) into Eq. (3), one finds
\[
U(\hat{x}, \xi) = U(\hat{z}, \xi_1)U(\hat{z} + \pi, \pi)U(\hat{z}, \xi_2)U(\hat{x} + \pi, \pi)U(\hat{x}, \xi_3). \tag{5}
\]

The rotation implemented by the pulse in Eq. (1) is sensitive to noise. There are mainly two noise sources resulting in gate error. One is the charge noise, which brings fluctuation to the detuning (\\delta \epsilon) and further leads to the error in the exchange interaction labeled by $2D = g[J] \delta h$, with $g[J] \propto J$ [22]. Another is the Overhauser (nuclear spin) noise, which is a time-dependent fluctuation in the background of the nuclear spin bath, adding a small term into the Hamiltonian: $h \rightarrow h + \delta h$. A recent experiment based on the GaAs system indicated that, the standard deviation for Overhauser noise is about $10^{-2}$ [22]. In a silicon-based semiconductor quantum dot, the isotropic purification technique can strongly suppress the Overhauser noise [4]. A previous work [71] has shown that it can be as low as $\sim 10^{-5}$. In this work we focus on the silicon system and therefore neglect the Overhauser noise effect. Meanwhile, in a silicon heterostructure it would introduce the unwanted valley-spin coupling leading to relaxation [72, 73]. According to the latest experiment [18], the relaxation time with the state-of-the-art silicon-based platform has reached $T_1 = 9 \, s$. In this way we also neglect the relaxation effect and assume the evolution is unitary. Considering the noise effect, below any mentioned rotation $U(\hat{x}, \xi)$ or $R(\hat{x}, \varphi)$ is with the error term. In the following we call them the naive dynamical gates. In this work our aim is to design the geometric gate to improve the naive dynamical gates.

III. SINGLE-QUBIT GEOMETRIC GATES

Here we introduce how to construct the geometric gate via the control Hamiltonian in Eq. (1), and the evolution time can be separated into three parts. The Hamiltonian in each interval should satisfy
\[
\begin{align*}
H_1(t) &= \frac{\theta}{2} \sigma_x + \frac{\gamma}{2} \sigma_z, \quad T_A \leq t < T_B \\
H_2(t) &= \frac{\theta}{2} \sigma_x + \frac{\gamma}{2} \sigma_z, \quad T_B \leq t < T_D \\
H_3(t) &= \frac{\theta}{2} \sigma_x + \frac{\gamma}{2} \sigma_z, \quad T_D \leq t < T,
\end{align*}
\]

with $J_i (i = 1, 2, 3)$ in each part satisfying
\[
\begin{align*}
\int_{T_A}^{T_B} \sqrt{J_1^2 + h^2} dt &= \frac{\pi}{2} - \theta + 2n_1 \pi, \quad T_A \leq t < T_B \\
\int_{T_B}^{T_D} \sqrt{J_2^2 + h^2} dt &= \pi, \quad T_B < t < T_D \\
\int_{T_D}^{T} \sqrt{J_3^2 + h^2} dt &= \frac{\pi}{2} + \theta + 2n_2 \pi, \quad T_D < t < T.
\end{align*}
\]

Here $\theta$ is the parameter determined by the chosen rotation axis, as seen below. $n_1, n_2$ depends on the values of $\theta$:
\[
\begin{align*}
n_1 &= \begin{cases} 
1, \quad \theta > \pi/2 \\
0, \quad \theta \leq \pi/2
\end{cases} \\
n_2 &= \begin{cases} 
0, \quad \theta \geq -\pi/2 \\
1, \quad \theta < -\pi/2
\end{cases}.
\end{align*}
\]

On the other hand, since $h$ retains a constant value during all the gate operation processing, we take $h = 1$ as our energy unit in the remainder of this work. The exchange interaction value is therefore equivalent to the ratio $J/h$.

The corresponding evolution operators in each segment are
\[
\begin{align*}
U_1(t, T_A) &= e^{- \frac{i}{\hbar} \int_{T_A}^{t} H_1(t') dt'}, \quad T_A \leq t < T_B \\
U_2(t, T_B) &= e^{- \frac{i}{\hbar} \int_{T_B}^{t} H_2(t') dt'}, \quad T_B < t < T_D \\
U_3(t, T_D) &= e^{- \frac{i}{\hbar} \int_{T_D}^{t} H_3(t') dt'}, \quad T_D < t < T.
\end{align*}
\]

Taking $J_1 = J_3$ throughout this work, the total evolution operator at the final time will be
\[
U_{\text{g}}(T, T_A) = U_3(T, T_D) U_2(T_D, T_B) U_1(T_B, T_A) = \begin{pmatrix}
\frac{i(J_1-J_2)\cos \theta - \sqrt{J_1^2+1}(J_1, J_2+1)}{(J_2+1)^2+1} & \frac{(J_2-J_1)(\sqrt{J_1^2+1} \sin \theta + i J_1 \cos \theta)}{(J_2+1)^2+1} \\
\frac{(J_1-J_2)(\sqrt{J_2^2+1} \sin \theta - i J_2 \cos \theta)}{(J_2+1)^2+1} & \frac{\sqrt{J_2^2+1} \cos \theta + \sqrt{J_1^2+1}(J_1, J_2+1)}{(J_2+1)^2+1}
\end{pmatrix}.
\]

By setting $J_1 = 0$, $J_2 = \tan(\gamma/2)$, we can further simplify $U_{\text{g}}(T, T_A)$ as
\[
U_{\text{g}}(\hat{r}, \gamma) = \begin{pmatrix}
- \cos \frac{\gamma}{2} - i \sin \frac{\gamma}{2} \cos \theta \\
- \sin \frac{\gamma}{2} \sin \theta - i \cos \frac{\gamma}{2} + i \sin \frac{\gamma}{2} \cos \theta
\end{pmatrix} = - e^{-i \frac{\gamma}{2} (\sin \theta \sigma_y - \cos \theta \sigma_z)}.
\]

$U_{\text{g}}(\hat{r}, \gamma)$ represents rotation around the axis $\hat{r} = (0, \sin \theta, - \cos \theta)$ on the $y$-$z$ plane by an angle $\gamma$, where the rotation axis is determined by $\theta$. Other rotations that are out of the $y$-$z$ plane can be implemented by using either the sequence $y$-$z$-$y$ or $z$-$y$-$z$, similar to the case in Eq. (3).

To demonstrate that $U_{\text{g}}(\hat{r}, \gamma)$ is the desired geometric gate, we introduce the orthogonal dressed states:
\[
\begin{align*}
|\psi_+\rangle &= \cos \frac{\theta}{2} |0\rangle - i \sin \frac{\theta}{2} |1\rangle, \\
|\psi_-\rangle &= i \sin \frac{\theta}{2} |0\rangle - \cos \frac{\theta}{2} |1\rangle.
\end{align*}
\]
For an arbitrary operator $U_g(\hat{r}, \gamma)$ with respect to $\theta$, its evolution can be expressed as in the Bloch sphere using the dressed states, as shown in Fig. 1 (a). The evolution of the dressed state $|\psi_+\rangle$ (the case for $|\psi_-\rangle$ is similar) follows the process as:

$$|\psi_+\rangle \xrightarrow{U^{B}_1} |\psi_+^{B}\rangle \xrightarrow{U^{D}_2} |\psi_+^{D}\rangle \xrightarrow{U^{G}_3} e^{i(\frac{\pi}{4} + \gamma)}|\psi_+\rangle,$$

(13)

where

$$|\psi_+^{B}\rangle = \cos \frac{\pi}{4}|0\rangle - i \sin \frac{\pi}{4}|1\rangle,$n

$$|\psi_+^{D}\rangle = e^{i\gamma} e^{i\frac{\pi}{2}} \left( \cos \frac{\pi}{4}|0\rangle + i \sin \frac{\pi}{4}|1\rangle \right).$$

Specifically, the dressed state starts from the given point A at the initial time $T_A$. Under the action of $U_1(T_B, T_A)$, it travels along the longitude denoted by A-B to point B at $T_B$ and the state turns to $|\psi_0^B\rangle$. Then it evolves to $|\psi_0^D\rangle$ along the path denoted by B-C-D due to $U_2(T_D, T_B)$. Here the evolution path B-C-D is not along the longitude but a specific geodesic line determined by the exchange interaction. Finally, it goes back to the starting point A along path D-E-A owing to $U_2(T_D, T_B)$, where the path shares the same longitude as that of path A-B. The overall effect of $U(T, T_A)$ is to drive the dressed state $|\psi_{+\pm}\rangle$ to fulfill a cyclic evolution with the path A-B-C-D-E-A and thus obtain corresponding global phase $\pm(\frac{\pi}{4} + \pi)$. Therefore, $U_g(\hat{r}, \gamma)$ can also be described as

$$U_g(\hat{r}, \gamma) = e^{i(\frac{\pi}{4} + \gamma)}|\psi_+\rangle + e^{i(-\frac{\pi}{4} - \gamma)}|\psi_-\rangle.$$ (15)

One can easily verify that for the designed evolution path in this work, the parallel transport condition [74] for the geometric gate is always satisfied for each segment, i.e.,

$$\langle \psi_{+\pm}|U_1^j(t, T_{A})H_1(t)U_1(t, T_{A})|\psi_{+\pm}\rangle = 0,$n

$$\langle \psi_{+\pm}|U_2^j(t, T_{B})H_2(t)U_2(t, T_{B})|\psi_{+\pm}\rangle = 0,$n

$$\langle \psi_{+\pm}|U_3^j(t, T_{D})H_3(t)U_3(t, T_{D})|\psi_{+\pm}\rangle = 0.$$ (16)

Therefore the global phase that is obtained is the pure geometric phase, and $U_g(\hat{r}, \gamma)$ represents the pure geometric gate. We note that this approach here is different from our previous one in Ref. [48], where a silicon-based single-dot spin qubit rather than the singlet-triplet qubit is employed. The single-dot spin qubit there is resonantly driven by the microwave field. For the microwave-driven Hamiltonian, one can easily design the time-dependent phase such that the dressed states can evolve always along the longitude, and the dynamical phase is then canceled out. However, this is not applicable for the singlet-triplet qubit system here. For comparison, the path B-C-D during the second part in this work is no longer a longitude but a specific geodesic line determined by the exchange interaction. Meanwhile, as stated above, the small Rabi frequency in Ref. [48] would also prolong the gate duration and lead to complexity for the control system.

Next we analyze the robustness of the geometric gates compared with the naive dynamical gates. Here we consider two typical rotations, i.e., $U_g(\hat{y}, \pi/4)$ [$U(\hat{y}, \pi/4)$] and $U_g(\hat{z}, \pi/4)$ [$U(\hat{z}, \pi/4)$]. For the geometric gate $U_g(\hat{y}, \pi/4)$ with $\theta = \pi/2$ and $\gamma = \pi/4$, the used parameters are $J_1 = 0$, $J_2 = \tan(\pi/8)$, and the time duration with respect to each interval is $T_{AB} = 0$, $T_{BD} = \pi \cos(\pi/8)$, and $T_{DA} = \pi$, while for the corresponding naive dynamical gate $U(\hat{y}, \pi/4)$ used in Eq. (5) we have $\xi_1 = 3\pi/2$, $\xi_2 = \pi/4$, and $\xi_3 = \pi/2$. For $U_g(\hat{z}, \pi/4)$, with $\theta = \pi$, $\gamma = \pi/4$, the parameters used are $J_1 = 0$, $J_2 = \tan(\pi/8)$, $T_{AB} = T_{DA} = 3\pi/2$, and $T_{BD} = \pi \cos(\pi/8)$. For the naive dynamical gate $U(\hat{z}, \pi/4)$ designed using the expression in Eq. (4), we have $\xi_1 = 3\pi/2$, $\xi_2 = \pi/4$, $\xi_3 = \pi/2$, $\xi_4 = \pi/4$. The pulse shapes for the geometric and the naive dynamical gates are plotted in Fig. 2. In Fig. 3 we show their fidelities as a function of $\delta\epsilon$. Here $\delta\epsilon$ is assumed to be a quasi static noise and its time-dependent effect will be considered later. In all the considered region $-0.1 \leq \delta\epsilon \leq 0.1$, which implies $-0.1 \leq \delta J/J \leq 0.1$, the geometric gate can outperform its counterpart, i.e., the naive dynamical gate. We notice that for both two naive gates, when $\delta\epsilon$ becomes large the related fidelity drops quickly, whereas the fidelity for the geometric gates varies slowly as $\delta\epsilon$ is increasing. In addition, the advantage of the geometric gates over the naive ones becomes more and more pronounced when $\delta\epsilon$ is large.

On the other hand, the performance of the geometric gate in the real experimental noise environment in a semiconductor quantum dot remains to be verified, where the noise typically varies over time. For the piecewise control Hamiltonian, the

![FIG. 2: The pulse shapes for the geometric gates $U_g(\hat{y}, \pi/4)$ in (a) and $U_g(\hat{z}, \pi/4)$ in (b) are compared with that of the corresponding naive dynamical gates $U(\hat{y}, \pi/4)$ and $U(\hat{z}, \pi/4)$. The black solid line denotes the naive dynamical gate, while the red solid line implies the geometric gate. The time unit is determined by $t_0 = 1/h$.](image)

![FIG. 3: The fidelity as a function of $\delta\epsilon$, where the charge noise is $\delta J \rightarrow g[J]\delta\epsilon$. The geometric gates $U_g(\hat{y}, \pi/4)$ in (a) and $U_g(\hat{z}, \pi/4)$ in (b) are compared with the naive dynamical gates $U(\hat{y}, \pi/4)$ and $U(\hat{z}, \pi/4)$.](image)
filter function [58–60] is a powerful tool to evaluate the fidelity for the time-dependent noise. The detail of the filter function is described in Appendix A, where it is defined as $F_i(\omega)$ ($i = x, z$) in the frequency domain with the noise appearing in the $\sigma_i$ term of the Hamiltonian. Note that for the single-qubit case, the charge noise exists in the $\sigma_z$ direction. Therefore the filter function is

$$ F = 1 - \frac{1}{\pi} \int_{\omega_{ir}}^{\omega_{uv}} \frac{d\omega}{\omega^2} F_z(\omega) S(\omega), \quad (17) $$

where $S(\omega)$ is the noise power spectral density in the frequency domain, and $\omega_{ir}$ and $\omega_{uv}$ are the cutoff frequency.

The filter functions for rotation $U_0(\hat{g}, \pi/4)$ [$U(\hat{y}, \pi/4)$] and $U_0(\hat{z}, \pi/4)$ [$U(\hat{z}, \pi/4)$] are shown in Figs. 4 (a) and 4 (b), respectively. For both two rotations, the lines for the geometric gates are below the ones for the naive dynamical gates, which qualitatively implies the smaller infidelity for the geometric gates compared to their dynamical counterparts.

Here we consider the $1/f^\alpha$ noise, which is the typical noise model to describe the time-dependent charge noise in a semiconductor quantum dot. The power spectral density with respect to the charge noise can be written as $[75]$

$$ S(\omega) = \frac{A_f}{(\omega t_0)^\alpha}, \quad (18) $$

where $A_f$ is the noise amplitude, and the exponent $\alpha$ denotes how much the noise is correlated. $t_0 = 1/h$ is the time unit, and we take $h/(2\pi) = 1$ GHz $[66]$. The noise amplitude can be determined by $[8]$

$$ \int_{\omega_{ir}}^{\omega_{uv}} \frac{A_f}{(\omega t_0)^\alpha} d\omega = \pi \left( \frac{\sigma_f}{J t_0} \right)^2, \quad (19) $$

where $\sigma_f$ represents the standard deviation for charge noise. Typically, in a semiconductor quantum dot environment $[76]$ we have $\alpha = 1$ for the charge noise and the cutoffs are $\omega_{ir} = 50$ kHz and $\omega_{uv} = 1$ MHz. In experiments, detuning can be operated via either symmetric (barrier) control or tilt control, which corresponds to $\sigma_f/J = 0.00426$ for barrier control and 0.0563 for tilt control, respectively $[21]$. Therefore the noise amplitude region is about $2.0 \times 10^{-5} \leq A_j t_0 \leq 3.3 \times 10^{-3}$. In our simulation we have considered a medium value of $A_j t_0 = 10^{-4}$ if not mentioned specifically. We find that the fidelities related to $U_0(\hat{g}, \pi/4)$ and $U(\hat{y}, \pi/4)$ are $F_{\text{naï}} = 99.974\%$, $F_{\text{geo}} = 99.997\%$, while for $U_0(\hat{z}, \pi/4)$ and $U(\hat{z}, \pi/4)$, the fidelities are also $F_{\text{naï}} = 99.974\%$, $F_{\text{geo}} = 99.997\%$.

Except for the filter function, randomized benchmarking $[55–57]$ is another effective technique to provide the average error for either all the gates on the Bloch sphere or a specific gate from the Clifford group. The former is related to the standard benchmarking, while the latter the interleaved benchmarking. The basic idea of the standard randomized benchmarking $[22]$ is that for a given noise spectrum, we average the fidelity over many gate sequences which are randomly drawn from the single-qubit Clifford group composed of 24 specific gate operations and over random noise realizations. For each run of the sequences in our simulation, the noise is attributed to the $1/f$ form as described in Eq. (18).

The interleaved benchmarking is a slight variant of the standard randomized benchmarking, where the specific gate to be estimated and the randomly chosen Clifford gate sequence interleave with each other $[57]$. To ensure convergence, we have averaged the benchmarking over 1000 times of realizations.

The standard randomized benchmarking results are shown in Figs. 5 (a) and 5 (b). By fitting the resulted fidelity curve to $(1 + e^{-dn})/2$, one can obtain the average error per gate $d$, where $n$ denotes the number of the used Clifford gates $[75]$. The corresponding average fidelity per gate is therefore $F = 1 - d$. For the typical value of $\alpha = 1$ in Fig. 5 (a), the average fidelity for the naïve dynamical gate and the geometric gate are $F_{\text{naï}} = 99.965\%$ and $F_{\text{geo}} = 99.972\%$. On the other hand, the charge noise spectrum with $\alpha = 2$ $[77]$ has also been observed in a recent experiment. The corresponding randomized benchmarking result is shown in
However, when the experimental noise amplitude is small, the two lines are increasingly overlapping, which means there is no improvement for the naive dynamical gates. For $\alpha = 2$ in Fig. 6 (b), the line standing for the geometric gate is lower than the one for the naive dynamical gates in the whole considered noise amplitude. This means the geometric gate is more powerful for large $\alpha$. In Fig. 6 (c) we further introduce an improvement ratio $\kappa$, which is defined as the error of the naive dynamical gates divided by that of the geometric ones in the small noise amplitude region. We can see that this improvement ratio $\kappa$ is increasing as $\alpha$ becomes larger. When $\alpha \leq 0.9$, $\kappa$ is less than 1, which means the geometric gate performs worse. For the typical noise exponent $\alpha = 1$, we have $\kappa = 1.1$, while for the case $\alpha = 2.85$, the improvement ratio is 1.56.

**IV. TWO-QUBIT GEOMETRIC GATES**

The Hamiltonian of the exchange-coupled two singlet-triplet qubits, as shown in Fig. 1(b), is in an Ising-like form [78], namely, the qubits are coupled via the form of $\sigma_z \otimes \sigma_z$ interaction. This model is also applied for the capacitively coupled charge qubits in the semiconductor quantum dot [63], the superconducting transmon qubits operating in the dispersive regime [62], and also the nuclear magnetic resonance (NMR) system [79]. For our case, the two-qubit Hamiltonian for the two double-dot systems is [72, 80]
For convenience, here we have redefined the basis states as 
\[
\{|00\rangle, |0\bar{1}\rangle, |\bar{1}0\rangle, |\bar{1}\bar{1}\rangle\} = \{|\uparrow{a}\downarrow{b}, \uparrow{b}\downarrow{a}, \uparrow{a}\downarrow{b}, \downarrow{a}\uparrow{b}\, | \uparrow{a}\uparrow{b}, \downarrow{a}\downarrow{b}\}.
\]
In the following we use this basis state to describe the two-qubit operation. (The operation under the logical basis is shown in Appendix B.) The Pauli matrices are thus slightly different from before:
\[
\begin{align*}
\hat{\sigma}_i^z &= |\uparrow\downarrow_i\rangle\langle\downarrow\uparrow_i| + |\downarrow\uparrow_i\rangle\langle\uparrow\downarrow_i|,
\hat{\sigma}_i^x &= |\uparrow\downarrow_i\rangle\langle\uparrow\downarrow_i| - |\downarrow\uparrow_i\rangle\langle\downarrow\uparrow_i|,
\hat{I}_i &= |\uparrow\uparrow_i\rangle\langle\uparrow\uparrow_i| + |\downarrow\downarrow_i\rangle\langle\downarrow\downarrow_i|,
\end{align*}
\]
where \(i = \{a, b\}\) denotes the qubit number, and \(h_i\) is the gradient for each qubit. One can easily find that \(\hat{\sigma}_i^+ = \hat{\sigma}_i^x\) and \(\hat{\sigma}_i^- = \hat{\sigma}_i^z\).

\(J_{k,k+1}(k = 1, 2, 3)\) denotes exchange couplings between neighboring dots. Assuming \(h_a, h_b \ll J_{23}\) [80] and setting \(J_{12} = 0\), \(H_{d0}\) turns to be a block-diagonal matrix:
\[
H_d = \begin{pmatrix}
-J_{23}/4 & J_{34}/2 & 0 & 0 \\
J_{34}/2 & J_{23}/4 & 0 & 0 \\
0 & 0 & J_{23}/4 & J_{34}/2 \\
0 & 0 & J_{34}/2 & -J_{23}/4
\end{pmatrix}.
\]

In this way we can decompose \(H_d\) into two independent subsystems with each subsystem being a \(2 \times 2\) matrix:
\[
H_{d1} = \begin{pmatrix}
-J_{23}/4 & J_{34}/2 \\
J_{34}/2 & J_{23}/4
\end{pmatrix}, \quad H_{d2} = \begin{pmatrix}
J_{23}/4 & J_{34}/2 \\
J_{34}/2 & -J_{23}/4
\end{pmatrix}.
\]

Thus we can treat each block as the single-qubit case and design the corresponding geometric operation similar so that in Sec. III. For the first block \(H_{d1}\), we aim to design a single geometric gate. Similarly to the single-qubit case in Eq. (7) the three-piece evolution needs to satisfy
\[
\begin{align*}
\int_{T_A}^{T_B} \sqrt{(J_{23}^{(1)})^2 + (J_{34})^2} \, dt &= \frac{\pi - \chi}{2} + 2m_1\pi, & T_A \leq t \leq T_B \\
\int_{T_B}^{T_D} \sqrt{-(J_{23}^{(2)})^2 + (J_{34})^2} \, dt &= \frac{\pi}{2}, & T_B < t \leq T_D \\
\int_{T_D}^{T} \sqrt{-(J_{23}^{(3)})^2 + (J_{34})^2} \, dt &= \frac{\pi + \chi}{2} + 2m_2\pi, & T_D < t \leq T,
\end{align*}
\]
while for the second block \(H_{d2}\), the geometric gate requires
\[
\begin{align*}
\int_{T_A}^{T_B} \sqrt{(J_{23}^{(1)})^2 + (J_{34})^2} \, dt &= \frac{\pi - \chi}{2} + 2m_1\pi, & T_A \leq t \leq T_B \\
\int_{T_B}^{T_D} \sqrt{(J_{23}^{(2)})^2 + (J_{34})^2} \, dt &= \frac{\pi}{2}, & T_B < t \leq T_D \\
\int_{T_D}^{T} \sqrt{(J_{23}^{(3)})^2 + (J_{34})^2} \, dt &= \frac{\pi + \chi}{2} + 2m_2\pi, & T_D < t \leq T,
\end{align*}
\]
where $\chi$ is similar to $\theta$, as shown in the single-qubit case, whose parameter is determined by the chosen rotation axis as seen below. In addition, we assume $J_{23}^{(i)} = J_{23}^{(3)}$, $m_i$ ($i = 1, 2$) depends on the values of $\chi$:

$$
m_1 = \begin{cases} 1, & \chi > \pi/2 \\ 0, & \chi \leq \pi/2 \\ 1, & \chi < -\pi/2 \\
\end{cases}
m_2 = \begin{cases} 0, & \chi \geq -\pi/2 \\ 1, & \chi < -\pi/2 \\
\end{cases}
$$

(26)

Here we assume $J_{23}^{(i)}$ ($i = 1, 2, 3$) is time dependent and the others remain unchanged. By setting $J_{23}^{(1)} = J_{23}^{(3)} = 0$ and $J_{23}^{(2)} = 2J_{34} \tan (\gamma/2)$, one can acquire a two-qubit perfect entangling gate depending on the chosen value of $\gamma$ as

$$
U_{\text{ent}} = \begin{pmatrix} -\cos \chi / 2 + i \cos \chi \sin \chi / 2 & -\sin \chi / 2 \sin \chi & 0 & 0 \\
\sin \chi / 2 \sin \chi & -\cos \chi / 2 - i \cos \chi \sin \chi & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 \\
\end{pmatrix},
$$

(27)

where the so-called perfect entangling gate can generate the maximally entangled states, e.g., the CNOT gate [81]. Generally, whether a two-qubit gate belongs to a perfect entangling gate can be verified by calculating the local invariants with respect to the matrix of this gate. A detailed description of the local invariant is given in Appendix C, where the local invariant $G_i$ ($i = 1, 2, 3$) is defined. When taking $\gamma = \pi/2$, we calculate the local invariants of $U_{\text{ent}}$: $G_1 = G_2 = 0, G_3 = 1$, which satisfies the condition for the perfect entangling operation [81]. It is of great interest that if we further take $\chi = 0$, $U_{\text{ent}}$ is equivalent to a controlled-phase (CZ) gate: [65]

$$
U_{\text{CZ}} = e^{-i \hat{\chi} / 2} \begin{pmatrix} 1 & 0 & 0 & 0 \\
0 & e^{i \gamma} & 0 & 0 \\
0 & 0 & e^{i \gamma} & 0 \\
0 & 0 & 0 & 1 \\
\end{pmatrix}.
$$

(28)

The control Hamiltonian in Eq. (22) can alternatively implement a dynamical two-qubit gate, where the method is similar to the case in Sec. II. For the first block, arbitrary rotation can be obtained via a composite pulse sequence like Eq. (5),

$$
U_{d1} (\hat{r}, \eta) = U (\hat{z}, \eta_1) U (-\hat{z} + \hat{x}, \pi) U (\hat{z}, \eta_2)
\quad U (-\hat{z} + \hat{x}, \pi) U (\hat{z}, \eta_3),
$$

(29)

while for the second block,

$$
U_{d2} (\hat{r}, \eta) = U (\hat{z}, \eta_1) U (\hat{z} + \hat{x}, \pi) U (\hat{z}, \eta_2)
\quad U (\hat{z} + \hat{x}, \pi) U (\hat{z}, \eta_3).
$$

(30)

To acquire the dynamical perfect entangling gate $U_{\text{ent}}$, we set $\eta_1 = \pi + \chi, \eta_2 = \gamma$, and $\eta_3 = \pi - \chi$. Normally, it is difficult to perform two-qubit randomized benchmarking simulation, since there are more than 10000 elements in the two-qubit Clifford group. In this way we consider calculating the fidelity of $U_{\text{ent}}$ via the filter function, as similar for the single-qubit case. The charge noise leads to the error in both the effective $\hat{\sigma}_z$ and $\hat{\sigma}_x$ terms of the Hamiltonian for each block: $\delta J_{23} \propto J_{23}$ and $\delta J_{34} \propto J_{34}$. For simplicity, here we assume these two noise sources are independent of each other. For each block, the fidelity is

$$
\mathcal{F}^{(i)} \approx 1 - \frac{1}{\frac{\left(\omega_{uv}^w \right)^2}{\omega^2}} \mathcal{S}(\omega) \mathcal{F}^{(i)}(\omega) + \mathcal{S}(\omega) \tilde{F}^{(i)}(\omega),
$$

(31)

where $\mathcal{F}^{(i)}$ ($i = 1, 2$) denotes the fidelity for the ith block, while $\tilde{F}^{(i)}$ and $\tilde{F}^{(i)}$ represent the $\hat{x}$- and $\hat{z}$-component filter function for the corresponding block. The filter function results are shown in Figs. 4 (c)-4(f). We find the geometric lines are under those for the naive dynamical gates. This indicates the geometric gates in each block have higher fidelity compared to the naive gates. With the fidelity in each block in mind, we can further calculate the fidelity for the entire evolution matrix. The specific expression is derived in Appendix D, where

$$
\mathcal{F} = \frac{1}{5} + \frac{1}{5} (\mathcal{F}^{(1)} + \mathcal{F}^{(2)})^2.
$$

(32)

In Table I we show the fidelity for several values of $\chi$. For all cases, the fidelities related to the geometric gates are surpassing their dynamical counterparts. Considering the region of $-\pi/2 \leq \chi \leq \pi/2$, the fidelity for the geometric gates can surpass 99%. Specifically, when taking $\chi = -\pi/2$, the fidelity of the geometric gate is with its largest value of 99.508%.

| $\chi$ | $\mathcal{F}^{(1)}$ | $\mathcal{F}^{(2)}$ | $\mathcal{F}^{(1)}_\text{geo}$ | $\mathcal{F}^{(2)}_\text{geo}$ |
|-------|-----------------|-----------------|-----------------|-----------------|
| $-\pi/2$ | 98.538% | 99.692% | 98.538% | 99.692% |
| $-\pi/4$ | 98.525% | 99.688% | 98.525% | 99.688% |
| 0 | 98.509% | 99.685% | 98.509% | 99.685% |
| $\pi/4$ | 98.490% | 99.680% | 98.490% | 99.680% |
| $\pi/2$ | 98.451% | 99.674% | 98.451% | 99.674% |
V. CONCLUSION

In conclusion, we have proposed a framework to realize nonadiabatic geometric gates for singlet-triplet qubits in semiconductor quantum dots. By only modulating the time-dependent exchange interaction between neighboring quantum dots, both single- and two-qubit geometric gates can be implemented without introducing an extra microwave field. The results clearly shown that the achieved geometric gate is not only superior to its counterpart, namely, the naive dynamical gate, with a high fidelity surpassing 99%, but can also realize high-speed gate operation with a gating time of nanoseconds. Our result indicates the superiority of the geometric gate, which has great potential to implement robust quantum computing.
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Appendix A: Filter function

To calculate the filter function, one needs to use a control matrix $\mathbf{R}_0(t) = [\mathbf{R}_x(t), \mathbf{R}_y(t), \mathbf{R}_z(t)]^T$ with $\mathbf{R}_j(t) = [R_{jx}(t), R_{jy}(t), R_{jz}(t)]$ [59], each component of which has the form

$$R_{jk}(t) = \text{Tr}([\mathbf{R}(t)]_{jk}) = \frac{\text{Tr}[U_c^\dagger(t) \sigma_j U_c(t) \sigma_k]}{2}, \quad (A1)$$

where $j, k \in \{x, y, z\}$. Here the evolution operator $U_c(t)$ is the solution to the noise-free Schrödinger equation $iH_c(t)\frac{dU_c(t)}{dt} = H_c(t)U_c(t)$, with $H_c$ denoting the noise-free Hamiltonian. For our case, the defined control matrix is slightly different from the original one. This is due to the fact that the charge noise enters the Hamiltonian via $\delta J(t) = g[J(t)]\delta \epsilon(t)$, where the fluctuation $\delta \epsilon(t)$ rather than $J(t)$ exhibits the $1/f$-type noise spectrum. Therefore we consider

$$R_{jk}(t) = g[J(t)]\frac{\text{Tr}[U_c^\dagger(t) \sigma_j U_c(t) \sigma_k]}{2}. \quad (A2)$$

On the other hand, the Fourier transform of the control matrix in the frequency domain is

$$R_{jk}(\omega) = -i\omega \int_0^T dt R_{jk}(t)e^{i\omega t}. \quad (A3)$$

For a given noise power spectral density $S_{ij}(\omega)$, the average fidelity is therefore [59]

$$\mathcal{F}_{\text{av}} \approx 1 - \frac{1}{2\pi} \sum_{i,j,k=x,y,z} \int_{-\infty}^{\infty} \frac{d\omega}{\omega^2} S_{ij}(\omega) R_{jk}(\omega) R_{ij}^*(\omega). \quad (A4)$$

We then show how to calculate the filter function for the geometric gate, which is designed using the piecewise Hamiltonian [see Eq. (6)]. For the piecewise Hamiltonian, we define the evolution operator during each interval as

$$U_l(t) = e^{-iH_l(t-t_{l-1})}. \quad (A5)$$

Further, we define the corresponding piecewise control matrix in each interval as

$$R_{jk}^{(l)}(t) = [R^{(l)}(t)]_{jk} = J(t) \frac{\text{Tr}[U_c^\dagger(t) \sigma_j U_c(t) \sigma_k]}{2}, \quad (A6)$$

and thus we have

$$R_{jk}^{(l)}(\omega) = [R^{(l)}(\omega)]_{jk} = -i\omega \int_{t_{l-1}}^{t_l} dt R_{jk}^{(l)}(t)e^{i\omega t}. \quad (A7)$$

According to Ref. [59], the whole control matrix in the frequency domain is

$$R_{jk}(\omega) = [R(\omega)]_{jk} = \sum_{l=1}^n e^{i\omega t_{l-1}} R_{jk}^{(l)}(\omega) \Lambda_{jk}^{(l-1)}, \quad (A8)$$

where

$$\Lambda_{jk}^{(l)} = [\Lambda^{(l)}]_{jk} = \frac{\text{Tr}[P_l^\dagger(t) \sigma_j P_l(t) \sigma_k]}{2}, \quad (A9)$$

with $P_l = U_l(t_l)U_{l-1}(t_{l-1}), ..., U_1(t_1)$, and $n$ is the number with respect to the piecewise Hamiltonian. For the single-qubit case, we only consider the charge noise in the $\sigma_z$ component, and in this way we have

$$\mathcal{F}_{\text{av}} = 1 - \frac{1}{\pi} \int_0^{\infty} \frac{d\omega}{\omega^2} S(\omega) F_z(\omega), \quad (A10)$$

where the $z$-component filter function is

$$F_z(\omega) = \sum_{i=x,y,z}^n \frac{R_{zi}(\omega)R_{zi}^*(\omega)}{2}. \quad (A11)$$

Appendix B: Two-qubit gate under logical basis states

Considering the two types of basis states satisfying $|T\rangle = 1/\sqrt{2}(|0\rangle + |1\rangle)$ and $|S\rangle = 1/\sqrt{2}(|0\rangle - |1\rangle)$, namely, $\sigma_{z}^T = \sigma_i^z$ and $\sigma_{z}^S = \sigma_i^z$, the transformation between them is

$$U_0 = \frac{1}{2} \begin{pmatrix} 1 & 1 & 1 & 1 \\ 1 & -1 & 1 & -1 \\ 1 & 1 & -1 & -1 \\ 1 & -1 & -1 & 1 \end{pmatrix}. \quad (B1)$$

Using $U_{\text{ent}}^T = U_{\text{ent}}^\dagger U_{\text{ent}} U_0$, $U_{\text{ent}}$ in the logical basis states is
\[ U_{\text{ent}} = \begin{pmatrix} -\cos(\gamma/2) & 0 & 0 & i\sin(\gamma/2)e^{-i\chi} \\ 0 & -\cos(\gamma/2) & i\sin(\gamma/2)e^{i\chi} & 0 \\ 0 & 0 & -\cos(\gamma/2) & 0 \\ i\sin(\gamma/2)e^{i\chi} & 0 & 0 & -\cos(\gamma/2) \end{pmatrix}. \] (B2)

**Appendix C: Local invariant**

The two-qubit gates can be classified into two types of operations, i.e., the local and nonlocal transformations. The representative of the two-qubit local gate is the SWAP gate, while one of the most typical nonlocal gates is the CNOT gate. The CNOT gate can be used to generate the maximally entangled state such that it belongs to the so-called perfect entangling gate [81]. Generally, the condition for a two-qubit gate belonging to the perfect entangling gate is verified by the values of the local invariants, which reads as [81]

\[
\sin^2 \chi \leq 4 |G| \leq 1
\]
and
\[
\cos \chi (\cos \chi - G_3) \geq 0.
\] (C1)

Here, \( G = G_1 + iG_2 = |G|e^{i\chi} \), and

\[
G_1 = \Re \left[ \frac{\Tr^2[m(U)]}{16} \right],
\]
\[
G_2 = \Im \left[ \frac{\Tr^2[m(U)]}{16} \right],
\]
\[
G_3 = \frac{\Tr^2[m(U)] - \Tr[m^2(U)]}{4},
\] (C2)

are termed as the local invariants. Specifically, the unitary and symmetric matrix \( m(U) \) depends on the given operator \( U \): \( m(U) = (Q^\dagger U Q)^T Q^\dagger U Q \). While \( Q \) is the transformation from the standard basis states \( \{00\}, \{01\}, \{10\}, \{11\} \) to the Bell states \( \{\Phi_1 = 1/\sqrt{2}(|00\rangle + |11\rangle), \{\Phi_2 = i/\sqrt{2}(|01\rangle + |10\rangle), \{\Phi_3 = 1/\sqrt{2}(|01\rangle - |10\rangle), \{\Phi_4 = i/\sqrt{2}(|00\rangle - |11\rangle) \} \) [82], such that

\[
Q = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 0 & 0 & i \\ 0 & i & 1 & 0 \\ 0 & i & -1 & 0 \\ 1 & 0 & 0 & -i \end{pmatrix}.
\] (C3)

**Appendix D: Two-qubit fidelity**

The fidelity of the two-qubit gate can be calculated using the formula [83]

\[
\mathcal{F} = \frac{\Tr(U U^\dagger) + (|\Tr(U^\dagger_\text{ideal} U)|)^2}{d(d + 1)}. \] (D1)

Here \( U_{\text{ideal}} \) denotes the ideal target gate operation, \( U \) is the actual unitary operation, and \( d \) represents the dimension of the Hilbert space. Since the two-qubit Hamiltonian in Eq. (22) is block diagonalized, the corresponding operator \( U_{\text{ideal}} \) can be expressed as

\[
U^\dagger_{\text{ideal}} = \begin{pmatrix} a_{11} & a_{12} & 0 & 0 \\ a_{21} & a_{22} & 0 & 0 \\ 0 & 0 & a_{33} & a_{34} \\ 0 & 0 & a_{43} & a_{44} \end{pmatrix}, \] (D2)

and \( U \) can be written as

\[
U = \begin{pmatrix} b_{11} & b_{12} & 0 & 0 \\ b_{21} & b_{22} & 0 & 0 \\ 0 & 0 & b_{33} & b_{34} \\ 0 & 0 & b_{43} & b_{44} \end{pmatrix}. \] (D3)

We further define

\[
U^\dagger_{11} = \begin{pmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{pmatrix}, \quad U^\dagger_{12} = \begin{pmatrix} a_{33} & a_{34} \\ a_{43} & a_{44} \end{pmatrix},
\]
and

\[
U_1 = \begin{pmatrix} b_{11} & b_{12} \\ b_{21} & b_{22} \end{pmatrix}, \quad U_2 = \begin{pmatrix} b_{33} & b_{34} \\ b_{43} & b_{44} \end{pmatrix}. \] (D5)

Further, we calculate the term of \( \Tr(U^\dagger_{\text{ideal}} U) \):

\[
\Tr(U^\dagger_{\text{ideal}} U) = a_{11}b_{11} + a_{12}b_{21} + a_{21}b_{12} + a_{22}b_{22} + a_{33}b_{33} + a_{34}b_{34} + a_{43}b_{43} + a_{44}b_{44}. \] (D6)

On the other hand, because the matrix for the operator is diagonalized, each block can be treated as a pseudo-single-qubit gate. In this way, the fidelity with respect to each block can also be calculated as

\[
\mathcal{F}^{(1)} = \frac{\Tr(U^\dagger_{11} U_1)}{2} = \frac{a_{11}b_{11} + a_{12}b_{21} + a_{21}b_{12} + a_{22}b_{22}}{2},
\]
\[
\mathcal{F}^{(2)} = \frac{\Tr(U^\dagger_{12} U_2)}{2} = \frac{a_{33}b_{33} + a_{34}b_{34} + a_{43}b_{43} + a_{44}b_{44}}{2}. \] (D7)

By inserting Eqs. (D7) and (D6) into Eq. (D1), we can get

\[
\mathcal{F} = 4 + \frac{(\Tr(U^\dagger_{11} U_1 + \Tr(U^\dagger_{12} U_2))^2 - 1}{5} + \frac{(\mathcal{F}^{(1)} + \mathcal{F}^{(2)}))^2}{5}, \] (D8)

where, we have used \( U U^\dagger = \hat{I} \), while \( \hat{I} \) is the identity operator and \( \Tr(U U^\dagger) = 4 \) with \( d = 4 \).
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