Analytical solutions and criteria for the quantum discord of two-qubit X-states
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I. INTRODUCTION

Quantum discord [1,2] as a measure of the quantumness of correlations has lead to revaluation of the advantage of quantum systems which are affected by decoherence. Numerous are the quantum protocols which can be performed with quantum discord [3–8] instead of entanglement [9]. As a measure of non-classical correlation, quantum discord is also recognized as a fundamental property of quantum systems [10–14]. Although the definition of quantum discord is conceptually clear, computing it has been difficult since it requires the optimization over all possible measurements on one qubit. The most general class of quantum states for which quantum discord can be studied analytically has been shown to be the X states [15]. X-states [16] are encountered frequently in different contexts of physics [17–23]. Although there have been a few methods for finding analytical results for two-qubit X-states [24–30] they are not always correct. Extensive numerical studies have shown that the two known analytical formulas are not always valid and errors exist in the calculation of quantum discord with such formulas [31].

In this paper we consider the most general form of X-states and we find that the quantum discord for the majority of the states can be calculated with two closed form formulas. We also determine analytically the criteria for these formulas to be valid and the solution for the rare cases where the two formulas are not valid. This provides a way to calculate the quantum discord for any X-states without performing the optimization process.

The article is arranged as follows: In Sec. II we introduce the definition of quantum discord [1]. In Sec. III we discuss the derivation of our formalism. In Sec. IV we discuss examples and applications to various X-states and the comparison to numerical calculation. Finally, in the last section we summarise our principal results and future directions.

II. QUANTUM DISCORD

Quantum discord arises from the difference between two classically equivalent definitions for mutual information that are related through Bayes’ theorem [1]. Firstly, the quantum mutual information, $I(\rho_{AB})$, is the total shared information between two quantum subsystems $A$ and $B$ being in a state $\rho_{AB}$, specifically

$$I(\rho_{AB}) = S(\rho_A) + S(\rho_B) - S(\rho_{AB}),$$

(1)

where $S(\rho_A)$, $S(\rho_B)$, and $S(\rho_{AB})$ are the von Neumann entropies of the reduced states $\rho_A = Tr_B(\rho_{AB})$, $\rho_B = Tr_A(\rho_{AB})$, and the total state $\rho_{AB}$ respectively. Secondly, the quantum mutual information, $J(B|A)$, can be defined based on the quantum equivalence of Bayes’ theorem. It represents the information gained about the subsystem $B$ after measuring the set $\Pi_a$ on subsystem $A$ and it is given by

$$J(B|A) = S(\rho_B) - \min_{\Pi_a} S\left(\rho_{B|\Pi_a}\right).$$

(2)

Here $S\left(\rho_{B|\Pi_a}\right) = \sum_a p_a S\left(\rho_{B|\Pi_a}\right)$ is the average conditional entropy of system $B$, where $p_a = Tr(\Pi_a \rho_{AB} \Pi_a)$ is the probability to obtain the outcome $a$ and $\rho_{B|\Pi_a} = \Pi_a \rho_{AB} \Pi_a / p_a$ is the corresponding reduced density for subsystem $B$. The minimization of conditional entropy is performed over all the possible positive operator valued measure (P.O.V.M.) [34]. Quantum discord is defined as the discrepancy between $I(\rho_{AB})$ and $J(B|A)$,

$$D(B|A) \equiv I(\rho_{AB}) - J(B|A),$$

$$= \min_{\Pi_a} S\left(\rho_{B|\Pi_a}\right) - S(\rho_{AB}) + S(\rho_A).$$

(3)

Quantum discord can be understood as a measurement of the non-Bayesianism of the state $\rho_{AB}$, or the amount of shared information that is not accessible by local measurements. It should be noticed that the information about $B$ given a measurement on $A$ is not necessary the same as the information of $A$ given a measurement on $B$ and therefore $D(B|A) \neq D(A|B)$. The definition given in Eq. (3) shows the challenge of calculating discord is to
find the optimal measurement that minimizes the average conditional entropy $S(\rho_B|A)$. Determining the optimal measurement is the focus of our discussion in the next section.

### III. FORMULISM

Let us consider two qubits $A$ and $B$ in X-state $\rho_X$, which in the logic basis $\{|00\rangle, |01\rangle, |10\rangle, |11\rangle\}$ has the following matrix representation

$$\rho_X = \begin{pmatrix} a & 0 & 0 & w \\ 0 & b & z & 0 \\ 0 & z & c & 0 \\ w & 0 & 0 & d \end{pmatrix}.$$  \hspace{1cm} (4)

Here the diagonal elements are complementary probabilities, $a + b + c + d = 1$, and the positivity of the density matrix requires $|w| \leq \sqrt{ad}$ and $|z| \leq \sqrt{bc}$. We consider $w$ and $z$ real and positive numbers since their phases can be removed by local unitary operation [2] and do not change the quantum correlations between $A$ and $B$. For arbitrary two qubit states of rank 2, the P.O.V.M that minimizes the conditional entropy is the projective von Neumann measurement [29]. For states of rank 3 and 4 F. Galve et al. [29] showed that projective measurements are almost sufficient, except for states that appear with probability $10^{-4}$ and in which case the deviations are on average of the order of $10^{-6}$. The projective measurement bases are characterized by the angles $\theta$ and $\phi$ of the Bloch sphere, as follows

$$|+\rangle = \cos(\theta/2)|0\rangle + e^{i\phi} \sin(\theta/2)|1\rangle,$$  \hspace{1cm} (5)

$$|-\rangle = \sin(\theta/2)|0\rangle - e^{i\phi} \cos(\theta/2)|1\rangle,$$  \hspace{1cm} (6)

with $\theta \in [0, \pi]$ and $\phi \in [0, 2\pi]$. We consider measuring $A$ with the above measurement bases, $\Pi_\pm = |\pm\rangle\langle \pm|$. The corresponding outcome probabilities $p_\pm$ are

$$p_\pm = \frac{1}{2}(1 \pm A_2 \cos \theta),$$  \hspace{1cm} (7)

and the average conditional entropy of $B$ as a function of $\theta$ and $\phi$, $F(\theta, \phi)$, is written as

$$F(\theta, \phi) = p_+ S(\rho_B|+) + p_- S(\rho_B|-),$$

$$= -\frac{1}{2} (T_+ + T_- + Q_+ + Q_-),$$  \hspace{1cm} (8)

with

$$T_\pm(\theta, \phi) = (p_+ \pm R_+) \log_2 \frac{p_+ \pm R_+}{2p_+},$$  \hspace{1cm} (9)

$$Q_\pm(\theta, \phi) = (p_- \mp R_-) \log_2 \frac{p_- \mp R_-}{2p_-}. $$  \hspace{1cm} (10)

To simplify the analysis, we define following functions

$$B^2 = w^2 + z^2 + 2wz \cos(2\phi),$$  \hspace{1cm} (11)

$$G_\pm = \frac{A_3 \pm A_1 \cos \theta}{2},$$  \hspace{1cm} (12)

$$R_\pm = \sqrt{G^2_\pm + B^2 \sin^2 \theta},$$  \hspace{1cm} (13)

and constants

$$A_1 = a - b - c + d,$$

$$A_2 = a + b - c - d,$$

$$A_3 = a - b + c - d.$$  \hspace{1cm} (14)

It is worth noting that $F(\theta, \phi) = F(\theta, 2\pi - \phi)$ and $F(\theta, \phi) = F(\pi - \theta, \phi)$, i.e. $F$ is symmetric with respect to $\phi = \pi$ and $\theta = \pi/2$. It is therefore sufficient to consider $\phi \in [0, \pi]$ and $\theta \in [0, \pi/2]$. Furthermore, the only $\phi$ dependence of $F$ is in the term $wz \cos(2\phi)$ of $B^2$ in Eq. (11) and $F$ becomes independent of $\phi$ when $w$ or $z$ is zero. We also note $A_1$, $A_2$ and $A_3$ are the expectation values of the $z$-component of the Pauli vector, $A_1 = \langle \sigma^z_A \rangle$, $A_2 = \langle \sigma^x_A \rangle$ and $A_3 = \langle \sigma^y_A \rangle$. The minimum of $F(\theta, \phi)$ can be found by using the extreme value theorem [33].

The critical points $c = (\theta_c, \phi_c)$ are determined by solving the first partial derivatives equations $\partial F/\partial \theta = 0$ and $\partial F/\partial \phi = 0$ and whether the critical point $c$ corresponds to a minimum is determined by the second partial derivatives test. i.e. the second partial derivatives and the Hessian matrix determinant have to be simultaneously positive at $c$

$$\begin{vmatrix} \frac{\partial^2 F}{\partial \theta^2} \\ \frac{\partial^2 F}{\partial \phi^2} \end{vmatrix}_c > 0, \quad \begin{vmatrix} \frac{\partial^2 F}{\partial \theta^2} & \frac{\partial^2 F}{\partial \theta \partial \phi} \\ \frac{\partial^2 F}{\partial \phi \partial \theta} & \frac{\partial^2 F}{\partial \phi^2} \end{vmatrix}_c > 0.$$

Otherwise the critical point $c$ can correspond to a local maximum, a saddle point, or if Hessian matrix determinant is zero, higher order test must be used to determine the nature of the critical point.

We find the first partial derivatives of $F$ as

$$\frac{\partial F}{\partial \phi} = -wz \sin^2 \theta \sin(2\phi) C_\phi,$$  \hspace{1cm} (15)

$$\frac{\partial F}{\partial \theta} = -\frac{\sin \theta}{4} C_\theta,$$  \hspace{1cm} (16)

with

$$C_\phi = \frac{1}{R_-} \log_2 \frac{p_- + R_-}{p_- - R_-} + \frac{1}{R_+} \log_2 \frac{p_+ + R_+}{p_+ - R_+}$$  \hspace{1cm} (17)

and

$$C_\theta = \frac{A_1 G_- + 2B^2 \cos \theta}{R_-} \log_2 \frac{p_- + R_-}{p_- - R_-} - \frac{A_1 G_+ - 2B^2 \cos \theta}{R_+} \log_2 \frac{p_+ + R_+}{p_+ - R_+} + A_2 \log_2 \frac{p_+^2 (p_-^2 - R_-^2)}{p_-^2 (p_+^2 - R_+^2)}.$$  \hspace{1cm} (18)
From these expressions we note several key features about the critical points:

- Because $0 < R_{\pm} < p$, $C_\phi$ is always positive and the partial derivative of $F$ with regard to $\phi$ in Eq. (15) is zero only when $\sin(2\phi)$ is zero for any $\theta$, i.e. $\phi_c = 0$, $\pi/2$, and when $\theta = 0$ for any $\phi$. We note that if $\theta$ is zero then the minimization does not depend on $\phi$. At these $\phi_c$ the second derivative $\partial^2 F/\partial \phi^2$ becomes

$$\frac{\partial^2 F}{\partial \phi^2}(\theta, 0) = 2wzC_{\phi=0} \sin^2 \theta > 0 \quad (19)$$

$\forall \theta \neq 0$ and

$$\frac{\partial^2 F}{\partial \phi^2}(\theta, \pi/2) = -2wzC_{\phi=\pi/2} \sin^2 \theta < 0 \quad (20)$$

$\forall \theta \neq 0$.

Since for any $\theta$ the second derivative $\partial^2 F/\partial \phi^2$ is always negative when $\phi = \pi/2$ the minimization problem becomes one variable minimization problem where $\phi_c = 0$. As $F(\theta, 0)$ becomes a one variable function is not necessary consider the Hessian determinant it is sufficient study the behaviour of $\frac{\partial^2 F}{\partial \phi^2}|_c$.

- The derivative Eq.(16) is zero at either $\sin \theta = 0$ or $C_\theta = 0$. The former equation provides $\theta_c = 0$. The equation $C_\theta = 0$ has the obvious root $\theta_c = \pi/2$ and a special root $\theta_c$. This special root depends on the density matrix elements and only appears in some very particular states, such as shown in Fig.(11b).

Based on these features, the optimization problem reduces to studying the second derivative of $F(\theta, 0)$ with respect to $\theta$ evaluated at the critical angles $\theta_c = 0$, $\pi/2$, and $\theta_c$. We notice that the measurement bases become $\sigma_z$ for $\theta_c = 0$ and $\sigma_x$ for $\theta_c = \pi/2$. The value for $\theta_c$ remains dependent on density matrix elements and we denote this measurement as $\sigma_c$.

The second derivative evaluated in the three $\theta_c$ depends on the behaviour of two quantities $C_0$ and $C_+$ given by

$$C_0 = A_2 \log_2 \frac{cd(1 + A_2)^2}{ab(1 - A_2)^2} - A_1 \log_2 \frac{ad}{bc} + 2(w + z)^2 \left( \frac{1}{a - b} \log_2 \frac{a}{b} + \frac{1}{c - d} \log_2 \frac{c}{d} \right) \quad (21)$$

and

$$C_+ = 4r(A_1 A_3 - 4A_2 r^2)^2 - 4(w + z)^2(1 - 4r^2) \left( 4r^2 - A_1 \right) \ln \frac{1 + 2r}{1 - 2r} \quad (22)$$

where $r = \sqrt{A_3^2 + 4(w + z)^2}/2$. The behaviour of $C_0$ and $C_+$ determines which of $F(0, 0)$, $F(\pi/2, 0)$, and $F(\theta, 0)$ is a minimum. The relationship is summarized in Table 1. It is worth noting that for more than 99% parameter space [31], $F(\theta, \phi)$ is minimized either at $F(0, 0)$ or $F(\pi/2, 0)$, which can be calculated as follows,

$$F(0, 0) = -a \log_2 \frac{a}{a + b} - b \log_2 \frac{b}{a + b} - c \log_2 \frac{c}{c + d} - d \log_2 \frac{d}{c + d} \quad (23)$$

and

$$F\left(\frac{\pi}{2}, 0\right) = \frac{1 + A_2^2 + 4(w + z)^2}{2} \log_2 \frac{1 + \sqrt{A_3^2 + 4(w + z)^2}}{A_2} - \frac{1 - A_2^2 + 4(w + z)^2}{2} \log_2 \frac{1 - \sqrt{A_3^2 + 4(w + z)^2}}{2} \quad (24)$$

The analytical solution also agrees with the particular expressions obtained in Ref.[22] for symmetric X-state, i.e with $b = c$ in the density matrix of Eq.(11). We find that there are three possible minima for an arbitrary X-state and we find for the first time the conditions for special cases $\sigma_e$ and $\sigma_z$. In the following section, we discuss examples where different measurements are necessary and use our formula to calculate the quantum discord.

### IV. RESULTS

#### A. General X-states

First we consider two examples of general X-states where the rare measurement cases exist. In Figure (11a), we show an example where the optimal measurements changes from $\sigma_z$, $\sigma_\gamma$, and $\sigma_x$ as $w$ and $z$ changes with the diagonal density matrix elements fixed. For the parameter space where $w$ and $z$ go from zero to approximately 0.0502681 the optimal measure is always $\sigma_z$, as indicated by the dashed line. For the parameter space where $w$ and $z$ go from approximately 0.0540158 and above, the optimal measure is $\sigma_x$, as indicated by the solid line in the plot. In the extremely small region (shown as the insert...
TABLE I. Criterion for different optimal measurement \((M)\) in terms of Pauli matrices and the solution to \(\min F(\theta, \phi)\). The measurements of \(\sigma_z\) and \(\sigma_x\) are the predominant cases for an arbitrary X-state. They include more than 99\% of the parameter space. For the case where the measurement is listed as \(\text{any}\), \(F(\theta, \phi)\) is the same for any projective measurement. For the case where the measurement is listed as \(\sigma_x\), it is necessary find \(\theta\) from \(C_0 = 0\) solving for every set of density matrix elements. For case of \(\sigma_z\), \(\min F(\theta, \phi)\) is the minimum of \(F(0, 0)\) and \(F(\theta, 0)\).

| \(M\) | Condition | \(\min F(\theta, \phi)\) |
|-------|-----------|------------------|
| \(\text{any}\) | \(C_0 = 0 \lor C_+ = 0\) | \(F(0, 0)\) |
| \(\sigma_z\) | \(C_0 < 0 \lor C_+ > 0\) | \(F(0, 0)\) |
| \(\sigma_z\) | \(C_0 > 0 \lor C_+ < 0\) | \(F(\theta, 0)\) |
| \(\sigma_c\) | \(C_0 > 0 \lor C_+ > 0\) | \(F(\theta, 0)\) |
| \(\sigma_c\) | \(C_0 < 0 \lor C_+ < 0\) | \(\min \{F(0, 0), F(\theta, 0)\}\) |

plot), where \(w\) and \(z\) go from approximately 0.0502681 to 0.0540158, the measurement is denoted as \(\sigma_z\). This is the region where both \(C_0\) and \(C_+\) are negative and the optimal measurement has to be determined by calculating \(F(0, 0)\) and \(F(\pi/2, 0)\). In Figure 1(b), we show an example where the optimal measurements changes from \(\sigma_z\), \(\sigma_c\) and \(\sigma_x\) as \(w\) and \(z\) changes with the diagonal density matrix elements fixed. For \(w\) from zero to approximately 0.233563 and \(z\) from zero to approximately 0.111803 the optimal measure is always \(\sigma_z\), as indicated by the solid line. When \(w\) is greater than approximately 0.116136 and \(z\) is greater than approximately 0.111803, the optimal measure is \(\sigma_x\), as indicated by the dashed line in the plot. In the small region between the dashed and solid lines (shown in the insert plot), neither \(F(0, 0)\) nor \(F(\pi/2, 0)\) is the minimum. In this region the optimal measurement is given by the special measurement \(\sigma_c\). We also note that our criterion reproduces the results obtained in references [31] and [28].

Figure 2 shows a comparison between numerical and analytical results for quantum discord. Here discord is calculated for the density matrices discussed in Fig.1(b) with \(w = 0.05\), and the optimal measurement can be either \(\sigma_z\), \(\sigma_x\) or \(\sigma_c\). The numerical solution of discord is given by the dashed line. When \(z\) goes from zero to \(z_0 \approx 0.0655096\) the optimal measure is \(\sigma_z\) (red line). When \(z\) goes from \(z_0 \approx 0.0655096\) to its maximum value \(z_{\max} = \sqrt{\frac{2}{3}}\) the optimal measure is \(\sigma_x\) (green line). When \(z\) goes from \(z_0\) to \(z_+\) the optimal measure is \(\sigma_c\) (blue dots). In this last case it is necessary solve \(C_\theta(\theta, 0) = 0\) for every \(z\). The numerical and analytical results agree. In Fig.3 we show \(\theta_c\) as a function of \(z\) in the special measurement regime as indicated in Fig.2. Although in Fig.2 the transition between the optimal measures \(\sigma_z\) and \(\sigma_x\) appears sharp, Fig.3 shows that for \(z\) from \(z_0\) to \(z_+\), the special angle \(\theta_c\) goes continuously from \(\theta = 0\) to \(\frac{\pi}{2}\).

**FIG. 1.** Regions where the different cases arise as function of \(w\) and \(z\), for two particular X-states: (a) the diagonal elements are \(a = 0.5, b = 0.3, c = 0.1\) and \(d = 0.1\), (b) the diagonal elements are \(a = 0.0783, b = 0.1250, c = 0.1\) and \(d = 0.6967\). The solid and dashed line correspond to \(C_0 = 0\) and \(C_+ = 0\), respectively.

**FIG. 2.** Quantum discord, \(D(B|A)\), as function of \(z\) for \(a = 0.0783, b = 0.1250, c = 0.1, d = 0.6967\) and \(w = 0.05\). Black dashed line correspond to numerical solution of Eq.3 solved for every value \(z\). Red and green lines are our analytical calculation based on Eq.24 and Eq.24. The optimal measurement for the red line is \(\sigma_x\). The optimal measurement for the green line is \(\sigma_z\). The blue dots are the result from the special measurement \(\sigma_c\), which is determined by the roots of \(C_\theta = 0\) for a given \(z\) value.
model, which corresponds to such systems are written as a form of the reduced density matrix of the two spins in the discord between two spins in the Fig.(4) we show the typical behaviour of the quantum measurements changes from varying z with 0 ≤ z ≤ 1, and the minimum of 2 log a is independent of the measurement angle. For 2a − 1/2 ≤ w + z ≤ 1/2, the optimal measurement is σz and the minimum of \( F(\theta, \phi) \) is

\[
F(0, 0) = -2a \log_a(2a) - (1 - 2a) \log_a(1 - 2a). \quad (26)
\]

For \( 2a - \frac{1}{2} \leq w + z \leq \frac{1}{2} \), the optimal measurement is \( F(\frac{\pi}{2}, 0) = \frac{1 + 2(w + z)}{2} \log_a \frac{1 + 2(w + z)}{2} - \frac{1 - 2(w + z)}{2} \log_a \frac{1 - 2(w + z)}{2}. \quad (27)
\]

As an example we consider the state of two spins in the XXZ model, which corresponds to \( w = 0 \) in Eq.(25). In Fig.(3) we show the typical behaviour of the quantum discord between two spins in the XXZ. We consider varying z and \( a = 0.1 \) in the density matrix. The optimal measurement changes from \( \sigma_z \) to \( \sigma_x \) as z increases.

**FIG. 3.** Special angle \( \theta_c \) of the measurement \( \sigma_z \) as a function of z in the special measurement region of the state given in Fig. 2. In this region, the special changes continuously from zero to \( \pi/2 \).

**B. States with symmetries**

The analytical derivation in Sec. also shows that the behaviour of \( F \) strongly depends on the constants \( A_i \) as defined on Eq.(15). These constants correspond to the expectation values of \( \sigma_z \)'s and they become zero when certain symmetries are present. For example, a system with the spin-flip symmetry, such as the XXZ model, satisfies \( A_2 = \langle \sigma_z^A \rangle = 0, A_3 = \langle \sigma_z^B \rangle = 0 \) and \( A_1 = \langle \sigma_z^A \sigma_z^B \rangle = 4a - 1 \) with 0 ≤ \( a \) ≤ 1/2. The most general form of the reduced density matrix of the two spins in such systems are written as

\[
\rho = \begin{pmatrix}
    a & 0 & 0 & w \\
    0 & \frac{1}{2} - a & z & 0 \\
    0 & z & \frac{1}{2} - a & 0 \\
    w & 0 & 0 & a
\end{pmatrix}, \quad (25)
\]

with 0 ≤ \( w + z \) ≤ 1/2. For such systems the only optimal measurements are \( \sigma_x \) and \( \sigma_z \). For 0 ≤ \( w + z \) ≤ \( 2a - \frac{1}{2} \), the optimal measurement is \( \sigma_z \) and the minimum of \( F(\theta, \phi) \) is

\[
F(0, 0) = -2a \log_a(2a) - (1 - 2a) \log_a(1 - 2a). \quad (26)
\]

For \( |2a - \frac{1}{2}| \leq w + z \leq \frac{1}{2} \), the optimal measurement is \( \sigma_z \) and the minimum of \( F \) is

\[
F(\frac{\pi}{2}, 0) = -\frac{1 + 2(w + z)}{2} \log_2 \frac{1 + 2(w + z)}{2} - \frac{1 - 2(w + z)}{2} \log_2 \frac{1 - 2(w + z)}{2}. \quad (27)
\]

On the transition point from \( \sigma_z \) to \( \sigma_x \), the discord is independent of the measurement angle. We find that numerical and analytical calculations agree perfectly for all \( z \). In Fig.(4) we show the special regions for optimal measurements \( \sigma_z \) and \( \sigma_x \) for a general two-spin state in the XXZ model. We find that when \( z \) is greater than \( 1/2 - 2a \) and less than \( 2a - 1/2 \), the optimal measurement is \( \sigma_x \). In the rest of the parameter space the optimal measurement is \( \sigma_z \). On the border of the parameter regions, as indicated by the dashed and solid lines, quantum discord does not depend on the measurement angle.
angle.

V. SUMMARY

In this paper we analyse the quantum discord of arbitrary two-qubit X-states. We describe a straightforward criterion for determining analytical solution to quantum discord and it has shown excellent agreement with numerical calculations for both arbitrary X-states and X-states with special symmetries. We find that the optimization of measurements to minimize the averaged conditional entropy, the key and most computationally intensive element of calculating quantum discord, is reduced to three possible cases. Two of them are the optimal measurements discussed in previous literature and one additional one is the "error" cases that have been observed numerically previously. We provide a complete framework to categorize these measurements and determine their parameter regions based on the analytical criteria we derived. In addition to simplifying the quantum discord calculation, our analytical expressions reveals the relationship between the optimal measurements and symmetries of the states.

Our analytical expression also has experimental implications in a sense that it provides a way to calculate the quantum discord based on the expectation value of spin components, which can be measured experimentally. Whether our analytical solutions provides more insight on the relationship between the behaviour of the optimal measurement and the critical phenomena, as previous numerical study suggests [?], remains to be further investigated.
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