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Abstract

It has been shown that the maximum stable set problem in some infinite graphs, and the kissing number problem in particular, reduces to a minimization problem over the cone of copositive kernels. Optimizing over this infinite dimensional cone is not tractable, and approximations of this cone have been hardly considered in literature. We propose two convergent hierarchies of subsets of copositive kernels, in terms of non-negative and positive definite kernels. We use these hierarchies and representation theorems for invariant positive definite kernels on the sphere to construct new SDP-based bounds on the kissing number. This results in fast-to-compute upper bounds on the kissing number that lie between the currently existing LP and SDP bounds.
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1 Introduction

Copositive optimization is the class of linear optimization problems over the cone of copositive matrices or the dual of this cone. A matrix is called copositive if its quadratic form is non-negative over the non-negative orthant. Copositive optimization is a powerful model, it captures several other subfields of optimization, such as quadratic, discrete and stochastic optimization see [6, 22].
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Many NP-hard discrete optimization problems can be represented as copositive optimization problems (see, e.g., [4, 8, 9, 10, 16, 21, 24, 39, 41, 48]), which allows using tools from convex continuous optimization to tackle those discrete problems. For example, a variety of graph parameters, such as the independence number [10], the chromatic number [24] and the fractional chromatic number [41], have copositive formulations. Such formulations have also been constructed for the quadratic assignment problem [21] and some distributional robust optimization problems [48]. In general, several large classes of integer quadratic problems can be written as copositive programs [4, 8, 9, 39].

We are interested in solution methods for infinite dimensional copositive optimization, that is the optimization model obtained by replacing (finitely dimensional) copositive matrices with copositive kernels, which are their infinite dimensional counterpart. Generalizing copositive optimization to infinite dimensions is inspired by some successful infinite dimensional generalizations of positive-semidefinite optimization (PSO). Such generalizations have proven useful in obtaining bounds for graph parameters in infinite graphs, by formulating an infinite dimensional version of well known PSO relaxations. One of the applications of PSD kernels is generalizing the famous Lovász $\vartheta$-number [29] from finite graphs to certain types of infinite graphs. This fact has motivated some of the new results in packing problems in discrete geometry [12], the bounds on the measurable chromatic number [2] and the measurable stable set of infinite graphs [15]. In the finite case, some graph parameters for which Lovász $\vartheta$-number provides a bound, such as the stable set or the chromatic number, can be formulated using copositive optimization. In the infinite case, the stable set problem in topological packing graphs [15] and the measurable stable set problem in locally-independent graphs [16] have been formulated using infinite dimensional copositive optimization. We expect that in future more problems will be represented using infinite dimensional copositive optimization and thus our results will be useful there.

Several methods have been proposed to approximately solve finite dimensional copositive optimization. The most usual approach is to approximate the copositive cone from the inside [10, 37, 38] or from the outside [27, 49]. Some researchers also exploit the structure of the problem and properties of the objective function [7, 47]. In the infinitely dimensional case, there are not many approximations for the cone of copositive kernels. The only known approach is to replace this cone by the better studied cone of PSD kernels which is a subset of the cone of copositive kernels. When the kernels are defined on the unit sphere in $\mathbb{R}^n$, this results in a tractable relaxation of an infinite dimensional copositive program using the characterization of PSD kernels by Schoenberg [45].

One of the main contributions, In Section 3, is the definition of two converging inner hierarchies of subsets of the cone of copositive kernels on $V \times V$ for any compact $V \subset \mathbb{R}^n$ to approximate the cone of copositive kernels. Our inner approximations generalize two existing inner hierarchies for copositive matrices by De Klerk and Pasechnik [10] and Peña et al. [38]. The key element of our approach is to redefine the approximations using tensors. We also show that the new hierarchies provide converging upper bounds for the stable set problem when applied to the results by Dobre et al. [18].
Another important contribution, is the application of the proposed hierarchies of copositive kernels to construct converging upper bounds on the kissing number and provide numerical results for the first two levels of the hierarchy (see Section 4). The bound obtained using the level zero of the hierarchy coincides with Delsarte, Goethals and Seidel [17] linear programming (LP) bound for the spherical codes problem. The bound for level 1 is similar to the semidefinite programming (SDP) bound for the spherical codes problem by Bachoc and Vallentin [8], but is somewhat weaker (see Section 5). De Laat in his PhD thesis [12] and in the related papers with Vallentin [14] and De Oliveira Filho [14, 13] provides a different type of PSD kernel based approximation for the stable set problem of compact topological packing graphs which are not explicitly based on approximating the cone of copositive kernels. The relation between these different approximations is an interesting question; some approximation results for the kissing number problem, which is a particular case of the stable set problem on infinite graphs, are discussed in Section 4.

The outline of the paper is as follows. In Section 2 we introduce the notation and provide more detail on copositive and positive semi-definite kernels, as well as on tensors and tensor operators. In Section 3 we introduce generalized hierarchies (5) and (6), describe their main properties in Theorem 1 and show that they provide converging upper bounds for the stable set problem by Dobre et al. [18] in Theorem 3. In Section 4 we describe implementation of the hierarchies for the kissing number problem and show computational results. In Section 5 we compare our optimization problems with some well known existing upper bounds on the kissing number. Section 6 contains some technical proofs omitted throughout the paper. All computations in this paper are done in MATLAB R2017a on a computer with the processor Intel® Core™ i5-3210M CPU @ 2.5 GHz and 7.7 GiB of RAM. SDP programs are solved with MOSEK Version 8.0.0.64. All MATLAB codes would be provided by request to the first author.

2 Preliminaries

We use \( \mathbb{R} \) and \( \mathbb{R}^+ \) to denote the sets of real and nonnegative real numbers respectively. We also use \([n]\) to denote the set \( \{1, \ldots, n\} \). Let \( S^n \) be the space of \( n \times n \) symmetric matrices over \( \mathbb{R} \). A matrix \( M \in S^n \) is called positive semidefinite (PSD) if for all \( x \in \mathbb{R}^n \), \( x^T M x \geq 0 \). We use the notation \( M \succeq 0 \) if \( M \) is PSD. An \( n \times n \) matrix \( M \) is called copositive if \( x^T M x \geq 0 \) for all \( x \in \mathbb{R}^n_+ \). One can immediately see that the set of PSD matrices and the set of copositive matrices are both convex cones.

Let \( r \geq 0 \). The following subsets of the cone of copositive matrices were introduced by De Klerk and Pasechnik [10] and Peña et al. [38] respectively:
\[ C^n_r = \{ M \in S^n : (e^\top x)^r (x^\top M x) \text{ has nonnegative coefficients} \}, \quad (1) \]
\[ Q^n_r = \{ M \in S^n : (e^\top x)^r (x^\top M x) = \sum_{|\beta|=r} x^{\beta} x^\top N_\beta x + \sum_{|\beta|=r} x^{\beta} x^\top S_\beta x, \quad (2) \]
where \( e \) is the vector of all ones, \(|\beta| := \beta_1 + \cdots + \beta_n \) and \( x^\beta := x_1^{\beta_1} \cdots x_n^{\beta_n} \). From the definitions one can see that \( C^n_r \subseteq Q^n_r, \ C^n_r \subseteq C^n_{r+1} \) and \( Q^n_r \subseteq Q^n_{r+1} \). Moreover, the interior of the copositive cone is captured by both hierarchies of sets, that is the interior of the copositive cone is contained in \( \bigcup_r C^n_r \subset \bigcup_r Q^n_r \). \[\text{[10, 38]}\]

2.1 Positive definite and copositive kernels

We are interested in the infinite dimensional version of copositivity. Let \( V \subset \mathbb{R}^n \) be a compact set. Denote the set of real-valued continuous functions on \( V \) by \( C(V) \). We use the name kernels on \( V \) for the set of symmetry real continuous functions on \( V \times V \):
\[ K(V) = \{ F \in C(V \times V) : F(x,y) = F(y,x), \ \forall x,y \in V \}. \]
For any finite \( U \) of size \( n \), \( K(U) \) is isomorphic to the set of symmetric \( n \times n \) matrices; we will abuse the notation modulo this isomorphism, and thus we do no distinguish between kernel over finite sets and matrices. Given \( K \in K(V) \) and \( U \subseteq V \) we denote by \( K^U \) the restriction of \( K \) to \( U \times U \). Notice that for all \( U \subseteq V \) and all \( K \in K(V) \) we have that \( K^U \in K(U) \).

A kernel \( K \) on \( V \) is positive semi-definite (PSD) if for any finite \( U \subseteq V \) the matrix \( K^U \) is PSD. In literature it is rather common to use the notation positive definite \([5, 33, 45]\), however, we deviate from this convention in order to have correspondence in the notation for matrices and kernels. We denote the cone of PSD kernels on \( V \) by \( \mathcal{P}SD(V) \).

Now we turn our attention to copositivity. Copositive kernels were introduced by Dobre et al. [18], a kernel is copositive if and only if for any finite \( U \subseteq V \) the matrix \( K^U \) is copositive. We denote the set of copositive kernels on \( V \) by \( \mathcal{C}OP(V) \). Notice that \( \mathcal{P}SD(V) \subset \mathcal{C}OP(V) \).

2.2 Tensor operators and their properties

We use tensor notation and terminology similar to Dong [20]. For a positive number \( r \in \mathbb{N} \), a tensor of order \( r \in \mathbb{N} \) over a set \( V \) is a real valued function on \( V^r \). Denote by \( \mathcal{T}_r^V \) the set of \( r \)-tensors over the set \( V \). For \( r = 2 \) and \( N = [n] \), a tensor is just an \( n \times n \) matrix, i.e.,
Thus, for readability, similar to the case of kernel over finite sets, we abuse the notation and consider the notions of 2-tensors and matrices interchangeable.

Next, we introduce two tensor operators. The first operator is a lifting operator. For \( r \geq 0 \), we define the \( r \)-stack, \( \text{Stk}^r : \mathcal{T}_d^V \rightarrow \mathcal{T}_{d+r}^V \) by

\[
\text{Stk}^r(T)(u, v) := T(u), \quad \text{for all } T \in \mathcal{T}_d^V, \ u \in V^d, \ v \in V^r.
\]

Notice that \( \text{Stk}^0(T) := T \). The second operator is the symmetrization operator. Denote by \( \text{Sym}(d) \) the group of permutations on \( d \) elements. We define the symmetrization \( \sigma : \mathcal{T}_d^V \rightarrow \mathcal{T}_d^V \) by

\[
\sigma(T)(v) := \frac{1}{d!} \sum_{\pi \in \text{Sym}(d)} T(\pi v).
\]

**Lemma 1.** Let \( d > 0, \ r \geq 0, \ V \subset \mathbb{R}^n, \ T, S \in \mathcal{T}_d^V \). Then

a. \( \sigma(T + S) = \sigma(T) + \sigma(S) \).

b. \( \text{Stk}^r(T + S) = \text{Stk}^r(T) + \text{Stk}^r(S) \).

c. \( \text{Stk}^{r+1}(T) = \text{Stk}^1(\text{Stk}^r(T)) \).

d. If \( \sigma(T) = \sigma(S) \), then \( \sigma(\text{Stk}^r(T)) = \sigma(\text{Stk}^r(S)) \).

**Proof.** a., b. and c. are straightforward. To prove d., assume \( \sigma(T) = \sigma(S) \). For \( r = 0 \),

\[
\sigma(\text{Stk}^0(T)) = \sigma(T) = \sigma(S) = \sigma(\text{Stk}^0(S)).
\]

Using c. and induction, it is enough now to prove the statement for \( r = 1 \). For any \( v \in V^{d+1} \),

\[
\sigma\left(\text{Stk}^1(T)\right)(v) = \frac{1}{(d+1)!} \sum_{\pi \in \text{Sym}(d+1)} \text{Stk}^1(T)(\pi v)
\]

\[
= \frac{1}{(d+1)!} \sum_{k=1}^{d+1} \sum_{\pi \in \text{Sym}(d+1), \ \pi(d+1)=k} T(v_{\pi(1)}, \ldots, v_{\pi(d)})
\]

\[
= \frac{d!}{(d+1)!} \left( \sum_{k=1}^{d+1} \sigma(T)(v_1, \ldots, v_{k-1}, v_{k+1}, \ldots, v_{d+1}) \right)
\]

\[
= \frac{d!}{(d+1)!} \left( \sum_{k=1}^{d+1} \sigma(S)(v_1, \ldots, v_{k-1}, v_{k+1}, \ldots, v_{d+1}) \right)
\]

\[
= \sigma\left(\text{Stk}^1(S)\right)(v).
\]
3 Inner hierarchies for the cone of copositive kernels

To define our hierarchies approximating the copositive cone, we use the previously defined operators together with the following two sets of tensors.

**Definition 1.** A tensor $T \in \mathcal{T}_r$ is non-negative if $T(v) \geq 0$, $\forall v \in V$. We use $\mathcal{N}_r$ to denote the set of all non-negative $r$-tensors.

**Definition 2.** A tensor $F \in \mathcal{T}_r$ is $2$-PSD on $V$ if it is continuous, and for all $z \in V$, $F(\cdot,\cdot,z) \in \mathcal{PSD}(V)$.

Let us introduce the following sets:

$$C_r^V = \{ M \in \mathcal{K}(V) : \sigma(\text{Stk}^r(M)) = \sigma(N), \ N \in \mathcal{N}_r \},$$

$$Q_r^V = \{ M \in \mathcal{K}(V) : \sigma(\text{Stk}^r(M)) = \sigma(N) + \sigma(S), \ N \in \mathcal{N}_r+2 \text{ and } S \in \mathcal{T}_r \text{ is } 2\text{-PSD} \}.$$

**Proposition 1.** For any $r \in \mathbb{N}$,

$$C_r^n = C_{r^n}, \ Q_r^n = Q_{r^n}.$$

The proof of Proposition 1 is provided in Section 6.

For a set $S \subseteq \mathbb{R}^n$, denote by $\text{int} \ S$ the interior of $S$. Next theorem shows that properties of $C_r^n, Q_r^n$ proven in [10] and [38] respectively can be generalized for a general compact $V$.

**Theorem 1.** Let $V \subseteq \mathbb{R}^n$ be a compact set. Then,

$$C_0^V \subseteq C_1^V \subseteq \cdots \subseteq \text{COP}(V), \ Q_0^V \subseteq Q_1^V \subseteq \cdots \subseteq \text{COP}(V)$$

and \ $\text{int} \ \text{COP}(V) \subseteq \bigcup_r C_r^V \subseteq \bigcup_r Q_r^V$.

The key ingredient in the proof of Theorem 1 is the characterization of the interior of the copositive cone given in Proposition 2. When $V$ is finite (i.e. for matrices), the interior of the copositive cone consists of those copositive matrices whose quadratic form is strictly positive on the standard simplex $\Delta^n := \{ x \in \mathbb{R}^n : e^Tx = 1, \ x \geq 0 \}$. This implies, by compactness of the simplex, that $M \in \text{int} \ \text{COP}(V)$ if and only if there is $\epsilon > 0$ such that $x^TMx = \sum_{v \in V} \sum_{u \in V} M(v,u)x_v x_u \geq \epsilon$ for all $x \in \Delta^n$. Proposition 2 shows that in the general case, for compact $V$, this is true uniformly over all finite submatrices of the kernel $M$. 


Proposition 2. Let $V \in \mathbb{R}^n$ be a compact set. Then

$$\text{int COP}(V) = \{ M \in \mathcal{K}(V) : \text{there is } \varepsilon > 0 \text{ such that for all } n > 0$$

$$\text{and all } v_1, \ldots, v_n \in V, \quad x \in \Delta^n: \sum_{i=1}^{n} \sum_{j=1}^{n} M(v_i, v_j) x_i x_j \geq \varepsilon \} \quad (7)$$

Proof. Let $M, \varepsilon$ be such that (7) holds. Let $K \in \mathcal{K}(V)$ be given. Since $K$ is continuous and $V^2$ is compact, $K$ attains its maximum on $V \times V$. Let $K^* = \max_{x,y \in V} K(x, y)$. Then for any $v_1, \ldots, v_n \in V$ and $x \in \Delta^n$,

$$\sum_{i=1}^{n} \sum_{j=1}^{n} \left( M(v_i, v_j) - \frac{\varepsilon}{K^*} K(v_i, v_j) \right) x_i x_j \geq \varepsilon - \frac{\varepsilon}{K^*} \left( \max_{i,j \in [n]} K(v_i, v_j) \sum_{i=1}^{n} \sum_{j=1}^{n} x_i x_j \right) \geq 0.$$

Hence $M - \frac{\varepsilon}{K^*} K \in \text{COP}(V)$ by definition, and thus $M \in \text{int COP}(V)$. Now let $M \in \text{int COP}(V)$. Then there is $\varepsilon > 0$ such that $M - \varepsilon \mathbb{I} \in \text{COP}(V)$. Therefore for any choice of $v_1, \ldots, v_n \in V$,

$$\min_{x \in \Delta^n} \sum_{i=1}^{n} \sum_{j=1}^{n} M(v_i, v_j) x_i x_j = \min_{x \in \Delta^n} \sum_{i=1}^{n} \sum_{j=1}^{n} (M - \varepsilon \mathbb{I}) (v_i, v_j) x_i x_j + \varepsilon \sum_{i=1}^{n} \sum_{j=1}^{n} x_i x_j \geq \varepsilon.$$

To prove Theorem 1, we need some additional results. A result by Powers and Reznick [42] on the rate of convergence in Polya’s theorem (see, e.g., [25]), and a characterization of $\mathcal{C}^V_r$ in terms of $\mathcal{C}^U_r$ for all finite $U \subset V$ (see the definitions of $\mathcal{PSD}(V)$ and $\text{COP}(V)$ given in Section 2.1).

Lemma 2. Let $V \subset \mathbb{R}^n$ be a compact set, and let $r \in \mathbb{N}$. $K \in \mathcal{C}^V_r$ if and only if for any finite $U \subset V$, the matrix $K^U \in \mathcal{C}^U_r$.

Proof. Let $U \subset V$ be finite. If $K \in \mathcal{C}^V_r$, then $\sigma(\text{Stk}^r(K)) = \sigma(N)$ for some $N \in \mathcal{N}^V_{r+2}$. Therefore $\sigma(\text{Stk}^r(K^U)) = \sigma(N^U)$, that is $K^U \in \mathcal{C}^U_r$. 
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Now, assume $K^U \in \mathcal{C}_r^U$ for each finite $U \subset V$. Let $N = \sigma(\text{Stk}^r(K))$. Then $\sigma(N) = N$. For any given $v_1, \ldots, v_{r+2} \in V$, let $U = \{v_1, \ldots, v_{r+2}\}$. Then,

$$N(v_1, \ldots, v_{r+2}) = \sigma(\text{Stk}^r(K))(v_1, \ldots, v_{r+2}) = \sigma(\text{Stk}^r(K^U))(v_1, \ldots, v_{r+2}) \geq 0.$$ 

Hence $K \in \mathcal{C}_r^V$.

**Proposition 3** (Powers and Reznick [12]). Let $M \in \mathbb{S}^n$ be strictly copositive. Then the polynomial $(e^\top x)^r \sum_{i,j=1}^{[U]} M_{ij} x_i x_j$ has only positive coefficients if $r > \frac{L}{k} - 2$, where $L = \max_{ij} |M_{ij}|$ and $k = \min_{x \in \Delta^n} x^\top M x$.

**Remark 1.** The bound on $r$ in Proposition 3 does not depend on the size of $M$.

Now we are ready to prove Theorem 1.

**Proof of Theorem 1** Let $r \geq 0$ and let $M \in Q_r^V$. Then by (6) there exists $N \in \mathcal{N}_{r+2}^V$, $S \in \mathcal{T}_{r+2}^V$ such that $S$ is 2-PSD and $\sigma(\text{Stk}^r(M)) = \sigma(N) + \sigma(S)$. First, we show that $M \in Q_{r+1}^V$. By c. and d. in Lemma 1

$$\sigma(\text{Stk}^{r+1}(M)) = \sigma(\text{Stk}^1(N)) + \sigma(\text{Stk}^1(S)).$$

From the definition (3) of the stack operator, $\text{Stk}^1(S) \in \mathcal{T}_{r+3}^V$ is 2-PSD and $\text{Stk}^1(N) \in \mathcal{N}_{r+3}^V$. Thus $M \in Q_{r+1}^V$. Analogously, $\mathcal{C}_r^V \subseteq \mathcal{C}_{r+1}^V$.

Now, we show $M \in \text{COP}(V)$. Let $v_1, \ldots, v_n \in V$ and $x \in \mathbb{R}_+^n$, then

$$(e^\top x)^r \sum_{i,j \in [n]} M(v_i, v_j)x_i x_j = \sum_{k \in [n]} x_{k_1} \cdots x_{k_{r+2}} M(v_{k_1}, v_{k_2}) = \sum_{k \in [n]} x_{k_1} \cdots x_{k_{r+2}} \text{Stk}^r(M)(v_{k_1}, \ldots, v_{k_{r+2}}) = \frac{1}{(r+2)!} \sum_{\pi \in \text{Sym}(r+2)} \sum_{k \in [n]} x_{k_{\pi(1)}} \cdots x_{k_{\pi(r+2)}} \text{Stk}^r(M)(v_{k_{\pi(1)}}, \ldots, v_{k_{\pi(r+2)}}) = \sum_{k \in [n]} x_{k_1} \cdots x_{k_{r+2}} \sigma(\text{Stk}^r(M))(v_{k_1}, \ldots, v_{k_{r+2}}).$$
Using $\sigma(\operatorname{Stk}^r(M)) = \sigma(S + N) \geq \sigma(S)$, from Definition 1 we obtain

\[
(e^\top x)^r \sum_{i,j \in [n]} M(v_i, v_j) x_i x_j \geq \sum_{k \in [n]^{r+2}} x_{k_1} \ldots x_{k_{r+2}} \sigma(S)(v_{k_1}, \ldots, v_{k_{r+2}})
\]

\[
= \frac{1}{(r+2)!} \sum_{k \in [n]^{r+2}} \sum_{\pi \in \operatorname{Sym}(r+2)} x_{k_1} \ldots x_{k_{r+2}} S(v_{k_{x(1)}}, \ldots, v_{k_{x(r+2)}})
\]

\[
= \frac{1}{(r+2)!} \sum_{k \in [n]^{r+2}} S(v_{k_1}, \ldots, v_{k_{r+2}}) \sum_{\pi \in \operatorname{Sym}(r+2)} x_{k_{x(1)} \ldots k_{x(r+2)}}
\]

\[
= \sum_{k \in [n]^r} x_{k_1} \ldots x_{k_r} \left( \sum_{i,j \in [n]} S(v_i, v_j, v_{k_1}, \ldots, v_{k_r}) x_i x_j \right)
\]

\[
\geq 0,
\]

where the last inequality follows from Definition 2.

We have then $M \in \operatorname{COP}(V)$. As $C^V_r \subseteq Q^V_r$ by construction of $C^V_r$ (5) and $Q^V_r$ (6), we also have $C^V_r \subseteq \operatorname{COP}(V)$.

For the final part of the proof, let $M \in \operatorname{int} \operatorname{COP}(V)$. Since $M$ is continuous and $V \times V$ is compact, $M$ attains its maximum and minimum values on $V \times V$.

Denote

\[
L = \max_{x,y \in V} |M(x, y)|.
\]

As $M \in \operatorname{int} \operatorname{COP}(V)$, by Proposition 3 there is $\varepsilon > 0$ such that

\[
\min_{x \in \Delta(U)} x^\top M^U x \geq \varepsilon,
\]

for all finite $U \subseteq V$.

Let $r > \frac{4}{3} - 2$. By Proposition 4, $M^U \in C^U_r$ for any $U \subseteq V$, which implies $M \in C^V_r$ by Lemma 2. Thus, $\operatorname{int} \operatorname{COP}(V) \subseteq C^V_r \subseteq Q^V_r$.

### 3.1 Approximating the stability number of infinite graphs

The stability number of a graph is the maximum number of vertices such that no two of them are adjacent. In this subsection we introduce the formulation of the stability number problem on infinite graphs using copositive optimization considered in Dobre et al. [18] and
prove that if the problem is strictly feasible, then the stability number can be approximated as closely as desired by replacing $COP(V)$ with $C^r_V$ or $Q^r_V$ with $r$ big enough.

Following de Laat and Vallentin [14], we define a compact topological packing graph as the graph where the vertex set is a compact Hausdorff topological space, and every finite clique is contained in an open clique. Stability number of these graphs is finite.

One example of such graphs is the graph $G_{\theta}^{n} = (S^{n-1}, E_{G_{\theta}^{n}})$ in which the vertex set is a unit sphere $S^{n-1}$ in $\mathbb{R}^n$ and $(u, v) \in E_{G_{\theta}^{n}}$ if and only if $u^\top v \in (\cos \theta, 1)$. That is, there is an edge between every two vertices when the angle between them is strictly smaller than $\theta$. An example of a graph that is not a compact topological packing graph is the graph $H_{\theta}^{n} = (S^{n-1}, E_{H_{\theta}^{n}})$ in which there is an edge between two vertices when the angle between them is equal to $\theta$.

**Theorem 2** (Theorem 1.2. from Dobre et al. [18]). Let $G = (V, E)$ be a compact topological packing graph. Then the stability number of $G$ equals

$$\alpha(G) = \inf_{K \in \mathcal{K}(V), \lambda \in \mathbb{R}} \lambda \tag{8}$$

s.t. $K(v, v) = \lambda - 1$ for all $v \in V$, $K(u, v) = -1$ for all $(u, v) \notin E$, $K \in COP(V)$.

An example of the stability number problem on a compact topological graph is the spherical codes problem. In the spherical codes problem, the number of points on the unit sphere in $\mathbb{R}^n$ for which the pairwise angular distance is not smaller than some value $\theta$ is maximized. This problem can be viewed as the stable set problem on the graph $G_{\theta}^{n} = (S^{n-1}, E_{G_{\theta}^{n}})$ introduced in the previous paragraph. A particular case of the spherical codes problem when $\theta = \frac{\pi}{3}$ is the kissing number problem, which we analyze in detail later in Section 4.

Define the following relaxations to Problem (8):

$$\gamma_r(G) = \inf \lambda \tag{9}$$

s.t. $K(v, v) = \lambda - 1$ for all $v \in V$, $K(u, v) = -1$ for all $(u, v) \notin E$, $K \in C^r_V$.

$$\nu_r(G) = \inf \lambda \tag{10}$$

s.t. $K(v, v) = \lambda - 1$ for all $v \in V$, $K(u, v) = -1$ for all $(u, v) \notin E$, $K \in Q^r_V$.

By Theorem 4, $C^r_V \subseteq Q^r_V \subseteq COP(V)$ for any $r$. Hence,

$$\alpha(G) \leq \nu_r(G) \leq \gamma_r(G). \tag{11}$$
Theorem 3. Let \( G = (V,E) \) be a compact topological packing graph and let Problem (8) be strictly feasible. That is, there exists feasible \((K^+,\lambda^+)\) such that \( K^+ \in \text{int} \, \text{COP}(V) \). Then \( \gamma_r(G) \downarrow \alpha(G) \) and \( \nu_r(G) \downarrow \alpha(G) \).

Proof. From the definition of infimum, for any \( n > 0 \) there is \((K_n,\lambda_n)\) feasible for (8) such that \( \lambda_n \leq \alpha(G) + \frac{1}{n} \).

Let \( K_n^+ = \frac{1}{n} K^+ + \left(1 - \frac{1}{n}\right) K_n \) and \( \lambda_n^+ = \frac{1}{n} \lambda^+ + \left(1 - \frac{1}{n}\right) \lambda_n \).

By convexity of (8) the pair \((K_n^+ , \lambda_n^+)\) is feasible for Problem (8). Since \( K^+ \in \text{int} \, \text{COP}(V) \), by Theorem 1 there is \( m > 0 \) such that \( K_n^+ \in C_r \) for all \( r \geq m \). Hence,

\[
\lim_{r \to \infty} \gamma_r(G) \leq \lambda_n^+ = \frac{1}{n} \lambda^+ + \left(1 - \frac{1}{n}\right) \lambda_n \leq \frac{1}{n} \lambda^+ + \left(1 - \frac{1}{n}\right) \left( \alpha(G) + \frac{1}{n} \right).
\]

Taking the limit when \( n \to \infty \) on both sides and using the second inequality in (11) we obtain

\[
\alpha(G) \geq \lim_{r \to \infty} \gamma_r(G) \geq \lim_{r \to \infty} \nu_r(G).
\]

The first inequality in (11) concludes the proof.

4 Bounds on the kissing number problem

The kissing number is the maximum number \( \kappa_n \) of non-overlapping unit spheres \( S^{n-1} \) in \( \mathbb{R}^n \) that can simultaneously touch other unit sphere. History of the problem is described in detail in, for instance, Musin [34]. The value of \( \kappa_n \) is known for \( n = 1, 2, 3, 4, 8, 24 \). Computing \( \kappa_1 = 2 \) and \( \kappa_2 = 6 \) is straightforward, but this is not the case for \( \kappa_n \) with \( n > 2 \). The question whether \( \kappa_3 = 12 \) or \( \kappa_3 = 13 \) is attributed to the famous discussion between Isaac Newton and David Gregory in 1694, and the result \( \kappa_3 = 12 \) was proven only in 1953 by Schütte and van der Waerden [46]. The numbers \( \kappa_8 = 240 \) and \( \kappa_24 = 196560 \) were found by Odlyzko and Sloane [36] and Levenshtein [28] in 1979. Finally, \( \kappa_4 = 24 \) was proven in 2003 by Musin [34]. A lot of research has been done to approximate the kissing numbers in other dimensions from above and below. In this paper we are interested in obtaining upper bounds using the hierarchies proposed in Section 3.

In 1977, Delsarte, Goethals and Seidel [17] proposed an LP upper bound used later to obtain \( \kappa_8 \) and \( \kappa_{24} \). To find this bound, one has to solve an infinite dimensional LP, which can be approximated by a semidefinite program (SDP). The LP bound is not tight in general, for example, for \( \kappa_4 \) it cannot be less than 25, as was shown by Arestov and Babenko [11] in 1997. Musin [34] strengthened the LP bound for the four dimensional case to obtain \( \kappa_4 = 24 \). In 2007, Pfender [40] strengthened the LP bound and obtained the best existing upper bounds for \( n = 25 \) and \( n = 26 \). In 2008, a new SDP upper bound was
proposed by Bachoc and Vallentin [3]. Mittelman and Vallentin [31] used this approach to compute upper bounds for $5 \leq n \leq 23$. Later these results were strengthened for dimensions 9 to 23 by Machado and de Oliveira Filho [30] who exploited symmetry of the SDP problem. Table 1 shows best known bounds on the kissing numbers in some dimensions, bounds for other dimensions can be found in [31] and [30]. Finally, Musin [33] proposed a hierarchy generalizing the earlier mentioned linear and SDP approaches, but this hierarchy has not been implemented and is not proven to converge.

Table 1: Best known upper and lower bounds on the kissing number.

| $n$ | 3  | 4  | 5  | 6  | 7  | 8  | 9  | 10 | 11 | 12 | 13 | 24 | 25 | 26 |
|-----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| upper bound | 12 | 24 | 44 | 78 | 134 | 240 | 363 | 553 | 869 |1356 | 2066 | 196560 | 278083 | 396447 |
| lower bound | 12 | 24 | 40 | 72 | 126 | 240 | 306 | 500 | 582 | 840 | 1154 | 196560 | 197040 | 198480 |
| $ub - lb$ | 0 | 0 | 10 | 0.08 | 0.06 | 0 | 0.19 | 0.11 | 0.49 | 0.61 | 0.79 | 0 | 0.41 | 0.997 |

The kissing number $\kappa_n$ can be reformulated as the independence number on a graph whose vertex set is the unit sphere:

**Definition 3.** $\mathcal{G}_n = (S^{n-1}, E)$ is the graph with the edge set

$$E = \{ (u, v) \in S^{n-1} \times S^{n-1} : u^\top v > \frac{1}{2} \}.$$  

We have then $\alpha(\mathcal{G}_n) = \kappa_n$ and thus the kissing number could be computed using (8), and approximations $\gamma(\mathcal{G}_n)$ (9), $\nu(\mathcal{G}_n)$ (10) could be used to find upper bounds on $\kappa_n$.

### 4.1 Convergence of the hierarchies for the kissing number

Let $n \in \mathbb{N}$, $n \geq 2$. In this subsection we show that the hierarchies proposed in Section 3 provide converging upper bounds on the kissing number $\kappa_n$. We construct a kernel $M \in \text{int COP}(S^{n-1})$ strictly feasible for Problem (8) when $G=\mathcal{G}_n$, thus Theorem 3 applies. We use the following result by Motzkin and Straus [32]:

**Proposition 4** (Motzkin and Straus [32]). Let $G = (V, E)$ be a finite graph with adjacency matrix $A$ and stability number $\alpha$. Then

$$\frac{1}{\alpha} = \min_{x \in \Delta^{|V|}} x^\top (A + I) x.$$  

**Proposition 5.** For the graph $\mathcal{G}_n$ we have $\gamma_r(\mathcal{G}_n) \downarrow \kappa_n$ and $\nu_r(\mathcal{G}_n) \downarrow \kappa_n$.  
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Proof. From Theorem 3 it is enough to show that Problem (8) is strictly feasible when
\( G = G_n \). Let \( \beta \in (\frac{1}{2}, 1) \). Consider the graph \( G_n^\beta = (S^\beta_n, E_n^\beta) \), \( (x, y) \in E_n^\beta \) if and only if
\( x^\top y \in (\beta, 1) \). The stability number \( \alpha(G_n^\beta) \) is finite as \( G_n^\beta \) is a compact topological packing
graph. Now define an auxiliary function
\[
G(x, y) = \begin{cases} 
0, & x^\top y \in [-1, \frac{1}{2}] \\
\frac{x^\top y - 0.5}{\beta - 0.5}, & x^\top y \in (\frac{1}{2}, \beta] \\
1, & x^\top y \in (\beta, 1]. 
\end{cases}
\]
Define a kernel \( M(x, y) = 2\alpha(G_n^\beta)g(x, y) - 1 \). We claim that \( (M, 2\alpha(G_n^\beta)) \) is strictly feasible for Problem (8) with \( G = G_n \). By definition, \( M(x, x) = 2\alpha(G_n^\beta) - 1 \) and \( M(x, y) = -1 \) for \( (x, y) \notin E \). To show that \( M \in \text{int COP}(S_n \times S_n) \), fix \( k > 0 \) and \( u_1, \ldots, u_k \in S_n \). Let \( G^u = ([k], E^u) \) be the graph defined by \( (i, j) \in E^u \) if and only if \( u_i^\top u_j \geq \beta \). Notice that \( \alpha(G_n^\beta) \geq \alpha(G^u) \). Let \( A^u \) be the adjacency matrix of \( G^u \). By the definition of \( g \),
\[
g(u_i, u_j) \geq A^u_{ij} + I_{ij} \quad \text{for all } i, j \leq k
\]
(12)
Let \( x \in \Delta^k \), then
\[
\sum_{i=1}^{k} \sum_{j=1}^{k} M(u_i, u_j)x_i x_j = 2\alpha(G_n^\beta) \sum_{i=1}^{k} \sum_{j=1}^{k} g(u_i, u_j)x_i x_j - \sum_{i=1}^{k} \sum_{j=1}^{k} x_i x_j
\]
\[
\geq 2\alpha(G_n^\beta) \min_{x \in \Delta^k} x^\top (A^u + I)x - 1 \quad \text{(by (12))}
\]
\[
= \frac{2\alpha(G_n^\beta)}{\alpha(G^u)} - 1 \quad \text{(by Proposition 4)}
\]
\[
\geq \frac{2\alpha(G_n^\beta)}{\alpha(G^\beta_n)} - 1
\]
\[
= 1
\]
Therefore \( M \in \text{int COP}(V) \) by Proposition 2.

Our next goal is to compute upper bounds on \( \kappa_n \) solving Problems (9) and (10), exploiting the symmetry of the graph \( G_n \). Proposition 6 below shows that, similarly to the finite case, \( \gamma_r \) is never tight for \( \kappa_n \) and \( \gamma_r \) provides only trivial bounds for small \( r \). Thus we further restrict our attention to \( v_r(G_n) \).

Proposition 6. Let \( n > 0, r \geq 0 \). Let \( \gamma_r(G_n) \) be the optimal value of Problem (9) with \( G = G_n \). Then \( \gamma_r(G_n) > \kappa_n \) for all \( r \in \mathbb{N} \), and if \( \gamma_r(G_n) < \infty \), then \( r \geq \kappa_n - 1 \).

Proof. If Problem (9) with \( G = G_n \) is infeasible, then \( \gamma_r(G_n) = \infty > \kappa_n \). So we assume feasibility. Let \((K, \lambda)\) be a feasible solution for Problem (9) with \( G = G_n \). Let \( U = \)
\{u_1, \ldots , u_n(\mathcal{G}_n)\} \subset S^{n-1} \text{ be a maximum stable set of } \mathcal{G}_n, \text{ and denote by } \mathcal{G}_n^U \text{ the subgraph of } \mathcal{G}_n \text{ induced by } U. \text{ We have then,}
\[ \gamma_r(\mathcal{G}_n^U) \leq \gamma_r(\mathcal{G}_n) < \infty. \] (13)

Therefore by Theorem 4.2 from \cite{10}, \( r \geq \alpha(U, G_n^U) - 1 = \alpha(G_n) - 1 = \kappa_n - 1. \) Moreover, by Lemma 2 \((K^U, \lambda)\) is a feasible solution to Problem (9) with \( G = \mathcal{G}_n^U, \) and Corollary 2 in \cite{35} implies
\[ \kappa_n < \gamma_r(U, G_n^U). \] (14)

Using (13) we obtain \( \kappa_n < \gamma_r(G_n). \)

4.2 Using symmetry of the sphere to simplify the problem

To implement the bound \( \nu_r(G_n), \) we exploit convexity of Problem (10) and invariance of \( \mathcal{G}_n \) under orthogonal group \( O_n \) similarly to \cite{11, 19, 23}. Hence we only need to characterize the subset of \( Q^{S^{n-1}}_r \) invariant under the action of \( O_n, \) which we denote by \( (Q^{S^{n-1}}_r)^{O_n} \) and further we restrict our attention to the following problem:

\[ \nu_r(G_n) = \inf_{K, \lambda \in \mathbb{R}} \lambda \]
\[ \text{s.t. } K(x, x) = \lambda - 1, \text{ for all } x \in S^{n-1}, \]
\[ K(x, y) = -1, \text{ for all } x, y \text{ with } x^\top y \in [-1, \frac{1}{2}], \]
\[ K \in (Q^{S^{n-1}}_r)^{O_n} \]

The condition \( K \in (Q^{S^{n-1}}_r)^{O_n} \) cannot be implemented directly and requires further simplification, which we will do in two steps. First, we reduce the number of variables in the problem. Namely, instead of \( n(r+2) \)-variate functions we further work with \( (r+2) \)-variate functions. Each argument of such a function corresponds to an inner product between a pair of variables \( x, y, z_1, \ldots , z_r \in S^{n-1}. \) As a result, the number of variables does not grow with the dimension of the sphere. Then we characterize \( (Q^{S^{n-1}}_r)^{O_n} \) in terms of these new variables using the results from \cite{26}.

To reduce the number of variables in the problem, for \( x = (x_1, \ldots , x_d) \in \mathbb{R}^d \) let
\[ O_n(x) = \{ y \in \mathbb{R}^d : y_i^\top y_j = x_i^\top x_j, \forall i, j \in [d]\} \]
be the orbit of \( x \) under the action of \( O_n. \) The set of all orbits \( \mathcal{O} = \{ O_n(x) : x \in (S^{n-1})^d \} \) is in natural correspondence with the following spectrahedron:
\[ \mathcal{O}^d = \{ Y \in S^d : \text{there is } x = (x_1, \ldots , x_d) \in (S^{n-1})^d \text{ such that } Y_{ij} = x_i^\top x_j \} \]
\[ = \{ Y \in S^d : Y_{ii} = 1 \text{ for all } i \in [d], Y \succeq 0 \}. \] (15)
Thus for any $F \in C \left( (S^{n-1})^d \right)$ invariant under the action of $O_n$ there exists $\phi_F : \mathcal{Y}^d \to \mathbb{R}$, such that
\[
F(x) = \phi_F(x^\top x), \quad \text{for all } x \in (S^{n-1})^d. \tag{16}
\]

**Proposition 7.** For $d, n \in \mathbb{N}_+$, $d \leq n$, let $F \in C \left( (S^{n-1})^d \right)$ be invariant under the action of $O_n$ and let $\phi_F : \mathcal{Y}^d \to \mathbb{R}$ be such that $F(x) = \phi_F(x^\top x)$, for all $x \in (S^{n-1})^d$, then

a. $F$ is non-negative if and only if $\phi_F$ is non-negative.

b. $F$ is continuous if and only if $\phi_F$ is continuous.

**Proof.** Part a is straightforward as co-domains of $\phi_F$ and $F$ coincide. Part b follows from Lemma 2 in [26].

Proposition 7 and (16) allow us to restrict our attention to functions $\phi : \mathcal{Y}^d \to \mathbb{R}$. We use the facts that $\mathcal{Y}^1 = [-1,1]$, $\phi(x^\top x) = \phi(1)$ for $\phi : \mathcal{Y}^d \to \mathbb{R}$ and definitions (3) and (4) to write

\[
\nu_r(G_n) = \inf_{\phi,F} \phi(1) + 1
\]

s.t. $\phi(u) \leq -1$, for all $u \in [-1, \frac{1}{2}]$,

$\phi(x_1^\top x_2) + \cdots + \phi(x_{r+1}^\top x_{r+2}) \geq \sigma(F(x_1, \ldots, x_{r+2}))$,

for all $x_1, \ldots, x_{r+2} \in S^{n-1}$,

$\phi \in C([-1,1])$, $F \in C \left( (S^{n-1})^{r+2} \right)^{O_n}$

$F$ is 2-PSD.

Our second step is to work with the last condition $F$ is 2-PSD and characterize 2-PSD tensors on $(S^{n-1})^{r+2}$ invariant under the action of $O_n$. Consider $r = 0$ first. In this case the condition $F \in C \left( (S^{n-1})^{r+2} \right)$ is 2-PSD reduces to the condition $F$ is PSD. To implement this condition, we recall the celebrated Schoenberg’s theorem about invariant PSD kernels on the unit sphere:

**Proposition 8 (Schoenberg [45]).** Let $n \geq 2$. $F \in K(S^{n-1})$ is invariant under the action of $O^n$ and PSD if and only if

\[
F(x, y) = \sum_{i \geq 0} c_i P_{\frac{n}{2}-1}^i (x^\top y), \quad c_i \geq 0, \tag{18}
\]

where the series converges absolutely uniformly. And, $P_{\frac{n}{2}-1}^i$ is the Gegenbauer polynomials of degree $i$ and order $\frac{n}{2}-1$. 
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Recall that for any $\alpha$ and $d \geq 0$, the Gegenbauer polynomials $P^\alpha_d \in \mathbb{R}[t]$ of order $\alpha$ and degree $d$ can be inductively defined as $P^\alpha_0(t) = 1, P^\alpha_1(t) = 2\alpha t$, and for $d > 1$

$$dP^\alpha_d(t) = 2t(d + \alpha - 1)P^\alpha_{d-1}(t) - (d + 2\alpha - 2)P^\alpha_{d-2}(t).$$

Shoenberg’s theorem was used in [17] to obtain upper bounds on the spherical codes, and the kissing number in particular. We use it when $r = 0$ to substitute the condition $F$ is 2-PSD in Problem (17) with expansion (18). This results in an LP with infinitely many unknowns, the coefficients $c_i, i \in \mathbb{R}_+$. This LP is equivalent to the kissing number upper bound problem in [17] (see Section 5).

Now we move to the case $r \geq 1$ and work with the following extension of Shoenberg’s theorem:

**Proposition 9** (Theorem 1 in [20]). Let $r \geq 0$ and $n \geq r + 2$. $F \in C(S^{n-1})^{r+2}$ is invariant under the action of $O_n$ and 2-PSD if and only if for every $x, y \in S^{n-1}, z \in (S^{n-1})^r$

$$F(x, y, z) = \sum_{i \geq 0} c_i(\chi, \upsilon, Z)P^n_{i-1} \left(\frac{x^\top y - \chi^\top Z^{-1} \upsilon}{\sqrt{(1-\chi^\top Z^{-1} \chi)(1-\upsilon^\top Z^{-1} \upsilon)}}\right),$$

where the series converges uniformly, $\chi = z^\top x, \upsilon = z^\top y, Z = z^\top z$, and $c_i(\chi, \upsilon, Z)$ are continuous functions such that for all $z \in (S^{n-1})^r, c_i(\cdot, \cdot, Z)$ are PSD.

Besides Shoenberg’s theorem, Proposition 9 generalizes Theorem 3.2 from Bachoc and Vallentin [3], which is used to obtain the best currently known kissing numbers. We use (19) to substitute the condition $F$ is 2-PSD in Problem (17) with $r \geq 1$. Now we can rewrite Problem (17) given the results of Proposition 9:

$$\nu_r(G_n) = \inf_{\phi, F} \phi(1) + 1$$

s.t. $\phi(u) \leq -1$, for all $u \in [-1, \frac{1}{2}]$,

$$\phi(x_1^\top x_2) + \cdots + \phi(x_{r+1}^\top x_{r+2}) - \sigma(F(x_1, \ldots, x_{r+2})) \geq 0,$$

for all $x_1, \ldots, x_{r+2} \in S^{n-1}$,

$$\phi \in C([-1, 1]), \quad F \in C((S^{n-1})^{r+2})$$

$F$ is of the form (19).

By restricting the last condition in this problem to a particular set of polynomials, a tractable convex problem is obtained. This procedure is described in the next subsection.

### 4.3 Implementation and numerical results

We use Stone-Weierstrass theorem and approximate continuous functions on $Y^{r+2}$ by polynomials of $(\binom{r+2}{2})$ variables. Recall that each variable corresponds to an inner product
between a pair of variables $x, y, z_1, \ldots, z_r \in S^{n-1}$. Inspired by \[\text{[44]},\] we also restrict the functions $\{c_i\}_{i \in \mathbb{N}}$ to use in \[(19)\]. For an $r$-variate vector of variables $X$ and $d \in \mathbb{N}$, let $m^d(X)$ be the vector of all possible monomials in variables $X$ of degrees up to $d$. Let $x, y, z_1, \ldots, z_r \in S^{n-1}$. For $\chi=[z_1, \ldots, z_r]^T y, Z = [z_1, \ldots, z_r]^T [z_1, \ldots, z_r]$, define $c_i(\chi, v, Z)$ for every $i \in \mathbb{N}$ as follows:

$$c_i(\chi, v, Z) := m^d_i \chi \top C_i(Z) m^d_i(v) |Z|^i \sqrt{(1-\chi \top Z^{-1} \chi)(1-v \top Z^{-1} v)}, \quad (22)$$

where $d \in \mathbb{N}$, $|Z|$ denotes the determinant of the matrix $Z$, and for any $Z \in \mathcal{Y}^n$ we have $C_i(Z) \succeq 0$.

**Proposition 10.** Let $n \in \mathbb{N}_+$ and $r, N \in \mathbb{N}$. Consider $x, y, z_1, \ldots, z_r \in S^{n-1}$. For $\chi=[z_1, \ldots, z_r]^T x, v=[z_1, \ldots, z_r]^T y, Z = [z_1, \ldots, z_r]^T [z_1, \ldots, z_r]$, consider a function $F \in C(((S^{n-1})^r)^{+2})$ with representation \[(19)\] such that $c_i$ is of the form \[(22)\] for $i \leq N$, and $c_i = 0$ for any $i > N$. Then $F$ is 2-PSD and invariant under $O_n$, and representation \[(19)\] is a polynomial in the inner products of $x, y, z_1, \ldots, z_r$.

**Proof.** By definition \[(22)\], $c_i$ satisfies all the properties required in Theorem \[9\]. Since the expansion is a finite series ($c_i = 0$ for all $i > N$), convergence to $F$ is uniform. Therefore $F$ is 2-PSD and invariant under $O_n$ by Theorem \[9\]. Finally, the functions $c_i$ are defined in such a way that each element in the expansion is a polynomial in the inner products of $x, y, z_1, \ldots, z_r \in S^{n-1}$.

For $r = 1$, we have $Z = 1$, therefore in case of $Q_1^{S^{n-1}}$, $C_i(Z)$ in \[(22)\] are simply scalar matrices and the condition $C_i(Z) \succeq 0$ can be addressed with any SDP solver. For $r = 2$, $Z = z_1^\top z_2$ and $C_i(Z)$ in \[(22)\] are polynomial matrices. To implement the condition $C(Z) \succeq 0$ in this case, we use

$$C_i(Z) = T_i^{d_i^1} (z_1^\top z_2)^\top T_i^{d_i^2} (z_1^\top z_2) + \left(1 -(z_1^\top z_2)^2\right) T_i^{d_i^{z,1}} (z_1^\top z_2)^\top T_i^{d_i^{z,2}} (z_1^\top z_2), \quad (23)$$

where $T_i^{d_i^1}, T_i^{d_i^2}$ are polynomial matrices of degrees $d_i^{z,1}, d_i^{z,2} \in \mathbb{N}$ respectively. Theorem 2 by Hol and Scherer \[44\] shows that for $z_1^\top z_2 \in [-1, 1]$ and $C(z_1^\top z_2) \succeq 0$ representation \[(23)\] always exists for some $d_i^{z,1}, d_i^{z,2}$.

One can reformulate representation \[(23)\] via PSD matrices using, for example, Lemma 1 by Hol and Scherer \[44\]. This results in the following function $c_i$ in case of $Q_2^{S^{n-1}}$, for all $i \in [N]$, $d_i, d_i^{z,1}, d_i^{z,2} \in \mathbb{N}$:

$$c_i(\chi, v, Z) := m^d_i(\chi)^\top \left[(M_{z,i}^1)^\top C_i^1 M_{z,i}^1 + (1 -(z_1^\top z_2)^2)(M_{z,i}^2)^\top C_i^2 M_{z,i}^2\right] m^d_i(v), \quad (24)$$

where $M_{z,i}^j = m^{d_i^{z,j}} (z_1^\top z_2) \otimes I_{(r+a_i)}$ for $j \in \{1, 2\}$ and $C_i^1 \succeq 0, C_i^2 \succeq 0$. 
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Next, we provide the details on the implementation of Problem (20) using expansion (19) and coefficients $c_i$ as in (21). For $Q_0^{S_{n-1}}$, $Q_1^{S_{n-1}}$, $Q_2^{S_{n-1}}$ we use Gegenbauer polynomials of degrees up to $N_0 = 24$, $N_1 = 12$, $N_2 = 4$, respectively. For $Q_1^{S_{n-1}}$ we set the degree $d_i$ in (22) for each $i \in \{0, 1, \ldots, N_1\}$ to $2N_1 - 2i$. For $Q_2^{S_{n-1}}$ for each $i \in \{0, 1, \ldots, N_2\}$, we set $d_i^{1,1} = N_2 - i$, $d_i^{1,2} = N_2 - i - 1$ and $d_i = 2(N_2 - i)$.

We set some restrictions on the structure of the problem so that the total degree of the polynomial in $Q_1^{S_{n-1}}$ is $2N_1$, and the degree of each variable is at most $N_1$; the total degree of the polynomial in $Q_2^{S_{n-1}}$ is $4N_2$, and the maximal degree of each variable is $2N_2$. This structure allows us to generate fewer monomials while solving polynomial optimization problems. We also partially restrict the inequality constraint (21). For $Q_0^{S_{n-1}}$, this inequality can be replaced by equality without loss of generality due to the shape of the objective: the constraint will hold as equality in optimum. For $Q_1^{S_{n-1}}$, $Q_2^{S_{n-1}}$, we replace the non-negativity condition in (21) by simpler, though stronger, conditions. For $Q_2^{S_{n-1}}$, we require that the left-hand side in (21) is a sum of squares of polynomials (SOS). For $Q_1^{S_{n-1}}$, we say that the left-hand side in (21) equals $1$.

The bounds we could compute are not better than any of the best existing bounds, however, for $n \leq 16$ the results for $Q_1^{S_{n-1}}$ are close to the best bounds, while obtained in a much shorter time than in [30, 31]. The main reason is that our problems are by construction smaller than the ones from [30, 31], due to the structural restrictions mentioned earlier in this section. Also, we do not use the solver SDPA-GMP with arbitrary precision arithmetic in contrast to [30, 31]. The bounds obtained with SDPA-GMP can be feasible with high precision at the cost of longer running times. The running times of our problems would increase if we solved them with high precision.
Table 2: The upper bounds from Problem 20 and the best existing upper and lower bounds on the kissing number. The bounds for $Q^{n-1}_i$ which coincide with the best bounds are marked in bold.

| Dimension $n$ | $Q^{n-1}_0$ | $Q^{n-1}_1$ | $Q^{n-1}_2$ | Best upper bound | Best lower bound |
|---------------|-------------|-------------|-------------|------------------|------------------|
|               | 24 Gegenb. polynom. | 12 Gegenb. polynom. | 4 Gegenb. polynom. |                  |                  |
| 3             | 13.16       |             |             | 12.54           | -                |
| 4             | 25.56       |             |             | 24.50           | 25.77            |
| 5             | 46.34       |             |             | 47.74           | 44.31            |
| 6             | 82.64       |             |             | 85.93           | 78.90            |
| 7             | 140.17      |             |             | 154.90          | 134.31           |
| 8             | 240.00      |             |             | 297.21          | 24.36 28         |
| 9             | 380.10      |             |             | 724.69          | 364.30           |
| 10            | 595.83      |             |             | 4,525.45        | 554.30           |
| 11            | 915.39      |             |             | 989.68          | 870.30           |
| 12            | 1,416.10    |             |             | 1,384.68        | 1,357.30         |
| 13            | 2,233.64    |             |             | 2,152.53        | 2,069.30         |
| 14            | 3,492.22    |             |             | 3,307.45        | 3,183.30         |
| 15            | 5,431.03    |             |             | 5,043.03        | 4,866.30         |
| 16            | 8,313.79    |             |             | 7,863.00        | 7,355.30         |
| 17            | 12,218.68   |             |             | 12,050.45       | 11,072.30        |
| 18            | 17,877.07   |             |             | 18,008.00       | 16,572.30        |
| 19            | 25,900.79   |             |             | 26,672.27       | 24,812.30        |
| 20            | 37,974.01   |             |             | 39,554.23       | 36,764.30        |
| 21            | 56,851.69   |             |             | 59,458.13       | 54,584.30        |
| 22            | 86,537.49   |             |             | 88,326.01       | 82,340.30        |
| 23            | 128,095.86  |             |             | 130,270.28      | 124,416.30       |
| 24            | 196,560.00  |             |             | 196,560.02      | 196,560.00       |
| 25            | 278,364.38  |             |             | 282,690.33      | 278,083.40       |
| 26            | 396,977.00  |             |             | 403,772.00      | 396,447.40       |
| 30            | 1,653,914.18|             |             | 1,749,936.18    | 1,219,008        |
| 35            | 10,510,137.84|            |             | 13,835,411.99   | 370,892          |
| 40            | infeasible  |             |             | infeasible      | 1,063,216        |

Approx. solution time: ≤ 1 sec. 10 sec. 25 sec. [30]: 12 hours, [31]: ≥ 1 week
Since the sum of copositive kernels is copositive, we could set the kernel in Problem (20) to be the sum of the functions from $Q_{0}^{S^{n-1}}$, $Q_{1}^{S^{n-1}}$ and $Q_{2}^{S^{n-1}}$. Table 2 suggests that this could provide potentially stronger bounds, but the resulting problems are numerically unstable and do not improve on the bounds from Table 2. Nevertheless, using this approach we can compare the optimization problems for our bounds and the existing SDP upper bound used in [3, 30, 31]. This is done in the next section.

To conclude this section, we recall that the kissing number problem is a particular case of the spherical codes problem. As it was mentioned before, in the spherical codes problem we are interested in the maximum number of points on the unit sphere in $\mathbb{R}^{n}$ for which the pairwise angular distance is not smaller than some value $\theta$. The kissing number problem corresponds to $\theta = \frac{\pi}{2}$. Figure 1 shows how the bounds from $Q_{0}^{S^{n-1}}$ and $Q_{1}^{S^{n-1}}$ change when $\theta$ changes. For a more informative comparison, we add lower bounds computed using the algorithm by Roebers [43].

![Figure 1](image-url)

(a) $n = 7$, $\cos \theta \leq 0.5$

(b) $n = 7$, $\cos \theta > 0.5$

(c) $n = 8$, $\cos \theta \leq 0.5$

(d) $n = 8$, $\cos \theta > 0.5$

Figure 1: Upper bounds using $Q_{0}^{S^{n-1}}$ and $Q_{1}^{S^{n-1}}$ and lower bounds on the size of the spherical codes for various angular distances $\theta$. 
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We have examined $3 \leq n \leq 8$, and the results exhibit the same pattern for each $n$. We choose $n \in \{7, 8\}$ since for these dimensions the difference in performance is most visible. The choice of $\theta$ is motivated by the lower bound algorithm in [43]: for a given number of points on the unit sphere (which is equal to the lower bound in our case), the algorithm finds a feasible allocation of the points with the minimum distance $\theta$. We run the algorithm for 30 min. using the lower bounds $[20, 40, 60, \ldots, 400]$ to obtain $\theta$ for each of these lower bounds. Next, we solve Problem (20) replacing $\frac{1}{2}$ in the first constraint with the corresponding $\cos \theta$. We present the bounds for which all PSD constraints are satisfied, and equality constraints violations are of the order $10^{-4}$ or smaller.

5 Connection to the existing upper bound approaches

In this section we provide some remarks on the connection between our relaxations and the existing LP bound by Delsarte, Goethals and Seidel [17] and SDP bound by Bachoc and Vallentin [3]. We start by showing that the LP bound equals our bound for $Q_{0}^{S_{n}^{-1}}$. As explained in Section 4.3, inequality (21) can be replaced by equality, thus, our formulation for $Q_{0}^{S_{n}^{-1}}$ is equivalent to

$$
\inf \sum_{k=0}^{N_0} a_k + 1
$$

subject to

$$
\sum_{k=0}^{N_0} a_k P_{\frac{n}{2} - 1}(u) \leq -1, \text{ for all } u \in [-1, \frac{1}{2}],
$$

$$
a_k \geq 0, \text{ for all } k \in \{0, \ldots, N_0\}.
$$

From the shape of the objective, using $P_{\frac{n}{2} - 1}(u) = 1$, it is clear that in optimality $a_0 = 0$. Therefore, our bound from $Q_{0}^{S_{n}^{-1}}$ coincides with the LP bound by Delsarte, Goethals and Seidel [17].

Now let us consider the SDP bound. This bound is formulated in Theorem 4.2 from [3]:

$$
\alpha(G_n) \leq \inf \sum_{k=1}^{d} a_k + b_{11} + \langle F_0, S_0^n(1, 1, 1) \rangle + 1
$$

subject to

$$
\sum_{k=1}^{d} a_k P_{\frac{n}{2} - 1}(u) + 2b_{12} + b_{22} + 3\sum_{k=0}^{d} \langle F_k, S_k^n(u, u, 1) \rangle \leq -1,
$$

for all $u \in [-1, \frac{1}{2}]$

$$
a_k \geq 0, \text{ for all } k \in \{0, \ldots, d\},
$$
\( F_k \geq 0 \), for all \( k \in \{0, \ldots, d\} \), \( (27) \)

\[
\begin{bmatrix}
  b_{11} & b_{12} \\
  b_{12} & b_{22}
\end{bmatrix} \geq 0,
\]

(28)

\[ b_{22} + \sum_{k=0}^{d} \langle F_k, S_k^n(u, v, t) \rangle \leq 0, \]

for all \( u, v, t \in [-1, \frac{1}{2}], 1+2uvt-u^2-v^2-t^2 \geq 0. \] (29)

Using the results of the analysis of the bound for \( Q_0^n \) from the previous paragraph and the fact that the sum of copositive kernels is copositive, we can reformulate Problem (20) for the sum of \( Q_0^n \) and \( Q_1^n \) of degree \( d \):

\[
\alpha(G_n) \leq \inf \sum_{k=1}^{d} a_k + g(1) + 1
\]

(30)

s. t. \sum_{k=1}^{d} a_k F_i^{n-1}(u) + g(u) \leq -1, \text{ for all } u \in [-1, \frac{1}{2}], \]

(31)

\[ a_k \geq 0, \text{ for all } k \in \{0, \ldots, d\}, \]

\[ \sigma(F_g(u, v, t)) - g(u) - g(v) - g(t) \leq 0, \]

for all \( u, v, t \in [-1, 1], 1+2uvt-u^2-v^2-t^2 \geq 0 \) \( (32) \)

\( F_g \) is as in Proposition [10] with \( r=1 \) and \( N = d \). \( (33) \)

In [3] a different notation is used, but, up to constant multipliers, the expression \( \sum_{k=0}^{d} \langle F_k, S_k^n(u, v, t) \rangle \) in constraint (29) coincides with \( \sigma(F_g(u, v, t)) \) in constraint (32), the expression \( \sum_{k=0}^{d} \langle F_k, S_k^n(u, u, 1) \rangle \) in constraint (26) coincides with \( g(u) \) in constraint (31), and the expression \( \sum_{k=0}^{d} \langle F_k, S_k^n(1, 1, 1) \rangle \) in the objective of Problem (25) coincides with \( g(1) \) in the objective of Problem (30). Also, constraint (27) is captured by constraint (33).

Now look at the differences. The first difference between Problem (25) and our problem comes from the fact that we partially restrict the non-negativity constraint (32), as it was explained in Section 4.3. Therefore our bounds might be weaker. The second difference comes from the fact that we require constraint (32) to hold for a larger set of variables than Bachoc and Vallentin [3] do in the corresponding constraint (29). In the latter constraint only those combinations of vertices are considered which form a stable set in \( G_n \). This could make Problem (25) stronger as well. The final difference are the variables \( b_{11}, b_{12}, b_{22} \) and the corresponding constraint (28). Those appear naturally from the dual of Problem (25), but do not fit naturally into our framework. At the same time, the expression \( (-g(u)-g(v)-g(t)) \) on the left-hand side of our constraint (32) does not appear in the corresponding constraint (29), but the relation between the variables \( b_{11}, b_{12}, b_{22} \) and \( (-g(u)-g(v)-g(t)) \) is not straightforward.
As a result of the mentioned differences, constraint (26) is weaker than constraint (31). Moreover, the combination of constraints (27)–(29) is likely to be weaker than the combination of constraints (32) and (33). Hence we expect that our problem with the sum of \( Q_0^{S_n-1} \) and \( Q_1^{S_n-1} \) of degree \( d \) cannot provide better bounds than Problem (25) from [3] of the same degree.

Problem (20) where the sum of \( Q_0^{S_n-1} \), \( Q_1^{S_n-1} \) and \( Q_2^{S_n-1} \) is used could potentially provide stronger bounds than Problem (25) by Bachoc and Vallentin [3], but those problems are not immediately comparable. For future, it would be interesting to see whether one can combine our approach with the currently best approaches for the kissing number problem by Bachoc and Vallentin [3] and Pfender [40].

6 Proof of Proposition 1

We first introduce another tensor operator, a projection operator. For any \( d' \leq d \), and \( v \in V^{d-d'} \) we define the \( d' \)-slice, \( \text{Slc}^v : T(V)^d \to T(V)^{d'} \) by

\[
\text{Slc}^v(T)(u) := T(u, v) \quad \text{for all } T \in T_d, \ u \in V^d.
\] (34)

That is, the slice is obtained by fixing all but the last indices of the tensor at \( v \). We are particularly interested in 2-slices to project high order tensors to kernels.

Next, with a tensor \( T \in T_d^{[n]} \), we associate a degree \( d \) homogeneous polynomial in \( n \) variables:

\[
T[x] := \sum_{v \in [n]^d} T(v) \prod_{i=1}^d x_{v_i}.
\]

For \( T \in T_d^{[n]} \), a monomial in \( T[x] \) is denoted by \( x_1^{\beta_1} \cdots x_n^{\beta_n} = x^\beta \) where \( \beta \in \mathbb{N}^n \) and \( \sum_{i=1}^n \beta_i = d \). Each \( x^\beta \) corresponds to \( \prod_{i=1}^d x_{v_i} \) for some \( v \in [n]^d \). Permuting the elements of \( v \) does not change the corresponding monomial. Let

\[
\mathcal{P}_\beta = \{v \in [n]^d : \prod_{i=1}^d x_{v_i} = x^\beta\}. \quad (35)
\]

Then the coefficient of the monomial \( x^\beta \) in \( T[x] \) is \( \sum_{v \in \mathcal{P}_\beta} T(v) \). We use several properties of \( T[x] \) which are described using the following two lemmas:

**Lemma 3.** Let \( n, d \in \mathbb{N}_+ \) and \( T \in T_d^{[n]} \). Let \( x^\beta \) be a monomial in \( T[x] \). Then for any \( u, v \in \mathcal{P}_\beta \) and \( \pi \in \text{Sym}(d) \)

a. \( \pi v \in \mathcal{P}_\beta \).

b. \( \sigma(T)(v) = \sigma(T)(u) \).

**Lemma 4.** Let \( n, d \in \mathbb{N}_+ \).
a. For $T \in T_{d+2}^n$, $T[x] = \sum_{v \in [n]^d} \text{Slc}^v(T)[x] \prod_{i=1}^d x_{v_i}$

b. For any $r \in \mathbb{N}$ and $T \in T_{d}^n$: $\text{Stk}^r(T)[x] = (e^\top x)^r T[x]$.

c. For any $T, S \in T_{d}^n$: $S[x] = T[x]$ if and only if $\sigma(S) = \sigma(T)$.

**Proof.** 

a. Let $T \in T_{d+2}^n$. From (34),

$$T[x] = \sum_{u \in [n]^{d+2}} T(u) \prod_{i=1}^{d+2} x_{u_i} = \sum_{v \in [n]^d} \sum_{u_1, u_2 \in [n]} T(u_1, u_2, v) x_{u_1} x_{u_2} \prod_{i=1}^d x_{v_i}$$

$$= \sum_{v \in [n]^d} \text{Slc}^v(T)[x] \prod_{i=1}^d x_{v_i}$$

b. Let $T \in T_{d}^n$. First, consider the case $r = 0$:

$$\text{Stk}^r(T)[x] = T[x] = (e^\top x)^0 T[x].$$

Now we show that $\text{Stk}^1(T)[x] = (e^\top x)T[x]$ using $a.$, then, by Lemma c., the statement follows by induction.

$$\text{Stk}^1(T)[x] = \sum_{u \in [n]^{d+1}} \text{Stk}^1(T)(u) \prod_{i=1}^{d+1} x_{u_i}$$

$$= \sum_{u_{d+1} \in [n]} x_{u_{d+1}} \sum_{u_1, \ldots, u_d \in [n]} \text{Stk}^1(T)(u) \prod_{i=1}^d x_{u_i} = (e^\top x)T[x].$$

c. Let $T, S \in T_{d}^n$. For any $\beta \in \mathbb{N}^n$ such that $\sum_{i=1}^n \beta_i = d$, let $P_\beta$ be defined as in (35). Then by Lemma a. and Lemma for any $v \in P_\beta$

$$\sigma(T)(v) = \frac{1}{|P_\beta|} \sum_{u \in P_\beta} \sigma(T)(u) = \frac{1}{|P_\beta|} \sigma \left( \sum_{u \in P_\beta} T(u) \right) = \frac{1}{|P_\beta|} \sum_{u \in P_\beta} T(u).$$

Recall that $\sum_{u \in P_\beta} T(u)$ is the coefficient of $x^\beta$, which concludes the proof.

Now we are ready to prove Proposition 1.

**Proof of Proposition 1** Define $P_\beta$ as in (35). First, for $M \in \mathcal{K}([n])$, let $\sigma(\text{Stk}^r(M)) = \sigma(N) + \sigma(S)$ which implies $(e^\top x)^r M[x] = N[x] + S[x]$ by Lemma 4. Using Lemma 4 again,
the latter equality can be rewritten as

\[
\begin{align*}
(e^\top x)^\top M[x] &= \sum_{v \in [n]^r} \text{Sle}^v(N)[x] \prod_{i=1}^r x_{v_i} + \sum_{v \in [n]^r} \text{Sle}^v(S)[x] \prod_{i=1}^r x_{v_i} \\
&= \sum_{|\beta|=r} x^\beta \sum_{v \in P_\beta} \text{Sle}^v(N)[x] + \sum_{|\beta|=r} x^\beta \sum_{v \in P_\beta} \text{Sle}^v(S)[x] \\
&= \sum_{|\beta|=r} x^\beta \hat{N}_\beta[x] + \sum_{|\beta|=r} x^\beta \hat{S}_\beta[x],
\end{align*}
\]

where \(\hat{N}_\beta \geq 0\) and \(\hat{S}_\beta\) is PSD for all possible \(\beta\) as sums of nonnegative and positive semidefinite kernels respectively. Thus \(M \in Q^n_r\) or \(M \in C^n_r\) if \(S\) is the the matrix of all zeros.

Now let \(M \in Q^n_r\). By Lemma 4 this implies

\[
\begin{align*}
(e^\top x)^\top M[x] &= \text{Stk}^r(M)[x] = \sum_{|\beta|=r} x^\beta N_\beta[x] + \sum_{|\beta|=r} x^\beta S_\beta[x] \\
&= \sum_{|\beta|=r} \sum_{v \in P_\beta} \frac{1}{|P_\beta|} N_\beta[x] + \sum_{|\beta|=r} \sum_{v \in P_\beta} \frac{1}{|P_\beta|} S_\beta[x].
\end{align*}
\]

Define \(\hat{N}\) and \(\hat{S}\) as follows:

\[
\begin{align*}
\hat{N} : \text{Sle}^v(\hat{N}) &= \frac{1}{|P_\beta|} N_\beta \quad \text{for all } \beta \in \mathbb{N}^n, \ |\beta| = r \text{ and } v \in P_\beta, \\
\hat{S} : \text{Sle}^v(\hat{S}) &= \frac{1}{|P_\beta|} S_\beta \quad \text{for all } \beta \in \mathbb{N}^n, \ |\beta| = r \text{ and } v \in P_\beta.
\end{align*}
\]

Then

\[
\text{Stk}^r(M)[x] = \sum_{v \in [n]^r} \text{Sle}^v(\hat{N})[x] \prod_{i=1}^r x_{v_i} + \sum_{v \in [n]^r} \text{Sle}^v(\hat{S})[x] \prod_{i=1}^r x_{v_i} = \hat{N}[x] + \hat{S}[x],
\]

where \(\hat{N} \in \mathcal{N}_{n+2}^r, S \in \mathcal{T}_{n+2}^r\), 2-PSD. The last equality follows from Lemma 4 a. Hence, by the same lemma, \(\sigma(\text{Stk}^r(M)) = \sigma(\hat{N}) + \sigma(\hat{S})\). Analogously, for \(M \in C^n_r\), we obtain \(\sigma(\text{Stk}^r(M)) = \sigma(\hat{N}), \ N \in \mathcal{N}_{n+2}^r\).
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