Failure Probability Analysis for Partial Extraction from Invertible Bloom Filters

Ivo Kubjas, Vitaly Skachek

Institute of Computer Science
University of Tartu, Estonia

{Tartu, Estonia
{ivo.kubjas,vitaly.skachek}@ut.ee

Abstract

Invertible Bloom Filter (IBF) is a data structure, which employs a small set of hash functions. An IBF allows for an efficient insertion and, with high probability, for an efficient extraction of the data. However, the success probability of the extraction depends on the storage overhead of an IBF and the amount of the data stored. In an application, such as set reconciliation, where there is a need to extract data stored in the IBF, the extraction might succeed only partially, by recovering only part of the stored data. In this work, the probability of success for a partial extraction of data from an IBF is analyzed. It is shown that partial extraction could be useful in applications, such as set reconciliation. In particular, it allows for set reconciliation by using the IBF, where the storage overhead is too small to allow full extraction. An upper bound on the number of rounds in an iterative set reconciliation protocol is presented. The numerical results are derived analytically, and confirmed by the computer simulations.
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I. INTRODUCTION

A. Background

Set reconciliation problem [8] considers a scenario where two parties A and B possess the sets of data $S_A$ and $S_B$, respectively, $S_A, S_B \subseteq \mathcal{X}$. The size of the symmetric difference of the two sets $d \triangleq |S_A \triangle S_B|$ is small when compared to the sizes of $S_A$ and $S_B$. The goal of the problem is to design an efficient protocol, such that after it terminates, both parties possess the set $S_A \cup S_B$. The number of parties can also be larger than two.

A naive protocol, which is based on broadcasting the whole sets by each party, is sub-optimal in the cases where $d$ is small. Several solutions which achieve communication complexity linear in $d$ have been proposed for this scenario: [8] uses interpolation of characteristic polynomials; [4], [5] suggest using Invertible Bloom Filters (IBFs) for reconciliation; [3] specifies such a protocol in full detail.

The IBF is a data structure used to store the set elements (numbers, or, more generally, files). The extraction of the elements from the IBF might fail, depending on the allocation of the storage cells to the elements. This allocation is done according to a fixed small set of hash functions. Typically, for a given set of elements, the larger the size of the IBF, the lower the failure probability is. Therefore, it is an important problem to reduce the failure probability, while at the same time reducing the storage overhead of the IBF.

In this work, we show that even if full extraction of the elements from the IBF fails, the partial extraction is still beneficial for the reconciliation protocol. Thus, when relying on a partial extraction of the elements, by iterative repetition of (partial) extraction, one can achieve a full reconciliation efficiently, while using an IBF with a smaller storage overhead. Our analysis is based on the counting of so-called state matrices [10], [11], which describe the content of the IBF. The counting allows for estimating the probability of a failure when at least $e$ elements are extracted from the IBF. We compare our results with the existing counterparts in the literature. In particular, we show that by using an iterative protocol, full reconciliation is possible for the range of parameters, when the counterparts in the literature do not provide for such a result.

This paper is organized as follows. Introduction and notations are presented in Section II. IBFs are defined in Section III. The discussion of the setup for partial extraction together with the main lemmas appear in Section IV. The iterative protocol for set reconciliation is presented and analyzed in Section V. The numerical and simulation results are shown in Section VI. The conclusions are stated in Section VII.

This work is supported in part by the grant PRG49 from the Estonian Research Council and by the European Regional Development Fund via CoE project EXCITE.
B. Notations

In what follows, vectors are denoted by small bold letters, matrices are denoted by capital letters, and scalars are denoted by small regular letters. We use the notation \( \mathbb{N} \) for the set of natural numbers including zero.

For the set \( \mathcal{S} \), the notation \( |\mathcal{S}| \) denotes its cardinality. The subset \( \mathcal{S}_A \triangle \mathcal{S}_B \triangle (\mathcal{S}_A \setminus \mathcal{S}_B) \cup (\mathcal{S}_B \setminus \mathcal{S}_A) \) is a symmetric difference of the sets \( \mathcal{S}_A \) and \( \mathcal{S}_B \). We also define \( [n] \triangleq \{1, 2, \ldots, n\} \) and \( [a, b] \triangleq \{a, a+1, \ldots, b\} \) for \( a, b \in \mathbb{N}, a \leq b \). Let \( 0 \) be an all-zeros vector, where the length of the vector is clear from the context.

Let \( e \in \mathbb{N} \). We use the notation \( \mathcal{T}_e \subseteq \mathbb{N}^h \) to denote the set of vectors of length \( h \) with the entries from the set \( [0, e] \). The letter \( h \) will be defined in the sequel.

II. INVERTIBLE BLOOM FILTERS

An IBF is a data structure that supports operations \texttt{Insert()}, \texttt{Remove()}, \texttt{Test()} and \texttt{Extract()}. IBFs are constructed using a set of hash functions \( H_i \in \mathcal{H}, i \in [h] \), where each \( H_i \) maps inputs in the domain \( \mathcal{X} \) to a significantly smaller set \( [N] \).

Hereafter, we assume that all \( H_i \) can be described efficiently, and that they can be enumerated. We also assume that the values \( H_i(x) \) are distributed uniformly, i.e. for a uniform selection \( x \in \mathcal{X} \) the probability of \( H_i(x) \) to take any value in \([N]\) is exactly \( 1/N \). In addition, we make use of an uniform hash function \( \mathcal{B} \) for checksum, which is also defined over \( \mathcal{X} \), but its range is \([C]\) for a large constant \( C \in \mathbb{N} \). When constructing an IBF, we choose hash functions \( H_i \) such that
\[
\forall x \in \mathcal{X} \text{ : } H_i(x) \neq H_j(x) \text{ for every } i, j \in [h], i \neq j.
\]

This condition can be easily achieved if the images of the hash functions \( H_i \) are all pairwise disjoint subsets of \([N]\).

IBF is defined as an array of cells of the form \( \langle \text{count}, \text{val}, \text{ch} \rangle \), where the field \text{count} contains an integer or a finite field element, field \text{val} contains an element in \( \mathcal{X} \), and the field \text{ch} contains an element in \([C]\). If we denote the \( i \)-th cell as \( c_i \), then an IBF \( F \) is an array \( \langle c_1, \ldots, c_N \rangle \).

In the beginning, an IBF \( F \) is initialized by setting all the fields of all the cells to zero. In order to insert an element \( x \) into an IBF \( F \), \texttt{Insert()} computes the index \( j_i = H_i(x) \) of the corresponding cell, for each \( i \in [h] \). Then, the cell \( c_{j_i} \) is updated by incrementing the field \text{count} by one, by adding \( x \) to the field \text{val}, and by adding \( \mathcal{B}(x) \) to the field \text{ch}. The total number of inserted elements into \( F \) is denoted as \( f \triangleq |F| \).

Extraction of the elements from an IBF \( F \) works as follows. \texttt{Extract()} iterates over all cells until it finds a cell \( c_j \) with \text{count} field value \( \pm 1 \). It is verified that the fields of \( c_j \) satisfy \( \text{ch} = \mathcal{B}(\text{val}) \) when \( \text{count} = 1 \), and \( -\text{ch} = \mathcal{B}(-\text{val}) \) when \( \text{count} = -1 \). Then, the corresponding value \text{val} is extracted, namely, it is inserted into a special set of extracted elements \( S_F \), and the corresponding element is removed using \texttt{Remove()} from \( F \). The latter does the opposite of what \texttt{Insert()} does. After that, the extraction procedure proceeds analogously with the rest of the cells in \( F \). If no element is extracted while looping over the cells, then \( S_F \) is returned and the procedure halts.

III. PARTIAL EXTRACTION

A. Problem statement

The procedure \texttt{Extract()} may halt when the IBF \( F \) is empty. In that case, all the elements were extracted from \( F \). However, there is another possibility, that is only a proper subset \( S_F \) of the set of elements in \( F \) has been extracted. We define the extraction rate of a run of \texttt{Extract()}, as follows:
\[
R_E = \frac{|S_F|}{f}.
\]

In \cite{5}, the success probability of \texttt{Extract()} was considered only for the case \( R_E = 1 \). The main result of \cite{5} is given in the next theorem.

**Theorem 1** (Theorem 1 \cite{5}). Define \( c_h \) as
\[
c_h^{-1} = \sup\{\alpha : 0 < \alpha < 1; \forall x \in (0, 1), 1 - e^{-\alpha x^h - 1} < x\}.
\]

Then, as long as \( N \) is chosen such that \( N > (c_h + \varepsilon)f_0 \) for some \( \varepsilon > 0 \), \texttt{Extract()} fails with probability \( O(f_0^{-h+2}) \) whenever \( f \leq f_0 \), where \( f_0 \triangleq f_0(N, h) \) is a threshold value derived in \cite{5}.

**Remark:** The quantity \( f_0 \) in Theorem 1 is referred to as the threshold in the text. The IBFs with \( f \leq f_0 \) and \( f > f_0 \) are called the under-threshold IBF and over-threshold IBF, respectively.

It follows from Theorem 1 that if the ratio between the number of available cells and the number of inserted elements in the IBF is at least \( c_h \), then the extraction rate is \( R_E = 1 \) with probability close to 1. In Table 1 we reproduce the values of \( c_h \) for a varying number of hash functions \( h \), as it was computed in \cite{5} using Theorem 1

The result in Theorem 1 is restricted to the case of full extraction. Moreover, the result is suitable for the asymptotic regime, and it is not directly applicable to finite parameters. However, it might be useful to estimate the fraction of extracted elements
in the case of partial extraction, i.e. when $R_e < 1$. As we show in the sequel, a small number of iterative executions of partial extraction can be sufficient to extract all the elements in the IBF.

To the best of our knowledge, partial extraction from the IBFs was not studied in the existing literature. The technique used in [5] for proving Theorem 1 is constrained by the threshold ratio $c_h$ between the number of cells and the number of inserted elements. If that ratio is larger than $c_h$, the extraction is full with high probability, and the question of partial extraction becomes redundant. On the other hand, if the ratio is below $c_h$, the application of the techniques in [5] is not straightforward.

### B. IBF state matrix representation

Next, we describe an alternative method to represent an IBF, which is based on a state matrix [10], [11]. Assume that an IBF $\mathcal{F}$ contains $f$ elements $x_1, x_2, \ldots, x_f$. The state matrix $F$ of an IBF $\mathcal{F}$ is a $N \times f$ binary matrix which contains $f \cdot h$ non-zero entries, where the entry in row $i$ and column $j$, $F_{i,j} = 1$, if there exists $\ell \in [h]$ such that $h_\ell(x_j) = i$, and $F_{i,j} = 0$ otherwise. Due to condition (1), the Hamming weight of every column in $F$ is exactly $h$. For simplicity, we take $N_H \equiv N/h$, and further assume that the range of $H_\ell$ is $[(i-1)N_H + 1, iN_H]$, $i \in [h]$. For this choice, the condition (1) is fulfilled, and $\mathcal{F}$ can be viewed as if it is partitioned into sub-IBFs $\mathcal{F}_i$, $i \in [h]$. The matrix $F$ can also be viewed as a matrix of $h$ blocks $F_i$ of size $N_H \times f$ each, as follows:

$$F = \begin{bmatrix} F_1 \\ F_2 \\ \vdots \\ F_h \end{bmatrix}.$$  

Consider the set $S_{N_H,f}$ of all $N_H \times f$ binary matrices having all their columns of weight one. The number of such matrices is $N_{H}^{f}$. The number of possibilities to choose $h$ matrices from the set $S_{N_H,f}$ (with repetitions, the order of choices is important) is $N_{H}^{fh}$. If the $i$-th row of $F_\ell$ has Hamming weight one, then it corresponds to a value of count field equal to 1 in the corresponding $\ell$-th cell of $\mathcal{F}_\ell$. Thus, in that case it is possible to extract a value $x_j$ corresponding to the $i$-th row and $j$-th column (of the matrix $F_\ell$), where this nonzero appears. Such an entry $F_{i,j}$ in $F_\ell$ is called a pivot.

Consider the execution of the procedure Extract() applied to the IBF $\mathcal{F}$. The extraction of the element $x_j$ from the $i$-th cell of $\mathcal{F}_\ell$ can be associated with the removal of the $j$-th column in the corresponding $F_\ell$. More generally, the extraction of the element $x_j$ from all $\mathcal{F}_\ell$, $\ell \in [h]$, can be associated with the removal of the $j$-th column in $F$. This process is repeated iteratively, and it stops when there are no rows of weight one left. As the matrix $F$ is partitioned into submatrices, this means that in every submatrix $F_i$, $i \in [h]$, there is no row of weight one left. The binary matrix which has no rows of weight one is called a stopping matrix [10]. It is shown therein that the number of the $N_H \times f$ stopping matrices is given by the following recursive relation:

$$z(N_H, f) = N_H^{f} - \sum_{i=1}^{\min(N_H, f)} i! \binom{N_H}{i} \binom{f}{i} z(N_H - i, f - i)$$  

for $N_H \geq 1$ and $f \geq 1$.

### C. Counting argument

We can now state the first result which gives the number of the state matrices $F$ in $S_{N_H,f} \times \cdots \times S_{N_H,f}$, which allow for extraction of at least $e$ elements.

**Lemma 1.** Let $F$ be an IBF with $h = 1$, which has $N$ cells and $f$ inserted elements. Then, the number of state matrices allowing to extract exactly $e$ elements is:

$$\Theta_1(N_H, f, e) = \binom{f}{e} \binom{N_H}{e} \cdot e! \cdot z(N_H - e, f - e).$$  

### Table I

**Thresholds for IBF Overhead versus Number of Hash Functions [5].**

| $h$ | 3   | 4   | 5   | 6   | 7   |
|-----|-----|-----|-----|-----|-----|
| $c_h$ | 1.222 | 1.295 | 1.425 | 1.570 | 1.721 |
Proof. In order to be able to extract exactly $e$ elements, the matrix $F = F_1$ should have exactly $e$ rows of weight one. We denote the set of indices of these rows as $R$ and the set of columns where any of these rows has one as $C$. Consider the following submatrices of $F$:

- induced by the rows-columns pair $(R, C)$ – every row and column has only a single one, thus it is a permutation of the identity matrix $I$;
- induced by the rows-columns pair $(R, [f] \setminus C)$ – the rows indexed by $R$ have only a single one in every row, thus this submatrix is a zero matrix;
- induced by the rows-columns pair $([N_H] \setminus R, C)$ – since every column in $C$ has a single one, thus it is a zero matrix;
- induced by rows-columns pair $([N_H] \setminus R, [f] \setminus C)$ – since it is not possible to extract any further element, it must be a stopping matrix.

There are $\binom{f}{e}$ ways to choose the row indices $R$ and $\binom{N_H}{e}$ ways to choose the column indices $C$. Additionally, there are $e!$ permutations of the columns of $I$. There are $z(N_H - e, f - e)$ ways to choose the stopping matrix in subcase II-C. Thus, the total number of matrices which allow for extracting exactly $e$ elements is as given in equation (6).

Let $C_i, i \in [h]$, be the set of columns in $F_1$ which contain nonzero entries appearing in rows of weight one. Consider the vector $b = (b_1, b_2, \ldots, b_h) \in \mathbb{N}^h$. Denote $\xi(b) \triangleq \sum_{i \in [h]} b_i$.

We generalize Lemma $[\text{I}]$ to the case where the number of hash functions is larger than one. The result is summarized in the following lemma.

**Lemma 2.** Let $F$ be an IBF with $h > 1$ hash functions, which has $N$ cells and $f$ inserted elements. Then, the number of state matrices allowing to extract $e$ elements is at least:

$$\Theta(N_H, f, h, e) = \binom{f}{e} \cdot \sum_{b \in T_e : \xi(b) \geq e} \left( \Psi(e, b) \cdot \prod_{i \in [h]} \left( \binom{N_H}{b_i} \cdot b_i! \cdot z(N_H - b_i, f - b_i) \right) \right),$$

where $N_H = \frac{N}{h}$, and the function $\Psi$ is defined recursively as

$$\Psi(e, b) = \begin{cases} 1 & \text{if } e = 0 \text{ and } b = 0 \\ 0 & \text{if } e = 0 \text{ and } b \neq 0 \\ \prod_{i \in [h]} \binom{e}{b_i} - \sum_{j=0}^{e-1} \binom{e}{j} \Psi(j, b) & \text{otherwise} \end{cases}.$$  

Proof. Consider the partition of $F$ into submatrices $F_i$, $i \in [h]$, as in (4).

In order to extract $e$ elements from $F$, we choose the corresponding columns of $F$ where these $e$ elements are extracted from. There are $\binom{f}{e}$ ways to choose these columns. We denote by $C$ the subset that contains them.

For every $F_i$, $i \in [h]$, it is possible to extract elements from the column subsets $C_i \subseteq C$ if the sum of the sizes of $C_i$, $i \in [h]$, is at least $e$. Denote by $\Psi(e, b)$ the number of ways to choose the subsets of columns $C_i$, $i \in [h]$, where $|C_i| = b_i$. For a fixed vector $b, \xi(b) \geq e$, we can apply the same considerations as in Lemma $[\text{I}]$ thus obtaining:

$$\Theta(N_H, f, h, e) = \binom{f}{e} \cdot \Psi(e, b) \cdot \prod_{i \in [h]} \left( \binom{N_H}{b_i} \cdot b_i! \cdot z(N_H - b_i, f - b_i) \right).$$

The function $\Psi(e, b)$ counts the number of choices for the subsets of columns $C_i, i \in [h]$, such that

$$\bigcup_{i \in [h]} C_i = C,$$

and $|C_i| = b_i$ for all $i \in [h]$. In particular, we take $\Psi(e, b) = 1$ for the case $e = 0$ and $b = 0$, and $\Psi(e, b) = 0$ for the case $e = 0$ and $b \neq 0$.

Next, we compute the number of possible ways to choose the subsets $C_i \subseteq C$. This can be done in $\prod_{i \in [h]} \binom{e}{b_i}$ ways. However, we are only interested in choices where (10) holds with equality. There are $\binom{e}{j}$ ways to choose a proper subset of $C$ of size $j$. For each choice of $j < e$, there are $\Psi(j, b)$ corresponding choices of $C_i$. Thus, we obtain

$$\Psi(e, b) = \prod_{i \in [h]} \binom{e}{b_i} - \sum_{j=0}^{e-1} \binom{e}{j} \Psi(j, b).$$

The lemma statement follows immediately.

**Remark:** the right-hand side of expression (7) is a lower bound on the number of state matrices because after extraction of the first $e$ elements from $F$ it is possible that some element $x$ becomes a pivot, even if $x$ was not a pivot in the beginning of the execution of extraction. \qed
By expanding the recursion (11) for the values of $\Psi(e, b)$, we observe that the following holds:

$$
\Psi(e, b) = \sum_{i=1}^{e} (-1)^{e-i} \binom{e}{i} \prod_{b \in b} \binom{i}{b}.
$$

(12)

We remark that the same expression can also be obtained directly, without using recursion, by using the inclusion-exclusion principle.

D. Success probability for partial extraction

Let $F$ be an IBF with $h$ hash functions and $N = hN_H$ cells, which stores $f$ elements. We introduce a random variable $Y_{N_H, h, f}$, which represents the number of elements extracted from $F$.

We note that each element is mapped onto one of the $N_H$ cells by each of the $h$ hash functions. Therefore, the total number of the state matrices describing the state of $F$ is $N_H^h$. Assume that each state matrix is chosen uniformly at random. This assumption represents, for example, the case when each element is inserted into any cell with equal probability, independently of other elements, and each hash function is chosen uniformly at random from $H$.

For any natural value $y$, $y \leq f$, we have:

$$
\Pr(Y_{N_H, h, f} \geq y) \geq \sum_{e=y}^{f} \frac{\Theta(N_H, f, h, e)}{N_H^{hf}},
$$

(13)

where $\Theta(N_H, f, h, e)$ is given in Lemma 2. However, for the case $e = 0$, the analogous result holds with equality:

$$
\Pr(Y_{N_H, h, f} = 0) = \frac{z(N_H, f)^h}{N_H^{hf}}.
$$

(14)

We state the complementary result to that of Theorem 1, which gives the lower bound for the extraction success probability given an extraction rate.

**Theorem 2.** Let $F$ be an IBF with $h$ hash functions and $N = hN_H$ cells, which stores $f$ elements. Then, $F$ fails to achieve extraction rate $R_E$ with probability less than or equal to:

$$
1 - \sum_{e=0}^{f} \frac{\Theta(N_H, f, h, e)}{N_H^{hf}},
$$

(15)

where each state matrix for $F$ is chosen uniformly at random.

E. Experimental results

Next, we compare Theorem 2 with its counterparts in the literature. Theorem 1 is applicable only in the case where $f \leq f_0(N, h)$. Theorem 2 in [10] does not provide a meaningful result when the right-hand side in [10] Equation (8)] is larger or equal to 1. By contrast, Theorem 2 provides results about partial extractability of the data, in particular for the combinations of parameters where the known methods do not succeed. There are no results about partial extractability in the literature to the best of our knowledge.

In what follows, we compare the result that follows from Theorem 2 with the empirical results. In the experimental study, for every simulation run, we randomly sample $f$ elements and instantiate an IBF with randomly chosen hash functions $H_1, \ldots, H_h$. We extract all the elements and compute the extraction rate $R_E$. We then count the fraction of experimental runs when $R_E$ is greater than the threshold.

The results are presented in Table II. We observe that the number of chosen hash functions $h$ is critical in decreasing the extraction failure rate. In [3], the recommended number of hash functions is 3-4 in the case when the IBF overhead is sufficiently large to fit all the inserted elements. However, if the number of the inserted elements exceeds a certain threshold, then a smaller number of hash functions yields a lower failure rate both theoretically and experimentally.

For comparison, we also provide the main term in the corresponding upper bound in [5] and the upper bound in [10]. For the cases, when one of these results is not applicable, we write “N/A” in the corresponding entry in the table. We note that the result in [5], however, is obtained for the asymptotic regime, and it contains constants which were not obtained explicitly. By using numerical examples, we observe that the gap between the result in [5] and the value that accounts for the constants could be very large even for relatively small parameters. Therefore, for small lengths, the numerical results based on [5, Theorem 1] are not indicative. However, we present them in Table II for the completeness of the discussion.
| n | f    | $k$    | $l$    | $R_k$   | Theorem $R_k^*$ | Simulation |
|---|------|--------|--------|---------|-----------------|------------|
| 2 | 60   | $9.75\cdot 10^{-1}$ | N/A    | 0.1     | $3.68 \cdot 10^{-1}$ | 0         |
|  |     |        |        | 0.2     | $3.12 \cdot 10^{-1}$ | 0         |
|  |     |        |        | 0.5     | $3.86 \cdot 10^{-2}$ | 0         |
|  |     |        |        | 1       | 1               | $5.19 \cdot 10^{-1}$ | 0       |
| 2 | 80   | N/A    | N/A    | 0.1     | $2.86 \cdot 10^{-14}$ | 0         |
|  |     |        |        | 0.2     | $6.56 \cdot 10^{-8}$ | 0         |
|  |     |        |        | 0.5     | $7.33 \cdot 10^{-1}$ | 3.60 \cdot 10^{-5} | 0       |
|  |     |        |        | 1       | 1               | $9.40 \cdot 10^{-2}$ | 1       |
| 2 | 100  | N/A    | N/A    | 0.1     | $1.04 \cdot 10^{-10}$ | 0         |
|  |     |        |        | 0.2     | $1.34 \cdot 10^{-4}$ | 0         |
|  |     |        |        | 0.5     | 1               | $2.82 \cdot 10^{-4}$ | 0       |
|  |     |        |        | 1       | 1               | 1           | 1       |
| 2 | 120  | N/A    | N/A    | 0.1     | $3.67 \cdot 10^{-12}$ | 0         |
|  |     |        |        | 0.2     | $4.36 \cdot 10^{-2}$ | 7.00 \cdot 10^{-3} | 0       |
|  |     |        |        | 0.5     | 1               | $9.84 \cdot 10^{-2}$ | 1       |
|  |     |        |        | 1       | 1               | 1           | 1       |
| 3 | 60   | $1.21 \cdot 10^{-1}$ | $3.17 \cdot 10^{-2}$ | 0.1     | $2.88 \cdot 10^{-15}$ | 0         |
|  |     |        |        | 0.2     | $1.99 \cdot 10^{-9}$ | 0         |
|  |     |        |        | 0.5     | $2.37 \cdot 10^{-1}$ | 0         |
|  |     |        |        | 1       | 1               | $7.90 \cdot 10^{-3}$ | 1       |
| 3 | 80   | $2.17 \cdot 10^{-1}$ | N/A    | 0.1     | $6.80 \cdot 10^{-10}$ | 0         |
|  |     |        |        | 0.2     | $1.65 \cdot 10^{-4}$ | 0         |
|  |     |        |        | 0.5     | $9.99 \cdot 10^{-4}$ | $1.40 \cdot 10^{-4}$ | 0       |
|  |     |        |        | 1       | 1               | $3.35 \cdot 10^{-7}$ | 1       |
| 3 | 100  | N/A    | N/A    | 0.1     | $3.77 \cdot 10^{-11}$ | 0         |
|  |     |        |        | 0.2     | $1.92 \cdot 10^{-1}$ | $6.00 \cdot 10^{-1}$ | 0       |
|  |     |        |        | 0.5     | 1               | $9.50 \cdot 10^{-2}$ | 0       |
|  |     |        |        | 1       | 1               | $8.73 \cdot 10^{-2}$ | 1       |
| 3 | 120  | N/A    | N/A    | 0.1     | $4.34 \cdot 10^{-12}$ | $4.80 \cdot 10^{-3}$ | 0       |
|  |     |        |        | 0.2     | $9.80 \cdot 10^{-4}$ | $3.89 \cdot 10^{-4}$ | 0       |
|  |     |        |        | 0.5     | 1               | 1           | 1       |
| 4 | 60   | $2.22 \cdot 10^{-2}$ | $2.25 \cdot 10^{-3}$ | 0.1     | $2.95 \cdot 10^{-3}$ | 0         |
|  |     |        |        | 0.2     | $2.96 \cdot 10^{-3}$ | 0         |
|  |     |        |        | 0.5     | $8.21 \cdot 10^{-1}$ | 0         |
|  |     |        |        | 1       | 1               | 0           | 0       |
| 4 | 80   | $3.96 \cdot 10^{-2}$ | N/A    | 0.1     | $4.93 \cdot 10^{-3}$ | 0         |
|  |     |        |        | 0.2     | $9.33 \cdot 10^{-4}$ | $1.00 \cdot 10^{-3}$ | 0       |
|  |     |        |        | 0.5     | 1               | $1.85 \cdot 10^{-4}$ | 0       |
|  |     |        |        | 1       | 1               | $2.48 \cdot 10^{-4}$ | 0       |
| 4 | 100  | N/A    | N/A    | 0.1     | $1.63 \cdot 10^{-1}$ | $8.60 \cdot 10^{-3}$ | 0       |
|  |     |        |        | 0.2     | $9.83 \cdot 10^{-1}$ | $3.38 \cdot 10^{-2}$ | 0       |
|  |     |        |        | 0.5     | 1               | $9.93 \cdot 10^{-2}$ | 0       |
|  |     |        |        | 1       | 1               | $9.99 \cdot 10^{-2}$ | 1       |
| 4 | 120  | N/A    | N/A    | 0.1     | $9.03 \cdot 10^{-1}$ | $6.09 \cdot 10^{-1}$ | 0       |
|  |     |        |        | 0.2     | 1               | $9.98 \cdot 10^{-1}$ | 0       |
|  |     |        |        | 0.5     | 1               | 1           | 1       |
| 5 | 60   | $5.32 \cdot 10^{-3}$ | $2.64 \cdot 10^{-4}$ | 0.1     | $1.56 \cdot 10^{-2}$ | 0         |
|  |     |        |        | 0.2     | $1.68 \cdot 10^{-4}$ | 0         |
|  |     |        |        | 0.5     | $9.97 \cdot 10^{-1}$ | 0         |
|  |     |        |        | 1       | 0               | 1           | 1       |
| 5 | 80   | $9.50 \cdot 10^{-3}$ | N/A    | 0.1     | $5.45 \cdot 10^{-2}$ | $1.00 \cdot 10^{-3}$ | 0       |
|  |     |        |        | 0.2     | $8.24 \cdot 10^{-4}$ | $6.06 \cdot 10^{-4}$ | 0       |
|  |     |        |        | 0.5     | 1               | $4.29 \cdot 10^{-4}$ | 0       |
|  |     |        |        | 1       | 1               | $4.45 \cdot 10^{-4}$ | 1       |
| 5 | 100  | N/A    | N/A    | 0.1     | $8.47 \cdot 10^{-1}$ | $4.94 \cdot 10^{-1}$ | 0       |
|  |     |        |        | 0.2     | 1               | $9.83 \cdot 10^{-1}$ | 0       |
|  |     |        |        | 0.5     | 1               | 1           | 1       |
| 5 | 120  | N/A    | N/A    | 0.1     | $9.96 \cdot 10^{-4}$ | 0         |
|  |     |        |        | 0.2     | 1               | 1           | 1       |
|  |     |        |        | 0.5     | 1               | 1           | 1       |
|  |     |        |        | 1       | 1               | 1           | 1       |
IV. Iterative set reconciliation

A. Single-round protocol

Considers an instance of a set reconciliation problem, where two parties, \(A\) and \(B\), possess the sets of data \(S_A\) and \(S_B\), respectively, \(S_A, S_B \subseteq \mathcal{X}\). Recall that \(d = |S_A \Delta S_B|\).

An IBF-based protocol for 2-party set reconciliation uses an addition of two IBFs. The protocol uses a procedure \(\text{Add}()\), which takes two IBFs \(F_A\) and \(F_B\) of the same size and returns an IBF \(F\) where every cell value \(\text{val}\) and \(\text{ch}\) is the sum of the corresponding values of the cells in \(F_A\) and \(F_B\). For convenience, we define \(-F\) to be an IBF where all cell values \(\text{val}\) and \(\text{ch}\) are replaced by the additive inverses of themselves. Protocol 1 below is used to reconcile the sets \(S_A\) and \(S_B\). In this protocol, we use a pre-selected upper bound \(d\) on \(d\), and the number of hash functions \(h\). The parties choose \(N = \left\lceil c_h d \right\rceil\), where \(c_h > 0\) is given in Theorem 1.

Protocol 1.

1. \(A\) and \(B\) initialize \(F_A\) and \(F_B\) of size \(N\), respectively.
2. For all \(x \in S_A\) and \(y \in S_B\), do \(F_A \leftarrow \text{Insert}(F_A, x)\) and \(F_B \leftarrow \text{Insert}(F_B, y)\).
3. \(A\) and \(B\) exchange \(F_A\) and \(F_B\).
4. \(A\) and \(B\) compute \(F_\Delta \leftarrow \text{Add}(F_A, -F_B)\).
5. \(A\) and \(B\) obtain \(S_\Delta\) \(\leftarrow\) \(\text{Extract}(F_\Delta)\).
6. \(A\) and \(B\) add elements from \(S_\Delta\) to the sets \(S_A\) and \(S_B\), respectively.

Denote \(n = |\mathcal{X}|\). The communication complexity of the protocol for a fixed \(h\) is \(O(d \cdot \log_2 n)\). If \(d \approx d\), then Protocol 1 is asymptotically optimal. However, estimating \(d\) efficiently in the case where \(d \ll |S_A \cup S_B|\) is non-trivial. Strata Estimator protocol \([3]\) uses constant-size IBFs where an increasing subset of the sets are inserted into it. When extraction succeeds, the parties can determine the value of \(d\) within a factor of two and perform a full reconciliation protocol.

Instead of running the Strata Estimator before Protocol 1, the parties could instead run it as a single round-trip protocol when the first party sends the Strata Estimator of its set, the second party estimates the symmetric difference size and returns with an IBF of the required size.

B. Iterative reconciliation protocol

The existing set reconciliation protocols, which are based on IBFs, require sufficiently large overhead. This is because the extraction procedure needs to return all the elements in the symmetric difference \([1, 5, 9]\). However, this approach is not always optimal. For example, in a broadcast network with a single transmitter and several receivers, one-way reconciliation can be used to synchronize the receivers’ databases with that of the transmitter. This resembles special cases of the coded caching and index coding \([2, 6, 7]\), where all the missing elements have to be delivered to each of the receivers. Another example is a two-party set reconciliation protocol operating over bandwidth-constrained channel. Thus, the parties might want to run the first round of the protocol quickly to reduce the difference between the two databases.

In the sequel, we define the following protocol where the overhead of an IBF is not sufficiently large for extracting all the elements in the symmetric difference in a single round. However, running the protocol for several rounds allows to reconcile all the elements in the symmetric difference with high probability.

In order to determine if the parties have already reconciled the sets, we define a set-hash function \(\Xi(\cdot)\) which takes a subset \(S \subseteq \mathcal{X}\) as an input, and it returns a short hash value of this subset. Additionally, we assume that the hash functions \(H_1, H_2, \ldots, H_h\) can be randomly sampled. This can be achieved by defining \(H_i(x) = H(\text{seed}, i, x), i \in [h]\), for some initialization value seed and well-defined hash function family \(\mathcal{H}\). The complete description of the hash function is then given as \((\text{seed}, i)\).

The protocol for iterative reconciliation is presented as Protocol 2. Here \(N\) is the size of the IBFs, and \(h\) is the number of hash functions, whose values are set prior to the execution of the protocol. The protocol terminates when the sets of elements are reconciled, as it is shown in Lemma 3.

Protocol 2.

1. \(A\) sends \(\Xi(S_A)\) to \(B\).
2. \(B\) terminates protocol if \(\Xi(S_B) = \Xi(S_A)\).
3. \(A\) initializes hash functions \(H_1, H_2, \ldots, H_h\) and IBF \(F_A\) of size \(N\), and inserts all \(x \in S_A\) into \(F_A\).
4. \(A\) sends \(H_1, H_2, \ldots, H_h, F_A\) to \(B\).
5. \(B\) initializes \(F_B\) of size \(N\), and inserts all \(x \in S_B\) into \(F_B\).
6. \(B\) computes \(F_\Delta \leftarrow \text{Add}(F_A, -F_B)\).
7. \(B\) computes \(S_\Delta \leftarrow S_B \cup S_A\), where \(S_\Delta \leftarrow \text{Extract}(F_\Delta)\).
8. \(B\) sends \(S_\Delta \leftarrow S_\Delta \setminus S_B\) to \(A\).
9. \(A\) computes \(S_A \leftarrow S_A \cup S_\Delta\).
10. Go to Step 7.
Lemma 3. For any initial sets $S_A$ and $S_B$, with high probability Protocol terminates with both $A$ and $B$ possessing $S_A \cup S_B$ if $N_h > 1$.

Proof. The number of elements reconciled in every rounds correspond to the number of extracted elements from the IBF in Step 7. In Step 6, common elements $S_A \cap S_B$ cancel out in $F_\Delta$, and thus $F_\Delta$ contains only the elements in $S_A \Delta S_B$. Thus, in Step 7 the extracted elements $S_\Delta$ are a subset of $S_A \Delta S_B$.

We observe that the protocol terminates. If $|S_A \Delta S_B| > 0$, then, with a nonzero probability (over selections of hash functions and element sets), there is at least one assignment of hash functions $H_1, \ldots, H_h$ which allows for extracting of at least one element. Then, a number of extracted elements is larger than zero with a non-zero probability. Thus, after a sufficiently large number of rounds, the protocol eventually terminates with $S_A = S_B$ indicated by set-hash equality in Step 2.

There are several variations of the protocol, which do not change the analysis, but allow it to be efficiently used in different scenarios. Due to asymmetry of the messages sent in this protocol (set-hash is sent only by $A$, while $B$ replies only with the elements in the set difference), this protocol is suitable for client-server model. One can change the protocol to suit the peer-to-peer model. In order to do this, the exchanged messages should be similar. This can be achieved by omitting Steps 8–9 and changing the roles of parties $A$ and $B$ when looping to Step 1.

It is also possible to turn the protocol into a one-way reconciliation protocol as described above (i.e. only one party has reconciled sets at the end of the protocol). This can be achieved by omitting Steps 8–9.

V. Numerical results

During the execution of Protocol the parties need to know when the reconciliation has been completed. It is beneficial, therefore, to know the expected number of the required protocol rounds. Next, we estimate this number analytically, and compare it with the simulation results.

Define the sequence of the random variables $R(i), i \geq 0$, whose values denote the number of the elements in the symmetric difference $S_A \Delta S_B$ after completion of round $i$ in Protocol. In the sequel, we call the variable $R(i)$ the $i$-th state of the protocol. We remark that the transition from the state $R(i)$ into the next state $R(i+1)$ does not depend on the states $R(i')$ for $i' < i$, thus forming a Markov chain. It follows from Lemma 3 that for any its realization, the sequence $R(i)$ is monotonically non-increasing with $i$, and it approaches 0 for $i \to \infty$.

Next, we use Lemmas 1-2 and Theorem 1 for estimation of the transition probabilities between different states. If $R(i) \geq N/c_h$, then from Lemmas 1-2 we have:

$$\Pr(R(i+1) = f - e \mid R(i) = f) = \Theta(NH, f, h, e)$$

For $R(i) < \frac{N}{c_h}$, it is observed in 5 and 10 that the extraction failure probability is dominated by the case where two different elements are inserted into the same subset of cells. As it is shown in 5, this yields the following expressions for the probability that two elements are left in the IBF after extraction:

$$\Pr(R(i+1) = 2 \mid R(i)) = \binom{f}{2} \left( \frac{N}{h} \right) \left( \frac{h}{N} \right)^{2h}$$

![Fig. 1. Experimental number of rounds for iterative reconciliation.](image-url)
and for the probability that all the elements are successfully extracted (when ignoring constants in the probability expression):

\[ \Pr(R(i+1) = 0 \mid R(i)) = 1 - \frac{f}{2} \left( \frac{N}{h} \right)^{2h}. \]  

(18)

We observe that the results of Lemma 1 and Lemma 2 yield a lower bound on the number of extracted elements. Thus, the expected number of steps obtained from the relations (16), (17) and (18) imply an upper bound on the expected number of rounds in Protocol 2.

We compute the expected number of steps for \( N = 120, h \in \{2, 3, 4, 5\} \) and \( f \in [20, 200] \). The results are shown in Figure 1 by using dashed lines. For \( h = 2 \), we used \( c_2 = 2 \). For \( h > 2 \), the values of \( c_h \) are as in Table I.

VI. CONCLUSIONS

In this work, we presented analysis of failure probability for partial extraction of elements from an IBFs. The estimates on the failure probability in this work generalized and improved the results in the preceding works, in particular in [5], [10]. We also proposed a multi-round protocol for set reconciliation between different parties, which is based on partial extraction of the data from the IBFs. The IBFs in this protocol required a smaller overhead than their counterparts in the literature. We analyzed the number of rounds for such a protocol (a) by a recursive analytical formula; (b) by a simulation. We observed that the analytical result match the simulation results quite closely.
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