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ABSTRACT
Gaseous substructures such as feathers and spurs dot the landscape of spiral arms in disc galaxies. One of the candidates to explain their formation is the wiggle instability of galactic spiral shocks. We study the wiggle instability using local 2D hydrodynamical isothermal non-self gravitating simulations. We find that: (1) Simulations agree with analytic linear stability analysis only under stringent conditions. They display surprisingly strong non-linear coupling between the different modes, even for small mode amplitudes ($\sim 1\%$). (2) We demonstrate that the wiggle instability originates from a combination of two physically distinct mechanisms: the first is the Kelvin-Helmholtz instability, and the second is the amplification of infinitesimal perturbations from repeated shock passages. These two mechanisms can operate simultaneously, and which mechanism dominates depends on the underlying parameters. (3) We explore the parameter space and study the properties of spurs/feathers generated by the wiggle instability. The wiggle instability is highly sensitive to the underlying parameters. The feather separation decreases, and the growth rate increases, with decreasing sound speed, increasing potential strength and decreasing interarm distance. (4) We compare our simulations with a sample of 20 galaxies in the HST Archival Survey of Spiral Arm Substructure of La Vigne et al. and find that the wiggle instability is able to reproduce the typical range of feather separations seen in observations. It remains unclear how the wiggle instability relates to competing mechanisms for spur/feather formation such as the magneto-jeans instability and the stochastic accumulation of gas due to correlated supernova feedback.
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1 INTRODUCTION

Gaseous spiral arms in galaxies often exhibit substructure such as spurs and feathers that extend from the arms into the interarm region (e.g. La Vigne et al. 2006; Leroy et al. 2017; Schinnerer et al. 2017; Kreckel et al. 2018; Elmegreen & Elmegreen 2019). The formation of these substructures is not fully understood. Various mechanisms have been proposed, including gravitational instability/amplification of perturbations in the arm crest (Elmegreen 1979; Cowie 1981; Balbus & Cowie 1985; Balbus 1988; Elmegreen 1994; Wada 2008; Henshaw et al. 2020), magneto-gravitational instabilities (Kim & Ostriker 2002, 2006; Lee & Shu 2012; Lee 2014), and clustering of gas due to correlated supernova feedback (Kim et al. 2020).

One possible mechanism that does not rely on gas self-gravity and magnetic fields is the wiggle instability (Wada & Koda 2004). The wiggle instability is a purely hydrodynamic instability that causes spiral shock fronts to fragment and break into regularly spaced “plumes”. The morphology of these plumes resembles that of spurs/feathers observed along the spiral arms of disc galaxies. However, the physical origin of the wiggle instability, and how the underlying parameters influence the properties of the plumes, are not completely understood.

1.1 A brief history of the stability of galactic spiral shocks

The theoretical study of galactic spiral shocks goes back several decades. Fujimoto (1966) and Roberts (1969) (see also Lin & Shu 1964; Shu et al. 1973) first demonstrated that the interstellar gas can develop strong spiral shocks in response to an externally imposed spiral gravitational potential, even for modest amplitudes of the background spiral potential. These works had a strong impact on the star formation community since it was realised that these spiral shocks could trigger the gravitational collapse of molecular clouds, leading to the formation of new stars. These authors derived stationary (i.e., steady-state) solutions for the gas flow, but did not address the question of the stability of these solutions.

Several works subsequently investigated the stability of the spiral shocks, aiming to understand how this might affect the star formation process and the formation of substructures along the spiral arms. Early theoretical analyses generally concluded that the shocks are stable (Nelson & Matsuda 1977; Balbus & Cowie 1985; Balbus 1988; Dwarkadas & Balbus 1996). It therefore came as a surprise when Wada & Koda (2004), using global 2D non-self gravitating isothermal simulations of gas flow in a spiral potential, found that the spiral shocks are hydrodynamically unstable. The spiral shock fronts in their simulations develop wiggles and clumps, and these authors dubbed this phenomenon the “wiggle instability”. The instability has subsequently been observed in numerous other numerical...
simulations (e.g. Wada 2008; Kim et al. 2012; Kim & Kim 2014; Sormani et al. 2015; Fragkoudi et al. 2017).

The physical origin of the wiggle instability observed by Wada & Koda (2004) is debated. Three main hypotheses have been put forward:

(i) The wiggle instability is a manifestation of the familiar Kelvin-Helmholtz instability (KHI), occurring in the post-shock region where the gas shear is very high (Wada & Koda 2004).

(ii) The wiggle instability is caused by the amplification of perturbations from repeated shock passages (Kim et al. 2014; Kim et al. 2015; Sormani et al. 2017).

(iii) The wiggle instability is a numerical artefact, e.g. caused by the discretisation of the fluid equations in hydrodynamical schemes (Hanawa & Kikuchi 2012).

1.2 Aims of this paper

This paper aims to elucidate the physical origin of the wiggle instability using local idealised 2D hydrodynamical simulations and to study the properties of the generated substructure as a function of the underlying parameters. In particular, we address the following questions:

• Which of the three hypotheses for the origin of the wiggle instability mentioned in Sect. 1.1 is correct?

• If the instability is real (as we will argue in this paper), why did the early theoretical studies (Nelson & Matsuda 1977; Balbus & Cowie 1985; Balbus 1988; Dwarkadas & Balbus 1996) conclude that the shocks are stable?

• How do the properties of the wiggle instability (feather separation, growth rate) depend on the underlying parameters (gas sound speed, strength of the spiral arm potential, interarm separation, background shear)?

• Can the wiggle instability reproduce the observed properties of spurs/feathers in real spiral galaxies?

As we will see, our answer to the first of these questions is that the wiggle instability, i.e. the phenomenon of unstable behaviour of the spiral shocks observed in unmagntised non-self-gravitating simulations, originates from a combination of two physically distinct mechanisms: the first is the Kelvin-Helmholtz instability (item i in Sect. 1.1), and the second is the amplification of infinitesimal perturbations from repeated shock passages (item ii in Sect. 1.1). These two mechanisms can operate simultaneously, and which mechanism dominates depends on the parameter of the system under consideration.

This paper is structured as follows. In Section 2, we present the formulation of the problem. In Section 3 we describe our numerical setup and our methodology for the shock front analysis. In Section 4.1 we compare in detail three example simulations with predictions from the linear stability analysis of Sormani et al. (2017) by performing a Fourier decomposition of the unstable shock front as a function of time. In Section 4.2 we demonstrate that boundary conditions are critical for the development of the wiggle instability, and we prove that different physical mechanisms are responsible for the wiggle instability in different parameter regimes. In Section 5 we perform a parameter space study. In Section 6 we compare our results with HST observations of spurs/feathers in disc galaxies and we discuss the relation of the wiggle instability with other proposed mechanisms of spurs/feather formation. We sum up in Section 7.

2 BASIC EQUATIONS

Our goal is to study the wiggle instability in the simplest possible setup, to understand its physical origin in the clearest possible way. Following Roberts (1969) we approximate the equations of hydrodynamics in a local Cartesian patch that is corotating with a segment of a spiral arm located at galactocentric radius $R = R_0$. We briefly summarise the setup here and offer a detailed derivation of the equations in Appendix A.

The gas is assumed to flow in an externally imposed gravitational potential that is the sum of an axisymmetric component with circular angular velocity $\Omega(R)$ plus a spiral perturbation $\Phi_s$ that rigidly rotates with pattern speed $\Omega_p$. We assume an isothermal equation of state $P = c_s^2 \rho$, where $P$ is the pressure, $\rho$ is the surface density and $c_s$ is the (constant) sound speed, and that the gas is two-dimensional, non-self-gravitating and unmagntised.

We call $(x, y)$ the local Cartesian coordinates in a frame that is sliding along the arm segment with a speed equal to the local circular velocity, where $x$ is the coordinate perpendicular to the arm and $y$ the coordinate parallel to the arm. The equations of motion in this frame approximated under the assumption of small pitch angle ($\sin(i) \ll 1$) are (see Appendix A):

\[ \frac{\partial v}{\partial t} + (v \cdot \nabla)v = -\nabla P - \nabla \Phi_s + 2\Omega_0 \times v + q\Omega_0 v_s \hat{e}_y + F \left( 1 - \frac{q}{2} \right) \hat{e}_y \]

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho v) = 0, \]

where $v = v_x \hat{e}_x + v_y \hat{e}_y$ is the velocity in the $(x, y)$ frame (in other words, $v_x$ is the velocity perpendicular to the arm and the arm corotating with the spiral arms, while $v_y$ is the difference between the velocity parallel to the arm and the local circular velocity), $\Omega_0 = \Omega(R_0)$, $\Omega_p = \Omega_p$, and $q = -\left( \frac{d \log \Omega}{d \log R} \right)_{R=R_0}$, \hspace{1cm} (3)

is the shear parameter calculated at $R = R_0$,

\[ F = 2\Omega_0 v_x \sin(i), \]

is a constant, and $v_x = (\Omega_0 - \Omega_p) R_0$ is the circular velocity at $R_0$ in the frame corotating with the spiral arms.

We assume that in our local frame the spiral framework to the potential has the form:

\[ \Phi_s = \Phi_0 \cos \left( \frac{2\pi x}{L_x} \right), \]

where $\Phi_0$ is constant and $L_x \ll R_0$ is the size of our local patch in the $x$ direction, which is equal to the separation between two consecutive spiral arms at $R = R_0$ (see Eq. A34). Note that, since we assume that the spiral potential only depends on $x$, our system is translationally invariant in the $y$ direction.

Equations (1) and (2) are identical to those of a simple 2D fluid that is subject to the following forces:

1. The pressure $-\nabla P / \rho$.
2. The external spiral potential $-\nabla \Phi$.
3. The Coriolis force $-2\Omega_0 \times v$.
4. A constant force $F(1 - q/2)\hat{e}_y$.
5. The “shear” force $q\Omega_0 v_s \hat{e}_y$.

2.1 Parameters

The problem posed by Equations (1) and (2) is completely specified by the six parameters \{$c_s$, $\Phi_0$, $L_x$, $q$, $\Omega_0$, $F$\}. From these, we can de-
fine four dimensionless parameters and two scaling constants. Without loss of generality, we choose to use \( \Omega_0 \) and \( F \) as scaling constants. We rescale the others as indicated in Table 1 to obtain four independent dimensionless parameters \( \{ \hat{c}_s, \Phi_0, \hat{L}, \hat{q} \} \). In this paper, we explore how the properties of the wiggle instability depend on these four. For simplicity of notation, we drop the ‘tilde’ superscript hereafter and always refer to the dimensionless parameters unless otherwise specified. The range of values explored in this work is indicated in Table 1. The table indicates both the dimensionless values and the physical values calculated assuming typical galactic values for the two scaling constants. The physical value of \( F \) indicated in the table corresponds to a typical circular velocity in the frame corotating with the spiral arms of \( v_{c0} = 100 \text{ km s}^{-1} \) for a pitch angle \( \sin(i) = 0.1 \). The explored values of \( q \) include the cases of solid body rotation \( (q = 0) \), a flat rotation curve \( (q = 1) \), and a Keplerian rotation curve \( (q = 1.5) \).

Using the typical values of the scaling constants indicated in Table 1, one unit of dimensionless time corresponds to \( 1/\Omega_0 = 48.9 \text{ Myr} \) of physical time, one unit of dimensionless length corresponds to \( F/\Omega_0^2 = 1 \text{ kpc} \), and one unit of dimensionless velocity corresponds to \( F/\Omega_0 = 20 \text{ km s}^{-1} \).

### 2.2 steady-state solution

Equations (1) and (2) admit steady-state solutions that are periodic in the \( x \) coordinate and do not depend on the \( y \) coordinate. As noted by Roberts (1969) (see also Shu et al. 1973), these steady-state solutions must contain a shock if \( \Phi_0 \) is above a critical value (this critical value depends on the values of the other parameters). These shocked steady-state solutions constitute the initial conditions for the simulations described below. This paper aims to see under which conditions these solutions are prone to the development of the wiggle instability and to study the properties of the substructures generated by the instability.

Assuming steady-state, Equations (1) and (2) reduce to the following system of ordinary differential equations:

\[
\frac{dy}{dx} = \left[ 2\Omega_0 v_y - \frac{d\Phi_x}{dx} \right] \left( v_x - \frac{\dot{\Phi}_x}{\Omega_0^2} \right)^{-1},
\]

\[
\frac{dv}{dx} = (q - 2) \left( \Omega_0 v_x + \frac{F}{2} \right).
\]

The density is given by \( \rho(x) = C/v_x \), where \( C \) is an arbitrary constant which without loss of generality we set to unity. Note that the solution for \( \Phi_0 = 0 \) is \( v_x = -F/(2\Omega_0) = v_{c0} \sin(i) \), \( v_y = 0 \) \((v_x = 1/2, v_y = 0 \text{ in dimensionless units})\). This solution corresponds to the fact that in absence of the spiral perturbation to the potential, the component of the circular motion perpendicular to the spiral arm is simply \( v_{c0} \sin(i) \). Note that this solution is subsonic if \( c_s > 0.5 \) and supersonic if \( c_s < 0.5 \) (in dimensionless units).

The system of equations (6) and (7) are solved numerically using the shooting method. The numerical procedure is described in more detail in Appendix B.

### 3 METHODOLOGY

#### 3.1 Simulation setup

We solve the equations of hydrodynamics with the public grid code PLUTO version 4.3 (Mignone et al. 2007). We use a two-dimensional static Cartesian grid with uniform spacing \( \Delta x = \Delta y = 1.25 \times 10^{-3} \) in dimensionless units (corresponding to \( 1.25 \text{ pc} \) in physical units). The size of the computational box is \( L_x \times L_y \). \( L_x \) is varied within the range indicated in Table 1. We adopt \( L_y = 2 \) for most of the simulations reported in this paper, but we experiment with different values in Section 4. These box sizes correspond to \( N_x = 320-1600 \) grid points in the \( x \) direction (depending on the value of \( L_x \)) and \( N_y = 1600 \) grid points in the \( y \) direction. We use the following parameters within the PLUTO code: RK2 time-stepping, no dimensional splitting, isothermal equation of state, Roe Riemann Solver, and the default flux limiter. The time-step is determined according to the Courant-Friedrichs-Lewy (CFL) criterion, with a CFL number of 0.4.

The initial conditions are provided by the steady-states described in Section 2.2. We let the system evolve till \( t_f = 30.0 \) in dimensionless units, corresponding to \( t_f \approx 1.5 \text{ Gyr} \) in physical units. We introduce some random seed noise in the initial conditions to accelerate the onset of instability and save significant computational time. The instability would develop at a later time even without this initial noise, and we have tested that the properties of the induced substructure (morphology and feather separation) are unaffected by the introduction of the noise. The way in which noise is introduced is described in detail in Appendix C.

We use two types of boundary conditions in this work. The first is periodic boundary conditions in both the \( x \) and \( y \) directions. This type of boundary condition is the most appropriate for galactic spiral shocks because it takes into account the fact that the material leaving one spiral arm will later pass through the next spiral arm. The second type of boundary condition is inflow-outflow, also known as D’yakov-Kontorovich (DK) boundary conditions after the classic shock front stability analysis of D’yakov (1954) and Kontorovich (1958). With DK boundary conditions, we assume a constant injection of gas at the \( x = 0 \) boundary at the rate given by the steady-state solution (Section 2.2), while gas can freely escape at the \( x = L_x \) boundary thanks to standard outflow boundary conditions. The boundary is periodic in the \( y \) direction. This second type of boundary condition is appropriate for most “normal” non-astrophysical circumstances, in which the pre-shock flow should be left unperturbed on account of the fact that the signal cannot travel backwards at supersonic velocity (see §90 in Landau & Lifshitz 1987).

#### 3.2 Shock front analysis

The wiggle instability is an instability of the shock front. We, therefore, track the shock front in the simulations as a function of time, and we analyse its evolution by performing a Fourier decomposition of its shape.

Let us call \( f(y,t) \) the \( x \)-displacement of the shock front with respect to its equilibrium position. We detect the shock front in each snapshot using the large density jump that characterises it. We estimate the density gradient \( \partial_y \rho \) using finite differences along each horizontal slice, and we define the shock position to be the point where \( |\partial_y \rho| \) is maximum. In this way, we obtain the position of the shock front \( f(y = y_n, t) \) at each grid point \( y = y_n \) and time \( t = t_i \). This simple method tracks well the shock position as a function of time (see Figure 1).

We analyse the shape of the shock \( f(y,t) \) for fixed \( t \) using a discrete Fourier transform:

\[
f(y_n, t) = \sum_{m=0}^{N-1} B_m(t) \exp(i k_m y_n),
\]
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Figure 1. Analysis of the three example simulations that we compare to the linear stability analysis (see Section 4 and Table 2). Top: Simulation A. Middle: Simulation B. Bottom: Simulation C. **Left column**: time evolution of the surface density. The white line indicates the shock front detected using the method described in Section 3.2. The coloured lines with arrows show instantaneous streamlines. **Right column**: time evolution of the amplitudes of the first nine Fourier modes, smoothed with a moving average of width $\Delta t = 2.6$. The horizontal dashed black line indicates where the amplitude of each mode becomes greater than the grid resolution, $B_m > \Delta y = 1.25 \times 10^{-3}$. The green shaded area indicates the region where instability is detectable, defined to be the region where the amplitude of at least one mode is above the black dashed line. The red dashed line indicates the best-fitting growth rate $\omega$ obtained by fitting Equation (11). The interval between the green vertical dashed lines indicates the time range used for the fit. One time unit corresponds to $\simeq 48.9\,\text{Myr}$ in physical units, and one spatial unit corresponds to 1 kpc (see Section 2.1). Simulation A is completely dominated by the single unstable mode with $m = 1$. Simulation B has multiple prominent unstable modes. In simulation C, all modes with $m < 40$ are strongly unstable.
Table 1. Parameters of the problem.

| Parameter | Brief description | Physical values | Dimensionless formulation | Dimensionless values |
|-----------|------------------|----------------|--------------------------|---------------------|
| \(c_s\)   | isothermal sound speed | 4 - 14 kms\(^{-1}\) | \(\tilde{c}_s = \frac{c_s}{\Omega_0}\) | 0.2 - 0.7 |
| \(\Phi_0\) | strength of the spiral potential | 10 - 100 (kms\(^{-1}\))^2 | \(\Phi_0 = \frac{\Phi_0}{(F/\Omega_0)^2}\) | 0.025 - 0.25 |
| \(L_y\)   | spiral arm separation | 0.4 - 2.0 kpc | \(\tilde{L}_y = \frac{L_y}{(F/\Omega_0)}\) | 0.4 - 2.0 |
| \(q\)     | shear factor       | 0 - 1.5        | \(\tilde{q} = q\)       | 0 - 1.5 |
| \(F\)     | background Coriolis force \(\perp\) to arm | 400 (kms\(^{-1}\))^2 kpc\(^{-1}\) | \(\tilde{F} = \frac{F}{F}\) | 1 |
| \(\Omega_0\) | local rotation velocity | 20 kms\(^{-1}\) kpc\(^{-1}\) | \(\tilde{\Omega}_0 = \frac{\Omega_0}{\Omega_0}\) | 1 |

where the wavenumber is
\[
k_m = \frac{2\pi m}{L_y}, \quad m \in \{0, 1, \ldots, N_y - 1\} \tag{9}
\]
and
\[
y_n = n\frac{L_y}{N_y}, \quad n \in \{0, 1, \ldots, N_y - 1\} \tag{10}
\]
and \(B_m = \overline{B_{N_y-m}}\), where the bar indicates the complex conjugate, because \(f\) is real. Note that due to the finite size of the computational box in the \(y\) direction, only discrete values of the wavenumber \(k_m\) and of the wavelength \(\lambda_m = 2\pi/k_m = L_y/m\), where \(m\) is a positive integer, are allowed.

To analyse the temporal growth of the amplitudes, we smooth the \(B_m(t)\) curves with a moving average of over 13 snapshots (corresponding to a total smoothing interval of \(\Delta t = 2.6\) in dimensionless units). This removes small-scale noise. Then we fit the smoothed curves with the following function:
\[
B_{m,\text{smooth}}(t) = ae^{-\tilde{\omega}_m t}, \tag{11}
\]
where \(a\) is a constant and \(\tilde{\omega}_m\) is real. This approach neglects potential oscillations coming from the imaginary part of \(\tilde{\omega}_m\), which cannot be detected reliably due to noise in our numerical setup and are washed out by our smoothing procedure. However, since these oscillations have by definition a zero net time-average, they do not affect our measurement of the long-term growth rates.

4 THREE EXAMPLE SIMULATIONS

In this section, we analyse in detail three example simulations and compare them to predictions from linear stability analysis. The parameters of these simulations are chosen because they correspond to the cases for which a linear stability analysis is available (Sormani et al. 2017), and because, as it will be discussed below, they exemplify three main behaviours: (A) a system with a single dominant unstable mode that becomes stable with inflow-outflow boundary conditions; (B) a system with multiple unstable modes that becomes stable with inflow-outflow boundary conditions; (C) a system with multiple unstable modes that remains unstable with inflow-outflow boundary conditions. The parameters of these simulations are reported in Table 2.
Figure 3. Comparison between simulations with periodic boundary conditions (left) and inflow-outflow (DK) boundary conditions (right). Top: simulation A. Middle: simulation B. Bottom: simulation C. Under periodic boundary conditions, all simulations are unstable. Under inflow-outflow (DK) boundary conditions, simulations A and B become stable, while simulation C is still unstable. This proves that the wiggle instability in simulations A & B is purely due to the amplification of perturbations through multiple shock passages (item ii in Sect. 1.1), while in simulation C is at least partly due to the Kelvin-Helmholtz instability (item i in Sect. 1.1). See discussion in Section 4.2.
Figure 4. Initial conditions for the first set of simulations (see Table 3). These initial conditions are the steady-state solutions calculated using Eqs. (6) and (7). Annotated are the Mach number $M$ and the post-shock shear $\tau$ (see caption of Table 3 for definitions). The red dotted horizontal line indicates the value of the isothermal sound speed. The three panels in the upper-left corner are empty because for these values of the parameters the steady-state solutions do not contain a shock.

Table 2. Parameters of the example simulations analysed in Section 4. Parameters are given in dimensionless form (see Section 2.1).

| Simulation | $c_s$ | $\Phi_0$ | $L_x$ | $q$ |
|-----------|------|----------|------|-----|
| A         | 0.7  | 0.25     | 1.0  | 0   |
| B         | 0.3  | 0.025    | 1.0  | 0   |
| C         | 0.3  | 0.25     | 1.0  | 0   |

4.1 Comparison with Linear Stability Analysis

The left column in Figure 1 shows the evolution of the surface density in the three simulations. At $t = 0$ the shock front is a straight line in both simulations and then starts oscillating due to the wiggle instability. It is immediately evident that in simulation A (top) the instability is dominated by a single mode with a large wavelength ($m = 1$), while in simulations B (middle) and C (bottom) there are multiple unstable modes.

The right column in Figure 1 shows the evolution of individual modes as a function of time. The black dashed horizontal lines mark the values at which the amplitude becomes larger than the grid resolution, and the green shaded area indicates the region where instability is detectable, defined as the region where at least one mode is above the horizontal dashed line. Let us first consider in more detail simulation A. The first mode to cross the horizontal line is the $m = 1$ at $t \simeq 12$. The subsequent evolution of this mode is very well approximated by exponential growth. At $t \simeq 25$ the curve flattens and the growth stops as the instability saturates and we enter the non-linear regime. Other modes cross the line at $t \geq 22$. The $m \geq 2$ modes also appear to grow exponentially after crossing the black dashed line. However, as we discuss below, we believe that the growth of the $m > 1$ modes is driven by non-linear coupling between them and the $m = 1$ mode.

The evolution of the amplitudes in simulation B is more complex.
Figure 5. Surface density for the first set of simulations (see Table 3), at later times with periodic boundary conditions. Instantaneous streamlines are also shown, and the colour indicates the total velocity \( v = (v_x^2 + v_y^2)^{1/2} \). One unit of \( x \) corresponds to 1 kpc in physical units, and one unit of \( t \) corresponds to \( \simeq 48.9 \) Myr (see Section 2.1). The three panels in the upper-left corner are empty because for these values of the parameters the steady-state solutions do not contain a shock.
Figure 6. Same as Fig. 5, but for inflow-outflow boundary conditions (see Sect. 3.1). Only simulations in the bottom-right panels (high $\Phi_0$ and low $c_s$) are unstable, due to KHI-driven wiggle instability.
The first mode to cross the black dashed line is $m = 8$ at $t \simeq 18$, followed shortly by $m = 4, 7, 11$. Of these, modes $m = 10$ and 11 saturate very quickly, while modes 8, 4, 7 grow exponentially for some time before saturating. The morphology of the system shows the typical plumes of the wiggle instability, easily identifiable by visual inspection in the left column of Fig. 1. Simulation C is very strongly unstable and shows the fastest evolution of the amplitudes. Multiple modes have already crossed the black dashed “instability” line at $t = 0.2$.

Figure 2 compares the growth rates of the modes in the three simulations, measured by fitting Equation 11 to the amplitudes in Figure 1, with rates predicted by the linear stability analysis of Sormani et al. (2017). In the linear analysis, all values of $k_m$ are allowed, while in the simulations only discrete values $k_m = 2\pi m / L_y$ where $m$ is an integer are allowed because of the finite size of the box in the $y$ direction. We measure the growth rate only for modes that start to grow exponentially immediately after the beginning of the green shaded area (which indicates when the amplitude of the first mode crosses the black dashed line). We argue below that the modes that start growing at later times are not genuinely unstable, because their growth is driven by the non-linear coupling between them and the genuinely unstable modes. We have verified that the measured growth rates do not depend significantly on the random seed of the initial noise.

The blue dot in the top panel of Figure 2 shows the growth rate of the dominant $m = 1$ for simulation A. The growth rate of this mode matches very well the one predicted by the linear stability analysis. The red squares indicate the growth rates for an additional simulation that is identical to simulation A except that we doubled the $y$ size of the simulation box, $L_y = 4$, allowing for twice possible values of $k_m$. The growth rate of the first three modes of this simulation also matches very well those predicted by the linear analysis.
As mentioned above, the amplitude of the mode with \( k_m = 2\pi \) in simulation A (see \( m = 2 \) curve in the bottom-left of Figure 1) also grows exponentially at \( t > 22 \). This growth does not match the linear analysis, which predicts very slow growth (see \( k_m = 2\pi \) in the top panel of Fig. 2). To investigate the origin of this mismatch, we have run another simulation identical to simulation A with \( L_y = 1 \). In this simulation, the smallest possible wavenumber is \( k_m = 2\pi \), while the \( k_m = \pi \) mode is not possible because the box is not large enough. In this additional simulation, we do not observe any significant growth of the \( k_m = 2\pi \) mode. This suggests that the growth of the \( k_m = 2\pi \) mode in the simulation with \( L_y = 2 \) is driven by its coupling to the \( k_m = \pi \) mode. We have further confirmed this by running additional simulations with controlled initial conditions in which we excite only selected modes. We observe that if we excite only a certain wavenumber \( k_m = k_0 \), the growth of the modes whose wavenumber is an integer multiple of \( k_0 \) is enhanced. This confirms that there is significant non-linear interaction between the modes, even for relatively small values of the amplitudes (\( |B_m|/\lambda_m \simeq 1\% \)).

This coupling is neglected in the linear analysis, which assumes that each mode is independent.

The middle panel in Figure 2 shows that simulation B, unlike simulation A, does not match very well the predictions of the linear analysis. The comparison is incomplete because the most unstable mode observed in simulation B corresponds to \( k_m = 8\pi \), which lies outside the range studied in the linear analysis of Sormani et al. (2017) (\( k_m \leq 20 \)). Only one of the observed unstable modes (\( k_m = 4\pi \)) is covered by the linear analysis in Sormani et al. (2017). The growth rate of this mode in simulation B does not match very well the one predicted by the linear analysis. This is likely because the growth of the \( m = 4 \) mode is affected by non-linear coupling to the \( m = 8 \) mode since their wavelengths are multiple of each other. A less likely possibility is that an unstable mode has been missed in the linear analysis of Sormani et al. (2017).

In the bottom panel of Figure 2, we see a drastic mismatch between our simulation C results and its corresponding predictions. All modes are unstable in this simulations, and contrary to its linear
Figure 9. **Top**: initial conditions for the second set of simulations (see Table 3). **Bottom**: Fourier amplitudes of the first 28 modes as a function of time under periodic (left) and inflow-outflow (DK, right) boundary conditions.
3.4 Physical origin of the wiggle instability and the impact of boundary conditions

The boundary conditions are critical for the development of the wiggle instability, as has been already emphasised by Kim et al. (2014) and Sormani et al. (2017). To understand why, let us briefly discuss the stability of shock fronts in general. The stability of shocks with respect to the formation of “ripples” and “corrugations” on their surface was studied in the classic work of D’Yakov (1954) and Kontorovich (1958) (see also §90 in Landau & Lifshitz 1987). The unanimous conclusion of these works was that shock fronts are essentially always stable, except under exotic circumstances (Landau & Lifshitz 1987). However, these works made one key assumption: the pre-shock flow is unperturbed because the supersonic velocity of the pre-shock flow does not allow any signal to travel upstream.

While the assumption of unperturbed pre-shock flow is appropriate for most applications, it is not appropriate for galactic spiral shocks, because the gas leaving one spiral arm will later pass through the next spiral arm(s). Thus, the gas upstream of the shock is not necessarily unperturbed; it can contain perturbations coming from the previous spiral arms. This seemingly innocuous difference can drastically change the conclusion about the stability of shocks. Indeed, an initial perturbation can be greatly amplified when passing through a shock if it resonates with the natural oscillation frequencies of the shock front (D’Yakov 1954; Kontorovich 1958; McKenzie & Westphal 1968). Kim et al. (2014) and Sormani et al. (2017) argued that the amplification of perturbations through successive shock passages is what gives rise to the wiggle instability. In particular, Sormani et al. (2017) used a linear stability analysis to show that some systems are stable with inflow-outflow boundary conditions (akin to the classic works above), but are unstable with periodic boundary conditions (which mimic the presence of multiple shocks in succession), proving that in these systems it is the amplification of perturbation in multiple shock passages that causes the instability. One of the goals of this paper is to test this, using simulations.

Figure 3 shows what happens in the three simulations if we switch from periodic (left panels) to inflow-outflow (right panels) boundary conditions. Simulations A and B display wiggle instability with periodic boundary conditions but become completely stable with inflow-outflow boundary conditions (the shock front shows no signs of evolution). This proves the KHI is not responsible for the wiggle instability in simulations A and B. Indeed, if the KHI were responsible for the wiggle instability in these systems, it would not disappear by changing the boundary conditions away from the post-shock region, where the shear is highest. The wiggle instability in simulations A and B is therefore caused exclusively by the amplification of perturbations through multiple shock passages (item ii in Sect.1.1). This also explains why early theoretical studies (Nelson & Matsuda 1977; Balbus & Cowie 1985; Balbus 1988; Dwarkadas & Balbus 1996) found spiral shocks to be stable: they used boundary conditions akin to the inflow-outflow boundary conditions used here, which are however not appropriate to study the stability of spiral shocks in global simulations such as those of Wada & Koda (2004).

Simulation C shows different behaviour. This simulation is unstable with both periodic and inflow-outflow boundary conditions. The instability develops before the gas has had time to cross the simulation box in the $x$ direction. This proves that the wiggle instability cannot be due to successive shock passages in this case, since there have not been multiple shock passages. It seems likely that the wiggle instability in simulation C is instead caused by KHI from the very high shear $\tau = \partial_x v_y$ present immediately after the shock. Note that, consistent with this interpretation, the instability develops much stronger when $x$ and $q$ are removed from periodic boundary conditions. This is in line with previous findings (Balbus & Cowie 1985; Balbus 1988; Dwarkadas & Balbus 1996) that spiral shocks are largely insensitive to inflow-outflow boundary conditions.
Figure 11. Same as Fig. 9, but for the third set of simulations.
faster than in Simulations A and B because the KHI-driven wiggles do not need to wait for the material to complete one period in the x direction to grow.

The linear analysis of Sornani et al. (2017) correctly predicts the overall stability/instability of all three simulations with both types of boundary conditions (i.e. whether the system as a whole is stable or unstable), but for simulations B and C it fails to quantitatively predict the growth rate of the unstable modes (Sect. 4.1).

To summarise, we have proven that two distinct physical origins are possible for the wiggle instability, depending on the underlying parameters. The wiggle instability in simulations A and B is purely caused by the amplification of perturbation through successive shock passages. The wiggle instability in simulation C is primarily due to KHI caused by the large post-shock shear. We will see in Section 5 that the amount of post-shock shear in the steady-state solutions is indeed a very good predictor of whether the system is subject to KHI-driven wiggles.

### 5 PARAMETER SPACE SCAN

We explore the parameter space by running three sets of simulations. In the first set, we vary the sound speed and the spiral potential strength. In the second we vary the shear factor and the interarm separation. In the third, we look in more detail at the effects of varying the interarm separation. The parameters of all simulations are listed in Table 3. The three simulations analysed in Sect. 4 are part of the first simulation set and are highlighted in the table.

We quantify the properties of the wiggle instability using two main quantities. The first is the mean average wavenumber of the unstable modes, defined by:

\[
\langle m \rangle = \frac{1}{N} \sum_{i=0}^{N} \langle m \rangle_i,
\]

where

\[
\langle m \rangle_i = \frac{\sum_{m=1}^{30} mB_m(t_i)}{\sum_{m=1}^{30} B_m(t_i)},
\]

is the average wavenumber at time \(t_i\), weighted by the amplitude of the various modes. The sum over \(i\) is extended over \(t_i = \{t_0, t_0 + i\Delta t, t_0 + 2\Delta t, \ldots, t_0 + N\Delta t\}\) where \(\Delta t = 0.02\) in dimensionless units is the time interval between snapshots, and \(t_0\) is the earliest time at which one mode (which we call \(m_0\)) becomes greater than the grid resolution (i.e. the beginning of the green shaded area in Figure 1).

We take \(N\) to be the nearest integer to \(t_{\text{est}}/\Delta t\), where \(t_{\text{est}} = 1/\omega_{m_0}\) is an estimate of the typical growth time of the instability obtained using the instantaneous growth rate \(\omega_{m_0}\) of the \(m_0\) mode at \(t = t_0\). Typical values of \(t_{\text{est}}\) are in the range 1-10 in dimensionless units.

A quantity closely related to \(\langle m \rangle\) is the average wavelength of the unstable modes (see Section 3.2):

\[
\langle \lambda \rangle = \frac{L_y}{\langle m \rangle},
\]

The value of \(\langle \lambda \rangle\) is useful for comparison with observations because it characterises the average spacing between feathers/spurs generated by the wiggle instability.

The second quantity we define is the average growth rate:

\[
\langle \omega \rangle = \frac{1}{N} \sum_{i=0}^{N} \langle \omega \rangle_i,
\]

where

\[
\langle \omega \rangle_i = \frac{\sum_{m=1}^{30} \omega_mB_m(t_i)}{\sum_{m=1}^{30} B_m(t_i)},
\]

and \(\omega_m\) is growth rate of mode \(m\) obtained by fitting Equation (11) to the smoothed \(B_m(t)\) curves in the range \([t_0, t_0 + t_{\text{est}}]\). A related quantity is \(\langle T_{\text{growth}} \rangle = 2\pi/\langle \omega \rangle\), which quantifies the timescale over which the instability grows.

The values of \(\langle m \rangle\) and \(\langle \omega \rangle\) for each simulation under periodic boundary conditions are listed in Table 3.

### 5.1 Sound speed and spiral potential strength

Figure 4 shows the initial condition for the first set of simulations, in which we vary the sound speed \(c_s\) and the spiral potential strength \(\Phi_0\) while keeping fixed the other parameters (see Table 3). Figures 5 and 6 show the surface density at a later time for periodic and inflow-outflow (DK) boundary conditions respectively. Most of the simulations with periodic boundary conditions display the wiggle instability (Figs. 5 and 7), and those that do not exhibit the wiggle instability would probably develop it if the simulation were continued for longer times. Comparing Figs. 5 and 7 with Figs. 6 and 8 shows that some systems become stable when switching to inflow-outflow boundary conditions, while others (especially those with high \(\Phi_0/\text{low} c_s\)) remain unstable for inflow-outflow boundary conditions. In the former, the wiggle instability originates purely from the amplification of perturbation at successive shocks, while in the latter it is driven, at least in part, by the KHI (see Section 4.2). Table 3 shows that the post-shock shear \(\tau\) is a good predictor of whether the simulation will display KHI-driven wiggles or periodicity-driven wiggles.

Figures 7 and 8 show the time evolution of the Fourier modes for the case of periodic and inflow-outflow (DK) boundary conditions respectively. The top panels in Figure 10 show the average wavenumber and growth rates of the unstable modes for the simulations with periodic boundary conditions. We can see the following trends:

(i) Simulations with higher \(\Phi_0\) and lower \(c_s\) tend to be more unstable.
Figure 13. Separation of feathers/spurs as a function of galactocentric radius $R$ for a sample of 20 galaxies in the survey of La Vigne et al. (2006) (see Table 4). The grey band indicates a linear fit to the data, and the thickness is the standard deviation. The dashed line indicates $\langle \lambda \rangle$ for simulation set 3 (Table 3) assuming $\sin(i) = 0.02$ to convert from interarm separation $L_x$ to galactocentric radius $R$ (see Eq. A26), and using the scalings discussed in Section 2.1 to convert from dimensionless to physical units. Changing the value of $\sin(i)$ changes the slope of the curve, while changing the scalings enlarges or shrinks the curve without affecting its slope.

(ii) The average wavenumber $\langle m \rangle$ of the unstable modes increases for decreasing $c_s$ (see Fig. 10), while showing an extremely weak dependence on $\Phi_0$.
(iii) The average growth rate $\langle \omega \rangle$ increases for increasing $\Phi_0$ and decreasing $c_s$ (see Fig. 10).

Finally, note that modes within the same simulation tend to saturate to similar values of the normalised amplitudes $B_m/\lambda_m$ (Fig. 7).

5.2 Shear factor

In the second set of simulations, we analyse the dependence of the wiggle instability on the term containing $q$ in Equation 1, which arises due to differential rotation in the galaxy. The value $q = 0$ corresponds to solid-body rotation, $q = 1$ to a flat rotation curve, and $q = 1.5$ to Keplerian rotation. Figure 9 shows the amplitude of the Fourier modes as a function of time for both periodic and inflow-outflow boundary conditions, while the bottom part of Figure 10 shows the average wavenumber and growth rate as a function of $q$. From these figures, we conclude that the wiggle instability depends only weakly on the shear factor $q$, although decreasing $q$ tends to stabilise the system.

5.3 Spiral arms separation

In the third set of simulations, we examine the instability as a function of the interarm separation $L_x$. Figure 11 shows the evolution of the Fourier amplitudes for the second and third set of simulations as a function of time, and Figure 12 shows the average wavenumber and growth rate of the unstable modes. We note that:

(i) The growth rate $\langle \omega \rangle$ tends to decrease for increasing $L_x$. This is expected in the case that the wiggle instability originates from the amplification of perturbation at multiple shocks since for larger $L_x$, the time interval between consecutive shock passages is larger (disturbances travel longer distances in the $x$ direction to reach the next shock).
(ii) The average wavenumber $\langle m \rangle$ decreases as we increase $L_x$. We attribute this effect to the longer travel times between shocks which promote the dilution/dispersion of small distortions corresponding to large wavenumbers.
(iii) For $L_x \geq 1.5$ the growth is too slow for the wiggle instability to have any impact on real galaxies ($\langle T_{\text{grow}} \rangle \gtrsim 1.5\text{Gyr}$ in physical units).

Finally, note that simulations with large $L_x$ may appear stable because of the finite length $L_y$, which does not allow large wavelengths that may dominate the instability in these cases (see also discussion in Section 4).

6 DISCUSSION

6.1 Comparison with observations

We can compare our simulations to observations of spurs/feathers in disc galaxies. Figure 13 shows the spacing between feathers along the arm for a sample of 20 galaxies in the survey of La Vigne et al.
| ID     | $c_s$ | $\Phi_0$ | $L_\tau$ | $q$  | $M$  | $T_\tau$ | $\tau$ | $\omega$ | $m$ | $\lambda$ | KHI |
|--------|-------|----------|----------|------|------|----------|--------|----------|----|----------|-----|
| 01     | 0.3   | 0.025    | 1.0      | 0    | 2.01 | 2.001    | 3.98   | 0.160    | 7.74 | 258      | No  |
| 02     | 0.4   | 0.025    | 1.0      | 0    | 1.68 | 1.999    | 1.98   | 0.167    | 5.99 | 334      | No  |
| 03     | 0.5   | 0.025    | 1.0      | 0    | 1.36 | 1.999    | 0.67   | —        | —    | —        | No  |
| 04     | 0.6   | 0.025    | 1.0      | 0    | —    | —        | —      | —        | —    | —        | No  |
| 05     | 0.7   | 0.025    | 1.0      | 0    | —    | —        | —      | —        | —    | —        | No  |
| 06     | 0.3   | 0.05     | 1.0      | 0    | 2.550| 1.999    | 5.555  | 0.124    | 5.96 | 335      | Yes |
| 07     | 0.4   | 0.05     | 1.0      | 0    | 2.640| 1.997    | 2.848  | 0.208    | 6.34 | 316      | No  |
| 08     | 0.5   | 0.05     | 1.0      | 0    | 1.668| 2.000    | 1.247  | —        | —    | —        | No  |
| 09     | 0.6   | 0.05     | 1.0      | 0    | 1.318| 2.000    | 0.190  | —        | —    | —        | No  |
| 10     | 0.7   | 0.05     | 1.0      | 0    | —    | —        | —      | —        | —    | —        | No  |
| 11     | 0.3   | 0.10     | 1.0      | 0    | 3.322| 1.998    | 7.911  | 0.458    | 7.07 | 283      | Yes |
| 12     | 0.4   | 0.10     | 1.0      | 0    | 2.635| 1.996    | 4.217  | 0.243    | 5.40 | 370      | Yes |
| 13     | 0.5   | 0.10     | 1.0      | 0    | 2.133| 1.999    | 2.152  | 0.243    | 4.09 | 489      | No  |
| 14     | 0.6   | 0.10     | 1.0      | 0    | 1.731| 1.999    | 0.861  | —        | —    | —        | No  |
| 15     | 0.7   | 0.10     | 1.0      | 0    | 1.33 | 2.001    | -0.08  | —        | —    | —        | No  |
| 16     | 0.3   | 0.15     | 1.0      | 0    | 3.945| 2.002    | 9.909  | 0.652    | 9.73 | 206      | Yes |
| 17     | 0.4   | 0.15     | 1.0      | 0    | 3.097| 1.998    | 5.373  | 0.496    | 5.20 | 384      | Yes |
| 18     | 0.5   | 0.15     | 1.0      | 0    | 2.504| 2.000    | 2.904  | 0.273    | 3.10 | 645      | No  |
| 19     | 0.6   | 0.15     | 1.0      | 0    | 2.050| 2.000    | 1.398  | 0.256    | 1.00 | 2000     | No  |
| 20     | 0.7   | 0.15     | 1.0      | 0    | 1.65 | 2.002    | 0.37   | 0.152    | 1.00 | 2000     | No  |
| 21     | 0.3   | 0.20     | 1.0      | 0    | 4.495| 2.003    | 11.617 | 0.687    | 11.18 | 179     | Yes |
| 22     | 0.4   | 0.20     | 1.0      | 0    | 3.504| 1.995    | 6.353  | 0.652    | 6.30 | 318      | Yes |
| 23     | 0.5   | 0.20     | 1.0      | 0    | 2.828| 1.999    | 3.563  | 0.303    | 3.45 | 580      | Yes |
| 24     | 0.6   | 0.20     | 1.0      | 0    | 2.324| 1.999    | 1.868  | 0.333    | 1.00 | 2000     | No  |
| 25     | 0.7   | 0.20     | 1.0      | 0    | 1.91 | 2.000    | 0.75   | 0.259    | 1.00 | 2000     | No  |
| 26     | 0.3   | 0.25     | 1.0      | 0    | 5.001| 1.999    | 12.919 | 0.998    | 10.30 | 194     | Yes |
| 27     | 0.4   | 0.25     | 1.0      | 0    | 3.880| 1.999    | 7.298  | 0.672    | 8.57 | 233      | Yes |
| 28     | 0.5   | 0.25     | 1.0      | 0    | 3.124| 1.995    | 4.154  | 0.489    | 4.32 | 463      | Yes |
| 29     | 0.6   | 0.25     | 1.0      | 0    | 2.571| 1.996    | 2.295  | 0.498    | 1.00 | 2000     | No  |
| 30     | 0.7   | 0.25     | 1.0      | 0    | 2.13 | 1.998    | 1.07   | 0.304    | 1.00 | 2000     | No  |

Table 3. Simulations in the parameter space scan. (1) ID: identification number. (2) $c_s$: dimensionless sound speed. (3) $\Phi_0$: dimensionless spiral potential strength. (4) $L_\tau$: dimensionless interarm separation. (5) $q$: shear factor. (6) $M = v_s/c_s$: Mach number of the steady-state solution, where $v_s$ is the velocity on the upstream side of the shock (i.e., immediately before the shock). (7) $T_\tau = \int_0^t dx/v_s$: horizontal period of the steady-state solution, i.e. time required for the $x$ coordinate of a gas parcel to return to its initial value. (8) $\tau = \tau_s/v_s$: post-shock shear in the steady-state solution, calculated using the velocity on the downstream side of the shock (i.e., immediately after the shock). (9) $\omega$: average growth rate of the unstable modes (Eq. 15). (10) $m$: average unstable wavenumber (Eq. 12). (11) $\lambda = L_\tau/m$: average unstable wavelength (Eq. 14) in pc, converted to physical units using the typical physical scalings from Section 2.1. (12) KHI: presence of the Kelvin-Helmholtz instability, i.e. whether the simulation is unstable under inflow-outflow boundary conditions. ($\omega$, $m$) and ($\lambda$) are calculated for periodic boundary conditions.
(2006). La Vigne et al. (2006) provide values for only two galaxies (NGC 3433 and NGC 5985). To increase the number of data points, we manually measured the feather separation for 20 galaxies directly from the figures in La Vigne et al. (2006) by superimposing a Cartesian grid onto them. We corrected for the effect of inclination, although this has a minor impact on the results since galaxies with low inclinations are selected (see Table 2 in La Vigne et al. 2006). We have checked that for NGC 3433 and NGC 5985 our values are consistent with those provided by La Vigne et al. (2006) within the errors. Our values are also listed in Table 4.

Comparing values of $\langle \lambda \rangle$ from Table 3 to those of $\langle \lambda_{\text{obs}} \rangle$ in Table 4, we can see that the wiggle instability is able to reproduce the range of spacing seen in observations (200-2000 pc). However, it is not straightforward to make a correspondence between parameters of the simulations and observations because (i) there are multiple degeneracies between parameters, so that for a given $\langle \lambda_{\text{obs}} \rangle$ there is no unique set of parameters that can reproduce it; (ii) as discussed in Section 5, the predicted wavelength of the wiggle instability is extremely sensitive to parameters such as the sound speed and the spiral potential strength.

La Vigne et al. (2006) note that galaxies with weak spiral potential (class Sc and Sd) show decreased feather formation. This is consistent with our results where decreasing $\Phi_0$ decreases the strength of the instability.

Figure 13 shows that there is a clear correlation between feather spacing (\$\langle \lambda_{\text{obs}} \rangle\$) and galactocentric radius $R$ (the spacing increases with radius). Our simulations predict a similar trend, because $\langle \lambda \rangle$ increases with interarm distance $L_\alpha$ (Figure 12), and the latter typically increases with $R$. To compare these two trends in more detail, we need to convert the interarm distance $L_\alpha$ into galactocentric radius $R$. For the idealised logarithmic spiral arms used in this paper the two are related by (see Eq. A26):

$$L_\alpha = \left( \frac{2\pi \sin(i)}{m_\alpha} \right) R,$$

where $\sin(i)$ is the pitch angle and $m_\alpha$ is the number of spiral arms (not to be confused with the wavenumber). In this comparison we have the freedom to choose $\sin(i)$ arbitrarily, because specifying all the six parameters that characterise our idealised problem only fixes the product $V_0 \sin(i)$ (see Section 2.1). The value of $\sin(i)$ controls the predicted slope of the trend in the $\lambda - R$ plane. If we assume $m_\alpha = 2$ and a typical pitch angle of $\sin(i) \approx 0.1$ (e.g. Savchenko & Reshetnikov 2013) then our simulations predict a relation which is too steep (i.e., $\langle \lambda \rangle$ increases too quickly with $R$). The simulations can reproduce the observations well only if we assume an unrealistically small value of the pitch angle $\sin(i) = 0.02$ (black dashed line in Figure 12).

However, the picture is complicated by several factors. First, the extreme sensitivity to the underlying parameters discussed above. It may be possible that the observed trend is better reproduced with a lower value of the sound speed than used in the third set of simulations. Second, the very idealised nature of our simulations. We assume that the gas is isothermal with constant sound speed (to which $\langle \lambda \rangle$ is very sensitive, as discussed in Section 5). However, this is a very crude approximation because the interstellar medium is in reality a complex multi-phase medium, and it is not clear what effect this would have on the properties of the wiggle instability. We neglect self-gravity, magnetic fields, and stellar feedback, all of which are likely to affect $\langle \lambda \rangle$. We assume that spiral arms are long-lived and rigidly rotating with a definite pattern speed, while spiral arms in real galaxies are likely to be transient and time-dependent (e.g. Fujii et al. 2011; Wada et al. 2011; Sellwood & Carlberg 2019). In our local approximation, we also assume that the interarm separation remains constant and that conditions are strictly periodic, but in reality, there are variations between subsequent arm passages. Finally, we assume that the spirals have a small pitch angle ($\sin(i) \ll 1$), which is often not the case in real galaxies. Global simulations are probably essential for a full comparison of the wiggle instability to observations (Wada & Kodama 2004; Wada 2008; Kim & Kim 2014).

We conclude that while the wiggle instability appears to be able to reproduce the typical range of feather spacing observed in real galaxies, the extreme sensitivity of the predicted spacing to the underlying parameters and the highly idealised nature of our setup makes a detailed comparison and constraining of the underlying parameters a difficult task.

### 6.2 Wiggle instability vs other mechanisms for the formation of spurs and feathers

Numerous mechanisms have been proposed for spurs/feather formation. Kim & Ostriker (2002, 2006) (see also Lee & Shu 2012; Lee 2014) proposed that spurs might form via a magneto-Jeans instability (MJI), in which magnetic fields favour the gravitational fragmentation and collapse of spiral arm crests by removing angular momentum from contracting regions. Kim et al. (2020) proposed that spurs/feathers originate from the stochastic accumulation of gas due to correlated supernova feedback. Dobbs & Bonnell (2006) proposed that spurs/feathers originate from the amplification of pre-existing perturbations at the arm crest, in a way that is reminiscent of one of the two possible physical origins of the wiggle instability.

One of the key properties of the wiggle instability is that it does not rely on the presence of magnetic fields, self-gravity and supernova feedback. Thus, feathering due to the wiggle instability should

| Galaxy     | Type     | $\langle \lambda_{\text{obs}} \rangle$ in pc ($R$ in kpc) |
|------------|----------|----------------------------------------------------------|
| NGC 0214   | SABBbc   | 635(4), 1235(5); 1360(2), 760(3), 580(3.5), 765(6)     |
| NGC 0628   | SAsc     | 320(0.4), 470(2.6), 820(3)                              |
| NGC 1241   | SBTb     | 980(4.7 - 6.3)                                           |
| NGC 1300   | SBTbc    | 990(7.6), 1250(9.5), 1200(10), 1350(11.5)               |
| NGC 1566   | SABSc    | 320(3.6), 600(4.3), 550(6.5), 320(6.7), 720(7.9 - 10) |
| NGC 2336   | SABRbc   | 750(6), 1250(9); 670(8), 1130(11.5), 2000(14.5)       |
| NGC 3177   | SATb     | 80(0.3), 170(0.6)                                        |
| NGC 3433   | SASC     | 230(1), 390(1.5 - 2.5), 500(3.5), 720(6.5), 520(6.7), 790(1.75 - 3), 520(3.2) |
| NGC 3631   | SAsc     | 600(1.7 - 3.4), 940(4.1 - 5.7), 700(1.8 - 4.25), 1375(4.75), 1040(5) |
| NGC 4254   | SAsc     | 610(2.1 - 3.5), 1365(3.4), 950(5.4 - 8.1), 1000(8.9), 1050(14) |
| NGC 4548   | SBTb     | 160(1.8 - 3.3), 250(3.63)                               |
| NGC 4579   | SABTb    | 800(5.6 - 8.2), 920(11)                                 |
| NGC 4736   | RSArc    | 167(1 - 1.3)                                            |
| NGC 5055   | SATbc    | 460(1.85), 240(1.95 - 2.7)                              |
| NGC 5194   | SBSbP    | 320(0.8 - 3.2), 470(3.6 - 4.3)                          |
| NGC 5236   | SABSc    | 270(0.6 - 2.9), 400(3.7), 1310(4.2)                     |
| NGC 6890   | SATb     | 410(2.3), 465(2.95), 577(4.55), 733(5.55), 830(6.2)    |

Table 4. Properties of spurs/feathers for 20 galaxies in the Hubble Space Telescope Survey of La Vigne et al. (2006). $\langle \lambda_{\text{obs}} \rangle$: separation of feathers along the arm. $R$: galactocentric radius.
be present even in regions without much stellar feedback (e.g. the outer HI spiral arms in disc galaxies) or where the gas self-gravity is negligible. It might also be relevant in other contexts, such as spiral arms in protoplanetary discs (e.g. Rosotti et al. 2020).

There has been some confusion regarding the relationship between the wiggle instability, the Kelvin-Helmholtz instability (KHI) and the instability that arises due to amplification of perturbations at multiple shock passages. In their original analysis, Wada & Koda (2004) proposed KHI as the origin of the wiggle instability, while Kim & Kim (2014) and Sormani et al. (2017) attributed the wiggle instability to repeated passage of the gas through the shock-front. In this paper, we define wiggle instability as the phenomenon by which galactic spiral shocks form wiggles, ripples and corrugations on their surfaces. Using this definition, in Section 4.2 we have shown that the wiggle instability can originate from both the KHI and the amplification of perturbations at repeated shocks. These two distinct physical mechanisms can act alone or simultaneously, depending on the underlying parameters of the system.

Note that magnetic fields and the presence of supernova feedback all tend to suppress the wiggle instability (Kim & Ostriker 2006; Kim et al. 2015; Kim et al. 2020). It’s, however, challenging to determine the exact contribution of each mechanism. Observations of regions where one can exclude some of these mechanisms (e.g. where self-gravity or supernova feedback are negligible) might help in discriminating between them.

7 CONCLUSION

We simulated a small patch of a typical spiral galaxy to study the wiggle instability in the simplest possible setup. We found the following results:

(i) We compared in detail the results of simulations with predictions from linear stability analysis by doing a Fourier decomposition of the perturbed shock front. The linear analysis works well only under specific circumstances, i.e. when the wiggle instability is caused by a single dominant unstable mode. When multiple unstable modes are present, they strongly couple and influence each other evolution even when the amplitudes are relatively small (ratio between the displacement of the shock front and the wavelength of the unstable mode ~ 1%). This non-linear coupling is not captured by the linear analysis. (Section 4)

(ii) The wiggle instability is physical and can have two distinct possible origins: the Kelvin-Helmholtz instability (item i in Sect. 1.1) or the amplification of perturbations at repeated shock passages (item ii in Sect. 1.1). The dominant mechanism depends on the underlying parameters. The KHI tends to be more important in systems with small sound speed $c_s$ and/or large spiral potential strength $\Phi_0$. (Section 4.2)

(iii) The properties of the wiggle instability are very sensitive to the underlying parameters, in particular the gas sound speed $c_s$, the spiral potential strength $\Phi_0$ and the interarm spacing $L_s$. The average separation of wiggle-driven spurs decreases with decreasing $c_s$ and/or decreasing $L_s$. The growth rate of the instability increases with increasing $\Phi_0$ and increases with decreasing $c_s$ and/or $L_s$ (Section 5).

(iv) The wiggle instability can reproduce the range of spacing between features observed in real galaxies. However, the extreme sensitivity of the predicted spacing to the underlying parameters and the idealised nature of our setup makes constraining the underlying parameters a difficult task. Moreover, it is very challenging to disentangle the contribution of the wiggle instability from other mechanisms for substructure formation such as magneto-Jeans instabilities or correlated supernova feedback (Section 6).
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where \( P \) is the pressure.

The Euler and continuity equations in a frame rotating with pattern speed \( \Omega_\phi \) are:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0, \quad (A1)
\]

\[
\frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{v} = -\nabla P - 2\Omega_\phi \times \mathbf{v} - \boldsymbol{\Omega}_\phi \times (\boldsymbol{\Omega}_\phi \times \mathbf{R}), \quad (A2)
\]

where \( \mathbf{v} \) is the velocity in the rotating frame, \( \rho \) is the density, \( P \) is the pressure, \( \boldsymbol{\Omega}_\phi \) is the pattern speed, \( -2\Omega_\phi \times \mathbf{v} \) is the Coriolis force, \( -\boldsymbol{\Omega}_\phi \times (\boldsymbol{\Omega}_\phi \times \mathbf{R}) \) is the centrifugal force. The explicit form of the potential \( \Phi \) will be specified later.

### A2 Spiral coordinates

Following Roberts (1969), we define the following spiral coordinates:

\[
\eta = \log (R/R_0) \cos(i) + \Theta \sin(i), \quad (A3)
\]

\[
\xi = -\log (R/R_0) \sin(i) + \Theta \cos(i). \quad (A4)
\]

The inverse relations are:

\[
\log (R/R_0) = \eta \cos(i) - \xi \sin(i), \quad (A5)
\]

\[
\Theta = \eta \sin(i) + \xi \cos(i), \quad (A6)
\]

where \( \Theta, \eta \) are usual polar coordinates and \( R_0 \) and \( i \) are constants.

There are several possible choices for the domain of the \((\eta, \xi)\) coordinates, two of which are shown in Figure A1. In the following, we use the domain corresponding to the orange shaded region in Figure A1:

\[
\eta = [-\pi \sin(i), \pi \sin(i)], \quad \xi = [0, \infty]. \quad (A7)
\]

Figure A2 shows lines of constant \( \eta \) and \( \xi \) for this choice of the domain and \( R_0 = 1, i = 20^\circ \). The origin \((\eta = 0, \xi = 0)\) corresponds to the point \((R = 1, \Theta = 0)\). As we increase the coordinate \( \eta \) at constant \( \xi \), we move perpendicularly to the spirals. Note that when we cross the value \( \eta = \pi \sin(i) \) (reappearing on the other side at \( \eta = -\pi \sin(i) \)), there is a jump in the coordinate \( \xi \) of \( \Delta \xi = 2\pi \cos(i) \). Therefore, when working with these coordinates all physical quantities such as for example the density must satisfy the following condition:

\[
\rho(\xi, \eta) = \rho(\eta + 2\pi \sin(i), \xi + 2\pi \cos(i)). \quad (A8)
\]

The unit vectors in spiral coordinates are:

\[
\hat{e}_\eta = \cos(i) \hat{e}_R + \sin(i) \hat{e}_\Theta, \quad (A9)
\]

\[
\hat{e}_\xi = -\sin(i) \hat{e}_R + \cos(i) \hat{e}_\Theta. \quad (A10)
\]

Straightforward calculations show that the gradient in spiral coordinates is:

\[
\nabla = \frac{1}{R} \left( \frac{\partial}{\partial \eta} \hat{e}_\eta + \frac{\partial}{\partial \xi} \hat{e}_\xi \right), \quad (A11)
\]

and the derivatives of the unit vectors are:

\[
\frac{\partial \hat{e}_\eta}{\partial \eta} = \sin(i) \hat{e}_\xi, \quad \frac{\partial \hat{e}_\eta}{\partial \xi} = \cos(i) \hat{e}_\xi, \quad (A12)
\]

\[
\frac{\partial \hat{e}_\xi}{\partial \eta} = -\sin(i) \hat{e}_\eta, \quad \frac{\partial \hat{e}_\xi}{\partial \xi} = -\cos(i) \hat{e}_\eta. \quad (A13)
\]

### A3 Equations of motion in spiral coordinates

Using the relations of the previous subsection it is straightforward to rewrite Equations (A1) and (A2) in spiral coordinates. The continuity equation becomes:

\[
\frac{\partial \rho}{\partial t} + \frac{1}{R} \left[ \frac{\partial}{\partial \eta} (\rho \mathbf{v}_\eta) + \frac{\partial}{\partial \xi} (\rho \mathbf{v}_\xi) + \rho \left( \mathbf{v}_\eta \sin(i) - \mathbf{v}_\xi \cos(i) \right) \right] = 0, \quad (A14)
\]

and the Euler equation:

\[
\frac{\partial \mathbf{v}_\eta}{\partial t} + \frac{1}{R} \left[ \mathbf{v}_\eta \left( \frac{\partial \mathbf{v}_\eta}{\partial \eta} + \mathbf{v}_\xi \frac{\partial \mathbf{v}_\xi}{\partial \xi} \right) + \mathbf{v}_\xi \left( \mathbf{v}_\xi \sin(i) - \mathbf{v}_\eta \cos(i) \right) \right] = -\frac{1}{R} \frac{\partial P}{\partial \eta} \hat{e}_\eta + \frac{1}{R} \frac{\partial P}{\partial \xi} \hat{e}_\xi + 2\Omega_\phi \mathbf{v}_\eta + \mathbf{v}_\xi \mathbf{v}_\xi + \mathbf{v}_\xi \sin(i)^2, \quad (A15)
\]

\[
\frac{\partial \mathbf{v}_\xi}{\partial t} + \frac{1}{R} \left[ \mathbf{v}_\xi \left( \frac{\partial \mathbf{v}_\xi}{\partial \eta} + \mathbf{v}_\eta \frac{\partial \mathbf{v}_\eta}{\partial \xi} \right) + \mathbf{v}_\eta \left( \mathbf{v}_\xi \sin(i) - \mathbf{v}_\eta \cos(i) \right) \right] = -\frac{1}{R} \frac{\partial P}{\partial \xi} \hat{e}_\xi + \frac{1}{R} \frac{\partial P}{\partial \eta} \hat{e}_\eta - 2\Omega_\phi \mathbf{v}_\eta - \sin(i)^2 \hat{e}_\xi. \quad (A16)
\]
the axisymmetric solution. We assume that the axisymmetric solution is of the type
\[
\rho_c = \text{constant} \quad (A18)
\]
\[
P_c = \text{constant} \quad (A19)
\]
\[
v_c = (\Omega(R) - \Omega_p) \times \mathbf{R} \quad (A20)
\]
where \( \Omega = \Omega \hat{e}_\zeta \). In spiral coordinates we can write:
\[
\mathbf{R} = R \left( \cos(i) \hat{e}_\eta - \sin(i) \hat{e}_\zeta \right) . \quad (A21)
\]
The circular velocity can therefore be written as:
\[
v_{c\eta} = (\Omega(R) - \Omega_p) R \sin(i) , \quad (A22)
\]
\[
v_{c\zeta} = (\Omega(R) - \Omega_p) R \cos(i) . \quad (A23)
\]

A5 Radial spacing between spiral arms

Starting from the spiral arm defined by the relation \( \eta = -\pi \sin(i) \) (black line in Figure A2) and moving along the coordinate \( \eta \) at constant \( \xi \), we meet the next arm after \( \Delta \eta = 2 \pi \sin(i)/m \) (and \( \Delta \xi = 0 \) by definition). Using these in Equations (A5)-(A6), we find the corresponding change in \( R \) and \( \theta \) as we move from one arm to the next:
\[
\log \left( 1 + \frac{L}{R} \right) = \Delta \eta \cos(i) - \Delta \xi \sin(i) = \frac{2 \pi \sin(i) \cos(i)}{m} , \quad (A24)
\]
\[
\Delta \theta = \Delta \eta \sin(i) + \Delta \xi \cos(i) = \frac{\pi \sin(i)^2}{m} , \quad (A25)
\]
where \( L \) is defined as the radial separation between two arms. In the limit \( \sin(i) \ll 1 \) these become
\[
\frac{L}{R} \simeq \frac{2 \pi \sin(i)}{m} , \quad (A26)
\]
\[
\Delta \theta \simeq 0 . \quad (A27)
\]

A6 Approximations

Following Roberts (1969) (see also Balbus 1988) we now approximate the equations of motion under the following assumptions:

(i) The pitch angle is small,
\[
\sin(i) \ll 1 . \quad (A28)
\]

(ii) The velocity \( v_{c\zeta} \sim \Omega R \) is much greater than \( v_{c\xi} \), \( v_{c\eta} \) and \( v_{c\xi} \sim \Omega R \sin(i) \). The latter are all comparable in size. Thus
\[
v_{c\zeta} \sim \Omega R \gg v_{c\xi} \sim v_{c\eta} \sim v_{c\xi} \sim \Omega R \sin(i) . \quad (A29)
\]

(iii) All quantities with subscript 's' vary much faster in the direction \( \hat{e}_\eta \) (with a length-scale \( L \), corresponding to \( \Delta \eta \approx 2 \pi \sin(i)/m \)), than in the direction \( \hat{e}_\xi \) (length-scale \( R \), corresponding to \( \Delta \xi \approx 2 \pi \cos(i) \)). Thus
\[
\partial_\eta \sim \frac{1}{\sin(i)} , \quad \partial_\xi \sim 1 . \quad (\text{spiral quantities}) \quad (A30)
\]

(iv) All quantities with subscript 'c' vary with a length-scale \( R \) in the direction \( R \) (in the other directions they do not vary since they are axisymmetric by definition). According to Equations (A3) and (A4), in order to double \( R \) we need to move by \( \Delta \xi = \log(2)/\sin(i) \) in the \( \xi \) direction (at constant \( \eta \)) or by \( \Delta \eta = \log(2)/\cos(i) \) in the \( \eta \) direction (at constant \( \xi \)). Thus
\[
\partial_\eta \sim 1 , \quad \partial_\xi \sim \sin(i) . \quad (\text{background quantities}) \quad (A31)
\]

(v) The sound speed of the gas is smaller or comparable to the spiral velocities:
\[
c_s \lesssim \Omega R \sin(i) . \quad (A32)
\]
(vi) The strength of the spiral potential is comparable to the spiral velocities squared:

$$\Phi_s \sim [\Omega R \sin(i)]^2.$$  \hspace{1cm} (A33)

As a consequence of the first assumption, we have that the radial spacing between the spiral arms $L$ is much smaller than $R$ (see Equation A26):

$$\frac{L}{R} \sim \frac{2\pi \sin(i)}{m} \ll 1.$$  \hspace{1cm} (A34)

### A7 Local coordinates

We define local $(x, y)$ coordinates centred on a small patch around $R_0$ as follows:

$$x = R_0 \xi,$$

$$y = R_0 \eta.$$  \hspace{1cm} (A35)

The point $(x = 0, y = 0)$ corresponds to the point $(R = R_0, \theta = 0)$. We require the range of $\eta$ to be from one spiral arm to the next, so $\eta = [-\pi \sin(i)/m, \pi \sin(i)/m]$, and the range of $\xi$ to be comparable. Thus we have

$$|x| \lesssim R_0 \sin(i) \ll R_0 \quad |y| \lesssim R_0 \sin(i) \ll R_0.$$  \hspace{1cm} (A37)

Under these approximations, we can rewrite the radius as (see Equation A5):

$$R = R_0 \exp(\eta \cos(i) - \xi \sin(i)),$$  \hspace{1cm} (A38)

$$= R_0 (1 + \eta) ,$$  \hspace{1cm} (A39)

$$= R_0 + x.$$  \hspace{1cm} (A40)

The derivatives with respect to the $(x, y)$ coordinates are

$$\partial_x = \frac{1}{R_0} \partial_\eta,$$

$$\partial_y = \frac{1}{R_0} \partial_\xi.$$  \hspace{1cm} (A41)

The velocities in $(x, y)$ coordinates are the same as in spiral coordinates:

$$v_x = v_\eta,$$

$$v_y = v_\xi.$$  \hspace{1cm} (A42)

### A8 Approximating the continuity equation

We now want to approximate the continuity equation (A14) to leading order in $\sin(i)$. To do this, we first substitute (A17) into (A14) and eliminate all the terms that simplify because the axisymmetric solution (subscript ‘$c$’) also separately satisfies (A14). This gives:

$$\partial_t \rho_c + \frac{1}{R} \left[ \partial_\eta \left( \rho_c v_{\eta c} \right) + \partial_\xi \left( \rho_c v_{\xi c} \right) + \rho_c \left( v_{\eta c} \cos(i) - v_{\xi c} \sin(i) \right) \right]$$

$$+ \frac{1}{R} \left[ \partial_\eta \left( \rho v_{\eta c} \right) + \partial_\xi \left( \rho v_{\xi c} \right) + \rho \left( v_{\eta c} \cos(i) - v_{\xi c} \sin(i) \right) \right]$$

$$+ \frac{1}{R} \left[ \partial_\eta \left( \rho v_{\eta c} \right) + \partial_\xi \left( \rho v_{\xi c} \right) + \rho \left( v_{\eta c} \cos(i) - v_{\xi c} \sin(i) \right) \right]$$

$$= 0.$$  \hspace{1cm} (A43)

We now have to estimate the order of each term according to the relations listed in Section A6 and eliminate the negligible ones. For the terms in the first row of Equation (A43) we have:

$$\partial_\eta \left( \rho_c v_{\eta c} \right) \sim \frac{1}{\sin(i)} \rho_c \Omega R \sin(i) \sim \rho_c \Omega R.$$  \hspace{1cm} (A44)

$$\partial_\xi \left( \rho_c v_{\xi c} \right) \sim \rho_c \Omega R \sin(i)$$  \hspace{1cm} (A45)

$$\rho_c v_{\eta c} \cos(i) \sim \rho_c \Omega R \sin(i)$$  \hspace{1cm} (A46)

$$\rho_c v_{\xi c} \sin(i) \sim \rho_c \Omega R [\sin(i)]^2$$  \hspace{1cm} (A47)

To leading order in $\sin(i)$ we only need to keep $\partial_\eta (\rho_c v_{\eta c})$ (all the others are negligible compared to this). For the terms in the second row we have (remember $\partial_\xi \rho_s \sim \rho_s / \sin(i)$, while $\partial_\xi v_{\eta c} \sim v_{\xi c}$):

$$\partial_\eta (\rho_c v_{\eta c}) = v_{\eta c} \partial_\eta (\rho_c) + \rho_c \partial_\eta (v_{\eta c})$$

$$\sim \rho_c \Omega R + \rho_c \Omega R \sin(i)$$  \hspace{1cm} (A48)

$$\partial_\xi (\rho v_{\xi c}) \sim \rho_c \partial_\xi (v_{\xi c}) + v_{\xi c} \partial_\xi (\rho_c)$$

$$\sim \rho_c \Omega R \sin(i) + \rho_c \Omega R$$  \hspace{1cm} (A49)

$$\rho_c v_{\eta c} \cos(i) \sim \rho_c \Omega R \sin(i)$$  \hspace{1cm} (A50)

$$\rho_c v_{\xi c} \sin(i) \sim \rho_c \Omega R \sin(i)$$  \hspace{1cm} (A51)

$$\rho_c v_{\xi c} \sin(i) \sim \rho_c \Omega R \sin(i)$$  \hspace{1cm} (A52)

Thus we need to keep $v_{\eta c} \partial_\eta (\rho_c)$ and $v_{\xi c} \partial_\xi (\rho_c)$. Proceeding similarly for the third row and approximating $1/R \approx 1/R_0$ everywhere in Equation (A43) (which is correct to leading order in $\sin(i)$, see Equations A40 and A37) we find that Equation (A43) reduces to:

$$\partial_\xi \rho_c + \frac{1}{R_0} \left[ \partial_\eta \left( \rho_c v_{\eta c} \right) + \partial_\xi \left( \rho v_{\xi c} \right) + \Omega(\sin(i)) \right]$$

$$= 0.$$  \hspace{1cm} (A53)

This is the minimal amount of terms that we need to keep. We can however some terms of order $\sin(i)$ to make the final equation appear more familiar while committing a negligible error of $O(\sin(i))$. Going back to Equation (A14), we see that all the terms of order $O(1)$ that appear in Equation (A53) originate from the first two terms inside the square parentheses. Therefore, we can approximate Equation (A14) as:

$$\partial_\xi \rho + \frac{1}{R_0} \left[ \partial_\eta \left( \rho v_{\eta c} \right) + \partial_\xi \left( \rho v_{\xi c} \right) \right] + O(\sin(i)) = 0.$$  \hspace{1cm} (A54)

This equation is equivalent to (A53) to order $O(\sin(i))$, but is more useful because it looks like the normal continuity equation. Finally, we can use (A41) to re-express (A54) in local coordinates as:

$$\partial_\xi \rho + \partial_\xi (\rho v_\xi) + O(\sin(i)) = 0.$$  \hspace{1cm} (A55)

This equation coincides with Equation (2.1c) of Balbus (1988) and with Equation (2) of Kim et al. (2014).

### A9 Approximating the Euler equation

We split the Euler equation (A15) and (A16) into a ‘circular’ and ‘spiral’ component and then approximate to leading order in $\sin(i)$. Substituting (A17) into (A15) and (A16), and eliminating all the terms that simplify because the axisymmetric solution also separately satisfies Equation (A17), we obtain respectively:

$$\partial_\eta v_{\eta c} + \frac{1}{R} \left[ v_{\eta c} \left( \partial_\eta v_{\eta c} \right) + v_{\xi c} \left( \partial_\xi v_{\eta c} \right) \right] - v_{\xi c} v_{\eta c} \sin(i) - v_{\xi c}^2 \cos(i)$$

$$+ \frac{1}{R} \left[ v_{\eta c} \left( \partial_\eta v_{\xi c} \right) + v_{\xi c} \left( \partial_\xi v_{\xi c} \right) \right] = 0.$$  \hspace{1cm} (A56)
So far we have not performed any approximation. We now estimate the relations given in Section A6 we see that all the terms on the right-hand-side of Equation (A56) are of order \(|\Omega R|^2 \sin(i)\), so we have to keep them. We can put \(\cos(i) \sim 1\) in terms (A65) and (A69). To the same order we can also approximate \(v_{\xi q} \sim (\Omega_0 - \Omega_p) R_0 = \text{constant}\) (see Equation A23) in terms (A65), (A67) and (A69), where \(\Omega_0 = \Omega(R_0)\). Putting everything together, we can rewrite Equation (A56) as:

\[
\begin{align*}
\partial_t v_{\eta q} &+ \frac{1}{R_0} \left[ (v_{\eta q} + v_{\eta c}) (\partial_\eta v_{\eta q}) + v_{\xi q} (\partial_\xi v_{\eta q}) \right] \\
&= - \frac{1}{R} \frac{\partial P_c}{\rho} - \frac{1}{R} \frac{\partial \Phi_s}{\rho} + 2\Omega_0 v_{\xi q} + O \left( [\sin(i)]^2 \right).
\end{align*}
\]  

(A70)

Committing a negligible error of order \(O(\sin(i))\) we can add a term \(v_{\xi q} (\partial_\xi v_{\eta q})\) inside the square parentheses, to make the result look more similar to the usual Euler equation in Cartesian coordinates. Using (A17), (A41) and (A42) we can finally rewrite Equation (A56) as:

\[
\begin{align*}
\partial_t v_{\eta q} &+ v_r (\partial_r v_{\eta q}) + v_\theta (\partial_\theta v_{\eta q}) \\
&= - \frac{\partial P_c}{\rho} - \partial_\phi \Phi - 2\Omega_0 v_{\eta q} + q \Omega_0 v_{\eta q} + O \left( [\sin(i)]^2 \right)
\end{align*}
\]

(A71a)

Now we repeat similar calculations for Equation (A57). For the various terms within the square parentheses in this equation we have:

\[
\begin{align*}
v_{\eta q} (\partial_\eta v_{\eta q}) &\sim [\Omega R]^2 \sin(i) \quad (*) \\
v_{\xi q} (\partial_\xi v_{\eta q}) &\sim [\Omega R]^2 \sin(i) \quad (*) \\
v_{\xi q} v_{\eta q} \cos(i) &\sim [\Omega R]^2 \sin(i) \quad (*) \\
v_{\xi q} \sin(i) &\sim [\Omega R]^2 \sin(i) \quad (*) \\
v_{\eta q} (\partial_\eta v_{\eta q}) &\sim [\Omega R]^2 \sin(i) \quad (*) \\
v_{\xi q} (\partial_\xi v_{\eta q}) &\sim [\Omega R]^2 \sin(i) \quad (*) \\
v_{\xi q} v_{\eta q} \cos(i) &\sim [\Omega R]^2 \sin(i) \quad (*) \\
v_{\xi q} \sin(i) &\sim [\Omega R]^2 \sin(i) \quad (*) \\
v_{\xi q} v_{\eta q} \cos(i) &\sim [\Omega R]^2 \sin(i) \quad (*) \\
v_{\xi q} \sin(i) &\sim [\Omega R]^2 \sin(i) \quad (*) \\
v_{\eta q} (\partial_\eta v_{\eta q}) &\sim [\Omega R]^2 \sin(i) \quad (*) \\
v_{\xi q} (\partial_\xi v_{\eta q}) &\sim [\Omega R]^2 \sin(i) \quad (*) \\
v_{\xi q} v_{\eta q} \cos(i) &\sim [\Omega R]^2 \sin(i) \quad (*) \\
v_{\xi q} \sin(i) &\sim [\Omega R]^2 \sin(i) \quad (*) \\
v_{\xi q} v_{\eta q} \cos(i) &\sim [\Omega R]^2 \sin(i) \quad (*) \\
v_{\xi q} \sin(i) &\sim [\Omega R]^2 \sin(i) \quad (*)
\end{align*}
\]

To leading order in \(\sin(i)\) we need to keep terms that are marked with \((*)\). To the same order the derivative in term (A76) can be rewritten as (see Equations A23 and A39):

\[
\begin{align*}
\partial_t v_{\eta q} &\sim (\Omega_0 - \Omega_p) R_0 + \frac{d\Omega}{dR} R_0^2, \\
&= (\Omega_0 - \Omega_p) R_0 - q \Omega_0 R_0, \quad (*) \\
\end{align*}
\]

(A85)

where we introduced the shear parameter

\[
q = \left( \frac{d\log(\Omega)}{d\log(R)} \right)_{R_0}.
\]

(A86)

To the same order term (A78) can be written as:

\[
v_{\eta q} v_{\xi q} \cos(i) \sim v_{\eta q} (\Omega_0 - \Omega_p) R_0.
\]

(A87)

To the same order we can put \(\cos(i) \sim 1\) in term (A78) and approximate \(1/R \approx 1/R_0\) everywhere in Equation (A57). The terms with \(P_c\) and \(\Phi_s\) on the RHS of Equation (A57) are of order \([\Omega R]^2 \sin(i)\) and could be neglected, but we keep them, committing a negligible error of order \(O(\sin(i))^2\). We also keep terms (A77) and (A81) committing negligible errors. Putting everything together and using (A17), (A41) and (A42) we find:

\[
\begin{align*}
\partial_t v_{\eta q} + v_r (\partial_r v_{\eta q}) + v_\theta (\partial_\theta v_{\eta q}) \\
&= - \frac{\partial P_c}{\rho} - \partial_\phi \Phi + 2\Omega_0 v_{\eta q} + q \Omega_0 v_{\eta q} + O \left( [\sin(i)]^2 \right)
\end{align*}
\]

(A88a)

Equations (A71) and (A88) agree with Equations (2.1a) and (2.1b) of Balbus (1998) and with Equation (3) of Kim et al. (2014). Some remarks:

(i) Despite velocities \(v_r\) and \(v_\theta\) being in the frame rotating at \(\Omega_0\), the Coriolis term that appears in Equations (A71) and (A88) is calculated using \(\Omega_0\), not \(\Omega_p\).

(ii) In deriving Equations (A55), (A71), and (A88), we have not expanded to first order in the quantities with subscript ‘s’, as we would have done in a standard linear analysis. Indeed, we have kept

\[
(\text{MNRA} 000, 000-000 (0000))
\]
quadratic terms such as \( v_{xx} (\partial_y v_{xx}) \), which we would not have kept in a linear analysis. Instead, the small parameter in the present expression is \( \sin(i) \).

(iii) In solving Equations (A55), (A71), and (A88), the circular velocity \( v_{\circ} \) must be specified, because it enters through the terms \( v_x = v_{\circ x} + v_x \) and \( v_y = v_{\circ y} + v_y \). However, in all instances in which \( v_{\circ} \) appears, it can be considered a constant. This can be shown by considering one by one the various terms that contain it. For example, in Equation (A71) we have the term

\[ v_y (\partial_y v_{\circ x}) = v_y (\partial_y v_{\circ x}) + v_y (\partial_y v_{xx}) \].

(A89)

The circular velocity can be expanded as (see Equations A23):

\[ v_{xx} = v_{c0} + O \left( (\sin[i])^2 \right) \] \hspace{1cm} (A90)

\[ v_{xy} = v_{c0} + O \left( (\sin[i]) \right) \] \hspace{1cm} (A91)

where

\[ v_{c0} = (\Omega_0 - \Omega_p) R_0 \sin(i) \] \hspace{1cm} (A92)

\[ v_{c0} = (\Omega_0 - \Omega_p) R_0 \] \hspace{1cm} (A93)

are the circular velocities at \( R = R_0 \). Since according to the relations in Section A6 we have \( (\partial_y v_{xx}) = (1/R_0) [\partial_x (v_{xx})] \sim \Omega R \sin(i) \), when we substitute (A91) into the first term on the right hand side of (A89) we obtain:

\[ v_y (\partial_y v_{xx}) = v_{c0} (\partial_y v_{xx}) + O \left( (\sin[i])^2 \right) \].

(A94)

When we put this back into (A89) and then into (A71), we see that we can approximate \( v_{xx} \approx v_{c0} \) to the same level of approximation under which (A71) is valid, i.e., \( O \left( (\sin[i])^2 \right) \). Repeating the same argument with all the terms in which \( v_{xx} \) and \( v_{xy} \) appear in Equations (A55), (A71), and (A88), one sees that we can approximate everywhere \( v_{xx} \approx v_{c0} \) and \( v_{xy} \approx v_{c0} \).

A10 Final equations

We now re-express the equations in the form used in the main text. Equation (A55) is already in the same form as (2). To bring Equations (A71) and (A88) in the form (1), note that as specified in item (iii) in Section A9 above we can consider \( v_{\circ} \) to be a constant everywhere in these equations. So we can replace \( v_{\circ} \) with \( v \) in all terms containing a derivative, and we can substitute \( v_{xx} = v_x - v_{c0} \) and \( v_{xy} = v_y - v_{c0} \) (see Equations A92 and A93). We arrive at:

\[ \partial_t v + (v \cdot \nabla) v = q \Omega_0 v_x \hat{e}_y - \frac{\nabla P}{\rho} - \nabla \Phi_x - 2 \Omega_0 \times v + G \] \hspace{1cm} (A95)

where \( G \) is a constant given by:

\[ G = 2 \Omega_0 (\Omega_0 - \Omega_p) R_0 \left( \sin(i) \left( 1 - \frac{q}{2} \right) \hat{e}_y - \hat{e}_x \right) \].

(A96)

Now we perform the following Galilean transformation to put ourselves in a frame that moves along the spiral arm with a speed equal to the circular velocity:

\[ x' = x, \hspace{0.5cm} y' = y - v_{c0} t, \hspace{0.5cm} t' = t \] \hspace{1cm} (A97)

Equation (A55) is invariant under this transformation and remains unchanged. All terms in Equation (A95) are invariant except the last two, which substituting \( v_y = v'_y + v_{c0} \) become:

\[ -2 \Omega_0 \times v + G = -2 \Omega_0 \times v' + 2 \Omega_0 v_{c0} \sin(i) \left( 1 - \frac{q}{2} \right) \hat{e}_y \].

(A98)

Therefore the final Euler equation becomes:

\[ \partial_t v + (v \cdot \nabla) v = q \Omega_0 v_x \hat{e}_y - \frac{\nabla P}{\rho} - \nabla \Phi_x - 2 \Omega_0 \times v + F \left( 1 - \frac{q}{2} \right) \hat{e}_y \] \hspace{1cm} (A99)

where we have dropped the primes for simplicity and \( F \) is a constant given by:

\[ F = 2 \Omega_0 (\Omega_0 - \Omega_p) R_0 \sin(i) \] \hspace{1cm} (A100)

Equation (A99) coincides with Equation (1).

APPENDIX B: NUMERICAL SOLUTION OF THE STEADY STATE EQUATIONS

Here we describe the numerical procedure used to solve Equations (6) and (7). We use the ‘shooting method’ (e.g. Press et al. 2007). Our procedure is similar to those of Shu et al. (1973) and Kim et al. (2014).

As mentioned in the main text, we are interested in solutions that contain a shock. These solutions must contain a sonic point \( s_0 \), defined as the point where \( v_x(s_0) = c_s \). We do not know the position of the sonic point a priori, so we take an initial guess for the position of the sonic point. We then determine the velocity \( v_x(s_0) = \nu_x(s_0)/\Omega_0 \) at the sonic point by using the fact that Equation (6) should not be singular at the sonic point.

We use these initial values of \( v_x \) and \( v_y \) to integrate the differential equation both in the backward and forward directions starting from the sonic point \( s_0 \) (see Fig. B1). Next, we determine if there is a point where the shock jump conditions are satisfied. There are two jump conditions: (i) the component of the velocity parallel to the shock is continuous at the shock, \( v_{x+} = v_{x-} \); (ii) there must be jump in the perpendicular component such that \( v_{x+} - v_{x-} = c_s^2 \). Here, \( v_{x+} \) and \( v_{x-} \) indicate the velocities just before/after the shock. We first check whether there is a point that quantities, assuming that quantities are periodic with period \( L_x \). If there is a point where this condition is satisfied, then we check the second condition. If both conditions are satisfied within a given tolerance \((-10^{-6}) \) we stop the procedure and we have found a solution. Otherwise, we change the guess for the sonic point and repeat the procedure until the jump conditions are met.

APPENDIX C: INITIAL NOISE

Here we discuss in more details the random noise that we introduce to accelerate the onset of the instability and save computational time. We perturb the initial density according to

\[ \rho(x,y,t = 0) = \rho_0(x) \left( 1 + h(x,y) \right) \] \hspace{1cm} (C1)

where \( \rho_0(x) \) is the density of the steady states described in Section B and \( h(x,y) \) is a random noise calculated as follows. We write

\[ h(x,y) = \sum_{(k,l)} H_{kl} \exp \left[ i 2 \pi \frac{xk}{N_x} + \frac{yl}{N_y} \right] \] \hspace{1cm} (C2)

where \( N_x \) and \( N_y \) are the number of grid points in \( x \) and \( y \) directions respectively and \( k \in \{0,1,2, ... , N_x - 1, N_x \}, l \in \{0,1,2, ... , N_y - 1, N_y \} \). We write \( H_{kl} = |H_{kl}| \exp(i \theta_{kl}) \) and draw the amplitudes \( |H_{kl}| \) from a normal distribution with mean \( \mu = 0 \) and standard deviation \( \sigma = 0.01 \), and the phases \( \theta_{kl} \) from a uniform distribution between 0 and \( 2\pi \). In this way we obtain white noise with an amplitude of roughly \( |h(x,y)| \approx 4\% \). The initial noise is visible for example in the initial conditions shown in the top-left corner of Figure 1.
Figure B1. An example numerical solution to Equations (6) and (7). These steady state solutions are used as initial conditions for our simulations. For this example, $q = 0, L_x = 1, c_s = 0.7$ and $\Phi_0 = 0.25$. The top panels show the final solution as solid lines, and the discarded continuations of the forward and backward integrations as dashed lines. The red dotted line is the sound speed. The bottom panels illustrate the fulfillment of Rankine-Hugoniot jump conditions.