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This first-of-its-kind paper presents a novel approach named PASAD that detects changes in perceptually fluent speech acoustics of young children. Particularly, analysis of perceptually fluent speech enables identifying the speech-motor-control factors that are considered as the underlying cause of stuttering disfluencies. Recent studies indicate that the speech production of young children, especially those who stutter, may get adversely affected by situational physiological arousal. A major contribution of this paper is leveraging the speaker’s situational physiological responses in real-time to analyze the speech signal effectively. The presented PASAD approach adapts a Hyper-Network structure to extract temporal speech importance information leveraging physiological parameters. In addition, a novel non-local acoustic spectrogram feature extraction network identifies meaningful acoustic attributes. Finally, a sequential network utilizes the acoustic attributes and the extracted temporal speech importance for effective classification. We collected speech and physiological sensing data from 73 preschool-age children who stutter (CWS) and who don’t stutter (CWNS) in different conditions. PASAD’s unique architecture enables visualizing speech attributes distinct to a CWS’s fluent speech and mapping them to the speaker’s respective speech-motor-control factors (i.e., speech articulators). Extracted knowledge can enhance understanding of children’s fluent speech, speech-motor-control (SMC), and stuttering development. Our comprehensive evaluation shows that PASAD outperforms state-of-the-art multi-modal baseline approaches in different conditions, is expressive and adaptive to the speaker’s speech and physiology, generalizable, robust, and is real-time executable on mobile and scalable devices.

1 Introduction

Approximately 5 percent of all children go through a period of stuttering, and 1 percent suffer from long-term stuttering [6]. Stuttering first emerges in preschool years and, for those children who develop chronic stuttering, it can lead to life-long adverse consequences and compromised wellbeing [18]. Although stuttering is characterized by audible speech disfluencies that disrupt ongoing speech production and break the rhythm of speech, it has long been proposed that these disruptions are the result of underlying differences in speech-motor-control (SMC) processes [8] that are present in the fluent speech of people who stutter (e.g., [44, 83]).

Speech scientists or clinicians aim to improve the stuttering individual’s SMC, which is impacted by the speaker’s articulators, such as jaw or tongue position. The current SMC measuring process is manual, done only through fluent speech repetitions of fixed phrases [82, 85], and then comparing the spectral attributes’ deviation across all repeats. It is only an aggregated measure, cannot evaluate spontaneous speech, and needs manual effort from trained individuals. Hence, there is a critical need for an automated approach to identify and visualize the fine-grain, second-by-second, and personalized deviation in the spectral-parameters-of-interest (i.e., speech features/attributes discussed in section 7.2) of a stuttering individual’s fluent speech from others.

Importantly, preschool-age is when children rapidly develop their language and SMC. Several studies [24, 28, 96] have established that early-age interventions are highly effective and more frequently result in permanent remissions of stuttering [26, 27]. Thus, this study is interested in examining (i.e., detecting and visualizing the differences in) perceptually fluent speech of children who stutter (CWS) and don’t stutter (CWNS).

However, unlike stuttering or speech disfluency detection tasks, the difference in fluent speech between CWS and CWNS is subtle and perceptually indifferentiable, making this paper’s task challenging; and conventional machine learning (ML)-based speech analytics approaches fail to achieve high efficacy (table 2).
Interestingly, speech science studies have shown that situational physiological responses (i.e., arousal) affect children’s SMC, and such effect is even prominent in CWS’s SMC [9, 12, 31, 33, 99]. A recent work [74] showed that CWS indeed show fine-grain, second-by-second differences (not necessarily always higher) in situational arousal responses than their non-stuttering peers. Notably, arousal is a continuous and persistent state that measures the intensity of the affective state ranging from calm to highly excited or alert [16]. Based upon these findings, a major contribution of this work is our use of the speaker’s situational physiological arousal in real-time to analyze the speech signal effectively, which we demonstrate significantly improves the accuracy of classifying perceptually fluent speech as coming from CWS or CWNS.

Conventional sequential classifiers (e.g., LSTM, GRU) used in speech analysis literature [68, 76] use an identical set of network weights in each timestamp. However, children’s speech acoustic get affected by their psychophysiology [9, 12, 33, 99], meaning each timestamp’s acoustic analysis should be adaptive to the speaker’s physiological response on that timestamp, that the conventional classifiers’ static network weights fail to facilitate.

The paper presents a first-of-its-kind Psychophysiology aided Speech Attribute Detection (PASAD) approach that differentiates perceptually fluent speech from CWS vs. CWNS. PASAD presents a unique HyperNetwork [42] adaption (section 5.2) that leverages the speaker’s real-time psychophysiological parameters to update a sequential speech classifier’s network weights dynamically. Hence, the classifier has a new set of weights at each timestamp, meaning it can focus on (i.e., analyze) different aspects of speech acoustic conforming to the speaker’s real-time psychophysiology.

We use a Mel-spectrogram representation of speech and, following speech science literature, use a robust (and unbiased) change-score representation of physiological parameters as psychophysiological features (section 4.1). Spectrogram features are distributed over different time and frequency ranges. Conventional convolution layers only capture feature-relations within a small neighborhood (i.e., the area of a kernel). Thus, they require a deep network structure to capture the features-relations in farther locations, which is difficult for limited data applications typical in the speech health domain. PASAD uses a novel speech spectrogram embedding extraction network block (section 5.3) that effectively captures the long-range spatial-temporal relations of different frequencies across time. Such speech attributes are effective in understanding the important frequency bands (i.e., formants), ergo, the SMC differences (sections 7).

Later, utilizing machine learning (ML) interpretation techniques, we visualize the distinct speech attributes of CWS that are indicative of their SMC differences from the CWNS. Conventional sensor data integration approaches concatenate the multi-modal sensing data within their network architectures and generate inferences utilizing the integrated information. Hence, it is difficult to identify the independent contribution of one modality from such architectures utilizing ML interpretation techniques. PASAD’s unique architecture utilizes only speech information for classification inference generation, enabling using ML interpretation techniques like Kernel SHAP [57] to extract and visualize the distinct speech attributes present in CWS’s speech and their corresponding SMC factors (discussed in sections 5 and 7).

In summary, the contributions of this paper are:

- **Paper’s Task**: This is the first work that enables automated, fine-grain, second-by-second, and personalized deviation detection and visualization in the spectral-parameters-of-interest (discussed in section 7.2) of a CWS’s ‘fluent speech’ from others. The presented approach is not constrained by fixed phrases and works for spontaneous speech. Only a limited number of studies in speech literature evaluated pre-school children’s speech. It is the age at which children rapidly develop their language, SMC, and emotion regulation and when the interventions are most effective, making the presented paper’s findings highly impactful.

- **Classification**: Presented first-of-its-kind PASAD approach uses a novel ‘speech spectrogram embedding extraction block’ that extracts meaningful long-range spatial-temporal relations of speech frequencies
as attributes from each timestamp’s speech, where the developed novel Hyper-LSTM unit (section 5.2) dynamically prioritizes the attributes taking the speaker’s real-time psychophysiology into account.

PASAD utilizes the speaker’s physiological response for effective acoustic analysis, and it makes CWS vs. CWNS classification decisions using only speech information (detail discussion is in section 6.6); ergo, it is not a multi-modal sensor data integration approach, rather a unique speech analysis approach that leverages multi-modal information, which means multi-modal approaches are not PASAD’s competitors or true baseline. However, for a comprehensive comparison, this paper compares PASAD with multiple multi-modal classifiers taking both speech acoustics and physiological parameters as input, and speech-classifiers only taking speech acoustics as input; all of which PASAD outperforms (section 6.1). PASAD’s higher performance demonstrates that it can effectively leverage the dynamic nature of speech attributes conforming to the stuttering speaker’s situational emotional reactivity.

- Our comprehensive evaluations demonstrate that PASAD is expressive and adaptive to speaker’s speech and physiological parameter changes (section 6.6), it utilizes only speech information in the class inference generation (section 6.6), it is generalizable to different unseen age and sex groups (section 6.7) and is real-time executable in resource constraint devices, such as jetson nano and smartphones (section 6.8).

- Datasets: To our knowledge, no existing dataset contains both speech and physiological parameters of CWS and CWNS. We collected two first-of-their-kind datasets, ‘stress-speech dataset’ and ‘narrative-speech dataset’ comprising CWS and CWNS’s perceptually fluent speaking and physiological parameters in stressful condition and spontaneous narration task, respectively. The narration task is linguistically and cognitively demanding since the children develop new contexts and articulate them in speech. It may elicit different physiological responses in CWS vs. CWNS [100]. Two datasets comprise pre-school age 73 participants (34 CWS and 39 CWNS). Each dataset contains children’s speech and their physiological parameters: electrodermal activity (EDA), heart rate (HR), respiratory rate (RSP-rate), and respiratory amplitude (RSP-amp). Notably, the physiological parameters of the datasets and their difference between CWS and CWNS have recently been published in our previous work. However, the speech content, which is the focus of this paper, is unique and yet unpublished; notably, anonymized data will be made public with the published paper.

- Visualization: PASAD’s unique architecture enables extraction and visualization of distinct speech attributes present in CWS’s speech. It is important to note that we adhere to the speech representations or features evaluated in speech-science so that speech scientists or clinicians can use PASAD’s visualizations. Our discussion in section 7.3 demonstrates that the speech articulators (e.g., jaw, tongue), i.e., the SMC factors responsible for a CWS’s fluent speech (i.e., spectral-parameters-of-interests’) deviation are identifiable from our visualization. The presented PASAD and its visualization would enable remote, continuous, and real-time assessment of stuttering children’s speech articulation and SMC and may lead to personalized interventions.

**Rest of the paper is organized as follows**: Section 2 discusses the related work and background on stuttering individuals’ speech and physiological parameters. Section 3 discusses the dataset and data collection procedures. Section 4 discusses the data preprocessing and feature extractions. Section 5 presents the developed PASAD approach. A comprehensive evaluation of the PASAD approach and its characteristics are discussed in section 6. Section 7 presents the ML interpretation generation of PASAD’s inferences, and provides a detailed interpretation discussion. Lastly, sections 8 and 9 summarize the study observations, broader impact and give a conclusion.

2 Related Work and Background Discussion

**Studies in Speech Science.** Physiological arousal-related differences in SMC have been observed in the adults who stutter (AWS) and don’t stutter (AWNS) [9, 19, 47, 84]. However, the knowledge of the effects of arousal on the AWS cannot be extended to young children as they undergo rapid development of many vital processes (e.g.,
cognitive growth, emotional regulation, and language acquisition) in their preschool-age years. Preschool age is also characterized by immature SMC that continues to develop well into the school-age years [78, 91]. Given the immature SMC and less developed emotion regulation skills of preschool-age children, they may experience greater effects of physiological arousal on their speech than adults. Yet, to our knowledge, only limited research examined the effects of physiological arousal on the speech characteristics of young children. According to a recent study [82], CWS demonstrate less mature SMC (i.e., less stable speech construction) than CWNS in emotionally arousing states. Despite this emerging evidence, the effects of emotional processes on perceptually fluent speech in CWS and CWNS are still not well understood. Moreover, though the above-mentioned studies established that on the aggregated level (through statistical analysis), CWS and CWNS show a difference in SMC while fluently repeating specific phrases, specifically in high-arousal situations; the presented study is the first to develop automated, second-by-second, and personalized assessment approach, and extends the previous findings by establishing the presence of SMC deviations even in the CWS’s spontaneous speech.

**Machine Learning on Stuttering Speech Studies** State-of-the-art ML studies on the stuttering population focus on detecting various stuttering disfluency events, such as repetition and prolongation of sounds/syllables, tension-filled pauses, and interjections. Ravikumar et al. [63, 64] evaluated MFCC speech features and SVM classifier to detect syllable repetitions. Recent studies are leveraging deep learning approaches. Kourkounakis et al. [50] developed a residual network (ResNet) and Bidirectional LSTM model, which took spectrogram as input to detect stuttering events. Another study [75] utilized a time-delay neural network (TDNN) taking MFCC features to detect stuttering events. The majority of the stuttering speech processing works have used the UCLASS dataset [46]. It contains reading, monolog, and conversation speech containing stuttering events (e.g., repeating parts of words, stretching a sound out for a long time, or having a hard time getting a word out) from participants aged 5 to 47 years. Unlike the UCLASS dataset, the data used for this paper are perceptually fluent speech from preschool-age CWS and CWNS (3-5 years of age). To the best of our knowledge, no study has developed ML classification approaches to differentiate perceptually fluent speech of CWS vs. CWNS.

**Speech Features in Stuttering and Arousal Studies** Speech science studies have evaluated the fundamental frequency $F_0$ and the first four formant frequencies to examine the SMC both in emotional stimuli scenarios and for stuttering individuals.

The fundamental frequency $F_0$ approximates the periodicity of vibration of the speaker’s vocal cord [39, 40]. Studies reported that $F_0$ contains information about the speaker’s emotional state [34, 43, 62]. Stuttering and non-stuttering adults show difference in $F_0$ while fluently uttering vowels [60, 69]. Notably, lower SMC is positively correlated with higher $F_0$ variability [66].

Formants are resonance frequencies of the vocal tract. Formants are measured as peak points of the amplitude in the frequency spectrum (discussed in section 4.2). Formally they are indicative of time-dependent positions of speech articulators, e.g., tongue, lips, velum, and jaw [52, 59].

Studies have shown that stress stimuli cause pharyngeal constrictions and shorting of the vocal track in AWS. This leads to a rise in the first formant and a fall in the second formant values and narrow formant bandwidths [10, 62, 71]. Additionally, the difference in the first formant is observed in AWS vs. AWNS’s speech in stress conditions [19]. Second formant frequency fluctuation reflects vocal tract stability [35] as it relates to the tongue position in the mouth. It has been used to assess motor control of stuttering adults [65], and children [13]. Studies [70] have found significant differences in the second formant values for vowels and third formant frequency fluctuations [36] between the neutral and aroused utterances. Hence, the formants are important features in a stuttering individual’s speech analysis.

Additionally, Mel-frequency cepstral coefficient (MFCC) and zero crossing rate (ZCR) features have been leveraged in speech emotion detection [51, 61, 68] of CWS and CWNS.

**Physiological Parameters in CWS vs. CWNS** There is limited research that examines the physiological parameters of CWS vs. CWNS. Recent studies [74, 81, 100] have shown significant skin conductance (EDA), heart
rate (HR), and respiratory effort (RSA) differences in CWS and CWNS in different conditions. A recent study [81] showed that during stress-inducing conditions, the CWS exhibited a higher heart rate (HR) and a lower RSA than the CWNS. A study [89] on AWS has developed a multi-layered perceptron (MLP) neural network-based stuttering disfluency event classification system that takes respiration signals as input. On the contrary, this first-of-its-kind study leverages CWS and CWNS’s physiological parameters in ML classifiers to understand their normally fluent speech differences.

3 Dataset Description and Collection Procedure

We collected data from preschool-age children in two settings. Due to the nature of the tasks the participants were engaged in, we refer to the first setting dataset as the “stress-speech dataset” and the second dataset as the “narrative-speech dataset” throughout the manuscript. Data collection with this very young population can be difficult as they may refuse to do tasks. Presented clinical data collection took multiple years for our multi-disciplinary team.

Participants Description: Participants were between 3-5 years of age. The X University Institutional Review Board approved the study. Informed consent by parents and verbal assent by children were obtained. Participants’ speech and language skills were assessed using standardized speech articulation and language measures. Participants’ speech fluency was assessed to diagnose developmental stuttering using evidence-based diagnostic criteria [95]. All participants had English as their primary language, age-appropriate speech articulation, and language scores, and passed a pure-tone hearing screening.

Stress-speech Dataset has 38 participants. 18 children (16 males and 2 females, mean age 4 years 5 months) were CWS, and 20 were CWNS (17 males and 3 females, mean age 4 years 6 months). Narrative-speech Dataset has 35 different participants. 16 children (13 males and 3 females, mean age 3 years 11 months) were CWS. Other 19 were CWNS (12 males and 7 females, mean age 4 years 1 month).

Extracted Physiological Sensors and Parameters: The respiratory, electrodermal, and cardiac activity were acquired simultaneously using the Biopac MP150 hardware system [1] and acqknowledge software (ver. 4.3 for PC, Biopac). Hypoallergenic electrodes were attached to the skin of the distal phalanges of the participants’ index and middle finger of the left hand for the acquisition of electrodermal activity (EDA) and to the skin at the suprasternal notch of the rib cage and at the 12th rib laterally to the left for the acquisition of the electrocardiogram (ECG) [88]. A strain gauge transducer designed to measure respiratory-induced changes in thoracic or abdominal circumference (model TSD201, Biopac Systems, Inc.) was used to record respiratory effort (RSP). The transducer was positioned around the participants’ chest. All signals were sampled at 1250 Hz. We extract the respiratory rate (RSP-rate) and respiratory amplitude (RSP-amp) [72] from raw RSP signal and heart rate (HR) from raw ECG signal. Hence, the raw physiological parameters extracted and utilized are EDA, HR, RSP-rate, and RSP-amp.

Extracted Speech Signal: In each of the data collection setups, a Shure sm58 microphone [5] was positioned approximately 50 cm (1.64 feet) from the participant’s mouth to record the participant’s speech. The speech was collected with a 10kHz sampling rate.

3.1 Sensor Data Collection Procedure

Both datasets’ data collection comprised a baseline and an experimental condition; the baseline was the same in both.

Baseline Condition (Common): For both datasets, to establish a pre-experimental baseline for each participant’s resting psychophysiological parameters, participants viewed an animated screensaver of a three-dimensional fish tank for four minutes. This procedure has been successfully implemented in prior studies to establish baseline psychophysiological levels in preschool-age children [48].
**Stress-speech Experimental Condition:** This data collection session lasted approximately 10 minutes. Participants were shown 10 negatively-valenced pictures from the International Affective Picture System [53] and were asked to repeat a simple phrase "Buy Bobby a puppy" (BBAP) three times after each picture shown. Participants (both CWS & CWNS) did not show any stuttering events during this task, and their speech was entirely fluent.

**Narrative-speech Experimental Condition:** The session lasted approximately 12 minutes and comprised a picture description task. Participants were shown pictures from a wordless storybook (Frog Goes to Dinner by Mayer [58]). To keep the narrative elicitation procedure consistent between participants, the examiner was only allowed to prompt the participant by saying, "Let’s look at this picture. Tell me what is happening here." CWS participants did show some stuttering events during this task, but they were infrequent. On avg., 97% of their words were produced fluently. This study evaluated only the fluent speech portions.

4 Features Extraction

In the stress-speech dataset, each BBAP utterance takes 3-5 sec. Since, during SMC assessment, the existing speech science studies evaluate complete utterances, to be consistent, this paper detects CWS vs. CWNS speech from 5 sec windows. During stress-speech dataset evaluation, each 5 sec window comprises one BBAP utterance. Since narrative-speech is spontaneous, we segmented the 12 min experimental session (section 3.1) into 5 sec windows, eliminated all silent windows and windows containing stuttering/speech-disfluency events, and evaluated the rest. From the stress-speech dataset, a total of 1117 non-overlapping 5 sec windows (581 from CWS and 596 from CWNS), and from the narrative-speech dataset, 3771 non-overlapping 5 sec windows (1648 from CWS and 2123 from CWNS) were extracted. Each of the 5 sec speech and physiological signal was divided into 19 segments with 500 ms duration and 250 ms overlap, and physiological (section 4.1) and acoustic (section 4.2) features are extracted from the 500 ms segments.

4.1 Physiological Features

Two categories of physiological features: (a) raw features and (b) changed-score features are extracted from the 500 ms segments. The presented approach uses change-score features as the input physiological feature representation.

**Raw physiological features:** Following the previous studies [51, 61, 68], we consider the low-level descriptor (LLD) features: heart rate (HR), electrodermal activity (EDA), respiratory rate (RSP-rate), and respiratory amplitude (RSP-amp) from each 500 ms segments (sections 2 & 3). Six high-level descriptors (HLD) functionals: min, max, std, var, mean, and median are applied on the LLDs to extract the feature representation of each 500 ms segment. In total, we extract $19 \times 24$ raw physiological features from the 5 sec event detection window.

**Change-score Features:** Following studies on CWS’s physiological response [49, 74], we extract change-scores of HR, EDA, RSP-amp, and RSP-rate LLD features from each 500 ms segment. Change-scores are the differences between the 500 ms physiological signal segments in different speech conditions from the same individual’s avg. physiological signal in the baseline (i.e., resting) condition. In this study, the differences (i.e., change-scores) are measured by two matrices: cosine similarity and the euclidean distance. For each of the four LLD features HR, EDA, RSP-amp, and RSP-rate, we calculate two difference measures, totaling eight change-score features extracted from each 500 ms segment. We extract $19 \times 8$ change-score features from the 5 sec window.

An individual may have an above-average physiological response (e.g., HR, EDA) in the baseline condition. However, a classifier trained on raw physiological features would be unaware of such exceptions and infer the individual’s neutral state as a stress state. The change-score features eliminate such biases.
4.2 Acoustic Features

The presented approach extracts a Mel-spectrogram from each 500 ms segment and detects 5 sec speech categories (CWS vs. CWNS) from the sequence of 19 spectrograms. To compare with speech literature, we also extracted and evaluated raw acoustic features.

4.2.1 Mel-Spectrogram The spectrogram represents the speech’s strength (i.e., energy) over time at various frequencies. We extract a Mel-spectrogram from each 500 ms audio segment. It represents the acoustic signal on the Mel scale. The Mel Scale is a logarithmic transformation of a signal’s frequency, such that sounds within an equal distance on the Mel Scale are perceived as equal to humans. State-of-the-art acoustic analysis studies [15, 32, 79] suggested that the use of Mel-spectrogram leads to improved accuracy than the conventional spectrograms. During the time-to-frequency domain transformation, the length of the FFT window is 2048 sample points, and the hop length is 512 sample points. The desired frequency resolution governs the choice of FFT bins. Short-term spectral measurements are carried out for smaller window sizes of 20 ms [14, 29]. This controls the trade-off between the time and frequency resolution for the signal.

![Fig. 1. Mel-spectrogram for a 5 sec speaking window](image)

Fig. 1 shows a Mel-spectrogram of a 'Buy bobby a puppy' utterance from a participant in the stress-speech dataset. Time and frequency are along the horizontal and vertical axis. Amplitude is represented by the dark-to-bright color, where the brighter pixels represent higher amplitude regions.

Mel-spectrogram contains information about the acoustic features studied by speech pathologists. For example, the 250-400Hz region represents the children’s speech fundamental frequency $F_0$ information. Formants are seen as the bright bands on the Mel-spectrogram. They are the peak points of the amplitude in the frequency spectrum. Formally they are indicative of time-dependent positions of speech articulators, e.g., tongue, lips, velum, and jaw [52, 59]. The first two formants are highlighted in the bounding boxes in Fig. 1. These formants and their relations represent speech signal characteristics, such as fundamental frequency $F_0$, speech formants distribution, etc. At each timestamp, a Mel-spectrogram from a 500 ms speech signal is input to the detection network’s 'Feature-Extractor’ block (section 5.3).

4.2.2 Raw Acoustic Features: This paper also evaluates the efficacy of using raw acoustic features. The first 13-Mel-frequency cepstral coefficient (MFCC), Zero crossing rate, fundamental frequency, and first four formant frequencies, and their delta coefficients extracted from each 500 ms speech segment as the low-level descriptor (LLD) features. Next, the 6 high-level descriptors (HLD) functionals: min, max, std, var, mean, and median are applied to the LLDs to extract the feature representation of the 500 ms segment.
Methodology: Psychophysiology-aided Speech Attribute Detection (PASAD)

This section presents our approach. An overview of PASAD’s network architecture design choices that enable dynamic extraction of temporal speech importance according to the speaker’s situational physiological response and visualization of the independent contribution of speech attributes in differentiating fluent speech of CWS vs. CWNS is discussed below. In later sections 5.2-5.5, different components of PASAD are discussed in detail.

5.1 Overview of the PASAD Approach and Design Choices

PASAD utilizes a novel Hyper-LSTM unit (shown in Fig. 2b) that includes four components: reference-extractor, feature-extractor, auxiliary LSTMaux, and main LSTMmain. At each timestamp t, the feature-extractor and the reference-extractor block generate the embeddings of the 500 ms spectrogram and psychophysiological parameters. Notably, CWS vs. CWNS classification inferences generating main-LSTMmain takes only the spectrogram embedding as input.

Conventional LSTM network unit [22] comprises four gates. The forget gate \( W_f \) decides how much information from the previous timestamps should be kept. Both input gate \( W_i \) and new-memory gate \( W_g \) quantify the importance of the new input \( x_t \) at timestamp \( t \) and updates the cell state \( c_t \) accordingly. The output gate \( W_o \) decides the new hidden state \( h_t \), considering \( c_t, h_{t-1}, \) and \( x_t \). Combined, these gates identify the importance of the input \( x_t \) compared to the overall sequential data. These gate weights are learned during training, and they are fixed across timestamps during evaluation. Hence, LSTM is incapable of dynamic input importance extraction.

In the presented Hyper-LSTM unit (Fig. 2b), the gate weights of LSTMmain are flexible. At each timestamp, the auxiliary LSTMaux takes the psychophysiological parameters and spectrogram embedding to dynamically generate the LSTMmain’s gate weights for that corresponding timestamp. This means that the LSTMmain network generates the class inferences, taking fluent speech spectrograms as input, where the LSTMmain’s gate weights that identify each timestamp’s speech information importance are adaptive and generated utilizing the speaker’s physiological parameters (i.e., indicative to their arousal states). Therefore, PASAD performs classification utilizing only speech information (further discussed in section 6.6). However, dynamic LSTMmain-gate-weight generation enables important speech acoustic information extraction adaptive to the speaker’s real-time psychophysiology, hence resulting in better CWS vs. CWNS classification performance. Such architecture enables applying SHAP on the LSTMmain network and identifying the importance of different frequencies (and corresponding amplitudes) across time from the fluent speech spectrogram in differentiating CWS vs. CWNS (section 7).

Another contribution of the presented approach is the effective spectrogram embedding generation. The presented Feature-Extractor block (section 5.3) is a novel integration of a non-local network followed by convolution layers that extracts the pairwise and unary relations of all frequencies across time.

PASAD’s overall architecture is a bi-directional HyperNetwork structure shown in Fig. 2a. The components of the network are discussed below.

5.2 Hyper-LSTM Unit

Recurrent neural networks (e.g., RNNs, LSTMs) have been used in literature to capture the sequential temporal patterns of speech [56, 92]. LSTM can be viewed as a forward neural network that has the same weight at each layer. While weight-sharing between layers allows LSTM to share information across time and analyze sequential data, it has limited expressiveness/adaptability. HyperLSTM [42] overcomes the limitation by utilizing an auxiliary LSTM to dynamically generate the weights used by the main LSTM at each timestamp and for each input sequence. Hence, it generates the abstraction of having different weights at each layer adaptive to the input sequence.

Since the variation of speakers’ arousal affects the speech characteristics, it is crucial to extract salient speech patterns contingent on their physiological parameters in different timestamps for effective speech attribute
classification. In the presented HyperLSTM structure (Fig. 2a) at each timestamp, the \( LSTM_{\text{main}} \) takes the speaker’s physiological parameters and speech spectrogram representations \((P_i, S_i)\) as input and generates the hidden state \( \hat{h}_t \) that is used to generate the weights of \( LSTM_{\text{main}} \) at the same timestamp. Both LSTMs are jointly trained with backpropagation and gradient descent.

The \( LSTM_{\text{main}} \) has four gates \( i, g, f, o \). And each of the gates has unique weight matrices, including \( W_h, W_x, \) and \( b \). To generate weight matrices of \( LSTM_{\text{main}} \), first, we use linear projection to map the hidden states \( \hat{h}_t \) of the \( LSTM_{\text{aux}} \) Cell to the embedding vectors unique to each gate: \( z^y_h, z^x_h \), and \( z^y_b \) where \( y \in \{i, g, f, o\} \). We dynamically compute the weight matrices of four gates as a linear transformation of \( z \) as shown in equation 1.

\[
\begin{align*}
W_h^y &= <W_{h^y_z}, z_h > \\
W_x^y &= <W_{x^y_z}, z_x > \\
b^y &= W_{b^y_z}z^y_b + b^y_0
\end{align*}
\]

\(< \cdot > \) is tensor product operation. \( y \in \{i, g, f, o\} \), \( W_{h^y_z}, W_{x^y_z}, \) and \( W_{b^y_z} \) are parameters that can be learned during training. In this approach, the transformation weight tensor \( W_{h^y_z}, W_{x^y_z}, \) and \( W_{b^y_z} \) are pretty large. E.g., when \( W_h \) has shape \( N_h \times N_h \), The \( W_{h^y_z} \) will has shape \( N_h \times N_h \times N_z \). To overcome this, we compute the weight parameters
of $LSTM_{main}$ by dynamically scaling each row of a matrix of the same size as shown in equation 2.

$$W(z) = W(d(z)) = \begin{pmatrix} d_0(z)W_0 \\ d_1(z)W_1 \\ \vdots \\ d_{N_h}(z)W_{N_h} \end{pmatrix}$$

(2)

where $W$ is $N_h \times N_h$ parameter matrix and $W_i$ is the $i$th row of matrix $W$. The $d(z)$ is a linear projection of $z$, and we refer to $d$ as a weight scaling vector where $d_i$ is $i$th element of the vector. With the weight matrices of four gates, we can perform LSTM operation on the main data flow as shown in equation 3.

$$c_t = \sigma(f_t) \odot c_{t-1} + \sigma(i_t) \odot \tanh(g_t)$$

$$h_t = \sigma(o_t) \odot \tanh(LN(c_t))$$

(3)

where $c_t$ and $h_t$ are memory cell and hidden state, and $i_t, f_t, g_t, o_t$ are outputs of the four gates of $LSTM_{main}$ at timestamp $t$. $LN$ is layer normalization which encourages better gradient flow and helps stabilize the hidden state. Notably, the weight-generating embedding vectors $z$ are not constant. Hence, the weight of the $LSTM_{main}$ is different at each timestamp for different inputs depending on the speech and physiological characteristics. Hence the $LSTM_{main}$ has a robust dynamic model’s expressivity.

![Fig. 3. The Nonlocal Block. ⊗ and ⊕ denote matrix multiplication and element-wise sum. "Conv" denote 1 × 1 convolution layers. $C$ is the number of channel, $H$ and $W$ are height and width of input feature.](image)

5.3 Feature-Extractor

At each timestamp, Feature-Extractor (i.e., speech spectrogram embedding extraction block) takes a 500 ms speech Mel-spectrogram as input (section 4.2). We introduce a non-local block in the feature-extractor to capture long-range spatial-temporal relations, followed by convolution layers to extract abstract features.

**The non-local block** encodes the pairwise relations of all possible positions (frequency and time). Additionally, it encodes the unary information, meaning how a position may have its independent impact on all other positions.
They have the same structure as described in section 5.2. The feature of forward and backward Hyper-LSTM is achieved better performance \cite{77}. Therefore the PASAD implementation uses a bi-directional Hyper-LSTM backward LSTM, enabling both past and future context to determine a timestamp \( t \) based only on the past information. Bi-directional LSTM (Bi-LSTM) overcomes this limitation by adding a linear layer with ReLU activation was used to map the embedding into the desired size.

Overall Architecture of the Feature-Extractor: At each timestamp \( t \), the feature extractor takes 2-dimensional [HW] (dimensions: HW represents the height, width of input feature respectively) spectrogram \( x \), from a 500 ms speech as input. First, the input was fed into a stacked non-local-convolution structure. Each non-local block is followed by a convolution layer with \([3 \times 3]\) kernels. The input feature will go through 1 to 4 non-local-convolution structure. Then the feature map goes through 5 to 12 convolution layers with \([3 \times 3]\) kernels. Later, the output of the convolution layers is flattened and represented as a 1D spectrogram embedding at timestamp \( t \). In the end, a linear layer with ReLU activation was used to map the embedding into the desired size.

5.4 Reference-Extractor

Change-score features are 1-dimensional \([1 \times 8]\). Reference-extractor block comprises a pair of non-linear layers that take the change-scores as input and generates a 1D physiological feature embedding at each timestamp \( t \).

5.5 Overall Architecture: Bi-directional Hyper-LSTM structure

LSTM analyzes information from past to future sequentially and determines a timestamp \( t \)'s input importance based only on the past information. Bi-directional LSTM (Bi-LSTM) overcomes this limitation by adding a backward LSTM, enabling both past and future context to determine a timestamp \( t \)'s input importance; thus, achieves better performance \cite{77}. Therefore the PASAD implementation uses a bi-directional Hyper-LSTM network (shown in Fig. 2a).

The bi-directional Hyper-LSTM network is composed of a forward Hyper-LSTM and a backward Hyper-LSTM. They have the same structure as described in section 5.2. The feature of forward and backward Hyper-LSTM is
then concatenated and fed into a CWS vs. CWNS inference generator classifier that is composed of some linear layers with relu activation.

6 Classification Approach Evaluation

This section discusses our evaluations of the PASAD approach on differentiating fluent speech of CWS vs. CWNS from stress-speech and narrative-speech datasets.

**Implementation:** PASAD approach has four components discussed below. The specific number of layers and number of neurons was set as hyper-parameter and optimized by a python toolkit "Optuna" [7]. It uses a Bayesian Optimization algorithm called Tree-Structured Parzen estimator to identify the optimum set of values. The detailed specifications are provided in the Appendix B.

- **The Hyper-LSTM unit** comprises of a one-layer auxiliary LSTM$_{aux}$ that generates a 1-dimensional hidden state $\hat{h}_t$. We use linear projection (i.e., one-linear layer) to map $\hat{h}_t$ to the embedding vectors unique to each gate: $z^u$, $z^g$, $z^f$, and $z^o$ where $y \in \{i, g, f, o\}$. Each of the four gate weights is generated with $z$ and a trainable parameter $W$ following equation 2 in the main paper. During optimization, we set the number of neurons in LSTM$_{aux}$ and LSTM$_{main}$ range from 200 to 800 and 600 to 1200 separately. And the dimension of the weight-generating embedding vector ranges from 200 to 800.

- **The Feature-Extractor network** comprises 1 to 4 non-local block and each followed by a convolution layer. There are also 5 to 12 convolution layers and 2 linear layers after those non-local blocks with ReLU activation. Batch normalization are used after each convolution layer. During optimization, we set the dimension of embedding range from 200 to 800, and the channel of convolutional layers ranges from 8 to 128.

- **The Reference-Extractor** are two linear layers with ReLU activation for the stress-speech and narrative-speech dataset implementations. The dimensions of linear layers range from 200 to 800.

- The output of forward and backward Hyper-LSTM are fed into an inference generator classification network. The classification networks comprise three linear layers with dropout and ReLU activations for both the stress-speech and narrative-speech dataset implementations. The number of neurons in linear layers ranges from 600 to 1200.

**Baseline Implementations:** Following the state-of-the-art works, we considered the CNN-LSTM[45], Resnet-9 [54], Bi-directional LSTM networks[21], TDNN [75], and transformer[87] as baseline classifiers. For each network, we considered both multi-modal and speech classifiers taking spectrogram and change-score features and only spectrogram as input. The network implementations and configurations are discussed in detail in Appendix A. Classifier-implementations will be made public.

**Dataset Split and Evaluation Metrics:** For each of the evaluations, we followed the person-disjoint hold-out method [20]. Both datasets contain data from different children. We perform 10-fold-cross-validation on both datasets. For each fold, We randomly separate each dataset into person-disjoint test (4 children: 2 CWS, 2 CWNS), validation (8 children: 4 CWS, 4 CWNS), and training (the rest of the children) subsets to avoid personal bias and make the models generalizable. Every subset only contains data from some specific individuals, and one child’s data won’t appear in two subsets. This separation is performed randomly ten times; hence we have ten groups of person-disjoint training, validation, and test subset combinations. The presented results are averaged over the ten groups to reduce contingency and avoid overfitting the model. Evaluation results are presented with the metrics: sensitivity, specificity [80], accuracy, and F1-score.

In the following sections, we exhaustively evaluated PASAD’s performance (section 6.1), presented Hyper-LSTM unit’s expressiveness and adaptivity to the changes in speech and psychophysiology (section 6.5), demonstrated that PASAD utilizes only speech information in the class inference generation (section 6.6), demonstrated
PASAD’s generalizability on unseen age and sex groups (section 6.7), and real-time executability on smart phone and scalable devices (section 6.8).

6.1 Classification Performance

This section discusses models’ performance, ablation evaluation of the PASAD, and comparison of using raw physiological and acoustic features in both datasets.

Models’ Performance. As shown in Table 1, PASAD achieves a relatively higher F1-score of 0.83 in the stress-speech dataset than the narrative-speech dataset (0.78 F1-score). Children experienced higher arousal during the stress-speech task (avg. EDA change-score was 4 times higher), which may result in lesser stable speech construction by the CWS [82], hence making the classification task easier in the stress-speech dataset. Moreover, a sentence (i.e., BBAP phrase) was repeated in the stress-speech dataset. A classifier could easily learn the acoustic characteristics of the BBAP phrase from CWS vs. CWNS, which was not the case in the narrative-speech dataset. Hence, PASAD performs relatively higher in the stress-speech dataset.

Tables 1 and 2 show the evaluations of multi-modal and speech baselines, all of which PASAD outperforms. The best-baseline, Transformer, is a temporal-pattern-extracting sequential classifier that further justifies PASAD’s sequential network structure. Additionally, the TDNN’s F1 scores are lower than other baselines. The fact that TDNN uses a time delay structure instead of a sequential model confirms the importance of sequential network structure.

Moreover, the speech baselines have relatively lower efficacy than the multi-modal baselines. It indicates that even experiencing similar situations, CWS and CWNS show distinctive physiological response patterns that multi-modal classifiers can leverage to achieve higher performance.

There is an exception that Resnet-9 achieves lower performance with multi-modal variation in the narrative-speech dataset. The reason is that the model gets overfitted due to the utilization of a large number of trainable parameters to generate input embeddings.

| Dataset       | Model    | Sensitivity | Specificity | Accuracy | F1 score |
|---------------|----------|-------------|-------------|----------|----------|
| Stress Speech | CNN-LSTM | 0.9294      | 0.4111      | 68.67%   | 0.7536   |
|               | ResNet-9 | 0.7822      | 0.6794      | 73.4%    | 0.7578   |
|               | TDNN     | 0.7766      | 0.6515      | 71.77%   | 0.7452   |
|               | Bi-LSTM  | 0.7969      | 0.8048      | 78.95%   | 0.7968   |
|               | transformer | 0.7583      | 0.8153      | 80.09%   | 0.8081   |
|               | PASAD    | 0.7683      | 0.8377      | 80.46%   | 0.7878   |
| Narrative Speech | CNN-LSTM | 0.7308      | 0.6961      | 71.24%   | 0.7058   |
|               | ResNet-9 | 0.6722      | 0.7723      | 72.51%   | 0.6979   |
|               | TDNN     | 0.6188      | 0.6722      | 64.6%    | 0.6222   |
|               | Bi-LSTM  | 0.6961      | 0.8481      | 77.4%    | 0.7443   |
|               | transformer | 0.6861      | 0.8689      | 78.26%   | 0.7487   |

Table 1. PASAD’s classification performance compared with multi-modal baselines.

| Dataset       | Model    | Sensitivity | Specificity | Accuracy | F1 score |
|---------------|----------|-------------|-------------|----------|----------|
| Stress Speech | CNN-LSTM | 0.7607      | 0.6062      | 68.84%   | 0.7219   |
|               | ResNet-9 | 0.8742      | 0.3832      | 64.43%   | 0.7235   |
|               | TDNN     | 0.6587      | 0.6273      | 64.92%   | 0.6497   |
|               | Bi-LSTM  | 0.7453      | 0.5679      | 66.23%   | 0.7012   |
|               | transformer | 0.8332      | 0.6027      | 72.43%   | 0.7623   |
|               | PASAD    | 0.6613      | 0.7909      | 72.97%   | 0.698    |
| Narrative Speech | CNN-LSTM | 0.6504      | 0.8697      | 76.62%   | 0.7243   |
|               | ResNet-9 | 0.5684      | 0.6465      | 60.4%    | 0.5702   |
|               | TDNN     | 0.6089      | 0.8765      | 75.12%   | 0.728    |
|               | Bi-LSTM  | 0.6504      | 0.5715      | 76.71%   | 0.7271   |
|               | transformer | 0.6504      | 0.5715      | 76.71%   | 0.7271   |

Table 2. Speech classification baselines (only spectrogram as input) performance.

It is important to note that this paper’s classification objective is challenging since both CWS and CWNS are fluently speaking and experiencing similar situations; hence, the situational physiological response differences are subtle and not perceptually differentiable. The evaluation results demonstrate that PASAD effectively extracts CWS vs. CWNS differentiating speech acoustic aspects by leveraging the physiological parameters. In contrast, the baseline multi-modal models concatenate the embeddings extracted from speech and physiological information, and since their (i.e., modalities in CWS vs. CWNS) differences are subtle, the conventional approaches fail to extract similarly effective CWS vs. CWNS differentiating aspects, hence perform relatively poorly than PASAD. The differences in performances are higher in free-speech dataset, due to the relatively more subtle difference in speech and physiological response between CWS and CWNS (discussed above).
6.2 Ablation Study.

Table 3 shows the ablation evaluation where different components of PASAD are modified while keeping the rest of the network the same. The evaluation results and observations are discussed below:

- **Non-local Block in Feature-Extractor:** Using conventional convolution layers instead of non-local reduces F1-scores 2 – 3 percentage points. It indicates that the Non-local block effectively captures the long-range spatial-temporal relations of different frequencies and time, leading to higher performance.

- **Only Spectrogram or Change-score Embedding in the LSTM\_aux:** Existing studies [38, 42] utilizing HyperNetwork structures put same input in the main LSTM\_main and auxiliary LSTM\_aux. We aim to classify using speech information; hence the LSTM\_main takes only spectrogram as input, whereas the LSTM\_aux extracts physiological response aided temporal speech importance taking both spectrogram and change-score as input. Without the physiological information (i.e., change-score) in LSTM\_aux, PASAD achieves only 0.67 and 0.76 F1-scores in stress-speech and narrative-speech datasets, indicating the change-score feature’s efficacy in extracting CWS vs. CWNS differentiating temporal speech information. Using only change-score in the LSTM\_aux, PASAD achieves 0.73 F1-scores, indicating the effectiveness of the presented PASAD implementation.

| Dataset | Modification | Sensitivity | Specificity | Accuracy | F1 score |
|---------|--------------|-------------|-------------|----------|----------|
| Stress Speech | PASAD without non-local block | 0.8435 | 0.7317 | 79.11% | 0.8112 |
| | With only Spectrogram embedding in LSTM\_aux | 0.7085 | 0.5435 | 63.13% | 0.6715 |
| | With only Change-score embedding in LSTM\_aux | 0.7208 | 0.7317 | 72.59% | 0.7366 |
| Narrative Speech | PASAD without non-local block | 0.7683 | 0.837 | 80.46% | 0.7878 |
| | With only Spectrogram embedding in LSTM\_aux | 0.7237 | 0.8724 | 80.22% | 0.7755 |
| | With only Change-score embedding in LSTM\_aux | 0.7624 | 0.7839 | 77.37% | 0.7609 |

Table 3. Result for ablation evaluation of PASAD model structure

6.3 Raw Physiological Features.

Table 4’s evaluation shows the performance while utilizing the raw physiological features as input in the Reference-Extractor. Raw acoustic features are limited by bias due to different individuals’ variable baseline condition physiological parameters. Conforming to that, the classifiers perform poorly utilizing the raw features.

| Dataset | Audio Features | Physio. Features | Sensitivity | Specificity | Accuracy | F1 score |
|---------|---------------|-----------------|-------------|-------------|----------|----------|
| Stress Speech | Raw | Change Score | 0.4 | 0.596 | 67.31% | 0.696 |
| Spectrogram | Raw | Change Score | 0.692 | 0.5962 | 64.42% | 0.6606 |
| Narrative Speech | Raw | Change Score | 0.733 | 0.332 | 50.9% | 0.364 |
| Spectrogram | Raw | Change Score | 0.7294 | 0.5042 | 60.25% | 0.627 |

Table 4. Result for Raw audio & physiological features evaluation
Fig. 4. LSTM$\text{main}$ Gate weight visualization with respective change-score features and Mel-spectrogram. The time metric is on seconds, and the darkness of the blue color shows gate weight change intensity.

6.4 Raw Acoustic Features.
Table 4’s evaluation shows the performance while utilizing the raw acoustic features as input. Here, 2D CNN was replaced with 1D due to the input dimension. Such a model cannot extract the pairwise and unary relations across frequency and time of speech acoustic; hence performs relatively poorly.

6.5 LSTM$\text{main}$ Gate weights Visualization
This section demonstrates the dynamic changes of the LSTM$\text{main}$ gate weights (generated by LSTM$\text{aux}$) with the changes in physiological and speech information. Fig. 4 visualize the Mel-spectrogram and change-score features alongside the LSTM$\text{main}$ weights changes for two examples. Euclidean distance between the LSTM$\text{main}$ weight matrix of the previous and current timestamp is used to compute the gate weights changes.

In the narrative-speech example, HR fluctuates in 1.5-3 & 4-4.7 sec; hence the gate weights have greater changes. In the stress-speech example, participant’s utterance comprises 3 sec; hence 0-1 & 4-5 sec in the spectrogram are zero-padded. Gate weights change significantly in 1 & 4 sec, where the zero-pad and speech transition occurs. During 2-3 & 4-5 sec, the HR is rapidly changing, which causes greater changes in the gate weights. The discussion demonstrates that LSTM$\text{main}$ gate weights are expressive and adaptive to the speech and change-score information changes.

6.6 Data Leakage through Physiological Parameters
Though the weights of LSTM$\text{main}$ are adaptive to the speaker’s physiological responses, LSTM$\text{main}$ performs classification using only the extracted Mel-spectrogram embeddings. Information leakage through physiological parameters is a concern, meaning if the LSTM$\text{main}$ learns CWS vs. CWNS differentiating patterns independently from the change-score features (through the generated weights).
To investigate, we train and evaluate the PASAD approach while replacing the Mel-spectrograms with random noise (on similar frequency ranges) and keeping the actual change-score features. Such classifiers must learn CWS vs. CWNS differentiating patterns independently from the change-score feature. The evaluation is shown in Table 5, where the classifiers perform significantly poorly (i.e., random inferences), demonstrating the absence of information/data leakage.

| Dataset          | Sensitivity | Specificity | Accuracy | F1 score |
|------------------|-------------|-------------|----------|----------|
| Stress-Speech    | 0.6346      | 0.5         | 56.73%   | 0.5946   |
| Narrative-Speech | 0.3208      | 0.5212      | 43.26%   | 0.3348   |

Table 5. Evaluation of PASAD by replacing Mel-spectrograms with random noise

6.7 Age and Sex -Wise Analyze

This section discusses PASAD’s efficacy in different sex and age groups. For a fair comparison, we perform this section’s evaluation on the stress-speech dataset where all participants uttered the same ‘Buy Bobby a puppy,’ i.e., BBAP phrase experiencing the same condition.

Notably, in the stress-speech dataset, 9 children (2 female, 7 male) were 3-4 years of age, 16 children (3 female, 13 male) were 4-5 years of age, and 13 (all male) were over 5 years of age. The evaluation results are shown in Table 6. The relatively poor performance in the female group is due to the imbalanced male vs. female ratio in the dataset. It is in line with the general population since stuttering is more common among males [25, 94]. However, PASAD achieves higher performance in the higher age group. Previous literature [37] showed that SMCs are unstable in smaller age groups irrespective of whether they stutter or not. Hence, differentiating fluent speech of CWS vs. CWNS in the small age groups is difficult. With higher age, the SMC gets more stable; hence it is easier to identify the CWS indicative SMC instabilities in the higher age groups. Hence, PASAD’s performance is in line with the literature.

Importantly, this section’s evaluation demonstrates that PASAD generalizes and performs relatively uniformly in each age-sex group.

6.8 Execution Time and Resource Usage

To evaluate the PASAD’s real-time executability and resource usage, we deploy the approach on an Nvidia Jetson Nano [4] and smartphone[3]. The jetson nano is equipped with NVIDIA Maxwell GPU, Quad-core ARM processor, and 4GB memory. The smartphone is Google Pixel 6 with 8gb ram and eight cores CPU. We run the models taking consecutive 5 sec windows for 10 minutes (120 repetitions) and record the running time and resource usage. As shown in Table 7, both models take about 1 sec to process a 5 sec speech information on both jetson nano and smartphone. The average CPU and GPU usages are 15-16% and 8-12% on jetson nano. And the average CPU usage on smartphone is 32%-33%. On the jetson nano, the average RAM usage is around 2.4Gb. For the smartphone execution, we optimize the model for mobile execution, and the RAM usage is as low as around 0.33Gb; hence, the models do not significantly occupy the resource. The results suggest that PASAD can perform real-time analysis on resource-constraint devices.

| Sex              | 3-4 years old | 4-5 years old | over 5 years old | Average  |
|------------------|---------------|---------------|------------------|----------|
| Female           | 100%          | 76.49%        | 0                | 88.24%   |
| Male             | 80.39%        | 90.68%        | 93.09%           | 89.42%   |
| Average          | 85.29%        | 88.5%         | 93.09%           |          |

Table 6. Average accuracy sex-wise and age-wise in stress-speech dataset
### PASAD Model Interpretation Discussion

This section demonstrates how PASAD’s inferences can be utilized to understand stuttering children’s speech and SMC differences from the others. Understanding which Mel-spectrogram frequencies across time are important for each of the PASAD’s inference generation is critical since they contribute most to differentiating a CWS’s respective speech from others. We employ Kernel SHAP, a model-agnostic interpretation framework, that leverages PASAD’s HyperNetwork architecture to identify the critical Mel-spectrogram frequencies that \( \text{LSTM}_{\text{main}} \) utilizes for CWS vs. CWNS inference generation. The following sections discuss the Kernel SHAP employment procedure, how different Mel-spectrogram frequencies (e.g., formants, \( F_0 \)) refer to the deviation in different speech-motor-control components (i.e., articulators) and demonstrate important distinct information identification from CWS’s fluent speech through the PASAD’s inference interpretation visualization.

#### 7.1 PASAD’s Kernel SHAP Employment Procedure

Kernel SHAP approximates the conditional expectations of Shapley values in deep learning models by perturbing the input (i.e., different portions/attributes of input) and observing the impact on the output [57]. Shapley values [73] correspond to the contribution of each input portion towards pushing the model inference closer or away from the true class value. The kernel SHAP trains a surrogate weighted linear regression model based on artificial samples generated by perturbing the input (of which we are generating interpretation) and the original deep learning model’s inferences on those perturbed samples [67]. Then use the coefficients of the linear regression model to determine the input feature (i.e., attributes) importance.

However, we cannot directly employ the Kernel SHAP in our PASAD model. PASAD takes both Mel-spectrogram and change-score physiological information as input, and kernel SHAP’s linear regression model trained on such combined input would not be able to differentiate the independent impact of the Mel-spectrogram from change-score information. Notably, we are only interested in interpreting the Mel-spectrogram information’s impact on PASAD’s inferences (that \( \text{LSTM}_{\text{main}} \) uses for inference generation). The change score psychophysiology data is only for reference (generating weights of \( \text{LSTM}_{\text{main}} \)), meaning we need to exclude the auxiliary network \( \text{LSTM}_{\text{aux}} \) when applying the kernel SHAP.

The unique structure of PASAD enables us to address the challenge and extract the independent importance of Mel-spectrogram information in PASAD’s inference generation. In the presented PASAD model, the change-score psychophysiology data is only for generating the weight of \( \text{LSTM}_{\text{main}} \). The \( \text{LSTM}_{\text{aux}} \) takes the spectrogram and psychophysiology embeddings to generate the gate weights of \( \text{LSTM}_{\text{main}} \). The \( \text{LSTM}_{\text{main}} \) takes only the spectrogram’s embedding and makes the inference. Therefore, as the first stage of interpretation generation, we run the complete PASAD model with unperturbed original Mel-spectrogram (of which we are generating interpretation) and change-score input and save the gate weights of \( \text{LSTM}_{\text{main}} \). Later, in the second stage, Kernel SHAP is applied to the feature-extractor and \( \text{LSTM}_{\text{main}} \) (with already learned gate-weights); where Kernel SHAP retrieves inferences of perturbed samples (of the original Mel-spectrogram), train linear regression model based on that, and generate the importance of different attributes of the original Mel-spectrogram.

Notably, we are interested in generating the importance of different Mel-spectrogram frequencies (i.e., attributes). Hence, we divide the Mel-spectrogram into 32 frequency bands and use these bands as tokens for the Kernel SHAP. While generating the perturbation of the original Mel-spectrogram, we permute the tokens,

### Table 7. Average running time and resource usage

| Model                  | stress speech model (jetson nano) | narrative speech model (jetson nano) | stress speech model (smartphone) | narrative speech model (smartphone) |
|------------------------|----------------------------------|-------------------------------------|----------------------------------|-------------------------------------|
| Running time           | 0.8966 s                         | 1.0237 s                           | 0.580 s                         | 1.67 s                             |
| Average CPU usage      | 15.06%                           | 15.87%                             | 32%                             | 33%                                |
| Average GPU usage      | 8.59%                            | 11.87%                             | N/A                             | N/A                                |
| Average RAM usage      | 2.4Gb/4Gb                        | 2.5Gb/4Gb                          | 0.33Gb/8Gb                      | 0.35Mb/8Gb                         |
meaning we replace all pixels within the frequency band with the background/other data and feed it into the
kernel SHAP. After the Kernel SHAP analysis, each frequency band was assigned a Shapley (SHAP) value to
represent its contribution to prediction. Finally, we visualize them with a horizontal bar plot. The following
sections discuss how different Mel-spectrogram frequencies (e.g., formants, \( F_0 \)) refer to the deviation in different
SMC components and demonstrate important distinct information identification from CWS’s fluent speech
through the PASAD’s inference interpretation visualization.

7.2 Mel-spectrogram Frequency Attributes and Speech-motor-control(SMC)
As discussed in section 4.2.1, Formants are the peak points (i.e., bands running horizontally across the spectrogram)
of the amplitude in the spectrogram. They change with changes in the vocal tract configuration as speakers
move their articulators (jaw, tongue) to produce a specific sound. Existing literature [90] evaluated the lowest
four formants (\( F_1 - F_4 \)) in distinguishing unique vowel sounds. \( F_1 \) & \( F_2 \) are associated with the position of the
tongue. The height of the tongue in the mouth is inversely related to \( F_1 \), such that high vowels have lower \( F_1 \)
values and vice versa. The \( F_2 \) is directly related to tongue advancement (how far back the tongue is in the mouth).
Back vowels have lower \( F_2 \) values and vice versa. \( F_3 \) [55] is associated with the front cavity formed by the lips
and the tongue constriction, and \( F_4 \) [90] is associated with laryngeal descent/elevation and the pharyngeal and
hypopharyngeal cavities. Additionally, lower SMC is positively correlated with higher fundamental frequency \( F_0 \)
variability [66]. Also, deviation in high frequency indicates deviation to aerodynamic and resonance properties
in the vocal tract (i.e., tongue placement) [30].
7.3 Interpretation Discussion

Fig. 5a and 5b show the PASAD model Shapley interpretation of different CWS participants’ speech. In each figure, the left-side is the Mel-spectrogram, and the right-side is the Shapley importance bar-plot for different frequencies.

According to Fig. 5a, both CWS participants’ BBAP phrase speech have higher $F_0$ (0-300Hz) variability indicating lower SMC and higher physiological arousal. It is in line since they are experiencing higher arousal during this stress-speaking task. Moreover, the Shapley importance is higher for $F_3$, indicating deviation in their cavity formation by the lip and tongue constriction.

According to Fig. 5b, the $F_1$ has higher Shapley importance for both CWS participants from the narrative-speech dataset. It indicates that they have deviations in tongue positions while speaking vowels. Participant CWS-3 has higher Shapley values associated with $F_4$, indicating deviation associated with laryngeal descent/elevation and the pharyngeal and hypopharyngeal cavities. Participants CWS-4 has higher Shapley values associated with $F_3$, indicating deviations in cavity formation by lip and tongue constriction. Both participants have relatively higher Shapley values in higher frequencies, indicating minor deviation in tongue placement.

This section demonstrates that the presented approach can identify important SMC (and corresponding speech articulator) information from CWS’s fluent speech, making it impactful for practical use.

8 Discussion and Broader Impact

This section discusses some key observations, broader impact, and limitations of the study:

**Novelty in Capturing the Dynamic Nature of Speech:** PASAD’s novelty is its unique adaptation of physiological information to analyze speech information dynamically. PASAD’s HyperNetwork enables such adaptivity. The auxiliary network (i.e., $LSTM_{aux}$) takes physiological and audio information to measure momentary/situational arousal and generates the main network’s (i.e., $LSTM_{main}$) weight accordingly. The main network makes inferences taking only audio information as input, and its weights are equivalent to the rules/processing applied to the audio features. Since the main network’s weights change with arousal changes, PASAD is the first-of-its-kind way of audio (one modality) processing where processing rules are adaptive to the changes in physiological arousal responses (different modality). As common in the clinical domain, our dataset is limited (still one of the largest datasets on stuttering children); hence a simple LSTM network implementation was utilized. But the presented unique way of dynamically analyzing one modality while being adaptive to different modalities is transferrable to other domains and more complex network architectures.

**Model Interpretation Generation:** PASAD’s unique architecture enables identifying the contribution of speech attributes in differentiating CWS vs. CWNS. Evaluation in section 6.6 establishes that only speech information is utilized by the inference generating $LSTM_{main}$ network, and it does not learn CWS vs. CWNS differentiating patterns independently from the physiological parameters (i.e., change-score feature). Hence, during model interpretation generation (section 7), applying Kernel SHAP on the pre-gate-weight-computed $LSTM_{main}$ identifies the contribution of Mel-spectrogram frequencies toward generated inferences.

**Discussion on Dataset Task Conditions:** Existing speech science studies [17, 82] use structured tasks that can effectively elicit specific behavior-related data from the stuttering individuals in which clinicians are interested. Particularly, speaking in stress conditions [23, 41, 86] and narration tasks [93, 98] are of interest due to the elicitation of arousal due to external stressors and cognitive loads. Following the existing studies, PASAD identifies and visualizes the fluent speech attributes that distinguish CWS vs. CWNS in these two conditions.

**Broader Impact and Application of PASAD:** It is important to note that speech-science studies [11, 65] and clinicians also leverage the stuttering individuals’ speech spectrograms to identify important formants, frequencies, and their corresponding SMC components through manual observations. As discussed in section 7.3, PASAD enables automated identification of such information from each 5 sec speech. Additionally, the collected
Dataset’s sensing modalities are present in recent wearables. For example, same Biopac sensors utilized in this study (section 3) are present in Biopac wireless wearable system [2]); hence PASAD can be implemented and evaluated in wearables. According to our evaluation in section 6.8, PASAD is real-time executable in smart devices (e.g., smartphones). Hence, PASAD has the potential to be leveraged for remote, continuous, automated, and real-time assessment of stuttering children’s fluent-speech and SMC deviation.

Furthermore, speech scientists would be able to leverage PASAD to enhance their understanding of CWS’s SMC and speech deviations. However, such analysis is out of the scope of this paper.

**Study Limitations:** The study’s limitation is that we analyzed data from only two conditions. Future work would benefit from sampling data from a wider range of situations to determine the boundaries of the models’ predictive validity. Additionally, in the future, PASAD can be implemented and evaluated on wearables for the longitudinal understanding of CWS’s speech characteristics.

9 Conclusion

The presented approach effectively identifies and visualizes the speech Mel-spectrogram pattern differences in preschool-age CWS and CWNS while speaking perceptually fluently in two challenging conditions: speaking in stressful situations and narration. To our knowledge, PASAD is the first approach that leveraged the HyperNetwork structure on multi-modal sensing data. PASAD utilizes the speaker’s physiological response for effective acoustic analysis and makes classification decisions using only speech information; ergo, it is not a multi-modal sensor data integration approach but a speech analysis approach that is adaptive to the speaker’s situational physiological arousal. For a comprehensive comparison, this paper compares PASAD with multiple multi-modal classifiers and speech classifiers, all of which PASAD outperforms. Its high efficacy establishes that CWS’s distinct speech-motor-control is dynamic in nature and conforms to the respective speaker’s situational emotional reactivity. Our comprehensive evaluation of multiple speech conditions, ablation evaluation, and several baselines establish PASAD’s efficacy, expressiveness, and generalizability. Finally, the presented interpretation discussion in section 7.3 shows the PASAD’s feasibility in understanding CWS’s SMC deviations and corresponding speech articulators, making PASAD highly impactful for practical use.
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Appendix:

A Baseline Network Implementations

In the multi-modal evaluations, the CNN-LSTM model comprises a spectrogram embedding extractor block consisting of 3 to 5 convolution layer followed by 2 linear layers, a change-score embedding extractor block comprises of two linear layers, a single-layered LSTM, and a classifier comprises of two linear layers. The spectrogram and physiological features go through the spectrogram and change-score embedding extractor block, respectively. Then their embedding was concatenated and feeds into a single-layer LSTM. The classifier takes the last hidden state of LSTM as input and makes a classification. All linear and convolution layers used the ReLU activation function. Each convolution layer is followed by batch normalization.

The Resnet-9, bidirectional LSTM, and transformer share a similar structure as the CNN-LSTM. The ResNet-9 replaces the convolution layers in the spectrogram embedding extractor with residual network layers. The bidirectional LSTM and transformer replace single-layered LSTM with bidirectional LSTM and transformer encoder, respectively.

The Time delay neural network(TDNN) model has been shown to efficiently model long-term temporal dependencies between acoustic events. Different from other baseline models, the spectrogram embedding extractor block of TDNN baseline takes the 5s window spectrogram as input and generates the spectrogram embedding. The physiological features go through the change-score embedding extractor block and a single-layered LSTM. Then Concatenate with the spectrogram embedding and feed into the classifier for prediction.

To further evaluate the multi-modal baseline, we try concatenate the embeddings after the sequential model. The basic idea is to process the spectrogram and physiological embeddings with a separate sequential model(LSTM or transformer), and then concatenate for prediction. The embedding of spectrogram and physiological features was fed into separate LSTMs or Transformers and then concatenated. The classifier takes the concatenated feature as input and make the prediction. The configurations of the spectrogram embedding extractor, change-score embedding extractor, and classifier are the same as other baselines. For each baseline, we try both concatenate embeddings before and after the sequential model. Then only take the best result among the two variations. In CNN-LSTM, Bi-LSTM, and transformer baseline, concatenate embeddings after the sequential model achieve better performance. In contrast, the Resnet-9 achieves better performance with concatenating embeddings before the sequential model.

In the speech classifier evaluations, the baseline models take only spectrograms as input. The spectrogram feature goes through the spectrogram embedding extractor block, sequential model, and classifier. The embedding extractor block, sequential model, and classifier followed the same configuration as the multi-modal does.

The specific number of layers and number of neural were set as hyper-parameter. All the network configurations and hyper-parameters were identified through the python toolkit Optuna [7]. It uses a Bayesian Optimization algorithm called the Tree-Structured Parzen estimator to identify the optimum set of values.
B Configurations

System Configuration All evaluations are carried out in a distributed computing system comprising 14,000 cores and 20 terabytes of memory. The system is optimized to perform a large number of smaller parallel jobs. We submit the program as a job, and each job will be assigned 2 CPUs and a GPU. The GPU was randomly selected from a resource pool including NVIDIA RTX A6000, NVIDIA RTX 6000, NVIDIA RTX 5000, NVIDIA GeForce GTX 1080 Ti, and NVIDIA GeForce GTX 750 Ti.

Training Configuration We perform 10 fold-cross validation on both stress-speech and narrative-speech datasets and run Optuna for each test subset independently. To ensure reproducibility, we set the random seed as 2021 for the stress-speech task and 2022 for the narrative-speech task. We also set the PyTorch using deterministic algorithms to limit the number of sources of nondeterministic behavior. During training, we try the learning rate range from $1e^{-6}$ to $1e^{-4}$. The drop-out rate of linear layers ranges from 0.1 to 0.3. The batch size range from 5 to 10.

Finalized hyper-parameters Here, we present examples of finalized hyper-parameters of PASAD model for stress-speech task and narrative-speech task. In the stress-speech dataset, we achieve the best performance with the following parameters: the dimension of spectrogram embedding is 533, the number of the channels of convolutional layers is 62, the number of convolutional layers is 7, the number of the non-local block is 1, the dimension of reference embedding is 506, the number of neurons of $LSTM_{aux}$ and $LSTM_{main}$ is 234 and 915, the dimension of weight-generating embedding vector is 487. The learning rate is $6.979e^{-05}$, the drop-out rate is 0.2915, and the batch size is 10. In the narrative-speech dataset, we achieve the best performance with the following parameters: the dimension of spectrogram embedding is 631, the number of the channels of convolutional layers is 105, the number of convolutional layers is 6, the number of the non-local block is 2, the dimension of reference embedding is 249, the number of neurons of $LSTM_{aux}$ and $LSTM_{main}$ is 378 and 1078, the dimension of weight-generating embedding vector is 715. The learning rate is $2.078e^{-06}$, the drop-out rate is 0.2125, and the batch size is 5.

Important Note: The codes, extracted features, and data samples will be made public for reproducibility.