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Abstract

The Reward-Biased Maximum Likelihood Estimate (RBMLE) for adaptive control of Markov chains was proposed in (Kumar and Becker, 1982) to overcome the central obstacle of what is variously called the fundamental “closed-identifiability problem” of adaptive control (Borkar and Varaiya, 1979), the “dual control problem” by Feldbaum (Feldbaum, 1960a,b), or, contemporaneously, the “exploration vs. exploitation problem”. It exploited the key observation that since the maximum likelihood parameter estimator can asymptotically identify the closed-transition probabilities under a certainty equivalent approach (Borkar and Varaiya, 1979), the limiting parameter estimates must necessarily have an optimal reward that is less than the optimal reward attainable for the true but unknown system. Hence it proposed a counteracting reverse bias in favor of parameters with larger optimal rewards, providing a carefully structured solution to the fundamental problem alluded to above. It thereby proposed an optimistic approach of favoring parameters with larger optimal rewards, now known as “optimism in the face of uncertainty.” The RBMLE approach has been proved to be long-term average reward optimal in a variety of contexts including controlled Markov chains, linear quadratic Gaussian (LQG) systems, some nonlinear systems, and diffusions. However, modern attention is focused on the much finer notion of “regret,” or finite-time performance for all time, espoused by (Lai and Robbins, 1985). Recent analysis of RBMLE for multi-armed stochastic bandits (Liu et al., 2020) and linear contextual bandits (Hung et al., 2020) has shown that it not only has state-of-the-art regret, but it also exhibits empirical performance comparable to or better than the best current contenders, and leads to several new and strikingly simple index policies for these classical problems. Motivated by this, we examine the finite-time performance of RBMLE for reinforcement learning tasks that involve the general problem of optimal control of unknown Markov Decision Processes. We show that it has a regret of $O(\log T)$ over a time horizon of $T$ steps, similar to state-of-the-art algorithms. Simulation studies show that RBMLE outperforms other algorithms such as UCRL2 (Auer et al., 2009) and Thompson Sampling (Ouyang et al., 2017; Gopalan and Mannor, 2015; Abbasi-Yadkori and Szepesvári, 2015).

Keywords: Reinforcement Learning; Markov Decision Process; Adaptive Control

* denotes equal contribution
1. Introduction

Consider a controlled Markov chain with finite state space $X$, finite action set $U$, and controlled transition probabilities $P(x(t + 1) = y | x(t) = x, u(t) = u) = p(x, y, u)$, where $x(t) \in X$ denotes the state at time $t$, and $u(t) \in U$ denotes the action taken at time $t$. A reward $r(x, u)$ is received when action $u$ is taken in state $x$. Let $J^*(p)$ denote the maximal long-term average reward

$$
\lim \inf_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} r(x(t), u(t))
$$

obtainable. We consider the case where the transition probabilities $p$ are only known to belong a set $\Theta$, but otherwise unknown. We address the adaptive control problem of minimizing the expected “regret”

$$
T J^*(p) - \mathbb{E} \sum_{t=1}^{T} r(x(t), u(t))
$$

as a function of $T$.

This broad problem has a long history. Let $J(\theta, \pi)$ denote the long-term average reward accruing by a stationary deterministic policy $\pi : X \to U$ when the transition probabilities are given by $\theta = \{\theta(x, y, u), x \in X, y \in X, u \in U\}$, let $J^*(\theta) := \max_{\pi} J(\theta, \pi)$ denote the optimal long-term average reward attainable under $\theta$, and let $\pi^\theta \in \arg \max_{\pi} J(\theta, \pi)$ be an optimal policy for $\theta$. In early work, (Mandl, 1974) studied the problem of using a “certainty equivalent” approach, where a maximum likelihood estimate (MLE)

$$
\hat{\theta}(t) \in \arg \max_{\theta} \prod_{s=1}^{t-1} \theta(x(s), x(s+1), u(s))
$$

of the unknown transition probabilities is made at each time $t$, and an action $u(t) = \pi^\hat{\theta}(t)(x(t))$ is taken that is optimal in state $x(t)$ for the transition probabilities $\hat{\theta}(t)$. Mandl showed that if an “identifiability condition”

$$
\theta \neq \theta' \text{ with } \theta, \theta' \in \Theta \implies \theta(x, \cdot, u) \neq \theta'(x, \cdot, u) \quad \forall (x, u) \in X \times U
$$

holds, then the maximum likelihood estimates $\hat{\theta}(t)$ converge to the true transition probabilities $p$ as $t \to \infty$, and the corresponding long-term average reward obtained by the adaptive controller is the optimal reward $J^*(p)$. This identifiability condition is however restrictive, e.g., it is not satisfied for the two-armed bandit problem or any problem with a fundamental exploration vs. exploitation dilemma.

In general, in the absence of the identifiability condition, (Borkar and Varaiya, 1979) showed that one only obtains “closed-loop identification”: the maximum likelihood estimates converge to a $\theta^*$ for which

$$
\theta^*(x, y, \pi^{\theta^*}(x)) = p(x, y, \pi^{\theta^*}(x)) \quad \forall (x, y).
$$

However, the limiting policy $\pi^{\theta^*}$ is generally not an optimal long-term average policy for the true transition probabilities $p$. Indeed this is the central challenge of the exploration vs. exploitation problem: As the parameter estimates begin to converge exploration ceases, and one ends up only identifying the behavior of the system under the limited actions being applied to the system. One misses out on other potentially valuable policies.
This central difficulty was overcome in (Kumar and Becker, 1982). They first noted that (4) implies that \( J(\theta^*, \pi^{\theta^*}) = J(p, \pi^{\theta^*}) \). As a consequence of this, since \( \pi^{\theta^*} \) is optimal for \( \theta^* \), i.e., \( J(\theta^*, \pi^{\theta^*}) = J^*(\theta^*) \), but not for \( p \), i.e., \( J(p, \pi^{\theta^*}) \leq J^*(p) \), they made the critical observation that the optimal long-term average reward accruable for the limiting estimate must necessarily be lower than the optimal long-term average reward accruable for the true parameter:

\[ J^*(\theta^*) \leq J^*(p). \] (5)

Therefore, the maximum likelihood estimator is inherently biased in favor of \( \theta^* \)'s with lower optimal rewards than \( p \). Therefore to extricate oneself from this bind, one must necessarily tilt the balance toward exploring parameters with larger optimal rewards. Motivated by this, they proposed a certainty equivalent approach using a Reward Biased MLE (RBMLE) that attempts to counteract this with a bias in the reverse direction, favoring parameters \( \theta \) with a larger optimal reward:

\[ \hat{\theta}(t) \in \arg \max_{\theta} f(J^*(\theta))^{\alpha(t)} \prod_{s=1}^{t-1} \theta(x(s), x(s+1), u(s)), \] (6)

where \( f \) is any strictly monotone increasing function. This biasing however has to be delicate in that \( \alpha(t) \) has to be large enough so that it asymptotically does choose parameters with larger optimal reward than under \( p \), but has to be small enough in that it does not lose the consistency property (4) of the MLE. They showed that the choice \( \alpha(t) = o(t) \) with \( \lim_{t \to +\infty} \alpha(t) = +\infty \) suffices in ensuring (4) for every Cesaro-limit point \( \theta^* \) of the RBMLE estimator (6), but also satisfies

\[ J^*(\theta^*) \geq J^*(p). \] (7)

From this it follows that

\[ J^*(p) \leq J^*(\theta^*) = J(\theta^*, \pi^{\theta^*}) = J(p, \pi^{\theta^*}) \leq J^*(p), \] (8)

resulting in \( \pi^{\theta^*} \) being an optimal long-term average reward policy for \( p \).

The RBMLE policy therefore proposed the optimistic philosophy of favoring parameters with larger rewards, now known as “optimism in the face of uncertainty” (OFU). The inequality (5) indicates why this is fundamentally necessary, since otherwise there is a one-sided exploration bias. RBMLE was the first long-term average reward optimal (also called “asymptotically optimal”) learning algorithm in the frequentist setting (Berry and Fristedt, 1985) that does not resort to forced explorations. In the special case of Bernoulli bandits it was shown to yield particularly simple index policies (Becker and Kumar, 1981). The RBMLE approach has since been applied to a wide range of sequential decision-making, learning, and adaptive control problems. The approach was extended to more general MDPs in (Kumar, 1982; Kumar and Lin, 1982; Borkar, 1990), to LQG systems in (Kumar, 1983a; Campi and Kumar, 1998; Prandini and Campi, 2000), to linear time-invariant systems in (Bittanti et al., 2006), to adaptive control of nonlinear systems in (Kumar, 1983b), to more general ergodic problems in (Stettner, 1993), and to controlled diffusions (Borkar, 1991; Duncan et al., 1994), where its long-term average optimality was established.

A finer notion of optimality than long-term average reward optimality is “regret” (1), which was proposed in (Lai and Robbins, 1985) in the context of multi-armed bandits (MABs). Long-term average optimality corresponds to a regret of \( o(T) \), but (Lai and Robbins, 1985) asked the much
more delicate question of how small exactly can regret be made. They were able to sharply characterize the optimal regret as $c \log T + o(\log T)$ for MABs. The performance criterion of regret has now become central to the broader field of Reinforcement learning (RL) (Sutton et al., 1998), which involves an agent repeatedly interacting with an unknown environment that is modeled as a Markov decision process (MDP) (Puterman, 2014) to maximize a total reward. Many algorithms such as UCRL (Auer and Ortner, 2007), UCRL2 (Auer et al., 2009), R-Max (Brafman and Tennenholtz, 2002), REGAL (Bartlett and Tewari, 2012), Posterior Sampling (Strens, 2000), (Osband et al., 2013) and TSMDP (Gopalan and Mannor, 2015) have been studied in great detail, and their learning regret analyzed.

Lai and Robbins also proposed an “Upper Confidence Bound” (UCB) policy which plays the bandit whose upper confidence bound is highest, and showed that it attains the optimal order of regret. The UCB policy also employs the OFU principle by trying arms with larger potential rewards, but in a different way from RBMLE. It has been extended to a wide variety of learning problems: (Brafman and Tennenholtz, 2002; Auer et al., 2002, 2009; Bartlett and Tewari, 2012; Singh et al., 2020).

While the original work analyzed its long-term average optimality, the finite-time regret analysis of RBMLE based algorithms in various settings is an overdue topic of topical interest. An initial step in this direction was taken in (Liu et al., 2020) by analyzing RBMLE for the special case of stochastic multi-armed bandits. The index policy for Bernoulli bandits suggested in (Becker and Kumar, 1981) was generalized to the exponential family of bandits. They analyzed RBMLE’s performance for the exponential family of multi-armed bandits (MABs) and showed that the regret scales as $O(\log T)$. Moreover, numerical experiments in (Liu et al., 2020) clearly exhibited that RBMLE outperforms the UCB in terms of empirical regret, and in fact RBMLE is competitive or slightly better than current state-of-art contenders. Moreover, RBMLE does so with low computational cost in view of its simple indices. Recently (Hung et al., 2020) have proposed an extension of RBMLE for linear contextual bandits which achieves an $O(\sqrt{T \log T})$ regret, better than the existing state of the art policies like LinTS (Agrawal and Goyal, 2013) and GPUCB (Srinivas et al., 2010). They also show that RBMLE has a competitive regret performance in simulations, and is computationally efficient in comparison with current state-of the art policies such as in (Agrawal and Goyal, 2013), (Srinivas et al., 2010).

Another recent effort (Abbasi-Yadkori and Szepesvári, 2011), motivated by the RBMLE approach of (Campi and Kumar, 1998; Bittanti et al., 2006), addressed the performance of regret for linear quadratic Gaussian (LQG) systems, and established a regret of $\tilde{O}(\sqrt{T})^1$.

Due to these developments showing optimal regret performance of RBMLE in these two contexts, it is of interest to examine the regret performance of RBMLE in more general settings. This paper takes the first step in finite-time regret analysis and empirical analysis of the RBMLE algorithm for reinforcement learning (RL) tasks that involve the general problem of optimal control of unknown Markov Decision Processes. Its key contributions are:

1. We propose a new RL algorithm for maximizing rewards for unknown MDPs, that utilizes the RBMLE principle while making control decisions.

2. We analyze the finite-time performance, i.e., the learning regret, of the proposed learning algorithm. We show that the regret is $O(\log T)$.

---

1. $\tilde{O}$ hides factors that are logarithmic in $T$. 
3. We provide simulation results to show that RBMLE outperforms UCRL2 and TSDE.

With these results, together with the positive results in the context of stochastic MABs (Liu et al., 2020) and linear contextual bandits (Hung et al., 2020), RBMLE provides a second tool for reinforcement learning, complementing the UCB approach.

2. System Model

We consider the MDP described in Section 1, assuming, without loss of generality, that \( r(x, u) \in [0, 1] \) for all \((x, u) \in X \times U\). We denote by \( \Pi_{sd} \) the set of all stationary deterministic policies that map \( X \) into \( U \), by \( \Pi_s \) the set of all stationary possibly randomized policies, and by \( \Pi^*(\theta) := \arg \max_{\pi \in \Pi_{sd}} J(\theta, \pi) \) the set of all optimal stationary deterministic policies for the parameter \( \theta \).

Definition 1 (Unichain MDP) Under a stationary policy \( \pi \), let \( \tau_{x,y}^\pi \) denote the time taken to hit the state \( y \) when started in state \( x \). The MDP is called unichain if \( \mathbb{E}[\tau_{x,y}^\pi] \) is finite for all \((x, y, \pi)\).

Definition 2 (Mixing Time) For a unichain MDP with parameter \( p \), its mixing time \( T_p \) is defined as

\[
T_p := \max_{\pi \in \Pi_s} \max_{x,y \in X} \mathbb{E}[\tau_{x,y}^\pi].
\]

Its “conductivity” \( \kappa_p \) is

\[
\kappa_p := \max_{\pi \in \Pi_s} \max_{x \in X} \frac{\max_{y \neq x} \mathbb{E}[\tau_{x,y}^\pi]}{2\mathbb{E}[\tau_{x,x}^\pi]}.
\]

Definition 3 (Gap) For a stationary policy \( \pi \), let \( \Delta(\pi) \) denote the difference between the optimal average reward and the average reward accrued by \( \pi \) under parameter \( p \), and by \( \Delta_{\text{min}} \) the gap between the rewards of the best and second best policies,

\[
\Delta(\pi) := J^*(p) - J(p, \pi) \quad \text{and} \quad \Delta_{\text{min}} := \min_{\pi \in \Pi^*(p)} \Delta(\pi).
\]

Definition 4 (Kullback-Leibler divergence) For \( p_2 = \{p_2(x)\} \) absolutely continuous with respect to \( p_2 = \{p_2(x)\} \) the KL-divergence between them is

\[
KL(p_1, p_2) := \sum_{x \in X} p_1(x) \log \frac{p_1(x)}{p_2(x)}.
\]

(9)

For two integers \( x, y \), we use \([x, y]\) to denote the set \( \{x, x + 1, \ldots, y\} \) and for \( a, b \in \mathbb{R} \) we let \( a \lor b := \max\{a, b\} \).

Assumption 1 We assume that the following information is known about the unknown transition probabilities \( p(x, y, u) \):

- the set of tuples \((x, y, u)\) for which \( p(x, y, u) = 0 \),

- a lower bound \( p_{\text{min}} \) on the non-zero transition probabilities,

\[
p_{\text{min}} := \min_{(x,y,u) : p(x,y,u) > 0} p(x, y, u).
\]

(10)
We let $\Theta$ denote the set
\[
\left\{ \theta \in [0,1]^{[X] \times [X] \times [U]} : \theta(x,y,u) = 0 \text{ if } p(x,y,u) = 0, \sum_{y \in X} \theta(x,y,u) = 1 \forall (x,u), \theta(x,y,u) \geq 0 \right\}. 
\]
(11)

We occasionally refer to $\theta \in \Theta$ as a “parameter” describing the model or transition probabilities.

3. The RBMLE-Based Learning Algorithm

For an MDP parameter $\theta \in \Theta$, denote by $\hat{\theta}(x,y,u)$ the vector $\{\hat{\theta}(x,y,u)\}_{y \in X}$. Let $n(x,u;t)$ be the number of times an action $u$ has been applied in state $x$ until time $t$, and by $n(x,y,u;t)$ the number of $x \rightarrow y$ one-step transitions under the application of action $u$. Let $\hat{p}(t) = \{\hat{p}(x,y,u;t)\}$ be the empirical estimate of $p$ at time $t$, with $\hat{p}(x,y,u;t)$ the MLE of $p(x,y,u)$ at time $t$,
\[
\hat{p}(x,y,u;t) := \frac{n(x,y,u;t)}{n(x,u;t) \vee 1} \forall x,y \in X \text{ and } u \in U. \tag{12}
\]

The RBMLE algorithm: The algorithm evolves in an episodic manner. For episode $k$, we let $\tau_k$ denote its start time and $E_k := [\tau_k, \tau_{k+1} - 1]$ the set of time-slots that comprise it. The episode durations increase exponentially with episode index, with $|E_k| = 2^k$. Clearly $\tau_k = \sum_{\ell=1}^{k-1} |E_\ell|$. Throughout we abbreviate $\hat{p}(\tau_k)$ as $\hat{p}_k$, $n(x,y;\tau_k)$ as $n_k(x,y)$ and $n(x,y,u;\tau_k)$ as $n_k(x,y,u)$. At the beginning of each episode $E_k$, the RBMLE determines\(^2\):

(i) A “reward-biased MLE” $\theta_k$:
\[
\theta_k \in \arg \max_{\theta \in \Theta} \left\{ \max_{\pi \in \Pi_{sd}} \left\{ \alpha(\tau_k) J(\theta, \pi) - \sum_{(x,u)} n_k(x,u) KL(\hat{p}_k(x,u), \theta(x,u)) \right\} \right\}, \tag{13}
\]
where $\alpha(t) := a \log \left( t^b |X|^2 |U| \right)$, with $b > 2$, and $a > \frac{|X|^2 |U|}{2p_{\min} \Delta_{\min}}$. \tag{14}

(ii) A stationary deterministic policy $\pi_k \in \arg \max_{\pi \in \Pi_{sd}} J(\theta_k, \pi)$ that is optimal for $\theta_k$.

(iii) The action applied for $t \in E_k$ is $u(t) = \pi_k(x(t))$.

An equivalent Index description of the RBMLE learning algorithm: At the beginning of each episode $E_k$, RBMLE attaches an index $I_k(\pi)$ to each $\pi \in \Pi_{sd}$,
\[
I_k(\pi) := \max_{\theta \in \Theta} \left\{ \alpha(\tau_k) J(\theta, \pi) - \sum_{(x,u)} n_k(x,u) KL(\hat{p}_k(x,u), \theta(x,u)) \right\}. \tag{15}
\]

Within $E_k$ it implements the policy $\pi_k$ that has the largest index, i.e.,
\[
\pi_k \in \arg \max_{\pi \in \Pi_{sd}} I_k(\pi). \tag{16}
\]

For each $\pi \in \Pi_{sd}$, define $\theta_{k,\pi}$ as
\[
\theta_{k,\pi} \in \arg \max_{\theta \in \Theta} \left\{ \alpha(\tau_k) J(\theta, \pi) - \sum_{(x,u)} n_k(x,u) KL(\hat{p}_k(x,u), \theta(x,u)) \right\}. \tag{17}
\]

\(^2\) Throughout the paper, a pre-specified priority order is used to choose a particular maximizer in $\arg \max$ if needed.
4. Preliminary Results

Define the following “confidence interval” $C(t)$ at time $t$ associated with the empirical estimate $\hat{p}(t)$,

$$C(t) := \left\{ \theta \in \Theta : |\theta(x,y,u) - \hat{p}(x,y,u; t)| \leq d_1(x,u; t), \forall (x,y,u) \in X \times X \times U \right\},$$

where

$$d_1(x,u; t) := \sqrt{\log \left( t^b |X|^2 |U| \right) / n(x,u; t)},$$

and $b > 2$. Define also the set $G_1$,

$$G_1 := \{ \omega : p \in C(t), \forall t \in \mathbb{N} \}.$$

**Lemma 5** The probability that $p$ lies in $C(t)$ is bounded as follows:

$$\mathbb{P}(p \in C(t)) > 1 - \frac{2}{t^{2b-1}|X|^2|U|}, \forall t \in \mathbb{N}.$$

**Lemma 6**

$$|\theta_k,\pi(x,y,u) - \hat{p}_k(x,y,u)| \leq d_2(x,u; \tau_k), \forall (x,y,u) \in X \times X \times U,$$

where

$$d_2(x,u; t) := \sqrt{\alpha(t) / 2n(x,u; t)}, \forall (x,u) \in X \times U.$$

We now derive a lower bound on the index of any optimal stationary policy $\pi^* \in \Pi^*(p)$ that holds with high probability.

**Lemma 7** On the set $G_1$, the index $I_k(\pi^*)$ of any optimal policy $\pi^* \in \pi^*(p)$ is lower bounded as follows:

$$I_k(\pi^*) \geq \alpha(\tau_k)(1 - \gamma)J^*(p), \forall k = 1, 2, \ldots, K,$$

where $\gamma := \frac{|X|^3 |U|}{2n_{\text{min}}J^*(p)}$.

Next, we show that if the state-action pairs corresponding to a sub-optimal policy have been visited for a sufficiently large number of times, then its index $I_k(\pi)$ is lower than the index of any optimal policy.

**Lemma 8** Let $\pi \notin \Pi^*(p)$ be any sub-optimal stationary deterministic policy. Suppose that the number of visits to each $(x, \pi(x))$ until $\tau_k$ is lower bounded as follows,

$$n(x, \pi(x); \tau_k) > \frac{\alpha(\tau_k)}{c^2}, \forall x \in X,$$

where $c := \frac{\beta \Delta^{\text{min}}}{\kappa |X|^2 \left( \frac{1}{\beta} + \frac{1}{\Delta^{\text{min}}} \right)}$, $\beta \in \left( 0, 1 - \gamma J^*(p) / \Delta^{\text{min}} \right)$ and $\gamma = \frac{|X|^3 |U|}{2n_{\text{min}}J^*(p)}$. Then, the index of the sub-optimal policy $\pi$ at the beginning of the episode $k$ is strictly lower than the index of any optimal policy $\pi^*$, i.e., $I_k(\pi) < I_k(\pi^*)$. 


5. Regret Analysis

We begin by decomposing the cumulative regret of the learning rule $\phi$, $R(\phi, p, T)$ into the sum of episodic regrets as $R(\phi, p, T) := \sum_k \left( J^*(p) |E_k| - \sum_{t \in E_k} r(x(t), u(t)) \right)$. Since the RBMLE algorithm implements stationary policy $\pi_k$ during $E_k$, we obtain the following bound on the expected $\mathbb{E}R(\phi, p, T)$ (Lemma 12, Mete et al.),

$$\mathbb{E}R(\phi, p, T) \leq \sum_{k=1}^{K(T)} \mathbb{E} \left( J^*(p) |E_k| - |E_k| J(\pi_k, p) \right) + T_p K(T), \tag{23}$$

where $K(T)$ is the number of episodes till $T$. The first summation can be regarded as the sum of the regrets arising from the policies chosen in the episodes $k = 1, 2, \ldots, K(T)$, assuming that each episode is started with a steady-state distribution for the state corresponding to the policy chosen in that episode. The last term $T_p K(T)$ can be regarded as the additional regret due to not starting in a steady state in each episode. We now present the main result of this paper which shows that the expected regret of the RBMLE algorithm is bounded by $c \log T + c''$ for all $T$:

**Theorem 9** The regret of the RBMLE based-policy is upper-bounded as

$$\mathbb{E}R(\phi, p, T) \leq c_1 \kappa_p^2 |X|^6|U| \left( \frac{\sqrt{2}}{\beta \Delta_{\text{min}}} + 1 \right) \log T + (\kappa_p |X||U| + 1) \log_2 T + C \text{ for all } T,$$

where $\beta \in (0, 1 - \frac{\gamma J^*(p)}{2\alpha_{\text{min}} J^*(p)})$, $\gamma = \frac{|X||U|}{2\alpha_{\text{min}} J^*(p)}$, $c_1 \in (0, \frac{11}{\kappa_p^2})$, and

$$C = c_1 \kappa_p^2 |X|^6|U| \left( \frac{\sqrt{2}}{\beta \Delta_{\text{min}}} + 1 \right) \log \left( \frac{|X|^2|U|}{|X||U|} \right) + (\kappa_p |X||U| + 1) + |X||U| + \frac{8}{|X|^2|U|}.$$

**Proof** The decomposition (23) shows that: (a) Episodic regret is 0 in those episodes in which $\pi_k$ is optimal, i.e., $\pi_k \in \Pi^*(p)$. (b) if $\pi_k$ is not optimal then the episodic regret is bounded by the length of the episode $|E_k|$, since the magnitude of rewards is less than 1.

Let $G_2$ denote the set with $\mathbb{P} (G_2) \geq 1 - \frac{|X||U|}{T}$ (Lemma 11, Mete et al.) such that

$$n(x, u; T) \geq \frac{y_{x,u}}{2} - \sqrt{y_{x,u} \log T} \text{ for all } (x, u) \text{ on } G_2, \tag{24}$$

where $y_{x,u} := \sum_{k \in K_{x,u}} \left| \frac{E_k}{2T} \right|$, and $K_{x,u}$ denotes the set of indices of those episodes up to time $T$ in which action $u$ is taken when state is equal to $x$. Define the “good set” $G := G_1 \cap G_2$. We first consider the regret on $G$.

(i) Regret due to suboptimal episodes on $G$: Define $n_c := \alpha(T) \left( \frac{\kappa_p |X|^2}{\beta \Delta_{\text{min}}} \left( \frac{1}{\sqrt{2}} + \frac{1}{\sqrt{\alpha}} \right) \right)^2$.

On the “good set” $G$, confidence intervals $\mathcal{C}(t)$, defined in (18), hold true for all episode starting times $\tau_k, k \in [1, K(T)]$, and also the conclusions of (24) are true. Hence it follows from Lemma 8 that if $n(x, u; \tau_k) > n_c$ for all $(x, u)$ then the regret in $E_k$ is 0. Otherwise, there exists at least one state, action pair $(x, u)$ with $n(x, u; \tau_k) \leq n_c$. We now upper bound the number of time-steps in such “sub-optimal” episodes $K_{x,u}$ in which control $u$ is applied in state $x$. Since $n(x, u; T) \leq n_c$, we have $n_c \geq \frac{y_{x,u}}{2} - \sqrt{y_{x,u} \log T}$. Note that $n_c \geq \kappa_p^2 \log T$. Then, there exists $c_1 < \frac{11}{\kappa_p^2}$ such
that $y_{x,u} \leq c_1 n_c$ (Lemma 13, Mete et al.). So $\sum_{k \in \mathcal{K}_{x,u}} |\mathcal{E}_k| \leq 2T_p c_1 n_c + 2|\mathcal{K}_{x,u}|T_p$. Note that $\mathcal{K}_{x,u} < K(T)$, where $K(T)$ is the total number of episodes till $T$. We let $\mathcal{R}_1$ be the total regret until $T$ due to suboptimal episodes on the good set $\mathcal{G}$. Then

$$\mathcal{R}_1 \leq \sum_{(x,u)} \sum_{k \in \mathcal{K}_{x,u}} |\mathcal{E}_k| \leq 2|\mathcal{G}|T_p(c_1 n_c + K(T)),$$

where $\mathcal{R}_1$ is the expected regret on $\mathcal{G}$.

(ii) Regret on $\mathcal{G}^c_1$: For any episode $k \in [0, K(T)]$, the probability of failure of the confidence interval at the beginning of the episode $C(\tau_k)$ is upper bounded by $\frac{2}{|X|^2|U| \tau_k^{2b-2}}$ as shown in Lemma 5. The expected regret in each such episode is bounded by the length of the episode $\mathcal{E}_k$. We let $\mathcal{R}_3$ be the total expected regret till $T$ due to the failure of confidence intervals. It can be upper-bounded as:

$$\mathcal{R}_3 \leq \sum_{k=1}^{K(T)} \frac{2(\tau_{k+1} - \tau_k)}{|X|^2|U| \tau_k^{2b-2}} \leq \sum_{k=1}^{\infty} \frac{2}{|X|^2|U| \tau_k^{2b-2}} \leq \sum_{k=1}^{\infty} \frac{4}{|X|^2|U| \tau_k^{2b-2}} \leq \frac{8}{|X|^2|U|}.$$

(iii) Regret on $\mathcal{G}^c_2$: The probability of the set where the conclusions of (24) do not hold true for a state-action pair $(x, u)$ is upper bounded by $\frac{|X||U|}{T_p}$. Since the sample-path regret can be trivially upper bounded by $T_p$, it follows that $\mathcal{R}_2 \leq |X||U|$.

(iv) Additional regret due to not starting in a steady state in each episode: The RBMLE algorithm implements the policy $\pi_k$ at the beginning of episodes $k$. The total expected reward in the episode depends on the state at the beginning of the episode $x(\tau_k)$ (Lemma 12, Mete et al.). The policy incurs an additional loss if it starts in an unfavorable state at $\tau_k$ which is upper bounded by $T_p$ in each episode. Let $\mathcal{R}_4$ be the total expected regret due to not starting in a steady state in each episode. Then $\mathcal{R}_4 \leq K(T)T_p$ where, $K(T) = \lceil \log_2 T \rceil$ is the total number of episodes till $T$.

The proof is completed by adding the bounds on $\mathcal{R}_1, \mathcal{R}_2, \mathcal{R}_3$ and $\mathcal{R}_4$.

6. Simulation Experiments

We evaluate the performance of the RBMLE algorithm by empirical comparison with UCRL2 (Auer et al., 2009) and Thompson Sampling. Among the many Thompson Sampling variants, we use TSDE (Ouyang et al., 2017) since the simulation results in (Ouyang et al., 2017) show that TSDE has lower empirical regret than Lazy PSRL (Abbasi-Yadkori and Szepesvári, 2015) and TSM (Gopalan and Mannor, 2015). We maintain the fairness of the comparison by following approach: For every state-action pair, we generate a sample path of transitions at the beginning of each experiment. We use these same samples for all three algorithms. For the sake of uniformity with UCRL2 and TSDE, the length of an episode of RBMLE is dynamically determined as follows: An episode is terminated if the number of visits to any state-action pair in the episode exceeds the total visits till the beginning of the episode. For all experiments, the bias term for RBMLE is $10 \log t$ and the confidence parameter for UCRL2 is 0.01. We compare the cumulative regret for three different MDPs in Figure 1. In all experiments, RBMLE outperforms UCRL2 and TSDE.
7. Concluding Remarks

A fundamental challenge in online learning is what is prosaically called the closed-loop identifiability problem (Borkar and Varaiya, 1979). It is the same as the “dual control” problem raised by (Feldbaum, 1960a,b), or the more contemporaneous “exploration vs. exploitation” problem: When a learning algorithm begins to converge, it ceases to learn or explore. It was noticed by (Kumar and Becker, 1982) that in a certainty equivalence context this means that the learnt model will automatically have a one-sided bias of having a smaller optimal reward than the true model. RBMLE was proposed to overcome this fundamental problem by incorporating a counteracting bias in favor of parameters with larger optimal rewards. It provides a general purpose reinforcement learning algorithm for dynamic stochastic systems. Most of the work on RBMLE has been focused on the problem of long-term average optimality, the context in which it was originally proposed. However, current applications emphasize the much finer performance of regret, which captures the growth of the total reward as a function of the horizon $T$. Recent work examining RBMLE for stochastic bandits (Liu et al., 2020), linear contextual bandits (Hung et al., 2020) has shown that not only does RBMLE have optimal order of regret but it also has excellent empirical performance competitive or better than state of the art algorithms, and it also achieves this with low computational complexity. For the LQG context, recent work motivated by RBMLE also establishes near optimal regret performance (Abbasi-Yadkori and Szepesvári, 2011). With the present paper establishing optimal order of regret for reinforcement learning problems modeled as Markov Decision Processes, the RBMLE complements the UCB approach and provides a second tool for reinforcement learning.
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Appendix A. Proof of Lemma 5

Consider the scenario where the number of visits to \((x, u)\) is fixed at \(n_{x,u}\), and let \(\hat{p}(x, y, u)\) be the resulting estimates. Consider the event \(\{|p(x, y, u) - \hat{p}(x, y, u)| > r\}\), where \(x, y \in X, u \in U\) and \(r > 0\). It follows from the Azuma-Hoeffding’s inequality (Mitzenmacher and Upfal, 2017) that the probability of this event is upper bounded by \(2 \exp(-2n_{x,u}r^2)\). Therefore,

\[
P \left( |p(x, y, u) - \hat{p}(x, y, u)| > \sqrt{\frac{\log (t|X|^2|U|)}{n_{x,u}}} \right) \leq 2 \left( \frac{1}{t|X|^2|U|} \right)^2.
\]

Utilizing union bound on the number of plays of action \(u\) in state \(x\) until time \(t\) and considering all possible state-action-state pairs, we get

\[
P(p \notin C(t)) \leq \frac{2}{|X|^2|U|t^{2n-1}} \quad \forall \ t \in [1, T].
\]

Appendix B. Proof of Lemma 6

The index of the policy \(\pi\) (15) can be written as:

\[
I_k(\pi) = \alpha(\tau_k) J(\theta_{k,\pi}, \pi) - \sum_{(x,u)} n_k(x,u) KL(\hat{p}_k(x,u), \theta_{k,\pi}(x,u)) \\
\geq \alpha(\tau_k) J(\hat{p}_k, \pi).
\]
Since the average reward $J(\theta, \pi) \in [0, 1]$ for all $\theta \in \Theta$ and $\pi \in \Pi_{sd}$, we get
\[
n_k(x, u) KL(\hat{p}_k(x, u), \theta_{k, \pi}(x, u)) \leq \alpha(\tau_k)(J(\theta_{k, \pi}, \pi_k) - J(\hat{p}_k, \pi_k)) \leq \alpha(\tau_k) \forall (x, u) \in X \times U.
\]
By using Pinsker’s inequality (Cover, 1999), we can bound KL-divergence as follows:
\[
|\theta_k(x, y, u) - \hat{p}_k(x, y, u)|^2 \leq \frac{1}{2} KL(\hat{p}_k(x, u), \theta_k(x, u)) \forall x, y \in X \text{ and } u \in U.
\]
The proof is completed by substituting this bound into the above inequality.

**Appendix C. Proof of Lemma 7**

The RBMLE index of an optimal policy $\pi^*$ (15) satisfies,
\[
I_k(\pi^*) = \left\{ \alpha(\tau_k) J(\theta_{k, \pi^*}, \pi^*) - \sum_{(x,u)} n_k(x, u) KL(\hat{p}_k(x, u), \theta_{k, \pi^*}(x, u)) \right\}
\geq \left\{ \alpha(\tau_k) J^*(p) - \sum_{(x,u)} n_k(x, u) KL(\hat{p}_k(x, u), p(x, u)) \right\}
\geq \left\{ \alpha(\tau_k) J^*(p) - \sum_{(x,u)} n_k(x, u) \frac{(\sum_{y \in X} |p(x, y, u) - \hat{p}_k(x, y, u)|^2)}{2p_{\min}} \right\},
\]
where the first inequality follows since $\theta_{k, \pi^*}$ maximizes the objective in (15), while the second inequality follows from the inverse Pinsker’s inequality (Cover, 1999) and Assumption 1. Since on $G_1$, we have that $|p(x, y, u) - \hat{p}_k(x, y, u)| < d_1(x, u; t)$ for all $(x, y, u) \in X \times X \times U$, it follows that
\[
I_k(\pi^*) \geq \left\{ \alpha(\tau_k) J^*(p) - \frac{|X|^2|U|}{2p_{\min}} \log \left( \frac{t^b|X|^2|U|}{t^a} \right) \right\} = \alpha(\tau_k) J^*(p) \left( 1 - \frac{|X|^2|U|}{2ap_{\min} J^*(p)} \right).
\]

**Appendix D. Proof of Lemma 8**

(i) As is shown in Lemma 5, Lemma 6, the distance between $p(x, y, u)$ and $\hat{p}(x, y, u)$ can be bounded by $d_1(x, u; \tau_k)$ while the distance between $\theta_k(x, y, u)$ and $\hat{p}(x, y, u)$ can be bounded by $d_2(x, u; \tau_k)$. The proof then follows from the triangle inequality.

(ii) The index of the stationary policy $\pi$ can be written as follows (15),
\[
I_k(\pi) = \alpha(\tau_k) J(\theta_{k, \pi}, \pi) - \sum_{(x,u)} n_k(x, u) KL(\hat{p}_k(x, u), \theta_{k, \pi}(x, u))
\leq \alpha(\tau_k) J(\theta_{k, \pi}, \pi).
\]
If (22) holds then the distance between $\theta_{k, \pi}$ and true transition probability $p$ can be bounded as follows (Lemma 8, (i)):
\[
|\theta_{k, \pi}(x, y, \pi(x)) - p(x, y, \pi(x))| < c \left( \frac{1}{\sqrt{2}} + \frac{1}{\sqrt{a}} \right) \forall x, y \in X.
\]
Then the average reward $J(\theta_{k, \pi}, \pi)$ can be bounded using Lemma 10 as follows:

$$J(\theta_{k, \pi}, \pi) < J(p, \pi) + c \kappa_p |X|^2 \left( \frac{1}{\sqrt{2}} + \frac{1}{\sqrt{a}} \right) = J(p, \pi) + \beta \Delta_{\min}. \quad (27)$$

The result follows from (26) and (27).

(iii) It follows from (i) and (iii) that if (22) holds then it is sufficient to show that

$$J^*(p) (1 - \gamma) \geq J(p, \pi) + \beta \Delta_{\min},$$

which holds true since $J^*(p) - J(p, \pi) \geq \Delta_{\min}$ and $\beta < 1 - \gamma \frac{J^*(p)}{\Delta_{\min}}$.

Appendix E. Auxiliary Results

The following results are from (Cho and Meyer, 2000) and (Auer and Ortner, 2007) respectively.

**Lemma 10** (Cho and Meyer, 2000) Consider a stationary policy $\pi$ and $\theta$ be an MDP parameter that satisfies

$$|\theta(x, y, \pi(x)) - p(x, y, \pi(x))| < \frac{\epsilon}{\kappa_p |X|^2}, \forall x, y \in X,$$

where $\epsilon > 0$ and $\kappa_p$ is the conductivity. We then have that

$$|J(\theta, \pi) - J(p, \pi)| \leq \epsilon.$$

**Lemma 11** (Auer and Ortner, 2007) Let $K_{x,u}$ denote the indices of those episodes up to time $T$ in which action $u$ is taken when state is equal to $x$. Then

$$\mathbb{P} \left( n(x, u; T) \geq \frac{y_{x,u}}{2} - \sqrt{y_{x,u} \log T} \forall x, u \right) \geq 1 - \frac{|X||U|}{T},$$

for all state-action pairs $(x, u)$, where

$$y_{x,u} := \sum_{k \in K_{x,u}} \left\lfloor \frac{|E_k|}{2T_p} \right\rfloor.$$

**Lemma 12** (Lemma 2, Auer and Ortner (2007)) Let $\pi$ be a stationary policy. Consider a controlled Markov process that starts in state $x$ and evolves under $\pi$. We then have that

$$\mathbb{E}_x \left( \sum_{t=1}^{T} r(x(t), u(t)) \right) \geq TJ(\pi, p) - T_p.$$

**Lemma 13** Consider the following function $f(x)$ such that $a_0 > a_1 > 0$,

$$f(x) = x - 2\sqrt{a_1x} - 2a_0. \quad (30)$$

Then there exist $x_0 < 11a_0$ such that $f(x) > 0$ for all $x > x_0$.

**Proof** Note that $f(a_1) < 0$ and

$$\frac{\partial f}{\partial x} = 1 - \sqrt{\frac{a_1}{x}} > 0 \forall x > a_1.$$

The result follows since $f(11a_0) = 9a_0 - 2\sqrt{11a_0a_1} > (9 - 2\sqrt{11})a_0 > 0.$