Computational psychrometric analysis as a control problem: case of cooling and dehumidification systems
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ABSTRACT
Psychrometric chart is a basic tool for analysis of processes in air-conditioning systems. While psychrometric calculators and numerical psychrometric charts are widely available, there is a lack of numerical algorithms for solving the sizing problem by using psychrometric analysis. After introducing a classification of modelling problems in direct and inverse (based on the relation between physical and computational causality), this paper defines the design problem as a set of inverse problems of control and parameter optimization. A non-linear model is obtained by assembling the models of the elementary processes. The paper proposes to solve the direct and control problems by using a method similar to Newton-Raphson’s, and the parameter optimization problem by using least-squares. Open-source implementation, published on Zenodo repository, and interactive, reproducible environment, available on Binder web service, accompany this paper (Ghiaus [2021]. PsychroAn_cool: Psychrometric analysis of cooling systems as a control problem. Zenodo.).
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1. Introduction
Since 1911, when Carrier published his seminal paper Rational psychrometric formulae, psychrometric chart has been used for calculations in air conditioning industry (Simha 2012). Psychometrics chart is used usually in two approaches:

- manual procedures of psychrometric analysis for sizing (Carrier 1972; TRANE 2011, 2002);
- computer calculations of psychrometric values for simulations (EQUA Simulation AB 2013; TRNSYS 16 2007; EnergyPlus 2012; Satchell, TAS Systems Controller Guide v1.1, 2016; Satchell, TAS Systems Component Guide, 2017).

There is a need for computational procedures for psychrometric analysis, similar to the manual methods used for sizing. This paper proposes to define the sizing problem of the cooling and dehumidification systems as a control problem and to use linear controllers and least-squares optimization to solve the sizing problem. The paper is accompanied by a software implementation for which the inputs can be changed in a large range. The code is published as open source (Ghiaus 2021) and it is sharable, interactive, and reproducible (Project Jupyter et al. 2018).

2. Types of problems: direct and inverse
When a system is modelled in the view of deterministic classical physics, the causality principle states that any modification of a physical variable is caused by other variable(s) (see Physical causality in Figure 1). The dependent variables (or the effects) are the outputs and the independent variables (or the causes) are the inputs of the physical system. Likewise, a computational model has inputs (values provided to the computational algorithm) and outputs (numerical results of the algorithm).

The direct problem is when the set of inputs of the computational model is a subset of the inputs of the physical model and the set of outputs of the computational model is a subset of the outputs of the physical model (see Direct problem in Figure 1). For a direct problem, the model (i.e. its structure and parameters) and the inputs are known; the problem is to find the outputs of the physical model. In the case of a direct problem, the flows of information (from inputs to outputs) are the same for the physical system and for the computational model. Direct problems are called analysis in the case of electrical, hydraulic, or thermal circuits. The term simulation is also often used. The advantage of direct problems is that, in the context of deterministic classical physics, they are well posed and have a unique solution.
The inverse problems are of two types: control and model identification (see Inverse problem in Figure 1). The control problem consists in finding an input of the physical system that produces a desired output when its model is known (see Control problem in Figure 1). For simple cases, the control problem can be solved by inversing the direct problem. Usually, and especially for dynamic models, the inversion is not possible. Therefore, the problem is stated as a control loop for which a set of direct problems is solved (Ghiaus 2013).

In model identification, the problem is to find the model of the physical system when its inputs and outputs are given. Usually, the problem is treated as parameter identification by imposing the structure of the model and solving an optimization problem in which the arguments are the parameters and the cost function depends on the type of problem (see Parameter identification or optimization problem in Figure 1).

3. Elementary psychrometric processes: steady-state models

In air conditioning, the psychrometric properties (dry-bulb temperature, $\theta$, humidity ratio, $w$, specific enthalpy, $h$, etc.) of a mass flow rate of dry air, $\dot{m}$, are controlled. Since the moist air is not oversaturated, the humidity ratio, $w$, is always smaller or equal to the humidity ratio at saturation, $w_s = f(\theta)$.

3.1. Decoupling the sensible and the latent heat

When a mass flow rate of moist air changes from state 1, characterized by the enthalpy rate

$$\dot{H}_1 = \dot{m}h_1 = \dot{m}[c\theta_1 + (l + c_w \theta_1)w_1]$$

(1)

where $\dot{H}_1$ is the enthalpy rate of the air in state 1 [W]; $\dot{m}$ - mass flow rate of dry air [kg/s]; $h_1$ – specific enthalpy of dry air in state 1 [J/kg da]; $c$ – specific heat capacity of the dry air [J/kgK]; $w_1$ – humidity ratio of moist air in state 1 [kg/kg da]; $l$ – specific latent heat for water vaporization [J/kg]; $c_w$ – specific heat capacity of the water vapours [J/kg K]; $\theta_1$ – temperature of the air in state 1 [°C], to state 2, having the enthalpy rate

$$\dot{H}_2 = \dot{m}h_2 = \dot{m}[c_{da}\theta_2 + (l + c_w \theta_2)w_2]$$

(2)

where $\dot{H}_2$ is the enthalpy rate of the air in state 2 [W]; $h_2$ – specific enthalpy of the dry air in state 2 [J/kg da]; $w_2$ – humidity ratio (or the moisture content) in state 2 [kg/kg da]; $\theta_2$ – temperature of the air in state 2 [°C], the total variation of the enthalpy rate is

$$\dot{H}_2 - \dot{H}_1 = \dot{m}(h_2 - h_1)$$

(3)

The total variation of enthalpy is the sum of sensible and latent changes:

$$\dot{H}_2 - \dot{H}_1 = \Delta \dot{H}_s + \Delta \dot{H}_l$$

(4)

The change of sensible heat in the process is

$$\Delta \dot{H}_s = \dot{m}\Delta h_3 = \dot{m}[c(\theta_2 - \theta_1) + c_w(w_2\theta_2 - w_1\theta_1)]$$

(5)

where $\dot{m}c(\theta_2 - \theta_1)$ is the sensible heat of the dry air and $\dot{m}c_w(w_2\theta_2 - w_1\theta_1)$ is the sensible heat of the water vapour. The change in latent heat during the process is

$$\Delta \dot{H}_l = \dot{m}\Delta h_1 = \dot{m}(w_2 - w_1)$$

(6)

In air conditioning systems, the error introduced in the evaluation of the enthalpy variation by neglecting the
variation of sensible specific enthalpy of water vapour,
\[ c_v (w_2 \theta_2 - w_1 \theta_1) \ll c (\theta_2 - \theta_1) \]  \hspace{1cm} (7)
is less than 5% in relative value or 2.5 kJ/kg in absolute value. Neglecting the sensible heat of the moisture is a key assumption that allows us to decouple the sensible and the latent heat and to obtain the model as a system of linear equations (Ghiaus 2014).

The specific air enthalpy is then
\[
\begin{align*}
  h_s &= c \theta \\
  h_l &= lw
\end{align*}
\hspace{1cm} (8)
\]
where \( h_s = c \theta \) is the sensible specific enthalpy and \( h_l = lw \) is the latent specific enthalpy. With this assumption, the transformation of the moist air can be decomposed in sensible, \( \Delta H_s \), and latent, \( \Delta H_l \), exchange:
\[
\begin{align*}
  \Delta H_s &= \dot{m}_c \theta_2 - \dot{m}_c \theta_1 \\
  \Delta H_l &= \dot{m}_w \theta_2 - \dot{m}_w \theta_1
\end{align*}
\hspace{1cm} (9)
\]
Therefore, the models that describe the elementary air-conditioning processes may be based on decoupled sensible and latent heat balance. In the equations describing the elementary processes, the dependent variables (or the outputs) are written on the left-hand side of the equation and the independent variables (or the inputs) are on the right-hand side; in a block diagram, the inputs and the outputs are indicated by arrows (Figure 2). The specific heat capacity, \( c \), and the specific latent heat, \( l \), are considered constants. The mass flow rate of dry air, \( \dot{m} \), is considered known. In these conditions, the elementary processes are represented on the psychrometric chart by the input and the output points of the processes. The elementary processes are adiabatic mixing and processes with sensible and/or latent heat exchange (Figure 2).

3.2. Adiabatic mixing
The mixing of two airflows is without heat exchange with the environment. There are two cases (Figure 2):

1. mixing with given ratio \( \alpha \): the two flows are \( \alpha \dot{m} \) and \( (1 - \alpha) \dot{m} \) (Figure 2, process 1);
2. mixing with a given mass flow rate \( \dot{m}_o \): the two flows are \( \dot{m}_o \), the given mass flow rate, generally the outdoor air, and \( \dot{m} - \dot{m}_o \), generally the recycled or recirculated air (Figure 2, process 2).

3.3. Processes with heat exchange
The state of the moist air can be modified by sensible, \( \dot{Q}_s \), and/or latent, \( \dot{Q}_l \) heat exchange (Figure 2). If both sensible and latent heat are exchanged, the temperature and the humidity ratio of the air at the end of the process are modified (Figure 2, process 3). This is the case of a thermal zone. The simplest psychrometric processes consist in changing the humidity ratio by adding water vapour (Figure 2, process 4) or the temperature by heating or dry cooling (Figure 2, process 5). If the air is cooled at a temperature lower than its dew temperature, then the moist condenses and the process evolves on the saturation curve (Figure 2, process 6) (Eppelheimer 2002; Carrier 1972). In adiabatic humidification or dehumidification (Figure 2, process 7), the transformation is isenthalpic: the latent heat received by the air is equal to the sensible heat that it lost by the air, \( \dot{Q}_l = -\dot{Q}_s = \dot{m}_v l \). The mass flow rate of evaporated water, \( \dot{m}_v = \dot{m}(w_1 - w_2) \), is an output (i.e. a dependent variable) of the physical process.

3.4. Thermal loads of the building in steady-state models
Heating or cooling loads can be estimated by steady-state or dynamic calculations. Many steady-state methods use \( UA \Delta \theta \) formulation (ASHRAE, 2017a). The loads are decomposed in sensible and latent heat (Wang 2001; Kreider, Curtiss, and Rabl 2010; ASHRAE 2017a, 2017b; Spitzer 2014). Generally, the total sensible load for a thermal zone \( TZ \),
\[
\dot{Q}_{STZ} = \sum_k U_k A_k (\theta_{0,k} - \theta_{TZ}) + \sum_k \psi_k l_k (\theta_{0,k} - \theta_{TZ}) + \sum_k \dot{Q}_{sBL,k}
\hspace{1cm} (10)
\]
is the sum of:

1. \( \sum_k U_k A_k (\theta_{0,k} - \theta_{TZ}) \) heat load from outdoor to the thermal zone through wall \( k \) of overall surface conductivity \( U_k \) and surface area \( A_k \) (opaque walls, glazing, roof, floor, doors, etc.) [W];
2. \( \sum_k \psi_k l_k (\theta_{0,k} - \theta_{TZ}) \) heat load from outdoor to the thermal zone through the thermal bridge \( k \) of overall linear conductivity \( \psi_k \) and length \( l_k \) [W];
3. advective heat transfer due to air infiltration of mass flow rate \( \dot{m} \) [W];
4. solar and all internal sensible heat gains of the building from occupants, electrical devices, cooking, etc. [W];

where \( \theta_{0,k} \) is the temperature of the air outdoor of element \( k \) of the thermal zone [°C]; \( \theta_{TZ} \) – temperature of the air in the thermal zone \( TZ \) [°C].
The total latent load of the thermal zone $TZ$, 

$$Q_{ITZ} = \sum_k \dot{m}_{i,k}(w_{o,k} - w_{TZ}) + \sum_k \dot{Q}_{BL,k}$$ (11) 

is the sum of:

1. $\sum_k \dot{m}_{i,k}(w_{o,k} - w_{TZ})$ latent heat flow from outdoor to the thermal zone advected by the mass flow rate [J];

The dynamic effects of the heat storage may be important for cooling, but, generally, they are negligible for heating. Storage of latent heat is negligible for most

$$\sum_k \dot{Q}_{BL,k}$$ all internal latent heat gains of the building from: occupants, electrical devices, cooking, baths, etc. [J].
cases (Kreider, Curtiss, and Rabl 2010; TRANE 2011). Cooling load temperature difference (CLTD), cooling load factor (CLF) or radiant time-series (RTS) methods, which take into account the dynamic and solar effects, may be put in the form of the system of Equation (10). In the following, it is considered that the thermal loads of the building are:

\[
\begin{align*}
Q_{sTZ} &= (UA + \dot{m}c)(\theta_0 - \theta_{TZ}) + Q_{sBL} \\
Q_{lTZ} &= \dot{m}_l(\omega_0 - \omega_{TZ}) + Q_{lBL}
\end{align*}
\]  

(12)

where:

1. \((UA + \dot{m}c)(\theta_0 - \theta_{TZ})\) is the sensible load through the envelope which takes into account the heat transmission, the solar radiation and the time lag due to wall inertia [W];
2. \(Q_{sBL}\) represents the solar and all internal sensible gains of the building from: occupants, electrical devices, cooking, etc. [W];
3. \(\dot{m}_l(\omega_0 - \omega_{TZ})\) is the latent load through air infiltration [W];
4. \(Q_{lBL}\) represents all internal latent gains of the building from: occupants, electrical devices, cooking, etc. [W].

If the dynamic response of the building is considered, the term \((UA + \dot{m}c)\) would become variable in time; it could be expressed as a state-space model or as transfer function given by equations expressing the humidity content on the saturation curve, \(\theta\), around that of the dry air. By using the ideal gas law, it results that the humidity content on the saturation curve, \(w_s\), has a non-linear dependence on temperature (Gatley and Perez-Ganlindo 2009):

\[
w_s = f(\theta) = \frac{M_w}{M_{da}} \frac{p_{vs}}{p - p_{vs}} = 0.621945 \frac{p_{vs}}{p - p_{vs}}
\]

(14)

where \(p\) is the barometric pressure [Pa]; \(p_{vs}\) – saturation pressure of water vapour [Pa].

For the temperature range of \(-100^\circ C\) to \(0^\circ C\), the saturation pressure over ice is given by (Gatley and Perez-Ganlindo 2009):

\[
p_{vs} = \exp(C_1/T + C_2 + C_3T + C_4T^2 + C_5 T^3 + C_6 T^4 + C_7 \ln T)
\]

(15)

where

\[
C_1 = -5.6745359 \cdot 10^3, \quad C_2 = 6.3925247,
\]
\[
C_3 = -9.677843 \cdot 10^{-3}, \quad C_4 = 6.2215701 \cdot 10^{-7},
\]
\[
C_5 = 2.0747825 \cdot 10^{-9}, \quad C_6 = -9.4840240 \cdot 10^{-13}
\]
\[
C_7 = 4.1635019.
\]

For temperature range of \(0^\circ C\) to \(200^\circ C\), the saturation pressure over liquid water is given by (Gatley and Perez-Ganlindo 2009):

\[
p_{vs} = \exp(C_8/T + C_9 + C_{10} T + C_{11} T^2 + C_{12} T^3 + C_{13} \ln T)
\]

(16)

where

\[
C_8 = -5.8002206 \cdot 10^3, \quad C_9 = 1.3914993 \cdot 10^5,
\]
\[
C_{10} = -4.8640239 \cdot 10^{-2}, \quad C_{11} = 4.1764768 \cdot 10^{-5},
\]
\[
C_{12} = -1.4452093 \cdot 10^{-8}, \quad C_{13} = 6.5459673 \cdot 10^0.
\]

In both Equations (15) and (16), \(T[K]\) is the absolute temperature.

Alternatively, a simpler expression gives relatively accurate results within normal ranges of temperature (Tetens 1930; Monteith and Unsworth 2008; Murray 1967; Singh et al. 2002):

\[
p_{vs} = 610.78 \exp \left( \frac{17.2694 \theta}{\theta + 237.3} \right)
\]

(17)

where \(\theta[^\circ C]\) is the air temperature.

Equation (14), expressing the humidity content on the saturation curve, can be linearized for variations around \(\theta_s^0\):

\[
w_s = w_s^0 + f'(\theta_s^0)(\theta - \theta_s^0)
\]

(18)

where \(f'(\theta_s^0)\equiv f'(\theta_s^0)\) is the value of the derivative of the function given by equations expressing the humidity content on the saturation curve. If Equation (17) is used, then
Figure 4. The system is composed of: elementary processes from Figure 2, is represented in given in Table 2.

A mixing box in which a mass flow rate of outdoor air, \( m_{\text{oa}} \), controlled by the number of occupants or by the minimum ventilation rate (and, in-field applications, by \( \text{CO}_2 \) concentration), is mixed with recirculated indoor air. It is modelled by the elementary process 2: Mixing with a given mass flow rate, \( \text{MR} \).

A cooling coil which has a bypass factor, \( \beta \), controlled by a damper \( D \). They are modelled by the elementary processes 6: Cooling with dehumidification, \( \text{CC} \), and 2: Mixing with given ratio, \( \text{MX} \).

- A reheating coil, modelled by the elementary process 5: Heating or dry cooling, \( \text{HC} \).
- A fan, \( F \), which imposes the mass flow rate of the supply air, \( \dot{m}_s \).
- A single thermal zone. The transformation of the air in the thermal zone, \( \text{TZ} \), is modelled by the elementary process 3: Thermal zone. The thermal loads of the zone are given by the block, \( \text{BL} \), in function of the characteristics of the building, according to the system of Equation (12) which has inputs:
  - \( \dot{m}_i \) air infiltration mass flow rate [kg/s];
  - \( \dot{Q}_{\text{BL}} \) solar and auxiliary sensible gains of the building [W];
  - \( \dot{Q}_{\text{BL}} \) auxiliary latent gains of the building [W];
- outputs:
  - \( \dot{Q}_{\text{TZ}} \) sensible load of the thermal zone;
  - \( \dot{Q}_{\text{TZ}} \) latent load of the thermal zone.

The inputs of the simulation model (indicated by inward arrows in Figure 4) are:

- temperature, \( \theta_o \), and humidity ratio, \( w_o \), of the outside air (symbolized by the letter o above the double line),
- total load of the cooling coil, \( \dot{Q}_{\text{CC}} \) (symbolized by the red arrow \( \dot{Q}_t \) related to the block \( \text{CC} \)),
- sensible load of the heating coil, \( \dot{Q}_{\text{HC}} \) (symbolized by the red arrow \( \dot{Q}_t \) related to the block \( \text{HC} \)),
- characteristics of the building: sensible, \( \dot{Q}_{\text{BL}} \), and latent, \( \dot{Q}_{\text{BL}} \) (symbolized by the red arrow \( \dot{Q}_t \) and \( \dot{Q}_t \) related to the block \( \text{BL} \)),
- infiltration air mass flow rate, \( \dot{m}_i \), and overall conductance, \( UA \) (symbolized by the blue arrows \( \dot{m}_i \) and \( \dot{m}_a \) related to the block \( \text{BL} \)).
Figure 3. Legend for Figures 4–10.

The mass flow rates of supply air, $\dot{m}$, and of outdoor air, $\dot{m}_o$, and the by-pass factor, $\beta$, are parameters of the model. They are indicated below the double lines in Figures 4, 5, 7, 9, 11, 13 and 15.

In Figures 4 and 5, Figures 7 and 9, Figure 11, Figures 13 and 15, the numbers above the double lines represent the temperatures, $\theta_k$, $k = 1 \ldots 5$, and the humidity ratios, $w_k$, $k = 1 \ldots 5$, of the state of the air marked by the points 1...5 in the psychrometric chart. These points (i.e. temperatures and humidity ratios), along with the heat flow rates:

$\dot{Q}_{lCC}$ – latent heat transferred by the cooling coil to the air flow [W];

$\dot{Q}_{lTZ}$ – sensible load of the thermal zone [W];

$\dot{Q}_{lTZ}$ – latent load of the thermal zone [W];

form the set of unknowns of the model. Note that:

- Point 0 (i.e. outdoor temperature, $\theta_0$, and humidity, $w_0$) on the psychometric diagram is known (the outdoor temperature and humidity are independent variables).
- Sensible and latent loads of the thermal zone, $\dot{Q}_{lTZ}$ and $\dot{Q}_{lTZ}$, are unknowns (or outputs or dependent variables): they depend on the indoor conditions ($\theta_5$, $w_5$), which are unknowns.
Figure 5. CAV system controlling the indoor temperature, $\theta_5$, and humidity, $\varphi_5$, by acting on the cooling coil [CC], $\dot{Q}_{\text{CC}}$, and the heating coil [HC], $\dot{Q}_{\text{HC}}$, respectively. The mass flow rate of supply air, $m$, is given and constant (CAV system). The supply air temperature, $\theta_4$, is not controlled. See CAV wd and §5.1 in Ghiaus (2021). Legend in Figure 3.

Table 3. List of unknowns for the direct model of cooling and dehumidification shown in Figure 4.

| $n$ | Equation | Symbol | Process |
|-----|----------|--------|---------|
| 0   | $m c_1 - (m - m_0)c_0 = m c_0$ | $\dot{m}_{c_1}$ | MR Mixing with given flow rate |
| 1   | $m w_1 - (m - m_0)w_0 = m c_0$ | $\dot{m} w_1$ | CC Cooling with dehumidification |
| 2   | $(1 - \beta)m c_1 - (1 - \beta)m c_2 + \dot{Q}_{\text{CC}} = 0$ | | |
| 3   | $(1 - \beta)m w_1 - (1 - \beta)m w_2 + \dot{Q}_{\text{CC}} = 0$ | | |
| 4   | $f_{\text{nu}}^2 \theta_2 - w_2 = f_{\text{nu}}^2 \theta_1^0 - w_1^0$ | | |
| 5   | $\dot{Q}_{\text{CC}} + \dot{Q}_{\text{HC}} = \dot{Q}_{\text{HC}}$ | | |
| 6   | $\beta m c_1 + (1 - \beta)m c_2 - m c_3 = 0$ | $\dot{m} c_1$ | MX Mixing with given ratio |
| 7   | $\beta m w_1 + (1 - \beta)m w_2 - m w_3 = 0$ | | |
| 8   | $m c_3 - m c_1 = -\dot{Q}_{\text{HC}}$ | | |
| 9   | $m w_3 - m w_4 = 0$ | $\dot{m} w_3$ | HC Heating |
| 10  | $m c_4 - m c_1 + \dot{Q}_{\text{TZ}} = 0$ | | |
| 11  | $m w_4 - m w_5 + \dot{Q}_{\text{TZ}} = 0$ | $\dot{m} w_4$ | TZ Thermal zone |
| 12  | $(U A + m c)\theta_5^0 + Q_{\text{TZ}} = (U A + m c)\theta_5^0 + \dot{Q}_{\text{BL}}$ | | |
| 13  | $m c_5 w_5 + \dot{Q}_{\text{TZ}} = m c_5 w_5 + \dot{Q}_{\text{BL}}$ | $\dot{m} c_5 w_5$ | BL Building loads |

Table 4. System of equations for the direct model of cooling and dehumidification shown in Figure 4.

In psychrometric analysis done by hand, the sensible and latent loads of the thermal zone, $\dot{Q}_{\text{TZ}}$, and $\dot{Q}_{\text{ITZ}}$, are considered known. They allow us to determine the sensible heat ratio

$$SHR = \frac{\dot{Q}_{\text{TZ}}}{\dot{Q}_{\text{TZ}} + \dot{Q}_{\text{ITZ}}}$$

that is used in graphical calculations (TRANE 2011). However, according to Equation (12), the loads depend on the indoor and outdoor conditions. Therefore, they will be considered unknowns.

For the direct problem shown in Figure 4, there are 14 unknowns (Table 3) and 14 equations obtained by assembling the elementary processes (Table 4). Equation (4) in Table 4 is the linearized form of Equation (14) around the point $(\theta_5^0, w_5^0)$ obtained by using the Equations (17)–(19).

A direct model is useful for verifying a solution; however, the sizing of a system is an inverse problem. In sizing, some inputs or parameters of the physical system become outputs of the computational algorithm, transforming the direct problem into an inverse one: control
or parameter optimization, depending on the type of the requested values Figure 3.

5. Linear control problem: constant air volume (CAV) systems

A constant air volume (CAV) mixed-air system supplies a fixed mass flow rate of air, \( m \), usually to a single space or thermal zone (Stanke 2000; TRANE 2002). The aim of sizing is to find the thermal load of the cooling coil and its Apparatus Dew-Point ADP (Eppelheimer 2002), and the thermal load of the reheating coil (if supply air tempering is used).

5.1. Control of indoor air temperature & humidity in CAV systems with reheating

Temperature and humidity can be controlled in the thermal zone by using a cooling coil in series with a heating coil (Stanke 2000; TRANE 2002). The aim of sizing is to find the total load of the cooling coil, \( Q_{CC} \), and the sensible load of the heating coil, \( Q_{HC} \). This is a control problem (Figure 1) since the loads, which are inputs of the physical system, become unknowns and the temperature, \( \theta_5 \), and the humidity, \( w_5 \), of the thermal zone, which are outputs of the physical system, are known (Figure 4). The proposed solution is to solve the control problem by introducing two control loops: one for temperature (controller \( K_T \) in Figure 5) and one for humidity (controller \( K_w \) in Figure 5). In this approach, the temperature, \( \theta_5 \), and the humidity, \( w_5 \), are still outputs of the system (i.e. unknowns) but their values will be very near to their set-points, \( \theta_{5,sp} \) and \( w_{5,sp} \). The errors between the values and their setpoints tend to zero as the gains of the controllers, \( K_T \) and \( K_w \), tend to infinity. Since usually the relative indoor humidity, \( \psi_{5,sp} \), is indicated, a function, \( \Psi \), is used to transform it in humidity ratio, \( w_{5,sp} \) (Figure 5).

By assembling the elementary processes (Figure 2), the model of the system, having the unknowns given in Table 5, is obtained as a system of linear equations, given in Table 6.

The system of equations from Table 6 is linear; it can be written as

\[
Ax = b
\]

Table 5. List of unknowns for the model of cooling shown in Figure 5.

| N° | Equation | Symbol | Process |
|----|----------|--------|---------|
| 0  | \( mct_1 - (m - m_c)ct_2 = mct_w \) | MR | Mixing with given flow rate |
| 1  | \( mlw_1 - (m - m_l)lw_3 = mlw_w \) | MR | Mixing with given flow rate |
| 2  | \( (1 - \beta)mct_1 - (1 - \beta)ct_2 + Q_{CC} = 0 \) | CC | Cooling with dehumidification |
| 3  | \( (1 - \beta)mlw_1 - (1 - \beta)mlw_2 + Q_{CC} = 0 \) | CC | Cooling with dehumidification |
| 4  | \( f_0'^2t_2 - w_2 = f_0'^2t_2^0 - w_2^0 \) | MX | Mixing with given ratio |
| 5  | \( -Q_{CC} + Q_{CC} + Q_{CC} = 0 \) | MX | Mixing with given ratio |
| 6  | \( \beta mct_1 + (1 - \beta)mct_2 - mct_3 = 0 \) | HC | Heating |
| 7  | \( \beta mlw_1 + (1 - \beta)mlw_2 - mlw_3 = 0 \) | HC | Heating |
| 8  | \( mct_3 = mct_4 + Q_{HC} = 0 \) | TZ | Thermal zone |
| 9  | \( mlw_4 = mlw_4 = 0 \) | TZ | Thermal zone |
| 10 | \( mct_4 = mct_5 + Q_{IZ} = 0 \) | TZ | Thermal zone |
| 11 | \( mlw_5 = mlw_5 + Q_{IZ} = 0 \) | TZ | Thermal zone |
| 12 | \( (UA + m_c)w_5 + Q_{IZ} = (UA + m_c)w_5 + Q_{IZ} = 0 \) | BL | Building loads |
| 13 | \( m_lw_5 + Q_{IZ} = m_lw_5 + Q_{IZ} = 0 \) | BL | Building loads |
| 14 | \( K_T \theta_5 + Q_{CC} = K_T \theta_{5,sp} \) | \( K_T \) | Temperature controller |
| 15 | \( K_w \theta_5 + Q_{HC} = K_w \theta_{5,sp} \) | \( K_w \) | Humidity controller |

Table 6. System of equations for the model of cooling and dehumidification with reheating and linear control of temperature and humidity ratio of the thermal zone (Figure 5).
Algorithm 1 Solve the nonlinear system of equations modelling the problem.

```plaintext
solve \( \text{lin}(\theta^5) \)
repeat 
    solve \( Ax = b \) for \( x \)
    \( \Delta w_2 = |w_2^5 - w_2| \)
    \( \theta_2^5 = \theta_2 \)
    until \( \Delta w_2 < \varepsilon \)
return \( x \)
```

Figure 6 gives the results on the psychrometric chart. The indoor conditions are \( \theta_5 = 24^\circ C \), \( w_5 = 9.30g/kg \), \( \varphi_5 = 50\% \). All the values of the problem are given in the computational implementation (Ghiaus 2021).

5.2. Control of indoor air temperature in CAV systems without reheating

Typically, a constant air volume (CAV) system with mixed recirculated and outdoor air uses a single cooling coil with modulated capacity in order to control the indoor temperature in the thermal zone (Stanke 2000). The model, obtained by assembling the blocks from Figure 2, is shown in Figure 7.

The system of equations and the solving algorithm are the same as for cooling and reheating discussed in section 5.1 (Table 6 and Algorithm 1). The difference is in setting the gain of the humidity controller to zero, \( K_w = 0 \) (Figure 7). Since the load of the heating coil is zero, \( Q_{\text{HIC}} = 0 \), points 3 and 4 are superposed on the psychrometric diagram (Figure 8). The temperature of the thermal zone, \( \theta_5 \), is controlled, but the humidity ratio, \( w_5 \), varies freely. For the example given, the relative humidity changed from \( \varphi_5 = 50.0\% \), when it was controlled, to \( \varphi_5 = 66.8\% \) (Figure 8). All the values of the problem are given in the computational implementation (Ghiaus 2021).

6. Non-linear parameter optimization problem

The cooling and dehumidification system shown in Figure 4 may be controlled by changing the mix-air bypass, \( \beta \), or by modulating the mass flow rate of the supply air, \( m \) (in which case it becomes a variable air volume, VAV, system). Since the bypass factor, \( \beta \), and the supply air mass flow rate, \( m \), are parameters in the model described by the set of equations given in Table 4, the inverse problem is a parameter optimization problem (Figure 1). It is treated by considering it a non-linear control problem solved by using an optimization algorithm.

6.1. Mix-air bypass control in constant air volume (CAV) systems without reheating

A simple and unexpensive solution to control the temperature and the humidity in the thermal zone is to use a bypass damper to extend the dehumidification range of a constant air volume, CAV, air handling unit, AHU (Murphy 2002; TRANE 2002). The bypass factor, \( \beta \), can be found by
solving the optimization problem:

\[
\text{find } \beta \text{ so that } \varepsilon(\beta) = |v_{sp} - v| < \varepsilon_{adm} \quad (22)
\]

where \(\varepsilon_{adm}\) is the admissible error between the variable \(v\) and its set-point \(v_{sp}\). The optimization can be achieved by least-squares (Virtanen et al. 2020).

\[ \text{6.1.1. Mix-air bypass control of indoor air temperature & humidity in CAV systems} \]

The block diagram of a constant air volume (CAV) system with mix-air bypass control of temperature and humidity is given in Figure 9. A non-linear controller \(ls\) changes the bypass factor, \(\beta\), by acting on the damper \(D\).
Figure 9. CAV with mix-air bypass controlling the indoor temperature, \( \theta_5 \), by acting on the cooling coil \( CC \), \( \dot{Q}_{CC} \), and the indoor humidity, \( \psi_5 \), by acting on the by-pass damper \( D \), \( \beta \). The heating coil is not operating, \( \dot{Q}_{HC} = 0 \). The mass flow rate of the supply air, \( \dot{m}_i \), is given and constant (CAV system). The supply air temperature, \( \theta_4 = \theta_3 \), is not controlled. See VBP_wd and §6.1.1 in Ghiaus (2021). Legend in Figure 3.

Let’s consider that the value that we want to control is the indoor air humidity, \( w_5 \). By defining the error function as

\[
\varepsilon(\beta) = |w_{5,sp} - w_5| \tag{23}
\]

the problem is then to find the optimal value

\[
\varepsilon_{\text{min}} = \min_{\beta} \varepsilon(\beta) \text{ subject to } 0 \leq \beta \leq 1 \tag{24}
\]

by using least squares optimization (Virtanen et al. 2020). If \( \varepsilon_{\text{min}} \leq \varepsilon \), then, the optimal solution

\[
\beta = \arg \min_{\beta} \varepsilon(\beta) \text{ subject to } 0 \leq \beta \leq 1 \tag{25}
\]

is the value of the bypass factor.

If the minimum value of the error is not practically zero, i.e. \( \varepsilon_{\text{min}} \geq \varepsilon \), then there is no solution to the parameter optimization problem, i.e. the humidity of the thermal zone cannot be controlled by using a mix-air damper. Algorithm 2 synthesis the procedure (see VBP_wd (Ghiaus 2021) for Python implementation).

Algorithm 2 Find the bypass factor, \( \beta \), by least squares optimization.

```python
function \( \beta(\gamma, w_{5,sp}) \):
    function \( \varepsilon(\beta) \):
        solve_linear(\( \beta \)) (see Algorithm 1)
        return \( \varepsilon(\beta) = |w_{5,sp} - \psi| \)
    find \( \varepsilon_{\text{min}} = \min_{\beta} \varepsilon(\beta) \text{ subject to } 0 \leq \beta \leq 1 \)
    if \( \varepsilon_{\text{min}} < \varepsilon_{\text{max}} \):
        return \( \beta = \arg \min_{\beta} \varepsilon(\beta) \text{ subject to } 0 \leq \beta \leq 1 \)
    else print an error message.
```

Figure 10 shows the results. As in Figure 8, the points 3 and 4 are superposed since the heating coil \( HC \) is not operating. Both temperature and humidity of the indoor air are controlled: \( \theta_5 = 24^\circ\text{C}, w_5 = 9.29 \text{ g/kg}, \psi_5 = 50\% \). They have practically the same values as in § 0. The difference is that the bypass factor is \( \beta = 0.16 \) in § 5.1 and \( \beta = 0.0072 \) in § 6.1.1. All values of the problem are given in the computational implementation (Ghiaus 2021).

6.1.2. Control of indoor and supply air temperatures in CAV systems

Thermal comfort may be affected by the supply air temperature. Therefore, it would be interesting to control the supply air temperature by acting on the bypass factor. However, the problem has no solution. The sensible heat balance of the thermal zone, Equation (10) from Table 4 or Table 6,

\[
\dot{m}_c(\theta_4 - \theta_5) + \dot{Q}_{sTZ} = 0 \tag{26}
\]

has no solution when all the variables are imposed: \( \dot{m} \) – the mass flow rate imposed because the system is with constant air volume (CAV); \( \theta_4 \) – the supply air temperature; \( \theta_5 \) – the indoor air temperature; \( \dot{Q}_{sTZ} \) – the sensible load of the thermal zone.

The value of \( \varepsilon_{\text{min}} \) from relation (22) will not be almost zero (save special cases). Therefore, the temperatures of the supply air and of the thermal zone cannot be controlled by the cooling coil, \( \dot{Q}_{CC} \), and the bypass factor, \( \beta \).
6.2. Mass-flow control in variable air volume (VAV) systems

In variable air volume (VAV) systems, the mass flow rate of supply air, \( \dot{m} \), is modulated (TRANE 2002; Murphy 2010). Since the mass flow rate, \( \dot{m} \), is a parameter of the model (Figure 4, Table 4), modulating it is a parameter optimization problem (Figure 1) that can be solved by least squares (Algorithm 3).

Algorithm 3 Find the mass flow rate of the supply air, \( \dot{m} \), by least squares optimization.

\[
\text{function } \dot{m}_0(v, v_{sp}) := \\
\text{solve line } \theta = 0 \\
\text{return } \dot{m} = |v_{sp} - v| \\
\]

find \( \tau_{max} = \min_{\dot{m}}(\tau) \) subject to \( 0 \leq \dot{m} \leq \dot{m}_{max} \)
if \( \tau_{max} \leq \tau_{max} \):
return \( \dot{m} = \arg \min_{\dot{m}}(\tau) \) subject to \( 0 \leq \dot{m} \leq \dot{m}_{max} \)
else print an error message.

Figure 11. VAV system controlling the indoor temperature, \( \theta_b \), by acting on the cooling coil (CC), \( Q_{CC} \), and the indoor air humidity, \( \varphi_b \), by acting on the supply air mass flow rate, \( \dot{m} \). The heating coil is not operating, \( Q_{HC} = 0 \). See VAV_wd and §6.2.1 in Ghiaus (2021). Legend in Figure 3.
Algorithm 3 is similar to Algorithm 2: a value, \( v \), and its set-point, \( v_{sp} \), are specified. A least squares optimization problem is solved (Virtanen et al. 2020). If the minimum of the error function is almost zero, \( \min_{m} |v_{sp} - v| < \varepsilon_{adm} \), then there is a solution, i.e. a supply air mass flow rate \( \dot{m} \) which can control the variable \( v \). The controlled variable can be the indoor air humidity of the supply air temperature.

### 6.2.1. Control of indoor air temperature and humidity in VAV systems without reheating

If the humidity ratio of the thermal zone is controlled, the variable \( v \) in the Algorithm 3 is the relative humidity of the indoor air, \( v \equiv \phi_{5} \). Figure 11 shows the block diagram of the model obtained with elements from Figure 2. The non-linear least-squares controller \( ls \) acts on the mass flow rate of supply air, \( \dot{m} \), in order to control the humidity.

**Figure 12.** Psychrometric diagram for cooling and dehumidification by a VAV system controlling the thermal zone temperature and humidity modelled by the block diagram given in Figure 11. Implementation in §6.2.1 in Ghiaus (2021).

**Figure 13.** VAV system controlling the indoor temperature, \( \theta_{5} \), by acting on the cooling coil [CC], \( Q_{CC} \), and supply air temperature, \( \theta_{4} \), by acting on the supply air mass flow rate, \( \dot{m} \). The heating coil is not operating, \( Q_{HC} = 0 \). See VAV_wd and §6.2.2 in Ghiaus (2021). Legend in Figure 3.
of the indoor air, $\theta_5$. The processes are presented on the psychrometric chart on Figure 12. Since the heating coil $HC$ is not operating, points 3 and 4 are superposed. The system cannot control the indoor humidity at 50%; the optimization gives $\theta_5 = 24^\circ C$, $w_5 = 11.83$ g/kg (i.e. $\varphi_5 = 63.4\%$). The humidity in the thermal zone may be maintained at 50% if the outdoor humidity is lower (e.g. $\varphi_0 = 50\%$). All values of the problem are given in the computational implementation (Ghiaus 2021).

6.2.2. Control of supply and indoor air temperatures in VAV systems without reheating

If the humidity ratio of the thermal zone is controlled, the variable in the Algorithm 3 is the supply air temperature, $\nu \equiv \theta_4$. Figure 13 shows the model in which the non-linear least squares controller $ls$ acts on the mass flow rate of supply air, $\dot{m}$, in order to control the supply air temperature $\theta_4$. Figure 14 shows the processes on the psychrometric diagram on which points 3 and 4 are identical.
because the heating coil is not operating. All values of the problem are given in the computational implementation (Ghiaus 2021).

6.2.3. Control of indoor air temperature and humidity and of supply air temperature in VAV systems with reheating

Typically, a variable air volume (VAV) system has a central air handling unit (AHU) that supplies air to several zones, each served by a VAV terminal unit. While a constant air volume (CAV) supplies a fixed mass flow rate of air at variable temperature, the VAV terminals modulate the air mass flow rate which has a constant temperature between 7°C and 13°C (Murphy 2010). Supply temperature and indoor temperature and humidity can be controlled by ‘tempering’ (i.e. reheating) the supply air at the VAV terminal (TRANE 2002).

Figure 15 shows the model. There are three control loops acting on cooling coil, $\dot{Q}_{\text{CC}}$, heating coil, $\dot{Q}_{\text{HC}}$, and fan, $\dot{m}$, in order to control the indoor temperature, $\theta_5$, indoor humidity, $w_5$ or $\varphi_5$, and supply air temperature, $\theta_4$. Figure 16 shows the results on a psychrometric chart. Both temperature and humidity are controlled: $\theta_5 = 24^\circ\text{C}$, $w_5 = 9.29$ g/kg, $\varphi_5 = 50\%$. All values of the problem are given in the computational implementation (Ghiaus 2021).

7. Conclusions

This paper proposes a classification of the modelling problems into direct and inverse by using the information flow in the physical processes and the computational algorithms. Direct problems are when the physical and computational causality are the same; they are used to verify the solutions. Inverse problems are when the physical and the computational causality are different. In his paper, they are used for system sizing. The inverse problems are classified in control and parameter optimization. This paper proposes to solve the control problem by linear control (with practically infinite gain) and the parameter optimization problem by formulating it as a least squares control problem.

The classification is then used to solve the problem of sizing the cooling and dehumidification systems. It is proposed that a set of elementary psychrometric processes to be used to model the physical elements of the air handling units and terminals. By assembling the elementary blocks, the models of the air handling unit (in this case cooling coil, heating coil, mixing box) and of the thermal zone can be obtained. Most of the equations describing the processes (i.e. the direct model) are linear. After linearizing the equation of the saturation curve, the system of equations is solved iteratively; this is equivalent to using Newton–Raphson method.
The linear control problem is exemplified for a constant air volume (CAV) system with or without reheating coil. The control system has as setpoints the temperature and the humidity of the thermal zone and acts on the cooling and the heating coils. Since the outputs of the control system are inputs of the physical system, it is a linear control problem. The model consists of a system of equations which is nonlinear due to the vapour saturation curve. It is solved iteratively as a linear model of the direct problem.

The nonlinear control problem consists in changing the bypass factor of the cooling coil or the mass flow rate of the supply air. In the framework proposed in this paper, this is a parameter optimization problem, i.e. find a parameter (the bypass factor or the mass flow rate of supply air) that minimizes the error between the controlled variable (indoor air temperature and humidity, and supply air temperature) and its setpoint. The optimization algorithm used was least squares.

The advantage of the proposed modelling method is that it can be algorithmized. The solutions to a set of variable conditions can be easily obtained in the design phase. The limitation of the method is the use of steady-state models. This problem may be alleviated by corrections made to the steady-state models.
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**Nomenclature**

Latin letters

- $A$: surface area, m$^2$
- $AHU$: air handling unit
- $C$: constant
- $CAV$: constant air volume
- $K$: controller gain
- $\dot{H}_i$: enthalpy rate of the air in state $i$, W
- $M$: molar mass, kg/kmol
- $Q$: heat flow rate, W
- $R$: universal gas constant, J/K k moll
- $\text{SHR}$: sensible heat rate, -
- $T$: temperature, K
- $U$: overall heat transfer coefficient, W/m$^2$ K
- $VAV$: variable air volume
- $c$: specific heat capacity of the dry air, J/kgK
- $c_w$: specific heat capacity of the water vapour, J/kg K
- $d$: derivative
- $f$: function representing the saturation curve
- $h_i$: specific enthalpy of dry air in state $i$, J/kg
- $l$: specific latent heat for water vaporization, J/kg

Greek letters

- $\Delta$: difference operator
- $\alpha$: mixing ratio
- $\beta$: bypass factor
- $\varepsilon$: arbitrarily small number
- $\theta_i$: temperature of the air in state $i$, °C
- $\phi$: relative humidity, %
- $\psi$: overall heat transfer coefficient of a thermal bridge, W/m K

Bold letters

- $A$: matrix of coefficients
- $b$: vector of constant terms
- $x$: vector of unknowns

Subscripts

- $\text{BL}$: building
- $\text{CC}$: cooling coil
- $\text{HC}$: heating coil
- $\text{TZ}$: thermal zone
- $\text{da}$: dry air
- $i$: air infiltration
- $1 \ldots 5$: states in the psychrometric chart
- $l$: latent
- $ls$: least squares
- $o$: outdoor
- $s$: sensible or saturation
- $sp$: set-point
- $t$: total
- $vs$: vapour at saturation
- $w$: humidity ratio
- $\theta$: temperature
- $\theta^0_s$: initial guess of the temperature corresponding to the saturation point

Superscripts

- $'$: derivative of a function
- $0$: initial value
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Appendix

Annex: psychrometric relations

The relations used in the psychrometric calculations (module psychro.py (Ghiaus, 2021) are given below.

Molar mass of dry air (Gatley and Perez-Ganlindo 2009):

\[ M_{d_d} = 28.966 \text{ kg/kmol} \] (A27)

Molar mass of water vapour (Gatley and Perez-Ganlindo 2009):

\[ M_v = 18.015 286 \text{ kg/kmol} \] (A28)

Universal gas constant:

\[ R = N_A k = 8 314.462 618 153 24 \text{ J/(K kmol)} \] (A29)

where \( N_A = 6.022 140 76 \cdot 10^{-23} \text{ kmol}^{-1} \), Avogadro constant, and \( k = 1.380 649 \cdot 10^{-23} \text{ J/K} \), Boltzmann constant, have values defined in SI (BIPM 2019).

Atmospheric pressure as a function of altitude: \(-500 \ldots 10 000 \text{ m} \) (Gatley and Perez-Ganlindo 2009):

\[ p = 101.325 (1 - 2.22577 \cdot 10^{-5} \theta^2) 5.2559 \text{ Pa} \] (A30)

Saturation vapour pressure as a function of temperature: see Equation (16) (Gatley and Perez-Ganlindo 2009):

\[ p_{v_s} = \exp(C_a/t + C_b + C_1 T + C_2 T^2 + C_3 T^3 + C_4 \ln T) \] (A31)

Humidity ratio as a function of temperature and relative humidity:

\[ w = \frac{M_v}{M_{d_d}} \frac{\varphi p_{v_s}}{p - \varphi p_{v_s}} \text{ kg/kg}_{d_d} \] (A32)

Derivative of the humidity ratio (32) at saturation for a given temperature uses the convenient form of saturation vapour pressure over water:

\[ p_{v_s} = C \exp\left(\frac{a \theta}{b + \theta}\right) \] (A33)

where \( a = 17.269 388 2 \), \( b = 273.16 - 35.86 = 237.3 \), and \( C = 610.78 \) (Murray 1967). By substituting \( 32 \) in (32), the derivative of humidity ratio, \( w_r \), at saturation, i.e. \( \varphi = 1 \) in (32), as a function of temperature, \( \theta \), is:

\[ \frac{dw_r}{d\theta} = \frac{d w_r}{d p_{v_s}} \frac{d p_{v_s}}{d \theta} = \frac{M_v}{M_{d_d}} \frac{p}{(p - p_{v_s})^2} \frac{a b \exp\left(\frac{a \theta}{b + \theta}\right)}{(\theta + b)^2} \] (A34)

Specific volume as a function of temperature and humidity ratio for a given altitude (default 0 m) (Gatley and Perez-Ganlindo 2009):

\[ v = \frac{R}{M_v} \left( \frac{M_v}{M_{d_d}} + w \right) (\theta + 273.15) \] (A35)