Integrability of Hurwitz partition functions

This article has been downloaded from IOPscience. Please scroll down to see the full text article.
2012 J. Phys. A: Math. Theor. 45 045209
(http://iopscience.iop.org/1751-8121/45/4/045209)

View the table of contents for this issue, or go to the journal homepage for more

Download details:
IP Address: 192.68.254.219
The article was downloaded on 29/08/2012 at 18:34

Please note that terms and conditions apply.
Integrability of Hurwitz partition functions

A Alexandrov$^{1,2,3}$, A Mironov$^{3,4}$, A Morozov$^3$ and S Natanzon$^{3,5,6}$

1 LPTENS, Paris, France
2 IPhT, Gif-sur-Yvette, France
3 ITEP, Moscow, Russia
4 Lebedev Physics Institute, Russia
5 Department of Mathematics, Higher School of Economics, Moscow, Russia
6 A N Belozersky Institute, Moscow State University, Moscow, Russia

E-mail: mironov@itep.ru, mironov@lpi.ru, morozov@itep.ru and natanzons@mail.ru

Received 25 May 2011, in final form 30 November 2011
Published 11 January 2012
Online at stacks.iop.org/JPhysA/45/045209

Abstract

Partition functions often become $\tau$-functions of integrable hierarchies, if they are considered dependent on infinite sets of parameters called time variables. The Hurwitz partition functions $Z = \sum_{R} d_{R}^{2-k} \chi_{R}(t^{(1)}) \ldots \chi_{R}(t^{(k)}) \exp(\sum_{n} \xi_{n} C_{R}(n))$ depend on two types of such time variables, $t$ and $\xi$. KP/Toda integrability in $t$ requires that $k \leq 2$ and also that $C_{R}(n)$ are selected in a rather special way, in particular the naive cut-and-join operators are not allowed for $n > 2$. Integrability in $\xi$ further restricts the choice of $C_{R}(n)$, forbidding, for example, the free cumulants. It also requires that $k \leq 1$. The quasi-classical integrability (the WDVV equations) is naturally present in $\xi$ variables, but also requires a careful definition of the generating function.

PACS numbers: 02.30.Ik, 11.25.-w

1. Introduction

Since the early papers by M Sato school on the KP hierarchy [1], it is known that linear combinations of the Schur functions $\chi_{R}(t)$ (or characters of the linear groups, here $R$ is the Young diagram)

$$\tau(t) = \sum_{R} w_{R} \chi_{R}(t) \tag{1}$$

are KP $\tau$-functions (that depends on the infinite set of times $t_{k}$) satisfying the bilinear Hirota identities if and only if the coefficients $w_{R}$ in these combinations satisfy the bilinear Plücker relations and, in this way, describe a point of the infinite-dimensional Grassmannian. Since then, this fact and its generalizations were exploited in many concrete examples.

One of the possible generalizations is parameterizing the coefficients $w_{R}$ by some (infinite) set of new continuous variables $\tilde{t}$. One can do this in such a way that $\tau(t|\tilde{t})$ satisfies the KP hierarchy in both $t$ and $\tilde{t}$ variables and becomes the Toda-lattice $\tau$-function [2].
The generic condition for these coefficients in this Toda lattice case is quite involved; however, one may naturally consider simpler sub-classes of the $t$-dependent coefficients in (1), that is,
\[ w_R(t) = v_R \chi_R(t), \]
(2)
where $v_R$ are the coefficients yet to be determined in order to guarantee that $\tau(t|\bar{t})$ is the Toda-lattice $\tau$-function.

It was earlier demonstrated [3] that this is the case if $v_R$ are given by an (natural) exponential parameterization
\[ v_R \sim \exp \left( \sum_n \xi_n C_R(n) \right), \]
(3)
where $C_R(n)$ are eigenvalues of the corresponding Casimir operators in representation $R$ and $\xi_n$ are arbitrary constants.

A new interest to integrable properties of combinations of the kind
\[ \tau(t|\bar{t}) = \sum_R \chi_R(t) \chi_R(\bar{t}) \exp \left( \sum_n \xi_n C_R(n) \right) \]
(4)
emerged after demonstration in [4] that this kind of sum provides natural generating functions of the Hurwitz numbers.

In this paper, we study the integrable properties of (4) and generalize the results of [3] in two directions. First of all, instead of infinite sums over representations $R$, one can consider in (4) finite sums. It turns out that this can preserve integrability; however, the corresponding hierarchy is the forced KP/Toda hierarchy [5]. Second, one can consider $\tau(t|\bar{t})$ as a function of the coefficients $\xi_n$. We study in this paper when (4) is a $\tau$-function also with respect to the $\xi_n$ variables.

This paper contains only a description of the results and brief comments; the detailed proofs will be presented elsewhere.

2. Hurwitz numbers and the Frobenius formula

Hurwitz numbers [6] count the ramified coverings of a Riemann surface. Their calculation is obviously important in string theory and from time to time it attracts certain attention. The current interest is due to the possibility of expressing the Hurwitz numbers through group characters, which implies close relation to matrix models, integrable systems, Virasoro constraints, AGT relation and other basic chapters of modern theory. This expression is given by the Frobenius formula [7]
\[ \text{Cover}_n(\Delta_1, \ldots, \Delta_k) = \sum_R d_R^2 \chi_R(\Delta_1) \ldots \chi_R(\Delta_k) \delta_{|R|,n} \]
(5)
for the number of $n$-sheet coverings of a Riemann sphere with $k$ ramification points of given types. The type of ramification at a point $i$ characterizes the way in which the sheets are glued, and is labeled by a Young diagram (integer partition of $n$) $\Delta_i$ of weight $|\Delta_i| = n$. The sum in (5) goes over all the Young diagrams $R = \{ r_1 \geq r_2 \geq \cdots \}$ of the same weight $|R| = r_1 + r_2 + \cdots = n$, and $\chi_R(\Delta)$ are the symmetric group characters, to appear in equation (8) below.

For $k = 1$, one can extend the sum in (5) to all $R$ [8]. Remarkably, though the sum is now infinite, this produces only a factor of $e^{2.718 \ldots}$,
\[ \sum_R d_R^2 \chi_R(\Delta) \delta_{|R|,|\Delta|} = \frac{1}{e} \sum_R d_R^2 \chi_R(\Delta). \]
(6)
This motivates the change of the definition (5). Instead of (5) one can write

$$\text{Cover}(\Delta_1, \ldots, \Delta_k) = \frac{1}{e} \sum_{k} d_R^{2k} \varphi_R(\Delta_1) \cdots \varphi_R(\Delta_k)$$  \hfill (7)$$

without the $\delta_{|R|,a}$ projector. In this form, the rhs is defined for an arbitrary $\Delta_i$ and the index $n$ can be omitted. These generalized Hurwitz numbers [9] are much more interesting, but for $k > 1$ they are different from (5), even when all the diagrams have the same sizes, $|\Delta_1| = \cdots = |\Delta_k|$.

3. Hurwitz partition functions and two ways to introduce time variables

To put the problem into a string theory context, it remains to substitute particular Hurwitz numbers by generating functions. This can be done in two ways.

First, one can keep $k$ fixed and sum over all types of ramification at a given point. The clever way to do this is to use the crucial property of $\hat{\chi}$, i.e. the Schur functions, as expansion coefficients of the $\varphi_R$ (GL($\infty$) characters)$\chi_R(t)$:

$$\chi_R(t) = \sum_{\Delta} d_{\varphi_R}(\Delta)p(\Delta)\delta_{|\Delta|,|R|},$$  \hfill (8)$$

where

$$\chi_R(t) = \det S_{i_{|R|}-i_{j}(t)},$$

$$\exp \left( \sum_{k} l_k z^k \right) = \sum_{k} z^k S_k(t).$$  \hfill (9)$$

$p_k = kt_k$, and for $\Delta = \{\delta_1 \geq \delta_2 \geq \ldots\}$ we define $p(\Delta) = p_{\delta_1}p_{\delta_2}\cdots = p_{\delta_1}^n p_{\delta_2}^n \cdots$ and, for the future use, $\tilde{p}(\Delta) = p(\Delta)/z(\Delta)$, where $z(\Delta) = \prod_m k_m!$. \hfill (7)

In (8) one can remove the projector $\delta_{|\Delta|,|R|}$ from the sum. Since [9]

$$\varphi_R(\Delta) = \varphi_R(\tilde{\Delta}, 1^{(|R| - |\tilde{\Delta}|)}) = \frac{(\{R\} - |\tilde{\Delta}|)!}{(|R| - |\Delta|)!(|\Delta| - |\tilde{\Delta}|)!} \varphi_R(\tilde{\Delta}, 1^{(|R| - |\tilde{\Delta}|)}),$$  \hfill (10)$$

where $\tilde{\Delta}$ is the sub-diagram of $\Delta$ which does not contain unit lines, in particular, $\varphi_R(\Delta) = 0$ for $|R| < |\Delta|$, one has

$$\chi_R(t + 1) = \chi_R(t_{\delta_1} + \delta_{\Delta,1}) = \sum_{\Delta} d_{\varphi_R}(\Delta)p(\Delta),$$  \hfill (11)$$

i.e. the projector is removed at the expense of shifting the first time $t_1$, for which we introduce a condensed notation $t \rightarrow t + 1$. For example, in this formula one can put all $t_{\delta_k} = 0$; then only the term with $\Delta = \emptyset$ contributes, and one obtains $d_R = \chi_R(\delta_{\Delta,1})$.

Coming back to the generating function, one can use (8) to convert (5) into

$$Z(t^{(1)}, \ldots, t^{(k)} | q) = \sum_n q^n \sum_{\Delta_1, \ldots, \Delta_k} \text{Cover}(\Delta_1, \ldots, \Delta_k)p^{(1)}(\Delta_1) \cdots p^{(k)}(\Delta_k)\delta_{|\Delta_1|,n} \cdots \delta_{|\Delta_k|,n}$$

$$= \sum_n q^n \sum_{R} d_R^{2k-1} \chi_R(t^{(1)}) \cdots \chi_R(t^{(k)})\delta_{|R|,n}.$$  \hfill (12)$$

7 This combinatorial coefficient that counts the order of the automorphism group of the Young diagram, appears everywhere in the theory of symmetric functions and symmetric group $S(\infty)$. In particular, the standardly normalized symmetric group characters $\tilde{\chi}_R(\Delta)$

$$\tilde{\chi}_R(\Delta) = d_R\zeta(\Delta)\varphi_R(\Delta).$$

These $\tilde{\chi}_R(\Delta)$ are generated by the command $\text{Chi}(R, \Delta)$ in MAPLE in the package $\text{COMBINAT}$, and we use the hat to distinguish them from the linear group characters, i.e. the Schur functions $\hat{\chi}_R(t)$ differ by this factor from our $\varphi_R(\Delta)$. 

\hfill 3
Remarkably, the generating function of the generalized Hurwitz numbers (7) is given by the same formula (!), with the projector $\delta_{|R|,n}$ removed and substituted by the factor of $1/e$ [8]:

$$
\sum_{\Delta_1, \ldots, \Delta_k} \text{Cover}(\Delta_1, \ldots, \Delta_k)p^{(1)}(\Delta_1) \cdots p^{(k)}(\Delta_k)
= \frac{1}{e} \sum_r d_r^{2-k} \chi_R(t^{(1)}) \cdots \chi_R(t^{(k)}) + 1 = \frac{1}{e} \sum_{|q| = 1} Z(t^{(1)}) \cdots t^{(k)} + 1 = \frac{1}{e} \sum_{|q| = 1} Z(1, \ldots, 1) + 1 = \frac{1}{e} \sum_{|q| = 1} Z(1, \ldots, 1) + 1 = \frac{1}{e} \sum_{|q| = 1} Z(1, \ldots, 1) + 1.
$$

(13)

Non-unit $q$ can be introduced into this sum by the substitution $p_k \to q^k p_k$, which leads to the factor of $q^{|R|}$ in the sum. Note that neither the constant shift of $t$ variables, $t \to t + 1$ nor the normalization factor of $1/e$ is essential for integrability properties below; therefore, we are not concerned with them in what follows. We emphasize that though (7) is different from (5), the generating functions in (12) and (13) are the same function; only the arguments are shifted.

The second way to make a partition function is to exponentiate $\varphi_R(\Delta)$:

$$
Z_{\text{excessive}}(\xi) = \sum_r d_r^2 \exp \left( \sum_\Delta \xi_\Delta \varphi_R(\Delta) \right).
$$

(14)

This, however, introduces an excessive set of time variables $\xi$, labeled by all Young diagrams $\Delta$. In the matrix model case, this would correspond to exponentiating all multi-trace operators with independent couplings, $\int dM \exp \left( \sum_\Delta \xi_\Delta \prod_k (\text{tr} M^k)^{n_k} \right)$ (and, from the integrable point of view to non-Cartanian hierarchies [10]). However, this is not a clever choice, leading to anything nice: instead one should better consider just $\int dM \exp \left( \sum_k \xi_k \text{tr} M^k \right)$. Similarly, instead of (14), one should better consider

$$
Z_{\text{C}(a)}(\xi) = \sum_r d_r^2 \exp \left( \sum_n \xi_n C_R(n) \right),
$$

(15)

where $C_R(n)$ is some linear combination of $\varphi_R(\Delta)$, one for each $n$. The question is, however, what combination to choose, and this is the main subject of our consideration below. For historical reasons, $C_R(n)$ are often called (eigenvalues of) Casimir operators.

Finally, one can consider the mixed partition function, with both $t$ and $\xi$ variables:

$$
Z(t, \xi) = \frac{1}{e} \sum_r d_r^{2-k} \chi_R(t^{(1)}) \cdots \chi_R(t^{(k)}) + 1 \exp \left( \sum_n \xi_n C_R(n) \right).
$$

(16)

In particular, $q$ in (13) is just $q = e^{t_1}$, and $C_R(1) = \varphi_R(1)$ is defined unambiguously because there is just one Young diagram of weight 1.

4. Integrability properties: a summary

A cleverly defined partition function should be a $\tau$-function of some integrable hierarchy [10]. Although this is not necessary, in quite many cases the hierarchies are ‘Cartanian’, belonging to the Toda/KP family associated with the Kac–Moody algebra $\hat{U}(1)$ (for more general $\tau$-functions see [11]). This turns out to be possible also for Hurwitz partition functions, but imposes certain restrictions. What is true is the following set of statements:

- **Quasi-classical integrability.** Quasi-classical integrability (WDVV equations) in $\xi$ variables is most natural for the Hurwitz partition function because of its clear algebraic topological nature. In fact, this is the most difficult kind of integrability; it actually appears when the set of $\xi$ is excessive and when the partition function is defined with the help of the $*$-product. This is a separate story to be considered in [12].
• The basic example of $t$-integrability. $Z[t^{(1)}, \ldots, t^{(k)}]_{\bar{q}}$ is the KP $\tau$-function in $t^{(1)}$ only for $k = 1$ and $k = 2$:

$$Z(t, \bar{t}; q) = \sum_{R} q^{R} \chi_{R}(t) \chi_{R}(\bar{t}) = \exp \left( \sum_{k} k q^{t_k} \bar{t}_k \right)$$  \hspace{1cm} (17)

is a KP $\tau$-function w.r.t. both sets of times, $t_k$ and $\bar{t}_k$.

This is a particular case of a more general statement:

$$\tau(t) = \sum_{R} w_{R} \chi_{R}(t)$$  \hspace{1cm} (18)

is a KP $\tau$-function provided $w_{R}$ satisfy the bilinear Plucker relations

$$w_{22}w_{0} - w_{21}w_{1} + w_{211} = 0$$
$$w_{32}w_{0} - w_{31}w_{1} + w_{311} = 0$$
$$w_{221}w_{0} - w_{211}w_{1} + w_{2111} = 0$$
$$\ldots$$

which possess a solution $w_{R} = \det_{i,j} A_{i,r} \epsilon_{r-j}$ with any matrix $A_{ij}$ such that $A_{ij} = 0$ for $i < 0$ or $j < 0$ (i.e. non-zero only in the positive quadrant). In particular, $w_{R} = \chi_{R}(\bar{t}) = \det_{i,j} S_{i,r} \epsilon_{r-j}(\bar{t})$ for the Schur functions, $\sum_{n} \theta_{n} = e^{\sum \theta_{n}}$. Moreover, one can restrict the sum over $R$ in (18) to the Young diagrams with a finite number of lines, $l(R)$:

$$\tau_{N}(t) = \sum_{R: l(R) \leq N} w_{R} \chi_{R}(t).$$  \hspace{1cm} (20)

It is still a KP $\tau$-function. The parameter $N$ plays the role of an additional time variable, ‘zero time’.

• KP $\tau$-function w.r.t. $(t, \bar{t})$ variables. $\xi$-deformation preserves the $t$-integrability, i.e.

$$Z_{C(n)}[t, \bar{t}; \xi] = \sum_{R} \chi_{R}(t) \chi_{R}(\bar{t}) \exp \left( \sum_{n} \xi_{n} C_{R}(n) \right)$$  \hspace{1cm} (21)

is a KP $\tau$-function in $t, \bar{t}$ variables [3] only if $C_{R}(n)$ is of the form

$$\sum_{n} \xi_{n} C_{R}(n) = \sum_{k,i} \xi_{k} (r_{i} - i)^{k} - (-i)^{k}$$  \hspace{1cm} (22)

with the arbitrary $\xi_{k}$.

This is a restrictive condition: in particular, the choice $C_{R}(n) = \varphi_{R}(n)$ with single line diagrams is not allowed beyond $n = 1, 2$. Indeed,

$$\varphi_{R}(1) = \sum_{j} r_{j} = |R|, \quad \varphi_{R}(2) = \frac{1}{2} \sum_{j} (r_{j} + 1/2)^{2} - (-1 + 1/2)^{2}$$  \hspace{1cm} (23)

perfectly fits (22), but already

$$\varphi_{R}(3) = \frac{1}{3} \sum_{j} \sum_{i} r_{j} (r_{j}^{2} - 3j r_{j} + 3j^{2} - 3j + 2) - \sum_{j<i} r_{j} r_{j}$$  \hspace{1cm} (24)

is not of the form (22) due to the last ‘mixing’ term. Thus, $\sum_{R} \chi_{R}(\bar{t}) e^{\sum \varphi_{R}(2)}$ is, but $\sum_{R} \chi_{R} \bar{t}_{R} e^{\sum \varphi_{R}(3)}$ is not a KP $\tau$-function in $t, \bar{t}$.

• Forced Toda-lattice $\tau$-function w.r.t. $(t, \bar{t})$ variables. In fact, (21) can be further promoted to a Toda-lattice $\tau$-function, which depends on additional zero-time $N$, and, in addition to being a KP $\tau$-function both in $t$ and $\bar{t}$ variables, satisfies an extra equation

$$\tau_{N} \frac{\partial^{2} \tau_{N}}{\partial t_{1} \partial t_{1}} - \frac{\partial \tau_{N}}{\partial t_{1}} \frac{\partial \tau_{N}}{\partial t_{1}} = \tau_{N+1} \tau_{N-1}.$$  \hspace{1cm} (25)
However, for (21) to satisfy this equation, the $\xi$ variables should depend on $N$ in a rather peculiar way. Instead, one can say that the Casimir operators in (21) should be substituted by their peculiar $N$-dependent combinations

$$Z_{C(n)}[t, \bar{t}, \{\xi\}] = e^{Q_N} \sum_{R: |R| \leq N} \chi_R(t) \chi_R(\bar{t}) \exp \left( \sum_n \xi_n C_{R,N}(n) \right),$$

(26)

which is a Toda-lattice $\tau$-function only if

$$\sum_n \xi_n C_{R,N}(n) = \sum_{k,i} \zeta_k \left( (r_i + N + \gamma - i) - (N + \gamma - i)^k \right) \sum_{n,k} \binom{n}{k} \zeta_k C_R(k) N^{n-k},$$

(27)

where $\zeta_k$ and $\gamma$ are arbitrary $N$-independent constants.

Note that (26) can be rewritten in the form

$$Z_{C(n)}[t, \bar{t}, \{\xi\}] = \sum_{R: |R| \leq N} \chi_R(t) \chi_R(\bar{t}) \exp \left( \sum_n \xi_n C_{R,N}(n) \right),$$

(28)

with

$$\sum_n \xi_n C_{R,N}(n) = \sum_k \sum_{i=1}^N \zeta_k (r_i + N + \gamma - i)^k, \quad (29)$$

where the sum over $i$ is now terminated at $i = N$ not automatically, but ‘by hands’. In fact, this is a $\tau$-function of forced Toda-lattice hierarchy [5, 13], i.e. $\tau_0 = 1$ and $\tau_N = 0$ for $N < 0$.

- Toda-lattice $\tau$-function w.r.t. $(t, \bar{t})$ variables. One can lift this restriction by shifting $N$ with constant $M$ and then taking the limit $N, M \to \infty$ in such a way that the new (shifted) zero-time $N$ remains finite: $N = M + N$. With this procedure one is led to the $\tau$-function of the generic (unforced) Toda-lattice $\tau$-function:

$$\tau_N[t, \bar{t}, \{\xi\}] = e^{Q_N} \sum_R \chi_R(t) \chi_R(\bar{t}) \exp \left( \sum_n \xi_n C_{R,N}(n) \right),$$

(30)

where the sum is now over all diagrams $R$, independently of $N$, and

$$\sum_n \xi_n C_R(n) = \sum_{k,i} \zeta_k \left( (r_i + N + \gamma - i)^k - (N + \gamma - i)^k \right) \sum_{n,k} \binom{n}{k} \zeta_k C_R(k) N^{n-k},$$

(31)

$$Q_N = \sum_k \sum_{i=1}^N \zeta_k (N + \gamma - i)^k.$$ 

A restriction of such a Toda-lattice $\tau$-function to just two non-vanishing $\xi_n$ and $\gamma = 1/2$ appeared in [4]:

$$\tau_N[t, \bar{t}, \{\xi\}] = e^{\frac{\xi_1}{2} + \frac{\xi_2}{2} + \frac{\xi_1^2 + 2N\xi_2 + 2\xi_1\xi_2}{N} - \sum_R \chi_R(t) \chi_R(\bar{t}) e^{(\xi_1 + 2N\xi_2 + 3\xi_1 + \xi_2) + \xi_2(1 + 2N)} \bar{\tau}(t, \bar{t}, q, \beta)}.$$ 

(32)

Rescaled $\tau$-function $\bar{\tau}(t, \bar{t}, q, \beta)$ with $q = e^{\xi_1 + 2N\xi_2}$ and $\beta = \xi_2/2$ satisfies the equation (see [4, equation (10)])

$$\bar{\tau}(t, \bar{t}, q, \beta) \frac{\partial^2 \bar{\tau}(t, \bar{t}, q, \beta)}{\partial t_1^2} - \frac{\partial \bar{\tau}(t, \bar{t}, q, \beta)}{\partial t_1} \frac{\partial \bar{\tau}(t, \bar{t}, q, \beta)}{\partial t_1} = q \bar{\tau}(t, \bar{t}, e^{\beta} q, \beta) \bar{\tau}(t, \bar{t}, e^{-\beta} q, \beta)$$

(33)

which is a slight modification of (25), taking into account that $e^{Q_{N+1} + Q_{N-1} - 2Q_N} = q$.  
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• An example of $\xi$ integrability. Integrability in $\xi$ variables is even more restrictive:

$$Z_{C_n}[\xi] = \sum_R d_R^2 \exp \left( \sum_n \xi_n C_R(n) \right), \quad \text{(34)}$$

which is a KP $\tau$-function in $\xi$ variables only if

$$\sum_n \xi_n C_R(n) = \sum_{n,i} \frac{1}{k+1} \left( (r_i - i + N + \gamma)^{k+1} - (r_i - i)^{k+1} - (i + 1)^{k+1} + (-i)^{k+1} \right). \quad \text{(35)}$$

with arbitrary $\gamma$, i.e. one cannot choose the function $\xi(\xi)$ in (22) in an arbitrary way: only a very restricted class of linear triangular changes $[\xi] \to [\xi]$ in (22) is allowed.

In particular, the expressions naturally emerging in the theory of Kerov polynomials [14]

$$\sum_n \xi_n C_R(n) = \sum_{k,i} \xi_k \left( (r_i + N + \gamma - i)^k - (N + \gamma - i)^k \right) = \sum_{n,k} \binom{N}{k} N^{n-k} \xi_n C_R(k). \quad \text{(36)}$$

do not provide a $\tau$-function in $\xi$ variables.

• Toda-chain $\tau$-function in $\xi$ variables. Again, with the sum restricted to the Young diagrams with $N$ lines, like in (20) or (26), one can consider instead of (34) the generating function

$$Z_{C(n)}[\ell, \bar{\ell}, N|\xi] = e^{Q_N} \sum_{R: |R| \leq N} d_R^2 \exp \left( \sum_n \xi_n C_{R,N}(n) \right). \quad \text{(37)}$$

It is a Toda-chain $\tau$-function in the $\xi$ variables, with the zero-time $N$ and

$$\sum_n \xi_n C_{R,N}(n) = \sum_{k,i} \xi_k \left( (r_i + N + \gamma - i)^k - (N + \gamma - i)^k \right) = \sum_{n,k} \binom{N}{k} N^{n-k} \xi_n C_R(k). \quad \text{(38)}$$

The difference with (27) is that now on the rhs there should be $\xi_k$s instead of arbitrary coefficients $\zeta_k$s.

This is the forced Toda-chain $\tau$-function which satisfies the equation

$$\tau_N \frac{\partial^2 \tau_N}{\partial \xi_i^2} - \left( \frac{\partial \tau_N}{\partial \xi_i} \right)^2 = \tau_{N+1} \tau_{N-1}. \quad \text{(39)}$$

One can again repeat the procedure of removing the forced condition in order to obtain

$$\tau_N[\ell, \bar{\ell}, \xi] = e^{Q_N} \sum_R d_R^2 \exp \left( \sum_n \xi_n C_{R,N}(n) \right) \quad \text{(40)}$$

with

$$\sum_n \xi_n C_R(n) = \sum_{k,i} \xi_k \left( (r_i + N + \gamma - i)^k - (N + \gamma - i)^k \right) = \sum_{n,k} \binom{N}{k} N^{n-k} \xi_n C_R(k). \quad \text{(41)}$$

and again the difference with (31) is that here all $\zeta_k$s on the rhs are replaced with $\xi_k$s.

• KP $\tau$-function w.r.t. $(\xi, t)$ variables. $\xi$-integrability is preserved if $d_R^2$ is substituted by $d_R w_R$, where $w_R$ is any solution to the Plucker relations; in particular, $w_R$ can be a character:

$$Z_{C_n}[\ell|\xi] = \sum_R d_R \chi_R(t) \exp \left( \sum_n \xi_n C_R(n) \right). \quad \text{(42)}$$
These operators can be represented as differential operators in linear group and symmetric group characters

However, \( \sum_R \chi_R(t) \chi_R(\bar{t}) \exp \left( \sum_n \xi_n C_R(n) \right) \), though still a KP \( \tau \)-function in \( t \) and \( \bar{t} \) variables, is not a KP \( \tau \)-function in \( \xi \).

Also, there is no way to introduce an \( \mathcal{N} \)-dependence into (42) to make it a Toda-lattice \( \tau \)-function. This is in accordance with the general fact that a Toda-chain \( \tau \)-function can be promoted into a Toda-lattice \( \tau \)-function only in a trivial way, so that it depends on \( t \) and \( \bar{t} \) only through differences \( t_k - \bar{t}_k \).

5. Technical approaches

Technical details behind the checks and proofs of all these statements will be presented in a separate publication. They depend heavily on the theory of integrable hierarchies; however, these are relatively old results. A principle new piece is the interplay with the newer chapters of Hurwitz theory. They are based on the study of associative and commutative algebra (actually isomorphic to Kerov algebra [15]) of cut-and-join operators \( \hat{W}(\Delta) \), which have linear group and symmetric group characters \( \chi_R(t) \) and \( \varphi_R(\Delta) \) as their common eigenvectors and eigenvalues, respectively [9]:

\[
\hat{W}(\Delta) \chi_R(t) = \varphi_R(\Delta) \chi_R(t).
\] (43)

These operators can be represented as differential operators in \( t \) variables, for example,

\[
\hat{W}[2] = \sum_{a,b \geq 1} \left( (a + b)p_a p_b \frac{\partial}{\partial p_{a+b}} + ab p_{a+b} \frac{\partial^2}{\partial p_a \partial p_b} \right)
\]

or, after the Miwa transform \( p_k = k t_k = \text{tr} X_k \), as elements of the center of the universal enveloping of \( GL(\infty) \):

\[
\hat{W}(\Delta) = \hat{D}(\Delta) = \frac{1}{z(\Delta)} : \prod_k (\text{tr} \hat{D}^k)^{m_k} :
\] (45)

with \( \hat{D}_{ij} = \sum_k X_{ik} \frac{\partial}{\partial X_{jk}} \), for example,

\[
\hat{W}[2] = \frac{1}{2!} : \text{tr} \hat{D}^2 = \frac{1}{2} \sum_{i,j,k,l} X_{ik} X_{jl} \frac{\partial}{\partial X_{jk}} \frac{\partial}{\partial X_{il}}.
\] (46)

(If the factor of \( z(\Delta) \) was omitted from the normalization of \( \hat{W}(\Delta) \), then the eigenvalues would be \( \frac{\partial z(\Delta)}{\partial \Delta_{ij}} \).) The structure constants are the same for the multiplication of the \( \hat{W} \)-operators and of their eigenvalues:

\[
\hat{W}(\Delta_1) \hat{W}(\Delta_2) = \sum_{\Delta} C_{\Delta_1,\Delta_2}^{\Delta} \hat{W}(\Delta),
\]

\[
\varphi_R(\Delta_1) \varphi_R(\Delta_2) = \sum_{\Delta} C_{\Delta_1,\Delta_2}^{\Delta} \varphi_R(\Delta) \quad \forall R
\] (47)

and they are vanishing outside the interval max \(|\Delta_1|, |\Delta_2|\) \( \leq |\Delta| \leq |\Delta_1| + |\Delta_2| \). This algebra has various sets \( \hat{C}(n) \) of multiplicative generators, with one \( \hat{C}(n) \) at each level \( |\Delta| = n \). \( C_R(n) \) are their eigenvalues:

\[
\hat{C}(n) \chi_R(t) = C_R(n) \chi_R(t).
\] (48)
An obvious choice is to take $\{\hat{W}[n]\}$ with single line diagrams for such a set, but, as explained in section 3, this is not the choice, preserving any kind of integrability. Actually, the $t$-integrability can be preserved if $\hat{C}(n)$ are chosen to be free cumulants (36), whose (nonlinear) relation to $\hat{W}[n]$ (represented by Kerov’s polynomials) is known from [14]. However, even this set is not good for $\xi$-integrability. Fortunately, transformation to both $\xi$- and $t$-integrability preserving basis (35) from the basis of free cumulants is linear and elementary being given by the Newton binomial formulas.

In fact, equation (43) is equivalent to [9]:

$$
\sum_{\Delta, R} d_R \psi_R(\Delta) \chi_R(\tau)p^i(\Delta) = e^\lambda \sum_{\Delta, R} d_R \psi_R(\Delta) \chi_R(\tau)p^i(\Delta) \delta_{\|\Delta_1\|,|\Delta_2|},
$$

(49)

which also implies (6). The difference between (5) and (7) for $k > 1$ arises because of the contribution of the structure constants $C_{\Delta_1, \Delta_2} \neq 0$ for $|\Delta| \neq |\Delta_1|$ even if $|\Delta_1| = |\Delta_2|$.

The algebra of the cut-and-join operators is the Hurwitz theory part of the story. Many puzzles remain there, including matrix model realizations [16], mysterious form of the Virasoro constraints [17] and an open string generalization to the non-commutative algebra [18]. As to the integrability theory part, it includes relation to the character calculus and determinant representations of KP $\tau$-functions. It summarizes many old developments, from the studies of Kontsevich matrix models in [19] to those of unitary models in [20]. The story of $\xi$-integrability and the difference between various choices of $\gamma$ in (35) is intimately related to the theory of equivalent hierarchies [21], a rather sophisticated and not enough widely known, though important, chapter of integrability theory.

Acknowledgments

Our work is partly supported by Ministry of Education and Science of the Russian Federation under contract 14.740.11.0081, by NSh 8462.2010.1, RFBR grants 10-02-00509-a (AA, AMir and SN) and 10-02-00499 (AMor), ANR project GranMa ‘Grandes Matrices Aléatoires’ ANR-08-BLAN-0311-01 (AA), and joint grants 11-02-90453-Ukr, 09-02-93105-CNRL, 09-02-91005-ANF, 10-02-92109-Yaf-a and 11-01-92612-Royal Society.

References

[1] Sato M 1981 RIMS Kokyuroku 439 30–40
[2] Date E, Jimbo M, Kashiwara M and Miwa T 1983 Transformation groups for soliton equations Nonlinear Integrable Systems—Classical Theory and Quantum Theory: Proc. RIMS Symp. ed M Jimbo and T Miwa (Singapore: World Scientific) p39
[3] Jimbo M and Miwa T 1983 Publ. RIMS Kyoto Univ. 19 943–1001
[4] Okounkov A 2000 Math. Res. Lett. 7 447–53
[5] Kharchev S, Marshakov A, Mironov A and Morozov A 1995 Int. J. Mod. Phys. A 10 2015 (arXiv:hep-th/9312210)
[6] Hurwitz A 1891 Math. Ann. 39 1–61
[7] Frobenius G 1896 Sitzberg. Koniglich Preuss. Akad. Wiss. Berlin 985–1021
[8] Alexandrov A et al 2012 Integrability properties of Hurwitz partition functions: III. Restrictions imposed by KP/Toda hierarchies (in preparation)
[9] Alexandrov A et al 2012 Integrability properties of Hurwitz partition functions: IV. Shifted Casimirs as multiplicative generators in the algebra of cut-and-join operators (in preparation)
[9] Mironov A, Morozov A and Natanzon S 2011 Theor. Math. Phys. 166 1–22 (arXiv:0904.4227, arXiv:1012.0433)
[10] Morozov A 1994 Phys.—Usp. 37 1–55 (arXiv:hep-th/9303139, arXiv:hep-th/9502091, arXiv:hep-th/0502010)
Mironov A 1994 Int. J. Mod. Phys. A 9 4355 (arXiv:hep-th/9312212)
Mironov A 2002 Phys. Part. Nucl. 33 537
[11] Gerasimov A, Khorschikin S, Lebedev D, Mironov A and Morozov A 1995 Int. J. Mod. Phys. A 10 2589–614 (arXiv:hep-th/9405011)
Kharchev S, Mironov A and Morozov A 1995 Theor. Math. Phys. 104 129–43 (arXiv:q-alg/9501013)
Mironov A 1994 arXiv:hep-th/9409190
Mironov A 1998 Theor. Math. Phys. 114 127 (arXiv:q-alg/9711006)
[12] Mironov A, Morozov A and Natanzon S 2011 J. High Energy Phys. JHEP11(2011)097 (arXiv:1108.0885)
[13] Kharchev S, Marshakov A, Mironov A and Morozov A 1993 Nucl. Phys. B 397 339–78 (arXiv:hep-th/9203043)
[14] Goulden I P and Rattan A 2007 Trans. Am. Math. Soc. 359 3669–85
Biane P 2003 Lecture Notes Math. 1815 185–200
[15] Ivanov V and Kerov S 2001 J. Math. Sci. 107 4212–30
[16] Morozov A and Shakirov Sh 2009 J. High Energy Phys. JHEP04(2009)064 (arXiv:0902.2627)
Borot G, Eynard B, Mulase M and Safnuk B 2009 arXiv:0906.1206
Morozov A and Shakirov Sh 2009 Mod. Phys. Lett. A 24 2659–66 (arXiv:0906.2573)
Alexandrov A 2010 arXiv:1005.5715
[17] Bouchard V and Marino M 2007 arXiv:0709.1458
Mironov A and Morozov A 2009 J. High Energy Phys. JHEP02(2009)024 (arXiv:0807.284)
Kazarian M 2008 arXiv:0809.3263
[18] Mironov A, Morozov A and Natanzon S 2009 arXiv:0909.1164
[19] Kontsevich M 1991 Funkts. Anal. Prilozh. 25 50–7
Kontsevich M 1992 Commun. Math. Phys. 147 1–23
Kharchev S, Marshakov A, Mironov A, Morozov A and Zabrodin A 1992 Phys. Lett. B 275 311–4 (arXiv:hep-th/911037)
Kharchev S, Marshakov A, Mironov A, Morozov A and Zabrodin A 1992 Nucl. Phys. B 380 181–240 (arXiv:hep-th/910103)
Marshakov A, Mironov A and Morozov A 1992 Phys. Lett. B 274 280–8 (arXiv:hep-th/9201011)
Francesco P Di, Itzykson C and Zuber J-B 1993 Commun. Math. Phys. 151 193–219 (arXiv:hep-th/9206090)
Alexandrov A 2010 arXiv:1009.4887
[20] Mironov A, Morozov A and Semenoff G 1995 Int. J. Mod. Phys. A 10 2515 (arXiv:hep-th/9404005)
Morozov A 2010 Theor. Math. Phys. 162 1–33
Morozov A 2010 Teor. Mat. Fiz. 161 3–40 (arXiv:0906.3518)
Balantekin A 2010 arXiv:1011.3859
Mironov A, Morozov A and Shakirov Sh 2010 arXiv:1011.3481
[21] Shiota T 1986 Invent. Math. 83 333
Kharchev S, Marshakov A, Mironov A and Morozov A 1993 Mod. Phys. Lett. A 8 1047–61 (arXiv:hep-th/9208046)
Kharchev S 1998 arXiv:hep-th/9810091