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Abstract

Starting with a very pedestrian point of view we compare two different at the first glance definitions for an algebra associated to BPS states in supersymmetric fields theories. One proposed by Harvey and Moore exploits $S$-matrices of BPS states as structure constants of a new algebra. Another one proposed by Kontsevich and Soibelman gives a construction according to the structure of cohomological Hall algebras. We show these two constructions give equivalent algebras.
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1 Introduction and discussion

A purpose of this note is to compare two BPS algebras derived as a scattering algebra of states and as a cohomological Hall algebra.

*e-mails: galakhov@berkeley.edu; galakhov@itep.ru
A special class of states saturating Bogomolny-Prasad-Sommerfeld (BPS) bound has attracted an interest of both physicists and mathematicians over recent years. For a review see [8, 15, 28, 43, 45, 6, 38]. They represent an affordable example of a family of quantum states in theories with supersymmetries that admits simultaneously an exact non-perturbative calculation of some corresponding quantum numbers and non-trivial dynamics.

String theory proposes an efficient and rather universal description of BPS states in terms of D-branes (see, for example, [53]), whose IR dynamics [16] gives rise to gauge theories admitting quiver description. There are multiple examples (see, for instance, [14, 11, 111, 2] and references therein) in the literature implementing a quiver description to derive right counting of BPS states of the corresponding initial gauge or gravity theory.

Here we will just concentrate on a rather rich class of so called class $S$ models [56, 19, 20]. Class $S$ theories are known to have a nice low energy effective behavior [48] when Higgs fields acquire vevs and the gauge group is broken to a factor $U(1)^r$. In this description BPS states are represented by dyonic particles charged both electrically and magnetically. So that the charges are taking values in an integral charge lattice $\mathbb{Z}^{2r}$. An effective model for such particles can be given in terms of quiver $N=4$ supersymmetric quantum mechanics (SQM) [14]. Quiver SQM is just a simple dimensional reduction of $\mathcal{N}=1$ 4d super-Yang-Mills theory with a matter-field content encoded in a quiver. The choice of the corresponding quiver is dictated by a charge lattice and Dirac-Shwinger-Zwanziger (DSZ) pairing on it, moduli dependence of the theory descends to Fayet-Illiopolous (FI) stability parameters.

A remarkable property of BPS spectra in many models is a wall-crossing phenomenon: a theory may have parameters – moduli, and BPS spectra are only piecewise constant as functions of the moduli breaking the moduli space into stability chambers all having different BPS spectra. To count BPS states one usually implements characters of Hilbert spaces of BPS states. A quite useful quantity for 4d $\mathcal{N}=2$ gauge and gravity theories is so called protected spin character (PSC) [21], or a refined BPS index [34], defined as

$$\Omega(y) = \text{Tr}_{H_{\text{BPS}}} y^{2J_3} (-y)^{2I_3}$$

where $J_3$ and $I_3$ are $SU(2)_J$ spin and $SU(2)_R$ isospin Cartan generators correspondingly, and the trace is taken over the BPS Hilbert space. PSCs are functions of the moduli of the theory and they are piecwise constant due to wall-crossing phenomena.

In the literature [18] there is a construction of a map from the class $S$ theory with moduli near a marginal stability wall to the corresponding effective quiver description of BPS states in this theory. As well one may use localization techniques [40, 41, 13] to calculate corresponding PSCs in this effective quiver SQM.

Supersymmetric theories are, in general, a nice source of various algebraic constructions. A natural choice here is to consider a subalgebra of operators mapping BPS states to BPS states. Since the BPS Hilbert spaces are naturally graded by charge lattice vectors and the graded subspaces are usually finite dimensional there is a good hope that the corresponding algebra turns out to be finitely or at least countably generated. There are various examples of algebras constructed in this way even including non-local operators, see for example [39, 24, 7, 3]. Non-local operators are allowed to change numbers of BPS particles and perform maps between Hilbert spaces with different gradings. Eventually, one may consider the BPS Hilbert space as an algebra itself with a multiplication:

$$m : H_{\text{BPS}} \otimes H_{\text{BPS}} \rightarrow H_{\text{BPS}}$$

We will compare two approaches to constructing such an algebra for $\mathcal{N}=4$ quiver SQM: a physical one proposed by Harvey and Moore in [25] and a mathematical one proposed by Kontsevich and Soibelman in [29]. The physical approach dictates one to consider two-to-one scattering processes of BPS states and use corresponding $S$-matrices as structure constants of the new algebra. In the mathematical approach authors relate the Hilbert space of BPS states to equivariant cohomologies of quiver representations then construct
a cohomological Hall algebra (CoHA) \cite{29} (see \cite{14} for the most recent systematic review of the subject) as a natural map between corresponding cohomological spaces.

We will use approach of \cite{55} to localize the theory to the Coulomb branch following \cite{34, 35, 33, 13}, further we localize it to the fixed points of the spin $J_3$-generators. Localized states are represented by bound molecules of dyons, where elementary dyons are confined on the third axis in $\mathbb{R}^3$. The wave function will split into an spin-invariant part and an anti-holomorphic part. The anti-holomorphic part is represented by a modified version of Hall wave functions \cite{31}: multi-particle states occupying Landau levels in an external magnetic field with certain permutation symmetry.

We will construct Hilbert spaces of framed BPS states and consider their scattering. We will show that the corresponding scattering algebra of Hall states coincides with the cohomological Hall algebra. Wall crossing formulæ \cite{28, 21} describing transitions of BPS spectra across the walls of marginal stability and combinatorial formulas for PSCs \cite{33} follow automatically.

As we have mentioned a quiver supersymmetric quantum mechanics description of BPS states is originating from certain Calabi-Yau compactifications of type II string theory \cite{14} where BPS states take form of wrapped D-branes. A similar description has a quite wide range of applications including class $S$ theories, 5d theories and others \cite{44}. It would be natural to expect an existence of a similar descriptions for corresponding BPS algebras and, ideally, an explicit physically motivated construction for BPS algebras corresponding to generic shuffle algebras \cite{17}.

Hall algebras have a natural structure of bi-algebras \cite{49}. Considering an algebra as a module over itself one could identify multiplication and co-multiplication by a reference state of certain charge as raising/lowering operators of a chiral algebra \cite{39, 27, 7, 3}. Relations inside this algebra lead to relations on a partition function counting BPS states maybe with some weights. Since usually these relations take a form of differential, more generally difference, equations, this leads to a spectral problem and spectral curves. Eventually, one might expect to construct a map inverse to \cite{18}: to a given quiver one would be able to associate some “minimal” spectral cover description of the BPS states.

Despite we manage to show two definitions of BPS algebra in chosen series of models are equivalent we do not discuss a conceptual source of this equivalence. The construction implementing scattering of two BPS states proposes as a result in the product a new entangled state of two initial asymptotic states (for a recent review of entanglement in theories with an enhanced set of symmetries like TQFTs see \cite{36}). On the other hand the structure of the Hall algebra requires an implementation of extensions \cite{49, 50}. A natural second step in this reasoning would be to try to clarify physically this relation between entanglement and extensions at least in the used family of models.

We leave a deeper analysis and conceptual understanding of these problems to future work.

This note is composed as follows. In Section 2 we review some basics of quiver supersymmetric quantum mechanics proposed in \cite{14} as a machinery for an effective description of BPS states. In Section 3 we do all the preliminary work to construct localized wave functions of the ground states. The heart of this note is an explicit wave function form (3.50) for the Hall state. Eventually, we derive anti-holomorphic wave functions and reproduce the Manschot-Pioline-Sen formula for the refined index \cite{35}. Finally, in Section 4 we consider scattering of framed BPS states and derive the corresponding scattering algebra. In Appendix A some examples demonstrating the use of discussed techniques are collected.
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\section{Quiver quantum mechanics}

In this section we will review briefly a setting of $\mathcal{N} = 4$ quiver supersymmetric quantum mechanics. For an indepth description the reader is referred to [14, 40]. One associates a quiver quantum mechanics Lagrangian to quiver data. Quiver data $(Q, \vec{n}, \vec{\theta})$ contain three ingredients. The first ingredient $Q$ is a quiver – an oriented graph. We will denote the set of vertices of a given quiver as $V$ and the set of arrows as $A$. The second ingredient $\vec{n} = \{n_v\}_{v \in V}$ is a dimension vector of non-negative integers $n_v$ defining dimensions of complex vector spaces associated to quiver vertices. Finally, $\vec{\theta} = \{\theta_v\}_{v \in V}$ is a vector of real valued stability parameters. A quiver representation is defined as a quotient:

$$\bigotimes_{(a:v \to w) \in A} \text{Hom}(\mathbb{C}^{n_v}, \mathbb{C}^{n_w}) / \prod_{v \in V} \text{GL}(n_v, \mathbb{C})$$

The Lagrangian of $\mathcal{N} = 4$ supersymmetric quiver quantum mechanics is constructed as a dimensional reduction of $\mathcal{N} = 1$ 4d super Yang-Mills theory where the field-matter content is encoded by the quiver data $(Q, \vec{\gamma}, \vec{\theta})$. A vertex $v \in V$ defines vector multiplet $(A_v, X^i_v, \lambda^\alpha_v, D^\ast_v)$ corresponding to the gauge action of $U(n_v)$. An arrow $a: v \to w$ defines a chiral multiplet charged in $U(n_v) \times U(n_w)$. Stability parameters $\theta_v$ define FI terms associated with each group factor $U(n_v)$. So the Lagrangian is just a sum of elementary Lagrangians associated to vertices and arrows:

$$L = \sum_{v \in V} L_v + \sum_{a \in A} L_a \quad (2.1)$$

The gauge symmetry of this Lagrangian is described by a group:

$$G = \prod_{v \in V} U(n_v) \quad (2.2)$$

The vertex Lagrangian reads [40]4:

$$L_v = \text{Tr} \left[ \frac{1}{2} (D_0 X^i_v)^2 + \frac{1}{4} [X^i_v, X^j_v]^2 \right] - i\lambda_v \sigma^0 D_0 \lambda_v + \bar{\lambda}_v \bar{\sigma}^i [X^i_v, \lambda_v] + \frac{1}{2} D^2_v - \theta_v D_v \right] \quad (2.3)$$

The covariant derivative in this case is defined as

$$D_0 X^i_v = \partial_0 X^i_v + i [A_v, X^i_v] \quad (2.4)$$

This Lagrangian is invariant up to total derivatives under the following SUSY transformations:

$$\delta A_v = -i\xi \sigma^0 \bar{\lambda}_v + i\lambda_v \sigma^0 \bar{\xi}$$

$$\delta X^i_v = i\sigma^i \bar{\lambda}_v - i\lambda_v \sigma^i \bar{\xi}$$

$$\delta \bar{\lambda}_v = i\xi D_v + 2\sigma^0 \xi D_0 X^i_v + i\sigma^i \xi [X^i_v, X^j_v]$$

$$\delta D_v = -\xi \sigma^0 D_0 \bar{\lambda}_v - i\sigma^0 [X^i_v, \bar{\lambda}_v] - D_0 \lambda_v \sigma^0 \bar{\xi} - i [X^i_v, \lambda_v] \sigma^i \bar{\xi} \quad (2.5)$$

4Here and in what follows we use conventions for fermion notations from [54].
The arrow Lagrangian reads:

\[ L_{(a:v \rightarrow w)} = \text{Tr} \left[ |D_0 q_a|^2 - |X^i_w q_a - q_a X^i_v|^2 - i \bar{\psi}_a \sigma^0 D_0 \psi_a + \bar{\psi}_a \sigma^i (X^i_w \psi_a - \psi_a X^i_v) + |F_a|^2 + i \sqrt{2} \left( (\bar{q}_a \lambda_v - \lambda_v \bar{q}_a) \psi_a - \bar{\psi}_a (\lambda_v q_a - q_a \lambda_v) \right) + \bar{q}_a (D_w q_a - q_a D_v) \right] \] (2.6)

The covariant derivative in this case corresponds to the following expression:

\[ D_0 q_a = \partial_0 q_a + i (A_w q_a - q_a A_v) \] (2.7)

And SUSY transformations of the fields are:

\[ \delta q_a = \sqrt{2} \xi \psi_a \]
\[ \delta \psi_a = i \sqrt{2} \left( \sigma^0 \bar{\xi} D_0 q_a + i \sigma^i \bar{\xi} (X^i_w q_a - q_a X^i_v) \right) + \sqrt{2} \xi F_a \] (2.8)
\[ \delta F_a = i \sqrt{2} \left( \xi \sigma^0 D_0 \psi_a + i \bar{\xi} \sigma^i (X^i_w \psi_a - \psi_a X^i_v) \right) + 2i \bar{\xi} (\lambda_v q_a - q_a \lambda_v) \]

We will follow standard procedures allowing one to define the corresponding Hamiltonian and a Hilbert space of ground states. At the first step we should define momenta:

\[ \Pi_i = D_0 X^i \uparrow, \quad \pi_a = D_0 q_a, \quad \pi_a = D_0 q_a \] (2.9)

Operators satisfy canonical commutation relations:

\[ \{ (X^i_v)_{\alpha}^a, (\Pi_j)_{\alpha}^b \} = i \delta_{ij} \delta^a_b \delta^\alpha_\beta, \quad \{ q^a_\alpha, \pi^\alpha_f \} = \delta_{af} \delta^\alpha_f \delta^\alpha_\beta, \quad \{ \bar{\psi}_a, (\bar{\psi}_a)^c_\alpha \} = -\sigma^0_{aa} \delta^\alpha_c \delta^\alpha_\beta \] (2.10)

Having those we define supercharges as generators of the SUSY transforms according to the canonical rule:

\[ \delta \mathcal{O} = i \left[ \xi Q + \bar{\xi} \bar{Q}, \mathcal{O} \right] \]

Supercharges read:

\[ Q^{(v)}_{\alpha} = \text{Tr} \left[ -i (\sigma^0 \bar{\lambda}_v)_{\alpha} D_v - (\sigma^i \bar{\lambda}_i)_{\alpha} \left( \Pi_i + \frac{1}{2} \epsilon_{ijk} \left[ X^j_v, X^k_v \right] \right) \right] \]
\[ \bar{Q}^{(v)}_{\bar{\alpha}} = \text{Tr} \left[ i (\lambda^0 \alpha)_{\bar{\alpha}} D_v - (\lambda^i \alpha_i)_{\bar{\alpha}} \left( \Pi_i - \frac{1}{2} \epsilon_{ijk} \left[ X^j_v, X^k_v \right] \right) \right] \]
\[ Q^{(a:v \rightarrow w)}_{\alpha} = i \sqrt{2} \text{Tr} \left[ \psi_{aa} \bar{\pi}_a - 2i (\bar{q}_a X^i_w - X^i_v \bar{q}_a) (\sigma^0 \alpha) \right] \]
\[ \bar{Q}^{(a:v \rightarrow w)}_{\bar{\alpha}} = -i \sqrt{2} \text{Tr} \left[ \bar{\psi}_{aa} \bar{\pi}_a + 2i (\psi_a X^i_w q_a - q_a X^i_v) \right] \]
\[ Q_{\alpha} = \sum_{v \in V} Q^{(v)}_{\alpha} + \sum_{a \in A} Q^{(a)}_{\alpha}, \quad \bar{Q}_{\bar{\alpha}} = \sum_{v \in V} \bar{Q}^{(v)}_{\bar{\alpha}} + \sum_{a \in A} \bar{Q}^{(a)}_{\bar{\alpha}} \] (2.11)

Fields \( A_v \), \( D_v \) and \( F_a \) are non-dynamical, they do not have associated momentum operators. Instead they produce additional conditions imposed on the Hilbert space. Fields \( A_v \) produce a gauge invariance condition for the wave functions, while \( D_v \) acquire expectation values:

\[ D_v = \theta_v + \sum_{a:v \rightarrow \bullet} \bar{q}_a q_a - \sum_{a: \bullet \rightarrow v} q_a \bar{q}_a \] (2.12)

In this note we restrict ourselves to quivers without superpotential, so \( F_a = 0 \).
These supercharges form the following $\mathcal{N} = 4$ 1d superalgebra:
\[
\{Q_\alpha, \bar{Q}_\dot{\alpha}\} = -2\sigma_0^{\alpha\dot{\alpha}}\mathcal{H} - 2i\sigma^{\mu}_{\alpha\dot{\alpha}} \sum_{v \in \mathcal{V}} g_v(X_{v,\mu})
\]
\[
\{Q_\alpha, \bar{Q}_{\dot{\beta}}\} = \{Q_\dot{\alpha}, \bar{Q}_\beta\} = 0
\] (2.13)

where $\mathcal{H}$ is the Hamiltonian and $g_v(\varphi)$ is a gauge transform generator corresponding to an algebra element $\varphi \in \mathfrak{u}(n_v)$, and we have used a 4d vector $X_{v,\mu} = (A_v, X^1_v, X^2_v, X^3_v)$.

In addition to supersymmetries the quiver quantum mechanics action is invariant under spin $SU(2)_J$ and phase $U(1)_R$ rotations. The corresponding charges are presented in the following table [40]:

| $SU(2)_J$ | $A$ | $X_i$ | $\lambda_\alpha$ | $D$ | $q$ | $\psi_\alpha$ | $F$ |
|---|---|---|---|---|---|---|---|
| $U(1)_R$ | 1 | 3 | 2 | 1 | 1 | 2 | 1 |

Supercharges commute with the angular momentum operator in the following way:
\[
[J_k, Q_\alpha] = (\sigma^k_0)^\alpha_\beta Q_\beta, \quad [J_k, \bar{Q}_{\dot{\alpha}}] = \bar{Q}_{\dot{\beta}}(\sigma^k_0)^{\dot{\beta}}_{\dot{\alpha}}
\] (2.15)
in particular:
\[
[J_3, Q_1] = -\frac{1}{2}Q_1, \quad [J_3, Q_2] = \frac{1}{2}Q_2, \quad [J_3, \bar{Q}_1] = \frac{1}{2}\bar{Q}_1, \quad [J_3, \bar{Q}_2] = -\frac{1}{2}\bar{Q}_2
\]

and with $R$-charge in the following way:
\[
[R, Q_\alpha] = \frac{1}{2}Q_\alpha, \quad [R, \bar{Q}_{\dot{\alpha}}] = -\frac{1}{2}\bar{Q}_{\dot{\alpha}}
\] (2.16)

Obviously, the angular momentum operator commutes with the Hamiltonian. So we may define a protected spin character as a weighted Witten index:
\[
\Omega(y) := \text{Tr}(-1)^F y^{2J_3}
\] (2.17)

Here $H_0$ is a null-space of the Hamiltonian.

To calculate the protected spin character we will tend to a description of [34], where composed BPS states are represent by “molecules” of interacting elementary dyons. Further configuration spaces of these molecules are localized to $J_3$-invariant fixed points. We will clarify this prescription in what follows. Now let us say that a more rigorous approach of [40] suggests that one should choose either of Hamiltonian representations: $\mathcal{H} = \frac{1}{2}\{Q_1, \bar{Q}_1\}$ or $\mathcal{H} = \frac{1}{2}\{Q_2, \bar{Q}_2\}$ and calculate either of manifest indices:
\[
\Omega_+ = \text{Tr}(-1)^F e^{\beta\frac{1}{2}J_3} y^{J_3+R}, \quad \Omega_- = \text{Tr}(-1)^F e^{\beta\frac{1}{2}J_3} y^{J_3-R}
\] (2.18)

Fortunately, due to the no exotics theorem [9] the resulting BPS states are $R$-singlets. So without loss of generality we could choose either of supercharges to define a differential on the field space. Eventually, we will choose $Q_1$.

3 Hilbert space of ground states in quiver quantum mechanics

3.1 Preliminaries

There are various approaches to use a localization in a theory with supersymmetry (see [42] for the most recent reviews of localization techniques). We will follow an authentic approach of [55] allowing one to
calculate an approximate Hilbert space of ground states. The particle is moving in a manifold $X$ endowed with an action of Lie group $G$. In this setup a supercharge has a form of a conjugated equivariant Cartan differential:

$$Q = e^{-\sum_i h_i} (d + t_v)e^{\sum_i h_i}$$  \hspace{1cm} (3.1)

where $h_i$ are $G$-invariant height functions. Then one considers a family of supercharges with rescaled height function and the Killing vector field:

$$Q_{\bar{s}} = e^{-\sum_i s_i h_i} (d + t_{s0})e^{\sum_i s_i h_i}$$  \hspace{1cm} (3.2)

Restricted to a $G$-invariant Hilbert space the Hamiltonian is just a Laplacian:

$$\mathcal{H}_{\bar{s}} = \frac{1}{2} \left( Q_{\bar{s}} Q_{\bar{s}}^1 + Q_{\bar{s}}^1 Q_{\bar{s}} \right)$$  \hspace{1cm} (3.3)

following \[55\] one expects the ground states to be in one-to-one correspondence with the $G$-equivariant cohomologies of $X$, therefore the ground Hilbert space is independent of $\bar{s}$. The corresponding potential term in the Hamiltonian behaves as

$$\sum_i s_i^2 (\nabla h_i)^2 + s_0^2 v^2$$

So the localization paradigm proposes to scale $\bar{s}$ to infinity where the wave functions are approximated to the first order by oscillatory modes around $G$-fixed critical points of $h_i$.

To use this technique in our case let us change coordinates:

$$Z = X_1 + iX_2, \quad \bar{Z} = X_1 - iX_2, \quad \Pi_1 = \frac{1}{2}(\Pi_1 - i\Pi_2), \quad \Pi_2 = \frac{1}{2}(\Pi_1 + i\Pi_2)$$  \hspace{1cm} (3.4)

Then supercharges can be rewritten in a much simpler form:

$$Q_1 = e^{h_1 + h_2} \left( \sum_{v \in V} \text{Tr} \left( -\overline{\lambda}^1_v \Pi_1^v - 2\overline{\lambda}^2_v \Pi_2^v \right) + i\sqrt{2} \sum_{(a:v) \in A} \text{Tr} \left( \psi_a \pi_a + 2i(\bar{q}_a \bar{Z} - \bar{Z} \bar{q}_a) \psi_{a2} \right) \right) e^{-h_1 - h_2}$$

$$Q_2 = e^{-h_1 + h_2} \left( \sum_{v \in V} \text{Tr} \left( \overline{\lambda}^2_v \Pi_1^v - 2\overline{\lambda}^1_v \Pi_2^v \right) + i\sqrt{2} \sum_{(a:v) \in A} \text{Tr} \left( \Psi_a \pi_a + 2i\sqrt{2}(q_a Z - Z \bar{q}_a) \right) \right) e^{h_1 - h_2}$$

$$\bar{Q}_1 = e^{-h_1 - h_2} \left( \sum_{v \in V} \text{Tr} \left( -\lambda^1_v \Pi_1^v - 2\lambda^2_v \Pi_2^v \right) - i\sqrt{2} \sum_{(a:v) \in A} \text{Tr} \left( \bar{\psi}_a \pi_a - 2i\bar{\psi}_{a2}(Z \bar{q}_a - q_a \bar{Z}) \right) \right) e^{h_1 + h_2}$$

$$\bar{Q}_2 = e^{h_1 - h_2} \left( \sum_{v \in V} \text{Tr} \left( \lambda^2_v \Pi_1^v - 2\lambda^1_v \Pi_2^v \right) - i\sqrt{2} \sum_{(a:v) \in A} \text{Tr} \left( \bar{\psi}_{a2} \pi_a - 2i\bar{\psi}_{a2}(\bar{Z} \bar{q}_a - q_a \bar{Z}) \right) \right) e^{-h_1 + h_2}$$

where

$$h_1 = \sum_{v \in V} \text{Tr} X^3_v \left( \theta_v + \sum_{a:v \rightarrow} q_a \bar{q}_a - \sum_{a:v \rightarrow} \bar{q}_a q_a \right)$$

$$h_2 = \frac{1}{2} \sum_{v \in V} \text{Tr} X^3_v \left[ Z_v, \bar{Z}_v \right]$$

(3.6)
Rewritten in this way the supercharges have explicitly the form of differential \((3.2)\). Without loss of generality we could choose \(Q_1\) and \(\bar{Q}_1\) as \(Q\) and \(Q^\dagger\):

\[
Q = e^{s_1h_1+s_2h_2} \left( \sum_{v \in \mathcal{V}} \text{Tr} \left( -\bar{\lambda}_v^1 \Pi_v^3 - 2\bar{\lambda}_v^2 \Pi_v^2 \right) + i\sqrt{2} \sum_{(a:v \rightarrow w) \in \mathcal{A}} \text{Tr} \left( \psi_a \pi_a + 2i s_3 (\bar{q}_a \bar{Z}_w - \bar{Z}_v q_a) \psi_a^2 \right) \right) e^{-s_1h_1-s_2h_2}
\]

\[
Q^\dagger = e^{-s_1h_1-s_2h_2} \left( \sum_{v \in \mathcal{V}} \text{Tr} \left( -\bar{\lambda}_v^1 \Pi_v^3 - 2\bar{\lambda}_v^2 \Pi_v^2 \right) - i\sqrt{2} \sum_{(a:v \rightarrow w) \in \mathcal{A}} \text{Tr} \left( \psi_a \pi_a - 2i s_3 (Z_w q_a - q_a Z_v) \right) \right) e^{s_1h_1+s_2h_2}
\]

Then the corresponding family of Laplacians reads:

\[
\Delta_a = \frac{1}{2} \{ Q, Q^\dagger \} = \sum_{v \in \mathcal{V}} \text{Tr} \left\{ \frac{1}{2} (\Pi_v^i)^2 - \frac{s_2}{4} [X_v^i, X_v^j]^2 - s_2 \bar{\lambda}_v \bar{\sigma}^i [X_v^i, \lambda_v] + \frac{s_1^2}{2} \left( \theta_v + \sum_{a:v \rightarrow \bullet} \bar{q}_a q_a - \sum_{a:a \rightarrow v} q_a \bar{q}_a \right)^2 \right\} + \sum_{(a:v \rightarrow w) \in \mathcal{A}} \text{Tr} \left\{ \bar{\pi}_a \pi_a + s_1^2 |X_w q_a - q_a X_v|^2 + s_3^2 |Z_w q_a - q_a Z_v|^2 - \bar{\psi}_a (s_3 \bar{\sigma}_1, s_3 \bar{\sigma}_2, s_3 \bar{\sigma}_3) \cdot \left( \bar{X}_w \psi_a - \psi_a \bar{X}_v \right) - i\sqrt{2} s_1 \left( (\bar{q}_a \lambda_w - \lambda_v \bar{q}_a) \psi_a^1 - \bar{\psi}_a^1 (\bar{\lambda}_w q_a - q_a \lambda_v^1) \right) - i\sqrt{2} s_3 \left( (\bar{q}_a \lambda_w - \lambda_v \bar{q}_a) \psi_a^2 - \bar{\psi}_a^2 (\bar{\lambda}_w q_a - q_a \lambda_v^2) \right) \right\}
\]

Eventually one can introduce three types of moment maps labeling various critical points of \(h_i\):

\[
\mu^{(1)}_{v,ij} = [X_v^i, X_v^j], \quad \mu^{(2)}_v = \theta_v + \sum_{a:v \rightarrow \bullet} \bar{q}_a q_a - \sum_{a:a \rightarrow v} q_a \bar{q}_a, \quad \mu^{(3)}_{v,i} = X_v^i q_a - q_a X_v^i
\]

Then the set of \(G\)-fixed critical points is given by the standard quotient construction:

\[
\mathcal{M} = \left( \bigcap_I \mu^{-1}_I(0) \right) / G
\]

It is easy to find corresponding \(U(1)_{J_3 + R}\)-charges of corresponding fields just from a requirement that supercharge \(Q_1\) \((3.5)\) remains invariant:

\[
\begin{array}{c|c|c|c|c}
\bar{z} & z & \bar{\lambda}_1 & \lambda_1 & \psi_2 & \bar{\psi}_2 \\
-1 & 1 & 1 & -1 & 1 & -1
\end{array}
\]

Other charges are zero.
3.2 Localization on the Coulomb branch

The localization on the Coulomb branch supports a multi-centered molecular picture we are aiming for, and it is defined by a particular regime of scaling parameters $\vec{s}$. We assume $s_3 = s_1$ and also we expect that vector multiplet fields $X^i_v$ may acquire expectation values. The expectation values acquired by fields should lie in the quotient locus $M$ (see (3.10)). Condition $\mu^{(3)}_{a,i} = 0$ in (3.9) implies that in this case fields $q_a$ can not acquire any expectation value, however the latter contradicts condition $\mu^{(2)}_v = 0$ unless we also rescale $\theta_v$ as $\theta_v/s_1$. This overall uniform re-scaling of FI parameters does not cause wall-crossing.

3.2.1 Vertex contribution

First of all we tend parameter $s_2$ to infinity, this forces fields to localize on the locus $\left(\mu^{(1)}_{v,ij}\right)^{-1}(0)$. On this locus expectation values of $X^i$ commute. Using the gauge transform $U(n_v)$ in each quiver vertex $v$ we can rotate all $X^i_v$ to diagonal matrices. So we expand the fields as

$$X^i_v = \tilde{X}^i_v \uparrow \uparrow \text{diagonal} + \frac{1}{\sqrt{s_2}} \tilde{X}^i_v \uparrow \uparrow \text{off - diagonal}$$

(3.12)

For simplicity let us first consider the case when we have a quiver with a single node $v$ with $n_v = 2$ so that all $X^i_v$ are two-by-two matrices. It turns out that the resulting Hamiltonian depends only on differences of diagonal values of $X^i_v$. So we choose the following parameterization:

$$X^i_v = \begin{pmatrix} x_i & \frac{1}{\sqrt{s_2}} w_i \\ \frac{1}{\sqrt{s_2}} \bar{w}_i & 0 \end{pmatrix}$$

(3.13)

And for off-diagonal part of the fermion matrix we use the following notations:

$$\lambda = \begin{pmatrix} 0 & \chi \\ \rho & 0 \end{pmatrix}$$

(3.14)

A leading part of the Hamiltonian for field $w_i$ reads:

$$\mathcal{H} = s_2 \left[ -\sum_i \partial w_i \partial \bar{w}_i + \sum_i |\epsilon_{ijk} w_j x_k|^2 - \bar{\chi}\bar{\sigma}^i x_i \chi + \bar{\rho}\bar{\sigma}^i x_i \rho \right] + O\left(s_2^{-\frac{1}{2}}\right)$$

(3.15)

It is natural to choose new coordinates:

$$u_i = \epsilon_{ijk} w_j x_k$$

These coordinates are redundant: they satisfy a linear relation $u_i u_i = 0$. So we introduce the fourth coordinate:

$$u_4 = \sum_i w_i x_i$$

Eventually we choose a new orthonormal basis:

$$v_1 = \frac{x_2 u_1 - x_1 u_2}{\sqrt{x_1^2 + x_2^2|x|}}, \quad v_2 = \frac{u_3}{\sqrt{x_1^2 + x_2^2}}, \quad v_3 = \frac{u_4}{|x|}$$
In these coordinates the first order Hamiltonian reads:

$$H = -\sum_{i=1}^{3} \partial_{t_i} \partial_{x_i} + |\bar{x}|^2 \sum_{i=1}^{2} |v_i|^2 - \bar{\chi} \sigma^i x_i \chi + \bar{\rho} \sigma^i x_i \rho$$

(3.16)

Notice a degree of freedom denoted by $v_3$ does not have a potential term. This happens because $v_3$ is a flat gauge direction. We can rewrite the bosonic part of gauge rotation generators as

$$g(\varphi) = \text{Tr} [\varphi, X^i] \Pi^i = \frac{\sqrt{s_2}}{2} [\text{Tr} (\varphi (\sigma_1 + i \sigma_2)) |\bar{x}| \partial_{v_3} + \text{Tr} (\varphi (\sigma_1 - i \sigma_2)) |\bar{x}| \partial_{v_3}] + O \left( s_2^{-\frac{3}{2}} \right)$$

(3.17)

The resulting $G$-invariant wave function is independent of $v_3$, therefore we do not require it to be $L^2$-integrable, rather it should $L^2$-integrable with the measure $d^2 v_1 d^2 v_2$, and a direction associated to $v_3$ we assume to be a compact coordinate direction in the gauge group. To define the wave function one should define first fermion vacuum $|0\rangle$. We define it in such a way that it is annihilated by all bar-operators:

$$\chi_{\alpha} |0\rangle = \rho_{\alpha} |0\rangle = 0$$

Under these conditions it is not complicated to calculate the ground state of Hamiltonian (3.16):

$$\Psi = C e^{-|\bar{x}|^{-1} |v_{ij} w_j x_i|^2} \left( \bar{\chi} \chi_1 - (\chi^3 - |\bar{x}|) \bar{\chi}_2 \right) \left( \bar{\rho} \rho_1 - (\rho^3 + |\bar{x}|) \bar{\rho}_2 \right) |0\rangle$$

(3.18)

where $C$ is some normalization constant. The first order Hamiltonian did not have a kinetic term for fields $x_i$. So we may multiply this state by any wave function $\psi(\bar{x})$ or take $C$ to be $\bar{x}$-dependent. Eventually this is some common $\bar{x}$-dependent multiplier of $\Psi$. We will give a prescription to distinguish $\psi$ and $C$ momentarily, now let us define the second order condition to fix their values. The composite wave function $|\psi \Psi\rangle$ belongs to a null-space of the Hamiltonian and of the supercharges. Thus we have conditions:

$$\langle \psi' | Q_{\alpha} | \psi \Psi \rangle = \langle \psi' | \bar{Q}_{\alpha}^e f | \psi \rangle = 0, \quad \langle \psi' | Q_{\alpha} | \psi \Psi \rangle = \langle \psi' | \bar{Q}_{\alpha}^f | \psi \rangle = 0$$

(3.19)

So the ground state wave function $\psi$ is annihilated by effective supercharges:

$$Q_{\alpha}^{e f} = \langle \psi | Q_{\alpha} | \Psi \rangle = i (\sigma^k)_{\alpha} (\partial_{x_k} + B_k)$$

(3.20)

$$\bar{Q}_{\alpha}^{e f} = \langle \Psi | \bar{Q}_{\alpha} | \psi \rangle = i (\lambda \sigma^k)_{\alpha} (\partial_{\bar{x}_k} - B_k)$$

(3.21)

where for an effective Berry connection we have:

$$B_k = \frac{\langle \psi | \partial_{x_k} | \Psi \rangle}{\langle \Psi | \Psi \rangle}$$

(3.22)

Notice that a choice of another normalization $C'$ induces a gauge transform of the Berry connection:

$$B_k \to B_k + \partial_{x_k} \log C' - \partial_{\bar{x}_k} \log C$$

(3.23)

So by choosing the normalization $C$ in wave function (3.18) we will fix the gauge of the Berry connection. It turns out in this case the Berry connection is gauge equivalent to a trivial connection so we choose $C$ in such a way that $B_k = 0$, thus we have $C = |\bar{x}|^{-2} \bar{z}^{-1}$, where $z = x_1 + ix_2$. Eventually, we define a vertex wave function corresponding to a pair of diagonal expectation values $\bar{x}_{v,i}$ and $\bar{x}_{v,j}$ for the vector multiplet in vertex $v$ as

$$\mathcal{V}_{v,ij} = \frac{1}{|\bar{x}_{v,i} - \bar{x}_{v,j}|^2 (z_{v,i} - z_{v,j})} \exp \left[ -|\bar{x}_{v,i} - \bar{x}_{v,j}|^{-1} |\bar{w} \times (\bar{x}_{v,i} - \bar{x}_{v,j})|^{-1} \right] \times \left( (z_{v,i} - z_{v,j}) \bar{\chi}_{v,ij,1} - ((x_{v,i}^3 - x_{v,j}^3) - |\bar{x}_{v,i} - \bar{x}_{v,j}|) \bar{\chi}_{v,ij,2} \right) \times \left( (z_{v,i} - z_{v,j}) \bar{\rho}_{v,ij,1} - ((x_{v,i}^3 - x_{v,j}^3) + |\bar{x}_{v,i} - \bar{x}_{v,j}|) \bar{\rho}_{v,ij,2} \right) |0\rangle$$

(3.24)
Such wave function is a basic building block of the vertex contribution to a generic wave function.

We will need properties of this function with respect to the action of the generator $J_3 + R$ to calculate PSCs \[2.18\] in what follows. The wave function is decomposable in a $J_3 + R$-invariant part and an anti-holomorphic part:

$$V_{v,ij} = V_{v,ij}^{\text{inv}} \cdot (\bar{z}_{v,i} - \bar{z}_{v,j})^{-1}$$ \[3.25\]

Also it is important to notice that the large gauge transform in the node $v$ permutes $z_{v,i}$ and $z_{v,j}$ and simultaneously transforms fermions:

$$\chi_{ij} \mapsto \rho_{ji}, \quad \rho_{ij} \mapsto \chi_{ji}$$ \[3.26\]

Obviously, $V_{v,ij}^{\text{inv}}$ is an invariant of large gauge transformations.

### 3.2.2 Arrow contribution

In a similar way we construct an arrow contribution. Again to produce a building block wave function it is enough to consider a simplest non-trivial quiver with an arrow:

$$\begin{array}{c}
1 \\
\longrightarrow \\
1
\end{array}$$

Here numbers in nodes denote the dimension vector. The arrow Lagrangian depends only on the difference vector $\vec{x}_w - \vec{x}_v$, so for brevity in this subsection we will use the following notation $\vec{x} := \vec{x}_w - \vec{x}_v$. And we have just a single field $q$. Since in this phase field $q$ does not acquire an expectation value we decompose it around $q = 0$ critical point redefining $q \rightarrow q/\sqrt{s}$.

The first order supercharges read:

$$Q_\alpha = i\sqrt{2s_1} (\psi_\alpha \pi - 2i\tilde{q}x^i \sigma^0 \psi_\alpha) + O(s^0_1)$$

$$\tilde{Q}_\dot{\alpha} = -i\sqrt{2s_1} (\tilde{\psi}_\dot{\alpha} \bar{\pi} + 2i(\tilde{\psi} \sigma^0)_{\dot{\alpha}} x^i q) + O(s^0_1)$$

$$H = s_1 (-\partial_q \partial_{\bar{q}} + |\vec{x}|^2 |q|^2 - \tilde{\psi} \sigma^i x^i \psi) + O(s^0_1)$$ \[3.27\]

The ground state wave function annihilated by these supercharges reads:

$$\Psi = Ce^{-|\vec{x}| |q|^2} (\bar{z}\tilde{\psi}_1 - (x_3 - |\vec{x}|) \tilde{\psi}_2) |0\rangle$$ \[3.28\]

This state labels an element of equivariant cohomology of the quiver representation (compare to \[14\]). Suppose $x_3 = 0$ then we could choose $Q_1$ as an equivariant Dolbeaut $\partial$-operator \[12, 32\]. One should just identify fermions and forms:

$$\psi_1 \sim dq, \quad \psi_2 \sim \frac{\partial}{\partial d\bar{q}}, \quad \tilde{\psi}_1 \sim \frac{\partial}{\partial dq}, \quad \tilde{\psi}_2 \sim d\bar{q},$$

so that

$$Q_1 = \partial_q + i\xi,$$ \[3.29\]

where $\xi$ is a vector field generated by equivariant rotation of $q$ with parameter $\bar{z}$. To map state \[3.28\] to a form we should choose another fermion vacuum $|\tilde{0}\rangle$, such that it is annihilated by $i$

$$|\tilde{0}\rangle := \tilde{\psi}_1 |0\rangle$$

In this case we have:

$$\Psi = Ce^{-|z||q|^2} (\bar{z} + |z| dq \wedge d\bar{q}) = C \bar{z} e^{i\frac{1}{\bar{z}}\{Q_1, iq dq\}} \sim \bar{z}$$ \[3.30\]
So this wave function is just homotopic to a Thom representative of the corresponding Euler class [12 chapter 10].

Again we can choose a proper normalization $C$ for wave function \((3.28)\) by fixing the Berry connection in the effective supercharges:

\[
Q_{a}^{\text{eff}} = \langle \Psi | Q_{a} | \Psi \rangle = i(\sigma^{k}\bar{\lambda})_{a} (\partial_{x^{k}} + B_{k}) + \lambda_{a} D \tag{3.31}
\]
\[
\bar{Q}_{a}^{\text{eff}} = \langle \Psi | \bar{Q}_{a} | \Psi \rangle = i(\lambda \sigma^{k})_{a} (\partial_{x^{k}} - B_{k}) + \bar{\lambda}_{a} D \tag{3.32}
\]

Here we are able to produce a non-trivial $D$-term, since there is an expectation value

\[
\langle |q|^{2} \rangle = \frac{1}{|x|} \tag{3.33}
\]

And for the Berry connection we have:

\[
\vec{\nabla} \times \vec{B} = \frac{i}{2} \nabla \frac{1}{|x|} \tag{3.34}
\]

The Berry connection corresond to a vector potential produced by a monopole. We choose such normalizations that in a northern(+) / southern(-) hemisphere it is given by a canonical expressions:

\[
\bar{B}_{\pm} = -\frac{i}{2} \left( \pm 1 - \frac{x^{3}}{|x|} \right) \frac{1}{x^{2}} \begin{pmatrix} -x^{2} \\ x_{1} \\ 0 \end{pmatrix} \tag{3.35}
\]

The corresponding normalizations differ depending on whether we require the vector potentials to be regular in either northern or southern hemisphere:

\[
C_{+} = |x|^{\frac{3}{2}} \left( |x| + x_{3} \right)^{-\frac{1}{2}}, \quad C_{-} = |x|^{\frac{3}{2}} \left( |x| + x_{3} \right)^{-\frac{1}{2}} \left( \frac{z}{\bar{z}} \right)^{\frac{1}{2}} \tag{3.36}
\]

Eventually we define a generic building block for arrow contribution:

\[
\mathcal{A}_{a,(v,i) \rightarrow (w,j)} = \left( \frac{|x_{w,j} - x_{v,i}|}{|x_{w,j} - x_{v,i}| + (x_{w,j}^{3} - x_{v,i}^{3})} \right)^{\frac{1}{2}} \Theta(x_{v,i} - x_{w,j}) \times \tag{3.37}
\]
\[
\times e^{-|x_{v,i} - x_{w,j}|/|q_{a,i,j}|^{2}} \left[ (z_{w,j} - z_{v,i}) \bar{\psi}_{1,a,ij} - (x_{w,j}^{3} - x_{v,i}^{3}) \bar{\psi}_{2,a,ij} \right] |0\rangle
\]

where $\Theta$ is the Heaviside step-function.

We will need again properties of this function with respect to the action of the generator $J_{3} + R$ to calculate PSCs \((2.18)\) in what follows. The wave function is decomposable in a $J_{3} + R$-invariant part and an anti-holomorphic part:

\[
\mathcal{A}_{a,ij} = \mathcal{A}_{a,ij,(J_{3}+R)-\text{inv}} \mathcal{A}_{a,ij,\text{holo}}, \quad \mathcal{A}_{a,ij,\text{holo}} = (z_{w,j} - z_{v,i})^{\Theta(x_{w,j}^{3} - x_{v,i}^{3})} \tag{3.38}
\]

In this case the anti-holomorphic part corresponds to just the Euler character mentioned before.

### 3.2.3 Effective molecular description

Summarizing the preparations performed in the previous subsections we construct an approximate wave function in the following form:

\[
\Psi \left[ \mathcal{D}, \bar{n}, \bar{\theta} \right] = \psi_{\text{mol}} \left( \prod_{v \in \mathcal{V}(\mathcal{D})} \prod_{i,j=1}^{n_{v}} \mathcal{A}_{a,ij} \right) \left( \prod_{(a:v \rightarrow w) \in \mathcal{A}(\mathcal{D})} \prod_{i=1}^{n_{w}} \prod_{j=1}^{n_{w}} \mathcal{A}_{a,ij} \right) \tag{3.39}
\]
Where the molecular part $\psi_{\text{mol}}$ of the wave function is annihilated by effective supercharges corresponding to a system of mutually interacting dyons (see [14] for comparison):

$$Q_{\alpha} = \sum_{v \in V} \sum_{i=1}^{n_v} \left[ -i (\sigma^0 \lambda_{\alpha,i}) D_{v,i} - (\sigma^3 \lambda_{\alpha,i}) \left( -i \vec{\nabla}_{v,i} - \vec{A}_{v,i} \right) \right]$$

(3.40)

$$\bar{Q}_{\dot{\alpha}} = \sum_{v \in V} \sum_{i=1}^{n_v} \left[ i (\lambda_{\dot{\alpha},i} \sigma^0) D_{v,i} - (\lambda_{\dot{\alpha},i} \sigma^3) \left( -i \vec{\nabla}_{v,i} - \vec{A}_{v,i} \right) \right]$$

Effective $D$-terms define a collection of relations corresponding to Denef equations:

$$D_{v,i} = \theta_v + \sum_{w \in V} \left\{ \sum_{a:v \to w} \sum_{j=1}^{n_w} \frac{1}{|\vec{x}_{v,i} - \vec{x}_{w,j}|} - \sum_{a:w \to v} \sum_{j=1}^{n_w} \frac{1}{|\vec{x}_{v,i} - \vec{x}_{w,j}|} \right\}$$

(3.41)

And the vector potential $\vec{A}_\alpha$ is one corresponding to the dyonic interaction and satisfying:

$$\vec{\nabla}_\alpha D_\beta = \vec{\nabla}_\beta D_\alpha = \frac{1}{2} \left( \vec{\nabla}_\alpha \times \vec{A}_\beta + \vec{\nabla}_\beta \times \vec{A}_\alpha \right)$$

(3.42)

This system describes a collection of elementary structureless dyons [14]. To each quiver vertex $v$ one associates $n_v$ dyons of the same charge vector $\gamma_v$ taking values in an integral charge lattice $\Gamma$. Now the quiver data may be encoded in a choice of an antisymmetric lattice DSZ pairing product $\langle \cdot, \cdot \rangle$ satisfying a condition:

$$\langle \gamma_v, \gamma_w \rangle = \#(a : v \to w) - \#(a : w \to v),$$

(3.43)

where we are counting arrows flowing between corresponding quiver nodes. Then fields $\vec{x}_{v,i}$ parameterize dyon locations in $\mathbb{R}^3$.

To calculate PSC (2.18) we need to insert the corresponding Wilson loop. Insertion of a Wilson loop for $J_3 + R$ is analogous to turning on an $\Omega$-background like in [40], or a constant magnetic field parameterized by field strength $\eta > 0$ directed along the third axis in $\mathbb{R}^3$. We will mimic this insertion by modifying derivatives:

$$\partial_z \to \partial_z + \eta \bar{z}, \quad \partial_{\bar{z}} \to \partial_{\bar{z}} - \eta z$$

We follow approach of [34] and localize the states on fixed points of the $J_3 + R$-generator: to the third axis in $\mathbb{R}^3$. During localization vector fields $\vec{x}_{v,i}$ develop vevs along the third axis we will denote as $x_{v,i}^*$. These values satisfy Denef equations:

$$\theta_v + \sum_{w \in V} \left\{ \sum_{a:v \to w} \frac{1}{|x_{v,i}^* - x_{w,j}^*|} - \sum_{a:w \to v} \frac{1}{|x_{v,i}^* - x_{w,j}^*|} \right\} = 0$$

(3.44)

An expansion of the supercharges around this critical point reads:

$$Q_1 = i \sum_{v,i} \lambda_{v,i}^3 \left( \partial_{x_{v,i}^3} - \sum_{w,j} \text{sign}(x_{v,i}^* - x_{w,j}^*) \left( \sum_{a:v \to w} \frac{x_{v,i}^3 - x_{w,j}^3}{|x_{v,i}^* - x_{w,j}^*|^2} - \sum_{a:w \to v} \frac{x_{v,i}^3 - x_{w,j}^3}{|x_{v,i}^* - x_{w,j}^*|^2} \right) \right) +$$

$$+ i \sum_{v,i} \lambda_{v,i}^2 \left( 2 \partial_{\bar{z}}_{v,i} + 2 \eta \bar{z}_{v,i} - \frac{1}{2} \sum_{w,j} \text{sign}(x_{v,i}^* - x_{w,j}^*) \left( \sum_{a:v \to w} \frac{\bar{z}_{v,i} - \bar{z}_{w,j}}{|x_{v,i}^* - x_{w,j}^*|^2} - \sum_{a:w \to v} \frac{\bar{z}_{v,i} - \bar{z}_{w,j}}{|x_{v,i}^* - x_{w,j}^*|^2} \right) \right)$$

(3.45)

\(^5\)The same deformation can be mimicked by turning on $\Omega_{\eta}$-background or by modifying the height function $h_3 \to h_3 + \eta \text{Tr} \bar{Z} Z$. This deformation affects the vertex contribution (3.24) as well, however it is of order $\eta$ so we neglect it in what follows.
The last term in the second bracket mimics the contribution of the mutual electro-magnetic field. Dyon electro-magnetic field is of a point-like source, so near sphere poles it is directed along the third axis and has a magnitude $\sim 1/r^2$. This field acts as an additional correction to the constant field $\eta$ we have introduced. A problem of counting Hamiltonian eigen states in a plane with a turned on magnetic field perpendicular to this plane has a textbook solution in terms of Landau levels (LL) \[^{30}\]. When $\theta_v$ go to zero the state approaches a border of a stability region. The bound dyon molecules acquire gigantic physical sizes \[^{22}\]. The mutual electro-magnetic interaction becomes negligible in comparison to external field $\eta$. Therefore finally we get a molecular wave function in (3.39) approximated by Hall states:

$$
\psi_{\text{mol}} = \psi(x^3) \prod_{v \in V} \prod_{i=1}^{n_v} \bar{z}^{\ell_{v,i}} e^{-\eta z_{v,i} x_{v,i}} |0\rangle
$$

(3.46)

Here LLs are parameterized by $\ell_{v,i} \in \mathbb{Z}_{\geq 0}$.

This wave function is again decomposable in a $J_3 + R$-invariant part and an anti-holomorphic part given by a Hall state:

$$
\psi_{\text{mol}} = \psi(J_3 + R)^{-\text{inv}} \psi_{\text{holo}}, \quad \psi_{\text{holo}} = \prod_{v \in V} \prod_{i=1}^{n_v} \bar{z}^{\ell_{v,i}}
$$

(3.47)

$\psi(J_3 + R)^{-\text{inv}}$ is definitely not an $L^2$-integrable function. This function should be invariant under overall translations of the center of mass of the dyon system along the third axis, so the potential has flat directions. In principle, for non-primitive dimensional vectors one expects contributions of multi-dimensional states, so the quiver representation moduli space becomes singular with branches of various dimensions. However it is invariant under $J_3 + R$-symmetry and it does not contribute the index except a rather subtle fermion sign.

As it was noticed in \[^{34, 35}\] Denef equations (3.44) describe critical points of a height function:

$$
W = \sum_{v \in V} \theta_v \sum_{i=1}^{n_v} x_{v,i} + \sum_{(a:v \to w) \in \mathcal{A}} \sum_{i=1}^{n_v} \sum_{j=1}^{n_w} \text{sign} (x_{v,i} - x_{w,j}) \log |x_{v,i} - x_{w,j}|
$$

(3.48)

The corresponding wave function $\psi(x^3_{v,i})$ is given by a co-chain in a Morse complex \[^{55}\] generated by critical points of height function $W$ we have denoted as $x^\ast$. The corresponding Morse co-chain we will denote as

$$
\Lambda(x^\ast) = \bigwedge_\alpha d x^\ast \theta_{\omega_\alpha},
$$

where $\omega_\alpha$ are eigen values of the Hessian $\partial_{x_{v,i}} \partial_{x_{w,j}} W |_{x^\ast}$ and $x_\alpha$ are corresponding eigen vectors.

### 3.3 Explicit wave functions

As we have seen so far a generic ground state wave function can be decomposed as

$$
\Psi_{\text{mol}} = \Psi(J_3 + R)^{-\text{inv}} \Psi_{\text{holo}}
$$

(3.49)

The invariant part does not contribute to the counting of PSCs. This wave function and critical points (3.44) has a natural action of the symmetric group $\prod_v S_{n_v}$ acting in nodes. This action corresponds to large gauge $G$-transformations. So physical wave functions correspond to symmetrizations of found localized wave functions. When counting the BPS index one may think of it as an equivariant sum with respect to the action of this symmetric group that reduces to a sum over fixed points\[^{6}\]

\[^{6}\]We will comment more on this in what follows.
does not contribute to the index only $\Psi_{\text{holo}}$ does. Therefore for a construction of PSCs it is enough to consider only a contribution of $F$- and $(J_3 + R)$-non-invariant part: the anti-holomorphic part that is given by symmetrization:

$$H_{0,\text{holo}}(\mathcal{Q}, \vec{n}, \vec{\theta}) = \bigoplus_{x^*; \ell_v, i \geq 0} \mathbb{C} \text{Sym} \Lambda(x^*) \left( \prod_{v \in \mathcal{V}} \left( \prod_{i=1}^{n_v} \prod_{i < j}^{\ell_v, i} (\bar{z}_{v,i} - \bar{z}_{v,j})^{-1} \right) \right) \times \left( \prod_{(a,v \to w) \in \mathcal{A}} \prod_{i=1}^{n_v} \prod_{j=1}^{n_w} (\bar{z}_{w,j} - \bar{z}_{v,i}) \Theta(x^*_w - x^*_v) \right)$$

(3.50)

Where the sum runs over solutions to Denef equations (3.44) and Landau levels, and a symmetrization goes over permutations of variables in each vertex. Then the index (2.18) reduces to a trace over only this anti-holomorphic states:

$$\Omega(y) = (-1)^{|\mathcal{A}|+|\mathcal{V}|-1} \sum_{x^*} y^{\frac{1}{2} n_v(n_v-1) + |\mathcal{A}|-1} y^{-1} \times \text{Tr} H_{0,\text{holo}} (-1)^F y^{-2J}, \quad J = \sum_{v,i} \bar{z}_{v,i} \partial \bar{z}_{v,i}$$

(3.51)

Obviously, the major counting part of this bulky expression is $\text{Tr} H_{0,\text{holo}} (-1)^F y^{-2J}$, and this term gives just the corresponding Poincaré polynomial. To match it with the PSC we have added a multiplier $(y - y^{-1})$ corresponding to the center of mass contribution that should be canceled, and overall monomial factors so that the resulting expression corresponds to a PSC that is invariant under transformation $\Omega(y) = \Omega(y^{-1})$ for smooth quiver moduli spaces.

We will demonstrate how such index could be calculated in section 3.4.

Here we also should stress that $H_{0,\text{holo}}$ is not the actual Hilbert space $H_0$ of ground states. $H_{0,\text{holo}}$ is only quasi-isomorphic to $H_0$: only their indices, or Euler characteristics, coincide. To construct the actual space $H_0$ following [55] we should construct a Morse differential

$$d_{\text{Morse}} : H_{0,\text{holo}}[f] \to H_{0,\text{holo}}[f + 1]$$

saturated by steepest descend flows with respect to the height functions. The resulting $H_0$ is defined as a cohomology:

$$H_0 = H^* \left( H_{0,\text{holo}}, d_{\text{Morse}} \right)$$

(3.52)

In Appendix A.1 we will demonstrate in a simple example of a Hall halo that the action of differential $d_{\text{Morse}}$ is, in general, non-trivial.

### 3.4 Manschot-Poiline-Sen index formula

A nice way of calculating an index of (3.50) was proposed in [34] [35] [33] and is based on an interplay between Fermi-Dirac, Bose-Einstein and Boltzman statistics. We could notice that the symmetrization appeared in (3.50) corresponds to a remnant of integration over the gauge group, and as we mentioned the index we are computing corresponds to an equivariant integral. Therefore the index reduces to a sum over fixed points. The fixed points of the symmetric group are labeled by partitions $\{ (l)^{k_l} \}$. For example, an equivariant character for symmetric group is given by:

$$\chi_{\text{sym}}(n) = \sum_{\sum_{l} l k_l = n} \left( \prod_{l} \frac{1}{k_l! l^{k_l}} \right) \chi(\{ (l)^{k_l} \})$$

(3.53)
where $\chi$ is a character without imposing any symmetrization. As the simplest demonstration of this concept we could introduce an equivariant character on polynomials of $n$ variables by weighting each monomial by fugacity $q^\text{power}$. Then the character of symmetric polynomials in $n$ variables reads

$$\chi_{\text{sym}}(n) = \prod_{j=1}^{n} \frac{1}{1 - q^j}$$

Fixed points of the symmetric group are monomials with coincident powers. For example, fixed points of $S_3$ are:

- $\{3\} : z_1^k z_2^k z_3^k$
- $\{2, 1\} : z_1^k z_2^k z_3^k$
- $\{1, 1, 1\} : z_1^k z_2^k z_3^k$

Corresponding character are:

$$\chi(\{(l)_{ki}\}) = \prod_{l} \frac{1}{(1 - q^l)^{k_l}}$$

And for these characters relation (3.53) holds.

So using (3.53) we relate characters for various statistics.

The Boltzmanian index corresponding to the Hilbert space without symmetrization procedure is easy to compute. The corresponding index and Denef equations correspond to an Abelian split quiver. We can “Abelianize” a node $v$ with corresponding dimension $n_v$ by splitting it in $n_v$ nodes of dimension 1 with preserving all arrows and FI parameters (see Figure 1). A split quiver corresponds to a quiver with all nodes Abelianized.

$$\Omega_{\text{Boltzman}}(y, \mathcal{Q}) = (-1)^{|A|+|\mathcal{V}|} \left( \frac{1}{y-y^{-1}} \right) \sum_{\mathcal{V}} \left( -1 \right)^{|A|} \prod_{l} \frac{1}{(1 - q^l)^{k_l}} \left( y - y^{-1} \right) \sum_{x^*} \left( -1 \right)^{\#(a: v \to w)} \Theta(x^*_{\nu_i,j} - x^*_{\nu_j,i})$$

where $f$ is a corresponding fermion number given by a half of difference of numbers of positive and negative eigen values of the Hessian of $W$.

The fixed points of the symmetric group correspond to gluing nodes of the quiver with summing arrows and corresponding FI parameters according to partitions (see Figure 1). As well when gluing quiver vertices we should identify corresponding LLs:

$$z_1^f z_2^f \to z_1^f z_2^f$$

Therefore the index contribution of a single LL is modified. We should add corresponding $y$-factors. The result is the Manschot-Pioline-Sen formula for quiver index without loops and with prime dimension vectors:

$$\Omega_{\text{MPS}}(y, \mathcal{Q}) = \sum_{\{k_i\}} \left( \prod_{I} \prod_{l} \frac{1}{k_l^{(i)}} \left( y - y^{-1} \right) \left( y^l - y^{-l} \right) \right) \Omega_{\text{Boltzman}}(y, \mathcal{Q}(\{(l)_{ki}\}))$$

Figure 1: Split quiver
where the sum runs over partition vectors corresponding to partitioning each component of the dimension vector \( \vec{n} \). This formula works for quivers without loops and primitive dimension vectors. For a more generic situation the counting should be more careful \([35]\).

4 Cohomological Hall algebra

4.1 Framed BPS states

A calculation of generic PSCs even using MPS formula \((3.55)\) is a hard combinatorial problem. To count BPS states and corresponding indices a much more efficient way is to use various wall-crossing relations. A natural way to approach such relations is to use a probe in a class \( \mathcal{S} \) theory – a line defect \([21, 24]\). Line defects define proper supersymmetric monodromy conditions around 1d manifolds for fields in a theory. A nice family of such defects is given by generalized Wilson-'tHooft lines. In a low energy effective picture such defects may be represented by heavy dyons, so in the quiver language they are translated to additional framing nodes added to a quiver. A framing node corresponds to a real mass term contribution to the Lagrangian \((2.1)\) (see, for example, \([10]\)). In other words, we should consider an ordinary quiver vertex, give to the vector field \( X^3 \) a scalar vev, say, \( x_c \) and put all the other fields to zero. We could choose different framings, for our further purposes we choose a framing node connected to all the other quiver vertices by \( k \) outgoing arrows (see Figure 2). Notice that in this way we do not add oriented loops to the quiver.

![Figure 2: Framed quiver](image)

In the language of BPS molecules we get a heavy core dyon located at \( x_c \) on the third axis of \( \mathbb{R}^3 \). We will go first to a regime when the very BPS molecule is localized in a neighborhood of \( \hat{x} \). Then changing coordinates by shifting \( x_{v,i} \rightarrow x_{v,i} + \hat{x} \) we observe that the system of Denef equations \((3.44)\) is decomposed in a system of two approximate equation sets. The first one corresponds to a sum over all equations, then all the mutual dyon interaction terms cancel each other and we end up with contributions of FI terms and framing terms. The framing terms we approximate by a contribution when all the dyons are put in one point \( \hat{x} \)

\[
\sum_v n_v \theta_v - {k \sum_v n_v \over |x_c - \hat{x}|} = 0
\]  

(4.1)

This equation has two solutions when the state is localized to the right or the left side of the framing core. For a reason that will be clear further we concentrate only on the left critical point (see Figure 3).

And the corresponding molecule localization point is given by the following expression:

\[
\hat{x} = x_c - {k \sum_v n_v \over \sum_v n_v \theta_v}
\]  

(4.2)
Substituting this expression back to the Denef equations we will get another approximate system of unframed equations with redefined stability parameters having now a zero average:

\[ \tilde{\theta}_v = \theta_v - \frac{\sum \nu n_v \theta_v}{\sum \nu n_v} \]  

Therefore the wave function of the light dyons is represented by an ordinary wave function for an unframed quiver we have calculated before with effective stability parameters \( \tilde{\theta}_v \) and localized near \( \hat{x} \).

The FI parameters entering the effective 1d \( \mathcal{N} = 4 \) quiver SQM are related to phases of complex central charges of the elementary dyons in the effective theory [21]:

\[ \theta_v = 2|Z_c|^{-1}\text{Im}(\bar{Z}_c Z_v) \]  

where \( Z_c \) is a large central charge of the core. The denominator in the BPS molecule location formula (4.2) reads

\[ \text{Im}(\bar{Z}_c Z_\mu) \]

where \( Z_\mu = \sum \nu n_v Z_v \) is a total central charge of a molecule.

Suppose all the central charges lie in the upper half-plane. Then if \( Z_c \) lies to the right of \( Z_\mu \), \( \theta_\mu > 0 \) there is a critical point and the BPS molecule is bound to the core. As \( Z_c \) approaches \( Z_\mu \) the binding radius \( r \sim (\text{Im}(\bar{Z}_c Z_\mu))^{-1} \) becomes greater and greater until the framed bound state dissolves completely:

\[ \begin{align*} 
  Z_c & \quad \theta_\mu < 0 \\
  Z_\mu & \quad \theta_\mu > 0 \\
  \text{bound} & \quad \text{unbound} \\
  \end{align*} \]

Now assume there is an adiabatic change of \( Z_c(t) \) with some adiabatic parameter \( t \in [0,1] \), so that it crosses some molecular \( Z_\mu \) in a clockwise order. The corresponding molecular states may appear from an asymptotic infinity and scatter on the core, the mutual interaction between scattering molecules is of order \( \sim k^{-1} \), so assuming \( k \gg 1 \) we can neglect it. The order of appearance of these molecules coincides with the order of corresponding \( \theta_\mu \) or counterclockwise order of central charges (see Figure 3):

\[ \hat{x}_1 < \hat{x}_2 \iff \theta_1 < \theta_2 \]
Let us construct a scattering asymptotic state. When there is just one BPS molecule in a state \( \Psi \) the scattering BPS state is also \( \Psi \). Indeed in the wave function (3.50) we may expect a contribution from arrows connecting the quiver vertices with the framing node. However since we have chosen to scatter BPS molecules from the left this contribution is cancelled by Heaviside \( \Theta \)-functions in (3.50). Suppose now we are scattering two consequently appearing BPS molecule states \( \Psi_1 \) and \( \Psi_2 \). The resulting wave function we will call a product of states \( \Psi_1 \cdot \Psi_2 \). It is just given by a multiplication by corresponding factors in (3.50) and taking symmetrization:

\[
\Psi_1 \cdot \Psi_2 \left( \{ z_{v,i} \} \cup \{ z'_{v,i} \} \right) = \sum_{\text{shuffles}} \Psi_1 \left( \{ z_{v,i} \} \right) \Psi_2 \left( \{ z'_{v,i} \} \right) \prod_{v,w \in \mathcal{V}} \prod_{i,j=1}^{n_v} \prod_{j=1}^{n_w} \left( \bar{z}_{v,i} - \bar{z}'_{w,j} \right) \#(a:v \rightarrow w)
\]

The shuffles correspond to symmetrization in (3.50) over \( \prod_v S_{n_v} \) for \( \vec{n} = \vec{n}_1 + \vec{n}_2 \) applied to a joint set of variables \( \{ \bar{z}_{v,i} \} \cup \{ \bar{z}'_{v,i} \} \). Let us here notice that this product is obviously non-commutative, the order of the wave functions is defined by localization positions of corresponding BPS molecules in \( \mathbb{R}^3 \) and, therefore, by BPS molecule stability parameter averages \( \theta_{1,2} = \vec{n}_{1,2} \cdot \vec{\theta} \).

We would like to argue that multiplication (4.7) is cohomological: maps cohomologies \( H_0 \) to cohomologies \( H_0 \). As we mentioned in section 3.3 an element on the right hand side of (4.7) is an element of \( H_{0,\text{holo}} \), and there is generic Morse differential that can be represented by the following expansion:

\[
d_{\text{Morse}} = d_1 \otimes 1 + 1 \otimes d_2 + d_{\text{mix}}
\]

where \( d_{1,2} \) are differentials acting only on states \( \Psi_{1,2} \) correspondingly, and \( d_{\text{mix}} \) is a differential mixing two BPS molecules. \( d_{\text{mix}} \) is saturated by instanton processes when some of elementary dyons get splitted from one BPS molecule cluster and join another one. According to [55] such instanton amplitude defining matrix elements of \( d_{\text{mix}} \) is given by exponentiated difference of height function (3.48) values in initial and final states, so it is dominated by the following contribution:

\[
e^{\Delta W} \sim e^{-\alpha |\hat{x}_1 - \hat{x}_2|}
\]

where \( \alpha > 0 \) is some combination of \( \theta_v \) and \( \hat{x}_{1,2} \) are localization coordinates of BPS clusters 1 and 2. Since we consider these states in asymptotic limit when \( |\hat{x}_1 - \hat{x}_2| \to \infty \) the instanton amplitude is zero and we conclude:

\[
d_{\text{mix}} = 0
\]

So the differential commutes with multiplication (4.7).

### 4.2 Scattering algebra

In [25] Harvey and Moore proposed a natural construction of an algebra for BPS states:

\[
m_{\text{HM}} : H_{\text{BPS}} \otimes H_{\text{BPS}} \rightarrow H_{\text{BPS}}
\]

promoting S-matrices to structure constants of this algebra. Let us try to formulate this statement more precisely. Suppose we scatter two BPS states and get a new possibly multiparticle state \( \Psi_3 \). Central charges during this process are summed, so \( Z_3 = Z_1 + Z_2 \). If there is a bound state of particles 1 and 2 the scattering amplitude as a complex function of Mandelstam s-variable has a distinguished pole:

\[
A(12 \rightarrow 3) = \frac{\langle \Psi_3 | \Psi_1 \cdot \Psi_2 \rangle}{s - (Z_1 + Z_2)^2}
\]
The residue at this pole defines a product in the algebra $\Psi_1 \cdot \Psi_2$. Unfortunately, we will be unable to apply this idea directly in our situation. A reason for that is we have approximated states that are exact BPS states, so we can not deviate from the physical locus where $s$ is real and satisfies inequality

$$s = (|Z_1| + |Z_2|)^2 > |Z_1 + Z_2|^2$$

unless we sit exactly at the marginal stability (MS) locus where $|Z_1| + |Z_2| = |Z_1 + Z_2|$. Let us consider a small deviation from the MS locus parameterized by $t$, so that one hits the MS wall at $t = 0$:

$$|Z_1(t)| + |Z_2(t)| > |Z_1(t) + Z_2(t)| \text{ for } t > 0, \text{ and } |Z_1(0)| + |Z_2(0)| = |Z_1(0) + Z_2(0)|$$

We get a family of $\Psi_3(t)$ varying adiabatically with $t$. The fact that value $t = 0$ corresponds to an MS wall is reflected in the behavior of $\Psi_3(t)$: as $t$ approaches the value $t = 0$ the state 3 becomes unstable and its wave function gets factorized in two (or more) single particle asymptotic wave functions:

$$\lim_{t \to 0} \Psi_3(t) = \mathcal{S}_{12}^3 \Psi_1 \otimes \Psi_2$$

So we have defined an adiabatic S-matrix limit:

$$\mathcal{S}_{12}^3 = \lim_{t \to 0} \langle \Psi_3(t)|\Psi_1 \Psi_2 \rangle$$

In the case when $\Psi_3(t)$ corresponds to more than two asymptotic single particle states we assume this matrix element is zero. Using this expression as a pole residue in (4.10) we define scattering algebra of BPS wave functions as:

$$\Psi_1 \cdot \Psi_2 = \mathcal{S}_{12}^3 \Psi_1 \Psi_2$$

(4.11)

We can describe types and numbers of the dyons belonging to the first and the second scattered states by charge vectors $\vec{n}_1$ and $\vec{n}_2$. Multiplication will map a product of these wave functions to a wave function corresponding to a charge vector $\vec{n}_1 + \vec{n}_2$. It is natural to grade the anti-holomorphic Hilbert spaces by charge vectors. Elements of these spaces – Hall wave functions – together with the multiplication form an algebra we could call a Scattering algebra for Hall states (SAHS). As we argued in the previous subsection this algebra is cohomological. The differential factors through the multiplication structure, so we can use (4.7) as a product rule for $H_0$:

$$m_{\text{SAHS}} : \quad H_{(0, \vec{n}_1)} \otimes H_{(0, \vec{n}_2)} \to H_{(0, \vec{n}_1 + \vec{n}_2)}$$

(4.12)

An explicit formula for $m_{\text{SAHS}}$ we have constructed in section 4.1, it is given by relation (4.7).

A subtlety of this construction we should mention here is that $\mathcal{S}_{12}^3$ for (4.7) is not just a number rather a rational function of $\tilde{z}$’s. This is not so surprising in comparison to QFT text book scattering process examples since state $\Psi_3$ depends also on degrees of freedom of a field agent whose negative field energy generates a bound for states $\Psi_1$ and $\Psi_2$. Usually, we consider an asymptotic state of $\Psi_1$ and $\Psi_2$ with a mutual interaction turned off. So the state $(\Psi_1 \Psi_2)$ is approximated in the first order in coupling constant as a product of three ingredients: states $\Psi_1$, $\Psi_2$ and a binding agent put in the ground state. In our situation we are unable to put the binding agent – mutual electro-magnetic field in the effective description – in the ground state since it carries a non-trivial angular momentum for a dyonic pair given by DSZ pairing.

As we mentioned in Section 3.1 it is natural to identify the ground states with equivariant cohomologies of quiver representations. Associating to supercharge $Q_1$ action of the differential we find that the Weil algebraic element is parameterized by fields $\tilde{Z}_v$. And the equivariant cohomologies $H^*$ correspond to polynomials in variables $\tilde{z}_{v,i}$ parameterizing the equivariant torus. So it is natural to identify spaces of
anti-holomorphic wave functions and $H^*$. $H^*$ can also be graded by charge vectors $\vec{n}$. Elements of $H^*$ form a cohomological Hall algebra (CoHA) with a multiplication introduced by Kontschni and Soibelman [29]:

$$m_{\text{CoHA}} : H^*_{\vec{n}_1} \otimes H^*_{\vec{n}_2} \rightarrow H^*_{\vec{n}_1 + \vec{n}_2} \quad (4.13)$$

Using a straightforward comparison we observe:

$$m_{\text{SAHS}} = m_{\text{CoHA}} \quad (4.14)$$

Therefore we conclude that the scattering algebra of Hall states and cohomological Hall algebra are equivalent. Finally we could draw some conclusions from this equivalence. SAHS and CoHA are associative algebras and together correspond to a special case of Feigin-Odesskii shuffle algebra [17].

4.3 Wall-crossing formulæ

Wall-crossing formulæ is a simple set of relations giving a description of how PSCs vary as we vary stability parameters. The basic idea of constructing these relations is an invariance of the framed BPS states under variation of the stability parameters. Wall-crossing phenomena are represented by BPS molecule decays or recombinations, however as we have showed in the section 4.1 a framed BPS molecule remains bound while central charges $Z_i$ remain inside the cone formed by $Z_c(0)$ and $Z_c(1)$ (see (4.5)). Even if we reshuffle the very central charges $Z_i$. Shuffles of $Z_i$ lead to shuffles of an ordered set of corresponding stability parameters (4.4) allowing one to move between various stability regions. Comparing framed BPS wave functions one can recover what wave functions of stable unframed BPS states have contributed in various stability regions.

So suppose we have scattered $N$ unframed BPS states defined by a set of dimension vectors $\{\vec{n}^{(\alpha)}\}_{\alpha=1}^N$. The the framed BPS wave function is constructed as

$$\Psi_{\text{framed}} = \wedge_{\{\vec{n}^{(\alpha)}\}} \Psi_{\vec{n}^{(\alpha)}} \quad (4.15)$$

Where as a product formula we apply associative product (4.7), and the states are ordered according to the following rule:

$$\alpha < \beta, \quad \theta^{(\alpha)} < \theta^{(\beta)} \quad (4.16)$$

where

$$\theta^{(\alpha)} = \frac{\sum_v n_v^{(\alpha)} \theta_v}{\sum_v n_v^{(\alpha)}}$$

Here we should notice that dimensional vectors $\vec{n}$ and $k\vec{n}$, $k \geq 2$ have the same net stability parameters $\theta^{(\alpha)}$. Therefore they are localized at the same position in $\mathbb{R}^3$ or, equivalently, at the same ray of central charges. Therefore it is natural to combine Hilbert spaces of various dyon numbers in Fock spaces of dyons when we sum up over all multipliers of a primitive dimensional vector:

$$\mathcal{F}_{\vec{n}} = \bigoplus_{k=1}^{\infty} H_{k\vec{n}} \quad (4.17)$$

Then for Fock spaces we have the following wall-crossing formulæ. The product

$$\bigotimes_{\vec{n}} \mathcal{F}_{\vec{n}}$$
remains invariant under reshuffles of the stability parameters.

A dramatic and still simple example can be given in terms of a Kronecker quiver with one arrow. In \cite{29} it was shown that:

\[ \mathcal{F}_{(1,0)} \otimes \mathcal{F}_{(0,1)} \cong \mathcal{F}_{(0,1)} \otimes \mathcal{F}_{(1,1)} \otimes \mathcal{F}_{(1,0)} \]  

(4.18)

On the left hand side we have an ordering of parameters \( \theta_1 < \theta_2 \), and there is no boundstate, therefore only Fock spaces corresponding to elementary dyons contribute. On the right hand side the ordering of the stability parameters is changed to \( \theta_1 > \theta_2 \), and a Fock space of a boundstate with charge vector \((1, 1)\) appears. We will review this example in more details in Appendix A.2.

It turns out to be quite useful to use indices for whole Fock spaces. In addition to the usual definition \eqref{2.18} we could add a fugacity for the total dyonic charge \(Q\), as a result we will get characters of Fock spaces:

\[ \Phi(u, y) = \text{Tr}_{\mathcal{F}}(-1)^F y^{-2J} u^Q \]  

(4.19)

To take into account non-commutativity of the product \eqref{4.7} let us notice that for two states with charge vectors \(\vec{n}\) and \(\vec{n}'\) we have

\[ J(\Psi_{\vec{n}} \cdot \Psi_{\vec{n}'}) - J(\Psi_{\vec{n}'} \cdot \Psi_{\vec{n}}) = \langle \vec{n}, \vec{n}' \rangle \]  

(4.20)

where the right hand side is given by anti-symmetric DSZ pairing on the charge lattice:

\[ \langle \vec{n}, \vec{n}' \rangle := \sum_{v, w} n_v n'_w (\#(a : v \rightarrow w) - \#(a : w \rightarrow v)) \]  

(4.21)

Or equivalently,

\[ y^{-2J}(\Psi_{\vec{n}} \cdot \Psi_{\vec{n}'}) = y^{-2\langle \vec{n}, \vec{n}' \rangle} y^{-2J}(\Psi_{\vec{n}'} \cdot \Psi_{\vec{n}}) \]

So we assume that fugacities inherit non-commutativity property of the algebra, so when we permute them in the product they produce corresponding \(y\)-factor from permutation of states:

\[ u_{\vec{n}} u_{\vec{n}'} = y^{-2\langle \vec{n}, \vec{n}' \rangle} u_{\vec{n}'} u_{\vec{n}} = y^{-\langle \vec{n}, \vec{n}' \rangle} u_{\vec{n} + \vec{n}'} \]  

(4.22)

Let us calculate such indices for some simple examples. We will start with a single node quiver. The corresponding Fock space reads:

\[ \mathcal{F}_0 = \bigoplus_{n \geq 1} \bigoplus_{0 \leq \ell_1 \ll \ldots \ll \ell_n} \text{CSym}_{\prod_{i<j}(z_i - z_j)} \chi_1^{\ell_1} \cdots \chi_n^{\ell_n} \]

We will have contributions to the index from the numerator and the denominator of these wave functions. The contribution from the denominator depends only on the number of particles \(n\) and can be canceled by a reparameterization of the \(u\)-fugacity and leads to an overall \(y\)-factor of the index. In principle, only relative degrees of various LL contributions matter. We choose a normalization of indices (overall \(y\)-factor) as in \cite{29} so that to a state labeled by LLs \(0 \leq \ell_1 < \ldots < \ell_n\) we associate degree \(\sum_i \ell_i - n\). The corresponding index of the Fock space reads:

\[ \Phi_o(u, y) = \sum_{k=0}^{\infty} \frac{y^{-k^2}}{\prod_{j=1}^{k} (1 - y^{-2j})} u^k = (-y^{-1}u; y^{-2})_\infty \]  

(4.23)
where we used a conventional notation for Pochhammer symbols (or quantum dilogarithm functions):

$$(x; q)_\infty := \prod_{j=0}^{\infty} (1 - xq^j)$$

If we have a generic BPS molecule with an index given by a finite Laurent polynomial in $y$:

$$\Omega(y) = \sum_s a_s y^s$$

we assume that it is given by contributions of states $\psi_{s,p}$ so that we have $p = 1, \ldots, a_s$ states of spin projection $s$. When BPS molecule is bound to a defect core we should add a contribution of a center of mass degree of freedom, so the corresponding framed BPS wave functions would read:

$$\psi_{s,p}z^\ell$$

These states may be combined in multi-molecule contributions:

$$\psi_{s,p}z^{\ell_1} \cdot \psi_{s,p}z^{\ell_2} \ldots$$

If states are analogous to hypermultiplets they are anti-commuting. A contribution of a Fock space of multiple $\psi_{s,p}$-components is just $\Phi_o(y^s u, y)$. On the other hand, if states are commuting the corresponding contribution is $\Phi_o(-y^s u, y)^{-1}$. The no-exotics theorem [9] predicts that there are no exotics states, so PSCs correspond to a sum of characters of spin $SU(2)$ irreps with either integer or half-integer spins. The former ones correspond to anti-commuting states, the latter ones correspond to commuting states since in the definition we have extracted the contribution of a hypermultiplet corresponding to the center of mass degree of freedom.

So, eventually, a contribution of a Fock space of a BPS molecule with index $\Omega(y)$ reads [21]:

$$\Phi^\Omega(u, y) = \prod_s \Phi_o \left( \text{sign}(a_s) y^s u, y \right)^{a_s}$$

Applying the generating function to an ordered product of Fock spaces we derive that an ordered product over primitive dimension vectors:

$$\prod_{\vec{n}} \Phi^\Omega(y)(u_{\vec{n}}, y) = \text{const}$$

remains invariant under reshuffles of stability parameters. Statement (4.26) establishes Kontsevich-Soibelman wall-crossing relations [28, 21] for motivic Donaldson-Thomas invariants.

### A Examples

#### A.1 Hall halo

As a simple example let us consider a Hall halo molecule.

The Hall halo is a standard molecular configuration when there is a single heavy magnetic center with charge $\kappa$ and $n < \kappa$ electrically charged light electrons floating around and forming a “halo” (see Figure 4). The corresponding quiver is given by the following diagram:

```
1 \kappa \rightarrow n
```
The system of Denef equations (3.44) has a solution only if \( -\theta_2 = n\theta_1 = \theta > 0 \). In this case all the light dyons are confined in the poles of a sphere of radius \( \theta^{-1} \).

Let us first consider the case when \( n = 1 \). The Hilbert space consists of two subspaces where the light particle is localized in either the north(+) or the south pole (−). The anti-holomorphic wave function in the south pole is related to the function in the north pole as

\[
\psi_S(\ell_1; \ell_2) = [1] \sum_{i=0}^{\kappa} \left( \frac{\kappa}{i} \right) \psi_N(\ell_1 + i; \ell_2 + \kappa - i)
\]

(A.1)

By [1] we imply a fermion number shift. The height function (3.48) has a single flat modulus corresponding to the center of mass degree of freedom. Therefore the north pole Hessian of \( W \) has a single positive eigenvalue and a zero one, the south pole one has a negative and zero eigenvalues. The fermion number shift appears in this way. It is natural to split the center of mass degree of freedom, so we impose \( \ell_2 = 0 \). The wave function reduces to

\[
\psi_S(\ell_1; 0) = [1] \psi_N(\ell_1 + \kappa; 0)
\]

(A.2)

In the index all the north pole wave functions with \( \ell_1 \geq \kappa \) will be canceled with corresponding south pole wave functions. We conclude there is the only contribution to the index from \( n \) electrons confined in the north pole with LLs \( \ell < \kappa \). The light dyons localized in the north pole have anti-commuting wave functions due to denominators in (3.50). Therefore we conclude the anti-holomorphic Hilbert space is isomorphic to:

\[
H_{0, \text{holo}} \cong \bigoplus_{0 \leq \ell_1 < \ell_2 < \ldots < \ell_n < \kappa} \mathbb{C} \psi_{N, \text{anti-symm}}(\ell_1, \ell_2, \ldots, \ell_n; 0)
\]

(A.3)

The corresponding index reads:

\[
\Omega(y) = (-1)^{\kappa-1} \frac{[\kappa]_y!}{[n]_y! [\kappa-n]_y!}
\]

(A.4)

In this example of a Hall halo molecule a difference between anti-holomorphic Hilbert space \( H_{0, \text{holo}} \) and actual Hilbert space of ground states \( H_0 \) becomes transparent. Index (A.4) we have calculated is just a \( y \)-deformed binomial coefficient “\( \kappa \) choose \( n \)”. It is well-known that a surface of finite area with magnetic flux \( \kappa \) through it has a finite number of Landau levels of order \( \kappa [30] \), in our particular case the number of LLs is exactly given by \( \kappa \). Wave functions corresponding to these Landau levels were explicitly calculated in [14]. So the problem of counting ground states in this model reduces to a problem to distribute \( n \) equivalent particles with fermion statistics between \( \kappa \) Landau levels. Corresponding Hilbert space of ground states \( H_0 \)
has exactly dimension \( \kappa \) choose \( n \). However anti-holomorphic Hilbert space \( H_{0,\text{holo}} \) is infinite dimensional. To find an explicit subspace \( H_0 \subset H_{0,\text{holo}} \) one should calculate a Morse differential \( d_{\text{Morse}} \) corresponding to non-perturbative instanton corrections \([55]\). Then the actual ground space Hilbert space is a Morse cohomology:

\[
H_0 \cong H^* \left(H_{0,\text{holo}}, d_{\text{Morse}} \right)
\]

It is not complicated to calculate an explicit action of this differential following \([55, 26]\), in particular \( d_{\text{Morse}} = Q_1 \), and \( Q_1 \) has a non-trivial matrix elements on \( H_{0,\text{holo}} \) saturated by instantons – trajectories fixed by the action of the supercharge. In this case SUSY transformations (2.5) of fermions read:

\[
\delta \lambda = \imath \xi \left( \theta + \frac{1}{|x|} \right) + 2 \sigma^0 \xi \dot{x}_i
\]

After applying the Wick rotation we easily see that the instanton equation reads:

\[
\dot{x}_3 = - \left( \theta + \frac{1}{|x|} \right), \quad \dot{z} = 0
\]

The corresponding instanton trajectory is just a straight vertical line connecting northern and southern hemispheres. A particle travels along this line for an infinite time, therefore the instanton has a single modulus corresponding to time translations. As it is explained in \([26]\) this instanton modulus corresponds by the supersymmetry to a zero fermion mode in the instanton background canceling the fermion insertion of operator \( Q_1 \) in the path integral. Since the coordinate \( z \) in the horizontal plane remains unchanged along the instanton trajectory, the corresponding transition amplitude is proportional to the delta function \( \delta(z_{\text{south}} - z_{\text{north}}) \). We conclude that

\[
d_{\text{Morse}} \psi_N = \psi_N[1], \quad d_{\text{Morse}} \psi_S = 0,
\]

so in cohomology exactly cancellation \((A.2)\) occurs.

### A.2 1-Kronecker quiver wall-crossing from CoHA

Here let us review in greater details an example of wall crossing in the CoHA presented in \([29]\). We consider a 1-Kronecker quiver:

\[
\begin{array}{c}
\bigcirc \\
\longrightarrow \\
\bigcirc
\end{array}
\]

The algebra is generated in general by two infinite sets of variables \( \xi_i \) and \( \eta_i, i \geq 0 \) corresponding to Hall one particles monomials \( \bar{z}^i \) for each quiver vertex.

This algebra reads:

\[
\xi_i \xi_j + \xi_j \xi_i = 0, \quad \eta_i \eta_j + \eta_j \eta_i = 0, \quad \eta_i \xi_j = \xi_j \eta_i + \xi_j \eta_i - \xi_j \eta_i + 1
\] (A.5)

As we have seen in Appendix \([A.1]\) a state of charge \((1,1)\) is a singlet, and it may be approximated by a single wave function \( \xi_0 \eta_0 \). In this wave function we have suppressed contribution of the molecule center of mass. By restoring it we expect wave functions of type \( \nu_i = \xi_i \eta_0 \) or \( \tilde{\nu}_i = \xi_0 \eta_i \). Both \( \nu_i \) and \( \tilde{\nu}_i \) form antisymmetric algebras:

\[
\nu_i \nu_j + \nu_j \nu_i = 0, \quad \tilde{\nu}_i \tilde{\nu}_j + \tilde{\nu}_j \tilde{\nu}_i = 0
\] (A.6)

And the polynomial rings \( \mathbb{Z}[\nu_i] \) and \( \mathbb{Z}[\tilde{\nu}_i] \) are isomorphic. Each one represents a single copy of the \((1,1)\) molecule Fock space. Therefore boundstates \((1,1)\) behave themselves mechanically as ordinary elementary dyon hypermultiplets as we expected.
Wall-crossing relation for an ordered product of Fock spaces is translated in the following relation between polynomial rings:

\[ \mathbb{Z}[\xi_i] \cdot \mathbb{Z}[\eta_i] \cong \mathbb{Z}[\eta_i] \cdot \mathbb{Z}[\xi_i] \cdot \mathbb{Z}[\xi_i] \]  

(A.7)

Here let us write down explicitly some generators of lower degree from the both sides of this relation and establish an isomorphism between them.

Generators of charge \((1, 1)\) and degree 0 are:

LHS : \( \xi_0 \cdot \eta_0 = \xi_0 \eta_0 \)  
RHS : \( 1 \cdot \xi_0 \eta_0 \cdot 1 = \xi_0 \eta_0 \)  

(A.8)

Generators of charge \((1, 1)\) and degree 1 are:

LHS : \( \xi_1 \cdot \eta_0 = \xi_1 \eta_0, \quad \xi_0 \cdot \eta_1 = \xi_0 \eta_1 \)  
RHS : \( 1 \cdot \xi_1 \eta_0 \cdot 1 = \xi_1 \eta_0, \quad \eta_0 \cdot 1 \cdot \xi_0 = \xi_1 \eta_0 - \xi_0 \eta_1 \)  

(A.9)

Generators of charge \((1, 1)\) and degree 2 are:

LHS : \( \xi_2 \cdot \eta_0 = \xi_2 \eta_0, \quad \xi_1 \cdot \eta_1 = \xi_1 \eta_1, \quad \xi_0 \cdot \eta_2 = \xi_0 \eta_2 \)  
RHS : \( 1 \cdot \xi_2 \eta_0 \cdot 1 = \xi_2 \eta_0, \quad \eta_1 \cdot 1 \cdot \xi_0 = \xi_2 \eta_0 - \xi_1 \eta_1 \)  

(A.10)

Generators of charge \((2, 1)\) and degree 3 are:

LHS : \( \xi_0 \xi_3 \cdot \eta_0 = \xi_0 \xi_3 \eta_0, \quad \xi_1 \xi_2 \cdot \eta_0 = \xi_1 \xi_2 \eta_0, \quad \xi_0 \xi_2 \cdot \eta_1 = \xi_0 \xi_2 \eta_1, \quad \xi_0 \xi_1 \cdot \eta_2 = \xi_0 \xi_1 \eta_2 \)  
RHS : \( \eta_0 \cdot 1 \cdot \xi_0 \xi_1 = \xi_1 \xi_2 \eta_0 - \xi_0 \xi_2 \eta_1 + \xi_0 \xi_1 \eta_2, \quad 1 \cdot \xi_0 \eta_0 \cdot \xi_2 = \xi_0 \xi_3 \eta_0 - \xi_0 \xi_2 \eta_1, \quad 1 \cdot \xi_1 \eta_0 \cdot \xi_1 = \xi_1 \xi_2 \eta_0, \quad 1 \cdot \xi_2 \eta_0 \cdot \xi_0 = \xi_0 \xi_2 \eta_1 - \xi_1 \xi_2 \eta_0 \)  

(A.11)

In all these cases there is an obvious isomorphism between LHS and RHS bases.

**A.3 κ-Kronecker quiver: non-primitive dimension vector \((2, 2)\)**

In the case of non-primitive dimensional vector \(\gcd(n_1, n_2, \ldots) > 1\) the quiver representation moduli space is a non-smooth stack \([47, 35]\). This obstacle can be observed on the level of Denef equations \((3.44)\): various types of solutions to the same system of equations have flat moduli spaces of different dimension.

To resolve this situation we again involve framing as a regularization procedure. Denoting coordinates of particles corresponding to the first node as \(x_i\) and to the second node as \(y_i\) we derive the following framed Denef equations:

\[
\begin{align*}
\theta_1 - \sum_{j=1}^{2} \frac{\kappa}{|x_i - y_j|} - \frac{1}{|x_i|} &= 0 \\
\theta_2 + \sum_{j=1}^{2} \frac{\kappa}{|y_i - x_j|} - \frac{1}{|y_i|} &= 0
\end{align*}
\]  

(A.12)

It is easy to solve them numerically. From solutions we need only ordering of particle locations in the
space and eigenspaces of the corresponding Hessian of $W$. The result is summarized in the following table:

|   | \((x,x,y,y), \, q^0\) | \((x,y,y,x), \, q^{2\kappa}\) | \((y,x,y,x), \, q^{3\kappa}\) |
|---|------------------|------------------|------------------|
| \(+\) | \(x_1 + x_2 - y_1 - y_2\) | \(-\alpha x_1 + x_2 + y_1 + y_2\) | \(-\ldots\) |
| \(+\) | \(y_1 - y_2\) | \(-x_1 - \alpha x_2 + y_1 + y_2\) | \(-\ldots\) |
| \(+\) | \(x_1 - x_2\) | \(+ y_1 - y_2\) | \(+\ldots\) |
| \(+\) | \(x_1 + x_2 + y_1 + y_2\) | \(+ x_1 + x_2 + y_1 + y_2\) | \(+\ldots\) |

For each configuration we have derived signs of all Hessian eigenvalues and corresponding eigenvectors. To each negative eigenvector \(\sum_i c_i x_i\) one associates a 1-form \(\sum_i c_i dx_i\) where elementary forms \(dx_i\) correspond to fermion wave functions. For example, for configuration (b) we have the following wave functions (here just for brevity we denoted corresponding \(\bar{z}_i\)-variables as \(x_i\)):

\[
\mathbb{C} \text{Sym}_{\{x_1,x_2\},\{y_1,y_2\}, \{x_1-x_2, y_1-y_2\}} \prod_{i,j=1}^2 (x_i-y_j)^{2\kappa} (dx_1 + dx_2 - dy_1 - dy_2) \wedge (dx_1 - dx_2) \wedge (dy_1 - dy_2)
\]

Obviously, this space is just isomorphic to a tensor product of two bases of symmetric polynomials of two variables.

One should notice that molecule configuration (f) in (A.13) is special. It represents a very dilute state of two \((x,y)\)-molecules. It is dilute since the eigenvalue of the Hessian corresponding to a separation of molecule centers is extremely small, when all numerical parameters are of order 1 a numerical value of this eigenvalue is of order \(10^{-7}\). This implies that this molecular state is not a localized state, so it does not contribute to the framed BPS index.

Summing up contributions of a) – e) molecular states we derive the following Poincaré polynomial:

\[
P_{\text{frmd}} = \left( \frac{q}{(1-q)(1-q^2)} \right)^2 - q^{4\kappa} \left( \frac{1}{(1-q)(1-q^2)} \right)^2 - 2q^{2\kappa} \frac{q}{(1-q)^3(1-q^2)} + \frac{q^{3\kappa}}{(1-q)^4} \quad (A.14)
\]

To derive the unframed BPS index for \((2,2)\)-state we should subtract a contribution of a doubled \((1,1)\) molecules. Corresponding Poincaré polynomial reads:

\[
P_{(1,1)} = \frac{1 - q^{2\kappa}}{1 - q} = \sum_k a_k q^k
\]

And we should take into account that \((1,1)\) state has a parity \((-1)^{\kappa-1}\). So the contribution of the doubled \((1,1)\)-molecule is given by coefficient in the front of \(u^2\) in the Taylor expansion of corresponding dilogarithms:

\[
P' = q^{\kappa} \prod_k (\langle -1 \rangle^{\kappa-1} q^{k-1} \mu; q \rangle \langle -1 \rangle^{\kappa-1} a_k \bigg| u^2 = \left\{ \begin{array}{ll}
\frac{(1-q^\kappa)(2q-(1+q^2)y^\kappa)}{(1-q)^3(1-q^2)^2}, & \kappa \text{ odd} \\
\frac{(1-q^\kappa)(2q-(1+q^2)y^\kappa)}{(1-q^2)^2(1-q^2)^2}, & \kappa \text{ even}
\end{array} \right.
\]

We subtract a contribution of a doubled \((1,1)\) molecule:

\[
P_{(2,2)} = P_{\text{frmd}} - P'
\]
Finally, to derive the corresponding index we should substitute \( q = y^{-2} \) and strip off an overall \( y \)-monomial factor. The result reads:

For odd \( \kappa \):

\[
\Omega_{(2,2)}(y) = \frac{(y^{\kappa-1} - y^{-(\kappa-1)})^2(y^{2\kappa} - y^{-2\kappa})}{(y - y^{-1})(y^2 - y^{-2})^2} \]

(A.15)

For even \( \kappa \):

\[
\Omega_{(2,2)}(y) = \frac{(y^{\kappa-2} - y^{-(\kappa-2)})(y^{\kappa} - y^{-\kappa})(y^{2\kappa} - y^{-2\kappa})}{(y - y^{-1})(y^2 - y^{-2})^2} \]

(A.16)

These PSC expressions coincide with ones produced from a functional equation for PSCs proposed in [23].
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