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Abstract. In the context of characterizing the structure of quantum entanglement in many-body systems, we introduce the entanglement contour, a tool to identify which real-space degrees of freedom contribute, and how much, to the entanglement of a region $A$ with the rest of the system $B$. The entanglement contour provides a complementary, more refined approach to characterizing entanglement than just considering the entanglement entropy between $A$ and $B$, with several concrete advantages. We illustrate this in the context of ground states and quantum quenches in fermionic quadratic systems. For instance, in a quantum critical system in $D = 1$ spatial dimensions, the entanglement contour allows us to determine the central charge of the underlying conformal field theory from just a single partition of the system into regions $A$ and $B$ (using the entanglement entropy for the same task requires considering several partitions). In $D \geq 2$ dimensions, the entanglement contour can distinguish between gapped and gapless phases that obey the same boundary law for entanglement entropy. During a local or global quantum quench, the time-dependent contour provides a detailed account of the dynamics of entanglement, including propagating entanglement waves, which offers a microscopic explanation of the behavior of the entanglement entropy as a function of time.
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1. Introduction

Over the last ten years, many-body entanglement has become the subject of intense theoretical investigations [1, 2, 3]. There are important reasons to study quantum entanglement in many-body systems. On the one hand, the scaling of entanglement can be used as a tool to detect and characterize emergent quantum phenomena, such as quantum criticality [2] and topological order [4]. On the other hand, understanding the structure of many-body entanglement leads to efficient tensor network descriptions of many-body wave-functions [5]. Tensor networks can in turn be used to efficiently simulate many-body systems, and to classify the possible phases of quantum matter [6].

1.1. A boundary law for ground state entanglement

Most studies of many-body entanglement are based on characterizing bipartite entanglement. For that purpose, the many-body system is virtually divided into two regions, $A$ and $B$, and a measure of entanglement is used to quantify the entanglement between these regions. A prominent choice of measure of entanglement is the von Neumann entropy $S(A)$ of part $A$,

$$S(A) \equiv -\text{tr}(\rho^A \log_2(\rho^A)), \quad (1)$$

where $\rho^A \equiv \text{tr}_B (|\Psi^{AB}\rangle\langle\Psi^{AB}|)$ is the density matrix for part $A$, and where we assumed that the whole system is in a pure state $|\Psi^{AB}\rangle$.

Let us specialize to the case where $|\Psi^{AB}\rangle$ is the ground state of a local Hamiltonian on a lattice in $D$ spatial dimensions. A central observation is that the entanglement between of a region $A$ of size $L_D$ and the (much larger) rest $B$ of the lattice is then often proportional to the size $|\sigma(A)|$ of the boundary $\sigma(A)$ of region $A$,

$$S(A) \approx |\sigma(A)| \approx L_D^{D-1}. \quad (2)$$

Thus, ground state entanglement typically obeys a boundary law [1], as opposed to the bulk law $S(A) \approx |A| \approx L_D$ obeyed by generic states in the many-body Hilbert space. The boundary law of equation (2) is observed in the ground state of gapped local Hamiltonian in arbitrary dimension $D$, as well as in some gapless systems in $D > 1$ dimensions. Instead, in gapless systems in $D = 1$ dimensions, as well as in certain gapless systems in $D > 1$ dimensions (namely systems with a Fermi surface of dimension $D - 1$), ground state entanglement displays a logarithmic correction to the boundary law [3],

$$S(A) \approx |\sigma(A)| \log_2(|\sigma(A)|) \approx L_D^{D-1} \log_2(L). \quad (3)$$

1.2. The contour of entanglement entropy

At an intuitive level, the boundary law of equation (2) is understood as resulting from entanglement that involves degrees of freedom located near the boundary between regions $A$ and $B$. Also intuitively, the logarithmic correction of equation (3) is argued to have its origin in contributions to entanglement from degrees of freedom that are further away from the boundary between $A$ and $B$. 
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The goal of this paper is to propose a simple formalism capable of testing the above intuitions, both qualitatively and quantitatively. Given the entanglement $S(A)$ between regions $A$ and $B$, we investigate the possibility of introducing a function $s_A(i)$, the entanglement contour, that assigns a real number $s_A(i) \geq 0$ to each lattice site $i$ contained in region $A$ such that the sum of $s_A(i)$ over all the sites $i \in A$ is equal to the entanglement entropy $S(A)$,

$$S(A) = \sum_{i \in A} s_A(i), \quad (4)$$

and that aims to quantifying how much the degrees of freedom in site $i$ participate in/contribute to the entanglement between $A$ and $B$. For instance, figure 2 shows the entanglement contour for in gapped 1D systems (with open and periodic boundary conditions).

We emphasize at the outset that the entanglement contour $s_A(i)$ is not equivalent to the von Neumann entropy $S(i) \equiv -\text{tr}(\rho^{(i)} \log_2(\rho^{(i)}))$ of the reduced density matrix $\rho^{(i)}$ at site $i$. Notice that, indeed, the von Neumann entropy of individual sites in region $A$ is not additive in the presence of correlations between the sites, and therefore generically

$$S(A) \neq \sum_{i \in A} S(i), \quad (5)$$

whereas the entanglement contour $s_A(i)$ is required to fulfill equation (4). Relatedly, when site $i$ is only entangled with neighboring sites contained within region $A$, and it is thus uncorrelated with region $B$, the entanglement contour $s_A(i)$ will be required to vanish, whereas the one-site von Neumann entropy $S(i)$ still takes a non-zero value due to the presence of local entanglement within region $A$.

### 1.3. Structure of the paper

This paper is divided into several sections. In section 2 we introduce the requirements the entanglement contour $s_A(i)$ should satisfy. These requirements may be fulfilled by several functions, and therefore may not uniquely determine the entanglement contour. In section 3 we then propose a specific function $s_{A}^{\text{ff}}(i)$ within the free fermion formalism, and prove that it fulfills all the required constraints. Then the rest of the paper is devoted to exploring the proposed entanglement contour $s_{A}^{\text{ff}}$ for free fermions in a number of different settings. First, in section 4 we consider the ground state of quadratic fermionic Hamiltonians in one spatial dimension. There, the entanglement contour is seen to discriminate between gapped and gapless systems, and to display a universal profile at quantum criticality, from which one can extract the central charge of the underlying conformal field theory. In section 5 we then consider ground states of quadratic fermionic Hamiltonians in two spatial dimensions, and find that the entanglement contour is sensitive to whether the Hamiltonian is gapped or gapless and, in the latter case, to the presence of a Fermi surface. In section 6 we consider time evolution after local and global quantum quenches [7,8], and show that the entanglement contour unveils a detailed dynamical structure of propagation of entanglement within region $A$. Finally, section 7 contains some discussion and conclusions. Overall, our results show that the entanglement contour provides useful insights into the spatial structure of many-body entanglement, well
Entanglement contour beyond what is already available from the entanglement entropy $S(A)$ alone and similar to what is possible with other tools (see previous work below).

1.4. Reader’s guide

Sections 2 and 3 contain several technical details that may well be skipped when first reading this manuscript. The key point is that the formalism of fermionic Gaussian states offers a natural definition of the entanglement contour (in terms of probabilistic average of contributions coming from the fermionic modes that diagonalize the reduced density matrix $\rho^A$), see equation (55), which fulfills all the requirements.

Sections 4–6 offer an easy-to-read, rather descriptive list of simple applications, which both demonstrate with concrete examples the use of the entanglement contour as a finer characterization of entanglement in extended quantum systems and suggest other possible applications and extensions of the results presented here. After becoming familiar with those examples, the interested reader may then want to go back to sections 2 and 3 to learn in more detail the proposed formalism.

1.5. Previous work

The locality of entanglement entropy in many-body ground states has been previously probed using a number of other tools, some of which we briefly review below. We notice that none of these other tools, albeit extremely useful in characterizing the structure of many-body entanglement, define a proper contour for entanglement entropy, in the sense of fulfilling the basic requirement of equation (4), namely that when summed up over region $A$, the contour should lead to the entanglement entropy of region $A$.

The quantum mutual information $I(X : Y) \equiv S(X) + S(Y) − S(XY)$ between regions $X$ and $Y$ of a many-body system (where $X \cup Y$ is itself only part of the system) provides a measure of correlations between the two regions. It has been used to obtain insights into the structure of entanglement in the ground state of 1D systems and 2D systems, as well as in local and global quenches [9,7,8].

The entanglement negativity $\mathcal{N}(X : Y)$ [10] is a measure of entanglement of mixed states that has similarly been used to identify which local degrees of freedom contribute to the entanglement between two regions.

In [11], the locality of the entanglement in gapped systems was explored by developing a boundary-link perturbation theory capable of reproducing at the structure of entanglement spectrum.

The density of entanglement $n(x, y) \equiv \partial_x \partial_y S(x, y)$ was proposed in [12] for continuous systems as the derivative of the entanglement entropy $S(x, y)$, where $x$, $y$ are the left and right boundaries of region $A$. The entanglement density has been effectively used to study local and global quenches in continuous systems, providing similar insight to the one offered in this context by the entanglement contour.

Much closer to our proposal are the studies of the lowest single-particle eigenfunctions of the entanglement Hamiltonian of [13]. Indeed, the entanglement contour for free fermions $s^f_A$, as introduced in section 3, can be interpreted as a weighted average over entanglement contributions made by the single-particle eigenfunctions of the entanglement Hamiltonian. In those settings (e.g. gapped 1D systems) where only a few
such eigenfunctions are relevant, their real-space profile provides similar insights as the entanglement contour.

2. Entanglement contour

In this section we introduce the notion of entanglement contour and list a number of properties that it should fulfill.

Recall first that the entanglement between $A$ and $B$ is naturally described by the coefficients $\{p_\alpha\}$ appearing in the Schmidt decomposition of the state $|\Psi^{AB}\rangle$,

$$|\Psi^{AB}\rangle = \sum_\alpha \sqrt{p_\alpha} |\Psi^A_\alpha\rangle \otimes |\Psi^B_\alpha\rangle. \tag{6}$$

These coefficients $\{p_\alpha\}$ correspond to the eigenvalues of the reduced density matrix $\rho^A$, whose spectral decomposition reads

$$\rho^A = \sum_\alpha p_\alpha |\Psi^A_\alpha\rangle\langle \Psi^A_\alpha|. \tag{7}$$

They define a probability distribution, $p_\alpha \geq 0$, $\sum_\alpha p_\alpha = 1$, in terms of which the von Neumann entropy $S(A)$ is

$$S(A) = -\sum_\alpha p_\alpha \log_2(p_\alpha). \tag{8}$$

On the other hand, the Hilbert space $\mathbb{V}^A$ of region $A$ factorizes as the tensor product

$$\mathbb{V}^A = \bigotimes_{i \in A} \mathbb{V}^{(i)}, \tag{9}$$

where $\mathbb{V}^{(i)}$ describes the local Hilbert space of site $i$.

The reduced density matrix $\rho^A$ in equation (7) and the factorization of equation (9) define two inequivalent structures within the vector space $\mathbb{V}^A$ of region $A$. The entanglement contour $s_A$ is a function from the set of sites $i \in A$ to the real numbers,

$$s_A : A \longrightarrow \mathbb{R}, \tag{10}$$

that attempts to relate these two structures, by distributing the von-Neumann entropy $S(A)$ of equation (8) among the sites $i \in A$.

2.1. Five requirements

Let us list the constraints we require on the entanglement contour $s_A(i)$. The first two conditions are very simple:

(1) Positivity: $s_A(i) \geq 0$.

(2) Normalization: $\sum_{i \in A} s_A(i) = S(A)$.
These constraints amount to defining a probability distribution \( p_i \equiv s_A(i)/S(A) \) over the sites \( i \in A \), with \( p_i \geq 0 \) and \( \sum_i p_i = 1 \), such that \( s_A(i) = p_i S(A) \). Notice that these two conditions alone, however, do not require \( s_A \) to inform us about the spatial structure of entanglement in \( A \)—they only relate to the density matrix \( \rho_A \) through its total von Neumann entropy \( S(A) \). A first step toward taking the explicit form of \( \rho_A \) into account is by further requiring the following condition.

(3) Symmetry: if \( T \) is a symmetry of \( \rho^A \), that is \( T\rho^A T^\dagger = \rho^A \), and \( T \) exchanges site \( i \) with site \( j \), then \( s_A(i) = s_A(j) \).

This condition ensures that the entanglement contour is the same on two sites \( i \) and \( j \) of region \( A \) that, as far as entanglement is concerned, play an equivalent role in region \( A \). It uses the (possible) presence of a spatial symmetry, such as invariance under space reflection, or under discrete translations/rotations, to define an equivalence relation in the set of sites of region \( A \), and requires that the entanglement contour be constant within each resulting equivalence class. Notice, however, that this condition does not tell us whether the entanglement contour should be large or small on a given site (or equivalence class of site). In particular, the three conditions above are satisfied by a canonical choice \( s_A(i) = S(A)/|A| \), that is a flat entanglement contour over the \( |A| \) sites contained in region \( A \), which once more does not tell us anything about the spatial structure of the von Neumann entropy in \( \rho^A \).

The remaining conditions refer to subregions within region \( A \), instead of referring to single sites. It is therefore convenient to (trivially) extend the definition of entanglement contour to a set \( X \) of sites in region \( A \), \( X \subseteq A \), with vector space

\[
\mathbb{V}^X = \bigotimes_{i \in X} \mathbb{V}^{(i)},
\]

as the sum of the contour over the sites in \( X \),

\[
s_A(X) \equiv \sum_{i \in X} s_A(i).
\]

It follows from this extension that for any two disjoint subsets \( X_1, X_2 \subseteq A \), with \( X_1 \cap X_2 = \emptyset \), the contour is additive,

\[
s_A(X_1 \cup X_2) = s_A(X_1) + s_A(X_2).
\]

In particular, condition 2 can be now recast as \( s_A(A) = S(A) \). Similarly, if \( X_1, X_2 \subseteq A \), are such that all the sites of \( X_1 \) are also contained in \( X_2 \), \( X_1 \subseteq X_2 \), then the contour must be larger on \( X_2 \) than on \( X_1 \) (monotonicity of \( s_A(X) \)),

\[
s_A(X_1) \leq s_A(X_2) \quad \text{if} \quad X_1 \subseteq X_2.
\]

Our next condition refers to transformations that cannot change the value of \( s_A(X) \) on a subset of sites \( X \subseteq A \).

(4) Invariance under local unitary transformations: if the state \( |\Psi^{AB}\rangle \) is obtained from the state \( |\Psi^{AB}\rangle \) by means of a unitary transformation \( U_X \) that acts on a subset \( X \subseteq A \) of sites of region \( A \), that is \( |\Psi^{AB}\rangle \equiv U_X |\Psi^{AB}\rangle \), then the entanglement contour \( s_A(X) \) must be the same for state \( |\Psi^{AB}\rangle \) and for state \( |\psi^{AB}\rangle \).
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That is, the contribution of region $X$ to the entanglement between $A$ and $B$ is not affected by a redefinition of the sites or change of basis within region $X$. Notice that it follows that $U^X$ can also not change $s_A(X)$, where $\bar{X} \equiv A - X$ is the complement of $X$ in $A$.

To motivate our last condition, let us consider a state $|\Psi_{AB}\rangle$ that factorizes as the product

$$|\Psi_{AB}\rangle = |\Psi_X\rangle \otimes |\Psi_{\bar{X}}\rangle,$$

where $X \subseteq A$ and $X_B \subseteq B$ are subsets of sites in regions $A$ and $B$, respectively, and $\bar{X} \subseteq A$ and $\bar{X}_B \subseteq B$ are their complements within $A$ and $B$, so that

$$V^A = V^X \otimes V^{\bar{X}},$$
$$V^B = V^{X_B} \otimes V^{\bar{X}_B}.$$ (16) (17)

Notice that in this case the reduced density matrix $\rho^A$ factorizes as $\rho^A = \rho^X \otimes \rho^{\bar{X}}$ and the entanglement entropy is additive,

$$S(A) = S(X) + S(\bar{X}).$$ (18)

Since the entanglement entropy $S(X)$ of subregion $X$ is well-defined, we demand that the entanglement profile over $X$ be equal to it,

$$s_A(X) = S(X).$$ (19)

Our last condition refers to a more general situation where, instead of obeying equation (15), the state $|\Psi_{AB}\rangle$ factorizes as the product

$$|\Psi_{AB}\rangle = |\Psi_{\Omega A}\rangle \otimes |\Psi_{\Omega B}\rangle,$$

with respect to some decomposition of $V^A$ and $V^B$ as tensor products of factor spaces,

$$V^A = V_{\Omega A} \otimes V_{\bar{\Omega} A},$$
$$V^B = V_{\Omega B} \otimes V_{\bar{\Omega} B}.$$ (21) (22)

We emphasize that these factor spaces may not correspond to subsets of sites in $A$ or $B$ as in equation (16). Let $S(\Omega_A)$ denote the entanglement entropy supported on the first factor space $\mathbb{V}^{\Omega_A}$ of $\mathbb{V}^A$, that is

$$S(\Omega_A) = - \text{tr} \left( \rho^{\Omega_A} \log_2 (\rho^{\Omega_A}) \right),$$
$$\rho^{\Omega_A} \equiv \text{tr}_{\bar{\Omega} A} \left( |\Psi_{\Omega A\Omega B}\rangle \langle \Psi_{\Omega A\Omega B}| \right),$$ (23) (24)

and let $X \subseteq A$ be a subset of sites whose vector space $V^X$ is completely contained in $\mathbb{V}^{\Omega_A}$, meaning that $\mathbb{V}^{\Omega_A}$ can be further decomposed as

$$\mathbb{V}^{\Omega_A} \simeq V^X \otimes V^{X'}.$$ (25)

Then we arrive to our fifth condition.

(5) Upper bound: if a subregion $X \subseteq A$ is contained in a factor space $\Omega_A$ (equations (21) and (25)) then the entanglement contour of subregion $X$ cannot be larger than the entanglement entropy $S(\Omega_A)$ (equation (23))

$$s_A(X) \leq S(\Omega_A).$$ (26)
This condition says that whenever we can ascribe a concrete value $S(\Omega_A)$ of the entanglement entropy to a factor space $\Omega_A$ within region $A$ (that is, whenever the state $|\Psi^{AB}\rangle$ factorizes as in (21)) then the entanglement contour has to be consistent with this fact, meaning that the contour $S(X)$ in any subregion $X$ contained in the factor space $\Omega_A$ is upper bounded by $S(\Omega_A)$.

Let us consider a particular case of condition 5. When a region $X \in A$ is not at all correlated with $B$, that is $\rho^{XB} = \rho^X \otimes \rho^B$, then it can be seen [14] that $X$ is contained in some factor space $\Omega_A$ such that the state $|\Psi_{\Omega_A \Omega_B}\rangle$ itself further factorizes as $|\Psi_{\Omega_A}\rangle \otimes |\Psi_{\Omega_B}\rangle$, so that equation (20) becomes

$$|\Psi^{AB}\rangle = (|\Psi_{\Omega_A}\rangle \otimes |\Psi_{\Omega_B}\rangle) \otimes |\Psi_{\Omega_A \Omega_B}\rangle,$$

and $S(\Omega_A) = 0$. Condition 5 then requires that $s_A(X) = 0$, that is

$$\rho^{XB} = \rho^X \otimes \rho^B \Rightarrow s_A(X) = 0,$$

reflecting the fact that a region $X \subseteq A$ that is not correlated with $B$ does not contribute at all to the entanglement between $A$ and $B$.

Finally, we point out that the upper bound in condition 5 can be alternatively announced as a lower bound. Let $Y \subseteq A$ be a subset of sites whose vector space $\mathbb{V}^Y$ completely contains $\mathbb{V}^{\Omega_A}$ in equation (16), meaning that $\mathbb{V}^Y$ can be further decomposed as $\mathbb{V}^Y \cong \mathbb{V}^{\Omega_A} \otimes \mathbb{V}^{\Omega_A}$. (29)

(5′) Lower bound: The entanglement contour of subregion $Y$ is at least equal to the entanglement entropy $S(\Omega_A)$ in equation (23),

$$s_A(Y) \geq S(\Omega_A).$$

[Indeed, this can be seen to follow from the normalization $s_A(A) = S(A)$ of Condition 2 and the upper bound of Condition 5, by exchanging $\Omega_A$ and $\bar{\Omega}_A$ and choosing $Y \equiv A - X$.]

Conditions (1)–(5) are not expected to completely determine the entanglement contour. In other words, there probably are inequivalent functions $s_A : A \rightarrow \mathbb{R}$ that conform to all the conditions above. It might well be possible to extend the above list with additional conditions.

2.2. Other measures of entanglement

We conclude this section by noting that in our construction, the von Neumann entropy $S(A)$ was chosen for the sake of concreteness. An entanglement contour can also be defined for any measure of pure-state entanglement which is additive under tensor product (in the sense of equation (18)), such as the Renyi entropy of index $n$,

$$S_n(A) \equiv \frac{1}{1-n} \log_2 \left( \text{tr} \left( (\rho^A)^n \right) \right),$$

for $n \geq 0$, which reduces to the von Neumann entropy in the limit $n \rightarrow 1$. Thus, we could define a contour $s_{n,A}$ by requiring that it fulfills conditions (1)–(5) by replacing the entanglement entropy $S$ with the Renyi entropy $S_n$ in all the corresponding expressions.
3. Entanglement contour for free fermions

In this section we introduce a specific function $s^f_A(i)$ using the free fermion formalism, and show that it fulfills conditions 1-5 for an entanglement contour. We start by minimally reviewing the free fermion formalism (see e.g. [15]).

3.1. $N$ fermionic modes

Let us consider a fermionic lattice system made of $N$ sites, as characterized by a set of $N$ fermionic annihilation operators $a_i$, $i = 1, 2, \cdots, N$, which fulfill

$$\{a_i^\dagger, a_j\} = \delta_{ij}, \quad \{a_i, a_j\} = 0. \quad (32)$$

Here we will mostly use the formalism of Majorana modes. There are two Majorana operators $\psi_{i,1}$ and $\psi_{i,2}$ associated to each site $i$, defined by

$$\psi_{i,1} \equiv \frac{a_i + a_i^\dagger}{\sqrt{2}}, \quad \psi_{i,2} \equiv \frac{a_i - a_i^\dagger}{i\sqrt{2}}, \quad (33)$$

or, equivalently,

$$a_i = \frac{\psi_{i,1} + i\psi_{i,2}}{\sqrt{2}}, \quad a_i^\dagger = \frac{\psi_{i,1} - i\psi_{i,2}}{\sqrt{2}}. \quad (34)$$

Equations (32) and (33) imply the following anti-commutation relation

$$\{\psi_{i,\alpha}, \psi_{j,\alpha'}\} = \delta_{i,j} \delta_{\alpha,\alpha'}. \quad (35)$$

3.2. Free fermion formalism

From now on we restrict our attention to the case where the $N$ fermionic modes are in a Gaussian state. A Gaussian fermionic state of $N$ modes is the ground state of some quadratic Hamiltonian $H$, which in full generality reads:

$$H = \frac{i}{2} \sum_{i,j=1}^N \sum_{\alpha,\alpha' = 1}^2 \psi_{i,\alpha} A_{i,\alpha;j,\alpha'} \psi_{j,\alpha'}, \quad (36)$$

If we regard $(i, \alpha)$ as a single index with $i = 1, \ldots, N$, $\alpha = 1, 2$, then $A$ is a $2N \times 2N$ generic real, anti-symmetric matrix that satisfies $A_{i,\alpha;j,\alpha'} = -A_{j,\alpha';i,\alpha}$. By Wick’s theorem, the Gaussian state is completely characterized in terms of a $2N \times 2N$ antisymmetrized correlation matrix $\Gamma$,

$$\Gamma_{i,\alpha;j,\alpha'} = -i \langle [\psi_{i,\alpha}, \psi_{j,\alpha'}] \rangle \quad i, j = 1, \ldots, N, \quad \alpha, \alpha' = 1, 2 \quad (37)$$

where $(\Gamma_{i,\alpha;j,\alpha'})^* = \Gamma_{i,\alpha';j,\alpha} = -\Gamma_{j,\alpha;i,\alpha}$.

Let $Q \in O(2N)$ be the orthogonal matrix that block diagonalizes $A$,

$$A = Q \left( \bigoplus_{k=1}^N \begin{bmatrix} 0 & \varepsilon_k \\ -\varepsilon_k & 0 \end{bmatrix} \right) Q^T. \quad (38)$$
Then $\Gamma$ has the form (see e.g. \cite{15}),

$$
\Gamma = Q \left( \bigoplus_{k=1}^{N} \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \right) Q^T.
$$

(39)

The reduced density matrix $\rho^A$ for a subset $A$ of $L$ sites, with $L \leq N$, is completely specified by the restriction $\Gamma^A$ of the correlation matrix $\Gamma$ on $A$. To simplify the notation, we can always reorganize the $N$ sites of the system in such a way that region $A$ corresponds to the first $L$ sites. Then the correlation matrix $\Gamma^A$ on region $A$ reads

$$
\Gamma^A_{i,\alpha;j,\alpha'} = \Gamma_{i,\alpha;j,\alpha'}, \quad i, j = 1, ..., L, \; \alpha, \alpha' = 1, 2.
$$

(40)

### 3.3. Entanglement entropy

In order to compute the von Neumann entropy of $\rho^A$, we first block diagonalize $\Gamma^A_{i,\alpha;j,\alpha'}$ by means of an orthogonal matrix $O \in O(2^L)$,

$$
\Gamma^A = O \Lambda O^T, \quad \Lambda = \bigoplus_{k=1}^{L} \begin{bmatrix} 0 & \nu_k \\ -\nu_k & 0 \end{bmatrix}
$$

(41)

where

$$
\sum_{i,\alpha} O_{i,\alpha;k,\beta} O_{i,\alpha;k',\beta'} = \delta_{k,k'} \delta_{\beta,\beta'}
$$

(42)

with $k, k' = 1, \cdot, L$ and $\beta, \beta' = 1, 2$, and define the delocalized Majorana modes $\{\phi_{k,\beta}\}$ by

$$
\phi_{k,\beta} = \sum_{i=1}^{L} \sum_{\alpha=1}^{2} (O^T)_{k,\beta;i,\alpha} \psi_{i,\alpha}.
$$

(43)

We can invert this relation to obtain

$$
\psi_{i,\alpha} = \sum_{k=1}^{L} \sum_{\beta=1}^{2} O_{i,\alpha;k,\beta} \phi_{k,\beta}.
$$

(44)

Equation (41) tells us that the pair of modes $\phi_{k,1}$ and $\phi_{k,2}$ are correlated with each other, $\langle \phi_{k,1}\phi_{k,2}\rangle = i\nu_k/2$, but uncorrelated with the rest of modes. This means that, when expressed in some adequate basis, the density matrix $\rho^A$ decomposes as the tensor product of $L$ density matrices $\varrho^{(k)}$ of size $2 \times 2$,

$$
U \rho^A U^\dagger = \bigotimes_{k=1}^{L} \varrho^{(k)} = \bigotimes_{k=1}^{L} \begin{bmatrix} 1 + \nu_k & 0 \\ 0 & 1 - \nu_k \end{bmatrix},
$$

(45)

where $U$ is some $2^L \times 2^L$ unitary transformation related to the $2L \times 2L$ orthogonal matrix $O$. Therefore, the von Neumann entropy of part $A$ is the sum of $L$ contributions, each corresponding to a pair $\phi_{k,1}, \phi_{k,2}$ of delocalized Majorana modes,

$$
S(A) = \sum_{k=1}^{L} S(k),
$$

(46)
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where

$$S(k) \equiv - \left( \frac{1 + \nu_k}{2} \log_2 \frac{1 + \nu_k}{2} + \frac{1 - \nu_k}{2} \log_2 \frac{1 - \nu_k}{2} \right).$$  \hspace{1cm} (47)$$

For later reference, we note that the entanglement entropy can be compactly expressed as

$$S(A) = \text{tr} \left( f(\Gamma^A) \right),$$  \hspace{1cm} (48)

where

$$f(\Gamma^A) \equiv - \left( \frac{\mathbf{I} + i\Gamma^A}{2} \right) \log_2 \left( \frac{\mathbf{I} + i\Gamma^A}{2} \right).$$  \hspace{1cm} (49)

Here, the $2L \times 2L$ Hermitian matrix $(\mathbf{I} + i\Gamma^A)/2$ is the correlation matrix $\langle \psi_{i,\alpha} \psi_{j,\alpha'} \rangle$, with $\langle \psi_{i,\alpha} \psi_{j,\alpha'} \rangle = \langle \psi_{i,\alpha} \psi_{j,\alpha'} \rangle$.  \hspace{1cm} (50)

This matrix can be diagonalized by the product of the unitary matrix $W \in U(2L)$

$$W \equiv \bigoplus_{k=1}^{L} \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & -i \\ -i & 1 \end{bmatrix}$$  \hspace{1cm} (51)

and the orthogonal matrix $O$ in equation (41),

$$\frac{\mathbf{I} + i\Gamma^A}{2} = OW \left( \bigoplus_{k=1}^{L} \begin{bmatrix} 1 + \nu_k & 0 \\ 0 & 1 - \nu_k \end{bmatrix} \right) W^T. \hspace{1cm} (52)$$

Equation (48) follows from this expression, using the fact that the matrices $OW$ and $W^T$ disappear in taking the trace.

### 3.4. Entanglement contour

We have seen that the entanglement entropy $S(A)$ is a sum of $L$ contributions from the delocalized modes $\{\phi_{k,\beta}\}$, and that the orthogonal transformation $O$ in equation (41) connects these modes back to the real space modes $\{\psi_{i,\alpha}\}$, as highlighted in equation (44). For each site $i$, this orthogonal transformation can be used to define a probability $p_i(k)$

$$p_i(k) \equiv \frac{1}{2} \sum_{\alpha,\beta=1}^{2} (O_{i,\alpha;k,\beta})^2,$$  \hspace{1cm} (53)

which reflects the weight that the pair of delocalized Majorana modes $\phi_{k,1}$ and $\phi_{k,2}$ have in the Majorana modes $\psi_{i,1}$ and $\psi_{i,2}$ on that site, with

$$p_i(k) \geq 0, \quad \sum_k p_i(k) = 1. \hspace{1cm} (54)$$

This suggests that a natural way of defining the entanglement contour $s^I_A(i)$ is by attaching to site $i$ a sum of the entanglement contributions $S(k)$ in equation (47) from each pair
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Entanglement contour

\( \phi_{k,1}, \phi_{k,2} \) of delocalized modes \( k \), weighted by the corresponding probability \( p_i(k) \) in equation (53), that is

\[
s_{A}^{\text{ff}}(i) \equiv \sum_{k=1}^{L} p_i(k) S(k).
\] (55)

We point out an alternative interpretation of equation (55). Going back to the formalism of fermionic operators (as opposed to Majorana fermions), the probabilities \( p_i(k) \) describe the spatial pattern of the single-particle eigenfunction of the reduced density matrix \( \rho^A \) (or, of its logarithm, the entanglement Hamiltonian \( H^A \equiv -\log(\rho^A) \)). Accordingly, \( s_{A}^{\text{ff}}(i) \) is a weighted average (this time with the weight being given by the contribution \( S(k) \) to the entanglement entropy) of the spatial patterns of all the single-particle eigenfunctions of \( \rho^A \). In reference [13], the spatial pattern \( p_i(k) \) of the leading eigenfunctions of \( \rho^A \) has been used to study the spatial structure of entanglement. The pattern \( p_i(k) \) of an individual eigenfunction \( k \) often displays oscillations as a function of the site \( i \). Thanks to the weighted average in equation (55), these oscillations are no longer present in the contour \( s_{A}^{\text{ff}} \).

Below we will show that this quantity fulfills conditions (1)–(5). For later reference, however, we first express \( s_{A}^{\text{ff}}(i) \) in equation (55) in a form analogous to equation 48,

\[
s_{A}^{\text{ff}}(i) = \text{tr} \left( M^{(i)} f(I^A) \right),
\] (56)

where we have introduced the rank-2 projector

\[
M^{(i)} \equiv \sum_{\alpha=1}^{2} |i, \alpha\rangle \langle i, \alpha|.
\] (57)

Indeed, some simple algebra involving equation (52) shows that the right-hand-side of equation (56) amounts to

\[
\sum_{\alpha,k,\beta,\beta'} O_{i,\alpha;k,\beta} O_{i,\alpha;k,\beta'} \left( \delta_{\beta,\beta'} \frac{S(k)}{2} + (\delta_{\beta,1} \delta_{\beta',2} - \delta_{\beta,2} \delta_{\beta',1}) g(k) \right)
= \sum_{k} \frac{1}{2} \left( \sum_{\alpha,\beta} (O_{i,\alpha;k,\beta})^2 \right) S(k) = s_{A}^{\text{ff}}(i),
\] (58)

where \( g(k) \) is some function of \( k \), and where in order to discard the second term in the large brackets on the left-hand side of (58) we have used that, under the exchange of indices \( \beta \leftrightarrow \beta' \), \( O_{i,\alpha;k,\beta} O_{i,\alpha;k,\beta'} \) is symmetric, whereas \( \delta_{\beta,1} \delta_{\beta',2} - \delta_{\beta,2} \delta_{\beta',1} \) is antisymmetric.

### 3.5. Proof of properties (1)–(5)

Next we show that \( s_{A}^{\text{ff}}(i) \) as defined in equation (55) fulfills conditions 1–5 of section 2.

(1) **Positivity:** \( s_{A}^{\text{ff}}(i) \geq 0 \).

Proof: This property follows from the fact that \( s_{A}^{\text{ff}}(i) \) in equation (55) is defined in terms of a sum of products of non-negative quantities \( p_i(k) \geq 0 \) and \( S(k) \geq 0 \).
(2) Normalization: \( \sum_{i \in A} s_A^R(i) = S(A) \).

Proof: This results from a chain of simple equalities,
\[
\sum_i s_A^R(i) = \sum_{ik} p_i(k) S(k) = \sum_k S(k) \left( \sum_i p_i(k) \right) = \sum_k S(k) = S(A),
\]
where in the third equality we have used \( \sum_i p_i(k) = 1 \), which follows from the orthogonal character of matrix \( O \) in equation (53), see equation (42).

(3) Symmetry: if \( T \) is a symmetry of \( \rho^A \), that is \( T \rho^A T^\dagger = \rho^A \), and \( T \) exchanges site \( i \) with site \( j \), then \( s_A(i) = s_A(j) \).

Proof: Let \( P \in SO(2L) \) be the matrix that implements the symmetry transformation among the \( 2L \) Majorana modes, so that
\[
P^T \Gamma^A P = \Gamma^A, \quad (60)
\]
\[
P \left( M^{(i)} \right) P^T = M^{(j)}. \quad (61)
\]
Notice that equation (60) implies that
\[
P^T f(\Gamma^A) P = f(\Gamma^A). \quad (62)
\]
It then follows that
\[
s_A^R(i) = - \text{tr} \left( M^{(i)} f(\Gamma^A) \right)
= - \text{tr} \left( M^{(i)} (P^T f(\Gamma^A) P) \right)
= - \text{tr} \left( (PM^{(i)} P^T) f(\Gamma^A) \right)
= - \text{tr} \left( M^{(j)} f(\Gamma^A) \right) = s_A^R(j).
\]
We emphasize that the orthogonal transformation \( P \) does not need to merely map \( \psi_{i,\alpha} \) into \( \psi_{j,\alpha} \), but may also include an orthogonal transformation of modes within each site \( i \). Indeed, equation (61) only demands that the modes \( \psi_{i,1} \) and \( \psi_{i,2} \) be mapped into linear combinations of the modes \( \psi_{j,1} \) and \( \psi_{j,2} \).

(4) Invariance under local unitary transformations: if the state \( |\Psi_{iAB}\rangle \) is obtained from the state \( |\Psi^{AB}\rangle \) by means of a unitary transformation \( U^X \) that acts on a subset \( X \subseteq A \) of sites of region \( A \), that is \( |\Psi_{iAB}\rangle \equiv U^X |\Psi^{AB}\rangle \), then the entanglement contour \( s_A(X) \) must be the same for state \( |\Psi^{AB}\rangle \) and for state \( |\Psi^{iAB}\rangle \).

Proof: Let \( O^X \in SO(2L^X) \) (where \( L^X \) denotes the number of sites in region \( X \)) be the matrix that implements the unitary transformation \( U^X \), so that
\[
\Gamma^{iA} = O^X \Gamma^A (O^X)^T, \quad (63)
\]
and let \( M^X \) be a projector corresponding to the \( 2L^X \) modes in \( X \),
\[
M^X \equiv \sum_{i \in X} M^{(i)}, \quad (64)
\]
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which fulfill $[M^X, O^X] = 0$. Since $s_A^f(X) \equiv \sum_{i \in X} s_A^f(i)$,

\[ s_A^f(X) = \sum_{i \in X} \text{tr}(M^{(i)}f(G^A)) \]

\[ = \text{tr}(M^X f(G^A)) \]

\[ = \text{tr}\left(M^X f(G^A) (O^X)^T O^X\right) \]

\[ = \text{tr}\left(M^X O^X f(G^A) (O^X)^T\right) \]

\[ = \text{tr}\left(M^X f\left(O^X G^A (O^X)^T\right)\right) \]

\[ = \text{tr}\left(M^X f\left(G^{A'}\right)\right) = s_A^{f}(X), \]

where we have used that, for any $R \in SO(2L)$, $R f(G^A) R^T = f(R G^A R^T)$. This proves condition 4.

(5) Upper bound: if a subregion $X \subseteq A$ is contained in the factor space $\Omega_A$ of equations (20), (16) and (25), then the entanglement contour of subregion $X$ cannot be larger than the entanglement entropy $S(\Omega_A)$ in equation (23),

\[ s_A^f(X) \leq S(\Omega_A). \]

Proof: Let us assume that region $X \subseteq A$ consists of the first $L^X$ sites in region $A$ (possibly, after permuting the sites within region $A$), and let $\bar{X}$ denote the rest of sites in $A$, that is $\bar{X} = A - X$. We can divide the real-space majorana modes into two groups:

\[ \psi^X = \{\psi_{i,\alpha} \mid i \in X\}, \]

\[ \psi^\bar{X} = \{\psi_{i,\alpha} \mid i \in \bar{X}\}, \]

and map them into another two groups of modes,

\[ \eta^{\Omega_A} = \{\eta_{p,\gamma} \mid p \in \Omega_A\}, \]

\[ \eta^{\bar{\Omega}_A} = \{\eta_{p,\gamma} \mid p \in \bar{\Omega}_A\}, \]

such that the set of real-space modes $\psi^X$ is completely contained in the set $\eta^{\Omega_A}$, meaning that

\[ \begin{bmatrix} \eta^{\Omega_A} & \eta^{\bar{\Omega}_A} \end{bmatrix} = \begin{bmatrix} \psi^X & \psi^{\bar{X}} \end{bmatrix} \begin{bmatrix} U_{11} & 0 \\ U_{21} & U_{22} \end{bmatrix}. \]

Here $U_{11}$ is a rectangular matrix of dimensions $2L^X \times 2L^{\Omega_A}$, where $2L^{\Omega_A}$ is the number of Majorana modes in $\eta^{\Omega_A}$, and $L^X \leq L^{\Omega_A}$. In addition, by construction

\[ \begin{bmatrix} U^T_{11} U_{11} & 0 \end{bmatrix} = M^X, \]

where $M^X$ is a projector onto the first $2L^X$ rows and columns of $G^A$. The factorization $|\Psi^{AB}\rangle = |\Psi^{\Omega_A \Omega_B}\rangle \otimes |\Psi^{\bar{\Omega}_A \bar{\Omega}_B}\rangle$ in equation (20) implies the factorization $\rho^A = \rho^{\Omega_A} \otimes \rho^{\bar{\Omega}_A}$ of the density matrix in region $A$. This means that the modes $\eta^{\Omega_A}$ are not correlated with
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the modes $\eta^{\Omega_A}$, so that when we express the correlation matrix $\Gamma_A$ in the basis of the modes $\eta_P$, we obtain a block diagonal form,

$$
\begin{bmatrix}
U_{11}^T & U_{21}^T \\
0 & U_{22}^T
\end{bmatrix}
\Gamma_A
\begin{bmatrix}
U_{11} & 0 \\
U_{21} & U_{22}
\end{bmatrix}
= 
\begin{bmatrix}
\Gamma^{\Omega_A} & 0 \\
0 & \Gamma^{\bar{\Omega}_A}
\end{bmatrix}
$$

(76)

Then the entanglement contour for subregion $X \subseteq A$ is given by

$$
\text{sst}_A(X) = \text{tr} (M_X f(\Gamma_A))
= \text{tr} (M_X f(\Gamma^{\Omega_A}))
\leq \text{tr} (f(\Gamma^{\Omega_A})) = S(\Omega_A),
$$

(77)

(78)

where in the inequality we have used that the operator $f(\Gamma^{\Omega_A})$ is non-negative defined.

### 4. Ground states in one dimension

In this section we investigate the entanglement contour $\text{sst}_A$ for fermionic Gaussian states, as defined in equation (55), on the ground state of quadratic fermionic lattice Hamiltonians in $D = 1$ spatial dimensions.

We consider the Hamiltonian

$$
H = -i \sum_{(i,j)} [(1 + \gamma)\psi_{i,1}\psi_{j,2} + (1 - \gamma)\psi_{j,1}\psi_{i,2}] + i\mu \sum_i \psi_{i,1}\psi_{i,2},
$$

(79)

where $(i,j)$ indicate that sites $i$ and $j$ are nearest neighbors. Using fermionic operators, this Hamiltonian reads

$$
H = - \sum_{(i,j)} [a_i^\dagger a_j + a_j^\dagger a_i + \gamma(a_i a_j + a_j a_i)] + \mu \sum_i a_i^\dagger a_i.
$$

(80)

Assuming periodic boundary conditions, Fourier and Bogoliubov transformations can be used to take this Hamiltonian into the diagonal form

$$
H = \sum_k E_k \alpha_k^\dagger \alpha_k,
$$

(81)

where $\alpha_k$ is a fermionic annihilation operator and the spectrum $E(k)$ of single-particle energies reads

$$
E(k) = \sqrt{(\mu - 2 \cos k)^2 + (2\gamma \sin k)^2}.
$$

(82)

Direct inspection then reveals that Hamiltonian $H$ is gapless (that is, there exists at least one momentum label $k$ such that $E(k) = 0$) if (1) $|\mu| < 2, \gamma = 0$; or (2) $|\mu| = 2, \forall \gamma$. Otherwise, $H$ has a finite energy gap in the thermodynamic limit.
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4.1. Gapped Hamiltonians

Let us consider a gapped system, and let us focus first on the simplest possible setting: a chain with open boundary conditions, where region \( A \), made of \( L \) sites, corresponds to half of the chain of \( N = 2L \) sites. More specifically, the chain has sites at locations
\[
l = -\frac{N}{2} + \frac{1}{2}, -\frac{N}{2} + \frac{3}{2}, \ldots, \frac{N}{2} - \frac{1}{2},
\]
and region \( A \) corresponds to the \( L \) sites at locations
\[
l = \frac{1}{2}, \frac{3}{2}, \ldots, L - \frac{1}{2},
\]
see figure 1.

Recall that when the Hamiltonian is gapped, the entanglement of its ground state obeys a boundary law, equation (2), which in \( D = 1 \) dimensions translates into the saturation of \( S(A) \) to a constant \( S(\infty) \) when the size \( L \) of region \( A \) becomes larger than the correlation length \( \xi \) in the ground state of \( H \),
\[
S(A) \approx S(\infty), \quad L \gg \xi \quad \text{(OBC)}.
\] (83)

What type of entanglement contour do we then expect? A plausible guess is that the contour \( s_A(l) \) should decay exponentially with the distance \( l \) to the boundary of \( A \), for distances \( l \) larger than the correlation length \( \xi \),
\[
s_A(l) \approx \alpha e^{-l/\xi}, \quad l > \xi
\] (84)
where \( \alpha \) is some constant. An exponential decay is expected because the off-diagonal elements of the correlation matrix \( \Gamma^A \) decay exponentially with the distance to the diagonal of \( \Gamma^A \) (when the distance to the diagonal is larger than \( \xi \)), implying that all correlations in the ground state also decay exponentially with distance. For the sake of argument, let us assume that in the whole range \( l \in [\frac{1}{2}, L - \frac{1}{2}] \), the contour \( s_A(l) \) is independent of \( L \). Then summing \( s_A(l) \) over all the sites in region \( A \), we obtain
\[
S(A) = \sum_{l=\frac{1}{2}}^{L-\frac{1}{2}} s_A(l)
\] (85)
\[
\approx \sum_{l=\frac{1}{2}}^{\xi} s_A(l) + \alpha \sum_{l=\xi+1}^{L-\frac{1}{2}} e^{-l/\xi}
\] (86)
\[
= \sum_{l=\frac{1}{2}}^{\xi} s_A(l) + \alpha \sum_{l=\xi+1}^{\infty} e^{-l/\xi} + O(e^{-L/\xi})
\] (87)
\[
= S(\infty) + O(e^{-L/\xi}),
\] (88)
where in equation (86) we have symbolically broken the sum into two contributions corresponding to \( l \leq \xi \) and \( l > \xi \), and replaced \( s_A(l) \) with its exponential form for \( l > \xi \).

Figure 1. Lattice in \( D = 1 \) dimensions made of \( N \) sites and with open boundary conditions. The \( N \) sites are at location \( l = -\frac{N}{2} + \frac{1}{2}, -\frac{N}{2} + \frac{3}{2}, \ldots, \frac{N}{2} - \frac{1}{2} \). Region \( A \) contains \( L = \frac{N}{2} \) sites, at location: \( l = \frac{1}{2}, \frac{3}{2}, \ldots, \frac{N}{2} - \frac{1}{2} \).
Figure 2. Entanglement contour for regions A and B in a gapped chain ($\mu = 2.2, \gamma = 1$). The chain contains $N = 200$ sites and has open (top) and periodic (bottom) boundary conditions. Regions A and B have $L = 100$ adjacent sites each. The contours decay exponentially with the distance to the closest boundary.

Let us then evaluate the entanglement contour $s^f_A(l)$ and see if it conforms to equation (84). For that purpose, we choose $\mu = 2.2$ and $\gamma = 1$, for which the ground state has a correlation length $\xi$ of just a few lattice sites. The upper panel of figure 2 shows the entanglement contour $s^f_A$ on region A and $s^f_B$ on region B, each made of $L = 100$ sites, on a lattice with $N = 200$ sites and open boundary conditions. The contour is seen to decay exponentially with the distance to the boundary between A and B for $l \gg \xi$, consistent with our guess above. Near the boundary ($l \lesssim \xi$), a different, less dramatic decay is observed, as discussed later.

The lower panel of figure 2 shows the entanglement contour for the ground state of the same Hamiltonian but with periodic boundary conditions. In this case, the boundary of A with B consists of two points or cuts (at $l = 0$ and $l = L$), and the entanglement entropy $S(A)$ of a large region A is known to saturate to twice $S^{(\infty)}$,

$$S(A) \approx 2 \times S^{(\infty)}, \quad L \gg \xi \text{ (PBC)}.$$  

We see that now the contour $s^f_A(l)$ is roughly the sum of two independent contributions, one per each boundary cut, that again decay exponentially with the distance to the relevant cut. This is fully compatible with equation (89), where $S(A)$ can be understood to be the sum of two contributions, one for each boundary cut.
We conclude that, in a gapped system in $D = 1$ dimensions, the entanglement contour $s_A^\mathbb{H}$ allows us to formalize, through its exponential decay with the distance to the closest boundary of region $A$ (equation (84)), the intuition that ground state entanglement involves essentially the degrees of freedom that are near the boundary.

Our conclusions are consistent with those obtained previously using other tools, such as mutual information [9], study of the eigenfunctions of the entanglement Hamiltonian of free fermions [13], or a perturbative study of the entanglement spectrum [11].

### 4.2. Gapless Hamiltonians

Let us now consider a gapless Hamiltonian. We start again with a chain of size $N = 2L$, figure 1, with open boundary conditions. In this case the entanglement entropy $S(A)$ displays a logarithmic correction to the boundary law, equation (3), which for a large chain reads [2]

$$S(A) = \frac{c}{6} \log_2(L) + O(1), \quad L \gg 1 \text{ (OBC)}. \quad (90)$$

Here $c$ is the central charge of the conformal field theory (CFT) that describes the quantum critical system at long distances. Specifically, the Hamiltonian of equation (79) corresponds to a quantum critical system of spinless fermions described by a CFT with central charge $c = \frac{1}{2}$, 1, for

$$c = \begin{cases} 
\frac{1}{2} & \text{for } |\mu| = 2, \forall \gamma, \\
1 & \text{for } |\mu| < 2, \gamma = 0.
\end{cases} \quad (91)$$

What contour should we expect for these systems? A natural guess is that this time the contour should decay as

$$s_A(l) \approx \frac{c}{6 \ln 2} \cdot \frac{1}{l}, \quad (92)$$

because then

$$S(A) = \sum_{l=\frac{1}{2}}^{L-\frac{1}{2}} s_A(l) = \frac{c}{6 \ln 2} \sum_{l=\frac{1}{2}}^{L-\frac{1}{2}} \frac{1}{l} \quad (93)$$

$$\approx \frac{c}{6 \ln 2} \int_{\frac{1}{2}}^{L-\frac{1}{2}} \frac{dx}{x} = \frac{c}{6} \log_2(L) + O(1), \quad (94)$$

which agrees with equation (90).

The upper panel of figure 3 shows the entanglement contour $s_A^\mathbb{H}(l)$ for the gapless chain ($\mu = 2, \gamma = 1$). At distances $l$ from the boundary that are sufficiently large compared to 1 but still small compared to the size of the region $A$, $1 \ll l \ll L$, $s_A^\mathbb{H}(l)$ matches equation (92) very well, and can be used to extract the central charge $c = \frac{1}{2}$, see figure 4. Thus, we can use the entanglement contour of the entanglement entropy of a single region $A$ to estimate the central charge $c$, instead of having to use equation (90) to fit $S(A)$ for several regions $A$ with different size $L$ as it is commonly done.
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Figure 3. Entanglement contour for regions $A$ and $B$ in a gapless chain ($\mu = 2, \gamma = 1$). The chain contains $N = 200$ sites and has open (top) and periodic (bottom) boundary conditions. Regions $A$ and $B$ have $L = 100$ adjacent sites each. The contours decay roughly as a power law with the distance to the closest boundary.

Figure 4. Entanglement contour $s_A(l)$ as a function of $1/l$, for ($\mu = 2, \gamma = 1$). The plot corresponds to a chain made of $N = 5000$ sites with open boundary conditions, where region $A$ is made of $L = N/2 = 2500$ sites, see figure 1. We display the contour $s_A(l)$ for $l = 11.5, 12.5, ..., 699.5$, which reveal an accurate $1/l$ dependence, with a coefficient $0.1202 \approx \frac{1}{12 \ln 2}$ that encodes the central charge of the corresponding CFT: $\frac{c}{6 \ln 2} \approx \frac{1}{12 \ln 2} \Rightarrow c \approx \frac{1}{2}$. The correlation coefficient of the linear fitting is $R = 1 - 7.4 \times 10^{-7}$. doi:10.1088/1742-5468/2014/10/P10011
Figure 5. Lattice in $D = 1$ dimensions made of $N$ sites and with periodic boundary conditions. We consider the thermodynamic limit, $N \to \infty$. Region $A$ contains a finite number $L$ of adjacent sites, at positions $l = -\frac{L}{2} + \frac{1}{2}, -\frac{L}{2} + \frac{3}{2}, \ldots, \frac{L}{2} - \frac{1}{2}$.

The lower panel of figure 3 corresponds to periodic boundary conditions. The entanglement entropy is known to scale as

$$S(A) = 2 \times \frac{c}{6} \log_2(L) + O(1), \quad L \gg 1, \text{(PBC)},$$

that is, as twice its value for the chain with OBC, immediately suggesting that we will again find a contour with roughly two independent contributions of the form (92), one for each of the two boundary cuts. This is indeed what figure 3 shows.

We conclude that, in a gapless system in $D = 1$ dimensions, the entanglement contour allows us to formalize the intuition that, again, the entanglement involves predominantly the degrees of freedom that are near their joint boundary. However, in contrast with what happens for gapped systems, this time the degrees of freedom that are further away from the boundary also contribute to the entanglement entropy, as expressed in equation (92).

A similar conclusion can be reached, e.g. by studying the mutual information using a large number of subregions [9]. Notice that here we only had to compute the entanglement profile for a single region.

4.3. Estimating the central charge from the entanglement contour of a region $A$ with two boundary cuts

Let us consider the special case of a finite region $A$ of size $L$ in an infinite system, $N \to \infty$, where the sites of $A$ are at positions $l = -\frac{L}{2} + \frac{1}{2}, -\frac{L}{2} + \frac{3}{2}, \ldots, \frac{L}{2} - \frac{1}{2}$, see figure 5.

Figure 6 shows that for $L \gg 1$ the entanglement contour is very well approximated by the simple expression

$$s_A(l) = \frac{c}{3 \ln 2} \frac{\frac{L}{2}}{(\frac{L}{2} - l)(\frac{L}{2} + l)}.$$

This form of the contour coincides with an exact CFT calculation by Robert Myers\footnote{This form for the entanglement contour is suggested by an exact calculation of the entanglement entropy $S(A)$ involving a conformal map that produces a new region $A'$ in a thermal state.}. In the large $L$ limit, we can replace the sum over sites by an integral and indeed obtain

$$\sum_{l = -\frac{L}{2} + \frac{1}{2}}^{\frac{L}{2} - \frac{1}{2}} s_A(l) = \frac{c}{3 \ln 2} \sum_{l = -\frac{L}{2} + \frac{1}{2}}^{\frac{L}{2} - \frac{1}{2}} \frac{\frac{L}{2}}{(\frac{L}{2} - l)(\frac{L}{2} + l)}$$

$$= \frac{c}{3 \ln 2} \int_{1 - \frac{1}{L}}^{1 + \frac{1}{L}} dx \frac{1}{1 - x^2} = \frac{c}{3} \log_2(L) + O(1),$$

1 This form for the entanglement contour is suggested by an exact calculation of the entanglement entropy $S(A)$ involving a conformal map that produces a new region $A'$ in a thermal state.
Figure 6. Entanglement contour $s_A(l)$ as a function of $\frac{L/2}{(L/2)^2 - l}$. We consider a chain made of $N = \infty$ sites, with a region $A$ made of $L = 5001$ sites, see figure 5. We plot the contour of the following points: $l = -2484, -2483, \ldots, 2484$. Blue crosses: for $(\mu = 2, \gamma = 1)$, the contour $s_A(l)$ is proportional to $\frac{L/2}{(L/2^2 - l)(L/2 + l)}$, with proportionality coefficient $0.2405 \approx \frac{1}{6 \ln 2}$. We can estimate the central charge of the underlying CFT, obtaining $\frac{c}{3 \ln 2} \approx \frac{1}{6 \ln 2} \Rightarrow c \approx \frac{1}{2}$. The correlation coefficient is $R = 1 - 3.0 \times 10^{-9}$. (Green circles): For $(\mu = 0.5, \gamma = 0)$, the proportionality coefficient is $0.4808 \approx \frac{1}{3 \ln 2}$, so that $\frac{c}{3 \ln 2} \approx \frac{1}{3 \ln 2} \Rightarrow c \approx 1$. The correlation coefficient is $R = 1 - 3.1 \times 10^{-6}$.

which coincides with equation (95). Specifically, figure 6 shows the entanglement contour for $(\mu = 2, \gamma = 1)$, corresponding to a CFT with central charge $c = \frac{1}{2}$, and $(\mu = 0.5, \gamma = 0)$, corresponding to a CFT with central charge $c = 1$. It is clear from the figure that the entanglement contour of a region $A$ with two boundary cuts can again be used to obtain precise estimates of the central charge.

Once more, the central charge can be obtained from the entanglement entropy or the mutual information by studying a large number of subregions [9]. Here we only had to compute the entanglement profile for a single region.

4.4. Approaching a critical point

To conclude this section, it is instructive to investigate how the exponential contour of equation (84) for a gapped system transforms into the power law contour of equation (92) for a gapless system. This is illustrated in figure 7, which shows the entanglement contour in the setting of figure 5 for a sequence of values of $(\mu, \gamma)$ in the Hamiltonian $H$, corresponding to gapped systems with decreasing energy gap. As the gap becomes smaller, the correlation length $\xi$ becomes larger, diverging for a gapless system. Roughly speaking, the entanglement contour is seen to follow a universal power-law for $l \ll \xi$, and the exponential scaling of equation (84) for $\xi \ll l \ll L$, a behavior that can be approximately interpolated by

$$s_A(l) \propto c \frac{e^{-l/\xi}}{l}, \quad l \ll L/2.$$  

(98)
Figure 7. Comparison, in a lattice of \(N = 200\) sites and with PBC, of the entanglement contour of a fixed region \(A\) of \(L = N/2 = 100\) sites (see figure 1) for different ground states, corresponding to a gapless Hamiltonian \((\mu = 2; \gamma = 1)\), uppermost line, and a sequence of gapped Hamiltonians \((\mu = 2.1, 2.2, 2.5, 3; \gamma = 1)\), rest of lines. One can see that as \(\mu\) approaches the critical value \(\mu = 2\), the entanglement contour of the ground state of the gapped system approaches that of the gapless system. The inset shows the same contour but closer to the left boundary. The critical contour decays as a power law with the distance to the boundary, whereas each gapped contour decays exponentially for distances larger than the correlation length \(\xi\). However, as the gap closes and the correlation length \(\xi\) grows, the contour of the gap system resembles more and more that of the critical system.

This expression can actually be derived from equation (22) in the third paper in [13] for some particular models.

5. Ground states in two dimensions

In this section we investigate the entanglement contour \(s_A^{ff}\) for fermionic Gaussian states, as defined in equation (55), on the ground state of quadratic fermionic lattice Hamiltonians in \(D = 2\) spatial dimensions. For this purpose, we consider the Hamiltonian of equations (79)–(80), on a square lattice with PBC, which can be seen to have a single-particle dispersion relation

\[
E(k_x, k_y) = \sqrt{\left(\mu - 2 \sum_{i=x,y} \cos k_i\right)^2 + \left(2\gamma \sum_{i=x,y} \sin k_i\right)^2}.
\]

We can now distinguish three types of systems, as a function of the couplings \((\mu, \gamma)\): (1) gapped systems, where the single-particle energy \(E(k_x, k_y)\) does not vanish for any \((k_x, k_y)\); (2) gapless systems with only a finite number of points \((k_x, k_y)\) where the energy
5.1. Gapped Hamiltonians

In a gapped system, the entanglement entropy is known to obey a boundary law, equation (2). For a square region $A$ of perimeter $4L_x$ this reads

$$S(A) = \alpha L_x + O(1),$$

(100)

where the coefficient $\alpha$ is non-universal, whereas the constant term may reflect geometric properties of region $A$, as well as the presence of topological order in the ground state. Again, inspired by the exponential decay of the off-diagonal elements of $\Gamma^A$, we expect a contour that decays exponentially with the distance to the boundary of $A$. Its summation over the whole region $A$ would then immediately lead to the boundary law, as it did in $D = 1$ dimensions. Figure 9 shows the entanglement contour $s^A_B$ for $(\mu = 4.4, \gamma = 1)$, which corresponds to a gapped dispersion relation. We see that the contour decays roughly exponentially with the distance to the boundary, as expected.

5.2. Gapless Hamiltonians with a finite number of zero modes

In a gapless system with a finite number of zero modes, the entanglement entropy is known to again obey the boundary law, equation (2). That is, the scaling of the entanglement entropy is not sufficient in order to distinguish a gapped system from a gapless system. However, since the off-diagonal elements in $\Gamma^A$ have now a power-law decay, we expect that the entanglement contour will allow us to differentiate gapped and gapless systems. Figure 10 shows the entanglement contour $s^A_B$ for $(\mu = 4, \gamma = 1)$, which has one zero mode in the dispersion relation. We see that in this case the contour decays slower than
Figure 9. Entanglement contour of a square region $A$ in a gapped fermionic system, $(\mu = 4.4, \gamma = 1)$, in $D = 2$ dimensions. Top: the dispersion relation $E(k_x, k_y)$ has no zero-modes. Bottom: entanglement contour $s_A(l_x, l_y)$ of the squared region $A$, for $L_x = L_y = 40$. The cross section $s_A(l_x, 0)$, shown in figure 12, decays roughly exponentially with the distance to the boundary of region $A$.

exponentially, thus allowing us to use the contour to differentiate this system from a gapped system.

Similar conclusions can be obtained using other measures of entanglement. For instance, in the third paper of reference [9] an algebraic (and therefore slower than exponential) decay of the mutual information in a gapless system was reported.

5.3. Gapless Hamiltonians with a continuum of zero modes

Finally, in a gapless system with a continuum of zero modes, the entanglement entropy is known to display a logarithmic correction to the boundary law, equation (3), namely

$$S(A) = \alpha L_x \log_2 L_x + \cdots,$$

(101)
Figure 10. Entanglement contour of a square region $A$ in a gapless fermionic system with a finite number of zero modes, ($\mu = 4, \gamma = 1$), in $D = 2$ dimensions. Top: the dispersion relation $E(k_x, k_y)$ only vanishes at $(k_x = 0, k_y = 0)$. Bottom: entanglement contour $s_A(l_x, l_y)$ of the squared region $A$, for $L_x = L_y = 40$. The cross section $s_A(l_x, 0)$, shown in figure 12, decays slower than in the gapped system. Notice also that at the center of the square ($l_x = l_y = 0$), where the contour is smallest, it is several orders of magnitude larger than in the gapped case, figure 9.

where $\alpha$ is again some non-universal constant and where we have only specified the leading contribution. In this case, the logarithmic correction already allows us to use the entanglement entropy to diagnose the presence of the Fermi surface. Figure 11 shows the entanglement contour $s_A^{\mu}$ for ($\mu = 2, \gamma = 0$), which has a continuum of zero modes corresponding to the solutions $(k_x, k_y)$ of $\cos(k_x) + \cos(k_y) = 1$. We see that the contour decays even slower than in the presence of only a finite number of zero modes.

Figure 12 compares the decay of the contour, by focusing on the section $s_A(l_x, 0)$, for the three different types of systems discussed above.
Figure 11. Entanglement contour of a square region $A$ in a gapless fermionic system with a continuum of zero modes, $(\mu = 2, \gamma = 0)$, in $D = 2$ dimensions. Top: the dispersion relation $E(k_x, k_y)$ vanishes for any solution of $\cos(k_x) + \cos(k_y) = 1$. Bottom: entanglement contour $s_A(l_x, l_y)$ of the squared region $A$, for $L_x = L_y = 40$. The cross section $s_A(l_x, 0)$, shown in figure 12, decays even slower than in the gapless system with just one zero-mode. At the center of the square $(l_x = l_y = 0)$, where the contour is smallest, it is still more than one order of magnitude larger than in figure 10.

6. Time evolution after a quench

In the previous two sections we have investigated the entanglement contour on the ground state of a local Hamiltonian $H$. In this section we explore what happens to the entanglement contour of the ground state under a sudden change of the Hamiltonian $H$, which is replaced by a new Hamiltonian $H'$, generating a non-trivial time evolution.

We will investigate both a local quench, in which $H$ and $H'$ differ only on a localized region (in our case, the Hamiltonian term linking regions $A$ and $B$), and a global quench,
Figure 12. Comparison of the cross section $s_A(l_x, 0)$ of the contours under different parameters $(\mu, \gamma)$ of the Hamiltonian, corresponding to the gapped and gapless systems described in figures 9, 10 and 11. Notice that $s_A(l_x, 0)$ decays roughly exponentially with the distance to the boundary in the gapped system, whereas it decays significantly more slowly in the gapless systems. The inset shows the cross section $s_A(l_x, 0)$ near the left boundary (in log–log scale). In the gapless case with one zero-mode, the contour seems to decay as a power-law with the distance to the boundary.

where $H$ and $H'$ differ everywhere in the lattice. References [7] and [8] contain examples of previous work in which a number of other tools have been used to characterize the evolution of entanglement after a local and global quench, respectively, leading to similar insight as the one obtained here with the entanglement contour.

6.1. Local quench

Let us consider a fermionic lattice model in $D = 1$ dimensions with a quadratic Hamiltonian $H$ given by equation (79) with $(\mu = 3, \gamma = 1)$, which corresponds to a gapped system. We use the setting of figure 1, with open boundary conditions and a region $A$ corresponding to the right half of the lattice. At time $t = 0$ the system is in its ground state. The entanglement entropy $S(A, t = 0)$ is some finite constant and its contour decays exponentially with the distance to the boundary cut between regions $A$ and $B$, which is the left half of the chain. The contour $s_A^f(l) t = 0$ is shown in the upper panel of figure 13 (leftmost line, in blue).

Then, from $t = 0$ onward, the system evolves unitarily according to a new Hamiltonian $H' = H_A + H_B$ that differs from $H$ in that the hopping term connecting regions $A$ and $B$ has been removed. Notice that, as a result, the time evolution operator $e^{-iH' t} = e^{-i(H_A + H_B) t}$ factorizes as the product of two time evolution operators $e^{-iH_A t}$ and $e^{-iH_B t}$ for the two regions $A$ and $B$. It follows that no entanglement between these two regions is produced or destroyed during the time evolution, and therefore $S(A, t) = S(A, 0)$ for all times $t > 0$. However, a constant entanglement entropy for region $A$ does not imply
that its contour is also constant. On the contrary, as shown in figure 14, the contour $s^B_A(l, t)$ has a distinct evolution in time, spreading through region $A$ as a wave (or, rather, a tsunami), indicating that the degrees of freedom in $A$ that are entangled with $B$ are no longer located near the boundary with $B$.

Notice that, under time evolution, the entanglement contour behaves as if it was a density of some locally conserved quantity—and, as a matter of fact, in the example we study it follows closely the behavior of the energy density, shown in the middle panel of figure 14 for comparison. All these observations seem compatible with the existence of propagating pseudo-particles as proposed in earlier work and analyzed using correlations and entanglement entropies for a multiplicity of cuts [7].

6.2. Global quench

Let us now consider the entanglement contour after a global quench. As in the previous example, we consider a $D = 1$ dimensional lattice with the quadratic Hamiltonian $H$ given by equation (79) with $(\mu = 3, \gamma = 1)$, which corresponds to a gapped system. This time, however, we choose the setting of figure 5, namely an infinite lattice with a region $A$ of finite size $L$ and with two boundary cuts. At time $t = 0$ the system is in its ground state. The entanglement entropy $S(A, t = 0)$ is some finite constant and its contour decays exponentially with the distance to each of the two boundary cuts. The contour $s^B_A(l)$ at $t = 0$ can be seen in figure 15 (leftmost and rightmost lines at the bottom, in blue).

From $t = 0$ onward, the system evolves according to the unitary time evolution operator $e^{-iH't}$, where the Hamiltonian $H'$ corresponds to equation (79) with $(\mu = 2, \gamma = 1)$. That is, we have made a sudden change in the chemical potential, such that the system has become gapless. Under this global quench, regions $A$ and $B$ are still connected by $H'$, and therefore entanglement entropy can be created during the time evolution. As shown in the inset of figure 15, $S(A, t)$ grows linearly as a function of $t$, starting from an almost vanishing value at $t = 0$, until it reaches some form of saturation at time $t \approx 100–120$.

The entanglement contour offers again a much more detailed description of the time-dependent, spatial structure of quantum entanglement. As shown in figure 15, we can see that the degrees of freedom in $A$ that are entangled with $B$ are initially concentrated only near the boundary cuts. However, as time passes, more degrees of freedom in region $A$, further away from the boundary cuts, also contribute to the entanglement with region $B$. We can see two entanglement fronts progressing at constant speed from the two boundaries toward the center of region $A$, for times $t \approx [0, 50–60]$. The two entanglement fronts cross...
Figure 14. Entanglement contour after a local quench in a lattice made of $N = 400$ sites, with open boundary conditions and a gapped Hamiltonian $(\mu, \gamma) = (3, 1)$. Region $A$ is made of $L = 200$ sites. Top: $s_A(l, t)$ for different values of $t$. The contour shows that the subregion within region $A$ that is entangled with region $B$ changes in time, progressing from left to right. Middle: interestingly, the energy density describes a very similar behavior. Bottom: a three dimensional plot of $s_A(l, t)$, with the peak of the wave highlighted, showing that when the entanglement wave reaches the end of region $A$ it bounces back.

without interfering with each other (but since the contour is the sum of the contributions by the two fronts, their crossing results in a new plateau that now grows from the center of region $A$) and then continue to advance until they hit the boundary of $A$ opposite to the one they started from, at time $t \approx 100–120$). Then the contour $s_{AB}^A(l, t)$ has become roughly flat and stops evolving in time. This coincides in time with the saturation of the entanglement entropy $S(A, t)$.

In summary, the linear regime in the growth of $S(A, t)$ in time is explained in terms of the constant speed of the two entanglement fronts, whereas the saturation of $S(A, t)$ at long times is a consequence of the arrival of the entanglement fronts to the opposite ends of region $A$.
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Figure 15. Entanglement contour after a global quench in a lattice made of $N = \infty$ sites. The ground state of a gapped Hamiltonian $H$ with $(\mu, \gamma) = (3, 1)$ is made evolve according to a gapless Hamiltonian $H'$ with $(\mu', \gamma') = (2, 1)$. The figure shows the entanglement contour $s_A(t, t)$ of a region $A$ made of $L = 400$ sites. An entanglement front progresses from left to right (and from right to left), as described in the main text. The inset shows the entanglement entropy $S(A, t)$, which grows linearly in time while the two entanglement fronts progress front one boundary of $A$ to the opposite one and then back, and which saturates to a constant once the entanglement fronts have completed their progression through region $A$.

Again, the above observations appear compatible with the existence of propagating pseudo-particles, as analyzed using e.g. mutual information [8] or entanglement density [12].

7. Discussion and outlook

In this paper we have introduced the notion of entanglement contour $s_A$ as a means to characterize which degrees of freedom of a region $A$ contribute to the entanglement entropy $S(A)$ between region $A$ and the rest $B$ of an extended quantum many-body system. We have proposed several properties that the entanglement contour should satisfy, and have identified a quantity $s^F_A$ for fermionic Gaussian states which fulfills these properties.

Then we have explored the entanglement contour in selected ground states and during the time evolution that ensues a local or global quantum quench. This has allowed us to illustrate, through concrete examples, the potential of the entanglement contour as a means to provide a characterization of the entanglement between regions $A$ and $B$ than is finer than the one provided by the entanglement entropy $S(A)$ alone.

We have been able to formalize, and quantitatively characterize, the intuition that ground state entanglement in gapped systems involves, essentially, only the degrees of freedom near the boundary of region $A$. Moreover, we have seen that, in gapless systems, also degrees of freedom that are far away from the boundary of $A$ contribute significantly to the entanglement entropy $S(A)$. In $D = 1$ dimensions the entanglement contour $s_A$ has
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allowed us to estimate the central charge $c$ of the underlying CFT by studying a single region $A$ (as opposed to multiple regions with different sizes, as needed in order to extract the central charge from the entanglement entropy $S(A)$); and in $D = 2$ dimensions it has allowed us to discriminate between gapped systems and gapless systems with a finite number of zero modes (these two type of system obey a boundary law for the entanglement entropy $S(A)$, and therefore cannot be distinguished using only the scaling of $S(A)$).

Finally, we have seen that the entanglement contour reveals a detailed real-space structure of the entanglement of a region $A$ and its dynamics, well beyond what is accessible from the entanglement entropy $S(A)$ alone. For instance, after a local quench that detaches region $A$ from region $B$, we have seen that while $S(A)$ remains constant, the entanglement propagates within region $A$ in a wave-like manner, suggesting that perhaps its dynamics obeys a simple differential equation. On the other hand, after a global quench, we have seen an entanglement front sweeping region $A$ at constant speed from each boundary to the opposite one, offering insights into the well-known linear growth, then saturation of the entanglement entropy $S(A, t)$.

Most of the results presented in this paper can be generalized to free fermionic quantum fields, and also to lattice models and quantum field theories of free bosons. Free fermion/boson models, on the lattice or in the continuum, have played and continue to play a leading role in the development of a theory of entanglement in extended quantum systems. We hope that the entanglement contour $s^B_A$ will add to the previously existing tools used to characterize entanglement in such systems. Needless to say, however, the truly interesting (and much more challenging) extended systems are those of interacting particles. We leave the study of an entanglement contour for interacting systems for future work.

Acknowledgments

The authors thank Robert Myers for extensive discussions, and Chung Ming-Chiang, Tadashi Takayanagi, Brian Swingle and an anonymous referee for valuable comments and point out existing literature. GV acknowledges support by NSERC (discovery grant), the John Templeton Foundation and by the Simons Foundation (Many Electron Collaboration). Research at Perimeter Institute is supported by the Government of Canada through Industry Canada and by the Province of Ontario through the Ministry of Research and Innovation.

References

[1] Srednicki M 1993 Phys. Rev. Lett. 71 666–9
Latorre J I, Rico E and Vidal G 2004 Quantum Inform. Comput. 4 48–92
Plenio M B, Eisert J, Dreissig J and Cramer M 2005 Rev. Lett. 94 060503
Bravyi S, Hastings M B and Verstraete F 2006 Phys. Rev. Lett. 97 050401
Eisert J and Osborne T J 2006 Phys. Rev. Lett. 97 150404
Hastings M B 2007 J. Stat. Mech. P08024
Masanes Ll 2009 Phys. Rev. A 80 052104
Eisert J, Cramer M and Plenio M B 2010 Rev. Mod. Phys. 82 277

doi:10.1088/1742-5468/2014/10/P10011
Swingle B 2012 Phys. Rev. D 86 065007
Nishioka T, Ryu S and Takayanagi T 2009 J. Phys. A: Math. Gen. 42 504008
[2] Holzhey C, Larsen F and Wilczek F 1994 Nucl. Phys. B 424 443
Callan C G and Wilczek F 1994 Phys. Lett. B 333 55
Vidal G, Latorre J I, Rico E and Kitaev A 2003 Phys. Rev. Lett. 90 227902
Calabrese P and Cardy J 2004 J. Stat. Mech. P06002
[3] Wolf M M 2006 Phys. Rev. Lett. 96 010404
Gioev D and Klich I 2006 Phys. Rev. Lett. 96 100503
Li W, Ding L, Yu R, Roscilde T and Haas S 2006 Phys. Rev. B 74 073103
Barthel T, Chung M-C and Schollwoeck U 2006 Phys. Rev. A 74 022329
Swingle B 2010 arXiv:1002.4635
Swingle B 2009 arXiv:0908.1724
Moitra R and Fisher M 2007 Phys. Rev. B 75 235116
Senthil T 2008 Phys. Rev. B 78 035103
Liu H, McGreevy J and Vegh D 2009 arXiv:0903.2477
[4] Hamma A, Ionicioiu R and Zanardi P 2005 Phys. Lett. A 337 22
Hamma A, Ionicioiu R and Zanardi P 2005 Phys. Rev. A 71 022315
Kitaev A and Preskill J 2006 Phys. Rev. Lett. 96 110404
Levin M and Wen X-G 2006 Phys. Rev. Lett. 96 110405
[5] Fannes M, Nachtergaele B and Werner R F 1992 Commun. Math. Phys. 144 443
White S R 1992 Phys. Rev. Lett. 69 2863
Ostlund S and Rommer S 1995 Phys. Rev. Lett. 75 3537
Verstraete F and Cirac J I 2004 arXiv:cond-mat/0407066v1
Vidal G 2008 Phys. Rev. Lett. 101 110501
[6] Calabrese P and Cardy J 2005 J. Stat. Mech. P04004 (arXiv:0910.1300v1)
Evenbly G and Vidal G 2011 J. Stat. Phys. 145 891–918 (arXiv:1106.1082v1)
Pollmann F, Turner A M, Berg E and Oshikawa M 2010 Phys. Rev. B 81 064439
Chen X, Gu Z-C and Wen X-G 2011 Phys. Rev. B 83 055107
Schuch N, Perez-Garcia D and Cirac I 2011 Phys. Rev. B 84 165139
Chen X, Gu Z-C, Liu Z-X and Wen X-G 2013 Phys. Rev. B 87 155114
[7] Calabrese P and Cardy J 2007 J. Stat. Mech. P10004
Peralles A and Vidal G 2008 Phys. Rev. A 78 042337
Divakaran U, Igloi F and Rieger H 2011 J. Stat. Mech. 11 10027
Zamora A, Rodriguez-Laguna J, Lewenstein M and Tagliacozzo L 2014 arXiv:1401.7916
[8] Calabrese P and Cardy J 2005 J. Stat. Mech. P04010
Fagotti M and Calabrese P 2008 Phys. Rev. A 78 010306
Calabrese P, Essler FHLa n d Fagotti M 2012 J. Stat. Mech. P07016
McCoy B M, Barouch E and Oshikawa M 2010 Phys. Rev. B 81 064439
Chen X, Gu Z-C and Wen X-G 2011 Phys. Rev. B 83 055107
Schuch N, Perez-Garcia D and Cirac I 2011 Phys. Rev. B 84 165139
Chen X, Gu Z-C, Liu Z-X and Wen X-G 2013 Phys. Rev. B 87 155114
[9] Calabrese P and Cardy J 2007 J. Stat. Mech. P10004
Peralles A and Vidal G 2008 Phys. Rev. A 78 042337
Divakaran U, Igloi F and Rieger H 2011 J. Stat. Mech. 11 10027
Zamora A, Rodriguez-Laguna J, Lewenstein M and Tagliacozzo L 2014 arXiv:1401.7916
[10] Calabrese P, Cardy J and Tonni E 2009 J. Stat. Mech. P11001
Swingle B 2010 arXiv:1010.4038
Cardy J 2013 J. Phys. A: Math. Theor. 46 285402
Schachenmayer J, Lanyon B P, Roos C F and Daley A J 2013 Phys. Rev. X 3 031015
Vidal G and Werner R F 2002 Phys. Rev. A 65 32314
[11] Calabrese P, Cardy J and Tonni E 2012 Phys. Rev. Lett. 109 130502
Calabrese P, Cardy J and Tonni E 2013 J. Stat. Mech. P02008
Calabrese P, Tagliacozzo L and Tonni E 2013 J. Stat. Mech. P05002
Alba V 2013 J. Stat. Mech. P05013
Lee Y A and Vidal G 2013 Phys. Rev. A 88 042318
Castelnovo C 2013 Phys. Rev. A 88 042319
Alba V, Haque M and Laeuchli A M 2012 Phys. Rev. Lett. 108 227201
[12] Nozaki M, Numasawa T and Takayanagi T 2013 arXiv:1302.5705
Nozaki M, Numasawa T, Prudenziati A and Takayanagi T 2013 arXiv:1304.7100

doi:10.1088/1742-5468/2014/10/P10011

33
Entanglement contour

[13] Chung M-C and Peschel I 2000 Phys. Rev. B 62 4191
Cheong S-A and Henley C L 2004 Phys. Rev. B 69 075112
Peschel I 2004 J. Stat. Mech. P06004
Eisler V and Peschel I 2007 J. Stat. Mech. P06005
Eisler V, Karevski D, Platini T and Peschel I 2008 J. Stat. Mech. P01023
Nienhuis B, Campostrini M and Calabrese P 2009 J. Stat. Mech. P02063
Peschel I and Eisler V 2009 J. Phys. A: Math. Theor. 42 504003
Eisler V and Peschel I 2013 J. Stat. Mech. P04028
[14] Hayden P, Jozsa R, Petz D and Winter A 2004 Commun. Math. Phys. 246 359-74
Verstraete F and Cirac J I 2006 Phys. Rev. B 73 094423
[15] Kitaev A 2001 Phys.—Usp. 44 131 arXiv:cond-mat/0010440
Kitaev A 2006 Ann. Phys. 321 2-111 sections 2–3 (arXiv:cond-mat/0506438)
[16] Myers R 2014 private communication