An upper bound on the nullity of signed graphs
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Abstract: In this paper, an upper bound on the nullity of signed graphs in terms of the cyclomatic number and the number of pendant vertices is proved, and the corresponding extremal signed graphs are completely characterized.
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1 Introduction

All graphs considered in this paper are simple and finite. Let $G = (V(G), E(G))$ be an undirected graph with $V(G) = \{v_1, v_2, \ldots, v_n\}$ be the vertex set and $E(G)$ be the edge set. We write $x \sim y$ to mean two vertices $x$ and $y$ of $G$ are adjacent. For a vertex $u \in V(G)$, the degree of $u$, denoted by $d_G(u)$, is the number of vertices which are adjacent to $u$. A vertex of $G$ is called a pendant vertex (or a leaf) if it is a vertex of degree one in $G$. The number of leaves in $G$ is denoted by $p(G)$. Denote by $P_n$ and $C_n$ a path and cycle on $n$ vertices, respectively. The adjacency matrix $A(G)$ of $G$ is an $n \times n$ matrix whose $(i,j)$-entry equals to 1 if $v_i \sim v_j$, and 0 otherwise.

A signed graph $\Gamma = (G, \sigma)$ consists of a simple graph $G = (V(G), E(G))$, referred to as its underlying graph, and a mapping $\sigma: E(G) \rightarrow \{+,-\}$, its edge labelling. The adjacency matrix of $\Gamma$ is $A(\Gamma) = \left(a^\sigma_{ij}\right)$ with $a^\sigma_{ij} = \sigma(v_i,v_j)a_{ij}$, where $(a_{ij})$ is the adjacency matrix of the underlying graph $G$. An edge $e$ is said to be positive or negative if $\sigma(e) = +$ or $\sigma(e) = -$, respectively. And a simple graph can always be viewed as a signed graph with all positive edges. Let $C$ be a cycle of $\Gamma$, the sign of $C$ is defined by $\sigma(C) = \prod_{e \in C} \sigma(e)$. A cycle $C$ is said to be positive or negative if $\sigma(C) = +$ or $\sigma(C) = -$, respectively. The rank
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and nullity of a signed graph $\Gamma$ are defined to be the rank and the multiplicity of the zero eigenvalues of its adjacency matrix, respectively, written as $r(\Gamma)$ and $\eta(\Gamma)$, respectively. For $\lambda \in \mathbb{R}$, we denote by $m(\Gamma, \lambda)$ the algebraic multiplicity of $\lambda$ in the adjacency spectrum of $\Gamma$. If $\lambda$ is not an eigenvalue of $\Gamma$, we put $m(\Gamma, \lambda) = 0$. Obvious $r(\Gamma) + \eta(\Gamma) = |V(\Gamma)|$.

Let $\Gamma$ be a signed graph, $U \subset V(\Gamma)$, $\Gamma^U$ be the signed graph obtained from $\Gamma$ by reversing the sign of each edge between a vertex in $U$ and a vertex in $V(\Gamma) \setminus U$, and $\Gamma - U$ be the signed graph obtained from $\Gamma$ by removing the vertices of $U$ together with all edges incident to them. A block of a graph is a maximal subgraph without any cut-vertex.

The nullity is a classical topic in spectrum theory of graphs. About the nullity of simple graphs and its applications, there are many known results, see [5], [8], [10], [11], [12], [13], [14], [17] and [19] for details. For signed graph, Liu and You in [18] investigated the nullity of the bicyclic signed, obtained the nullity set of unbalanced bicyclic signed graphs, and determined the nullity set of bicyclic signed graphs. Fan characterized several classes of signed graphs according to nullity in [7]. In addition, more results of signed graphs and their applications, see [20], [24] and [25]. Let $c(G)$ be the cyclomatic number of a graph $G$, that is $c(G) = |E(G)| - |V(G)| + \omega(G)$, where $\omega(G)$ is the number of connected components of $G$. For a signed graph $\Gamma$, the cyclomatic number and the number of pendant vertices of $\Gamma$ are defined to be the cyclomatic number and the number of pendant vertices of its underlying graph, respectively. An upper bound on the nullity of graph in terms of $c(G)$ and $p(G)$ was proved in [23]. Moreover, the extremal graphs have been characterized in [6], [15] and [23]. In this paper, we get an upper bound of the nullity of signed graph in terms of $c(\Gamma)$ and $p(\Gamma)$ (See Theorem 3.1), and characterize the corresponding extremal signed graphs (See Section 5).

2 Tools for the nullity of the signed graph

In this section, useful tools to study the nullity of the signed graph will be listed.

**Lemma 2.1.** [3] Let $(P_n, \sigma)$ be a signed path. Then $\eta(P_n, \sigma) = 1$ if $n$ is odd, and $\eta(P_n, \sigma) = 0$ if $n$ is even.

**Lemma 2.2.** [7] Let $(C_n, \sigma)$ be a signed cycle. Then $\eta(C_n, \sigma) = 2$ if and only if $(C_n, \sigma)$ is positive and $n \equiv 0(\text{mod } 4)$ or $(C_n, \sigma)$ is negative and $n \equiv 2(\text{mod } 4)$, $\eta(C_n, \sigma) = 0$ otherwise.
Lemma 2.3. [2] Let $v$ be a vertex of $\Gamma$, then $\eta(\Gamma) - 1 \leq \eta(\Gamma - v) \leq \eta(\Gamma) + 1$.

For an induced subgraph $\Gamma_1$ of $\Gamma$ and a vertex $x$ outside $\Gamma_1$, the induced subgraph of $\Gamma$ with vertex set $V(\Gamma_1) \cup \{x\}$ is simply written as $\Gamma_1 + x$, and sometimes we use the notation $\Gamma - \Gamma_1$ instead of $\Gamma - V(\Gamma_1)$.

Lemma 2.4. [18] Let $v$ be a cut-vertex of a connected signed graph $\Gamma$, and $\Gamma_1$ be a component of $\Gamma - v$.

1. If $\eta(\Gamma_1) = \eta(\Gamma_1 + v) - 1$, then $\eta(\Gamma) = \eta(\Gamma_1) + \eta(\Gamma - \Gamma_1)$;
2. If $\eta(\Gamma_1) = \eta(\Gamma_1 + v) + 1$, then $\eta(\Gamma) = \eta(\Gamma - v) - 1$.

Lemma 2.5. [26] Let $G$ be a graph and $v \in V(G)$, then we have $c(G - v) = c(G)$ if $v$ does not lie on a cycle of $G$, otherwise $c(G - v) \leq c(G) - 1$.

A matching $M$ in $G$ is a set of pairwise non-adjacent edges, that is, no two edges share a common vertex. A maximum matching is a matching that contains the largest possible number of edges. The cardinality of a maximum matching is called the matching number of $G$, denoted by $\mu(G)$. For a tree $T$ on at least two vertices, a vertex $u \in T$ is called a covered vertex in $T$, if all maximum matchings of $T$ that cover $u$; otherwise, $u$ is not a covered vertex in $T$.

Lemma 2.6. [7] Let $\Gamma$ be a signed graph of order $n$ and $T$ be a signed tree. Denote by $T(u) \odot^k \Gamma$ a signed graph which is obtained from $T \cup U$ by joining $u \in V(T)$ and arbitrary $k(1 \leq k \leq n)$ vertices of $\Gamma$.

1. If $u$ is a covered vertex in $T$, then $\eta(T(u) \odot^k \Gamma) = \eta(T) + \eta(\Gamma)$.
2. If $u$ is not a covered vertex in $T$, then $\eta(T(u) \odot^k \Gamma) = \eta(T) - 1 + \eta(\Gamma + u)$.

Lemma 2.7. Let $\Gamma$ be a signed graph with $V(\Gamma) = \{v_1, v_2, \cdots, v_n\}$. Denote by $\bar{\Gamma}$ the signed graph obtained from $\Gamma$ by replacing each $v_i$ of $\Gamma$ with an independent set of $m_i$ vertices $v_i^1, v_i^2, \cdots, v_i^{m_i}$ and $v_i^x \pm v_j^y$ in $\bar{\Gamma}$ if and only if $v_i \pm v_j$ in $\Gamma$, where $x \in \{1, 2, \cdots, m_i\}$ and $y \in \{1, 2, \cdots, m_j\}$. Then $r(\Gamma) = r(\bar{\Gamma})$.

Proof. Let $\bar{A}$ and $A$ be the adjacency matrix of $\bar{\Gamma}$ and $\Gamma$, respectively. It is easy to get $r(\bar{A}) = r(A)$ by performing elementary row transformation on $\bar{A}$. □

Lemma 2.8. [7] Let $v$ be a pendant vertex of $\Gamma$ and $u$ be the neighbour of $v$. Then $\eta(\Gamma) = \eta(\Gamma - v - u)$.  
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We have the following Lemma by Lemma 2.3 and Lemma 2.8.

Lemma 2.9. Let $\Gamma$ be a signed graph obtained from a signed path $P_m$ with $m \geq 2$ and a disjoint signed graph $H$ by identifying a pendant vertex of $P_m$ with a vertex of $H$. Then $m(\Gamma, \lambda) \leq m(H, \lambda) + 1$ for any $\lambda \in \mathbb{R}$.

Lemma 2.10. \cite{21} Let $\Gamma$ be a signed graph obtained from a signed cycle $C_s$ and a disjoint signed graph $H$ which are joined by a signed path $P_m$ with $m \geq 1$, i.e., identify one pendant vertex of $P_m$ with a vertex of $C_s$ and another with a vertex of $H$. Then $m(\Gamma, \lambda) \leq m(H, \lambda) + 2$ for any $\lambda \in \mathbb{R}$.

Lemma 2.11. \cite{21} Let $\Gamma$ be a simple signed graph obtained from a signed graph $H$ and a disjoint signed path $P_m$ with $m \geq 2$ by identifying two pendant vertices of $P_m$ respectively with two distinct vertices of $H$. Then $m(\Gamma, \lambda) \leq m(H, \lambda) + 2$ for any $\lambda \in \mathbb{R}$.

3 An upper bound on the nullity of signed graph

In this section, we mainly get an upper bound of the nullity $\eta(\Gamma)$ of signed graph $\Gamma$ in terms of the cyclomatic number $c(\Gamma)$ and the number of pendant vertices $p(\Gamma)$.

If a neighbor $y$ of $x \in V(G)$ has degree 2, i.e., $d(y) = 2$, it is called a 2-degree neighbor of $x$. By using the similar arguments of the proof of Lemma 2.6 in \cite{23}, we have the following result.

Lemma 3.1. Let $\Gamma$ be a connected signed graph with a vertex $x$. Let $r, m$ be the number of components containing 2-degree neighbors of $x$ and the number of 2-degree neighbors of $x$, respectively, and $s = \omega(\Gamma - x)$. Then

1. $d(x) + r \geq m + s$;
2. $2d(x) + r \geq m + 2s + 1$, if $x$ lies on a cycle of $\Gamma$;
3. $c(\Gamma - x) = c(\Gamma) - d(x) + s$.

We call $\Gamma$ a cycle-disjoint signed graph if any two distinct cycles of $\Gamma$ (if any) have no common vertices. Now, we give an upper bound on the nullity of signed graph.

Theorem 3.1. Let $\Gamma$ be a signed graph in which every component has at least two vertices.
Then
\[
\eta(\Gamma) \leq \begin{cases} 
2c(\Gamma) + p(\Gamma) - 1, & \text{if } p(\Gamma) \geq 1; \\
2c(\Gamma), & \text{if } p(\Gamma) = 0 \text{ and } \Gamma \text{ is a cycle-disjoint signed graph;} \\
2c(\Gamma) - 1, & \text{if } p(\Gamma) = 0 \text{ and some cycles have common vertices.}
\end{cases}
\]

Proof. We may assume that \( \Gamma \) is connected. We proceed by induction on \( n \), the order of \( \Gamma \) to prove the inequality. If \( n = 2 \), the result is obvious. Now we assume that \( n \geq 3 \) and the inequality holds for any connected signed graph \( \Gamma \) with order \( 2 \leq |V(\Gamma)| \leq n - 1 \). The proof is divided into three cases according to the parameter \( p(\Gamma) \).

Case 1. \( p(\Gamma) = 0 \).

In this case, \( \Gamma \) contains cycles. Let \( x \) be a vertex lying on a cycle, and let \( \Gamma - x = H_1 \cup \ldots \cup H_s \) be the connected components of \( \Gamma - x \).

Without loss of generality, let \( H_i \) be the components containing 2-degree neighbors of \( x \) for \( i = 1, \ldots, r \), and \( H_j \) be the components containing no 2-degree neighbors of \( x \) for \( j = r + 1, \ldots, s \). This arrangement implies that each \( H_i \) has pendant vertices, and each \( H_j \) has no pendant vertices. Since \( \Gamma \) has no pendant vertices, \( 2 \leq |V(H_i)| < |V(\Gamma)| \), then we have
\[
\eta(H_i) \leq 2c(H_i) + p(H_i) - 1 \quad \text{for } i = 1, 2, \ldots, r;
\]
\[
\eta(H_j) \leq 2c(H_j) \quad \text{for } j = r + 1, \ldots, s.
\]
by applying induction hypothesis to each component of \( \Gamma - x \).

By Lemma 2.3, we have
\[
\eta(\Gamma) \leq 1 + \eta(\Gamma - x) = 1 + \sum_{i=1}^{r} \eta(H_i) + \sum_{j=r+1}^{s} \eta(H_j).
\]
So
\[
\eta(\Gamma) \leq 1 + \sum_{i=1}^{r} (2c(H_i) + p(H_i) - 1) + \sum_{j=r+1}^{s} 2c(H_j)
\]
\[
= 1 - r + 2 \sum_{i=1}^{s} c(H_i) + \sum_{i=1}^{r} p(H_i),
\]
that is
\[
\eta(\Gamma) \leq 1 - r + 2c(\Gamma - x) + p(\Gamma - x).
\]
As $\Gamma$ has no pendant vertices, the number of pendant vertices of $\Gamma - x$ equals the number of 2-degree neighbors of $x$ in $\Gamma$, that is

$$p(\Gamma - x) = \sum_{i=1}^{r} p(H_i) = m,$$

where $m$ denotes the number of 2-degree neighbors of $x$, especially, if all the components of $\Gamma - x$ containing no 2-degree neighbors of $x$, then $m = 0$. Lemma 3.1 says that

$$c(\Gamma - x) = c(\Gamma) - d(x) + s.$$  

Then we have

$$\eta(\Gamma) \leq 2c(\Gamma) - [2d(x) - 2s + r - m - 1].$$  \hspace{1cm} (1)

Applying (2) of Lemma 3.1, we have $\eta(\Gamma) \leq 2c(\Gamma)$.

If two distinct cycles of $\Gamma$, say $C_1, C_2$, have common vertices, let $x$ be a common vertex of $C_1$ and $C_2$ such that $NC_1(x) \neq NC_2(x)$, then $d(x) \geq s + 2$. By (1) of Lemma 3.1, we have

$$2d(x) + r \geq 2s + m + 2.$$  \hspace{1cm} (2)

Substituting (2) to (1), we have $\eta(\Gamma) \leq 2c(\Gamma) - 1$.

In the following, we assume $p(\Gamma) \geq 1$.

**Case 2.** $p(\Gamma) = 1$.

Let $x$ be the pendant vertex and $y$ be the neighbour of $x$. By Lemma 2.8, we have $\eta(\Gamma) = \eta(\Gamma - x - y)$, and $c(\Gamma) = c(\Gamma - x - y)$,

If $d(y) = 2$, let $z$ be the other neighbour of $y$. When $d(z) = 2$, we have $p(\Gamma - x - y) = p(\Gamma) = 1$ and $c(\Gamma - x - y) = c(\Gamma)$. So, $\eta(\Gamma - x - y) \leq 2c(\Gamma - x - y) + p(\Gamma - x - y) - 1$ by applying induction hypothesis to $\Gamma - x - y$ (noting that $|V(\Gamma - x - y)| \geq 2$ since $\Gamma$ is assumed with at least 4 vertices). When $d(z) > 2$, we have $p(\Gamma - x - y) = p(\Gamma) - 1 = 0$. By applying induction hypothesis, we have

$$\eta(\Gamma) = \eta(\Gamma - x - y) \leq 2c(\Gamma - x - y) = 2c(\Gamma) + p(\Gamma) - 1.$$  

Now, only the case when $p(\Gamma) = 1$ and $d(y) \geq 3$ is left.

Let $\Gamma - y = H_1 \cup \ldots \cup H_s$ be the connected components of $\Gamma - y$.

Without loss of generality, let $H_i$ be the components containing 2-degree neighbors of $y$ for $i = 1, \ldots, r$, and $H_j$ be the components containing no 2-degree neighbors of $y$ for
\( j = r + 1, \ldots, s \), and \( H_s \) contains the unique pendant vertex \( x \). This arrangement implies that each \( H_i \) (for \( i = 1, \ldots, r \)) has pendant vertices, and each \( H_j \) (for \( j = r + 1, \ldots, s - 1 \)) has at least two vertices and has no pendant vertices. The induction hypothesis to \( H_i \) (for \( i = 1, \ldots, s - 1 \)) allows us to assume

\[
\eta(H_i) \leq 2c(H_i) + p(H_i) - 1 \quad \text{for} \quad i = 1, 2, \ldots, r; \\
\eta(H_j) \leq 2c(H_j) \quad \text{for} \quad j = r + 1, \ldots, s - 1.
\]

From \( \eta(\Gamma) = \eta(\Gamma - x - y) \) we have

\[
\eta(\Gamma) = \sum_{i=1}^{r} \eta(H_i) + \sum_{j=r+1}^{s-1} \eta(H_j).
\]

So

\[
\eta(\Gamma) \leq \sum_{i=1}^{r} (2c(H_i) + p(H_i) - 1) + \sum_{j=r+1}^{s-1} 2c(H_j),
\]

from which we have

\[
\eta(\Gamma) \leq -r + 2 \sum_{i=1}^{r} c(H_i) + \sum_{i=1}^{r} p(H_i).
\]

Since \( x \) is the unique pendant vertex of \( \Gamma \), the number of pendant vertices of \( \Gamma - y \) equals the number of 2-degree neighbors of \( y \) in \( \Gamma \). Thus

\[
p(\Gamma - y) = \sum_{i=1}^{r} p(H_i) = m,
\]

where \( m \) denotes the number of 2-degree neighbors of \( y \) in \( \Gamma \), especially, if all the components of \( \Gamma - y \) containing no 2-degree neighbors of \( y \), then \( m = 0 \). Observing that \( c(H_s) = 0 \) and applying Lemma 3.1, we have

\[
\sum_{i=1}^{s-1} c(H_i) = \sum_{i=1}^{s} c(H_i) = c(\Gamma - y) = c(\Gamma) - d(y) + s.
\]

Then we have

\[
\eta(\Gamma) \leq 2c(\Gamma) - [2d(y) + r - 2s - m]. \quad (3)
\]

Lemma 3.1 says \( d(y) + r - s - m \geq 0 \). Clearly, \( d(y) \geq s \). Thus

\[
2d(y) + r - 2s - m \geq 0. \quad (4)
\]

Combining (3) and (4), we have \( \eta(\Gamma) \leq 2c(\Gamma) \). As \( p(\Gamma) = 1 \), we obtain the required inequality \( \eta(\Gamma) \leq 2c(\Gamma) + p(\Gamma) - 1 \).
Case 3. \( p(\Gamma) \geq 2. \)

Let \( x \) be a pendant vertex and \( y \) be a neighbour of \( x \). By Lemma 2.3 we have

\[
\eta(\Gamma) \leq \eta(\Gamma - x) + 1.
\]

As \( \Gamma - x \) has pendant vertices, the induction hypothesis to \( \Gamma - x \) says

\[
\eta(\Gamma - x) \leq 2c(\Gamma - x) + p(\Gamma - x) - 1.
\]

Obviously, \( c(\Gamma - x) = c(\Gamma) \).

If \( d(y) > 2 \), then

\[
p(\Gamma - x) = p(\Gamma) - 1.
\]

So we have \( \eta(\Gamma) \leq 2c(\Gamma) + p(\Gamma) - 1. \)

Now suppose \( d(y) = 2 \). Then we have \( \eta(\Gamma) = \eta(\Gamma - x - y), c(\Gamma - x - y) = c(\Gamma) \), and \( 1 \leq p(\Gamma) - 1 \leq p(\Gamma - x - y) \leq p(\Gamma) \). By using induction hypothesis to \( \Gamma - x - y \), we have

\[
\eta(\Gamma) = \eta(\Gamma - x - y) \leq 2c(\Gamma - x - y) + p(\Gamma - x - y) - 1 = 2c(\Gamma) + p(\Gamma) - 1.
\]

\[\square\]

4 Auxiliary results for the characterization of the extremal signed graph

An internal path of \( \Gamma \) is a path whose internal vertices (except end vertices) have degree 2 and a major vertex of \( \Gamma \) is a vertex with degree at least 3. Cycle \( C \) is called pendant in \( \Gamma \) if the cycle contains a unique major vertex of \( \Gamma \).

Lemma 4.1. (1) Suppose \( P_6 = v_1v_2v_3v_4v_5v_6 \) is a path with four internal vertices of degree 2 in signed graph \( \Gamma \). Let \( \Gamma' \) be the signed graph obtained by replacing \( P_6 \) with a new edge \( v_1v_6 \) with sign \( \sigma(P_6) \). Then \( \eta(\Gamma) = \eta(\Gamma') \).

(2) Suppose \( C_t \) is a pendant cycle with nullity 2 in \( \Gamma \). Let \( \Gamma' \) be the signed graph obtained by replacing \( C_t \) with a quadrangle with nullity 2. Then \( \eta(\Gamma) = \eta(\Gamma') \).

Proof. (1) The sign of edge \( v_iv_{i+1} \) is denoted by \( \sigma_{i,i+1}, i = 1,2,3,4,5 \). Arranging the
vertices of $\Gamma$ such that the adjacency matrix of $\Gamma$ is

$$A(\Gamma) = \begin{pmatrix} A_1 & \alpha & 0 & 0 & 0 & 0 & \beta \\ \alpha^T & 0 & \sigma_{1,2} & 0 & 0 & 0 & 0 \\
0 & \sigma_{1,2} & 0 & \sigma_{2,3} & 0 & 0 & 0 \\
0 & 0 & \sigma_{2,3} & 0 & \sigma_{3,4} & 0 & 0 \\
0 & 0 & 0 & \sigma_{3,4} & 0 & \sigma_{4,5} & 0 \\
0 & 0 & 0 & 0 & \sigma_{4,5} & 0 & \sigma_{5,6} \\
\beta^T & 0 & 0 & 0 & 0 & \sigma_{5,6} & 0 \end{pmatrix}.$$ 

By performing elementary row transformation on the matrix $A(\Gamma)$, we have

$$B = \begin{pmatrix} A_1 & \alpha & 0 & 0 & 0 & 0 & \beta \\ \alpha^T & 0 & 0 & 0 & 0 & 0 & \sigma'_{1,6} \\
0 & \sigma_{1,2} & 0 & \sigma_{2,3} & 0 & 0 & 0 \\
0 & 0 & \sigma_{2,3} & 0 & \sigma_{3,4} & 0 & 0 \\
0 & 0 & 0 & \sigma_{3,4} & 0 & \sigma_{4,5} & 0 \\
0 & 0 & 0 & 0 & \sigma_{4,5} & 0 & \sigma_{5,6} \\
\beta^T & \sigma'_{1,6} & 0 & 0 & 0 & 0 & 0 \end{pmatrix},$$

where $\sigma'_{1,6} = \sigma_{1,2}\sigma_{2,3}\sigma_{3,4}\sigma_{4,5}\sigma_{5,6}$. Then we have $r(A(\Gamma)) = r(B)$.

Write

$$C = \begin{pmatrix} A_1 & \alpha & 0 & 0 & 0 & 0 & \beta \\ \alpha^T & 0 & 0 & 0 & 0 & 0 & \sigma'_{1,6} \\
\beta^T & \sigma'_{1,6} & 0 & 0 & 0 & 0 & 0 \end{pmatrix}$$

and

$$D = \begin{pmatrix} A_1 & \alpha & \beta \\ \alpha^T & 0 & \sigma'_{1,6} \\
\beta^T & \sigma'_{1,6} & 0 \end{pmatrix}.$$ 

Then $r(B) = r(C) + 4$, $r(C) = r(D)$ and $D = A(\Gamma')$, thus (1) holds.

(2) The proof of (2) is similar to (1).

For a signed tree $T$ with at least two vertices, it follows from Theorem 3.1 that $\eta(T) \leq p(T) - 1$. When $p(T) = 2$, $T$ becomes a path, then by Lemma 2.1, the equality holds if and only if $T$ is an even path. When $p(T) \geq 3$, by Lemma 3.1 in [6] and Lemma 2.12, we have the following Lemma which gives a characterization of signed trees with nullity $p(T) - 1$. 
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**Lemma 4.2.** Let $T$ be a signed tree with $p(T)(\geq 3)$ leaves. Then $\eta(T) = p(T) - 1$ if and only if $T$ satisfies the following two conditions:

(i) All internal paths from a leaf to a major vertex are odd.

(ii) Let $P(u,v)$ be an internal path from any leaf $u$ of $T$ to a major vertex $v$. Then $T' = T - (P(u,v) - v)$ is a tree with nullity $p(T') - 1$, and $v$ is a covered vertex of $T'$.

By slightly modifying the proofs of Lemma 3.4 in [6], we have the following Lemma for signed graph.

** Lemma 4.3.** Let $\Gamma$ be a connected leaf-free signed graph with $c(\Gamma) \geq 3$. If $\eta(\Gamma) = 2c(\Gamma) - 1$, then $\Gamma$ contains a cut-vertex.

Let $H$ and $K$ be two disjoint signed graphs, the signed graph $(H,v;K,u)$ be regarded as a coalescence of $H$ and $K$, obtained by identifying a vertex $v$ of $H$ with a vertex $u$ of $K$.

By slightly modifying the proofs of Lemma 3.1 and Lamma 3.2 in [15], we have the following results for signed graph.

**Lemma 4.4.** Let $\Gamma = (H,v;K,u)$, then $\eta(\Gamma) \leq \eta(K) + \eta(H - v) + 1$.

**Lemma 4.5.** Let $H$ and $K$ be two disjoint signed graphs. If $\Gamma$ is obtained from $H$ and $K$ by connecting one vertex $v$ of $H$ and one vertex $u$ of $K$ with a path $P_m (m \geq 2)$, then $\eta(\Gamma) \leq \eta(H) + \eta(K) + 1$.

For convenience, a signed graph $\Gamma$ will be said to be $2^+$-deficient if $\eta(\Gamma) \leq 2c(\Gamma) + p(\Gamma) - 2$, and it will be said to be 1-deficient if $\eta(\Gamma) = 2c(\Gamma) + p(\Gamma) - 1$. By slightly modifying the proofs of Lemma 3.3 and Lemma 3.4 in [15], we have the following Lemmas for signed graph.

**Lemma 4.6.** Let $\Gamma = (H,v;K,u)$, if $K$ is $2^+$-deficient, then so is $\Gamma$.

**Lemma 4.7.** Let $\Gamma = (T,v;H,u)$, where $v$ be a leaf of a 1-deficient tree $T$, $T$ and $H$ be two disjoint signed graph. Then $\eta(\Gamma) = \eta(H) + p(T) - 2$.

1-deficient trees have been characterized by Lemma 4.2, now we characterize 1-deficient unicyclic signed graphs by referring to Lemma 3.5 in [15].

**Lemma 4.8.** Let $\Gamma$ be a unicyclic signed graph with a unique cycle $C_m$. Then $\Gamma$ is 1-deficient if and only if $\Gamma$ is obtained from a 1-deficient tree $T$ with at least three vertices by attaching $C_m$ with nullity 2 at a leaf $x$ of $T$. 
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By slightly modifying the proofs of Lemma 3.6 and Lemma 3.7 in [15], we give the following two lemmas to study structural properties of 1-deficient graphs.

**Lemma 4.9.** Let $\Gamma$ be a 1-deficient connected signed graph with $C_m$ as a block. Then

1. $\eta(C_m) = 2$;
2. Either $C_m$ is a pendant cycle of $\Gamma$, or $\Gamma = \infty(m, k, 1)$ such that the nullity of each cycle of $\Gamma$ is 2.

**Lemma 4.10.** If $\Gamma$ is a 1-deficient connected signed graph, then the nullity of each cycle $C_m$ in $\Gamma$ is 2.

5 Characterization of the extremal signed graph

In this section, we characterize the corresponding extremal signed graph in Theorem 3.1.

Firstly, we characterize the signed graph with nullity $2c(\Gamma) + p(\Gamma)$.

**Theorem 5.1.** Let $\Gamma$ be a signed graph in which every component contains at least two vertices, then $\eta(\Gamma) = 2c(\Gamma) + p(\Gamma)$ if and only if every component of $\Gamma$ is a signed cycle with nullity 2.

**Proof.** The sufficiency is obvious.

Now we prove the sufficiency part.

Firstly, we have $\eta(H) \leq 2c(H) + p(H)$ for any connected component $H$ of $\Gamma$ by Theorem 3.1. According to $\eta(\Gamma) = 2c(\Gamma) + p(\Gamma)$, we have $\eta(H) = 2c(H) + p(H)$ for any component $H$ of $\Gamma$. Next, we will prove that every component $H$ of $\Gamma$ is a signed cycle with nullity 2. For a given component $H$ of $\Gamma$, we know $H$ contains no pendant vertices and distinct signed cycles of $H$ (if any) have no common vertices, otherwise if $H$ has pendant vertices, then $\eta(H) \leq 2c(H) + p(H) - 1$ by Theorem 3.1, a contradiction with $\eta(H) = 2c(H) + p(H)$, Similarly, distinct signed cycles of $H$ (if any) have no common vertices. If we can prove that $H$ is just a unicyclic signed graph, then $H$ must be a signed cycle with nullity 2 (by Lemma 2.2). For a contradiction, we assume $H$ contains at least two signed cycles.

For $x, y \in V(H)$, we denote by $d(x, y)$ the length of a shortest path between $x$ and $y$. By $C_H$ denote the set of signed cycles of $H$. Let $C_1 \neq C_2 \in C_H$, set
\[ d(C_1, C_2) = \min \{ d(x, y) : x \in V(C_1), y \in V(C_2) \} \]

and set
\[ d(C_H) = \max \{ d(C_1, C_2) : C_1 \neq C_2 \in C_H \}. \]

Taking \( x \in V(C_1), y \in V(C_2) \) such that \( d(x, y) = d(C_1, C_2) = d(C_H) \). Then \( x \) is a unique vertex of \( C_1 \) with degree 3, and \( x \) is a cut-point of \( H \). Suppose the size of \( C_1 \) is \( l \), that is \( C_1 = C_l \), then \( H - x \) has \( P_{l-1} \) as a component. Denote \( H - P_{l-1} \) by \( H_1 \). Then
\[ \theta(H_1) = c(H) - 1, \quad p(H_1) = 1, \]
and it is from Theorem 3.1 that
\[ \eta(H_1) \leq 2c(H_1) + p(H_1) - 1 = 2c(H_1). \]

**Case 1.** \( l \equiv 0(\text{mod} \ 4) \)

If \( C_l \) is positive, then \( \eta(P_{l-1}) = 1 = \eta(C_1) - 1 \), thus we have by Lemma 2.4(1) that
\[ \eta(H) = \eta(P_{l-1}) + \eta(H_1), \]
from which it follows that
\[ 2c(H) = 2(c(H_1) + 1) \leq 1 + 2c(H_1), \]
a contradiction.

If \( C_l \) is negative, then \( \eta(P_{l-1}) = 0 \) and \( \eta(C_1) = 1 \). As \( \eta(P_{l-1}) = \eta(C_1) + 1 \), we have by Lemma 2.4(2) that
\[ \eta(H) = \eta(H - x) - 1 = \eta(P_{l-1}) + \eta(H_2) - 1 = \eta(H_2), \]
where \( H_2 = H - C_1 \). Let \( z \) be the adjacent vertex of \( x \) outside \( C_1 \). If \( d(z) = 2 \), then \( z \) is a pendant vertex of \( H_2 \); and if \( d(z) \geq 3 \), then \( z \) is not a pendant vertex of \( H_2 \). In both cases, \( p(H_2) \leq 1 \). Applying Theorem 3.1, we have
\[ \eta(H_2) \leq 2c(H_2). \]
then we have
\[ 2c(H) = \eta(H) = \eta(H_2) \leq 2c(H_2), \]
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a contradiction to $c(H) = c(H_2) + 1$.

**Case 2.** $l \equiv 2 \pmod{4}$

If $C_l$ is positive, then $\eta(P_{l-1}) = 1$ and $\eta(P_{l-1} + x) = 0$, that is $\eta(P_{l-1}) = \eta(P_{l-1} + x) + 1$, thus by Lemma 2.4(2) we have

$$
\eta(H) = \eta(H - x) - 1 = \eta(P_{l-1}) + \eta(H_2) - 1 = \eta(H_2),
$$

(5)

where $H_2 = H - C_1$. Let $z$ be the adjacent vertex of $x$ outside $C_1$. If $d(z) = 2$, then $z$ is a pendant vertex of $H_2$; and if $d(z) \geq 3$, then $z$ is not a pendant vertex of $H_2$. In both cases, $p(H_2) \leq 1$. Applying Theorem 3.1, we have

$$
\eta(H_2) \leq 2\theta(H_2).
$$

(6)

Combining (5) and (6), we have

$$
2c(H) = \eta(H) = \eta(H_2) \leq 2c(H_2),
$$

a contradiction to $c(H) = c(H_2) + 1$.

If $C_l$ is negative, then $\eta(P_{l-1}) = 1$ and $\eta(C_1) = \eta(P_{l-1} + x) = 2$, that is $\eta(P_{l-1}) = \eta(C_1) - 1$, thus we have by Lemma 2.4(1) that

$$
\eta(H) = \eta(P_{l-1}) + \eta(H_1),
$$

from which it follows that

$$
2c(H) = \eta(H) = \eta(P_{l-1}) + \eta(H_1) \leq 1 + 2c(H_1),
$$

also a contradiction.

**Case 3.** $l$ is odd.

Then by Lemma 2.3 we have

$$
\eta(H) \leq \eta(H - x) + 1 = \eta(P_{l-1}) + \eta(H_2) + 1 = \eta(H_2) + 1,
$$

(7)

substituting $\eta(H) = 2c(H) = 2c(H_2) + 2$ and $\eta(H_2) \leq 2c(H_2)$ to (7) we have

$$
2c(H_2) + 2 \leq 2c(H_2) + 1,
$$

so, we get a contradiction.
By slightly modifying the proofs of Lemma 3.2 and Corollary 3.3 in [6], we have the following results.

**Lemma 5.1.** Let $\Gamma$ be a connected leaf-free signed graph which is obtained from two signed graphs $\Gamma_1$ and $\Gamma_2$ by identifying the unique common vertex $u$. If $\Gamma_1$ is a block of $\Gamma$ with $\eta(\Gamma_1) \leq 2c(\Gamma_1) - 2$ and $\Gamma_2$ is a signed graph with $c(\Gamma_2) \geq 2$, then $\eta(\Gamma) \leq 2c(\Gamma) - 2$.

**Corollary 5.1.** Let $\Gamma$ be a connected leaf-free signed graph with $c(\Gamma) \geq 3$ and $\eta(\Gamma) = 2c(\Gamma) - 1$. If $\Gamma$ contains a pendant cycle $C_t$, then $\eta(C_t) = 2$.

A bicyclic graph is a simple connected graph in which the number of edges equals the number of vertices plus one. There are two basic bicyclic graphs: $\infty$-graph and $\theta$-graph. An $\infty$-graph, denoted by $\infty(p, q, l)$, is obtained from two vertex-disjoint cycles $C_p$ and $C_q$ by connecting one vertex of $C_p$ and one of $C_q$ with a path $P_l$ of length $l - 1$ (in the case of $l = 1$, identifying the above two vertices); and a $\theta$-graph, denoted by $\theta(p, q, l)$, is a union of three internally disjoint paths $P_{p+1}, P_{q+1}, P_{l+1}$ of length $p, q, l$ respectively, with common end vertices, where $p, q, l \geq 1$ and at most one of them is 1. Observe that any bicyclic graph $G$ is obtained from an $\infty$-graph or a $\theta$-graph (possibly) by attaching trees to some of its vertices.

Now we give the characterization of the leaf-free bicyclic signed graph with nullity 3.

**Theorem 5.2.** Let $\Gamma$ be a leaf-free bicyclic signed graph. Then $\eta(\Gamma) = 2c(\Gamma) - 1 = 3$ if and only if $\Gamma \cong \infty(l, k, x)$ or $\theta(l', x', k')$, where the nullity of each cycle of $\Gamma$ is 2, and $x$ is odd, $l', x', k'$ are even.

**Proof.** Since $\Gamma$ is a leaf-free bicyclic signed graph and $\eta(\Gamma) = 2c(\Gamma) + p(\Gamma) - 1 = 3$, $\Gamma$ is 1-deficient and $\Gamma \cong \infty(l, k, x)$ or $\theta(l', x', k')$. By Lemma 4.10, we know the nullity of each cycle $C_l$ of $\Gamma$ is 2.

**Case 1.** $\Gamma \cong \infty(l, k, x)$. (See Fig. 1)

Observe that $v_1$ is a cut-vertex of $\Gamma$, and $\eta(C_l) - 1 = \eta(C_l - v_1) = 1$ by Lemma 2.1 and 2.2, set $\Gamma_1 = \Gamma - (C_l - v_1)$, then we have $\eta(\Gamma) = \eta(C_l - v_1) + \eta(\Gamma_1)$ (using Lemma 2.4(1)), thus $\eta(\Gamma_1) = 2$.

If $x$ is even, then $\eta(\Gamma_1) = \eta(\Gamma_1 - v_1 - v_2) = \cdots = \eta(\Gamma_1 - P_x) = 1$ by applying Lemma 2.9 repeatedly, a contradiction, thus $x$ is odd.

Conversely, if $\Gamma \cong \infty(l, k, x)$, where $\eta(C_l) = \eta(C_k) = 2$ and $x$ is odd, Observe that $v_1$ is a cut-vertex of $\Gamma$, and $\eta(C_l) - 1 = \eta(C_l - v_1) = 1$ by Lemma 2.1 and 2.2, set
Fig. 1  \( \Gamma \)

\[ \Gamma_1 = \Gamma - (C_l - v_1), \text{ then we have } \eta(\Gamma) = \eta(C_l - v_1) + \eta(\Gamma_1) \] (using Lemma 2.4(1)), further
\[ \eta(\Gamma_1) = \eta(\Gamma_1 - v_1 - v_2) = \cdots = \eta(C_k) = 2 \] by applying Lemma 2.8 repeatedly, thus
\[ \eta(\Gamma) = 3 = 2c(\Gamma) - 1. \]

Case 2. \( \Gamma \cong \theta(l', x', k') \), where \( \eta(C_{l' + x'}) = \eta(C_{x' + k'}) = 2 \) and \( l', x', k' \) are even. (See fig. 1)

Case 2.1. \( \sigma(C_{l' + x'}) = \sigma(C_{k' + x'}) = + \), then \( l' + x' \equiv 0 (mod 4) \) and \( k' + x' \equiv 0 (mod 4) \).

If \( l' \) is odd, then \( k', x' \) are odd. By Lemma 2.3, we have \( \eta(\Gamma) \leq \eta(\Gamma - u) + 1 \), thus
\[ \eta(\Gamma - u) \geq 2, \] whereas \( \eta(\Gamma - u) = 0 \) by applying Lemma 2.8 repeatedly, a contradiction, so
\( l', x', k' \) are even.

If \( l' \equiv 0 (mod 4) \), then \( k' = x' \equiv 0 (mod 4) \), by applying Lemma 4.1 repeatedly, we have
\[ \eta(\Gamma) = \eta(\theta(4, 4, 4)), \] where each cycle of \( \theta(4, 4, 4) \) is positive. By calculations, we can easily
know \( \eta(\theta(4, 4, 4)) = 3 \). If \( l' \equiv 2 (mod 4) \), then \( k' = x' \equiv 2 (mod 4) \), the proof is similar to the foregoing.

As for \( \sigma(C_{l' + x'}) = \sigma(C_{k' + x'}) = - \) or \( \sigma(C_{l' + x'}) = - \) and \( \sigma(C_{k' + x'}) = + \), the proof is
similar to case 2.1.

According to above discussion, the conclusion holds. \( \square \)

By slightly modifying the proofs of Lemma 3.8 in \([15]\) and Lemma 3.4 in \([6]\), we have
the following Lemmas for signed graph.

Lemma 5.2. Let \( \Gamma = \theta(k, l, m) \) be a bicyclic signed graph such that the nullity of each cycle
of $\Gamma$ is 2 and $k, l, m$ are even, then $\eta(\Gamma - v) = 2$ for any vertex $v$ in $\Gamma$.

**Lemma 5.3.** Let $\Gamma$ be a connected leaf-free signed graph with $c(\Gamma) \geq 3$. If $\eta(\Gamma) = 2c(\Gamma) - 1$, then

1. $\Gamma$ contains a cut-vertex and a pendant cycle.

2. Let $C_i$ be a pendant cycle and $H_1$ be the maximal leaf-free subgraph of $\Gamma - C_i$. Then the internal path connecting $\Gamma$ and $H_1$ is odd.

Secondly, we give the characterization of the connected leaf-free signed graph with nullity $2c(\Gamma) - 1$ and $c(\Gamma) \geq 3$.

**Theorem 5.3.** Let $\Gamma$ be a connected leaf-free signed graph with $c(\Gamma) \geq 3$. Then $\eta(\Gamma) = 2c(\Gamma) - 1$ if and only if $\Gamma$ is a signed graph which is obtained from a tree $T$ with $p(T) = c(\Gamma)$ and $\eta(T) = p(T) - 1$ by attaching a cycle with nullity 2 on each leaf of $T$.

**Proof.** We first prove the sufficiency part. Let $T$ be a tree with $p(T) = c(\Gamma)$ and $\eta(T) = p(T) - 1$. Let $v_1, \ldots, v_{p(T)}$ be all leaves of $T$. $\Gamma$ is a signed graph obtained from $T$ by attaching a cycle with nullity 2, say $C_i$, on each $v_i (i \in \{1, \ldots, p(T)\})$. Firstly, we replace each $C_i$ of $\Gamma$ by a quadrangle $C_i^4$ with nullity 2, and denote the resulting signed graph by $\Gamma^*$. Then by Lemma 4.1, we have $\eta(\Gamma) = \eta(\Gamma^*)$. Secondly, let $\Gamma^{**}$ be a signed graph which is obtained from $\Gamma^*$ by removing one vertex of each $C_i^4, (i \in \{1, \ldots, p(T)\})$ which is adjacent to $v_i$. Then by Lemma 2.7, $r(\Gamma^*) = r(\Gamma^{**})$. Moreover, by applying Lemma 2.8 several times, we have $\eta(\Gamma^{**}) = \eta(T) = p(T) - 1 = c(\Gamma) - 1$. Therefore,

\[
\eta(\Gamma) = 2c(\Gamma) - 1.
\]

Now we will prove the necessity part. By Lemma 5.3(1) and Corollary 5.1, we know $\Gamma$ contains a pendant cycle $C$ with the nullity 2.

Next, we prove the conclusion by induction on $c(\Gamma)$.

When $c(\Gamma) = 3$, if there is only one pendant cycle in $\Gamma$, say $C_1$, then $\Gamma$ can be regarded as a signed graph obtained from $C_1$ and $\theta \cong \theta(l, x, k)$ by connecting $v_1 \in V(C_1)$ and $v_s \in V(\theta)$ with a path $P(v_1, \ldots, v_s), s \geq 1$ (See Fig. 2).
By Lemma 5.3(2), $s - 1$ is odd, then we have $\eta(C_1) = \eta(C_1 + \{v_2, \cdots, v_{s-1}\})$ and

$\eta(C_1 - v_1) = \eta((C_1 - v_1) + \{v_1, \cdots, v_s\}) = \eta(C_1 + \{v_2, \cdots, v_s\})$ by applying Lemma 2.8 several times. Moreover, by Lemma 2.1 and 2.2, we have $\eta(C_1) = \eta(C_1 - v_1) + 1$. Therefore, $v_s$ is a cut-vertex of $\Gamma$ such that $\eta(C_1 + \{v_2, \cdots, v_{s-1}\}) = \eta(C_1 + \{v_2, \cdots, v_s\}) + 1$. By Lemma 2.4(2), we have

$$\eta(\Gamma) = \eta(\Gamma - v_s) - 1$$

$$= \eta(C_1 + \{v_2, \cdots, v_{s-1}\}) + \eta(\theta - v_s) - 1$$

$$= \eta(C_1) + \eta(\theta - v_s) - 1$$

$$= 2 + \eta(\theta - v_s) - 1$$

$$= \eta(\theta - v_s) + 1.$$  

When $\Gamma$ is the first graph in Fig. 2, clearly, $\theta - v_s$ is a tree with at most 3 leaves. By Theorem 3.1, we have $\eta(\theta - v_s) \leq 3 - 1 = 2$. Then we have $\eta(\Gamma) = \eta(\theta - v_s) + 1 \leq 2 + 1 \neq 5$, a contradiction.

When $\Gamma$ is the second graph in Fig. 2, $\theta - v_s$ is a connected unicyclic signed graph and at most 2 leaves. By Theorem 3.1, we have $\eta(\theta - v_s) \leq 2e(\theta - v_s) + 2 - 1 = 3$. Then we have $\eta(\Gamma) = \eta(\theta - v_s) + 1 \leq 3 + 1 \neq 5$, a contradiction.

If there are exactly two pendant cycles in $\Gamma$, say $C_1$ and $C_2$, then $\Gamma$ can be regarded as a graph shown in top of Fig. 3.

By Corollary 5.1, $\eta(C_1) = \eta(C_1) = 2$. We replace $C_i (i = 1, 2)$ of $\Gamma$ by a quadrangle $C_i^4$, and denote the resulting signed graph shown in middle of Fig. 4 by $\Gamma^*$, where $\eta(C_i^4) = 2$. Then by Lemma 4.1, we have $\eta(\Gamma) = \eta(\Gamma^*)$. Let $\Gamma^{**}$ be a signed graph which is obtained from $\Gamma^*$ by removing $x \in V(C_i^4)$ and $y \in V(C_i^4)$ (See third graph in Fig. 3). Then by
Lemma 2.7, \( r(\Gamma^*) = r(\Gamma^{**}) \). Therefore,

\[
\eta(\Gamma) = \eta(\Gamma^*) = n(\Gamma^*) - r(\Gamma^*) = (n(\Gamma^{**}) + 2) - r(\Gamma^{**}) = n(\Gamma^{**}) + 2.
\]

Then, \( \eta(\Gamma^{**}) = 3 \). However, by Lemma 5.3(2), \( P(v_1, \cdots, v_s) \) and \( P(u_1, \cdots, u_t) \) in \( \Gamma^{**} \) is odd, that is, \( t \) and \( s \) are even. By applying Lemma 2.8 repeatedly, we have \( \eta(\Gamma^{**}) \leq 2 \), which leads to a contradiction. Therefore, all cycles of \( \Gamma \) are pendant cycles.

Let \( C_1, C_2 \) and \( C_3 \) be all pendant cycles of \( \Gamma \). By Corollary 5.1, \( \eta(C_i) = 2(i = 1, 2, 3) \).

Similarly, we replace each \( C_i(i = 1, 2, 3) \) of \( \Gamma \) by a quadrangle \( C_i^4 \) with the nullity 2, and denote the resulting graph by \( \Gamma^* \). Then by Lemma 4.1, we have \( \eta(\Gamma) = \eta(\Gamma^*) \). We continue to delete one vertex from each \( C_i^4 \) which is adjacent to a vertex with degree 3 and denote the resulting signed graph by \( \Gamma^{**} \). We know that \( \Gamma^{**} \) is a tree with 3 leaves. By Lemma 2.8, \( r(\Gamma^*) = r(\Gamma^{**}) \). Therefore,

\[
\eta(\Gamma) = \eta(\Gamma^*) = n(\Gamma^*) - r(\Gamma^*) = (n(\Gamma^{**}) + 3) - r(\Gamma^{**}) = \eta(\Gamma^{**}) + 3.
\]

Then, \( \eta(\Gamma^{**}) = \eta(\Gamma) - 3 = 2 \). It means that \( \Gamma^{**} \) is a tree with 3 leaves and \( \eta(\Gamma^{**}) = 2 \). Thus, \( \Gamma \) is a signed graph which is obtained from a tree \( T \) with \( p(T) = 3 \) and \( \eta(T) = p(T) - 1 = 2 \) by attaching a cycle with nullity 2 on each leaf of \( T \).
We assume that the result holds when \( c(\Gamma) < c \). Now we consider the case \( c(\Gamma) = c \) \((c \geq 4)\).

Let \( H \) be the maximal leaf-free subgraph of \( \Gamma - C \). Then \( \Gamma \) can be regarded as a signed graph which is obtained from \( C \) and \( H \) by connecting \( v_1 \in V(C) \) and \( v_l \in V(H) \) with a path \( P(v_1, v_2, \cdots, v_l) \) \((l \geq 2)\), by Lemma 5.3(2), \( l \) is even (See Fig. 4).

![Fig. 4 \( \Gamma \)](image)

Firstly, we have \( \eta(H) \leq 2c(H) - 1 \) by Theorem 3.1. Secondly, we have \( \eta(C) = \eta(C + \{v_2, \cdots, v_{l-1}\}) \) and \( \eta(C - v_1) = \eta((C - v_1) + \{v_1, \cdots, v_l\}) = \eta(C + \{v_2, \cdots, v_l\}) \) by applying Lemma 2.8 several times. Therefore, \( v_l \) is a cut-vertex of \( \Gamma \) such that \( \eta(C + \{v_2, \cdots, v_{l-1}\}) = \eta(C) = \eta(C - v_1) + 1 = \eta(C + \{v_2, \cdots, v_l\}) + 1 \). If \( \eta(H) \leq 2c(H) - 2 \), by Lemma 2.4(2), we have

\[
\eta(\Gamma) = \eta(\Gamma - v_l) - 1 \\
= \eta(C + \{v_2, \cdots, v_{l-1}\}) + \eta(H - v_l) - 1 \\
\leq \eta(C) + (\eta(H) + 1) - 1 \\
\leq 2 + (2c(H) - 2) + 1 - 1 \\
= 2(c(\Gamma) - 1) = 2c(\Gamma) - 2
\]
a contradiction. Thus \( \eta(H) \leq 2c(H) - 1 \).

Since \( c(H) = c(\Gamma) - 1 = c - 1 < c \), by the induction assumption, \( H \) is a signed graph obtained from a tree \( T' \) with \( p(T') = c - 1 \) and \( \eta(T') = p(T') - 1 \) by attaching a cycle with nullity 2 on each leaf of \( T' \) (See Fig. 5). It means that all \( c - 1 \) cycles of \( H \) are pendant cycles. Therefore, \( \Gamma \) has at least \( c - 1 \) pendant cycles.

If there are exactly \( c - 1 \) pendant cycles in \( \Gamma \), then \( \Gamma \) can be regarded as a signed graph in Fig. 5. Similarly, we replace \( C_i(i = 1, \cdots, c - 1) \) of \( \Gamma \) by a quadrangle with nullity 2, the resulting signed graph is denoted by \( \Gamma^* \), then by Lemma 4.1, we have \( \eta(\Gamma^*) = \eta(\Gamma) \). Removing one vertex from each quadrangle which is adjacent to a vertex with degree 3, the resulting graph is denoted by \( \Gamma^{**} \), then by Lemma 2.7, we have \( r(\Gamma^*) = r(\Gamma^{**}) \). Then,
\[\eta(\Gamma^{**}) = c\] by calculations. However, \(\eta(\Gamma^{**}) < c\). In fact, by Lemma 4.2(2), \(v\) is a covered vertex in \(T''\) and \(\eta(T'') = p(T'') - 1\). It follows from Lemma 2.6(1), we have \(\eta(\Gamma^{**}) = \eta(T'') + \eta(\Gamma^{**} - T'')\). By Lemma 5.3(2), \(P_1\) and \(P_2\) are odd in \(\Gamma^{**}\). Then we have \(\eta(\Gamma^{**} - T'') = 1\) by applying Lemma 2.8 repeatedly. Thus, \(\eta(\Gamma^{**}) = \eta(T'') + \eta(\Gamma^{**} - T'') = (p(T'') - 1) + 1 = p(T'') = c - 2 < c\).

Therefore, all cycles of \(\Gamma\) are pendant cycles, and the nullity of each cycle is 2. Similarly, we replace each cycle of \(\Gamma\) by a quadrangle with nullity 2, and denote the resulting signed graph by \(\Gamma^*\). Then by Lemma 4.1, we have \(\eta(\Gamma) = \eta(\Gamma^*)\). We continue to delete one vertex from each cycle which is adjacent to a vertex with degree 3 and the resulting graph is denoted by \(\Gamma^{**}\). Clearly, \(\Gamma^{**}\) is a tree with \(c\) leaves. By Lemma 2.7, \(r(\Gamma^*) = r(\Gamma^{**})\). Therefore,

\[\eta(\Gamma) = \eta(\Gamma^*) = n(\Gamma^*) - r(\Gamma^*) = (n(\Gamma^{**}) + c) - r(\Gamma^{**}) = \eta(\Gamma^{**}) + c.\]

Then, \(\eta(\Gamma^{**}) = \eta(\Gamma) - c = (2c - 1) - c = c - 1\). It means that \(\Gamma^{**}\) is a tree with \(c\) leaves and \(\eta(\Gamma^{**}) = c - 1\). Thus, \(\Gamma\) is a signed graph which is obtained from a tree \(T\) with \(p(T) = c\) and \(\eta(T) = p(T) - 1 = c - 1\) by attaching a cycle with nullity 2 on each leaf of \(T\). \(\square\)
Lastly, we give the characterization of the connected signed graph with nullity $2c(\Gamma) + p(\Gamma) - 1$ and $c(\Gamma) \geq 1$.

**Theorem 5.4.** Let $\Gamma$ be a connected signed graph with $c(\Gamma) \geq 1$. Then $\eta(\Gamma) = 2c(\Gamma) + p(\Gamma) - 1$ if and only if $\Gamma$ has one of the following forms.

1. A signed graph obtained from a tree $T$ with nullity $p(T) - 1$ by attaching $c(\Gamma)$ cycles with nullity 2 on $c(\Gamma)$ leaves of $T$, where $p(T) \geq c(\Gamma)$.

2. An $\infty$-graph $\infty(p,q,1)$, where the nullity of each cycle of $\infty(p,q,1)$ is 2.

3. A $\theta$-graph $\theta(p,q,l)$, where the nullity of each cycle of $\theta(p,q,l)$ is 2.

**Proof.** We first prove the sufficiency part. Signed graphs of form (2) or (3) have been proved in Theorem 5.2. As for signed graphs of form (1), we proceed by induction on $c(\Gamma)$ to prove $\Gamma$ is 1-deficient. When $c(\Gamma) = 1$, it has been proved by Lemma 4.8. Suppose the result holds for connected signed graphs with $k$ elementary cycles, while $c(\Gamma) = k+1$. Let $C_m$ be a cycle with nullity 2 attached at a leaf of $T$. Let $v$ be the vertex lying on $C_m$ and $d_\Gamma(v) = 3$, so we have $1 = \eta(C_m - v) = \eta(C_m) - 1$ by Lemma 2.1 and 2.2, further by Lemma 2.4(1), $\eta(\Gamma) = \eta(\Gamma') + 1$, where $\Gamma'$ is the signed graph by shrinking $C_m$ into a vertex. Now $\Gamma'$ is obtained by attaching $k$ cycles with nullity 2 at $k$ leaves of $T$, the induction hypothesis implies that $\Gamma'$ is 1-deficient. Observe that $p(\Gamma') = p(\Gamma) + 1$, we have

$$\eta(\Gamma) = \eta(\Gamma') + 1 = [2c(\Gamma') + p(\Gamma') - 1] + 1 = 2c(\Gamma) + p(\Gamma) - 1,$$

which proves that $\Gamma$ is 1-deficient.

Now we will prove the necessity part. Let $B$ be a block of $\Gamma$ such that $c(B) \geq c(B')$ for any block $B'$ of $\Gamma$, then $B$ is 1-deficient, otherwise, $\Gamma$ is $2^+ -$deficient by Lemma 4.6. Since $B$ is 1-deficient and is a block, so $\eta(B) = 2c(B) - 1$, then by Lemma 5.3, $1 \leq c(B) \leq 2$. We consider the following two cases depending on this.

**Case 1.** $c(B) = 2$.

Since $B$ is a block of $\Gamma$, $B = \theta(k,l,m)$. By Lemma 4.10, the nullity of each cycle is 2. Now we will prove $\Gamma = B$. Indeed, if $B$ is a proper subgraph of $\Gamma$, $\Gamma$ has a cut-vertex $x$ which lies on $B$. Note that we have $\eta(B - x) = 2$ by Lemma 5.2. Let $Q'$ be a component of $\Gamma - x$ such that $V(Q') \cap V(B) = \emptyset$ and let $Q = Q' + x$. Now, let $\Gamma'$ be the subgraph induced by the vertices of $B$ and $Q$. If we can prove $\Gamma'$ is $2^+$-deficient, then so is $\Gamma$ (by Lemma 4.6), and thus we derive a contradiction. Since $2 = \eta(B - x) = \eta(B) - 1$ and $x$ is a cut-vertex of
$\Gamma'$, by Lemma 2.4(1), we have $\eta(\Gamma') = \eta(Q) + \eta(B - x) = \eta(Q) + 2$. If $Q$ is a cycle, then $\eta(Q) \leq 2$ by Lemma 2.2 and $c(\Gamma') = 3$, thus $\eta(\Gamma') \leq 4 = 2c(\Gamma') + p(\Gamma') - 2$. Otherwise, according to $\eta(Q) \leq 2c(Q) + p(Q) - 1$, $c(Q) = c(\Gamma') - 2$, and $p(Q) \leq p(\Gamma') + 1$ we have

$$\eta(\Gamma') = \eta(Q) + 2 \leq [2c(Q) + p(Q) - 1] + 2 \leq 2c(\Gamma') + p(\Gamma') - 2.$$ 

Hence, $\Gamma = B = \theta(k,l,m)$, and the nullity of each cycle is 2.

**Case 2.** $c(B) = 1$.

In this case, each block of $\Gamma$ contains at most one cycle. Therefore any two cycles share at most one common vertex, otherwise there exists a block with at least 2 cycles. If there are two cycles sharing a common vertex, then by Lemma 4.9 we know $\Gamma$ has form (2).

Next, we assume that $\Gamma$ contains $c(\Gamma)$ vertex-disjoint cycles. By Lemma 4.10, the nullity of each cycle of $\Gamma$ is 2. Now we proceed by induction on $c(\Gamma)$ to prove that $\Gamma$ has form (1). If $c(\Gamma) = 1$, the result has been proved by Lemma 4.8. Suppose the result holds for signed graphs with $k(\geq 1)$ disjoint cycles, while $c(\Gamma) = k + 1$. Let $C_m$ be one of the cycles with nullity 2 and $\Gamma'$ be the signed graph obtained by shrinking the cycle into a vertex. Since $\eta(\Gamma') = \eta(\Gamma) - 1$ (by Lemma 2.4(1)), $c(\Gamma') = c(\Gamma) - 1$, and $p(\Gamma') = p(\Gamma) + 1$, we have

$$\eta(\Gamma') = \eta(\Gamma) - 1$$

$$= 2c(\Gamma) + p(\Gamma) - 1 - 1$$

$$= 2(c(\Gamma') + 1) + (p(\Gamma') - 1) - 2$$

$$= 2c(\Gamma') + p(\Gamma') - 1,$$

that is, $\Gamma'$ is also 1-deficient. The induction hypothesis implies that $\Gamma'$ is obtained from a tree $T$ with $\eta(T) = p(T) - 1$ by attaching $k$ pendant cycles with nullity 2 at $k$ leaves of $T$. Thus $\Gamma$ is obtained from $T$ by attaching $k + 1$ pendant cycles with nullity 2 at $k + 1$ leaves of $T$, where $c(\Gamma) = k + 1 \leq p(T)$.
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