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Abstract Queueing systems with batch Markovian arrival process (BMAP) have paramount applications in the domain of wireless communication. The BMAP has been used to model the superposition of video sources and to approximate the super-position of data, voice and video traffic. This paper analyzes an infinite-buffer generally distributed batch-service queue with BMAP, general bulk service $(a,b)$ rule and batch-size-dependent service time. In this proposed analysis, we mainly focus on deriving the bivariate vector generating function of queue and server content distribution together at departure epoch using supplementary variable technique. The mathematical procedure for the complete extraction of distribution at departure epoch has been discussed and using those extracted probabilities, we achieve the queue and server content distribution at arbitrary epoch. Finally, numerical illustrations have been carried out in order to make a deep insight to the readers which contains deterministic as well as phase-type service time distributions.
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1 Introduction

The traditional queueing systems with standard arrival process such as Poisson, renewal or phase-type cannot adequately capture the correlation among the inter-arrivals, usually occurring in high-speed teletraffic networks such as Web browsing, VoIP, and teleconferencing. Consequently, it is necessary to have a suitable arrival process which can deal with multimedia applications over teletraffic networks. One such stochastic point process is batch Markovian arrival process (BMAP) which generalizes the standard Poisson process (and other point processes) by allowing correlated inter-arrival time of batches.

Lucantoni et al. [1] and Lucantoni [2] introduced BMAP which is a convenient representation of the versatile Markovian point process, see Neuts [3]. Later on some researchers have analyzed finite-/infinite- buffer queueing systems with Markovian arrival process (MAP) or BMAP, e.g., see Lee et al. [4], Dudin et al. [5], Chaudhry et al. [6], Banik [7], Gupta et al. [8]. Some authors have also studied discrete Markovian/batch Markovian arrival process (D-MAP/D-BMAP), e.g., see Chaudhry et al. [9], Samanta et al. [10] and references therein.

In recent times, a few researchers have focused on batch-service queue with batch-size-dependent service due to their wide range of applicability in production and transportation, package delivery, group testing of blood samples, telecommunication networks etc. For more detail see Bar-Lev et al. [11], Pradhan et al. [12, 13]. In order to maximize the serving capability of the system, server content distribution plays a noteworthy role. On account of this, in a series of papers, Pradhan and Gupta [14-19] have derived bivariate probability/vector generating functions (pgf/VGF) of queue length and number with the departing batch. Furthermore, they calculated the queue and system length distributions at different epochs. On the other hand, Banerjee et al. [20] discussed a finite-buffer MAP/$G^{(a,b)}_{a,b}/1/N$ queue with batch-size-dependent service and obtained joint distribution of queue length and size of the departing batch through embedded Markov chain technique (EMCT). The counter discrete version of the above model i.e., D-MAP/$G^{(1,a,b)}_{1,a,b}/1/N$ queue have been considered by Yu and Alfa [21] wherein they obtained joint queue length and server content distribution at various epochs by employing both EMCT and quasi-birth-and-death (QBD) process. Claeys et al. [22] analyzed an infinite-buffer D-BMAP/$G^{(1,c)}_{c}/1$ queue with batch-size-dependent service time and focused on deriving the VGF for both queue length and server content distribution at arbitrary slot. However, they did not provide any procedure for the complete extraction of queue and server content distribution together. They also investigated the influence of correlation of the arrival process on the behavior of the system.

To the best of authors’ knowledge, an infinite-buffer batch-service queueing model with BMAP, general bulk-service $(a, b)$ rule and batch-size-dependent service in continuous-time set-up has not yet been discussed in the literature. Moreover, the complete queue and server content distribution together as well as the only queue-length distribution are not available in the literature so far for the concerned queue.

In view of this, our main objective in this paper is to achieve the complete queue and server content distribution together for an infinite-buffer batch-service queue with BMAP and batch-size-dependent service: BMAP/$G^{(a,b)}_{n}/1$. The model
is described in detail in the next section. Surprisingly the analysis of the concerned queue is difficult from both the modeling as well as computational point of view using EMCT mainly due to two reasons. Firstly, the construction the transition probability matrix (TPM) is quite challenging task (if not impossible). Secondly, the derivation of the analytic expression of bivariate VGF of queue and server content distribution using EMCT is tedious and difficult task, if not impossible. Fortunately, use of supplementary variable technique (SVT), where remaining service time of batch in service is taken as supplementary variable, eventually keeps us away from the use of the TPM directly. This leads the bivariate VGF of queue length and departing batch content in an effortless way, and also builds up the relationship between the probability vectors at arbitrary and departure epoch as a by-product. It may also be noted here that, the inclusion of BMAP makes the mathematical as well as computational analysis much more complex as compared to MAP because the BMAP deals with batch-arrival of customers and a selected customer from the arriving batch may be served in a different batch from its arriving batch. Moreover, for the determination of unknown probability vectors as well as in extraction of probabilities, we deal with very complicated analytic expressions in case of BMAP. The significant contributions in this paper are: (i) a bivariate VGF of queue length and number in served batch is derived using SVT, (ii) the complete procedure of extraction of joint distribution of queue content and size of departing batch in terms of roots of the characteristic equation is provided, (iii) a relationship between departure and arbitrary epoch probability vectors have been generated, (iv) in order to manifest the feasibility and applicability of the proposed methodology and results, various numerical examples are reported with phase (PH) type as well as deterministic service time distributions.

The rest part of this paper is presented as follows: after describing the model in detail in the next section, we provide the governing equations of the system in Section 3. Section 4 discusses the procedure of obtaining the joint distribution at departure epoch which includes derivation of bivariate VGF at departure epoch, determination of unknown vectors and finally the extraction of probability vectors. Two relations between departure and arbitrary, and arbitrary and pre-arrival epochs are obtained in Section 5 and Section 6 respectively. Queue length, system length and server content distribution along with some relevant performance measures are provided in Section 7. Finally, Section 8 presents numerical illustration followed by the final conclusion.

2 Model description and preliminaries

- **Arrival process:** Customers arrive at the queueing system according to an $m$-state batch Markovian arrival process (BMAP). Although the arrival process is well described by Lucantoni [2], we give a brief description again for the sake of completeness and to clarify the notations which are used in this analysis. The arrival process is characterized by $m \times m$ matrices $D_k; k \geq 0$, where $(i,j)$-th $(1 \leq i, j \leq m, i \neq j)$ element of $D_0$, is the state transition rate from state $i$ to state $j$ in the underlying Markov chain without an arrival, and $(i,j)$-th $(1 \leq i, j \leq m, i \neq j)$ element of $D_k; k \geq 1$, is the state transition rate from state $i$ to state $j$ in the underlying Markov chain with an
arrival of batch size $k$. The matrix $D_0$ has non-negative off-diagonal and negative diagonal elements, and the matrix $D_k; k \geq 1$, has non-negative elements. Let $N(t)$ denote the number of arrivals in $(0, t]$ and $J(t)$ be the state of the underlying Markov chain at time $t$ with state space \{i : 1 \leq i \leq m\}. Then $[N(t), J(t)]$ is a two-dimensional Markov process of BMAP with state space \{(n, i) : n \geq 0, 1 \leq i \leq m\}.

Further, $D = \sum_{k=0}^{\infty} D_k$ is the infinitesimal generator of the underlying Markov chain $J(t)$. Let $\pi = [\pi_1, \pi_2, \ldots, \pi_m]$ be the stationary probability vector such that $\pi D = 0$, $\pi e = 1$, where $0$ denotes a zero matrix of appropriate dimension and $e$ is a $m \times 1$ column vector with all elements as 1. Throughout the analysis we use these notations, but when needed, the dimension of $0$ and $e$ will be identified with a suffix. The fundamental arrival rate of the above Markov process is given by $\lambda^* = \pi D e$. We assume that the notation $I$ stands for an identity matrix of appropriate dimension.

Then the average arrival rate $\lambda^*$ and average batch arrival rate $\lambda_g$ of the stationary BMAP are given by $\lambda^* = \pi \sum_{k=1}^{\infty} k D_k e$, $\lambda_g = \pi \sum_{k=1}^{\infty} D_k e = \pi D_1$, respectively, where $D_n = \sum_{k=n}^{\infty} D_k, n \geq 1$.

- **Service discipline:** The customers are served in group/batches according to general bulk service $(a, b)$ rule. The server only starts service if the queue contains at least as many customers as the service threshold ‘$a$’. If queue contains fewer than ‘$a$’ customers, then the server is said to be in idle period. For the queue size $r$ ($a \leq r \leq b$), entire group of customers are taken for service. When the queue size exceeds ‘$b$’, then the server can process maximum ‘$b$’ customers and others remain in the queue for the next round of service.

- **Service process:** A service time is the length of a service period, and the consecutive service times are independently and identically distributed. We assume that the service times of the batches follow general distribution and to be dependent on batch size of ongoing service. The length of random service time of a batch of size $r$ is denoted by the random variable $T_r$ ($a \leq r \leq b$) with probability density function (pdf) $s_r(t)$, distribution function $S_r(t)$, the Laplace-Stieltjes transform (L.-S.T.) $\tilde{S}_r(\theta)$ and the mean service time $\mu_r = s_r = -\tilde{S}_r^{(1)}(0)$, where $\tilde{S}_r^{(1)}(0)$ is the derivative of $\tilde{S}_r(\theta)$ evaluated at $\theta = 0$.

- The traffic intensity of the system is given by $\rho = \frac{\lambda^*}{b \mu_r}$ and $\rho < 1$ ensures the stability of the system.

### 3 Governing equations of the system

In this section, we develop the governing equations of the model where SVT is employed with remaining service time of a batch as supplementary variable. We define the state of the system at time $t$ as

- $N_q(t) \equiv$ Number of customers in the queue waiting for service,
- $S(t) \equiv$ Number of customers with the server,
- $J(t) \equiv$ State of the underlying chain of the MAP and
- \( U(t) \equiv \) Remaining service time of a batch in service (if any).

Let us define for \( 1 \leq i \leq m \),

\[
p_i(n, 0; t) = \Pr\{N_i(t) = n, S(t) = 0, J(t) = i, \text{server idle}\}, \quad 0 \leq n \leq a - 1, \\
p_i(n, r; t)du = \Pr\{N_i(t) = n, S(t) = r, J(t) = i, u < U(t) \leq u + du, \text{server busy}\}, \\
n \geq 0, \quad a \leq r \leq b, \quad u \geq 0.
\]

Also let us define the limiting probabilities as

\[
p_i(n, 0) = \lim_{t \to \infty} p_i(n, 0; t), \quad 1 \leq i \leq m, \quad 0 \leq n \leq a - 1, \\
p_i(n, r, u) = \lim_{t \to \infty} p_i(n, r; u; t), \quad 1 \leq i \leq m, \quad n \geq 0, \quad a \leq r \leq b.
\]

Let us define the probability vectors \( \mathbf{p}(n, 0) = (p_1(n, 0), \ldots, p_m(n, 0)) \) and \( \mathbf{p}(n, r, u) = (\pi_1(n, r, u), \ldots, \pi_m(n, r, u)) \). We relate the states of the system at two consecutive times \( t \) and \( t + dt \), and by considering each phase, in steady-state, we obtain the following equations in vector and matrix form:

\[
0 = \mathbf{p}(0, 0)\mathbf{D}_0 + \sum_{j=0}^{b} \pi(0, j, 0) \quad (1)
\]

\[
0 = \mathbf{p}(n, 0)\mathbf{D}_0 + \sum_{i=1}^{n} \mathbf{p}(n-i, 0)\mathbf{D}_i + \sum_{j=0}^{b} \pi(n, j, 0), \quad 1 \leq n \leq a - 1 \quad (2)
\]

\[
-\frac{d}{du} \pi(0, r, u) = \pi(0, r, u)\mathbf{D}_0 + \sum_{i=0}^{n-1} \mathbf{p}(i, 0)\mathbf{D}_{r-i}s_r(u) + \sum_{j=0}^{b} \pi(r, j, 0)s_r(u), \quad a \leq r \leq b \quad (3)
\]

\[
-\frac{d}{du} \pi(n, r, u) = \pi(n, r, u)\mathbf{D}_0 + \sum_{i=1}^{n} \pi(n-i, r, u)\mathbf{D}_i, \quad a \leq r \leq b-1, \quad n \geq 1 \quad (4)
\]

\[
-\frac{d}{du} \pi(n, b, u) = \pi(n, b, u)\mathbf{D}_0 + \sum_{i=1}^{n} \pi(n-i, b, u)\mathbf{D}_i + \sum_{j=0}^{b} \pi(b-j, 0)\mathbf{D}_{n+j}s_b(u) \\
+ \sum_{j=0}^{b} \pi(n+b, j, 0)s_b(u), \quad n \geq 1. \quad (5)
\]

Our main objective is to achieve the joint distribution of queue content and number with the departing batch and phase of the arrival process from the entire set of governing difference-differential equations \( 1 \) to \( 5 \) of the model under consideration. In view of this, let us define the Laplace transform of \( \pi(n, r, u) \) as

\[
\tilde{\pi}(n, r, \theta) = \int_{0}^{\infty} e^{-\theta u} \pi(n, r, u)du, \quad a \leq r \leq b, \quad n \geq 0, \quad \Re(\theta) \geq 0 \quad (6)
\]

so that, \( \pi(n, r) = \tilde{\pi}(n, r, 0) = \int_{0}^{\infty} \pi(n, r, u)du, \quad a \leq r \leq b, \quad n \geq 0. \quad (7)\)
Now the equations (3) to (5) are transformed through the multiplication by $e^{-\theta u}$ and integrating with respect to $u$ over 0 to $\infty$ and are given by:

$$-\theta \tilde{\pi}(0, r, \theta) + \pi(0, r, 0) = \tilde{\pi}(0, r, \theta)D_0 + \sum_{i=0}^{a-1} p(i, 0)D_{i-\theta}S_r(\theta) + \sum_{j=a}^{b} \pi(r, j, 0)\tilde{S}_r(\theta), \ a \leq r \leq b \ (8)$$

$$-\theta \tilde{\pi}(n, r, \theta) + \pi(n, r, 0) = \tilde{\pi}(n, r, \theta)D_0 + \sum_{i=1}^{n} \tilde{\pi}(n-i, r, \theta)D_i, \ a \leq r \leq b-1, \ n \geq 1 \ (9)$$

$$-\theta \tilde{\pi}(n, b, \theta) + \pi(n, b, 0) = \tilde{\pi}(n, b, \theta)D_0 + \sum_{i=1}^{n} \tilde{\pi}(n-i, b, \theta)D_i + \sum_{j=a}^{b} p(b-j, 0)D_{n+j}\tilde{S}_b(\theta)
+ \sum_{j=a}^{b} \pi(n+b-j, 0)\tilde{S}_b(\theta), \ n \geq 1 \ (10)$$

Our center of focus is to acquire the joint distribution of queue content as well as server content at departure and arbitrary epoch. For this purpose, first we define the following joint probabilities at departure epoch when arrival process is in phase $i$ as

$$\pi_i^+(n, r) \equiv \text{joint probability that there are } n \ (n \geq 0) \text{ customers in the queue and the arrival process is in phase } i \ (1 \leq i \leq m) \text{ immediately after the departure of a batch of size } r \ (a \leq r \leq b), \ (11)$$

$$\psi_i^+(n) \equiv \Pr\{\text{queue contains } n \text{ customers and the arrival process is in phase } i \text{ at departure epoch of a batch}\}$$

$$\equiv \sum_{r=a}^{b} \pi_i^+(n, r), \ (12)$$

$$\phi_i^+(r) \equiv \Pr\{\text{there are } r \text{ customers with the departing batch and the arrival process is in phase } i \}$$

$$\equiv \sum_{n=0}^{\infty} \pi_i^+(n, r). \ (13)$$

As a consequence, we have the joint probability vectors as

$$\pi^+(n, r) = [\pi_1^+(n, r), \ldots, \pi_m^+(n, r)] \ (14)$$

$$\psi^+(n) = [\psi_1^+(n), \ldots, \psi_m^+(n)] \ (15)$$

$$\phi^+(r) = [\phi_1^+(r), \ldots, \phi_m^+(r)] \ (16)$$

Now we propose some results which will be used in the analysis.

**Lemma 1** The probability vectors $\pi^+(n, r)$ and $\pi(n, r, 0)$ are connected by the relation

$$\pi^+(n, r) = \pi(n, r, 0) \ \sum_{j=0}^{b} \sum_{l=a}^{b} \pi(j, l, 0) e$$

$$\sum_{j=0}^{b} \sum_{l=a}^{b} \pi(j, l, 0) e$$
Proof: As $\pi^+(n, r)$ and $\pi(n, r, 0)$ differ by a constant, using $\sum_{n=0}^{\infty} \sum_{r=0}^{b} \pi^+(n, r)e = 1$, we are led to the desired result.

Lemma 2  The probability vectors $p(n, 0)$ and $\pi(n, r, 0)$ are related by

$$\sum_{n=0}^{\infty} \sum_{r=0}^{b} \pi(n, r, 0)e = \frac{1 - \sum_{n=0}^{a-1} p(n, 0)e}{\omega}$$

where

$$\omega = \sum_{n=0}^{a-1} \psi^+(n) \left( \sum_{\ell=0}^{b} C_{\ell n} s_{\ell} + \sum_{j=n}^{a-1} M_{jn} \sum_{i=b+1-j}^{\infty} D_{ij} s_{i} \right) e + \sum_{n=0}^{b} s_{n} \psi^+(n)e$$

and

$$D_{i} = (-D_0)^{-1} D_i$$

and

$$C_{\ell n} = \begin{cases} D_{\ell-n}, & n = a-1, \\ \sum_{j=n+1}^{a-1} D_{j-n} C_{\ell,j} + D_{\ell-n}, & n = 0, 1, \ldots, a-2, \ell = a, \ldots, b. \end{cases}$$

and

$$M_{n,i} = \sum_{j=i+1}^{n-1} M_{nj} D_{j-i} + D_{n-i}, \ i = 0, 1, \ldots, n-2, \text{with } M_{n,n-1} = D_1 \text{ and } M_{n,n} = I$$

Proof: Post multiplying (8) - (10) by the vector $e$, adding them and using $De=0$, we obtain

$$\sum_{n=0}^{\infty} \sum_{r=0}^{b} \pi(n, \theta) e = \sum_{n=0}^{a-1} \sum_{r=0}^{b} \pi(n, r, 0) \left[ I - \left( \sum_{\ell=0}^{b} C_{\ell n} S_{\ell}(\theta) + \sum_{j=n}^{a-1} M_{jn} \sum_{i=b+1-j}^{\infty} D_{ij} S_{i}(\theta) \right) \frac{1}{\theta} \right] e$$

$$+ \sum_{n=a}^{b} \sum_{r=0}^{b} \frac{1 - S_{n}(\theta)}{\theta} \pi(n, r, 0)e + \frac{1 - S_{b}(\theta)}{\theta} \sum_{n=b+1}^{\infty} \sum_{r=a}^{b} \pi(n, r, 0)e$$

Taking limit $\theta \to 0$ in the above expression, using l’Hôpital’s rule, equation (14) and the normalizing condition

$$\sum_{n=0}^{a-1} p(n, 0)e + \sum_{n=0}^{\infty} \sum_{r=0}^{b} \pi(n, r)e = 1$$

we obtain the desired result as (15).
Lemma 3 The value of \( \sum_{n=0}^{\infty} \sum_{r=a}^{b} \pi(n, r, 0)e \) is given as

\[
\sum_{n=0}^{\infty} \sum_{r=a}^{b} \pi(n, r, 0)e = \frac{1 - \sum_{n=0}^{a-1} p(n, 0)e}{\omega} = \frac{1}{\omega + \sum_{n=0}^{a-1} \sum_{j=0}^{n} \psi^{+}(j)M_{n,j}(-D_{0})^{-1}e}
\]  \hspace{1cm} (21)

where \( \omega \) is presented in equation (19).

Proof: Dividing (1) by \( \sum_{n=0}^{\infty} \sum_{r=a}^{b} \pi(n, r, 0)e \) and using (17), (15) and (18) we obtain

\[
p(0, 0) = \frac{1 - \sum_{n=0}^{a-1} p(n, 0)e}{\omega} \psi^{+}(0)(-D_{0})^{-1}
\]  \hspace{1cm} (22)

Similarly, from (2), and using (18) we obtain

\[
p(n, 0) = \frac{1 - \sum_{n=0}^{a-1} p(n, 0)e}{\omega} \sum_{j=0}^{n} \psi^{+}(j)M_{n,j}(-D_{0})^{-1}, \quad 0 \leq n \leq a - 1
\]  \hspace{1cm} (23)

Post multiplying (23) by \( e \) we obtain

\[
p(n, 0)e = \frac{1 - \sum_{n=0}^{a-1} p(n, 0)e}{\omega} \sum_{j=0}^{n} M_{n,j}(-D_{0})^{-1}e, \quad 0 \leq n \leq a - 1
\]

which implies that

\[
1 - \sum_{n=0}^{a-1} p(n, 0)e = \frac{1}{\omega + \sum_{n=0}^{a-1} \sum_{j=0}^{n} \psi^{+}(j)M_{n,j}(-D_{0})^{-1}e}
\]  \hspace{1cm} (24)

Combining (18) and (24) we obtain the desired result of lemma 3.

4 Distribution of queue length and number with the departing batch

The purpose of this section is three fold: (i) the derivation of bivariate VGF of queue-length and number with departing batch, (ii) the determination of unknown probability vectors appearing in the numerator of VGF, (iii) the procedure of extraction of the complete joint distribution of queue and server content at departure epoch. On account of this, we first proceed with the derivation of bivariate VGF of queue length and departing batch content in the following subsection.
4.1 Bivariate VGF at departure epoch

First we define the pgfs of sequences \( \{ \tilde{\pi}_i(n, r, \theta) \} \), \( \{ \pi^+_i(n, r) \} \) and \( \{ \psi^+_i(n) \} \) when arrival process is in phase \( i \):

\[
\Pi_i(z, y, \theta) = \sum_{n=0}^{\infty} \sum_{r=0}^{b} \tilde{\pi}_i(n, r, \theta) z^n y^r, \quad 1 \leq i \leq m, \quad |z| \leq 1, \quad |y| \leq 1, \tag{25}
\]

\[
\Pi^+_i(z, y) = \sum_{n=0}^{\infty} \sum_{r=0}^{b} \pi^+_i(n, r) z^n y^r, \quad 1 \leq i \leq m, \quad |z| \leq 1, \quad |y| \leq 1, \tag{26}
\]

\[
\psi^+_i(z) = \sum_{n=0}^{\infty} \psi^+_i(n) z^n = \Pi^+_i(z, 1), \quad 1 \leq i \leq m, \quad |z| \leq 1, \quad |y| \leq 1. \tag{27}
\]

Consequently we have the following VGF as:

\[
\Pi(z, y, \theta) = [\Pi_1(z, y, \theta), \ldots, \Pi_m(z, y, \theta)] \tag{28}
\]

\[
\Pi^+(z, y) = [\Pi^+_1(z, y), \ldots, \Pi^+_m(z, y)] \tag{29}
\]

\[
\Psi^+(z) = [\psi^+_1(z), \ldots, \psi^+_m(z)]. \tag{30}
\]

Now, the transformed equations (25) - (27) are multiplied by appropriate power of \( z \) and \( y \) in order to derive the VGF. Then summing over \( n \) from 0 to \( \infty \), and \( r \) from \( a \) to \( b \), and using (29) and (30) we get

\[
\Pi(z, y, \theta) [-\theta I - D(z)] = \sum_{n=0}^{a-1} \sum_{r=0}^{b} \left\{ \sum_{\ell=0}^{m} \sum_{i=0}^{b} \pi(\ell, r, 0) M_{n, \ell} \right\} \text{Di}_j n y^j S_j(\theta) \]

\[
+ \sum_{n=a}^{b} \sum_{r=0}^{b} \pi(n, r, 0) y^n S_n(\theta) \]

\[
+ \sum_{n=0}^{a-1} \sum_{\ell=0}^{b} \sum_{r=0}^{b} \pi(\ell, r, 0) M_{n, \ell} \sum_{i=b+1-n}^{\infty} \text{Di}_i z^{i-b+n} y^i S_i(\theta) \]

\[
+ \sum_{n=b+1}^{b} \sum_{r=0}^{b} \pi(n, r, 0) z^{n-b} y^n S_n(\theta) - \sum_{n=0}^{b} \sum_{r=0}^{b} \pi(n, r, 0) z^n y^n \tag{31}
\]

From the above equation, our principal aim is to achieve the bivariate VGF of queue length and size of the departing batch which can be accomplished by making left hand side of (31) to zero. In order to accomplish this, the eigenvalues and eigenvectors of \(-D(z)\) have to be used, see Lee et al. 23. Let us denote its eigenvalues as \( \alpha_1(z), \ldots, \alpha_m(z) \), and \( \xi_1(z), \ldots, \xi_m(z) \) as the right eigenvectors. Therefore we have

\[
-D(z)\xi_i(z) = \alpha_i(z)\xi_i(z)
\]

which implies that

\[
[\alpha_i(z)I + D(z)] \xi_i(z) = 0 \tag{32}
\]
Now substituting $\theta = \alpha_i(z)$ in (31) and post multiplying both sides by $\xi_i(z)$, we obtain

$$
\Pi(z, y, \alpha_i(z)) [-\alpha_i(z)I - D(z)] \xi_i(z) = \left[ \sum_{n=0}^{a-1} \sum_{j=0}^{b} \left\{ \sum_{\ell=0}^{n} \sum_{r=0}^{b} \pi(\ell, r, 0) M_{n, \ell} \right\} \mathbf{D}_{j-n} y^j \tilde{S}_j(\alpha_i(z)) \right.
+ \sum_{n=a}^{b} \sum_{r=a}^{b} \pi(n, r, 0) y^n \tilde{S}_n(\alpha_i(z))
+ \sum_{n=0}^{a-1} \sum_{\ell=0}^{n} \sum_{r=0}^{b} \pi(\ell, r, 0) M_{n, \ell} \sum_{j=b+1}^{\infty} \mathbf{D}_j z^{j-b-n} y^b \tilde{S}_b(\alpha_i(z))
+ \sum_{n=b+1}^{\infty} \sum_{r=a}^{b} \pi(n, r, 0) z^{n-b} y^b \tilde{S}_b(\alpha_i(z))
\left. \right] \xi_i(z) + \sum_{n=a}^{b} \sum_{r=a}^{b} \pi(n, r, 0) z^n y^r \xi_i(z)
$$

(33)

Using (32) in (33) we get

$$
\sum_{n=0}^{\infty} \sum_{r=a}^{b} \pi(n, r, 0) z^n y^r \xi_i(z) = \sum_{n=0}^{a-1} \sum_{j=0}^{b} \left\{ \sum_{\ell=0}^{n} \sum_{r=0}^{b} \pi(\ell, r, 0) M_{n, \ell} \right\} \mathbf{D}_{j-n} y^j \tilde{S}_j(\alpha_i(z)) \xi_i(z)
+ \sum_{n=a}^{b} \sum_{r=a}^{b} \pi(n, r, 0) y^n \tilde{S}_n(\alpha_i(z)) \xi_i(z)
+ \sum_{n=0}^{a-1} \sum_{\ell=0}^{n} \sum_{r=0}^{b} \pi(\ell, r, 0) M_{n, \ell} \sum_{j=b+1}^{\infty} \mathbf{D}_j z^{j-b-n} y^b \tilde{S}_b(\alpha_i(z)) \xi_i(z)
+ \sum_{n=b+1}^{\infty} \sum_{r=a}^{b} \pi(n, r, 0) z^{n-b} y^b \tilde{S}_b(\alpha_i(z)) \xi_i(z)
$$

(34)

Since the equation (34) is true for all eigenvalues $\alpha_1(z), \ldots, \alpha_m(z)$. Consequently we have

$$
\sum_{n=0}^{\infty} \sum_{r=a}^{b} \pi(n, r, 0) z^n y^r [\xi_1(z), \ldots, \xi_m(z)] = \sum_{n=0}^{a-1} \sum_{j=0}^{b} \left\{ \sum_{\ell=0}^{n} \sum_{r=0}^{b} \pi(\ell, r, 0) M_{n, \ell} \right\} \mathbf{D}_{j-n} y^j \tilde{S}_j(\alpha_i(z)) \xi_i(z)
+ \sum_{n=a}^{b} \sum_{r=a}^{b} \pi(n, r, 0) y^n \tilde{S}_n(\alpha_i(z)) \xi_i(z)
+ \sum_{n=0}^{a-1} \sum_{\ell=0}^{n} \sum_{r=0}^{b} \pi(\ell, r, 0) M_{n, \ell} \sum_{j=b+1}^{\infty} \mathbf{D}_j z^{j-b-n} y^b \tilde{S}_b(\alpha_i(z)) \xi_i(z)
+ \sum_{n=b+1}^{\infty} \sum_{r=a}^{b} \pi(n, r, 0) z^{n-b} y^b \tilde{S}_b(\alpha_i(z)) \xi_i(z)
$$

(35)

Let us define an $(m \times m)$ matrix $\Delta(z)$ as follows:

$$
\Delta(z) = (\xi_1(z), \ldots, \xi_m(z))
$$

(36)
The inverse of $\Delta(z)$ exists whenever each eigenvalue is of multiplicity 1, see Nishimura [24]. Then from (35) it follows that

\[
\sum_{n=0}^{\infty} \sum_{r=0}^{b} \pi(n, r, 0)z^{n}y^{r} = \sum_{n=0, j=a}^{a-1} \sum_{r=0, j=a}^{b} \pi(\ell, r, 0)M_{n, \ell} \left[ \sum_{j=0}^{\infty} r_{j}^{-} \right] \Delta_{1}^{-1}(z) + \sum_{n=m, j=a}^{b} \pi(n, r, 0)y^{n} \Delta_{1}(z) \left[ \sum_{j=0}^{\infty} r_{j}^{-} \right] \Delta_{1}^{-1}(z) + \sum_{n=0, j=b+1}^{\infty} \sum_{r=0}^{b} \pi(\ell, r, 0)M_{n, \ell} \left[ \sum_{j=b+1}^{\infty} r_{j}^{-} \right] \Delta_{1}(z) \left[ \sum_{j=0}^{\infty} r_{j}^{-} \right] \Delta_{1}^{-1}(z)
\]

where \( \Delta_{1}(z) = \Delta(z) \left[ \sum_{i=1}^{m} \Delta_{i}^{-1}(z) \right] \) exists whenever each eigenvalue is of multiplicity 1, see (37).

Now dividing (37) by \( \sum_{\ell=0, j=a}^{\infty} \pi(\ell, j, 0)e \) and using (17), (15), (26) and (29), we get

\[
\Pi^{+}(z, y) = \sum_{n=0, j=a}^{a-1} \sum_{r=0, j=a}^{b} \sum_{\ell=0}^{n} \psi^{+}(\ell)M_{n, \ell} \left[ \sum_{j=0}^{\infty} r_{j}^{-} \right] \Delta_{1}^{-1}(z) \left[ \sum_{i=1}^{m} \Delta_{i}^{-1}(z) \right] = \sum_{n=0, j=a}^{a-1} \sum_{r=0, j=a}^{b} \sum_{\ell=0}^{n} \psi^{+}(\ell)M_{n, \ell} \left[ \sum_{j=0}^{\infty} r_{j}^{-} \right] \Delta_{1}^{-1}(z) \left[ \sum_{i=1}^{m} \Delta_{i}^{-1}(z) \right] + \sum_{n=m, j=a}^{b} \psi^{+}(n)y^{n} \Delta_{1}(z) \left[ \sum_{i=1}^{m} \Delta_{i}^{-1}(z) \right] + \sum_{n=0, j=b+1}^{\infty} \sum_{r=0}^{b} \psi^{+}(\ell)M_{n, \ell} \left[ \sum_{j=b+1}^{\infty} r_{j}^{-} \right] \Delta_{1}(z) \left[ \sum_{i=1}^{m} \Delta_{i}^{-1}(z) \right] + \sum_{n=m, j=b+1}^{\infty} \psi^{+}(n)y^{n} \Delta_{1}(z) \left[ \sum_{i=1}^{m} \Delta_{i}^{-1}(z) \right]
\]

Now using the known results of matrix algebra, the matrix \(-D(z)\) can be written in terms of it’s eigenvalues and eigenvectors as

\[
-D(z) = \Delta(z) \left[ \sum_{i=1}^{m} \Delta_{i}^{-1}(z) \right] \Delta_{1}^{-1}(z)
\]

\[
[-D(z)]^{-1} = \Delta(z) \left[ \sum_{i=1}^{m} \Delta_{i}^{-1}(z) \right] \Delta_{1}^{-1}(z)
\]
Let us denote the matrix $A^{(r)}_k = [A^{(r)}_{k,i,j}], k \geq 0$, $a \leq r \leq b$, $1 \leq i, j \leq m$, $x \geq 0$, to be the conditional probability that, a departure which left at least $a$ customers in the queue with the arrival process in state $i$, the next departure occurs no later than time $x$, and during the service period of $r$ customers exactly $k$ new customers arrive; the phase of the arrival process is in phase $j$ at the departure epoch. Let us denote $A^{(r)}(z)$ to be the corresponding matrix generating function of the matrix $A^{(r)}_k$. Therefore we have

$$A^{(r)}(z) = \sum_{j=0}^{\infty} A^{(r)}_k z^k = \int_0^\infty e^{D(z)t} dS_r(t)$$

Further, from matrix exponential theory we have

$$e^{D(z)t} = \sum_{n=0}^{\infty} \frac{[D(z)t]^n}{n!} = \Delta(z) \left[ \text{diag} \left\{ e^{-\alpha_j(z)} \right\} \right]_i = \Delta^{-1}(z)$$

which implies that

$$A^{(r)}(z) = \Delta(z) \left[ \text{diag} \left\{ \tilde{S}_r(\alpha_i(z)) \right\} \right]_i = \Delta^{-1}(z), \ a \leq r \leq b$$

Therefore, from (38) we get

$$\Pi^+(z,y) = \sum_{n=0}^{a-1} \sum_{j=0}^{b} \left\{ \sum_{\ell=0}^{n} \psi^+(\ell) M_{n,\ell} \right\} \mathfrak{I}_{j-n} y^j A^{(j)}(z) + \sum_{n=a}^{b} \psi^+(n) y^n A^{(n)}(z)$$

$$+ \sum_{n=a}^{b-1} \sum_{\ell=0}^{n} \psi^+(\ell) M_{n,\ell} \sum_{m=b+1-n}^{\infty} \mathfrak{I}_m z^{m-n-b} y^b A^{(b)}(z)$$

$$+ \sum_{n=b+1}^{\infty} \psi^+(n) z^{n-b} y^b A^{(b)}(z) \tag{39}$$

Now substituting $y = 1$ in (39), using (30) and after little bit simplification, we obtain

$$\Psi^+(z) = \left\{ \sum_{n=0}^{a-1} \psi^+(n) \left( z^b \sum_{j=0}^{b} C_{jn} A^{(j)}(z) - \left( z^n - \sum_{i=b-n+2}^{b+1-n} \tau_i(z) Q_{b+1-n-i} z^{b+1-i} \right) A^{(b)}(z) \right) \right\}$$

$$+ \sum_{n=a}^{b-1} \psi^+(n) \left( z^b A^{(n)}(z) - z^n A^{(b)}(z) \right) \left\{ z^b I - A^{(b)}(z) \right\}^{-1} \tag{40}$$

where $Q_n = \sum_{n=0}^{n-1} Q \tilde{D}_{n-j} + \tilde{D}_n$, $n = 2, 3, \ldots, (a-1)$, with $Q_0 = I$, $Q_1 = \tilde{D}_I$ and $\tau_j(z) = \sum_{k=0}^{\infty} \mathfrak{I}_k z^k$. Making use of (40) in (39) and use of (29) leads to the bivariate VGF of queue
content and number with the departing batch as

\[
H^+(z, y) = \sum_{n=0}^{b-1} \psi^+(n) \left\{ \sum_{j=0}^{b} C_{j,n} A^{(j)}(z) A^{(b)}(z) (y^b - y^j) + \sum_{j=0}^{b} C_{j,n} y^j z^b A^{(j)}(z) \right\}
- \left( y^b z^n I - y^b \sum_{i=b-a+2}^{b+1-n} \tau_i(z) Q_{b+1-n-i} z^{b+1-i} \right) A^{(b)}(z)
+ \sum_{n=a}^{b-1} \psi^+(n) \left\{ (y^b - y^n) A^{(n)}(z) A^{(b)}(z) \right\}
+ (y^n z^b A^{(n)}(z) - y^b z^n A^{(b)}(z)) \right\} \left[ z^b I - A^{(b)}(z) \right]^{-1} \tag{41}
\]

Remark 1 The above expression represents the bivariate VGF of queue length and size of the departing batch which is the spectrum of the whole analysis. To the best of authors’ knowledge no such result is available so far in the literature. Moreover, the similar remark holds for the expression presented in (40) which is the VGF of only queue length distribution at departure epoch.

4.2 Determination of unknown vectors

This subsection presents the determination of unknown probability vectors appearing in the bivariate VGF given in (41). In order to determine those unknown vectors, the procedure given in Singh et al. \cite{25, 26} has been followed. The numerator of bivariate VGF contains \( b \) unknown vectors \( \{\psi^+(n)\}_{n=0}^{b-1} \), i.e., in total \( mb \) unknowns \( \{\psi^+(n)\}_{n=0}^{b-1} \), \( 1 \leq i \leq m \), which has to be perceived first. Without loss of any generality, we evaluate the unknown vectors using (40) instead of using (41) as the unknowns appearing in (41) and (40) are exactly the same.

The existing literatures clearly identify that the distributions with L.-S.T. as rational function has a considerable impact in applications, for example see Botta et al. \cite{27}. In view of this, the distributions with rational L.-S.T. of the form \( \tilde{S}_v(\theta) = \frac{P_v(\theta)}{Q_v(\theta)} \) with degree of \( P_v(\theta) \) less or equal to that of \( Q_v(\theta) \), has to be considered here. Even if, we can deal with transcendental L.-S.T. (for deterministic distribution) which is rationalized using Padé approximation. Each element of \( A^{(r)}(z) \), \( (a \leq r \leq b) \), is also a rational function possessing same denominator, say \( d^{(r)}(z) \), because of \( \tilde{S}_v(\theta) \) being a rational function. Consequently, each element of the matrix \( z^b I - A^{(b)}(z) \) must be a rational function with the same denominator \( d^{(b)}(z) \).

Now, we assume that the \((i, j)\)-th element of \( A^{(r)}(z) \) is \( f^{(r)}_{i,j}(z) \), \( 1 \leq i, j \leq m \). Hence, the \((i, j)\)-th element of the matrix \( z^b I - A^{(b)}(z) \) is given as

\[
\left[ z^b I - A^{(b)}(z) \right]_{i,j} = \frac{h_{i,j}(z)}{d^{(b)}(z)}, \quad \text{where} \quad h_{i,j}(z) = \begin{cases} z^b d^{(b)}(z) - f^{(b)}_{i,i}(z), & i = j \\ -f^{(b)}_{i,j}(z), & i \neq j \end{cases} \tag{42}
\]
As both sides of (10) presents row vectors of dimension \((1 \times m)\), then comparing element-wise we obtain \(m\) simultaneous equations in \(m\) unknowns \(\Psi_j^+(z), \ 1 \leq j \leq m\). We get a simplified form of the equations as

\[
H(z) \begin{bmatrix} \Psi_1^+(z) \\ \Psi_2^+(z) \\ \vdots \\ \Psi_m^+(z) \end{bmatrix}^T = [\chi(z)]^T
\]

where \(H(z)\) is the square matrices with \((k, l)\)-th elements as \([H(z)]_{k,l} = h_{l,k}(z)\) and \([\chi(z)] = [\chi_1(z), \chi_2(z), \ldots, \chi_m(z)]\) and for \(1 \leq j \leq m\),

\[
\chi_j(z) = \left[ \sum_{l=1}^{m} \sum_{n=0}^{m-1} n^m \psi^+(n) \left( \sum_{\ell=a}^{b} (C_{\ell a})_{k,l} \prod_{m', t \neq n} d_1^{(m')} \right) \right] z^b
\]

\[
+ \sum_{l=1}^{m} \sum_{n=0}^{m-1} n^m \psi^+(n) \left( \sum_{l=a+1}^{b-1} \left( \sum_{\gamma=1}^{m} \tau_{\gamma}(z) \gamma \prod_{l=0}^{b-1} d_1^{(l)} \right) \right) \left( \sum_{l=1}^{m} \prod_{l=0}^{b-1} d_1^{(l)} \right)
\]

\[
- \sum_{l=1}^{m} \sum_{n=0}^{m-1} n^m \psi^+(n) \left( \sum_{l=1}^{b-1} \left( \sum_{m'=0}^{m} \psi_{m'}(z) \prod_{l=0}^{b-1} d_1^{(l)} \right) \right) \left( \sum_{l=1}^{m} \prod_{l=0}^{b-1} d_1^{(l)} \right)
\]

\[
\left( \sum_{l=1}^{m} \prod_{l=0}^{b-1} d_1^{(l)} \right)
\]

Using the classical Cramer’s rule, the above system of equations can be solved easily. Hence, we are led to \(\Psi_j^+(z), \ 1 \leq j \leq m\),

\[
\Psi_j^+(z) = \frac{|H_j(z)|}{|H(z)|}, \quad 1 \leq j \leq m
\]

where both \(H_j(z)\) and \(H(z)\) are square matrices with \((k, l)\)-th elements given by

\[
[H_j(z)]_{k,l} = \begin{cases} h_{l,k}(z), & l \neq j \\ \chi_k(z), & l = j \end{cases}
\]

and \([H(z)]_{k,l} = h_{l,k}(z)\) (45)

The \(j\)-th column of the square matrix \(H_j(z)\) is replaced by \([\chi_1(z), \chi_2(z), \ldots, \chi_m(z)]^T\) and all other elements are same as those of \(H(z)\).

Let us assume that \(|H(z)|\), which is a polynomial in \(z\) must possess a non-zero coefficient of power of \(z\). Finally, we have

\[
\Psi_j^+(z) = \frac{\gamma_j(z)}{\gamma(z)}, \quad 1 \leq j \leq m
\]

where \(\gamma_j(z) = |H_j(z)|\) and \(\gamma(z) = |H(z)|\). More precisely it may be noted that we are having the pgf of only queue length distribution for each phase at departure epoch. Now we concentrate on the determination of unknown probability vectors. Consequently, we consider (10) and let us call \(\gamma(z) = 0\) as characteristic equation associated with the pgf of each phase. It can be proved that \(z^b I - A(b)(z)\) \(\equiv \gamma(z)\) \(|d^{(b)}(z)|^m = 0\) has exactly \(m\) roots inside and on the closed complex unit disk \(|z| \leq 1\), see Gail et al. [28]. In this context, we assume that these roots are distinct.
and denote them as \( z_1, z_2, \ldots, z_{mb} \) with \( z_{mb} = 1 \). However, in case of multiple roots the procedure needs a slight modification.

The analytical nature of \( \Psi^+(z) \) in \( |z| \leq 1 \) implies that the roots \( z_1, z_2, \ldots, z_{mb-1} \) of \( \Upsilon(z) = 0 \) (the denominator of (46)) must coincide with that of numerator. Now, considering any one component of \( \Psi^+(z) \), say \( \Psi^+_j(z) \) (\( 1 \leq j \leq m \)), we have \( mb-1 \) equations as

\[
T_j(z_i) = 0, \quad 1 \leq i \leq mb-1. \tag{47}
\]

By employing the normalizing condition \( \Psi^+(1)e = 1 \), we are led to one more equation as

\[
\sum_{j=1}^m \Upsilon'_j(1) = \Upsilon'(1). \tag{48}
\]

Solving (47) and (48) together we obtain \( mb \) unknowns \( \psi^+_j(n) \), (0 \( \leq n \leq b-1 \), \( 1 \leq j \leq m \)).

4.3 Extraction of probability vectors from the VGF

After determining the unknown vectors \( \{\psi^+(n)\}_{n=0}^{b-1} \), we change our focus to extract probability vectors \( \pi^+(n,r) \), \( n \geq 0 \), \( a \leq r \leq b \), from completely known bivariate VGF. This can be perceived by inverting \( \Pi^+(z,y) \), which is not easily tractable. For this purpose, the coefficient of \( y^a \), \( a \leq j \leq b \), have been accumulated from both the sides of (41) and are precisely given by

coefficient of \( y^a \):

\[
\sum_{n=0}^\infty \pi^+(n,a) z^n = \left( \sum_{j=0}^{a-1} \psi^+(i) C_{ai} + \psi^+(a) \right) A^{(a)}(z) \tag{49}
\]

coefficient of \( y^j \):

\[
\sum_{n=0}^\infty \pi^+(n,j) z^n = \left( \sum_{j=0}^{a-1} \psi^+(i) C_{ji} + \psi^+(j) \right) A^{(j)}(z), \quad a+1 \leq j \leq b-1 \tag{50}
\]

coefficient of \( y^b \):

\[
\sum_{n=0}^\infty \pi^+(n,b) z^n = \sum_{j=0}^{a-1} \psi^+(j) \left\{ \sum_{\ell=a}^{b} C_{\ell j} A^{(\ell)}(z) - C_{bj} A^{(b)}(z) \right. \\
+ \left. \left( C_{bj} z^b + \sum_{i=b-a+2}^{b+1-j} \tau_i(z) Q_{b+1-j-i} z^{b+1-i} - z^b I \right) \right\} \\
+ \sum_{j=a}^{b-1} \psi^+(j) \left\{ A^{(j)}(z) - z^b I \right\} A^{(b)}(z) \left[ z^b I - A^{(b)}(z) \right]^{-1}. \tag{51}
\]
Now collecting the coefficient of $z^n$ from both the sides of (49) and (50) we get

$$\pi^+(n, a) = \left( \sum_{i=0}^{n-1} \psi^+(i) C_{ai} + \psi^+(a) \right) A_n^{(a)}, \quad n \geq 0 \quad (52)$$

$$\pi^+(n, j) = \left( \sum_{i=0}^{n-1} \psi^+(i) C_{ji} + \psi^+(j) \right) A_n^{(j)}, \quad a + 1 \leq j \leq b - 1, \quad n \geq 0 \quad (53)$$

It may be noted here that collection of the coefficient of $z^n$ from both the sides of (51) is not an easy task. In order to extract $\pi^+(n, b)$, where each component of the vector is simply a polynomial in $z$. Let us denote $\sum_{n=0}^{\infty} \pi^+(n, b)z^n$ as $F^+(z) = [F_1^+(z), \ldots, F_m^+(z)]$ for simplicity which will be used in rest of the analysis of this section. For the extraction of the probability vectors from $F^+(z)$ the same procedure carried out in the previous section for $\Psi^+(z)$ has to be followed here. In view of this, $\Psi^+(z)$ and $\chi_j(z)$ (used in earlier case in eqn. (43)) has to be replaced by $F^+(z)$ and $\Phi_j(z)$, respectively, where $\Phi_j(z)$ is given by

$$
\Phi_j(z) = \left[ \sum_{l=1}^{m} \left( \sum_{n=0}^{m} \sum_{l=0}^{n-1} \psi^+_l(n) \left( \sum_{\xi=n}^{n-1} C_{\xi} f^{(\xi)}(z) \prod_{\ell=n, 1 \neq \xi}^{\ell-1} d^{(\ell)}(z) \right) \right) \right]_{l,j} + \sum_{n=0}^{m} \sum_{l=1}^{m} \sum_{n=0}^{m} \psi^+_l(n) \left( \sum_{\xi=n}^{n-1} C_{\xi} f^{(\xi)}(z) \prod_{\ell=n, 1 \neq \xi}^{\ell-1} d^{(\ell)}(z) \right) \right]_{l,i}
+ \sum_{n=0}^{m} \sum_{l=1}^{m} \sum_{n=0}^{m} \psi^+_l(n) \left( \sum_{\xi=n}^{n-1} C_{\xi} f^{(\xi)}(z) \prod_{\ell=n, 1 \neq \xi}^{\ell-1} d^{(\ell)}(z) \right) \right]_{l,i}
+ \sum_{n=0}^{m} \sum_{l=1}^{m} \sum_{n=0}^{m} \psi^+_l(n) \left( \sum_{\xi=n}^{n-1} C_{\xi} f^{(\xi)}(z) \prod_{\ell=n, 1 \neq \xi}^{\ell-1} d^{(\ell)}(z) \right) \right]_{l,i}
+ \sum_{n=0}^{m} \sum_{l=1}^{m} \sum_{n=0}^{m} \psi^+_l(n) \left( \sum_{\xi=n}^{n-1} C_{\xi} f^{(\xi)}(z) \prod_{\ell=n, 1 \neq \xi}^{\ell-1} d^{(\ell)}(z) \right) \right]_{l,i}

\sum_{n=0}^{m} \sum_{l=1}^{m} \sum_{n=0}^{m} \psi^+_l(n) \left( \sum_{\xi=n}^{n-1} C_{\xi} f^{(\xi)}(z) \prod_{\ell=n, 1 \neq \xi}^{\ell-1} d^{(\ell)}(z) \right) \right]_{l,i} \frac{f^{(l)}(z)}{\prod_{n=m}^{l-1} d^{(\ell)}(z)}, \quad 1 \leq j \leq m \quad (54)
$$

Hence, the simplified form of $F_j^+(z)$ is given by

$$F_j^+(z) = \frac{[G_j(z)]}{[G(z)]}, \quad 1 \leq j \leq m, \quad (55)$$

where both $G_j(z)$ and $G(z)$ represent square matrix with $(k, l)$-th elements given by

$$[G_j(z)]_{k,l} = \left\{ \begin{array}{ll} h_{l,k}(z), & l \neq j \\ \Phi_{k}(z), & l = j \end{array} \right. \quad \text{and} \quad [G(z)]_{k,l} = h_{l,k}(z) \quad (56)$$

The $j$-th column of the square matrix $G_j(z)$ is replaced by $[\Phi_1(z), \Phi_2(z), \ldots, \Phi_m(z)]^T$ and all other elements are same as those of $G(z)$.

We assume that $[G(z)]$, which is a polynomial in $z$, possess a non-zero coefficient of power of $z$. Finally, we have

$$F_j^+(z) = \frac{\Omega_j(z)}{\Omega(z)}, \quad 1 \leq j \leq m, \quad (57)$$
where $\Omega(z) = |G(z)|$ and $\Omega(z) = |G(z)|$. Now $F_j^+(z)$ being a rational function with completely known polynomials, we can proceed to find its partial fraction. Let $\Omega_j(z)$ and $\Omega(z)$ are the polynomials of degree $L_1$ and $M_1$, respectively. Depending upon the distinct and multiple roots of $\Omega(z)$, we discuss possible cases below.

4.3.1 When all the zeros of $\Omega(z)$ in $|z| > 1$ are distinct

As $\Omega(z)$ possess ‘$mb$’ simple zeros inside and on the unit circle, it is evident that $\Omega(z)$ has $M_1 - mb$ distinct zeros in $|z| > 1$. Let us denote these zeros as $\gamma_1, \gamma_2, \ldots, \gamma_{M_1 - mb}$.

**Case 1: $L_1 \geq M_1$**

Applying the partial-fraction expansion, we can uniquely write the rational function $F_j^+(z)$ ($1 \leq j \leq m$) as

$$F_j^+(z) = \sum_{i=0}^{L_1 - M_1} \epsilon_{i,j} z^i + \sum_{k=1}^{M_1 - mb} \frac{\eta_{k,j}}{\gamma_k - z},$$

(58)

for some constants $\epsilon_{i,j}$ and $\eta_{k,j}$'s. The constants $\epsilon_{i,j}$ in the first summation term are obtained by the division of the polynomial $\Omega_j(z)$ by $\Omega(z)$. Use of the classical residue theorem also leads to

$$\eta_{k,j} = \frac{\Omega_j(\gamma_k)}{\Omega'(\gamma_k)}, \quad k = 1, 2, \ldots, M_1 - mb.$$  

Now, collecting the coefficient of $z^n$ from both the sides of (58), we have

$$\pi_j^+(n, b) = \epsilon_{n,j} + \sum_{k=1}^{M_1 - mb} \frac{\eta_{k,j}}{\gamma_k^{n+1}}, \quad n \geq 0.$$  

(59)

**Case 2: $L_1 < M_1$**

Use of partial-fraction technique on $F_j^+(z)$ leads to

$$F_j^+(z) = \sum_{k=1}^{M_1 - mb} \frac{\eta_{k,j}}{\gamma_k - z},$$

(60)

where

$$\eta_{k,j} = \frac{\Omega_j(\gamma_k)}{\Omega'(\gamma_k)}, \quad k = 1, 2, \ldots, M_1 - mb.$$  

Now, collecting the coefficient of $z^n$ from both the sides of (60), we get

$$\pi_j^+(n, b) = \sum_{k=1}^{M_1 - mb} \frac{\eta_{k,j}}{\gamma_k^{n+1}}, \quad n \geq 0.$$  

(61)
4.3.2 When some zeros of $\Omega(z)$ in $|z| > 1$ are repeated

There is also a possibility that the denominator $\Omega(z)$ of $F_j^+(z)$ may possess some multiple/repeated zeros whose modulus value are greater than one. Assume that, $\Omega(z)$ has total $\ell$ multiple zeros, say $\beta_1, \beta_2, \ldots, \beta_\ell$ with multiplicity $\delta_1, \delta_2, \ldots, \delta_\ell$, respectively. Further it is clear that $\Omega(z)$ has total $(M_1 - mb - \varsigma)$ distinct zeros, where $\varsigma = \sum_{i=1}^\ell \delta_i$, say $\gamma_1,\gamma_2,\ldots,\gamma_{M_1 - mb - \varsigma}$.

**Case 1:** $L_1 \geq M_1$

Applying the partial-fraction method, $F_j^+(z)$ ($1 \leq j \leq m$) can be uniquely written as

$$F_j^+(z) = \sum_{i=0}^{L_1 - M_1} \epsilon_{i,j} z^i + \sum_{k=1}^{M_1 - mb - \varsigma} \frac{\sigma_{k,j}}{\gamma_k - z} + \sum_{\nu=1}^\ell \sum_{i=1}^{\delta_{\nu}} \frac{\eta_{\nu,i,j}}{\beta_{\nu}^i - (\gamma_{n+1} + 1)} \left( \frac{\beta_{\nu}^i - z}{\gamma_{n+1} + 1} \right)$$  \hspace{1cm} (62)

where

$$\sigma_{k,j} = \frac{\Omega_j(\gamma_k)}{F'(\gamma_k)}, \quad k = 1, 2, \ldots, M_1 - mb - \varsigma,$$

$$\eta_{\nu,i,j} = \frac{1}{(\delta_{\nu} - 1)!} \lim_{z \to \beta_{\nu}^i} \frac{d}{dz} \left( \frac{(\beta_{\nu}^i - z)^{\delta_{\nu}} \Omega_j(z)}{\Omega(z)} \right) \nu = 1, 2, \ldots, \ell, \quad i = 1, 2, \ldots, \delta_{\nu}.$$

Now collecting the coefficient of $z^n$ from both the sides of (62), we have

$$\pi^+_j(n,b) = \epsilon_{n,j} + \sum_{k=1}^{M_1 - mb - \varsigma} \frac{\sigma_{k,j}}{\gamma_k^{n+1}} + \sum_{\nu=1}^\ell \sum_{i=1}^{\delta_{\nu}} \left( \frac{\delta_{\nu} + n - i}{\delta_{\nu} - i} \right) \frac{\eta_{\nu,i,j}}{\beta_{\nu}^{n+1} + 1}, \quad n \geq 0. \hspace{1cm} (63)$$

**Case 2:** $L_1 < M_1$

In this case, in partial-fraction, only the first summation term of the right hand side of (62) has been omitted. Now, collecting the coefficients of $z^n$ one can obtain $\pi^+_j(n,b)$ which are given by

$$\pi^+_j(n,b) = \sum_{k=1}^{M_1 - mb - \varsigma} \frac{\sigma_{k,j}}{\gamma_k^{n+1}} + \sum_{\nu=1}^\ell \sum_{i=1}^{\delta_{\nu}} \left( \frac{\delta_{\nu} + n - i}{\delta_{\nu} - i} \right) \frac{\eta_{\nu,i,j}}{\beta_{\nu}^{n+1} + 1}, \quad n \geq 0. \hspace{1cm} (64)$$

This completes the analysis of obtaining the departure epoch probability vectors. Now, a relation between departure and arbitrary epoch probability vectors is to be established in the next section.

5 Queue length and server content distribution at arbitrary epoch

In order to obtain the system length distribution and several key performance measures of the concerned queueing model, the joint distribution of queue content and server content at arbitrary epoch plays a pivotal role. We establish a correspondence between departure and arbitrary epoch probability vectors in the following theorem.
The state probability vectors \{p(n, 0), \pi(n, r)\} and \{\pi^+(n, r), \psi^+(n)\}

are connected by

\[
p(n, 0) = \left[ \frac{1}{E^*} \sum_{j=0}^{n} \psi^+(j) M_{n,j} \right] (-D_0)^{-1}, \quad 0 \leq n \leq a - 1
\]  

(65)

\[
\pi(0, r) = \left[ \frac{1}{E^*} \left\{ \pi^+(0, r) - \psi^+(r) \right\} - \sum_{i=0}^{a-1} p(i, 0) D_{r-i} \right] (D_0)^{-1}, \quad a \leq r \leq b
\]  

(66)

\[
\pi(n, r) = \left[ \frac{1}{E^*} \pi^+(n, r) - \sum_{i=1}^{n} \pi(n-i, r) D_i \right] (D_0)^{-1}, \quad a \leq r \leq b - 1, \quad n \geq 1
\]  

(67)

\[
\pi(n, b) = \left[ \frac{1}{E^*} \left\{ \pi^+(n, b) - \psi^+(n+b) \right\} - \sum_{j=1}^{b} p(b-j, 0) D_{n+j} \right] (D_0)^{-1}, \quad n \geq 1
\]  

(68)

where

\[
E^* = \omega + \sum_{n=0}^{a-1} \sum_{j=0}^{n} \psi^+(j) M_{n,j} (-D_0)^{-1} e
\]

\[
\omega = \sum_{n=0}^{a-1} \psi^+(n) \left( \sum_{\ell=a}^{b} C_{\ell a} s_{\ell} + \sum_{j=n}^{a-1} M_{j,n} \sum_{i=b+1-j}^{\infty} T_i s_b \right) e + \sum_{n=a}^{b} s_a \psi^+(n) e + s_b \sum_{n=b+1}^{\infty} \psi^+(n) e
\]

**Proof:** From the equation (23) of lemma 4, we get the desired result (65). Now setting \( \theta = 0 \) in (68) - (10) we get,

\[
\pi(0, r, 0) = \pi(0, r) D_0 + \sum_{i=0}^{a-1} p(i, 0) D_{r-i} + \sum_{j=a}^{b} \pi(r, j, 0), \quad a \leq r \leq b
\]  

(69)

\[
\pi(n, r, 0) = \pi(n, r) D_0 + \sum_{i=1}^{n} \pi(n-i, r) D_i, \quad a \leq r \leq b - 1, \quad n \geq 1
\]  

(70)

\[
\pi(n, b, 0) = \pi(n, b) D_0 + \sum_{i=1}^{n} \pi(n-i, b) D_i + \sum_{j=a}^{b} p(b-j, 0) D_{n+j} + \sum_{j=a}^{b} \pi(n+b, j, 0), \quad n \geq 1
\]  

(71)

Dividing (69) - (71) by \( \sum_{\ell=0}^{\infty} \sum_{r=0}^{a} \pi(\ell, r, 0) e \) and using (15), (17) and lemma 3, after some algebraic simplification we obtain the desired results of (66) - (68).

6 Queue length and server content distribution at pre-arrival epoch

Having found arbitrary epoch probability vectors, we find an association between arbitrary and pre-arrival epoch probability vectors. Let \( p^-(n, 0), \quad (0 \leq n \leq a - 1) \) and \( \pi^-(n, r), \quad (a \leq r \leq b, \quad n \geq 0) \) be the \( 1 \times m \) vectors with \( i \)-th component as \( p^-_i(n, 0) \) and \( \pi^-_i(n, r) \), respectively. Let us define \( p^-_i(n, 0) \) as the steady-state probability that an arrival finds \( n \) \((0 \leq n \leq a - 1) \) customers in the queue, server
idle, and phase of the arrival process is \( i \). Similarly, we define \( \pi^-(n, r) \) to be the steady-state probability that an arrival finds \( n \) \((n \geq 0)\) customers in the queue, server busy with \( r \) \((a \leq r \leq b)\) customers and phase of the arrival process is \( i \). Then the vectors \( p^-(n, 0) \) and \( \pi^-(n, r) \) are given by

\[
p^-(n, 0) = \frac{p(n, 0) \sum_{i=1}^{\infty} D_i}{\lambda g}, \quad 0 \leq n \leq a - 1 \tag{72}
\]

\[
\pi^-(n, r) = \frac{\pi(n, r) \sum_{i=1}^{\infty} D_i}{\lambda g}, \quad a \leq r \leq b, \quad n \geq 0. \tag{73}
\]

### 7 System length distribution and performance measures

Having found the probability vectors \( p(n, 0), (0 \leq n \leq a - 1) \), \( \pi(n, r), (a \leq r \leq b, n \geq 0) \), the other significant distribution of interest can be easily obtained and are given below.

- Distribution of the number of customers in the system at an arbitrary epoch (including number of customers with the server) is given by

\[
p_{\text{system}}(n) = \begin{cases} 
p(n, 0)e & 0 \leq n \leq a - 1, \\
\sum_{r=a}^{\min(b,n)} \pi(n-r, r)e & a \leq n \leq b, \\
\sum_{r=a}^{b} \pi(n-r, r)e & n \geq b + 1.
\end{cases}
\]

- Distribution of the number of customers in the queue at arbitrary epoch is given by

\[
p_{\text{queue}}(n) = \begin{cases} 
p(n, 0)e + \sum_{r=a}^{b} \pi(n, r)e & 0 \leq n \leq a - 1, \\
\sum_{r=a}^{b} \pi(n, r)e & n \geq a.
\end{cases}
\]

- Distribution of the number of customers in service given that server is busy

\[
p_{\text{server}}(r) = c \sum_{n=0}^{\infty} \pi(n, r)e, \quad a \leq r \leq b
\]

where \( c^{-1} = \left[ 1 - \sum_{n=0}^{a-1} p(n, 0)e \right] \) is probability that the server is busy \( (P_{\text{busy}}) \).

It is very much essential to study the performance measures of the queueing system as they play a notable role in designing and improving the efficiency of the system. Some performance measures are listed below:
average number of customers waiting in the queue \( (L_q) = \sum_{n=0}^{\infty} np^\text{queue}_n \),

mean number of customers in the system \( (L) = \sum_{n=0}^{\infty} np^\text{system}_n \),

average number of customers with the server \( (L_s) = \sum_{r=a}^{b} rp^\text{server}_r \),

mean waiting time of a customer in the queue \( (W_q) = \frac{L_q}{\lambda^*} \), as well as in the system \( (W) = \frac{L}{\lambda^*} \).

the probability that the server is idle \( (P_{idle}) = \sum_{n=0}^{\infty} p(n,0)e \).

8 Numerical examples

The feasibility and applicability of the methodology discussed above has been illustrated through some numerical examples as it brings out the inner feelings about the concerned queue to the readers. In this section, we present numerical examples by evoking the service time distributions as phase type (PH) and deterministic (D).

In the first example, the service time has been considered to follow PH-type distribution which has the representation as \( (\beta, T) \), where \( \beta \) is a row vector of order \( \nu \), and \( T \) is a square matrix of order \( \nu \). The joint queue and server content distribution for \( BMAP/G^{(7,13)}_n/1 \) queue, where \( G \) follows PH distribution, at different epochs (departure and arbitrary) has been displayed in Tables 1-2 with the following input parameters. The \( BMAP \) is represented by the matrices

\[
D_0 = \begin{pmatrix}
-0.542410 & 0.003728 & 0.000000 \\
0.004349 & -0.022989 & 0.000621 \\
0.000000 & 0.001243 & -0.269670
\end{pmatrix}, \quad
D_1 = \begin{pmatrix}
0.010252 & 0.000000 & 0.250689 \\
0.000000 & 0.008698 & 0.000311 \\
0.129553 & 0.002485 & 0.002175
\end{pmatrix},
\]

\[
D_3 = \begin{pmatrix}
0.010252 & 0.000000 & 0.250689 \\
0.000000 & 0.008698 & 0.000310 \\
0.129553 & 0.002485 & 0.002175
\end{pmatrix}
\]

so that \( \pi = [0.171902, 0.490074, 0.338023] \). The PH-distribution is taken as \( \beta = (0.20 \ 0.80) \) and \( T = \begin{pmatrix} -\mu_r & \mu_r \\ 0 & -\mu_r \end{pmatrix} \) for \( \forall \ r, m, \mu_r = r \mu, (7 \leq r \leq 13), \mu = 0.035, \lambda^* = 0.384331, \lambda_g = 0.192166 \) and \( \rho = 0.077971 \).

Although, the similar results at pre-arrival epoch can generated using the relations developed in section 5 we have not appended the table due to the lack of space.

The illustration of numerical example includes the deterministic (D) distribution possessing the transcendental L.-S.T. which is rationalized using Padé approximation, say Padé\((k,\ell)\) where \( k \) and \( \ell \) are the parameters with \( k < \ell \) but not
Table 1: Joint distribution of queue and server content and phase of the arrival process at departure epoch for BMAP/G/1 queue, with $G \sim \text{PH}$

| r | $\pi_1^r$ (n, 7) | $\pi_2^r$ (n, 7) | $\pi_3^r$ (n, 7) | $\pi_1^r$ (n, 8) | $\pi_2^r$ (n, 8) | $\pi_3^r$ (n, 8) | $\pi_1^r$ (n, 9) | $\pi_2^r$ (n, 9) | $\pi_3^r$ (n, 9) |
|---|---|---|---|---|---|---|---|---|---|
| 0 | 0.000000 | 0.000004 | 0.000166 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 |
| 1 | 0.017401 | 0.002619 | 0.034488 | 0.007925 | 0.001005 | 0.013191 | 0.000502 | 0.000120 | 0.018374 |
| 2 | 0.006869 | 0.000636 | 0.009845 | 0.002521 | 0.000230 | 0.004123 | 0.003107 | 0.000255 | 0.004751 |
| 3 | 0.019265 | 0.002798 | 0.037995 | 0.008661 | 0.001070 | 0.015643 | 0.010008 | 0.001185 | 0.019911 |
| 4 | 0.013112 | 0.001332 | 0.028062 | 0.005273 | 0.000480 | 0.006758 | 0.006672 | 0.000530 | 0.005998 |
| 5 | 0.005593 | 0.000555 | 0.010872 | 0.002275 | 0.000200 | 0.004080 | 0.002846 | 0.000201 | 0.004173 |
| 10 | 0.001530 | 0.000133 | 0.003556 | 0.001248 | 0.000197 | 0.002077 | 0.001355 | 0.000104 | 0.002005 |
| 20 | 0.000352 | 0.000032 | 0.000569 | 0.000899 | 0.000008 | 0.000165 | 0.000685 | 0.000006 | 0.000134 |
| 30 | 0.000036 | 0.000003 | 0.000078 | 0.000088 | 0.000000 | 0.000012 | 0.000085 | 0.000000 | 0.000016 |
| 40 | 0.000004 | 0.000000 | 0.000008 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 |
| 50 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 |
| Total | 0.141400 | 0.035391 | 0.275582 | 0.087675 | 0.019341 | 0.116074 | 0.083533 | 0.018415 | 0.136806 |

The parameters corresponding to this example are given by $a = 4$, $b = 7$, and $m = 2$, $D_0 = \begin{pmatrix} -6.937500 & 0.937500 \\ 0.062500 & -0.195800 \end{pmatrix}$, $D_1 = \begin{pmatrix} 5.400000 & 0.000000 \\ 0.000000 & 0.119970 \end{pmatrix}$, $D_5 = \begin{pmatrix} 0.600000 & 0.000000 \\ 0.000000 & 0.000000 \end{pmatrix}$ so that $\pi = [0.062500, 0.937500]$, $\lambda^* = 0.699956$, $\mu_r = \frac{b}{r}$, $(4 \leq r \leq 7)$ with $\mu = 7.0$ and $\rho = 0.1$. The queue and server content distribution at different epochs are presented in Table 2.

$k << \ell$. The queue and server content distribution at different epochs are presented in Table 2.
Table 2: Joint distribution of queue and server content and phase of the arrival process at arbitrary epoch for MAP/G^{(7,13)}/1 queue, with G ~ PH

| n | 45 | 40 | 30 | 20 | 10 | 0 |
|---|----|----|----|----|----|---|
| 0 | 0.101380 | 0.17912 | 0.259080 | 0.41965 | 0.57921 | 0.73877 |

| r = 8 | r = 10 | r = 11 |
|---|---|---|
| n | q(G,8) | q(G,9) | q(G,10) | q(G,11) | q(G,12) |
| 0 | 0.000151 | 0.000223 | 0.000337 | 0.000548 | 0.000659 | 0.000770 |
| 1 | 0.001726 | 0.000199 | 0.003337 | 0.000417 | 0.000501 | 0.000585 |
| 2 | 0.000557 | 0.000045 | 0.000849 | 0.000309 | 0.000390 | 0.000470 |
| 3 | 0.000180 | 0.000120 | 0.000699 | 0.000432 | 0.000514 | 0.000596 |
| 4 | 0.000116 | 0.000093 | 0.001706 | 0.000796 | 0.000876 | 0.000956 |
| 5 | 0.000043 | 0.000035 | 0.000837 | 0.000494 | 0.000574 | 0.000654 |
| 10 | 0.000236 | 0.000018 | 0.000364 | 0.000140 | 0.000211 | 0.000292 |
| 20 | 0.000014 | 0.000001 | 0.000022 | 0.000010 | 0.000018 | 0.000026 |
| 30 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 |
| 40 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 |
| 45 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 |
| Total | 0.000150 | 0.000243 | 0.000364 | 0.000554 | 0.000666 | 0.000777 |

| r = 12 | r = 13 | r = 14 |
|---|---|---|
| n | q(G,12) | q(G,13) | q(G,14) | q(G,15) | q(G,16) | q(G,17) |
| 0 | 0.000173 | 0.000199 | 0.000333 | 0.000500 | 0.000593 | 0.000686 |
| 1 | 0.001726 | 0.000199 | 0.003337 | 0.000417 | 0.000501 | 0.000585 |
| 2 | 0.000557 | 0.000045 | 0.000849 | 0.000309 | 0.000390 | 0.000470 |
| 3 | 0.000180 | 0.000120 | 0.000699 | 0.000432 | 0.000514 | 0.000596 |
| 4 | 0.000116 | 0.000093 | 0.001706 | 0.000796 | 0.000876 | 0.000956 |
| 5 | 0.000043 | 0.000035 | 0.000837 | 0.000494 | 0.000574 | 0.000654 |
| 10 | 0.000236 | 0.000018 | 0.000364 | 0.000140 | 0.000211 | 0.000292 |
| 20 | 0.000014 | 0.000001 | 0.000022 | 0.000010 | 0.000018 | 0.000026 |
| 30 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 |
| 40 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 |
| 45 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 | 0.000000 |
| Total | 0.000150 | 0.000243 | 0.000364 | 0.000554 | 0.000666 | 0.000777 |

L = 7.893243, W = 11.837688, W_G = 7.597549
9 Conclusion

In this paper, the supplementary variable technique and bivariate probability generating function approach is adopted to analyze a generally distributed batch-size-dependent service queue with batch Markovian arrival process. Three significant features have been included, firstly, the closed-form expression of bivariate vector generating function of queue and server content distribution at departure epoch, secondly, the extraction of probability vectors, and finally, the relation between probability vectors at departure and arbitrary epochs. We have dealt with several complicated analytic expressions during the analysis. Through assorted numerical examples, it is clear that the methodology is tractable and easily implementable. As a final conclusion, we feel that this queuing model can be used to quantify the effects of multimedia services over a wireless local communication networks.
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