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A controllable mechanistic transition of charge transfer in helical peptides: from hopping to superexchange

Jingxian Yu,* John R. Horsley and Andrew D. Abell

Understanding the electronic properties inherent to peptides is crucial for controlling charge transfer, and precursory to the design and fabrication of bio-inspired next generation electronic components. However, to achieve this objective one must first be able to predict and control the associated charge transfer mechanisms. Here we demonstrate for the first time a controllable mechanistic transition in peptides resulting directly from the introduction of a side-bridge. High level computational studies on two similar 3\(_{10}\)-helical hexapeptides, one further constrained into this geometry by linking the \(i\) to \(i + 3\) residues with a lactam side-bridge, highlight the effects of the bridge on electron transfer parameters, i.e. thermodynamic driving forces, reorganization energies, and electronic coupling factors. The additional backbone rigidity imparted by the bridge significantly alters the molecular dynamics of the peptide to such an extent as to induce a mechanistic transition from hopping in the linear peptide, to superexchange in the constrained peptide. This exciting finding not only advances our fundamental knowledge of the mechanisms governing charge transfer in peptides, but also reveals novel approaches to design and develop new functional devices that are tailored for applications in molecular electronics.

1. Introduction

A fundamental understanding of electron transfer in complex biomolecules such as proteins and DNA is central to the design and development of bio-inspired molecular electronic components.\(^1\) However, the vast complexities of such systems is somewhat limiting to progress, with model synthetic peptides presenting as ideal candidates in this context. Synthetic peptides can be designed to conform to specific secondary structures, such as helices and \(\beta\)-strands, to allow the dynamics and mechanisms of electron transfer to be studied in a controlled and defined environment.\(^2\) In addition, they can be specifically functionalized along their backbone to enable precision-branching, analogous to three-dimensional molecular circuitry.\(^3\) Such molecular electronics provide an opportunity to begin to redefine integrated circuit technologies and revolutionize modern computing.\(^4\) However, one must first understand and subsequently be able to predict and control the associated charge transfer mechanisms.\(^5\) Two main modes, superexchange (tunnelling) and thermally activated hopping, are widely accepted.\(^6\) The superexchange mechanism of electron transfer involves direct molecule-mediated tunnelling, where the intervening peptide chain between electron donor and acceptor takes on a virtual role. In this one-step process the electron transfer rate constant decreases exponentially with increasing distance between the donor and acceptor.\(^7\) The alternative hopping mechanism operates in a helical peptide by using sites on the peptide chain that are coupled to each other electronically for electron transfer, resulting in shorter and therefore faster sequential steps.\(^8\) In this multi-step process electrons reside on the peptide chain for a finite time, with molecular conductance obeying ohmic behavior with increasing distance between donor and acceptor, enabling efficient long-range electron transfer.\(^9\) This charge transfer process can be explained by the ordered coupling of amide groups within the backbone of \(\alpha/3_{10}\)-helical peptides.\(^10-12\) Specifically, the \(2p-\pi\) orbital overlap between the oxygen atoms of the adjacent carbonyl groups is thought to provide potential hopping sites for electrons (or holes) along the peptide chain.\(^13,14\)

A mechanistic transition between one-step superexchange and multi-step hopping has been previously observed in DNA,\(^15,16\) and peptides of increasing lengths,\(^6,17,18\) where superexchange operates in short sequences and hopping over longer sequences. Temperature dependence measurements have revealed switching between the two mechanisms in peptides/proteins,\(^19\) where superexchange operates at low temperatures and hopping at higher temperatures. Notably, a controllable transition between superexchange and hopping in peptides with similar lengths, at room temperature, would no doubt provide significant benefits for advancing the design and development of functional single-molecule electronic
components.\textsuperscript{29} Here, we aim to demonstrate such a mechanistic transition using two 3\textsubscript{10}-helical peptides of similar length at room temperature, that differ essentially in the presence (or absence) of a lactam side-bridge constraint.

We and others have previously demonstrated that the addition of a tether linking the side-chains of peptides \textit{via} Huisgen cycloaddition,\textsuperscript{21–23} ring closing metathesis,\textsuperscript{24–27} or lactamization,\textsuperscript{28–30} fixes the structural conformation into a well-defined helical geometry. The resulting decrease in backbone flexibility leads to a reduction of torsional motion necessary for facile electron transfer through the peptide \textit{via} a hopping mechanism, which in turn impacts the associated electron transfer dynamics and hence their electronic properties. We have recently reported the synthesis of two closely related 3\textsubscript{10}-helical hexapeptides (see Fig. 1), one further constrained into this geometry by way of a lactam side-bridge.\textsuperscript{28} An electrochemical study of the two peptides found the electron transfer rate constant in the constrained peptide 1 to be approximately one order of magnitude lower than that of the linear counterpart 2, with a corresponding and significant increase in the formal potential. Complementary quantum transport (ballistic scattering) simulations, using density functional theory (DFT) coupled with the non-equilibrium Green’s function (NEGF)	extsuperscript{31} were performed. Anti-resonance peaks were found in both cases, with discontinuous eigenchannel wave functions\textsuperscript{32} indicative of the occurrence of destructive quantum interference. The calculated conductance for both peptides was found to be remarkably similar, contrasting the approximate ten-fold difference in the electron transfer rate constants observed in the electrochemical study.\textsuperscript{28} Similar results were also recently reported in helical peptides based on the same theoretical approach.\textsuperscript{15} This suggests that different charge transfer mechanisms may be operating in these helical peptides, which cannot be determined using ballistic scattering transport simulations.

It is thus critical to determine whether the additional rigidity generated by the lactam side-bridge is sufficient to inhibit the electron transfer dynamics of the peptide backbone, thereby altering the associated electron transfer mechanism. This ability to define the mechanism then has wider consequences for the design and development of bio-inspired molecular devices. We have previously shown, through the application of a side-chain tether, that the reorganization energy for each sequential electron transfer step increases by as much as 0.3 eV, relative to the untethered counterpart,\textsuperscript{21} using Marcus theory of electron transfer.\textsuperscript{22} However, it is not known if this increased energy barrier is substantial enough to induce a transition in the charge transfer mechanism. In light of this, Marcus theory will now be used in conjunction with the latest constrained density functional theory (cDFT)\textsuperscript{34} to elucidate this fundamental issue. The charge constraints on arbitrary molecular fragments in cDFT provide a natural way to define diabatic states for electron transfer, and calculate the properties of individual states using the basic machinery of the Kohn–Sham SCF procedure.\textsuperscript{35} The cDFT states, together with the couplings between these states, can be exploited to construct complex charge transfer models. In this computational study, we will show that charge transfer mechanisms can be modulated through the application of a lactam side-bridge constraint, specifically where the presence/absence of the constraint represents gate-assisted on/off states.

2. Computational details

The model peptides used for this computational study (3 and 4, see Fig. 2) are analogues of 1 and 2, albeit with redox-active ferrocene units at both termini to act as electron donor and acceptor\textsuperscript{31,36} to maximize the similarity with these synthetic peptides.\textsuperscript{28} All initial geometries of peptides 3 and 4 were prepared using the GaussView 5.0 package by modifying the

Fig. 1 Synthetic 3\textsubscript{10}-helical peptides, 1 constrained by linking the side-chains of the i and i+3 residues via a lactam bridge, and 2, a linear analogue containing an amide bond in the untethered side-chain. The presence/absence of the constraint represents gate-assisted on/off states.

Fig. 2 Constructed diabatic states of (a) the constrained peptide 3 and (b) the linear peptide 4, showing three key electron transfer pathways. One pathway involves one-step superexchange (green arrows), whilst the others are two-step sequential hopping pathways, either via the backbone (red arrows) or the amide-containing side-chain/bridge (blue arrows). The labels corresponding to each arrow represent the elementary electron transfer rate constants for each specific pathway.
related side-chains of Z-(Alb)_{10}-OH homopeptide crystal structure (accession code CCDC 1430000). The lowest energy conformers for all uncharged peptide models were determined in gas phase using the Gaussian 09 package, with tight convergence criteria using a hybrid B3LYP method with 6-31G** basis set for all C, H, N, O atoms, and Lanl2dz basis set for Fe atom in order to define the backbone conformations. Conformational analysis, including dihedral angles, total molecular lengths and intramolecular hydrogen bond lengths, was conducted using the GaussView 5.0 package.

Three key charge transfer pathways are depicted in Fig. 2. One particular pathway involves one-step elastic tunnelling between the first and last residues (Alb1 and Alb6, see Fig. 2, green arrows). The others are two-step sequential hopping pathways originating at Alb1, either passing through the peptide backbone (Alb4, see Fig. 2, red arrows) or the amide-containing side-bridge/ side-chain (see Fig. 2, blue arrows), terminating at Alb6. In order to obtain quantitative information about electron transfer kinetics, diabatic states were constructed by individually localizing an overall charge of +1 on the amino acids Alb1, Alb4, and Alb6 in both peptide models, and on the amide bonds located in the side-bridge of 3 and the side-chain of 4 (see Fig. 2). The geometry of each diabatic state was optimized with the excess charge constrained to the indicated part of the molecule using CDF as implemented in the NWChem 6.1 package with the hybrid B3LYP functional and 6-31G** basis set for all C, H, N, O atoms and Lanl2dz basis set for Fe atom, starting from the lowest energy conformer of their corresponding uncharged molecular model. Both electronic coupling matrix elements ($H_{ab}$) and diabatic potential energy surfaces were computed for these diabatic states using the NWChem 6.1 package. Diabatic potential profiles were determined by assuming that, during a charge transfer step, the nuclear configuration changes smoothly between the optimized geometries of the diabatic states in which the excess charge is localized before and after electron transfer. Thus, the energy of each of the two diabatic states along the electron transfer reaction coordinate was taken as the energy for geometries linearly interpolated between the optimized geometries of the two diabatic states, with the excess charge localized to the part of the molecule corresponding to the diabatic state in question.

The energy gap ($\Delta E$) and inner sphere reorganization energy ($\lambda_{inner,j}$) between two neighboring states along an electron transfer pathway extracted from the diabatic potential profiles allows the elementary electron transfer rate constant ($k_{ET}$) from one diabatic state (i) to the neighboring diabatic state (j) to be estimated based on the semi-classical Marcus theory expression:

$$k_{ET} = \frac{|H_{ab}|^2}{\hbar} \times \exp \left( -\frac{(\Delta G_{ij} + \lambda_j)^2}{4\lambda_jk_B T} \right)$$

(1)

where ($\lambda_j$) is the sum of inner sphere reorganization energy ($\lambda_{inner,j}$) and outer sphere reorganization energy ($\lambda_{outer,j}$) from the diabatic state (i) to the neighboring diabatic state (j), ($H_{ab}$) is the electronic coupling between the two states, ($k_j$) is the Boltzmann constant, and ($\Delta G_{ij}$) is the difference in free energy between the two states. Here the free energy difference ($\Delta G_{ij}$) is approximated by the energy gap ($\Delta E_{ij}$). The overall electron transfer rate constant for a two-step sequential hopping pathway was then calculated using a previously reported kinetic model, which assumes steady-state occupation probability for different diabatic states (see eqn (4) and (5)).

The outer-sphere reorganization energy ($\lambda_{outer,j}$) from the diabatic state (i) to the neighboring diabatic state (j) is given by:

$$\lambda_{outer,j} = \frac{e^2}{4\pi\varepsilon_0} \left( \frac{1}{2r_i} + \frac{1}{2r_j} - \frac{1}{R} \right) \left( \frac{1}{D_{op}} - \frac{1}{\varepsilon_s} \right)$$

(2)

where $e$ is the transferred electronic charge, $r_i$ and $r_j$ are the effective radii of diabatic states (i) and (j) respectively with $r_i + r_j = R$, $\varepsilon_0$ is the permittivity of vacuum ($\varepsilon_0 = 8.8542 \times 10^{-12}$ F m$^{-1}$), $D_{op}$ is the optical dielectric constant of the solvent (equal to the refractive index squared), and $\varepsilon_s$ is the static dielectric constant of the solvent. Given that peptides 3 and 4 are relatively large (total length of each peptide is approximately 21 Å) and conformationally similar, the effective radii of diabatic states should not vary significantly. The effective radius of diabatic states is approximated by the length of each peptide, which gives rise to $\lambda_{outer} = 0.18$ eV in acetonitrile, the solvent used in the corresponding experimental study. This value is quite reasonable, as a similar $\lambda_{outer} (<0.2$ eV) has been reported for intramolecular electron transfer in ferredoxin. Hence, the outer-sphere reorganization energy (0.18 eV) will also be taken into account for all elementary electron transfer rate constant calculations.

### 3. Results and discussion

#### 3.1. Conformational analysis

Peptides 1 and 2 are rich in geminally di-substituted $\alpha$-aminoisobutyric acid (Alb) residues which are known to stabilize a $3_{10}$-
helical conformation. Peptide 1 is further constrained into this geometry by linking the side-chains of the i and i + 3 residues with an amide bond to form a lactam bridge, while peptide 2 is a direct linear counterpart. The geometries of both peptides were confirmed as $3_{10}$-helical using $^1$H NMR, 2D NMR, and IR spectroscopy. The lowest energy conformers for peptides 3 and 4, determined by molecular modelling using a hybrid B3LYP method, reveal that the distances from the first to last carbonyl carbons (backbone lengths) are the same for both peptides (11.99 Å, see Table 1). In addition, the distances between the two Fe centres in the two peptides are also remarkably similar, differing by only 0.05 Å. The mean intramolecular hydrogen bond length of the constrained 3 is 2.13 Å, only 0.02 Å longer than that of its linear counterpart 4 (see Table 1). The molecular models also demonstrate that each of these peptides adopts a $3_{10}$-helical conformation. Specifically, the mean dihedral angles in the peptide backbone for residues 1–6 of peptide 3 were determined to be (−60.17° for $\Phi$) and (−25.01° for $\Psi$), deviating from an ideal $3_{10}$-helix by 3.2° ($\Phi$) and 5.0° ($\Psi$), whilst the mean dihedral angles in the peptide backbone for residues 1–6 of peptide 4 deviated by only 0.4° and 2.6° respectively from an ideal $3_{10}$-helix (see Table 1).

The actual dihedral angles proximal to the i + 3 residue in the constrained peptide 3 differ from an ideal $3_{10}$-helix by 15.4° ($\Phi$) and 22.7° ($\Psi$), clearly showing the constrictive effect from the tether at this site (see Table 1). A comparison with other related 18-membered macrocyclic $3_{10}$-helical hexapeptides constrained i to i + 3 by a hydrocarbon linker (alkane, 4.6° $\Phi$, 10.0° $\Psi$; and alkene, 10.1° $\Phi$, 16.7° $\Psi$), shows that the lactam bridge imparts the largest deviation from an ideal structure at this location. The resulting constricting generated by the lactam side-bridge at the i + 3 residue contributes additional rigidity to the peptide backbone, which in turn increases the reorganization energy, and is reflected by the highest observed formal potential (0.924 V for 1) and lowest electron transfer rate constant (9.34 s$^{-1}$ for 1) when compared with other forms of cyclization discussed here. As such these studies demonstrate that the two molecular structures have essentially the same conformations, such that they differ only in the presence (or absence) of the constraint and the associated effect that this has on backbone rigidity.

### 3.2. Electron transfer mechanisms

Charge transfer in linear $3_{10}$-helical peptides such as 2 is understood to proceed via a hopping mechanism, however very little is known about electron transfer in constrained peptides. Here, Marcus theory was used in combination with the latest constrained density functional theory (cDFT) to model the diabatic states in $3_{10}$-helical models 3 and 4 (see Fig. 2a and 2b) in order to provide an insight into the electron transfer pathway and mechanism[52]. As mentioned, three key electron transfer pathways are considered in the theoretical simulations, with Fig. 4 and 5 showing the diabatic potential profiles for the superexchange and two sequential hopping pathways in peptides 3 and 4 respectively. The inner sphere reorganization energy ($\lambda_{\text{inner}}$) and the energy gap ($\Delta E$) between two neighboring diabatic states were estimated from the diabatic potential profiles, as indicated schematically in Fig. 4a. The calculated $\lambda_{\text{inner}}$ and $\Delta E$ values are given in Tables 2 and 3 for the constrained 3 and the linear counterpart 4 respectively, together with the strength of the electronic coupling ($H_{ab}$) calculated from the electronic structures of neighboring diabatic states.

In all potential profiles the energy of diabatic state Aib1 is greater than that of diabatic state Aib6, as shown in Fig. 4 and 5. The negative energy difference ($\Delta E_{\text{Aib1,Aib6}}$) provides a necessary driving force to move the cationic (+1) charge from Aib1 (N-terminal) to Aib6 (C-terminal), due to the large dipole moment in helical peptides with a negative C-terminal and a positive N-terminal. This is in accordance with experimental observations where the dipole moment can facilitate charge transfer if the charge propagation (in the form of hole transfer) follows the same direction as the dipole moment in helical peptides. Since each of the forward superexchange charge transfer steps has a negative energy difference ($\Delta E_{\text{Aib1,Aib6}}$), it is therefore energetically more favorable for the transference of cationic (+1) charge from the states Aib1 to Aib6, than the backward superexchange charge transfer step (Aib6 $\rightarrow$ Aib1), which is energetically unfavorable according to the Arrhenius’ equation. Notably, there is a positive energy gap ($\Delta E_{\text{Aib1,Aib4}}$) in 3 (approx. 0.02 eV) for the sequential hopping pathway via the backbone, whilst this energy gap ($\Delta E_{\text{Aib1,Aib4}}$) is negative in 4 (−0.29 eV), thus favoring the forward charge transfer step (Aib1 $\rightarrow$ Aib4) in 4. We believe that the clamp-like lactam bridge of 3 contributes to the additional potential energy which is required for the cationic (+1) charge to move from the unbridged (Aib1) to bridged (Aib4) state. Consequently, this bridge favours a more negative ($\Delta E_{\text{Aib4,Aib6}}$) in 3 than in 4.

### Table 1 Structural information for the lowest energy conformers of peptides 3 and 4

|  | 3 | 4 |
|---|---|---|
| $\Phi$ | $\Psi$ | $\Phi$ | $\Psi$ |
| Residue 1 | −60.24° | −31.93° | −60.40° | −31.61° |
| Residue 2 | −62.48° | −18.41° | −61.03° | −21.21° |
| Residue 3 | −50.82° | −33.28° | −53.46° | −28.11° |
| Residue 4 | −55.45° | −30.52° | −54.13° | −28.40° |
| Residue 5 | −72.36° | −7.33° | −55.19° | −28.01° |
| Residue 6 | −59.69° | −28.61° | −60.28° | −26.75° |
| Average | −60.17° | −25.01° | −57.42° | −27.35° |
| Differing from ideal $3_{10}$ helix | 3.1° | 4.99° | 0.42° | 2.65° |

Distance (Å)

| From first to last carbonyl carbon | 11.99 | 11.99 |
| Fe–Fe | 16.32 | 16.37 |
| Mean intramolecular H-bond length | 2.13 | 2.11 |

* The dihedral angles in bold (residue 5 in peptide 3) differ greatly from an ideal $3_{10}$-helix ($−57°/\Phi, −30°/\Psi$), revealing the constrictive effect from the tether at this site.
(−0.73 eV and −0.40 eV respectively), when the cationic charge moves from the bridged (Aib4) to the unbridged (Aib6) state.

The mean reorganization energy (\(\lambda\)) between the states Aib4 and Aib1 (or Aib6) in peptide 3 is estimated to be 1.24 eV (see Table 2), which is approximately 25% higher than that of 4 (0.97 eV, see Table 3). A significant contribution to the higher \(\lambda\) values between Aib4 and the neighboring states is believed to be due to the additional steric strain induced by the lactam side-bridge. It has also been reported that a fast interconversion in a homo-Aib hexapeptide takes place between \(3_{10}\)-helix and several other conformations in the nanosecond time scale.\(^{37}\) The presence of the lactam bridge in 3 reduces the dynamic property of the peptide backbone by stabilizing the \(3_{10}\)-helical structure. Furthermore, the \((H_{ab})\) values for each of the elementary electron transfer steps in 3 are considerably lower than that of 4. Specifically, the \((H_{ab})\) value between the states Aib4 and Aib6 in the constrained 3 was found to be 500 times lower than that in the linear 4. This relates to the tethered site \((i+3)\), and is further supported by the large deviation from an ideal \(3_{10}\)-helical structure at this location, as indicated by the dihedral angles for residue 5 (see Table 1). The coupling between the states Aib4 and Aib6 in 3 would have to contend with the lactam side-bridge rigidifying the backbone in these states, whereas a more flexible backbone of 4 may reposition these states, allowing for a much stronger coupling between them. Clearly, the presence of the lactam bridge influences the molecular dynamics of the peptide, resulting in significant

---

**Fig. 4** Diabatic potential profiles in the constrained peptide 3 for (a) one-step superexchange pathway, with inner sphere reorganization energy \(\lambda_{inner}\) and energy gap \(\Delta E\) between diabatic states schematically indicated, (b) two-step sequential hopping pathway via backbone, and (c) two-step sequential hopping pathway via side bridge.

**Fig. 5** Diabatic potential profiles in the linear peptide 4 for (a) one-step superexchange pathway, (b) two-step sequential hopping pathway via backbone, and (c) two-step sequential hopping pathway via side chain.
Table 2 The energy difference $\Delta E_i$, inner sphere reorganization energy $\lambda_{\text{rearr}}$, electronic coupling factor $\langle H_{\text{int}} \rangle$ between the two neighboring states, and computed electron transfer rate constants $k_{\text{ET}}$ for each electron transfer step in the sequential and superexchange electron transfer pathways in the constrained peptide 3.

| Elementary step | $\Delta E_i$ (eV) | $\lambda_{\text{rearr}}$ (eV) | $\langle H_{\text{int}} \rangle$ (eV) | $k_{\text{ET}}$ (s$^{-1}$) |
|----------------|------------------|-----------------|-----------------|------------------|
| Superexchange pathway | | | | |
| Aib1 → Aib6 | −0.71 | 1.35 | 0.02 | $7.53 \times 10^{10}$ |
| Aib6 → Aib1 | 0.71 | 1.22 | 0.02 | $2.03 \times 10^{-1}$ |
| Sequential hopping pathway via backbone | | | | |
| Aib1 → Aib4 | 0.02 | 1.30 | 0.29 | $4.33 \times 10^{8}$ |
| Aib4 → Aib1 | −0.02 | 1.22 | 0.29 | $2.12 \times 10^{9}$ |
| Aib4 → Aib6 | −0.73 | 1.23 | 0.04 | $9.29 \times 10^{11}$ |
| Aib6 → Aib7 | 0.73 | 1.17 | 0.04 | $6.51 \times 10^{-1}$ |
| Sequential hopping pathway via side-bridge | | | | |
| Aib1 → bridge | 2.35 | 1.17 | 0.04 | $3.07 \times 10^{-50}$ |
| Bridge → Aib1 | −2.35 | 1.08 | 0.04 | $2.47 \times 10^{9}$ |
| Bridge → Aib6 | −3.05 | 1.26 | 0.01 | $3.43 \times 10^{-4}$ |
| Aib6 → bridge | 3.05 | 1.10 | 0.01 | $1.73 \times 10^{-50}$ |

Table 3 The energy difference $\Delta E_i$, inner sphere reorganization energy $\lambda_{\text{rearr}}$, electronic coupling factor $\langle H_{\text{int}} \rangle$ between the two neighboring states, and computed electron transfer rate constants $k_{\text{ET}}$ for each electron transfer step in the sequential and superexchange electron transfer pathways in the linear peptide 4.

| Elementary step | $\Delta E_i$ (eV) | $\lambda_{\text{rearr}}$ (eV) | $\langle H_{\text{int}} \rangle$ (eV) | $k_{\text{ET}}$ (s$^{-1}$) |
|----------------|------------------|-----------------|-----------------|------------------|
| Superexchange pathway | | | | |
| Aib1 → Aib6 | −0.70 | 1.04 | 0.03 | $1.58 \times 10^{12}$ |
| Aib6 → Aib1 | 0.70 | 1.02 | 0.03 | $2.63 \times 10^{9}$ |
| Sequential hopping pathway via backbone | | | | |
| Aib1 → Aib4 | −0.29 | 0.10 | 2.73 | $2.36 \times 10^{17}$ |
| Aib4 → Aib1 | 0.29 | 1.04 | 2.73 | $1.42 \times 10^{10}$ |
| Aib4 → Aib6 | −0.40 | 0.93 | 19.60 | $7.36 \times 10^{-16}$ |
| Aib6 → Aib4 | 0.40 | 0.94 | 19.60 | $1.65 \times 10^{-10}$ |
| Sequential hopping pathway via side-chain | | | | |
| Aib1 → sidechain | 2.11 | 0.72 | 0.04 | $7.73 \times 10^{-50}$ |
| Sidechain → Aib1 | −2.11 | 1.03 | 0.04 | $3.61 \times 10^{11}$ |
| Sidechain → Aib6 | −2.81 | 0.96 | 2.66 | $5.04 \times 10^{16}$ |
| Aib6 → sidechain | 2.81 | 0.71 | 2.66 | $1.15 \times 10^{-48}$ |

Changes to the thermodynamic driving force, inner sphere reorganization energy, and electronic coupling between the diabatic states.

A considerable energy gap $\Delta E$ in the sequential hopping pathways for bridge–Aib1 (2.35 eV), bridge–Aib6 (3.05 eV) in 3, and sidechain–Aib1 (2.11 eV), sidechain–Aib6 (2.81 eV) in 4 was noted (see Fig. 4c, 5c, Tables 2 and 3). The intramolecular electrostatic interaction energy $E_{\text{elec}}$ between atom pairs was estimated using,

$$E_{\text{elec}} = \sum_{i<j} \frac{q_i q_j}{4\pi\epsilon_0 r_{ij}}$$

where the dielectric permittivity for the calculations is the vacuum permittivity, $q_i$ and $q_j$ are the net charges on atoms (i) and (j) respectively (obtained from a Löwdin population analysis), and $r_{ij}$ is the separation distance between point charges $q_i$ and $q_j$. The electrostatic energy of the diabatic bridge state in 3 was computed to be $-6.08$ eV, while the electrostatic energy of the diabatic Aib4 state is $-24.71$ eV. With respect to the Aib1 state in 3, the difference in electrostatic energy from the diabatic states Aib1 to Aib4 shows a decrease of $0.60$ eV, whilst the difference in the electrostatic energy for the states Aib1 to bridge increases by $0.77$ eV. This clearly shows that the charge transfer step from the Aib1 state to the bridge state is electrostatically unfavorable. It can thus be surmised that the cationic charge residing on the bridge (or side-chain) gives rise to an unfavorable change of dipole moment in the peptides.

The elementary electron transfer rate constants (see Tables 2 and 3) were calculated using the semi-classical Marcus theory expression. For the superexchange pathway (Aib1 $\rightleftharpoons$ Aib6) in peptide 3, the backward charge transfer rate constant is negligible ($k_{\text{Aib6,Aib1}} = 2.03 \times 10^{-1} \text{ s}^{-1}$), hence the overall superexchange electron transfer rate constant $k_{\text{super}}$ is represented by the forward reaction ($k_{\text{Aib1,Aib6}} = 7.53 \times 10^{10} \text{ s}^{-1}$), namely $k_{\text{super}} = 7.53 \times 10^{10} \text{ s}^{-1}$. For the sequential electron transfer pathway via the backbone (Aib1 $\rightleftharpoons$ Aib4 $\rightleftharpoons$ Aib6) in 3, the elementary rate constant ($k_{\text{Aib6,Aib4}}$) is also negligible. An overall forward hopping electron transfer rate constant via the backbone was calculated as $k_{\text{hop1,forward}} = 4.32 \times 10^{8} \text{ s}^{-1}$, using the kinetic model that assumes steady-state occupation probability for different diabatic states,

$$k_{\text{hop1,forward}} = \frac{k_{\text{Aib1,Aib6}} k_{\text{Aib4,Aib6}}}{k_{\text{Aib4,Aib1}} + k_{\text{Aib4,Aib6}}}$$

whilst an overall backward hopping charge transfer rate constant via the backbone was calculated as $k_{\text{hop1,backward}} = 1.48 \times 10^{-3} \text{ s}^{-1}$, using the model:

$$k_{\text{hop1,backward}} = \frac{k_{\text{Aib4,Aib1}} k_{\text{Aib6,Aib4}}}{k_{\text{Aib4,Aib1}} + k_{\text{Aib4,Aib6}}}$$

The overall hopping electron transfer rate constant via the backbone is equal to $k_{\text{hop1,forward}}$, namely $k_{\text{hop1}} = 4.32 \times 10^{8} \text{ s}^{-1}$. For the sequential electron transfer pathways via the side bridge (Aib1 $\rightleftharpoons$ bridge $\rightleftharpoons$ Aib6) in 3, the elementary rate constants $k_{\text{Aib1,bridge}}$ and $k_{\text{Aib6,bridge}}$ are extremely low. These exceptionally low overall electron transfer rate constants ($k_{\text{hop2,forward}} = 4.26 \times 10^{-35} \text{ s}^{-1}$ and $k_{\text{hop2,backward}} = 1.73 \times 10^{-50} \text{ s}^{-1}$) further demonstrate that the sequential electron transfer pathway via the side-bridge in 3 is clearly not possible.

For the superexchange pathway (Aib1 $\rightleftharpoons$ Aib6) in peptide 4, the overall superexchange electron transfer rate constant $k_{\text{super}}$ is dominated by the forward reaction ($k_{\text{Aib1,Aib6}} = 1.58 \times 10^{12} \text{ s}^{-1}$), namely $k_{\text{super}} = 1.58 \times 10^{12} \text{ s}^{-1}$, since the electron transfer rate in the backward reaction is negligible ($k_{\text{Aib6,Aib1}} = 2.63 \times 10^{6} \text{ s}^{-1}$). For the sequential electron transfer pathways via the backbone (Aib1 $\rightleftharpoons$ Aib4 $\rightleftharpoons$ Aib6) in 4, the overall hopping electron transfer rate constant via the backbone was represented by an overall forward hopping electron transfer rate constant, estimated to be $k_{\text{hop1}} = 2.36 \times 10^{7} \text{ s}^{-1}$, while the overall hopping electron transfer rate constant (hop2) through
the side-chain (Aib1 ⇔ side-chain ⇔ Aib6) is exceptionally low (1.08 × 10^{-33} \text{s}^{-1}).

A comparison of the overall electron transfer rate constants (\(k_{\text{super}}, k_{\text{hop1}}\), and \(k_{\text{hop2}}\)) reveals that the superexchange pathway is the most favorable in the constrained peptide 3, with an overall electron transfer rate constant of 7.53 × 10^{10} \text{s}^{-1}, compared with hopping along the peptide backbone (\(k_{\text{hop1}} = 4.32 \times 10^8 \text{s}^{-1}\)). Conversely, the hopping pathway via the backbone is favored in the linear peptide 4 as expected, with an overall electron transfer rate constant of 2.36 × 10^{17} \text{s}^{-1}, compared with the superexchange pathway (\(k_{\text{super}} = 1.58 \times 10^{15} \text{s}^{-1}\)). Charge transfer through two similar 310-helical hexapeptides has not only been shown to proceed at significantly different rates, but most notably by utilizing two different mechanisms. We have also definitively ruled out the possibility of charge transfer through the lactam side-bridge of 3, and the side-chain of 4, with exceptionally low computed rate constants, \(k_{\text{hop2}} = 4.26 \times 10^{-35} \text{s}^{-1}\) and \(1.08 \times 10^{-33} \text{s}^{-1}\), respectively. For the first time, a clear transition from hopping to superexchange has been demonstrated through the application of a side-bridge. This result is perhaps not surprising as the pronounced effect on the dihedral angles arising from the lactam constraint located on the \(i + 3\) residue (see Fig. 3) is expected to further increase backbone rigidity, so reducing the torsional motion necessary for the hopping mechanism to operate in helical peptides of this type. These data reinforce experimental observations where the linear peptide 2 (analogue of 4) has been shown to exhibit the lowest formal potential and the highest electron transfer rate relative to the constrained 1 (ref. 28) (analogue of 3). This suggests that in the constrained peptide 1, the energetically unfavorable oxidation/reduction of the ferrocene moiety is due to the slow charge transfer proceeding via a superexchange mechanistic pathway. In contrast, oxidation/reduction of the ferrocene moiety in the linear peptide 2 is governed by multiple shorter and therefore faster sequential steps via a hopping mechanism.

Thus, we infer that the lactam side-bridge restricts the molecular dynamics of the peptide, impeding the specific internal rotations of the amide bonds within the peptide backbone to such an extent as to result in a mechanistic transition from hopping to superexchange between the linear and constrained helical species. These findings underscore the ubiquitous nature and importance of structural fluctuations to charge transport in peptides. We have also shown that both mechanisms potentially operate in the same peptide, for example \(k_{\text{super}} = 7.53 \times 10^{10} \text{s}^{-1}\) and \(k_{\text{hop1}} = 4.32 \times 10^8 \text{s}^{-1}\) in the constrained 3, with one favored over the other. These discoveries not only add considerable weight to the belief that electron transfer utilizes both the superexchange and hopping mechanisms, depending on such factors as the nature of the peptide architecture; they also challenge the widely accepted hypothesis that the mechanisms responsible for electron transfer in peptides are solely distance-dependent. Collectively, these developments provide fundamental advances in our understanding of the associated dynamics and mechanisms, further supporting the notion that conformation and function are inextricably linked when defining charge transfer in peptides. Understanding the dynamic effects associated with backbone conformation is also of wider significance, for instance in the design and exploitation of side-bridge stabilized peptides as biological probes and enzyme inhibitors.

4. Conclusions

High level computational studies conducted on two similar 310-helical hexapeptides, one further constrained into this geometry by linking the \(i\) to \(i + 3\) residues to form a lactam bridge and the other a direct linear analogue, show electron transfer to proceed at significantly different rates and, most notably, by utilizing two different mechanisms (hopping and superexchange). These findings unveil a new pragmatic approach for controlling the mechanisms responsible for charge transfer in helical peptides through the introduction of a side-bridge. Such an ability to judiciously change the behavior of the system is strategic to the design of stable building blocks for future three-dimensional peptide-based circuitry.
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