Electron tomography for functional nanomaterials
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Modern nanomaterials contain complexity that spans all three dimensions—from multi-gate semiconductors to clean energy nanocatalysts to complex block copolymers. For nanoscale characterization, it has been a longstanding goal to observe and quantify the three-dimensional (3D) structure—not just surfaces, but the entire internal volume and the chemical arrangement. Electron tomography estimates the complete 3D structure of nanomaterials from a series of two-dimensional projections taken across many viewing angles. Since its first introduction in 1968, electron tomography has progressed substantially in resolution, dose and chemical sensitivity. In particular, scanning transmission electron microscope tomography has greatly enhanced the study of 3D nanomaterials by providing quantifiable internal morphology and spectroscopic detection of elements. Combined with recent innovations in computational reconstruction algorithms and 3D visualization tools, scientists can interactively dissect volumetric representations and extract meaningful statistics of specimens. This article highlights the maturing field of electron tomography and the widening scientific applications that utilize 3D structural, chemical, and functional imaging at the nanometer and subnanometer length scales.
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**Electron tomography born**

Tomography, from the Greek words tomos (to slice) and graphe (to draw), describes a technique where materials are sectioned to reveal hidden internal structure. However, electron tomography does not measure specimen slices directly, but instead reconstructs the volumetric structure of nanomaterials from a set of high-resolution projection images across many viewing angles. Electron tomography is advantageous for measuring volumes in the range of \((1000 \text{ nm})^3\) to \((10 \text{ nm})^3\) at resolutions around 30 to 3 Å.\(^1\) Precise and accurate three-dimensional (3D) reconstruction of nanoscale materials has had decades of advancements in electron microscopy, and data processing and visualization.

Understanding material structure in three dimensions is significant for both biological and inorganic systems—natural or synthetic. Despite the recent surge of interest, electron tomography remarkably predates the personal computer. In 1968, DeRosier and Klug famously reconstructed the helical structure of the T4 bacteriophage tail from a single transmission electron microscope (TEM) projection using prior knowledge about its helical symmetry.\(^2\) In 1970, spherical symmetry was exploited to reconstruct a negatively stained human wart virus and tomato bushy virus from multiple projections.\(^3\) Electron tomography, as we know it, was achieved with 3D reconstruction of the low-symmetry fatty acid synthetase molecule in 1974.\(^4,5\) In the last two years (2018–2019), more biological structures have been reported by electron tomography than all of the previous years combined in the European Protein Data Bank.\(^6\)

The demand for electron tomography of nanomaterials has now blossomed across many fields—such as semiconductors and clean energy nanocatalysts. Initially, biological TEM techniques were applied to reconstruct polymer morphologies where similar contrast mechanisms could be employed.\(^7\) In 2000, TEM tomography of silver particles on zeolite opened up 3D characterization of inorganic matter.\(^8\) While biological specimens are radiation sensitive (\(<\sim 1 \text{ e}^-/\text{Å}^2\)),\(^9\) many inorganics can withstand orders of magnitude higher beam dose (as high as \(10^6 \text{ e}^-/\text{Å}^2\)), allowing a wider range of characterization methods. Scanning transmission electron microscope (STEM) tomography of Pd–Ru bimetallic nanocatalysts on mesoporous silica made nanoscale tomography quantifiable for the first time.\(^10\) Electron tomography of functional nanomaterials is advancing at a rapid pace, first with data digitization, but more recently, computational hardware/software capable of efficient 3D reconstruction and visualization, new
reconstruction algorithms inspired by compressed sensing mathematics,\textsuperscript{12} high-efficiency spectroscopy, and the maturation of STEM.\textsuperscript{13} We are now pushing the limits of distinguishing chemistry, spatial resolution, and object sizes that are bounded by fundamental sampling and dose requirements. This article on STEM tomography highlights the science and technological advances occurring for 3D structural, chemical, and functional imaging at nanometer length scales.

**STEM tomography of nanomaterials**

STEM tomography was a marked innovation for characterizing functional nanomaterials in three dimensions. Midgley et al. utilized annular dark-field (ADF) STEM to produce 3D reconstructions where the value of each voxel was proportional to the proton density that comprised the material.\textsuperscript{14} A key feature of ADF-STEM is that it provides a simple projection to allow for quantifiable tomography. This so-called “Z-contrast” image is formed when elastically scattered electrons are collected in a high-angle annular dark-field detector (HAADF)—a Rutherford scattering process. ADF-STEM overcomes the limitations of TEM for nanomaterials where phase contrast reversals degrade the projection requirement of tomography. STEM tomography is also better suited for thicker or crystalline materials where projections are less influenced by phase contrast. In STEM, the lateral dimension of the converged electron beam sets the two-dimensional (2D) diffraction limited resolution around 1–3Å (two times better than TEM’s Scherzer resolution for the same aperture cutoff) which can easily resolve nano- to atomic-scale features in each projection.

**Figure 1** shows the 3D structure of a Co\textsubscript{2}P hyperbranched particle\textsuperscript{16} reconstructed from a sufficient number of STEM projections taken across the widest angular range possible. Using the simplest reconstruction method, each projection image is aligned and re-projected to create a 3D representation of the object.\textsuperscript{15}
Figure 1. Illustration of the electron tomography data acquisition and reconstruction process. Two-dimensional projection images acquired of a three-dimensional (3D) object at different viewing angles comprise the raw experimental image stack (i.e., a tilt series). The tilt series is aligned, and a reconstruction algorithm is applied to produce a 3D reconstruction of the object. Here, a 3D isosurface visualization of a CoP₂ nanoparticle¹ is rendered using the tomography platform, tomviz.

Materials application: Semiconductors

The semiconductor industry’s need for and spending relating to nanoscale metrology has continued to grow over the last 10 years. The International Technology Roadmap for Semiconductors (ITRS) specifically emphasizes a need for 3D characterization of transistors, memory, and interconnects.¹⁷ This is motivated by the technological shift to stacked 3D device architectures that contain feature sizes at or below 1 nm. As a strategy to beat Moore’s Law, the industry is leaving the confines of a 2D plane to pack more devices into a 3D volume. For computing, the FinFET, MuGFET, and gate-all-around transistor (GAA) are 3D electronic devices that demand electron tomography for characterization. Tomography of GAA wires showed noticeable interface roughness in the gate oxide layer (~3 nm HfO₂).¹⁸ Three-dimensional memory architectures, such as Intel’s and Micron’s 3D-XPoint phase-change memory, are already commercially available with high-density, low-latency bit storage. In current phase-change memory, pinning due to device inhomogeneity causes partial or stuck phase switching that limits cycle life.¹⁹ To diagnose device failure or degradation and improve the reliability of semiconductor
devices, the entire 3D structure needs to be characterized with nanometer or even subnanometer resolution.

STEM tomography has been used to identify local defects in the vias of DRAM\textsuperscript{20} and stress void formation in Ta-lined copper interconnects.\textsuperscript{21} Many defects are localized in 3D space and are not quantifiable, or overlooked entirely, from a single projection image. Xin et al. have shown that low-\textit{k} dielectric materials made from nanoscale pores with a subnanometer size distribution are below the detectible limit of ellipsometric porosimetry, necessitating high-resolution tomography to understand dielectric metamaterials.\textsuperscript{22} Distinguishing chemistry within a material with ADF-STEM tomography is possible when constituents in a specimen have dissimilar elastic cross sections (normalized by their density). Markedly distinct species, such as the Ta (Z = 73) lining on a copper (Z = 29) interconnect, can be chemically characterized.\textsuperscript{20,21} However, for more complex chemistries—such as thin SiO\textsubscript{2} oxide layers at a Si interface—knowing the exact chemistry in three dimensions is challenging. Current tomographic research is extending beyond HAADF to include spectroscopic techniques that provide chemical information.

**Seeing chemistry in 3D**

STEM allows chemically sensitive spectroscopic techniques, such as energy dispersive x-ray (EDX) and electron energy-loss spectroscopy (EELS), to be simultaneously acquired as the beam is scanned across a specimen. When combined with specimen tilt, these spectroscopic images can, in principle, allow for 3D tomographic spectroscopy.\textsuperscript{23} However, only with recent advances in the useable beam current and detector sensitivity has spectroscopic tomography become viable.\textsuperscript{24,25} In particular, energy-dispersive x-ray detectors (a silicon drift device) are now substantially larger (~170 mm\textsuperscript{2}) and closer to the specimen to achieve collection angles of ~1 steradian (~8\% fractional area) corresponding to roughly a fourfold increase in efficiency.\textsuperscript{24} Furthermore, multiple energy-dispersive x-ray spectroscopy (EDX) detectors (as many as four)\textsuperscript{25} integrated around the specimen allow a high stage tilt range while preserving collection efficiency and ensuring predictable symmetry with tilt.\textsuperscript{10} Lepinay et al. showed 28-nm transistor chemistry in three dimensions in a PMOS (**Figure 2b**) by using new EDX detector geometries and higher beam currents.\textsuperscript{26} The work discerned seven elements within a complex metal gate stack containing just a few nanometers of TiN and HfO\textsubscript{2} oxide layers.

Chemical tomography has also been performed using EELS. An EELS spectrum measures all inelastic scattering processing, including excitations of core energy and valence electrons in a
nanomaterial. Early demonstrations of chemical tomography used STEM-EELS to identify plasmon modes associated changes in the valence electron density.\textsuperscript{27} An energy selecting filter was placed at the respective plasmon peak energies and the instrument was operated in TEM mode (i.e., energy-filtered TEM) as the specimen was tilted.\textsuperscript{28} With this approach, materials indistinguishable by traditional electron tomography, such as SiO\textsubscript{2} in Si (Figure 2a)\textsuperscript{27} and carbon nanotubes in nylon,\textsuperscript{29} could be chemically mapped in three dimensions.

Plasmons offer large inelastic scattering cross sections to provide higher signal-to-noise (SNR) ratios in 3D reconstructions.\textsuperscript{30} However, chemistry is only determined when the plasmon resonance energies are sufficiently distinct. More often, chemistry is extracted from the core electron excitations occurring at higher energies with smaller inelastic cross sections that sit upon a large background. Although EELS allows substantially higher collection efficiency (~90\%) when compared to EDX (~8\%), the SNR of core-loss excitations degrades rapidly from multiple inelastic scattering events in thicker specimens—especially problematic for lamellar samples at high tilt. In most cases, the SNR limits the quality and resolution of chemical tomography. EELS tomography of core-loss chemistry has been demonstrated in nanoparticles\textsuperscript{31} and semiconductors.\textsuperscript{32} Notably, in 2009, Si bonding of Si(Ti,N), Si, and Si(O) was tomographically imaged in three dimensions using EELS fine-structure that reflected differences in the local density of states.\textsuperscript{32}

![Figure 2. Chemical tomography of semiconductor materials. (a) Irregularly shaped silicon nanoparticles in a silica matrix reconstructed using plasmon resonance energies.\textsuperscript{27} (b) 28-nm $p$-type channel metal oxide semiconductor transistor reconstructed using energy dispersive x-rays. Reprinted with permission from Reference 26. © 2013 Elsevier.](image)
Materials application: Electrochemistry and nanocatalysis

Clean energy nanomaterials have performance intimately connected to chemical 3D structure—be it nanocatalysts for water splitting, hydrogen fuel cells, or electrodes on a battery. Surfaces where reactions occur often maximize the area through tortuous and porous morphology that is obfuscated in a 2D image. ADF-STEM tomography has revealed internal pore structure of a spongy Cu₃Pt catalyst with enhanced activity in the oxygen reduction reaction of a fuel cell, quantified the loading of Pt nanoparticles and their position on or within carbon supports in hydrogen fuel-cell vehicles, and revealed their coarsening and lifetime degradation. Quantitative analysis of 3D tomography can be used to extract the surface area of nanoparticles inside or outside support materials and correlate it to bulk electrochemical measures of performance (Figure 3). Spectroscopic tomography has begun investigating materials where nonhomogeneous chemical structure is optimized for catalysis, energy storage, or cost reduction. Genc et al. revealed the inhomogeneity of Ni in the popular lithium-ion cathode material, LiNiMnO. Xia et al. correlated 3D elemental segregation in Ni-Fe nanoparticles and the formation of a hollow cavity structure to oxidation processes (Figure 4).

Quantifying chemistry with STEM EDX and EELS is becoming possible across a wider range of functional nanomaterials. However, the high doses required by chemical tomography are often unachievable and limit the SNR. Worse, the limited dose also restricts the number of projections that can be acquired and this reduces the resolution and object size of the final 3D reconstruction. Thus, chemical STEM tomography of nanomaterials remains an active area for progress, as detector sensitivity and readout rates continue to improve.

Figure 3. Quantitative tomographic reconstructions of fuel-cell catalyst nanostructures on different supports reveal the effects of catalyst loading (10 wt% Pt versus 50 wt% Pt) and the support structure (high-surface area carbon (HSC) versus Vulcan carbon). (a) Three-dimensional visualization showing carbon
support in gray, with Pt catalysts on the outside of the support rendered in red, and Pt catalyst particles in the interior rendered in blue. (b) At high relative humidity (RH), almost all the Pt is accessible to electrochemical utilization, but at low RH, the straight line relationship between the fraction of Pt measured on the exterior and the Pt utilization shows exterior particles dominate the catalytic activity as there is no longer a mechanism for ion transport inside the particles. Reprinted with permission from Reference 52. © 2011 American Chemical Society.

Figure 4. Chemical tomography of FeNi nanoparticles (a) before and (b) after full oxidation. Scale bars = 50 nm (a) and 20 nm (b). Reprinted with permission from Reference 37. © 2018 American Chemical Society.

Three-dimensional resolution and object size

Electron tomography has a fundamental tradeoff between resolution, specimen size, and the number of projections measured, as described by Crowther.\textsuperscript{38,39} The expression is compactly stated: $d_{3D} = \pi D/N$, where $d_{3D}$ is the resolution in three dimensions, $D$ is object size (Figure 5a), and $N$ is the number of projections acquired assuming equal angular spacing about a single axis of rotation. Each projection during the experiment maps to a plane of information in reciprocal space as described by the Fourier slice theorem. The missing information between each plane limits 3D resolution (Figure 5b) well before the diffraction limited resolution of the microscope $d_{2D} = 0.61\lambda/\alpha$—where $\lambda$ is the electron wavelength and $\alpha$ is the semi-convergence angle of the objective lens. For example, at $1^\circ$ tilt increments, a 60-nm object has a Crowther resolution limit of 1 nm
while the 2D resolution is ~1.5 Å. Thus, tomography of nanomaterials benefits little from higher resolution microscopes. In fact, higher resolution is often detrimental since the depth-of-focus diminishes rapidly and extended objects cannot be imaged entirely in focus,\textsuperscript{40,41} the exception being atomic resolution tomography of small specimens (<10 nm)\textsuperscript{42,43}—as discussed in a related article in this issue of \textit{MRS Bulletin}.

Higher 3D resolution also requires substantially higher doses to achieve statistical significance in the final tomographic reconstruction. Although the dose fractionation theorem states that the total imparted dose may be divided across any number of specimen projections, it is the total dose that determines the final 3D SNR. Dose-limited 3D resolution scales inversely with the fourth root of dose (d\textsubscript{3D} \propto 1/dose\textsuperscript{1/4}) and it becomes clear that the “dose required for significance is strongly resolution-dependent and ‘disappointingly high’ for even moderate levels of resolution,” as stated by McEwen et al.\textsuperscript{44,45} Figure 5c shows how 3D dose-limited resolution compares to the dose limits of several materials. Three-dimensional resolution for oxides is ~0.2–2 nm and ~3–10 nm for batteries based on 40–80% image contrast. In practice, image acquisition and registration require each projection to have recognizable features and a minimal dose per image. This experimentally restricts the total number of specimen tilts (e.g., 0.5–4° interval). This is especially true for chemical tomography, which has even higher dose requirements. As a result, dose limitations also impact the Crowther sampling requirements and the two become interconnected limits to 3D resolution.

The Crowther criterion ensures that all specimen features are measured and the reconstruction is free of aliasing. However, modern reconstruction algorithms attempt to estimate the missing information between specimen tilts to improve tomographic resolution. Central processing unit (CPU) and graphic processing unit (GPU) parallelization has fueled computationally demanding reconstruction algorithms that utilize iterative methods in real\textsuperscript{46} and/or reciprocal space\textsuperscript{47,48} and leverage prior information about the specimen.\textsuperscript{49} A dramatic improvement to STEM tomography occurred with the introduction of compressed sensing,\textsuperscript{50} which attempts to recover information by maximizing sparsity in a specified domain (e.g., gradient magnitude).\textsuperscript{51}
Figure 5. (a) The tradeoff between resolution, $d$, and object size, $D$, in electron tomography is related to the angular separation between specimen tilts. (b) This relationship is visually illustrated by the separation of missing information in Fourier space. With additional projections, larger objects and higher resolutions are achievable. Reprinted with permission from Reference 61. © 1971 The Royal Society. (c) The total dose which determines tomographic signal-to-noise also limits resolution. Three-dimensional resolution scales inversely with the fourth power of dose. Dose limited contours are plotted for 1%, 40%, and 80% image contrast.

Compressed sensing electron tomography does not measure additional specimen information, it simply provides a better estimate of the 3D object, helping to minimize artifacts from the missing information. Saghi et al. experimentally demonstrated improved reconstruction quality using compressed sensing inspired electron tomography on concave, faceted iron oxide nanoparticles (Figure 6). Jiang et al. showed that porous materials and nanoparticles can be reconstructed reliably with fewer tilts and a limited tilt range when a sufficient amount of data is collected (e.g., 70 projections across $\pm 70^\circ$). However, compressed sensing has been demonstrated to fail when data is sufficiently undersampled, or highly directional structures are present in an object. With careful use, modern reconstruction algorithms can provide higher-quality 3D imaging with less information at lower doses, and research developments are continuing. However, it should be noted that data fidelity, data alignment, and sample integrity have the largest influence on reconstruction quality.
Figure 6. (a) Compressed sensing electron tomography (CS-ET) outperforms iterative reconstruction methods (SIRT) as illustrated from the estimation of the concavity volume of a faceted nanoparticle obtained with 9, 13, and 27 projections. The inset figures are isosurface renderings of the nanoparticle used to extract the concavity volume. (b) Cross-section from SIRT and (c) compressed sensing reconstruction. Reprinted with permission from Reference 52. © 2011 American Chemical Society.

Going forward

Electron tomography has progressed substantially since it took hold in the 1970s. At that time, photographic plates had to be digitized and 3D visualization required physical wood blocks be cut and assembled for interpretation and analysis.9 Today, modern instruments acquire digital data directly from multiple detectors and spectrometers with high efficiency. Software visualization tools powered by GPUs enable large volumes to be interactively rendered in three dimensions—not just as surfaces, but as transparent volumes with opacity that changes with density. While most institutions can conduct tomography on a rudimentary S/TEM, in-house expertise, appropriate software and algorithms are often unavailable. Open-source tomography tools, such as tomviz and imod,55 as well as tutorials56 and open data sets1 are empowering a greater number of research groups and laboratories. As the ability to process data and visualize tomographic data increases, the use and popularity of electron tomography will continue to proliferate.

Looking forward, we can expect dose efficiency and spectroscopic tomography will improve and make new materials questions answerable, including radiation-sensitive materials such as polymers and soft-matter systems or metal–organic frameworks. Additionally, new kinds of STEM tomography will also emerge. Advanced imaging modes with arrayed pixelated detectors
may enable 3D reconstruction of magnetic fields, atomic potentials, or orientational order in molecular liquid crystals and organic semiconductors. The ability of pixelated detectors to record a full diffraction pattern at every probe position (leading to a five-dimensional data set) means strain fields, local crystalline order, and topological defects such as dislocations can be far more easily reconstructed in three dimensions, without requiring prior knowledge of where to sample in reciprocal space.

Reconstructing large fields of view while preserving resolution can be achieved with aberration-corrected electron tomography that combines depth sectioning. Here, pixelated detectors and ptychographic algorithms could help perform the depth-sectioning without the need to record a through-focal series. The industrial demand for high-throughput tomography may lead to real-time reconstruction during data acquisition. When combined with fast experimental acquisition, this would allow for time-resolved electron tomography. The advancement of 3D nanoscale imaging will continue with ongoing research at the intersection of materials science, electron microscopy, and data science.
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