Simulated Data Generation Through Algorithmic Force Coefficient Estimation for AI-Based Robotic Projectile Launch Modeling

Abstract—Modeling of non-rigid object launching and manipulation is complex considering the wide range of dynamics affecting trajectory, many of which may be unknown. Using physics models can be inaccurate because they cannot account for unknown factors and the effects of the deformation of the object as it is launched; moreover, deriving force coefficients for these models is not possible without extensive experimental testing. Recently, advancements in data-powered artificial intelligence methods have allowed learnable models and systems to emerge. It is desirable to train a model for launch prediction on a robot, as deep neural networks can account for immeasurable dynamics. However, the inability to collect large amounts of experimental data decreases performance of deep neural networks. Through estimating force coefficients, the accepted physics models can be leveraged to produce adequate supplemental data to artificially increase the size of the training set, yielding improved neural networks. In this paper, we introduce FCE-NN, a new framework for algorithmic estimation of force coefficients for non-rigid object launching, which can be generalized to other domains, in order to generate large datasets. We implement a novel training algorithm and objective for our deep neural network to accurately model launch trajectory of non-rigid objects and predict whether they will hit a series of targets. Our experimental results demonstrate the effectiveness of using simulated data from force coefficient estimation and shows the importance of simulated data for training an effective neural network.
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I. INTRODUCTION

Real-world non-rigid object manipulation and launching is difficult to model, but required for advanced robots to achieve task flexibility and obtain a human-like skill-set [1]. This is because there are external factors and dynamics that govern the motion of an object which are unaccounted for in elementary physics models. Objects have an increasing amount of stress relaxation over time [2] as well as varying stiffness under a multitude of non-constant conditions such as temperature or humidity [3]. This creates a high amount of uncertainty as each object of a certain model will have varying conditions.

Furthermore, known dynamical factors that are non-constant have coefficient values that cannot be directly measured [4]. Specifically for aerodynamics, to accurately determine lift and drag force coefficients, experiments using expensive tools and sensors such as wind tunnels must be used [5]. Prototype or small-scale models are required to perform these tests, meaning the general shape and material of the object must be predetermined, making designing mechanisms that interact with objects of unknown or changing shape difficult. Without high-speed, accurate feedback from precise sensors and controllers, robots cannot imitate models well. In launching systems, friction from the mechanism and vibrations from actuation due to uneven mass distribution, in addition to unideal control loops results in a variance from targeted parameters to actual parameters. The combination of noninclusive modeling and an imperfect mechanical system produces a great variance in experimental and theoretical results.

To address control problems in robotics and train robots for unknown environments, Reinforcement Learning has been researched [6], [7] (see [8] for comprehensive reviews). Robots are able to learn novel behaviors through constrained trial and error behaviors, removing the need for a human operator to pre-
program motion and test accuracy. Reinforcement learning on simulated models of physical mechanisms often garners poor results, meaning the physical system must be used for training, which poses a safety problem. Despite advances in safe learning systems [2] (see [3] for comprehensive review), reinforcement learning in robotics is generally unsafe as training without human operator supervision can result in hardware failure. In a launching setting, a high-cost architecture of sensing, loading, and configuring is required. To determine whether the launched object has successfully reached its target, sensors must be used, and to reload the objects into the launcher, an automated system must be implemented. Lastly, to configure the launcher in various positions, additional mechanisms are necessary. It is of interest to model non-rigid object launching without the use of high-cost and dangerous experimental systems such as reinforcement learning methods.

Due to the drawbacks of reinforcement learning, other data-powered deep learning approaches have been investigated for various physics modeling tasks [11], [12] (see [13] for comprehensive review). Deep learning is heavily reliant on large pools of data, and this restriction has grown in recent years as neural network architectures have become deeper and more complex. This is a significant challenge, as collecting data for neural-network based approaches is difficult. Similar to reinforcement learning, experimental setups must be built in order to acquire large amounts of samples and tests [14]. However, this may be infeasible because of cost or time limitations, begging the need for more approaches which can train learnable networks from limited experimental data. For robotic applications, collecting and producing large datasets would render prediction models obsolete as programatically referencing the collected data would produce far more accurate results than generating predictions based off that data. Simply put, in the large dataset, any test case with its outcome could be found, meaning a simple searching algorithm would be sufficient.

Experimental data has often been paired with simulated/generated data to provide more data for deep learning models. In order to produce additional data, generative models have been explored. These approaches have been used in other fields, such as computer vision [15] and natural language processing [16]. For robotic launch modeling, few methods using generative models for simulated data have been proposed [17], [18]. However, strong generative models require access to large datasets in order to accurately learn and reproduce the representations of the data. Therefore, a simpler approach would be to use the accepted physics equations and models to produce simulated data. While using these models alone would not be sufficient or accurate, using them to produce supplemental data could be a satisfactory solution. In literature, many methods have used regression or other statistical methods to produce data [19], [20], but none have been applied as supplements to neural networks. Ideally, having entirely experimental datasets would be more ideal, but in the case of neural network modeling, we hypothesize the benefits of larger datasets outweighs the inconsistencies of simulated data. However, as stated, these models rely on coefficients which are specific to each non-rigid object, meaning they need to be derived or estimated.

To address the aforementioned problems, we propose a novel method of modeling robotic launching of non-rigid objects using neural-networks which are trained with supplemental simulated data, generated from algorithmic force coefficient estimation. In section II we define our problem, preliminaries, and notation. In section III we describe in detail each component of our method. In section IV we present the results of our method in comparison to baselines. Finally, in section V we discuss and draw conclusions from our work.

II. PROBLEM DEFINITION AND NOTATION

We assume access to data $p(X_r, Y_r)$ of measured launcher configurations $X_r$ and launch outcomes $Y_r$, as well as data $p(X_s, Y_s)$ of simulated data with launcher configurations $X_s$ and labels $Y_r, X_r$ and $Y_r$ together are used to form experimental dataset $D_r$, $X_s$ and $Y_s$ together used to form simulated dataset $D_s$.

We aim to train our neural network to predict an outcome based on a certain set of launch configurations $X_r$, each of which has 3 features: distance to target (meters), motor speed ratio from range 0-1, and launcher angle from horizontal (degrees). More conventionally, $X$ is the input for the neural network, which in this case are the launcher configurations, and $Y$ is the label for the input, and in this case it is the outcome of the launch. The launch outcome ($Y_r$ and $Y_s$) contains two binary results: whether the launch has hit a 2-point target and a 3-point target. Technically, there are only 3 labels of two dimensional vectors: both targets missed (0,0), the two-point target was hit while the 3-point target was missed (1,0), and both targets where hit (1,1); this is because the 3-point target is entirely contained within the 2-point target (see Figure 2).

Our objective, given by the FIRST Robotics Challenge and shown in Figure 2 is to score as many foam, 7-inch diameter balls as possible into the 3 point target from different launching zones, which range from 3 to 30 feet away from the base of the target. The center of the target is mounted $\approx 8$ feet high.

Regarding object dynamics, the three known forces (Figure 3) that govern the acceleration of the ball once it is launched from the robot at a given angle and velocity are the force of...
we designed a simulator based on the known forces to output the horizontal distance between the exit point of the object from ratio (\( \text{consists of three parameters: a distance (} d \text{), a motor speed } \omega \text{, and angle } \theta \text{. The distance in meters is simply the horizontal distance between the exit point of the object from the robot to the base of the target. The motor speed is given as a percentage of the motor free speed, which is in rotations per minute. The angle of the launcher is the angle between the line connecting the center of the two launcher flywheels and the horizontal and is given in degrees. We develop a simulator that determines an output given these configurations.}

Using the equations of the defined forces (Eq. 1-3), the individual accelerations from each force can be derived using the mass of the object.

As the object travels, the net force redirects the velocity of the ball in different angles. The aerodynamic forces, lift and drag, act in various directions according to the ball velocity. When considering the 2-D motion of the object as a combination of the horizontal velocity vector and the vertical velocity vector, we can determine the ball velocity angle, and use the previously defined equations to calculate the net acceleration in each direction due to the three known forces (Figure 3). We then compute the change in velocity using the following equations:

\[
\frac{dv_x}{dt} = -(a_l \sin(\theta) + a_d \cos(\theta)) 
\]

\[
\frac{dv_y}{dt} = a_l \cos(\theta) - a_d \sin(\theta) - g 
\]

We represent the angle of travel (\( \theta \)) as a function of the initial launch angle (\( \theta_0 \)) and the change in angle, which is a trigonometric function of the horizontal and vertical velocities at a time \( t \). The total displacement of the object in the \( x \) (horizontal) and \( y \) (vertical) directions are integrals of the velocities with respect to time added with the initial launch velocity.

\[
\theta = \int_0^t \arctan\left(\frac{v_y}{v_x}\right) dt + \theta_0 
\]

\[
v_x = \int_0^t \frac{dv_x}{dt} dt + v_0 \cos(\theta_0) 
\]

\[
v_y = \int_0^t \frac{dv_y}{dt} dt + v_0 \sin(\theta_0) 
\]

\[
x = \int_0^t (v_x) dt 
\]

\[
y = \int_0^t (v_y) dt 
\]

The initial angle is a given parameter in \( X_r \), but the initial velocity is not. Given the motor speed ratio, we can calculate the angular speed of each flywheel. Assuming that the frictional force is high enough to accelerate the object to the flywheel speed in a small time interval, the object will have a velocity given by:

\[
v_0 = \frac{\omega_l r_u + \omega_r r_l}{2} 
\]

where \( \omega_l \) is the angular speed of the lower flywheel, \( r_l \) is the radius of the lower wheel, \( \omega_u \) is the angular speed of the upper flywheel, and \( r_u \) is the radius of the upper flywheel.

**III. FCE-NN**

**A. Algorithmic Force Coefficient Estimation**

To estimate the force coefficients based on experiment data, we designed a simulator based on the known forces to output a trajectory given a specific configuration. A configuration consists of three parameters: a distance (\( d \)), a motor speed ratio (\( \omega \)), and angle (\( \theta \)). The distance in meters is simply the horizontal distance between the exit point of the object from the robot to the base of the target. The motor speed is given as a percentage of the motor free speed, which is in rotations per minute. The angle of the launcher is the angle between the line connecting the center of the two launcher flywheels and the horizontal and is given in degrees. We develop a simulator that determines an output given these configurations.

Using the equations of the defined forces (Eq. 1-3), the individual accelerations from each force can be derived using the mass of the object.

As the object travels, the net force redirects the velocity of the ball in different angles. The aerodynamic forces, lift and drag, act in various directions according to the ball velocity. When considering the 2-D motion of the object as a combination of the horizontal velocity vector and the vertical velocity vector, we can determine the ball velocity angle, and use the previously defined equations to calculate the net acceleration in each direction due to the three known forces (Figure 3). We then compute the change in velocity using the following equations:

\[
\frac{dv_x}{dt} = -(a_l \sin(\theta) + a_d \cos(\theta)) 
\]

\[
\frac{dv_y}{dt} = a_l \cos(\theta) - a_d \sin(\theta) - g 
\]

We represent the angle of travel (\( \theta \)) as a function of the initial launch angle (\( \theta_0 \)) and the change in angle, which is a trigonometric function of the horizontal and vertical velocities at a time \( t \). The total displacement of the object in the \( x \) (horizontal) and \( y \) (vertical) directions are integrals of the velocities with respect to time added with the initial launch velocity.

\[
\theta = \int_0^t \arctan\left(\frac{v_y}{v_x}\right) dt + \theta_0 
\]

\[
v_x = \int_0^t \frac{dv_x}{dt} dt + v_0 \cos(\theta_0) 
\]

\[
v_y = \int_0^t \frac{dv_y}{dt} dt + v_0 \sin(\theta_0) 
\]

\[
x = \int_0^t (v_x) dt 
\]

\[
y = \int_0^t (v_y) dt 
\]

The initial angle is a given parameter in \( X_r \), but the initial velocity is not. Given the motor speed ratio, we can calculate the angular speed of each flywheel. Assuming that the frictional force is high enough to accelerate the object to the flywheel speed in a small time interval, the object will have a velocity given by:

\[
v_0 = \frac{\omega_l r_u + \omega_r r_l}{2} 
\]

where \( \omega_l \) is the angular speed of the lower flywheel, \( r_l \) is the radius of the lower wheel, \( \omega_u \) is the angular speed of the upper flywheel, and \( r_u \) is the radius of the upper flywheel.
To calculate the lift force, a value for the spin of the object in rotations per second must be calculated. We assume this value to be constant throughout the trajectory, and it can be calculated by:

\[ s = \frac{\omega_b}{2\pi} = \frac{\omega_f t - \omega_f t_0}{2\pi t_b} \]  

(12)

where \( \omega_b \) is the angular velocity of the object in radians per second.

By iterating through the set of differential equations, we can calculate the displacement in the \( x \) and \( y \) direction after a given amount of time. Knowing that the scoring target is a distance \( (d) \) away and that the center of the scoring area is at a height \( (h_{\text{target}}) \), we can determine whether the object has passed through the 2-point or 3-point target to create an outcome using the modeled trajectory for a set of configurations and pair of coefficients.

\[
(d, h_{\text{target}} \pm 0.07) \rightarrow Y_r = (1, 1) \]  

(13)

\[
(d, h_{\text{target}} \pm 0.35) \rightarrow Y_r = (1, 0) \]  

(14)

We aim to use this trajectory simulator to estimate the coefficients \( C_1 \) and \( C_3 \) by comparing the outcomes of the generated trajectories from configurations \( X_r \) to their outcomes \( Y_r \). To estimate the coefficients that best fit the dataset, we simulate the trajectory for each configuration of \( X_r \) using multiple coefficient pairs. We evaluate \( 1000^2 \) combinations, with each coefficient being in a range of \((0.000,5.000)\) inclusive with step-size 0.005.

For a given initial launch angle, launch velocity, and coefficient pair, the simulator is able to generate the object trajectory and determine whether it passed through the target. We can simply iterate through multiple coefficient pairs to determine which one models the trajectories of \( D_r \) best. Because the outcome dataset \( (Y_r) \) of \( D_r \) represents a range of points the object possibly passed through (shown in Eq. 13 [14]), a large number of coefficient pairs will model the trajectory of a single configuration from \( X_r \). We calculate the distance of the object from the center of the scoring target using the simulator and label this value the deviation. To select a single coefficient pair to use for data generation, we evaluate the accuracies in the 3-point and 2-point regions, and the mean and median deviations.

Our algorithmic force coefficient estimation method is generalizable to other objects interacting with aerodynamic forces. Figure 4 exhibits the effect of different aerodynamic force coefficients on the object trajectories, as for a given subset of configurations, the outcomes vary based on the assigned coefficient pairs.

**B. Simulated Data Generation**

After coefficients are estimated, we replace the coefficient values in equations 2 [3]. We then iterate through a range of values for each launcher configuration. For motor speed, we iterate through range \((0.00,1.00)\) inclusive with step-size of 0.01; for launcher angle, we iterate through range \((15.00,75.00)\) inclusive with step-size 1.00; finally, for distance to target, we iterate through range \((1.00,16.00)\) inclusive with step-size of 0.20. The range and step-size values for the motor speed and launcher angle were determined by the controllability of those systems and their operating range. The range and step-size for the distance was determined by the minimum and maximum distances we could accurately launch the object from as well as the variance in horizontal distance the robot could attain while still scoring launched objects. This results in a total of 375,000 simulated configurations, \( X_r \). We then use the synthetic configurations and use our simulator of physics models and produce labels \( Y_r \) for each of the 375,000 configurations.

From this large pool of imbalanced samples, we randomly sample pairs of \( X_r \) and \( Y_r \) from each class in order to produce an approximately balanced dataset \( D_r \). We perform experimentation to determine the optimal amount of simulated data to use in conjunction with the experimental data. However, these configurations were not sampled in a balanced manner based on the configuration values, meaning certain configurations may have very similar values to one another. If visualized in a 3-dimensional feature space, there may be certain clusters that appear evident or a wide variety in their distribution. Sampling in such a method provides a more difficult challenge for the neural network to extract and learn the correct representations of the data, which could improve performance. Moreover, any set of configurations that already existed in the experimental dataset were removed and replaced. While this data has inadequate accuracy as the coefficients do not account for unknown forces on and deformations of the launched object, it allows us to further train a data-reliant neural network for improved predictions.
C. Neural Network

We leverage deep neural networks in order to predict the outcome of a launch based on the given launcher configurations. In our method, we use a simple 3-layer forward-feed neural network (Figure 5) for classification ($F$ with parameters $\theta$). The input layer has 3 nodes, one for each feature in the launcher configuration (motor speed, launcher angle, distance to target). The feature-space is then up-sampled to 8 nodes (experimentally tuned), and finally down-sampled to a 2-dimensional vector, representing binary predictions for the 2-point and 3-point scores. We use the sigmoid activation function for each layer, as per \cite{23}. This neural network can be substituted with a significantly improved and deeper network, however in order to investigate the effectiveness of just our contributions, primarily the simulated data from force coefficient estimation, we use a simple network.

The use of a neural-network allows for the consideration of inaccuracies in our mechanism and model. A major dynamical factor that is unaccounted for in our algorithmic simulator is the deformation of the non-rigid object as it is launched. In order to accelerate the object to its launch velocity, the flywheels must rely on the frictional force ($F_f$) between their surface and that of the object to pull the object. Because $F_f \propto F_N$, a higher normal force will ensure that in a small time interval, the object can match the flywheel speed. To balance $F_N$, the object applies a force $F_s$, which is proportional to the amount that the non-rigid object is compressed. As the object is compressed, its mass-distribution changes, as well as its cross-sectional area, which directly effects two major forces in our simulation algorithm, $F_i$ and $F_d$.

We additionally cannot model energy transfer. To accelerate (through spin) and launch the object, kinetic energy must be transferred to the object. Evident from motor data, the motor power in the short time interval in which the object is accelerated is too small to solely provide enough energy, meaning energy must be transferred to the object by the flywheels. As the angular speeds of the flywheels decrease, the launch velocity of the object decreases as well, changing the trajectory. Since the moment of inertia of the object is non-constant due to object compression, and because our system cannot measure the changes in flywheel speed, it is not possible to model this energy transfer through traditional physics models.

A neural-network is specifically meant to account for the inaccuracies of the physics models. The hidden layers allow for the network to model non-linear systems and account for the non-linearities \cite{24}. The collected data is from the domain in which we deploy our AI system. If the data is collected from the target domain, it will account for the variances which the physics models cannot. Therefore, if the model is trained on this data which already accounts for the unpredictable variances from the specific test domain, it will be able to accurately learn the representations of these variances. So during evaluation and deployment, the model will have knowledge about these variances which humans and physics models cannot have, allowing it to still be accurate in the field.

D. Loss Objective

Our neural network is trained and optimized on the following loss function:

$$L(X_r, Y_r, X_s, Y_s) = L_R(F_\theta(X_r), Y_r) + \lambda L_S(F_\theta(X_s), X_s)$$\hspace{1cm}(15)$$

where $X_r$ and $Y_r$ are experimental feature sets and labels, $X_s$ and $Y_s$ are simulated feature and label sets, $F_\theta$ is the model, $L_R$ is the true loss term, $L_S$ is the simulated loss term, and $\lambda$ is the Lagrange multiplier for the simulated loss. Both $L_R$ and $L_S$ use conventional cross-entropy loss and are calculated identically. We specifically do not use physics-based loss functions such as \cite{25}, \cite{26} because of the explained unknown factors which physics models cannot account for. Moreover, in order to optimize the network based on physics models, the acceleration values need to be predicted by the model and therefore the labels must be experimental acceleration values, which are intractable to acquire nor our main objective.

The $\lambda$ term is significant in an approach which uses experimental and simulated data. Since $D_s$ is significantly larger than $D_r$, the loss function must be appropriately tuned in order to optimize the model to perform effectively in the target domain. Such auxiliary loss weight/Lagrange multiplier terms have seen success in various methods \cite{27}, primarily in semi-supervised or multi-task modes. The multiplier is intentionally low in order to force simulated data loss term to be an auxiliary penalty, as the model should primarily learn from the experimental data, as it is closest and most similar to the target domain.

E. Robotic Launcher Details

Our robot is a 24-inch long, 24-inch wide robot that weighs $\approx 81$ lbs. It has the ability to navigate itself, acquire balls from the ground, store up to 3 in its hopper, and then launch them rapidly and consecutively. It can launch balls up to 60 feet. The robot is powered by an on-board 12v, 18 amp-hour lead acid battery. To tele-operate the robot, human operators use joysticks connected to a laptop, which is connected to a WiFi router on the robot.
The robotic launcher, seen in Figure 6, is a double-flywheel mechanism consisting of a 4-inch diameter lower (gray) flywheel and a 2.75-inch upper (blue) flywheel. Both flywheels are operated by the same motors, and the top flywheel is geared to spin at \( \frac{9}{10} \) the speed of the bottom flywheel. We use two brushless DC motors which transfer power to the flywheel axles using a timing belt transmission. The top flywheel and bottom flywheel have a smaller distance between them than the diameter of the ball, as ball compression is required to consistently accelerate the ball to launch speed. The flywheels rely on the frictional force between their surfaces and the ball to move the ball. Adjusting the position of the top flywheel along an arc that is concentric to the bottom flywheel changes the launch angle of the ball. To do so, we implemented an acme screw mechanism. By turning a screw inside a nut fixed to the rotating hood, we convert rotational motion to linear power. The motor is mounted to this rotating screw, and is on a pivot in order to keep the screw and nut parallel as the linear distance between the motor and nut changes.

We use PID control loops to set the hood position and flywheel velocities, and use a vision system to determine the horizontal distance from the robot to the target.

IV. EXPERIMENTAL RESULTS

A. Data

We conducted trials to produce an experimental dataset \( \mathcal{D}_r \) which consists of a launcher configuration with 3 parameters and one outcome. The motor speed is set using a PID loop, and the data value added to \( X_r \) is calculated by a built-in quadrature encoder. The launcher angle is measured by an absolute encoder and is cross-checked by using the motor’s built-in encoder for the angle change, and limit switches for the initial angle. The X-distance is measured using an on-board vision system, which uses lights and retro-reflective tape to determine the horizontal distance to the target with an accuracy of \( \pm 0.05 \) meters.

With a given set of launcher configurations, the launcher has a repeatability \( R_2 \) and \( R_3 \), which represent the consistency of scoring in the 2 and 3 point target. Because the 2-point target encompasses the 3-point target, a score in the 3-point target is counted towards \( R_2 \). If \( R_3 < 80\% \), for a configuration expected to outcome a score of 3, and \( R_2 > 90\% \) it is assigned an outcome score of 2. For any case, if \( R_2 < 75\% \) the configuration is considered illegitimate and is removed.

\( \mathcal{D}_r \) has exactly 100 configurations with an even distribution of data representing 3 possible outcomes. Only 2 data instances had to be manually rejected due to mechanism flaws. For train and test splits, we used 20% of the dataset as an external test set to evaluate the model performance. This test set contains no simulated data. As stated, the simulated dataset has 900 evenly balanced samples.

Collecting over 100 samples was intractable in this study due to limited lab time; moreover, we contend that having more samples would defeat the purpose of using a neural network to predict new test cases, as in our objective, with so many samples, a reference sheet could be produced and used in a program without the need for deep learnable models. As an additional evaluation metric, we sampled 50 of the generated \( X_r \) and use the configurations on our robot to determine the experimental outcome on our field. We used this to form an additional dataset \( \mathcal{D}_s^2 \). Acquiring the experimental labels for simulated inputs \( X_r \) allows us to not only evaluate the predictions from the simulator based on the estimated coefficients but also the predictions of the neural network.

B. Implementation Details

Our neural network was implemented in Keras and Python (code will be released after review) and trained with a NVIDIA K80 GPU. The network is optimized using the Adam Optimizer with a learning rate of 0.0001. The loss function used is cross-entropy. \( \lambda \) is experimentally tuned to 0.01 (see Section IV-D). We trained our network on varying amounts of \( \mathcal{D}_s \): 500, 600, 750, 900, 1000, 1250. We trained on a batch size of 10. The epoch stepsize was dictated by \( \mathcal{D}_s \), so \( \mathcal{D}_r \) was repeatedly sampled until each batch in the simulated dataset was used.

C. Force Coefficient Estimation

While the training set contains 80 samples of trajectories, the most precise measurements are those with the outcome (1,1) as the ball must follow a strict path to score in the middle of the target. Therefore, the initial metric we used to select a coefficient pair \( (C_l, C_d) \) was the accuracy of the 3-point trajectories, as 3-point scores are desirable. After testing each trajectory using the 1000\(^2\) combinations of coefficients, we selected 28 coefficient pairs to evaluate, as they all achieved identical accuracies for both outcomes: 3-point accuracy rate of \( 92\% \) and a 2-point accuracy rate of 100%.

The left plot in Figure 7 displays the close resemblance of a calculated trajectory with estimated force coefficients to a subset of \( X_r \) with \( Y_r = (1,1) \). To determine the coefficient pair that fit our model best, we examined the mean and median deviation from the center of the target for each trajectory, and discovered that both were at a minimum when \( C_l = 0.06 \) and \( C_d = 0.91 \).

To evaluate the performance of the simulator with our final estimated coefficients, we generated the trajectories for the 20 test samples in \( X_r \) and compared the outcomes from the simulator \( (Y_s) \) to the actual outcomes \( (Y_r) \). The right plot
In this paper, we present FCE-NN, a new method of modeling the trajectory of non-rigid objects launched by robotic systems.

### TABLE I
ACCURACY OF FORCE COEFFICIENT ESTIMATION SIMULATOR ON THE TRAINING SET AND THE TEST SET.

| $D_T$ Size | 2pt Acc (%) | 3pt Acc (%) | Mean Dev | Median Dev |
|------------|-------------|-------------|----------|------------|
| Training   | 100         | 92.31       | 0.051    | 0.058      |
| Testing    | 92.86       | 85.71       | 0.283    | 0.124      |

Table I displays the performance of the neural network trained on varying levels of simulated data. The network is evaluated on 70 total samples, the 20 samples from the experimental test set as well as 50 samples from the simulated dataset $D_T$ which are evaluated with the actual robot in the environment to receive a real prediction. The results show that with any amount of simulated data, the network has stronger performance than when the network is trained on no simulated data. However, after 900 samples, the performance begins to decrease, indicating overfitting to the simulated data which decreases the performance on the experimental test set. The results confirm the importance of using simulated data and shows statistically significant increases (p-value ≤ 0.05) in performance. Moreover, the accuracy of the neural network is much higher than just the force coefficient estimation.

### TABLE II
ACCURACY AND CLASSWISE F1-SCORES FOR NEURAL NETWORK ON TESTSET WITH VARYING QUANTITY OF SIMULATED DATA.

| $D_S$ Size | Overall Acc (%) | F1-3pt (%) | F1-2pt (%) |
|------------|-----------------|------------|------------|
| 0          | 44.29           | 4.17       | 66.66      |
| 500        | 78.57           | 50.00      | 87.50      |
| 600        | 87.14           | 70.83      | 91.67      |
| 750        | 91.43           | 79.16      | 95.83      |
| 900        | **98.56**       | **95.83**  | **100.00** |
| 1000       | 95.71           | 91.67      | 95.83      |
| 1250       | 92.85           | 87.50      | 91.67      |

Figure 7 demonstrates the inaccuracy when only using the simulator on the external test set due to the inability to generalize to a separate dataset. This prompts the need for a learnable method which can generalize to a test domain.

In Table I we show the performance of the simulator on the training and test set and prove that it is able to very accurately predict the force coefficients to match the training set, which is optimal for the neural network, but performs poorly on the test set, which is the motivation to use the neural network. As stated, the simulator is meant to replicate the data distribution of the training set in order to generate new data that is indistinguishable from the training set, which would help the neural network performance the most. Therefore, because the simulator is very effective in accurately generating and modeling the training data, it can be a proper supplement for training a neural network.

### D. Neural Network Performance

We evaluated the performance of our neural network trained on varying levels of simulated data.

Table II displays the performance of the neural network at varying amounts of simulated data. The network is evaluated on 70 total samples, the 20 samples from the experimental test set as well as 50 samples from the simulated dataset $D_T$ which are evaluated with the actual robot in the environment to receive a real prediction. The results show that with any amount of simulated data, the network has stronger performance than when the network is trained on no simulated data. However, after 900 samples, the performance begins to decrease, indicating overfitting to the simulated data which decreases the performance on the experimental test set. The results confirm the importance of using simulated data and shows statistically significant increases (p-value ≤ 0.05) in performance. Moreover, the accuracy of the neural network is much higher than just the force coefficient estimation.

Figure 8 shows the accuracy of the neural network on $D_T$ and $D_T^r$. The model is more accurate on the data in the same domain as the test set, which is $D_T$. However, it performs quite effectively on configurations which are out of domain but verified in the same manner. This evaluation further demonstrates the effectiveness of our network and force coefficient estimation process in accurately modeling launched object trajectories.

Figure 9 shows the importance of accurately tuning $\lambda$ in order to train the neural network effectively. Since the $D_S$ highly outnumbers $D_T$ in number of samples, weighing the simulated data too high results in poor performance in the target domain of experimental data. As expected, once the Lagrange multiplier approaches the equilibrium weight of 1.0, the performance sharply decreases due to overfitting to the simulated data. After tuning, the optimal value for the weight was 0.01 (starred).

### V. Conclusion

In this paper, we present FCE-NN, a new method of modeling the trajectory of non-rigid objects launched by robotic systems...
using force coefficient estimation and deep neural networks. We introduce an algorithmic process for estimating drag and lift coefficients using experimental launcher data and a physics simulator. We importantly use this algorithmic simulator to generate additional data to train a data-starved neural network. We leverage deep neural networks trained simultaneously on simulated and experimental data to predict and model the outcomes of the launcher based on the input configurations, allowing for real-world modeling of non-rigid object launching which can account for external factors on object flight. Our experimental evaluations prove the effectiveness of our simulator as well as the importance of using additional generated data to train the neural network. We show that the neural network with additional data is able to accurately model and predict the outcome of both experimental and simulated configurations.

We envision such a system to be deployed on a tele-operated mobile robot with automated variable-launchers such that live-measured launcher configurations can be fed to the model to predict the outcome of launching. The configurations could be sent to an operator dashboard where the web-deployed network could efficiently return predictions on whether to fire the launcher. Our future work will investigate new neural network architectures as well as reverse-engineering neural networks to derive force coefficients.
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