Interplay between myosin II and actin dynamics in chemotactic amoeba
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Abstract

The actin cytoskeleton and its response to external chemical stimuli is fundamental to the mechanobiology of eukaryotic cells and their functions. One of the key players that governs the dynamics of the actin network is the motor protein myosin II. Based on a phase space embedding we have identified from experiments three phases in the cytoskeletal dynamics of starved Dictyostelium discoideum in response to a precisely controlled chemotactic stimulation. In the first two phases the dynamics of actin and myosin II in the cortex is uncoupled, while in the third phase the time scale for the recovery of cortical actin is determined by the myosin II dynamics. We report a theoretical model that captures the experimental observations quantitatively. The model predicts an increase in the optimal response time of actin with decreasing myosin II–actin coupling strength highlighting the role of myosin II in the robust control of cell contraction.

1. Introduction

Mechanical stability, shape, and locomotion of eukaryotic cells, as well as numerous internal cellular processes critically depend on the dynamics and self-organization of the actin cytoskeleton [1–3]. Besides actin, the motor protein myosin II is of great importance in cell motility, cytokinesis, and development [4, 5]. In this work, we mainly focused on axenic, aggregation competent cells of the social amoeba Dictyostelium discoideum and the relevance of myosin II upon global chemoattractant stimulation. Myosin II is involved in numerous processes where contractility and actin-crosslinking functions are relevant, thus as front-back polarization, for example via the MTOC orientation and nuclear positioning, apical constriction and thus epithelial apico-basal cell polarity, uropod retraction and adhesion dissolution, leading edge protrusion (thus also highly relevant for mechanosensing) as well as adhesion maturation in the lamellipodium [6]. Additionally, myosin II was shown to fuel the slow retrograde flow in the lamellum [7], where S1 fragment inactivation or myosin II ATPase inhibition in filopods of neuronal growth cones lead to the distinction and dose dependent attenuation of two components: fast actin polymerization based protrusion and slow myosin based filament retraction. Regarding the relevance of myosin II for the maintanance of cellular morphology, ringlike bundles of actin/myosin at the periphery of cells have been found to play a key role in cell shape and protrusions [8–10]. A lack of myosin II results in properties such as inability of suppressing lateral pseudopodia, reduced stiffness and cortical tension, dismissal of cell division in suspension and diminished translocation speed [11–14]. In more detail, a link between the cell contact area and spreading state to cortex thickness and thus mechanosensing via myosin II has been proposed in a recent study [15], where local oscillations occur transiently as a consequence of reduced myosin II activity and thus thicker actin layers within cell cortices. The spreading state therefore is of central relevance for cortical mechanics and pre-stress is dominated by modulation of myosin II activity (see also [16, 17]).
Many of the underlying processes of the cytoskeletal networks have been investigated in the social amoeba D. discoideum due to similarity regarding motile mammalian cells such as neutrophils or metastatic cancer cells [18, 19]. The movement of D. discoideum cells can be biased by external chemical cues originating from their life cycle: upon starvation, these single-celled amoebae start to express receptors for 3′-5′-cyclic adenosine monophosphate (cAMP) [20, 21], which guide cells to aggregate into a multicellular structure [22, 23], a process that follows a threshold-type characteristics [24] and can be mapped onto a single control parameter [25].

Dynamical properties of actin and myosin II and their interactions were extensively studied in vitro [2, 26, 27] and in vivo in motile cells [28–30] or in cells responding to the external stimulation with cAMP [31–33] or by mechanical confinement [34]. For example, a coupling between Rho and actin was studied in [35], where the actin cell cortex was described as an excitable medium, where pattern formation in the form of cortical waves of Rho activity is coupled to actin in a reaction-diffusion based manner. Recently it was demonstrated that a ROCK and myosin (light chain) phosphatase oscillator acts as a source for Drosophila ovarian epithelium oscillatory behavior of myosin [36]. A clear coupling of actin and myosin oscillations were also shown in [37]. The interaction of myosin with an atypical cortical actin pool was recently demonstrated to be relevant for myosin and/or membrane oscillations [38]: here, myosin contractility was found to be relevant for the erythrocyte 2D spectrin—F-actin network in membrane associated myosin foci. It was also shown that myosin self-oscillations can be partially a structural consequence of the fluorophore labeling itself [39]. Finally, it was observed that a specific formin can also generate an actin sheath within the uropod of migrating D. discoideum cells under confinement and its interaction with myosin regulates mechanical stress and inhibits blebb formation [40]. Thus different oscillatory mechanisms should be taken into account for a more mechanistic explanation of the coupled actomyosin dynamics of the cell cortex. The details, however, of their coupled dynamics in response to an external stimulus are largely unknown and a detailed mathematical model for the interplay between myosin II and filamentous actin is missing.

Here, by a phase space embedding of the experimentally observed actin and myosin II dynamics of wild-type and mutant cells we have identified three phases in the cytoskeletal dynamics of chemotactic D. discoideum cells. We developed a model that quantitatively captures the experimentally observed dynamics. This generic model provides a quantification and prediction of the cortical actomyosin dynamics in motile amoeboid cells.

2. Experiments and methods

We explored the interplay between actin and myosin II by investigating chemotactic D. discoideum cells in a microfluidic channel under a continuous flow of inactive caged cAMP [41]. Short stimulation was applied by activating the caged cAMP with short wavelength laser illumination immediately upstream of the cell [42–44]. Dynamics of filamentous actin and myosin II was visualized by fluorescent fusion proteins LimE-mRFP and myosin II-GFP with their fluorescence intensity proportional to the concentration of filamentous actin and myosin II, respectively [31, 45]. Cell images were recorded by laser scanning confocal microscopy. The cortical area occupied by the fluorescent LimE signal allowed us to detect simultaneously the dynamics of the projected cellular area.

2.1. Cells

The wild-type cells were of the AX2-214 strain. The LimE signal was measured in cells transfected with LimEΔcoil-GFP [31]. The strain co-expressing myosin II-GFP and LimE-mRFP, kindly provided by Gerisch [46], was cultured in the presence of 10 μg ml⁻¹ G418 and 10 μg ml⁻¹ Blasticidin. Myosin II-null (HS-1) cells were of JH10 background with their endogenous mhcA gene deleted [47] and were cultured in the presence of 20 μg ml⁻¹ G418 and 10 μg ml⁻¹ Blasticidin. Cells were cultivated in HL5 medium (Formedium) in Petri dishes until they reached confluency and then around 5 × 10⁵ cells were shaken in suspension at 150 rpm. Around 2 × 10⁶ cells were starved in 25 ml phosphate buffer (PB, 2 g KH₂PO₄ and 0.36 g Na₂HPO₄·2H₂O, pH 6, 1 l) with an injection of 50 nM cAMP (Sigma) every 6 min for 6 h.

2.2. Microfluidics

Standard photo lithography [48] was used to produce a wafer for microfluidic channels that were 500 μm × 26 μm × 3 cm in size [44]. Poly-dimethylsiloxane (PDMS, 1:10 mixture with curing agent, Sylgard184, Dow Corning) was poured onto the wafer and cured for 1 to 2 h at 75 °C. The inlets of the microfluidic channels were punched into the PDMS with a syringe tip (19 gauge stainless steel, McMaster). After a 30 s treatment in air plasma (PDC002, Harrick Plasma), the microfluidic channel was then sealed with a coverslip (24 × 60 mm, #1, Menzel Gläser). The cells were injected into the microfluidic channel, and left to settle for 10 min. The phosphate buffer was replaced with a solution of 10 μM caged cAMP in PB prior to experiments.
2.3. BCMCM-caged cAMP stimulation

The caged compound used in this study, \([6,7\text{-bis(carboxymethoxy)coumarin-4-yl}]\) methyladenosine-3',5'-cyclic monophosphate, equatorial isomer (BCMCM) was purchased from Biolog and then dissolved in PB to a final concentration of 10 \(\mu M\) unless stated otherwise. BCMCM-caged cAMP was continuously injected into the channel resulting in an average flow velocity of 111 \(\pm 2\ \mu m\ s^{-1}\). Laser illumination (405 nm, 35 mW laser diode) was used to release cAMP from BCMCM-caged cAMP about 30 \(\mu m\) upstream of the observed cell, with a power of 850 \(\mu W\). The uncaging laser power was calibrated under a 10× objective with an optical beam profiler (Thorlabs). A schematic top view of a microfluidic flow channel with the photo-uncaging region and the imaging region is shown in figure 1.

2.4. Image acquisition and analysis

Confocal laser scanning microscopy was conducted on the Olympus Fluoview 1000 setup, using a 60× UPlanSApo objective. An Argon laser (488 nm, 150 mW, Melles Griot) was used to excite GFP and a Helium-Neon laser line (543 nm, 5 mW, Melles Griot) was used for the excitation of mRFP. The imaging region was 48 \(\mu m\) × 48 \(\mu m\) (120 pixel × 120 pixel). The images were taken at a frame rate of 1 Hz with a scanning rate of 5 \(\mu s\) \(\mu m^{-1}\). Typical confocal images of the LimE-GFP cell are shown in figure 1. Note that the uniform stimulation is reflected in global pseudopodia extensions of the stimulated cell and the intensity of the actin LimE-GFP signal increases at the cell cortex. Images of cells were first separated from background by thresholding and then processed with the erosion function in MATLAB. To define an optimal region of cortex and cytosol for each cell, the following analysis was performed. Each processed image was first eroded using a disk as a structuring element object with MATLAB. For a given radius of the disk, the total intensity and size of the eroded image (i.e. the cortical region of the cell) and the remaining image (i.e. the cytosolic region of the cell) were calculated. The white line in figure 2(A) shows the boundary of the cell and the yellow line shows the result of an erosion process using a disk with a radius of 1.6 \(\mu m\). The region inside the yellow line was regarded as the cytosol and that between yellow and white line was regarded as the cortex. Secondly, this procedure was run at different erosion radii to get the average intensity of the cytosol and the average intensity of the cortex. Figures 2(B), (C) show that the temporal information from different regions of the cell are independent of the size of the erosion region. The intensity of the cytosolic signal converged once no cortical signal was included. In order to quantify the convergence, we calculated
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**Figure 1.** (Top) Schematic top view of a microfluidic flow channel with the photo-uncaging region (green rectangle) and the imaging region (dashed square). (Bottom) Typical confocal images of a LimE-GFP cell at the time moment of cAMP activation (left) with the uncaging region marked on the left side and 7 s after (right).
where $I_{\text{cyt}}(r, t)$ is the intensity of the cytosolic signal eroded using a disk with the radius of $r$ pixels at the frame $t$ and $N$ is the total number of frames recorded. The intensity of the cytosolic signal from the region with minimum value of $J$ (figure 2(D)) was then chosen as the response signal. This allowed us to find the optimal cytosolic signal for individual cells. The eroded region was regarded as cortex and the rest was regarded as cytosol. A large cytosolic region would include the signal from the cortex and thus result in a weaker cytosolic signal as the cytosolic signal is inversely related to the simultaneous cortical signal. On the other hand, decreasing of cytosolic region leads to a converging cytosolic signal once excluding the signal from cortex. The fluorescence intensity in the corresponding regions was always averaged over the area. For comparison among different cells, every response was divided by the average intensity before stimulus and then was shifted such that the average intensity before stimulation is 0. Finally, the fluorescence intensity in the cytosolic region was inverted to represent the signal from the cortical region and regarded as the response signal.

3. Experimental results

3.1. Dynamics of filamentous actin, myosin II and cellular area

The relative response signals of the LimE-mRFP and myosin II-GFP and the projected cellular area after a single short ($\sim 1$ s) uniform stimulation of cAMP are shown in figure 3 (data averaged over $N = 36$ single cell experiments). One can distinguish three phases in the dynamics of the cell response. Upon stimulation, abundant filamentous actin immediately (less than 2 s after stimulation) forms in the cortical region (the red trace in figure 3, phase 1). With the growth of actin filaments, the membrane is pushed outward resulting in an increase of the projected cellular area (the black trace in figure 3). In phase 2, depolymerization of actin filaments is accompanied by a continuous decrease of the projected cellular area. Next, the concentration of actin filaments gradually relaxes back to the state before stimulation (phase 3). Now, myosin II becomes responsive (the green trace in figure 3). The cellular area continues to decrease while myosin II accumulates in the cortex. Finally, the concentration of myosin II in the cortex and the cellular area relax back to the pre-stimulus state.

These three distinct phases in the cytoskeletal dynamics have been uniquely identified using the analysis of the trajectories in the phase space of the actin, myosin II, and the cellular area response (figure 4). Phase 1 in figure 4(A) is characterized by a linear relation between actin and cellular area (between cross and red circle): the cellular area first rapidly increases during the massive growth of cortical filamentous actin. Phase 2 in figure 4(A)
is clearly recognized by a circular arc trajectory (between red circle and red square). This implies a constant phase shift between the dynamics of cortical filamentous actin and the cellular area in phase 2. The cell expansion continues at the beginning of phase 2, but with a slower rate (between red and black circles). Later, the cellular area decreases due to the loss of the supporting filamentous actin (between black circle and red square). In phase 3, the cellular area continues to decrease after it reaches its pre-stimulation size (figure 4(A), line between red and black squares). This second stage of the cellular area decrease is related to a growth of cortical filamentous actin. Note, that compared with the first stage of the cellular area decrease in phase 2, less than 20%
of cortical filamentous actin is assembled during this stage. Finally, in phase 3 both actin concentration and cellular area relax back to the state before stimulation (figure 4(A), from black square to green star).

The trajectory in the actin—myosin II phase plane is shown in figure 4(B). In phase 1, myosin II shows an opposite response to actin, reflecting a release of myosin II from the cortex right after cAMP stimulation. The release of myosin II from the cortex reaches a maximum (green square) almost at the same time as the maximum in the concentration of cortical actin filaments (red circle). Remarkably, figure 4(B) clearly shows an almost constant myosin II concentration during the rapid depolymerization of actin filaments in phase 2. This signature was also observed in cells responding to periodic stimulations (see appendix A). The time upon which cortical myosin II accumulation reaches a maximum in phase 3 (green circle) is slightly delayed compared to the time, when the cortical actin filament disassembly reached its maximum (red square). However, the relaxation of myosin II back to the pre-stimulation state in phase 3 (green circle to green star) takes place without any significant change in filamentous actin concentration. Note that crossing of the trajectory (phases 2 and 3) reflects a non-autonomous dynamical systems, suggesting an involvement of another regulating parameter in the coupled dynamics of myosin II and filamentous actin.

Finally, let us analyze the trajectory in the myosin II—cellular area phase plane (figure 4(C)). The release of myosin II from the cortex in phase 1 is accompanied by an increase in the cellular area (cross to green square). The weak increase of the cellular area in phase 1 suggests that the release of myosin II from the cortex is only an indirect assistance for cellular area expansion. This supports our observations that myosin II-null cells can still expand their area during this stage (figure 5(B)). In phase 2 accumulation of cortical myosin II goes along with the main shrinkage of the cellular area (between black and green circles). In phase 3 both myosin II and cellular area relax back to the state before stimulation (green circle to green star).

3.2. Effect of myosin II on the recovery of cortical actin filaments and cell morphology

To investigate the impact of myosin II on actin and cellular area dynamics, we compared the LimE-GFP (filamentous actin marker) signal and cellular area response to a single pulse stimulation of cAMP in wild-type (N = 56) cells and myosin II-null (N = 31) cells. Note that the wild-type and the myosin II-null cells were different strains. As explained below we expect that our results are generic and capture the behavior qualitatively. After cAMP stimulation, myosin II-null cells show similar actin dynamics as wild-type cells until depolymerization of actin filaments in the cortex sets in (figure 5(A)). The difference mainly occurs after the minimum of the response signal (diamonds in figure 5(A)). The relaxation of the LimE-GFP signal is found to be slower in myosin II-null cells than in wild-type cells. The delayed recovery of LimE-GFP (traces after blue and red diamonds in figure 5(A)) suggests a slower response time scale for cells lacking myosin II.

Myosin II-null cells can still expand their area (gray line in figure 5(B)) as this originates from the protrusion of the growing cortical actin filaments. However, after initial expansion, myosin II-null cells only slowly relax back to their original sizes, indicating the loss of the ability to contract rapidly. As noted above, the dynamics in the presence and absence of myosin II was recorded in cells derived from different wild-type strains (see section 2.1), which may contribute to the changes in response kinetics, in particular, in the case of figure 5(A), where the differences between the two cases are small. However, as myosin II is well-known for its contractile action, we may conclude that the altered area dynamics displayed in figure 5(B) is primarily due to the loss of myosin II. Figure 5(C) reveals the dynamic relation between filamentous actin and cellular area in myosin II-null cells. Even though the dynamics of cortical filamentous actin is unaffected by the lack of myosin II in phase 1 (figure 5(A)), the growth of cortical actin induces a less effective area expansion than in wild-type cells (slope 0.023 compared to the slope 0.094 for wild-type cells in figure 4(A)). For myosin II-null cells the trajectory in phase 2 is still a circular arc (between red triangle and red diamond), but the time delay between the maximum area and the maximum amount of cortical actin is longer. Although the trajectory in phase 3 is almost a straight line, similar to the first step of area decrease in wild-type cells (figure 4(A), between red and black squares), myosin II-null cells show less than half of the efficiency in area shrinkage (slope −0.42 in figure 5(C) versus slope −0.93 for wild-type cells). Myosin II-null cells lose the property of rapid shrinkage and only slowly relax back to their original sizes (gray line in figure 5(B)). This demonstrates that the coupled dynamics between actin and myosin II in wild-type cells allows precise control of the recovery of cortical actin filaments and cell morphology during this stage of the response.

To quantitatively further the effect of myosin II on the actin dynamics we stimulated wild-type (N = 126) cells and myosin II-null (N = 198) cells periodically with 1 s uncaging pulses with varying time-intervals between stimulations using 10 μM caged cAMP. This allowed us to find the intrinsic period (resonance period) as the response amplitude of the actin signal reaches maximum when changing the frequency of the external stimulation (see appendix A for details). Under the same stimulation strength, myosin II-null cells show a resonance peak with similar amplitude as wild-type cells, but the resonance period is significantly longer (36 s for myosin II-null cells and 24 s for wild-type cells, figure 5(D)). Such a shift of the resonance peak supports
observations of the extension of the relaxation time of the filamentous actin in the cell cortex of myosin II-null cells after cAMP stimulation (figure 5(A)). Thus, myosin II is essential in regulation of the filamentous actin dynamics during the relaxation stage and consequently in setting the optimal time scale for cell contraction.

### 4. Model of the coupled F-actin and myosin II dynamics

To describe the coupled dynamics of cortical F-actin and myosin II based on our experimental observations, we propose a minimal model of coupled effective kinetic rate equations:

\[
\frac{dA(t)}{dt} = k^A_+ A(t) - k^A_- A(t) \frac{A(t - \tau_A)^n}{\alpha} + c_A [M(t) - M_0] A(t),
\]

\[
\frac{dM(t)}{dt} = k^M_+ M(t) - k^M_- \frac{M(t - \tau_M)^p}{\beta + M(t - \tau_M)^p} M(t) + c_M A(t) [A(t - \tau_AM) - A_0] M(t).
\]

The variables \(A(t)\) and \(M(t)\) denote the concentrations of F-actin and myosin II in the cortical region, respectively, and are related to the fluorescence intensities observed in the experiments. Growth and decay factors are represented by the parameters \(k^A_+, k^A_-, k^M_+, k^M_-\), and \(k^A, k^M\), respectively. Nonlinear, saturated decay rates are represented by Hill functions with the coefficients \(n, p\). The last terms on the right hand side of the equations describe the coupling between F-actin and myosin II dynamics with the coupling strengths \(c_A, c_M\). The model...
represents an extension of a previously introduced time-delayed feedback model for the actin response dynamics [42, 49].

This choice of equations is motivated by our earlier experimental findings: we reported that regulatory proteins enhancing actin depolymerization, such as coronin and Aip1, show similar, but delayed dynamics (with a delay time around 4 s) as compared to F-actin [42]. Moreover, the amount of depolymerization proteins will not increase infinitely as the amount of cortical F-actin grows [49]. The first two terms on the right hand side of equation (2) represent a generalization of the model proposed in [49]. This model not only captures the F-actin dynamics in response to cAMP stimulation, but also reproduces the self-sustained oscillations of F-actin observed experimentally in the absence of external stimulations.

On the other hand, in cells with simultaneously labeled myosin II-GFP and LimE-mRFP we observed that myosin II shows similar self-oscillation periods as F-actin. We also found that oscillations of myosin II and F-actin are independent of each other: cells showing oscillations only in LimE, but not in myosin II; only in myosin II, but not in LimE; and in both LimE and myosin II were observed (see appendix B for details). Note that self-sustained oscillations of F-actin were observed also in myosin II knock-out cells where the distributions of oscillation periods and oscillation life times were comparable with wild-type cells. This suggests that the mechanisms controlling self-sustained oscillations are independent for F-actin and myosin II. Based on these observations, we choose the same form for the variables for the case presented in equations (2), (3) above the Hopf bifurcation [see equation (4)]. Equations (2), (3) thus reproduce the self-oscillations in both F-actin and myosin II response signals (see appendix B for details).

The last terms on the right hand side of equations (2), (3) describe the coupling between actin and myosin II: myosin II enhances the growth of cortical actin (equation (2)) whereas the absence of myosin II prolongs the recovery of cortical F-actin (figure 5(A)). Also, the observation that myosin II translocates to the cortex about 20 s later than F-actin [50, 51] suggests an interplay between myosin II and F-actin at a much earlier time (factor \(A(t - t_{AM})\) in the coupling term in equation (3) with \(t_{AM} \approx (20-25)\) s). In addition, the concentration of cortical myosin II relies on the current amount of F-actin [52] (factor \(A(t)\) in the coupling term).

Linear stability analysis of equations (2), (3) demonstrate that for \(k_a^+M > 0\) the fixed points \((0,0), (0, M_0)\), and \((A_0, 0)\) are always unstable. Stability of the nontrivial fixed point \((A_0, M_0)\) depends on the parameters of equations (2), (3). In the absence of the coupling \((c_A = c_M = 0)\) one has a Hopf bifurcation at

\[
k^h_A n \left(1 - \frac{k^A}{k^M} \right) \tau_A > \frac{\pi}{2}, \quad k^h_M \left(1 - \frac{k^A}{k^M} \right) \tau_M > \frac{\pi}{2}. \tag{4}
\]

The periods of these limit cycle oscillations at threshold are \(T_A = 4 \tau_A, T_M = 4 \tau_M\). For weak coupling, \(|c_A| < 1, |c_M| < 1\), and \(\tau_M \approx \tau_A, \tau_M \approx 4 \tau_A\), corrections to the above shown critical relations between \(k^A_+, k^A_-, k^+_M, k^-_M\) and the period of oscillations are of the order of the product \(c_A c_M\). Note, that the influence of the nonlinear coupling terms in equations (2), (3) on the F-actin—myosin II dynamics has been analyzed for general polynomial forms up to fifth order. It has been found that qualitative similarities with the experimental response signal of LimE-mRFP and myosin II-GFP to a single stimulus (see figure 3) can be obtained almost exclusively for the case presented in equations (2), (3).

To reduce the number of parameters in equations (2), (3) we rescale time by \(t \rightarrow t_{TA}A\) with \(t_{TA} = 4\) s and variables \(A \rightarrow A_0, M \rightarrow M_0\), such that for the fix points one has \(\bar{A}_0 = 1, \bar{M}_0 = 1\). Numerical simulations of dimensionless equations have been performed using an explicit Euler scheme with time step \(\Delta t = 0.001\). For the regime of damped oscillations the following parameters have been used: \(k^A_+ = 1, k^A_- = 1.21, n = 4, \tau_A = 1, c_A = 0.07, k^M_+ = 1, k^M_- = 1.11, p = 4, \tau_M = 1, c_M = 0.21, t_{AM} = 4\). External pulse stimulation at \(t = t_0\) is incorporated as follows: \(k^A_+ \rightarrow k^A_+ + \delta k^A \exp[-(t - t_0)^2/(2\sigma^2)], \quad k^M_+ \rightarrow k^M_+ + \delta k^M \exp[-(t - t_0)^2/(2\sigma^2)]\), where \(\delta k^A = 0.5, \delta k^M = 0.05, \text{ and } \sigma = 0.2\). This mimics an increase of cortical F-actin and release of myosin II from the cortex right after stimulation via temporal increase of the growth factor \(k^A_+\) and of the decay factor \(k^-_M\), respectively.

Numerical simulations of equations (2), (3) demonstrate that in the regime of damped oscillations the coupling terms indeed enhance the recovery of cortical F-actin after external stimulation in comparison with the actin dynamics when switching off the coupling term in equation (2) \((c_A = 0)\) (figure 6(A)). This is consistent with our observations of the actin dynamics in myosin II-null cells (figure 5(A)). The model also captures the typical shape of the trajectory in the actin–myosin II plane (figure 6(B), compared with figure 4(A)). Simulations of the F-actin response to a periodic stimulation clearly show a shift in the resonance period from 24 s \((c_A = 0)\) to 32 s \((c_A = 0\) (figure 6(C), compared with figure 5(D))). Our model also allows us to study the influence of the coupling strength \(c_A\) of myosin II dynamics on the actin response. In particular, with decreasing \(c_A\) (inhibition of the activity of myosin II) the resonance period of the actin response is increasing (figure 6(D))).
5. Discussion

The main driving forces for amoeboid cell movement are generated by the actomyosin cytoskeleton, in particular, the actin network. To study the coupling dynamics between myosin II and F-actin, we applied a receptor stimulus of precisely controlled timing and then investigated the response dynamics of fluorescently labeled myosin II and F-actin in detail. Our work did not aim at revealing new mechanistic details of the biochemical signaling pathways that regulate actomyosin dynamics. Instead, we analyzed the response kinetics in a dynamical systems framework that yields quantitative insight into how actin, myosin, and area contraction of the cells are correlated. Moreover, we developed a dynamical model that allowed us to explore various mechanistic relations, such as the effect of coupling between myosin II and actin dynamics.

Our experiments showed that immediately after stimulation with cAMP, actin filaments grow in the cortical region whereas myosin II is released from the cortex. As myosin II inhibits the formation of pseudopods [11–13, 53, 54], the release of myosin II from the cortex during this stage allows the freshly formed filamentous actin to protrude the membrane more effectively. Most proteins in the chemotactic signaling pathway (such as PH domain proteins and Ras) or the regulatory actin network (such as Aip1, Arp2/3, coronin) are also translocated to the cortex during this time [23, 42, 55, 56] to orchestrate the rapid actin turnover. In addition to previous observations that myosin II responded to the stimulation on a much later time scale (around 30 s after stimulation) [51], our findings show that myosin II is in fact responsive, though less pronounced, already within 10 s after stimulation—it is released from the cortex into the cytosol as a first dynamical response to the stimulation.

We also observed that the later translocation of myosin II to the cortical region is due to the fact that the translocation of myosin II requires filamentous actin. The coupling between the dynamics of myosin II translocation to the cortical region and F-actin is confirmed by the almost linear relation found between the time myosin II reaches maximum accumulation in the cortex and the total time of initial polymerization, followed by
depolymerization of cortical actin filaments (see figure C2(C) in appendix C). The delay in the recovery of cortical filamentous actin in myosin II-null cells (figure 5(A)) suggests that the interaction between myosin II and actin filaments not only carries myosin II from the cytosol to the cortex but also enhances the efficiency of actin accumulation in the cortical region. The interaction of myosin II and actin filaments in the cortex leads to cell contraction as the main difference between the morphology of wild-type and myosin II-null cells is also found at the beginning of phase 3, where myosin II and filamentous actin translocate to the cortex together (figure 3).

It is known that an effective cell movement requires three stages: (1) extending cell protrusions towards a preferred direction, (2) attaching the leading edge to the surface as well as detaching the trailing edge from the surface, (3) contracting the uropod to pull the entire body forward [57]. Cells can move effectively under a shallow chemoattractant gradient with the help of directional protrusions and contraction. Under the uniform stimulation used in this study, one can simply assess protrusion and contraction by looking at the area changes as forces produced by actin and myosin II are ubiquitous. We observed that after stimulation, the cell area close to the adherent surface first increases then decreases, and finally relaxes back to the state before stimulation. The first area-increasing stage, due to the growth of cortical actin filaments, protrudes the membrane ubiquitously, resulting in a roundish cell shape. This almost isotropic protrusion also leads to a temporally slowing down and even cessation of random motion, a response usually referred to as cringing [5, 58], which also happens to cells in a steep chemoattractant gradient [59, 60]. The shape change alters the amount of scattered light [61] and is usually used to indicate the propagation of cAMP waves in studying the collective behavior of D. discoideum [62, 63]. It has been reported that myosin II bundles with actin filaments at the cell periphery and thereby supports cell shape and maintains integrity [8, 11]. In the absence of myosin II, actin filaments can only provoke local forces instead of spreading out the force along the membrane lined with myosin II. This could account for the slower area expansion in myosin II-null cells (figure 5(B)). The observation that myosin II-null cells still show the first area-growing phase (figure 5) and cringe response [12, 64] further supports that the first phase of area change is driven by the growth of actin filaments and is only indirectly related to myosin II. The phase trajectories clearly point out that the area-decreasing phase is actually composed of two different mechanism (figures 4(A), (C)): the disassembly of F-actin reduces the support to the expanded membrane, resulting in the first part of area-decrease (phase 2 in figures 4(A), (C)). Then myosin II and F-actin form a complex which contracts and leads to the second part of area-decrease (first part of phase 3 in figures 4(A), (C)).

Our model successfully captures the F-actin dynamics in the absence and in the presence of external stimulation. The simulations reproduce the F-actin dynamics with and without myosin II consistent with our experimental findings (figure 6). Our experiments support that the interaction between F-actin and myosin II not only carries myosin II from the cytosol to the cortex [coupling term in equation (3)] but importantly enhances the efficiency of actin accumulation in the cortical region [coupling term in equation (2)]. In our model the time delay in the coupling, \( \tau_{AM} \), is only present in the equation for myosin II dynamics [last term in equation (3)]. This time delay reflects the experimental observations that myosin II translocates to the cortex at about \( \tau_{AM} \) later than F-actin starts to grow. The proposed interplay in the model between myosin II dynamics and the F-actin concentration [factor \( A(t - \tau_{AM}) \) in the coupling term in equation (3)] implies an involvement of other regulatory proteins. It has been reported that myosin heavy chain kinase A (MHCK A) is massively translocated to the cortex at the same time as myosin II, i.e. with a delay time \( \tau_{AM} \approx (20-25) \) s with respect to the F-actin response [50]. MHCK A phosphorylates myosin heavy chain to disassemble the myosin filaments [65, 66]. The significant depletion of MHCK A in the cytosol allows the formation of myosin II bundles there. The attachment of multiple heads of the myosin II bundles to actin filaments allows myosin II to localize with actin filaments persistently and is essential for the translocation of myosin II from the cytosol to the cortex [52, 67]. These factors together contribute to the growth of cortical myosin II concentration. Further experiments with cells that are simultaneously labeled for MHCK A and F-actin should shed more light on the factors determining the delay time \( \tau_{AM} \) in the model. Besides MHCK A, so-called contractility kits composed of cortezulin I and the scaffolding protein IQGAP2 that are preassembled in the cytosol of D. discoideum and regulate myosin activity [68], might be relevant for the first, rapid response of the actomyosin machinery to stimulation, as the quick reshuffling within the first 10 s upon stimulation (i.e. between phases 1 and 2), which we have identified.

Our model also demonstrates that the resonance period of actin response becomes more sensitive to the coupling strength when increasing \( c_A \) (towards wild-type cells), see figure 6(D). This prediction could explain in particular large variability of the total time of polymerization and depolymerization of cortical actin filaments observed in the wild-type cells (see figure C2 in appendix C). For future experiments focused on D. discoideumactin-myosin II coupling upon chemotaxis, in particular to prove whether the resonance period of the actin response follows our predictions, gradual inhibition of the activity of myosin II in a stepwise fashion by the addition of widely used myosin II inhibitor blebbistatin [69, 70] should be possible.
In summary, our findings highlight the role of myosin II in regulating filamentous actin dynamics, as well as cell morphology after cAMP stimulation. The coupled dynamics between actin and myosin II can be seen as a prerequisite for the robust control of cell contraction and movement irrespective of large variations from the environmental stimulus. Future work will concentrate on a more refined, spatially resolved analysis of the interplay between actin, myosin, and shape changes along the cell contour, where fluctuations in the dynamics are expected to play a crucial role.
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Appendix A. Periodic stimulation

To facilitate the observation of phase locking we have used periodic stimuli. When the stimulation interval was short (11 s, figure A1(A)), the responses only explored phase 1 (figure A1(C)). Longer stimulation intervals allowed the responses to explore more of the phase space. When we extended the stimuli interval to 21 s (i.e. approximately the time duration of phase 1 plus phase 2, figure A1(B)), the trajectories formed a closed loop, composed of the straight line in phase 1 and the circular arc in phase 2 (figure A1(D)). The trajectories from consecutive responses are similar (gray lines in figures A1(C) and (D)) and comparable with the trajectory from the averaged response signal after a single pulse stimulation (figure 4(A), the fitting from phases 1 and 2 are plotted here as black lines).

Myosin II decreased slightly right after cAMP stimulation (figure 3), suggesting a release of myosin II from the cortex. To further confirm its release, we enhanced the response signal: As myosin II gradually accumulated in the cortex during 15–25 s after cAMP stimulation, another stimulation in this interval would triggering...
release of more cortical myosin II. We therefore stimulated cells co-expressing LimE-mRFP and myosin II-GFP periodically. While the signal of LimE-mRFP (red traces in figure A1(B)) always increased after cAMP stimulation, myosin II-GFP (green traces in figure A1(B)) always decreased after stimulation. This confirms the release of myosin II from the cortex after cAMP stimulation.

The results of numerical simulations of equations (2), (3) for the periodic stimulation in the regime of damped oscillations are shown in figure A2 for comparison. The model reproduces the typical shape of the response signals found in the experiments.

Appendix B. Self-sustained oscillations of F-actin and myosin II

To investigate the role of myosin II on autonomous oscillations of filamentous actin, we first inspected the dynamics of F-actin and myosin II in cells with LimE-mRFP and myosin II-GFP in the absence of external stimulation. The oscillations of LimE and myosin II were found independent of each other: (i) cells showing oscillations only in LimE, but not in myosin II; (ii) only in myosin II, but not in LimE; (iii) in both LimE and myosin II. Typical dynamics of the LimE-mRFP and myosin II-GFP signals for these three cases is shown in figure B1 in the left column with the results of numerical simulations of equations (2), (3) on the right. In figure B1(A) self-sustained oscillations of LimE were not accompanied by myosin II oscillations. In figure B1(B) only spontaneous oscillations of myosin II-GFP signal were observed. Finally, figure B1(C) gives an example of simultaneous self-sustained oscillations of LimE-mRFP and myosin II-GFP.

To reproduce these scenarios in numerical simulations we had to change the model parameters $k_A$ and $k_M$ in such a way that the corresponding conditions for the Hopf bifurcation are satisfied (see section 4 for details). The results shown in figure B1(D) corresponds to $k_A = 1.65, k_M = 1.1$, in figure B1(E) $k_A = 1.1, k_M = 1.65$, and in figure B1(F) $k_A = 1.65, k_M = 1.65$.

Appendix C. Coupled dynamics of F-actin and myosin II

We examined the effect of cortical myosin II on actin dynamics by analyzing the responses of individual cells to a single 1 s stimulus with the concentration of uncaged cAMP ranging from 100 nM to 100 μM. The difference between maximum and minimum of the LimE signal (A in figure C1) reflects the amount of polymerized/depolymerized F-actin, as well as, dissects the actin response time in phases 1 and 2 ($T_p$ and $T_d$ in figure C1). In figure C2 the relation between response amplitude of LimE signal and polymerization and depolymerization time is shown together with the relation between the time to reach a maximum of myosin II response, $T_M$, at the beginning of phase 3 (see figure 3) and the total time $T_p + T_d$ of LimE response. Each point shows the response of one cell co-expressing LimE-mRFP and myosin II-GFP after a single stimulation. The LimE signal varies in amplitude and time scales within every cell even in response to the same stimulation strength (figures C2(A),...
The polymerization time $T_p$ from different wild-type cells stayed constant over the entire range of response amplitude $A$, whereas the depolymerization time $T_d$ increased. The relation between polymerization/depolymerization time and the response amplitude of F-actin signal obtained for myosin II-null cells were the same as for wild-type cells (figures C2(A), (B)). This suggests a similar underlying mechanism controlling the dynamics of filamentous actin in the absence of myosin II. Thus the dynamics of cortical myosin II has no effect on the actin dynamics in the phases 1 and 2 after stimulation.

However, the time for myosin II response to reach maximum in the cortex ($T^M$ of myosin II-GFP signal) is closely related to the total time of polymerization and depolymerization of cortical actin filaments ($T_p + T_d$ of...
Figure C2. (A) Polymerization time $T_p$ as a function of the amplitude of the LimE (F-actin label) response signal. (B) Depolymerization time $T_d$ as a function of the amplitude of the LimE response signal. (C) Coupled dynamics between myosin II and F-actin. Time to reach a maximum of myosin II response after stimulation, $T^M$, as a function of $T_p + T_d$ of LimE signal. Black crosses—wild-type cells, blue crosses—myosin II-null cells. (D)–(F) Results of numerical simulations of equations (2), (3).

LimE signal (figure C2(C)). This suggests that a robust coordination emerges from the interaction between actin filaments and myosin II bundles, which further allows precise control of cell contraction in phase 3.

Numerical simulations of equations (2), (3) show a good agreement with the experimental results (figures C2(D)–(F)). Note that in the simulations only the stimulation amplitude was varied and cell-to-cell variability was not taken into account.

ORCID iDs

C Beta @ https://orcid.org/0000-0002-0100-1043
E Bodenschatz @ https://orcid.org/0000-0002-2901-0144

References

[1] Beta C and Kruse K 2017 Annu. Rev. Condens. Matter Phys. 8 239–64
[2] Pollard T D and Cooper J A 2009 Science 326 1208–12
[3] Hall A L, Schlein A and Condeelis J 1988 J. Cell. Biochem. 37 285–99
[4] Yumura S and Uyeda T 2003 Myosins and cell dynamics in cellular slime molds International Review of Cytology—A Survey of Cell Biology ed K W Jeon vol 224 (San Diego, CA: Elsevier) pp 173–225
[5] Van Haastert P J M and Devreotes P N 2004 Nat. Rev. Mol. Cell Biol. 5 626–34
[6] Vicente-Manzanares M, Ma X, Adelstein R S and Horwitz A R 2009 Nat. Rev. Mol. Cell Biol. 10 778–90
[7] Lin C, Espesfaco E, Moosiker M and Forscher P 1996 Neuron 16 769–82
[8] Pribe M, Bernhardt M, Blum C, Tarantola M, Bodenschatz E and Salditt T 2014 Biophys. J. 107 2662–73
[9] Driscoll M K, Losert W, Jacobson K and Kapustina M 2015 Cytoskeleton 72 268–81
[10] Veltman D M, Williams T D, Bloomfield G, Chen B C, Betzig E, Insall R H and Kay R R 2016 elife 5 e20085
[11] Laevsky G and Knecht D A 2003 J. Cell Sci. 116 3761–70
[12] Chow P A and McNally J G 1999 Mol. Biol. Cell 10 1309–23
[13] Shelden E and Knecht D A 1995 J. Cell Sci. 108 1105–15
[14] Santiago Z, Loustau J, Meretzky D, Rawal D and Brazill D 2019 PLoS One 14 1–21
[15] Kumar R, Saha S and Sinha B 2019 Biochin. Biophys. Acta (BBA)—Mol. Cell Res. 1866 118516
[16] Chan C, Ekpenyong A, Golifer S, Li W, Chalut K, Otto O, Elgeti J, Guck J and Gautenschlager F 2015 Biophys. J. 108 1856–69
[17] Kollmannsberger P, Mierke C T and Fabry B 2011 Soft Matter 7 3127–32
[18] Devreotes P N and Zigmond S H 1988 Annu. Rev. Cell Biol. 4 649–86
[19] Annesley S J and Fisher P R 2009 Mol. Cell. Biochem. 329 73–91
[20] Gerisch G and Wick U 1975 Biochem. Biophys. Res. Commun. 65 364–70
[21] Vicker M G and Grutsch J F 2008 Eur. J. Cell Biol. 87 845–61
[22] King J S and Insall R H 2009 Trends Cell Biol. 19 523–30
[23] Janetopoulos C and Firtel R A 2008 FEBS Lett. 582 2075–85
[24] Song L, Nadkarni S M, Bodeker H U, Beta C, Bae A, Franch C, Rappel W J, Loomis W F and Bodenschatz E 2006 Eur. J. Cell Biol. 85 981–9
[25] Amsellem G, Theves M, Bae A, Beta C and Bodenschatz E 2012 Phys. Rev. Lett. 109 108103
[26] Amann K J and Pollard T D 2001 Nat. Cell Biol. 3 306–10
[27] Ge J, Bourjiphone S, Serebenrikovkova T, Astashkin A and Nesmelov Y 2016 Biophys. J. 111 178–84
[28] Stites J, Wessels D Uhl A, Egelhoff T T, Shutt D and Soll D R 1998 Cell Motility Cytoskeleton 39 31–51
[29] Pfannes E K B, Aniealski A, Gerhardt M and Beta C 2013 Integr. Biol. 5 1456–63
[30] Bastounis E, Meli R, Alvarez-Gonzalez B, Francois J, del Alamo JC, Firtel R A and Lasheras JC 2014 J. Cell Biol. 204 1045–61
[31] Bretschneider T, Diez S, Ando A, Sasaki Y and Gerisch G 2004 Eur. J. Cell Biol. 84 209–17
[32] Yumura S and Fukui Y 1985 Nature 314 194–6
[33] Chen L F, Janetopoulos C, Huang Y E, Ijiima M, Borle J and Devreotes P N 2003 Mol. Biol. Cell 14 5028–37
[34] Nagel O, Guven C, Theves M, Driscoll M, Losert W and Beta C 2014 PLoS One 9 e113382
[35] Bement W M et al 2015 Nat. Cell Biol. 17 1471
[36] Qin X et al 2018 Nat. Commun. 9 1210
[37] Valencia-Exposito A, Grosheva I, Miguez D G, Gonzalez-Reyes A and Martin-Bermudo M D 2016 Nat. Commun. 7 10746
[38] Smith A S, Nowak R B, Zhou S, Giannetto M, Gokhin D S, Papoin J, Ghiran I C, Blanc L, Wan J and Fowler V M 2018 Proc. Natl Acad. Sci. 115 E4577–85
[39] Chattoraj S, Saha S, Halder D, Jana S S and Bhattacharyya K 2017 ChemistrySelect 2 953–8
[40] Ramalingam N et al 2015 Nat. Commun. 6 8396
[41] Beta C and Bodenschatz E 2011 Eur. J. Cell Biol. 90 811–6
[42] Westendorf C, Negrete J, Bae A J, Sandmann R, Bodenschatz E and Beta C 2013 Proc. Natl Acad. Sci. USA 110 3853–8
[43] Bae A J, Beta C and Bodenschatz E 2009 Lab Chip 9 3059–65
[44] Beta C, Wyatt D, Rappel W J and Bodenschatz E 2007 Anal. Chem. 79 3940–4
[45] Sadler J, Crawford A W, Michelsen J W and Beckerle M C 1992 J. Cell Biol. 119 1573–87
[46] Dalous J, Burghardt E, Muller-Taubenberger A, Bruckert F, Gerisch G and Bretschneider T 2008 Biophys. J. 94 1063–74
[47] Sabry J H, Moore S L, Ryan S, Zang J H and Spudich J A 1997 Mol. Biol. Cell 8 2605–15
[48] Beta C 2009 Spatiotemporal stimulation of single cells using flow photolysis Chemotaxis vol 571 ed T Jin and D Hereld (Totowa, NJ: Humana Press) pp 321–32
[49] Hsu H F, Bodenschatz E, Westendorf G, Gholami A, Pumir A, Tarantola M and Beta C 2017 Phys. Rev. Lett. 119 148101
[50] Steimle P A, Yumura S, Cote G P, Medley A G, Polyakov M V, Leppert B and Egelhoff T T 2001 Eur. J. Cell Biol. 81 113055 H F Hsu
[51] Ertzrod M, Ishikawa H C F, Dalous J, Mueller-Taubenberger A, Bretschneider T and Gerisch G 2006 FEBS Lett. 580 6707–13
[52] Levi S, Polyakov M V and Egelhoff T T 2002 Cell Motility Cytoskeleton 53 177–88
[53] Shelden E and Knecht D A 1996 Cell Motility Cytoskeleton 35 59–67
[54] van Haastert P J M, Keizer-Gunnink I and Kortholt A 2017 Mol. Biol. Cell 28 922–34
[55] Wang C J, Bergmann A, Lin B, Kim K and Levchenko A 2012 Sci. Signaling 5 ra17
[56] Huang C H, Tang M, Shi C, Iglesias P A and Devreotes P N 2013 Nat. Cell Biol. 15 1307–16
[57] Ananthakrishnan R and Ehrlicher A 2007 Int. J. Biol. Sci. 3 303–17
[58] Condeelis J, Hall A, Bresnick A, Warren V, Hock R, Bennett H and Oghara S 1988 Cell Motility Cytoskeleton 10 77–90
[59] Van Haastert P J M 2010 J. Cell Sci. 123 3031–7
[60] Neilson M P, Veltman D M, van Haastert P J M, Webb S D, Mackenzie J A and Insall R H 2011 PLoS Biol. 9 e1000618
[61] Latimer P 1979 Biophys. J. 27 117–26
[62] Tomchik K J and Devreotes P N 1981 Science 212 443–6
[63] Gholami A, Steinbock O, Zykov V and Bodenschatz E 2015 Phys. Rev. Lett. 114 018103
[64] Hlavik L, Gillo L, Backouche F and Bernheim-Grosawasser A 2008 J. Mol. Biol. 372 125–30
[65] De la Roche M A, Smith J L, Betapudi V, Egelhoff T T and Cote G P 2002 J. Muscle Res. Cell Motil. 23 703–18
[66] Bosgraaf L A and van Haastert P J M 2006 Eur. J. Cell Biol. 85 969–79
[67] Mahajan R K, Vaughan K T, Johns J A and Pardee J D 1989 Proc. Natl Acad. Sci. USA 86 86161–5
[68] Kothari P, Srivastava V, Aggarwal V, Tcherneyshyov I, Van Eijk J E, Ha T and Robinson D N 2019 J. Cell Sci. 132 jcs226704
[69] Shu S, Liu X and Korn Ed 2005 Proc. Natl Acad. Sci. 102 1472–7
[70] Tarantola M, Sunnick E, Schneider D, Marek A K, Kunze A and Jamshoff A 2011 Chem. Res. Toxicol. 24 1494–506