Eye Detection System Based on Image Processing for Vehicle Safety
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Abstract
The more advanced the technology and the greater the community's need to carry out activities every day, the number of vehicles on the highway is getting crowded. From year to year, the greater the level of traffic accidents caused by many factors, among the usual reasons is the loss of awareness of the driver when driving a vehicle especially drowsiness. One of the drowsiness parameters is the frequency eye blinks. Therefore, to get the drowsiness symptoms, the purpose of this research is to detect the eye blinks, which in turn reduce the level of accidents by detecting sleepy eyes based on digital image processing. The method used to detect both eyes is the Viola-Jones method. The detection of both eyes can also acquire the duration of closed eyes and the number of eye blinks. A person can be said to be sleepy by means of sleepiness parameters determined by a study. The research shows that detection of eye blinks using the Viola-Jones method has a fairly high accuracy of up to 84.72% if the face condition is upright and tilted no more than 45 degrees. Another conclusion is that eye detection and driver detection are more effective at certain light intensity values which are around 2-33 lux.
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1. Introduction

The number of vehicles in Indonesia is increasing from year to year, because of the needs of the people who continuously need to move. From many of these vehicles, people are not careful while driving vehicles. There are also more accident rates in Indonesia from public transportation to private vehicles. Based on data available from the past four years, namely from 2014 to 2018, the accident rate continues to increase significantly. Compared to the previous year, from 2012 to 2013, the level of traffic accidents has decreased [1].

Previous research estimates that traffic accidents about 10 to 30 percent were happened due to drowsiness or fatigue while driving a vehicle. Various studies have been carried out by identifying how appropriate and effective ways to find out the driver is sleepy. In many studies to find sleepy eyes, eye blinking is a favorite method conducted by researchers. Other studies suggest that sleepiness can be more disruptive in driving a vehicle compared to alcohol. In an American Automobile Association institution in the United States estimates 40 percent admitted that they fell asleep while driving a vehicle. Of the various accidents that have occurred, one of the most serious
reasons is lack of sleep. Previous research revealed that there are indicators of someone in a state of drowsiness while driving, namely: repeated blinking of eyes, longer blinking of eyes, nodding of the head, difficulty in keeping the eyes open, and a person’s daydreams. Driving while sleepy is a serious thing because it can pose many risks such as traffic accidents [2]-[5].

2. Literature Review

2.1. Literature Study

Vehicle safety is an interested and popular topic for researchers. Many kinds of research discuss the detection of the driver’s condition which shows the abnormal condition leads to accident possibility. There are some parameters to investigate the driver condition, namely eye blinking, heartbeat, taking eyes off the road, alcohol consumption, frequency of eyebrows movement, and the steering angle. While to monitor the vehicle situation, the parameters are engine temperatures, presence of harmful gases, obstacle distance, vehicle location, and time of driving. There are many sensors were used to detect and monitor both driver and vehicle situations. Many studies also use the new Electroencephalography (EEG)-based to detect the unusual driver condition to avoid traffic accident. The studies analyze the signal of EEG and give the braking command [6]-[9].

There are some studies to detect sleepiness, but the method used is not by image processing. The method used in this study is utilizing four sensors installed in a watch or can also be called a smartwatch. The four sensors which are used are a heart rate sensor, pedometer, gyroscope, and accelerometer. The four sensors collected into data that can conclude whether the driver must rest or the driver is tired or not. There is also driver’s condition information sharing by Internet of Things (IoT). For post-accident handling, the research implement the GPS and GSM technology to inform the hospital and people nearby about the accident. The accident is detected by the accelerometer, seat belt sensor, vehicle black box, eye blink sensor, and vibration sensors in the vehicle [10]-[13].

The research carried uses a viola-jones method to investigate drowsiness, it uses a variety of many sample images to be used as research material such as 22 human face images and other images in the form of animal faces as many as 8 pieces. To detect the faces, the researchers using MATLAB software and also openCV. Another research uses Eye Aspect Ratio (EAR) which characterizes eye-opening. In another study, a different method was carried out, namely the bwarea method. To find out whether the eyes are sleepy or not, the parameters performed are based on the range of bwarea values. In that study, bwarea when sleepy was valued at 0-299999 and when the condition of the eyes was not sleepy bwarea value exceeded 299999 [14]-[16].

2.2. Sleepiness Parameters

Drowsiness is a time when someone can be said to be tired or unconscious so that the body will experience rest. A study conducted by Tecce, sleepiness parameters can also be detected with blinking frequency. The average blink of an eye when the body is normal is around 15 to 20 times per minute. The frequency of blinking can decrease when reading about 3 times per minute and when the eyes need to close or when a person’s condition is stressed, the blinking frequency will increase. A study divides the parameters of sleepiness based on the duration of the eye blink. At the time of normal blinking eyes for
an average of 75 ms to 400 ms, so it can be defined the normal eye duration limit is 400 ms and if the blink duration is longer than 400 ms it can be said to be sleepy [17]-[19].

2.3. Viola-Jones Method
Detecting an image may use many methods, but the method used in this study is popular enough to detect your face and eyes using Viola-Jones. This method was proposed by several people namely Paul Viola and Michael Jones in 2001 [20]. To get the detection of the object, it is done by combining 4 concepts, namely:

- Haar feature
- Integral Image
- Adaboost machine learning
- Multilevel Classifiers

3. Research Method

3.1. Tools and Materials
The following is an overview of the system design that will be made to detect drivers who indicated sleepy while driving on Fig. 1.

Fig 1 can explain an explanation about the process of how these systems work. Starting from the input in the form of an image then processed which will ultimately be known whether the driver is detected sleepy or not by using parameters in the form of the number of blinks and the duration of closing the eyes.

Before conducting research there are several tools and materials used to make this drowsiness detection system:

- A computer used to process image/video data in real-time,
- A webcam camera, mounted on a laptop to get image/video data,
- OpenCV, image processing library,
- Python, the programming used in a sleep detection system.
The flow diagram in Fig. 2 illustrates a general description of the flow of a sleepy detection system it can work. First, the first step is to take real-time video taken from a webcam camera on a laptop which is then processed by a computer. Then the second step is detecting the face with the Viola-Jones method captured by the webcam. After the system detects the face, then it detects both eyes. The third step is if the eye is not detected or it can be said that the eye is closed then the program will calculate the eye's duration. In addition to detecting duration, this study also uses the parameter number of blinks per minute. So in this study, there are two parameters, namely the duration of closing the eyes and the number of blinks per minute.

![Flow Diagram]

3.2. Eye Parameter and Detection

The parameters used to detect drowsiness based on the duration of eyes closing, Table 1 explains the parameters of drowsiness based on a study conducted by Phillip. P. Caffier:
This study divides the status into three different conditions, namely normal eye conditions, drowsiness and when the condition of the driver falls asleep according to Table 1. Table 1 explains when the duration of closing the eyes is smaller than 400 ms then the eyes are said to be normal or not sleepy. When the closing time of the eye is greater than 400 ms and if the closing time of the eye is less than 800 milliseconds, the driver can be said to be sleepy or “ngantuk” (Bahasa). Then, if the duration of eyes closing is greater than 800 milliseconds, the status of the driver is sleep or “tidur” (Bahasa) [4].

Besides using the duration of eyes closing, the second parameter is to use the number of blinks. Based on the research that is carried out by Tecce in the year 1992 about the blinking number of the eyes of humans, can be differentiated into several conditions. At the time of normal eye conditions, the number of blinks as much as 15-20 minutes. Then when people being under conditions of stress, depressed or when need eyes to close, the blink frequency would further increase compared with the eyes in normal condition. On the contrary, while a person’s being read, the number of blinks will decline compared to the normal condition [18]. This study classifies the retrieval data into the awareness of the driver based on the duration of eyes closing and the number of blinks. Fig. 3 is the interface that is used in this research.

| Eye Status       | Program                                      |
|------------------|----------------------------------------------|
| Normal           | The duration of the eyes closing < 400ms     |
| Sleepy (Ngantuk)| The duration of the eyes closing > 400ms and the duration of the eyes closing < 800ms |
| Sleep (Tidur)    | The duration of the eyes closing > 800ms     |

| Duration of eyes closing | Program |
|--------------------------|---------|
| Normal                   | The duration of the eyes closing < 400ms |
| Sleepy (ngantuk)         | The duration of the eyes closing > 400ms and the duration of the eyes closing < 800ms |
| Sleep (tidur)            | The duration of the eyes closing > 800ms |

Fig. 3 Sleepiness detection interface

There are three pieces of information that can be retrieved from the interface. The first is in the upper left corner showing the value of the duration of eyes closing of “Durasi” (Bahasa), if the eyes are closed it will display the value. While in the second line, the interface displays information about the number of blinks or “Kedipan” (Bahasa), the value of the blinking will increase following the number of driver’s blinks. Then the latter is information about the status of the driver that is located on a part of a corner right on, the status will show information if the driver drowsiness.
4. Result and Analysis

4.1. Eye Detection Result Based-on Wearing Object

In this experiment, it is important to do as the first step of detection which aims to detect the eyes of both motorists whether they are detected or not. Fig 4 shows the various conditions of the people based on wearing objects.

![Fig 4. Eye detection with veiling-wearing](image)

Fig 4 (a) is an eye detection test when the driver uses a veil, the results obtained by the face can be purchased 100% with 10 trials. On the other hand, Fig 4 (b) illustrates when the driver uses the mask, the system cannot detect the eye or detected 0%, due to incompatible with haar like features. In the experiments using the veil and glasses seen in Fig 4 (c), the eye detection test was detected 100% when there was no reflection of light, but the eye was not detected due to reflected light from the glasses. In testing when the driver uses a veil, mask, and glasses as seen in Fig 4 (d), the eye is detected 0% of 10 times.

![Fig 5. Eye detection with hat-wearing](image)
As can be seen in Fig 5, the eye detection test when people using a hat, the eye can be detected 100% clearly because the face is visible as a face without a hat.

4.2. Eye Detection Result Based on Head Position

This test is carried out to determine whether when the driver looks down or turns around, the driver's eyes can be detected or not. Fig 6 explains some conditions when people looking up, looking left, looking down, and looking right:

![Fig 6. Eye detection based on head position](image)

Fig 6 (a) on the condition of the head looking up which is cannot be detected properly because visually can not be seen clearly. While the head looking left as can be seen in Fig
6 (b), the eye cannot be detected properly. Like head looking up and left, while head bowing and looking right as in Fig 6 (c) and Fig 6. (c), the eye also cannot be detected properly. Fig 6 (e) is a tilted face also cannot be detected properly because it does not fit the haar like feature used by Viola-Jones. So the research conducted now is limited by the condition of the driver in an ideal position such as an upright face looking forward and not looking too right and left.

4.3. Eye Detection Result Based-on Light Position

This test is done depend on the variation of image lighting. Fig 7 shows several lighting conditions:

In the first condition as shown in Fig 7 (a) when the lighting looks dazzled or unstable, the eye is detected irregularly. In the second condition seen in Fig 7 (b) testing carried out in the car in the afternoon. It can be concluded that the lighting conditions while driving can also be said to be unstable because it is dazzled and this condition is almost the same as the first condition. In the third condition as shown in Fig 7 (c) is the condition when lighting is stable, concluded that such conditions are the best conditions for testing because stable light causes the computer to work normally but it is difficult to detect whether the eyes are closed or open. Then in Fig 7 (d) is the last condition when stable light is not too bright and not too dark in a 3 m x 3 m room at 8 am to 9 am, in this condition it is a good condition to detect whether the eyes are closed or open.
4.4. Testing Number of blinks

This step explains testing counting the number of eye blinks which is carried out in light conditions with different cameras. To detect the light intensity, the Android lux meter application is used in this test. Sometimes the Lux meter reads well and sometimes it is quite accurate for example in the range of light values of 3-4 lux, 7-9 lux, 11-15 lux, and 35-37 lux. Fig. 8 examines the duration of a closing eye and the number of blinks test.

![Blink Detection Result](image)

To check the number of blinks, the system is tested whether the system counting is accurate. The test is done with any variation of light intensity from 2 Lux to 37 Lux with 10 trials. Table 2 shows how accurate the system detects the number of blinks in 30 cm-distance. While Fig 9 illustrates the average percentage of test success.

| Trial | 2 Lux | 3-4 lux | 7-9 lux | 11-15 lux | 26 lux | 35-37 Lux |
|-------|-------|---------|---------|-----------|--------|-----------|
| 1     | 72.5% | 97.5%   | 97.5%   | 85%       | 87.5%  | 55%       |
| 2     | 30%   | 82.5%   | 97.5%   | 95%       | 95%    | 60%       |
| 3     | 85%   | 82.5%   | 87.5%   | 87.5%     | 100%   | 40%       |
| 4     | 90%   | 67.5%   | 100%    | 97.5%     | 87.5%  | 55%       |
| 5     | 97.5% | 80%     | 90%     | 87.5%     | 90%    | 45%       |
| 6     | 85%   | 90%     | 80%     | 95%       | 90%    | 52.5%     |
| 7     | 90%   | 87.5%   | 100%    | 92.5%     | 100%   | 47.5%     |
| 8     | 87.5% | 75%     | 87.5%   | 72.5%     | 95%    | 47.5%     |
| 9     | 95%   | 67.5%   | 97.5%   | 95%       | 90%    | 55%       |
| 10    | 85%   | 77.5%   | 92.5%   | 85%       | 92.5%  | 45%       |
| Average | 81.75% | 80.75% | 93% | 89.25% | 92.75% | 50.75 |
Fig. 9 can explain that the effective light intensity is 2-33 lux at a distance of 30 cm. Then the lower limit for detecting eyes blink is at 2 lux and the upper limit for detecting blinking is 33 lux because values below 2 lux and above 33 lux cannot detect eyes blinks, or the number of blinks is erratic.

4.5. System Test Result

Fig. 10 a, b, and c respectively displays the interface if the driver is normal, drowsy (ngantuk), and sleep (tidur).

Based on the test result, the light greatly influences blink detection and calculates duration. Successful detection with a percentage of 97.5% in light 7-9 lux with a distance of 30 cm. Can be seen from Fig. 10 (a) is the display during normal conditions it will
display "Normal". While Fig. 10 (b) is the display when the driver is sleepy, and the alarm will display "Ngantuk". Then the last is Fig. 10 (c) when the condition is asleep. After experimenting 10 times, when the driver is sleepy or asleep the system detects 100% correct according to the conditions of the blink and duration.

5. Conclusion

After researching to detect sleepiness with the image processing method with a webcam on a laptop, it is found that detection of eye blinks using the Viola-Jones method has a fairly high accuracy of up to 84.72% if the face condition is upright and tilted no more than 45 degrees. In addition, eye detection and driver detection are more effective at certain light intensity values which are around 2-33 lux.
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