Vortex-line topology in iron-based superconductors with and without second-order topology

Majid Kheirkhah,1 Zhongbo Yan,2,* and Frank Marsiglio1
1Department of Physics, University of Alberta, Edmonton, Alberta T6G 2E1, Canada
2School of Physics, Sun Yat-Sen University, Guangzhou 510275, China

(Dated: April 23, 2021)

The band topology of a superconductor is known to have profound impact on the existence of Majorana zero modes in vortices. As iron-based superconductors with band inversion and \(s_\pm\)-wave pairing can give rise to time-reversal invariant second-order topological superconductivity, manifested by the presence of helical Majorana hinge states in three dimensions, we are motivated to investigate the interplay between the second-order topology and the vortex lines in both weak- and strong-Zeeman-field regimes. In the weak-Zeeman-field regime, we find that vortex lines far away from the hinges are topologically nontrivial in the weakly doped regime, regardless of whether the second-order topology is present or not. However, when the superconductor falls into the second-order topological phase and a topological vortex line is moved close to the helical Majorana hinge states, we find that their hybridization will trivialize the vortex line and transfer robust Majorana zero modes to the hinges. Furthermore, when the Zeeman field is large enough, we find that the helical Majorana hinge states are changed into chiral Majorana hinge modes and thus a chiral second-order topological superconducting phase is realized. In this regime, the vortex lines are always topologically trivial, no matter how far away they are from the chiral Majorana hinge modes. By incorporating a realistic assumption of inhomogeneous superconductivity, our findings can explain the recent experimental observation of the peculiar coexistence and evolution of topologically nontrivial and trivial vortex lines in iron-based superconductors.

Introduction.— Topological superconductors (TSCs) and iron-based superconductors (FeSCs) have been two mainstreams of the superconducting field for more than one decade. The great interest in TSCs lies in the various kinds of Majorana modes, like one-dimensional propagating helical and chiral Majorana modes and zero-dimensional localized Majorana zero modes (MZMs), which hold promising applications in topological quantum computation [1–10]. For FeSCs, the great interest lies in their high superconducting transition temperature \((T_c)\), strongly correlated nature, and pairing mechanisms, leading to the emergence of unconventional pairings [11–16], such as the widely known \(s_\pm\)-wave pairing [17, 18]. As FeSCs commonly have multiple bands near the Fermi energy, the possibility of the occurrence of band inversion with a realization of topological superconductivity through the Fu-Kane mechanism [5] has attracted considerable theoretical interest in the past few years [19–23].

Recently, several groups have experimentally observed that above \(T_c\), band inversion occurs between the bands near the Fermi energy in a series of FeSCs, and below \(T_c\), the surface Dirac cones associated with the inverted band structure are gapped by the bulk superconductivity [24–31]. The Fu-Kane mechanism is thus fulfilled in a single-material platform, unlike the various actively studied heterostructures composed of different pieces of materials [32–36]. Therefore, the observation of compelling experimental evidence for vortex MZMs in FeSCs, like a zero-bias peak with nearly quantized height and other ordered discrete peaks in the scanning tunneling spectroscopy [26–31], has generated tremendous interest [37–48]. Notably, in these FeSCs, trivial vortex lines without MZMs are observed to coexist with topological vortex lines with MZMs [26–28, 49]. While mechanisms like pairing change induced by a Zeeman field or spatially dependent surface states have been proposed to explain this peculiar experimental finding [27, 44], a conclusive understanding is still far from established.

Another remarkable advance in TSCs is the recent birth of the concept named higher-order TSCs [50–87]. It is interesting that several theoretical works have revealed that a combination of inverted band structure and \(s_\pm\)-wave pairing can also give rise to second-order topo-
logical superconductivity [57, 58, 63], which is manifested by the presence of Majorana corner modes in two dimensions (2D) and Majorana hinge modes (MHMs) in three dimensions (3D). Remarkably, experimental evidence for the existence of MHMs in a 3D FeSC has also been reported [88]. These previous works motivate us to study the open question about the potential impact of second-order topology on the vortex lines in 3D FeSCs.

By focusing on the weakly doped regime of most interest and relevance to the experiments, our main findings can be summarized as follows: (i) In the weak-Zeeman-field regime, we find that if the second-order topology is absent, then the vortex line will bind one MZM at each end [see Fig. 1(a)], regardless of its position, resembling the situation with conventional s-wave pairing [89]. (ii) When the second-order topology is present, a vortex line far away from the hinges will also bind one MZM at each end. However, if the topological vortex line is moved close to the hinges, it will be trivialized by hybridizing with the helical MHMs [see Fig. 1(b)]. Because MZMs are always created or annihilated in pairs, this $Z_2$ nature leads the transfer of robust MZMs to the hinges. (iii) While the helical MHMs are counterintuitively quite stable against the Zeeman field, they will become chiral MHMs when the Zeeman field is larger than a critical value. In this regime, MZMs are absent at the vortex ends, no matter how far away they are from the chiral MHMs [see Fig. 1(c)]. Nevertheless, MZMs can appear on the hinges if the number of vortex lines is odd.

Theoretical formalism.— The inverted band structure of FeSCs near the Fermi level can be described by a four-band minimal model of 3D topological insulators [90, 91]. In combination with the $s_{\pm}$-wave pairing, the underlying physics can be described by the Bogoliubov-de Gennes Hamiltonian $H = \frac{1}{2} \sum_k \v^\dagger_k \mathcal{H}(k) \psi_k$, where

$$
\mathcal{H}(k) = m(k) \sigma_z s_0 \tau_z + 2 \lambda \sum_{i=x,y,z} \sin k_i \sigma_x s_i \tau_z - \mu \sigma_y s_0 \tau_z
+ \sigma_0 h \cdot \mathbf{s} \tau_0 - \Delta(k) \sigma_0 s_0 \tau_z,
$$

with the basis $\psi_k^\dagger = (c_k, -i \sigma_0 s_y c_k^\dagger)$ where $c_k = (c_{k,a}, c_{k,b}, c_{k,a}, c_{k,b})^T$. For notational simplicity, the lattice constants are set to unity throughout this work. In Eq. (1), the Pauli matrices $s_i$, $\sigma_i$, and $\tau_i$ act on the spin ($\uparrow, \downarrow$), orbital $(a, b)$, and particle-hole degrees of freedom, respectively, and $\sigma_0$, $s_0$, and $\tau_0$ are identity matrices. $\lambda$ denotes the strength of spin-orbit coupling, $\mu$ is the chemical potential, and $\mathbf{h} = (h_x, h_y, h_z)$ denotes the Zeeman field, which is assumed to be present accompanying the generation of vortex lines. The $m(k)$ term and the $\Delta(k)$ term respectively characterize the band inversion and the $s_{\pm}$-wave pairing, with their explicit forms given by

$$
m(k) = m_0 - 2t \sum_{i=x,y,z} \cos k_i, \quad (2)$$

$$\Delta(k) = \Delta_0 + \Delta_s (\cos k_x + \cos k_y), \quad (3)$$

where $t$ denotes the hopping amplitude, and $\Delta_0$ and $\Delta_s$ represent on-site and extended $s$-wave superconducting pairing magnitudes, respectively. When the equal-energy contour $m(k) = 0$, known as the band inversion surface (BIS), encloses a single time-reversal invariant (TRI) momentun, the normal state hosts a topological gap and a single Dirac cone on each surface [92]. After becoming superconducting below $T_c$, the surface Dirac cones are gapped by the superconductivity. For a conventional $s$-wave pairing, i.e., $\Delta(k) = \Delta_0$ in Eq. (3), it is known that its induced Dirac mass on the surfaces is uniform if the effect of disorder is negligible. In other words, there does not exist any kind of gapless boundary modes. However, for the $s_{\pm}$-wave pairing given in Eq. (3), it has been shown in Ref. [63] that even though the first-order topology is trivial, a nontrivial TRI second-order topology, which is manifested by the presence of helical MHMs, can be achieved in this system.

At $\mu = 0$ and $\mathbf{h} = 0$, we can establish a simple geometric criterion for the realization of nontrivial TRI second-order topology. The geometric picture of the criterion is the crossing of the BIS and the pairing node surface (PNS), which is the equal-energy contour $\Delta(k) = 0$ (see Supplemental Material [93]). To show the validity of the geometric criterion explicitly, we consider a cubic geometry with open boundary condition in two directions and periodic boundary condition in the remaining direction. As shown in the first row of Fig. 2, when the BIS and PNS do not cross [see the orange and the blue surfaces in Fig. 2(a)], there is no gapless hinge mode [Figs. 2(b) and 2(d)], confirming the trivial topology. On the contrary, when the BIS and PNS cross, helical Majorana modes are found to appear on the interfacing hinges between z-normal surfaces and x- and y-normal surfaces [Figs. 2(f) and 2(g)], with their distributions the same as in Fig. 1(b) (here without vortex lines).

When $\mu$ or $\mathbf{h}$ becomes nonzero, the above simple geometric criterion generally no longer holds. Nevertheless, the second-order topology can survive even when the normal state becomes metallic [93]. Generally, it is known that gapless helical modes will become gapped when the time-reversal symmetry is lifted by the Zeeman field. However, here we find that the helical MHMs shown in Figs. 2(f) and 2(g) are counter-intuitively quite robust against the Zeeman field. Only when the Zeeman field is strong enough to dominate over the superconductivity-induced Dirac mass on some of the surfaces, e.g., $|h_z| > \sqrt{\mu^2 + (\Delta_0 + 2\Delta_s)^2}$ [93], will the nature of the domain walls change and the helical MHMs will become chiral MHMs, as illustrated in Fig. 1(c). We find that the
robustness of the helical MHMs is simply because the Zeeman field cannot directly act on the subspace of the domain walls \[93\]. These results suggest that the simple Hamiltonian in Eq. (1) can realize both TRI and chiral second-order TSCs.

**Interplay of second-order topology and vortex lines.**

We follow the experiments and focus on the configurations presented in Fig. 1, where the vortex lines are generated along the z direction. To illustrate the key physics in a clear way, we simplify the real situation with multiple vortex lines to an ideal situation with just a single π-flux vortex line. Such a simplification is justified in the weak-field regime, where the vortex lines are dilute and well-separated from each other. Accordingly, we assume that both on-site and nearest-neighbor pairings follow such a spatial dependence,

\[
\Delta_{0,s}(r) = \Delta_{0,s} \tanh \left( \frac{\sqrt{x^2 + y^2}}{\xi} \right) \frac{\bar{x} + i\bar{y}}{\sqrt{x^2 + y^2}}, \tag{4}
\]

where \(\xi\) denotes the superconducting coherence length, \(\bar{x} = x - x_c\) and \(\bar{y} = y - y_c\), with \((x_c, y_c)\) denoting the core of the vortex in the \(xy\) plane, and \((x, y)\) representing the coordinates of the lattice sites for on-site pairing \(\Delta_0(r)\) and the coordinates of the lattice-bond centers for nearest-neighbor pairing \(\Delta_s(r)\).

Since the vortex line breaks the time-reversal symmetry but preserves the translational symmetry in the \(z\) direction, the system can be viewed as a quasi-1D superconductor belonging to the class D of the Atland-Zirnbauer classification \[94, 95\]. Accordingly, whether MZMs exist or not is characterized by the \(\mathbb{Z}_2\) invariant \[3, 93, 96\]

\[
\nu = \text{sgn} \{\text{Pf}[H_M(0)]\} \text{ sgn} \{\text{Pf}[H_M(\pi)]\}, \tag{5}
\]

where \(H_M(k_z)\) represents the Hamiltonian in the Majorana representation and “Pf” is a shorthand notation of Pfaffian \[93\]. \(\nu = -1\) and \(+1\) indicate the presence and absence of one robust MZM at each end of the quasi-1D superconductor, respectively. The expression of the \(\mathbb{Z}_2\) invariant suggests that only the band information at the two TRI momenta are important.

We first study the configuration in Fig. 2(a) for which the band topology of the homogeneous case is trivial. Since the band inversion takes place at the \(\Gamma\) point, we only need to focus on the dispersion at \(k_z = 0\) in the weakly doped regime. From Fig. 3(a), we find that the vortex line has a finite energy gap and the \(\mathbb{Z}_2\) invariant is \(\nu = -1\) in the weakly doped regime. When all sides of the sample are open, we find, as expected, that each end of the vortex line binds one robust MZM, as shown in Figs. 3(b)-3(d).

Next we study the configuration in Fig. 2(e), for which the second-order topology is nontrivial. We first consider that the Zeeman field is negligible, which can be a good approximation for materials with small \(g\) factor. From a local surface perspective, the effects of on-site and extended \(s\)-wave pairings are equivalent, namely, both of them induce a Dirac mass to gap the surface Dirac cones. Since the Dirac mass is nearly uniform far away from the hinges, regardless of whether the second-order topology is trivial or nontrivial, then a π-flux vortex far away from the hinges will also bind one robust MZM at its core in the weakly-doped regime even when the second-order topology is nontrivial. However, this picture will dramatically change when the vortex line is moved close to the hinges. To see this, we consider that the vortex line is very close to the \(x\)-normal boundary [see Fig. 1(b)]. The results in Fig. 3(e) indicate that the dispersion of the vortex line remains gapped in the weakly doped regime. However, the results in Figs. 3(f)-3(h) indicate that the MZMs are no longer localized at the vortex ends; instead they are localized along the hinges.

The underlying reason for this transfer of robust MZMs from the vortex ends to the hinges is as follows. When the helical Majorana modes go along the hinges of the \(z\)-normal surfaces, they will pick up a \(\pi\) phase from the π-flux vortex line after one circle, which will accordingly change their boundary conditions. It is known that the linear dispersion of the helical Majorana modes for a finite-size system should follow \(E = \pm v \ell q_m\), with \(v\) a constant and the discrete momentum \(q_m\) determined by the boundary condition \(e^{i\theta_m L} = 1\) [periodic, \(q_m = 2m\pi/L\)] or \(-1\) [antiperiodic, \(q_m = (2m + 1)\pi/L\)], where \(m\) is an integer, and \(L\) is the total length of the closed path along the hinges. Notably, here we find that the π-flux vortex line will change the boundary condition from an antiperiodic one to a periodic one \[93\]. As a result, each pair of
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*Fig. 2.* (Color online) (a)-(d) No gapless modes appear on the hinges when the band inversion surface (BIS) in orange and the pairing node surface (PNS) in blue do not cross. (e)-(h) Helical Majorana modes appear on the hinges between \(z\)-normal surfaces and \(x\)- and \(y\)-normal surfaces when the BIS and PNS cross. Common parameters are: \(t = 1, m_0 = 2.5, \lambda = 0.5, \mu = 0, h = 0, \) and \(\Delta_0 = 0.25\). (a)-(d) \(\Delta_s = 0.25\), (e)-(h) \(\Delta_s = -0.25\), without vortex lines. The two directions with open boundary conditions are \(y\) and \(z\) in (b)(f), \(x\) and \(y\) in (c)(g), and \(x\) and \(y\) in (d)(h), and their lengths contain 24 lattice sites.
The evolution of energy dispersions at $k_z = 0$ with respect to the doping level and the locations of MZMs.

(a)-(d) and (e)-(h) show the results without and with second-order topology, respectively. For the parameters considered, the normal state becomes metallic when $\mu > 0.5$, and we restrict $\mu < 1.3$ to guarantee the vortex-free bulk spectrum to be gapped.

Panel (a) shows that the lowest excitation spectrum remains gapped and has an accidental double degeneracy (read from data) when the vortex line is located at the center of the system, so $\nu$ keeps the nontrivial value $-1$ for $0 < \mu < 1.3$. In (c), the two blue dots correspond to two robust MZMs, and the two red dots correspond to two high-energy modes. Panel (b) shows that the probability density of the MZMs is strongly localized at the ends of the vortex line, and (d) shows that the two high-energy modes correspond to gapped surface states. In (e), the vortex line is centered at $(x_c, y_c) = (6.01, 16.01)$ so that it is very close to the hinges of $x$-normal surface. The lowest excitation spectrum no longer has the accidental double degeneracy present in (a). One can find from (e) that the gap closes at $\mu \approx 1$, which signals a vortex phase transition with $\nu$ changing from $-1$ to 1.

In (f), the two blue dots also correspond to two robust MZMs (not at exact zero energy due to finite-size effects). Panel (f) shows that the probability density of the robust MZMs is localized on the hinges. (h) The probability density of the four modes in red suggests that they originate from the hybridization of the helical MHMs and vortex-end MZMs. Common parameters are $t = 1, m_0 = 2.5, \lambda = 0.5, h = 0, \xi = 4, \Delta_0 = 0.25$. In (a)-(e), $L_x = L_y = 32$ lattice sites, and in (b)-(d) and (f)-(h), $\mu = 0, L_x = L_y = L_z = 32$ lattice sites.

Finally, we take the Zeeman field into account and study the situation with chiral MHMs. For the $z$-directional Zeeman field, we find that the condition for the realization of a chiral second-order TSC with chiral MHMs is $|h_z| > \sqrt{\mu^2 + (\Delta_0 + 2\Delta_s)^2}$ while maintaining a finite bulk gap [93]. In this regime, we find that the vortex line also does not bind robust MZMs, and the MZMs also appear on the hinges, as shown in Figs. 4(a) and 4(b). Notably, the trivialization of the vortex line in this regime does not depend on the distance away from the chiral Majorana modes as well as the existence of other nearby vortex lines. This can be intuitively understood by noting that the vortex-end MZMs must originate from certain gapless modes in the normal state, so the prereq-

FIG. 4. (Color online) (a) For a second-order TSC with chiral MHMs, the probability density of MZMs [the two blue dots in (b)] are also localized on the hinges rather than at the vortex ends. We take $t = 1, m_0 = 2.5, \lambda = 0.5, \xi = 4, h = (h_x, h_y, h_z) = (0, 0, 0.3), \mu = 0, \Delta_0 = -\Delta_s = 0.25, \text{ and } L_x = L_y = L_z = 32$ lattice sites.
The surface bands is state, the condition for the chemical potential to cross the surface bands is $|\mu| > |h_z|$, which is apparently not compatible with the condition for the chiral second-order TSC. When $h_z$ is finite and the chemical potential crosses the surface bands ($|\mu| > |h_z|$), the scenario is found to be similar to that at the limit $h_z = 0$. That is, whether the vortex line binds robust MZMs or not depends on its position to the hinges, which harbor counterpropagating gapless Majorana modes [93]. It is worth noting that, in the regime with chiral MHMs, the presence of MZMs on the hinges is similar to the helical case. That is, an odd number of $\pi$ fluxes can change the boundary condition of the chiral MHMs, consequently allowing the presence of MZMs [1].

**Discussions and Conclusions.**— Let us now apply our findings to explain the coexistence of topological and trivial vortex lines observed in experiments. On the experimental side, strong signatures of helical Majorana modes have been observed in FeTe$_{0.55}$Se$_{0.45}$ not only at the hinges [88], but also at certain crystalline domain walls [40]. According to our theory, when the positions of the generated vortex lines are close to these helical Majorana modes, their hybridizations can trivialize the vortex-line topology, which accordingly provides an explanation for the existence of trivial vortex lines, even in the weak-Zeeman-field regime. Moreover, some of the topological vortex lines are observed in experiments to be trivialized with the increase of magnetic field [97]. Since the positions of these vortex lines do not change, according to our theory, their trivialization is potentially caused by a change of the surface Dirac-mass nature. It is noteworthy that the superconducting pairing gap has been observed to display considerable inhomogeneity on the surface of FeTe$_{0.55}$Se$_{0.45}$ using scanning tunneling microscopy [40, 98]. Meanwhile, the chemical potential also inevitably displays certain fluctuations in real space. Therefore the increase of magnetic field will increase the regions dominated by the Zeeman field, which will consequently increase the ratio of trivial vortex lines, agreeing with the experiment observation.

In conclusion, we have developed a mechanism to explain the peculiar coexistence and evolution of topological and trivial vortex lines in iron-based superconductors, hopefully advancing the understanding of the topological physics in these materials.
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I. PHASE DIAGRAM

In momentum space, the minimal BdG Hamiltonian for iron-based superconductors with band inversion can be written as

$$H = \frac{1}{2} \sum_k (c_k^\dagger, c_{-k}) \begin{pmatrix} H_0(k) & \Delta(k) \\ \Delta^\dagger(k) & -H_0^\dagger(-k) \end{pmatrix} \begin{pmatrix} c_k \\ c_{-k}^\dagger \end{pmatrix},$$

where $c_k = (c_{k,a,\uparrow}, c_{k,b,\uparrow}, c_{k,a,\downarrow}, c_{k,b,\downarrow})^T$ and

$$H_0(k) = (m_0 - 2t \sum_{i=x,y,z} \cos k_i) \sigma_z s_0 + 2\lambda \sum_{i=x,y,z} \sin k_i \sigma_x s_i - \mu \sigma_0 s_0 + \sigma_0 \mathbf{h} \cdot \mathbf{s},$$

$$\Delta(k) = i \{ \Delta_0 + \Delta_x (\cos k_x + \cos k_y) \} \sigma_0 s_y.$$

Here, $\mathbf{h} = (h_x, h_y, h_z)$, $\mathbf{s} = (s_x, s_y, s_z)$, and the Pauli matrices $\sigma$ and $s$ act in orbital $(a,b)$ and spin $(\uparrow, \downarrow)$ degrees of freedom, respectively, and $\sigma_0$ and $s_0$ are the unit matrices. $H_0(k)$ describes the normal state, and $\Delta(k)$ represents the $s_{\pm}$-wave pairing. In this section, we focus on the uniform case without vortex lines and Zeeman field. Throughout the main text, we have chosen $t = 1$ as the unit of energy, $m_0 = 2.5$, $\lambda = 0.5$, so that a band inversion takes place at the $\Gamma = (0, 0, 0)$. It is worth noting that for this set of parameters, the band edges are located at $(0, \pi, 0)$ and $(\pi, 0, 0)$, with the energy gap $E_g = 1.0$. The normal state becomes metallic when $\mu > 0.5$ (we only consider positive $\mu$ because the results are symmetric about $\mu = 0$). After becoming superconducting, the doubly degenerate eigenvalues of the BdG Hamiltonian for $\mathbf{h} = 0$ are given by,

$$E_{(\pm, \pm)}(k) = \pm \sqrt{\epsilon_{\pm}^2(k) + \Delta^2(k)},$$

(S4)
FIG. S1. (Color online) The phase diagram consists of gapped (orange region) and gapless (blue region) phases. We take $t = 1$, $m_0 = 2.5$, $\lambda = 0.5$, and $h = 0$ in the absence of vortex lines. The horizontal dashed line divides the gapped phase into two distinct topological phases. The crossed gapped phase corresponds to a gapped second-order topological superconducting phase with the underlying band inversion surface and pairing node surface crossing with each other. The noncrossed gapped phase corresponds to a gapped trivial superconducting phase with the underlying band inversion surface and pairing node surface separated in the Brillouin zone.

where

$$\varepsilon_{\pm}(k) = \mu \pm \sqrt{(m_0 - 2t \sum_{i=x,y,z} \cos k_i)^2 + 4\lambda^2 \sum_{i=x,y,z} \sin^2 k_i}.$$  \hspace{0.5cm} (S5)

Because $s_{\pm}$-wave pairing has nodes when $|\Delta_0| < 2|\Delta_s|$, the superconductor can be gapless when the Fermi surface intersects with the pairing nodes. As the location of pairing nodes is determined by $\Delta(k) = 0$, and the location of Fermi surface is determined by $\varepsilon_-(k) = 0$, we can numerically determine the phase boundary which separates the gapped phase from the gapless phase by checking when the contour for $\Delta(k) = 0$ intersects with the contour for $\varepsilon_-(k) = 0$. The phase boundary is shown in Fig. S1.

As the energy bands of the concerned iron-based superconductors are gapped, therefore, in this work we are interested in the gapped regime. Within the gapped regime, the phase can be further divided as second-order topological superconductor and trivial superconductor. At $\mu = 0$, we have pointed out in the main text that when the band inversion surface and pairing node surface cross, the system is a second-order topological superconductor with helical Majorana hinge modes. The logic behind this statement is as follows. The Hamiltonian (1) of the main text at $\mu = h = 0$ can be divided into two parts, i.e., $H = H_e + H_o$, where $H_e$ and $H_o$ represent respectively the even-parity and odd-parity parts. Because $\{H_e, H_o\} = 0$, the even-parity part $H_e$ plays the role of Dirac mass. When the energy spectra of $H_e$ are gapless, $H$ will be topologically nontrivial since the existence of nodes in $H_e$ implies the existence of domain walls of Dirac mass on the boundary. Such kinds of geometric criteria are universally applicable to higher-order topological models as long as the condition that all terms of the Hamiltonian anticommute with each other is fulfilled. Accordingly, if we start with the crossing case, it is expected that a transition from the second-order topological superconducting phase to the trivial superconducting phase should happen. It is known that a topological phase transition from a first-order topological phase to a trivial phase is always associated with the closure of the bulk energy gap as long as the symmetry class does not change. However, a topological phase transition from a second-order topological phase to a trivial phase in general does not require the closure of the bulk energy gap; what it requires is the closure of the energy gap of the surface states. Interestingly, for the set of isotropic parameters considered in this work, we found that the closure of surface energy gap coincides with the closure of the bulk energy gap, indicating that the phase boundary of the second-order topological superconducting phase with a finite bulk gap coincides with the gapped-gapless phase boundary. These findings establish the phase diagram in Fig. S1.
II. REAL SPACE BDG HAMILTONIAN

According to the BdG Hamiltonian in momentum space, the real space Hamiltonian is obtained as

\[ H = \frac{1}{2} \sum_{i,j} (c_i^\dagger, c_i) \begin{pmatrix} H_{0;ij} & \Delta_{ij} \\ -\Delta_{ij} & -H_{0;ij} \end{pmatrix} (c_i, c_i^\dagger) , \]

with the basis \( c_i = (c_{i,a,\uparrow}, c_{i,b,\uparrow}, c_{i,a,\downarrow}, c_{i,b,\downarrow})^T \) and

\[ H_{0;ij} = \sum_{\nu=x,y,z} A_{ij}^\nu s_\nu , \]

\[ \Delta_{ij} = i \{ \Delta_0 \delta_{ij} + \frac{\Delta_s}{2} (\delta_{j,i+\hat{x}} + \delta_{j,i-\hat{x}} + \delta_{j,i+\hat{y}} + \delta_{j,i-\hat{y}}) \} \sigma_0 s_y , \]

where

\[ A_{ij}^\nu = \left\{ m_0 \delta_{ij} - t \sum_{\nu=x,y,z} (\delta_{j,i+\hat{\nu}} + \delta_{j,i-\hat{\nu}}) \right\} \sigma_z - \mu \delta_{ij} \sigma_0 , \]

\[ A_{ij}^0 = -i \lambda (\delta_{j,i+\hat{a}} - \delta_{j,i-\hat{a}}) \sigma_x + h_\alpha \delta_{ij} \sigma_0 , \]

are four \( 2N \times 2N \) matrices for \( N = L_x L_y L_z \) and \( \alpha \in \{ x, y, z \} \). In the presence of a \( \pi \)-flux vortex line, let us say along \( z \) direction, we need only modify the \( \Delta_{ij} \) matrix. In this case, we should replace the site-independent real numbers \( \Delta_0 \) and \( \Delta_s \) with the site-dependent complex numbers as given by

\[ \Delta_{0,s} \rightarrow \Delta_{0,s}(r) = \Delta_{0,s} \tanh(\frac{\sqrt{x^2 + y^2}}{\xi}) \frac{\bar{x} + i\bar{y}}{\sqrt{x^2 + y^2}} , \]

where \( \bar{x} = x - x_c \) and \( \bar{y} = y - y_c \), with \( (x_c, y_c) \) denoting the core of the vortex in the \( xy \) plane, and \( (x, y) \) representing the coordinates of the lattice sites for on-site pairing \( \Delta_0(r) \) and the coordinates of the lattice-bond centers for nearest-neighbor pairing \( \Delta_s(r) \); \( \xi \) denotes the superconducting coherence length. In this work, we will not determine the value of \( \xi \) through complicated self-consistent calculations, instead we will set its value by hand since the topological property of the vortex line in the weakly doped regime is insensitive to its value. It is noteworthy that similar forms can be adopted if one wants to study vortex lines along other directions.

III. THE \( \mathbb{Z}_2 \) INVARIANT CHARACTERIZES THE SYSTEM

While the presence of a straight \( z \)-directional vortex line breaks the translational symmetry in the \( x \) and \( y \) directions, the \( z \) direction still preserves translational symmetry and \( k_z \) is still a good quantum number. Therefore, the whole system can be taken as a quasi-1D superconductor. Since the presence of a vortex line also breaks the time-reversal symmetry, this quasi-1D superconductor thus falls into the \( D \) class of the Atland-Zirnbauer classification [S1, S2]. As is known, when a superconductor in the \( D \) class is fully gapped, its band topology is characterized by a \( \mathbb{Z}_2 \) invariant of the form [S3]

\[ \nu = \text{sgn}\{\text{Pf}[H_M(0)]\} \cdot \text{sgn}\{\text{Pf}[H_M(\pi)]\} , \]

where \( H_M(k_z) \) represents the Hamiltonian in the Majorana representation, which is an antisymmetric matrix forced by the intrinsic self-adjoint property of Majorana operators; “Pf” is a shorthand notation of Pfaffian. The formula (S12) implies that a change of the \( \mathbb{Z}_2 \) invariant, or say a topological phase transition, can only occur at \( k_z = 0 \) or \( \pi \), a consequence originating from the particle-hole symmetry. To obtain the explicit form of \( H_M(k_z) \), we introduce the following Majorana operators,

\[ \gamma_{\alpha,s,r;1} = \frac{1}{\sqrt{2}} (c_{\alpha,s,r}^\dagger + c_{\alpha,s,r}) = \gamma_{\alpha,s,r;1}^\dagger , \]

\[ \gamma_{\alpha,s,r;2} = \frac{i}{\sqrt{2}} (c_{\alpha,s,r}^\dagger - c_{\alpha,s,r}) = \gamma_{\alpha,s,r;2}^\dagger , \]
at orbital $\alpha$, with spin $s$, and at site $r$. Since only the two time-reversal invariant momenta are relevant for the determination of the underlying band topology, in the following we restrict ourselves to these two points. At $k_z = 0$, it is straightforward to find that the real space Hamiltonian is reduced as

$$H(k_z = 0) = \sum_{\mathbf{r}, \alpha', \alpha; s, s'} \left\{ -\mu c_{\alpha, s, r}^\dagger \delta_{\alpha, \alpha'} \delta_{s, s'} c_{\alpha', s', \mathbf{r} + \mathbf{r}} + (m_0 - 2t) c_{\alpha, s, r}^\dagger \sigma_2 [\sigma_z]_{\alpha\alpha'} \delta_{s, s'} c_{\alpha', s', \mathbf{r}} + h_z c_{\alpha, s, r}^\dagger \delta_{\alpha, \alpha'} [\sigma_z]_{s, s'} c_{\alpha', s', \mathbf{r}} \right\},$$

and at $k_z = \pi$, we have

$$H(k_z = \pi) = \sum_{\mathbf{r}, \alpha', \alpha; s, s'} \left\{ -\mu c_{\alpha, s, r}^\dagger \delta_{\alpha, \alpha'} \delta_{s, s'} c_{\alpha', s', \mathbf{r}} + (m_0 + 2t) c_{\alpha, s, r}^\dagger \sigma_2 [\sigma_z]_{\alpha\alpha'} \delta_{s, s'} c_{\alpha', s', \mathbf{r}} + h_z c_{\alpha, s, r}^\dagger \delta_{\alpha, \alpha'} [\sigma_z]_{s, s'} c_{\alpha', s', \mathbf{r}} \right\},$$

where $\mathbf{r} = (x, y)$ only involves the lattice sites because the kinetic terms in the $z$ direction have been rewritten in the momentum space due to the preservation of translational symmetry in this direction. It is worth noting that because the vortex line is generated along the $z$ direction, above we have accordingly taken $\hbar = (0, 0, \hbar_z)$.

Substituting the Dirac fermion operators by Majorana operators, we get

$$H(k_z = 0) = \sum_{\mathbf{r}, \alpha', \alpha; s, s'} \left\{ -i \mu \gamma_{\alpha, s, r; 1} \delta_{\alpha, \alpha'} \delta_{s, s'} \gamma_{\alpha', s', \mathbf{r} + \mathbf{r}} + i(m - 2t) \gamma_{\alpha, s, r; 1} [\sigma_z]_{\alpha\alpha'} \delta_{s, s'} \gamma_{\alpha', s', \mathbf{r} + \mathbf{r}} \right\},$$

and

$$H(k_z = \pi) = \sum_{\mathbf{r}, \alpha', \alpha; s, s'} \left\{ -i \mu \gamma_{\alpha, s, r; 1} \delta_{\alpha, \alpha'} \delta_{s, s'} \gamma_{\alpha', s', \mathbf{r}} + i(m + 2t) \gamma_{\alpha, s, r; 1} [\sigma_z]_{\alpha\alpha'} \delta_{s, s'} \gamma_{\alpha', s', \mathbf{r}} \right\},$$

where the $\mathbf{r} = (x, y)$ only involves the lattice sites because the kinetic terms in the $z$ direction have been rewritten in the momentum space due to the preservation of translational symmetry in this direction. It is worth noting that because the vortex line is generated along the $z$ direction, above we have accordingly taken $\hbar = (0, 0, \hbar_z)$. Substituting the Dirac fermion operators by Majorana operators, we get

$$H(k_z = 0) = \sum_{\mathbf{r}, \alpha', \alpha; s, s'} \left\{ -i \mu \gamma_{\alpha, s, r; 1} \delta_{\alpha, \alpha'} \delta_{s, s'} \gamma_{\alpha', s', \mathbf{r} + \mathbf{r}} + i(m - 2t) \gamma_{\alpha, s, r; 1} [\sigma_z]_{\alpha\alpha'} \delta_{s, s'} \gamma_{\alpha', s', \mathbf{r} + \mathbf{r}} \right\},$$

and

$$H(k_z = \pi) = \sum_{\mathbf{r}, \alpha', \alpha; s, s'} \left\{ -i \mu \gamma_{\alpha, s, r; 1} \delta_{\alpha, \alpha'} \delta_{s, s'} \gamma_{\alpha', s', \mathbf{r}} + i(m + 2t) \gamma_{\alpha, s, r; 1} [\sigma_z]_{\alpha\alpha'} \delta_{s, s'} \gamma_{\alpha', s', \mathbf{r}} \right\},$$
FIG. S2. (Color online) Vortex phase transitions characterized by the $Z_2$ invariant. (a) The evolution of the energy dispersions at $k_z = 0$ with respect to the doping level $\mu$. A gap closure occurs at $\mu_c = 0.85$ for the parameters considered. (b) The evolution of the energy dispersions at $k_z = \pi$ with respect to the doping level $\mu$. The energy dispersion remains gapped for the range of $\mu$ that we consider here. (c) $\text{sgn} \{\text{Pl}[H_M(0)]\}$ jumps from $-1$ to $1$ when $\mu$ goes across $\mu_c$. (d) $\text{sgn} \{\text{Pl}[H_M(\pi)]\}$ retains the value $1$. A combination of (c) and (d) indicates that the $Z_2$ invariant $\nu$ changes from $-1$ for $\mu < \mu_c$ to $1$ for $\mu > \mu_c$. Common parameters are: $t = 1$, $m_0 = 2.5$, $\lambda_y = 0.25$, $\lambda_z = 0.5$, $\Delta y = -\Delta z = 0.25$, $h = 0$, $\xi = 4$, and the vortex line is located at the center of the $xy$ plane. The lengths along the $x$ and $y$ directions contain $L_x = L_y = 20$ lattice sites. (a) and (c) share the same horizontal coordinates, and (b) and (d) share the same horizontal coordinates.

\[
\begin{align*}
-iH(\gamma_{\alpha,s,\bar{r}};1[\sigma_x]_{\alpha\alpha'}\delta_{ss'}\gamma_{\alpha',s',\bar{r}+\bar{y};2} - \gamma_{\alpha,s,\bar{r}};2[\sigma_x]_{\alpha\alpha'}\delta_{ss'}\gamma_{\alpha',s',\bar{r};1}) \\
-i\lambda(\gamma_{\alpha,s,\bar{r}};1[\sigma_x]_{\alpha\alpha}[s_y]_{ss'}\gamma_{\alpha',s',\bar{r}+\bar{z};1} + \gamma_{\alpha,s,\bar{r}};2[\sigma_x]_{\alpha\alpha}[s_y]_{ss'}\gamma_{\alpha',s',\bar{r}+\bar{z};2}) \\
+\lambda(\gamma_{\alpha,s,\bar{r}};1[\sigma_x]_{\alpha\alpha}[s_y]_{ss'}\gamma_{\alpha',s',\bar{r}+\bar{z};2} - \gamma_{\alpha,s,\bar{r}};2[\sigma_x]_{\alpha\alpha}[s_y]_{ss'}\gamma_{\alpha',s',\bar{r}+\bar{z};1}) \\
+ \text{Re}\Delta_0(\bar{r}) \\
+ \frac{\text{Im}\Delta_0(\bar{r})}{2} \\
+ \text{Re}\Delta_s(\bar{r} + \frac{\bar{y}}{2}) \\
- \text{Im}\Delta_s(\bar{r} + \frac{\bar{y}}{2}) \\
+ \text{Re}\Delta_s(\bar{r} + \frac{\bar{y}}{2}) \\
- \text{Im}\Delta_s(\bar{r} + \frac{\bar{y}}{2}) \\
\end{align*}
\]

Let us consider a system with open boundary conditions in both $x$ and $y$ directions where the number of lattice sites is $N_x$ in the $x$ direction and $N_y$ in the $y$ direction. In terms of the Majorana representation

\[
\gamma_{k_z = 0/\pi} = (\Gamma_{1,1}, \Gamma_{1,2}, \ldots, \Gamma_{N,m}, \ldots, \Gamma_{N_x,N_y})^T
\]

with $\Gamma_{n,m} = (\gamma_{a,\bar{r};n,s+1+m,\bar{y};2}, \gamma_{a,\bar{r};n,s+1+m,\bar{y};2}, \ldots, \gamma_{a,\bar{r};n,s+1+m,\bar{y};2}, \gamma_{a,\bar{r};n,s+1+m,\bar{y};2})$, the Hamiltonian can be written as

\[
H(k_z = 0/\pi) = i\gamma_{0/\pi}^\dagger H_M(k_z = 0/\pi) \gamma_{0/\pi}.
\]
where $H_M$ is an $8N_xN_y \times 8N_xN_y$ real antisymmetric matrix for which the Pfaffian is well defined. In this work, the Pfaffian has been calculated by using the code developed in Ref. [S4].

To show that the formula in Eq. (S12) indeed faithfully characterizes the topological property, here we provide a concrete example with a vortex phase transition and show that the $\mathbb{Z}_2$ invariant $\nu$ predicts this topological phase transition precisely. As is known, a change of the topological invariant is associated with the closure of energy gap. Because here the topological invariant $\nu$ is of $\mathbb{Z}_2$ nature, if the gap closure occurs between two bands with double degeneracy (which is the situation shown in Fig. 3(a) of the main text), then such gap closures do not change $\nu$. As the degeneracy of bands requires some symmetry protection (it is a $C_{4z}$ rotation symmetry in Fig. 3(a) of the main text), in order to avoid such issues, here we consider to lift the $C_{4z}$ rotation symmetry of the Hamiltonian in Eq. (S2) by setting the strengths of the spin-orbit coupling terms to be anisotropic, i.e., $2\lambda \sum_{i=x,y,z} \sin k_i \sigma_x s_i \rightarrow 2 \sum_{i=x,y,z} \lambda_i \sin k_i \sigma_x s_i$, with $\lambda_x \neq \lambda_y$. To be specific, we also consider that the band inversion occurs at the $k_z = 0$ plane, so that the vortex phase transition is associated with the gap closure at $k_z = 0$. As shown in Fig. S2(a), the energy dispersions at $k_z = 0$ show a gap closure at $\mu_c = 0.85$ for the set of parameters we consider. By contrast, the energy dispersions at $k_z = \pi$ are found to keep gapped for the range of doping level we consider, as shown in Fig. S2(b). A combination of Figs. S2(a) and S2(b) indicates that a vortex phase transition should occur at $\mu_c$. Figs. S2(c) and S2(d) show respectively the corresponding evolution of $\text{sgn}\{\text{Pf}[H_M(0)]\}$ and $\text{sgn}\{\text{Pf}[H_M(\pi)]\}$. One can see that $\text{sgn}\{\text{Pf}[H_M(0)]\}$ jumps from $-1$ to $1$ exactly at $\mu_c$ where the energy dispersions at $k_z = 0$ get closed. Meanwhile, one can see that $\text{sgn}\{\text{Pf}[H_M(\pi)]\}$ keeps its value $1$ for the range of $\mu$ considered, agreeing with the fact that the band inversion does not occur at the $k_z = \pi$ plane and the energy dispersions keep gapped as shown in Fig. S2(b). A combination of Figs. S2(c) and S2(d) indicates that the $\mathbb{Z}_2$ invariant $\nu$ jumps from $-1$ for $\mu < \mu_c$ to $1$ for $\mu > \mu_c$, demonstrating that the $\mathbb{Z}_2$ invariant given in Eq. (S12) can precisely predict the vortex phase transition.

IV. THE EFFECTS OF ZEEMAN FIELD ON THE HELICAL MAJORANA HINGE MODES

In the main article, we showed that in the absence of a Zeeman field, the Majorana hinge modes are helical due to the preservation of time-reversal symmetry. In this section, we show the impact of the Zeeman field on the Majorana hinge modes in the absence of vortex lines in detail. Naively, one may expect that the introduction of Zeeman field would immediately gap the helical Majorana hinge modes due to the breaking of time-reversal symmetry. However, the actual results are in contradiction with this expectation.

While the magnetic field will generate vortices due to the orbital effect, in this section we neglect the generation of vortex lines and focus on the effect from the Zeeman field to the helical Majorana hinge modes. In Fig. S3 and Fig. S4, we show the evolution of the energy spectra with respect to Zeeman field. The underlying cubic geometry takes an
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FIG. S3. The effects of Zeeman field (no vortex lines) to the helical Majorana hinge modes. Common parameters are $t = 1, n_0 = 2.5, \lambda = 0.5, \mu = 0, \Delta_x = -\Delta_y = 0.25, h_y = h_z = 0$. The lengths along the $y$ and $z$ directions contain $L_y = L_z = 24$ lattice sites. (a) $h_z = 0$, (b) $h_z = 0.1$, (c) $h_z = 0.2$, (d) $h_z = 0.3$, (e) $h_z = 0.4$. In (a) (b), the gapless modes traversing the gap are of four-fold degeneracy (read from data), corresponding to four-pairs of helical Majorana hinge modes. (c) shows the spectra just crossing the transition from a second-order topological superconductor with helical Majorana hinge modes to a second-order topological superconductor with chiral Majorana hinge modes. In (d) (e), the gapless modes traversing the gap are of two-fold degeneracy (read from data), corresponding to four-branches of chiral Majorana hinge modes.
FIG. S4. The effects of Zeeman field (no vortex lines) to the helical Majorana hinge modes. Common parameters are \(t = 1\), \(m_0 = 2.5\), \(\lambda = 0.5\), \(\mu = 0\), \(\Delta_0 = -\Delta_s = 0.25\). The lengths along the \(y\) and \(z\) directions contain \(L_y = L_z = 24\) lattice sites. \(\mathbf{h} = (h, h, h)\), with (a) \(h = 0.05\), (b) \(h = 0.1\), (c) \(h = 0.15\), (d) \(h = 0.2\). In (a) (b), the gapless modes traversing the gap are of four-fold degeneracy (read from data), corresponding to four-pairs of helical Majorana hinge modes. (c) shows the spectra just crossing the transition from a second-order topological superconductor with helical Majorana hinge modes to a second-order topological superconductor with chiral Majorana hinge modes. In (d), the gapless modes traversing the gap are of two-fold degeneracy (read from data), corresponding to four-branches of chiral Majorana hinge modes.

open boundary conditions in the \(y\) and \(z\) directions and periodic boundary condition in the \(x\) direction. In Fig. S3, the magnetic field is applied in the \(z\) direction i.e. \(\mathbf{h} = (0, 0, h_z)\), and in Fig. S4, the magnetic field is applied in the \([111]\) direction i.e. \(\mathbf{h} = (h, h, h)\). For comparison, the result for the time-reversal invariant case \((\mathbf{h} = 0)\) is presented in Fig. S3(a). In Fig. S3(b) and Fig. S4(a), one can see that the Majorana hinge modes remain gapless in a small applied field. Moreover, the degeneracy of the Majorana hinge modes does not change even though the degeneracy of other higher-energy spectra is lifted due to the breaking of time-reversal symmetry. The helical Majorana hinge modes are found to remain intact until the Zeeman field becomes larger than an orientation-dependent critical value. In Fig. S3(c) and Fig. S4(b), the results show that when the Zeeman field becomes a little larger than the critical value, half of the gapless Majorana hinge modes become gapped. We find that this corresponds to a transition from a second-order topological superconductor with helical Majorana hinge modes to a second-order topological superconductor with chiral Majorana hinge modes. With a further increase of Zeeman field, these chiral Majorana hinge modes become more separated from other modes in energy, as shown in Figs. S3(d) and S3(e) and Figs. S4(c) and S4(d).

In the following, we develop an analytic theory to explain the robustness of helical Majorana hinge modes against the Zeeman field. Following the standard procedure, we first perform a lower-energy expansion of the lattice Hamiltonian in Eq. (1) of the main article around the band-inversion momentum. Without loss of generality, we still consider that the band inversion occurs at the \(\Gamma\) point. Accordingly, the low-energy continuum Hamiltonian reads

\[
\mathcal{H}(\mathbf{k}) = (m + tk^2)\sigma_z s_0 \tau_z + 2\lambda \sigma_x \mathbf{k} \cdot \mathbf{s} \tau_z - \mu \sigma_0 s_0 \tau_z + \sigma_0 \mathbf{h} \cdot \mathbf{s} \tau_0 - [\Delta_0 + 2\Delta_s - \frac{\Delta_s}{2}(k_x^2 + k_y^2)]\sigma_0 s_0 \tau_x, \tag{S21}
\]

where \(m = m_0 - 6t\). For simplicity, we focus on \(\mu = 0\) in the following and take \(t\) and \(\lambda\) to be positive. Let us first derive the low-energy Hamiltonian for the surface states on the \(z\)-normal surfaces. To proceed, let us consider a semi-infinity sample with \(0 \leq z < +\infty\). The presence of a boundary breaks the translational symmetry in the \(z\) direction, so the \(k_z\) in Hamiltonian (S21) needs to be replaced by \(-i\partial_z\). Following Ref. [S5], we divide the Hamiltonian into two parts, \(\mathcal{H} = \mathcal{H}_1 + \mathcal{H}_2\), where

\[
\mathcal{H}_1(k_x, k_y, -i\partial_z) = [m + t(k_x^2 + k_y^2) - i\partial_z^2]\sigma_z s_0 \tau_z - 2i\lambda \partial_z \sigma_x s_z \tau_z,
\]

\[
\mathcal{H}_2(k_x, k_y, -i\partial_z) = 2\lambda \sigma_x (k_x s_x + k_y s_y) \tau_z + \sigma_0 \mathbf{h} \cdot \mathbf{s} \tau_0 - [\Delta_0 + 2\Delta_s - \frac{\Delta_s}{2}(k_x^2 + k_y^2)]\sigma_0 s_0 \tau_x. \tag{S22}
\]

In the division, we have taken \(\mathcal{H}_2\) as a perturbation, which is quite accurate when the pairing amplitude and the strength of Zeeman field are small. By solving the eigenvalue equation \(\mathcal{H}_1(k_x, k_y, -i\partial_z)\psi_\alpha(z) = E_0 \psi_\alpha(z)\) with the boundary condition \(\psi_\alpha(0) = \psi_\alpha(+\infty) = 0\), one can find that there exist four zero-energy solutions. The wave functions
ψα(z) can be compactly written as

$$\psi_\alpha(z) = \mathcal{N} \sin(\kappa_1 z) e^{-\kappa_2 z} e^{i k_x x} e^{i k_y y} \chi_\alpha,$$

(S23)

with normalization given by $|\mathcal{N}|^2 = |4\kappa_2 (\kappa_1^2 + \kappa_2^2)/\kappa_1^2|$. The two parameters $\kappa_1$ and $\kappa_2$ are respectively given by $\kappa_1 = \sqrt{\frac{[t(k_x^2 + k_y^2) - \lambda]}{t} - \left(\frac{\lambda}{2}\right)^2}$ and $\kappa_2 = \frac{\lambda}{2}$. The most important information is contained in $\chi_\alpha$. Here $\chi_\alpha$ satisfy $\sigma_x s_7 \chi_\alpha = -\chi_\alpha$. We can explicitly choose solutions as

$$\chi_1 = |\sigma_y = -1 \rangle \otimes |s_z = 1 \rangle \otimes |\tau_z = 1 \rangle,$$

$$\chi_2 = |\sigma_y = 1 \rangle \otimes |s_z = -1 \rangle \otimes |\tau_z = 1 \rangle,$$

$$\chi_3 = |\sigma_y = -1 \rangle \otimes |s_z = 1 \rangle \otimes |\tau_z = -1 \rangle,$$

$$\chi_4 = |\sigma_y = 1 \rangle \otimes |s_z = -1 \rangle \otimes |\tau_z = -1 \rangle.$$  

(S24)

By projecting $\mathcal{H}_2$ into the four-dimensional space expanded by $\chi_\alpha$, we obtain the low-energy Hamiltonian for the surface states on the $z = 0$ surface (bottom surface), which reads

$$\mathcal{H}_{\text{eff}}(k_x, k_y) = 2\lambda(k_y s_x - k_x s_y)\tau_z + M_Z s_z + M_S \tau_x,$$

(S25)

where $M_Z = h_z$ denotes the Dirac mass induced by the Zeeman field, and $M_Z = \Delta_0 + 2\Delta_z$, in the leading order denotes the Dirac mass induced by the superconductivity. It is easy to see that for the Zeeman field, only the component perpendicular to the concerned surface contributes to the Dirac mass. It is worth noting that the two Dirac mass terms commute with each other, and a closure of the surface gap happens at $M_Z = M_S$. That is, when $M_Z$ becomes larger than $M_S$, the nature of the Dirac mass on the surface will change from a superconductivity-dominated one to a Zeeman-field-dominated one.

With Eq. (S25), now we can explain why the helical Majorana hinge modes are stable against the Zeeman field when its strength is below the critical value. To proceed, let us consider that the $y$ direction also becomes open and a domain wall hosting Majorana helical modes is formed at the boundary. Following the same steps, we divide the Hamiltonian (S25) into two parts, $\mathcal{H}_{\text{eff}} = \mathcal{H}_{\text{eff};1} + \mathcal{H}_{\text{eff};2}$, where

$$\mathcal{H}_{\text{eff};1}(k_x, -i \partial_y) = -2\lambda \partial_y s_x \tau_z + M_S(y) \tau_x,$$

$$\mathcal{H}_{\text{eff};2}(k_x, k_y) = -2\lambda k_x s_y \tau_z + M_Z s_z.$$  

(S26)

As explained previously, such a division is justified when the Zeeman field, so $M_Z$, is small. From our analysis above, one can immediately read from $\mathcal{H}_{\text{eff};1}$ that the space for the low-energy modes is spanned by $\tilde{\chi}_\alpha$ which satisfy either $s_x \tau_y \tilde{\chi}_\alpha = \tilde{\chi}_\alpha$ or $s_x \tau_y \tilde{\chi}_\alpha = -\tilde{\chi}_\alpha$ [the sign depends on the detail of the profile of $M_S(y)$]. That is, the two-dimensional space for the Majorana modes is spanned either by $(|s_x = 1 \rangle \otimes |\tau_y = 1 \rangle, |s_x = -1 \rangle \otimes |\tau_y = -1 \rangle)$ or by $(|s_x = 1 \rangle \otimes |\tau_y = -1 \rangle, |s_x = -1 \rangle \otimes |\tau_y = 1 \rangle)$. Projecting $\mathcal{H}_{\text{eff};2}$ into these two possible two-dimensional spaces, one can find that the low-energy Hamiltonian on the hinge is given by

$$\mathcal{H}_{\text{hinge}}(k_x) = -2\lambda k_y s_y.$$  

(S27)

One can immediately see that in the weak field regime (the regime for which the perturbative treatment is justified), the presence of Zeeman field does not alter the helical nature, though the time-reversal symmetry is broken. According to Eq. (S25), we know that a closure of the surface gap happens at $M_Z = M_S$. This indicates that when the Dirac mass term induced by the Zeeman field is equal to the one induced by superconductivity, a surface topological phase transition occurs, accompanying a change of the nature of domain walls.

V. HELICAL AND CHIRAL MAJORANA HINGE MODES FOR A FINITE-SIZE CUBIC SAMPLE IN THE ABSENCE OF VORTEX LINES

In this section, we show the dispersion of Majorana hinge modes for a cubic geometry in the absence of vortex lines. As shown in Figs. S5(a)-S5(c), one can find that for the second-order topological superconducting phase with helical Majorana hinge modes, the eigenenergies of the helical Majorana hinge modes show a four-fold degeneracy (a factor two is from the helical nature, and the other factor two is from the equivalence between the top and bottom surfaces) and a regular jump. Most importantly, there is no zero-energy mode which is not due to finite size effects. Similar results are also found for the second-order topological superconducting phase with chiral Majorana hinge modes, as shown in Fig. S6.
FIG. S5. (Color online) The dispersions of helical Majorana hinge modes for a finite-size system in the absence of vortex lines. Common parameters are \( t = 1, m_0 = 2.5, \lambda = 0.5, \mu = 0, \Delta_0 = -\Delta_s = 0.25 \), and \( h = 0 \). All directions take open boundary conditions and their lengths contain \( L_x = L_y = L_z = 32 \) lattice sites. (a) The probability density profile of the hinge states. (b) The 16 energy eigenvalues closest to zero energy. No robust Majorana zero mode exists. (d) Comparison between the analytical (red line) and the numerical (blue line) small eigenvalues. The results show an excellent agreement.

FIG. S6. (Color online) The dispersions of chiral Majorana hinge modes for a finite-size system in the absence of vortex lines. Common parameters are \( t = 1, m_0 = 2.5, \lambda = 0.5, \mu = 0, \Delta_0 = -\Delta_s = 0.25 \), and \( h = (h_x, h_y, h_z) = (0, 0, 0.3) \). All directions take open boundary conditions and their lengths contain \( L_x = L_y = L_z = 32 \) lattice sites. (a) The probability density profile of the hinge states. (b) The 12 energy eigenvalues closest to zero energy. No robust Majorana zero mode exists.

To understand the absence of zero-energy modes (Majorana zero modes), one needs to note that the periodic motion of the helical or chiral Majorana modes along the hinges of the top and bottom \( z \)-normal surfaces will lead the momentum to be quantized discretely. Accordingly, the dispersion of the helical or chiral Majorana modes will follow \( E = \pm vq_m \), with \( q_m = (2m + \alpha)\pi/L \), where \( L \) denotes the total length of the closed path [here \( L = 2(L_x + L_y) - 4 \)], \( m \) is an integer, and \( \alpha = 0 \) and 1 refer to periodic and antiperiodic boundary condition, respectively. According to Eq. (S27), we further have \( v = 2\lambda \) for the helical case (we do not have an accurate analytical expression of \( v \) for the chiral case since the analytical treatment in Sec.IV loses its accuracy when the Zeeman field is strong). Apparently, there exists a big difference between the two kinds of boundary conditions. For the periodic boundary condition, it is readily seen that \( q_m \) can take zero value \( (q_0 = 0) \), so the helical or chiral hinges modes will contain Majorana zero modes. In contrast, for the antiperiodic boundary condition, it is readily seen that \( q_m \) cannot take zero value, so there is no Majorana zero mode for the helical or chiral hinge modes when the system size is finite. The absence of Majorana zero modes in Fig. S5(b) and Fig. S6(b) thus indicates that these propagating Majorana modes take an antiperiodic boundary condition. As shown in Fig. S5(d), the analytical results for the helical case, i.e., \( E = \pm 2\lambda(2m + 1)\pi/L \), agree very well with the numerical results shown in Fig. S5(b), demonstrating the correctness of our analytical analysis. The antiperiodic boundary condition of the helical or chiral Majorana modes can be understood from the fact that these low-energy Majorana modes originate from the gapless Dirac surface states which has an intrinsic \( \pi \) Berry phase.

Interestingly, when a \( \pi \)-flux vortex line is inserted along the \( z \) direction, the closed path that the helical or chiral Majorana modes propagate along will enclose the vortex line, so the helical or chiral Majorana modes will pick up an additional \( \pi \) phase from the \( \pi \)-flux vortex line. Accordingly, the boundary condition of these propagating Majorana
modes will change from an antiperiodic one to a periodic one. Then the helical or chiral Majorana modes will contain Majorana zero modes according to our analysis (see the following section).

VI. VORTEX LINES FAR AWAY FROM THE HELICAL MAJORANA HINGE MODES

In the main text, based on a local perspective of surface Dirac mass, we have argued that when the vortex line is far away from the hinges, the existence of helical Majorana modes on the hinges should have negligible impact on the vortex line, so the vortex line will host robust Majorana zero modes at its ends in the weakly doped regime. In this section, we provide numerical results to support this argument. In Fig. S7, we show the result for a cubic lattice with size $L_x = L_y = L_z = 32$ lattice sites. A z-directional $\pi$-flux vortex line is inserted at the center of the $xy$ plane. According to our analysis in Sec. V, the six modes close to zero energy in Fig. S7(b) correspond to two vortex-end Majorana zero modes and four hinge Majorana zero modes. However, because of the finite-size effect, the modes within the top or bottom surface will hybridize with each other, and the modes of the two surfaces also have finite coupling, so all modes are split away from the zero energy (if the length along the $z$ direction increases to infinity, then because the particle-hole symmetry of the superconductor forces the Majorana zero modes to be created or annihilated in pairs, two of the modes will take exactly zero energy, even though the system size of the $xy$ plane is finite). To show that the increase of the distance between the vortex line and the helical Majorana modes will decrease their hybridization, we further consider a cubic lattice with size $L_x = L_y = 40$ and $L_z = 32$ lattice sites, with the result shown in Fig. S8. Compared to Fig. S7, it is readily seen that the energy of the four red modes becomes more close to zero energy. As these four modes correspond to two hinge modes and two vortex-end modes [see Fig. S7(c)]
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**FIG. S7.** (Color online) Common parameters are $t = 1$, $m_0 = 2.5$, $\lambda = 0.5$, $\mu = 0$, $\xi = 4$, $h = 0$, and $\Delta_0 = -\Delta_x = 0.25$. All directions take open boundary conditions and their lengths contain $L_x = L_y = L_z = 32$ lattice sites. The vortex line is at the center of $xy$-plane.
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**FIG. S8.** (Color online) Common parameters are $t = 1$, $m_0 = 2.5$, $\lambda = 0.5$, $\mu = 0$, $\xi = 4$, $h = 0$, and $\Delta_0 = -\Delta_x = 0.25$. All directions take open boundary conditions and their lengths contain $L_x = L_y = 40$, and $L_z = 32$ lattice sites. The vortex line is at the center of $xy$ plane and in the $z$ direction.
and Fig. S8(c)], the decrease of their energy splitting indicates that the hybridization of the vortex-end and hinge Majorana zero modes decreases with the increase of the distance between the vortex line and the hinges. Therefore, it is justified to expect that for vortex lines far away from the hinges, the vortex-end bound states will take exactly zero energy, restoring their exact self-conjugate ($\gamma = \gamma^\dagger$) nature.

VII. VORTEX LINES CLOSE TO THE HINGES WITHOUT GAPLESS HINGE MODES

In the main text, we have shown when a topological vortex line is moved close to the hinges with helical Majorana modes, their hybridization will trivialize the vortex line. For comparison, in this section we consider that the vortex line is also moved close to the hinges, but the hinges do not host helical Majorana modes. Similar to Fig. 3(c) in the main text, we find that the accidental double degeneracy of the lowest-energy spectrum exhibited in the spectrum of Fig. 3(a) in the main text is lifted when the vortex line is no longer located at the center of the system since the $C_{4z}$ rotation symmetry is broken, as shown in Fig. S9(a). Nevertheless, this lifting of degeneracy does not affect the vortex line topology in the weakly doped regime since the dispersion of the vortex line remains gapped. As expected, in the weakly doped regime, the two lowest-energy modes are strongly localized at the vortex ends, as shown in Figs. S9(b)-S9(d). These results demonstrate that the trivialization of the vortex line for the case with helical Majorana modes does indeed originate from their hybridization.
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FIG. S9. (Color online) Common parameters are $t = 1$, $m_0 = 2.5$, $\lambda = 0.5$, $\mu = 0$, $\xi = 4$, $h = 0$, and $\Delta_0 = \Delta_s = 0.25$. All directions take open boundary conditions and their lengths contain $L_x = L_y = L_z = 32$ lattice sites. The vortex line is at $(x_c, y_c) = (6.01, 16.01)$ point and in the $z$ direction.

VIII. BOUNDARY FERMI SURFACE AND VORTEX BOUND STATES

In Sec. IV, we have shown that the low-energy effective Hamiltonian on the bottom surface reads (see Eq.(S25))

$$H_{\text{eff}}(k_x, k_y) = 2\lambda(k_y s_x - k_x s_y)\tau_z + M_2 s_z + M_S \tau_x,$$

where $M_S = \Delta_0 + 2\Delta_s$ and $M_Z = h_z$. Such a form is derived for the special case with $\mu = 0$. When $\mu \neq 0$, the low-energy effective Hamiltonian becomes

$$H_{\text{eff}}(k_x, k_y) = 2\lambda(k_y s_x - k_x s_y)\tau_z - \mu \tau_x + M_2 s_z + M_S \tau_x.$$

(S29)

Accordingly, the energy spectra are

$$E(k_x, k_y) = \pm \sqrt{4\lambda^2(k_x^2 + k_y^2) + \mu^2 + M_2^2 + M_S^2 \pm 2\sqrt{\mu^2[4\lambda^2(k_x^2 + k_y^2) + M_2^2] + M_2^2M_S^2}},$$

(S30)

whose gap gets closed at $k_x = k_y = 0$ only when $M_Z^2 = \mu^2 + M_S^2$. As long as $\mu < \sqrt{M_2^2 - M_Z^2}$ (since here only the absolute values of $\mu$ and $h_z$ are relevant, we consider both of them to be positive in this section for the convenience of discussion), no matter whether the superconducting pairing is purely on-site ($\Delta_z = 0$) or extensive ($\Delta_z \neq 0$), the system corresponds to a second-order topological superconductor with chiral Majorana hinge states circling around the top and bottom surfaces because the nature of Dirac masses on these two surfaces is different from that of the side surfaces.
In Fig. 4 of the main text, we have shown the absence of vortex-end Majorana zero modes when the superconductor falls in the chiral second-order superconducting phase. From a surface viewpoint, this result can be simply understood as a consequence of the absence of a boundary Fermi surface in the normal state. The underlying reason is that the vortex-core MZMs must originate from certain low-energy modes, so the absence of a boundary Fermi surface naturally implies the absence of vortex-core MZMs. As the condition for the existence of a boundary Fermi surface before the introduction of superconductivity is \(\mu > h_z\), whereas the chiral second-order topological superconducting phase requires \(\mu < \sqrt{M_1^2 - M_2^2} < h_z\), their incompatibility indicates that vortex-end Majorana zero modes will always be absent on the top and bottom surfaces when the system is in the chiral second-order topological superconducting phase.

Focusing on the normal state, in effect, the Zeeman term not only opens a gap of the size \(2h_z\) on the top and bottom surfaces, but also reduces the bulk gap. This can be easily inferred from the normal-state Hamiltonian which reads

\[
H_N(k) = (m_0 - 2t \sum_{i=x,y,z} \cos k_i)\sigma_z s_0 + 2\lambda \sum_{i=x,y,z} \sin k_i \sigma_x s_i + h_z \sigma_0 s_z, \tag{S31}
\]

whose energy spectra are given by

\[
E(k) = \pm \sqrt{4\lambda^2 (\sin^2 k_x + \sin^2 k_y) + \left( h_z \pm \sqrt{4\lambda^2 \sin^2 k_z + (m_0 - 2t \sum_{i=x,y,z} t \cos k_i)^2} \right)^2}. \tag{S32}
\]

According to the above equation, one can easily find that the bulk gap will reduce from \(E_g\) (the zero-field value) to \(E_g - 2h_z\) when \(h_z < E_g/2\). When \(h_z > E_g/2\), the normal state will become a Weyl semimetal. Importantly, the increase of surface gap and the decrease of bulk gap imply that bulk and boundary Fermi surfaces will coexist when \(h_z > E_g/4\) and \(h_z < \mu < E_u\), where \(E_u\) denotes the upper limit beyond which the surface states do not exist on the top and bottom surfaces. Therefore, in the regime \(h_z > E_g/4\), the low-energy surface Hamiltonian only cannot fully describe the low-energy physics. In the following, we restrict to the regime \(h_z < E_g/4\), so that the low-energy surface Hamiltonian can faithfully describe the low-energy physics when the chemical potential only crosses the surface bands.

We first consider that the superconducting pair contains both on-site and extended \(s\)-wave components, and the configuration of the band inversion surface and the pairing node surface realizes a helical (time-reversal invariant) second-order topological superconductor at \(h_z = 0\) and \(\mu = 0\). Next, we consider \(h_z > |\Delta_0 + 2\Delta_s|\), so that the system realizes a chiral second-order topological superconductor at \(\mu = 0\). In Fig. S10(a), the numerical result shows that increasing \(\mu\) will induce a gap closure on the top and bottom surfaces when \(\mu = \sqrt{h_z^2 - (\Delta_0 + 2\Delta_s)^2}\) (see the dashed purple line). The gap closure signals a change of the topological property on the boundary. When \(\mu < \sqrt{h_z^2 - (\Delta_0 + 2\Delta_s)^2}\), robust chiral Majorana modes exist on the hinges, as shown in Fig. S10(b). When \(\mu > \sqrt{h_z^2 - (\Delta_0 + 2\Delta_s)^2}\), we find that the hinges previously harboring one chiral Majorana modes now harbor two counter-propagating Majorana modes, as shown in Fig. S10(c). The existence of two counter-propagating Majorana hinge modes in this regime is similar to the helical case at the limit \(h_z = 0\). However, because the time-reversal symmetry is broken by a finite \(h_z\), the counter-propagating Majorana modes on each hinge are no longer protected by time-reversal symmetry but by certain additional symmetry on the hinge. After inserting a \(\pi\)-flux vortex line along the \(z\) direction, we diagonalize the Hamiltonian under the cubic geometry with lattice sizes \(L_x = L_y = L_z = 32\). The numerical results presented in Figs. S10(d),(e) suggest that the lowest-energy modes are located at the hinges. Within the energy window shown in Fig. S10(d), we do not find the signature of vortex bound states. There are two possible reasons for this result. The first possibility is that the vortex line itself is trivial so there is no Majorana zero mode at the vortex-line ends. The second possibility is that the vortex line is topological and harbors Majorana zero modes at its ends, but the hybridization between the vortex-end Majorana zero modes and the low-energy modes on the hinge shift the energies of the vortex-end Majorana zero modes to finite values, similar to the helical case. It is worth noting that the hybridization is caused by the overlap of wave functions in real space, so in principle one can simply distinguish these two possibilities by considering a larger system in which the vortex line is sufficiently far away from the hinges. However, the smallness of the surface gap in Fig. S10(c) implies that the wave functions of hinge modes have a rather long localization length. Under such a condition, a very large system size is required to reduce the hybridization between the vortex-end Majorana zero modes and the hinge modes to a negligible level. To avoid diagonalizing a Hamiltonian with very large size, here we consider another path to distinguish the two possibilities. That is, we further consider the case with pure on-site \(s\)-wave pairing for comparison.

In order to have a direct comparison, we consider that the value of \(\Delta_0\) for the case with pure on-site \(s\)-wave pairing is equal to the value of \(|\Delta_0 + 2\Delta_s|\) for the case with both on-site and extended \(s\)-wave pairings, so that the superconductivity-induced Dirac masses for these two cases are equivalent. Because of this equivalence, one
can find that the results shown in Figs. S11(a)(b) are almost the same as those in Figs. S10(a)(b). However, when \( \mu > \sqrt{h_x^2 - \Delta_y^2} \), the difference emerges. In Fig. S11(c), we show the numerical result for \( \mu > h_z \). One can see that there are no gapless Majorana modes on the hinges. Because of the absence of low-energy Majorana modes on the hinges, the hybridization between low-energy vortex bound states and low-energy Majorana hinge modes can be avoided. After the insertion of a \( \pi \)-flux vortex line, we also diagonalize the Hamiltonian under the cubic geometry with lattice sizes \( L_x = L_y = L_z = 32 \). The results shown in Figs. S11(d)(e) now clearly demonstrate the appearance of vortex-end Majorana zero modes. As here the only difference is the absence of counter-propagating gapless Majorana hinge modes, we reach the conclusion that the absence of low-energy vortex bound states within the given energy window in Fig. S10(d) originates from the hybridization between the vortex bound states and the counter-propagating gapless Majorana hinge modes.

Now we can establish a complete picture for the interplay of second-order topology and vortex-line topology from a surface perspective. For the low-energy surface Hamiltonian given in Eq. (S29), it is known that it can be mapped to a form describing a chiral p-wave superconductor by some basis transformations. When \( \mu < h_z \), the boundary Fermi surface is absent and the effective chiral p-wave superconductor falls into the so-called strong-pairing phase [S6]. According to the physics in chiral p-wave superconductors, it is known that the vortex core does not harbor any Majorana zero mode in the strong-pairing regime [S6]. As here the chiral second-order topological superconducting phase always has \( \mu < h_z \), it indicates that vortex-end Majorana zero modes are always absent when the system is in the the chiral second-order topological superconducting phase. In the regime \( h_z < E_g/4 \) and the chemical potential only crosses the surface bands, the low-energy surface Hamiltonian description is valid, and the effective surface chiral p-wave superconductor falls into the weak-pairing regime [S6]. Accordingly, the vortex will bind one robust Majorana zero mode at its core. However, if there exist counter-propagating gapless Majorana modes on the hinges and the vortex is generated to be close to the hinges, then the hybridization between the vortex-core Majorana zero modes...
and the counter-propagating gapless Majorana hinge modes will split the vortex-core Majorana zero modes and lead to the absence of robust Majorana zero modes at the vortex core.

**IX. VORTEX LINES IN THE \( x \) DIRECTION**

In the main article, we have restricted ourselves to vortex lines generated in the \( z \) direction in order to be directly comparable with the experiments. Here we provide the results for vortex lines generated in the \( x \) direction for completeness. It is worth noting that because the results for vortex lines generated in the \( y \) direction are the same due to the \( C_{4z} \) rotation symmetry, we will not show them to avoid repetition.

As the vortex line is forced to be trivial when the Zeeman field dominates over the superconductivity, here we focus on the case with vanishing Zeeman field. Similar to the \( z \)-directional vortex line, a local surface perspective suggests that an \( x \)-directional vortex line will harbor Majorana zero modes at its ends when its position is far away from the hinges and the doping level is low. Nevertheless, there exists a qualitative difference between the \( x \)-directional and \( z \)-directional vortex lines. The difference is that for an \( x \)-directional vortex line, the closed path that the helical Majorana modes propagate along does not enclose the vortex line. As a result, the helical Majorana modes will not pick up an additional \( \pi \) phase from the vortex line after going around the hinges for one circle. In other words, the helical Majorana modes will keep its antiperiodic boundary condition when the vortex line is generated along the \( x \) direction, and so the helical Majorana modes will not contain zero-energy modes. The absence of Majorana zero modes on the hinges indicates that the vortex-end Majorana zero modes cannot directly couple with the helical Majorana hinge modes due to the constraint from the intrinsic particle-hole symmetry of superconductors (a Majorana zero mode can get split only when it couples with another Majorana zero mode). Anyway, because the helical Majorana
modes provide some gapless channels which connect the two $x$-normal surfaces, they will enhance the coupling of the two Majorana zero modes at the vortex ends when the vortex line is moved close to the hinges with helical Majorana modes. This enhancement of coupling can also split the vortex-end Majorana zero modes, but now there will be no robust Majorana zero mode on the hinges.

In Fig. S12, we show the results for a geometry with size $L_x = L_y = L_z = 32$ lattice sites. Fig. S12(a) shows that the two lowest-energy modes have most weight at the vortex ends, suggesting the vortex line to be topological. Compared to Fig. S7(b) or Fig. S8(b), the pattern of the near-zero-energy modes in Fig. S12(b) indicates that the helical Majorana modes keep the antiperiodic boundary condition when the vortex line is generated in the $x$ direction.

---
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