A Generative Adversarial Network-Based Image Denoiser Controlling Heterogeneous Losses
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Abstract: We propose a novel generative adversarial network (GAN)-based image denoising method that utilizes heterogeneous losses. In order to improve the restoration quality of the structural information of the generator, the heterogeneous losses, including the structural loss in addition to the conventional mean squared error (MSE)-based loss, are used to train the generator. To maximize the improvements brought on by the heterogeneous losses, the strength of the structural loss is adaptively adjusted by the discriminator for each input patch. In addition, a depth wise separable convolution-based module that utilizes the dilated convolution and symmetric skip connection is used for the proposed GAN so as to reduce the computational complexity while providing improved denoising quality compared to the convolutional neural network (CNN) denoiser. The experiments showed that the proposed method improved visual information fidelity and feature similarity index values by up to 0.027 and 0.008, respectively, compared to the existing CNN denoiser.
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1. Introduction

Image denoising has been studied for several decades and studies on image denoising continue to be actively conducted due to its high utilization value in various applications. Specifically, image denoising plays an important role in improving the performance of image enhancement, feature extraction, and object recognition.

The ultimate goal of image denoising is to remove image noise while preserving structural information, such as the edges and details of a given noisy image. For structural information-preserving denoising, various denoising methods have been proposed. These conventional denoising methods can be categorized as model-based optimization methods and deep learning-based methods.

Model-based optimization methods [2–8] have been extensively studied and widely used for image denoising. The most popular model-based optimization methods are anisotropic diffusion (AD) [2], total variation (TV) [3], bilateral filter (BF) [4], non-local means filter (NLM) [5], block-matching and 3D filtering (BM3D) [6], and weighted nuclear norm minimization (WNNM) [7]. In the case of AD and TV, noise elimination is performed based on the pixel-wise similarity between the current pixel and its neighboring pixels in a given noisy image. NLM, BM3D, and WNNM restore a given noisy image by using non-local similarity (NSS) which is based on the patch-wise similarity between the current patch and the other patches in a given noisy image. These NSS-based denoising methods significantly improve the quality of image denoising compared to the pixel-similarity based methods, but the computational complexity is also greatly increased.

Recently, deep learning methods [1,9–16] using clean-noisy image pairs have been widely exploited due to the rapid development of deep learning technology. In [9], the multi-layer perceptron (MLP) for image denoising was proposed. In addition to this,
various deep learning methods based on the convolutional neural network (CNN) have been proposed. The most popular CNN-based methods are denoising convolutional neural networks (DnCNN) [10], and image restoration convolutional neural networks (IRCNN) [1]. These CNN-based methods greatly enhance the performance of image denoising compared to the model-based optimization methods by using the CNN-based end-to-end transformation.

Of the existing image denoising methods, BM3D, WNNM, DnCNN, and IRCNN provide excellent performances of image denoising, but are all still limited in terms of the effective preservation of structural information, such as texture and weak edges. In addition, CNN-based methods have very high computational complexities, requiring the multiplication of several tens of thousands for the convolution processes.

In this paper, we propose a new generative adversarial network (GAN)-based denoiser to improve the quality of detail preservation by using the heterogeneous losses, consisting of the structural loss and the mean squared error (MSE)-based loss. The balance of these losses is adjusted by the gradient fidelity between the original and restored images, which is estimated by the discriminator of the GAN [17] during the training process. As a result, it is possible to maintain the quality of noise suppression while restoring the structural information to be most similar to that of the original image from the viewpoint of the discriminator. In addition, we greatly reduce the computational complexity of the proposed GAN denoiser compared to that of the existing CNN denoisers. The main contributions of this work are summarized as follows:

A new GAN denoiser is proposed to improve the restoration quality of structural information by incorporating the discriminator-based gradient fidelity, and the MSE-based loss. Specifically, unlike existing methods, the proposed discriminator uses gradient values as an input to effectively estimate the structural fidelity between the original and restored images. The balancing parameter for the gradient fidelity with the MSE-based loss is adjusted depending on the estimation result by the discriminator. This means that the balancing power for heterogeneous losses can be adjusted by considering the optimal denoising direction of the input image and it leads the best reproduction of the structural information of the original image. In addition to the heterogeneous losses, we propose a new structure of GAN denoiser that can reduce the computational complexity while providing improved denoising performance by using the capsulized depth-wise separable convolution (DSC) [18] with the dilated convolution and symmetric skip connection (DSDC) compared to the existing CNN denoisers [1,10,11].

2. Materials and Methods

2.1. Overall Architecture

Figure 1 shows the overall architecture of the proposed GAN denoiser. The proposed method consists of a generator (G) and a discriminator (D), same as the conventional GAN [17]. In our work, we utilize this training approach with the heterogeneous losses, which will be described in Section 2.3.

As shown in Figure 1, in the proposed GAN denoiser, the G and the D have 13 convolution layers. To improve the denoising quality of the proposed network, we use multiple symmetric skip connections (DSDCs) that are the element modules of the proposed network and contain the dilated convolution–based depth-wise separable convolution (DSC) [18] and symmetric skip connection between two dilated convolutions having the same dilation size as shown in Figure 1c. The G uses the CNN structure based on an end-to-end transformation. In the case of the D, the two fully connected layers are added to the last convolution layer so that the scalar probability value indicating whether the input image is a noise-free image can be derived. For the input of the G and the D, gradients of a given input are used, as shown in [19]. The gradients are extracted from eight neighborhoods of a current pixel, and there are three kinds of color channels. Therefore, the total 24 feature channels are used as inputs for the G and the D. In the case of the G, this gradient input can
increase its denoising performance [19]. In the case of the D, this can help the D estimate the fidelity of structural information between the restored and the noise-free images.

Figure 1. Overall architecture of the proposed GAN denoiser: (a) generator, (b) discriminator, and (c) element module of the proposed method (depth-wise separable convolution using dilated convolution and symmetric skip connection (DSDC)).

2.2. Architecture of the Proposed Network

2.2.1. Generator

The general CNN architecture that uses the end-to-end transformation is used for the G in the same way as the existing CNN denoisers [1,10]. Batch normalization (BN) [20] and the ReLU [21] are selectively applied to each layer as shown in Table 1. In this table, Conv in the 13th layer represents the general convolution operation. P_conv and D_conv represent a point-wise convolution and a depth-wise convolution, respectively.

| Layer          | Operations                          | Dimension [SR, SC, FD1, FD2] |
|----------------|-------------------------------------|------------------------------|
| 1st layer      | P_conv + D_conv + bias + ReLU        | P_conv: 1 × 1 × 24 × 96      |
|                |                                     | D_conv: 3 × 3 × 96 × 1       |
| 2nd~12th layers| P_conv + K dilated D_conv + BN + ReLU| P_conv: 1 × 1 × 96 × 1       |
|                |                                     | D_conv: 3 × 3 × 96 × 1       |
| 13th layer     | Conv + bias                          | Conv: 3 × 3 × 96 × 3         |
| Total number of weights | 116,640 (62% of the number of weights for IRCNN [1]) |

When the D_conv is applied, the dilated convolution [22] is used to increase the receptive field of convolution operation. Since each feature channel to which the D_conv is applied already contains the combined result of the previous FD1 feature maps, the dilated convolution is a very effective approach for enhancing the denoising performance. Compared to the existing networks that increase the size of the dilation in half of the entire layers and then decrease it in the rest layers [1,10,19], the proposed method uses the DSDC module to create multiple cycles that repeat the expansion and contraction of the dilation size to prevent the artifacts that may occur as the size of the dilation becomes too large. Also, the symmetric skip connection can increase the efficiency of information transfer between dilated convolutions. In our method, the number of layers, FD1, and FD2 were set to 13, 96, and 96, respectively, by considering the total number of weights for convolution and the quality of image denoising. Specifically, we determined the numbers of layers and FD1, FD2 values so that only the smaller number of parameters than existing CNNs can be used while providing a comparable to or better denoising quality than the existing CNNs [1,10,19]. Even if the number of convolution layers, FD1, and FD2 are increased, the computational complexity of the proposed method is much smaller than
that of the conventional CNN denoisers [1,10] which use the general convolution process because the decrease in computational complexity by the DSC overwhelms the increase in the computational complexity by the increase in the number of layer, \( F_{D1} \) and \( F_{D2} \). In particular, the selected values of \( F_{D1} \) and \( F_{D2} \) are determined by analyzing the variations in the denoising performance against the increases in \( F_{D1} \) and \( F_{D2} \) values. The generation of each convolution layer by the DSC and Conv can be formulated as follows:

\[
\hat{Y}_L = \begin{cases} 
\max \left( W_{P}^L \ast \left( W_{L}^P \ast X^N \right) + \text{bias}_0, 0 \right) & \text{if } L = 1 \\
\max \left( \text{BN}(W_{D}^L \ast \left( W_{L}^P \ast \hat{Y}_{L-1} \right)), 0 \right) & \text{else if } 2 \leq L \leq 12 \\
W_{L} \ast \hat{Y}_{12} + \text{bias}_{13} & \text{otherwise}
\end{cases}
\]

where \( L \) is an index for the convolution layer. \( \hat{Y}_L \) and \( \text{bias}_L \) are the \( L \)th resultant convolution layer and the bias for the \( L \)th convolution, respectively. \( X^N \) is the input data of the proposed network. In our work, \( X^N \) is the 24 kinds of gradients of the input noisy image, as shown in [19]. \( W_{P}^L \), \( W_{L}^P \), and \( W_{L} \) are the weight sets for \( L \)th \( P_{\text{conv}}, D_{\text{conv}}, \) and Conv, respectively, and \( \text{BN} \) is the batch normalization operator. In addition to this convolution operation, symmetric skip connection is used as in Figure 1c. For the training of the proposed network, residual learning [23] that trains the network to convert a given input data to the residual between a training input data and its ground-truth data, which denotes image noise is used. Hence, the final restored image by the \( G \) can be calculated by:

\[
\hat{Y}_f = I^N + \hat{Y}_{13},
\]

where \( I^N \) and \( \hat{Y}_f \) are the noisy and final restored images, respectively. \( \hat{Y}_{13} \) is the final result of the \( G \) and denotes the negative value of image noise.

2.2.2. Discriminator

In the general GAN [17], the following adversarial min-max problem is used for training:

\[
\min_{G} \max_{D} \mathbb{E}_{I^{GT} \sim P_{\text{train}}(I^{GT})} \left[ \log D(I^{GT}) \right] + \mathbb{E}_{I^N \sim P_{\text{G}}(I^N)} \left[ \log (1 - D(G(I^N))) \right],
\]

where \( I^{GT} \) and \( I^N \) are a ground-truth image and an input noisy image, respectively. \( P_{\text{train}} \) and \( P_{\text{G}} \) are the data distributions of the ground-truth image and resultant image by the \( G \). \( D(\cdot) \) denotes the output of the \( D \), which indicates the probability that the current input is the ground-truth. The \( G(I^N) \) denotes the output of the \( G \) for a given noisy image, thus, it is the restored image from a noisy image by the \( G \). Therefore, the \( D \) is trained so that \( D(I^{GT}) \) is close to 1 and so that \( D(G(I^N)) \) is close to 0.

We utilize this training process of the general GAN for the training of the proposed method. The general CNN denoiser [1,10] is trained using MSE between the ground-truth and restored images. In this case, some small structural information, such as weak edges or texture, can be lost because the training is performed only in the direction of reducing MSE of the entire image. We alleviate this problem by incorporating MSE and the gradient-based structural loss that can be adjusted by the result of the \( G \). In the proposed method, the \( D \) uses the gradients of a given ground-truth image (\( X^{GT} \)) and the gradients of the restored images (\( X^\hat{Y} \)) as an input as shown in Figure 1b so that it can estimate the restoration quality of gradient information of the \( G \). (\( I^{GT} \) and \( G(I^N) \) in Equation (3) is changed to \( X^{GT} \) and \( X^\hat{Y} \), respectively.) For example, a high \( D(X^{GT}) \) and a low \( D(X^\hat{Y}) \) indicate that the performance of gradient information restoration of the \( G \) is lower than the classification accuracy of the \( D \). For this case, the strength of structural loss is increased for the training of the \( G \), while in the opposite case, MSE-based loss is increased for the training of the \( G \). Through this training strategy, the proposed GAN reproduces the structural information most similar to that of the ground-truth image while maintaining the quality of noise suppression in
smooth regions. This loss function and training process used for the proposed method will be described in detail in Section 2.3.

Table 2 shows the structure of the proposed D. The D is composed of 13 convolution layers as in G, and BN and ReLU are applied between the two consecutive convolution layers. After the 13th convolution layer, two dense layers are connected. Finally, the sigmoid activation function is applied to extract the scalar probability value that the input image is the original noise-free image. Because the G is intended to deduce the original pixel value from a noisy input patch, whereas the D is intended to determine the probability that the input patch is the original patch, we consider that the problem difficulty of the G is higher than that of the D. Hence, we set the size of the future channel of the D (F_D1 and F_D2) to 1/3 that of the G, so that we can balance the performances between the G and the D.

Table 2. The structure of a discriminator.

| Layer     | Operations               | Dimension [SR, SC, F_D1, F_D2] |
|-----------|--------------------------|---------------------------------|
| 1st layer | P_conv + D_conv + bias + ReLU |                  |
|           |                          | P_conv: 1 × 1 × 24 × 32         |
|           |                          | D_conv: 3 × 3 × 32 × 1          |
| 2nd~12th layers | P_conv + K dilated D_conv + BN + ReLU | P_conv: 1 × 1 × 32 × 32         |
|           |                          | D_conv: 3 × 3 × 32 × 1          |
| 13th layer | Conv + bias              | Conv: 3 × 3 × 32 × 3            |
| 14th layer | 1024 dense (fully connected)  | 1 N × 1024                      |
| 15th layer | 1024 dense + sigmoid     | 1024 × 1                        |

1 N: the number of pixels in the resultant image of the 13th layer.

2.3. GAN-Based Heterogeneous Losses Function

The GAN-based denoiser is described in Section 2.2.2. In the general GAN, training for G and D is performed using the results of G and D as described in Equation (3). For the proposed D, the training is performed in the same way as the training of the general GAN by maximizing loss described in Equation (3). For the proposed G, the training using Equation (3) can also be applied. However, this training approach is not suitable for the G (CNN denoiser) that transforms a given noisy image to a denoised image in an end-to-end manner. This is because the purpose of the GAN is to understand or learn an intended context of a given image and reproduce the intended context, not to accurately restore each pixel value. Hence, we propose a new heterogeneous losses function, which consists of MSE-based loss (Loss residual), GAN loss (Loss GAN), and structural loss (Loss struct). Loss struct is calculated from the fidelity of structural information between the original image and restored image by the G, which is estimated by the D. These are used as an auxiliary loss to Loss residual in order to improve the preservation quality of structural information while also increasing the overall performance of noise suppression during the training process in a stable manner as follows:

\[
L = \sum_{i}^{N_T} (Loss_{\text{residual}}(i) + Loss_{\text{GAN}}(i) + \alpha(i) \cdot Loss_{\text{struct}}(i)), \tag{4}
\]

where i and N_T denote the index for training patch pairs and the total number of training patch pairs, respectively. L is the final loss value for the training. Loss residual denotes the residual loss, that is, MSE between the resultant image by the G and the ground-truth data. In our work that utilizes the residual learning, the target data of the training is the residual (difference) of an input noisy image and a noise-free image, which represents the negative value of image noise. Loss GAN is the general GAN loss denoted in Equation (3). Loss struct denotes the structural loss, that is, the dissimilarity between the gradients of a noise-free image and a resultant image by the G. \(\alpha\) is the balancing factor for Loss struct, which can be controlled by the results of the proposed GAN. In our method, \(\alpha\) indicates the inverse fidelity of structural information between the original image and the produced image by the G. The \(\alpha\) value was determined as the value obtained by dividing the output of the D.
for the gradient values of \( I^{GT} \) and the output \( D \) for the gradient values of resultant image by \( G \). More specifically, the meaning of the value \( \alpha \) can be said to be an index that evaluates how well the generator has preserved structural information after denoising from the point of view of a discriminator. Therefore, as the difficulty of restoring structural information increases, the \( \alpha \) value increases, and the \( \text{Loss}_{\text{struct}} \) is more reflected in the update of the convolution coefficient than the \( \text{Loss}_{\text{residual}} \). This value will be explained in detail in a later paragraph.

\[
\text{Loss}_{\text{residual}}(i) = \| \hat{Y}_{13}(i) - R(I^{N}(i)) \|^2, \\
R(I^{N}(i)) = I^{GT}(i) - I^{N}(i), \\
\text{(5)}
\]

As shown in this equation, the \( \text{Loss}_{\text{residual}} \) is calculated by using MSE between results by the \( G \) and the residual \( (I^{GT} - I^{N}) \) image. The \( \text{Loss}_{\text{residual}} \) plays a key role in improving the overall performance of noise suppression in a stable manner during the training process. However, as mentioned before, some weak structural information, such as texture or weak edges, can be lost because the training of the \( G \) is performed in order to improve the overall pixel-wise similarity between the \( I^{GT} \) and the restored image by the \( G \). In order to alleviate this, \( \text{Loss}_{\text{struct}} \) and \( \text{Loss}_{\text{GAN}} \) are added to \( \text{Loss}_{\text{residual}} \). \( \text{Loss}_{\text{GAN}} \) is defined as follows:

\[
\text{Loss}_{\text{GAN}}(i) = \left( \log D(X^{GT}(i)) + (1 - \log D(X^{Y}(i))) \right), \\
\text{(6)}
\]

where \( X^{GT} \) and \( X^{Y} \) are the gradient values of \( I^{GT} \) and \( \hat{Y}_{f} \), as shown in Figure 2, respectively. In addition to \( \text{Loss}_{\text{GAN}} \), \( \text{Loss}_{\text{struct}} \) is defined as follows:

\[
\text{Loss}_{\text{struct}}(i) = \left( \sum_{\text{Dir}=1}^{N_D} \frac{\| X^{Y}(i, \text{Dir}) - X^{GT}(i, \text{Dir}) \|^2}{\| X^{Y}(i, \text{Dir}) \| \cdot \| X^{GT}(i, \text{Dir}) \| + \lambda} \right), \\
\text{(7)}
\]

where \( \text{Dir} \) indicates the direction of gradient values. \( \lambda \) is the offset value and was empirically set to 32. \( N_D \) was set to 24 because gradients on eight neighborhoods of the current pixel in three color channels were used. Considering that the gradient of a given image is the most basic and important information used to derive structural information, \( \text{Loss}_{\text{struct}} \) can effectively reflect the loss of structural information. Figure 3 shows example results of the normalized \( \text{Loss}_{\text{residual}} \) and \( \text{Loss}_{\text{struct}} \) of training patches. As shown in this figure, compared with the energy distribution of \( \text{Loss}_{\text{residual}} \), the energy distribution of \( \text{Loss}_{\text{struct}} \) is concentrated in the texture or edge areas, having a relatively high amount of structural information in a training patch.

![Figure 2. The proposed GAN-based training model using the gradient fidelity-based heterogeneous loss function.](figure.png)
Therefore, if the balance between $\text{Loss}_{\text{residual}}$ and $\text{Loss}_{\text{struct}}$ can be adjusted depending on the characteristics of the patch, the qualities of noise suppression and the preservation of structural information can be maximized. Hence, we tried to set the ideal training direction using $\alpha$ as the balancing value. To estimate the characteristics of the patch, we utilized the result of $D$ as shown in Equation (4). As mentioned in Section 2.2.2, the $D$ provides two probabilities ($D(X^{GT}(i))$, $D(X^{Y}(i))$) ranging from 0 to 1. These values represent the fidelity of structural information between $I^{GT}$ and $\hat{Y}_f$ that are the original patch and restored patch by the $G$. By using these probabilities, $\alpha$ can be defined as follows:

$$\alpha(i) = \kappa \times \frac{D(X^{GT}(i)) + 1}{D(X^{Y}(i)) + 1},$$

where $\kappa$ is the scaling factor and was set to 3 through the extensive experiments. In our method, 1 in numerator and denominator is the offset value. If the value of $D(X^{GT}(i))$ is large and the value of $D(X^{Y}(i))$ is small, this indicates that it is easy to distinguish the $X^{GT}(i)$ from the $X^{Y}(i)$ from the viewpoint of the $D$. In other words, the restoration result of the gradients information by the $G$ for the corresponding $i$th input training pair is not accurate, indicating that the $G$ provides a restored image that has a low fidelity of structural information with respect to $X^{GT}$. In this case, $\alpha$ is increased (to be close to $\kappa \times (1 + 1)/(0 + 1) = \kappa \times 2$) so as to increase the strength of $\text{Loss}_{\text{struct}}$. As a result, the training is concentrated on improving the fidelity of the structural information. In the opposite case, the accuracy of gradient restoration of the $G$ is high, which leads to a decrease in $\alpha$ (to be close to $\kappa \times ((0.5 + 1)/(0.5 + 1)) = \kappa \times 1$). In this case, the training is focused on smoothing-based noise suppression. Consequently, the strength of $\text{Loss}_{\text{struct}}$ can be continuously updated depending on the fidelity between the gradient of the $I^{GT}$ and $\hat{Y}_f$, and this fidelity can be estimated by the $D$. The patch including a texture region with high energy is generally more difficult to restore than the patch including a smooth region or a region having clear boundaries, thus, it is likely to have a low fidelity of structural information (as it is easy to be smoothed). These characteristics are well reflected by $\alpha$ value. Figure 4 shows examples of $I^{GT}$ and $\hat{Y}_f$ paired with their $\alpha$ values. As shown in this figure, the patches with relatively low energy (Figure 4a), including unclear

![Figure 3. Examples of Loss and Loss struct: 1st row: original patches, 2nd row: resultant patches by the G, 3rd row: normalized Loss, 4th row: normalized Loss struct.](image-url)
boundaries, have low $\alpha$ values, thus the loss function with a strong $\text{Loss}_{\text{residual}}$ value is used for training. For this case, the strong noise suppression is performed. For the patches with clear boundaries (Figure 4b), a moderate strength of $\text{Loss}_{\text{struct}}$ is used for training. Finally, for the patches with texture areas (Figure 4c), a high $\alpha$ value is applied and a strong $\text{Loss}_{\text{struct}}$ is used for training. Hence, the texture region that is easy to be smoothed by a denoiser can be effectively preserved. The utilization effectiveness of the $\alpha$ for improving the preservation quality of structural information will be analyzed in the experimental results.

Figure 4. Examples of original (left) patches and resultant patches (right) by $G$ with $\alpha$ values. (noise level: $\sigma_n = 25$) (a) $\alpha \leq \kappa \times 1.100$ (b) $\kappa \times 1.100 \leq \alpha \leq \kappa \times 1.600$ (c) $\kappa \times 1.600 \leq \alpha$.

3. Simulation Results

Simulations for testing were performed with widely-used color testing sets, which are Kodak, misc1 (CIPR_M), and Cannon datasets (CIPR_C) from the CIPR image databases (CIPR) [24]. In addition, images captured from the IEC62087 (IEC) [25], football sequences [26], and CBSD68 dataset that is the color version of the grayscale BSD68 dataset were also used as test image sets. For the image noise model, additive white Gaussian noise (AWGN) with typical values of 15, 25, and 35 $\sigma_n$ was used [1,10,19,27].

The color versions of NLM (NLM_C) [5], block-matching, and 3D filtering (BM3DC) [6], which are popular image denoising methods, were used as benchmark methods. The weighted nuclear norm minimization (WNNM) [7] and Multi-channel WNNM (MCWNNM) [8] which are the recent state-of-the-art image denoising methods were also used as a benchmark method. All of these methods were simulated using publicly available MATLAB code. Other benchmark methods were the color versions of MLP [9], DnCNN_C [10], IRCNN_C [1], and MemNet_C [11] which are recent CNN denoisers. For the generation of denoised results of MLP, DnCNN_C, and IRCNN_C, we used the already trained parameters provided by publicly available MATLAB code. For the case of MemNet_C, we trained the model by using same environments with the proposed method. The training environments will be described below.

An Adam solver [28] was used for the training of parameters in the proposed CNN denoiser. The initial step size for each iteration of training was set to $3 \times 10^{-2}$, and the step size was decreased to $9/10$ for every 2000 iterations. The training was terminated when the loss function defined in Equation (4) no longer decreased. For the training images, we used a total of 4000 images, of which 500 were selected from the Berkeley Segmentation Dataset [29], 3000 were selected from the ImageNet database (3000 of the front images out of a total of 5500 images in ILSVRC2017 Object detection test dataset) [30], and 500 were selected from the Waterloo Exploration Database [31] (500 of the front images out of a total of 4744 images). The size of the training patch was set to $70 \times 70$ pixels considering the receptive field of our method, and training patches were randomly cropped from the four corners and centers of the training images. The mini-batch size for each iteration was set to 20. The proposed method was implemented using the tensor flow [32].

The performances of the proposed method with the five benchmark methods were evaluated in two ways: First, the qualities of image denoising were compared using the PSNR, structural similarity index (SSIM) [33], visual information fidelity (VIF) [34], and feature similarity index (FSIM) [35] values. Although PSNR is the most widely used
objective evaluation method for image quality, it is limited in evaluating the loss of small structural information or perceptual image quality, because it is calculated by considering only the squared difference between the original pixel value and the resulting pixel value. In order to alleviate this, SSIM, which can consider the similarity of structural information between the resultant and ground-truth images, is proposed. However, SSIM is also based on MSE [36], so the difference of pixel values can dominate its resulting value rather than the fidelity of structural information for some images. Therefore, we added VIF and FSIM, which are widely used for various image processing applications [37–44] to the PSNR and SSIM as the image quality evaluation metric to accurately evaluate the quality of structural information preservation. VIF, which is based on image information fidelity measures the similarity between images by the amount of information that can be extracted by the brain from a given image. The value of VIF is equal to 1 when the resultant image is a copy of the ground-truth image. FSIM provides the feature similarity index by measuring the similarity of low-level features between resultant and ground-truth images. By using VIF and FSIM, we could more accurately evaluate the improvements obtained through the usage of GAN-based heterogeneous losses.

3.1. Comparisons of Denoising Quality

Table 3 shows the PSNR, SSIM, VIF, and FSIM values for the five benchmark methods and the two kinds of proposed methods, which are Pro_w/o_D (DSDC^3) and Pro_wtih_D. The Pro_w/o_D (DSDC^3) is the proposed G which uses the three DSDCs as shown in Figure 1a and does not use the D and Lossstruct during training, and the Pro_wtih_D is the proposed G which uses the D with Lossstruct during training. As shown in this table, except the MemNetC which requires the tremendous computational complexity, the Pro_w/o_D provided the best PSNR and SSIM values for most noise levels and image sets while using a much smaller number of convolution weights than the DnCNNC and IRCNNC. (The comparison of computational complexity will be analyzed in detail in Section 3.2). This demonstrated that the proposed DSDC^3 network, which has a cascade structure of the three DSDCs, is a very effective convolution approach to image denoising. The MemNetC provided slightly higher denoising quality than the proposed DSDC^3 network, but it has a much higher computational complexity. For the fair comparison, we compared the proposed method with the MemNetC by increasing the number of DSDC. Table 4 shows the PSNR and SSIM values of the proposed DSDC^3 network (Pro_w_o_D_DSDC^5) that uses the five DSDCs, and MemNetC. As shown in this table, the proposed method provided slightly higher or comparable denoising quality while it still has a much smaller computational complexity than the MemNetC, which will be analyzed in a later paragraph.

In the Pro_w/o_D, since only the Lossresidual was used for the loss function, there was a problem in that some weak structural information could not be effectively preserved. Compared to the Pro_w/o_D, the Pro_wtih_D that uses Lossstruct in addition to Lossresidual, and the D provided slightly lower PSNR and SSIM values, but provided higher VIF and FSIM values that more accurately estimated the fidelity of structural information between the ground-truth and resultant images. To evaluate the utilization effectiveness of the α, we compared the denoising performances of the Pro_wtih_D that adjusts α value by using the results of the D as in Equation (8) and Pro_wtih_D without α that fixes the value of α to 1. As shown in Table 5, the Pro_wtih_D without α provided lower VIF and FSIM values that indicate the quality of structural information preservation than those of the Pro_wtih_D. This is because the D-based α-value adjustment allows training to be performed in the direction optimized for the characteristics of the input training data and the G.
Table 3. PSNRs, SSIMs, VIFs, and FSIMs of the benchmark and proposed methods.

| Noise Level | Image Set (Number of Image Set) | rσ = 15 | rσ = 25 | rσ = 35 |
|-------------|---------------------------------|---------|---------|---------|
| **Noisy images** | | | | |
| PSNR [dB] | CIPR_M (18) | CIPR_C (18) | HIC (20) | Football (18) | CRBD (68) | Avg | CIPR_M (18) | CIPR_C (18) | HIC (20) | Football (18) | CRBD (68) | Avg | CIPR_M (18) | CIPR_C (18) | HIC (20) | Football (18) | CRBD (68) | Avg |
| – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – |
| **SSIM** | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – |
| NLM_c | 0.931 | 0.934 | 0.958 | 0.964 | 0.933 | 0.941 | 0.956 | 0.876 | 0.895 | 0.918 | 0.881 | 0.909 | 0.945 | 0.939 | 0.969 | 0.971 | 0.945 | 0.941 | 0.945 |
| BM3DC | 0.939 | 0.940 | 0.957 | 0.963 | 0.938 | 0.946 | 0.961 | 0.887 | 0.902 | 0.923 | 0.886 | 0.913 | 0.947 | 0.941 | 0.971 | 0.973 | 0.947 | 0.941 | 0.945 |
| WNNM | 0.958 | 0.967 | 0.989 | 0.996 | 0.965 | 0.981 | 0.996 | 0.971 | 0.978 | 0.983 | 0.971 | 0.983 | 0.996 | 0.994 | 0.999 | 0.996 | 0.994 | 0.996 | 0.999 |
| **Model-based optimization methods** | | | | |
| PSNR [dB] | CIPR_M (18) | CIPR_C (18) | HIC (20) | Football (18) | CRBD (68) | Avg | CIPR_M (18) | CIPR_C (18) | HIC (20) | Football (18) | CRBD (68) | Avg | CIPR_M (18) | CIPR_C (18) | HIC (20) | Football (18) | CRBD (68) | Avg |
| – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – |
| **SSIM** | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – |
| **Discriminative learning methods (CNN-based methods)** | | | | |
| PSNR [dB] | CIPR_M (18) | CIPR_C (18) | HIC (20) | Football (18) | CRBD (68) | Avg | CIPR_M (18) | CIPR_C (18) | HIC (20) | Football (18) | CRBD (68) | Avg | CIPR_M (18) | CIPR_C (18) | HIC (20) | Football (18) | CRBD (68) | Avg |
| – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – |
| **SSIM** | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – | – |

**Note:** The table compares the performance of various methods in terms of PSNR, SSIM, VIF, and FSIM metrics. The metrics are evaluated on noisy images and model-based optimization methods. The results indicate that the proposed methods outperform existing ones in terms of PSNR and SSIM, with a slight improvement in VIF and FSIM metrics. The table also highlights the effectiveness of the proposed methods in handling different noise levels. **DSDC**: consists of three DSDCs as shown in Figure 1a.
Table 4. PSNR and SSIM values of the MemNetC and the proposed method using the increased number of DSDCs (DSDC^5 network).

| Image Set | Kodak | CIPR_M | CIPR_C | AVG |
|-----------|-------|--------|--------|-----|
| \(\sigma_n = 25\) | MemNetC | PSNR [dB] | 32.474 | 32.594 | 34.100 | 33.056 | 33.06 |
| | SSIM | 0.906 | 0.921 | 0.942 | 0.92 |
| | Pro_w/o_D_ DSDC | PSNR [dB] | 32.424 | 32.502 | 34.052 | 32.99 |
| | SSIM | 0.905 | 0.920 | 0.942 | 0.92 |
| \(\sigma_n = 35\) | MemNetC | PSNR [dB] | 30.846 | 31.152 | 32.643 | 31.55 |
| | SSIM | 0.872 | 0.900 | 0.923 | 0.90 |

DSDC^5: consists of five DSDCs.

Table 5. PSNRs, SSIMs, VIFs, and FSIMs of the Pro_wtih_D and Pro_wtih_D without \(\alpha\) in Equation (8).

| Image Set | Kodak | CIPR_M | CIPR_C | AVG |
|-----------|-------|--------|--------|-----|
| \(\sigma_n = 15\) | Pro_wtih_D | PSNR [dB] | 34.796 | 34.251 | 35.868 | 34.972 |
| | SSIM | 0.940 | 0.942 | 0.958 | 0.947 |
| | VIF | 0.608 | 0.615 | 0.603 | 0.609 |
| | FSIM | 0.986 | 0.977 | 0.988 | 0.984 |
| Pro_wtih_D without \(\alpha\) | PSNR [dB] | 34.828 | 34.398 | 35.956 | 35.061 |
| | SSIM | 0.940 | 0.942 | 0.959 | 0.947 |
| | VIF | 0.603 | 0.611 | 0.595 | 0.603 |
| | FSIM | 0.986 | 0.976 | 0.988 | 0.983 |
| \(\sigma_n = 25\) | Pro_wtih_D | PSNR [dB] | 32.275 | 32.296 | 33.832 | 32.801 |
| | SSIM | 0.902 | 0.917 | 0.938 | 0.919 |
| | VIF | 0.469 | 0.495 | 0.485 | 0.483 |
| | FSIM | 0.973 | 0.963 | 0.979 | 0.972 |
| Pro_wtih_D without \(\alpha\) | PSNR [dB] | 32.286 | 32.351 | 33.871 | 32.836 |
| | SSIM | 0.903 | 0.918 | 0.939 | 0.920 |
| | VIF | 0.466 | 0.493 | 0.480 | 0.480 |
| | FSIM | 0.972 | 0.962 | 0.979 | 0.971 |
| \(\sigma_n = 35\) | Pro_wtih_D | PSNR [dB] | 30.726 | 30.957 | 32.473 | 31.385 |
| | SSIM | 0.871 | 0.898 | 0.921 | 0.897 |
| | VIF | 0.383 | 0.421 | 0.411 | 0.405 |
| | FSIM | 0.959 | 0.951 | 0.969 | 0.960 |
| Pro_wtih_D without \(\alpha\) | PSNR [dB] | 30.747 | 30.968 | 32.468 | 31.394 |
| | SSIM | 0.871 | 0.899 | 0.922 | 0.897 |
| | VIF | 0.381 | 0.420 | 0.408 | 0.403 |
| | FSIM | 0.958 | 0.950 | 0.969 | 0.959 |

Figures 5 and 6 showed the resultant images by the benchmark methods, the Pro_w/o_D, and the Pro_wtih_D for noise level, \(\sigma_n = 35\). Figure 5 showed resultant images by the benchmark methods, the Pro_w/o_D, and the Pro_wtih_D. As in Figure 5, the deep learning-based methods provided the better qualities of noise elimination. Among the deep learning-based methods, the Pro_wtih_D most effectively preserved the small details that are spread throughout the statue face. In addition, the Pro_wtih_D showed an outstanding result in the preservation of rough textures around metal ball. In Figure 6, the Pro_wtih_D showed the best quality of detail preservation in animal’s tail and the ear compared with the benchmark methods. This is because the training of the Pro_wtih_D was performed in order to best reproduce the structural information of the restored image by the \(G\) as close as possible to the noise-free image by adjusting the strength of Loss_{struct} depending on the result of the \(D\).
Figure 5. Denoised results of the benchmark and proposed methods for AWGN (noise level: $\sigma_n = 35$). (a) Original image (cropped from 4th (1st row), 15th (2nd row) and 22th (3rd row) images in Kodak image set) (b) Noisy image, (c) Image by NLM$_C$, (d) Image by BM3D$_C$, (e) Image by WNNM, (f) Image by DnCNN$_C$, (g) Image by IRCNN$_C$, (h) Image by MemNet$_C$, (i) Image by the proposed method without $D$ (Pro$_w/o$$_D$ (DSDC$^3$)), and (j) Image by the proposed method with $D$ (Pro$_w$$_D$ (DSDC$^3$)).

Figure 6. Denoised results of the benchmark and proposed methods for AWGN (noise level: $\sigma_n = 35$). (a) Original image with two enlarged patches (cropped from 20th image in CBSD68 image set) (b) Noisy image, (c) Image by NLM$_C$, (d) Image by BM3D$_C$, (e) Image by WNNM, (f) Image by DnCNN$_C$, (g) Image by IRCNN$_C$, (h) Image by MemNet$_C$, (i) Image by the proposed method without $D$ (Pro$_w/o$$_D$ (DSDC$^3$)), and (j) Image by the proposed method with $D$ (Pro$_w$$_D$ (DSDC$^3$)).
3.2. Comparisons of Computational Complexity

As shown in Section 3.1, of the benchmark methods, DnCNN\(_C\), IRCNN\(_C\), and MemNet\(_C\) which are CNN-based denoisers, showed improved quality of denoising results than the other benchmark methods. In addition, the proposed method (Pro\(_w/o\)_D and Pro\(_w/\_D\)) is also a CNN denoiser. Thus, among the benchmark methods, we compared the computational complexities of the proposed method with DnCNN\(_C\), IRCNN\(_C\), and MemNet\(_C\). The Pro\(_w/o\)_D and the Pro\(_w/\_D\) have the same number of weights for their networks, since the use of the D is only applied during the training. This indicates that the computational complexity of the proposed G is equal to the computational complexity of the proposed method.

Since addition and subtraction operations require a very small amount of hardware resources compared to multiplication, the number of multiplications for convolution operations dominantly determines the computational complexity of the entire network. Hence, we compared the number of multiplications for each method for the comparison of the computational complexities of the benchmark and proposed methods, as shown in Table 6. As shown in this table, the proposed method (DSDC\(^3\)) greatly reduced the number of multiplications to 20.96% and 62.12% compared to the DnCNN\(_C\) and IRCNN\(_C\), respectively, while providing higher PSNR and SSIM values for the various test image sets and noise levels. Compared with the MemNet\(_C\), the number of multiplications of the proposed methods using DSDC\(^3\) and DSDC\(^5\) are 2.34% and 3.96% of the MemNet\(_C\). In addition to the comparison of the number of multiplications, we compared the processing times (C\(_T\)) of the benchmark and the proposed methods. The C\(_T\)s of each method were measured by using tensorflow on a PC with an Intel I7 7700 processor at 3.60 GHz, 16 GB DDR3s, and an Nvidia Titan X (Pascal) GPU. As shown in Table 7, although the proposed method (DSDC\(^3\)) has fewer number of multiplications than the DnCNN\(_C\) and IRCNN\(_C\), the C\(_T\) of the proposed method was slightly larger than the DnCNN\(_C\) and IRCNN\(_C\). This is due to the fact that the proposed method has more convolution stages (because of DSC) in situations where each convolution layer was completely parallelized. However, the number of multiplications has the biggest effect on the cost for the HW implementation. Hence, the reduced number of multiplications of the proposed method could be an advantage in hardware design or CPU-based processing systems. In addition, the proposed method provided a noticeable improvement in denoising performance over the DnCNN\(_C\) and IRCNN\(_C\). Compared with the MemNet\(_C\), the proposed method showed a much lower C\(_T\) while providing the better or comparable denoising performance. This reduction of computational complexity of CNN can enhance the feasibility of CNN implementation in mobile applications and can increase energy efficiency.

| Parameter        | DnCNN\(_C\) | IRCNN\(_C\) | MemNet\(_C\) |
|------------------|-------------|-------------|--------------|
| The number of weights | \((3 \times 3 \times 3 \times 64) + (3 \times 3 \times 64 \times 15) + (3 \times 3 \times 64 \times 3) = 556416\) | \((3 \times 3 \times 3 \times 64) + (3 \times 3 \times 64 \times 5) + (3 \times 3 \times 64 \times 3) = 187776\) | \((3 \times 3 \times 3 \times 64) + (3 \times 3 \times 64 \times 5) + (3 \times 3 \times 64 \times 3) = 4978368\) |

| Parameter        | Pro\(_w/o\)_D (DSDC\(^3\)) | Pro\(_w/\_D\) (DSDC\(^5\)) |
|------------------|-----------------------------|----------------------------|
| The number of weights | \((1 \times 1 \times 24 \times 96 + 12 \times (3 \times 3 \times 96) + 11 \times (1 \times 1 \times 96 \times 96) + 3 \times 3 \times 96 \times 3 = 116640\) | \((1 \times 1 \times 24 \times 96 + 20 \times (3 \times 3 \times 96) + 19 \times (1 \times 1 \times 96 \times 96) + 3 \times 3 \times 96 \times 3 = 197280\) |

| Method          | DnCNN\(_C\) | IRCNN\(_C\) | MemNet\(_C\) | Pro\(_w/o\)_D (DSDC\(^3\)) | Pro\(_w/\_D\) (DSDC\(^5\)) |
|-----------------|-------------|-------------|--------------|-----------------------------|----------------------------|
| C\(_T\) (MS)    | 0.16        | 0.08        | 1.29         | 0.21                        | 0.32                        |
4. Conclusions

In this paper, we proposed a novel GAN denoiser that uses heterogeneous losses, consisting of MSE-based loss and structural loss, for its training in order to improve the quality of detail preservation while maintaining the quality of noise suppression. In addition, a DSC-based module that utilizes the dilated convolution and symmetric skip connection was used for the proposed GAN denoiser in order to greatly reduce the computational complexity of the proposed network while maintaining or slightly increasing the denoising performance. In the proposed method, training was carried out so as to improve the quality of detail preservation using the GAN structure. By adjusting the strength of the proposed structural loss depending on the gradient fidelity between the original and restored images, which is calculated by the discriminator, we could reproduce the structural information most similar to that of the original image while maintaining the quality of noise suppression in smooth regions.

The advantages of the proposed method were verified on various test images and by noise levels. The proposed method showed the best denoising quality by providing various image quality indexes that were superior to those of the benchmark methods while greatly reducing the computational complexity.
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