Neural Models for Information Retrieval

Bhaskar Mitra  
Microsoft, UCL*  
Cambridge, UK  
bmitra@microsoft.com

Nick Craswell  
Microsoft  
Bellevue, USA  
nickcr@microsoft.com

Abstract

Neural ranking models for information retrieval (IR) use shallow or deep neural networks to rank search results in response to a query. Traditional learning to rank models employ machine learning techniques over hand-crafted IR features. By contrast, neural models learn representations of language from raw text that can bridge the gap between query and document vocabulary. Unlike classical IR models, these new machine learning based approaches are data-hungry, requiring large scale training data before they can be deployed. This tutorial introduces basic concepts and intuitions behind neural IR models, and places them in the context of traditional retrieval models. We begin by introducing fundamental concepts of IR and different neural and non-neural approaches to learning vector representations of text. We then review shallow neural IR methods that employ pre-trained neural term embeddings without learning the IR task end-to-end. We introduce deep neural networks next, discussing popular deep architectures. Finally, we review the current DNN models for information retrieval. We conclude with a discussion on potential future directions for neural IR.

1 Introduction

Since the turn of the decade, there have been dramatic improvements in performance in computer vision, speech recognition, and machine translation tasks, witnessed in research and in real-world applications [112]. These breakthroughs were largely fuelled by recent advances in neural network models, usually with multiple hidden layers, known as deep architectures [6, 49, 81, 103, 112]. Exciting novel applications, such as conversational agents [185, 203], have also emerged, as well as game-playing agents with human-level performance [147, 180]. Work has now begun in the information retrieval (IR) community to apply these neural methods, leading to the possibility of advancing the state of the art or even achieving breakthrough performance as in these other fields.

Retrieval of information can take many forms. Users can express their information need in the form of a text query—by typing on a keyboard, by selecting a query suggestion, or by voice recognition—or the query can be in the form of an image, or in some cases the need can even be implicit. Retrieval can involve ranking existing pieces of content, such as documents or short-text answers, or composing new responses incorporating retrieved information. Both the information need and the retrieved results may use the same modality (e.g., retrieving text documents in response to keyword queries), or different ones (e.g., image search using text queries). Retrieval systems may consider user history, physical location, temporal changes in information, or other context when ranking results. They may also help users formulate their intent (e.g., via query auto-completion or query suggestion) and/or extract succinct summaries of results for easier inspection.

Neural IR refers to the application of shallow or deep neural networks to these retrieval tasks. This tutorial serves as an introduction to neural methods for ranking documents in response to a query, an
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important IR task. A search query may typically contain a few terms, while the document length, depending on the scenario, may range from a few terms to hundreds of sentences or more. Neural models for IR use vector representations of text, and usually contain a large number of parameters that needs to be tuned. ML models with large set of parameters typically require a large quantity of training data [196]. Unlike traditional learning to rank (L2R) approaches that train ML models over a set of hand-crafted features, neural models for IR typically accept the raw text of a query and document as input. Learning suitable representations of text also demands large-scale datasets for training [141]. Therefore, unlike classical IR models, these neural approaches tend to be data-hungry, with performance that improves with more training data.

Text representations can be learnt in an unsupervised or supervised fashion. The supervised approach uses IR data such as labeled query-document pairs, to learn a representation that is optimized end-to-end for the task at hand. If sufficient IR labels are not available, the unsupervised approach learns a representation using just the queries and/or documents. In the latter case, different unsupervised learning setups may lead to different vector representations, that differ in the notion of similarity that they capture between represented items. When applying such representations, the choice of unsupervised learning setup should be carefully considered, to yield a notion of text similarity that is suitable for the target task. Traditional IR models such as Latent Semantic Analysis (LSA) [48] learn dense vector representations of terms and documents. Neural representation learning models share some commonalities with these traditional approaches. Much of our understanding of these traditional approaches from decades of research can be extended to these modern representation learning models.

In other fields, advances in neural networks have been fuelled by specific datasets and application needs. For example, the datasets and successful architectures are quite different in visual object recognition, speech recognition, and game playing agents. While IR shares some common attributes with the field of natural language processing, it also comes with its own set of unique challenges. IR systems must deal with short queries that may contain previously unseen vocabulary, to match against documents that vary in length, to find relevant documents that may also contain large sections of irrelevant text. IR systems should learn patterns in query and document text that indicate relevance, even if query and document use different vocabulary, and even if the patterns are task-specific or context-specific.

The goal of this tutorial is to introduce the fundamentals of neural IR, in context of traditional IR research, with visual examples to illustrate key concepts and a consistent mathematical notation for describing key models. Section 2 presents a survey of IR tasks, challenges, metrics and non-neural models. Section 3 provides a brief overview of neural IR models and a taxonomy for different neural approaches to IR. Section 4 introduces neural and non-neural methods for learning term embeddings, without the use of supervision from IR labels, and with a focus on the notion of similarity. Section 5 surveys some specific approaches for incorporating such embeddings in IR. Section 6 introduces the fundamentals of deep models that are used in IR so far, including popular architectures and toolkits.
Section 7 surveys some specific approaches for incorporating deep neural networks in IR. Section 8 is our discussion, including future work, and conclusion.

Motivation for this tutorial Neural IR is an emerging field. Research publication in the area has been increasing (Figure 1), along with relevant workshops [42–44], tutorials [97, 119, 140], and plenary talks [41, 129]. Because this growth in interest is fairly recent, some researchers with IR expertise may be unfamiliar with neural models, and other researchers who have already worked with neural models may be unfamiliar with IR. The purpose of this tutorial is to bridge the gap, by describing the relevant IR concepts and neural methods in the current literature.

2 Fundamentals of text retrieval

We focus on text retrieval in IR, where the user enters a text query and the system returns a ranked list of search results. Search results may be passages of text or full text documents. The system’s goal is to rank the user’s preferred search results at the top. This problem is a central one in the IR literature, with well understood challenges and solutions. This section provides an overview of those, such that we can refer to them in subsequent sections.

2.1 IR tasks

Text retrieval methods for full text documents and for short text passages have application in ad hoc retrieval systems and question answering systems respectively.

Ad-hoc retrieval Ranked document retrieval is a classic problem in information retrieval, as in the main task of the Text Retrieval Conference [205], and performed by popular search engines such as Google, Bing, Baidu, or Yandex. TREC tasks may offer a choice of query length, ranging from a few words to a few sentences, whereas search engine queries tend to be at the shorter end of the range. In an operational search engine, the retrieval system uses specialized index structures to search potentially billions of documents. The results ranking is presented in a search engine results page (SERP), with each result appearing as a summary and a hyperlink. The engine can instrument the SERP, gathering implicit feedback on the quality of search results such as click decisions and dwell times.

A ranking model can take a variety of input features. Some ranking features may depend on the document alone, such as how popular the document is with users, how many incoming links it has, or to what extent document seems problematic according to a Web spam classifier. Other features depend on how the query matches the text content of the document. Still more features match the query against document metadata, such as referred text of incoming hyperlink anchors, or the text of queries from previous users that led to clicks on this document. Because anchors and click queries are a succinct description of the document, they can be a useful source of ranking evidence, but they are not always available. A newly created document would not have much link or click text. Also, not every document is popular enough to have past links and clicks, but it still may be the best search result for a user’s rare or tail query. In such cases, when text metadata is unavailable, it is crucial to estimate the document’s relevance primarily based on its text content.

In the text retrieval community, retrieving documents for short-text queries by considering the long body text of the document is an important challenge. The ad-hoc and Web tracks² at the popular Text Retrieval Conference (TREC) [204] focus specifically on this task. The TREC participants are provided a set of, say fifty, search queries and a document collection containing 500-700K newswire and other documents. Top ranked documents retrieved for each query from the collection by different competing retrieval systems are assessed by human annotators based on their relevance to the query. Given a query, the goal of the IR model is to rank documents with better assessor ratings higher than the rest of the documents in the collection. In Section 2.4, we describe popular IR metrics for quantifying model performance given the ranked documents retrieved by the model and the corresponding assessor judgments for a given query.

Question-answering Question-answering tasks may range from choosing between multiple choices (typically entities or binary true-or-false decisions) [78, 80, 165, 212] to ranking spans of text or
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passages [3, 55, 162, 206, 221], and may even include synthesizing textual responses by gathering evidence from one or more sources [145, 154]. TREC question-answering experiments [206] has participating IR systems retrieve spans of text, rather than documents, in response to questions. IBM’s DeepQA [55] system—behind the Watson project that famously demonstrated human-level performance on the American TV quiz show, "Jeopardy!"—also has a primary search phase, whose goal is to find as many potentially answer-bearing passages of text as possible. With respect to the question-answering task, the scope of this tutorial is limited to ranking answer containing passages in response to natural language questions or short query texts.

Retrieving short spans of text pose different challenges than ranking documents. Unlike the long body text of documents, single sentences or short passages tend to be on point with respect to a single topic. However, answers often tend to use different vocabulary than the one used to frame the question. For example, the span of text that contains the answer to the question "what year was Martin Luther King Jr. born?" may not contain the term “year”. However, the phrase "what year" implies that the correct answer text should contain a year—such as ‘1929’ in this case. Therefore, IR systems that focus on the question-answering task need to model the patterns expected in the answer passage based on the intent of the question.

2.2 Desiderata of IR models

Before we describe any specific IR model, it is important for us to discuss the attributes that we desire from a good retrieval system. For any IR system, the relevance of the retrieved items to the input query is of foremost importance. But relevance measurements can be nuanced by the properties of robustness, sensitivity and efficiency that we expect the system to demonstrate. These attributes not only guide our model designs but also serve as yardsticks for comparing the different neural and non-neural approaches.

Semantic understanding Most traditional approaches for ad-hoc retrieval count repititions of the query terms in the document text. Exact term matching between the query and the document text, while simple, serves as a foundation for many IR systems. Different weighting and normalization schemes over these counts leads to a variety of TF-IDF models, such as BM25 [166].

However, by only inspecting the query terms the IR model ignores all the evidence of aboutness from the rest of the document. So, when ranking for the query “Australia”, only the occurrences of “Australia” in the document are considered, although the frequency of other words like “Sydney” or “kangaroo” may be highly informative. In the case of the query “what channel are the seahawks on today”, the query term “channel” implies that the IR model should pay attention to occurrences of “ESPN” or “Sky Sports” in the document text—none of which appears in the query itself.

Semantic understanding, however, goes beyond mapping query terms to document terms. A good IR model may consider the terms “hot” and “warm” related, as well as the terms “dog” and “puppy”—but must also distinguish that a user who submits the query “hot dog” is not looking for a “warm puppy” [118]. At the more ambitious end of the spectrum, semantic understanding would involve logical reasons by the IR system—so for the query “concerts during SIGIR” it associates a specific edition of the conference (the upcoming one) and considers both its location and dates when recommending concerts nearby during the correct week.

These examples motivate that IR models should have some latent representations of intent as expressed by the query and of the different topics in the document text—so that inexact matching can be performed that goes beyond lexical term counting.

Robustness to rare inputs Query frequencies in most IR setups follow a Zipfian distribution [216] (see Figure 2). In the publicly available AOL query logs [159], for example, more than 70% of the distinct queries are seen only once in the period of three months from which the queries are sampled. In the same dataset, more than 50% of the distinct documents are clicked only once. A good IR method must be able to retrieve these infrequently searched-for documents, and perform reasonably well on queries containing terms that appear extremely rarely, if ever, in its historical logs.

Many IR models that learn latent representations of text from data often naively assume a fixed size vocabulary. These models perform poorly when the query consists of terms rarely (or never) seen in the training data. Even if the model does not assume a fixed vocabulary, the quality of the latent
representations may depend heavily on how frequently the terms under consideration appear in the training dataset. **Exact matching** models, like BM25 [166], on the other hand can precisely retrieve documents containing rare terms.

Semantic understanding in an IR model cannot come at the cost of poor retrieval performance on queries containing rare terms. When dealing with a query such as “pekarovic land company” the IR model will benefit from considering exact matches of the rare term “pekarovic”. In practice an IR model may need to effectively trade-off exact and inexact matching for a query term. However, the decision of when to perform exact matching can itself be informed by semantic understanding of the context in which the terms appear in addition to the terms themselves.

**Robustness to corpus variance** An interesting consideration for IR models is how well they perform on corpuses whose distributions are different from the data that the model was trained on. Models like BM25 [166] have very few parameters and often demonstrate reasonable performance “out of the box” on new corpuses with little or no additional tuning of parameters. Deep learning models containing millions (or even billions) of parameters, on the other hand, are known to be more sensitive to distributional differences between training and evaluation data, and has been shown to be especially vulnerable to adversarial inputs [194].

Some of the variances in performance of deep models on new corpuses is offset by better retrieval on the test corpus that is distributionally closer to the training data, where the model may have picked up crucial corpus specific patterns. For example, it may be understandable if a model that learns term representations based on the text of Shakespeare’s Hamlet is effective at retrieving passages relevant to a search query from The Bard’s other works, but performs poorly when the retrieval task involves a corpus of song lyrics by Jay-Z. However, the poor performances on new corpus can also be indicative that the model is overfitting, or suffering from the Clever Hans effect [187]. For example, an IR model trained on recent news corpus may learn to associate “Theresa May” with the query “uk prime minister” and as a consequence may perform poorly on older TREC datasets where the connection to “John Major” may be more appropriate.

ML models that are hyper-sensitive to corpus distributions may be vulnerable when faced with unexpected changes in distributions or “black swans” in the test data. This can be particularly problematic when the test distributions naturally evolve over time due to underlying changes in the user population or behavior. The models, in these cases, may need to be re-trained periodically, or designed to be invariant to such changes.

**Robustness to variable length inputs** A typical text collection contains documents of varied lengths (see Figure 3). For a given query, a good IR system must be able to deal with documents of different lengths without over-retrieving either long or short documents. Relevant documents may
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contain irrelevant sections, and the relevant content may either be localized in a single section of the
document, or spread over different sections. Document length normalization is well-studied in the
context of IR models (e.g., pivoted length normalization [181]), and this existing research should
inform the design of any new IR models.

**Robustness to errors in input** No IR system should assume error-free inputs—neither when
considering the user query nor when inspecting the documents in the text collection. While traditional
IR models have typically involved specific components for error correction—such as automatic spell
corrections over queries—new IR models may adopt different strategies towards dealing with such
errors by operating at the character-level and/or by learning better representations from noisy texts.

**Sensitivity to context** Retrieval in the wild can leverage many implicit and explicit context infor-
mation.\(^5\) The query “weather” can refer to the weather in Seattle or in London depending on where
the user is located. An IR model may retrieve different results for the query “decorations” depending
on the time of the year. The query “giants match highlights” can be better disambiguated if the IR
system knows whether the user is a fan of baseball or American football, whether she is located
on the East or the West coast of USA, or if the model has knowledge of recent sport fixtures. In
a conversational IR system, the correct response to the question “When did she become the prime
minister?” would depend on disambiguating the correct entity based on the context of references
made in the previous turns of the conversation. Relevance, therefore, in many applications is situated
in the user and task context, and is an important consideration in the design of IR systems.

**Efficiency** Efficiency of retrieval is one of the salient points of any retrieval system. A typical
commercial Web search engine may deal with tens of thousands of queries per second\(^6\)—retrieving
results for each query from an index containing billions of documents. Search engines typically
involve large multi-tier architectures and the retrieval process generally consists of multiple stages
of pruning the candidate set of documents [131]. The IR model at the bottom of this telescoping
setup may need to sift through billions of documents—while the model at the top may only need to
re-rank between tens of promising documents. The retrieval approaches that are suitable at one level
of the stack may be highly impractical at a different step—models at the bottom need to be fast but
mostly focus on eliminating irrelevant or junk results, while models at the top tend to develop more
sophisticated notions of relevance, and focus on distinguishing between documents that are much
closer on the relevance scale. So far, much of the focus on neural IR approaches have been limited to
re-ranking top-\(n\) documents.

\(^5\)As an extreme example, in the proactive retrieval scenario the retrieval can be triggered based solely on
implicit context without any explicit query submission from the user.

\(^6\)http://www.internetlivestats.com/one-second/#google-band
Table 1: Notation used in this tutorial.

| Meaning                                           | Notation |
|---------------------------------------------------|----------|
| Single query                                      | $q$      |
| Single document                                   | $d$      |
| Set of queries                                    | $Q$      |
| Collection of documents                           | $D$      |
| Term in query $q$                                 | $t_q$    |
| Term in document $d$                              | $t_d$    |
| Full vocabulary of all terms                      | $T$      |
| Set of ranked results retrieved for query $q$     | $R_q$    |
| Result tuple (document $d$ at rank $i$)           | $\langle i, d \rangle$, where $\langle i, d \rangle \in R_q$ |
| Ground truth relevance label of document $d$ for query $q$ | $rel_q(d)$ |
| $d_i$ is more relevant than $d_j$ for query $q$   | $rel_q(d_i) > rel_q(d_j)$, or succinctly $d_i \succ d_j$ |
| Frequency of term $t$ in document $d$             | $tf(t, d)$ |
| Number of documents in $D$ that contains term $t$ | $df(t)$  |
| Vector representation of text $z$                 | $\vec{v_z}$ |
| Probability function for an event $\mathcal{E}$   | $p(\mathcal{E})$ |

While this list of desired attributes of an IR model is in no way complete, it serves as a reference for comparing many of the neural and non-neural approaches described in the rest of this tutorial.

### 2.3 Notation

We adopt some common notation for this tutorial shown in Table 1. We use lower-case to denote vectors (e.g., $\vec{x}$) and upper-case for tensors of higher dimensions (e.g., $X$). The ground truth $rel_q(d)$ in Table 1 may be based on either manual relevance annotations or be implicitly derived from user behaviour on SERP (e.g., from clicks).

### 2.4 Metrics

A large number of IR studies [52, 65, 70, 84, 92, 93, 106, 144] have demonstrated that users of retrieval systems tend to pay attention mostly to top-ranked results. IR metrics, therefore, focus on rank-based comparisons of the retrieved result set $R$ to an ideal ranking of documents, as determined by manual judgments or implicit feedback from user behaviour data. These metrics are typically computed at a rank position, say $k$, and then averaged over all queries in the test set. Unless otherwise specified, $R$ refers to the top-$k$ results retrieved by the model. Next, we describe a few popular metrics used in IR evaluations.

**Precision and recall** Precision and recall both compute the fraction of relevant documents retrieved for a query $q$, but with respect to the total number of documents in the retrieved set $R_q$ and the total number of relevant documents in the collection $D$, respectively. Both metrics assume that the relevance labels are binary.

\[
Precision_q = \frac{\sum_{(i,d) \in R_q} rel_q(d)}{|R_q|} \quad (1)
\]

\[
Recall_q = \frac{\sum_{(i,d) \in R_q} rel_q(d)}{\sum_{d \in D} rel_q(d)} \quad (2)
\]

**Mean reciprocal rank (MRR)** Mean reciprocal rank [40] is also computed over binary relevance judgments. It is given as the reciprocal rank of the first relevant document averaged over all queries.

\[
RR_q = \max_{\langle i, d \rangle \in R_q} \frac{rel_q(d)}{i} \quad (3)
\]
Mean average precision (MAP)  

The average precision [235] for a ranked list of documents $R$ is given by,

$$
AveP_q = \frac{\sum_{(i,d) \in R_q} Precision_{q,i} \times rel_q(d)}{\sum_{d \in D} rel_q(d)}
$$

where, $Precision_{q,i}$ is the precision computed at rank $i$ for the query $q$. The average precision metric is generally used when relevance judgments are binary, although variants using graded judgments have also been proposed [167]. The mean of the average precision over all queries gives the MAP score for the whole set.

Normalized discounted cumulative gain ($NDCG$)  

There are few different variants of the discounted cumulative gain ($DCG_q$) metric [90] which can be used when graded relevance judgments are available for a query $q$—say, on a five-point scale between zero to four. A popular incarnation of this metric is as follows.

$$
DCG_q = \sum_{(i,d) \in R_q} \frac{2^{rel_q(d)} - 1}{\log_2(i + 1)}
$$

The ideal DCG ($IDCG_q$) is computed the same way but by assuming an ideal rank order for the documents up to rank $k$. The normalized DCG ($NDCG_q$) is then given by,

$$
NDCG_q = \frac{DCG_q}{IDCG_q}
$$

2.5 Traditional IR models

In this section, we introduce a few of the traditionally popular IR approaches. The decades of insights from these IR models not only inform the design of our new neural based approaches, but these models also serve as important baselines for comparison. They also highlight the various desiderata that we expect the neural IR models to incorporate.

**TF-IDF**  

There is a broad family of statistical functions in IR that consider the number of occurrences of each query term in the document (term-frequency) and the corresponding inverse document frequency of the same terms in the full collection (as an indicator of the informativeness of the term). One theoretical basis for such formulations is the probabilistic model of IR that yielded the popular BM25 [166] ranking function.

$$
BM25(q,d) = \sum_{t_q \in q} idf(t_q) \cdot \frac{tf(t_q, d) \cdot (k_1 + 1)}{tf(t_q, d) + k_1 \cdot \left(1 - b + b \cdot \frac{|d|}{avgdl}\right)}
$$

where, $avgdl$ is the average length of documents in the collection $D$, and $k_1$ and $b$ are parameters that are usually tuned on a validation dataset. In practice, $k_1$ is sometimes set to some default value in the range $[1.2, 2.0]$ and $b$ as 0.75. The $idf(t)$ is popularly computed as,

$$
idf(t) = \log \frac{|D| - df(t) + 0.5}{df(t) + 0.5}
$$

BM25 aggregates the contributions from individual terms but ignores any phrasal or proximity signals between the occurrences of the different query terms in the document. A variant of BM25 [229] also considers documents as composed of several fields (such as, title, body, and anchor texts).
Language modelling (LM) In the language modelling based approach [79, 161, 230], documents are ranked by the posterior probability $p(d|q)$.

\[
p(d|q) = \frac{p(q|d)p(d)}{\sum_{d \in D} p(q|d)p(d)} \propto p(q|d)p(d)
\]

where, $p(q|d)$, assuming $p(d)$ is uniform

\[
= p(q|d)
\]

\[
= \prod_{t_q \in q} p(t_q|d)
\]

\[
= \prod_{t_q \in q} \left( \lambda \hat{p}(t_q|d) + (1 - \lambda)\hat{p}(t_q|D) \right)
\]

\[
= \prod_{t_q \in q} \left( \lambda \frac{tf(t_q, d)}{|d|} + (1 - \lambda)\frac{\sum_{d \in D} tf(t_q, d)}{\sum_{d \in D} |d|} \right)
\]

where, $\hat{p}(E)$ is the maximum likelihood estimate (MLE) of the probability of event $E$, $p(q|d)$ indicates the probability of generating query $q$ by randomly sampling terms from document $d$. For smoothing, terms are sampled from both the document $d$ and the full collection $D$—the two events are treated as mutually exclusive, and their probability is given by $\lambda$ and $(1 - \lambda)$, respectively.

Both TF-IDF and language modelling based approaches estimate document relevance based on the count of only the query terms in the document. The position of these occurrences and the relationship with other terms in the document are ignored.

Translation models Berger and Lafferty [17] proposed an alternative method to estimate $p(t_q|d)$ in the language modelling based IR approach (Equation 11), by assuming that the query $q$ is being generated via a "translation" process from the document $d$.

\[
p(t_q|d) = \sum_{t_d \in d} p(t_q|t_d) \cdot p(t_d|d)
\]

The $p(t_q|t_d)$ component allows the model to garner evidence of relevance from non-query terms in the document. Berger and Lafferty [17] propose to estimate $p(t_q|t_d)$ from query-document paired data similar to popular techniques in statistical machine translation [22, 23]—but other approaches for estimation have also been explored [236].

Dependence model None of the three IR models described so far consider proximity between query terms. To address this, Metzler and Croft [132] proposed a linear model over proximity-based features.

\[
DM(q, d) = (1 - \lambda_{ow} - \lambda_{uw}) \sum_{t_q \in q} \log \left( (1 - \alpha_d) \frac{tf(t_q, d)}{|d|} + \alpha_d \frac{\sum_{d \in D} tf(t_q, d)}{\sum_{d \in D} |d|} \right)
\]

\[
+ \lambda_{ow} \sum_{c_q \in ow(q)} \log \left( (1 - \alpha_d) \frac{tf_{\#1}(c_q, d)}{|d|} + \alpha_d \frac{\sum_{d \in D} tf_{\#1}(c_q, d)}{\sum_{d \in D} |d|} \right)
\]

\[
+ \lambda_{uw} \sum_{c_q \in uw(q)} \log \left( (1 - \alpha_d) \frac{tf_{\#uw,N}(c_q, d)}{|d|} + \alpha_d \frac{\sum_{d \in D} tf_{\#uw,N}(c_q, d)}{\sum_{d \in D} |d|} \right)
\]

where, $ow(q)$ and $uw(q)$ are the set of all contiguous $n$-grams (or phrases) and the set of all bags of terms that can be generated from query $q$. $tf_{\#1}$ and $tf_{\#uw,N}$ are the ordered-window and unordered-window operators from Indri [186]. Finally, $\lambda_{ow}$ and $\lambda_{uw}$ are the tunable parameters of the model.
Pseudo relevance feedback (PRF)  PRF-based methods, such as Relevance Models (RM) [108, 109], typically demonstrate strong performance at the cost of executing an additional round of retrieval. The set of ranked documents $R_1$ from the first round of retrieval is used to select expansion terms to augment the query for the second round of retrieval. The ranked set $R_2$ from the second round are presented to the user.

The underlying approach to scoring a document in RM is by computing the KL divergence [105] between the query language model $\theta_q$ and the document language model $\theta_d$.

$$score(q,d) = - \sum_{t \in T} p(t|\theta_q) \log \frac{p(t|\theta_q)}{p(t|\theta_d)}$$  \hspace{1cm} (16)

Without PRF,

$$p(t|\theta_q) = \frac{tf(t,q)}{|q|}$$  \hspace{1cm} (17)

But under the popular RM3 [2] formulation the new query language model $\bar{\theta}_q$ is estimated by,

$$p(t|\bar{\theta}_q) = \alpha \frac{tf(t,q)}{|q|} + (1 - \alpha) \sum_{d \in R_1} p(t|\theta_d) p(d) \prod_{\bar{t} \in q} p(\bar{t}|\theta_d)$$  \hspace{1cm} (18)

By expanding the query using the results from the first round of retrieval PRF based approaches tend to be more robust to the vocabulary mismatch problem plaguing many other traditional IR models.

2.6 Learning to rank (L2R)

In learning to rank, a query-document pair is represented by a vector of numerical features $\vec{x} \in \mathbb{R}^n$, and a model $f: \vec{x} \rightarrow \mathbb{R}$ is trained that maps the feature vector to a real-valued score. The training dataset for the model consists of a set of queries and a set of documents per query. Depending on the flavour of L2R, in addition to the feature vector, each query-document pair in the training data is augmented with some relevance information. Liu [121] categorized the different L2R approaches based on their training objectives.

- In the pointwise approach, the relevance information $rel_q(d)$ is in the form of a numerical value associated with every query-document pair with feature vector $\vec{x}_{q,d}$. The numerical relevance label can be derived from binary or graded relevance judgments or from implicit user feedback, such as clickthrough information. A regression model is typically trained on the data to predict the numerical value $rel_q(d)$ given $\vec{x}_{q,d}$.

- In the pairwise approach, the relevance information is in the form of preferences between pairs of documents with respect to individual queries (e.g., $d_i \succ d_j$). The ranking problem in this case reduces to binary classification for predicting the more relevant document.

- Finally, the listwise approach involves directly optimizing for a rank-based metric—which is difficult because these metrics are often not continuous (and hence not differentiable) with respect to the model parameters.

The input features for L2R models typically belong to one of three categories.

- Query-independent or static features (e.g., PageRank or spam score of the document)
- Query-dependent or dynamic features (e.g., BM25)
- Query-level features (e.g., number of words in query)

Many machine learning models—including support vector machines, neural networks, and boosted decision trees—have been employed over the years for the learning to rank task, and a correspondingly
Figure 4: Document ranking typically involves a query and a document representation steps, followed by a matching stage. Neural models can be useful either for generating good representations or in estimating relevance, or both.

A large number of different loss functions have been explored. Next, we briefly describe RankNet [26] that has been a popular choice for training neural L2R models and was also—for many years—an industry favourite, such as at the commercial Web search engine Bing.

**RankNet** RankNet [26] is pairwise loss function. For a given query $q$, a pair of documents $(d_i, d_j)$, with different relevance labels, such that $d_i \succ q d_j$, and feature vectors $(\vec{x}_i, \vec{x}_j)$, is chosen. The model $f : \mathbb{R}^n \rightarrow \mathbb{R}$, typically a neural network but can also be any other machine learning model whose output is differentiable with respect to its parameters, computes the scores $s_i = f(\vec{x}_i)$ and $s_j = f(\vec{x}_j)$, such that ideally $s_i > s_j$. Given the output scores $(s_i, s_j)$ from the model corresponding to the two documents, the probability that $d_i$ would be ranked higher than $d_j$ is given by,

$$p_{ij} = p(d_i \succ_q d_j) \equiv \frac{1}{1 + e^{-\sigma(s_i - s_j)}}$$ (19)

where, $\sigma$ determines the shape of the sigmoid. Let $S_{ij} \in \{-1, 0, +1\}$ be the true preference label between $d_i$ and $d_j$ for the training sample—denoting $d_i$ is more, equal, or less relevant than $d_j$, respectively. Then the desired probability of ranking $d_i$ over $d_j$ is given by $\bar{p}_{ij} = \frac{1}{2}(1 + S_{ij})$. The cross-entropy loss $\mathcal{L}$ between the desired probability $\bar{p}_{ij}$ and the predicted probability $p_{ij}$ is given by,

$$\mathcal{L} = -\bar{p}_{ij} \log(p_{ij}) - (1 - \bar{p}_{ij}) \log(1 - p_{ij})$$ (20)

$$= \frac{1}{2} (1 - S_{ij}) \sigma(s_i - s_j) + \log(1 + e^{-\sigma(s_i - s_j)})$$ (21)

$$= \log(1 + e^{-\sigma(s_i - s_j)}) \text{ if, documents are ordered such that } d_i \succ q d_j (S_{ij} = 1)$$ (22)

Note that $\mathcal{L}$ is differentiable with respect to the model output $s_i$ and hence the model can be trained using gradient descent. We direct the interested reader to [27] for more detailed derivations for computing the gradients for RankNet and for the evolution to the listwise models LambdaRank [28] and LambdaMART [214].

### 3 Anatomy of a neural IR model

At a high level, document ranking comprises of performing three primary steps—generate a representation of the query that specifies the information need, generate a representation of the document
Figure 5: Examples of different neural approaches to IR. In (a) and (b) the neural network is only used at the point of matching, whereas in (c) the focus is on learning effective representations of text using neural methods. Neural models can also be used to expand or augment the query before applying traditional IR techniques, as shown in (d).
4 Term representations

4.1 A tale of two representations

Vector representations are fundamental to both information retrieval and machine learning. In IR, terms are typically the smallest unit of representation for indexing and retrieval. Therefore, many IR models—both neural and non-neural—focus on learning good vector representations of terms.

Different vector representations exhibit different levels of generalization—some consider every term as distinct entities while others learn to identify common attributes. Different representation schemes derive different notions of similarity between terms from the definition of the corresponding vector spaces. Some representations operate over fixed-size vocabularies, while the design of others obviate such constraints. They also differ on the properties of compositionality that defines how representations for larger units of information, such as passages and documents, can be derived from individual term vectors. These are some of the important considerations for choosing a term representation suitable for a specific task.

Local representations Under local (or one-hot) representations, every term in a fixed size vocabulary $T$ is represented by a binary vector $\vec{v} \in \{0, 1\}^{|T|}$, where only one of the values in the vector is one and all the others are set to zero. Each position in the vector $\vec{v}$ corresponds to a term. The term “banana”, under this representation, is given by a vector that has the value one in the position corresponding to “banana” and zero everywhere else. Similarly, the terms “mango” and “dog” are represented by setting different positions in the vector to one.
Figure 7: Examples of different feature-based distributed representations of the term “banana”. The representations in (a), (b), and (c) are based on external contexts in which the term frequently occurs, while (d) is based on properties intrinsic to the term. The representation scheme in (a) depends on the documents containing the term, while the scheme shown in (b) and (c) depends on other terms that appears in its neighbourhood. The scheme (b) ignores inter-term distances. Therefore, in the sentence “Time flies like an arrow; fruit flies like a banana”, the feature “fruit” describes both the terms “banana” and “arrow”. However, in the representation scheme of (c) the feature “fruit\textsuperscript{-4}” is positive for “banana”, and the feature “fruit\textsuperscript{+1}” for “arrow”.

Figure 6a highlights that under this scheme each term is a unique entity, and “banana” is as distinct from “dog” as it is from “mango”. Terms outside of the vocabulary either have no representation, or are denoted by a special “UNK” symbol, under this scheme.

**Distributed representations** Under distributed representations every term is represented by a vector $\vec{v} \in \mathbb{R}^{|k|}$. $\vec{v}$ can be a sparse or a dense vector—a vector of hand-crafted features or a learnt representation in which the individual dimensions are not interpretable in isolation. The key underlying hypothesis for any distributed representation scheme, however, is that by representing a term by its attributes allows for defining some notion of similarity between the different terms based on the chosen properties. For example, in Figure 6b “banana” is more similar to “mango” than “dog” because they are both fruits, but yet different because of other properties that are not shared between the two, such as shape.

A key consideration in any feature based distributed representation is the choice of the features themselves. A popular approach involves representing terms by features that capture their distributional properties. This is motivated by the *distributional hypothesis* [75] that states that terms that are used (or occur) in similar context tend to be semantically similar. Firth [56] famously purported this idea of *distributional semantics*\footnote{Readers should take note that while many distributed representations take advantage of distributional properties, the two concepts are not synonymous. A term can have a distributed representation based on non-distributional features—e.g., parts of speech classification and character trigraphs in the term.} by stating “a word is characterized by the company it keeps”. However, both distribution and semantics by themselves are not well-defined and under different context may mean very different things. Figure 7 shows three different sparse vector representations of the term “banana” corresponding to different distributional feature spaces—documents containing the term (e.g., LSA [48]), neighbouring words in a window (e.g., HAL [125], COALS [168], and [24]), and neighbouring words with distance (e.g., [117]). Finally, Figure 7d shows a vector representation of “banana” based on the character trigraphs in the term itself—instead of external contexts in which the term occurs. In Section 4.2 we will discuss how choosing different distributional features for term representation leads to different nuanced notions of semantic similarity between them.
When the vectors are high-dimensional, sparse, and based on distributional feature they are referred to as explicit vector representations [117]. On the other hand, when the vectors are dense, small \((k \ll |T|)\), and learnt from data then they are commonly referred to as embeddings. For both explicit and embedding based representations several distance metrics can be used to define similarity between terms, although cosine similarity is commonly used.

\[
sim(\vec{v}_i, \vec{v}_j) = \cos(\vec{v}_i, \vec{v}_j) = \frac{\vec{v}_i^T \vec{v}_j}{\|\vec{v}_i\|\|\vec{v}_j\|}
\]  

Most embeddings are learnt from explicit vector space representations, and hence the discussions in 4.2 about different notions of similarity are also relevant to the embedding models. In Section 4.3 and 4.4 we briefly discuss explicit and embedding based representations.

With respect to compositionality, it is important to understand that distributed representations of items are often derived from local or distributed representation of its parts. For example, a document can be represented by the sum of the one-hot vectors or embeddings corresponding to the terms in the document. The resultant vector, in both cases, corresponds to a distributed bag-of-word representation. Similarly, the character trigraph representation of terms in Figure 7d is simply an aggregation over the one-hot representations of the constituent trigraphs.

In the context of neural models, distributed representations generally refer to learnt embeddings. The idea of ‘local’ and ‘distributed’ representations has a specific significance in the context of neural network models. Each concept, entity, or term can be represented within a neural network by the activation of a single neuron (local representation) or by the combined pattern of activations of several neurons (distributed representation) [82].

4.2 Notions of similarity

Any vector representation inherently defines some notion of relatedness between terms. Is “Seattle” closer to “Sydney” or to “Seahawks”? The answer depends on the type of relationship we are interested in. If we want terms of similar type to be closer, then “Sydney” is more similar to “Seattle” because they are both cities. However, if we are interested to find terms that co-occur in the same document or passage, then “Seahawks”—Seattle’s football team—should be closer. The former represents a Typical, or type-based notion of similarity while the latter exhibits a more Topical sense of relatedness.

If we want to compare “Seattle” with “Sydne” and “Seahawks” based on their respective vector representations, then the underlying feature space needs to align with the notion of similarity that we are interested in. It is, therefore, important for the readers to build an intuition about the choice of features and the notion of similarity they encompass. This can be demonstrated by using a toy corpus, such as the one in Table 2. Figure 9a shows that the “in documents” features naturally lend
Table 2: A toy corpus of short documents that we consider for the discussion on different notions of similarity between terms under different distributed representations. The choice of the feature space that is used for generating the distributed representation determines which terms are closer in the vector space, as shown in Figure 9.

| Sample documents        |
|-------------------------|
| doc 01 Seattle map      |
| doc 02 Seattle weather  |
| doc 03 Seahawks jerseys  |
| doc 04 Seahawks highlights |
| doc 05 Seattle Seahawks Wilson |
| doc 06 Seattle Seahawks Sherman |
| doc 07 Seattle Seahawks Browner |
| doc 08 Seattle Seahawks Ifedi |
| doc 09 Denver map       |
| doc 10 Denver weather   |
| doc 11 Broncos jerseys  |
| doc 12 Broncos highlights |
| doc 13 Denver Broncos Lynch |
| doc 14 Denver Broncos Sanchez |
| doc 15 Denver Broncos Miller |
| doc 16 Denver Broncos Marshall |

to a Topical sense of similarity between the terms, while the “neighbouring terms with distances” features in Figure 9c gives rise to a more Typical notion of relatedness. Using “neighbouring terms” without the inter-term distances as features, however, produces a mixture of Topical and Typical relationships. This is because when the term distances are considered in feature definition then the document “Seattle Seahawks Wilson” produces the bag-of-features \( \{ \text{Seahawks}^{+1}, \text{Wilson}^{+2} \} \) for “Seattle” which is non-overlapping with the bag-of-features \( \{ \text{Seattle}^{-1}, \text{Wilson}^{+1} \} \) for “Seahawks”. However, when the feature definition ignores the term-distances then there is a partial overlap between the bag-of-features \( \{ \text{Seahawks}, \text{Wilson} \} \) and \( \{ \text{Seattle}, \text{Wilson} \} \) corresponding to “Seattle” and “Seahawks”. The overlap increases significantly when we use a larger window-size for identifying neighbouring terms pushing the notion of similarity closer to a Topical definition. This effect of the windows size on the Topicality of the representation space was reported by Levy and Goldberg [115] in the context of learnt embeddings.

Readers should take note that the set of all inter-term relationships goes far beyond the two notions of Typical and Topical that we discuss in this section. For example, vector representations could cluster terms closer based on linguistic styles—e.g., terms that appear in thriller novels versus in children’s rhymes, or in British versus American English. However, the notions of Typical and Topical similarities popularly come up in discussions in the context of many IR and NLP tasks—sometimes under different names such as Paradigmatic and Syntagmatic relations— and the idea itself goes back at least as far as Saussure [30, 47, 74, 172].

4.3 Explicit vector representations

Explicit vector representations can be broadly categorized based on their choice of distributional features (e.g., in documents, neighbouring terms with or without distances, etc.) and different weighting schemes (e.g., TF-IDF, positive pointwise mutual information, etc.) applied over the raw counts. We direct the readers to [12, 199] which are good surveys of many existing explicit vector representation schemes.

Levy et al. [117] demonstrated that explicit vector representations are amenable to the term analogy task using simple vector operations. A term analogy task involves answering questions of the form “man is to woman as king is to ____?”—the correct answer to which in this case happens to be “queen”. In NLP, term analogies are typically performed by simple vector operations of the following form followed by a nearest-neighbour search,

---

Interestingly, the notion of Paradigmatic (Typical) and Syntagmatic (Topical) relationships show up almost universally—not just in text. In vision, for example, the different images of “noses” bear a Typical similarity to each other, while they share a Topical relationship with images of “eyes” or “ears”. Curiously, Barthes [13] even extended this analogy to garments—where paradigmatic relationships exist between items of the same type (e.g., between hats and between boots) and the proper Syntagmatic juxtaposition of items from these different Paradigms—from hats to boots—forms a fashionable ensemble.
Figure 9: The figure shows different distributed representations for the four terms—"Seattle", "Seahawks", "Denver", and "Broncos"—based on the toy corpus in Table 2. Shaded circles indicate non-zero values in the vectors—the darker shade highlights the vector dimensions where more than one vector has a non-zero value. When the representation is based on the documents that the terms occur in then “Seattle” is more similar to “Seahawks” than to “Denver”. The representation scheme in (a) is, therefore, more aligned with a Topical notion of similarity. In contrast, in (c) each term is represented by a vector of neighbouring terms—where the distances between the terms are taken into consideration—which puts “Seattle” closer to “Denver” demonstrating a Typical, or type-based, similarity. When the inter-term distances are ignored, as in (b), a mix of Typical and Topical similarities is observed. Finally, it is worth noting that neighbouring-terms based vector representations leads to similarities between terms that do not necessarily occur in the same document, and hence the term-term relationships are less sparse than when only in-document features are considered.
Figure 10: A visual demonstration of term analogies via simple vector algebra. The shaded circles denote non-zero values. Darker shade is used to highlight the non-zero values along the vector dimensions for which the output of $\vec{v}_{\text{Seahawks}} - \vec{v}_{\text{Seattle}} + \vec{v}_{\text{Denver}}$ is positive. The output vector is closest to $\vec{v}_{\text{Broncos}}$ as shown in this toy example.

\[ \vec{v}_{\text{king}} - \vec{v}_{\text{man}} + \vec{v}_{\text{woman}} \approx \vec{v}_{\text{queen}} \]  

(24)

It may be surprising to some readers that the vector obtained by the simple algebraic operations $\vec{v}_{\text{king}} - \vec{v}_{\text{man}} + \vec{v}_{\text{woman}}$ produces a vector close to the vector $\vec{v}_{\text{queen}}$. We present a visual intuition of why this works in practice in Figure 10, but we refer the readers to [7, 117] for a more rigorous mathematical explanation.

4.4 Embeddings

While explicit vector representations based on distributional features can capture interesting notions of term-term similarity they have one big drawback—the resultant vector spaces are highly sparse and high-dimensional. The number of dimensions is generally in the same order as the number of documents or the vocabulary size, which is unwieldy for most practical tasks. An alternative is to learn lower dimensional representations of terms from the data that retains similar attributes as the higher dimensional vectors.

An embedding is a representation of items in a new space such that the properties of, and the relationships between, the items are preserved. Goodfellow et al. [64] articulate that the goal of an embedding is to generate a simpler representation—where simplification may mean a reduction in the number of dimensions, an increase in the sparseness of the representation, disentangling the principle components of the vector space, or a combination of these goals. In the context of term embeddings, the explicit feature vectors—like those we discussed in Section 4.3—constitutes the original representation. An embedding trained from these features assimilate the properties of the terms and the inter-term relationships observable in the original feature space.

The most popular approaches for learning embeddings include either factorizing the term-feature matrix (e.g. LSA [48]) or using gradient descent based methods that try to predict the features given the term (e.g., [15, 134]). Baroni et al. [11] empirically demonstrate that these feature-predicting models that learn lower dimensional representations, in fact, also perform better than explicit counting based models on different tasks—possibly due to better generalization across terms—although some counter evidence the claim of better performances from embedding models have also been reported in the literature [116].

The sparse feature spaces of Section 4.3 are easier to visualize and leads to more intuitive explanations—while their corresponding embeddings are more practically useful. Therefore, it makes sense to think sparse, but act dense in many scenarios. In the rest of this section, we will describe some of the popular neural and non-neural embedding models.

Latent Semantic Analysis (LSA) LSA [48] involves performing singular value decomposition (SVD) [63] on a term-document (or term-passage) matrix $X$ to obtain its low-rank approximation.
While LSA operate on a term-document matrix, matrix factorization based approaches can also be applied to term-term matrices [25, 111, 168].

\[ X = U \Sigma V^T \]

where, \( \sigma_1, \ldots, \sigma_k, \vec{u}_1, \ldots, \vec{u}_l, \) and \( \vec{v}_1, \ldots, \vec{v}_l \) are the singular values, the left singular vectors, and the right singular vectors, respectively. The \( k \) largest singular values, and corresponding singular vectors from \( U \) and \( V \), is the rank \( k \) approximation of \( X \) \((X_k = U_k \Sigma_k V_k^T)\). The embedding for the \( i \)th term is given by \( \Sigma_k \vec{u}_i \).

While LSA operate on a term-document matrix, matrix factorization based approaches can also be applied to term-term matrices [25, 111, 168].

Neural term embedding models are typically trained by setting up a prediction task. Instead of factorizing the term-feature matrix—as in LSA—neural models are trained to predict the term from its features. Both the term and the features have one-hot representations in the input and the output layers, respectively, and the model learns dense low-dimensional representations in the process of minimizing the prediction error. These approaches are based on the information bottleneck method [197]—discussed in more details in Section 6.2—with the low-dimensional representations acting as the bottleneck. The training data may contain many instances of the same term-feature pair proportional to their frequency in the corpus (e.g., word2vec [134], or their counts can be pre-aggregated (e.g., GloVe [160]).

**Word2vec** For word2vec [61, 134, 136, 137, 169], the features for a term are made up of its neighbours within a fixed size window over the text from the training corpus. The skip-gram architecture (see Figure 11a) is a simple one hidden layer neural network. Both the input and the output of the model is in the form of one-hot vectors and the loss function is as follows,

\[ L_{skip-gram} = - \frac{1}{|S|} \sum_{i=1}^{|S|} \sum_{-c \leq j \leq +c, j \neq 0} \log(p(t_{i+j}|t_i)) \]

where,

\[ p(t_{i+j}|t_i) = \frac{\exp((W_{out} \vec{v}_{i+j})^T(W_{in} \vec{v}_i))}{\sum_{k=1}^{|T|} \exp((W_{out} \vec{v}_{k})^T(W_{in} \vec{v}_i))} \]

\( S \) is the set of all windows over the training text and \( c \) is the number of neighbours we need to predict on either side of the term \( t_i \). The denominator for the softmax function for computing \( p(t_{i+j}|t_i) \) sums over all the words in the vocabulary. This is prohibitively costly and in practice either hierarchical-softmax [149] or negative sampling is employed. Also, note that the model has two different weight matrices \( W_{in} \) and \( W_{out} \) that learnable parameters of the models. \( W_{in} \) gives us the IN embeddings corresponding to all the input terms and \( W_{out} \) corresponding to the OUT embeddings for the output terms. Generally, only \( W_{in} \) is used and \( W_{out} \) is discarded after training, but we will discuss an IR application that makes use of both the IN and the OUT embeddings later in Section 5.1.

The continuous bag-of-words (CBOW) architecture (see Figure 11b) is similar to the skip-gram model, except that the task is to predict the middle term given the sum of the one-hot vectors of the neighbouring terms in the window. Given a middle term \( t_i \) and the set of its neighbours

\[ x_1, \ldots, x_{|D|} \]

(25)

\[ \sigma \]

\[ U \]

\[ \Sigma \]

\[ V^\top \]

\[ (\vec{u}_i^\top) \to \frac{X}{(\vec{d}_i)} = \frac{X_{1,1}}{(\vec{u}_1^\top)} \ldots \frac{X_{1,|D|}}{(\vec{u}_l^\top)} = (\vec{u}_i^\top) \to \frac{\sigma_1}{\sigma_1} \ldots \frac{0}{0} \]

\[ \frac{\vec{v}_1}{\vec{v}_1} \]

10 The matrix visualization is adapted from https://en.wikipedia.org/wiki/Latent_semantic_analysis.
Figure 11: The (a) skip-gram and the (b) continuous bag-of-words (CBOW) architectures of word2vec. The architecture is a neural network with a single hidden layer whose size is much smaller than that of the input and the output layers. Both models use one-hot representations of terms in the input and the output. The learnable parameters of the model comprise of the two weight matrices $W_{in}$ and $W_{out}$ that corresponds to the embeddings the model learns for the input and the output terms, respectively. The skip-gram model trains by minimizing the error in predicting a term given one of its neighbours. The CBOW model, in contrast, predicts a term from a bag of its neighbouring terms.
{t_{i-c}, \ldots, t_{i-1}, t_{i+1}, \ldots, t_{i+c}}$, the CBOW model creates a single training sample with the sum of the one-hot vectors of all the neighbouring terms as input and the one-hot vector $\vec{v}_t$, corresponding to the middle term, as the expected output.

$$L_{CBOW} = -\frac{1}{|S|} \sum_{i=1}^{|S|} \log(p(t_i) \sum_{-c \leq j \leq +c, j \neq 0} t_{i+j}))$$  \hspace{1cm} (28)$$

Contrast this with the skip-gram model that creates $2 \times c$ samples by individually pairing each of the neighbouring terms with the middle term. During training, given the same number of windows of text, the skip-gram model, therefore, trains orders of magnitude slower than the CBOW model [134] because it creates $2 \times c$ the number of training samples.

Word2vec gained particular popularity for its ability to perform word analogies using simple vector algebra, similar to what we have already discussed in Section 4.3. For domains where the interpretability of the embeddings may be important, Sun et al. [191] introduced an additional constraint in the loss function to encourage more sparseness in the learnt representation.

$$L_{sparse-CBOW} = L_{sparse-CBOW} - \lambda \sum_{t \in T} \|\vec{v}_t\|_1$$  \hspace{1cm} (29)$$

**GloVe** The skip-gram model trains on individual term-neighbour pairs. If we aggregate all the training samples into a matrix $X$, such that $x_{ij}$ is the frequency of the pair $\langle t_i, t_j \rangle$ in the training data, then the loss function changes to,

$$L_{skip-gram} = - \sum_{i=1}^{|T|} \sum_{j=1}^{|T|} x_{ij} \log(p(t_i|t_j))$$  \hspace{1cm} (30)$$

$$= - \sum_{i=1}^{|T|} x_i \sum_{j=1}^{|T|} x_{ij} \log(p(t_i|t_j))$$  \hspace{1cm} (31)$$

$$= - \sum_{i=1}^{|T|} x_i \sum_{j=1}^{|T|} \tilde{p}(t_i|t_j) \log(p(t_i|t_j))$$  \hspace{1cm} (32)$$

$$= \sum_{i=1}^{|T|} x_i H(\tilde{p}(t_i|t_j) \log(p(t_i|t_j)))$$  \hspace{1cm} (33)$$

$H(\ldots)$ is the cross-entropy error between the actual co-occurrence probability $\tilde{p}(t_i|t_j)$ and the one predicted by the model $p(t_i|t_j)$. This is similar to the loss function for GloVe [160] if we replace the cross-entropy error with a squared-error and apply a saturation function $f(\ldots)$ over the actual co-occurrence frequencies.

$$L_{GloVe} = - \sum_{i=1}^{|T|} \sum_{j=1}^{|T|} f(x_{ij})(\log(x_{ij} - \vec{v}_{wi}^T \vec{v}_{wj}))^2$$  \hspace{1cm} (34)$$

GloVe is trained using AdaGrad [53]. Similar to word2vec, GloVe also generates two different (IN and OUT) embeddings, but unlike word2vec it generally uses the sum of the IN and the OUT vectors as the embedding for each term in the vocabulary.

**Paragraph2vec** Following the popularity of word2vec [134, 136], similar neural architectures [4, 5, 68, 69, 110, 189] have been proposed that trains on term-document co-occurrences. The training typically involves predicting a term given the ID of a document or a passage that contains the term. In some variants, as shown in Figure 12, neighbouring terms are also provided as input.
Figure 12: The paragraph2vec architecture as proposed by Le and Mikolov [110] trains by predicting a term given a document (or passage) ID containing the term. By trying to minimize the prediction error, the model learns an embedding for the term as well as for the document. In some variants of the architecture, optionally the neighbouring terms are also provided as input—as shown in the dotted box.

The key motivation for training on term-document pairs is to learn an embedding that is more aligned with a Topical notion of term-term similarity—which is often more appropriate for IR tasks. The term-document relationship, however, tends to be more sparse [219]—including neighbouring term features may compensate for some of that sparsity.

In the context of IR tasks, Ai et al. [4, 5] proposed a number of IR-motivated changes to the original Paragraph2vec [110] model training—including, document frequency based negative sampling and document length based regularization.

5 Term embeddings for IR

Traditional IR models use local representations of terms for query-document matching. The most straight-forward use case for term embeddings in IR is to enable inexact matching in the embedding space. In Section 2.2, we argued the importance of inspecting non-query terms in the document for garnering evidence of relevance. For example, even from a shallow manual inspection, it is easy to conclude that the passage in Figure 13a is about Albuquerque because it contains “metropolitan”, “population”, and “area” among other informative terms. On the other hand, the passage in Figure 13b contains “simulator”, “interpreter”, and “Altair” which seems to suggest that the passage is instead more likely related to computers and technology. In traditional term counting based IR approaches these signals are often ignored.
Albuquerque is the most populous city in the U.S. state of New Mexico. The high-altitude city serves as the county seat of Bernalillo County, and it is situated in the central part of the state, straddling the Rio Grande. The city population is 557,169 as of the July 1, 2014 population estimate from the United States Census Bureau, and ranks as the 32nd-largest city in the U.S. The Albuquerque metropolitan statistical area (or MSA) has a population of 907,301 according to the United States Census Bureau’s most recently available estimate for 2015.

Allen suggested that they could program a BASIC interpreter for the device; after a call from Gates claiming to have a working interpreter, MITS requested a demonstration. Since they didn’t actually have one, Allen worked on a simulator for the Altair while Gates developed the interpreter. Although they developed the interpreter on a simulator and not the actual device, the interpreter worked flawlessly when they demonstrated the interpreter to MITS in Albuquerque, New Mexico in March 1975; MITS agreed to distribute it, marketing it as Altair BASIC.

(a) About Albuquerque

(b) Not about Albuquerque

Figure 13: Two passages both containing exactly a single occurrence of the query term “Albuquerque”. However, the passage in (a) contains other terms such as “population” and “area” that are relevant to a description of the city. In contrast, the terms in passage (b) suggest that it is unlikely to be about the city, and only mentions the city potentially in a different context.

Most existing shallow neural methods for IR focus on inexact matching using term embeddings. These approaches can be broadly categorized as those that compare the query with the document directly in the embedding space; and those that use embeddings to generate suitable query expansion candidates from a global vocabulary and then perform retrieval based on the expanded query. We discuss both these classes of approaches in the remainder of this section.

5.1 Query-document matching

A popular strategy for using term embeddings in IR involves deriving a dense vector representation for the query and the document from the embeddings of the individual terms in the corresponding texts. The term embeddings can be aggregated in different ways, although using the average word (or term) embeddings (AWE) is quite popular [96, 101, 110, 143, 151, 190, 207]. Non-linear combinations of term vectors—such as using Fisher Kernel Framework [35]—have also been explored, as well as other families of aggregate functions of which AWE has been shown to be a special case [228].

The query and the document embeddings themselves can be compared using a variety of similarity metrics, such as cosine similarity or dot-product. For example,

$$\text{sim}(q, d) = \cos(\vec{v}_q, \vec{v}_d) = \frac{\vec{v}_q^T \vec{v}_d}{\|\vec{v}_q\| \|\vec{v}_d\|}$$

(35)

where,

$$\vec{v}_q = \frac{1}{|q|} \sum_{t_q \in q} \vec{v}_{t_q}$$

(36)

$$\vec{v}_d = \frac{1}{|d|} \sum_{t_d \in d} \vec{v}_{t_d}$$

(37)

An important consideration here is the choice of the term embeddings that is appropriate for the retrieval scenario. While, LSA [48], word2vec [136], and GloVe [160] are popularly used—it is important to understand how the notion of inter-term similarity modelled by a specific vector space may influence its performance on a retrieval task. In the example in Figure 13, we want to rank documents that contains related terms, such as “population” or “area” higher—these terms are Topically similar to the query term “Albuquerque”. Intuitively, a document about “Tucson”—which is Typically similar to “Albuquerque”—is unlikely to satisfy the user intent. The discussion in Section 4.2 on how input features influence the notion of similarity in the learnt vector space is relevant here.

Models, such as LSA [48] and Paragraph2vec [110], that consider term-document pairs generally capture Topical similarities in the learnt vector space. On the other hand, word2vec [136] and GloVe [160] embeddings may incorporate a mixture of Topical and Typical notions of relatedness. These
neural models behave more Typical when trained with short window sizes or on short text, such as on keyword queries [115] (refer to Section 4.2 for more details).

In Section 4.4, we made a note that the word2vec model learns two different embeddings—IN and OUT—corresponding to the input and the output terms. Mitra et al. [143] point out that when using word2vec embeddings for IR it is more appropriate to represent the query terms using the IN embeddings and the document terms using the OUT embeddings of the trained model. In this Dual Embedding Space Model (DESM) [143, 151] the word2vec embeddings are trained on search queries, which empirically performs better than training on document body text. Training on short queries, however, makes the inter-term similarity more pronouncedly Typical (where, “Yale” is closer to “Harvard” and “NYU”) when both terms are represented using their IN vectors—better retrieval performance is achieved instead by using the IN-OUT similarity (where, “Yale” is closer to “faculty” and “alumni”) that mirrors more the Topical notions of relatedness.

An alternative to representing queries and documents as an aggregate of their term embeddings is to incorporate the term representations into existing IR models, such as the ones we discussed in Section 2.5. Zuccon et al. [236] proposed the Neural Translation Language Model (NTLM) that uses the similarity between term embeddings as a measure for term-term translation probability \( p(t_q|t_d) \) in Equation 15.

\[
p(t_q|t_d) = \frac{\cos(\vec{v}_{t_q}, \vec{v}_{t_d})}{\sum_{t \in T} \cos(\vec{v}_t, \vec{v}_{t_d})}
\]

On similar lines, Ganguly et al. [58] proposed the Generalized Language Model (GLM) which extends the Language Model based approach in Equation 13 to,

\[
p(d|q) = \prod_{t_q \in q} \left( \frac{\lambda tf(t_q, d)}{|d|} + \alpha \frac{\sum_{t_d \in d} \left( \sum_{t_d \in D} \left( \sum_{t_d \in D} \sum_{t_d \in N_t} \cos(\vec{v}_{t_q}, \vec{v}_{t_d}) \cdot \sum_{t_d \in D} tf(t_d, d) \right) \right) - \beta \frac{\sum_{t \in N_t} \sum_{t_d \in D} t \cdot \sum_{t_d \in D} df(t_d, d)}{|d| \cdot |N_t|} + (1 - \alpha - \beta) \frac{\sum_{t \in N_t} \sum_{t_d \in D} tf(t_d, d)}{|d| \cdot |N_t|} \right)
\]

where, \( N_t \) is the set of nearest-neighbours of term \( t \). Ai et al. [4] incorporate paragraph vectors [110] into the query-likelihood model [161].

Another approach, based on the Earth Mover’s Distance (EMD) [171], involves estimating similarity between pairs of documents by computing the minimum distance in the embedding space that each term in the first document needs to travel to reach the terms in the second document. This measure, commonly referred to as the Word Mover’s Distance (WMD), was originally proposed by Wan et al. [210, 211], but used WordNet and topic categories instead of distributed representations for defining distance between terms. Term embeddings were later incorporated into the model by Kusner et al. [87, 104]. Finally, Guo et al. [72] incorporated similar notion of distance into the Non-linear Word Transportation (NWT) model that estimates relevance between a query and a document. The NWT model involves solving the following constrained optimization problem,

\[
\text{DESM}_{in-out}(q, d) = \frac{1}{|q|} \sum_{t_q \in q} \frac{\vec{v}_{t_q, in}^T \vec{v}_{d, out}}{||\vec{v}_{t_q, in}|| ||\vec{v}_{d, out}||}
\]

\[
\vec{v}_{d, out} = \frac{1}{|d|} \sum_{t_d \in d} \frac{\vec{v}_{t_d, out}}{||\vec{v}_{t_d, out}||}
\]
Another term-alignment based distance metric was proposed by Kenter and de Rijke [98] for computing short-text similarity. The design of the saliency-weighted semantic network (SWSN) is motivated by the BM25 [166] formulation.

\[
\text{max} \ \sum_{t_q \in q} \log \left( \sum_{t_d \in u(d)} f(t_q, t_d) \cdot \max \{ \cos(\vec{v}_{t_q}, \vec{v}_{t_d}), 0 \}^{\text{idf}(t_q)+b} \right) \tag{42}
\]

subject to \[ \begin{align*}
  f(t_q, t_d) & \geq 0, \quad \forall t_q \in q, t_d \in d \\
  \sum_{t_q \in q} f(t_q, t_d) & = \frac{tf(t_d) + \mu \sum_{d \in D} tf(t_d)}{|d| + \mu}, \quad \forall t_d \in d
\end{align*} \tag{43} \]

and

\[
\text{where,} \quad \text{idf}(t) = \frac{|D| - df(t) + 0.5}{df(t) + 0.5} \tag{45}
\]

where, \( u(d) \) is the set of all unique terms in document \( d \), and \( b \) is a constant.

Another term-alignment based distance metric was proposed by Kenter and de Rijke [98] for computing short-text similarity. The design of the saliency-weighted semantic network (SWSN) is motivated by the BM25 [166] formulation.

\[
\text{swsn}(s_l, s_s) = \sum_{t_l \in s_l} \text{idf}(t_l) \cdot \frac{\text{sem}(t_l, s_s) \cdot (k_1 + 1)}{\text{sem}(t_l, s_s) + k_1 \cdot \left( 1 - b \cdot \frac{|s_s|}{\text{avgsl}} \right)} \tag{46}
\]

where, \( \text{sem}(t, s) = \max_{t \in s} \cos(\vec{v}_t, \vec{v}_t) \) \tag{47}

Here \( s_s \) is the shorter of the two sentences to be compared, and \( s_l \) the longer sentence.

**Telescoping evaluation** Figure 14 highlights the distinct strengths and weaknesses of matching using local and distributed representations of terms for retrieval. For the query “Cambridge”, a local representation (or exact matching) based model can easily distinguish between the passage on Cambridge (Figure 14a) and the one on Oxford (Figure 14b). However, the model is easily duped by an non-relevant passage that has been artificially injected with the term “Cambridge” (Figure 14d).

The distributed representation based matching, on the other hand, can spot that the other terms in the passage provide clear indication that the passage is not *about* a city, but fails to realize that the the passage about Oxford (Figure 14b) is inappropriate for the same query.

Embedding based models often perform poorly when the retrieval is performed over the full document collection [143]. However, as seen in the example of Figure 14, the errors made by embedding based models and exact matching models are typically different—and the combination of the two performs better than exact matching models alone [4, 58, 143]. Another popular technique is to use the embedding based model to re-rank only a subset of the documents retrieved by a different—generally an exact matching based—IR model. The chaining of different IR models where each successive model re-ranks a smaller number of candidate documents is called Telescoping [131].

Telescoping evaluations are popular in the neural IR literature [71, 88, 141, 143, 177] and the results are representative of performances of these models on re-ranking tasks. However, as Mitra et al. [143] demonstrate, good performances on re-ranking tasks may not be indicative how the model would perform if the retrieval involves larger document collections.

\[ \text{score}(t_c, q) = \frac{1}{|q|} \sum_{t_q \in q} \cos(\vec{v}_{t_c}, \vec{v}_{t_q}) \tag{48} \]

5.2 Query expansion

Instead of comparing the query and the document directly in the embedding space, an alternative approach is to use term embeddings to find good expansion candidates from a global vocabulary, and then retrieving documents using the expanded query. Different functions [51, 170, 227] have been proposed for estimating the relevance of candidate terms to the query—all of them involves comparing the candidate term individually to every query term using their vector representations, and then aggregating the scores. For example, [51, 170] estimate the relevance of candidate term \( t_c \) as,
the city of **Cambridge** is a university city and the county town of **Cambridgeshire**. England, it lies in eastern England, on the River Cam, about 50 miles (80 km) north of London, according to the United Kingdom Census 2011, its population was (including students); this makes **Cambridge** the second largest city in **Cambridgeshire** after Peterborough, and the 54th largest in the United Kingdom. There is archaeological evidence of settlement in the area during the Bronze Age and Roman times; under Viking rule, it became an important trading centre. The first town charters were granted in the 12th century, although city status was not conferred until 1951.

(a) Passage about the city of Cambridge

**Oxford** is a city in the southeast region of England and the county town of **Oxfordshire**. With a population of 159,994, it is the 52nd largest city in the United Kingdom and one of the fastest growing and most ethnically diverse. Oxford has a broad economic base. Industries include motor manufacturing, education, publishing, and a large number of information technology and businesses. Some being academic offshoots; the city is known worldwide as the home of the University of Oxford, the oldest university in the world. Buildings in Oxford demonstrate examples of every English architectural period since the arrival of the Saxons, including the Radcliffe Camera. Oxford is known as the city of dreaming spires, a term coined by poet Matthew Arnold.

(b) Passage about the city of Oxford

The giraffe (**Giraffa camelopardalis**) is an African **ungulate mammal**, the tallest living terrestrial animal and the largest ruminant. Its species name refers to its shape and its colouring. Its chief distinguishing characteristics are its extremely long neck and legs, as well as distinctive coat patterns. It is classified under the family, along with its closest extant relative, the **Ookapi**. The nine subspecies are distinguished by their coat patterns. The scattered range of giraffes extends from Chad in the North to South Africa in the South, and from Niger in the West to Somalia in the East. Giraffes usually inhabit savannas, grasslands, and open woodlands.

(c) Passage about giraffes

The **Cambridge** giraffe (**Giraffa camelopardalis**) is an African ungulate mammal, the tallest living terrestrial animal and the largest ruminant. Its species name refers to its shape and its colouring. Its chief distinguishing characteristics are its extremely long neck and legs, as well as distinctive coat patterns. It is classified under the family, along with its closest extant relative, the **Ookapi**. The nine subspecies are distinguished by their coat patterns. The scattered range of giraffes extends from Chad in the North to South Africa in the South, and from Niger in the West to Somalia in the East. Giraffes usually inhabit savannas, grasslands, and open woodlands.

(d) Passage about giraffes, but 'giraffe' is replaced by 'Cambridge'

Figure 14: A visualization of IN-OUT similarities between terms in different passages with the query term “Cambridge”. The visualization—adapted from [https://github.com/bmitra-msft/Demos/blob/master/notebooks/DESM.ipynb](https://github.com/bmitra-msft/Demos/blob/master/notebooks/DESM.ipynb)—reveal that, besides the term “Cambridge”, many other terms in the passages about both Cambridge and Oxford have high similarity to the query term. The passage (d) is adapted from the passage (c) on giraffes by replacing all the occurrences of the term “giraffe” with “Cambridge”. However, none of the other terms in (d) are found to be relevant to the query term. An embedding-based approach may be able to determine that passage (d) is non-relevant to the query “Cambridge”, but fail to realize that passage (b) is also non-relevant. A term counting-based model, on the other hand, can easily identify that passage (b) is non-relevant, but may rank passage (d) incorrectly high.
Term embedding based query expansion on its own performs worse than pseudo-relevance feedback [170]. But like the models in the previous section, shows better performances when used in combination with PRF [227].

Diaz et al. [51] explored the idea of query-specific term embeddings and found that they are much more effective in identifying good expansion terms than a global representation (see Figure 15). The local model proposed by Diaz et al. [51] incorporate relevance feedback in the process of learning the term embeddings—a set of documents is retrieved for the query and a query-specific term embedding model is trained. This local embedding model is then employed for identifying expansion candidates for the query for a second round of document retrieval.

Term embeddings have also been explored for re-weighting query terms [233] and finding relevant query re-writes [69], as well as in the context of other IR tasks such as cross-lingual retrieval [207] and entity retrieval [200]. In the next section, we move on to neural network models with deeper architectures and their applications to retrieval.

6 Deep neural networks

Deep neural network models consist of chains of tensor operations. The tensor operation can range from parameterized linear transformations (e.g., multiplication with a weight matrix, addition of a bias vector) to elementwise application of non-linear functions, such as \( \text{tanh} \) or \( \text{rectified linear units} \) (ReLU) [73, 89, 150]. Figure 16 shows a simple feed-forward neural network with fully-connected layers. For an input vector \( \vec{x} \), the model produces the output \( \vec{y} \) as follows,

\[
\vec{y} = \text{tanh}(W_2 \cdot \text{tanh}(W_1 \cdot \vec{x} + \vec{b}_1) + \vec{b}_2)
\]  

The model training involves tuning the parameters \( W_1, \vec{b}_1, W_2, \) and \( \vec{b}_2 \) to minimize the loss between the expected output and the actual output of the final layer. The parameters are usually trained discriminatively using backpropagation [14, 77, 175]. During forward-pass each layer generates an output conditioned on its input, and during backward pass each layer computes the error gradient with respect to its parameters and its inputs.

The design of a DNN typically involves many choices of architectures and hyper-parameters. Neural networks with as few as a single hidden layer—but with sufficient number of hidden nodes—can
(a) A neural network with a single hidden layer.

(b) The same neural network viewed as a chain of computational steps.

Figure 16: Two different visualizations of a feed-forward neural network with a single hidden layer. In (a), the addition of the bias vector and the non-linearity function is implicit. Figure (b) shows the same network but as a sequence of computational nodes. Most popular neural network toolkits implement a set of standard computational nodes that can be connected to build more sophisticated neural architectures.

Theoretically approximate any function [85]. In practice, however, deeper architectures—sometimes with as many as 1000 layers [76]—have been shown to perform significantly better than shallower networks. For readers who are less familiar with neural network models, we present a simple example in Figure 17 to illustrate how hidden layers enable these models to capture non-linear relationships. We direct readers to [148] for further discussions on how additional hidden layers help.

The rest of this section is dedicated to the discussion of input representations and popular architectures for deep neural models.

6.1 Input text representations

Neural models that learn representations of text take raw text as input. A key consideration is how the text should be represented at the input layer of the model. Figure 18 shows some of the popular input representations of text.

Some neural models [66, 94, 100, 192] operate at the character-level. In these models, each character is typically represented by a one-hot vector. The vector dimensions—referred to as channels—in this case equals the number of allowed characters in the vocabulary. These models incorporate the least amount of prior knowledge about the language in the input representation—for example, these models are often required to learn about tokenization from scratch by treating space as just another character in the vocabulary. The representation of longer texts, such as sentences, can be derived by concatenating or summing the character-level vectors as shown in Figure 18a.

The input text can also be pre-tokenized into terms—where each term is represented by either a sparse vector or using pre-trained term embeddings (Figure 18d). Terms may have a one-hot (or local) representation where each term has an unique ID (Figure 18b), or the term vector can be derived by aggregating one-hot vectors of its constituting characters (or character n-graphs) as shown in Figure 18c. If pre-trained embeddings are used for term representation, then the embedding vectors can be further tuned during training, or kept fixed.
Figure 17: Consider a toy binary classification task on a corpus of four short texts—“surface book”, “kerberos library”, “library book”, and “kerberos surface”—where the model needs to predict if the text is related to computers. The first two texts—“Surface Book” and “kerberos library”—are positive under this classification, and the latter two negative. The input feature space consists of four binary features that indicate whether each of the four terms from the vocabulary is present in the text. The table shows that the specified classes are not linearly separable with respect to the input feature space. However, if we add couple of hidden nodes, as shown in the diagram, then the classes can be linearly separated with respect to the output of the hidden layer.

Similar to character-level models, the term vectors are further aggregated (by concatenation or sum) to obtain the representation of longer chunks of text, such as sentences. While one-hot representations of terms (Figure 18b) are common in many NLP tasks, pre-trained embeddings (e.g., [86, 158]) and character n-graph based representations (e.g., [88, 141]) are more popularly employed in IR.

6.2 Popular architectures

In this section, we describe few neural operations and architectures popular in IR. For broader overview of different neural architectures and design patterns please refer to [64, 112, 175].

Shift-invariant neural operations Convolutional [89, 103, 113, 114] and recurrent [67, 83, 135, 173] architectures are commonplace in most deep learning applications. These neural operations are part of a broader family of shift-invariant architectures. The key intuition behind these architectures stem from the natural regularities observable in most inputs. In vision, for example, the task of detecting a face should be invariant to whether the image is shifted, rotated, or scaled. Similarly, the meaning of an English sentence should, in most cases, stay consistent independent of which part of the document it appears in. Therefore, intuitively a neural model for object recognition or text understanding should not learn an independent logic for the same action applied to different parts of the input space.

All shift-invariant neural operations fundamentally employ a window-based approach. A fixed size window is moved over the input space with fixed stride in each step. A (typically parameterized) function—referred to as a kernel, or a filter, or a cell—is applied over each instance of the window. The parameters of the cell are shared across all the instances of the input window. The shared parameters not only implies less number of total parameters in the model, but also more supervision per parameter per training sample due to the repeated application.

Figure 19a shows an example of a cell being applied on a sequence of terms—with a window size of three terms—in each step. A popular cell implementation involves multiplying with a weight matrix—in which case the architecture in Figure 19a is referred as convolutional. An example of a cell without any parameters is pooling—which consists of aggregating (e.g., by computing the max or the average) over all the terms in the window. Note, that the length of the input sequence can be variable in both cases and the length of the output of a convolutional (or pooling) layer is a function of the input length. Figure 19b shows an example of global pooling—where the window spans over the

---

12 If the input has multiple channels per term then the aggregation is performed per channel.
Figure 18: Examples of different representation strategies for text input to deep neural network models. The smallest granularity of representation can be a character or a term. The vector can be a sparse local representation, or a pre-trained embedding.
Figure 19: Popular shift-invariant neural architectures including convolutional neural networks (CNN), recurrent neural networks (RNN), pooling layers, and tree-structured neural networks.

(a) Convolution or pooling
(b) Convolution w/ global pooling
(c) Recurrent
(d) Recursive or tree

whole input—being applied on top of a convolutional layer. The global pooling strategy is common for generating a fixed size output from a variable length input.\(^{13}\)

In convolution or pooling, each window is applied independently. In contrast, in the recurrent architecture of Figure 19c the cell not only considers the input window but also the output of the previous instance of the cell as its input. Many different cell architectures have been explored for recurrent neural networks (RNN)—although Elman network [54], Long Short-Term Memory (LSTM) [83], and Gated Recurrent Unit (GRU) [32, 34] are popular. RNNs are popularly applied to sequences, but can also be useful for two (and higher) dimensional inputs [209].

One consideration when using convolutional or recurrent layers is how the window outputs are aggregated. Convolutional layers are typically followed by pooling or fully-connected layers that perform a global aggregation over all the window instances. While a fully-connected layer is aware of each window position, a global pooling layer is typically agnostic to it. However, unlike a fully-connected layer, a global max-pooling operation can be applied to a variable size input. Where a global aggregation strategy may be less appropriate (e.g., long sequences), recurrent networks with memory [18, 188, 213] and/or attention [33, 78, 126, 146, 217] may be useful.

Finally, Figure 19c shows tree-structured (or recursive) neural networks [20, 62, 182, 183, 195] where the same cell is applied at multiple levels in a tree-like hierarchical fashion.

\(^{13}\)It is obvious, but may be still worth pointing out, that a global convolutional layer is exactly the same as a fully-connected layer.
Figure 20: Both (a) the auto-encoder and (b) the Siamese network architectures are designed to learn compressed representations of inputs. In an auto-encoder the embeddings are learnt by minimizing the self-reconstruction error, whereas a Siamese network focuses on retaining the information that is necessary for determining the similarity between a pair of items (say, a query and a document).

**Auto-encoders** The auto-encoder architecture [14, 16, 164] is based on the information bottleneck method [197]. The goal is to learn a compressed representation $\vec{x} \in \mathbb{R}^k$ of items from their higher-dimensional vector representations $\vec{v} \in \mathbb{R}^K$, such that $k \ll K$. The model has an hour-glass shape as shown in Figure 20a and is trained by feeding in the high-dimensional vector inputs and trying to re-construct the same representation at the output layer. The lower-dimensional middle layer forces the encoder part of the model to extract the minimal sufficient statistics of $\vec{v}$ into $\vec{x}$, such that the decoder part of the network can reconstruct the original input back from $\vec{x}$. The model is trained by minimizing the reconstruction error between the input $\vec{v}$ and the actual output of the decoder $\vec{v}'$. The squared-loss is popularly employed.

$$L_{auto-encoder}(\vec{v}, \vec{v}') = ||\vec{v} - \vec{v}'||^2$$  \hspace{1cm} (50)

**Siamese networks** Siamese networks were originally proposed for comparing fingerprints [10] and signatures [21]. Yih et al. [222] later adapted the same architecture for comparing short texts. The siamese network, as seen in Figure 20b, resembles the auto-encoder architecture (if you squint hard enough!)—but unlike the latter is trained on pairs of inputs $\langle \text{input}_1, \text{input}_2 \rangle$. The architecture consists of two models ($\text{model}_1$ and $\text{model}_2$) that project $\text{input}_1$ and $\text{input}_2$, respectively, to $\vec{v}_1$ and $\vec{v}_2$ in a common embedding space. A pre-defined metric (e.g., cosine similarity) is used to then compute the similarity between $\vec{v}_1$ and $\vec{v}_2$. The model parameters are optimized such that $\vec{v}_1$ and $\vec{v}_2$ are closer when the two inputs are expected to be similar, and further away otherwise.

One possible loss function is the logistic loss. If each training sample consist of a triple $\langle \vec{v}_q, \vec{v}_{d1}, \vec{v}_{d2} \rangle$, such that $\text{sim}(\vec{v}_q, \vec{v}_{d1})$ should be greater than $\text{sim}(\vec{v}_q, \vec{v}_{d2})$, then we minimize,

$$L_{siamese}(\vec{v}_q, \vec{v}_{d1}, \vec{v}_{d2}) = \log \left( 1 + e^{\gamma(\text{sim}(\vec{v}_q, \vec{v}_{d2}) - \text{sim}(\vec{v}_q, \vec{v}_{d1}))} \right)$$  \hspace{1cm} (51)

where, $\gamma$ is a constant that is often set to 10. Typically both the models—$\text{model}_1$ and $\text{model}_2$—share identical architectures, but can also choose to share the same parameters.

It is important to note that, unlike the auto-encoder, the minimal sufficient statistics retained by a Siamese network is dictated by which information it deems important for determining the similarity between the paired items.
6.3 Neural toolkits

In recent years, the advent of numerous flexible toolkits [1, 6, 31, 38, 91, 152, 198, 225] has had a catalytic influence on the area of neural networks. Most of the toolkits define a set of common neural operations that—like Lego\(^\text{14}\) blocks—can be composed to build complex network architectures.\(^\text{15}\) Each instance of these neural operations or computation nodes can have associated learnable parameters that are updated during training, and these parameters can be shared between different parts of the network if necessary. Every computation node under this framework must implement the appropriate logic for,

- computing the output of the node given the input (forward-pass)
- computing the gradient of the loss with respect to the inputs, given the gradient of the loss with respect to the output (backward-pass)
- computing the gradient of the loss with respect to its parameters, given the gradient of the loss with respect to the output (backward-pass)

A deep neural network, such as the one in Figure 16 or ones with much more complex architectures (e.g., [76, 107, 193]), can then be specified by chaining instances of these available computation nodes, and trained end-to-end on large datasets using backpropagation over GPUs or CPUs. In IR, various application interfaces [142, 201] bind these neural toolkits with existing retrieval/indexing frameworks, such as Indri [186].

Refer to [179] for a comparison of different neural toolkits based on their speed of training using standard performance benchmarks.

7 Deep neural models for IR

Traditionally, deep neural network models have much larger number of learnable parameters than their shallower counterparts. A DNN with a large set of parameters can easily overfit to smaller training datasets [231]. Therefore, during model design it is typical to strike a balance between the number of model parameters and the size of the data available for training. Data for ad-hoc retrieval mainly consists of,

- Corpus of search queries
- Corpus of candidate documents
- Ground truth—in the form of either explicit human relevance judgments or implicit labels (e.g., from clicks)—for query-document pairs

While both large scale corpora of search queries [46, 159] and documents [9, 29, 45] are publicly available for IR research, the amount of relevance judgments that can be associated with them are often limited outside of large industrial research labs—mostly due to user privacy concerns. We note that we are interested in datasets where the raw text of the query and the document is available. Therefore, this excludes large scale public labelled datasets for learning-to-rank (e.g., [122]) that don’t contain the textual contents.

The proportion of labelled and unlabelled data that is available influences the level of supervision that can be employed for training these deep models. Most of the models we covered in Section 5 operate under the data regime where large corpus of documents or queries is available, but limited (or no) labelled data. Under such settings where no direct supervision or relevance judgments is provided, typically an unsupervised approach is employed (e.g., [174]). The unlabelled document (or query) corpus is used to learn good text representations, and then these learnt representations are incorporated into an existing retrieval model or a query-document similarity metric. If small amounts of labelled data are available, then that can be leveraged to train a retrieval model with few parameters that in turn uses text representations that is pre-trained on larger unlabelled corpus. Examples of such semi-supervised training includes models such as [71, 157, 158]. In contrast, fully-supervised...

\(^\text{14}\)https://en.wikipedia.org/wiki/Lego
\(^\text{15}\)http://www.inference.vc/content/images/2016/01/9k-_.jpg
Table 3: Comparing the nearest neighbours for "seattle" and "taylor swift" in the CDSSM embedding spaces when the model is trained on query-document pairs vs. query prefix-suffix pairs. The former resembles a Topical notion of similarity between terms, while the latter is more Typical in the definition of inter-term similarities.

|                       | seattle                      | taylor swift                  |
|-----------------------|------------------------------|-------------------------------|
| **Query-Document**    | weather seattle              | taylor swift.com               |
|                       | seattle weather              | taylor swift lyrics            |
|                       | seattle washington           | how old is taylor swift        |
|                       | ikea seattle                 | taylor swift twitter           |
|                       | west seattle blog            | taylor swift new song          |
| **Prefix-Suffix**     | chicago                      | lady gaga                      |
|                       | san antonio                  | meghan trainor                 |
|                       | denver                       | nicki minaj                    |
|                       | salt lake city               |                               |

models such as [37, 88, 141, 176], optimize directly for the target task by training on large number of labelled query-document pairs.

It is also useful to distinguish between deep neural models that focus on ranking long documents, from those that rank short texts (e.g., for the question-answering task, or for document ranking where the document representation is based on the title or on clicked queries). The challenges in short text ranking are somewhat distinct from those involved in the ad-hoc retrieval task [36]. When computing similarity between pairs of short-texts, vocabulary mismatches are more likely than when the retrieved items contain long text descriptions [133]. Neural models that perform matching in an embedding space tends to be more robust towards the vocabulary mismatch problem compared to lexical term-based matching models. On the other hand, documents with long body texts may contain mixture of many topics and the query matches may be spread over the whole document. A neural document ranking model (NDRM) must effectively aggregate the relevant matches from different parts of a long document.

In the rest of this section, we discuss different types of NDRM architectures and approaches that have been explored in the literature.

### 7.1 Document auto-encoders

Salakhutdinov and Hinton [174] proposed one of the earliest deep neural models for ad-hoc retrieval. The model is a deep auto-encoder trained on unlabelled document corpus. The model treats each document as a bag-of-terms and uses a one-hot vector for representing the terms themselves—considering only top two thousand most popular terms in the corpus after removing stopwords. Salakhutdinov and Hinton [174] first pre-train the model layer-by-layer, and then train it further end-to-end for additional tuning. The model uses binary hidden units and therefore the learnt vector representations of documents are also binary.

The **Semantic Hashing** model generates a condensed binary vector representation (or a hash) of documents. Given a search query, a corresponding hash is generated and the relevant candidate documents quickly retrieved that match the same hash vector. A standard IR model can then be employed to rank between the selected documents.

Semantic hashing is an example of a document encoder based approach to IR. The vocabulary size of two thousand distinct terms may be too small for most practical IR tasks. A larger vocabulary or a different term representation strategy—such as the character trigraph based representation of Figure 18c—may be considered. Another shortcoming of the auto-encoder architecture is that it minimizes the document reconstruction error which may not align exactly with the goal of the target IR task. A better alternative may be to train on query-document paired data where the choice of what constitutes as the minimal sufficient statistics of the document is influenced by what is important for determining relevance of the document to likely search queries. In line with this intuition, we next discuss the Siamese architecture based models.
7.2 Siamese networks

In recent years, several deep neural models based on the Siamese architecture have been explored especially for short text matching. The Deep Semantic Similarity Model (DSSM) [88] is one such architecture that trains on query and document title pairs where both the pieces of texts are represented as bags-of-character-trigrams. The DSSM architecture consists of two deep models—for the query and the document—with all fully-connected layers and cosine distance as the choice of similarity function in the middle. Huang et al. [88] proposed to train the model on clickthrough data where each training sample consists of a query $q$, a positive document $d^+$ (a document that was clicked by a user on the SERP for that query), and a set of negative documents $D^-$ randomly sampled with uniform probability from the full collection. The model is trained my minimizing the cross-entropy loss after taking a softmax over the model outputs for all the candidate documents,

$$
\mathcal{L}_{dssm}(q, d^+, D^-) = -\log \left( \frac{e^{\gamma \cdot \cos(q, d^+)} \sum_{d \in D} e^{\gamma \cdot \cos(q, d)}}{ \sum_{d \in D} e^{\gamma \cdot \cos(q, d)}} \right)
$$

(52)

where, $D = \{d^+\} \cup D^-$

(53)

While, DSSM [88] employs deep fully-connected architecture for the query and the document models, more sophisticated architectures involving convolutional layers [59, 86, 177, 178], recurrent layers [155, 156], and tree-structured networks [195] have also been explored. The similarity function can also be parameterized and implemented as additional layers of the neural network as in [176]. Most of these models have been evaluated on the short text matching task, but Mitra et al. [141] recently reported meaningful performances on the long document ranking task from models like DSSM [88] and CDSSM [177]. Mitra et al. [141] also show that sampling the negative documents uniformly from the collection is less effective to using documents that are closer to the query intent but judged as non-relevant by human annotators.

Notions of similarity It is important to emphasize that our earlier discussion in Section 4.2 on different notions of similarity between terms that can be learnt by shallow embedding models is also relevant in the context of these deeper architectures. In the case of Siamese networks, such as the convolutional-DSSM (CDSSM) [177], the notion of similarity being modelled depends on the choice of the paired data that the model is trained on. When the CDSSM is trained on query and document title pairs [177] then the notion of similarity is more Topical in nature. Mitra and Craswell [139] trained the same CDSSM architecture on query prefix-suffix pairs which, in contrast, captures a more Typical notion of similarity, as shown in Table 3. In a related work, Mitra [138] demonstrated that the CDSSM model when trained on session-query pairs is amenable to vector-based text analogies.
The President of the United States of America (POTUS) is the elected head of state and head of government of the United States. The president leads the executive branch of the federal government and is the commander in chief of the United States Armed Forces. Barack Hussein Obama II (born August 4, 1961) is an American politician who is the 44th and current President of the United States. He is the first African American to hold the office and the first president born outside the continental United States.

(a) Lexical model

(b) Semantic model

Figure 22: Analysis of term importance for estimating the relevance of a passage to the query “United States President” by a lexical and a semantic deep neural network model. The lexical model only considers the matches of the query terms in the document, but gives more emphasis to earlier occurrences. The semantic model is able to extract evidence of relevance from related terms such as “Obama” and “federal”.

By modelling different notions of similarity these deep neural models tend to be more suitable for other IR tasks, such as query auto-completion [139] or session-based personalization [138].

7.3 Interaction-based networks

Siamese networks represent both the query and the document using single embedding vectors. Alternatively, we can individually compare different parts of the query with different parts of the document, and then aggregate these partial evidence of relevance. Especially, when dealing with long documents—that may contain a mixture of many topics—such a strategy may be more effective than trying to represent the full document as a single low-dimensional vector. Typically, in these approaches a sliding window is moved over both the query and the document text and each instance of the window over the query is compared against each instance of the window over the document text (see Figure 21). The terms within each window can be represented in different ways including, one-hot vectors, pre-trained embeddings, or embeddings that are updated during the model training. A neural model (typically convolutional) operates over the generated interaction matrix and aggregates the evidence across all the pairs of windows compared.

The interaction matrix based approach have been explored both for short text matching [86, 124, 158, 208, 220, 223], as well as for ranking long documents [141, 157].

7.4 Lexical and semantic matching networks

Much of the explorations in neural IR models have focused on learning good representations of text. However, these representation learning models tend to perform poorly when dealing with rare terms and search intents. In Section 2.2, we highlighted the importance of modelling rare terms in IR. Based on similar motivations, Guo et al. [71] and Mitra et al. [141] have recently emphasized the importance of modelling lexical matches using deep neural networks. Mitra et al. [141] argue that Web search is a “tale of two queries”. For the query “pekarovic land company”, it is easier to estimate relevance based on patterns of exact matches of the rare term “pekarovic”. On the other hand, a neural model focused on matching in the embedding space is unlikely to have a good representation for this rare term. In contrast, for the query “what channel are the seahawks on today”, the target document likely contains “ESPN” or “Sky Sports”—not the term “channel”. A representation learning neural model can associate occurrences of “ESPN” in the document as positive evidence towards the document being relevant to the query. Figure 22 highlights the difference between the terms that influence
the estimation of relevance of the same query-passage pair by a lexical matching and a semantic matching model. A good neural IR model should incorporate both lexical and semantic matching signals [141].

Guo et al. [71] proposed to use histogram-based features in their DNN model to capture lexical notion of relevance. Mitra et al. [141] leverage large scale labelled data from Bing to train a Duet architecture (Figure 23) that learns to identify good patterns of both lexical and semantic matches jointly. Neural models that focus on lexical matching typically have fewer parameters, and can be trained under small data regimes—unlike their counterparts that focus on learning representations of text.

Interestingly, a query level analysis seems to indicate that both traditional non-neural IR approaches and more recent neural methods tend to perform well on different segments of queries depending on whether they focus on lexical or semantic matching. Figure 24 plots a few of these models based on their per-query NDCG values on a test set.

8 Conclusion

We present a tutorial on neural methods for information retrieval. For machine learning researchers who may be less familiar with IR tasks, we introduced the fundamentals of traditional IR models and metrics. For IR researchers, we summarized key concepts related to representation learning with (shallow or deep) neural networks. Finally, we presented some of the recent neural methods for document ranking and question-answer matching.

16 It is important to emphasize, that while Mitra et al. [141] and others have used interaction-based representation for modelling lexical matches, the two ideas are distinct. Some interaction-matrix based representations compare texts using their pre-trained embeddings [86, 223]. Similarly, lexical matching can be modelled without employing an interaction matrix based representation [71].
Figure 24: A demonstration that IR models that focus on lexical matching tend to perform well on queries that are distinct from queries on which semantic matching models achieve good relevance. Each model is represented by a vector of NDCG scores achieved on a set of test queries. For visualization, t-SNE [128] is used to plot the points in a two-dimensional space. Lexical matching models (BM25, QL, DM, DRMM, and Duet-Lexical) are seen to form a cluster—as well as the models that focus on representation learning.

We have focused on retrieval of long and short text. In the case of long text, the model must deal with variable length documents, where the relevant sections of a document may be surrounded by irrelevant text. For both long and short text, but particularly for short, IR models should also deal with the query-document vocabulary mismatch problem, by learning how patterns of query words and (different) document words can indicate relevance. Models should also consider lexical matches when the query contains rare terms—such as a person’s name or a product model number—not seen during training, and to avoid retrieving semantically related but irrelevant results.

An ideal model for information retrieval would be able to infer the meaning of a query from context. Given a query about the Prime Minister of UK, for example, it may be obvious from context whether it refers to John Major or Teresa May—perhaps due to the time period of the corpus, or it may need to be disambiguated based on other context such as the other query terms or the user’s short or long-term history. The ideal IR model may need to encode this context, which means that the model is like a library that effectively memorizes massive number of connections between entities and contexts. The number of learnable parameters of a ML model, however, is typically fixed, which may imply that there is a limited budget for how much real world knowledge the model can incorporate during training. An ideal model, therefore, may also need to learn to be like a librarian with incomplete domain knowledge, but capable of reading documents related to the current query and reasoning about the meaning of the query as part of the retrieval process.

Many of the breakthroughs in deep learning have been motivated by the needs of specific application areas. Convolutional neural networks, for example, are particularly popular with the vision community, whereas recurrent architectures find more applications in speech recognition and NLP. It is likely that the specific needs and challenges of IR tasks may motivate novel neural architectures and methods. Future IR explorations may also be motivated by developments in related areas, such as NLP. For example, neural architectures that have been evaluated on non-IR tasks [39, 50, 95, 99, 232] can be investigated in the retrieval context. Similarly, new methods for training deep models for NLP—e.g., using reinforcement learning [163, 224] and generative adversarial networks (GANs) [226]—may carry over to the IR setup.

However, given the pace at which the area of deep learning is growing, in terms of the number of new architectures and training regimes, we should be wary of the combinatorial explosion of trying every model on every IR task. We should not disproportionately focus on maximizing quantitative improvements and in the process neglect theoretical understanding and qualitative insights. It would
be a bad outcome for the field if these explorations do not grow our understanding of the fundamental principles of machine learning and information retrieval. Neural models should not be the hammer that we try on every IR task, or we may risk reducing every IR task to a nail.\footnote{https://en.wikipedia.org/wiki/Law_of_the_instrument} A better metaphor for the neural models may be a mirror that allows IR researchers to gain new insights into the underlying principles of IR. This may imply that we prefer neural models that, if not interpretable, then at least are amenable to analysis and interrogation. We may elicit more insights from simpler models while more sophisticated models may achieve state-of-the-art performances. As a community, we may need to focus on both to achieve results that are both impactful as well as insightful.

The focus of this article has been on ad-hoc retrieval and to a lesser extent on question-answering. However, neural approaches have shown interesting applications to other existing retrieval scenarios, including query auto-completion \cite{139}, query recommendation \cite{184}, session modelling \cite{138}, modelling diversity \cite{215}, modelling user click behaviours \cite{19}, knowledge-based IR \cite{153}, and even optimizing for multiple IR tasks \cite{123}. In addition, recent trends suggest that advancements in deep neural networks methods are also fuelling emerging IR scenarios such as conversational IR \cite{218, 234} and multi-modal retrieval \cite{127}. Neural methods may have an even bigger impact on some of these other IR tasks.

IR also has a role in the context of the ambitions of the machine learning community. Retrieval is key to many one-shot learning approaches \cite{102, 202}. Ghazvininejad et al. \cite{60} proposed to “search” external information sources in the process of solving complex tasks using neural networks. The idea of learning local representations proposed by Diaz et al. \cite{51} may be applicable to non-IR tasks. While we look at applying neural methods to IR, we should also look for opportunities to leverage IR techniques as part of—or in combination with—neural and other machine learning models.

Finally, we must also renew our focus on the fundamentals, including benchmarking and reproducibility. An important prerequisite to enable the “neural IR train” to steam forward is to build shared public resources—e.g., large scale datasets for training and evaluation, and repository of shared model implementations—and to ensure that appropriate bindings exist (e.g., \cite{142, 201}) between popular IR frameworks and popular toolkits from the neural network community. The emergence of new IR tasks also demands rethinking many of our existing metrics. The metrics that may be appropriate for evaluating document ranking systems may be inadequate when the system generates textual answers in response to information seeking questions. In the latter scenario, the metric should distinguish between whether the response differs from the ground truth in the information content or in phrasing of the answer \cite{57, 120, 145}. As multi-turn interactions with retrieval systems become more common, the definition of task success will also need to evolve accordingly. Neural IR should not only focus on novel techniques, but should also encompass all these other aspects.
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