$1/f$ noise and anomalous scaling in Lévy noise-driven on-off intermittency
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Abstract. On-off intermittency occurs in nonequilibrium physical systems close to bifurcation points, and is characterised by an aperiodic switching between a large-amplitude “on” state and a small-amplitude “off” state. Lévy on-off intermittency is a recently introduced generalisation of on-off intermittency to multiplicative Lévy noise, which depends on a stability parameter $\alpha$ and a skewness parameter $\beta$. Here, we derive two novel results on Lévy on-off intermittency by leveraging known exact results on the first-passage time statistics of Lévy flights. First, we compute anomalous critical exponents explicitly as a function of arbitrary Lévy noise parameters $(\alpha, \beta)$ for the first time, by a heuristic method, extending previous results. The predictions are verified using numerical solutions of the fractional Fokker-Planck equation. Second, we derive the power spectrum $S(f)$ of Lévy on-off intermittency, and show that it displays a power law $S(f) \propto f^\kappa$ at low frequencies $f$, where $\kappa \in (-1,0)$ depends on the noise parameters $\alpha, \beta$. An explicit expression for $\kappa$ is obtained in terms of $(\alpha, \beta)$. The predictions are verified using long time series realisations of Lévy on-off intermittency. Our findings help shed light on instabilities subject to non-equilibrium, power-law-distributed fluctuations, emphasizing that their properties can differ starkly from the case of Gaussian fluctuations.
1. Introduction

Instabilities arise at parameter thresholds in many systems. Real physical systems are typically embedded in an uncontrolled noisy environment, with the noise deriving from high-dimensional chaotic dynamics. The fluctuating properties of the environment affect the control parameter(s) of an instability, which leads to multiplicative noise. If this multiplicative noise is dominant over additive noise close to an instability threshold, the resulting behaviour is on-off intermittency, which is characterised by an aperiodic switching between a large-amplitude “on” state and a small-amplitude “off” (or ”laminar”) state, separated by some small threshold. It was extensively studied in the context of low-dimensional deterministic chaos and nonlinear maps [1, 2, 3, 4], and has also been observed in numerous experimental setups ranging from electronic devices [5], spin-wave instabilities [6], liquid crystals [7, 8] and plasmas [9] to multistable laser fibers [10], sediment transport [11], human balancing motion [12], oscillator synchronisation [13], as well as blinking quantum dots in semiconductor nanocrystals [14, 15], and measurements of earthquake occurrence [16]. On-off intermittency has also been observed in studies of quasi-two-dimensional turbulence [17, 18, 19], and magnetohydrodynamic flows [20, 21, 22]. In addition, similar bursting behaviour is found in other contexts, including hydrodynamic [23, 24, 25] and neural systems [26]. On-off intermittency has been investigated theoretically in the framework of nonlinear stochastic differential equations [27, 28, 29] such as a pitchfork bifurcation with fluctuating growth rate,

$$\frac{dX}{dt} = (f(t) + \mu)X - \gamma X^3,$$  \hspace{1cm} (1)

where \( \mu \in \mathbb{R} \) and \( f(t) \) is typically Gaussian white noise, with \( \langle f(t) \rangle = 0, \langle f(t)f(t') \rangle = 2\delta(t-t') \), in terms of the ensemble average \( \langle \cdot \rangle \). Early studies of closely related models can be found in [30, 31, 32]. We can take \( X \) to be positive without loss of generality, since (1) does not allow sign changes. In the following, we adopt the Stratonovich interpretation of equation (1). A practical implication of this choice is that the rules of standard calculus apply to equation (1). For Gaussian white noise, the stationary probability distribution function (PDF) of the system is known to be of the form \( p_{st}(x) = Nx^{-1+\mu} e^{-\gamma x^2/2} \) with normalisation \( N \), cf. [30]. At small \( \mu \geq 0 \) the moments of \( X \) scale as \( \langle X^n \rangle \propto \mu^{c_n} \) with \( c_n = 1 \) for all \( n > 0 \), which is different from the deterministic “mean-field” scaling \( c_n = n/2 \). This defines anomalous scaling, a well-known phenomenon in the context of continuous phase transitions (where noise is of thermal origin) and critical phenomena [33, 34], as well as in turbulence [35, 36]. In addition to anomalous scaling, the result \( c_n = 1 \) for all \( n \) also implies multiscaling, which is defined by \( c_n \) not being proportional to \( n \). Multiscaling occurs in a variety of contexts including turbulence [37], finance [38] and rainfall statistics [39]. In addition to its non-trivial scaling properties, the intermittent dynamics resulting from the multiplicative noise in equation (1) are reflected in the form of the power spectral density (PSD) of \( X \). Denoting the two-time correlation function by \( C(t) = \langle X(0)X(t) \rangle \), the Fourier transform of \( C(t) \) defines the PSD of \( X \),
\[ S(f) = \int e^{ift} C(t) dt, \] according to the Wiener-Khinchin theorem [40, 41]. This has been exploited to explain the \( S(f) \propto f^{-1/2} \) range observed at low frequencies for small \( \mu > 0 \), cf. [42, 43]. Such behaviour, namely the existence of a wide range in \( \log(f) \), at small \( f \), for which the PSD \( S(f) \) is of power-law form with exponent smaller than 0 and greater than \(-2\), is generically called 1/f noise, also known as Flicker noise, or pink noise. It has been observed in a wide variety of systems, ranging from voltage and current fluctuations in vacuum tubes and transistors, where this behaviour was first recognised [44, 45, 46], to astrophysical magnetic fields [47] and biological systems [48], climate [49], turbulent flows [50, 51, 52], reversing flows [53, 54, 55, 56], traffic [57], as well as music and speech [58, 59], to name a few, and is also found in fractional renewal models [60]. In addition, 1/f noise has also been observed for Lévy flights in inhomogeneous environments [61, 62], but these studies did not consider any bifurcation points.

While the above-described case of Gaussian noise has been studied in depth, non-Gaussian fluctuations arise in many systems. For example, out-of-equilibrium dynamics, such as turbulent fluid flows, typically exhibit non-Gaussian statistics, see e.g. [63], implying that instabilities developing on a turbulent background generally exhibit non-Gaussian growth rates, cf. [19, 64]. Power-law-distributed fluctuations in particular are found in a variety of systems, including the human brain [65], climate [66], finance [67] and beyond. An important example of random motion resulting from additive non-Gaussian noise is given by Lévy flights (a term coined by Mandelbrot [68]), which are driven by Lévy noise. Lévy noise follows a heavy-tailed \( \alpha \)-stable distribution that depends on a stability parameter \( \alpha \in (0, 2] \) and a skewness parameter \( \beta \in [-1, 1] \). Stable distributions come in different forms: the case \( \alpha = 2 \) corresponds to the Gaussian distribution, while at \( \alpha < 2 \) the distribution has power-law tails with exponent \(-1 - \alpha\). The main interest lies in the parameter regime \( 1 < \alpha \leq 2 \), where there is a finite mean, but an infinite variance. While the parameter regime \( 0 < \alpha \leq 1 \) is formally admissible, it is of little practical interest, since the noise distribution has a diverging mean in this case. The reason why Gaussian random variables are common in physics is their stability: by the central limit theorem [69], the Gaussian distribution constitutes an attractor in the space of PDFs with finite variance. Similarly, by the generalised central limit theorem [70, 71], non-Gaussian \( \alpha \)-stable distributions constitute an attractor in the space of PDFs whose variance does not exist. Stable distributions can be symmetric \((\beta = 0)\) or asymmetric \((\beta \neq 0)\), giving rise to symmetric and asymmetric Lévy flights. Lévy flights have since found numerous applications in many areas both in physics [72, 73, 74, 75, 76, 77] and beyond, including climatology [78], finance [79], ecology [80] and human travel [81].

Lévy statistics and on-off intermittency can be present in the same system. Examples include experiments of human balancing motion [12, 82, 83], blinking quantum dots [84, 85] and the intermittent growth of three-dimensional instabilities in quasi-two-dimensional turbulence [19]. In a recent study [86], the problem of Lévy on-off intermittency was formally introduced as the case where \( f(t) \) in equation (1) is Lévy noise with \( 1 < \alpha < 2 \). In this case, if \( X(t) \) solves (1), then \( \log(X(t)) \) performs a Lévy
flight in an anharmonic potential. The asymptotics of the stationary PDF of $X$ were derived from the fractional Fokker-Planck equation associated with (1). However, an analytical solution for the full stationary PDF is only known in the Gaussian case ($\alpha = 2$). From the asymptotics of the stationary PDF, the moments $\langle X^n \rangle$ were computed heuristically in [86]. Anomalous scaling of the moments with the distance $\mu > 0$ from the instability threshold was observed, with critical exponents $c_n$ that differ in general from the Gaussian case and depend on the stability and skewness parameters $\alpha$ and $\beta$ of the Lévy noise. However, the explicit dependence of the critical exponents on $\alpha, \beta$ could only be computed for certain special cases in [86]. Specifically, for all $-1 < \beta < 1$, the expression for the critical exponents obtained in [86] contained a heuristic, numerically estimated constant. Therefore, it remains an open problem to determine the explicit dependence of the critical exponents on $\alpha, \beta$ at a theoretical level. In this paper we derive, for the first time, an explicit expression for the critical exponents in Lévy noise parameters with arbitrary parameters $\alpha, \beta$, using heuristic arguments. Moreover, although the power spectral density in on-off intermittency with Lévy statistics has been experimentally measured for human balancing motion, where a low-frequency exponent close to $-1/2$ was found [12], no theoretical results exist for the PSD of Lévy on-off intermittency, and the dependence of the noise parameters remains unknown. Here, we present a heuristic derivation of the low-frequency PSD in Lévy on-off intermittency. Both derivations will be explicated later on in the text.

In addition to critical scaling, another important characteristic of on-off intermittency is given by the statistics of the duration $T_{\text{off}}$ of laminar phases. These have received much attention, in particular since they are rather easily accessible numerically [2, 3, 4] and in experiments [5, 6, 7, 8, 9, 10, 12, 11, 14, 15, 16]. In many studies, $T_{\text{off}}$ is found to follow a PDF with a power-law tail $p(T_{\text{off}}) \propto (T_{\text{off}})^m$, with $m = -3/2$. The value of the exponent has been explained in terms of first-passage time statistics: on a logarithmic scale, the linear dynamics in the laminar phase can be mapped onto a random walk on the negative half line, so that the duration of laminar periods corresponds to the first-passage time through the origin of the random walk. For symmetric random walks, this quantity is known to follow a PDF with a power-law tail whose exponent is $-3/2$ [87]. According to the Sparre Andersen theorem [88, 89], this result holds for any symmetric step size distribution, as long as steps are independent, including symmetric Lévy flights, for which $\beta = 0$, and even in the presence of finite spatio-temporal correlations [90]. Despite the large body of research corroborating the scenario leading to the exponent $m = -3/2$, some studies on blinking quantum dots, bubble dynamics and other systems [91, 92, 93, 94] find a different behaviour. There, the duration of laminar phases also follows a power-law distribution, but with exponent $m \neq -3/2$ varying between $-1$ and $-2$. Similarly, Manneville [42] finds $m = -2$ for a chaotic discrete map. For Lévy flights, there exist exact results for the asymptotics of the first-passage time distribution. The distribution features a power-law tail with exponent $m = m(\alpha, \beta) \in (-1, -2)$, whose dependence on $(\alpha, \beta)$ is known explicitly. A summary and derivation of these results is given in [95]. The goal of the present paper
is to leverage these exact first-passage time results to better understand two aspects of Lévy on-off intermittency: its anomalous critical exponents close to the threshold of instability, and its power spectral density (PSD).

For the case of Gaussian white noise \( f(t) \) in equation (1), where the critical exponents can be calculated directly from the known stationary PDF, an alternative derivation was presented in the work of Aumaitre et al. \[28\], where a heuristic argument based on the knowledge of \( p(T_{off}) \) and simple properties of the on-phases leads to the same result. In the present study, we first generalise the argument given by Aumaitre et al. to Lévy on-off intermittency, where the stationary PDF is not fully known. We thus derive, for the first time, explicit expressions for the critical exponents valid for arbitrary noise parameters \( \alpha, \beta \). First-passage time statistics are also known to be linked to the two-time correlation function \( C(t) = \langle x(t)x(0) \rangle \) in on-off intermittency, as described in [42, 43]. In the second part of this paper, we generalise these arguments to Lévy on-off intermittency to show that it displays \( 1/f \) noise with a spectral power-law range \( S(f) \propto f^\kappa \) whose exponent \( \kappa \in (-1, 0) \) is computed explicitly for the first time, and shown to depend on the noise parameters.

The remainder of this paper is structured as follows. In section 2, we describe the theoretical background of this study. Next, in section 3 we present a derivation of the critical exponents in Lévy on-off intermittency, comparing the results to the findings of [86] and additional numerical solutions of the fractional Fokker-Planck equation associated with equation (1). In section 4, we present a spectral analysis of Lévy on-off intermittency. We describe the arguments relating first-passage time distributions to \( 1/f \) noise and again verify the predictions numerically. Finally, in section 5, we discuss our results and conclude.

2. Theoretical background

In this section we define stable distributions, recall results on Lévy on-off intermittency, and introduce relevant properties of Lévy flight first-passage time PDFs.

2.1. Definition of \( \alpha \)-stable distributions

For parameters \( \alpha \in (0, 2], \beta \in [-1, 1] \), we denote the alpha-stable PDF for a random variable \( Y \) by \( \varphi_{\alpha, \beta}(y) \). It is defined by its characteristic function (i.e. Fourier transform),

\[
\varphi_{\alpha, \beta}(k) = \exp \left\{ -|k|^\alpha [1 - i\beta \text{sgn}(k) \Phi(k)] \right\}, \tag{2}
\]

with

\[
\Phi(k) = \tan \left( \frac{\pi \alpha}{2} \right) \quad \text{for } \alpha \neq 1, \quad \Phi(k) = -\frac{2}{\pi} \log(|k|) \quad \text{for } \alpha = 1, \tag{3}
\]

see [71]. We note that (2) is not the most general form possible: there may be a scale parameter in the exponential, which we set equal to one. One refers to \( \alpha \) as the stability parameter. For \( \alpha = 2 \), one recovers the Gaussian distribution, independently of the
skewness parameter $\beta$. For $\alpha < 2$, $\beta$ controls the asymmetry of the distribution, with perfect symmetry at $\beta = 0$, and the strongest asymmetry at $|\beta| = 1$. For $|\beta| < 1$, the stable PDF has two power-law tails at $y \to \pm \infty$, where $\varphi_{\alpha,\beta}(y) \sim \{1 + \beta \text{sign}(y)\}|y|^{1-\alpha}$.

For $\beta = \pm 1$, the prefactor vanishes in one limit, and the asymptote at $y \to -\beta \infty$ changes from power-law to exponential decay. In the following, we restrict our attention to $1 < \alpha < 2$, since on-off intermittency only occurs in this parameter range (and in the Gaussian case $\alpha = 2$), as the mean $\langle Y \rangle$, with $Y$ drawn from $\varphi_{\alpha,\beta}(y)$, only exists for $\alpha > 1$. It is important to note that the definition of the stable distributions implies $\langle Y \rangle = 0$, whether its underlying distribution $\varphi_{\alpha,\beta}(y)$ is symmetric or not. By contrast, the most probable value of $Y$, corresponding to the maximum of $\varphi_{\alpha,\beta}(y)$, is only equal to zero for $\beta = 0$, and is non-zero for $\beta \neq 0$.

2.2. Relevant results pertaining to Lévy on-off intermittency

Here we recall some important results obtained in [86]. As in [86], we consider the Langevin equation (1) with $f(t)$ being white Lévy noise, which follows an $\alpha$-stable distribution. More precisely, for a given time step $dt$, we let $f(t)dt = dt^{1/\alpha}F(t)$, where $F(t)$ obeys the alpha-stable PDF $\varphi_{\alpha,\beta}(F)$, defined by (2), and is drawn independently at every time step $t$, cf. also [76]. For these dynamics, critical exponents were computed from the fractional Fokker-Planck equation associated with (1) in [86]. For $1 < \alpha \leq 2$ (i.e. when the mean of $f(t)$ exists), equation (1) implies

$$
\frac{d\langle \log(X) \rangle}{dt} = \mu + \langle f(t) \rangle - \gamma \langle X^2 \rangle. \tag{4}
$$

For $\mu > 0$, the system reaches a steady state where $d\langle \log(X) \rangle/dt = 0$, implying

$$
\langle X^2 \rangle = \mu/\gamma, \tag{5}
$$

which is an exact relation showing that the second-order moment exists, and that the associated critical exponent $c_2 = 1$ for all $\alpha, \beta$. If, on the other hand, $\mu < 0$, then no such steady state exists, and the right-hand side of equation (4) is strictly negative. This indicates that the threshold of the instability is set by $\mu + \langle f(t) \rangle = \mu = 0$, independently of noise parameters, including the case where $f(t)$ is asymmetric ($\beta \neq 0$). The existence of moments can be deduced from the large-$X$ asymptotics of the stationary PDF, which for nonlinearity of order $s$ ($s = 3$ in equation (1)), and $\beta > -1$, is given by

$$
p_{st}(x) \sim C \frac{(1+\beta)}{\gamma} x^{-s-\alpha} \log^{-\alpha}(x) \quad \text{as} \quad x \to \infty, \tag{6}
$$

with $C = \sin(\pi \alpha/2)\Gamma(\alpha)/\pi$. This asymptotic result, a straightforward generalisation of the cubic case considered in [86], implies that for a nonlinearity of order $s$ the first $s - 1$ moments exist. Furthermore the moment of order $s - 1$ is special, in that it is convergent only due to the logarithmic factor in the PDF (provided $\alpha > 1$), and therefore converges slowly at large $X$. The case $\beta = -1$ is an exception, where the PDF decays exponentially at large $X$, and therefore $\langle X^n \rangle$ exists for all $n$, independently of the order of the nonlinearity, and all critical exponents are equal to unity, as in the
Gaussian case. Moments of any order $n > s - 1$, where $s$ is the order of nonlinearity, are found to diverge. For $-1 < \beta < 1$, the first moment was predicted by [86] to scale as $\langle X \rangle \propto \mu^{c_1},$ with

$$c_1 = (1 - \nu)/(\alpha - 1),$$

in terms of a $\mu$-independent parameter $\nu$, which could only be determined numerically, with significant uncertainties, and whose full dependence on $\alpha, \beta$ remains unknown. For $\alpha = 1.5$, $\beta = 0$, it was found numerically that $\nu \approx 0.25$. Here, we will compute $\nu$ explicitly as a function of general noise parameters $\alpha, \beta$.

Another important result derived in [86] from the fractional Fokker-Planck equation associated with equation (1) is that, with two exceptions, Lévy on-off intermittency occurs for any positive value of the control parameter $\mu$. This is due to the fact that the stationary PDF of $X$ is asymptotically given by

$$p_{st}(x) \sim C(1 - \beta)(\mu x)^{-1}\log^{-\alpha}(1/x) \quad \text{for} \quad 0 < x \ll 1,$$

with $C$ as in equation (6), such that the most probable state is always $x = 0$. An exception arises for $\beta = 1$, where the above asymptotic relation breaks down, and the stationary PDF is of the form $p_{st}(x) \propto x^{-1 + A_\alpha(\mu)}$, where $A_\alpha(\mu) > 0$ increases monotonically with $\mu$, and therefore on-off intermittency ceases at $\mu = \mu^*$, where $A_\alpha(\mu^*) = 1$. This is analogous to the case of Gaussian noise ($\alpha = 2$), where $A_2(\mu) = \mu$, and thus on-off intermittency is also only observed in a finite interval of the control parameter $\mu$ there.

2.3. First-passage time distributions of Lévy flights

Due to their importance in many applications, first-passage problems have received much attention in both standard Brownian motion [87] and Lévy flights [95]. Consider equation (1) with $\mu > 0$ and $\gamma = 0$, restricted in terms of $Y = \log(X)$ to the negative semi-infinite half line with an absorbing boundary at $Y = 0$. Choose an initial condition
$y = -d < 0$. For $\alpha = 2$, i.e. standard Brownian motion with a drift, the first-passage time (FPT) $\tau$ follows the so-called Lévy distribution [87] (a special case of stable distributions with $\alpha = 1/2$, $\beta = 1$),

$$P(\tau) = \frac{d}{(4\pi \tau)^{3/2}} \exp \left( -\frac{(d - \mu \tau)^2}{4\tau} \right).$$

At small times $\tau \ll d/\mu$, $P(\tau)$ vanishes, since it takes a finite time to reach the absorbing boundary. For intermediate times $\tau$ with $d \ll \mu \tau \ll 2\sqrt{\tau}$, one finds $P(\tau) \propto \tau^{-3/2}$. The power law is eventually cut off by the exponential factor at $\tau = t_c(\mu) \propto \mu^{-2}$. The cut-off time is set by the cross-over between the diffusive motion at early times $t$, where the typical displacement grows as $\sqrt{t}$, and the ballistic motion $y = \mu t$ at late times. After the time $t_c(\mu)$, the trajectory has almost certainly reached the absorbing boundary at $y = 0$ due to the drift and hence $P(\tau)$ vanishes again.

For Lévy flights, the mean first passage time is not known in full for arbitrary parameter values $\alpha, \beta$. However, for vanishing drift, $\mu = 0$, and $1 < \alpha < 2$, $\beta \in [-1, 1]$, the Lévy flight first-passage time distribution has been shown [95] to be asymptotically proportional to

$$P(\tau) \propto \tau^m \quad \text{with} \quad m(\alpha, \beta) = -3/2 - (\alpha \pi)^{-1} \arctan(\beta \tan(\pi \alpha/2)).$$

In particular, for the case of symmetric noise ($\beta = 0$), this reduces to $m = -3/2$ as in the Gaussian case, in agreement with the Sparre-Andersen theorem. For $\beta = 1$, one finds $m = -2 + 1/\alpha$, and for $\beta = -1$ one gets $m = -1 - 1/\alpha$. As $\alpha$ varies from 1 to 2 and $\beta$ from $-1$ to 1, the exponent $m$ varies continuously between $-1$ and $-2$. Figure 1 illustrates the dependence of $m$ on $\alpha, \beta$.

### 3. Critical exponents

Here we give a simple heuristic argument connecting the statistics of Lévy flight first-passage times to the anomalous scaling of moments in Lévy on-off intermittency. We first reproduce the argument of Aumaitre et al. given in [28] for Gaussian noise, then we go on to generalise it to Lévy noise. For the remainder of this paper, we will take $\gamma = 1$ in equation (1).
3.1. The Gaussian case

We first consider Gaussian noise, i.e. \( \alpha = 2 \). In the exact stationary PDF of \( X \), 
\( p_{st}(x) = N x^{-1+\mu} e^{-\gamma x^2/2} \), the only impact of the nonlinearity is to provide an exponential cut-off at large \( x \). This motivates a study of the situation depicted in figure 2, where the suppression of large amplitudes by the nonlinear is modeled as a reflective wall positioned at a large \( X = X_{nl} \), and an arbitrary, threshold \( X_{th} \) is defined to separate the semi-infinite off domain from the finite-size on domain. In the off domain, \( \log(X) \) performs simple Brownian motion with drift \( \mu \), which is assumed positive. While the off domain is a semi-infinite interval, the on domain is finite. Starting from within the off domain, one can compute the mean first-passage time through \( X = X_{th} \) using (9).

One finds

\[
\langle T_{off} \rangle \propto \sqrt{t_c(\mu)} \tag{11}
\]

with \( t_c(\mu) \propto \mu^{-2} \). Once the trajectory crosses the threshold \( X = X_{th} \), it remains in the on phase until it exits by diffusion and nonlinear damping (which compete against the positive drift), and the process repeats. We denote by \( T_{on,tot} \) the total time spent in the on state after a long simulation time \( T \). Then the fraction of time spent in the on phase over the full simulation time, \( T_{on,tot}/T \), is given by the average duration \( \langle T_{on} \rangle \) of an on phase, multiplied by the frequency of occurrence of on phases. The latter is approximately equal to \( 1/\langle T_{off} \rangle \), which is known from equation (11). Aumaître et al. argue that \( \langle T_{on} \rangle \) tends to a finite, \( \mu \)-independent constant as \( \mu \to 0^+ \). Hence,

\[
\frac{T_{on,tot}}{T} \propto \mu \tag{12}
\]

We denote by \( \langle X^n \rangle_{on} \) the value of \( X^n \) averaged over on phases. For small \( \mu > 0 \), \( \langle X^n \rangle_{on} \) becomes independent of \( \mu \). This can be understood using the analogy with a random walk in a finite interval delimited by a wall on one side and an absorbing boundary on the other: typical trajectories of the random walk to exit the finite on domain are dominated by diffusion for small \( \mu \), and therefore do not depend on \( \mu \) in the small-\( \mu \) limit. This finally implies that the moments scale as

\[
\langle X^n \rangle \propto \langle X^n \rangle_{on} \times T_{on,tot}/T \propto \mu \tag{13}
\]

for all \( n > 0 \), which is precisely what is found when computing the moments explicitly from the stationary PDF.

3.2. The Lévy case

We now generalise the above argument to Lévy on-off intermittency, for which a typical time series is shown in figure 3a. All time series of \( X \) computed in this work are generated using the formal solution of equation (1) given in [86]. We primarily focus on the case \( |\beta| < 1 \), where the noise follows a distribution with power-law tails at both positive and negative values, that can be symmetric (\( \beta = 0 \)) or asymmetric (\( \beta \neq 0 \)). Consider again the heuristic model depicted in figure 2, with a sharp cut-off by nonlinearity at \( X = X_{nl} \)
Figure 3. Panel a): Time series displaying on-off intermittency at $\alpha = 1.5$, $\beta = 0$, $\mu = 0.1$ and $\gamma = 1$, generated using the formal solution of the Langevin equation (1) given in the appendix of [86], with the dashed blue line indicating $X_{th} = 0.001$. Panel b) Same time series with a logarithmic $y$-axis. Panel c): Average value of $X$ during on phases, computed based on similar time series as in panel a) with time step $dt = 0.01$, at $\alpha = 1.5$, $\beta = -0.5, 0, 0.5$ for nonlinear coefficient $\gamma = 1$, as a function of $\mu$. Panel d): same as panel c for average duration of on phases.

as a simplified description of equation (1). We hasten to add that, for Lévy flights, as discussed in [96], the implementation of reflecting boundary conditions is non-trivial due to the possibility of leapovers [97, 98], which make it possible for a trajectory to pass a point without hitting it [99]. Also, by contrast with the Gaussian case, the order $s$ of nonlinearity ($s = 3$ in eq. (1)) impacts the moments non-trivially: the number of finite integer-order moments of $X$ in stationary state is equal to $s - 1$, except in the case $\beta = -1$, as discussed in the introduction. At best, one can hope that the model depicted in fig. 2 may reproduce the existing, finite moments of order $n < s - 1$ correctly. The moment of order $s - 1$, which is fixed by the exact identity (5), derives from a slowly converging integral at $X \to \infty$, as explained in section 2.2, and therefore cannot be captured by the present argument (there is no sharp cut-off by the nonlinearity in that case). Notwithstanding these caveats, we proceed on the modelling assumption and verify a posteriori that the predictions are consistent with the known results of [86] and additional simulations. Using the asymptotics given in eq. (10), we can deduce that the
mean time spent in the off state scales as

\[ \langle T_{\text{off}} \rangle \propto t_c^{m(\alpha,\beta)+2}, \]  

(14)

where \( t_c \) is again a cut-off time. While in the Gaussian case \( t_c(\mu) \) is known from the full FPT distribution (9), this is not the case for Lévy flights, since the result in equation (10) does not include a finite drift. However, \( t_c(\mu) \) may be determined as the cross-over time between drift and Lévy flight superdiffusive motion. The typical distance travelled superdiffusively in a Lévy flight after time \( t \) is proportional to \( t^{1/\alpha} \), see [76]. Since we consider \( 1 < \alpha < 2 \), such that \( 1/\alpha < 1 \) the drift \( \mu t \) is initially small compared to superdiffusion, but eventually dominates after a finite cross-over time. Its value is found by balancing \( t^{1/\alpha} \) with the drift \( \mu t \) (we consider \( \mu > 0 \)), giving

\[ t_c \propto \mu^{\alpha/(1-\alpha)}. \]  

(15)

This can now be combined with equation (14) to give the dependence of the mean first passage time on \( \alpha,\beta \) and \( \mu \). In addition, as shown in figure 3d, the mean duration of on phases \( \langle T_{\text{on}} \rangle \) tends to a \( \mu \)-independent constant as \( \mu \to 0^+ \) for \( |\beta| < 1 \), like in the Gaussian case. Hence, the total time \( T_{\text{on,tot}} \) spent in the on state for a time series of length \( T \) satisfies

\[ \frac{T_{\text{on,tot}}}{T} \approx \frac{\langle T_{\text{on}} \rangle}{\langle T_{\text{off}} \rangle} \propto \mu^{\alpha(m(\alpha,\beta)+2)/(\alpha-1)} \]  

(16)

at small \( \mu > 0 \).

Figure 3c shows that the average value of \( X \) during on phases becomes independent of \( \mu \) for small \( \mu \), like in the Gaussian case. For the mean, which scales as \( \langle X \rangle \propto \mu^{c_1} \) at small \( \mu \), this implies the following expression for the critical exponent

\[ c_1 = \alpha(m(\alpha, \beta)+2)/(\alpha-1) = \frac{\alpha}{(\alpha-1)} \left( \frac{1}{2} - (\alpha \pi) \arctan(\beta \tan(\alpha \pi/2)) \right). \]  

(17)

The dependence of this result on \( \alpha, \beta \) is visualised in figure 4. The exponent \( c_1 \) increases monotonically with \( \alpha \) and with \( \beta \), and is bounded below by 1. It is equal to unity for all \( 1 < \alpha < 2 \) when \( \beta = -1 \).

The expression simplifies for \( \beta = 0 \), where \( m = -3/2 \), and we find specifically

\[ c_1 = \frac{\alpha}{2(\alpha-1)}. \]  

(18)

Equation (18) agrees with eq. (7) for \( \nu = 1 - \frac{\alpha}{2} \); for \( \alpha = 1.5 \), this gives \( \nu = 0.25 \), which is indeed the value found numerically in [86]. For general \( \beta \), we can infer by comparison of equations (7) and (18) that

\[ \nu = 1 - \alpha[m(\alpha, \beta) + 2], \]  

(19)

with \( m(\alpha, \beta) \) given in eq. (10). Hence, the expression in eq. (17) improves significantly on the results of [86] by providing the explicit dependence of the critical exponent on the noise parameters \( \alpha \) and \( \beta \). In figure 5, the prediction of equation (17) is compared to numerical results for \( \alpha = 1.5 \) and \( \beta = -0.5, 0, 0.5 \), obtained by integrating the fractional Fokker-Planck equation associated with equation (1) as described in [86]. The numerical
The critical exponent $c_1$ given in equation (17) depends strongly on $\alpha, \beta$. Panel a): $c_1$ versus $\beta$ for different values of $\alpha$. Panel b): filled contour plot of $\log(c_1)$ in the $(\alpha, \beta)$ domain. The value of $c_1$ increases without bounds as $\alpha \to 1^+$, and $\beta \to 1^-$. Results compare favourably with the predictions. We note, furthermore, that for $\beta = -1$, one finds $m = -1 - 1/\alpha$ and hence a critical exponent $c_1$ of unity, which is precisely what is found from the stationary PDF in [86]. The reason why we do not directly use time series data generated from (1) to verify (17), and instead resort to the Fokker-Planck equation, is that the latter approach is more accurate at reduced numerical cost: the PDF can be computed directly, rather than sampling long, highly intermittent time series.

The main focus of the above discussion is on the non-trivial scaling of the first moment $\langle X \rangle$, since for $-1 < \beta < 1$, this is the only finite integer moment, apart from $\langle X^2 \rangle \propto \mu$, which is always fixed by the exact identity (5), in agreement with the numerical results shown in figure 5. We reiterate that the heuristic argument presented above does not capture the linear scaling of $\langle X^2 \rangle$, since the approximation of the on domain as a finite interval breaks down there, due to the logarithmically slow convergence at $X \to \infty$, which requires taking into account contributions from large $X$. More generally, if the cubic nonlinearity is replaced by one of order $s$, then the first $s - 2$ integer moments exist. Since the asymptotics of the stationary PDF given in equation (6) remain of power-law form up to logarithmic corrections when higher-order nonlinearities are considered, it is reasonable to expect that the scaling exponents derived here for $\langle X \rangle$ would apply to all moments of order $s - 2$ and below, but verifying this will require a more detailed investigation, which is left for a future study. Specifically, it would need to be checked that $\langle X^n \rangle_{on}$ becomes independent of $\mu$ as $\mu \to 0$ for $n = 1, \ldots, s - 2$.

In summary, the critical exponents predicted here based on Lévy flight first-passage times are consistent with the results of [86]. Moreover, the present result (17) goes further than [86], in that it determines the explicit dependence of the critical exponent on $\alpha, \beta$. Hence, the above derivation based on first-passage times, although it may at
first sight seem conceptually more complex than the direct computation of moments from the stationary PDF in [86], provides added value.

4. Spectral analysis of on-off intermittency

In this section we give a brief summary of $1/f$ noise in on-off intermittency induced by Gaussian noise and present a spectral analysis of Lévy on-off intermittency. We stress again that we use the term $1/f$ noise broadly to refer to low-frequency spectra of power-law form with exponent less than 0 and greater than $-2$. 

Figure 5. Theoretically predicted scaling of moments $\langle X^n \rangle$ compares favourably with numerical solutions of fractional Fokker-Planck equation associated with equation (1). Symbols show numerical solutions of the fractional Fokker-Planck equation, obtained as described in [86]. Dashed lines indicate the scaling given in by equations (5) and (17). The results shown were computed for $\alpha = 1.5$, and $\beta = -0.5$ (panel a), $\beta = 0$ (panel b), and $\beta = 0.5$ (panel c).
4.1. The Gaussian case

An important known feature of equation (1) with Gaussian white noise (i.e. Lévy white noise with $\alpha = 2$) is that on-off intermittency only occurs within a finite interval of the control parameter $\mu$, where the most probable state is $X = 0$. For larger $\mu$, the evolution of $X$ be regarded as (small) fluctuations $X'$ about the mean value $\langle X \rangle$. Heuristically, one can linearise equation (1) in $X'$, to find that $X'$ approximately obeys an Ornstein-Uhlenbeck process [100], whose power spectrum $S(f)$ is known exactly. It has the property that $S(f) = \text{const.}$ at small $f$, i.e. that the low-frequency part of the signal $X(t)$ is white noise, while $S(f) \propto f^{-2}$ at large frequencies. Figure 6a shows that this is precisely the form of the power spectrum obtained from a numerical solution of equation (1) with Gaussian noise at $\mu = 1$. By contrast, at $\mu = 0.01$ the spectrum features a power-law with exponent $-0.5$ at low frequencies, indicative of $1/f^{0.5}$ noise.

4.2. A heuristic argument

It has long been known that intermittency and $1/f$ noise are intimately linked. An insightful early discussion of this topic was given by Manneville in [42]. Here we will describe a generalised form of the argument given there, which explains the low-frequency power-law, leveraging our knowledge of the exact asymptotic form of the first-passage time distribution, $p(\tau) \propto \tau^m$. We keep $-2 < m < -1$ arbitrary in the argument for the sake of generality. The reason why the following arguments apply to
Consider a long, on-off intermittent time series of total length $T$, generated from eq. (1). The average time spent in a given off-phase can be computed as 

$$\langle T_{\text{off}} \rangle_T \approx \int_0^T p(\tau) \tau d\tau \propto T^{m+2},$$

with the broad first-passage time distribution $p(\tau)$. The number of off phases during $T$ is hence $N(T) \approx T/\langle T_{\text{off}} \rangle_T \propto T^{-m-1}$. By construction, this is also the number of on phases. Since their average duration is finite, the total time spent in on phases is proportional to $N(T)$. Hence, the fraction of time spent in the on state is proportional to $T^{-m-1}/T = T^{-m-2}$. This information allows us to estimate the correlation function $C(t) = \langle X(0)X(t) \rangle$, by noting that the only realisations contributing to the ensemble average are those for which $X(t)$ is in an on phase. As argued above, this happens in a fraction of cases that is proportional to $t^{-m-2}$. Thus we obtain $C(t) \propto t^{-m-2}$. The power-law range in the power spectral density (PSD) $S(f)$ of $X$ then follows from the Wiener-Khintchine theorem [40, 41], which states that

$$S(f) = \int e^{i ft}C(t)dt \propto f^\kappa, \quad \text{with} \quad \kappa = m + 1. \quad (20)$$

Equation (20) is a general result for bursting signals. It applies, among others, to pressure signals in turbulent fluid flows [101, 102, 55]. Often the power-law exponents $m, \kappa$ are known as $-\alpha$ and $-\beta$, respectively, but here these labels are already used up for the Lévy noise parameters. For the case of Gaussian noise, one has $m = -1.5$ and thus equation (20) gives $\kappa = -0.5$. This agrees with the numerical results shown in figure 6a at small $\mu$, where on-off intermittency occurs.

**Figure 7.** Contour plot of the low-frequency spectral exponent $\kappa$, as given in equation (20), in the two-dimensional parameter space spanned by the noise parameters $(\alpha, \beta)$. The value of $\kappa$ is bounded below by $-1$ and bounded above by $0$; $\kappa$ increases monotonically with $\beta$, over a range centered on $-0.5$ which increases as $\alpha \to 1$. Cf. figure 1.
Figure 8. Log-log plots of the power spectral density $S(f)$ of $X$, versus frequency $f$, for asymmetric noise with $\alpha = 1.5$, at $\mu = 1$, $\gamma = 1$. Panel a) $\beta = \pm 0.75$. Thick, dashed lines show power laws with the exponent predicted by equation (20). The predicted power laws are compatible with the numerically observed spectra; The low frequency spectrum at $\beta < 0$ ($\beta > 0$) is steeper (flatter) than in the case of Gaussian noise. Panel b) shows the special case $\beta = 1$, where on-off intermittency and $1/f$ noise only exist within a finite interval of $\mu > 0$ for any $1 < \alpha \leq 2$. At $\mu = 1$, the spectrum becomes flat at low frequencies, and the high-frequency tail shows an approximate power law $-1.5$. At $\mu = 0.1$, by contrast, there is $1/f^\kappa$ noise (thick dashed line) with an exponent consistent with equation (20).

4.3. The Lévy case: low frequencies

Let us now consider the case $1 < \alpha < 2$, i.e. strictly Lévy on-off intermittency. The dependence of $\kappa$ on $\alpha$, $\beta$ is shown in figure 7. We first focus on the low-frequency part of the spectrum. The spectral exponent $\kappa$ predicted in equation (20) can take any value $\kappa \in (-1,0)$ depending on the choice of $\alpha$ and $\beta$, since $m(\alpha, \beta) \in (-2,-1)$. In particular, for symmetric noise ($\beta = 0$), where $m = -1.5$, the low-frequency behaviour of the spectrum $S(f)$ is predicted to be a power law with exponent $-0.5$, independently of $\alpha$.

As discussed in the introduction, Lévy on-off intermittency persists at all values of the control parameter $\mu > 0$, for all $1 < \alpha < 2$ and $\beta < 1$. Only in the special case $\beta = 1$, it is limited within a finite interval of $\mu$ close to $\mu = 0$. Based on this fact, we expect to observe the $1/f$-type noise associated with this on-off intermittency, independently of whether $\mu$ is large or small, except in the special case $\beta = 1$. Figure 6b confirms this expectation in the case $\alpha = 1.5$, $\beta = 0$: a spectrum of the form $f^\kappa$ is found both at $\mu = 1$, and $\mu = 0.1$, with a spectral exponent $\kappa = -0.5$ which is consistent with equation (20).

Figure 8a shows the case of asymmetric noise: $\beta = \pm 0.75$, at $\alpha = 1.5$. At $\beta = -0.75$, the low-frequency spectrum is steeper than in the symmetric case, $\kappa \approx -0.63$, and at $\beta = 0.75$, the spectrum is flatter than the symmetric case, $\kappa \approx -0.37$. The values of the observed power-law exponents are in agreement with the theoretical prediction.
Finally, the case $\beta = 1$ is an interesting singularity in the following sense. As mentioned earlier, on-off intermittency persists at all $\mu > 0$, provided that $\beta < 1$. At $\beta = 1$, however, there is a finite range of $\mu$ where on-off intermittency is observed. This results in the spectra shown in figure 8b: at $\beta = 1$, the spectrum is flat at low frequencies for $\mu = 1$, as in the Gaussian case $\alpha = 2$. For $\mu = 0.1$, however, there is $1/f^\kappa$ noise with $\kappa \approx -0.33$ in agreement with the prediction of equation (20).

4.4. The Lévy case: high frequencies

The results presented so far pertain to the low-frequency range of Lévy on-off intermittency. At high frequencies, the heuristic argument used in the case of Gaussian noise, based on the known spectrum of the Ornstein-Uhlenbeck process, is no longer applicable for Lévy noise, since the Lévy version of the Ornstein-Uhlenbeck process has an infinite second moment, see [103], and hence defining a spectrum in terms of the correlation function is not possible. The problem of theoretically computing the high-frequency spectrum of Lévy on-off intermittency is therefore more complicated. We numerically calculate $S(f)$ at $f \gg 1$ for different $\alpha, \beta$ by performing simulations with a small timestep $dt = 10^{-6}$, averaging over 300 realisations, to obtain the spectra shown in figure 9. For all $\alpha, \beta$ we investigated, the high-frequency spectrum has a power-law with exponent close to $-2$. This is consistent with the results obtained by [104], for the case of additive Lévy noise in a steep potential. There too, the high-frequency power spectrum is found to have an exponent $-1 - \omega$, with $\omega$ close to 1 for all $\alpha \in (1, 2)$, although only $\beta = 0$ was investigated. One can anticipate intuitively that the high-frequency behavior is similar for multiplicative and additive noise. This is because the short-time contributions to the correlation function derive from the on phase, where the value of $X$ is large, so that the noise amplitude is constant to leading order. The observed agreement between the result pertaining to additive noise and the present case of multiplicative noise at high frequencies confirms this intuition. By contrast, the non-trivial low-frequency spectral range discussed in the previous section derives from the multiplicative nature of the noise.

5. Conclusions

In this article, we have used exact results on the asymptotic first-passage time distribution of Lévy flights to study anomalous scaling and $1/f$ noise for arbitrary noise parameters $\alpha, \beta$ for Lévy on-off intermittency obeying equation (1). Both critical exponents and low-frequency spectral power-law exponents were obtained explicitly by heuristic arguments. We have validated the results using numerical solutions of the fractional Fokker-Planck equation associated with equation (1), as well as direct time integration of the Langevin equation (1). Moreover, we have shown numerically that the high-frequency power spectrum is of power-law form with an exponent close to the value for Lévy flights in steep symmetric potentials.
Our results illustrate the non-universality of critical exponents in noisy systems. In both the Gaussian and Lévy noise cases, the multiplicative nature of the noise causes anomalous scaling, but the scaling exponents are sensitive to the type of noise: for Lévy noise, the solution \( X \) of (1) exhibits \( \langle X \rangle \propto \mu^{c_1} \) with a critical exponent which can take any value between 1 and \(+\infty\), depending on the values of the noise parameters \( \alpha, \beta \). By contrast, in the case of Gaussian noise, \( \langle X^n \rangle \propto \mu \) at small \( \mu \), independently of \( n \). In addition to being anomalous (differing from dimensional analysis), the scaling exponents reported here are also an example of multiscaling, since the critical exponent of the second moment \( c_2 \) is different from \( 2c_1 \). Moreover, the \( 1/f \)-type noise generated by Lévy on-off intermittency is of particular interest, since its low-frequency spectral exponent \( \kappa \) can be tuned to take any value in \((-1,0)\), depending on \( \alpha, \beta \). This exemplifies that instabilities subject to non-Gaussian noise can display a rich variety of physical behaviours.

Many directions remain yet to be explored, including the behaviour of the system under truncated Levy noise [67], combined Lévy-Gaussian noise [105], finite-velocity Lévy walks [106], different nonlinearities [107] and higher dimensions [64, 108, 109]. Other problems of interest concern noise with memory, of which few studies exist to date, such as [110, 111].
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