Fermions, mass-gap and Landau levels: gauge invariant Hamiltonian for QCD in $D = 2+1$
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Abstract

A gauge-invariant reformulation of QCD in three spacetime dimensions is presented within a Hamiltonian formalism, extending previous work to include fermion fields in the adjoint and fundamental representations. A priori there are several ways to define the gauge-invariant versions of the fermions; a consistent prescription for choosing the fermionic variables is presented. The fermionic contribution to the volume element of the gauge orbit space and the gluonic mass-gap is computed exactly and this contribution is shown to be closely related to the mechanism for induction of Chern–Simons terms by parity-odd fermions. The consistency of the Hamiltonian scheme with known results on index theorems, Landau levels and renormalization of Chern–Simons level numbers is shown in detail. We also comment on the fermionic contribution to the volume element in relation to issues of confinement and screening.
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1. Introduction and summary

In this paper we extend the gauge invariant Hamiltonian formulation of gauge theories in two spatial dimensions, developed in [1] to include quarks in both fundamental and adjoint representations. Previous work has demonstrated the utility of the gauge invariant Hamiltonian approach in establishing various nonperturbative features of gauge theories in three spacetime dimensions. Some of the highlights of the nonperturbative results obtained in the past include a demonstration of the existence of a mass-gap in the spectrum of the purely gluonic theory and a first principles computation of the leading strong coupling contribution.
to its string tension \([1]\). The Hamiltonian approach can also be supersymmetrized and has been utilized recently to understand how and when extended supersymmetry guarantees a massless spectrum \([2]\). In this paper we focus on the question of how fermionic matter in nonsupersymmetric gauge theories affects the mass-gap of the gluonic spectrum. Specifically, we compute the quark contribution to the volume of the gauge invariant configuration space of \(QCD_{2+1}\). The volume element for the gauge orbit space (configuration space) of gauge theories, which is also the measure of functional integration for physical field configurations, is an important quantity which has direct implications for the existence of a mass gap and for other questions of physical interest. The results obtained in this paper allow us to analyze how quarks affect the mass-gap of the theory; the answer, we find, depends both on the representation of \(SU(N)\) carried by the quarks, as well as on their parity properties. Even though we work with nonsupersymmetric theories in this paper, our answers are in complete agreement with expectations from the supersymmetric models studied in \([2]\). The formal gauge invariant reformulation of \(QCD_{2+1}\) and fermionic contribution to the mass gap are exact and nonperturbative. And in the limit of the quarks being very heavy, we do recover the confinement and screening properties as expected from the representation and parity properties of the quarks.

It is worth recalling how \(QCD_{2+1}\) — apart from being interesting in its own right — relates to the realistic case of QCD in \(3+1\) (or 4 Euclidean) dimensions. \(QCD_{2+1}\) or its Wick rotated version \(QCD_2\) can be viewed as the high temperature limit of \(QCD_4\). As such results obtained in \(2+1\) dimensions would be relevant for the quark-gluon plasma at high temperatures. For example, the magnetic screening mass is related to the nonperturbative mass gap of \(QCD_3\), which can be analyzed via the Hamiltonian formalism. For the pure gluon case this connection is essentially contained in the earlier papers \([1]\), but the present work makes it more complete with the addition of quarks. Furthermore, there are other compelling parallels between the infrared dynamics of the three and four-dimensional gauge theories. First, as discussed later in the paper, the vacuum wave function of the three-dimensional theory is of the form \(\exp\left(-eB^2\right)\) for the low momentum modes. This is also of the form advocated for the four-dimensional theory by Greensite and others \([8]\). Secondly, the key point which emerges from the three-dimensional theory is that the mass gap is related to how the volume measure cuts off the low momentum modes and to the fact that a meaningful definition of the total volume of the configuration space can be given as the partition function for the Wess–Zumino–Witten (WZW) model. By a sequence of relations based on symmetry, a similar result for the \(3+1\) case can be related to the \(2+1\) case \([6]\), even though the argument is somewhat formal. Finally, the use of the complex structure in two-dimensions and the parametrization of the gauge fields we used are crucial in facilitating the explicit calculations. So the lesson for four-dimensions may not be a Hamiltonian analysis, but a complex structure and parametrization of fields. For a gauge theory on \(\mathbb{CP}^2\), one can exploit the complex structure and obtain a parametrization of fields analogous to the two-dimensional case \([9]\). The leading terms in the volume measure for the four-dimensional case were also obtained and leads to a generalization of the WZW action of the \(2+1\) case. Again, the measure is the crucial ingredient, and it entails a mass parameter, which we expect would be related to dimensional transmutation and mass gap eventually. This is under continuing investigation. Gaining a complete understanding of the the gauge-invariant volume measure in the tractable case of the \(2+1\) dimensional theory in detail is clearly at the crux of a number of interesting connections to the four-dimensional theory.

To further motivate the analysis of this paper, it is useful to recall some salient aspects of the KKN approach to pure gluodynamics \([1]\). The starting point there was the parameterization of the spatial components of the gauge potentials \(A = \frac{1}{2}(A_1 + iA_2)\) and
\[ \tilde{A} = \frac{1}{2} (A_1 - i A_2) \text{ in terms of the } SL(N, \mathbb{C}) \text{-valued complex matrices } M \text{ and } M^\dagger \text{ as } ^3 \]

\[ A = -\partial MM^{-1}, \quad \tilde{A} = M^{-1}\partial M^\dagger. \] (1)

Since \( M \to UM \) under local time independent gauge transformations [1], the above parameterization allows one to readily identify

\[ H = M^\dagger M \] (2)

as the natural gauge invariant variable for pure Yang–Mills in \( D = 2 + 1 \). We may regard \( H \) as furnishing a coordinatization of the space of gauge-invariant configurations \( C \), in the pure glue case. The volume element for \( C \) is then given by [1]

\[ d\mu[C] = d\mu[H] \ e^{2c_A S_{WZW}[H]}, \] (3)

where \( d\mu[H] \) is the Haar measure on the space of hermitian matrices \( H \) and

\[ S_{WZW}[H] = \frac{1}{2\pi} \text{tr}\left( \partial H \partial H^{-1} \right) + \frac{i}{12\pi} \int \epsilon^{\alpha\beta\gamma} \text{tr}\left( H^{-1} \partial_\alpha HH^{-1} \partial_\beta HH^{-1} \partial_\gamma H \right) \] (4)

is the WZW action for the field \( H \). Here \( c_A \) is the adjoint Casimir of the group, equal to \( N \) for \( SU(N) \). The \( S_{WZW} \) factor arises from the Jacobian for change of variables from \( A, \tilde{A} \) to \( H \). The inner product for wave functions is then given by

\[ \langle \Phi_1 | \Phi_2 \rangle = \int d\mu[H] \ e^{2c_A S_{WZW}[H]} \Phi_1^\dagger \Phi_2. \] (5)

Consequently, \( S_{WZW} \) plays a key role in the self-adjointness properties of observables. It also provides a cut-off on the long wavelength modes of the fields with the result that the fundamental mass gap parameter \( \Delta \) of the gluonic theory is related to the pre-factor \( \tilde{k} = 2c_A \) of \( S_{WZW} \) as [1]

\[ \Delta = \frac{e^2 \tilde{k}}{4\pi}. \] (6)

Independent arguments based on self-adjointness and Lorentz invariance can be invoked to make the case that \( \Delta \) and \( \tilde{k} \) must be related as in (6) for reasons of internal consistency [6].

With these basic features of the pure Yang–Mills theory in mind, we now turn to the question of defining the gauge-invariant configuration space and its volume measure for Grassman-valued fermionic fields in a Hamiltonian framework. As will be shown later, there are inequivalent prescriptions for defining gauge-invariant fermionic variables which differ in renormalizing \( \tilde{k} \) by finite, but different amounts. Since \( \tilde{k} \) is related to the mass-gap for gluons, the choice of which prescription to use cannot be made in an ad hoc manner; a consistent principle for determining the gauge invariant form of fermionic matter is needed. Given that \( \tilde{k} \) and \( \Delta \) are related as in (6), the chosen prescription (and the corresponding renormalization of \( \tilde{k} \)) must be reconciled with the self-adjointness of the Hamiltonian in terms of gauge-invariant variables. This is one of the key issues addressed in this paper.

The present article builds on [2], where we considered the contribution to the mass gap due to adjoint Majorana fermions in \( 1 \leq N \leq 4 \) supersymmetric gauge theories. It was noted there that there are different ways of defining gauge-invariant versions of the fermion fields, and two specific cases of defining the gauge-invariant variables were considered in some detail. One of them led to a Jacobian which increased \( \tilde{k} \) by \( \frac{1}{2}\tilde{k} \), while the other decreased it by the same amount. Only these two choices were compatible with the Majorana condition. Interestingly, it was found that supersymmetry helped to choose between the two possibilities.

\(^3 \quad \partial = \frac{1}{2}(\partial_1 + i \partial_2) \text{ and } \tilde{\partial} = \frac{1}{2}(\partial_1 - i \partial_2), \text{ and } A_0 = 0 \text{ as is appropriate for a Hamiltonian set up.} \)
For the $\mathcal{N} = 1$ supersymmetric theory, the correct choice—dictated by the requirement of manifest supersymmetry—was the one for which the fermionic contribution decreased the mass gap (specifically, $\tilde{k}$ was decreased by a factor of half). The same choice applied, for the same reasons, to the $\mathcal{N} = 2$ case as well, which meant, because of the double contribution, that the mass gap was effectively reduced to zero. If the tendency continued for higher extensions of supersymmetry, there would be a problem as a negative mass gap would not be tenable. However, requirement of manifest supersymmetry once again helps to make things consistent; this was most vividly illustrated by the case of $\mathcal{N} = 4$ supersymmetric theory. In this case, three of the fermion fields (related to each other by the manifest $R$-symmetry) contribute as before while the remaining one had the opposite contribution, so that the same situation as in the $\mathcal{N} = 2$ case was obtained for the volume measure. The theories considered in [2] also included a Chern–Simons term with level number $k$. For the purely gluonic theory, the coefficient of $S_{WZW}$ is given by $\tilde{k} + k$, which can be identified with the renormalized Chern–Simons coupling of the $\mathcal{N} = 0$ theory. The different renormalizations of $\tilde{k} + k$ by the different choices of gauge-invariant variables (as dictated by supersymmetry) were shown to match with the renormalization of $k$ obtained using covariant perturbation theory [7].

It is quite striking (and gratifying) that supersymmetry helps to select the right set of gauge-invariant variables and also that the renormalization of $k$ as given by covariant perturbation theory can be related to an intrinsic geometric property of the full configuration space $\mathcal{C}$ including the fermions. Nevertheless, it was not clear from [2] how one might extend these considerations to non-supersymmetric theories, including Dirac fermions, fermions in the fundamental representation, etc. These issues are the main focus of this article.

This paper and its main results are organized as follows. In the next section we review the connection between the measure on $\mathcal{C}$ and the mass-gap in pure gluodynamics in the KKN formalism. After introducing fermions, we discuss the possible gauge-invariant choices for the fermion fields (which can depend on the representation of the fermions). We then compute the Jacobians and their contributions to $d\mu[\mathcal{C}]$ for each choice. In this section we outline the argument for the compatibility of the nonzero fermionic contribution to $d\mu[\mathcal{C}]$ and requirements of self-adjointness.

Following this we explore the consistency conditions that dictate the correct choice of gauge invariant variables for fundamental and adjoint fermions. For a single fermionic species, the Jacobian in transforming to gauge-invariant fermionic variables shifts the coefficient of $S_{WZW}$ from $\tilde{k}$ to $\tilde{k} + k'$, with the value of $k'$ depending on the gauge-invariant form for the fermion field. From covariant perturbation theory, we know that a fermion field has a parity violating mass term $m$ will induce a Chern–Simons term in the effective action with level number $k = \frac{m}{\mathfrak{c}_R}$, where $\mathfrak{c}_R$ is the index of the representation $R$ carried by the fermion field. This induced Chern–Simons term will, in turn, affect the dynamics of the gluons. As argued in [2] via the use of the Knizhnik–Zamolodchikov equation, this result implies that the coefficient of $S_{WZW}$ in the gluonic measure would be changed to $2k + \tilde{k}$. Clearly one must require

$$k' = 2k$$

for compatibility with the Jacobian calculation. We then find that there is a unique choice of gauge-invariant fermionic variables for both fundamental and adjoint representations. Put differently, we find that $S_{WZW}$ arising from the fermionic Jacobian must be viewed as the ‘boundary’ part of a ‘bulk’ completion which is the induced Chern–Simons term obtained by

$k \rightarrow k + \tilde{k}$ is also seen in pure Chern–Simons theory on the plane [10–12] where there are no dynamical degrees of freedom, which is a strong hint that this renormalization is a property of the configuration space $\mathcal{C}$. 
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integrating the fermions out in covariant perturbation theory. This is the basic principle for identifying the correct fermionic variables, at least in the cases where the fermions have parity-odd mass terms. Working within the Hamiltonian set-up of this paper, we obtain the induced Chern–Simons contribution by analyzing the lowest Landau levels for fermions in the adjoint and fundamental representations. The Chern–Simons contribution can be obtained from the v.e.v of the charge density in a constant magnetic field. Compatibility with constraints that follow from various index theorems is also discussed. (This paper, in fact, may be viewed as completing the arguments in [2] by starting with the Hamiltonian framework and relating the measure to the covariant calculation, thus complementing the argument presented in [2] based on the Knizhnik–Zamolodchikov equation.)

In the case of fermions with parity-preserving mass terms, there are two viable options for their gauge-invariant forms. Although a unique choice does not seem to be picked out by consistency reasons, we point out that one of these choices is particularly well suited for computational purposes.

These basic results have implications for how the fermionic matter content affects confinement and screening properties of QCD. This is discussed in the final section.

2. Gauge-invariant fermionic variables and measure

How does the measure of integration on the Hilbert space of a quantum system carry information about its spectrum, specifically the issue of a mass-gap? It is instructive to pose this question for the harmonic oscillator Hamiltonian, $H_{HO} = \frac{p^2}{2} + \frac{\Delta^2}{2} x^2$, with mass-gap $\Delta'$. There are two ways to view the Hilbert space of $H_{HO}$. One could either regard the Gaussian ground state $|0\rangle = e^{-\frac{\Delta^2}{2}}$ as the position space realization of the vacuum, or one could regard it as defining the measure on the Hilbert space of the theory, which can be taken to be spanned by polynomials in $x$ without the Gaussian factor. In the second point of view, we note that the finite volume of the Hilbert space is indeed tied to the issue of mass-gap in the spectrum, as the coefficient of the Gaussian $\Delta$ is nothing but the fundamental mass-gap of the Hamiltonian. This intuition carries over to gluodynamics in the KKN framework [1]. We briefly review this connection between the mass-gap, the volume of the configuration space and the self-adjointness of the Hamiltonian for pure Yang–Mills theory before turning to fermions.

The gluonic Hamiltonian

$$H_g = -\frac{e^2}{2} \int \frac{\delta^2}{\delta A^a \delta A^a} + \frac{1}{2e^2} \int B^a B^a$$

when re-expressed using gauge-invariant variables becomes [1]

$$H_g = -\frac{e^2}{2} \int H^{ab}(x) (\mathcal{G} p^b)(x) \mathcal{G} p^b(x) + \frac{2\pi^2}{e^2} \int \left( \delta J^a \partial \delta J^a \right).$$

A note about the variables appearing in the second form of the Hamiltonian given above: It is understood that

$$\mathcal{G}(x, y) = G(x, y) \left[ 1 - e^{-i x - y} / H^{-1}(y, y) H(y, y) \right]$$

$$\mathcal{G}(x, y) = \tilde{G}(x, y) \left[ 1 - e^{-i x - y} / H(x, y) H^{-1}(y, y) \right]$$

are the point-split-regularized version of the two-dimensional Green’s functions $G(x, y) = \frac{1}{\pi(x - y)}$ and $G(x, y) = \frac{1}{\pi(x - y)}$, while $\mathcal{G} p(x)$ is a shorthand for $\int_u \mathcal{G}(x, u) p(u)$ and
\[ \tilde{G} p(x) = \int_u \tilde{G}(x, u) \tilde{p}(u), \] 
acting as
\[ \left[ p^a(y), M(x) \right] = M(x)(-i\hbar)\delta^2(x-y), \left[ p^a(y), M^\dagger(x) \right] = -i\hbar M^\dagger(y)\delta^2(x-y) \] (11)

\[ H \] (2) is the basic gauge invariant variable. The current \( J \) appearing in the Hamiltonian is
gauge-invariant as well, being related to \( H \) as \( J = \frac{\partial}{\partial x} H \).

The physical configuration space is the set of all hermitian matrices \( H \) and, as shown in [1], the measure on the space of spatial gauge potentials \( d\mu[A] \) is related to \( d\mu[H] \) as
\[ d\mu[A] = \det(D\tilde{D}) d\mu[H], \] (12)

The two-dimensional Dirac determinant, \( \det(D\tilde{D}) \), is the Jacobian for the change of variables, and we have used the fact that, up to unimportant constants, it is given by \( e^{2c_A S_{WZW}} \).\( U \) denotes the space of gauge transformations. Since the gauge-invariant configurations space is \( A/\mathcal{U}, \) \( d\mu[C] = \det(D\tilde{D}) d\mu[H] \) which leads us back to (3). Comparing with the harmonic oscillator, it is evident that \( e^{2c_A S_{WZW}} \) is the analog of the gaussian, with the prefactor \( 2c_A \) playing the role of \( \Delta' \). This is further supported by by looking at the action of (9) on single \( J \) fields [1] (which is the gauge theory analog of acting with \( H_{H.O} \) on \( a^\dagger |0\rangle \)). Finally, we also recall that the coefficient of \( S_{WZW} \) needs to be what it is on grounds of self-adjointness. The self-adjoint nature of the kinetic energy operator requires that
\[ (\tilde{G} p^a) = (\tilde{G} p^a) \] (13)

This relation can be established using the identity [5]
\[ \left[ \tilde{G} p^a(x), H^{ab}(x)e^{2c_A S_{WZW}[H]} \right] = 0 \] (14)

which is obtained only if the coefficient of \( S_{WZW} \) is \( 2c_A \).

We now turn to fermions and outline the possible ways of defining gauge-invariant variables and the Jacobian for each case for the corresponding change of variables. Following the conventions of [2] and take the three-dimensional gamma matrices to be \( \{\gamma^a = i\sigma^1, \sigma^1, \sigma^2\} \). A general Dirac spinor has two components which we may label \( \psi_1, \psi_2 \), defined by
\[ \Psi = \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}. \] (15)

The charge conjugation matrix \( C \) defined by \( C\gamma^a C^{-1} = -(\gamma^a)^t \) (where the superscript \( t \) denotes the transpose) can be taken to be \( \sigma^2 \). When the fermions are in the adjoint representation we can impose the Majorana condition \( \tilde{\Psi} = \psi/C \), which amounts to the identification \( \psi_2 = \psi_1^* \). In the Hamiltonian framework, we are interesting in the volume measure for two-dimensional fields since this is what is relevant for the integral for the inner product of wave functions.

Focusing for the moment on adjoint Dirac fermions, we see that there are four available choices for generating gauge invariant fermionic variables. Denoting the gauge-invariant two-component fermions by \( \Lambda \) (and the components by \( \chi \)), the choices are:

**Choice 1**
\[ \Lambda = \begin{pmatrix} \chi_1 \\ \chi_2 \end{pmatrix} = \begin{pmatrix} M^{-1}\psi_1 \\ M^\dagger\psi_2 \end{pmatrix}. \] (16)
Choice II

\[ \Lambda = \left( \begin{array}{c} \chi_1 \\ \chi_2 \end{array} \right) = \left( \begin{array}{c} M^\dagger \psi_1 \\ M^{-1} \psi_2 \end{array} \right). \]  

(17)

Choice III

\[ \Lambda = \left( \begin{array}{c} \chi_1 \\ \chi_2 \end{array} \right) = \left( \begin{array}{c} M^\dagger \psi_1 \\ M^{-1} \psi_2 \end{array} \right). \]  

(18)

Choice IV

\[ \Lambda = \left( \begin{array}{c} \chi_1 \\ \chi_2 \end{array} \right) = \left( \begin{array}{c} M^{-1} \psi_1 \\ M^{-1} \psi_2 \end{array} \right). \]  

(19)

It is understood that \( M^\dagger = \text{tr}(M^\dagger M^{-1}) \) is the adjoint representative of the matrix \( M \) in the above choices. Of the four choices, only I and II are compatible with the Majorana condition, while all four are, in principle, valid choices for Dirac fermions. Further, it is instructive to notice that choices I and II also preserve the chirality properties of \( \Psi \).

Under \( x^1 \rightarrow -x^1, \Psi \rightarrow \gamma^0 \Psi \) and \( M \rightarrow (M^\dagger)^{-1} \). It is easy to see that \( \Lambda_I, \Lambda_{II} \rightarrow \gamma^1 \Lambda_I, \gamma^1 \Lambda_{II} \) (the subscripts under \( \Lambda \) refer to the choices). However, under parity transformations \( \Lambda_{III} \rightarrow \gamma^1 \Lambda_{IV} \) and \( \Lambda_{IV} \rightarrow \gamma^1 \Lambda_{III} \). Chiral transformations mix the fermions obtained from the third and fourth choices.

Now, if we change variables to the \( \chi \)'s according to these choices, we can generally expect nontrivial Jacobians for the measure for the fermionic configuration space. To analyze these Jacobians, we will first need to define the measure which is best done using fermionic coherent states.

For a Dirac spinor \( \Psi \) with components \( \psi_1, \psi_2 \), we can introduce independent Grassmann variables \( U = (u_1, u_2) \) and define

\[ |U| = e^{-\hat{U}}, |\Psi| = \langle 0 | e^{-\hat{\Psi}}. \]  

(20)

By using standard properties of coherent states, it can be shown that \( \Psi_i \) is represented by the multiplication operation \( u_i \) on the coherent states while, its canonical conjugate variable \( \tilde{\Psi}_i = \frac{\delta}{\delta u_i} \). In the coherent state picture: \( \tilde{\Psi}_i = \frac{\delta}{\delta u_i} = a_i \). In fact, any normal-ordered operator \( \hat{A}(\Psi, \tilde{\Psi}) \) can be replaced by its symbol, which is the Grassmann valued function \( A(U, \tilde{U}) \) while looking at coherent state expectation values. Furthermore, the symbol of products of normal-ordered operators \( \hat{A}, \hat{B} \) is given by \( A \ast B \), where \( \ast \) is the Grassmann version of the Wigner–Moyal star product. Thus, in a Hamiltonian picture, wave functions are functions of \( u_i \) and the norm and overlap of wave functions are computed using the functional measure

\[ \mathcal{D}U \mathcal{D}\tilde{U} \ e^{-\int U \tilde{U} \} \]  

(21)

which is identical to the measure for Euclidean functional path integrals for fermions in two-dimensions. (The Gaussian factor may be considered as \( e^{-K} \) where \( K \) is the Kähler potential for the fermionic coherent states.) We can now expand the Grassmann fields in a complete set of modes as

\[ 5 \text{ For previous work on fermions in a functional Schrödinger representation see [13–15].} \]
\[ U = \sum a_n \phi_n, \quad \bar{U} = \sum b_n \phi_n^* \]

where \( a_n, b_n \) are independent Grassmann variables. The measure, \( d\mu \), (disregarding the Gaussian part for now) on the space of the wave functions is given formally by

\[ d\mu = DU D\bar{U} = \Pi_n db_n \Pi_m da_m. \]

The expression above can be taken to define the measure on the fermionic Hilbert space. The fermionic variables involved here are related to the canonically conjugate variables, so that the integration measure is the phase space measure for fermions. We can now consider the change in the measure under transformations of variables, giving formal definitions of the Jacobians which we will calculate more carefully in a regularized way. Fermions which transform as the adjoint representation and under the fundamental representation have different behaviors and will be considered separately.

2.1. Adjoint Dirac fermions

Writing \( M = e^{\theta^a T^a} \) (where \( T^a \) are the Hermitian generators of the gauge group in the adjoint representation), the choices I and II amount, in infinitesimal form, to

\[ \Lambda = (I - i3\theta^a T^a \mp 3\theta^a T^a \gamma^5 + \cdots)\psi \]

\( \gamma^5 = \sigma^3 \) which acts as a \( \gamma^5 \) in the two-dimensional sense. The change to gauge-invariant variables is thus reminiscent of a chiral transformation in two Euclidean dimensions. The Jacobian for this change of variables is thus related to a two-dimensional chiral anomaly. The upper and lower signs in (24) correspond to choices I and II respectively. It is easy to see that the remaining two choices do not involve \( \gamma^5 \) and hence they do not have nontrivial Jacobians associated with them. The canonically conjugate gauge-invariant fields for I and II are

\[ \tilde{\lambda} = \begin{pmatrix} \bar{\chi}_1 \\ \bar{\chi}_2 \end{pmatrix} = \begin{pmatrix} M^{-1}\psi_1^* \\ M^*\psi_2^* \end{pmatrix} \text{ (Choice I)} \]

\[ \tilde{\lambda} = \begin{pmatrix} \bar{\chi}_1 \\ \bar{\chi}_2 \end{pmatrix} = \begin{pmatrix} M^\dag\psi_1^* \\ M^{-1}\psi_2^* \end{pmatrix} \text{ (Choice II)}. \]

Using the fact that \( M^\dag = M^{-1} \) in the adjoint representation, it is readily verified that \( \{\chi_r, \chi_s\} = \delta_{rs} \). It is also understood that for the Dirac spinors \( \psi_i^* = \bar{\psi}_i \). Thus, in the infinitesimal form

\[ \tilde{\lambda} = (I - i3\theta^a T^a \mp 3\theta^a T^a \gamma^5 + \cdots)\bar{\psi}. \]

Writing \( \Lambda = a'_n \phi_n, \tilde{\lambda} = b'_n \phi_n^* \), from (24), (26), the transformation of the mode variables is seen to be

\[ a'_n = \sum_m C_{nm} a_m, \quad b'_n = \sum_m C_{nm} b_m, \]

where

\[ C_{nm} = \int \tilde{\phi}_m^a(I - i3\theta^a T^a \mp 3\theta^a T^a \gamma^5 + \cdots)\tilde{\phi}_n. \]

The Jacobian for the transformation (27) is thus given by

\[ J = \det C^2 \]
As mentioned before, the choices III and IV do not involve $\gamma^5$ in their infinitesimal forms and hence the corresponding Jacobians are trivial$^6$.

### 2.2. Adjoint Majorana fermions

For Majorana fermions, we have $\psi_2 = \psi^*_1$ and the mode expansion takes the form

$$
\begin{pmatrix}
\psi_1 \\
\psi^*_1
\end{pmatrix} = \sum_n a_n \psi_n
$$

Integration over fermions has to be done with the measure$^7$ $\prod_n da_n$. Thus, the Jacobian for the Majorana case is

$$J = \det C$$

which is the positive square root of the Jacobian for the Dirac case.

The computation of the Jacobian is standard, done by integrating the anomaly, see appendix A. The result is

$$
\det C = e^{\pm i\alpha_s WZW(H)}
$$

Thus, for Dirac fermions, the Jacobian is given by $e^{\pm i\alpha_s WZW(H)}$ with the upper and lower signs corresponding to the choices I and II. For Majorana fermions the corresponding result is $e^{\pm i\alpha_s WZW(H)}$. The other two choices (III and IV, and applicable only to Dirac fermions) have trivial Jacobians.

### 2.3. Fermions in the fundamental representation

In the fundamental representation $M' = M^{-1}$ and the expressions for the canonically conjugate gauge-invariant fermionic variables are different from what we had for the adjoint representation above. The gauge-invariant conjugate variables are defined by

$$
\tilde{\Lambda} = \begin{pmatrix}
\tilde{\chi}_1 \\
\tilde{\chi}_2
\end{pmatrix} = \begin{pmatrix}
\psi^*_1 M \\
\psi^*_2 M^{-1}
\end{pmatrix}
$$

(Choice I)

$$
\tilde{\Lambda} = \begin{pmatrix}
\tilde{\chi}_1 \\
\tilde{\chi}_2
\end{pmatrix} = \begin{pmatrix}
\psi^*_1 M^{-1} \\
\psi^*_2 M
\end{pmatrix}
$$

(Choice II).

In the infinitesimal form

$$
\tilde{\Lambda}_\pm = (I + i\theta^a (T^\prime)^a \pm 2\Re \theta^a (T^\prime)^a \gamma^5 + \cdots)\tilde{\psi},
$$

where $T^\prime$ now denote the transpose of the fundamental generators. Thus, in the fundamental representation, up to terms of $\mathcal{O}(\theta)$, we find

$^6$ We refer to standard textbooks, e.g. [18] for detailed discussions about evaluation of functional determinants of the type encountered here.

$^7$ The absence of independent $b_n$-variables in the mode expansion is seen most transparently by taking a real representation of the $\gamma$ matrices, in which case a Majorana fermion is just represented by two real Grassmann variables that are their own canonical conjugates.
\[ J = \det C \det \tilde{C} , \]
\[ C = \begin{pmatrix} I - i \Theta T^a - \Theta \gamma^5 & \Theta \gamma^5 \end{pmatrix} , \]
\[ \tilde{C} = \begin{pmatrix} I - i \Theta ( - T^a) & \Theta \gamma^5 \end{pmatrix} , \]
\[ \tilde{C} = \begin{pmatrix} I - i \Theta ( - T^a) & \Theta \gamma^5 \end{pmatrix} . \]

For \[ \tilde{C} \], the basic difference is that \[ T \rightarrow - T \] compared to \[ C \]. Since this transformation denotes the charge conjugation in the Lie algebra, we see that the determinants of \[ \tilde{C} \] and \[ C \] will be related by charge conjugation. The determinants are the same, since they only involve the quadratic invariant \[ \text{Tr} T^a T^b = \text{Tr} ( - T^a) ( - T^b) \]. Thus
\[ \det C = \det \tilde{C} \]

This is shown more explicitly in the first appendix.

We have thus obtained the Jacobian contributions associated with all possible methods of generating gauge invariant fermionic variables for adjoint and fundamental fermions. We find that the Jacobian is trivial for both the adjoint and fundamental representation when choices III or IV are invoked. Adjoint Majorana fermions can contribute \( e^{\pm i \lambda} S \text{WZW} \) to the measure via the Jacobian, with the upper and lower signs corresponding to choices I and II respectively. Furthermore, I and II are the only choices compatible with the Majorana condition. The same choices result in the contribution \( c_R \text{WZW} \) when one has Dirac fermions, where \( c_R \) is defined by \( \text{Tr} ( T^a) \bar{c} = c_R \delta^{ab} \), for representation \( R \). Thus \( c_R = c_A = N \) in the adjoint representation and \( c_R = \frac{1}{2} \) for \( N \geq 2 \) for the fundamental representation. For the Abelian theory \( c_R = 1 \).

These results show that a fermionic contribution can alter the measure on \( \mathcal{C} \) by shifting the coefficient of \( S \text{WZW} \) (and hence the mass-gap in the gluonic sector) from the pure-glue case. Two questions arise naturally: How is \( \tilde{k} = 2c_A \) consistent with the self-adjointness of the Hamiltonian? How does one, on \textit{a priori} grounds, select the choice of fermionic gauge-invariant variables? We turn to these questions now.

\[ \text{2.4. Self-adjointness of gluonic Hamiltonian} \]

Self-adjointness issues manifest themselves in the kinetic energy operator (which is the Laplacian on the space of gauge potentials), whose gauge-invariant form is [1]
\[ T = \frac{-e^2}{2} \int \frac{\delta^2}{\delta A^a \delta A^a} = \frac{e^2}{2} \int H^{ab}(x) \left( \tilde{G}^a(x) \tilde{G}^b(x) \right) \]

Acting on functionals of the \( J \) fields alone\(^8\)
\[ + \frac{e^2}{2} \int H^{ab}(x) \left( \tilde{G}^a(x) \tilde{G}^b(x) \right) = \frac{e^2 c_A}{2\pi} \left( \int J^a \delta \frac{\delta}{\delta J^a} + \int \Omega^{ab}(x) \frac{\delta}{\delta J^a}(x) \frac{\delta}{\delta J^b}(y) \right) \]

where
\[ \Omega^{ab}(x, y) = \left[ D_x \tilde{G}(y, x) \right]^{ab}, D_x = \frac{c_A}{\pi} \delta_{abc} + i f^{abc} J^c(x). \]

The expression of \( T \) in terms of \( J \) shows how the mass gap could arise; the \( J^a \frac{\delta}{\delta J^a} \) term assigns energy \( m \) to each power of \( J \). As reviewed earlier in this section, self-adjointness of \( T \) requires \( \tilde{k} = 2c_A \).

\(^8\) The lhs is the properly regularized version of the kinetic energy operator. The expression on the rhs is only valid so long as one acts on \( J \) fields that are at non-conincident points. These and many other regularization related issues have been discussed in [1].
Now, since a fermionic Jacobian could change \( \tilde{k} \), it is natural to ask what the self-adjoint form of \( T \) is when the coefficient of \( S_{\text{WZW}}[H] \) is \( 2c_A + k' \), for some as-yet-undetermined integer \( k' \). Computing \((\tilde{G}p)^\dagger \) using \( e^{2c_A + k' S_{\text{WZW}}[H]} \) in the measure, we obtain

\[
(\tilde{G}p)^\dagger = \left( \tilde{G}p \right)^\dagger - \frac{i k'}{2\pi} \left( \partial H H^{-1} \right)^\dagger.
\]  

(40)

Thus, in the case of an arbitrary (non-negative) coefficient of \( S_{\text{WZW}}[H] \), the gauge invariant version of the gluonic kinetic energy operator must be defined to be

\[
T = + \frac{e^2}{2} \int H^{ab}(x) \left[ (\tilde{G}p)^\dagger \right](x) \tilde{G}p^b(x).
\]  

(41)

On regularized functionals of \( J \), the self-adjoint form of \( T \) corresponding to the measure factor \( e^{(2c_A + \tilde{k}) S_{\text{WZW}}[H]} \) is thus given by

\[
+ \frac{e^2}{2} \int H^{ab}(x) \left[ (\tilde{G}p)^\dagger \right](x) \tilde{G}p^b(x) = \frac{e^2}{2\pi} \left( \int J^a \frac{\delta}{\delta J^a} \right) + \int \Omega^{ab}(xy) \frac{\delta}{\delta J^a(x)} \frac{\delta}{\delta J^b(y)}
\]

\[+ \frac{e^2 k'}{4\pi} \left( \int J^a \frac{\delta}{\delta J^a} \right).
\]

(42)

The last term on the right-hand side of (41) reflects the change in the coefficient of \( S_{\text{WZW}} \). Since the fundamental mass-gap for the gluonic spectrum is generated by the \( \int J^2 \) term in the Hamiltonian above, we clearly see that a fermionic contribution to the measure will affect the mass-gap for the gluons. Thus, (41) provides a natural self adjoint kinetic energy operator when \( \tilde{k} \) is shifted by fermionic contributions. This analysis simply amounts to the statement that a consistent hamiltonian formulation requires that the adjoints of operators to be computed only after all (both gluonic and fermionic) contributions to the measure on \( \mathcal{C} \) have been accounted for.

3. Gauge invariant variables, Chern–Simons action and parity violating fermionic mass-terms

We still need a principle for removing the ambiguity in the selection of fermionic variables. This is the subject of the present section.

From the analysis of the previous section, we note that measure factor \( e^{(2c_A + \tilde{k}) S_{\text{WZW}}[H]} \), where \( k' \) encodes the putative contribution from a fermionic Jacobians, is reminiscent of the measure on the gluonic configuration space for the YMCS system without fermions, but with a Chern–Simons term with level number \( k_{\text{CS}} \) [5]. (The measure factor for the YMCS theory is \( e^{(2c_A + k_{\text{CS}}) S_{\text{WZW}}[H]} \) and replacing \( k' \) by \( k_{\text{CS}} \) in (41) correctly reproduces gauge invariant expression for \( T \) corresponding to the YMCS system.) The parallel between the measures for the YMCS system and that of the effective measure for the gluons with a nontrivial contribution from the fermionic Jacobian suggests that the renormalization of a bare \( k_{\text{CS}} \), and the Jacobian contribution from fermions are deeply related quantities. This is indeed the case and prompts us to study the cases of fermions with parity violating and parity preserving mass terms separately.

3.1. Parity violating fermions in the fundamental representation

We first focus first on \( QCD_{2+1} \) with a single flavor of fermions transforming in the fundamental representation of \( SU(N) \). This is obviously a parity-violating theory and there will be
an induced CS term upon integrating out the fermions. The Hamiltonian is given by

$$\mathcal{H} = -\frac{e^2}{2} \int \frac{\delta^2}{\delta \bar{\psi} \delta A^a} + \frac{e^2}{2} \int B^a B^a + \frac{i}{2} \int \bar{\psi} \left[ (\gamma^a D_a - m) \psi \right]^\dagger. \quad (43)$$

Here $D_\alpha = \partial_\alpha - i A^a \gamma^a$ and $\gamma^a$ are hermitian matrices which form a basis for the Lie algebra of SU(N). The gauge and Lorentz-invariant fermionic mass term $\bar{\psi} \gamma^a \psi$ breaks parity invariance. With multiple flavor species of fermions, one can define alternate mass terms which are parity-invariant. However, we will focus first on a single fermionic species with a parity breaking mass term.

The induced Chern–Simons term can be seen in terms of diagrammatic perturbation theory or using the Landau level arguments along the lines of [3, 16, 17]. The latter approach is closer to the Hamiltonian formulation and we review it here in terms of our gauge-invariant variables. Since the putative CS term in the effective action has the lowest number of derivatives, it suffices to consider constant magnetic fields. For the Abelian case, we can take $A_i = \frac{1}{2} B_{ij} x_j \epsilon_{i12} = 1$, and the Schrödinger equation becomes

$$\begin{pmatrix} m & 2i P_+ \end{pmatrix} \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix} = E \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}, \quad (44)$$

where

$$P_+ = -i \partial - \frac{i}{4} B \bar{z}, \quad P_- = -i \partial + \frac{i}{4} B z. \quad (45)$$

Here $\partial = \frac{1}{2} (\partial_1 + i \partial_2)$ and $\bar{z} = x_1 - ix_2$. In the complex representation $A = \frac{1}{2} B \bar{z}, \bar{A} = -\frac{1}{2} B z$. Since $[P_+, P_-] = \frac{1}{2} B$, we can easily diagonalize $P_- P_+$ and $P_+ P_-$ as

$$P_+ P_- = \frac{B}{2} n P_+ P_-, \quad \frac{B}{2} (n+1), \quad (46)$$

where $n$ is either zero or a positive integer. The eigenvalue equation (44) gives $E^2 = m^2 + 4$ $P_- P_+$, so that the states with the lowest value of $|E|$ have $E = \pm m$. For $m > 0$ and $E = +m$, (44) reduces to

$$P_+ \psi_2 = 0, \quad 2i P_+ \psi_1 = 2m \psi_2. \quad (47)$$

From the expressions (45), we see that only $P_+$ can have normalizable zero modes, hence the solution to (47) is given by

$$\Psi = \begin{pmatrix} \psi_1 \\ 0 \end{pmatrix}, \quad P_+ \psi_1 = 0. \quad (48)$$

Consider now the charge density defined as $J_0 = \frac{1}{2} [\Psi^\dagger, \Psi]$. This definition is required by the property that $J_0$ should be odd under charge conjugation. The zero-mode in (48) will contribute to the vacuum expectation value of $J_0$. This can be seen as follows. The mode expansions of fermion fields are

$$\Psi = a \Psi_0 + \sum_{n>0} a_n \Psi_+^n + \sum_{n>0} b_n \Psi_-^n, \quad (49)$$

$$\bar{\Psi} = a^\dagger \bar{\Psi}_0 + \sum_{n>0} a_n^\dagger \bar{\Psi}_+^n + \sum_{n>0} b_n \bar{\Psi}_-^n. \quad (50)$$
The charge density can then be evaluated as
\[ J_0 = \sum_{n} \left( a_n \dot{a}_n - b_n \dot{b}_n \right) + \frac{1}{2} \left( a^\dagger a - a a^\dagger \right). \] (51)

The last term on the right is the zero mode contribution. The vacuum is a state where all the negative energy states are filled; in the present case, since the zero mode has energy +\( m \), the vacuum state \( |\Omega\rangle \) is the Fock vacuum \( |0\rangle \) defined by \( a_0 |0\rangle = b_0 |0\rangle = 0 \). Thus the expectation value of the charge density for this state is given by
\[ \langle 0 | J_0 | 0 \rangle = \frac{e^2 B}{2\pi} \left( 0 | \frac{1}{2} \left( a' a - a a' \right) | 0 \right) = -\frac{e^2 B}{4\pi} \] (52)
where we have taken account of the fact that there is also a degeneracy of \( \frac{e^2 B}{2\pi} \) for the Landau levels. Repeating the analysis for \( m < 0 \) and \( E = -|m| \), we see that the zero mode solution given above is again a normalizable zero mode, which, however, must now be regarded as part of the negative energy states. Thus the vacuum \( |\Omega\rangle \) is not the Fock vacuum \( |0\rangle \), but must be taken to be \( |\Omega\rangle = a |0\rangle \). As a result
\[ \langle \Omega | J_0 | \Omega \rangle = +\frac{e^2 B}{4\pi}. \] (53)

Combining (52) and (53),
\[ \langle J_0 \rangle = -\frac{m}{|m|} \frac{e^2 B}{4\pi} = -\frac{m}{|m|} e^2 \frac{\delta}{8\pi \delta A_0} \int \epsilon^{\mu\nu\rho\sigma} A_\mu \partial_\nu A_\rho. \] (54)

This shows that the contribution to the effective action upon integrating out the fermions and including both electric and magnetic fields is
\[ S_{\text{eff}} = -\frac{m}{|m|} \frac{e^2}{8\pi} \int A \wedge dA. \] (55)

Thus the induced level number \( k \) in the Abelian case is \( -m/|m| \), or \( k = -\frac{m}{|m|} N_f \) for Abelian theories with a \( U(N_f) \) flavor symmetry.

This result agrees with the induced Chern–Simons term computed in a path integral picture, as in [3]. This analysis also generalizes readily to nonabelian fundamental fermions. One can take the gauge field \( A'^\mu \) to be nonzero only in a fixed direction of the color space. For an \( SU(N) \) gauge group, for example, we can take \( A'^1 = \cdots = A'^{N^2-2} = 0, A'^{N^2-1} = -\frac{1}{2} \epsilon_{ijk} B^{N^2-1} \), where \( B^{N^2-1} \) is the constant nonvanishing component of the magnetic field. Generalizing the Abelian analysis to the \( N \)-plet of fermions, we obtain
\[ \langle J^\psi \rangle = \left\langle \left[ \psi \gamma^\mu, \psi \gamma^\mu \right] \right\rangle = -\frac{m}{|m|} \frac{e^2 B^{N^2-1}}{4\pi} \left( t^{N^2-1} \right)^{\bar{\mu} \bar{\nu}}. \] (56)

Here the \( SU(N) \) generators \( t^a \) are normalized as \( \text{tr}(t^a t^b) = \frac{1}{2} \delta^{ab} \). The nonvanishing component of the current \( J^{N^2-1} = J^\psi (t^{N^2-1})^{\mu \bar{\mu}} \) is now related to the variation of the Chern–Simons term as
\[ \langle J^{N^2-1} \rangle = -e_T \frac{m}{|m|} \frac{e^2}{4\pi} \frac{\delta}{\delta A_0^{N^2-1}} \int d^3 x \epsilon^{\mu\nu\rho} \text{Tr} \left( A_\mu \partial_\nu A_\rho + \frac{2}{3} A_\mu A_\nu A_\rho \right) \] (57)
\( c_F = \frac{1}{2} \) is the normalization for the SU\((N)\) generators and \( A_\mu \) are in the anti-hermitian basis \( A_\mu = -i\epsilon^{\mu \nu \lambda} A_\lambda \).

The basic point of the analysis given above is to emphasize that the induced Chern–Simons term can be understood in terms of fermionic zero modes, i.e., the lowest Landau level in a constant magnetic field. We did not include a ‘bare’ Chern–Simons term, but if we do so, say, with level number \( k \), the fermion contribution amounts to a renormalization \( \kappa \rightarrow \kappa + c_F (m/|m|) \). This renormalization is equivalent to a one-loop contribution is diagrammatic perturbation theory, and it is, of course, known that there are no further corrections from higher loops.

The existence of zero modes obviously holds in terms of our gauge-invariant variables as well, as it is guaranteed by an index theorem. We can also show this explicitly for each of our choices for the gauge invariant variables, see appendix B. So thinking entirely in terms of the gauge-invariant variables, how does one put together the CS term and the Jacobian we found earlier? If we set up the Hamiltonian in terms of the gauge-invariant variables, we can, in principle, obtain the path integral using \( e^{-\mathcal{H}} \) and carrying out the time-slicing in the usual way. The CS action can then be captured again via diagrammatic perturbation theory, but now in terms of the gauge-invariant variables. However, recall that the transformation to the gauge-invariant variables is like a complex gauge transformation for the \( A_i \) and that the CS term can generate boundary terms upon carrying out such transformations. While spatial boundary terms may be neglected, the temporal boundary terms remain. These lead to \( S_{\text{WZW}}(H) \) as may be seen in the Hamiltonian analysis of the CS action in [10]. In other words, the Jacobian in the measure of integration should be viewed as what is needed to complete the CS term which would be obtained from the diagrammatic analysis of \( e^{-\mathcal{H}} \) (say, via path integrals) using \( \mathcal{H} \) in terms of the gauge-invariant variables. The argument presented in [2] showed how the CS term via the Knizhnik–Zamolodchikov equations led to the form of the gauge-invariant measure. The present argument completes the circle of starting with the Hamiltonian and recovering the CS action.

For the sake of completeness of this argument, we must consider the zero modes of the Landau problem for the adjoint fermions. Therefore, a brief discussion of the adjoint case is appropriate at this point.

### 3.2. Fermions in the adjoint representation

The computation of the fermionic Jacobian in section 2 showed that contributions of adjoint fermions can, in principle, be nontrivial. Choices I and II were shown to contribute \( e^{+c_F S_{\text{WZW}}(H)} \) for each Majorana species. The argument of the exponential doubles when these choices are employed for Dirac fermions. To illustrate the point under discussion, it is sufficient to consider the case of the gauge group being SU\((2)\). We take the structure constants to be given by \( e^{ik} \); \( e^{21} = +1 \). We can choose the constant magnetic field to be along the third direction in color space and fix a gauge such that \( A_1 = A_2 = A_3 = 0 \) and \( A_3 = -\frac{1}{2} \epsilon_{ij} x_j B \). The covariant derivative \((D\Psi)^\mu = \partial\Psi^\mu + e^{abc} A^b \Psi^c \). We start with a Dirac fermion \( \Psi \) with upper component \( u^a \) and lower component \( v^a \). We will not display the color index for the gauge field from here on, unless it is needed for clarity. The Dirac equation becomes

\[
\begin{pmatrix}
  m \\
  2D - m
\end{pmatrix}
\begin{pmatrix}
  u \\
  v
\end{pmatrix} = E
\begin{pmatrix}
  u \\
  v
\end{pmatrix}.
\]

In writing the above form of the equation, we have assumed that the mass for the Dirac fermion is \( \int \bar{\Psi} \Psi \); it is a parity violating mass term. Written out in terms of the color
components, these equations become
\[-2\bar{\Delta}_+ v_k = (E - m)u_k,\]
\[+2\Delta_+ u_k = (E + m)v_k,\]
where \(u_\pm = (u^i \pm iv^j)/\sqrt{2}, v_\pm = (\bar{u}^i \pm i\bar{v}^j)/\sqrt{2}\) and
\[\bar{\Delta}_+ = \bar{\partial} + i\bar{A} = \bar{\partial} + \frac{1}{4}\bar{z}B, \quad \Delta_+ = \partial + iA = \partial - \frac{1}{4}zB\]
\[\bar{\Delta}_- = \bar{\partial} - i\bar{A} = \bar{\partial} - \frac{1}{4}\bar{z}B, \quad \Delta_- = \partial - iA = \partial + \frac{1}{4}zB.\]
(59)

Note that only \(\bar{\Delta}_+\) and \(\Delta_+\) can have a nontrivial normalizable zero mode given by \(\omega = \exp\left(-\frac{1}{4}z\bar{z}B\right)\). It is useful to note that while \([\Delta_+, \bar{\Delta}_+] \neq 0\) and \([\Delta_-, \bar{\Delta}_-] \neq 0\), the pair \((\Delta_+, \bar{\Delta}_+)\) commutes with the pair \((\Delta_-, \bar{\Delta}_-)\); thus one pair acts as the magnetic translations for the other pair.

Equation (59) imply the existence of zero mode solutions. For example, when \(E = +m, m \geq 0\), we have the solution \(v_\pm = 0, u_\pm = 0, z = \exp\left(-\frac{1}{4}Bz\bar{z}\right)\). It is straightforward to apply the chain of reasoning employed in the analysis of the lowest Landau level for fundamental fermions to this case and show that the nontrivial zero mode can account completely for the induced Chern–Simons term for the parity violating adjoint Dirac fermion.

Using the solution obtained above one can compute the induced current in the gauge employed above
\[J_3 = -\frac{i}{2} \left\langle [\Psi^i, \Psi^j] \right\rangle e^{3ij} = -\bar{c}_A \frac{m}{|m|} \frac{e^2B^3}{4\pi}.\]
(61)

The gauge invariant form of the current is then seen to be given by
\[\langle J_3 \rangle = -\bar{c}_A \frac{m}{|m|} \frac{e^2}{4\pi} \frac{\delta}{\delta A_0^3} \int d^3x \text{ Tr} \left[ \left( A_\mu \partial_\mu A_\alpha + \frac{2}{3} A_\mu A_\nu A_\alpha \right) e^{\mu\alpha} \right].\]
(62)

The induced Chern–Simons term correctly accounts for the renormalization of a bare \(k\) to \(k - \frac{\bar{c}_A m}{|m|}\), in agreement with standard results from covariant perturbation theory. We can conclude that choices I and II are appropriate for Dirac fermions with a parity-violating mass term.

Turning now to the Majorana case, we first note that the Landau level argument for the CS term relies on the definition of \(J_0\) which makes it odd under charge conjugation. Thus we should not expect to use the zero mode analysis for the Majorana case. In fact, if we consider a Majorana fermion, we need \(v = u^*\) in (58). The eigenvalue equation is thus
\[\begin{pmatrix}
    m - 2\bar{D} & 2D \\
    2D & -m
\end{pmatrix}
\begin{pmatrix}
    u \n    u^*
\end{pmatrix}
= E \begin{pmatrix}
    u \\
    u^*
\end{pmatrix}.\]
(63)

Defining the complex combinations \(\phi = (u^i - iu^j)/\sqrt{2}, \chi = (u^i + iu^j)/\sqrt{2}\), these equations become
\[-2\bar{\Delta}_+ \phi^* = (E - m)\chi, \quad +2\Delta_+ \chi = (E + m)\phi^*\]
\[-2\bar{\Delta}_- \chi^* = (E - m)\phi, \quad +2\Delta_- \phi = (E + m)\chi^*.\]
(64)
The spectrum of the products of \( \Delta^\prime \)'s is readily found to be

\[
\Delta_+ \Delta_+ = \Delta_+ \Delta_- = \frac{B}{2} (n+1), \quad \Delta_+ \Delta_- = \frac{B}{2} n.
\]  

It is easy to see that the lowest eigenvalue for (64) corresponds to \( E = \pm m \). When \( m > 0 \), and \( E = +m \), (64) leads to

\[
\Delta_- \chi^* = \Delta_+ \phi^* = 0, \quad \Delta_- \phi = m \chi^*, \quad \Delta_+ \chi = m \phi^*.
\]  

Since \( \Delta_- \) cannot have a normalizable zero mode, the first equation implies \( \chi^* = 0 = \chi \). This, when used in the last equation gives \( \phi^* = 0 = \phi \). For \( m > 0 \) and \( E = -|m| \), (64) leads to

\[
\Delta_- \chi = 0, \quad \Delta_- \chi^* = m \phi, \quad \Delta_+ \phi^* = m \chi
\]  

Again the first equation implies \( \chi = 0 = \chi^* \), which, in turn gives \( \phi = 0 = \phi^* \) through the second equation. Thus, no nontrivial zero-modes exist for the \( SU(2) \) Majorana fermions. (This analysis can be easily generated to general a \( SU(N) \) gauge group.)

How should we consider this result in relation to the nontrivial measure for Majorana fermions? The point is that the fermionic determinant in the covariant path integral for Majorana fermions must be defined by an appropriate square root of the Dirac determinant. There is no obstruction to regarding the Dirac fermion as a pair of Majorana fermions. In fact, for the Dirac fermion, we can write

\[
i \frac{1}{2} (\bar{\chi} Y + Y \chi) = \mathcal{H} \chi_i
\]  

where \( \chi_i \) are Majorana fields. This translates to the level of the gauge-invariant variables as well. Let \( G(\chi_i) \) refer to the gauge invariant version of \( \chi \) for either choice I or II. If \( \chi_i \) have the same parity violating mass, then

\[
\int \Psi \mathcal{H} \Psi = \sum_i \int \bar{\chi}_i \mathcal{H} \chi_i,
\]  

where \( \mathcal{H} \) is the single particle Hamiltonian. This is the usual split of the Dirac fermion into two Majorana modes. However, it is also straightforward to see that

\[
\sum_i \int G(\chi_i) \mathcal{H}_j G(\chi_i) = \int G(\Psi) \mathcal{H}_j G(\Psi),
\]  

where \( \mathcal{H}_j \) refers to the single particle Hamiltonian expressed in the gauge-invariant variables. Thus, when we have two Majorana species—as we did in the \( \mathcal{N} = 2 \) supersymmetric case—the Hamiltonian dynamics is completely equivalent to having a single Dirac species. This shows that the choice of gauge invariant variables for parity-violating Dirac fermions must be choices I or II, which of course, have nontrivial Jacobians. Thus the \( \Lambda \beta B \) term generated by the zero modes of the Dirac fermions give the completion of the Jacobian contribution, as before. The induced CS term for the Majorana case will follow from the Dirac case by taking the proper square root.

### 3.3. Selection rules for fermionic variables

We are finally in a position to summarize our results as a set of rules on how the gauge-invariant versions of the fermion fields are to be chosen.

As far as fermions with parity violating mass-terms are concerned, one has to fix a parity frame in which to formulate the theory since parity is not a symmetry. Let us choose the parity frame corresponding to (43). Putting together the computation of the fermionic Jacobians and the induced Chern–Simons terms we see that the only consistent choice of gauge-invariant variables (for each fermionic species corresponding to a parity violating mass term) corresponds to choosing choice II when \( m > 0 \) and choice I for \( m < 0 \). It is understood that choices...
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I and II refer to (33) when the fermions are in the fundamental representation. In a theory with \( d \) species of parity odd Dirac fermions with masses \( \mu_i \) (in representation \( R_i \)), \( m \) species of\footnote{33} adjoint Majorana fermions with masses \( M_i \) and a Chern–Simons terms with bare level number \( k_{\text{CS}} \), the coefficient of \( S_{\text{WZW}} \) would be renormalized as

\[
\tilde{k} = 2c_A \rightarrow \tilde{k} + k', \quad k' = +k_{\text{CS}} + 2\sum_{i=1}^{d} \frac{\mu_i}{|\mu_i|} c_{R_i} + \sum_{i=1}^{m} |M_i| c_A.
\]

(70)

The expression on the rhs follows from the prescription of selecting variables outlined above and is the unique choice that is consistent with (7). Of course, it is not a given that the expression on the rhs is positive definite. However, one can always find a parity frame where it is, and that is the frame that one must use to define the theory.

Fermions with parity-conserving mass terms do not induce Chern–Simons couplings. One could generate a parity-symmetric theory by having an equal number of parity-violating Dirac or Majorana fermions with masses of opposite signs. In that case, the above selection principle can be applied directly. However, in the case of an even number of fermionic species one can also define parity conserving mass-terms that mix the different species. In such a scenario, choices I and II must be ruled out. Of the two remaining choices, one does not have a clear principle to pick one. However, we note that choice III leads to a fermionic Hamiltonian involving only \( J \) (and no \( J' \)). Since \( J \) is realized straightforwardly in its position space representation in the gluonic Hilbert space, choosing III is computationally advantageous when there are no parity-related obstructions to making that choice.

4. Discussion

In this section we comment on how the fermionic contribution (or lack thereof) to \( d\mu(O) \) can impact on questions of screening and confinement. If the fermions are taken to be very heavy (compared to the mass scale \( e^z \) given by the coupling constant), the vacuum wave function will factorize as \( \Phi = \Phi_f \otimes \Phi_g \), where \( \Phi_f \) is the fermionic vacuum and \( \Phi_g \) is determined by the gluonic part of the Hamiltonian. The kinetic operator for the latter has \( \tilde{k} + k' \) due to the fermionic contribution \( k' \). The gluonic Hamiltonian then has a form similar to what was obtained for the YMCS theory and we can exploit this similarity to write the leading strong coupling part of \( \Phi_g \) as [5]

\[
\Phi_g = e^{\frac{i}{4\pi} a(a)_{\text{F}}}, \quad g^2 = \frac{e^2(\tilde{k} + k')}{4\pi}.
\]

(71)

Vacuum expectation values of observables, \( O \), can be expressed as

\[
\langle O \rangle = \int d\mu[H] e^{(\tilde{k} + k') S_{\text{WZW}}(H)} e^{-\frac{1}{4e^2} a(a)_{\text{F}}} O.
\]

(72)

For \( k' = 0 \), this integral can be evaluated by relating it to the Euclidean two-dimensional Yang–Mills theory. For \( k' \neq 0 \), the computation of the integral in (72) is completely equivalent to that of the YMCS system with the Chern–Simons level number given by \( k' \). (It can also be viewed as the computation of a correlation function in Euclidean QCD with \( k' \) flavors of fundamental \( SU(N) \) fermions.) As shown in [5], taking \( O \) as a Wilson loop, for large spatial loops enclosing an area \( \mathcal{A} \), the expectation value falls off as \( e^{-w} \), where \( w/\mathcal{A} \rightarrow 0 \) as \( \mathcal{A} \rightarrow \infty \). In other words, we do not have an area law; a nonzero contribution from the fermions to the measure results in screening, as opposed to confinement of color charges. This statement is independent of the representation the fermions may be in, and
continues to hold even when $k_{CS} = 0$. Although we can argue for this statement only in the leading strong coupling approximation for heavy fermions, it is reasonable to expect the screening behavior to persist when dynamical contributions from the fermionic wave function are incorporated.

For $k' = 0$, a priori we would conclude that the Wilson loops do display an area law, with $\langle W_{R}\rangle \sim \exp(-\sigma_{R}A)$ for a Wilson loop $W_{R}$ in the representation $R$, with $\sigma_{R} = e^{2}c_{A}c_{R}/4\pi$ as for the pure Yang–Mills case. However, there is a subtlety.

As shown in [4], adjoint matter fields (more generally matter fields of vanishing $N$-ality) can lead to the formation of ‘glue-lump’ states (bound states of the fermions and $J$ fields) which will be energetically favored for large quark separation. Thus we may expect the potential between adjoint heavy quarks to rise linearly, $V(r) \sim \sigma_{A}[r]$ for some intermediate range of $r$, but for large enough values of the separation $r$, the adjoint string is expected to break into glue-lump states, leading to a flat inter-quark potential. (Though [4] focussed on scalar matter, the same mechanism would apply to adjoint fermions as well.) The numerical value of $r$ for the string to break requires redoing the analysis of [4] for fermionic matter. But qualitatively, we expect screening behavior.

For fermions in the fundamental representation, which give $k' = 0$, we recover the area law for Wilson loops. As long as the fermions are heavy, the area law can be expected to hold, signaling confinement as expected. However, when the fermions are dynamical, there is the potential for screening via the pair production of fermions. Understanding how confinement can be manifest with dynamical fundamental fermions would require a better understanding of the vacuum wave functional, going beyond the heavy quark approximation employed in this discussion.

We have presented a qualitative picture of screening and confinement based on a gauge invariant formulation of $QCD_{2+1}$, focusing on the fermionic contribution to the volume measure for the gauge-invariant configuration space. While our statements about confinement and string tension are exact in the leading strong coupling and heavy quark approximation, this does open up several avenues for further exploration. Corrections to the leading heavy quark approximation are obviously important. It should be possible to formulate this along the lines of corrections to the vacuum-wave functional (71) for pure Yang–Mills theory [19]. The inclusion of matter fields in arbitrary representations of the gauge group would be another interesting direction.

In an interesting series of papers [20], gauge theories on $R^{1,2} \times S^{1}$ have been analyzed. It has been argued in these papers that several nonperturbative aspects of four-dimensional gauge theories can be studied by taking $S^{1}$ to be small. It would be extremely interesting to apply the present formalism to the class of theories studied in [20] and study their properties from the inherently three-dimensional point of view developed in this paper.

Finally, a rather rich landscape of supersymmetric Yang–Mills and Chern–Simons theories (beyond the class of models studied in [2]) remains to be explored. The methods developed here can be applied directly to supersymmetric theories, which is something we hope to pursue elsewhere.

Acknowledgments

This work was supported in part by the US National Science Foundation grant PHY-1213380 and by a PSC-CUNY award.
Appendix A

The Jacobian can be computed using the standard techniques of chiral anomaly computation in two-dimensions. Focusing on the part that involves $\gamma^5$,

$$\det C = \mp \text{Tr} \int \left( \mathcal{R}\theta^\mu T^\nu \gamma^5 \right) + \cdots = \mp \lim_{M \to \infty} \text{Tr} \int \left( \mathcal{R}\theta^\mu T^\nu \gamma^5 e^{-(D \cdot \gamma)^2 / M^2} \right) + \cdots. \quad (73)$$

The ellipses denote terms that are higher order in $\theta$. $D, \gamma$ is the Hermitian two-dimensional Euclidean Dirac operator $D = i\gamma^i \partial_i + T^a A^a_i \gamma^i$. A straightforward computation shows that

$$\det C = \mp \int \frac{C_A F_{12}^a}{2\pi} (\Re \theta)^a \cdots. \quad (74)$$

This answer is still in the infinitesimal form. To get the answer for finite value of $\Re \theta$ we note that

$$\frac{\delta \det C}{\delta \Re \theta^a} = \mp \frac{C_A F_{12}^a}{2\pi} \frac{\delta e^{\pm c_R S_{\text{WZW}}(H)}}{\delta \Re \theta^a} \quad (75)$$

which we can integrate to obtain the result

$$\det C = e^{\pm (c_R S_{\text{WZW}}(H))}. \quad (76)$$

We note that the final answer only depends on $\Re \theta$ which is the gauge-invariant dynamical degree of freedom contained in the gauge fields. The imaginary part of $\theta$ encodes the unphysical degree of freedom associated with gauge transformations.

For the charge conjugate representation we have

$$\det \bar{C} = \det \left(I + i\Re \theta^\mu (T^\nu)^a \pm \Re \theta^\mu (T^\nu)^a \gamma^5 \right) \quad (77)$$

Here $\bar{D}$ is the hermitian covariant derivative acting on fields transforming in the charge conjugate representation. The precise form of $\bar{D}$ can be derived as a follows. On states that transform as $\Psi \to U\Psi$, where $U = e^{i\theta^a T^a}$ is an SU(N) group element, $D_i = i\partial_i + A$ is the correct covariant derivative with $A_i = A_i^a T^a$ transforming as $A_i \to U A_i U^{-1} - i\partial_i U U^{-1}$.

The charge conjugate fields $\bar{\Psi}$ transform as $\bar{\Psi}^\dagger$ does, i.e., $\bar{\Psi} \to U^\dagger \bar{\Psi}$. Since $U^* = (U^\dagger)^* = (U^{-1})^* = e^{-iT^a \cdot \bar{\phi}}$, we see that we need $-A_i^\dagger$ in place of $A_i$ in the covariant derivative. In other words, for the conjugate representation, $\bar{D}_{\bar{\Psi}} = (i\partial_i - A_i^\dagger) \bar{\Psi}$, with

$$\bar{D}_{\bar{\Psi}} \bar{\Psi} \to \left( U^{-1} \right)^\dagger \left( \bar{D}_{\bar{\Psi}} \bar{\Psi} \right). \quad (78)$$

The needed transformation of $-A_i^\dagger$, namely $-A_i^\dagger \to (U^{-1})^\dagger (-A_i^\dagger) U^\dagger + i(U^{-1})^\dagger \partial_i U U^{-1}$ is then compatible with $A_i \to U A_i U^{-1} - i\partial_i U U^{-1}$. Since the $F_{12}$ term in (74) arises from $[D_1, D_2]$, the corresponding term in (77)—involving $[D_1, D_2]$ will have a negative sign relative to (74). This is due to the sign of $\bar{A}$ in $\bar{D}$ being the opposite of $A$ in $D$. Thus

$$\det \bar{C} = \mp \int \frac{C_R F_{12}^a}{2\pi} (\Re \theta)^a \cdots, \quad (79)$$

where $R$ refers to the representation of interest. Thus, quite generally, we have:

$$\det C = \det \bar{C} = e^{\pm (c_R S_{\text{WZW}}(H))}. \quad (80)$$

The determinant is the same for a given representation and its conjugate. The coefficient $c_R = \frac{1}{2}$ for the fundamental representation of $SU(N)$ for $N \geq 2$. In the Abelian case, $c_R = 1$. In the adjoint representation, $c_R = c_A = N$. 


Appendix B

Choice I

The gauge-invariant form of the fermionic Hamiltonian is

\[ H_m = \frac{1}{2} \int \mathcal{N} \left( \frac{H_m}{2\partial} - \frac{2\bar{\partial}}{H^{-1}m} \right) \Lambda. \]  

(81)

Naively one might try to solve the eigenvalue equation

\[ \left( \frac{H_m}{2\partial} - \frac{2\bar{\partial}}{H^{-1}m} \right) \Lambda = E \Lambda. \]  

(82)

It is easily seen that when \( \partial \) or \( \bar{\partial} \) is set to zero the only solution is \( \chi_1 = \chi_2 = 0 \). Thus the Landau levels along with the nontrivial zero modes appear to have disappeared in this gauge-invariant parametrization. However, this is not quite the correct thing to do. If we want to diagonalize the Hamiltonian, we should instead solve

\[ \left( \frac{H_m}{2\partial} - \frac{2\bar{\partial}}{H^{-1}m} \right) \Lambda = E \left( \frac{H_{\chi_1}}{H^{-1}\chi_2} \right). \]  

(83)

This equation is nothing but (44) written in terms of the gauge-invariant variables. Thus its solutions are the same as the solutions of the original equation (44), but re-expressed in terms of \( \chi \). The diagonalized Hamiltonian now takes on the form

\[ H_m = \sum_n \left( \chi_1^2 H\chi_1 + \chi_2^2 H^{-1}\chi_2 \right) E_n \]  

(84)

The subscripts refer to the energy eigenvalue. Clearly the zero modes that were present in the original set up are now present in the gauge-invariant language with the same energy eigenvalues.

Choice II

In this case, the fermionic Hamiltonian is

\[ H_{II} = \frac{i}{2} \int \psi (iD_i - m) \psi = \frac{1}{2} \int \mathcal{N} \left( \frac{H^{-1}m}{2i\Pi_+} - \frac{2i\Pi_-}{H_m} \right) \Lambda. \]  

(85)

\[ \Pi_+ = -iD_+ = -i \left( \partial - \partial HH^{-1} \right) \quad \Pi_- = -iD_- = -i \left( \bar{\partial} + H^{-1}\partial \right). \]  

(86)

The equation we now need to solve for diagonalizing the Hamiltonian in the gauge-invariant variables is

\[ \left( \frac{mH^{-1}}{2i\Pi_+} - \frac{2i\Pi_-}{mH} \right) \begin{pmatrix} \chi_1 \\ \chi_2 \end{pmatrix} = E \begin{pmatrix} H^{-1}\chi_1 \\ H\chi_2 \end{pmatrix}. \]  

(87)

Once again this just (44). To find the lowest lying states, it is useful to note that in a constant magnetic field, we have \( M = e^{-\frac{i}{2}2B} \), which is compatible with the gauge choice \( A_i = -\frac{i}{2}e_0 x_j B \) as well as the parameterization \( A = -\partial MM^{-1} \). In this parameterization, \( \Pi_\pm \) are the same as \( P_\pm \) with \( B \rightarrow 2B \). The spectrum of the bilinears is readily found to be \( \Pi_+ \Pi_- = B(n + 1) \), \( \Pi_\pm = nB \). It is straightforward to see that the solutions of (87) are the same as those (44) with the diagonalized Hamiltonian now being

\[ H_{II} = \int \sum_n \left( \chi_1^2 H^{-1}\chi_1 + \chi_2^2 H\chi_2 \right) E_n. \]  

(88)

The eigenvalues, including the zero modes, remain unchanged.
Choices III and IV

The Hamiltonians are

\[ \mathcal{H}_{\text{III}} = \frac{1}{2} \int \mathcal{L}^{-1} \left( m - \frac{2 \bar{\theta}}{2D_\perp} \right) \Lambda \] (89)

and

\[ \mathcal{H}_{\text{IV}} = \frac{1}{2} \int \mathcal{L} \left( m - \frac{2 \bar{\theta}}{2D_\perp} \right) \Lambda \] (90)

respectively. It is easy to see that the eigenvalue equations for these choices are the same as (44) but in the gauges \( A = iBz, \bar{A} = 0 \) and \( A = 0, \bar{A} = -iBz \) respectively. Thus the zero modes along with the degeneracies associated with the Landau levels are not removed by these last two choices of gauge invariant variables either.
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