Potential of Photovoltaic Panels on Building Envelopes for Decentralized District Energy Systems
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The expected increase of the penetration of distributed renewable energy technologies into the electricity grid is expected to lead to major challenges. As a main stakeholder, authorities often lack the appropriate tools to frame and encourage the transition and monitor the impact of energy transition policies. This paper aims at combining relatively detailed modeling of the PV generation potential on the building’s envelope while retaining the energy system optimization approach. The problem is addressed as a multiobjective, mixed-integer linear programming problem. Compared to the existing literature in the field, the proposed approach combines advanced modeling of the energy generation potential from PV panels with detailed representation of the district energy systems, thus allowing an accurate representation of the interaction between the energy generation from PV and the rest of the system. The proposed approach was applied to a typical residential district in Switzerland. The results of the application of the proposed method show that the district can achieve carbon neutrality based on PV energy alone, but this requires covering all the available district’s rooftops and part of the district’s facades. Whereas facades are generally disregarded due to their lower generation potential, the results also allow concluding that facade PV can be economically convenient for a wide range of electricity prices, including those currently used by the Swiss grid operators. Achieving self-sufficiency at district scale is challenging: it can be achieved by covering approximately 42–100% of the available surface when the round-trip efficiency decreases from 100 to 50%. The results underline the importance of storage for achieving self-sufficiency: even with 100%, round-trip efficiency for the storage, very large capacities are required. However, energy demand reduction through renovation would allow reaching self-sufficiency with half of the PV and storage capacity required.
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1 INTRODUCTION

Political authorities and other stakeholders in the energy value chain have the responsibility to implement energy transition pathways by increasing decentralized renewable energy generation. As a main stakeholder, authorities often lack the appropriate tools to frame and encourage the transition and monitor the impact of energy transition policies. Network operators as well need appropriate frameworks and guidelines to implement the transition with a business perspective.
The electrification of the buildings stock has the potential to lower local pollutant emissions and increase the energy system efficiency, especially when coupled with local renewable energy sources (Henchoz et al., 2015; Suciu et al., 2016). In terms of small, decentralized renewable energy generation systems, roofs constitute the most obvious solution for the integration of PV generation in buildings (Lucon, 2014). However, while the recent decrease in PV systems’ investment costs made rooftop PV a proven, cost-convenient choice in many parts of the world [even in absence of subsidies (Lang et al., 2015)], today more than 90% of the solar potential on the top of roofs is still unexploited.

In urban environments, however, the limited available space for including locally generated renewable energy compared to the energy demand represents an additional challenge towards complete decarbonization of the energy system. As a result of this challenge, together with the low cost of PV modules, research in recent years also investigated the role of facades in an urban context.

Initial feasibility studies focused on a general estimation of the potential from PV facades, introducing the concept of vertically oriented surfaces (Chwieduk, 2009). These early studies, however, did not consider photovoltaic (pv) panels or shadow modelling, thus generally overestimating the PV generation potential. However, even when these aspects are taken into account, existing literature shows that the inclusion of pv panels from different oriented roofs and facades can be beneficial for matching electricity demand profiles. As a relevant example, Freitas et al. (2018) showed the economic feasibility of facades for the case of two building blocks in Portugal and demonstrated that including facades has the effect of reducing the required storage size.

To expand the scope from single buildings to whole districts, 3D simulation software using ray tracing technique like LiDAR in combination with geographic information systems (gis) tools was developed (Redweik et al., 2013; Cattita et al., 2014; Walter and Kämpf, 2015) and commonly used to estimate solar potential on all surfaces in a district (Kämpf et al., 2010; Verso et al., 2015; Desthieux et al., 2018). The use of these tools also allowed the inclusion of surrounding buildings in the model, a necessary condition to include the effect of shading on the potential of pv generation from facades. In addition, the sky view factor is a commonly used indicator for determining the amount of diffuse irradiation on the surface (Brito et al., 2017; Chatzipoulka et al., 2018), whose use becomes even more relevant in the case of PV systems on facades.

The solar potential on facades is in general lower than that on roofs (Rehman et al., 2018). However, a previous research suggested that facade pv can be crucial to achieving high levels of decarbonization and self-sufficiency in urban environments. Redweik et al. (2013) showed that the combined pv potential on roofs and facades exceeds the nonbaseload demand for a district located in Portugal and could furthermore contribute up to 75% of the total electricity demand. Also, Aguacil et al. (2019) suggested taking PV installation on facades into account, especially for high-rise buildings. Li and Liu (2018) and Diez-Medivilla et al. (2019) even suggested that facades can be competitive with roof installations.

The potential for facades also strongly depends on the location: at lower latitudes [such as in the case of Portugal Redweik et al. (2013)], rooftop solar is economically superior to facades, as in the latter case, the payback increased from 10 to 20 years. At higher altitudes, however, the situation can be different: Horn et al. (2018), based on the results of a case-study application in Germany, suggested that the solar potential on facades can exceed that on roofs during the winter months, as a result of the sun being low in the sky. Clearly, the orientation of the surface also has a role in the performance of the system. As a relevant example, Pantić et al. (2016) determined a 12-year carbon and a 10-year payback time of pv panels mounted on south-oriented facades in Serbia.

A comparative analysis of the state of the art of research about the role of facades in urban energy systems is represented in Table 1. The analysis shows one of the main gaps in the existing literature: most available studies only consider facade PV systems on their own and do not explore the importance of their interaction with the rest of the building energy system (res). These studies are usually conducted from the perspective of urban planners and architects and are aimed at assessing the solar potential on the complete envelope to find the best concept and designs of buildings.

On the other hand, papers focusing on the design of the energy system of buildings which include irradiation models are generally focused on two aspects. On the one hand, irradiation models are required to assess the solar contribution to the heating and cooling demand (Girardin, 2012b). On the other hand, irradiation models are also used for modeling the contribution of solar panels (both thermal and PV) to BES (Wu et al., 2017; Stadler et al., 2018). However, in most cases, these studies rely on the use of global irradiation to model the incoming solar radiation. This corresponds to assuming horizontal panels (Duffie and Beckman, 2013), a simplification that was shown to generate a relevant error (overestimation or underestimation, depending on the case) in the calculation of how much energy is generated by solar systems (Middelhauve et al., 2021). Therefore, based on the aforementioned literature review and to the best of our knowledge, we believe that there is a gap in the academic literature related to the intersection of energy system design in buildings and the solar potential on facades.

This work accordingly aims to investigate the following research contributions and questions:

- Close the gap between architects assessing solar potential on building surfaces and engineers designing solar-based energy systems.
- Integrate different PV panel orientation possibilities together with a shadow model from the surroundings in the optimization approach of energy systems.
- Investigate the choice on the economic and environmental rationale for installing PV panels on facades and, if so, on which ones.
- Discuss the question of the role of PV systems and particularly of facade PV in urban districts, focusing on the amount of PV that
- is needed to be self-sufficient;
Estimate the amount of electricity generated from the sites can be installed while being economically beneficial.

- Estimate the amount of electricity generated from the district that, from the perspective of the electricity grid, needs to be distributed or stored and the related costs.

Whereas it would be impossible to achieve a general conclusion based on one single study, this work aims at suggesting a potential methodological approach to address this gap in the scientific literature and presents the application to a specific case study in order to showcase the potential of the proposed approach.

## 2 MATERIALS AND METHODS

This work seeks to integrate PV modules on both roofs and facades in the optimal design and scheduling of energy conversion and storage technologies. Furthermore, the aim is to investigate the response of a fully integrated multienery system on the district level to the inclusion of high shares of solar energy. In the proposed approach, buildings interact with each other in two ways: 1) by contributing to the overall electricity balance of the district, both consuming and generating electricity, and 2) by shading neighboring surfaces and roofs, thus influencing the actual potential for local solar generation.

To be able to take both the optimal integration at the building level and the behavior of the whole district into account, a mixed-integer linear programming (MILP) framework is formulated, where unit sizes and installation decisions in each building are used as the main optimization variables. The approach is based on the general formulation of the BES, which can be then applied to different building types in a district. The model derives from the BES framework described by Stadler (2019), to which the reader is referred for further details. In this paper, special attention is dedicated to the further development of the oriented irradiation modeling proposed in earlier work from the authors Middelhauve et al. (2021), which is modified to include the modeling of shading effects between different buildings in the districts similar to the work by Schütz (2018).

To clearly differentiate decision variables from input parameters, a bold typeset is used to represent all decision variables. Additional parameter values can be found in the Supplementary Material. As all sets are predefined, normal and capital typeset is used. The main problem sets are the set

| Roofs | Facades | Shadow | PV | Bat | BES | Scope | Method | Reference |
|-------|---------|--------|----|-----|-----|-------|--------|-----------|
| ✓✓    | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | Surface Simulation | Chwieduk (2009) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | Surface Simulation | Zimmerman et al. (2020) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | Building Simulation | Díez-Medialvías et al. (2019); Mulcué-Nieto and Mora-López (2017); Pantić et al. (2016) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | Building Simulation | Rehman et al. (2018) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | Building Simulation | Kanters et al. (2014) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | Building Simulation | Zomer et al. (2020) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | Building Simulation | Buonomano et al. (2016) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | Building Simulation | Bayod-Rújula et al. (2018) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | Building Simulation | Horn et al. (2018) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | Building Simulation | Xu et al. (2019) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | Building Simulation | Li and Liu (2018) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | Building Simulation | Boccalatte et al. (2020) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | Building Simulation | Aaguacl et al. (2019) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | District Simulation | Yesilmaden and Dogru (2019) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | District Simulation | Esclapez et al. (2014); Chatzipoulou et al. (2018) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | District Simulation | Redweik et al. (2013); Vulkan et al. (2018); Catilla et al. (2014); Desthieux et al. (2018) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | District Simulation | Lobaccaro et al. (2019) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | District Simulation | Verso et al. (2015) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | District Simulation | Brito et al. (2017) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | Building Genetic algorithm | Freitas et al. (2018) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | Building Genetic algorithm | Wu et al. (2017) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | Building Optimization | Stadler et al. (2018) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | District Optimization | Jing et al. (2018); Mehleri et al. (2012); Morvaj et al. (2016); Yang et al. (2015) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | District Optimization | Fang et al. (2019); Ma et al. (2018); Martínez Cesena et al. (2019); Schütz et al. (2018); Weber and Shah (2011) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | District Optimization | van der Stelt et al. (2018) |
| ✓✓ ✓ | ✓✓      | ✓✓ ✓   | ✓✓| ✓✓  | ✓✓  | District Optimization | Arm of this paper |

*Shadow aspect is included as a measurement of the irradiation on the actual surface. Shadow influence is not considered with the help of a replicable model.

If the building energy system (BES) is considered simplified, its size is neither optimized nor designed and the operation is not optimal scheduled.

+Roofs are simplified in the sense that they limit bounds for installation and are considered as being horizontal.
of buildings B and their allocated facades F and the set of available conversion and storage units U; the different days of the year are represented by periods in the set P, to which hourly timesteps are allocated and contained in set T. The sets A and Y are used to express the orientation of the PV panels with azimuth and tilt angles, respectively.

The BES modeling framework includes multiple unit technologies that can contribute to satisfying the different energy demands (Figure 1). Both the space heating (SH) and domestic hot water (DHW) demands can be fulfilled by a gas boiler, converting natural gas into thermal energy, or by heat pumps (HPS) and electrical heaters, both converting electricity to thermal energy. PV panels are also considered as energy conversion units, converting incoming solar irradiation to electricity. The system also includes storage technologies: thermal and electrical storage. For thermal storage, two different tanks are considered: one for SH and one for DHW. Electricity energy storage is considered in the form of lithium-ion batteries.

In the proposed models, buildings are differentiated not only based on their construction characteristics (surface, volume, roof type, etc.) but also by their usage, such as residential or industrial, and their renovation state. In addition to having an effect on the total yearly demand, these aspects also influence the hourly energy demand profiles, which in turn have a relevant effect on the overall energy balance of the district.

2.1 Problem Objectives

The MILP problem is defined with the minimization of the BES costs as the main problem objective. This involves the combination of two separate contributions: operating and capital expenses. As these two objectives are generally competing (solutions with high capital expenses (CAPEX) have low operational expenses (OPEX), and vice versa), the problem must be approached using a multiobjective optimization (MOO) approach. The MOO problem is implemented using the e-constraint method, thus considering the OPEX as the main problem objective and solving different optimization problems where the CAPEX is constrained at incrementally increasing values.

The same principle is then repeated after inverting the roles of the two objectives. The annual OPEX consist of the expenses and gains related to the interaction with the national electricity and natural gas grids.

\[
C_{b}^{op} = \sum_{p \in P} \sum_{t \in T} \left( c^{el+} \cdot E^{gr+}_{b,p,t} + c^{el-} \cdot E^{gr-}_{b,p,t} + c^{gas+} \cdot H^{gr+}_{b,p,t} \right) \cdot d_t \cdot d_p \quad \forall b \in B
\]  

In Eq. 1, \( c^{el+} \), \( c^{el-} \), and \( c^{gas+} \) represent the electricity purchase and selling price and the natural gas purchase price; \( H^{gr+}_{b,p,t} \) represents the energy flow of natural gas purchased from the grid for building \( b \) at time step \( t \) and typical day \( p \); similarly, \( E^{gr+}_{b,p,t} \) and \( E^{gr-}_{b,p,t} \) represent the electricity flows from and to the grid. Annual values are integrated over each typical period \( p \) and accounted with their frequency \( d_t \).

The annual CAPEX include the investment and replacement costs of the unit technologies with different expected lifetimes.

\[
C_{b}^{cap} = \frac{i(1+i)}{(1+i)^n-1} \left( C_{b}^{inv} + C_{b}^{rep} \right) 
\]

\[
C_{b}^{inv} = \sum_{u \in U} \left( f_{b,u} \cdot y_{b,u} \cdot \bar{r}_{b,u} \cdot f_{b,u} \right) 
\]

FIGURE 1 | Overview of the district energy system. \( U, C \): building heat transfer and capacity factor, \( \bar{r} \): irradiation, and \( T \): temperatures.
In Eq. 2a, expenses are annualized over the project time horizon \( n \) using the project interest rate \( \iota \) (Turton, 2012, Ch. 10). The parameters \( \iota^1 \) and \( \iota^2 \) represent the linear version of the unit cost function with bare module \( b^0 \) (Stadler, 2019). If the project horizon exceeds the lifetime of a unit \( (\ell^0) \), the unit must be replaced and purchased again (Eq. 2c). For units with a lifetime greater than or equal to the project time horizon, the total number of replacements \( (R) \) is zero (Stadler, 2019).

2.2 Key Performance Indicators

In addition to the problem objectives, key performance indicators (KPIs) are defined to provide additional information regarding the performance of the system. For readability, the following equations are expressed with annual values. The self-consumption (sc) and the self-sufficiency (ss) are KPIs used to evaluate the performance of the system in terms of its interaction with the grid.

\[
SC = \left( \sum_{b \in B} E_{b}^{pv} - E_{TR} - \left( \sum_{b \in B} E_{b}^{pv} \right) \right)
\]

\[
SS = \left( \sum_{b \in B} E_{b}^{pv} - E_{TR} - \left( \sum_{b \in B} E_{b}^{pv} \right) \right)
\]

In Eq. 3a, \( SC \) represents the share of the generated electricity from all PV panels \( E_{b}^{pv} \) consumed within the district (Luthander et al., 2015). In Eq. 3b, \( SS \) represents the ratio of the onsite generated electricity consumption to the total electricity demand (Luthander et al., 2015).

The benefit for selling the generated electricity to the grid and for avoiding electricity import is measured by annual revenues (\( AR \)) (Hartner et al., 2017). In this study, electricity can only be generated by pv panels; hence, their associated revenues are the only ones considered in the following Eq. 4:

\[
AR = (c^{l^+} \cdot SC + c^{l^-} \cdot (1 - SC)) \left( \sum_{b \in B} E_{b}^{pv} \right)
\]

Additional KPIs are used to evaluate how the system performs in terms of greenhouse gas (GHG) emissions, here included based on their CO2 equivalence (Lucon, 2014).

\[
G^{dua} = G^{cvr} + G^{op}
\]

As shown in Eq. 5, the total global warming potential (GWP) \( G^{dua} \) is divided into the share coming from the operation \( G^{op} \) and the construction of the BES \( G^{cvr} \) (Middelhauve et al., 2020).

\[
G^{op} = \sum_{p \in P} \sum_{p \in 1} \left( g_{p,t}^{d} \cdot E_{p,t}^{TR} - g_{p,t}^{d} \cdot E_{p,t}^{TR} - g_{p,t}^{d} \cdot \sum_{b \in B} H_{b,p,t}^{s} \right) \cdot d_{p} \cdot d_{l}
\]

Equation. 6 shows how the GWP from the system’s operations is calculated, where the period and time-dependent emission parameters \( g_{p,t} \) are accounted for the GWP per kWh consumed electricity \( E \) (Kantor and Santecchia, 2019) or natural gas \( H \). The parameter \( d_{l} \) accounts for the duration of each timestep within a period and \( d_{p} \) for the frequency of each period within 1 year.

The database Ecoinvent (Wernet et al., 2016) documents the environmental impact of energy processes and materials and provides life cycle assessments of the different technologies. To assess the GWP of different unit technologies, the indicator “GWP 100a” of the method “IPCC 2013” documented in the online version 3.6 of Ecoinvent is adopted. This indicator considers GHG emissions based on the GWP published by the Intergovernmental Panel on Climate Change (IPCC) for a time horizon of 100 years. The GWP of different unit technologies \( G^{bes} \) is expressed in Eq. 7.

\[
G^{bes} = \sum_{b \in B} \sum_{t \in T} \left( g_{p,t}^{d} \cdot \left( \sum_{b \in B} E_{b}^{pv} \right) \right) \cdot d_{l} \cdot d_{p}
\]

In addition to the total GWP of the system, the carbon payback time (CPT) is used as an additional KPI of the system.

\[
CPT = \sum_{b \in B} \sum_{p \in P} \sum_{t \in T} (g_{p,t}^{d} \cdot E_{p,t}^{pv}) \cdot d_{l} \cdot d_{p}
\]

In Eq. 8, the CPT is calculated based on the indirect emissions of all PV panels \( G^{bes} \) installed in the district and on the avoided emission while operating them (Kourkoumpas et al., 2018).

2.3 Energy Demand

As this study aims at estimating the extent to which decentralized renewable energy generation can be integrated into BES, three types of energy demands are considered in the model: SH, DHW, and electricity.

2.3.1 SH Demand

The general form of the SH demand can be expressed by the first-order dynamic model of buildings (Stadler, 2019).

\[
Q_{b,p,t} = Q_{b,p,t}^{gain} - U_{b} \cdot A_{b}^{ins} \cdot \left( T_{b,p,t}^{int} - T_{b,p,t}^{gain} \right) - C_{b} \cdot A_{b}^{ins} \cdot \left( T_{b,p,t}^{int} - T_{b,p,t}^{int} \right)
\]

In Eq. 9, \( Q^{gain} \) represents internal heat gains from appliance, people, and solar irradiation and \( A^{ins} \) represents the energy reference area (\( \text{ERA} \)), which has to be heated. The heat transfer coefficient \( U \) consists of the heat transfer by conduction and air renewal, whereas the thermal heat capacity \( C \) describes the response time of the internal temperature (Girardin, 2012a). The internal building temperature \( T^{int} \) is considered as a variable to be optimized. This allows the building heat capacity to work as an additional, free thermal storage for the BES, thus making it possible to use available surplus electricity from PV modules. Clearly, comfort should also be taken into account: this is done through the introduction of a penalty cost in the optimization problem objective of 0.2 CHF/K per hour when the indoor temperature exceeds predefined bounds.
The heat gain is made of two contributions: internal gains resulting from the usage of the building \((Q_{\text{int}}^{\text{irr}})\) and solar irradiation \((Q_{\text{int}}^{\text{irr}})\).

\[
Q_{b,p,t}^{\text{int}} = A_{b,p,t}^{\text{net}} \cdot \sum_{r \in \text{Rooms}} f_{b,r} \cdot f_{r,p}^{\text{irr}} \cdot (\Phi_{r,p}^{\text{irr}}) + \Phi_{r,p}^{\text{irr}} \quad \forall b \in B \quad \forall r \in P \quad \forall t \in T \tag{10}
\]

The internal gains (Eq. 10) mainly represent the immediate consequence of people occupancy (superscript \(P\)) and of the usage of electric appliances and lights (superscript \(A + L\)). Demand profiles for different building and room usage are taken from the Swiss standard norm SIA (2015a). The total gains for each building result from the sum of the gains of each room of the building. A usage factor \(\rho\) is used to account for monthly/weekly variations related to the specific usage of each building and room type (SIA, 2015a). \(f_{b,r}\) represents the fraction of the total building’s surface allocated to each room \(r\). The internal gains are normalized to the internal net surface of the building \(A_{b,p,t}^{\text{net}}\), calculated as the heated surface without the base surface of inner and outer walls.

The Swiss norm SIA (2015a) also gives details about solar gains, based on a detailed knowledge of each building’s geometry.

\[
Q_{b,p,t}^{\text{irr}} = \sum_{j \in r} A_{b,p,t}^{j} \cdot f_{j,p}^{\text{irr}} \cdot g \cdot f_{r,p,t} \cdot \left(\alpha_{j} \cdot \gamma_{j}\right) \quad \forall b \in B \quad \forall r \in P \quad \forall t \in T \tag{11}
\]

Perez (2014) details typical ratios of glass to facades surface \(A_{b}^{f} \div A_{f}^{b}\) for each building type (Eq. 11). The \(g\)-values measure the amount of solar irradiation which is transferred to heat. It is assumed that shading devices are used for irradiation greater than 200 \(\text{W/m}^{2}\) (Perez, 2014). \(f^{\text{irr}}\) is a constant factor = 0.9 accounting for dirt and nonperpendicular irradiation on the windows (SIA, 2015a). The solar irradiation on the facades \(f_{r,p,t}^{\text{irr}}\) depends on the facade’s azimuth orientation \(\alpha_{j}\) and the tilt angle \(\gamma_{j}\).

All thermal loads are included in the heat cascade to satisfy the second law of thermodynamics. As the thermal load of \(Q_{\text{Sh}}^{\text{SH}}\) is variable, variable return and supply temperatures would lead to nonlinearity. This is dealt with by discretizing supply and return temperature levels. A detailed description of the approach proposed to deal with this nonlinearity of the BES model is presented in the Supplementary Material.

### 2.3.2 DHW Demand

Typical DHW demand is stated in standardized national norms (SIA, 2015a; SIA, 2015b). Similar to the internal heat gains, the DHW profile is specific to each room type and usage.

\[
Q_{b,p,t}^{\text{DHW}} = A_{b,p,t}^{\text{net}} \cdot \sum_{r \in \text{Rooms}} f_{b,r} \cdot f_{r,p}^{\text{DHW,ref}} \cdot \frac{N_{r}^{\text{DHW}}}{A_{b,p,t}^{\text{net}}} \cdot \frac{\rho^{\text{DHW}}}{(T_{h}^{\text{DHW}} - T_{c}^{\text{DHW}})} \quad \forall b \in B \quad \forall r \in P \quad \forall t \in T \tag{12}
\]

In Eq. 12, the factor \(N_{r}^{\text{DHW}} / A_{b,p,t}^{\text{net}}\) expresses the number of reference units per net surface of the specific room. The cold water temperature is assumed to be constant at \(T_{c}^{\text{DHW}} = 10^\circ \text{C}\), whereas the hot water temperature has to be delivered at \(T_{h}^{\text{DHW}} = 60^\circ \text{C}\) to meet sanitary standards. The thermodynamic properties \((\rho \cdot c_{p})^{\text{DHW}}\) are the density and the specific heat capacity of water. The daily profiles are derived from the occupancy profiles in combination with the activity profiles of the rooms SIA (2015a).

### 2.3.3 Electricity Demand

Two different methods are used to estimate the electricity demand, based on the availability of measurements from the existing buildings. When measurements are available, the electricity demand is modeled using the available measured data, after removing the heating demand Holweger et al. (2019). When measured data are not available, the electricity demand is calculated based on the profiles provided by the Swiss standard norm SIA (2015a).

\[
E_{b,p,t}^{\text{le}} = A_{b,p,t}^{\text{net}} \cdot \sum_{r \in \text{Rooms}} f_{b,r} \cdot f_{r,p}^{\text{DHW,ref}} \cdot E_{r,p}^{\text{le}} \quad \forall b \in B \quad \forall r \in P \quad \forall t \in T \tag{13}
\]

The electricity demand of the appliances and light of the different rooms are combined in the \(E_{r,p}^{\text{le}}\) term (Eq. 13). \(A_{b,p,t}^{\text{net}}, f_{b,r},\) and \(f_{r,p}^{\text{DHW}}\) factors are the same used to calculate the DHW demand.

### 2.4 Energy System

The energy system of the building includes all the different unit technologies that are used to fulfill the building’s energy demand. Energy can be exchanged with the electricity grid in both directions, whereas hot water and natural gas can only be supplied by the grid to the building. To account for the possibility that electricity can be both generated and consumed in the district itself, the load is balanced at the level of the district’s transformer. To ensure that no energy is accumulated between different periods, cyclic constraints are imposed both on the indoor building temperature and on the thermal and electrical energy storage systems. Cyclic constraints reset the state to its initial status at the end of each period. As a common practice in MILP of energy systems, the decision to purchase a unit is represented by a binary variable, whereas the unit size is represented by a continuous variable.

In this study, the validity range for PV installations has to be extended in comparison to previous studies (Middelhauve et al., 2021), in order to allow full installations on the building’s envelope. Simply extending the interval would drastically overestimate the cost for extensive PV installations, whereas linearizing the cost function in the vicinity of higher PV sizes would penalize small rooftop installations. Therefore, the cost function was piecewise linearized. For more insights about the modeling of the energy system, the reader might consult the Supplementary Material and refer to Stadler (2019) for the full description of the energy systems modeled in this study.

### 2.5 Solar Irradiation

The hourly irradiation is modeled using the anisotropic irradiation model which was first proposed by Perez et al. (1986) and later improved for all sky conditions (Perez et al., 1993). The skydome discretization (Robinson and Stone, 2004) is...
applied using the Ladybug plug-in of the Grasshopper suite (Roudsari and Adrian Smith Gordon Gill Architecture, 2013) to include the oriented irradiation into MILP formulation. For more information about modeling-oriented irradiation in MILP problems, the reader should refer to Middelhauve et al. (2021) and Schüler (2018). In the remaining part of this section, the focus is on the inclusion of facades, the main element of novelty in this work. Compared to roofs, the direct solar irradiation on facades highly depends on shading from neighboring buildings, making it necessary to include detailed shadow modeling. The shadow modeling employed in this study only includes the shadow from surrounding buildings, not from other obstacles (such as trees). Figure 2 visualizes an exemplary geometric relation between two buildings.

The positions of buildings and facades are given in x, y, and z coordinates, where y points to the north and x to the east. The coordinate z is the elevation. The assumption is that the shortest distance is between the center point of the facades and the center point of the building (Figure 2).

Equations 14 show how the distance between buildings b and facades f in x and y coordinates is calculated. The sky limiting angle $\beta$ represents the lowest elevation angle from which irradiation reaches the facades (Figure 2).

\[
\begin{align*}
x_{f,b} &= |x_b - x_f| \quad (14a) \\
y_{f,b} &= |y_b - y_f| \quad (14b) \\
d_{f,b} &= \sqrt{(y_{f,b})^2 + (x_{f,b})^2} \quad \forall f \in F, b \in B \quad (14c)
\end{align*}
\]

In Eq. 15, the reference point for the sky limiting angle is the bottom of each facade ($z_f$). Based on this assumption, the building height’s effect on the electricity yield is only based on its role in the calculation of the total available surface (higher buildings have a larger facade surface available). A building’s height only influences the shading of other buildings’ solar generation potential, but not of its own. This is considered a conservative assumption in order not to overestimate the energy generated by PV panels installed on facades. The facades of high-rise buildings can be divided into several parts, applying the proposed approach.

The sky direction is expressed by the azimuth angle $\alpha$, which is 0° for the north direction and 180° for the south orientation.

**Figure 3** shows the different azimuth angles of the facades, surrounding buildings, and skydome patches. **Equation 16** shows how the azimuth position of building $b$ is calculated. Knowing the signs of both catheti makes it possible to assess the correct quadrant for azimuth angle $\alpha_{f,b} \in [0°, 360°]$.

\[
\alpha_{f,b} = \arctan\left(\frac{x_b - x_f}{y_b - y_f}\right) \quad \forall f \in F, b \in B \quad (16)
\]

As a building is receiving irradiation from all patches of the skydome ($pt \in S$), the sky limiting angle $\beta$ is to be calculated for all sky directions.

\[
\begin{align*}
\tan(\beta_{f,b,pt}) &= \frac{h_b + z_b - z_f}{d_{f,b}} \cdot \cos(\Delta) \\
&= \frac{\tan(\beta_{f,b}) \cdot \cos(\alpha_{f,b} - \alpha_{pt})}{\forall f \in F, b \in B, \forall pt \in S}
\end{align*}
\]

In Eq. 17, the sky limiting angle $\beta$ is the greatest in the azimuth direction $\alpha_{f,b}$ of the building causing the shadow. Finally, the highest sky limiting angle $\beta_{f,b}$ in each azimuth direction $\alpha_{pt}$ of the skydome.
The skydome is selected among all surrounding buildings for each facade \( f \) (Eq. 18).

\[
\beta_{f,a} = \max \left\{ \beta_{f,a} : b \in B \right\} \quad \forall f \in F, \alpha_{pt} \in S
\]

(18)

The sky limiting angle in each azimuth direction is then used to determine the shaded irradiation. Thereby, the method is similar to the calculation of intermodular shading of PV modules on flat roofs (Middelhauve et al., 2021).

\[
s_{f,pt} = \begin{cases} 
0 & \epsilon_{pt} \leq \beta_{f,a} \\
\frac{\epsilon_{pt} + 6 - \beta_{f,a}}{12} & \beta_{f,a} - 6 < \epsilon_{pt} < \beta_{f,a} + 6 \\
1 & \epsilon_{pt} \geq \beta_{f,a} + 6
\end{cases} 
\quad \forall f \in F, (\alpha_{pt}, \epsilon_{pt}) \in S
\]

(19)

The skydome is piecewise linearized over the evaluation angle of one patch, which varies 12°, with \( \epsilon_{pt} \) marking the central point (Eq. 19) of each patch. The resulting shading factor of one patch \( s_{pt} \in [0; 1] \) is equal to zero for completely shaded patches and one for completely unshaded patches.

\[
irr_{f,pt}(\alpha_{pt}, \gamma_{pt}) = \left\langle \frac{1}{1} \cdot \sum_{pc^i} s_{f,pc^i} \cdot irr_{rc}(\alpha_{pc^i}, \gamma_{pc^i}) \quad \forall \alpha_{pc^i} \in A, \forall \gamma_{pc^i} \in Y \right\rangle
\]

(20)

Equation 20 finally shows how the irradiation on facades is calculated when taking into account shading from neighboring buildings. As possible PV panels can only have the same orientation of the facades they are installed on, the azimuth and tilt orientation of the facades are equivalent to the orientation of the PV panel. In contrast to the azimuth angle, the tilt angle of the facades is always the same \( \gamma_{pt} = 90° \). The irradiation of each oriented patch of the skydome \( irr_{rc} \) is transferred to the perpendicular irradiation, which is received on the PV panels. This is achieved using the principle of a two-stage rotation in a three-dimensional space, which is treated in detail in Middelhauve et al. (2021).

### 2.6 Data-Driven Approach

The data layers of Table 2 are used to represent multiple configurations of decentralized energy demand and generation. Except for the grid topology and measurement (Holweger et al., 2019), the approach uses Open Government Data (OGD) including the climatic conditions, building database (Federal Statistical Office, 2019) with roof and facade geometries (Federal Office of Topography swisstopo, 2019; Swiss Federal Office of Energy - Geoinformation - Sonnendach.ch, 2018), energy demand standards (SIA, 2016; 2015a), and statistical values (Girardin, 2012b).

### 2.7 Case Study

The method is demonstrated on a typical, central European, periurban, residential area comprising 31 buildings, mostly single and multifamily houses (Figure 4A). The buildings considered are all connected to the same measured transformer (TR3716); the other buildings of the district are used solely for their shading effect. Figure 4B shows that whereas the largest share of the PV generation potential lies in the building roofs, facades also have significant potential. As expected, the south-oriented facades have the largest potential, followed by the east- and west-oriented facades. It is interesting to notice that the specific solar potential of the most promising south-oriented facades is higher than that of the least promising roofs. A large amount of annual input profiles requires clustering of the solar irradiation and the external temperature. The K-medoids clustering, commonly applied to combined heat and power systems (Domínguez-Muñoz et al., 2011), allows identifying 10 typical days and two extreme periods. While detailed information is available in the supplementary material, Table 3 provides an overview of the main building-related parameters.

### 3 RESULTS

#### 3.1 What Is the Potential of Energy Generation From PV in the District?

The results of the optimization confirm what is observed about the per-surface generation potential. The conclusions resulting from the analysis of the potential from installing PV on facades are different depending on what side of the coin one looks at. The general trend, as expected from what is shown in Figures 4B,
that rooftop PV has a much better performance compared to facade-installed PV, which is clearly shown by the fact that panels are first installed on roofs (Figure 5A). The comparison of Figures 5A, B shows clearly the reason: in cost intensive solutions, the cost for facades dominates the total PV-related investment, while it still provides less than half of the total energy generated. However, looking at the same figures from another perspective, facades have the potential to increase the total energy generation from PV by approximately 97%. While they might not represent the most cost-efficient solution, they certainly can play an important role in improving the SS of the district.

Looking more in detail at the surfaces where PV panels are installed (Figure 5C), it can be noticed that panels are installed on vertical surfaces even when roofs are not fully exploited yet. This is a consequence of two factors: first, the fact that (as shown in Figure 4B) some facades have a higher specific PV generation potential than some roofs, as in the case of the south-oriented facades compared to tilted, north-oriented roofs; second, the fact

---

**TABLE 3 | Input data for 31 buildings. All buildings are connected to the same low-voltage grid.**

|                           | Multifamily house | Multifamily house | Single-family house |
|---------------------------|-------------------|-------------------|---------------------|
| Building typea            | Existing I 11     | Standard I 2      | Existing II 18      |
| Building categorya        | Existing A 9,200  | Standard A 1,100  |                       |
| Number of buildings       |                   |                   | m²                   |
| Total net surface         | A_{net}           |                   | 6,600               |
| Total energy ref. area    | A_{area}          | 11,500            | 1,400               |
| Total roof areab          | A_{r}             | 4,200             | 560                 |
| Total facades area²       | A_{f}             | 7,700             | 870                 |
| Annual electricity demandc| E²               | 37 ± 17           | 50 ± 21             |
| Annual hot water demandc  | Q_{hw}            | 25 ± 0            | 25 ± 0              |
| Annual internal heat gainc| Q_{int}           | 32 ± 0            | 29 ± 2              |
| Solar heat gainc          | Q_{irr}           | 22 ± 6            | 31 ± 10             |
| Design supply temperature | T_{0}             | 65                | 65                  |
| Heat transfer factorc     | U                 | 1.74 ± 0.24       | 0.83 ± 0            |
| Heat capacity factorc     | C                 | 118 ± 5           | 120 ± 0             |

---

aAccording to Swiss standard norm (SIA, 2015a).
bArea available for PV installation. Details available in Klauser (2016).

cAverage values ± standard deviation. Detailed building data are available in Supplementary Material.
that the CAPEX constraint is not enforced at the district level, but at building level. This implies that when at the district level there might still be 10% of roofs available, this might not be true at the building level, where the optimizer is then "forced" to start using facades instead.

### 3.2 Do We Need to Install PV on Facades?
#### Step 1: Carbon Neutrality
The results of the optimization for a list of Pareto optimal solutions are shown in Figure 6. More specifically, Figure 6A shows that the district can become approximately carbon neutral already for a relatively low overall investment cost (approx. 12 CHF/m²·yr). This result is achieved also thanks to a significant contribution of energy generated from the PV panels installed on facades, which contribute to approximately 40% of the total PV surface installed or 60% of the available facade area, corresponding to PV deployment on all well-oriented facades.

Further increasing the allowed CAPEX only leads to a limited improvement in terms of the total GWP of the solution, which saturates at a total investment cost of approximately 20 CHF/m²·yr (Figure 6A). Beyond this limit, the overall GWP of the solution actually worsens: the increase in PV surface installed is compensated by the lower specific generation of PV panels installed on facades and on the increasing battery capacity, which has little contribution to the overall energy balance but increases costs and GWP potential. As current tariffs (electricity cost = 20ct/kWh and feed-in price = 8 ct/kWh) favor self-consuming locally generated energy over selling it to the grid, solutions with increased CAPEX bound tend to shift towards the increase of battery capacity to reduce energy exchanges with the grid. This is shown clearly in Figure 6B: moving towards high-CAPEX solutions, the imports at the district transformer

---

**Figure 5** | Economically best PV installation for 31 residential buildings, normalized to total energy reference area (ERA) in the district. (A) Area of installed modules sorted by orientation type. PV modules with tilt = 0° are horizontal, tilt angles = 90° are facades, and oriented modules summarize all other tilt angles. (B) Annual generated electricity and shading losses depending on surface type. (C) Area of installed PV sorted by sky direction. Aggregated azimuth angles: 316°-45° North, 46°-135° East, 136°-225° South, 226°-315° West.
decrease, together with exports: the energy locally generated increases only marginally, while the focus is shifted towards using it locally to maximize revenues.

3.3 How Much PV Solar Energy Can Be Generated Locally and Cost-Efficiently?

The results presented in Figure 6 represent Pareto optimal solutions for the two competing objectives of minimizing OPEX and CAPEX. However, the choice of the individual prosumer will be influenced by the profitability of the investment, which is a result of the combined effects of CAPEX and OPEX. Policymakers and grid operators might be interested in knowing how different energy prices can influence the profitability of a PV investment and hence the amount of PV installed and of resulting energy generated. From the prosumer perspective, this translates into the question “how much PV panels can I install if I aim for the investment to pay back by the end of the PV panels’ lifetime?” From the policymaker perspective, the question instead is “how should tariffs be set in order to achieve the desired decentralized energy generation from PV panels?” The extent to which facade solutions are cost-efficient depends on the installed surface, as shown in Figure 7. Point A represents the surface of installed PV panels for which lifetime revenues and investment are equal. This shows that, with current tariffs, large surfaces of facades could be covered with PV panels, while still achieving a positive economic performance. This is strongly influenced by the choice of tariffs by the system operator.

At current tariffs (0.20/0.08 CHF/kWh), large facade surfaces can be covered with PV panels in conditions where lifetime revenues are larger than the investment cost. Lowering the purchase price (e.g., 0.15/0.08 CHF/kWh) tends to worsen the economic performance in the whole surface range, as it affects the portion of the generated solar energy that is self-consumed. In this case, according to the optimization’s results, there is a limited window where PV is convenient: for installed surfaces below Point B1, the fixed component of the investment is predominant. For installed surfaces higher than B2 the combination of two factors makes these solutions economically unfavorable: first, new PV panels are installed on surfaces that generate less energy per unit of surface installed. Second, every new panel will mostly contribute to the AR with energy that is sold to the grid (and not self-consumed), which is paid less to the prosumer. Finally, the effect of decreasing feed-in tariffs to 0 CHF/kWh is shown by the dotted line. In this case, facades should be discarded: only self-consumed energy matters, so the most economically convenient choice is to install only a few panels and only on roofs.

Evidently, the location of the economic break-even point depends on a combination of the two tariffs. This can be seen...
more clearly in Figure 8, where Figure 8A shows the position of Point B1 (the lowest installed surface that makes the installation of PV panels economically favorable). Moving towards the upper white area would substantially mean eliminating the entry barrier to new producers, especially smaller ones. This can be achieved by a combination of feed-in and purchase tariffs. It is however more interesting to look at the position of Point B2 (highest economically favorable surface) in Figure 8B. This figure shows the importance of increasing feed-in prices if the objective is to maximize generation. For instance, even at today’s demand price, increasing the purchase price from 0.08 CHF/kWh to 0.10 CHF/kWh would theoretically make all roof and facade surface economically convenient. The results also show the extent of the variation. The average annual electricity generation from installed PV can range between 100 and 280 kWyr/yr, showing that appropriately choosing electricity tariffs can lead to an increase of almost 200% of the yearly energy generated by PV panels in the district. In the same figure, the dashed line represents the tipping point between the end of the roof surface available and the start of using facade surfaces. As it can be seen, even with today’s energy prices, facades (at least the ones with the highest solar irradiation) can be used for PV generation profitably. Understandably, increasing demand and feed-in prices plays in favor of increased profitability of facade surfaces. As mentioned above, at (0.20/0.10 CHF/kWh) tariffs, also the north-oriented facades become potentially valid for PV panel installation from an economic perspective.

3.4 How Much PV Is Needed to Achieve Self-Sufficiency?
In previous results, it was shown that the district can achieve carbon neutrality relatively easily and with current tariffs, most
facades are economically feasible. But how much PV is actually needed to cover the electricity demand at all times? In fact, not all generated energy is used locally. As shown in Figure 6A, the SC is below 60% for all scenarios, while a significant part of the generated energy is sold to the grid and purchased back in a second moment, thus using the grid as electricity storage. Including reimports in the definition of SS and assuming that the grid-as-storage works with 100% round-trip efficiency lead to the minimum required area of PV per ERA = 0.44 (Point S) to achieve self-sufficiency. Depending on the efficiency that is assumed for the grid-as-storage, the amount of surface covered by panels increases.

If the storage is assumed to be lithium-ion batteries (which would be the most likely case for district-level storage, connected to the same low-voltage grid as the district), it is possible to assume a relatively high round-trip efficiency for the grid-as-storage. In Figure 9A, the line for $\eta = 0.85$ can be used as a reference, showing that, in this case, the PV surface needs to be increased only marginally. Another relevant point in Figure 9 is represented by the “last economic point,” which is the largest amount of PV panels that can be installed with the expectation of recovering the investment within the panels’ lifetime with current tariffs. The efficiency of the grid-as-storage that allows SS at this point is approximately 0.59. Incidentally, this is quite similar to the round-trip efficiency of pumped hydro storage (PHS), today the most common way of doing grid-level storage in Switzerland. Further insights about storage systems for electricity are available at (Barnhart, 2018; Blanco and Faaij, 2018). Finally, the case of $\eta = 0.40$ is shown, a relatively optimistic example of the round-trip efficiency of power-to-gas storage systems. In this case, the results show that the available surface is simply not sufficient, and even covering all roofs and facades with PV panels would not allow achieving SS of the district. The actual minimum efficiency that needs to be achieved by the selected combination of storage technologies to achieve SS (that is, the efficiency that allows achieving SS when all surfaces in the district buildings are covered with PV panels) is $\eta = 0.50$. Power-to-gas-to-power storage systems should aim at achieving at least this round-trip efficiency if they should be used for grid storage purposes.

Figure 9B shows the perspective of the grid operator when looking at the importance of the efficiency of the grid-as-storage. Grid revenues are obtained due to the difference between feed-in and purchase electricity prices but also depend on the amount of energy that is lost in the irreversibilities of the storage charge/discharge process. The results show that the grid can, with the reference tariff assumed in this study, have positive income even with low storage efficiency. However, the grid also has a clear interest in working with high round-trip efficiency. The highest grid revenues are achieved at the point of complete SS. When the PV capacity is exceeding the need, the district does not need to purchase extra electricity but keeps selling surplus electricity; hence, the grid revenues only decrease.

3.5 How Much Energy Storage Is Needed to Achieve Self-Sufficiency?

The results shown in the previous sections highlighted the fact that the district requires a relevant amount of storage in order to...
become self-sufficient, in addition to the thermal and electrical storage installed in individual buildings. The actual amount of district storage required is shown in Figure 10B, relative to the total amount of energy locally generated by PV panels. The results show that the storage capacity required in the case of ideal storage (100% round-trip efficiency) to achieve SS is prohibitive: more than 35 kWh/m².

There are different ways to decrease the need for storage. One way is to increase the energy conversion efficiency [e.g., a district heating network using CO₂ HPs (Suciu et al., 2016)]; another possibility is to decrease the demand by retrofitting the buildings (Streicher et al., 2020). The results of this analysis are shown in Figure 10A. Three main scenarios are addressed:

- Reference case (air-source HP, actual building stock) referring to the results shown in the previous part of the paper.
- Improved HP case, where high-efficiency HPs using a CO₂ network as a cold source. The annual coefficient of performance (COP) for the HPs in the district increases from 3.25–3.9 to 4.1–4.5 by switching from ambient air to CO₂. The value depends on different operation strategies in Pareto optimal solutions.
- Renovated building stock case, with standard HPs but with isolated buildings (achieved with assumed heat transfer factor $U = 0.8 \text{ W/(m}^2\text{K)}$ and design return/supply temperatures $T_{0/9} = 41.5/33.9^\circ\text{C}$ (Girardin, 2012b)).

The results show, as expected, that increasing the efficiency of the building stock, a very expensive measure (Streicher et al., 2020), is the most efficient solution to decrease the amount of district-level storage required to achieve SS. This result provides additional ground to the general trend of policies. For all three scenarios, the maximum storage time, which is the longest time of a positive state of charge, is in the long-time storage domain, meaning that seasonal storage is required.

Regardless of the type of retrofitting solution, can we afford this much storage in the system? Grid operators recur to a variety of means to store energy (from existing PHS to simply balancing the grid with centralized power generation). However, the capacity of the medium voltage grid is limited to host a high level of PV penetration in the low-voltage grid (Gupta et al., 2021). It can be worth answering this question by looking at how much money would be directly available in the district by using the revenues generated by the different demand/feed-in electricity prices. The results of this analysis are shown in Figure 10B. Only the scenario with very limited PV panels installed generates notable revenues. In this case, the storage can have multiple annual cycles and generate more revenues.
TABLE 4 | Overview of identified solutions for a future decentralized district. Self-sufficiency (SS), round-trip efficiency $\eta$ of the electric storage system.

| Solutions                                      | PV coverage |  \( A_{\text{PV}}/A_{\text{ERA}} \) | Roof | Facade | Total |
|-----------------------------------------------|-------------|-------------------------------------|------|--------|-------|
| Full PV roof coverage, ss = 75%               | 0.32        | 100.0%                              | 0.0% |        | 30.5% |
| Full ss, $\eta = 100\%$                      | 0.44        | 100.0%                              | 16.4%|        | 41.9% |
| Full ss, $\eta = 85\%$                       | 0.53        | 100.0%                              | 28.8%|        | 50.5% |
| Carbon neutrality                             | 0.62        | 100.0%                              | 41.0%|        | 59.0% |
| Full ss, $\eta = 59\%$                       | 0.81        | 100.0%                              | 67.1%|        | 77.1% |
| Full PV coverage, ss with $\eta = 50\%$      | 1.05        | 100.0%                              | 100.0%|       | 100.0%|

Full ss solutions with $\eta = 100\%$

| Air HP                                         | 35.0 kWh/m²ERA | 41.9%  |
| CO₂ HP                                         | 29.0 kWh/m²ERA | (−17.1%) | 36.2% | (−13.6%)|
| Building envelope renovation                   | 18.8 kWh/m²ERA | (−46.3%) | 23.8% | (−43.2%)|

The reason behind the sharp increase in required storage size when the PV surface installed increases can be seen in Figure 11. At the low range, storage is only used for daily balancing purposes, thus requiring a very limited amount of storage size. In Figure 11, the first line appears basically flat, as the required daily storage is low. At higher PV surfaces installed, achieving ss requires seasonal storage. All solutions where the ratio between PV installed surface and the heated surface is above approximately 20% show demand for seasonal storage. The state of charge of the storage peaks at the end of the summer and then gradually decreases during the winter.

4 CONCLUSION

This paper aimed at investigating the potential of the residential district to increase their sustainability, even achieving climate neutrality and ss, by using a combination of PV power generation and different energy conversion units.

The problem was addressed as a multiobjective MILP problem, with the OPEX and CAPEX of the system as competing objectives and the installed sizes and operating load of the different energy conversion units (including PV panels and batteries) as optimization variables. Compared to the existing literature in the field, the proposed approach combines advanced modeling of the energy generation potential from PV panels with a detailed representation of the district energy systems, down to the system of each individual building, thus allowing an accurate representation of the interaction between the energy generation from PV and the rest of the system. The proposed approach was applied to a typical, central European, residential district located in Switzerland, in the proximity of the metropolitan area of Geneva. The results of the application of the proposed method to the case study allowed drawing the following conclusions, which are further summarized in Table 4.

Facade PV specific energy potential facades have a high theoretical potential, based on their surface compared to roofs: the total facade surface in the district sums to about twice as much that of rooftops. However, the worse angle with respect to solar irradiation and the shading among buildings have the effect of significantly worsening their electricity generation potential. Overall, however, the installation of PV panels on facades has the potential of increasing the total energy generated by approximately 97%.

PV placement order: the results of the MOO show that, as excepted, PV panels are prioritized on roofs (first horizontal, then south-west-east-north) and only then on facades (south, west/east, and north). This is clearly due to the higher specific energy generation potential of roofs compared to facades. The moment of the day when solar power is generated counts only to a smaller extent.

Solar-driven district carbon neutrality facades can play an important role in the energy systems of districts. The results of the MOO show that it is relatively cost-efficient to achieve carbon neutrality, but this is only possible if PV panels are also installed on facades, based on the current energy conversion units and building stock. Further additions of PV panels and batteries allow reducing operating costs but have little effect on further reducing the total GWP potential of the energy system.

The economic convenience of facade PV facades is costly and less cost-efficient compared to rooftop solar. However, the results of the analysis of the influence of electricity prices (both for purchasing electricity from the grid and feed-in) showed that there are many combinations of tariffs that make many (if not all) facades economically convenient over their lifetime. These results thus highlighted the influence that electricity prices have on the maximum PV surface that can be covered while still being economically viable. Current tariffs would allow up to 80% of the total available surface to be covered.

Achieving district self-sufficiency even if climate neutrality can be achieved relatively easily, the same cannot be said for ss. This is because solar energy is not available at the times when it is needed, thus requiring feeding part of the energy to the grid and purchasing it back at a different time. Depending on the assumption for the round-trip efficiency of the grid considered as a storage unit, it is more or less challenging to achieve ss for the district. This objective can be achieved by covering from approx. 40 to 100% of the available surface when the round-trip efficiency decreases from 100 to 50%.

The results underlined the importance and the fact that even when assuming a 100% round-trip efficiency for the storage, very large storage capacities are required. The results also showed that the grid revenues generated by the difference between retail and feed-in prices are not sufficient to pay for the storage that is required to make the district self-sufficient, suggesting that public funding would be crucial for supporting these developments. This is true already at relatively low installed PV capacity ($A_{\text{PV}}/A_{\text{ERA}} = 0.2$), when storage
starts to be required for seasonal instead of daily storage, thus increasing dramatically the required capacity and storage time. The role of building renovation of the solutions tested in this study, building renovation, with its important effect of energy demand reduction, was identified as the most promising in synergy with PV generation. This is because building renovation allows reducing both the required installed PV and storage capacity to achieve SS by half.
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GLOSSARY

AR annual revenues
BES building energy system
CAPEX capital expenses
COP coefficient of performance
CPT carbon payback time
DHW domestic hot water
ERA energy reference area
GHG greenhouse gas
GIS geographic information systems
GWP global warming potential
HP heat pump
IPCC Intergovernmental Panel on Climate Change
KPI key performance indicator
MILP mixed-integer linear programming
MOO multiobjective optimization
OPEX operational expenses
PHS pumped hydro storage
PV photovoltaic
SC self-consumption
SH space heating
SS self-sufficiency

NOMENCLATURE

Parameter
\( \alpha \) azimuth angle (°)
\( \beta \) design limiting angle (°)
\( \epsilon \) elevation angle (°)
\( \eta \) efficiency [-]
\( \gamma \) tilt angle (°)
\( \Phi \) specific heat gain (kW/m²)
\( \rho \) density (kg/m³)
\( A \) area (m²)
\( b \) bare module
\( C \) heat capacity coefficient (kW/m²K)
\( c \) energy tariff (CHF/kWh)
\( c_p \) specific heat capacity [kJ/(kg K)]
\( d \) distance (m)
\( d_p \) frequency of periods per year (d/yr)
\( d_t \) frequency of timesteps per period (h/d)
\( F \) bound unit size (◇)
\( f \) solar factor
\( f' \) usage factor
\( f_{br} \) spatial fraction of room in building
\( g \) g-value
\( g \) global warming potential streams (kgCO₂eq/kWh)
\( h \) height (m)
\( i \) interest rate
\( i^1 \) fixed investment cost (CHF)
\( i^2 \) continuous investment cost (CHF/◇)
\( \tilde{g}^1 \) fixed impact factor (kgCO₂ eq)
\( \tilde{g}^2 \) continuous impact factor (kgCO₂ eq/◇)
\( irr \) irradiation density (kWh/m²)
\( l \) lifetime (yr)
\( n \) number/quantity
\( n_p \) project horizon (yr)
\( Q \) thermal energy (kWh)
\( s \) shading factor
\( T \) temperature (K)
\( U \) heat transfer coefficient (kW/m²K)
\( V \) volume (m³)
\( x, y, z \) coordinates

Variables
\( C \) cost (CHF)
\( E \) electricity (kWh)
\( f \) sizing variable (◇)
\( G \) global warming potential (kgCO₂eq)
\( H \) natural gas or freshwater (kWh)
\( Q \) thermal energy (kWh)
\( R \) residual heat (kWh)
\( T \) temperature (K)
\( y \) decision variable, binary

Sets
\( A \) azimuth (α)
\( B \) building (b)
\( I \) interval (i)
\( K \) temperature interval (c)
\( P \) period (p)
\( R \) replacement (r)
\( S \) skydome patch (pt)
\( T \) timestep (t)
\( U \) utility (u)
\( Y \) tilt (γ)
Superscripts
+ supply
− demand
A appliance
B building
bes building energy system
cap capital
cw cold water
dhw domestic hot water
el electricity
era energy reference area
ext external
g glass
gain heat gain
gr grid
int internal
inv investment

irr irradiation density (kWh/m²) irradiation
L light
lca life cycle assessment
max maximum
min minimum
net netto
ng natural gas
op operation
P people
pv photovoltaic panel
r return
ref reference
rep replacement
s supply
SH space heating
TR transformer