A second order accurate numerical scheme for the porous medium equation by an energetic variational approach
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Abstract

The porous medium equation (PME) is a typical nonlinear degenerate parabolic equation. An energetic variational approach has been studied in a recent work [6], in which the trajectory equation is obtained, and a few first order accurate numerical schemes have been developed and analyzed. In this paper, we construct and analyze a second order accurate numerical scheme in both time and space. The unique solvability, energy stability are established, based on the convexity analysis. In addition, we provide a detailed convergence analysis for the proposed numerical scheme. A careful higher order asymptotic expansion is performed and two step error estimates are undertaken. In more details, a rough estimate is needed to control the highly nonlinear term in a discrete $W^{1,\infty}$ norm, and a refined estimate is applied to derive the optimal error order. Some numerical examples are presented as well.

Keywords: Energetic variational approach; porous medium equation; trajectory equation; optimal rate convergence analysis; higher order asymptotic expansion.

AMS subject classification: 35K65, 65M06, 65M12, 76M28, 76M30

1 Introduction and background

In this paper, we consider the porous medium equation (PME):

$$\partial_t f = \Delta_x (f^m), \quad x \in \Omega \subset \mathbb{R}^d, \quad m > 1,$$

where $f := f(x,t)$ is a non-negative scalar function of space $x \in \mathbb{R}^d$ ($d \geq 1$) and the time $t \in \mathbb{R}^+$, and $m$ is a constant larger than 1. It has been widely applied in many physical and biological models, such as an isentropic gas flow through a porous medium, the viscous gravity currents, nonlinear heat transfer and image processing [21], etc.

One basic characteristic of the PME is its degeneracy at points where $f = 0$. In turn, there are many special features: the finite speed of propagation, the free boundary, a possible waiting time phenomenon [2, 6, 21]. Many theoretical analyses have been derived in the existing literature [1, 14, 17, 19, 20, 21], etc. Meanwhile, various numerical methods have been studied for the PME, such as finite difference approach [10], tracking algorithm method [5], a local discontinuous Galerkin finite element method [27], Variational Particle Scheme (VPS) [26] and an adaptive moving mesh finite element method [16].

The numerical methods have also been developed for the PME by an Energetic Variational Approach (EnVarA). In this way, the numerical solution can naturally keep the physical laws, including
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the conservation of mass, energy dissipation and force balance. Based on different dissipative energy laws, the numerical schemes have been studied in [6]. Besides a good approximation for the solution without oscillation and the free boundary, the notable advantage is that the waiting time problem could be naturally treated, which has been a well-known difficult issue for all the existing methods. In addition, the second order convergence in space and the first order convergence in time have been reported for both schemes in [6, 7].

The aim of the paper is to construct a second order scheme in both time and space, which is also uniquely solvable and satisfies the discrete energy dissipation law on the admission set at theoretical level. In addition, we provide an optimal rate convergence analysis for the proposed second order numerical scheme. In particular, the highly nonlinear nature of the trajectory equation makes the problem very challenging. To overcome these subtle difficulties, we use a higher order expansion technique to ensure a higher order consistency estimate, which is needed to obtain a discrete $W^{1,\infty}$ bound of the numerical solution. Similar ideas have been reported in earlier literature for incompressible fluid equations [7, 8, 9, 18, 24], while the analysis presented in this work turns out to be more complicated, due to the lack of a linear diffusion term in the trajectory equation of PME and the requirement of the high order numerical scheme. In addition, to recover the nonlinear analysis, we have to carry out two step estimates: rough estimate and refined estimate [7]. Different from a standard error estimate, the rough estimate controls the nonlinear term, which is an effective approach to handle the highly nonlinear term.

This paper is organized as follows. The trajectory equation of PME and the numerical scheme are outlined in Sections 2 and 3, respectively. The proof of unique solvability analysis, unconditional energy stability, and optimal rate convergence analysis are provided in Sections 4, 5 and 6, respectively. Moreover, the convergence analysis of Newton’s iteration for the nonlinear numerical scheme can be found in Section 7. Finally we present a simple numerical example to demonstrate the convergence rate of the numerical scheme in Section 8. Some concluding remarks are made in Section 9.

2 Trajectory equation of the PME

In this part, the one-dimensional trajectory equation will be reviewed, derived by an Energetic Variational Approach. We solve the following initial-boundary problem:

\begin{align}
\partial_t f + \partial_x (fv) &= 0, \quad x \in \Omega \subset \mathbb{R}, \quad t > 0, \\
fv &= -\partial_x (f^m), \quad x \in \Omega, \quad m > 1, \\
f(x,0) &= f^0(x) \geq 0, \quad x \in \Omega, \\
\partial_x f &= 0, \quad x \in \partial \Omega, \quad t > 0,
\end{align}

where $f$ is a non-negative function, $\Omega$ is a bounded domain and $v$ is the velocity.

The following lemma is available.

**Lemma 2.1.** $f(x,t)$ is a positive solution of (2.1)-(2.4) if and only if $f(x,t)$ satisfies the corresponding energy dissipation law:

\[ \frac{d}{dt} \int_{\Omega} f \ln f \, dx = -\int_{\Omega} \frac{f}{mf^{m-1}} |v|^2 \, dx. \]  

The detail proof of Lemma 2.1 can be found in [7].

**Remark 2.2.** There is an assumption that the value of initial state $f^0(x)$ is positive in $\Omega$ to make $\int_{\Omega} f \ln f \, dx$ well-defined in (2.5).
Based on the Energetic Variational Approach, we obtain the initial-boundary problem of trajectory $x$ in the Lagrangian coordinate:

$$\frac{f_0(X)}{m \left( \frac{f_0(X)}{\partial X} \right)^m} \partial_t x = - \partial_X \left( \frac{f_0(X)}{\partial X x} \right), \quad X \in \Omega, \ t > 0,$$

(2.6)

$$x|_{\partial \Omega} = X|_{\partial \Omega}, \ t > 0,$$

(2.7)

$$x(X, 0) = X, \ X \in \Omega.$$

(2.8)

Note that (2.1) is the conservation law. In the Lagrangian coordinate, its solution can be expressed by:

$$f(x(X, t), t) = \frac{f_0(X)}{\partial X},$$

(2.9)

where $f_0(X)$ is the positive initial data and $\partial X x := \frac{\partial x(X, t)}{\partial X}$ is the deformation gradient in one dimension.

Finally, with a substitution of (2.6)-(2.8) into (2.9), we obtain the solution $f(x, t)$ to (2.1)-(2.2).

3 The second order accurate numerical scheme

Let $X_0$ be the left point of $\Omega$ and $h = \frac{|\Omega|}{M}$ be the spatial step, $M \in \mathbb{N}^+$. Denote by $X_r = X(r) = X_0 + rh$, where $r$ takes on integer and half integer values. Let $\mathcal{E}_M$ and $\mathcal{C}_M$ be the spaces of functions whose domains are $\{X_i \mid i = 0, ..., M\}$ and $\{X_{i-\frac{1}{2}} \mid i = 1, ..., M\}$, respectively. In component form, these functions are identified via $l_i = l(X_i) = 0, ..., M$, for $l \in \mathcal{E}_M$, and $\phi_{i-\frac{1}{2}} = \phi(X_{i-\frac{1}{2}})$, $i = 1, ..., M$, for $\phi \in \mathcal{C}_M$.

The difference operator $D_h : \mathcal{E}_M \rightarrow \mathcal{C}_M$, $d_h : \mathcal{C}_M \rightarrow \mathcal{E}_M$, and $\tilde{D}_h : \mathcal{E}_M \rightarrow \mathcal{E}_M$ can be defined as:

$$D_h l_{i-\frac{1}{2}} = (l_i - l_{i-1})/h, \quad i = 1, ..., M,$$

(3.1)

$$d_h \phi_i = (\phi_{i+\frac{1}{2}} - \phi_{i-\frac{1}{2}})/h, \quad i = 1, ..., M - 1,$$

(3.2)

$$\tilde{D}_h l_i = \begin{cases} (l_{i+1} - l_{i-1})/2h, & i = 1, ..., M - 1, \\ (4l_{i+1} - l_{i+2} - 3l_i)/2h, & i = 0, \\ (l_{i-2} - 4l_{i-1} + 3l_i)/2h, & i = M. \end{cases}$$

(3.3)

Let $\mathcal{Q} := \{l \in \mathcal{E}_M \mid l_{i-1} < l_i, \ 1 \leq i \leq M; \ l_0 = X_0, \ l_M = X_M\}$ be the admissible set, in which the particles are arranged in the order without twisting or exchanging. Its boundary set is $\partial \mathcal{Q} := \{l \in \mathcal{E}_M \mid l_{i-1} \leq l_i, \ 1 \leq i \leq M, \ and \ l_i = l_{i-1}, \ for \ some \ 1 \leq i \leq M; \ l_0 = X_0, \ l_M = X_M\}$. Then $\mathcal{Q} := \mathcal{Q} \cup \partial \mathcal{Q}$ is a closed convex set.

We propose the second order numerical scheme as follows, based on a modified Crank-Nicolson approach. Given the positive initial state $f_0(X) \in \mathcal{E}_M$ and the particle position $x^n, x^{n-1} \in \mathcal{Q}$, find $x^{n+1} = (x_0^{n+1}, ..., x_M^{n+1}) \in \mathcal{Q}$ such that

$$\frac{f_0(X_i)}{m \left( \frac{f_0(X)}{\partial X} \right)^m} \frac{x_i^{n+1} - x_i^n}{\Delta t} = -d_h \left[ \left( \frac{f_0(X)}{D_h x^{n+1}} - \frac{f_0(X)}{D_h x^n} \right) \ln(D_h x^{n+1}) - \ln(D_h x^n) \right]$$

$$-A_0 \Delta t D_h (x^{n+1} - x^n) + \Delta t^2 \left( \frac{1}{D_h x^{n+1}} - \frac{1}{D_h x^n} \right),$$

(3.4)

with $S_h(x^n, x^{n-1}) = \max(\tilde{D}_h \left( \frac{3}{2} x^n - \frac{1}{2} x^{n-1}, \Delta t^2 \right))$.
for $1 \leq i \leq M - 1$, and we take with $x_{i}^{n+1} = 0$ and $x_{M}^{n+1} = 1$, $n = 0, \ldots, N - 1$.

To solve the nonlinear equation (3.4), we use Damped Newton’s iteration [15].

**Damped Newton’s iteration.** Set $x^{n+1} = x^{n}$. For $k = 0, 1, 2, \ldots$, update $x^{n+1,k+1} = x^{n+1,k} + \omega(\lambda)\delta x_{i}$ such that

$$
\frac{f_{0}(X_{i})}{m\left(S_{h}(x^{n+1,i})\right)} - \frac{\delta x_{i}}{\tau} - d_{h}\left[\left(f_{0}(X)W^{n+1,k} + A_{0}\tau + \frac{\tau^{2}}{(D_{h}x^{n+1,k})^{2}}\right)D_{h}\delta x\right]_{i}
$$

$$
= - \frac{f_{0}(X_{i})}{m\left(S_{h}(x^{n+1,i})\right)} - \frac{x_{i}^{n+1,k} - x_{i}^{n}}{\tau} - d_{h}\left[\frac{f_{0}(X)R^{n+1,k}}{x_{i}^{n+1,k} - x_{i}^{n}} + \frac{\tau^{2}}{D_{h}x^{n+1,k}} - \frac{1}{D_{h}x^{n,i}}\right], 1 \leq i \leq M - 1,
$$

$$
\delta x_{0} = \delta x_{M} = 0,
$$

where for $i = 1, \ldots, M$,

$$
W_{i-\frac{1}{2}}^{n+1,k} = \begin{cases}
\left[\frac{(1 - \frac{D_{h}x^{n+1,k}}{D_{h}x^{n+1,k} - D_{h}x^{n}}) + \ln\left(\frac{D_{h}x^{n}}{D_{h}x^{n+1,k} - D_{h}x^{n}}\right)}{D_{h}x^{n+1,k} - D_{h}x^{n}}\right]_{i-\frac{1}{2}}, & |D_{h}x_{i-\frac{1}{2}}^{n+1,k} - D_{h}x_{i-\frac{1}{2}}^{n}| \neq 0, \\
\frac{1}{2}\left(D_{h}x_{i-\frac{1}{2}}^{n+1,k}\right), & |D_{h}x_{i-\frac{1}{2}}^{n+1,k} - D_{h}x_{i-\frac{1}{2}}^{n}| = 0,
\end{cases}
$$

$$
R_{i-\frac{1}{2}}^{n+1,k} = \begin{cases}
\left[\frac{\ln\left(D_{h}x_{i-\frac{1}{2}}^{n+1,k}\right) - \ln(D_{h}x^{n})}{D_{h}x_{i-\frac{1}{2}}^{n+1,k} - D_{h}x^{n}}\right]_{i-\frac{1}{2}}, & |D_{h}x_{i-\frac{1}{2}}^{n+1,k} - D_{h}x_{i-\frac{1}{2}}^{n}| \neq 0, \\
\frac{1}{D_{h}x_{i-\frac{1}{2}}^{n+1,k}}, & |D_{h}x_{i-\frac{1}{2}}^{n+1,k} - D_{h}x_{i-\frac{1}{2}}^{n}| = 0.
\end{cases}
$$

Let $\hat{x} := x^{n+1} - X$ and

$$
\omega(\lambda) = \begin{cases}
\frac{1}{\lambda}, & \lambda > \lambda', \\
\frac{1}{\lambda(3-\lambda)}, & \lambda' \geq \lambda \geq \lambda^*, \\
1, & \lambda < \lambda^*,
\end{cases}
$$

where $\lambda^* = 2 - 3\tau$, $\lambda' \in [\lambda^*, 1)$ and

$$
\lambda^2 := \lambda^2(F, \hat{x}^{n+1,k}) = \frac{1}{a}\left[F'(\hat{x}^{n+1,k})\right]^{T}\left[F''(\hat{x}^{n+1,k})\right]^{-1}F'(\hat{x}^{n+1,k}),
$$

with $a := h \min_{0 \leq i \leq M} f_{0}(X_{i})/2C_{\text{Newton}}^{2}$ (a constant $C_{\text{Newton}} > 0$), the corresponding discrete functional $F(\hat{x})$ defined latter in (4.3), its gradient vector $F'$ and Hessian matrix $F''$.

Then we obtain the numerical solution $f(x^{n}, t^{n}) := f_{i}^{n}$ by

$$
f_{i}^{n} = \frac{f_{0}(X)}{D_{h}x_{i}^{n}}, 0 \leq i \leq M,
$$

which is the discrete scheme of (2.9).

### 4 Unique solvability analysis

**Theorem 4.1.** Given any $x^{n}, x^{n-1}$, with

$$
0 < Q^{(k),1} \leq D_{h}x^{k} \leq Q^{(k),2}, \quad \text{for } k = n, n - 1.
$$

The proposed numerical scheme (3.4) is uniquely solvable, with $D_{h}x^{n+1} > 0$ at a point-wise level.
Proof. With an introduction \( \dot{x} = x^{n+1} - X \), it is clear that [3.1] could be rewritten as

\[
\frac{f_0(X)}{m(S_h(x^n,x^{n-1}))^{m-1}} \cdot \frac{X_i + \dot{x}_i - x^n}{\Delta t} = -d_h \left[ \left( \frac{f_0(X) \ln(1 + D_h \dot{x})}{1 + D_h \dot{x} - D_h x^n} \right) - A_0 \Delta t D_h(\dot{x} - x^n) + \Delta t^2 \left( \frac{1}{1 + D_h \dot{x}} - \frac{1}{D_h x^n} \right) \right]. \quad (4.2)
\]

Because of the fact that \( \dot{x}_0 = \dot{x}_M = 0 \), we see that the solution of [4.2] is equivalent to a minimization of the following discrete functional:

\[
F(\hat{x}) = \sum_{j=1}^{4} F_j(\hat{x}), \quad \text{with} \quad F_1(\hat{x}) = \frac{1}{2\Delta t} \left\langle \frac{f_0(X)}{m(S_h(x^n,x^{n-1}))^{m-1}}, (X + \hat{x} - x^n)^2 \right\rangle, \quad (4.3)
\]

\[
F_2(\hat{x}) = \left\langle f_0(X)G(D_h \hat{x}, D_h x^n), 1 \right\rangle, \quad (4.4)
\]

\[
F_3(\hat{x}) = A_0 \Delta t \left( \frac{1}{2 \| D_h \hat{x} \|^2} - \left\langle D_h \hat{x}, D_h x^n \right\rangle \right), \quad (4.5)
\]

\[
F_4(\hat{x}) = \Delta t^2 \left( -\left\langle \ln(1 + D_h \hat{x}), 1 \right\rangle + \left\langle D_h \hat{x}, \frac{1}{D_h x^n} \right\rangle \right), \quad (4.6)
\]

in which \( G(x,x_0) \) is given by the primitive function of \(-\frac{\ln(1+x) - \ln x_0}{1+x-x_0} \), for a fixed \( x_0 \):

\[
G(x,x_0) = \int_x^0 \frac{\ln(1+t) - \ln x_0}{1 + t - x_0} dt, \quad \text{for} \quad x \geq -1. \quad (4.7)
\]

The convexity of \( F_1, F_3 \) and \( F_4 \) (in terms of \( \hat{x} \)) is obvious. For the functional \( F_2 \), we have the following observation, for \( x > -1 \):

\[
G''(x,x_0) = \left( -\frac{\ln(1+x) - \ln x_0}{1+x-x_0} \right)' = -\frac{1}{1+x-x_0} \left( 1 + x - x_0 \right) \ln(1+x) - \ln x_0 \geq 0, \quad (4.8)
\]

in which the convexity of \(-\ln(1+x)\) has been used. This fact implies the convexity of \( F_2 \). Therefore, we conclude that \( F \) is convex in terms of \( \hat{x} \), provided that \( D_h \hat{x} > -1 \) at a point-wise level. Furthermore, \( F \) is strictly convex, because of the strict convexity of \( F_1 \).

In the next step, we wish to prove that there exists a minimizer of \( F \) at an interior point of \( Q \). To this end, consider the following closed domain: for a given \( \delta > 0 \),

\[
Q_\delta \ := \ \{ X + \hat{x} \in Q : 1 + (D_h \hat{x})_{i+1/2} \geq \delta, \forall 0 \leq i \leq M - 1 \} \subset Q. \quad (4.9)
\]

Since \( Q_\delta \) is a compact and convex set in \( \mathbb{R}^{M-1} \), there exists a (not necessarily unique) minimizer of \( F \) over \( Q_\delta \). The key point of our positivity analysis is that such a minimizer could not occur on the boundary of \( Q_\delta \), if \( \delta \) is small enough.

Assume a minimizer of \( F \) over \( Q_\delta \), denote it by \( \hat{x}^* \), occurs at a boundary point. There is at least one grid point such that \( 1 + (D_h \hat{x}^*)_{i+1/2} = \delta \). Next we estimate the value of \( F(\hat{x}^*) \). For the \( F_1 \) part, the following bound is available, for any \( X + \hat{x} \in Q \):

\[
0 \leq F_1(\hat{x}) = \frac{1}{2\Delta t} \left\langle \frac{f_0(X)}{m(S_h(x^n,x^{n-1}))^{m-1}}, (X + \hat{x} - x^n)^2 \right\rangle \leq \frac{1}{2m\Delta t} \left( \tilde{C}_1 (m-2) \frac{3}{2} Q(n)^2 + \frac{1}{2} Q(n-1,2)^{m-1} \right) := A^{(1)}, \quad (4.10)
\]

with \( \tilde{C}_1 = \max \left( \max_{\Omega} f_0(X), \frac{1}{\min_{\Omega} f_0(X)} \right) \),
in which the assumption (4.11) has been recalled, and we have made use of the following fact:

\[ 0 \leq X + \hat{x} \leq 1, \text{ so that } -1 \leq X + \hat{x} - x^0 \leq 1, \text{ at a point-wise level.} \tag{4.11} \]

For the \( F_2 \) part, we observe that \( G(x, x_0) \geq 0 \) for \(-1 \leq x \leq 0\), and

\[
G(x, x_0) = -\int_0^x \frac{\ln(1 + t) - \ln x_0}{1 + t - x_0} \, dt \geq -\int_0^x \frac{1}{1 + t} \, dt = -\ln(1 + x), \text{ for } x \geq 0,
\tag{4.12}
\]

in which the convexity of \( \ln(1 + t) \) has been applied. Meanwhile, by the fact that \( X \geq t \in Q \), we have the following observation:

\[
0 < 1 + (D_h \hat{x})_{i+1/2} \leq \frac{1}{h}, \forall 0 \leq i \leq M - 1, \text{ since } 0 \leq x_i \leq 1, 0 \leq x_{i+1} \leq 1.
\tag{4.13}
\]

In turn, its substitution into (4.12) implies that

\[
G(D_h \hat{x}, D_h x^0) \geq -\ln \frac{1}{h} = \ln h, \text{ at any grid point.}
\tag{4.14}
\]

As a consequence, we obtain a lower bound for \( F_2 \):

\[
F_2(\hat{x}^*) = \left\langle f_0(X)G(D_h \hat{x}^*, D_h x^0), 1 \right\rangle \geq \|f_0(X)\|_{\infty} \cdot \ln h,
\tag{4.15}
\]

The derivation for a lower bound of \( F_3 \) is straightforward:

\[
F_3(\hat{x}^*) \geq -A_0 \Delta t \langle D_h \hat{x}, D_h x^0 \rangle \geq -\frac{A_0 \Delta t}{h^2},
\tag{4.16}
\]

in which the inequality (4.13) has been applied. For the functional \( F_4 \), we see that the second part has the following lower bound:

\[
\Delta t^2 \langle D_h \hat{x}, \frac{1}{D_h x^0} \rangle \geq -\Delta t^2 \cdot \frac{1}{h} \cdot \frac{1}{Q(t) \cdot t} = - \frac{\Delta t^2}{Q(t) \cdot h},
\tag{4.17}
\]

in which the inequality (4.13) and the assumption (4.11) have been used. For the first part of \( F_4 \), we recall that \( 1 + (D_h \hat{x})_{i_0 + 1/2} = \delta \), and the following estimate is available:

\[
-\langle \ln(1 + D_h \hat{x}^*) , 1 \rangle = -h \left( \ln(1 + (D_h \hat{x})_{i_0 + 1/2}) + \sum_{i \neq i_0} \ln(1 + (D_h \hat{x})_{i + 1/2}) \right)
\geq -h \left( \ln \delta + (M - 1) \ln \frac{1}{h} \right) = h \left( \ln \frac{1}{\delta} + (M - 1) \ln h \right)
\geq h \ln \frac{1}{\delta} + \ln h,
\tag{4.18}
\]

in which the inequality (4.13) has been applied in the second step, and we have use the fact that \( h \cdot M = 1 \) in the last step. In turn, we get a lower bound for \( F_4(\hat{x}^*) \):

\[
F_4(\hat{x}^*) = \Delta t^2 \left( -\langle \ln(1 + D_h \hat{x}^*), 1 \rangle + \langle D_h \hat{x}^*, \frac{1}{D_h x^0} \rangle \right) \geq \Delta t^2 h \ln \frac{1}{\delta} - \frac{\Delta t^2}{Q(t) \cdot h} + \Delta t^2 \ln h.
\tag{4.19}
\]

Therefore, a combination of (4.10), (4.15), (4.16) and (4.19) yields a lower bound for \( F(\hat{x}^*) \):

\[
F(\hat{x}^*) \geq \Delta t^2 h \ln \frac{1}{\delta} - A_{\Delta t, h}, \text{ with } A_{\Delta t, h} = \frac{A_0 \Delta t}{h^2} + \frac{\Delta t^2}{Q(t) \cdot h} - (\Delta t^2 + \|f_0(X)\|_{\infty}) \ln h.
\tag{4.20}
\]
Meanwhile, we observe that, by taking \( \hat{x}^0 = 0 \), so that \( X + \hat{x}^0 \in Q_\delta \), the following estimates are available:

\[
0 \leq F_1(x^0) \leq A^{(1)}, \quad \text{(by (4.10))}, \quad F_2(\hat{x}^0) = 0, \quad F_3(\hat{x}^0) = 0, \quad F_4(\hat{x}^0) = 0,
\]

so that

\[
0 \leq F(\hat{x}^0) \leq A^{(1)}. \quad (4.22)
\]

We also notice that both \( A_{\Delta t,h} \) and \( A^{(1)} \) are independent of \( \delta \). Consequently, by taking \( \delta > 0 \) sufficiently small so that

\[
\Delta t^2 h \frac{1}{\delta} - A_{\Delta t,h} > A^{(1)}, \quad \text{i.e.} \quad 0 < \delta < \exp\left(\frac{A_{\Delta t,h} + A^{(1)}}{\Delta t^2 h}\right). \quad (4.23)
\]

This yields a contradiction that \( F \) takes a global minimum at \( \hat{x}^* \) over \( Q_\delta \), because \( F(\hat{x}^*) > F(\hat{x}^0) \). As a result, the global minimum of \( F \) over \( Q_\delta \) could only possibly occur at an interior point, with \( \delta \) satisfying (4.23). We conclude that there must be a solution \( \hat{x} \in (Q_\delta)^n \), the interior region of \( Q_\delta \), so that for all \( \psi \in C_{\text{per}}, \)

\[
0 = d_s F(\hat{x} + s\psi)|_{s=0}, \quad (4.24)
\]

which is equivalent to the numerical solution of (4.2), provided that \( \delta \) satisfies (4.23). The existence of a numerical solution of (3.4), with “positive” gradient, is established. In addition, since \( F \) is a strictly convex function over \( Q \), the uniqueness analysis for this numerical solution is straightforward.

\[\square\]

5 Unconditional energy stability

**Theorem 5.1.** The proposed numerical scheme (3.4) is unconditionally energy stable: \( E_h(x^{n+1}) \leq E_h(x^n) \), with \( E_h(x^k) := \langle f_0(X) \ln(D_h x^n), 1 \rangle \).

**Proof.** Taking a discrete inner product with (3.4) by \( x^{n+1} - x^n \), making use of the summation by parts formula (because of the boundary condition \( (x^{n+1} - x^n)_0 = (x^{n+1} - x^n)_M = 0 \)), we get

\[
\frac{1}{\Delta t} \left\langle \frac{(S(x^n, x^{n-1}))_{m-1}}{m(f_0(X))^{m-2}}, (x^{n+1} - x^n)^2 \right\rangle - \left\langle f_0(X) \frac{\ln(D_h x^{n+1}) - \ln(D_h x^n)}{D_h x^{n+1} - D_h x^n}, D_h x^{n+1} - D_h x^n \right\rangle

+ \frac{1}{\Delta t} ||D_h(x^{n+1} - x^n)||^2_2 - \Delta t^2 \left\langle \frac{1}{D_h x^{n+1}} - \frac{1}{D_h x^n}, D_h x^{n+1} - D_h x^n \right\rangle = 0. \quad (5.1)
\]

The first term on the left hand side turns out to be non-negative, since \( S_h(x^n, x^{n-1}) > 0 \), \( f_0(X) > 0 \) at a point-wise level:

\[
\left\langle \frac{(S(x^n, x^{n-1}))_{m-1}}{m(f_0(X))^{m-2}}, (x^{n+1} - x^n)^2 \right\rangle \geq 0. \quad (5.2)
\]

The second term exactly gives the difference between the discrete energy values at time steps \( t^{n+1} \) and \( t^n \):

\[
-\left\langle f_0(X) \frac{\ln(D_h x^{n+1}) - \ln(D_h x^n)}{D_h x^{n+1} - D_h x^n}, D_h x^{n+1} - D_h x^n \right\rangle

= -\left\langle f_0(X) \ln(D_h x^{n+1}), 1 \right\rangle + \left\langle f_0(X) \ln(D_h x^n), 1 \right\rangle = E_h(x^{n+1}) - E_h(x^n). \quad (5.3)
\]
The third term is clearly non-negative, and the last term turns out to be non-negative as well:
\[-\left( \frac{1}{D_h x^{n+1}} - \frac{1}{D_h x^n} \right) D_h x^{n+1} - D_h x^n \right) = \left( \frac{1}{D_h x^{n+1}} D_h x^n \right) (D_h x^{n+1} - D_h x^n)^2 \geq 0, \quad (5.4)\]
in which we have made use of the unique solvability result, $D_h x^{n+1} > 0$, $D_h x^n > 0$, at the point-wise level, as given by Theorem 4.1. As a consequence, a substitution of (5.2)-(5.4) into (5.1) reveals an unconditional energy stability of the numerical scheme:
\[E_h(x^{n+1}) - E_h(x^n) \leq -A_0 \Delta t \|D_h(x^{n+1} - x^n)\|^2 \leq 0, \quad \text{so that } E_h(x^{n+1}) \leq E_h(x^n). \quad (5.5)\]
This completes the proof of Theorem 5.1.

\section{Optimal rate convergence analysis}

Now we proceed into the convergence analysis. Let $x_e$ be the exact solution for the PME equation (2.6)-(2.8). With sufficiently regular initial data, we could assume that the exact solution has regularity of class $\mathcal{R}$:
\[x_e \in \mathcal{R} := H^6(0, T; C(\Omega)) \cap H^4(0, T; C^2(\Omega)) \cap L^\infty(0, T; C^6(\Omega)). \quad (6.1)\]
In addition, we assume that the following separation property is valid for the exact solution, in terms of its gradient:
\[\partial_X x_e \geq \epsilon_0, \quad \text{for } \epsilon_0 > 0, \quad (6.2)\]
at a point-wise level. The following theorem is the convergence result of the proposed scheme.

\textbf{Theorem 6.1.} Given initial data $x_e(\cdot, t = 0) \in C^6(\Omega)$, suppose the exact solution for the PME equation (2.6)-(2.8) is of regularity class $\mathcal{R}$. Define the numerical error function as $e^n_j = (x_e)^n_j - x^n_j$, at a point-wise level. Then, provided $\Delta t$ and $h$ are sufficiently small, and under the linear refinement requirement $C_1 h \leq \Delta t \leq C_2 h$, we have
\[\|e^n\|_2 + \left( \Delta t \sum_{m=0}^{n-1} \|D_h(e^m + e^{m+1})\|^2 \right)^{1/2} \leq C(\Delta t^2 + h^2), \quad (6.3)\]
for all positive integers $n$, such that $t_n = n \Delta t \leq T$, where $C > 0$ is independent of $n$, $\Delta t$, and $h$.

\subsection{Higher order consistency analysis of (3.4): asymptotic expansion of the numerical solution}

By consistency, the exact solution $x_e$ solves the discrete equation (3.4) with second order accuracy in both time and space. Meanwhile, it is observed that this leading local truncation error will not be enough to recover an a-priori $W^{1,\infty}_h$ bound for the temporal derivative of the numerical solution, which is needed in the nonlinear error estimate. To remedy this, we use a higher order consistency analysis, via a perturbation argument, to recover such a bound in later analysis. In more details, we need to construct supplementary fields, $x_{h,1}$, $x_{\Delta t,1}$, $x_{\Delta t,2}$, and $W$, satisfying
\[W = x_e + h^2 x_{h,1} + \Delta t^2 x_{\Delta t,1} + \Delta t^2 x_{\Delta t,2}, \quad (6.4)\]
so that a higher $O(\Delta t^4 + h^4)$ consistency is satisfied with the given numerical scheme (3.4). The constructed fields $x_{h,1}$, $x_{\Delta t,1}$, $x_{\Delta t,2}$, which will be obtained using a perturbation expansion, will depend solely on the exact solution $x_e$. 
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The following truncation error analysis for the temporal discretization can be derived by using a straightforward Taylor expansion

\[
\frac{(S_e(x^n_e, x^{n-1}_e))^{m-1}}{m(f_0(X))^{m-2}} \cdot \frac{x^{n+1}_e - x^n_e}{\Delta t} = -\partial_X \left[ \left( f_0(X) \frac{\ln(\partial_X x^{n+1}_e) - \ln(\partial_X x^n_e)}{\partial_X (x^{n+1}_e - x^n_e)} \right) \right] - A_0 \Delta t \partial_X (x^{n+1}_e - x^n_e) + \Delta t^2 \left( \frac{1}{\partial_X x^{n+1}_e} - \frac{1}{\partial_X x^n_e} \right)
\]

+ \Delta t^2 g^{(0)}_1 + \Delta t^3 g^{(1)}_1 + O(\Delta t^4),

(6.5)

with \( S_e(x^n_e, x^{n-1}_e) = \partial_X \left( \frac{3}{2} x^n_e - \frac{1}{2} x^{n-1}_e \right) \).

Here the spatial function \( g^{(0)}_1 \) is smooth enough in the sense that its derivatives are bounded.

The temporal correction function \( x_{\Delta t,1} \) is given by solving the following equation:

\[
\frac{(\partial_X x^n_e)^{m-1}}{m(f_0(X))^{m-2}} \partial_t x_{\Delta t,1} + \frac{(m-1)(\partial_X x^n_e)^{m-2} \partial_X x_{\Delta t,1}}{m(f_0(X))^{m-2}} \partial_t x_e
\]

\[= -\partial_X \left( - f_0(X) \frac{1}{(\partial_X x^n_e)^2} \partial_X x_{\Delta t,1} \right) - g^{(0)}_1,
\]

(6.6)

\[x_{\Delta t,1}(0) = x_{\Delta t,1}(1) = 0, \quad x_{\Delta t,1}(t = 0) = 0.
\]

(6.7)

Existence of a solution of the above linear PDE is straightforward, and the solution depends only on the exact solution \( x_e \). In addition, the derivatives of \( x_{\Delta t,1} \) of various orders are bounded. Of course, an application of the semi-implicit discretization to (6.6) - (6.7) implies that

\[
\frac{(S_e(x^n_e, x^{n-1}_e))^{m-1}}{m(f_0(X))^{m-2}} \cdot \frac{x^{n+1}_{\Delta t,1} - x^n_{\Delta t,1}}{\Delta t} + \frac{(m-1)(S_e(x^n_e, x^{n-1}_e))^{m-2} S_e(x^n_{\Delta t,1}, x^{n-1}_{\Delta t,1})}{m(f_0(X))^{m-2}} \cdot \frac{x^{n+1}_e - x^n_e}{\Delta t}
\]

\[= -\partial_X \left( - f_0(X) \frac{1}{(\partial_X (\frac{1}{2} x^{n+1}_e + x^n_e))^2} \cdot \frac{1}{2} \partial_X (x^{n+1}_{\Delta t,1} + x^n_{\Delta t,1}) \right) - (g^{(0)}_1)^{n+1/2} + O(\Delta t^2),
\]

(6.8)

with \( S_e(x^n_{\Delta t,1}, x^{n-1}_{\Delta t,1}) = \partial_X \left( \frac{3}{2} x^n_{\Delta t,1} - \frac{1}{2} x^{n-1}_{\Delta t,1} \right) \).

(6.9)

Therefore, a combination of (6.5) and (6.8) leads to the third order temporal truncation error for \( W_1 = x_e + \Delta t^2 x_{\Delta t,1} \):

\[
\frac{(S_e(W^n_1, W^{n-1}_1))^{m-1}}{m(f_0(X))^{m-2}} \cdot \frac{W^{n+1}_1 - W^n_1}{\Delta t} = -\partial_X \left[ \left( f_0(X) \frac{\ln(\partial_X W^{n+1}_1) - \ln(\partial_X W^n_1)}{\partial_X (W^{n+1}_1 - W^n_1)} \right) \right]
\]

\[= -A_0 \Delta t \partial_X (W^{n+1}_1 - W^n_1) + \Delta t^2 \left( \frac{1}{\partial_X W^{n+1}_1} - \frac{1}{\partial_X W^n_1} \right)
\]

+ \Delta t^3 g^{(1)}_1 + O(\Delta t^4),

(6.10)

with \( S_e(W^n_1, W^{n-1}_1) = \partial_X \left( \frac{3}{2} W^n_1 - \frac{1}{2} W^{n-1}_1 \right) \).
In the derivation of (6.10), the following linearized expansions have been utilized:

\[
\frac{W_1^{n+1} - W_1^n}{\Delta t} = \frac{x_e^{n+1} - x_e^n}{\Delta t} + O(\Delta t^2),
\]

(6.11)

\[
(S_e(x_e^n, x_e^{n-1}))^{m-1} + (m-1)(S_e(x_e^n, x_e^{n-1}))^{m-2} - k \cdot \Delta t^2 x_{\Delta t, 1}
\]

\[
= S_e(W_1^n, W_1^{n-1}) + O(\Delta t^4),
\]

(6.12)

\[
\frac{\ln(\partial_X x_e^{n+1}) - \ln(\partial_X x_e^n)}{\partial_X} = - \Delta t^2 \left( \frac{1}{(\partial_X (1/2 x_e^{n+1} + x_e^n))^2} \cdot \frac{1}{2} \partial_X (x_e^{n+1} + x_e^n) \right) + O(\Delta t^4).
\]

(6.13)

Similarly, the temporal correction function \( x_{\Delta t, 2} \) is given by solving the following equation:

\[
\frac{(\partial_X x_e)^{m-1}}{m f_0(X)} \partial_t x_{\Delta t, 2} + \frac{(m-1)(\partial_X x_e)^{m-2} \partial_X x_{\Delta t, 2}}{m f_0(X)} \partial_t x_e
\]

\[
= - \partial_X \left(- f_0(X) \frac{1}{(\partial_X x_e)^2} \partial_X x_{\Delta t, 2} \right) - g_1^{(1)},
\]

(6.14)

\[x_{\Delta t, 2}(0) = x_{\Delta t, 2}(1) = 0, \quad x_{\Delta t, 2}(t) = 0,\]

(6.15)

and the solution depends only on the exact solution \( x_e \), with derivatives of various orders stay bounded. In turn, an application of the semi-implicit discretization to (6.14)–(6.15) implies that

\[
\frac{(S_e(x_e^n, x_e^{n-1}))^{m-1}}{m f_0(X)} \cdot \frac{x_{\Delta t, 2}^{n+1} - x_{\Delta t, 2}^n}{\Delta t} + \frac{(m-1)(S_e(x_e^n, x_e^{n-1}))^{m-2} S_e(x_{\Delta t, 2}^{n+1}, x_{\Delta t, 2}^{n-1})}{m f_0(X)} \cdot \frac{x_e^{n+1} - x_e^n}{\Delta t}
\]

\[
= - \partial_X \left( - f_0(X) \frac{1}{(\partial_X (1/2 x_e^{n+1} + x_e^n))^2} \cdot \frac{1}{2} \partial_X (x_e^{n+1} + x_e^n) \right) - (g_1^{(1)})^{n+1/2} + O(\Delta t^2),
\]

(6.16)

with \( S_e(x_{\Delta t, 2}^{n+1}, x_{\Delta t, 2}^{n-1}) = \partial_X \left( \frac{3}{2} x_{\Delta t, 2}^n - \frac{1}{2} x_{\Delta t, 2}^{n-1} \right) \).

(6.17)

Subsequently, a combination of (6.10) and (6.16) yields the fourth order temporal truncation error for \( W_2 = W_1 + \Delta t^3 x_{\Delta t, 2} = x_e + \Delta t^2 x_{\Delta t, 1} + \Delta t^3 x_{\Delta t, 2} \):

\[
\frac{(S_e(W_2^n, W_2^{n-1}))^{m-1}}{m f_0(X)} \cdot \frac{W_2^{n+1} - W_2^n}{\Delta t} = - \partial_X \left[ \left( f_0(X) \frac{\ln(\partial_X W_2^{n+1}) - \ln(\partial_X W_2^n)}{\partial_X (W_2^{n+1} - W_2^n)} \right) \right]
\]

\[
- A_0 \Delta t^2 \partial_X (W_2^{n+1} - W_2^n) + \Delta t^2 \left( \frac{1}{\partial_X W_2^n} - \frac{1}{\partial_X W_2^n} \right)
\]

\[
+ O(\Delta t^4),
\]

(6.18)

with \( S_e(W_2^n, W_2^{n-1}) = \partial_X \left( \frac{3}{2} W_2^n - \frac{1}{2} W_2^{n-1} \right) \), in which the linearized expansions have been extensively applied.

Next, we construct the spatial correction term \( x_{h, 1} \) to upgrade the spatial accuracy order. The following truncation error analysis for the spatial discretization can be obtained by using a
straightforward Taylor expansion for the constructed profile $W_2$, and exact solution $x_e$:

$$
\frac{(S_h(W^n_2, W^{n-1}_2))^{m-1}}{m(f_0(X))^{m-2}} \cdot \frac{W^{n+1}_2 - W^n_2}{\Delta t} = -d_h \left[ \left( f_0(X) \ln(D_hW^{n+1} - \ln(D_hW^n) \right) \\
- A_0\Delta t D_h(W^{n+1}_2 - W^n_2) + \Delta t^2 \left( \frac{1}{D_hW^{n+1}} - \frac{1}{D_hW^n} \right) \right] \\
+ h^2 h^{(0)} + O(h^4) + O(\Delta t^4),
$$

(6.19)

with $S_h(W^n_2, W^{n-1}_2) = \bar{D}_h \left( \frac{3}{2} W^n_2 - \frac{1}{2} W^{n-1}_2 \right)$.

The spatially discrete function $h^{(0)}$ is smooth enough in the sense that its discrete derivatives are bounded. We also notice that there is no $O(h^3)$ truncation error term, due to the fact that the centered difference used in the spatial discretization gives local truncation errors with only even order terms, $O(h^2), O(h^4)$, etc. Subsequently, the spatial correction function $x_{h,1}$ is given by solving the following linear PDE:

$$
\frac{(\partial_X x_e)^{m-1}}{m(f_0(X))^{m-2}} \partial_{x_{h,1}} + \frac{(m - 1)(\partial_X x_e)^{m-2}\partial_{x_{h,1}}}{m(f_0(X))^{m-2}} \partial_{x_e}
= -\partial_X \left( -f_0(X) (\frac{1}{(\partial_X x_e)^2}) \partial_{x_{h,1}} \right) - h^{(0)},
$$

(6.20)

$x_{h,1}(0) = x_{h,1}(1) = 0$, $x_{h,1}(t = 0) = 0$,

(6.21)

and the solution depends only on the exact solution $x_e$, with the divided differences of various orders stay bounded. In turn, an application of a full discretization to (6.20) implies that

$$
\frac{(S_h(x^n_e, x^{n-1}_e))^{m-1}}{m(f_0(X))^{m-2}} \cdot \frac{x^{n+1}_{h,1} - x^n_{h,1}}{\Delta t} + \frac{(m - 1)(S_h(x^n_e, x^{n-1}_e))^{m-2}S_h(x^n_{h,1}, x^{n-1}_{h,1})}{m(f_0(X))^{m-2}} \cdot \frac{x^{n+1}_e - x^n_e}{\Delta t}
= -d_h \left( -f_0(X) \frac{1}{(D_h(\frac{1}{2}x^{n+1}_e + x^n_e))^2} \cdot \frac{1}{2} D_h(x^{n+1}_{h,1} + x^n_{h,1}) \right) - (h^{(0)})^{n+1/2} + O(h^2),
$$

(6.22)

with $S_h(x^n_{h,1}, x^{n-1}_{h,1}) = \bar{D}_h \left( \frac{3}{2} x^n_{h,1} - \frac{1}{2} x^{n-1}_{h,1} \right)$.

(6.23)

Finally, a combination of (6.18) and (6.22) yields the fourth order temporal truncation error for $W = W_2 + h^2 x_{h,1} = x_e + h^2 x_{h,1} + \Delta t^2 x_{\Delta t,1} + \Delta t^3 x_{\Delta t,2}$ (as given by (6.4)):

$$
\frac{(S_h(W^n, W^{n-1}))^{m-1}}{m(f_0(X))^{m-2}} \cdot \frac{W^{n+1} - W^n}{\Delta t} = -d_h \left[ \left( f_0(X) \ln(D_hW^{n+1} - \ln(D_hW^n) \right) \\
- A_0\Delta t D_h(W^{n+1} - W^n) + \Delta t^2 \left( \frac{1}{D_hW^{n+1}} - \frac{1}{D_hW^n} \right) \right] \\
+ \tau^n, \quad \text{with } \|\tau^n\|_2 \leq C(\Delta t^4 + h^4),
$$

(6.24)

and $S_h(W^n, W^{n-1}) = \bar{D}_h \left( \frac{3}{2} W^n - \frac{1}{2} W^{n-1} \right)$.

Again, the linearized expansions have been extensively applied.

**Remark 6.2.** Since the temporal and spatial correction functions, namely $x_{\Delta t,1}, x_{\Delta t,2}$ and $x_{h,1}$, are bounded, we recall the separation property [6.22] for the exact solution, and obtain a similar property for the constructed profile $W$:

$$
D_h W \geq \epsilon_0^*, \quad \text{for } \epsilon_0^* > 0.
$$

(6.25)
Such a uniform bound will be used in the convergence analysis.

For the the constructed profile $W$, we also assume its discrete $W^{2,\infty}$ bound, as well as the $W^{1,\infty}$ bound for its temporal derivatives:

$$
\|D_hW\|_\infty + \|D_h^2W\|_\infty \leq C^*, \quad \|D_tW^n\|_\infty + \|D_tD_tW^n\|_\infty + \|D_h(D_h^2W^n)\|_\infty \leq C^*, \quad (6.26)
$$

with $D_tW^n := \frac{W^{n+1} - W^n}{\Delta t}$, $D_h^2W^n = \frac{W^{n+1} - 2W^n + W^{n-1}}{\Delta t^2}$,

which comes from the regularity of the exact solution $x_e$ and the correction functions.

**Remark 6.3.** The aim for such a higher order asymptotic expansion and truncation error estimate is to justify an a-priori $W^{1,\infty}$ bound of the numerical solution, which is needed to obtain the phase separation property, similarly formulated as $(6.25)$ for the constructed approximate solution. In addition, a discrete $W^{1,\infty}$ bound for the temporal derivatives of the numerical solution is also needed in the nonlinear analysis, which turns out to be the key reason to derive a fourth order consistency estimate for the constructed solution.

### 6.2 A preliminary rough error estimate

Instead of a direct analysis for the error function defined as $e^m = x^m - x^\bar{m}$, we introduce an alternate numerical error function:

$$
\bar{x}^n := W^n - x^n. \quad (6.27)
$$

The advantage of such a numerical error function is associated with its higher order accuracy, which comes from the higher order consistency estimate $(6.24)$. Moreover, the following notations are introduced, for the convenience of the analysis presented later.

$$
\begin{align*}
 x^{n+1/2} &= \frac{1}{2}(x^{n+1} + x^n), \quad W^{n+1/2} = \frac{1}{2}(W^{n+1} + W^n), \\
 \bar{x}^{n+1/2} &= \frac{3}{2}x^n - \frac{1}{2}x^{n-1}, \quad \bar{W}^{n+1/2} = \frac{3}{2}W^n - \frac{1}{2}W^{n-1}, \\
 \bar{x}^{n+1/2} &= W^{n+1/2} - x^{n+1/2} = \frac{1}{2}(\bar{x}^{n+1} + \bar{x}^n), \quad \bar{x}^{n+1} - \bar{x}^{n+1/2} = \frac{3}{2}\bar{x}^n - \frac{1}{2}\bar{x}^{n-1}. \quad (6.30)
\end{align*}
$$

In turn, subtracting the numerical scheme $(3.34)$ from the consistency estimate $(6.24)$ yields

$$
\begin{align*}
\left(\frac{S_h(x^n, x^{n-1})}{m(f_0(X))} + \frac{\bar{x}^{n+1} - \bar{x}^n}{\Delta t} \right) + \frac{(S_h(W^n, W^{n-1}))}{m(f_0(X))} + \frac{\bar{x}^{n+1} - \bar{x}^n}{\Delta t} - \frac{(S_h(x^n, x^{n-1}))}{m(f_0(X))} &= -d_h \ln(D_h W^{n+1}) - \ln(D_h W^n) - \frac{\ln(D_h x^{n+1}) - \ln(D_h x^n)}{D_h(x^{n+1} - x^n)} \\
&= -A_0 \Delta t D_h(\bar{x}^{n+1} - \bar{x}^n) - \Delta t^2 \left(\frac{D_h \bar{x}^{n+1}}{D_h W^{n+1} D_h x^{n+1}} - \frac{D_h \bar{x}^n}{D_h W^n D_h x^n}\right) + \tau^n, \quad \text{with}\ \|\tau^n\|_2 \leq C(\Delta t^4 + h^4). \quad (6.31)
\end{align*}
$$

To proceed with the nonlinear analysis, we make the following a-priori assumption at the previous time steps, for $k = n, n-1, n-2$:

$$
\|\bar{x}^k\|_2 \leq C(\Delta t^4 + h^4), \quad \text{with}\ C\ \text{uniform for a fixed final time } T. \quad (6.32)
$$
Such an a-priori assumption will be recovered by the optimal rate convergence analysis at the next time step, as will be demonstrated later. With this assumption, the following bounds for the numerical solution are obtained, with the help of inverse inequality:

\[
\|D_h \tilde{x}^k\|_2 \leq \frac{C\|\tilde{x}^k\|_2}{h} \leq CC(\Delta t^3 + h^3), \quad (6.33)
\]

\[
\|D_h \tilde{x}^k\|_\infty \leq \frac{C\|\tilde{x}^k\|_2}{h^{\frac{5}{2}}} \leq CC(\Delta t^{\frac{5}{2}} + h^{\frac{5}{2}}) \leq \frac{\epsilon_0^*}{2}, \quad (6.34)
\]

so that \(\frac{\epsilon_0^*}{2} \leq D_h \tilde{x}^k = D_h W^k - D_h \tilde{x}^k \leq C^* + \frac{\epsilon_0^*}{2} := \tilde{C}^*, \quad (6.35)\)

for \(k = n, n-1, n-2\), in which the lower and upper bounds \(6.25\), \(6.26\), for the constructed profile \(W\), have been used. In addition, the following observation is made, motived by the preliminary estimate \(6.34\):

\[
\|D_h x^k - D_h x^{k-1}\|_\infty \leq \|D_h W^k - D_h W^{k-1}\|_\infty + \|D_h \tilde{x}^k - D_h \tilde{x}^{k-1}\|_\infty \leq C^* \Delta t + CC(\Delta t^{\frac{5}{2}} + h^{\frac{5}{2}}) \leq (C^* + 1) \Delta t, \quad (6.36)
\]

for \(k = n, n-1\), in which the regularity requirement \(6.26\) for the constructed solution has been applied again. In turn, we conclude that

\[
\tilde{D}_h(\frac{3}{2}x^k - \frac{1}{2}x^{k-1}) = \tilde{D}_h x^k + \frac{1}{2} \tilde{D}_h(x^k - x^{k-1}) \geq \frac{\epsilon_0^*}{2} - \frac{\epsilon_0^*}{4} = \frac{\epsilon_0^*}{4} \geq \Delta t^2, \quad (6.37)
\]

so that \(S_h(x^k, x^{k-1}) = \tilde{D}_h \tilde{x}^{n+1/2} = \tilde{D}_h(\frac{3}{2}x^k - \frac{1}{2}x^{k-1})\), for \(k = n, n-1\). \((6.38)\)

The following preliminary estimates are needed in the nonlinear error analysis for the left hand side two terms of \(6.31\).

**Lemma 6.4.** For the constructed profile \(W\) satisfying \(6.26\), and the numerical error function with a discrete \(W^{1,\infty}\) bound given by \(6.34\), for \(k = n, n-1, n-2\), we have

\[
\|(S_h(x^n, x^{n-1}))^{m-1} - (S_h(x^{n-1}, x^{n-2}))^{m-1}\|_\infty \leq \tilde{C}_1 \Delta t, \quad (6.39)
\]

\[
(S_h(W^n, W^{n-1}))^{m-1} - (S_h(x^n, x^{n-1}))^{m-1} = \lambda^{n+1/2} \tilde{D}_h \tilde{x}^{n+1/2}, \quad \|\lambda^{n+1/2}\|_\infty \leq \tilde{C}_2, \quad (6.40)
\]

and \(\|D_h \lambda^{n+1/2}\|_\infty \leq \tilde{C}_3\), if we define \((\lambda^{n+1/2})_0 = (\lambda^{n+1/2})_1, (\lambda^{n+1/2})_M = (\lambda^{n+1/2})_{M-1}\),

in which \(\tilde{C}_1, \tilde{C}_2\) and \(\tilde{C}_3\) is only dependent on the exact solution, independent on \(\Delta t\) and \(h\).

**Proof.** Based on the representation identity \(6.35\), we apply the intermediate value theorem and see that

\[
(S_h(x^n, x^{n-1}))^{m-1} - (S_h(x^{n-1}, x^{n-2}))^{m-1} = (m-1)(\xi^{(1)})^{m-2} \tilde{D}_h \left(\frac{3}{2}(x^n - x^{n-1}) - \frac{1}{2}(x^{n-1} - x^{n-2})\right), \quad (6.42)
\]

with \(\xi^{(1)}\) between \(\tilde{D}_h\left(\frac{3}{2}x^n - \frac{1}{2}x^{n-1}\right)\) and \(\tilde{D}_h\left(\frac{3}{2}x^{n-1} - \frac{1}{2}x^{n-2}\right)\). Meanwhile, by the upper estimate \(6.35\) and the lower bound \(6.37\), we get

\[
\frac{\epsilon_0^*}{4} \leq \tilde{D}_h\left(\frac{3}{2}x^k - \frac{1}{2}x^{k-1}\right) \leq \frac{3\tilde{C}^*}{2}, \quad \text{for } k = n, n-1, \text{ so that } \frac{\epsilon_0^*}{4} \leq \xi^{(1)} \leq \frac{3\tilde{C}^*}{2}. \quad (6.43)
\]
A substitution into (6.42), combined with the estimate (6.36), indicates the desired inequality, with \( \tilde{C}_1 = 2(m - 1) \max(\frac{4}{\epsilon_0}, \frac{3\tilde{C}^*}{2})|m-2|(C^* + 1) \).

A similar application of intermediate value theorem reveals that
\[
(S_h(W^n, W^{n-1}))^{m-1} - (S_h(x^n, x^{n-1}))^{m-1} = (m - 1)(\xi^{(2)})^{m-2} \tilde{D}_h \tilde{x}^{n+1/2},
\]
and \( \xi^{(2)} \) between \( \tilde{D}_h \left( \frac{3}{2}W^n - \frac{1}{2}W^{n-1} \right) \) and \( \tilde{D}_h \left( \frac{3}{2}x^n - \frac{1}{2}x^{n-1} \right) \). Using the same argument as in (6.43), we see that \( \frac{\epsilon_0}{4} \leq \xi^{(2)} \leq \frac{3\tilde{C}^*}{2} \), so that
\[
\|N^{n+1/2}\|_\infty = \|(m - 1)(\xi^{(2)})^{m-2}\|_\infty \leq \tilde{C}_2 = (m - 1) \max(\frac{4}{\epsilon_0}, \frac{3\tilde{C}^*}{2})|m-2|, \tag{6.45}
\]
which completes the proof of (6.40). Moreover, for two adjacent grid points \( x_i \) and \( x_{i+1} \) (with \( 1 \leq i \leq M - 2 \)), motivated by the fact that
\[
\xi^{(2)}_i \text{ is between } \tilde{D}_h \tilde{x}^{n+1/2}_i \text{ and } \tilde{D}_h \tilde{x}^{n+1/2}_{i+1}, \quad \xi^{(2)}_{i+1} \text{ is between } \tilde{D}_h \tilde{x}^{n+1/2}_{i+1} \text{ and } \tilde{D}_h \tilde{x}^{n+1/2}_i, \tag{6.46}
\]
we have the following observation:
\[
|\xi^{(2)}_{i+1} - \xi^{(2)}_i| \leq \left| \tilde{D}_h \tilde{x}^{n+1/2}_{i+1} - \tilde{D}_h \tilde{x}^{n+1/2}_i \right| + \left| \tilde{D}_h \tilde{x}^{n+1/2}_i - \tilde{D}_h \tilde{x}^{n+1/2}_{i+1} \right| \\
\leq \frac{1}{2}h \left( \left| D^2_h \tilde{x}^{n+1/2}_i \right| + \left| D^2_h \tilde{x}^{n+1/2}_{i+1} \right| \right) + CC(\Delta t^2 + h^2) \leq C^*h + h = (C^* + 1)h, \tag{6.47}
\]
in which the preliminary estimate (6.34) and the regularity assumption (6.26) for the constructed profile have been used. On the other hand, by another application of intermediate value theorem:
\[
N^{n+1/2}_{i+1} - N^{n+1/2}_i = (m - 1)(\xi^{(2)}_{i+1})^{m-2} - (m - 1)(\xi^{(2)}_i)^{m-2} \\
= (m - 1)(m - 2)(\eta^{(1)})^{m-3}(\xi^{(2)}_{i+1} - \xi^{(2)}_i), \tag{6.48}
\]
with \( \eta^{(1)} \) between \( \xi^{(2)}_i \) and \( \xi^{(2)}_{i+1} \), we get the desired estimate
\[
\left| N^{n+1/2}_{i+1} - N^{n+1/2}_i \right| \leq (m - 1)|m - 2| \max(\frac{4}{\epsilon_0}, \frac{3\tilde{C}^*}{2})|m-3|(C^* + 1)h. \tag{6.49}
\]
This completes the proof of (6.41), by taking \( \tilde{C}_3 = (m - 1)|m - 2| \max(\frac{4}{\epsilon_0}, \frac{3\tilde{C}^*}{2})|m-3|(C^* + 1). \)

Now we proceed with a rough error estimate. Taking a discrete inner product with (6.31) by \( 2\tilde{x}^{n+1} \) leads to
\[
\langle (S_h(x^n, x^{n-1}))^{m-1}, \tilde{x}^{n+1} - \tilde{x}^n \rangle \quad \text{D} h \tilde{x}^{n+1/2}, + 2A_0\Delta t(D_h(x^{n+1} - \tilde{x}^n), D_h\tilde{x}^{n+1}) \\
- 2\langle f_0(X) \left( \frac{\ln(D_hW^n) - \ln(D_hW)}{D_h(W^n + W^{n-1})} - \frac{\ln(D_hx^{n+1} - \ln(D_hx^n)}{D_h(x^{n+1} - x^n)} \right), \tilde{x}^{n+1} \rangle \\
= -2\langle (S_h(W^n, W^{n-1}))^{m-1} - (S_h(x^n, x^{n-1}))^{m-1}, \frac{W^{n+1} - W^n}{\Delta t}, \tilde{x}^{n+1} \rangle \\
- 2\Delta t^2 \langle \frac{D_h\tilde{x}^{n+1}}{D_hW^{n+1}D_hx^{n+1}} - \frac{D_h\tilde{x}^n}{D_hW^nD_hx^n}, D_h\tilde{x}^{n+1} \rangle + 2(\tau^n, \tilde{x}^{n+1}). \tag{6.50}
\]
For the temporal derivative term, we make use of the equality
\[ 2\tilde{x}^{n+1}(\tilde{x}^{n+1} - \tilde{x}^n) = (\tilde{x}^{n+1})^2 - (\tilde{x}^n)^2 + (\tilde{x}^{n+1} - \tilde{x}^n)^2 \geq (\tilde{x}^{n+1})^2 - (\tilde{x}^n)^2, \] (6.51)
and get
\[
\left\langle \left( \frac{(S_h(x^n, x^{n-1}))^{m-1}}{m(f_0(X))^{m-2}} \cdot \frac{\tilde{x}^{n+1} - \tilde{x}^n}{\Delta t}, 2\tilde{x}^{n+1} \right) \rightangle \\
\geq \frac{1}{\Delta t} \left\langle \left( \frac{(S_h(x^n, x^{n-1}))^{m-1}}{m(f_0(X))^{m-2}} - \frac{(S_h(x^n, x^{n-1}))^{m-1}}{m(f_0(X))^{m-2}} \right), (\tilde{x}^{n+1})^2 \right\rangle \\
= \frac{1}{\Delta t} \left\langle \left( \frac{(S_h(x^n, x^{n-1}))^{m-1}}{m(f_0(X))^{m-2}} - \frac{(S_h(x^n, x^{n-2}))^{m-1}}{m(f_0(X))^{m-2}} \right), (\tilde{x}^{n+1})^2 \right\rangle \\
- \frac{1}{\Delta t} \left\langle \left( \frac{(S_h(x^n, x^{n-1}))^{m-1} - \tilde{x}^{n+1}}{m(f_0(X))^{m-2}} \right), (\tilde{x}^{n+1})^2 \right\rangle. \] (6.52)
Furthermore, with an application of the preliminary estimate (6.39), the last term of (6.52) could be bounded as
\[
\frac{1}{\Delta t} \left\langle \left( \frac{(S_h(x^n, x^{n-1}))^{m-1}}{m(f_0(X))^{m-2}} - \frac{(S_h(x^n, x^{n-2}))^{m-1}}{m(f_0(X))^{m-2}} \right), (\tilde{x}^{n+1})^2 \right\rangle \leq \tilde{C}_4\|\tilde{x}^n\|^2, \] (6.53)
with \( \tilde{C}_4 = \tilde{C}_1 \max \left( \frac{1}{\min_{\Omega} f_0(X)}, \max_{\Omega} f_0(X) \right)^{|m-2|} \).

The second term on the left hand side of (6.50) could be controlled by a standard inequality:
\[ 2A_0\Delta t\langle D_h(\tilde{x}^{n+1} - \tilde{x}^n), D_h\tilde{x}^{n+1} \rangle \geq A_0\Delta t(\|D_h\tilde{x}^{n+1}\|^2_2 - \|D_h\tilde{x}^n\|^2_2). \] (6.54)
The Cauchy inequality could be applied to bound the term associated with the local truncation error:
\[ 2\langle \tau^n, \tilde{x}^{n+1} \rangle \leq \|\tau^n\|^2_2 + \|\tilde{x}^{n+1}\|^2_2. \] (6.55)
For the second term on the right hand side of (6.50), we make the following observations:
\[
-2\Delta t^2 \left\langle \frac{D_h\tilde{x}^{n+1}}{D_hW^{n+1}D_h\tilde{x}^{n+1}}, D_h\tilde{x}^{n+1} \right\rangle \leq 0, \] (6.56)
\[
2\Delta t^2 \left\langle \frac{D_h\tilde{x}^n}{D_hW^nD_h\tilde{x}^n}, D_h\tilde{x}^{n+1} \right\rangle \leq 2\Delta t^2 \cdot \frac{1}{2}\left(\epsilon_0^*\right)^2 \|D_h\tilde{x}^n\|^2_2 \cdot A_0\Delta t\|D_h\tilde{x}^{n+1}\|^2_2 \]
\[ \leq \tilde{C}_5\Delta t\|\tilde{x}^{n+1}\|^2_2 + 4\Delta t\left(\epsilon_0^*\right)^{-4}\|D_h\tilde{x}^n\|^2_2, \] (6.57)
in which (6.56) is based on the fact that \( D_hW^{n+1} > 0, \ D_h\tilde{x}^{n+1} > 0 \) (as given by the unique solvability analysis in Theorem 4.1), the first step of (6.57) comes from the separation property (6.25) (for the constructed profile \( W \)) and the preliminary estimate (6.35), and an inverse inequality has been applied at the last step.
For the first term on the right hand side of (6.50), the preliminary estimate (6.40) and the regularity assumption (6.26) have to be applied:

\[
-2\left((S_h(W^n, W^{n-1}))^{m-1} - (S_h(x^n, x^{n-1}))^{m-1}\right) \cdot \left(\frac{W^{n+1} - W^n}{\Delta t}, \tilde{x}^{n+1}\right)
\]

\[
= -2\left(\frac{N^{n+1/2} \overline{D}_h \tilde{x}^{n+1/2}}{m(f_0(X))^{m-2}} \cdot \frac{W^{n+1} - W^n}{\Delta t}, \tilde{x}^{n+1}\right)
\]

\[
\leq \tilde{C}_6 ||\overline{D}_h \tilde{x}^{n+1/2}||_2 \cdot ||\tilde{x}^{n+1}||_2 \leq \frac{\tilde{C}_6}{2}(||\overline{D}_h \tilde{x}^{n+1/2}||_2^2 + ||\tilde{x}^{n+1}||_2^2),
\]

(6.58)

with \(\tilde{C}_6 = \frac{2}{m} C_2 C^* \cdot \max\left(\frac{1}{\min\Omega f_0(X)}, \max\Omega f_0(X)\right)^{m-2} \).

Notice that the inequality \(||\overline{D}_h f||_2 \leq ||D_h f||_2\) has been used in the last step.

The rest analysis is focused on the term associated with the nonlinear diffusion part:

\[
N \mathcal{L} \mathcal{E}^{n+1/2} := -\ln(D_h W^{n+1}) - \ln(D_h W^n) - \frac{\ln(D_h x^{n+1}) - \ln(D_h x^n)}{D_h(x^{n+1} - x^n)}.
\]

(6.59)

The following lemma is needed in the nonlinear estimate; its proof will be provided in the Appendix A.

**Lemma 6.5.** Fix \(x_0 > 0\), and we define \(q_1(x) := -\frac{\ln x - \ln x_0}{x-x_0}\) for \(x > 0\). The following properties are valid:

\[
q_1'(x) > 0, \text{ for any } x > 0, \tag{6.60}
\]

\[
q_1(y) - q_1(x) = q_1'(\eta)(y-x), \text{ with } q_1'(\eta) \text{ between } \frac{1}{2y}, \frac{1}{2x}, \text{ and } \frac{1}{2x_0}, \forall x > 0, y > 0, \tag{6.61}
\]

\[
q_1''(x) \leq 0, \text{ for any } x > 0, \tag{6.62}
\]

\[
\frac{q_1(y) - q_1(x)}{y-x} \text{ is a decreasing function of } x, \text{ for any fixed } y > 0. \tag{6.63}
\]

Subsequently, the following point-wise nonlinear estimate becomes available for \(N \mathcal{L} \mathcal{E}^{n+1/2}\).

**Lemma 6.6.** At each numerical mesh cell \((x_i, x_{i+1})\), we have the following estimate

\[
N \mathcal{L} \mathcal{E}^{n+1/2} = \xi^{(3)}_{i+1/2} D_h \tilde{x}^{n+1}_{i+1/2} + \xi^{(4)}_{i+1/2} D_h \tilde{x}^n_{i+1/2},
\]

(6.64)

with \(\xi^{(3)}_{i+1/2} \geq \frac{1}{2C^* h}, \frac{1}{2(C^*)^2} \leq \xi^{(4)}_{i+1/2} \leq 2(\epsilon_0^*)^{-2}\).

(6.65)

**Proof.** The following decomposition is performed for \(N \mathcal{L} \mathcal{E}\):

\[
N \mathcal{L} \mathcal{E}^{n+1/2} = N \mathcal{L} \mathcal{E}^{n+1/2,(1)} + N \mathcal{L} \mathcal{E}^{n+1/2,(2)}, \text{ with}
\]

\[
N \mathcal{L} \mathcal{E}^{n+1/2,(1)} = \frac{\ln(D_h W^{n+1}) - \ln(D_h x^n)}{D_h W^{n+1} - D_h x^n} + \frac{\ln(D_h x^{n+1}) - \ln(D_h x^n)}{D_h x^{n+1} - D_h x^n}
\]

\[
= q_1(D_h W^{n+1}) - q_1(D_h x^n), \text{ with fixed } x_0 = D_h x^n, \tag{6.66}
\]

\[
N \mathcal{L} \mathcal{E}^{n+1/2,(2)} = \frac{\ln(D_h W^{n+1}) - \ln(D_h W^n)}{D_h W^{n+1} - D_h W^n} + \frac{\ln(D_h W^{n+1}) - \ln(D_h x^n)}{D_h W^{n+1} - D_h x^n}
\]

\[
= q_1(D_h W^n) - q_1(D_h x^n), \text{ with fixed } x_0 = D_h W^{n+1}. \tag{6.67}
\]
For the first part $\mathcal{N}L\xi^{n+1/2,(1)}$, we make use of the following bound for $D_h x_h^{n+1}$:

$$0 < (D_h x_h^{n+1})_{i+1/2} \leq \frac{1}{h}, \quad \text{since } 0 \leq x_h^{n+1} \leq 1, \quad \forall 0 \leq k \leq M,$$

so that an application of property (6.63) implies that

$$\frac{q_1(D_h W^{n+1}) - q_1(D_h x_h^{n+1})}{D_h W^{n+1} - D_h x_h^{n+1}} \geq \frac{q_1(D_h W^{n+1}) - q_1(\frac{1}{h})}{D_h W^{n+1} - \frac{1}{h}} = -\frac{\ln \frac{1}{h} - \ln(D_h x^n)}{\frac{1}{h} - D_h W^{n+1}} - q_1(D_h W^{n+1}) \geq \frac{1}{2C^*h},$$

in which the last step is based on the preliminary estimate (6.35), as well as the fact that, the value of $-q_1(D_h W^{n+1})$ is between $\frac{1}{D_h W^{n+1}}$ and $\frac{1}{D_h x^n}$. This inequality is equivalent to

$$\mathcal{N}L\xi^{n+1/2,(1)} = \xi^{(3)}_{i+1/2} D_h x_h^{n+1}_{i+1/2}, \quad \text{with } \xi^{(3)}_{i+1/2} \geq \frac{1}{2C^*h}. \quad (6.70)$$

For the first part $\mathcal{N}L\xi^{n+1/2,(2)}$, we apply property (6.61) so that

$$\mathcal{N}L\xi^{n+1/2,(2)} = q_1(D_h W^{n}) - q_1(D_h x^n) = q_1'(\eta) D_h x^n,$$

with $q_1'(\eta)$ between \(\frac{1}{2(D_h W^n)^2}\), \(\frac{1}{2(D_h x^n)^2}\) and \(\frac{1}{2(D_h W^{n+1})^2}\). \quad (6.72)

On the other hand, by the separation property (6.25), the regularity assumption (6.26) for $W$, combined with the preliminary estimate (6.35), we obtain the desired estimate:

$$\frac{1}{2(C^*)^2} \leq q_1'(\eta) \leq 2(\epsilon_0^{-2}). \quad (6.73)$$

In other words, the second estimate in (6.64) becomes available:

$$\mathcal{N}L\xi^{n+1/2,(2)} = \xi^{(4)}_{i+1/2} D_h x_h^{n}_{i+1/2}, \quad \text{with } \frac{1}{2(C^*)^2} \leq \xi^{(4)}_{i+1/2} \leq 2(\epsilon_0^{-2}). \quad (6.74)$$

This completes the proof of Lemma (6.6) \(\square\)

As a consequence of this lemma, we analyze the nonlinear product at each cell $(x_i, x_{i+1})$:

$$f_0(X_{i+1/2})\mathcal{N}L\xi^{n+1/2}_{i+1/2} \cdot 2D_h x_h^{n+1}_{i+1/2} = 2f_0(X_{i+1/2}) \left( \xi^{(3)}_{i+1/2} (D_h x_h^{n+1}_{i+1/2})^2 + \xi^{(4)}_{i+1/2} D_h x_h^{n+1}_{i+1/2} \cdot D_h x_h^{n}_{i+1/2} \right) \geq 2f_0(X_{i+1/2}) \left( \frac{1}{2C^*} h(D_h x_h^{n+1}_{i+1/2})^2 - 2(\epsilon_0^{-2})^2 D_h x_h^{n+1}_{i+1/2} \cdot D_h x_h^{n}_{i+1/2} \right) \geq 2f_0(X_{i+1/2}) \cdot \left( -\frac{2C^* h}{h} \cdot (D_h x_h^{n+1}_{i+1/2})^2 \right), \quad (6.75)$$

in which the Cauchy inequality has been applied at the last step. A summation of this inequality yields

$$\left< f_0(X)\mathcal{N}L\xi^{n+1/2} 2D_h x_h^{n+1} \right> \geq -\tilde{C}_7 h^{-1} \|D_h x_h^n\|^2, \quad \text{with } \tilde{C}_7 = 4C^* h^{-4} \|f_0(X)\|_{\infty}. \quad (6.76)$$
Finally, a substitution of \((6.52), (6.53), (6.54), (6.55), (6.56), (6.57), (6.58)\) and \((6.76)\) into \((6.50)\) leads to
\[
\left\langle \frac{(S_h(x^n, x^{n-1}))^{m-1}}{m(f_0(X))^{m-2}}, (\tilde{x}^n)^2 \rightangle - \frac{\Delta t}{2} \left( \tilde{C}_6 + 1 + \tilde{C}_5 \Delta t \right), (\tilde{x}^{n+1})^2 \rightangle \leq \left\langle \frac{(S_h(x^{n-1}, x^{n-2}))^{m-1}}{m(f_0(X))^{m-2}}, (\tilde{x}^{n-1})^2 \rightangle + \Delta t \tilde{C}_4 \|\tilde{x}^n\|^2_2 + (A_0 + 4(\epsilon_0)^{-4}) \Delta t^2 \|D_x \tilde{x}^n\|^2_2 \\
+ \Delta t \|\tau^n\|^2_2 + \frac{\tilde{C}_6}{2} \Delta t \|D_h \tilde{x}^{n+1/2}\|^2_2 + \tilde{C}_7 \cdot \frac{\Delta t}{h} \|D_h \tilde{x}^n\|^2_2.
\] (6.77)

On the left hand side, we observe the following point-wise lower bound, which comes from the preliminary estimate \((6.37)\):
\[
\frac{(S_h(x^n, x^{n-1}))^{m-1}}{m(f_0(X))^{m-2}} \geq \tilde{C}_8 := \frac{1}{m} \left( \frac{\epsilon_0^2}{4} \right)^{m-1} \min \left( \frac{1}{\max_{\Omega} f_0(X)}, \min_{\Omega} f_0(X) \right)^{m-2},
\] (6.78)
\[
\Delta t \left( \frac{\tilde{C}_6}{2} + 1 + \tilde{C}_5 \Delta t \right) \leq \frac{\tilde{C}_8}{2}, \quad \text{provided that } \Delta t \text{ is sufficiently small},
\] (6.79)
which in turn indicates that
\[
\left\langle \frac{(S_h(x^n, x^{n-1}))^{m-1}}{m(f_0(X))^{m-2}}, (\tilde{x}^{n+1})^2 \rightangle \geq \frac{\tilde{C}_8}{2} \|\tilde{x}^{n+1}\|^2_2.
\] (6.80)

On the right hand side, the following estimates are available, based on the a-priori assumption \((6.32)\) and the preliminary estimate \((6.53)\):
\[
\frac{\Delta t}{2} \tilde{C}_4 \|\tilde{x}^n\|^2_2 + \Delta t \|\tau^n\|^2_2 = O((\Delta t (t^4 + h^4))^2),
\] (6.81)
\[
\Delta t \tilde{C}_4 \|\tilde{x}^n\|^2_2 + \Delta t \|\tau^n\|^2_2 = O((\Delta t (t^4 + h^4))^2),
\] (6.82)
\[
(A_0 + 4(\epsilon_0)^{-4}) \Delta t^2 \|D_x \tilde{x}^n\|^2_2 = O((\Delta t (t^3 + h^3))^2),
\] (6.83)
\[
\frac{\tilde{C}_6}{2} \Delta t \|D_h \tilde{x}^{n+1/2}\|^2_2 = O((\Delta t (t^3 + h^3))^2),
\] (6.84)
\[
\tilde{C}_7 \cdot \frac{\Delta t}{h} \|D_h \tilde{x}^n\|^2_2 \leq C \tilde{C}_7 C_2 C^2 (\Delta t^3 + h^3)^2.
\] (6.85)

Then we arrive at a rough estimate for the numerical error function at time step \(t^{n+1}\):
\[
\frac{\tilde{C}_8}{2} \|\tilde{x}^{n+1}\|^2_2 \leq \left( C \tilde{C}_7 C_2 C^2 + 1 \right) (\Delta t^3 + h^3)^2, \quad \text{provided that } \Delta t \text{ and } h \text{ are sufficiently small},
\] (6.86)
\[
i.e. \ \|\tilde{x}^{n+1}\|^2_2 \leq \tilde{C} (\Delta t^3 + h^3), \quad \text{with } \tilde{C} := \left( \frac{2(C \tilde{C}_7 C_2 C^2 + 1)}{\tilde{C}_8} \right)^{\frac{1}{2}},
\] under the linear refinement requirement \(C_1 h \leq \Delta t \leq C_2 h\). Subsequently, an application of 1-D inverse inequality implies that
\[
\|D_h \tilde{x}^{n+1}\|_{\infty} \leq C \|\tilde{x}^{n+1}\|_2 \leq \tilde{C}_1 (\Delta t^3 + h^3), \quad \text{with } \tilde{C}_1 = C \tilde{C},
\] (6.87)
under the same linear refinement requirement. Because of the accuracy order, we could take \(\Delta t\) and \(h\) sufficient small so that \(\tilde{C}_1 (\Delta t^3 + h^3) \leq \epsilon_0^2\), which in turn gives
\[
\frac{\epsilon_0^2}{2} \leq D_h x^{n+1} = D_h W^{n+1} - D_h \tilde{x}^{n+1} \leq C^* + \frac{\epsilon_0^2}{2} = \tilde{C}^*,
\] (6.88)
in which the lower and upper bounds (6.23), (6.26) (for the constructed profile $W$) have been used again. Such a uniform $\| \cdot \|_{W_{h,\infty}}$ bound will play a very important role in the refined error estimate.

Remark 6.7. In the rough error estimate (6.86), we see that the accuracy order is lower than the one given by the a-priori-assumption (6.32). Therefore, such a rough estimate could not be used for a global induction analysis. Instead, the purpose of such an estimate is to establish a uniform $\| \cdot \|_{W_{h,\infty}}$ bound for the numerical solution at time step $t^{n+1}$, as well as its temporal derivative, via the technique of inverse inequality. With these bounds established for the numerical solution, the refined error analysis will yield much sharper estimates.

6.3 A further rough error estimate

Meanwhile, we have to derive a discrete $W_{h,\infty}$ bound for the second order temporal derivative of the numerical solution at time step $t^{n+1}$, which will be needed in the refined error estimate. In fact, such a bound could not be obtained by (6.87). To obtain such a bound, we have to perform a further rough error estimate.

We revisit the proof of Lemma 6.6 and discover that, $\xi_{i+1/2}$ has to be between $D_h W^{n+1}$ and $D_h x^{n+1}$, based on the representation (6.66) and the property (6.61). In more details, the regularity assumption (6.26) (for $C$) and the $W_{h,\infty}$ bound (6.88) imply a similar bound for $C_{i+1/2}$:

$$\frac{1}{2(C^*)^2} \leq \frac{C_{i+1/2}}{(C^*)^2} \leq 2(\epsilon_0)^{-2}. \quad (6.89)$$

With such a bound at hand, we are able to rewrite the inner product in a more precise way:

$$f_0(X_{i+1/2})\mathcal{N}\mathcal{E}^{n+1/2}_{i+1/2} \cdot 2D_h x^{n+1} = f_0(X_{i+1/2}) \left( \xi_{i+1/2} (D_h x^{n+1})^2 + \xi_{i+1/2} D_h x^{n+1} \cdot D_h x^{n+1} \right)$$

$$\geq 2f_0(X_{i+1/2}) \left( \frac{1}{2(C^*)^2} (D_h x^{n+1})^2 - 2(\epsilon_0)^{-2} D_h x^{n+1} \cdot D_h x^{n+1} \right)$$

$$\geq 2f_0(X_{i+1/2}) \cdot \left( \frac{1}{4(C^*)^2} (D_h x^{n+1})^2 - 4(C^*)^2 (\epsilon_0)^{-4} \cdot (D_h x^{n+1})^2 \right), \quad \text{which in turn gives}$$

$$\left\langle f_0(X)\mathcal{N}\mathcal{E}^{n+1/2}, 2D_h x^{n+1} \right\rangle \geq \tilde{C}_9 \| x^{n+1} \|^2 - \tilde{C}_{10} \| D_h x^{n+1} \|^2, \quad (6.90)$$

with $\tilde{C}_9 = \frac{1}{2(C^*)^2} \min_{\Omega} f_0(X)$, $\tilde{C}_{10} = 8(C^*)^2 (\epsilon_0)^{-4} \| f_0(X) \|_{\infty}$.

A substitution of this updated estimate yields a rewritten inequality for (6.77):

$$\left\langle \left( S_h(x^n, x^{n-1}) \right)^{m-1} \right\rangle - \Delta t \left( \tilde{C}_6 \Delta t + 1 + \tilde{C}_5 \Delta t \right), (\tilde{x}^{n+1})^2 \right\rangle \geq \tilde{C}_9 \Delta t \| D_h x^{n+1} \|^2$$

$$\left\langle \left( S_h(x^{n-1}, x^{n-2}) \right)^{m-1} \right\rangle - \Delta t \tilde{C}_4 \| \tilde{x}^n \|^2 + (A_0 + 4(\epsilon_0)^{-4}) \Delta t^2 \| D_h \tilde{x}^n \|^2$$

$$+ \Delta t \| \tilde{r}^n \|^2 + \frac{\tilde{C}_6}{2} \Delta t \| D_h x^{n+1/2} \|^2 + \tilde{C}_{10} \Delta t \| D_h x^n \|^2. \quad (6.91)$$

Meanwhile, all other estimates (6.78)-(6.84) are still valid, then we arrive at

$$\frac{\tilde{C}_8}{2} \| \tilde{x}^{n+1} \|^2 + \tilde{C}_9 \Delta t \| D_h x^{n+1} \|^2 \leq \frac{\tilde{C}_6}{2} \Delta t \| D_h x^{n+1/2} \|^2 + \tilde{C}_{10} \Delta t \| D_h x^n \|^2 + O(\Delta t^2 (\Delta t^3 + h^3)^2)$$

$$\leq \tilde{C}_{11} \Delta t (\| D_h x^n \|^2 + \| D_h x^{n-1} \|^2) + O(\Delta t^2 (\Delta t^3 + h^3)^2)$$

$$\leq \tilde{C}_{12} \Delta t (\Delta t^3 + h^3)^2, \quad (6.92)$$
with \( \tilde{C}_{11} = \tilde{C}_9 + \frac{9\tilde{C}_7}{4} \), \( \tilde{C}_{12} = C\tilde{C}_{11}C^2 + 1 \), provided that \( \Delta t \) and \( h \) are sufficiently small. This in turn results in a further rough estimate for \( \tilde{x}^{n+1} \):

\[
\|D_h\tilde{x}^{n+1}\|_2 \leq \tilde{C}_2(\Delta t^3 + h^3), \quad \text{with } \tilde{C}_2 := \left( \frac{\tilde{C}_{12}}{\tilde{C}_9} \right)^{\frac{1}{3}}. \tag{6.93}
\]

As a consequence, an application of 1-D inverse inequality gives a sharper estimate for \( \|D_h\tilde{x}^{n+1}\|_\infty \):

\[
\|D_h\tilde{x}^{n+1}\|_\infty \leq \frac{C\|D_h\tilde{x}^{n+1}\|_2}{h^{\frac{2}{3}}} \leq \tilde{C}_3(\Delta t^\frac{5}{2} + h^\frac{5}{2}), \quad \text{with } \tilde{C}_3 = C\tilde{C}_2, \tag{6.94}
\]

\[
\|D_hD_h^2\tilde{x}^{n}\|_\infty \leq (\tilde{C}_3 + 1)(\Delta t^\frac{5}{2} + h^\frac{5}{2}) \leq \Delta t, \quad D_h^2\tilde{x}^n := \frac{\tilde{x}^{n+1} - 2\tilde{x}^{n} + \tilde{x}^{n-1}}{\Delta t^2}, \tag{6.95}
\]

in combination with (6.31), under the same linear refinement requirement. This \( \|\cdot\|_{W_h^1,\infty} \) bound for the second order temporal derivative will play a very important role in the refined error estimate.

### 6.4 The refined error estimate

Now we proceed with the refined error estimate. Taking a discrete inner product with (6.31) by \( 2\tilde{x}^{n+1/2} = \tilde{x}^{n+1} + \tilde{x}^{n} \) leads to

\[
\left\langle \frac{(S_h(x^n, x^{n-1}))^{m-1}}{m(f_0(X))^{m-2}}, \frac{\tilde{x}^{n+1} - \tilde{x}^{n}}{\Delta t}, \tilde{x}^{n+1} + \tilde{x}^{n} \right\rangle + A_0\Delta t(D_h(\tilde{x}^{n+1} - \tilde{x}^{n}), D_h(\tilde{x}^{n+1} + \tilde{x}^{n}))
\]

\[
-\left\langle \frac{f_0(X)}{D_h(W^{n+1} - W^n)}, \frac{\ln(D_h(W^{n+1}) - \ln(D_h(W^n))}{D_h(W^{n+1} - W^n)} - \frac{\ln(D_h(x^{n+1}) - \ln(D_h(x^n))}{D_h(x^{n+1} - x^n)} \right\rangle, D_h(\tilde{x}^{n+1} + \tilde{x}^{n})
\]

\[
= -\left\langle \frac{(S_h(W^n, W^{n-1}))^{m-1} - (S_h(x^n, x^{n-1}))^{m-1}}{m(f_0(X))^{m-2}}, \frac{W^{n+1} - W^n}{\Delta t}, \frac{2\tilde{x}^{n+1/2}}{\Delta t} \right\rangle
\]

\[
-\Delta t^2\left\langle \frac{D_h\tilde{x}^{n+1}}{D_h(W^{n+1} - W^n)D_h(x^{n+1})}, \frac{D_h\tilde{x}^{n}}{D_h(W^n - W^{n-1})D_h(x^{n})}, D_h(\tilde{x}^{n+1} + \tilde{x}^{n}) \right\rangle + \langle \tau^n, \tilde{x}^{n+1} + \tilde{x}^{n} \rangle. \tag{6.96}
\]

For the temporal derivative term, the equality \((\tilde{x}^{n+1} + \tilde{x}^{n})(\tilde{x}^{n+1} - \tilde{x}^{n}) = (\tilde{x}^{n+1})^2 - (\tilde{x}^{n})^2\) implies a similar estimate as in (6.62), (6.34):

\[
\left\langle \frac{(S_h(x^n, x^{n-1}))^{m-1}}{m(f_0(X))^{m-2}}, \frac{\tilde{x}^{n+1} - \tilde{x}^{n}}{\Delta t}, \tilde{x}^{n+1} + \tilde{x}^{n} \right\rangle = \frac{1}{\Delta t}\left( \left\langle \frac{(S_h(x^n, x^{n-1}))^{m-1}}{m(f_0(X))^{m-2}}, \frac{\tilde{x}^{n+1}}{\Delta t} \right\rangle - \left\langle \frac{(S_h(x^n, x^{n-1}))^{m-1}}{m(f_0(X))^{m-2}}, \frac{(\tilde{x}^{n})^2}{\Delta t} \right\rangle \right)
\]

\[
\geq \frac{1}{\Delta t}\left( \left\langle \frac{(S_h(x^n, x^{n-1}))^{m-1}}{m(f_0(X))^{m-2}}, \frac{\tilde{x}^{n+1}}{\Delta t} \right\rangle - \left\langle \frac{(S_h(x^n, x^{n-1}))^{m-1}}{m(f_0(X))^{m-2}}, \frac{(\tilde{x}^{n})^2}{\Delta t} \right\rangle \right) - \tilde{C}_4\|\tilde{x}^{n}\|_2^2. \tag{6.97}
\]

For the second term on the left hand side, the second term on the right hand side of (6.96), and the local truncation error terms, the following bounds could be similarly derived:

\[
A_0\Delta t(D_h(\tilde{x}^{n+1} - \tilde{x}^{n}), D_h(\tilde{x}^{n+1} + \tilde{x}^{n})) = A_0\Delta t(\|D_h\tilde{x}^{n+1}\|_2^2 - \|D_h\tilde{x}^{n}\|_2^2), \tag{6.98}
\]

\[
2\langle \tau^n, \tilde{x}^{n+1} + \tilde{x}^{n} \rangle \leq \|\tau^n\|_2^2 + \|\tilde{x}^{n+1/2}\|_2^2 \leq \|\tau^n\|_2^2 + \frac{1}{2}\|\tilde{x}^{n+1}\|_2^2 + \|\tilde{x}^{n}\|_2^2, \tag{6.99}
\]

\[
-\Delta t^2\left\langle \frac{D_h\tilde{x}^{n+1}}{D_h(W^{n+1} - W^n)D_h(x^{n+1})}, \frac{D_h\tilde{x}^{n}}{D_h(W^n - W^{n-1})D_h(x^{n})}, D_h(\tilde{x}^{n+1} + \tilde{x}^{n}) \right\rangle \leq 2\Delta t^2 \cdot \frac{1}{\Delta t^2}\|D_h\tilde{x}^{n}\|_2^2 \cdot \frac{1}{2}\|\tilde{x}^{n+1}\|_2^2 - \|D_h\tilde{x}^{n}\|_2^2 - \Delta t^2 \cdot \frac{1}{2}\|\tilde{x}^{n}\|_2^2 \leq 2\Delta t^2(\epsilon_0)^{-2}(\|D_h\tilde{x}^{n+1}\|_2^2 + \|D_h\tilde{x}^{n}\|_2^2 + 2\Delta t^2(\epsilon_0)^{-2}\|D_h\tilde{x}^{n}\|_2^2) \leq 2\Delta t^2(\epsilon_0)^{-2}(\|D_h\tilde{x}^{n+1}\|_2^2 + 2\|D_h\tilde{x}^{n}\|_2^2). \tag{6.100}
\]
in which the separation property \( (6.23) \) (for the constructed profile \( W \)), the preliminary estimates \( (6.35), (6.58) \) (for \( x^n \) and \( x^{n+1} \), respectively), have been used in \( (6.100) \).

For the first term on the right-hand side of \( (6.90) \), we cannot count on the estimate \( (6.58) \), since there is no stability control for \( \| D_h \tilde{x}^{n+1/2} \|_2 \). To overcome this difficulty, a summation by parts formula is applied, due to the fact that \( \tilde{x}_0 = \tilde{x}_{M} = 0 \):

\[
-2 \left\langle \frac{(S_h(W^n, W^{n-1}))_{m-1} - (S_h(x^n, x^{n-1}))_{m-1}}{m(f_0(X))_{m-2}} \cdot \frac{W^{n+1} - W^n}{\Delta t}, \tilde{x}^{n+1/2} \right\rangle
= -2 \left\langle \frac{N^{n+1/2} \tilde{D}_h \tilde{x}^{n+1/2}}{m(f_0(X))_{m-2}} \cdot \frac{W^{n+1} - W^n}{\Delta t}, \tilde{x}^{n+1/2} \right\rangle
= 2 \left\langle \tilde{D}_h \left( \frac{N^{n+1/2} W^{n+1} - W^n}{m(f_0(X))_{m-2}} \right), \tilde{x}^{n+1/2} \right\rangle.
\]

(6.101)

Meanwhile, the following observation is made in the finite difference space:

\[
\left\| \tilde{D}_h \left( \frac{N^{n+1/2} W^{n+1} - W^n}{m(f_0(X))_{m-2}} \right), \tilde{x}^{n+1/2} \right\|_2 \leq \left\| D_h \left( \frac{N^{n+1/2} W^{n+1} - W^n}{m(f_0(X))_{m-2}} \right), \tilde{x}^{n+1/2} \right\|_2
\]

\[
\leq \frac{1}{m} \left( \| \tilde{x}^{n+1/2} \|_2 + \| D_h \tilde{x}^{n+1/2} \|_2 \right) \cdot \left( \| N^{n+1/2} \|_\infty + \| D_h N^{n+1/2} \|_\infty \right)
\cdot \left( \| W^{n+1} - W^n \|_\infty + \| D_h (W^{n+1} - W^n) \|_\infty \right)
\cdot \left( \| \frac{1}{m(f_0(X))_{m-2}} \|_\infty + \| D_h \left( \frac{1}{m(f_0(X))_{m-2}} \right) \|_\infty \right)
\leq \frac{1}{m} (\tilde{C}_2 + \tilde{C}_3) \tilde{C}_{13} C^*(\| \tilde{x}^{n+1/2} \|_2 + \| D_h \tilde{x}^{n+1/2} \|_2),
\]

(6.102)

with \( \tilde{C}_{13} := \| \frac{1}{m(f_0(X))_{m-2}} \|_\infty + \| D_h \left( \frac{1}{m(f_0(X))_{m-2}} \right) \|_\infty \),

in which the preliminary \( W^{1,\infty}_h \) estimates \( (6.40), (6.41) \), and the regularity assumption \( (6.26) \) have been repeatedly used in the derivation. Then we arrive at

\[
-2 \left\langle \frac{(S_h(W^n, W^{n-1}))_{m-1} - (S_h(x^n, x^{n-1}))_{m-1}}{m(f_0(X))_{m-2}} \cdot \frac{W^{n+1} - W^n}{\Delta t}, \tilde{x}^{n+1/2} \right\rangle
\leq 2 \tilde{C}_{14} (\| \tilde{x}^{n+1/2} \|_2 + \| D_h \tilde{x}^{n+1/2} \|_2) \| \tilde{x}^{n+1/2} \|_2 + \tilde{C}_{14} \| \tilde{x}^{n+1/2} \|_2^2 + (\tilde{C}^*)^{-2} \| D_h \tilde{x}^{n+1/2} \|_2^2.
\]

(6.103)

Again, the rest work is focused on the error analysis associated with the nonlinear diffusion part, as given by \( (6.59) \). However, the point-wise estimate \( (6.61), (6.65) \) is not useful in the refined analysis any more. Instead, we begin with the following application of higher order Taylor expansion for \( \ln x \), around \( \frac{x^n}{2} \):

\[
\frac{\ln x - \ln x_0}{x - x_0} = \frac{1}{2} + \frac{2}{3} \left( \frac{x + x_0}{2} \right)^2 \cdot \frac{(x - x_0)^2}{8} + \left( \frac{1}{5(\xi(5))^5} + \frac{1}{5(\xi(6))} \right) \cdot \frac{(x - x_0)^4}{32},
\]

(6.104)
with \( \xi^{(5)} \) between \( \frac{x + x_0}{2} \) and \( x \), \( \xi^{(6)} \) between \( \frac{x + x_0}{2} \) and \( x_0 \). This in turn gives

\[
\frac{\ln(D_h W^{n+1}) - \ln(D_h W^n)}{D_h(W^{n+1} - W^n)} = \frac{1}{D_h(W^{n+1} + W^n)} + \frac{2}{3(D_h W^{n+1} W^n)^3} \cdot (D_h(W^{n+1} - W^n))^2
\]

\[
+ \left( \frac{1}{5(\eta^{(1)})^5} + \frac{1}{5(\eta^{(2)})^5} \right) \cdot (D_h(W^{n+1} - W^n))^4,
\]

\[
(6.105)
\]

\[
\frac{\ln(D_h x^{n+1}) - \ln(D_h x^n)}{D_h(x^{n+1} - x^n)} = \frac{1}{D_h(x^{n+1} + x^n)} + \frac{2}{3(D_h x^{n+1} x^n)^3} \cdot (D_h(x^{n+1} - x^n))^2
\]

\[
+ \left( \frac{1}{5(\eta^{(3)})^5} + \frac{1}{5(\eta^{(4)})^5} \right) \cdot (D_h(x^{n+1} - x^n))^4,
\]

\[
(6.106)
\]

with

\[
\eta^{(1)} \text{ between } D_h\left( \frac{W^{n+1} + W^n}{2} \right) \text{ and } D_h W^{n+1}, \quad \eta^{(2)} \text{ between } D_h\left( \frac{W^{n+1} + W^n}{2} \right) \text{ and } D_h W^n,
\]

\[
\eta^{(3)} \text{ between } D_h\left( \frac{x^{n+1} + x^n}{2} \right) \text{ and } D_h x^{n+1}, \quad \eta^{(4)} \text{ between } D_h\left( \frac{x^{n+1} + x^n}{2} \right) \text{ and } D_h x^n.
\]

Then we arrive at a decomposition for \( N \mathcal{L}^ {n+1/2} \):

\[
N \mathcal{L}^{n+1/2} = N \mathcal{L}^{(1)} + N \mathcal{L}^{(2)} + N \mathcal{L}^{(3)}, \quad \text{with}
\]

\[
N \mathcal{L}^{(1)} = - \frac{1}{D_h(W^{n+1} + W^n)} + \frac{1}{D_h(x^{n+1} + x^n)} = \frac{D_h \tilde{x}^{n+1/2}}{D_h(W^{n+1} + W^n)}, \quad (6.107)
\]

\[
N \mathcal{L}^{(2)} = \frac{1}{D_h(W^{n+1} + W^n)} - \left( \frac{(D_h(W^{n+1} - W^n))^2}{(D_h(x^{n+1} + x^n))^3} + \frac{(D_h(x^{n+1} - x^n))^2}{(D_h(x^{n+1} + x^n))^3} \right), \quad (6.108)
\]

\[
N \mathcal{L}^{(3)} = \frac{1}{160} \left( - \left( \frac{1}{\eta^{(1)}} \right)^5 + \frac{1}{\eta^{(2)}} \frac{1}{(D_h(W^{n+1} - W^n))^4}
\]

\[
+ \left( \frac{1}{\eta^{(3)}} + \frac{1}{\eta^{(4)}} \right) (D_h(x^{n+1} - x^n))^4 \right), \quad (6.109)
\]

For the leading expansion \( N \mathcal{L}^{(1)} \), the following nonlinear estimate is available:

\[
\langle N \mathcal{L}^{(1)}, 2D_h \tilde{x}^{n+1/2} \rangle = \left\langle \frac{2}{D_h(W^{n+1} + W^n)} \cdot D_h \left( \frac{x^{n+1} + x^n}{2} \right), (D_h \tilde{x}^{n+1/2})^2 \right\rangle
\]

\[
\geq \frac{2}{(C^*)^2} \|D_h \tilde{x}^{n+1/2}\|_2^2, \quad (6.110)
\]

with repeated applications of (6.40), (6.41) and (6.26). The second expansion \( N \mathcal{L}^{(2)} \) could have a further decomposition: \( N \mathcal{L}^{(2)} = N \mathcal{L}^{(2),1} + N \mathcal{L}^{(2),2} \), with

\[
N \mathcal{L}^{(2),1} = - \frac{D_h(W^{n+1} - W^n + x^{n+1} - x^n)}{(D_h(W^{n+1/2}))^3} \cdot D_h \left( \tilde{x}^{n+1} - \tilde{x}^n \right), \quad (6.111)
\]

\[
N \mathcal{L}^{(2),2} = N \mathcal{L}^{(2)} \cdot D_h \tilde{x}^{n+1/2} \cdot (D_h(x^{n+1} - x^n))^2, \quad (6.112)
\]

\[
N \mathcal{L}^{(2)} = \frac{(D_h W^{n+1/2})^2 + (D_h W^{n+1/2})(D_h x^{n+1/2}) + (D_h x^{n+1/2})^2}{(D_h W^{n+1/2})^3(D_h x^{n+1/2})^3}. \quad (6.113)
\]

We notice a bound for the nonlinear coefficient \( N \mathcal{L}^{(2)} \):

\[
|N \mathcal{L}^{(2)}| \leq \frac{3(\bar{C}^*)^2}{2(\epsilon_0^*)^2} = 6(\bar{C}^*)^2(\epsilon_0^*)^{-2} := \tilde{C}_{15}, \quad \text{by} \quad (6.25), \ (6.26), \ (6.35), \ (6.88). \quad (6.114)
\]
This in turn yields an estimate for the term associated with $\mathcal{N}\mathcal{L}^{(2),2}$:

$$\langle \mathcal{N}\mathcal{L}^{(2),1}, 2D_h\tilde{x}^{n+1/2} \rangle \geq -2\bar{C}_{16} \Delta t \| D_h\tilde{x}^{n+1/2} \|_2^2, \quad \text{with } \bar{C}_{16} := \bar{C}_{15} (C^* + 1)^2,$$  

(6.115)

in which a point-wise bound $\| D_h(x^{n+1} - x^n) \|_{\infty} \leq (C^* + 1)\Delta t$ comes from (6.26), (6.35) and (6.87). For $\mathcal{N}\mathcal{L}^{(2),1}$, we introduce the following discrete function

$$\gamma^{n+1/2} := -\frac{D_h(W^{n+1} - W^n)}{(D_hW^{n+1/2})^3} + \frac{D_h(x^{n+1} - x^n)}{(D_hW^{n+1/2})^3}, \quad \text{so that (6.116)}$$

$$\langle \mathcal{N}\mathcal{L}^{(2),1}, D_h(\tilde{x}^{n+1} + \tilde{x}^n) \rangle = \Delta t \langle \gamma^{n+1/2}, (D_h\tilde{x}^{n+1})^2 - (D_h\tilde{x}^n)^2 \rangle$$

$$= \Delta t \langle [\gamma^{n+1/2}, (D_h\tilde{x}^{n+1})^2] - \langle \gamma^{n-1/2}, (D_h\tilde{x}^n)^2 \rangle - \Delta t \langle \gamma^{n+1/2} - \gamma^{n-1/2}, (D_h\tilde{x}^n)^2 \rangle \rangle.$$  

(6.117)

For the last correction term, the following observation is made:

$$\gamma^{n+1/2} - \gamma^{n-1/2} = -\frac{\Delta t D_h(D^2_h W^n) + \Delta t D_h(D^2_h x^n)}{(D_hW^{n+1/2})^3}$$

$$+ \mathcal{N}\mathcal{L}^{(2)} \cdot \left( \frac{D_h(W^{n+1} - W^n)}{\Delta t} + \frac{D_h(x^{n+1} - x^n)}{\Delta t} \right) \cdot D_h\tilde{x}^{n+1/2}.$$  

(6.118)

Meanwhile, a $\| \cdot \|_{W,1,\infty}$ bound for $D^2_h x^n$ is available, as a result of the further rough estimate (6.95) and the regularity assumption (6.26) for $W$:

$$\| D_h(D^2_h x^n) \|_{\infty} \leq \| D_h(D^2_h W^n) \|_{\infty} + \| D_h(D^2_h \tilde{x}^n) \|_{\infty} \leq C^* + \frac{\epsilon^*}{2} = \bar{C}^*.$$  

(6.119)

This in turn implies an $O(\Delta t)$ estimate for the first part, in combination with (6.24):

$$\Delta t \left| \frac{D_h(D^2_h W^n) + D_h(D^2_h x^n)}{(D_hW^{n+1/2})^3} \right| \leq \frac{C^* + \bar{C}^*}{(\epsilon^*_0)^3} \Delta t.$$  

(6.120)

A similar bound for the second part is also available, which comes from (6.26), (6.34), (6.94) and (6.114):

$$\left| \mathcal{N}\mathcal{L}^{(2)} \cdot \left( \frac{D_h(W^{n+1} - W^n)}{\Delta t} + \frac{D_h(x^{n+1} - x^n)}{\Delta t} \right) \cdot D_h\tilde{x}^{n+1/2} \right| \leq (2C^* + 1)\bar{C}_{15}(\bar{C} + \bar{C}_3)(\Delta t^{\frac{3}{2}} + h^{\frac{5}{2}}) \leq \Delta t.$$  

(6.121)

Therefore, an $O(\Delta t)$ bound for $\gamma^{n+1/2} - \gamma^{n-1/2}$ is obtained:

$$\| \gamma^{n+1/2} - \gamma^{n-1/2} \|_{\infty} \leq \bar{C}_{17} \Delta t, \quad \text{with } \bar{C}_{17} := (C^* + \bar{C}^*) (\epsilon^*_0)^{-3} + 1,$$  

(6.122)

so that the nonlinear inner product associated with $\mathcal{N}\mathcal{L}^{(2),1}$ could be analyzed as follows:

$$\langle \mathcal{N}\mathcal{L}^{(2),1}, D_h(\tilde{x}^{n+1} + \tilde{x}^n) \rangle \geq \Delta t \langle (\gamma^{n+1/2}, (D_h\tilde{x}^{n+1})^2) - (\gamma^{n-1/2}, (D_h\tilde{x}^n)^2) \rangle$$

$$- \bar{C}_{17} \Delta t^2 \| D_h\tilde{x}^n \|_2^2.$$  

(6.123)

Its combination with (6.115) yields the nonlinear estimate for $\mathcal{N}\mathcal{L}^{(2)}$:

$$\langle \mathcal{N}\mathcal{L}^{(2)}, D_h(\tilde{x}^{n+1} + \tilde{x}^n) \rangle \geq \Delta t \langle (\gamma^{n+1/2}, (D_h\tilde{x}^{n+1})^2) - (\gamma^{n-1/2}, (D_h\tilde{x}^n)^2) \rangle$$

$$- \bar{C}_{18} \Delta t^2 \| D_h\tilde{x}^{n+1} \|_2^2 + \| D_h\tilde{x}^n \|_2^2, \quad \text{with } \bar{C}_{18} = \bar{C}_{16} + \bar{C}_{17}.$$  

(6.124)
The analysis for \(\mathcal{N}\mathcal{L}^{(3)}\) is similar for that of \(\mathcal{N}\mathcal{L}^{(2)}\). We are able to obtain the following estimate; the technical details are skipped for the sake of brevity.

\[
\langle \mathcal{N}\mathcal{L}^{(3)}, D_h(x^{n+1} + \tilde{x}^n) \rangle \geq - \tilde{C}_{19} \Delta t^2 (\|D_h \tilde{x}^{n+1}\|_2^2 + \|D_h \tilde{x}^n\|_2^2) - (\Delta t^4 + h^4)^2. \tag{6.125}
\]

A combination of (6.110), (6.124) and (6.125) results in an estimate for \(\mathcal{N}\mathcal{L}^{n+1/2}\):

\[
\langle \mathcal{N}\mathcal{L}^{n+1/2}, 2D_h \tilde{x}^{n+1/2} \rangle \geq \frac{2}{(C^*)^2} \Delta t^2 (\|D_h \tilde{x}^{n+1/2}\|_2^2 + \Delta t((\gamma^{n+1/2}, (D_h \tilde{x}^{n+1/2})) - (\gamma^{n+1/2}, (D_h \tilde{x}^n))\rangle)
- \tilde{C}_{20} \Delta t^2 (\|D_h \tilde{x}^{n+1}\|_2^2 + \|D_h \tilde{x}^n\|_2^2) - (\Delta t^4 + h^4)^2, \tag{6.126}
\]

with \(\tilde{C}_{20} = \tilde{C}_{18} + \tilde{C}_{19}\).

Finally, a substitution of (6.97), (6.100), (6.103) and (6.126) into (6.96) results in

\[
\langle \frac{(S_h(x^n, x^{n-1}))^{m-1}}{m(f_0(X))^{m-2}}, (\tilde{x}^{n+1/2}) \rangle + \frac{1}{(C^*)^2} \Delta t (\|D_h \tilde{x}^{n+1/2}\|_2^2
+ A_0 \Delta t^2 (\|D_h \tilde{x}^{n+1}\|_2^2 - \|D_h \tilde{x}^n\|_2^2 + \Delta t((\gamma^{n+1/2}, (D_h \tilde{x}^{n+1/2})) - (\gamma^{n+1/2}, (D_h \tilde{x}^n))\rangle)
\leq \langle \frac{(S_h(x^n, x^{n-1}))^{m-1}}{m(f_0(X))^{m-2}}, (\tilde{x}^{n+1}) \rangle + \tilde{C}_{22} \Delta t (\|D_h \tilde{x}^{n+1}\|_2^2 + \tilde{C}_{23} \Delta t \|\tilde{x}^n\|_2^2 + \tilde{C}_{21} \Delta t \|D_h \tilde{x}^{n-1}\|_2^2
+ \tilde{C}_{24} \Delta t \|D_h \tilde{x}^{n+1}\|_2^2 + \|D_h \tilde{x}^n\|_2^2 + \Delta t \|\gamma^n\|_2^2 + (\Delta t^4 + h^4)^2, \tag{6.127}
\]

with \(\tilde{C}_{21} = \tilde{C}_{14} + \tilde{C}_{14}^2 (C^*)^2, \tilde{C}_{22} = \frac{\tilde{C}_{21}}{2} + \frac{\tilde{C}_{24}}{2} + 2, \tilde{C}_{23} = \frac{\tilde{C}_{21}}{2} + \frac{\tilde{C}_{24}}{2} + \frac{\tilde{C}_{25}}{4}, \tilde{C}_{24} = \tilde{C}_{20} + 4(e_0)^{-2}.

Subsequently, a summation in time gives

\[
\langle \frac{(S_h(x^n, x^{n-1}))^{m-1}}{m(f_0(X))^{m-2}}, (\tilde{x}^{n+1}) \rangle + \frac{1}{(C^*)^2} \Delta t \sum_{k=0}^{n} \|D_h \tilde{x}^{k+1/2}\|_2^2
+ \Delta t^2 \left( A_0 \|D_h \tilde{x}^{n+1}\|_2^2 + \|\gamma^{n+1/2}, (D_h \tilde{x}^{n+1/2})\rangle\right)
\leq \tilde{C}_{25} \Delta t \sum_{k=0}^{n+1} \|\tilde{x}^k\|_2^2 + 2\tilde{C}_{24} \Delta t \sum_{k=0}^{n+1} \|D_h \tilde{x}^k\|_2^2 + C(\Delta t^4 + h^4)^2, \tag{6.128}
\]

with \(\tilde{C}_{25} = \tilde{C}_{22} + \tilde{C}_{23} + \frac{\tilde{C}_{24}}{2}. \) Meanwhile, by the definition of \(\gamma^{n+1/2}\) (6.116), we have

\[
\|\gamma^{n+1/2}\|_\infty \leq \frac{2C^* + 1}{(e_0)^3}, \quad \text{by (6.26), (6.35), (6.87).} \tag{6.129}
\]

In turn, by taking \(A_0 = (2C^* + 1)(e_0)^{-3} + 1, \) and making use of the inequality (6.78), we obtain

\[
\tilde{C}_8 \|\tilde{x}^{n+1}\|_2^2 + \frac{1}{(C^*)^2} \Delta t \sum_{k=0}^{n} \|D_h \tilde{x}^{k+1/2}\|_2^2 + \Delta t^2 \|D_h \tilde{x}^{n+1}\|_2^2
\leq \tilde{C}_{25} \Delta t \sum_{k=0}^{n+1} \|\tilde{x}^k\|_2^2 + 2\tilde{C}_{24} \Delta t^3 \sum_{k=0}^{n+1} \|D_h \tilde{x}^k\|_2^2 + C(\Delta t^4 + h^4)^2. \tag{6.130}
\]

Therefore, an application of discrete Gronwall inequality (in the integral form) leads to the desired higher order convergence estimate

\[
\|\tilde{x}^{n+1}\|_2 + \left( (\tilde{C}^*)^{-2} \Delta t \sum_{m=0}^{n} \frac{1}{2} D_h(\tilde{x}^{m+1} + \tilde{x}^m)\|_2^2 \right)^{1/2} \leq \tilde{C}_4 (\Delta t^4 + h^4). \tag{6.131}
\]

This completes the refined error estimate.
6.5 Recovery of the a-priori assumption (6.32)

With the higher order error estimate (6.131) at hand, we conclude that the a-priori assumption in (6.32) is satisfied at the next time step \( t^{n+1} \), since \( \hat{C}_4 \) takes a following form:

\[
\hat{C}_4 \leq C \exp \left( \frac{(\hat{C}_{25} + 2\hat{C}_{24})t^{n+1}}{\min(\hat{C}_8, 1)} \right) \leq \hat{C} := C \exp \left( \frac{(\hat{C}_{25} + 2\hat{C}_{24})T}{\min(\hat{C}_8, 1)} \right),
\]

(6.132)

We also notice that \( \hat{C}_8, \hat{C}_{24} \) and \( \hat{C}_{25} \) are independent of \( C \). Therefore, the a-priori assumption in (6.32) is satisfied, so that an induction analysis could be applied. This finishes the higher order convergence analysis.

Finally, the convergence estimate (6.3) is a direct consequence of (6.131), combined with the definition (6.4) of the constructed approximate solution \( W \). This completes the proof of Theorem 6.1.

7 Convergence analysis of Newton’s iteration

In this section, we prove the convergence of damped Newton’s iteration (3.5) in the convex set \( Q \), based on self-concordant \([4, 15]\). The definition of self-concordant is given as following:

Definition 7.1. Let \( G \) be a finite-dimensional real vector space, \( Q \) be an open nonempty convex subset of \( G \), \( \Lambda : Q \rightarrow \mathbb{R} \) be a function, \( a > 0 \). \( \Lambda \) is called self-concordant on \( Q \) with the parameter value \( a \), if \( \Lambda \in C^3 \) is a convex function on \( Q \), and, for all \( x \in Q \) and all \( u \in G \), the following inequality holds:

\[
|D^2\Lambda(x)[u,u,u]| \leq 2a^{-1/2}(D^2\Lambda(x)[u,u])^{3/2}
\]

\( (D^k\Lambda(x)[u_1,\ldots,u_k] \) henceforth denotes the value of the \( k \)th differential of \( \Lambda \) taken at \( x \) along the collection of directions \( u_1,\ldots,u_k \) \([4,15]\).

The self-concordant function has two typical characteristic \([4, 15]\):

- Linear and (convex) quadratic functions are evidently self-concordant, since they have zero third derivative.
- A function \( f : \mathcal{R}^n \rightarrow R \) is self-concordant if it is self-concordant along every line in its domain.

Theorem 7.2. Suppose \( f_0(X) \in \mathcal{E}_X \) is the initial distribution with a positive lower bound for \( X \in Q \) and \( a := (h \min_{0 \leq i \leq M} f_0(X_i))/2C_{\text{Newton}}^2 \) with a positive constant \( C_{\text{Newton}} \), then \( F(\hat{x}) \), defined in (4.3)-(4.6), is a self-concordant function and Newton’s iteration (3.5) is convergent in \( Q \).

Proof. Since linear and quadratic functions have zero third derivative, \( F_1(\hat{x}) \) and \( F_3(\hat{x}) \) are self-concordant. We just need to prove \( F_2(\hat{x}) \) and \( F_4(\hat{x}) \) are self-concordant along every line in \( Q \).

Suppose \( x^n \in Q \) and let

\[
\xi_{i-\frac{1}{2}} := \frac{D_h x_i^\frac{1}{2}}{1 + D_h \hat{x}_{i-\frac{1}{2}}}, \quad i = 1,\ldots,M.
\]

Then \( \xi_{i-\frac{1}{2}} > 0, \quad i = 1,\ldots,M \). For \( \forall i = 1,\ldots,M \), we can obtain

\[
\frac{\partial F_2(\hat{x}_i)}{\partial \hat{x}_i} = \frac{f_0(X_{i-\frac{1}{2}})}{1 + D_h \hat{x}_{i-\frac{1}{2}} - D_h x_i^\frac{1}{2}} \ln(\xi_{i-\frac{1}{2}}) - \frac{f_0(X_{i+\frac{1}{2}})}{1 + D_h \hat{x}_{i+\frac{1}{2}} - D_h x_i^\frac{1}{2}} \ln(\xi_{i+\frac{1}{2}}),
\]

25
\[ \frac{\partial^2 F_2(\hat{x}_i)}{\partial x_i^2} = - \frac{f_0(X_{i-\frac{1}{2}})}{h \left( 1 + D_h \hat{x}_{i-\frac{1}{2}} - D_h x_{i-\frac{1}{2}} \right)^2} \left[ (1 - \xi_{i-\frac{1}{2}}) + \ln(\xi_{i-\frac{1}{2}}) \right] \]
\[ - \frac{f_0(X_{i+\frac{1}{2}})}{h \left( 1 + D_h \hat{x}_{i+\frac{1}{2}} - D_h x_{i+\frac{1}{2}} \right)^2} \left[ (1 - \xi_{i+\frac{1}{2}}) + \ln(\xi_{i+\frac{1}{2}}) \right]. \]

\[ |\frac{\partial^3 F_2(\hat{x}_i)}{\partial x_i^3}| = \left| \frac{2f_0(X_{i-\frac{1}{2}})}{h^2 \left( 1 + D_h \hat{x}_{i-\frac{1}{2}} - D_h x_{i-\frac{1}{2}} \right)^3} \left[ (1 - \xi_{i-\frac{1}{2}}) + \ln(\xi_{i-\frac{1}{2}}) + \frac{1}{2}(1 - \xi_{i-\frac{1}{2}})^2 \right] \right| \]
\[ - \frac{2f_0(X_{i+\frac{1}{2}})}{h^2 \left( 1 + D_h \hat{x}_{i+\frac{1}{2}} - D_h x_{i+\frac{1}{2}} \right)^3} \left[ (1 - \xi_{i+\frac{1}{2}}) + \ln(\xi_{i+\frac{1}{2}}) + \frac{1}{2}(1 - \xi_{i+\frac{1}{2}})^2 \right]\]
\[ \leq \left| \frac{2f_0(X_{i-\frac{1}{2}})}{h^2 \left( 1 + D_h \hat{x}_{i-\frac{1}{2}} - D_h x_{i-\frac{1}{2}} \right)^3} \left[ (1 - \xi_{i-\frac{1}{2}}) + \ln(\xi_{i-\frac{1}{2}}) + \frac{1}{2}(1 - \xi_{i+\frac{1}{2}})^2 \right] \right| \]
\[ + \frac{2f_0(X_{i+\frac{1}{2}})}{h^2 \left( 1 + D_h \hat{x}_{i+\frac{1}{2}} - D_h x_{i+\frac{1}{2}} \right)^3} \left[ (1 - \xi_{i+\frac{1}{2}}) + \ln(\xi_{i+\frac{1}{2}}) + \frac{1}{2}(1 - \xi_{i+\frac{1}{2}})^2 \right]. \]

Note that
\[ \ln t = \ln(1 + (t - 1)) = (t - 1) - \frac{1}{2}(t - 1)^2 + O(t - 1)^3, \quad \forall t > 0, \]

hence there exists a constant \( C_{\text{Newton}} > 0 \) such that
\[
\left[ (1 - \xi_{i-\frac{1}{2}}) + \ln(\xi_{i-\frac{1}{2}}) + \frac{1}{2}(1 - \xi_{i-\frac{1}{2}})^2 \right]^2 \leq C_{\text{Newton}} \left[ -(1 - \xi_{i-\frac{1}{2}}) - \ln(\xi_{i-\frac{1}{2}}) \right]^3. \]

If the parameter \( a := (h \min_{0 \leq i \leq M} f_0(X_i))/2C_{\text{Newton}}^2, \) we obtain
\[
\left| \frac{2f_0(X_{i-\frac{1}{2}})}{h^2 \left( 1 + D_h \hat{x}_{i-\frac{1}{2}} - D_h x_{i-\frac{1}{2}} \right)^3} \left[ (1 - \xi_{i-\frac{1}{2}}) + \ln(\xi_{i-\frac{1}{2}}) + \frac{1}{2}(1 - \xi_{i-\frac{1}{2}})^2 \right] \right|^2 \leq 2a^{-\frac{1}{2}} \left( \frac{f_0(X_{i-\frac{1}{2}})}{h \left( 1 + D_h \hat{x}_{i-\frac{1}{2}} - D_h x_{i-\frac{1}{2}} \right)^2} \left[ (1 - \xi_{i-\frac{1}{2}}) + \ln(\xi_{i-\frac{1}{2}}) \right] \right)^3, \forall i = 1, \ldots, M. \]

So \( F_2(\hat{x}) \) is self-concordant. By the similar method, \( F_4(\hat{x}) \) is also self-concordant. Based on Theorem 2.2.3 in [15], Newton’s iteration is convergent in \( Q. \)

8 The numerical results

In this section, we present an example with a positive state to demonstrate the convergence rate of the numerical scheme.
Before that, we define the error of a numerical solution measured in the $L^2$ and $L^\infty$ norms as:

$$
\|e_h\|_2^2 = \frac{1}{2} \left( e_{h_0}^2 h x_0 + \sum_{i=1}^{M-1} e_{h_i}^2 h x_i + e_{h_M}^2 h x_M \right),
$$

and

$$
\|e_h\|_\infty = \max_{0 \leq i \leq M} \{|e_{h_i}|\},
$$

where $e_h = (e_{h_0}, e_{h_1}, \ldots, e_{h_M})$ and for the error of the density $e_h^f := f - f_h$,

$$
h x_i = x_{i+1} - x_{i-1}, \quad 1 \leq i \leq M - 1; \quad h x_0 = x_1 - x_0; \quad h x_M = x_M - x_{M-1},
$$

and for the error of the trajectory $e_h^x := x - x_h$,

$$
h x_i = 2 h, \quad 1 \leq i \leq M - 1, \quad h x_0 = h x_M = h,
$$

where $h$ is the spatial step.

Consider the problem (2.1)-(2.4) in dimension one with a smooth positive initial data

$$
f_0(x) = 0.5 - (x - 0.5)^2, \quad x \in \Omega := [0, 1].
$$

Firstly, the trajectory equation (2.6) with the initial and boundary condition (2.7)-(2.8) can be solved by the fully discrete scheme (3.4). Subsequently, the density function $f$ and trajectory $x$ can be approximated by (3.5). The reference “exact” solution is obtained numerically on a much finer mesh with $h = \frac{1}{1000}$, $\tau = h$. We choose $a = (h \min_{0 \leq i \leq M} f_0(X_i))/2$ in Theorem 7.2.

Table 1 shows the second order convergence for density $f$ and trajectory $x$ in the $L^2$ and $L^\infty$ norm with both $m = \frac{5}{3}$ and $m = 2$ at time $t = 0.05$. The results verify the optimal convergence rate of the numerical scheme.

| $m = \frac{5}{3}$ | $m = 2$ |
|------------------|--|
| $h$ $\tau$ $\|e_h^f\|_2$ Order $\|e_h^f\|_\infty$ Order $\|e_h^x\|_2$ Order $\|e_h^x\|_\infty$ Order $\|e_h^f\|_2$ Order $\|e_h^f\|_\infty$ Order $\|e_h^x\|_2$ Order $\|e_h^x\|_\infty$ Order |
| 1/200 1/200 1.509e-04 3.275e-04 1.549e-04 3.235e-04 | 1/200 1/200 1.509e-04 3.275e-04 1.549e-04 3.235e-04 |
| 1/400 1/400 3.620e-05 2.056 8.421e-05 1.960 1.871e-05 2.021 1.934e-05 2.029 | 1/400 1/400 3.620e-05 2.056 8.421e-05 1.960 1.871e-05 2.021 1.934e-05 2.029 |
| 1/800 1/800 8.955e-06 2.092 2.033e-05 2.050 4.464e-06 2.067 4.617e-06 2.069 | 1/800 1/800 8.955e-06 2.092 2.033e-05 2.050 4.464e-06 2.067 4.617e-06 2.069 |
| 1/1600 1/1600 1.887e-06 2.170 4.696e-06 2.114 1.060e-06 2.158 1.036e-06 2.156 | 1/1600 1/1600 1.887e-06 2.170 4.696e-06 2.114 1.060e-06 2.158 1.036e-06 2.156 |

$^1$ $\tau$ is the time step and $h$ is the space step.

9 Concluding remarks

The porous medium equation, based on an energetic variational approach, is taken into consideration. We develop and analyze a second order accurate numerical scheme. The unique solvability, energy stability are proved with the help of the convexity analysis. In addition, we provide a detailed convergence analysis for the proposed numerical scheme, which is accomplished by a higher order asymptotic expansion of the numerical solution, combined with two step error estimates: a rough estimate is to control the highly nonlinear term in a discrete $W^{1,\infty}$ norm, and a refined estimate is to derive the optimal error order. The convergence of the Newton’s iteration is analyzed as well. Some numerical examples are presented.
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A Proof of Lemma 6.5

A direct calculation gives

\[ q_1'(x) = -\frac{1}{x}(x - x_0) - \ln(x - \ln x_0) > 0, \]  

(A.1)

in which the convexity of \(-\ln x\) (for \(x > 0\)) has been applied:

\[ -\frac{1}{x}(x - x_0) + (\ln x - \ln x_0) > 0. \]  

(A.2)

Meanwhile, a detailed Taylor expansion leads to

\[ \ln x - \ln x_0 = \frac{1}{x}(x - x_0) + \frac{1}{2\zeta^2}(x - x_0)^2, \]  

(A.3)

which in turn implies that

\[ q_1'(x) = -\frac{1}{x}(x - x_0) - \ln(x - \ln x_0) = \frac{1}{2\zeta^2}, \]  

(A.4)

with \(\zeta\) between \(x_0\) and \(x\).

Therefore, an application of the intermediate value theorem indicates that

\[ q_1(y) - q_1(x) = q_1'(\eta)(y - x), \]  

with \(\eta\) between \(x\) and \(y\),

(A.5)

\[ q_1'(\eta) = \frac{1}{2\zeta_\eta^2}, \]  

(A.6)

with \(\zeta_\eta\) between \(x_0\) and \(\eta\).

Of course, a careful analysis implies that

\[ q_1'(\eta) = \frac{1}{2\zeta_\eta^2}, \quad q_1'(\eta) \text{ is between } \frac{1}{2y^2}, \frac{1}{2x^2}, \text{ and } \frac{1}{2x_0^2}, \forall x > 0, y > 0. \]  

(A.7)

This completes the proof of Lemma 6.5.

A further calculation gives

\[ q_1''(x) = -\frac{1}{x^2}(x - x_0)^3 - 2(x - x_0)\left(\frac{1}{x}(x - x_0) - \ln(x - \ln x_0)\right) \leq 0, \]  

(A.8)

for any \(x > 0\), in which a higher order Taylor expansion has been applied:

\[ \ln x - \ln x_0 = \frac{1}{x}(x - x_0) + \frac{1}{2x^2}(x - x_0)^2 + \frac{1}{3\zeta^3}(x - x_0)^3, \]  

(A.9)

with \(\zeta\) between \(x_0\) and \(x\).

As a direct consequence, by an introduction of \(q_2(x) := \frac{q_1(y) - q_1(x)}{y - x}\) for a fixed \(y > 0\), we get

\[ q_2'(x) = -q_1'(x)(y - x) + \frac{(q_1(y) - q_1(x))}{(y - x)^2} \leq 0, \]  

(A.10)

since \(q_1(y)\) is concave: \(-q_1'(x)(y - x) + (q_1(y) - q_1(x)) \leq 0, \forall y > 0, x > 0.\)

This completes the proof of Lemma 6.5.
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