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Abstract—In this paper, we consider the average age minimization problem where a central entity schedules \( M \) users among the \( N \) available users for transmission over unreliable channels. It is well-known that obtaining the optimal policy, in this case, is out of reach. Accordingly, the Whittle’s index policy has been suggested in earlier works as a heuristic for this problem. However, the analysis of its performance remained elusive. In the sequel, we overcome these difficulties and provide rigorous results on its asymptotic optimality in the many-users regime. Specifically, we first establish its optimality in the neighborhood of a specific system’s state. Next, we extend our proof to the global case under a recurrence assumption, which we verify numerically. These findings showcase that the Whittle’s index policy has analytically provable optimality in the many-users regime for the AoI minimization problem. Finally, numerical results that showcase its performance and corroborate our theoretical findings are presented.

I. INTRODUCTION

In the last decade, technological advances in the areas of sensors and wireless communications led to the emergence of a variety of new applications. Among the diverse functionalities provided by these applications, we cite monitoring, tracking, and even controlling operations in the physical world. For example, sensors can be interconnected to report environmental conditions or provide crucial data, such as the velocity and position in vehicular networks. To achieve the best performance, these applications rely heavily on the timely delivery of the data involved. To quantify this notion of timeliness, the Age of Information (AoI) was proposed [1]. The AoI measures the information time-lag at the monitor side and, accordingly, its minimization is regarded as a means to achieve the freshness of information at the receiver side.

Due to the large number of applications where timeliness of information is required, the AoI has captured a lot of research attention in recent years [1]–[9]. Since its inception, the AoI has been investigated in typical First-Come First-Served queuing settings [1]. Packet management and the discard of stale packets were shown to further reduce the AoI in [10]. Additionally, a wide range of applications were explored using the AoI as a performance metric [11], [12]. In the framework of remote estimation, new performance measures influenced by the AoI were proposed [13], [14]. For example, the age of incorrect information was proposed in [14]. Priority-based queuing has also been extensively studied in the age literature and is still gaining recent research attention [15]–[17].

Scheduling problems, which aim to minimize the AoI, have been widely explored in the literature [18]–[22]. For example, distributed scheduling solutions were proposed in [21], [22]. Specifically, back-off timers were optimized to minimize the average age in CSMA environments in [22]. Among the scheduling problems tackled in the literature, we cite the following: consider \( N \) users communicating with a central entity over unreliable channels where at most \( M \) users can transmit simultaneously. What is the age-optimal strategy in this case? This problem is considered a fundamental one due to its wide range of applications and, therefore, has been previously investigated in [18]. The authors in [18] have shown that a greedy algorithm is optimal when users have identical channel statistics. In the asymmetric case, sub-optimal policies were proposed, one of which is the Whittle’s index policy [18].

The Whittle’s index policy revolves around: 1) assigning an index to each user based on its age and channel statistics, 2) scheduling the \( M \) users with the highest indices. This policy has been previously adopted for a large variety of scenarios (e.g., delay minimization [23], [24] and throughput maximization [25]–[27]). The main interest in this policy stems from its simplicity and notable performance [23]–[28]. However, the analysis of its performance is known to be challenging and, accordingly, remains elusive in the average age minimization framework. In fact, thus far in the age literature, a bound on its performance has been developed in [18], and numerical implementations of this policy were done for several scenarios (e.g., [29]–[31]). In the sequel, we overcome these difficulties and provide rigorous analytical results on its performance. More specifically, we prove that the aforementioned policy is age-optimal for the general asymmetrical case in the many-users regime. The many-users settings present themselves as an interesting regime to explore due to the astronomical growth in the number of interconnected devices. It is forecasted that over 25 billion IoT devices will be installed by 2020, mainly through wireless networks. For example, machine-type communications and the IoT in 5G networks require supporting tens of thousands of connected devices in a single cell. Therefore, the characterization of the optimal scheduling policies in this asymptotic regime is of paramount importance. Knowing that the freshness of information is of broad interest...
in IoT applications, we emphasize on the importance of the analytical results laid out in our paper. To that end, the following are our key contributions:

- First, we propose a modified version of the standard age metric. This version will provide us with analytical benefits throughout our paper. We note that this proposed measure can be made arbitrarily close to the traditional age metric as desired.
- Afterward, we formulate the problem of minimizing the average modified age of the network when $M$ among $N$ users can communicate with a central entity simultaneously. Since the problem belongs to the family of Restless Multi-Armed Bandit (RMAB) problems, finding the optimal policy is known to be out of reach. Accordingly, we present a relaxed version of the problem and tackle it through a Lagrangian approach. Subsequently, we find the Whittle’s index expressions and establish the Whittle’s index policy for the original scheduling problem.

Next, we introduce a fluid limit model to approximate the behavior of the system when the Whittle’s index policy is employed. As $N$ increases, we prove that the fluid limit can be made arbitrarily close to the actual system state evolution. Therefore, we mainly focus on the evolution of the fluid limit vector in our analysis. By leveraging matrices tools, we show that this vector converges to a unique fixed point. We use these results to establish the optimality of the Whittle’s index policy in the neighborhood of the fixed point. Finally, under a recurrence assumption which we verify numerically, we extend our results to any random initial system state. These results put into perspective the analytically proven optimality of the Whittle’s index policy. Lastly, we provide numerical results that corroborate these theoretical findings.

The rest of the paper is organized as follows: Section II is dedicated to the system model. Section III incorporates our analysis of the scheduling problem where we provide key structural results on its optimal solution and establish the Whittle’s index scheduling policy. In Section IV and V, we present the main contribution of the paper where we prove the asymptotic optimality of the Whittle’s index policy. Numerical results that corroborate these findings are given in Section VI while Section VII concludes the paper.

II. SYSTEM MODEL

A. Network description

We consider in our paper $N$ users that generate and send status updates to a central entity. The goal is to let the central entity have the freshest knowledge possible of the information carried by each user. Due to the limited amount of resources, only $M < N$ users can transmit simultaneously and a scheduling scheme has to be adopted to achieve the aforementioned goal. Let $\alpha = \frac{M}{N} \in [0, 1]$ be the portion of the $N$ users that can transmit simultaneously. Time is considered to be discrete and normalized to the time slot duration (i.e., $t = 0, 1, 2, \ldots$). At time $t$, if user $i$ is among the scheduled users, this user generates a packet and sends it to the central entity during this time slot. The transmitted packet is successfully decoded by the receiver at time $t + 1$ with a probability $p_i$ and a transmission error occurs with probability $1 - p_i$. In practice, users may share similar channel conditions. Accordingly, we suppose that users are divided into $K$ classes such that the probability of successful transmission for users in class $k$ is $p_k$. Moreover, each class $k$ has $\gamma_k N$ users and, consequently, the following holds: $\sum_{k=1}^{K} \gamma_k = 1$.

B. Adopted age metric

At each time instant $t \geq 0$, we let $B_i^k(t)$ be the timestamp of the freshest packet by user $i$ of class $k$ that has been delivered to the central entity. The age of information, or simply the age, of the aforementioned user is defined as [1]:

$$\Delta_i^k(t) = t - B_i^k(t)$$

(1)

We adopt in the sequel a modified version of the age in [1]. Specifically, we let the modified age of user $i$ of class $k$ be:

$$S_i^k(t) = \min(\Delta_i^k(t), L)$$

(2)

where $L$ is a finite positive integer in $\mathbb{N}^*$. It can be easily seen from the definitions that the two metrics coincide for large values of $L$. This modified definition of the age will be of great analytical importance in the remainder of the paper.

C. Problem formulation

We let the age vector at time $t$ be $S(t) = (S_1^1(t), \ldots, S_K^N(t))$ where $S_i^k(t)$ is the modified age at the central entity of user $i$ of class $k$ at time slot $t$. The objective is to find a scheduling policy that minimizes the expected total average age of the network. A scheduling policy $\pi$ is defined as a sequence of actions $\pi = (\alpha(0), \alpha(1), \ldots)$ where $\alpha^k(t) = (a_1^{1,\pi}(t), a_2^{1,\pi}(t), \ldots, a_K^{K,\pi}(t))$ is a binary vector such that $a_i^{k,\pi}(t) = 1$ if user $i$ of class $k$ is scheduled at time $t$.

We let $h_i^{k,\pi}(t) \in \{0, 1\}$ be an i.i.d. Bernoulli random variable that indicates if the transmitted packet by the user is successfully received (value 1) or a transmission error took place (value 0). As it was previously explained, we have $\Pr(h_i^{k,\pi}(t) = 1) = p_k$ and $\Pr(h_i^{k,\pi}(t) = 0) = 1 - p_k$. Accordingly, the evolution of the age of user $i$ of class $k$ under policy $\pi$ can be summarized in the following:

$$S_i^{k}(t+1) = \begin{cases} 1 & \text{if } a_i^{k,\pi}(t) = 1, h_i^{k,\pi}(t) = 1 \\ \min(S_i^{k}(t) + 1, L) & \text{otherwise} \end{cases}$$

Note that the age state space is finite since $S_i^{k}(t) \in \{1, \ldots, L\}$ for any $t \geq 0$. By letting $\Pi$ be the set of all causal scheduling policies, our scheduling problem can be formulated as follows:

$$\min_{\pi \in \Pi} \lim_{T \to +\infty} \frac{1}{T} \mathbb{E}[\sum_{t=0}^{T-1} \sum_{k=1}^{K} \sum_{i=1}^{\gamma_k N} S_i^{k,\pi}(t)|S(0)]$$

subject to

$$\sum_{k=1}^{K} \sum_{i=1}^{\gamma_k N} a_i^{k,\pi}(t) \leq \alpha N \quad t = 1, 2, \ldots$$

(3)
The problem in (3) belongs to the family of RMAB problems. In multi-armed bandit problems, at each decision epoch, a scheduler chooses which bandit to play, and a penalty is incurred accordingly. In the restless case, the states of all bandits (the age of users in our case) evolve even when these bandits are not chosen. The objective is to design a bandit selection policy that minimizes the average expected penalty. However, obtaining this optimal policy is known to be out of reach. A well-known heuristic for this type of problems is the Whittle’s index policy [28]. This policy is based on a Lagrangian relaxation, and was shown to have remarkable performance in real-life applications.

III. LAGRANGIAN RELAXATION AND WHITTLE’S INDEX

A. Relaxed problem

The Lagrangian relaxation technique presents itself as a main component for defining the Whittle’s index scheduling policy. First, it consists of relaxing the constraint on the available resources by letting it be satisfied on average rather than in every time slot. More specifically, we define our Relaxed Problem (RP) as follows:

\[
\begin{align*}
\text{minimize} & \quad \lim_{T \to +\infty} \sup_{\pi \in \Pi} \frac{1}{T} \mathbb{E}\left( \sum_{t=0}^{T-1} \sum_{k=1}^{n} \gamma_k N S_k^{k,\pi}(t) | \mathcal{S}(0) \right) \\
\text{subject to} & \quad \lim_{T \to +\infty} \frac{1}{T} \mathbb{E}\left( \sum_{t=0}^{T-1} \sum_{k=1}^{n} \sum_{i=1}^{N} a_i^{k,\pi}(t) \right) \leq \alpha N
\end{align*}
\]

Afterward, the constraint is incorporated in the objective function using the Lagrangian function \( f(W, \pi) \):

\[
\lim_{T \to +\infty} \sup_{\pi \in \Pi} \frac{1}{T} \mathbb{E}\left( \sum_{t=0}^{T-1} \sum_{k=1}^{n} \sum_{i=1}^{N} S_i^{k,\pi}(t) + W a_i^{k,\pi}(t) | \mathcal{S}(0) \right) - W \alpha N
\]

where \( W \geq 0 \) can be seen as a penalty for scheduling users. Accordingly, by following the Lagrangian approach, our next goal is to solve the following problem:

\[
\begin{align*}
\text{minimize} & \quad f(W, \pi) \\
\text{subject to} & \quad \lim_{T \to +\infty} \frac{1}{T} \mathbb{E}\left( \sum_{t=0}^{T-1} \sum_{k=1}^{n} \sum_{i=1}^{N} S_i^{k,\pi}(t) + W a_i^{k,\pi}(t) | \mathcal{S}(0) \right) - W \alpha N
\end{align*}
\]

As the term \( W \alpha N \) is independent of \( \pi \), it can be omitted from the analysis. With the above formulation in mind, we present the general recipe to obtain the Whittle’s index policy:

1) We focus on the one-dimensional version of the problem in (6). It can be shown that the \( N \)-dimensional problem can be decomposed into \( N \) one-dimensional problems that can be solved independently [24]. Consequently, we drop the user’s index (and any class-dependent indices) for ease of notation, and we focus on one instance of these one-dimensional problems:

\[
\begin{align*}
\text{minimize} & \quad \lim_{T \to +\infty} \sup_{\pi \in \Pi} \frac{1}{T} \mathbb{E}\left( \sum_{t=0}^{T} S^\pi(t) + Wa^\pi(t) | \mathcal{S}(0) \right) \\
\text{subject to} & \quad \lim_{T \to +\infty} \frac{1}{T} \mathbb{E}\left( \sum_{t=0}^{T} S^\pi(t) + Wa^\pi(t) | \mathcal{S}(0) \right) - W \alpha N
\end{align*}
\]

2) We provide structural results on the optimal solution of the one-dimensional problem.

3) We establish the indexability property, which ensures the existence of the Whittle’s indices.

4) We derive a closed-form expression of the Whittle’s index and, accordingly, define the proposed scheduling policy for the original problem [3].

B. Structural results

Based on our model’s assumptions and the dynamics previously detailed in Section II-C, the problem in (7) can be cast into an infinite horizon average cost Markov decision process that is defined as follows:

- **States**: The state of the MDP at time \( t \) is nothing but the penalty function \( S(t) \). The penalty can have any value in \( \{1, \ldots, L\} \). Therefore, the considered state space is finite.
- **Actions**: The action at time \( t \), denoted by \( a(t) \), indicates if the user is scheduled (value 1) or not (value 0).
- **Transitions probabilities**: The transitions probabilities between the different states have been previously detailed in Section II-C.
- **Cost**: We let the instantaneous cost of the MDP, \( C(S(t), a(t)) \), be equal to \( S(t) + Wa(t) \).

Finding the optimal solution of an infinite horizon average cost MDP is known to be challenging due to the curse of dimensionality. Specifically, it is well-known that the optimal solution of the one-dimensional problem can be obtained by solving the following Bellman equation for all states \( S \):

\[
\theta + V(S) = \min_{a \in \{0,1\}} \{ S + Wa + \sum_{S' \in \{1,\ldots,L\}} \Pr(S \rightarrow S'|a) V(S') \}
\]

where \( \Pr(S \rightarrow S'|a) \) is the transition probability from state \( S \) to \( S' \), \( \theta \) is the optimal value of the problem and \( V(S) \) is the value function. Based on (8), one can see that the optimal policy \( \pi^* \) depends on \( V(\cdot) \), for which there is no closed-form solution in general. There exist various numerical algorithms that solve (8), such as the value and policy iteration algorithms. However, they suffer from being computationally demanding. To circumvent this complexity, we focus on studying the structure of the optimal scheduling policy. By doing so, the following results can be obtained.

**Definition 1.** An increasing threshold policy is a deterministic stationary policy in which we do not schedule a user if its current state is smaller than a certain threshold \( n \in \{1, \ldots, L\} \). On the other hand, if \( S \) is greater or equal than \( n \), the user is scheduled.

**Theorem 1.** The optimal solution of the problem in (7) is an increasing threshold policy.

**Proof:** The proof can be found in Appendix A.

C. Indexability and Whittle’s index expressions

In order to establish the indexability of the problem and find the Whittle’s index expressions, we tackle in depth the behavior of the MDP when a threshold policy is adopted. To that end, we recall that a threshold policy is fully characterized by its threshold value \( n \). Consequently, the problem in (7) can be reformulated as follows:

\[
\begin{align*}
\text{minimize} & \quad \mathcal{C}(n, W) \\
\text{subject to} & \quad \lim_{T \to +\infty} \frac{1}{T} \mathbb{E}\left( \sum_{t=0}^{T} S^\pi(t) + Wa^\pi(t) | \mathcal{S}(0) \right) - W \alpha N
\end{align*}
\]
where $\overline{C}(n, W)$ is the average cost of the MDP when the threshold policy is adopted. We note that for any threshold $n \in \{1, \ldots, L\}$, the MDP can be modeled through a Discrete Time Markov Chain (DTMC) as seen in Fig. 1, where:

- The states refer to the values of the penalty function $S(t)$.
- For any state $S(t) < n$, the user is not scheduled. On the other hand, for any state $S(t) \geq n$, the user is scheduled and the dynamics of $S(t)$ coincide with those previously reported in Section II-C.

The next step in our analysis consists of calculating the average cost function $\overline{C}(n, W)$. To do so, we find the stationary distribution of the DTMC in question.

**Proposition 1.** For any given threshold $n \in \{1, \ldots, L\}$, the DTMC is irreducible and admits $u^n(i)$ for $i = 1, \ldots, L$ as its stationary distribution where

$$u^n(i) = \begin{cases} \frac{p}{np+1-p} & \text{if } 1 \leq i \leq n \\ \frac{p(1-p)^{-n}}{np+1-p} & \text{if } n < i \leq L \\ \frac{(1-p)^{-n}}{np+1-p} & \text{if } i = L \end{cases} \quad (10)$$

**Proof:** The proof can be found in Appendix E.

Note that, unless otherwise specified, we will use the index $i = 1, \ldots, L$ in the sequel to denote the age state. By leveraging the above results, we can proceed with finding a closed-form expression of the average cost of any threshold policy.

**Theorem 2.** For any given threshold $n \in \{1, \ldots, L\}$, the average cost of the threshold policy is $\overline{C}(n, W) = \overline{C}_1(n) + \overline{C}_2(n, W)$ where

$$\overline{C}_1(n) = \frac{[(n-1)^2 + (n-1)p^2 + 2pn - 1]}{2p((n-1)p+1)} + \frac{2[1 - (1-p)^{L-n+1}]}{2p((n-1)p+1)} \quad (11)$$

$$\overline{C}_2(n, W) = \frac{W}{np+1-p} \quad (12)$$

**Proof:** The proof can be found in Appendix E.

Next, we establish the indexability property of the problem for all users, which ensures the existence of the Whittle’s indices and allows us to establish our index policy.

**Definition 2** (Indexability). For a fixed $W$, consider the vector $I(W) = (l_1(W), \ldots, l_K(W))$ where $l_k(W)$ is the optimal threshold for the problem in (9) for each user of class $k$.

We define $D^k(W) = \{S \in \{1, \ldots, L\} : S < l_k(W)\}$ as the set of states for which the optimal action is to not schedule the users belonging to class $k$. The one-dimensional problem associated with these users is said to be indexable if $D^k(W)$ is increasing in $W$. More specifically, the following should hold:

$$W' \leq W \Rightarrow D^k(W') \subseteq D^k(W) \quad (13)$$

**Proposition 2.** For each user belonging to any class $k = 1, \ldots, K$, the one-dimensional problem is indexable.

**Proof:** The proof can be found in Appendix D.

As the indexability property has been established in the above proposition, we can now affirm the existence of the Whittle’s index. To that end, we first define the Whittle’s index and then provide a closed-form expression of it.

**Definition 3.** The Whittle’s index $W_i^k$ of a state $i$ of class $k$ is defined as the infimum subsidy $W$ that makes both idling and transmitting equally desirable in state $i$ of class $k$.

**Proposition 3.** For any class $k$ and state $i = 1, \ldots, L$, the Whittle’s index is:

$$W_i^k = \frac{i(i-1)p_k}{2} + i - i(1-p_k)^{L-i} \quad (14)$$

**Proof:** The proof can be found in Appendix E.

With the Whittle’s index expression being found, we summarize in the following the Whittle’s index scheduling policy for the original problem (3).

**Algorithm 1** Whittle’s index scheduling policy

1. At each time slot $t$, calculate the Whittle’s index of all users in the network using (14).
2. Schedule the $M$ users having the highest Whittle’s index values at time $t$, with ties broken arbitrarily.

Although the above scheduling policy is easy to implement, it remains sub-optimal. Accordingly, characterizing its performance compared to the optimal policy is important.

**IV. LOCAL OPTIMALITY**

In this section, we study the local optimality properties of the Whittle’s index policy. The results of this section will be the basis of our subsequent analysis of global optimality. To that end, we start by introducing a state space over which the local optimality will be established.

**A. System state**

We denote by $Z_i^{k,N}(t)$ the proportion of users of class $k$ in state $i$ at time $t$ when $N$ users are in the network. For example, if at time $t$, all users of class $k$ have an age equal to 1 then $Z_i^{k,N}(t) = \gamma_k$ and $Z_i^{k,N}(t) = 0$ for any $i \neq 1$.

By considering all the classes in the network, we define the system state vector $Z^N(t)$:

$$Z^N(t) = (Z_1^{1,N}(t), \ldots, Z_K^{K,N}(t)) \quad (15)$$
where $Z^{k,N}(t) = (Z^{k,N}_1(t), \ldots, Z^{k,N}_L(t))$ is the state vector for class $k$. We define the state space to which $Z^N(t)$ belongs as follows:

$$Z = \{Z^N \geq 0 : \sum_{i=1}^L Z^{k,N}_i(t) = \gamma_k \quad k = 1, \ldots, K\}$$ (16)

For any scheduling policy $\pi$, the system state vector $Z^N(t)$ evolves depending on the actions taken by the scheduler. By characterizing the evolution of the system state vector $Z^N(t)$ when the Whittle’s index policy is employed, we will be able to establish its optimality. To proceed in that direction, we first specify the optimal solution of the relaxed problem in [4].

B. Optimal solution of the Relaxed Problem

In the previous section, we have established that problem [5] can be solved optimally for any $W$ using a threshold policy and we have noted by $I(W) = (l_1(W), \ldots, l_K(W))$ this optimal threshold vector. With that in mind, the question that should be answered is the following: what is the optimal threshold vector? With that in mind, the question one seeks to answer is the following: what is the optimal threshold vector? With that in mind, the question one seeks to answer is the following: what is the optimal threshold vector?

Proposition 4 (Optimal Threshold). For any given $W$, each element $l_k(W)$ of the optimal threshold vector $I(W)$ has one of the following two expressions:

$$l^*_1(W) = \text{arg} \max_{i=1,\ldots,L} \{W^k_i : W^k_i \leq W\} + 1 \ \forall k \in \{1, \ldots, K\}$$ (17)

$$l^*_2(W) = \text{arg} \max_{i=1,\ldots,L} \{W^k_i : W^k_i < W\} + 1 \ \forall k \in \{1, \ldots, K\}$$ (17)

where $W^k_i$ is the Whittle’s index of a state $i$ in class $k$.

Proof: The proof can be found in Appendix [F].

With the above results in mind, we now identify the optimal solution of the relaxed problem [4].

Proposition 5 (Optimal Policy of the RP). The optimal policy of the relaxed problem [4] is a threshold policy, characterized by a real value $W^* \in \mathbb{R}^+$ and a randomization parameter $\theta^* \in [0, 1]$ such that:

- There exists a class $m$ and state $p$ such that $W^* = W^*_p$.
- The threshold vector $I(W^*)$ coincides with the expressions provided in Proposition [7].
- The thresholds $l^*_1(W^*)$ and $l^*_2(W^*)$ are used for users belonging to class $m$ with a probability $\theta^*$ and $1 - \theta^*$ respectively.
- $W^*$ and $\theta^*$ are chosen in a way that the expected proportion of scheduled users is exactly equal to $\alpha$.

Proof: The proof can be found in Appendix [G].

This characterization of the optimal policy of the RP will allow us to find an expression of the optimal average age of the relaxed problem, denoted by $C^{RP,N}$:

$$C^{RP,N} = \sum_{k=1}^K \sum_{i=1}^L \gamma_k N \sum_{i=1}^L \gamma_k N \sum_{i=1}^L u^k_{lm}(W^*) (i)$$

$$+ \gamma_m N (1 - \theta^*) \sum_{i=1}^L u^m_{lm}(W^*) (i)$$ (18)

where $u^k_{lm}(W^*) (i)$ is the stationary distribution of state $i$ in class $k$ when the threshold $l_k(W^*)$ is employed. The importance of these results comes from the fact that $C^{RP,N} \leq C^{PP,N} \leq C^{W1,N}$ (19) where $C^{PP,N}$ and $C^{W1,N}$ are the optimal average age of the primal problem [3] and the average age when the Whittle’s index policy is adopted respectively. Accordingly, if we prove that $C^{W1,N}$ converges to $C^{RP,N}$ when $N$ grows, then it is surely optimal for the original problem [3].

C. Fluid limit

In this section, we present a fluid limit model to approximate the behavior of the system state vector $Z^N(t)$ when the Whittle’s index policy is employed. Specifically, we define a deterministic vector $z(t) \in Z$ that evolves as follows:

$$z(t + 1) - z(t)_{z(t)=z} = \mathbb{E}\{Z^N(t + 1) - Z^N(t) | Z^N(t) = z\}$$ (20)

where $z \in Z$ is any feasible system state. In a later part of the paper, we will characterize the gap between $Z^N(t)$ and $z(t)$, and we will show that this gap vanishes when the number of users is high. For now, we will focus on characterizing the evolution of $z(t)$. To that end, let us consider that the system is in state $z$ and we denote by $W^h_j$ the Whittle’s index of users belonging to class $h$ having an age equal to $j$. We let $p_i^k(z)$ be the probability that a user of class $k$ in state $i$ is selected among the proportion $z^h_i$ for transmission. By following [28], one can show:

$$p_i^k(z) = \min\{z^h_i, \max(0, \alpha - \sum_{W^h_j > W^h_i} z^h_j)\} / z^h_i$$ (21)

where the summation is over the proportion of users of any class $h$ in state $j$ such that $W^h_j > W^h_i$. Next, given $z$, we let $q_i^k(z)$ be the probability of transition between state $i$ and $j$ in class $k$. Moreover, we denote by $q_{i,j}^{k,0}$ and $q_{i,j}^{k,1}$ the probability of transition from state $i$ to state $j$ in a class $k$ if the user is left to idle or is scheduled for transmission respectively. Accordingly, we have:

$$q_{i,j}^k(z) = p_i^k(z) q_{i,j}^{k,1} + (1 - p_i^k(z)) q_{i,j}^{k,0}$$ (22)

Based on the above, and using the definition of the fluid limit, we can conclude that the evolution of $z(t)$ can be summarized as follows:

$$z^k(t + 1) - z^k(t) = \sum_{j \neq i} q_{i,j}^k(z(t)) z^k_j(t) - \sum_{i 
eq j} q_{i,j}^k(z(t)) z^k_i(t)$$ (23)
This can be rewritten in the following manner:
\[ z(t+1) = Q'(z(t))z(t) \tag{24} \]
where \( Q'(z(t)) = Q(z(t)) + I \) and \( I \) is the identity matrix of dimension \( LK \). Investigating (24) for any state \( z \in Z \) is challenging since \( Q' \) depends on \( z \). To overcome this, we restrict our analysis to a specific set in \( Z \) as we will detail in the following. Let us consider \( W^* \) and \( I(W^*) \) previously detailed in Proposition 5. In the sequel, and for ease of notation, we do the following:
- For \( k \neq m \), we have shown in Appendix F that \( l_k(W^*) = l_k^c(W^*) = l_k^c(W^*) \). Accordingly, we will refer to this threshold simply by \( l_k^c \).
- We will refer to \( l_m^c(W^*) \) by \( l_m^c \).

We define \( j_W \) as the set of vectors \( z \in Z \) such that users with a Whittle’s index strictly larger than \( W^* \) are scheduled. On the other hand, users with a Whittle’s index strictly smaller than \( W^* \) are left to idle. Meanwhile, users that have a Whittle’s index equal to \( W^* \) are scheduled with a certain randomization. Accordingly, we can write \( j_W \) as follows:
\[ j_W^* = \{z \in Z : \sum_{W^*_k > W^*} z_k < \alpha, \sum_{W^*_k \geq W^*} z_k \geq \alpha\} \tag{25} \]
We recall that for any class \( k \) and time \( t \geq 0 \), \( \sum_{j=1}^L z_j^k(t) = \gamma_k \). Accordingly, for \( k \neq m \), we can replace \( z_j^k(t) \) by \( \gamma_k - \sum_{j=1, j \neq l_k^c}^L z_j^k(t) \). Therefore, there is no need to track the evolution of \( z_j^k(t) \) with time as it can be deduced from the evolution of \( z_j^k(t) \) for \( j \neq l_k^c \). Accordingly, we let \( \bar{z}^k = [z_1^k, \ldots, z_{l_k^c-1}^k, z_{l_k^c}^k(t), z_{l_k^c+1}^k(t), \ldots, z_L^k(t)] \). Next, by replacing \( q_{j,i}(z(t)) \) with its value in (23), we can obtain the following relationship between \( z(t+1) \) and \( z(t) \) for any \( z(t) \in j_W^* \):
\[ z_j^{m+1}(t+1) = -\sum_{j=1}^{l_m^c-1} z_j^m(t) - \sum_{j=l_m^c+1}^L (1-p_m)z_j^m(t) \]
\[ + \gamma_m - p_m(\alpha - \sum_{k \neq m} \sum_{j=l_k^c}^L z_j^k(t)) \tag{28} \]
Based on this, we can conclude that \( \bar{z}(t+1) = Q\bar{z}(t) + e \tag{29} \)
where \( \bar{z}(t) = [\bar{z}^1(t), \ldots, \bar{z}^K(t)] \) and \( e \in \mathbb{R}^{(L-1)K} \) is a constant vector and \( Q \in \mathbb{R}^{((L-1)K) \times (L-1)K} \) is a square matrix that has the following form:
\[ Q = \begin{bmatrix} Q_1 & 0 & \cdots & 0 \\ 0 & Q_2 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & Q_{K-1} \end{bmatrix} \tag{30} \]

Based on eqs. (25)–(28), we can conclude the expressions of the matrices \( Q_k \) for any \( k \in \{1, \ldots, K\} \). These expressions are reported in Table I of Appendix H.

D. Local optimality results

Let us define \( z^* \in Z \) as the system state vector that results from adopting the optimal policy of the relaxed problem. The exact expression of \( z^* \) can be concluded from (18). Specifically:
\[ z_i^m = \gamma_m u_i^m(W^*) \]
\[ z_i^k = \gamma_k u_i^k(W^*) \]
\[ z_i^m = \gamma_m \theta^* u_i^m(W^*) + (1-\theta^*)u_i^m(W^*) \tag{31} \]
Note that \( z^* \) belongs to the set \( j_W^* \). This can be seen by the definition of \( j_W^* \) as it coincides with the behavior of the optimal policy previously reported in Proposition 5. Our goal in this section is to show that the system state vector \( Z^N(t) \) when the Whittle’s index policy is adopted evolves closely to \( z^* \). In fact, when this happens, the achieved average age by the Whittle’s index policy will be close to \( C^{RP,N} \). To that end, we define the neighborhood set
\[ \Omega_{\sigma}(z^*) = \{z \in Z : ||z - z^*|| \leq \sigma\} \tag{32} \]
for any \( \sigma > 0 \) where \( ||.|| \) refers to the Euclidean distance. The next step of our analysis consists of laying out essential results on the matrix \( Q \).

**Definition 4.** Let \( \lambda_1, \ldots, \lambda_N \) be the (real or complex) eigenvalues of a matrix \( A \in \mathbb{C}^{N \times N} \), then its spectral radius \( \rho(A) \) is defined as:
\[ \rho(A) = \max \{|\lambda_1|, \ldots, |\lambda_n|\} \tag{33} \]
Theorem 3. The spectral radius of the matrix $Q$, denoted by $\rho(Q)$, is strictly smaller than 1.

Proof: The proof can be found in Appendix I.

The above results will allow us to prove the convergence of the fluid limit $z(t)$ to the optimal system state $z^{*}$ of the RP as depicted in the next lemma.

Lemma 1. There exists $\sigma > 0$ such that, if $z(0) \in \Omega_{\sigma}(z^{*}) \subseteq jW^{*}$, we have:

- $z(t) \in jW^{*}$, $t \geq 0$
- $z(t) \xrightarrow{t \to +\infty} z^{*}$

Proof: The proof can be found in Appendix J.

The above lemma tells us that the fluid limit vector $z(t)$ converges to $z^{*}$. In order to leverage these results to prove that $Z^{N}(t)$ also converges to $z^{*}$ when $N$ is large, we first characterize the gap between the system state $Z^{N}(t)$ and the fluid limit $z(t)$ in the following proposition.

Proposition 6. There exists a neighborhood $\Omega_{\delta}(z^{*})$ such that, for any $T, \mu > 0$, if $Z^{N}(0) = x \in \Omega_{\delta}(z^{*})$, there exists a constant $C_{T}$ independent of $N$ and $x$ such that:

$$\Pr_{x}(\sup_{0 \leq t < T} ||Z^{N}(t) - z(t)|| \geq \mu) \leq \frac{C_{T}}{N}$$

(34)

where $\Pr_{x}$ denotes the probability conditioned on the initial state $Z^{N}(0) = x$.

Proof: The proof can be found in Appendix K.

By combining the results of Lemma 1 and Proposition 6, we can now identify the gap between the system state vector $Z^{N}(t)$ and $z^{*}$.

Corollary 1. There exists a neighborhood $\Omega_{\delta}(z^{*})$ such that, for any $\mu > 0$, if $Z^{N}(0) = x \in \Omega_{\delta}(z^{*})$, then there exists a constant $C_{f}$ independent of $N$ and $x$ such that:

$$\Pr_{x}(\sup_{0 \leq t < T} ||Z^{N}(t) - z^{*}|| \geq \mu) \leq \frac{C_{f}}{N}$$

(35)

Proof: The proof can be found in Appendix L.

Equipped with the above corollary, we can establish the local optimality of the Whittle’s index policy.

Lemma 2 (Local Optimality). Let $\{N_{r}\}_{r \in \mathbb{N}}$ be an increasing sequence of positive integers such that $\alpha N_{r}, \gamma_{k} N_{r} \in \mathbb{N}$ for $k = 1, \ldots, K$ and all $r$. When the Whittle’s index policy is adopted, there exists a neighborhood $\Omega_{\delta}(z^{*})$ such that, if $Z^{N_{r}}(0) = x \in \Omega_{\delta}(z^{*})$, then:

$$\lim_{T \to +\infty} \lim_{r \to +\infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}[v(Z^{N_{r}}(t))] = C^{RP}$$

(36)

where $v$ is a function that maps any system state $z \in \mathcal{Z}$ to a per user average age value and $C^{RP}_{N_{r}} \in \mathbb{N}$ is the optimal per user average age of the relaxed problem.

Proof: The proof can be found in Appendix M.

Remark 1. The sequence $\{N_{r}\}_{r \in \mathbb{N}}$ is used to ensure that the number of users within each class and the number of users that can transmit simultaneously are all integers.

V. GLOBAL OPTIMALITY

In this section, we extend our optimality results, under a recurrence assumption, to the case where $Z^{N}(0)$ is an arbitrary initial system state. To proceed in this direction, we present the assumption that, coupled with our local asymptotic optimality results, will enable us to establish the global optimality of the Whittle’s index scheduling policy.

Assumption 1 (24–26). For any $\epsilon > 0$, we let $\Omega_{\epsilon}(z^{*})$ be a neighborhood of the optimal system state $z^{*}$. We suppose that this neighborhood is reachable from any initial state $Z^{N}(0) = x \in \mathcal{Z}$ and we define $\Gamma^{N}_{\epsilon}(\epsilon)$ as the first time instant $t$ when the system state $Z^{N}(t) \in \Omega_{\epsilon}(z^{*})$ starting from $Z^{N}(0) = x$.

Specifically:

$$\Gamma^{N}_{\epsilon}(\epsilon) = \min\{t : Z^{N}(t) \in \Omega_{\epsilon}(z^{*}) | Z^{N}(0) = x\}$$

(37)

We assume that the expectation of $\Gamma^{N}_{\epsilon}(\epsilon)$ is bounded:

$$E[\Gamma^{N}_{\epsilon}(\epsilon)] \leq M_{\epsilon}$$

(38)

for all $x$ and sufficiently large $N$.

We can now proceed with establishing the global asymptotic optimality of the Whittle’s index policy. For a number of users $N_{r}$, let us denote by $C^{W1,N_{r}}_{x,\infty}$ the infinite horizon cost of the Whittle’s index policy starting from a system state $x$.

Specifically:

$$C^{W1,N_{r}}_{x,\infty} = \lim_{T \to +\infty} \frac{1}{T} \mathbb{E}\left[\sum_{t=0}^{T-1} \sum_{k=1}^{K} \sum_{i=1}^{\alpha N_{r}} S_{i}(t)|Z^{N_{r}}(0) = x\right]$$

(39)

Lemma 3 (Global Optimality). Under Assumption 1 and for any initial state $x$, we have:

$$\lim_{r \to +\infty} \frac{C^{W1,N_{r}}_{x,\infty}}{N_{r}} = C^{RP}$$

(40)

Proof: The proof can be found in Appendix N.

VI. NUMERICAL RESULTS

A. Verification of Assumption 1

In this section, we provide numerical results that showcase the validity of Assumption 1. This assumption was considered in a variety of scheduling problems in the literature 24–26. In these references, Assumption 1 was shown to hold for different network parameters numerically. We proceed in the same direction in our work. In particular, we consider the following network settings:

- We consider two classes of users such that: $p_{1} = 0.5$, $p_{2} = 0.8$, $\gamma_{1} = 0.5$ and $\gamma_{2} = 0.5$.
- The maximum age value $L$ is set to 200.
- The portion of users that can be scheduled at each time slot is $\alpha = 0.5$.
The radius $\epsilon$ of the neighborhood $\Omega_{\epsilon}(z^*)$ defined in \cite{11} is set to 0.04.

We evaluate the average of the time $\Gamma^N_{x_0}(\epsilon)$ after which $Z^N(t) \in \Omega_{\epsilon}(z^*)$ starting from the initial state $z_0$. We select the two initial states to be two extreme points of the state space $Z$ to showcase the uniformity of $E[\Gamma^N_{z_0}(\epsilon)]$ to the initial state. To that end, we let the initial states be: $x = (x_1, 0, \ldots, 0, x_2, 0, \ldots, 0)$ and $y = (0, \ldots, 0, y_1, 0, \ldots, 0, y_2)$. In other words, all users initially have an age equal to 1 and $L$ when $z_0$ is equal to $x$ and $y$ respectively. We can see in Fig. 2a and 2b that even for a really small radius 0.04, $E[\Gamma^N_{z_0}(\epsilon)]$ does not scale with $N$ and remains bounded for both initial states $x$ and $y$. Similar results can be found for different initial states and network settings, which put into perspective the validity of our assumption.

### B. Implementation of the Whittle’s index policy

In this section, we implement the Whittle’s index policy and evaluate its performance. To that end, we consider $N$ users in a cellular network where $\frac{N}{2}$ of them are cell-centered and, accordingly, have a probability of successful transmission $p_1 = 0.8$. The other $\frac{N}{2}$ are cell-edge users and, therefore, have a probability of successful transmission $p_1 = 0.2$. We consider that the base station can schedule up to $M = \frac{N}{2}$ users at each time slot. We compare the per user average age of the Whittle’s index policy to the optimal per user average age of the relaxed problem $C^{RP}$. As seen in Fig. 2c, the performance gap between the two policies shrinks as the number of users increases, and vanishes for high values of $N$. These results corroborate our theoretical finding and showcases that the Whittle’s index policy is indeed asymptotically optimal.

### VII. Conclusion

In this paper, we have investigated the age performance of the Whittle’s index policy in a network where $N$ users communicate with a central entity over unreliable channels. We have provided analytical results on its optimality in the many-users regime, a regime of particular interest in 5G networks. Numerical results were then presented that corroborate our theoretical findings and showcase the optimal performance of the policy when $N$ grows.

### References

[1] S. Kaul, R. Yates, and M. Gruteser, “Real-time status: How often should one update?” in 2012 Proceedings IEEE INFOCOM, March 2012, pp. 2731–2735.

[2] Y. Sun, E. Uysal-Biyikoglu, R. D. Yates, C. E. Koksal, and N. B. Shroff, “Update or wait: How to keep your data fresh,” IEEE Transactions on Information Theory, vol. 63, no. 11, pp. 7492–7508, Nov 2017.

[3] R. Talak, S. Karaman, and E. Modiano, “Minimizing age-of-information in multi-hop wireless networks,” in 2017 55th Annual Allerton Conference on Communication, Control, and Computing (Allerton), Oct 2017, pp. 486–493.

[4] S. Faразы, A. G. Klein, J. A. MeCNeill, and D. R. Brown, “On the age of information in multi-source multi-hop wireless status update networks,” in 2018 IEEE 19th International Workshop on Signal Processing Advances in Wireless Communications (SPAWC), June 2018, pp. 1–5.

[5] A. M. Bedewy, Y. Sun, and N. B. Shroff, “Age-optimal information updates in multihop networks,” in 2017 IEEE International Symposium on Information Theory (ISIT), June 2017, pp. 576–580.

[6] P. Zou, O. Ozel, and S. Subramaniam, “Waiting before Serving: A Companion to Packet Management in Status Update Systems,” arXiv e-prints, p. arXiv:1901.02873, Jan 2019.

[7] B. Buyukates and S. Ulukus, “Timely Distributed Computation with Stragglers,” arXiv e-prints, p. arXiv:1910.03564, Oct 2019.

[8] A. Maatouk, M. Assaad, and A. Ephremides, “The age of updates in a simple relay network,” in 2018 IEEE Information Theory Workshop (ITW), Nov 2018, pp. 1–5.

[9] A. Kosta, N. Pappas, A. Ephremides, and V. Angelakis, “Age of information performance of multiaccess strategies with packet management,” Journal of Communications and Networks, vol. 21, no. 3, pp. 244–255, June 2019.

[10] M. Costa, M. Codreanu, and A. Ephremides, “Age of information with packet management,” in 2014 IEEE International Symposium on Information Theory, June 2014, pp. 1583–1587.

[11] J. Zhong, R. D. Yates, and E. Soljanin, “Two freshness metrics for local cache refresh,” in 2018 IEEE International Symposium on Information Theory (ISIT), June 2018, pp. 1924–1928.

[12] Y. Sun, Y. Polyanskiy, and E. Uysal-Biyikoglu, “Remote estimation of the wiener process over a channel with random delay,” in 2017 IEEE Information Theory Workshop (ITW), June 2017, pp. 321–325.

[13] C. Kam, S. Kompella, G. D. Nguyen, J. E. Wieselthier, and A. Ephremides, “Towards an effective age of information: Remote estimation of a markov source,” in IEEE INFOCOM 2018 - IEEE Conference on Computer Communications Workshops (INFOCOM WKSHPS), April 2018, pp. 367–372.

[14] A. Maatouk, S. Kriouile, M. Assaad, and A. Ephremides, “The Age of Incorrect Information: A New Performance Metric for Status Updates,” arXiv e-prints, p. arXiv:1907.06604, Jul 2019.

[15] S. K. Kaul and R. D. Yates, “Age of information: Updates with priority,” in 2018 IEEE International Symposium on Information Theory (ISIT), June 2018, pp. 2644–2648.

[16] A. Maatouk, M. Assaad, and A. Ephremides, “Age of information with prioritized streams: When to buffer preempted packets?” in 2019 IEEE International Symposium on Information Theory (ISIT), July 2019, pp. 325–329.
APPENDIX A
PROOF OF THEOREM 1

The proof is based on studying the characteristics of the value function $V(\cdot)$. Specifically, by proving that $V(\cdot)$ is increasing, and by following an induction over time similar to the one done in [14 Proposition 1], we can show that the optimal policy is an increasing threshold policy. The details of this proof are omitted.

APPENDIX B
PROOF OF PROPOSITION 1

It is sufficient to formulate the general balance equations at each state $i \in \{1, \ldots, L\}$, and knowing that $\sum_{i=1}^{L} u^a(i) = 1$, we can obtain the desired results.
Proposition 7. The sequence \((W^k_i)_{i \in \{1, \ldots, L\}}\) is increasing with \(i\).

Proof: To prove our claim, we consider the difference \(\Delta(i) = W_{i+1}^k - W_i^k\). By using the expression of \(W_i^k\), we can show that:

\[
\Delta(i) = (ip_k + 1)(1 - (1 - p_k)L^{-i-1}) \geq 0 \quad i = 1, \ldots, L - 1
\]

for \(k = 1, \ldots, K\), which concludes our proof.

Accordingly, we can conclude that the Whittle’s index is \(W_i^k\) for all states \(i = 1, \ldots, L\) and classes \(k = 1, \ldots, K\).

Appendix F
Proof of Proposition 5

We follow in this proof the same line of work done in Appendix S3. To that end, for each class \(k \in \{1, \ldots, K\}\), we distinguish between two cases:

1) There are no states \(i \in \{1, \ldots, L\}\) such that \(W_i^k = W\): In this case, we point out that:

\[
\arg \max \{W_i^k : W_i^k \leq W\} = \arg \max \{W_i^k : W_i^k < W\}
\]

(46)

In other words, the two expressions of \(l_k(W)\) are equivalent. Now, let us consider a state \(i \leq l_k(W) - 1\). As it has been stated in Proposition 7, \(W_i^k\) is increasing in \(i\). Accordingly, \(W_i^k \leq W_{l_k(W) - 1}^k < W\). Next, based on the indexability property of the problem, we can conclude that \(D^k(W_i^k) \subseteq D^k(W)\). Note that by definition, \(i \in D^k(W_i^k)\). Therefore, \(i \in D^k(W)\). In other words, the optimal action for a user of class \(k\) in state \(i \leq l_k(W) - 1\) is to stay idle. On the other hand, let us consider \(q \geq l_k\). Knowing that there are no states \(i\) such that \(W_i^k \leq W\), and based on the fact that \(l_k(W) - 1 = \arg \max \{W_i^k : W_i^k < W\}\), we can conclude that \(W_i^k > W\). Therefore, \(W < W_i^k\) with \(W_i^k\) being equal to \(\min \{\lambda \in \mathbb{R}^+: \lambda \in D^k\}\) by definition. Accordingly, we can conclude that \(q \notin D^k(W)\) and the optimal action for a user of class \(k\) in state \(q \geq l_k(W)\) is to be scheduled for transmission. Consequently, \(l_k(W)\) is indeed the optimal threshold.

2) There exists a state \(f \in \{1, \ldots, L\}\) such that \(W_f^k = W\): Let us consider any state \(q \leq f\). By using Proposition 7, we have \(W_f^k \leq W_f^k = W\). Next, we leverage the indexability property of the problem to conclude that \(D^k(W_f^k) \subseteq D^k(W)\).

Accordingly, the optimal action when a user of class \(k\) in state \(q\) is to stay idle. By considering any state \(q \geq f + 1 > f\), and by employing the same argument, we can conclude that \(W_q^k = \min \{\lambda \in \mathbb{R}^+: \lambda \in D^k\} > W_f^k = W\). Accordingly, we can deduce that the optimal action for any user of class \(k\) in state \(q \geq f + 1\) is to be scheduled for transmission. This showcases that \(f + 1\) is indeed an optimal threshold in this case. Note that \(W_f^k\) was defined as the intersection between \(\mathcal{C}(f, W)\) and \(\mathcal{C}(f + 1, W)\). Since \(W_f^k = W\), we can conclude that both the thresholds \(f\) and \(f + 1\) will lead to the same average cost in this case. Accordingly, \(f\) and \(f + 1\) are both optimal thresholds. Since \(f = \arg \max \{W_i^k : W_i^k \leq W\}\), we can deduce that the optimal threshold \(l_k(W)\) can indeed have one of the two expressions in (17).

Appendix G
Proof of Proposition 5

We recall that the Lagrangian approach can be summarized in the following problem:

\[
\max_{W \in \mathbb{R}^+} \min_{\pi \in \Pi} f(W, \pi)
\]

(47)

From optimization theory, it is well-known that for any policy \(\pi\), the problem in (47) forms a lower bound to our original problem in (4). The difference between the two values is known as the duality gap which is generally non-zero. We will prove in the following that we can achieve a zero duality gap in our case.

To proceed with our proof, we first recall that the optimal solution for a fixed \(W\) of the problem (4) is a threshold policy with the threshold being \(l(W)\) provided in Proposition 4. Suppose that there exists \(W \in \mathbb{R}^+\) such that the constraint of (4) is satisfied with equality. In other words:

\[
\alpha = \sum_{k=1}^{K} \gamma_k \sum_{i=l_k(W^*)}^{L} v_k(W^*)\]

(48)

It is clear in this case that a threshold policy \(l(W^*)\) will be optimal for (4) since:

\[
\max_{W \in \mathbb{R}^+} \min_{\pi \in \Pi} f(W, \pi) = \mathcal{C}(l(W^*), W^*)
\]

(49)

and the constraint in (4) is satisfied. Accordingly, the duality gap will be zero. The issue is that \(W^*\) does not necessarily exist. In fact, \(\alpha\) is a real number that can take any value in \([0, 1]\). On the other hand, the total proportion of scheduled users \(A(W)\):

\[
A(W) = \sum_{k=1}^{K} \gamma_k \sum_{i=l_k(W)}^{L} v_k(W)(i)
\]

(50)

is of discrete nature, since \(l(W)\) can only take values in \(\{1, \ldots, L + 1\}\).

To address this issue, we leverage the results of Proposition 4 and define the following order relation in \(\mathbb{R}^K\):

\[
\forall W_1, W_2 \in \mathbb{R}^+: W_1 \leq W_2, \quad I(W_1) \leq I(W_2)
\]

(51)

where \(I(W_1) \leq I(W_2)\) if \(l_k(W_1) \leq l_k(W_2)\) for \(k = 1, \ldots, K\). Therefore, we can deduce that when \(W\) is varied from the smallest Whittle’s index value \(W_1^k\) to the largest value \(W_L^k\), the optimal threshold vector varies from \(I(W) = (1, \ldots, 1)\) to \(I(W) = (L + 1, \ldots, L + 1)\). We also point out that:

\[
A(W) = \sum_{k=1}^{K} \gamma_k \sum_{i=l_k(W)}^{L} v_k(W)(i) = \sum_{k=1}^{K} \gamma_k l_k(W)p + 1 - p
\]

(52)

4We point out that threshold values higher than \(L + 1\) leads to the same average cost.
is decreasing with $l_k(W)$. Accordingly, $A(W)$ will vary from 1 to 0. Another result that the aforementioned proposition has highlighted is that when $W = W^k$ for any class $k$ and state $i$, there are two possible optimal threshold values that $l_k(W)$ can take. These two optimal thresholds $l_{k1}^*(W)$ and $l_{k2}^*(W)$ coincide when $W \neq W^k$ for any $i = 1, \ldots, L$. On the other hand, these two thresholds verify the following inequality: $l_{k1}^*(W) > l_{k2}^*(W)$ when $W = W^k$ for a certain state $i$. By taking all this into account, we can deduce that there exists a class $m$ and state $p$ such that $A^2(W^m_p) > A(W^m_p)$ by using the thresholds $l_{mp}^*(W^m_p)$ and $l_{mp}^*(W^m_p)$ for class $m$ respectively. If we let $W^*$ be equal to $W^m_p$, the optimal threshold for class $m$ can be either $l_{mp}^*(W^m_p)$ or $l_{mp}^*(W^m_p)$. We introduce a randomization parameter $\theta^*$ such that we use for class $m$ the threshold $l_{mp}^*(W^m_p)$ with probability $\theta^*$ and $l_{mp}^*(W^m_p)$ with probability $1 - \theta^*$. By letting $\theta^* = \frac{\alpha - A(W^m_p)}{A(W^m_p) - A(W^m_p)}$, we can conclude that this randomized policy will satisfy the constraint in (4) with equality. Accordingly, by using $W^* = W^m_p$ and the randomization factor $\theta^*$, the defined randomized policy will be optimal for the problem (4).

**APPENDIX H**

**MATRICES EXPRESSIONS**

**APPENDIX I**

**PROOF OF THEOREM**

Our proof is based on finding the characteristic polynomial of $Q$, and investigating the norm of its roots. Contrary to existing works in this area in which the local optimality was simpler to establish, examining the matrix $Q$ is rather a difficult task in our case, as will be seen in the sequel. By examining the expression of $Q$, we can see that it can be written in the following block form:

$$Q = \begin{bmatrix} F_1 & 0 \\ 0 & F_2 \end{bmatrix}$$

(53)

where $F_1 \in \mathbb{R}^{(L-1)m \times (L-1)m}$ and $F_2 \in \mathbb{R}^{(L-1)(K-m) \times (L-1)(K-m)}$ are a lower triangular and upper triangular block matrices respectively. Accordingly, and by taking into account the expressions of $F_1$ and $F_2$, we can assert that the characteristic polynomial of $Q$ is the product of the characteristic polynomial of each matrix $Q_k$:

$$\chi_Q(\lambda) = \prod_{k=1}^{K} \chi_{Q_k}(\lambda)$$

(54)

Therefore, it is sufficient to find the eigenvalues of each matrix $Q_k$ to deduce those of $Q$. To that end, we distinguish between two cases:

1) $k \neq m$: The characteristic polynomial of the matrix $Q_k$ is defined as follows:

$$\chi_{Q_k} = \text{det}(Q_k - \lambda I)$$

(55)

where $I \in \mathbb{R}^{(L-1) \times (L-1)}$ is the identity matrix. The characteristic polynomial of $Q_k$ is reported in Table I. In order to get a closed-form of this determinant, we apply elementary row and column operations. More specifically, let us denote by $r_i$ the row $i$ of the determinant. We also denote by $a_{i,j}$ the element in row $i$ and column $j$ of the matrix $Q_k$. For $i = 2$ till $l_k^* - 2$, we add to each row the previous row multiplied by $\frac{1}{\lambda}$. In other words:

$$r_i = \frac{r_{i-1}}{\lambda} + r_i \quad i = 2, \ldots, l_k^* - 2$$

(56)

Note that these operations are not done simultaneously but rather successively. In other words, in the increasing order of the rows, and at each iteration $i$, we add to $r_i$ the updated row $r_{i-1}$ at iteration $i - 1$ multiplied by $\frac{1}{\lambda}$. After doing so, we execute the following operation in order to have zeros for the elements $a_{l_k^*,1}$ to $a_{l_k^*,l_k^*-2}$:

$$r_{l_k^*} = -\sum_{i=1}^{l_k^*-2} \frac{r_i}{\lambda} + r_{l_k^*}$$

(57)

As a result, $\chi_{Q_k}(\lambda)$ will be the determinant of the matrix $G$ reported in the same table. Since $G$ is an upper triangular block matrix, we will not be interested in the expression of $B$ as the determinant will be independent of it. By letting $A = 1 + \frac{1}{\lambda} \sum_{k=0}^{l_k^* - 3} p_k$, the determinant of $G$ will be equal to $(-\lambda)^{l_k^* - 2}$ (the determinant of the upper left block) times the following determinant:

$$S_k = \begin{vmatrix} -\lambda - A & -A & \cdots & \cdots & \cdots & -A \\ 1 - p_k & -\lambda & 0 & \cdots & \cdots & 0 \\ 0 & \ddots & \ddots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \ddots & -\lambda \\ 0 & \cdots & \cdots & 1 - p_k & 1 - p_k - \lambda \end{vmatrix}$$

which originates from the lower right block matrix of $G$, and of dimension $(L - l_k^* + 1) \times (L - l_k^* + 1)$. Now, we need to find an explicit expression of this determinant, which we will denote by $S_k$. To achieve this goal, we first start by developing the determinant through the last column. By doing so, we end up with:

$$S_k = (-1)^{L-l_k^*}(-A)(1-p_k)^{L-l_k^*}+(-\lambda+1-p_k)D_{L-l_k^*}$$

(58)

where $D_{m}$ is determinant of the following matrix:

$$\begin{pmatrix} 1 & 2 & \cdots & \cdots & n \\ 1 - \lambda - A & -A & \cdots & \cdots & -A \\ 1 - p_k & -\lambda & 0 & \cdots & 0 \\ 0 & \ddots & \ddots & \ddots & \vdots \\ \vdots & \ddots & \ddots & \ddots & \vdots \\ 0 & \cdots & \cdots & 1 - p_k & -\lambda \end{pmatrix}$$
The proof follows a mathematical induction. For

\[
\Delta_n = \begin{pmatrix}
1 & 2 & \cdots & l_k^* - 3 & l_k^* - 2 & l_k^* & l_k^* + 1 & \cdots & L - 1 & L \\
0 & 0 & \cdots & 0 & 0 & 0 & \frac{\lambda}{1 - p_k} & \cdots & \frac{\lambda}{1 - p_k} & \frac{\lambda}{1 - p_k} \\
2 & 1 & \ddots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
L - 1 & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
L & 0 & \cdots & \cdots & \cdots & 0 & 0 & \cdots & \frac{1}{1 - p_k} & \frac{1}{1 - p_k}
\end{pmatrix}
\]

\[Q_k = \begin{pmatrix}
1 & 2 & \cdots & l_m - 2 & l_m - 1 & l_m + 1 & l_m + 2 & \cdots & L - 1 & L \\
0 & 0 & \cdots & 0 & 0 & 0 & \frac{\lambda}{1 - p_k} & \cdots & \frac{\lambda}{1 - p_k} & \frac{\lambda}{1 - p_k} \\
2 & 1 & \ddots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
L - 1 & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
L & 0 & \cdots & \cdots & \cdots & 0 & 0 & \cdots & \frac{1}{1 - p_m} & \frac{1}{1 - p_m}
\end{pmatrix}
\]

\[Q_m = \begin{pmatrix}
l_m - 2 & 0 & \cdots & 0 & 0 & 0 & \frac{\lambda}{1 - p_k} & \cdots & \frac{\lambda}{1 - p_k} & \frac{\lambda}{1 - p_k} \\
l_m - 1 & 0 & \cdots & 0 & 0 & 0 & \frac{\lambda}{1 - p_k} & \cdots & \frac{\lambda}{1 - p_k} & \frac{\lambda}{1 - p_k} \\
l_m + 1 & 0 & \cdots & 0 & 0 & 0 & \frac{\lambda}{1 - p_k} & \cdots & \frac{\lambda}{1 - p_k} & \frac{\lambda}{1 - p_k} \\
l_m + 2 & 0 & \cdots & 0 & 0 & 0 & \frac{\lambda}{1 - p_k} & \cdots & \frac{\lambda}{1 - p_k} & \frac{\lambda}{1 - p_k} \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
L - 1 & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
L & 0 & \cdots & \cdots & \cdots & 0 & 0 & \cdots & \frac{1}{1 - p_m} & \frac{1}{1 - p_m}
\end{pmatrix}
\]

**TABLE I:** The expressions of the matrices \(Q_k\) for \(k \neq m\) and \(Q_m\)

We need to find the expression of \(D_n\) for any fixed integer value \(n\) in order to conclude it for \(D_{L-L_k}\). To do so, we define \(\Delta_n\) as:

\[
\Delta_n = \begin{pmatrix}
-\lambda - A & -A & \cdots & \cdots & -A \\
1 & -\frac{\lambda}{1 - p_k} & 0 & \cdots & 0 \\
0 & \ddots & \ddots & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & 1 - \frac{\lambda}{1 - p_k}
\end{pmatrix}
\]

Hence, \(D_n = (1 - p_k)^{n-1} \Delta_n\).

The second step consists of computing \(\Delta_n\) for all \(n\). To that end, we provide the following lemma.

**Lemma 4.** The determinant \(\Delta_n\) can be expressed for any integer value \(n\) as:

\[
\Delta_n = (-1)^n \sum_{j=0}^{n-2} \left( \frac{\lambda}{1 - p_k} \right)^j A + (-1)^{n+1} \left( \frac{\lambda}{1 - p_k} \right)^{n-1} \Delta_1 \quad n \geq 2
\]

where \(\Delta_1 = -\lambda - A\).

**Proof:** The proof follows a mathematical induction. For \(n = 1\), we can easily check that \(\Delta_1\) is indeed \(-\lambda - A\) by replacing \(n\) by \(1\). Next, we suppose that (59) holds up till \(n\) and we aim to prove that it holds for \(n + 1\). By developing \(\Delta_{n+1}\) through the last column, we get:

\[
\Delta_{n+1} = (-1)^{n+2}(-A) - \frac{\lambda}{1 - p_k} \Delta_n
\]

By replacing \(\Delta_n\) with its value, we end up with:

\[
\Delta_{n+1} = (-1)^{n+2}(-A) - \frac{\lambda}{1 - p_k} \left[ (-1)^n \sum_{j=0}^{n-2} \left( \frac{\lambda}{1 - p_k} \right)^j A + (-1)^{n+1} \left( \frac{\lambda}{1 - p_k} \right)^{n-1} \Delta_1 \right]
\]

\[
+ (-1)^{n+1} \sum_{j=0}^{n-1} \left( \frac{\lambda}{1 - p_k} \right)^j A + (-1)^n \left( \frac{\lambda}{1 - p_k} \right)^n \Delta_1
\]

\[
= (-1)^{n+1} A + (-1)^{n+1} \sum_{j=1}^{n-1} \left( \frac{\lambda}{1 - p_k} \right)^j A + (-1)^n \left( \frac{\lambda}{1 - p_k} \right)^n \Delta_1
\]

Therefore, (59) holds for \(n + 1\) which concludes our proof. ■
More specifically, we suppose there exists a given eigenvalue strictly less than one. We prove this result by contradiction. As a consequence, we are able to find $S_k$ in function of $\lambda$ and $p_k$, as well as the expression of $\chi_{Q_k}(\lambda)$. In fact, after computations, we get:

$$\chi_{Q_k}(\lambda) = (-1)^{L+1} \lambda^{L-t_k} (\lambda^{t_k-1} + \sum_{i=0}^{t_k-2} p_k \lambda^i)$$  \hspace{1cm} (62)$$

Now, based on the expression of the characteristic polynomial $\chi_{Q_k}$, we prove that all the eigenvalues of $Q_k$ have a modulus strictly less than one. This result comes by contradiction. More specifically, we suppose there exists a given eigenvalue of the matrix $Q_k$ that satisfies $|\lambda| \geq 1$. As $\lambda$ is an eigenvalue of $Q_k$, it is therefore a root of $\chi_{Q_k}(\lambda)$. Hence, it verifies:

$$\lambda^{t_k-1} = - \sum_{i=0}^{t_k-2} p_k \lambda^i = -p_k \frac{1 - \lambda^{t_k-1}}{1 - \lambda}$$  \hspace{1cm} (63)$$

By factoring the element $\lambda^{t_k}$, and by using the modulus on both sides, we get:

$$p_k = |\lambda|^{t_k-1} |p_k - 1 + \lambda|$$

$$\geq (a) |\lambda|^{t_k-1} (|\lambda| - |1 - p_k|)$$

$$\geq (b) |\lambda| (|\lambda| - |1 - p_k|)$$

$$= |\lambda|^2 - |\lambda| (1 - p_k)$$

where $(a)$ and $(b)$ originate from the reverse triangular inequality and the fact that $|\lambda| \geq 1$ respectively. Hence:

$$|\lambda|^2 - |\lambda|(1 - p_k) - p_k \leq 0$$  \hspace{1cm} (64)$$

By employing standard real functions analysis, it can be shown that the polynomial:

$$x^2 - (1 - p_k)x - p_k$$  \hspace{1cm} (65)$$

is negative if and only if $x \in [-p_k, 1]$. However, $|\lambda| \geq 1$ by assumption. Accordingly, $|\lambda|$ can only be equal to 1. Next, we prove that, in this case, the imaginary part of $\lambda$ is equal to zero. To that end, let us consider $\lambda = x + iy$. Therefore, we have:

$$p_k = |\lambda|^{t_k-1} |p_k - 1 + x + iy| = |p_k - 1 + x + iy|$$  \hspace{1cm} (66)$$

Table II: The expressions of the characteristic polynomials of $Q_k$
By using the definition of the modulus, and by squaring both sides, we get:

\[ p_k^2 = (1 - x - p_k)^2 + y^2 \]  

(67)

Knowing that \( x^2 + y^2 = 1 \), we can deduce:

\[ \frac{2 - 2p_k}{2(1 - p_k)} = x \]  

(68)

Hence, \( x = 1 \), i.e., \( y = 0 \), and we can deduce that \( \lambda = 1 \). However, 1 is not eigenvalue of matrix \( Q_k \). This can be seen by replacing \( \lambda \) with 1 in the characteristic polynomial of \( Q_k \). Accordingly, the hypothesis that \( |\lambda| \geq 1 \) fails and all the eigenvalues of \( Q_k \) for any \( k \neq m \) have a modulus strictly less than 1.

2) \( k = m \): The characteristic polynomial of the matrix \( Q_m \) is reported in Table II. We follow the same steps of the previous case. For \( i = 2 \) till \( l_m^{\star} - 1 \), we sequentially add to each row, the previous row multiplied by \( \frac{1}{\lambda} \). In other words:

\[ r_i = \frac{r_i^{\star} - 1}{\lambda} + r_i \quad i = 2, \ldots, l_m^{\star} - 1 \]  

(69)

Then, we execute the following operation in order to have zeros for the elements \( a_{l_m^{\star}+1,i} \) to \( a_{l_m^{\star}+1,l_m^{\star}-1} \):

\[ r_{l_m^{\star}+1} = -\sum_{i=1}^{l_m^{\star}-1} \frac{r_i}{\lambda} + r_{l_m^{\star}+1} \]  

(70)

As a result, \( \chi_{Q_m}(\lambda) \) will be the determinant of the matrix \( H \) reported in the same table. By replacing \( 1 - p_m \) with \( A \), the determinant of \( H \) will be equal to \( (-\lambda)^{l_m^{\star}-1} \) multiplied by the following determinant:

\[
\begin{vmatrix}
-\lambda - A & -A & \cdots & \cdots & \cdots & -A \\
1 - p_m & -\lambda & 0 & \cdots & \cdots & 0 \\
0 & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & \cdots & \cdots & 1 - p_m & 1 - p_m - \lambda & 0
\end{vmatrix}
\]

Then, we combine all these results, we can conclude that the eigenvalues of the matrix \( Q \) have a modulus strictly less than one. Accordingly, the spectral radius of the matrix \( Q \), denoted by \( \rho(Q) \), is strictly less than 1 which concludes our proof.

**Appendix J**

**Proof of Lemma 1**

The first part of our proof consists of identifying the fixed points of the fluid limit model reported in [24]. To that end, we provide the following lemma.

**Lemma 5.** The optimal state vector of the RP \( z^\star \) is the unique fixed point of the fluid limit model. In other words, for all \( z \in Z \), \( z = Q^\prime(z)z \) if and only if \( z = z^\star \).

**Proof:** The proof follows the same methodology of [28] and [25, Lemma 9].

With the above lemma in mind, what remains is to show the convergence of the fluid model to the fixed point \( z^\star \). By leveraging the results of Section IV-C, we can assert that there exists a neighborhood of \( z^\star \), denoted by \( \Omega_{\sigma_0}(z^\star) \subseteq J_W \), such that the fluid limit model is linear and follows (29). To that end, let us define \( \tilde{z}^\star = [\tilde{z}^{\star,1}(t), \ldots, \tilde{z}^{\star,K}(t)] \) in a similar fashion to what we have previously done for \( \tilde{z}(t) \) in Section IV-C. Accordingly, in this neighborhood

\[ \tilde{z}(t) - \tilde{z}^\star = Q^\prime(\tilde{z}(0) - \tilde{z}^\star) \]  

(72)

We recall that the spectral radius of the matrix \( Q \), denoted by \( \rho(Q) \), was shown to be strictly smaller than 1. Consequently, according to the stability theory of linear systems, \( \tilde{z}(t) \) will converge to \( \tilde{z}^\star \) if the initial state is close enough to \( \tilde{z}^\star \). Therefore, there exists \( \sigma < \sigma_0 \) such that if \( z(0) \in \Omega_{\sigma}(z^\star) \subseteq J_W \), \( z(t) \in J_W \) for any \( t \geq 0 \), and \( z(t) \xrightarrow{t \to +\infty} z^\star \).

**Appendix K**

**Proof of Proposition 6**

To prove this proposition, we first consider a general time instant \( t \in \{0, \ldots, T\} \) and provide the following lemma.

**Lemma 6.** There exists a neighborhood \( \Omega_{\epsilon}(z^\star) \) such that, for any \( \mu > 0 \), if \( Z^N(t) = z \in \Omega_{\epsilon}(z^\star) \), there exists a constant \( C \) independent of \( N \) and \( z \) such that:

\[ \Pr(||Z^{N}(t+1) - Q^\prime(z)z|| \geq \mu | Z^{N}(t) = z) \leq \frac{C}{N} \]  

(73)

**Proof:** To proceed with our proof, we first recall that:

\[ Z^N(t) = (Z^{k,N}(t), \ldots, Z^{K,N}(t)) \]  

(74)

where \( Z^{k,N}(t) = (Z_{i,k}^{N}(t), \ldots, Z_{L,k}^{N}(t)) \) is the state vector for a specific class \( k \). With that in mind, we point out that

\[ \{Z_{i,k}^{N}(t+1) : ||Z_{i,k}^{N}(t+1) - Q^\prime(z_{i,k})z|| \geq \mu | Z_{i,k}^{N}(t) = z\} \subseteq \bigcup_{i,k}{Z_{i,k}^{N}(t+1) : ||Z_{i,k}^{N}(t+1) - [Q^\prime(z_{i,k})z]_{i,k}|| \geq \frac{\mu}{\max_{k}} | Z_{i,k}^{N}(t) = z} \]  

where \( [Q^\prime(z_{i,k})z]_{i,k} \) is the class \( k \) and state \( i \) component of \( Q^\prime(z)z \). Accordingly, the following holds: \( \Pr(||Z_{i,k}^{N}(t+1) - Q^\prime(z_{i,k})z|| \geq \mu | Z_{i,k}^{N}(t) = z) \leq \sum_{i,k}{\Pr(||Z_{i,k}^{N}(t+1) - [Q^\prime(z_{i,k})z]_{i,k}|| \geq \frac{\mu}{\max_{k}} | Z_{i,k}^{N}(t) = z}) \).

Next, we recall that, by definition:

\[ Q^\prime(z)z = \mathbb{E}[Z^{N}(t+1)|Z^{N}(t) = z] \]  

(75)

The above equality will allow us to leverage the Chebyshev’s inequality to find the desired results. Let us consider
Proposition 4, we have the following: 

$$\mu > \text{let us consider a constant}$$

scheduled with a certain randomization parameter. To that end, 

$W$ are scheduled while users with an index strictly smaller than $W$ in this neighborhood was previously defined in Section IV-Z. 

For any state $i$, we denote by $\alpha_k$ the scheduled portion of users belonging to class $k$. Accordingly, we have:

$$Z_1^{k,N}(t+1) = Z_{i-1}^{k,N}(t)$$ (76)

Accordingly, by using (75), we have: $[Q'(z)z]_1^k = Z_1^{k,N}(t+1) = Z_{i-1}^{k,N}(t)$. Therefore, $Pr(|Z_1^{k,N}(t+1) - [Q'(z)z]_1^k| >= \frac{\mu}{KL}|Z_N(t) = z) = 0$.

- For state $i = 1$, we denote by $\alpha_k$ the scheduled portion of users belonging to class $k$. Accordingly, we have:

$$NZ_1^{k,N}(t+1)|Z_N(t) = z \sim \text{Binomial}(N\alpha_k, p_k)$$ (77)

Consequently:

$$\text{Var}[NZ_1^{k,N}(t+1)|Z_N(t) = z] = p_k(1-p_k)\alpha_k N$$ (78)

By dividing over $N$, and by leveraging the Chebyshev's inequality, we get:

$$Pr([Z_1^{k,N}(t+1) - [Q'(z)z]_1^k] \geq \frac{\mu}{KL}|Z_N(t) = z) \leq \frac{p_k(1-p_k)\alpha_k K^2L^2}{N\mu^2}$$ (79)

- For any state $i_L^k + 1 < i < L$, we have:

$$NZ_i^{k,N}(t+1)|Z_N(t) = z \sim \text{Binomial}(NZ_{i-1}^{k,N}(t), 1-p_k)$$ (80)

As we have previously done, we can conclude:

$$Pr([Z_i^{k,N}(t+1) - [Q'(z)z]_i^k] \geq \frac{\mu}{KL}|Z_N(t) = z) \leq \frac{p_k(1-p_k)Z_{i-1}^{k,N}(t)K^2L^2}{N\mu^2}$$ (81)

- if $i = L$: by proceeding in a similar way to the previous case, we can deduce:

$$Pr([Z_L^{k,N}(t+1) - [Q'(z)z]_L^k] \geq \frac{\mu}{KL}|Z_N(t) = z) \leq \frac{p_k(1-p_k)(Z_{i-1}^{k,N}(t) + Z_L^{k,N}(t))K^2L^2}{N\mu^2}$$ (82)

- For $i = i_L^k + 1$, we distinguish between two scenarios: 1) $k \neq m$: in this case, the evolution is similar to the case where $i > i_L^k + 1$, 2) $k = m$: in this case, the portion
$Z^m_{t_m}(t)$ is scheduled with a probability $\theta$. Therefore, by proceeding in the same way as before, we get:

$$
\Pr(|Z^m_{t_m}(t+1) - Q'(x)z| \leq \frac{\mu}{K_L}Z^N(t) = z) 
\leq \frac{p_m(1-p_m)(\theta Z^m_{t_m}(t))K^2L^2}{N\mu^2} 
$$

(83)

By combining all the above results, and by leveraging the union inequality previously provided along with the fact that $\alpha_k \leq 1$, $\theta \leq 1$, and $\sum_{i,k} Z^{i,N}(t) \leq 1$, we can conclude:

$$
\Pr(\|Z^N(t+1) - Q'(z)z\| \geq \mu|Z^N(t) = z) 
\leq \frac{K}{N\mu^2} \sum_{k=1}^{\infty} p_k(1-p_k)K^2L^2 = \frac{C}{N} 
$$

(84)

where $C = \frac{\sum_{k=1}^{\infty} p_k(1-p_k)K^2L^2}{\mu^2}$ which concludes our proof. \( \blacksquare \)

The next step of our proof is to use the above results to evaluate the difference between the fluid limit and the system state vector for any time instant $t \geq 1$. To do so, we provide the following lemma.

**Lemma 7.** There exists a neighborhood $\Omega_{\delta}(z^*)$ such that, for any $\mu > 0$, if $Z^N(0) = x \in \Omega_{\delta}(z^*)$, then for any $t \geq 1$, there exists a constant $c_t^1$ independent of $N$ and $x$ such that:

$$
\Pr_x(\|Z^N(t) - z(t)\| \geq \mu) \leq \frac{c_t^1}{N} 
$$

(85)

**Proof:** The proof of this lemma can be obtained by slightly adapting the results obtained in [23] Lemma 18. Let us consider $\nu < \mu$. We recall from Lemma 6 that there exists a neighborhood $\Omega_{\epsilon}(z^*)$ such that, for any $\mu > 0$, if $z \in \Omega_{\epsilon}(z^*)$, there exists a constant $C$ independent of $N$ and $z$ such that:

$$
\Pr(\|Z^N(t+1) - Q'(z)z\| \geq \mu|Z^N(t) = z) \leq \frac{C}{N} 
$$

(86)

We let $\nu < \epsilon$ be such that:

$$
\|Q'(x)x - Q'(y)y\| \leq \nu 
$$

(87)

for all $x, y$ with $\|x - y\| \leq \rho$. This is possible since the function: $z \rightarrow Q'(z)z$ is linear, and accordingly, Lipschitz continuous. Next, we recall the definition of $\sigma$ in Lemma 4. To that end, we let $\delta < \min(\sigma, \epsilon)$ be such that, if $z(0) \in \Omega_{\delta}(z^*)$, then $z(t) \in \Omega_{\epsilon}(z^*)$ for $t \geq 1$. With the above parameters specified, we prove the statement by a mathematical induction.

For $t = 1$, and since $x \in \Omega_{\delta}(z^*) \subseteq \Omega_{\epsilon}(z^*)$, the following holds:

$$
\Pr_x(\|Z^N(1) - z(1)\| \geq \mu) = \Pr_x(\|Z^N(1) - Q'(x)x\| \geq \mu) \leq \frac{C}{N} 
$$

(88)

and the desired results hold for $t = 1$ by simply choosing $c_1^{t+1} = C$. Let us suppose that the statement holds for any $t \geq 1$. We investigate the property for $t + 1$. To that end:

$$
\Pr_x(\|Z^N(t+1) - z(t+1)\| \geq \mu) = \Pr_x(\|Z^N(t+1) - z(t+1)\| \geq \mu|Z^N(t) - z(t)\| \geq \rho) 
$$

$$
\Pr_x(\|Z^N(t) - z(t)\| \geq \rho) + \Pr_x(\|Z^N(t) - z(t)\| < \rho) \leq (\frac{d^t}{N}) + \Pr_x(\|Z^N(t) - z(t)\| < \rho) \leq \frac{c_t^1}{N} 
$$

(89)

where $(a)$ follows from $\Pr_x(\|Z^N(t+1) - z(t+1)\| \geq \mu|Z^N(t) - z(t)\| \geq \rho)$ and $d_t^1$ being the constant related to the statement holding for $t$ for $\rho$. Next, we tackle the second term of the inequality in (89).

$$
\Pr_x(\|Z^N(t+1) - z(t+1)\| \geq \mu|Z^N(t) - z(t)\| < \rho) = \Pr_x(\|Z^N(t+1) - Q'(z(t))Z^N(t) + Q'(z(t))Z^N(t) - z(t+1)\| \geq \rho) \leq (a) \Pr_x(\|Z^N(t+1) - Q'(z(t))Z^N(t)\| + \|Q'(z(t))Z^N(t) - z(t)\| \geq \rho) \leq (b) \Pr_x(\|Z^N(t+1) - Q'(z(t))Z^N(t)\| \geq \mu - \nu|Z^N(t) - z(t)\| < \rho) \leq \sum_{z \in \Omega_{\nu}(z(t))} \Pr_x(\|Z^N(t) - z\| \geq \mu - \nu|Z^N(t) = z) 
$$

(90)

where $(a)$ and $(b)$ follows from the triangular inequality and the relationship in (87). Since $z(t) \in \Omega_{\epsilon}(z^*)$, and $\rho < \epsilon$, we have $\Omega_{\nu}(z(t)) \subseteq \Omega_{\epsilon}(z^*)$. Accordingly, from eq. (56), we can conclude:

$$
\Pr_x(\|Z^N(t+1) - Q'(z(t))z\| \geq \mu - \nu|Z^N(t) = z) \leq \frac{C'}{N} 
$$

(91)

where $C' = \frac{\sum_{k=1}^{\infty} p_k(1-p_k)K^2L^2}{\mu^2}$. By substituting the above results in (90), we get:

$$
\Pr_x(\|Z^N(t+1) - z(t+1)\| \geq \mu|Z^N(t) - z(t)\| < \rho) \leq \frac{C'}{N} 
$$

(92)

Combining this with (89), we can conclude that there exists a constant $c_t^{t+1}$ such that:

$$
\Pr_x(\|Z^N(t+1) - z(t+1)\| \geq \mu) \leq \frac{c_t^{t+1}}{N} 
$$

(93)

which concludes our inductive proof. \( \blacksquare \)
We recall that from the union bound,
\[
\Pr\left(\sup_{0 \leq t < T} \|Z^N(t) - z(t)\| \geq \mu\right) \\
\leq \sum_{t=0}^{T-1} \Pr_x(||Z^N(t) - z(t)|| \geq \mu) \tag{94}
\]
Accordingly, from the previous lemma, and over finite time horizon \(T\), there exists a constants \(C_1\) that is independent of \(x\) and \(N\) such that:
\[
\Pr\left(\sup_{0 \leq t < T} ||Z^N(t) - z(t)|| \geq \mu\right) \leq \frac{C_1}{N} \tag{95}
\]
which concludes our proof.

**APPENDIX L**

**PROOF OF COROLLARY 1**

We let \(0 < \nu < \mu\). We recall from Proposition 6 that \(\delta < \sigma\) and, accordingly, from Lemma 1, given \(Z^N(0) = x \in \Omega_{\delta}(z^*)\), there exists \(T_0\) such that for any \(t \geq T_0:\)
\[
||z(t) - z^*|| \leq \nu \tag{96}
\]
By leveraging Proposition 6 we have:
\[
\Pr_x\left(\sup_{T_0 \leq t < T} ||Z^N(t) - z^*|| \geq \mu\right) \\
\leq \Pr_x\left(\sup_{T_0 \leq t < T} ||Z^N(t) - z(t)|| + ||z(t) - z^*|| \geq \mu\right) \\
\leq \Pr_x\left(\sup_{T_0 \leq t < T} ||Z^N(t) - z(t)|| \geq \mu - \nu\right) \\
\leq \Pr_x\left(\sup_{0 \leq t < T} ||Z^N(t) - z(t)|| \geq \mu - \nu\right) \leq \frac{C_f}{N} \tag{97}
\]
which concludes the proof.

**APPENDIX M**

**PROOF OF LEMMA 2**

The proof of this lemma can be obtained by slightly adapting the results obtained in [23], p. 18. To prove our lemma, let us first denote by \(v\) the function that maps any system state \(z \in \mathbb{Z}\) to a per user average age value. Specifically, \(v : z \to \sum_{k=1}^{K} \sum_{l=1}^{L} i z_k^l\). Accordingly, \(Nv(Z^N(t))\) is the instantaneous total age of users in the network at time \(t\) when the Whittle’s index policy is employed and the number of users is \(N\). Moreover, \(v(z^*) = C^{RP} = \frac{C^{RP,N}}{N}\) is the optimal per user average age of the relaxed problem. For each \(l > 0\), we let \(\mu > 0\) be such that for any \(x \in \mathbb{Z}\), if \(||x - z^*|| \leq \mu\), then:
\[
|v(x) - C^{RP}| \leq l \tag{98}
\]
This is possible since the function \(v(\cdot)\) is linear and, accordingly, Lipschitz continuous. Let us consider a time horizon \(T\), a number of users \(N_r\), and the time instant \(T_0\) of Corollary 1.

To establish the desired optimality, we evaluate the following difference:
\[
\left|\frac{1}{T} \sum_{t=0}^{T_0-1} \mathbb{E}[v(Z^{N_r}(t))] - C^{RP}\right| + \\
\left|\frac{1}{T} \sum_{t=T_0}^{T-1} \mathbb{E}[v(Z^{N_r}(t))] - C^{RP}\right|
\]
\[
\leq (a) \frac{1}{T} \sum_{t=0}^{T_0-1} \mathbb{E}[v(Z^{N_r}(t))] - C^{RP} \right| + \\
\left|\frac{1}{T} \sum_{t=T_0}^{T-1} \mathbb{E}[v(Z^{N_r}(t))] - C^{RP}\right| \leq (b) \frac{LT_0}{T} + \\
\frac{1}{T} \sum_{t=T_0}^{T-1} \mathbb{E}[|v(Z^{N_r}(t)) - C^{RP}|] \tag{99}
\]
where \((a)\) follows from the triangular inequality. On the other hand, since \(v((Z^{N_r}(t))) \leq L\) and \(C^{RP} \geq 0\), \((b)\) follows from the fact that \(v((Z^{N_r}(t)) - C^{RP} \leq L\). We now tackle the second term of the inequality. To that end, we let \(A_r\) be the event \(\{\sup_{0 \leq t < T} ||Z^N(t) - z^*|| \geq \mu\}\). We can rewrite the second term as:
\[
\Pr_x(A_r) \frac{1}{T} \sum_{t=T_0}^{T-1} \mathbb{E}[|v(Z^{N_r}(t)) - C^{RP}|]\]
\[
(1 - \Pr_x(A_r)) \frac{1}{T} \sum_{t=T_0}^{T-1} \mathbb{E}[|v(Z^{N_r}(t)) - C^{RP}|] [A_r] \\
\leq (a) \frac{L(T - T_0)}{T} \Pr_x(A_r) + (1 - \Pr_x(A_r))l \tag{100}
\]
where \((a)\) follows from (98) and that \(v((Z^{N_r}(t)) - C^{RP} \leq L\). By leveraging Corollary 1, we know if \(Z^N(0) = x \in \Omega_{\delta}(z^*)\), \(\Pr_x(A_r) \to 0\) as \(r \to +\infty\). Accordingly,
\[
\lim_{r \to +\infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}[v(Z^{N_r}(t)) - C^{RP}] \leq \frac{LT_0}{T} + l \tag{101}
\]
As \(l\) is an arbitrarily positive value, and by letting \(T \to +\infty\), we can conclude that:
\[
\lim_{T \to +\infty} \lim_{r \to +\infty} \frac{1}{T} \sum_{t=0}^{T-1} \mathbb{E}[v(Z^{N_r}(t))] = C^{RP} \tag{102}
\]
given \(Z^N(0) = x \in \Omega_{\delta}(z^*)\).

**APPENDIX N**

**PROOF OF LEMMA 3**

We first provide in the following lemma a characterization of the behavior of \(Z^N(t)\).

**Lemma 8.** Under the Whittle’s index policy, the system state vector \(Z^N(t)\) evolves as an aperiodic Markov chain with only one recurrent class.

**Proof:** To prove this lemma, it is sufficient to establish that there exists a state \(z_f\) that is reachable from any initial
state \( Z^N(0) = x \in \mathcal{Z} \). Let us consider the following possible event \( B \) which can happen with a probability \( \Pr(B) > 0 \): for \( L \) consecutive time slots, every scheduled user suffers from a failed transmission. When the event \( B \) takes place, the system state, regardless of its initial value, will become equal to \( z_f = (x_1^f, \ldots, x_K^f) \) where \( x_i^f = (0, \ldots, 1) \). In other words, all users will have an age that is equal to \( L \). This implies that state \( z_f \) is reachable from any other state which concludes the proof.

Equipped with the above lemma, and by noting that the system’s state space is finite, we can conclude that there exists a steady-state distribution for the system state vector \( Z^N(t) \) under the Whittle’s index policy. We denote this distribution by \( Z^N(\infty) \). Next, we lay out the following lemma.

**Lemma 9.** Under Assumption 7 the steady-state distribution vector verifies:

\[
\lim_{r \to +\infty} \Pr(Z^N_{r}(\infty) \in \Omega_{\epsilon}(z^*)) = 1
\] (103)

**Proof:** The proof follows the same argument provided in [25, Lemma 6]. Specifically, the idea of the proof revolves around investigating the random variables \( T_\epsilon \) and \( T_0^\epsilon \) defined as the time between consecutive hitting times into the neighborhood \( \Omega_{\epsilon}(z^*) \) and the sojourn time in \( \Omega_{\epsilon}(z^*) \) respectively. By leveraging Assumption 1 and Corollary 1, we can show that, as \( N \) grows, the expected portion of time spent outside the neighborhood \( \Omega_{\epsilon}(z^*) \) vanishes.

Equipped with the above lemma, we can proceed with proving our desired results. Similarly, for each \( l > 0 \), we let \( \epsilon > 0 \) be such that for any \( x \in \mathcal{Z} \), if \( ||x - z^*|| \leq \epsilon \), then:

\[
|v(x) - v(z^*)| \leq l
\] (104)

We recall that \( C^{RP} = v(z^*) \). We define the event \( E_r \) as \( \{Z^N_{r}(\infty) \in \Omega_{\epsilon}(z^*)\} \). Next, we investigate the following difference:

\[
\frac{C_{\infty}^{W1,N_r}}{N_r} - C^{RP} \leq (a) E[|v(Z^N_{r}(\infty)) - C^{RP}|]
\]

\[
= \Pr(E_r)E[|v(Z^N_{r}(\infty)) - C^{RP}|] + \Pr(\overline{E_r})E[|v(Z^N_{r}(\infty)) - C^{RP}|]\overline{E_r} \leq l \Pr(E_r) + \Pr(\overline{E_r})L
\] (105)

where \( (a) \) follows from Jensen’s inequality. Using the results of Lemma 9 and knowing that \( l \) is arbitrarily small, we can conclude:

\[
\lim_{r \to +\infty} \frac{C_{\infty}^{W1,N_r}}{N_r} = C^{RP}
\] (106)