Introduction. Continuous-variable (CV) quantum information protocols are widely used in quantum optics \cite{1, 2}. To realise these protocols, it is essential to be able to perform state and device verification on CV states and devices \cite{3}. State verification \cite{4–12} addresses the problem of whether or not a state generated by a quantum device is close enough to a specified target state. While some efficient protocols exist \cite{4, 7}, they require the tested systems to be identically and independently distributed (i.i.d.) prepared, an assumption that is hard to guarantee in realistic scenarios. Quantum device verification \cite{13} is the problem of determining whether the outputs of a quantum device are close to associated target output states, averaged over all possible input states. CV quantum device verification in the non-i.i.d setting has so far been an open problem. In this paper, we propose verification protocols for multimode CV entangled states and CV quantum devices in non-i.i.d scenarios.

For finite dimensional systems, quantum state and quantum device characterization schemes in the non i.i.d setting have received increasing attention in recent years, motivated by applications in quantum computing and quantum networks with noisy intermediate-scale quantum devices \cite{14–17}. There are two important classes of scenarios where the i.i.d assumption cannot be made. The first class includes adversarial scenarios, in which we cannot trust that the adversary will necessarily allow us access to multiple copies of the same state, or to multiple uses of the same quantum device. This situation can occur, for instance, in verifiable blind quantum computing \cite{18}, where malicious servers can send entangled states to the client to steer computational results. A second class of scenarios involves the presence of time-dependent and correlated noise. In this paper, we propose the first set of reliable protocols for verifying multimode continuous-variable entangled states and devices in these non-i.i.d scenarios. Although not fully universal, these protocols are applicable to Gaussian quantum states, non-Gaussian hypergraph states, as well as amplification, attenuation, and purification of noisy coherent states.

In the non-i.i.d setting for qubits, a powerful method is to employ the quantum de Finetti theorem, which enables one to approximate a collection of non-i.i.d states by a smaller number of copies of i.i.d states after a randomising procedure followed by tracing out a subsystem \cite{20}. Leveraging this result, one can reduce the problem of non-i.i.d verification to the i.i.d scenario. A similar strategy can be used for CV state verification. In the CV setting, there are two main classes of quantum de Finetti theorems, which can be separated into finite dimensional approximations \cite{21}, and infinite dimensional constructions \cite{22}. The existing finite dimensional approximations have been developed for applications in quantum key distribution, typically involving single mode systems, and have an exponential scaling of the error in the dimension parameter. On the other hand, in the infinite dimensional constructions one lacks a simple, practically implementable randomising procedure required by the de
The framework to enable the non-i.i.d state to be approximated by i.i.d states. To circumvent these issues, we develop a finite dimensional approximation that can be used for multimode states and has a polynomial scaling of the error with the dimension parameter.

In our approach, we propose a new method, which can be used to verify a broad class of CV quantum states, including multimode Gaussian states and CV hypergraph states. Unlike previous approaches, which used permutation symmetry by randomly reshuffling the various systems, our test takes advantage of an additional symmetry property, namely symmetry with respect to rotations in phase space [23]. This additional symmetry allows us to overcome all the challenges of the non-i.i.d. setting. In our protocol, the initial non-i.i.d state is randomized not only by a random permutation but also by random phase rotations at each subsystem. These rotations can be performed without loss of generality owing to the symmetry of the states under consideration. Exploiting this rotational symmetry, we are able to achieve polynomial scaling of the approximation error between the randomised non-i.i.d state and its i.i.d approximation with respect to an effective finite dimension $d$ associated to the family of states under consideration.

Building on our i.i.d approximation, we then construct a verification protocol with the desirable properties of soundness and completeness: $\text{tr} \rho = 1$, $\rho$ is close enough to the ideal state $\rho_0$, and $\rho$ is orthogonal to the target state $\rho_T$. On the other hand, $\rho$ is measured using homodyne detection in a rotated basis.

The most common CV measurement is homodyne detection [25], which is routinely implemented in quantum optics laboratories. Mathematically, the homodyne measurement corresponds to a projective measurement of a quadrature operator. This means that the expectation value of any linear combination of quadratures $\hat{q}(\theta) := \cos \theta \hat{q} + \sin \theta \hat{p}$ and $\hat{p}(\theta) := -\sin \theta \hat{q} + \cos \theta \hat{p}$, with $\theta \in [0, \pi/2]$, can be measured using homodyne detection in a rotated basis.

In state verification, a verifier has to test the preparation of a target state, denoted by $|\phi\rangle \in \mathcal{H}^\otimes k$, where $k \in \mathbb{N}^+$. The verifier is given $n$ quantum registers, whose state is claimed to consist of $n$ identical copies of the target state. The actual state of the $n$ registers is unknown to the verifier, and is denoted by $\rho^{(n)} \in \mathcal{S}(\mathcal{H}^\otimes k\!\!\!\otimes n)$. The state $\rho^{(n)}$ could deviate from the ideal state $|\phi\rangle \langle \phi| \otimes^n$ due to imperfections of the source, or could even be prepared by a potentially malicious server. The verifier then chooses $n - m$ quantum registers uniformly at random, and performs measurements on each register, to decide whether the reduced state at the remaining $m$ registers is close enough to $|\phi\rangle \langle \phi| \otimes^m$ or not. From now on, we use the term randomly choosing to mean choosing from an uniform random distribution. Denoting $0 \leq T \leq 1$ as the POVM element on $\mathcal{H}^\otimes (n-m)$ that corresponds to the verification test flagged as passed, and $0 < \epsilon_s, \epsilon_c < \frac{1}{2}$ as failure probabilities, a reliable quantum state verification scheme must satisfy

- **soundness:** for any permutation-invariant $\rho \in \mathcal{S}(\mathcal{H}^\otimes k\!\!\!\otimes n)$,
  $\text{tr} \left( T \otimes (1 - |\phi\rangle \langle \phi| \otimes^m) \rho \right) \leq \epsilon_s$, and

- **completeness:** $\text{tr} \left( T |\phi\rangle \langle \phi| \otimes^{(n-m)} \right) \geq 1 - \epsilon_c$.

Intuitively, a good bound on soundness denotes a low probability of a false positive, that is, a low joint probability that the test is passed and yet the remaining state is orthogonal to the target state. On the other hand, completeness guarantees that if the state is identical to the target state, it must pass the verification test with a high probability.

The task of quantum device verification, closely related to state verification, is to determine whether the outputs of a quantum device are close to target output states or not, when averaged over a fiducial ensemble of input states. We can define an ensemble of input states as $\{p_x, \rho_x\}_{x \in X}$, where $X$ is an index set,
\{p_x\}_{x \in \mathcal{X}} is a probability distribution, and \(\rho_x \in \mathcal{S}(\mathcal{H}^\otimes k)\). Suppose the target outputs are pure states \(\{|\phi_{x}\rangle\}_{x \in \mathcal{X}}\), where \(|\phi_{x}\rangle \in \mathcal{H}^\otimes k\). A target channel \(\mathcal{E}_i\) is defined as the quantum channel that achieves the maximal average fidelity \(\bar{F}(\mathcal{E}) := \sum_{x \in \mathcal{X}} p_x \langle \phi_x | \mathcal{E}(\rho_x) | \phi_x \rangle\), and its maximum achievable value is denoted by \(\bar{F}_{\text{max}}\) [20, 27].

In this context, an important observation is that any test of quantum devices can be realized by preparing a single entangled state on the input and an ancillary system, and to perform a single joint measurement on the output and the ancillary system [24]. This observation yields a general device verification protocol similar to state verification above. Let \(\mathcal{E}^{(n)}\) be an \(n \cdot k\)-mode quantum channel, claimed to act as \(n\) independent uses of the \(k\)-mode target channel \(\mathcal{E}_i\). Here we regard \(\mathcal{E}^{(n)}\) as a channel with \(n\) inputs, each input consisting of \(k\) modes. The verifier then randomly chooses \((n - m)\) inputs and injects one part of a bipartite entangled state into each of these inputs. Then, the verifier can apply local measurements at the outputs and the ancillary systems, to determine whether the channel \(\mathcal{E}^{(m)}\) at the remaining \(m\) inputs is close to \(\mathcal{E}_i^\otimes m\) or not.

A reliable device verification scheme must similarly satisfy soundness and completeness conditions

- **soundness:** for any permutation-invariant \(n\)-input channel \(\mathcal{E}^{(n)}\),

\[
\left[ T \otimes \left( 1 - \frac{\bar{F}^\otimes m}{\bar{F}_{\text{max}}^m} \right) \right] \left( \mathcal{E}^{(n)} \right) \leq \epsilon_s
\]

where \(T\) is the map from an \((n - m)\)-input quantum channel to the probability of passing the test, and 1 is a map that maps any \(m\)-input channel into the number 1.

- **completeness:**

\[
T \left( \mathcal{E}_i^\otimes (n - m) \right) \geq 1 - \epsilon_c.
\]

The soundness of channel verification is analogous to that of state verification, except here the figure of merit is average fidelity instead of fidelity between the prepared state and the target state.

State verification under the i.i.d assumption can be performed by detecting a fidelity witness \(W\), which is an observable whose expectation value with respect to any prepared state is a tight lower bound of its fidelity with the target state. This provides an efficient approach to verify both CV quantum states [4, 7] and CV quantum channels [13]. In this paper, although we do not have the i.i.d assumption, we will continue to use these techniques after obtaining an i.i.d approximation.

To obtain an i.i.d approximation using a finite \(d\) de Finetti theorem, one needs to filter CV states so they effectively lie on a \(d\)-dimensional subspace. We note that although one cannot infer whether all the remaining subsystems are bounded to lie on a finite \(d\)-dimensional subspace by testing partial subsystems, it is possible to deduce whether a CV state is bounded for most subsystems.

Then through randomization in terms of both permutation and phase rotations, this almost-bounded CV state is then close to an i.i.d \(d\)-dimensional state, after tracing out part of its subsystems.

In general non-i.i.d settings, CV quantum state verification comprises of two subprotocols: the dimension test and the fidelity test. The dimension test is used to bound the dimension \(d\). In the dimension test, the measurement outcomes of homodyne detection are compared with a certain threshold. If the measurement outcomes are always less than the threshold, this gives a strong guarantee that each subsystem is confined in a subspace spanned by Fock states \(|n\rangle\) with \(n\) less than \(d\). Through discarding a large fraction of the subsystems of the randomized non-i.i.d state, one can treat the state at the remaining subsystems as approximately i.i.d, due to a finite-\(d\) de Finetti theorem. After getting an i.i.d approximation, the fidelity test, similar to the test under i.i.d assumption, is to certify the fidelity between the state at each remaining subsystem and the target state, by detecting the fidelity witness at partial subsystems. Figure 1 summarises the key steps of the scheme.

**The verification protocol.** Suppose the target state \(|\phi\rangle = U |0\rangle^\otimes k\) is a multimode entangled state, mathematically obtained by applying a suitable unitary operator \(U\) to the vacuum. Given \((k/2 + 1)N\) quantum registers, each of which stores a \(k\)-mode quantum state, the verifier uses \(kN/2\) registers for the dimension test. Here \(N\) is chosen to be an even integer. The first step of the dimension test is to divide the \(kN/2\) registers into \(k\) groups of \(N/2\) registers each. In each group, by comparing the square of homodyne detection outcomes with an upper bound \(d_0/2 > 0\) for \(N/2\) registers, the verifier infers whether most of the \(k\)-mode states in the remaining \(N\) registers fall on a finite-dimensional subspace \(\mathcal{H}_j := \{U |n_{i_j}\rangle^\otimes j = \{n_{i_j} < d_0 \} \} \mathcal{H}^\otimes k\), where \(1 \leq j \leq k\). If the \(k\) groups all pass the test, then most subsystems at the remaining \(N\) registers fall on a finite-dimensional subspace \(\mathcal{H} := \bigcap_{j=1}^{k} \mathcal{H}_j \mathcal{H}^\otimes k\). Then after discarding a large fraction of the remaining \(N\) registers and keeping only \(L\) registers (\(L \ll N\)), the reduced state \(\rho^{(L)}\) at the remaining \(L\) registers can be shown to fall on \(\mathcal{H}^\otimes L\) and is approximately i.i.d to high probability. Proofs of these statements can be found in the supplemental Material [28]. Finally, the verifier chooses \(L - m\) of the remaining registers to perform the fidelity test. Here one estimates the expectation value of chosen fidelity witness \(\mathbb{I} - U \hat{d} U^\dagger\) at \(L - m\) registers. The outcome of the fidelity then determines whether the fidelity between the states at the remaining \(m\) registers and the tensor product of \(m\) target states is close to one. We will
FIG. 1. The verifier receives \((k/2 + 1)N\) registers, each of which is represented by a box and contains an unknown \(k\)-mode state. The verifier randomly chooses \(kN/2\) registers, represented by red boxes, to apply a dimension test. If the dimension test is passed, then the verifier goes on with the fidelity test at the other \(N\) registers. Otherwise, the verifier aborts the test (rejects). Suppose the dimension test is passed. Then, the verifier randomly chooses \(N - L\) registers, represented by boxes with crosses inside, and discards them. For the remaining registers, the verifier randomly chooses \(L - m\) registers, represented by green boxes, to perform the fidelity test. If the fidelity test is passed, then the verifier takes the state in the remaining \(m\) registers, represented by blank boxes, as reliable copies of target state \(|\psi\rangle\). Otherwise, the verifier rejects the remaining states.

later explain the detailed procedure of the dimension test and the fidelity test for specific target states.

At each round of testing, each register is randomly chosen and this randomisation guarantees permutation invariance of the registers. Besides permutational symmetry, our verification test also exhibits an additional symmetry, owing to the fact that the vacuum state \(|0\rangle^\otimes k = U^\dagger |\phi\rangle\) is invariant under rotations in phase space. This additional symmetry is enforced by first applying the unitary operation \(U^\dagger\), and then applying a homodyne detection in a randomly rotated quadrature basis at each mode. Practically, for certain unitaries \(U\) like Gaussian unitary operations, the application of the unitary gate \(U^\dagger\) can be omitted, because it can be reproduced by classical processing of the measurement outcomes. Because of this rotational symmetry, only the diagonal entries of any \(\rho^{(kN/2+N)} \in \mathcal{L}(\mathcal{H}^\otimes (kN/2+N))\) in the basis \{\(U |n_1\rangle^\otimes k \otimes |0\rangle^\otimes (kN/2+N)\}\) affects the results of this test.

Now we describe the dimension test in detail for pure Gaussian target states. In the dimension test, the verifier divides \(kN/2\) registers into \(k\) groups. In \(j\)th group \((j \in [k])\), the verifier randomly chooses phase \(\theta_j \in [0, \frac{\pi}{2}]\) \((l \in [N/2])\) at each register and measures either \(\hat{\hat{q}}_j(\theta_j)\) or \(\hat{\hat{p}}_j(\theta_j)\), where \(\hat{q}_j = \sum_{1 \leq i \leq 2k} S_{2j-1,i} (\hat{x}_i - d_i)\), and \(\hat{p}_j = \sum_{1 \leq i \leq 2k} S_{2j,i} (\hat{x}_i - d_i)\) are both linear combinations of local quadrature operators. Repeat the measurement in each group for \(N/2\) times, and denote the \(l\)th measurement outcome in the \(j\)th group by \(f_{j,l}\). For each measurement outcome, the verifier defines an associated variable \(z_{j,l}\) if \((f_{j,l})^2 > d_0/2\), \(z_{j,l} = 1\); otherwise, \(z_{j,l} = 0\). After homodyne measurements on the \(kN/2\) registers, if for all \(j \in [k]\), \(\sum_{l=1}^{N/2} z_{j,l} \leq N e^{-c_0 d_0}\), with \(c_0 = 1 - \frac{1}{\sqrt{2}}\), then the states are considered to have passed the dimension test; otherwise, the verifier aborts the test as soon as any \(j\) fails the \(\sum_{l=1}^{N/2} z_{j,l} \leq N e^{-c_0 d_0}\) condition and rejects all the states.

If the states pass the dimension test, then the verifier randomly chooses \(L = \lceil 264k^2m^2d_0^2 \ln \frac{4}{\epsilon} + m \rceil\) from the remaining registers, where \(0 < \epsilon < 1/2\) is a tolerant failure probability, and discards all the other registers. These registers are now used for the fidelity test, where the verifier first randomly chooses \(L - m\) registers from the \(L\) registers. At the \(i\)th register \((i \in [L - m])\), the verifier then randomly chooses \(\tilde{\chi}_i \in [k]\) and \(\theta_i \in [0, \frac{\pi}{2}]\), and measures either \(\tilde{\hat{q}}_{\tilde{\chi}_i}(\theta_i)\) or \(\tilde{\hat{p}}_{\tilde{\chi}_i}(\theta_i)\) randomly. Denote the measurement outcome by \(\chi_i\). After \(L - m\) rounds of measurements, the verifier compares an estimator of the fidelity witness \(W^* = 1/k + (k - 2)/(L - m) \sum_{j=1}^{L-m} \chi_j^2\) with threshold \(1 - \frac{\sqrt{m}}{2m}\). If \(W^* > 1 - \frac{\sqrt{m}}{2m}\), the verifier accepts the state at remaining \(m\) registers as reliable copies of \(|\phi\rangle\). Otherwise, the verifier rejects.

This scheme also works for verification of non-Gaussian CV hypergraph states \([10, 29]\), where the verifier follows the same procedure, except that \(\tilde{\hat{q}}_j := U \hat{q}_j U^\dagger\) and \(\tilde{\hat{p}}_j := U \hat{p}_j U^\dagger\) are different from above.

**Theorem.** Suppose \(|\phi\rangle = U |0\rangle^\otimes k\) is a \(k\)-mode entangled state, where \(U\) satisfies that \(U\) followed by homodyne detections can be simulated by homodyne detections followed by classical processing of measurement outcomes. Then

\[
10k e^{-c_0 d_0} \left( \frac{264k^2m^2d_0^2 \ln \frac{4}{\epsilon} + m}{\epsilon^2} \right) \leq \epsilon, \tag{3}
\]

and

\[
N > \frac{50}{k^4} \ln \frac{4k \epsilon}{e^{-2c_0 d_0}}, \tag{4}
\]

this verification scheme, characterized by \(T\), satisfies soundness, i.e., for any permutation-invariant \(\rho \in \mathcal{S}(\mathcal{H}^\otimes k - n)\), \(\text{tr} \left( T \otimes (1 - |\phi\rangle \langle \phi|^{\otimes m}) \rho \right) \leq \epsilon\), and completeness, i.e., \(\text{tr} \left( T |\phi\rangle \langle \phi|^{\otimes (k(k+1)/2 - k - m)} \right) \geq 1 - \epsilon\).

The sample complexity of this verification scheme is

\[
(k/2 + 1)N = O \left( k^7 m^4 \frac{\text{Poly} \left( \ln \frac{km}{\epsilon} \right)}{\epsilon^6} \right), \tag{5}
\]

which can be considered as a theoretical upper bound of the minimum required samples for the most general scenarios without energy cutoffs. Compared to the sample complexity \(L = O \left( k^2 m^2 \frac{\text{Poly} \left( \ln \frac{km}{\epsilon} \right)}{\epsilon^2} \right)\) in the i.i.d case, at most \(L^4\) samples are sufficient for CV-state verification.
in non-i.i.d scenario. In experiments, unknown quantum states can be sent to the verifier through light pulses, and the verifier implements the verification test by applying homodyne detections on the sequence of pulses. If we assume that each mode is confined in a subspace spanned by Fock states \(|n\rangle\) with \(n < d_0\), then the sample complexity is reduced to \(O\left(\frac{k^4 n^2 d_0^2 \ln 1/\epsilon}{\epsilon^3}\right)\). Using state-of-the-art homodyne detections \([30, 31]\), for \(k^4 d_0^2 \lesssim \frac{10^{12} \epsilon^3}{m^2 \ln 1/\epsilon}\), the verification test can be accomplished within a few hours.

These same state verification techniques can also be used to implement the verification of quantum devices. We begin with the observation that any test of quantum devices can be realized by preparing one entangled state on the input and an ancillary system, and then jointly measuring the output and the ancillary system \([24]\). The observable to be measured can then be chosen to be (average) fidelity witness as in a state verification task \([13]\). By adding a dimension test and rotational symmetry in the fidelity test, we get our quantum-device verification schemes. Verification protocols of amplification, attenuation, and purification of noisy coherent states can be found in the supplemental material.

**Corollary.** Suppose the target device \(E_t\) is an optimal quantum device for amplification, attenuation or purification of noisy coherent states, or a unitary \(U\) satisfying that \(U\) followed by homodyne detections can be simulated by homodyne detections followed by classical processing of measurement outcomes, and the ensemble state of input is a Gaussian state. Then when \(d_0\) and \(N\) satisfy Eqs. \((3)\) and \((4)\), respectively, the verification scheme satisfies soundness \((1)\) and completeness \((2)\) with \(n = (k/2 + 1)N\) and \(\epsilon_s = \epsilon_c = \epsilon\).

A verification scheme of \(k\)-mode quantum devices has the same sample complexity as shown in Eq.\((5)\).

**Conclusions.** We have proposed the first protocols that can verify both multimode CV entangled states and CV quantum devices without the assumption of i.i.d state and device preparation and bounded statistical moments of quadratures. Through bypassing the i.i.d assumption for multimode states, our results can be applied to CV blind quantum computing \([7, 32, 33]\), where a potentially malicious server may deceive an agent or steer the computational results by preparing entangled states. Our results can also be applied to performance benchmarks of quantum devices \([24, 26, 27, 34–39]\), in a broader setting where the devices may undergo arbitrary correlated noise processes in subsequent uses, and may contain an internal memory that affects their behavior on later inputs.
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VERIFICATION OF CV QUANTUM STATES

In the following, we present verification protocols for Gaussian states and CV hypergraph states, respectively.

**Verification of Gaussian pure states**

Any Gaussian pure state can be written as

$$|\psi\rangle = U_{S,d} |0\rangle,$$

where $U_{S,d}$ is a Gaussian unitary operation, which yields an affine transformation $\hat{x} \rightarrow S\hat{x} + d$ with $\hat{x} = (\hat{q}_1, \hat{p}_1, \ldots, \hat{q}_k, \hat{p}_k)^\top$.

1. **Dimension test:** divide $K := kN/2$ registers evenly into $k$ groups. At $i$th register of $j$th group, randomly choose to measure either $\hat{q}_j(\theta) := \cos \theta_j \sum_{1 \leq i \leq 2k} S_{2j-1,i}^\dagger (\hat{x}_i - d_i) + \sin \theta_j \sum_{1 \leq i \leq 2k} S_{2j,i}^\dagger (\hat{x}_i - d_i)$ or $\hat{p}_j(\theta) := -\sin \theta_j \sum_{1 \leq i \leq 2k} S_{2j-1,i}^\dagger (\hat{x}_i - d_i) + \cos \theta_j \sum_{1 \leq i \leq 2k} S_{2j,i}^\dagger (\hat{x}_i - d_i)$ with equal probability, where $\hat{x} := (\hat{q}_1, \hat{p}_1, \ldots, \hat{q}_k, \hat{p}_k)^\dagger$, phase $\theta_j$ is randomly chosen from $[0, \pi/2]$ independently. Denote the measurement outcome by $f_{j}^i$. If $(f_j)^2 > d_0/2$, we set $z_j^i = 1$; otherwise, we set $z_j^i = 0$. After all the $K$ measurements, if for all $j$, $\sum_{i=1}^{k/j} z_j^i \leq R := N e^{-c_0 d_0}$, then the verifier goes on to the fidelity test; otherwise, the verifiers rejects and discards all the registers left.

2. **Fidelity test:** randomly choose $N-L$ registers from the remaining $N$ registers and discard them. Choose $L-m$ registers from $L$ registers. At $i$th register, randomly choose $j \in [k]$ and $\theta \in [0, \pi/2)$, and measure randomly either $\hat{q}_j(\theta)$ or $\hat{p}_j(\theta)$. Denote the measurement outcomes as $\chi_i$. After all the $L-m$ measurements, calculate

$$W^* = 1 + \frac{k}{2} - \frac{k}{L-m} \sum_{i=1}^{L-m} \chi_i^2.\quad (7)$$

If $W^* \geq 1 - \frac{c_0}{2m}$, the verifier accepts the $m$ registers left as reliable copies of hypergraph states. Otherwise, the verifier rejects and discards all the remaining $m$ registers.

**Verification of hypergraph states**

Hypergraph states [6, 9, 40, 41], analogous to graph states [42, 43], can be described by a hypergraph, where an edge can connect more than two vertices. For a hypergraph $G = \{V,E\}$, where $V$ is the set of vertices and $E$ is the set of edges, the CV hypergraph state is

$$|G\rangle = \prod_{e \in E} e^{-\lambda_1 e_{\hat{e}}} \hat{q}_i \langle 0 \rangle_p^{\otimes n},\quad (8)$$

where $|0\rangle_p$ is a momentum eigenstate with eigenvalue zero, and $e^{-\lambda_1 e_{\hat{e}}} \hat{q}_i$ is a CV generalized CZ gate. When the set $E$ of edges contains only edges connecting two vertices, $|G\rangle$ is reduced to a graph state.

As momentum eigenstates require infinite squeezing, the CV hypergraph state in Eq. (8) does not physically exist. To get rid of infinite squeezing, a hypergraph state can be approximated by replacing a momentum eigenstate with a finitely squeezed state, i.e.,

$$|G\rangle = \prod_{e \in E} e^{-\lambda_1 e_{\hat{e}}} \hat{q}_i \otimes_{j=1}^{n} S |0\rangle^{\otimes n},\quad (9)$$

where $S := e^{\xi/2 (a^2 - a^2)}$, with $\xi > 0$, is a single-mode squeezing operation in momentum. Hypergraph states belong to the class of quantum states generated by instantaneous quantum polynomial circuits, whose measurement outcomes in computational basis cannot be classically efficiently simulated [14, 40]. CV hypergraph states are non-Gaussian states and, together with Gaussian states and Gaussian operations, can be used to realize universal quantum computing.
1. dimension test: divide $K$ registers evenly into $k$ groups. At $i$th register of $j$th group, randomly choose to measure either $s \cos \theta_j \hat{q}_j + \frac{1}{s} \sin \theta_j \left( \hat{p}_j + \sum_{e \in E} \prod_{l \in e} \hat{q}_l \right)$ or $-s \sin \theta_j \hat{q}_j + \frac{1}{s} \cos \theta_j \left( \hat{p}_j + \sum_{e \in E} \prod_{l \in e} \hat{q}_l \right)$ with equal probability, where $1/s = e^\xi > 1$, phases $\theta_j$ are randomly chosen from $[0, \frac{\pi}{2}]$ independently. Denote the measurement outcome by $f_j^i$. If $(f_j^i)^2 > d_0/2$, we set $z_j^i = 1$; otherwise, we set $z_j^i = 0$. After all the $K$ measurements, if for all $j$, $\sum_{i=1}^{K/k} z_j^i \leq R$, then the verifier goes on to the fidelity test; otherwise, the verifier rejects and discards all the registers left.

2. Fidelity test: randomly choose $N - L$ registers from the remaining $N$ registers and discard them. Choose $L - m$ registers from $L$ registers. At $i$th register, randomly choose $j \in [k]$ and $\theta \in [0, \frac{\pi}{2}]$, and measure randomly either $\hat{q}(\theta)$ or $\hat{p}(\theta)$. Denote the measurement outcomes as $\chi_j$. After all the $L - m$ measurements, calculate

$$ W^* = 1 + \frac{k}{2} - \frac{k}{L - m} \sum_{i=1}^{L-m} \chi_i^2. $$

(10)

If $W^* \geq 1 - \frac{s}{2m}$, the verifier accepts the $m$ registers left as reliable copies of hypergraph states. Otherwise, the verifier rejects and discards all the remaining $m$ registers.

**VERIFICATION OF CV QUANTUM DEVICES**

State verification tests the fidelity between a given state with a target state, which is closely related to quantum benchmarks, which typically tests the fidelity between the output of a quantum device to the target output, averaged over all possible inputs. It is shown in Ref. [24] that any test of quantum devices can be realized by preparing one entangled state on the input and an ancillary system, and jointly measuring the output and the ancillary system. In case the measurement can be rephrased as a state verification task, which is true for tests of teleportation, amplification and attenuation of coherent states [13], the test can be implemented with state verification techniques. The advantage of using state verification instead of measurements is that, general measurements may be hard to implement experimentally, while state verification employs only basic single-mode measurements, posing lower requirements for the verifier.

Combining with the state verification approaches in non-i.i.d scenario, we illustrate the verification procedure of verification of various quantum devices below. The key steps of the device-verification scheme is shown in Fig. 2.

**Verification of single-mode amplification/attenuation**

Quantum amplification protocols [26, 30, 47] are important for quantum cloning and other quantum information processing protocols. Here we present a protocol to verify an optimal quantum amplifier. The input states are coherent state with Gaussian modulated amplitudes and hence, the average fidelity is

$$ F_g(E) = \int \frac{d^2 \alpha}{\pi} \lambda e^{-\lambda |\alpha|^2} \langle g\alpha | E(|\alpha \rangle \langle \alpha|) |g\alpha \rangle, $$

(11)

where $g$ is the amplification gain. An optimal amplifier can be achieved by a Gaussian amplification channel, using two-mode squeezing when $g \geq \lambda + 1$, and the maximum achievable average fidelity (11) is [26]

$$ F_g^{\text{max}} = \frac{\lambda + 1}{g^2}. $$

(12)

The verification scheme is presented in the following.

1. dimension test: prepare $K$ copies of TMSV state $|\kappa\rangle_{\text{TMSV}}$. Randomly choose $K$ inputs and for each one, feed one mode of a $|\kappa\rangle_{\text{TMSV}}$ into the channel input and keep the other mode as a reference mode. For $i$th pair of output and reference, randomly choose $\theta_i \in [0, \frac{\pi}{2}]$, and measures either

$$ \hat{q}(\theta_i) := \cos \theta_i \left( - \sinh \kappa_0 \hat{q}_A + \cosh \kappa_0 \hat{q}_R \right) + \sin \theta_i \left( \sinh \kappa_0 \hat{p}_A + \cosh \kappa_0 \hat{p}_R \right) $$

(13)

or

$$ \hat{p}(\theta_i) := - \sin \theta_i \left( - \sinh \kappa_0 \hat{q}_A + \cosh \kappa_0 \hat{q}_R \right) + \cos \theta_i \left( \sinh \kappa_0 \hat{p}_A + \cosh \kappa_0 \hat{p}_R \right) $$

(14)
FIG. 2. Begin with an unknown $k(k/2 + 1)N$-mode quantum channel, which is divided into $(k/2 + 1)N$ uses with each use, represented by a block, consisting of $k$-mode input and $k$-mode output. The verifier randomly chooses $kN/2$ uses and $L - m$ uses, represented by red blocks and green blocks, respectively. The verifier injects one part of each bipartite entangled state $|\Phi\rangle$, which is a purification of the average input state $\sum_{x \in X} p_x \rho_x$, into each input of red and green blocks. The verifier randomly chooses $m$ outputs as potential target output states with respect to any possible input states $\rho_x$. The other $N - L$ outputs are discarded. The verifier applies a dimension test at $kN/2$ random pairs of testing outputs of red blocks and the associated ancillary systems, and then a fidelity test at the other $L - m$ pairs of testing outputs of green blocks and the associated ancillary systems. If both tests are passed, then the verifier accepts the $m$ outputs as close enough target output states. Otherwise, the verifier rejects.

with equal probability, where $\kappa_0 = \arctanh \sqrt{\lambda + 1}$. Denote the measurement outcome by $f_i$. If $f_i^2 > d_0/2$, we set $z_i = 1$; otherwise, we set $z_i = 0$. After all the $K$ rounds of measurements, if $\sum_{i=1}^K z_i \leq R$, then the verifier goes on to the fidelity test; otherwise, the verifier aborts the test.

2. Fidelity test: prepare $L - m$ copies of TMSV state $|\kappa\rangle_{TMSV}$. Randomly choose $L - m$ inputs and for each one, feed one mode of a TMSV state $|\kappa\rangle_{TMSV}$ into the channel input and keep the other mode as a reference mode. For $i$th pair of output and reference, randomly choose $\theta_i \in [0, \frac{\pi}{2})$, and measure either $\hat{q}(\theta_i)$ or $\hat{p}(\theta_i)$. Denote the measurement outcome as $\chi_i$. After all the $L - m$ measurements, calculate

$$W^* = \frac{\lambda + 1}{g^2} \left[ 1 - \frac{g^2 - 1}{L - m} \sum_{i=1}^{L-m} \left( \chi_i^2 - \frac{1}{2} \right) \right].$$

(15)

If $W^* \geq \frac{\lambda + 1}{g^2} (1 - \frac{\epsilon^2}{16})$, the verifier randomly chooses $m$ outputs from the remaining ones and accepts these outputs as reliable target output states. Otherwise, the verifier rejects.

As storage and attenuation of coherent states, the maximal achievable average fidelity is one. We have different expressions for $\hat{q}$ and $\hat{p}$

$$\hat{q}(\theta_i) := \cos \theta_i (\cosh \kappa_1 \hat{q}_A - \sinh \kappa_1 \hat{q}_R) + \sin \theta_i (\cosh \kappa_1 \hat{p}_A + \sinh \kappa_1 \hat{p}_R)$$

(16)

and

$$\hat{p}(\theta_i) := -\sin \theta_i (\cosh \kappa_1 \hat{q}_A - \sinh \kappa_1 \hat{q}_R) + \cos \theta_i (\cosh \kappa_1 \hat{p}_A + \sinh \kappa_1 \hat{p}_R),$$

(17)

where $\kappa_1 = \arctanh \frac{\sqrt{\lambda + 1}}{g}$. Meanwhile, the fidelity witness estimation becomes

$$W^* = 1 - \frac{\lambda + 1 - \frac{g^2}{\lambda + 1}}{L - m} \sum_{i=1}^{L-m} \left( \chi_i^2 - \frac{1}{2} \right).$$

(18)

All the other steps in verification of storage and attenuation follows directly the verification protocol for amplifiers.
In realistic implementation, a coherent state is easily affected by Gaussian noise, leading to a thermal state \( \rho_{\alpha,\mu} = \int \frac{d^2 \beta}{\pi} e^{-\mu |\beta|^2} |\alpha + \beta \rangle \langle \alpha + \beta | \) With this thermal state as input, a purification protocol attempts to output a coherent state \( |g\alpha\rangle \), where \( g \) is a fixed constant. Typically, the constant \( g \) is smaller than 1, meaning that the amount of signal is reduced in order to achieve higher purity [48–50]. It is also possible to consider purification protocols that aim at amplifying the signal, that is, protocols with \( g > 1 \) [50]. The figure of merit for a general purification device is

\[
\bar{F}_p(E) = \int \frac{d^2 \alpha}{\pi} \int \frac{d^2 \beta}{\pi} |\bar{\lambda} e^{-\bar{\lambda} |\alpha|^2} |\mu e^{-\mu |\beta|^2} \langle g\alpha| E(|\alpha + \beta \rangle (\alpha + \beta)) |g\alpha\rangle .
\]  

We have the following verification procedure

1. Dimension test: randomly choose \( K \) inputs and for each one, feed one mode of a TMSV state \( |\zeta\rangle_{\text{TMSV}} \) into the channel input and keep the other mode as a reference mode, where \( \zeta = \arctanh \sqrt{\frac{x + 1}{x + 1}} \). For \( i \) th pair of the \( K \) pairs of outputs and references, randomly choose \( \theta_i \in [0, \frac{\pi}{2}] \), and when \( g > \sqrt{\frac{\lambda + 1}{\lambda + 1 + \lambda \mu}} \), randomly measure either

\[
\hat{q}(\theta_i) := \cos \theta_i [-\sinh \kappa_2(\hat{q}_{A'} + \xi) + \cosh \kappa_2 \hat{q}_{R}] + \sin \theta_i [\sinh \kappa_2(\hat{p}_{A'} + \xi) + \cosh \kappa_2 \hat{p}_{R}]
\]

or

\[
\hat{p}(\theta_i) := -\sin \theta_i [-\sinh \kappa_2(\hat{q}_{A'} + \xi) + \cosh \kappa_2 \hat{q}_{R}] + \cos \theta_i [\sinh \kappa_2(\hat{p}_{A'} + \xi) + \cosh \kappa_2 \hat{p}_{R}]
\]

with equal probability, where \( \kappa_2 = \arctanh \sqrt{\frac{\lambda + 1}{\lambda + 1 + \lambda \mu}} \) and \( \xi \) is a random number following a Gaussian distribution with mean zero and variance \( \frac{g^2 \mu^2}{4 \lambda + 1} \). Denote the measurement outcome by \( f_i \). If \( f_i^2 > d_0/2 \), we set \( z_i = 1 \); otherwise, we set \( z_i = 0 \). After all the \( K \) measurements, if \( \sum_{i=1}^{K} z_i \leq R \), then the verifier goes on to the fidelity test; otherwise, the verifier aborts the test.

2. Fidelity test: randomly choose \( L - m \) inputs and for each one, feed one mode of a TMSV state \( |\zeta\rangle_{\text{TMSV}} \) into the channel input and keep the other mode as a reference mode. For \( i \) th pair of the \( K \) pairs of outputs and references, randomly choose \( \theta_i \in [0, \frac{\pi}{2}] \), and measure randomly either \( \hat{q}(\theta_i) \) or \( \hat{p}(\theta_i) \). Denote the measurement outcome as \( \chi_i \). After all the \( L - m \) measurements, calculate

\[
W^* = \frac{\lambda + \mu}{g^2 \mu^2} \left( 1 - \frac{g^2 \mu^2 - (\lambda + \mu)(\lambda + \mu + \lambda \mu)}{g^2 \mu^2} \frac{1}{L - m} \sum_{i=1}^{L-m} \left( \chi_i^2 - \frac{1}{2} \right) \right).
\]

If \( W^* \geq \frac{(\lambda + \mu)(\lambda + \mu + \lambda \mu)}{g^2 \mu^2} (1 - \frac{\gamma^2}{2}) \), the verifier randomly chooses \( m \) outputs from the remaining ones and accepts these outputs as reliable target outputs. Otherwise, the verifier rejects.

When \( g < \sqrt{\frac{(\lambda + \mu)(\lambda + \mu + \lambda \mu)}{\mu}} \), the expressions of \( \hat{q} \) and \( \hat{p} \) are

\[
\hat{q}(\theta_i) := \cos \theta_i [\cosh \kappa_3(\hat{q}_{A'} + \xi) - \sinh \kappa_3 \hat{q}_{R}] + \sin \theta_i [\cosh \kappa_3(\hat{p}_{A'} + \xi) + \sin \kappa_3 \hat{p}_{R}]
\]

\[
\hat{p}(\theta_i) := -\sin \theta_i [\cosh \kappa_3(\hat{q}_{A'} + \xi) - \sinh \kappa_3 \hat{q}_{R}] + \cos \theta_i [\cosh \kappa_3(\hat{p}_{A'} + \xi) + \sin \kappa_3 \hat{p}_{R}]
\]

where \( \kappa_3 = \arctanh \frac{g \mu}{\sqrt{(\lambda + \mu)(\lambda + \mu + \lambda \mu)}} \). Meanwhile, the estimation of fidelity witness becomes

\[
W^* = 1 - \left( 1 - \frac{g^2 \mu^2}{(\lambda + \mu)(\lambda + \mu + \lambda \mu)} \right) \frac{1}{L - m} \sum_{i=1}^{L-m} \left( \chi_i^2 - \frac{1}{2} \right)
\]

Verification of multi-mode quantum memory

Quantum memories storing CV entangled states are important for building quantum networks. To verify a quantum memory is to verify whether a quantum channel performs as an identity channel over possible input states or not.
The figure of merit in this verification scheme is the fidelity averaged over an ensemble of $k$-mode Gaussian input states \( \left\{ \frac{d^{2k}}{\pi^k} \lambda^k e^{-\lambda|\alpha|^2}, U_{S,d} |\alpha\rangle \right\} \), i.e.

\[
\bar{F}(\mathcal{E}) := \int \frac{d^{2k} \alpha}{\pi^k} \lambda^k e^{-\lambda|\alpha|^2} \langle \alpha | U_{S,d}^\dagger \mathcal{E}(U_{S,d} |\alpha\rangle \langle \alpha | U_{S,d}^\dagger) U_{S,d} |\alpha\rangle ,
\]

where

\[
|\alpha\rangle := |\alpha_1\rangle \otimes |\alpha_2\rangle \otimes \cdots \otimes |\alpha_k\rangle , \quad \alpha := (\alpha_1, \alpha_2, \ldots, \alpha_k) \in \mathbb{C}^\otimes k
\]

is a product of $k$ coherent states. The verification scheme is in the following.

1. dimension test: randomly choose $K$ inputs and divide these $K$ inputs into $k$ groups. For each input, prepare a $2k$-mode entangled state $U_{S,d} \otimes U_{S,d} |\kappa\rangle^{\otimes k}_{\text{TMSV}}$, where the first $k$ modes are halves of TMSV states, and the other halves are the second $k$ modes. The first $k$ modes are fed into input ports of the channel, and the other $k$ modes are kept as reference modes. For $i$th channel of $j$th group, randomly choose $\theta_i^j \in [0, \frac{\pi}{2})$, and randomly measures either

\[
\hat{q}_i^j(\theta_i^j) := \cos \theta_i^j \left[ \cosh \kappa \sum_{1 \leq l \leq 2k} S_{2j-1,l}^\dagger (\hat{x}_{l,A} - \hat{d}_l) - \sinh \kappa \sum_{1 \leq l \leq 2k} S_{2j-1,l}^\dagger (\hat{x}_{l,R} - \hat{d}_l) \right] + \sin \theta_i^j \left[ \cosh \kappa \sum_{1 \leq l \leq 2k} S_{2j,l}^\dagger (\hat{x}_{l,A} - \hat{d}_l) + \sinh \kappa \sum_{1 \leq l \leq 2k} S_{2j,l}^\dagger (\hat{x}_{l,R} - \hat{d}_l) \right]
\]

or

\[
\hat{p}_i^j(\theta_i^j) := -\sin \theta_i^j \left[ \cosh \kappa \sum_{1 \leq l \leq 2k} S_{2j-1,l}^\dagger (\hat{x}_{l,A} - \hat{d}_l) - \sinh \kappa \sum_{1 \leq l \leq 2k} S_{2j-1,l}^\dagger (\hat{x}_{l,R} - \hat{d}_l) \right] + \cos \theta_i^j \left[ \cosh \kappa \sum_{1 \leq l \leq 2k} S_{2j,l}^\dagger (\hat{x}_{l,A} - \hat{d}_l) + \sinh \kappa \sum_{1 \leq l \leq 2k} S_{2j,l}^\dagger (\hat{x}_{l,R} - \hat{d}_l) \right]
\]

with equal probability. Denote the measurement outcome by $f_i^j$. If $(f_i^j)^2 > d_0/2$, we set $z_i^j = 1$; otherwise, we set $z_i^j = 0$. After all the $K$ rounds of tests, if for all $j$, $\sum_{i=1}^K z_i^j \leq R$, then the verifier goes on to the fidelity test; otherwise, the verifiers aborts the test.

2. Fidelity test: randomly choose $L - m$ inputs from the remaining $N$ inputs and for each of them, prepare an entangled state $U_{S,d} \otimes U_{S,d} |\kappa\rangle^{\otimes k}_{\text{TMSV}}$, with first $k$ modes fed into the channel, and the other $k$ modes taken as reference modes. For $i$th pair of the output and reference mode, randomly choose $\theta_i \in [0, \frac{\pi}{2})$, and measure randomly either $\hat{q}(\theta_i)$ or $\hat{p}(\theta_i)$. Denote the measurement outcome as $\chi_i$. After all the $L - m$ measurements, calculate

\[
W^* = 1 - \frac{\lambda}{\lambda + 1} \frac{k}{L - m} \sum_{i=1}^{L-m} \left( \chi_i^2 - \frac{1}{2} \right).
\]

If $W^* \geq 1 - \frac{\sqrt{\lambda}}{2m}$, the verifier randomly chooses $m$ outputs from the remaining ones and accepts the $m$ outputs as reliable target output states. Otherwise, the verifier rejects.

**Verification of CV generalized controlled-phase gate**

In the Heisenberg picture, a $k$-mode CV generalized controlled-phase gate $e^{-i\Pi \hat{q}}$ yields a linear transformation

\[
\hat{x} \rightarrow T \hat{x}
\]
in the basis of quadrature operators, where $T$ is the matrix denoting transformation

$$\forall 1 \leq i \leq k, \ \hat{q}_i \to \hat{q}_i, \ \hat{p}_i \to \hat{p}_i + \prod_{j \neq i} \hat{q}_j. \tag{30}$$

Utilizing higher-order nonlinearity, this non-Gaussian quantum gate is important to realize universal quantum computing. The verification scheme of a generalized controlled-phase gate with respect to an ensemble of Gaussian states 
$$\left\{ \frac{e^{\lambda k} e^{-\lambda^2} |\alpha|^2}{\sqrt{\pi}}, U_{S,d} |\alpha\rangle \right\}$$

is presented in the following.

1. dimension test: randomly choose $K$ inputs and divide these $K$ inputs into $k$ groups. For each input, prepare a $2k$-mode entangled state $U_{S,d} \otimes U_{S,d} |\alpha\rangle^{\otimes k}_{\text{TMSV}}$, where first $k$ modes are halves of TMSV states, and second $k$ modes are the other halves. The first $k$ modes are fed into a input of the channel, and the other $k$ modes are kept as reference modes. For $i$th channel of $j$th group, randomly choose $\theta_i^j \in [0, \frac{\pi}{2})$, and randomly measures either

$$\hat{q}_j (\theta_i^j) := \cos \theta_i^j \left[ \cosh \kappa \sum_{1 \leq l \leq 2k} S^T_{2j-1,l} \left( \sum_k T_{lk}^{-1} \hat{x}_{k,A'} - d_l \right) - \sinh \kappa \sum_{1 \leq l \leq 2k} S^T_{2j-1,l} (\hat{x}_{l,R} - d_l) \right]$$

$$+ \sin \theta_i^j \left[ \cosh \kappa \sum_{1 \leq l \leq 2k} S^T_{2j,l} \left( \sum_k T_{lk}^{-1} \hat{x}_{k,A'} - d_l \right) + \sinh \kappa \sum_{1 \leq l \leq 2k} S^T_{2j,l} (\hat{x}_{l,R} - d_l) \right]$$

or

$$\hat{p}_j (\theta_i^j) := -\sin \theta_i^j \left[ \cosh \kappa \sum_{1 \leq l \leq 2k} S^T_{2j-1,l} \left( \sum_k T_{lk}^{-1} \hat{x}_{k,A'} - d_l \right) - \sinh \kappa \sum_{1 \leq l \leq 2k} S^T_{2j-1,l} (\hat{x}_{l,R} - d_l) \right]$$

$$+ \cos \theta_i^j \left[ \cosh \kappa \sum_{1 \leq l \leq 2k} S^T_{2j,l} \left( \sum_k T_{lk}^{-1} \hat{x}_{k,A'} - d_l \right) + \sinh \kappa \sum_{1 \leq l \leq 2k} S^T_{2j,l} (\hat{x}_{l,R} - d_l) \right]$$

with equal probability. Denote the measurement outcome by $f_i^j$. If $(f_i^j)^2 > d_0/2$, we set $z_i^j = 1$; otherwise, we set $z_i^j = 0$. After all the $K$ rounds of tests, $\sum_{i=1}^K z_i^j \leq R$, then the verifier goes on to the fidelity test; otherwise, the verifiers aborts the test.

2. Fidelity test: randomly choose $L - m$ inputs from the remaining $N$ inputs and for each of them, prepare an entangled state $U_{S,d} \otimes U_{S,d} |\alpha\rangle^{\otimes k}_{\text{TMSV}}$, with first $k$ modes fed into the channel, and the other $k$ modes taken as reference modes. For $i$th output, randomly choose $\theta_i \in [0, \frac{\pi}{2})$, and measure randomly either $\hat{q}(\theta_i)$ or $\hat{p}(\theta_i)$. Denote the measurement outcome by $\chi_i$. After all the $L - m$ measurements, calculate

$$W^* = 1 - \frac{\lambda}{\lambda + 1} \frac{k}{L - m} \sum_{i=1}^{L-m} \left( \chi_i^2 - \frac{1}{2} \right). \tag{31}$$

If $W^* \geq 1 - \frac{\epsilon}{2\pi}$, the verifier randomly chooses $m$ outputs from the remaining ones and accepts the $m$ outputs as reliable target output states. Otherwise, the verifier rejects.

**SOUNDNESS AND COMPLETENESS**

In this section, we show how we obtain soundness and completeness of the verification scheme. We first apply a dimension test to ensure that the remaining state falls inside an almost bounded support. Then, by discarding a large portion of the subsystems, with a high probability the reduced state falls inside a bounded support and can be approximated by an i.i.d state using the de Finetti theorem. Finally, by utilizing Hoeffding’s inequality, we can obtain soundness.

Denote $T_1$ as the POVM element on $H^{\otimes k \cdot K}$ corresponding to pass of the dimension test, $T_2$ as the POVM element on $H^{\otimes k (L-m)}$ corresponding to pass of the fidelity test. Without loss of generality, we assume $T_1$ is applied at the first
$K$ registers, $T_2$ is applied at the first $L - m$ registers of the remaining $L$ registers after discarding $N - L$ registers, and the last $m$ registers are used to compare with $|\psi\rangle \langle \psi|^{\otimes m}$. For any permutation-invariant $\rho^{N+K}$, in order to bound

$$\text{tr} \left[ \left( T_1 \otimes T_2 \otimes (1 - |\psi\rangle \langle \psi|^{\otimes m}) \right) \text{tr}_{N-L} \rho^{(K+N)} \right],$$

we only need to consider the diagonal part of $\rho^{(K+N)}$ in the basis $B^{\otimes K+N}$, where

$$B := \{ U \otimes_{i=1}^k |n_i\} ,$$

and ignore the non-diagonal entries. This is because in energy and fidelity tests, by choosing a random quadrature basis in each homodyne detection, both $T_1$ and $T_2$ are diagonal in the the basis of tensor products of $B$. Furthermore, $|\psi\rangle \langle \psi|^{\otimes m}$ is diagonal in the basis $B^{\otimes m}$. Hence, only the diagonal part of $\rho^{N+K}$ can affect the trace in (32). Without loss of generality, in the following, we assume $\rho^{N+K}$ is diagonal.

A finite-dimensional Hilbert space of $\mathcal{H}^{\otimes k}$ is

$$\mathcal{H} := \text{Span}\{ U \otimes_{i=1}^k |n_i\} \mid \max_{1 \leq i \leq k} n_i < d_0 \},$$

and $P_{\mathcal{H}}$ and $P_{\mathcal{H}^{\otimes L}}$ are the projections onto $\mathcal{H}$ and $\mathcal{H}^{\otimes L}$, respectively, where $U$ is the unitary such that $|\psi\rangle = U|0\rangle^{\otimes k}$. $P_{\mathcal{H}}^{N_{\mathcal{H}^{\otimes N-kQ}}}$ is the projection onto the almost bounded subspace of $\mathcal{H}^{\otimes k-N}$ spanned by all the vectors in $\pi(\mathcal{H}^{\otimes kQ} \otimes \mathcal{H}^{\otimes N-kQ})$ for any permutation $\pi \in S_N$, where $Q \in \mathbb{N}^\ast$. Then by plugging in the decomposition

$$\rho^{(N)} = P_{\mathcal{H}^{\otimes N-kQ}}^{N} P_{\mathcal{H}^{\otimes N-kQ}}^{N} (1 - P_{\mathcal{H}^{\otimes N-kQ}}^{N}) \rho^{(N)} (1 - P_{\mathcal{H}^{\otimes N-kQ}}^{N}),$$

and using the fact that $T_1 \leq 1$ and $T_2 \otimes (1 - |\psi\rangle \langle \psi|^{\otimes m}) \leq 1$, we have

$$\text{tr} \left[ \left( T_1 \otimes T_2 \otimes (1 - |\psi\rangle \langle \psi|^{\otimes m}) \right) \rho^{(K+L)} \right] \leq \text{tr} \left( T_1 \rho^{(K)} \right) \left[ \left( T_2 \otimes (1 - |\psi\rangle \langle \psi|^{\otimes m}) \right) \text{tr}_{N-L} \rho^{(N)} \right] \leq \text{tr} \left( T_1 \rho^{(K)} \right) \left[ 1 - \text{tr} \left( \rho^{(N)} P_{\mathcal{H}^{\otimes N-kQ}}^{N} \right) + \text{tr} \left( T_2 \otimes (1 - |\psi\rangle \langle \psi|^{\otimes m}) \right) \right] \text{tr}_{N-L} \left( P_{\mathcal{H}^{\otimes N-kQ}}^{N} \rho^{(N)} P_{\mathcal{H}^{\otimes N-kQ}}^{N} \right).$$

The first term can be bounded by the error probability of the fidelity test given that $\rho^{(N)}$ falls inside the almost bounded support of $P_{\mathcal{H}^{\otimes N-kQ}}^{N}$. The second term gives the joint probability that the dimension test is passed whereas $\rho^{(N)}$ fails to be projected onto the support of $P_{\mathcal{H}^{\otimes N-kQ}}^{N}$.

Before bounding the first term in (38), we define some operators, which are useful in Prop. 1

$$V_1 := \sum_{n \geq d_0} |n\rangle \langle n|,$$

and

$$U_1 := \frac{1}{2} P_{d_0}^2 + \frac{1}{2} P_{d_0}^2,$$

are both POVM elements on $\mathcal{H}$. These two operators correspond to different types of measurements: $V_1$ corresponds to a photon number detection and $U_1$ corresponds to a homodyne detection. It has been shown that

$$V_1 \leq 4U_1 + \frac{4}{c_0 \sqrt{\pi d_0}} e^{-d_0 c_0^2}$$

where $c_0 = 1 - \frac{1}{2\sqrt{2}}$.

By applying a $k$-mode unitary conjugation on both sides of $V_1$ at $j$th mode,

$$\tilde{V}_1 := VU_1 U^\dagger = \sum_{n \geq d_0} U |n_j\rangle \langle n_j| U^\dagger$$

is the projection onto $\mathcal{H}_j^\perp$, i.e. the complementary subspace of

$$\mathcal{H}_j := \{ U \otimes_{i=1}^k |n_i\} : n_j < d_0 \}.$$
Applying unitary conjugation on both sides of $U_1$ at $j$th mode, we obtain

$$U_1 := UU_1^* U^+ = \frac{1}{2} p_0^2 \geq d_0^2/2 + \frac{1}{2} p_0^2 \geq d_0^2/2,$$

where $\hat{q}_i$ and $\hat{p}_i$ are the eigenvalues of operators $U\hat{q}_i U^*$ and $U\hat{p}_i U^*$, respectively. Using (41), we immediately get

$$V_i \leq 4U_1 + \frac{4}{c_0 \sqrt{d_0}} e^{-d_0 c_0^2}.$$

(45)

To give an upper bound of the first term in (38), we utilize the following measure concentration inequality.

**Lemma 1.** Let $p^{K'+N} \in S(H^{\otimes k(K'+N)})$ be permutation-invariant among $K' + N$ subsystems, where $N \geq 2K'$. Suppose a measurement, corresponding to POVM $\{\hat{U}_i^*, 1 - \hat{U}_i^*\}$, is applied at each of $K'$ subsystems of $p^{K'+N}$ and denote the classical outcomes by $(z_1, \ldots, z_{K'})$, i.e.,

$$z_i := \begin{cases} 0 & \text{for } 1 - \hat{U}_i^* \\ 1 & \text{for } \hat{U}_i^*. \end{cases}$$

(46)

Suppose a projective measurement corresponding to POVM $\{\hat{V}_i^*, 1 - \hat{V}_i^*\}$ is applied at each of the remaining $N$ subsystems, and the classical outcome is denoted by $(y_1, \ldots, y_N)$, i.e.,

$$y_i := \begin{cases} 0 & \text{for } 1 - \hat{V}_i^* \\ 1 & \text{for } \hat{V}_i^*. \end{cases}$$

(47)

Then for $d_0 = \frac{1}{c_0} \ln \frac{N}{R}$, integer $R$ and $Q$ satisfying $0 < R < K'$, $N \left( \frac{4k}{K'} + \frac{1}{c_0 \sqrt{d_0}} \frac{R}{N} \right) / Q < N$, if $\sum_{i=1}^{K'} z_i \leq R$, then

$$\Pr \left( \sum_{i=1}^{N} y_i > Q \right) \leq 4e^{-\frac{K'^2}{2\pi^2} \left( \frac{3Q}{R} - \frac{4k}{K'} \right)^2}.$$

(48)

Then, from Lemma 1 with $K' = K/k$, we know when $\sum_{i=1}^{K/k} z_i \leq R$, the probability

$$\Pr \left( \sum_{i=1}^{N} y_i^j > Q \right) \leq 4e^{-\frac{K^2}{2\pi^2} \left( \frac{3Q}{R} - \frac{4k}{K} \right)^2},$$

(49)

which is equivalent to

$$\text{tr} \left( \rho^{(N)} P^{N}_{H_j^{\otimes N - Q}} \right) \geq 1 - 4e^{-\frac{K^2}{2\pi^2} \left( \frac{3Q}{R} - \frac{4k}{K} \right)^2}.$$  

(50)

It implies that when $\sum_{i=1}^{K/k} z_i \leq R$, with a high probability, there are at most $Q$ subsystems in the remaining $N$ registers falling outside $H_j$. If, for all $j$, there are at most $Q$ subsystems in the remaining $N$ registers being projected outside $H_j$, then, in the worst case, there are $k$ mutually disjoint groups of $Q$ subsystems, each of which fails to be projected onto $H_j$ for a certain $j$. It implies that there are at most $kQ$ subsystems failed to be projected onto $H$, because being projected outside $H_j$ for any $j$ indicates being projected outside $H$. Thus, when $\sum_{i=1}^{K/k} z_i \leq R$ for all $j$, i.e., the dimension test is passed, we have

$$\text{tr} \left( \rho^{(N)} P^{N}_{H_j^{\otimes N - kQ}} \right) \geq \prod_{j=1}^{k} \text{tr} \left( \rho^{(N)} P^{N}_{H_j^{\otimes N - Q}} \right) \geq 1 - 4ke^{-\frac{K^2}{2\pi^2} \left( \frac{3Q}{R} - \frac{4k}{K} \right)^2}.$$  

(51)

Hence, the joint probability of passing the dimension test whereas failing to be projected onto the support of $P^{N}_{H_j^{\otimes N - kQ}}$ is upper bounded by

$$\text{tr} \left( T_1 \rho^{(K)} \right) \left[ 1 - \text{tr} \left( \rho^{(N)} P^{N}_{H_j^{\otimes N - kQ}} \right) \right] \leq 4ke^{-\frac{K^2}{2\pi^2} \left( \frac{3Q}{R} - \frac{4k}{K} \right)^2}.$$  

(52)
Hence, we have
\[
\text{tr} (T_1 \rho^{(K)}) \left[ 1 - \text{tr} \left( \rho^{(N)} P_{\tilde{H} \otimes N - kQ} \right) \right] \leq 4k e^{-\frac{N^2}{m(2m+1)k}}.
\] (53)

To bound the second term in (38), we show an upper bound of \( \text{tr} \left[ T_2 \otimes (1 - |\psi\rangle \langle \psi|^m) \right] \), where \( \tilde{\rho}^{(N)} \) is a permutation-invariant diagonal density operator on the support of \( P_{\tilde{H} \otimes N - kQ} \).

**Lemma 2.** Let \( \tilde{\rho}^{(N)} \) be a permutation-invariant state within the support of \( P_{\tilde{H} \otimes N - kQ} \) and diagonal in the basis of \( B^\otimes N \), there is a probability distribution \( \mu \) on \( S(\tilde{H}) \), such that
\[
|| \int d\mu(\sigma) \sigma^{\otimes L} - \tilde{\rho}^{(L)} ||_1 \leq \frac{2kQL}{N} + \frac{4L \dim(\tilde{H})^2}{N - kQ},
\] (54)
where \( \tilde{\rho}^{(L)} \) is the reduced state of \( \tilde{\rho}^{(N)} \) at \( L \) subsystems.

Hence, by using \( ||\rho_1 - \rho_2||_1 = 2 \max_{0 \leq M \leq 1} \text{tr} [M(\rho_1 - \rho_2)] \), we have
\[
\text{tr} \left[ (T_2 \otimes (1 - |\psi\rangle \langle \psi|^m)) \tilde{\rho}^{(L)} \right]
= \text{tr} \left[ (T_2 \otimes (1 - |\psi\rangle \langle \psi|^m)) \left( \tilde{\rho}^{(L)} - \int d\mu(\sigma) \sigma^{\otimes L} \right) \right] + \text{tr} \left[ (T_2 \otimes (1 - |\psi\rangle \langle \psi|^m)) \int d\mu(\sigma) \sigma^{\otimes L} \right]
\leq \frac{15kRL}{N} + \frac{2Lk^2d_0^2}{N - 15kR} + \int d\mu(\sigma) \text{tr} \left[ (T_2 \otimes (1 - |\psi\rangle \langle \psi|^m)) \sigma^{\otimes L} \right].
\] (55)

Now to bound the second term in (56) from above, we only need to give an upper bound of \( \text{tr} \left[ T_2 \otimes (1 - |\psi\rangle \langle \psi|^m) \sigma^{\otimes L} \right] \) for any \( \sigma \in S(\tilde{H}) \). We divide the proof into two cases. In the case that \( \text{tr}(\sigma W) > 1 - \frac{\epsilon}{m} \), \( \sigma \) is close to \( |\psi\rangle \langle \psi| \), i.e., \( \langle \psi|\sigma|\psi\rangle^m > 1 - \epsilon \). Then we have
\[
\text{tr} \left[ (T_2 \otimes (1 - |\psi\rangle \langle \psi|^m)) \sigma^{\otimes L} \right] < \epsilon.
\] (57)

In the case that \( \text{tr}(\sigma W) \leq 1 - \frac{\epsilon}{m} \), by noting that \( \text{tr}(W\sigma) = 1 + \frac{k}{2} - k\mathbb{E}(\chi^2) \), we have \( k\mathbb{E}(\chi^2) \geq \frac{k}{2} + \frac{\epsilon}{m} \). As the fidelity test is passed if and only if \( 1 + \frac{k}{2} - \frac{k}{L-m} \sum_{i=1}^{L-m} \chi_i^2 \geq 1 - \frac{\epsilon}{2m} \), using the Hoeffding’s inequality for unbounded variable \( \chi^4 \), we get
\[
\text{tr} \left[ (T_2 \otimes (1 - |\psi\rangle \langle \psi|^m)) \sigma^{\otimes L} \right] \leq \text{Pr} \left[ \frac{1}{L-m} \sum_{i=1}^{L-m} \chi_i^2 \leq \mathbb{E}(\chi^2) - \frac{\epsilon}{2km} \right]
\leq 4 e^{-\frac{(L-m)\epsilon^2}{24k^2 m^2 (2m+1)}}
\] (58)

where \( \mathbb{E}(\chi^4) \) is the expectation value of random variable \( \chi^4 \) on state \( \sigma \). We bound \( \mathbb{E}(\chi^4) \) from above by noting that \( \sigma \in S(\tilde{H}) \),
\[
\mathbb{E}(\chi^4) = \sum_{j=1}^{k} \left( \frac{1}{2k} \left( \tilde{\sigma}_j^4 + \tilde{\overline{\sigma}}_j^4 \right) \right)
\leq \sum_{j=1}^{k} \frac{1}{2k} ((2\tilde{\sigma}_j + 1)^2)
\leq \frac{1}{2} (2d_0 - 1)^2
< 2d_0^2.
\] (60)

Hence, we have
\[
\text{tr} \left[ (T_2 \otimes (1 - |\psi\rangle \langle \psi|^m)) \sigma^{\otimes L} \right] \leq 4 e^{-\frac{(L-m)\epsilon^2}{24k^2 m^2 (2m+1)}}.
\] (64)
Now let us show completeness. We prove both the lower bounds of the probabilities for a tensor product of target states to pass the dimension test as well as the fidelity test. Denote

\[ p := \frac{1}{2} \langle 0 | P_{x^2 \geq d_0/2} | 0 \rangle + \frac{1}{2} \langle 0 | P_{x^2 \geq d_0/2} | 0 \rangle = \frac{1}{\sqrt{\pi}} \int_{x^2 \geq d_0/2} dx e^{-x^2}. \]  

(65)

It is easy to see

\[ p < \sqrt{\frac{2}{\pi d_0}} e^{-d_0/2} < kR. \]  

(66)

Using Chernoff bound, we obtain

\[ \Pr \left( \sum_{i=1}^{K/k} z_i^j > R \right) \leq e^{-\frac{\epsilon}{2} D(\frac{aK}{p} || p)}, \]  

(67)

where \( D(a||p) := a \log \frac{a}{p} + (1-a) \log \frac{1-a}{1-p} \). By noting that passing the dimension test is equivalent to \( \sum_{i=1}^{K/k} z_i^j \leq R \) for all \( j \), we have

\[ \text{tr} \left( T_1 | \psi \rangle \langle \psi |^{\otimes K} \right) \geq \prod_{j=1}^{k} \Pr \left( \sum_{i=1}^{K/k} z_i^j \leq R \right) \geq 1 - ke^{-\frac{\epsilon}{2} D(\frac{aK}{p} || p)}. \]  

(68)

Regarding the fidelity test, as \( \langle \psi | W | \psi \rangle = 1 \), using Hoeffding’s inequality, we have

\[ \text{tr} \left( T_2 | \psi \rangle \langle \psi |^{\otimes L-m} \right) \geq 1 - \Pr \left[ \frac{1}{L-m} \sum_{i=1}^{L-m} \chi_i^2 < \text{E}(\chi^2) + \frac{\epsilon}{2km} \right] \]  

(69)

where in the last inequality, we have used the fact that for state \( | \psi \rangle \), \( \text{E}(\chi^4) \leq \frac{1}{2} \). Combining these two lower bounds together, ignoring the cross term and plugging in \( K = \frac{kN}{2} \), we have

\[ \text{tr} \left[ (T_1 \otimes T_2) | \psi \rangle \langle \psi |^{\otimes K+L-m} \right] \geq 1 - ke^{-\frac{\epsilon}{2} D(\frac{aK}{p} || p)} - 4e^{-\frac{(L-m)^2}{60k^2m^2}}. \]  

(70)

**Theorem 3.** Suppose \( | \psi \rangle \) is a \( k \)-mode Gaussian state or hypergraph state, and \( K = \frac{kN}{2} \). Then given any unknown state in \( N + K \) registers, the verifier can apply a dimension test in \( K \) subsystems and the fidelity test in the other \( L - m \) subsystems, as explained above. Denote \( T \) as the POVM element on \( \mathcal{H}^{\otimes k(K+L-m)} \) corresponding to passing the verification test. For any state \( \rho^{N+K} \in S(\mathcal{H}^{\otimes k(N+K)}) \), which is permutation-invariant among \( N \) registers, the verification scheme satisfies the soundness condition

\[ \text{tr} \left[ \left( T \otimes (1 - | \psi \rangle \langle \psi |^{\otimes m}) \right) \rho^{(K+L)} \right] < 4ke^{-\frac{\epsilon^2}{60m^2N^2}} + \frac{15kRL}{N} + \frac{2Lk^2d_0^2}{N - 15kR} + \max \left( 4e^{-\frac{(L-m)^2}{204m^2N^2d_0^2}}, \epsilon \right), \]  

(71)

where \( \rho^{(K+L)} \) denotes the reduced state in a subset of \( K + L \) registers. The verification scheme also satisfies the completeness condition

\[ \text{tr} \left( T | \psi \rangle \langle \psi |^{\otimes K+L-m} \right) > 1 - ke^{-\frac{\epsilon}{2} D(\frac{aK}{p} || p)} - 4e^{-\frac{(L-m)^2}{60k^2m^2}}. \]  

(72)

Now we explain how to choose those parameters in the scheme to bound the completeness and soundness inequalities from above. To bound the first term in (71), we have \( R > \frac{N}{R} = e^\frac{\epsilon^2}{2d_0} \), which implies \( R \gg kd_0^2 \) when \( d_0 \gg 1 \). It further indicates that the third term is much less than the second term in (71).

To make the last term in (71) as small as \( \epsilon \), we need

\[ L = \frac{264k^2m^2d_0^2 \ln \frac{4}{\epsilon}}{\epsilon^2} + m. \]  

(73)
To make the second term in (71) as small as $\epsilon$, using the relation $\frac{R}{N} = e^{-\epsilon^2 d_0}$, we find $d_0$ must be large enough to satisfy

$$10ke^{-\epsilon^2 d_0}\left(\frac{264k^2m^2d_0^2\ln \frac{4}{\epsilon} + m}{\epsilon^2}\right) \leq \epsilon. \tag{74}$$

Given $d_0$ large enough, to bound the first term in (71) by $\epsilon$ requires

$$R \geq \frac{50(N + 2)}{R} \ln \frac{4k}{\epsilon} \sim 50\ln \frac{4k}{\epsilon} e^{-\epsilon^2 d_0}. \tag{75}$$

Hence, we have already obtained

$$\text{tr} \left[ (T \otimes (|\psi\rangle \langle \psi|) \rho^{(K + L)}) \right] \leq 3\epsilon. \tag{76}$$

By setting $\epsilon \leq \epsilon_s/3$, we obtain the minimum number of $R$, $N$ and $L$ to satisfy soundness.

For completeness, we know

$$4e^{-\frac{(k_s - m)^2}{(k_s + m)^2 \epsilon}} \ll 4e^{-\frac{(k_s - m)^2}{264m^2d_0^2 \epsilon}} \leq \epsilon, \tag{77}$$

so it is the first term in (72) that dominates the bound. As $p \leq \frac{2R}{N} \ll 1$, we have

$$D\left(\frac{2R}{N}||p\right) \sim \frac{2R}{N} \log \frac{2R}{Np}. \tag{78}$$

Hence,

$$ke^{-\frac{N}{2}D\left(\frac{2R}{N}||p\right)} \leq k\left(\frac{N}{2R}\sqrt{\frac{1}{2\pi d_0^2}} e^{-d_0/2}\right)^R \sim k\left(\frac{1}{2\pi d_0^2} e^{(\epsilon^2 - 1/2)d_0}\right)^R. \tag{79}$$

To bound the completeness, we should have $R$ large enough to satisfy

$$k\left(\frac{1}{2\pi d_0^2} e^{(\epsilon^2 - 1/2)d_0}\right)^R \leq \epsilon_c. \tag{80}$$

Then we get $R = O\left(\frac{1}{d_0} \ln \frac{k_s}{\epsilon_c}\right)$. However, soundness requires $R = O\left(\ln \frac{k_s}{\epsilon_c} e^{\epsilon^2 d_0}\right)$, so the scaling of $R$ is dominated by the soundness condition.

Setting $\epsilon_s = \epsilon_c = \epsilon$, from (74), we get $d_0 = O\left(\ln \frac{2m}{\epsilon}\right)$, and $e^{\epsilon^2 d_0} = O\left(\frac{k^3 m^2 d_0^2 \ln \frac{4}{\epsilon}}{\epsilon^2}\right)$. From (75) and $R/N = e^{-\epsilon^2 d_0}$, we get

$$N = O\left(\ln \frac{k}{\epsilon} e^{\epsilon^2 d_0}\right) = O\left(\frac{k^6 m^4}{\epsilon^6} \text{Poly}\left(\ln \frac{km}{\epsilon}\right)\right). \tag{81}$$

Hence, the sample complexity is

$$n = (2k + 1)N = O\left(\frac{k^7 m^4}{\epsilon^6} \text{Poly}\left(\ln \frac{km}{\epsilon}\right)\right). \tag{82}$$

**FIDELITY WITNESS**

Vacuum state $|0\rangle$ is the unique null eigenstate of the photon number operator $\hat{n}$. Hence, $\mathbb{1} - \hat{n}$ is an observable, whose expectation value $\text{tr}[(\mathbb{1} - \hat{n})\rho]$ yields a tight lower bound of the overlap between $\rho$ and $|0\rangle \langle 0|$, where the equality is achieved if and only if $\rho = |0\rangle \langle 0|$. The observable $\mathbb{1} - \hat{n}$ is called fidelity witness [4] for vacuum state $|0\rangle$.

This idea is generalized to states $|\psi\rangle = U|0\rangle$. $\mathbb{1} - \hat{n}U\dagger$ is a fidelity witness for the target state $|\psi\rangle = U|0\rangle$, implying that for any state $\rho$, $\text{tr}[(\mathbb{1} - \hat{n}U\dagger)|\psi\rangle \langle \psi|]\rho$ is a tight lower bound of fidelity $F(\rho, |\psi\rangle \langle \psi|) = \langle \psi|\rho|\psi\rangle$, where the equality is true if and only if $\rho = |\psi\rangle \langle \psi|$. For hypergraph states, the fidelity witness is

$$\mathbb{1} - \sum_{j=1}^{k} \prod_{e \in E(j) \in e} e^{-i\Pi_{e} \hat{n}_{e} S_{e} S_{j} S_{j}^{\dagger}} \prod_{e \in E(j) \in e} e^{i\Pi_{e} \hat{n}_{e} \hat{n}_{j}}. \tag{83}$$
Using the transformation, which the conjugation of \( \prod_{e \in E} e^{-i \xi_e} \hat{q}_e S^{\otimes k} \) yields in the basis of quadrature operators, \[
\forall 1 \leq i \leq k, \quad \hat{q}_i \rightarrow e^{-\xi_i} \hat{q}_i, \quad \hat{p}_i \rightarrow e^{\xi_i} \left( \hat{p}_i + \sum_{e \in E \mid e \notin \{i\}} \prod_{j \in e \setminus \{i\}} \hat{q}_j \right), \tag{84}\]
we reformulate the fidelity witness as a polynomial of quadrature operators, \[
\left( 1 + \frac{k}{2} \right) 1 - \frac{1}{2} \sum_{i=1}^{k} \left[ \frac{s^2 \xi_i^2}{\bar{\rho}_{\bar{\xi}_i}} + \frac{1}{s^2} \left( \hat{p}_i + \sum_{e \in E \mid e \notin \{i\}} \prod_{j \in e \setminus \{i\}} \hat{q}_j \right)^2 \right]. \tag{85}\]

Fidelity witness has been generalised to average-fidelity witness for quantum channels \cite{13}. The average fidelity can be directly estimated by measuring an observable \( O_{A' R} \) at both the channel output and the reference state, i.e., \( \bar{F} = \text{tr}(O_{A' R} E \otimes I(|\Phi\rangle \langle \Phi|)) \), where \(|\Phi\rangle\) is a certain entangled state with one party fed into the channel and the other party kept as a reference.

Given an index set \( X \), for each input state \( \rho_x \), where \( x \in X \), a target channel should output pure state \(|\phi_x\rangle\). The maximum of average fidelity \( \bar{F}(E) := \sum_{x \in X} p_x \langle \phi_x | E(\rho_x) | \phi_x \rangle \) is achieved by the target channel \( E_x \) with the maximum denoted by \( \bar{F}_{\text{max}} \). Under i.i.d assumption, any benchmark test of an channel implementation \( E \) can be reformulated into a canonical test by preparing an entangled pure state \(|\Psi\rangle_{A R} \), applying \( E \) to system \( A \), and applying measurements on \( E \otimes I(|\Psi\rangle \langle \Psi|_{A R}) \) with the observable \cite{24} \[
O_{A' R} = \left( \mathbb{1}_{A'} \otimes \rho_{R}^{-\frac{1}{2}} T_{A R}^\dagger \right) \Omega_{A'A}^T \left( \mathbb{1}_{A'} \otimes T_{A R} \rho_{R}^{-\frac{1}{2}} \right), \tag{86}\]
where \[
\rho_{R} = \text{tr}_A(|\Psi\rangle \langle \Psi|_{A R}), \quad \rho_A = \text{tr}_R(|\Psi\rangle \langle \Psi|_{A R}) \tag{87}\]
and \( T_{AR} \) is a partial isometry such that \[
T_{A R}^\dagger \rho_A T_{A R} = \rho_R, \tag{88}\]
and \[
\Omega_{A'A} = \sum_{x \in X} p_x |\phi_x\rangle \langle \phi_x | \otimes \rho_x \tag{89}\]
is called a performance operator.

However, \( O_{A' R} \) cannot be measured by local measurements. To simplify the measurement setting, we detect an average-fidelity witness, instead of directly measuring \( O_{A' R} \). The average fidelity witness is an observable \( W \leq O_{A' R} \), whose mean value yields a tight lower bound of \( \bar{F} \).

Specifically, consider storage, amplification and attenuation of coherent states, i.e., transformation \(|\alpha\rangle \rightarrow |g\alpha\rangle\) with the input ensemble of coherent states with Gaussian-modulated amplitudes \( \left\{ \frac{1}{\pi} \alpha \lambda e^{-\lambda |\alpha|^2}, |\alpha\rangle \right\}_{\alpha \in \mathbb{C}} \). A benchmark test is to estimate the average fidelity
\[
\bar{F}_E := \int \frac{q^2}{\pi} a \lambda e^{-\lambda |\alpha|^2} \langle g\alpha | E(|\alpha\rangle \langle |\alpha| |g\alpha\rangle. \tag{90}\]
When the input and the ancillary system is in the state \(|\kappa\rangle_{\text{TMSV}}\), it has been shown that if \( g \leq \sqrt{\lambda+1}, \) then the observable to measure the average-fidelity is \[
O_{A' R} = S_{\theta}(G_{\theta} \otimes \mathbb{1}) S_{\theta}^\dagger, \tag{91}\]
where \( S_{\kappa} = e^\frac{1}{2}(\hat{a}_{A'}^\dagger \hat{a}_R^\dagger + \hat{a}_{A'}^\dagger \hat{a}_R) \) is a two-mode squeezing operation at output mode and reference mode, \[
G_{\theta} = \sum_{n=0}^{\infty} \tanh^{2n} \theta |n\rangle \langle n|, \tag{92}\]
and
\[ \theta = \arctanh \frac{g}{\sqrt{\lambda + 1}}; \] (93)
otherwise,
\[ O_{\lambda_{j}R} = \tanh^{2} \theta' S_{\theta'} (1 \otimes G_{\theta'}) S_{\theta'}^{\dagger}, \] (94)
where
\[ \theta' = \arctanh \frac{\sqrt{\lambda + 1}}{g}. \] (95)

Using the fact that for any \( \theta > 0, m \in \mathbb{N}^{+}, \)
\[ G_{\theta}^{\otimes m} \geq 1 - \sum_{i=1}^{m} \hat{n}_{i}, \] (96)
we obtain an average-fidelity witness
\[ W = \frac{\lambda + 1}{g^{2}} \left( 1 - \frac{g^{2} - \lambda - 1}{g^{2}} S_{\theta'} \hat{n}_{R} S_{\theta'}^{\dagger} \right), \] (97)
when \( g > \sqrt{\lambda + 1}, \) and another average-fidelity witness
\[ W = 1 - \frac{\lambda + 1 - g^{2}}{\lambda + 1} S_{\theta} \hat{n}_{\lambda_{R}} S_{\theta}^{\dagger}, \] (98)
when \( g < \sqrt{\lambda + 1}. \) It implies that \( \text{tr} [W E \otimes \mathbb{1} | \kappa \rangle \langle \kappa |_{\text{TMSV}}] \) is a tight lower bound of the average fidelity \( \| W \| \), where the equality is achieved if and only if \( E \) is a target channel.

**ROTATIONAL SYMMETRY OF VERIFICATION TEST**

For any operator \( O = \sum c_{\mathbf{n}_{1}, \mathbf{n}_{2}} |\mathbf{n}_{1}\rangle \langle \mathbf{n}_{2}| \) on \( \mathcal{H}_{\mathcal{O}_{k}} \), applying a random phase rotation at each mode yields an operator diagonal in the Fock basis.

\[
\frac{1}{(2\pi)^{k}} \int_{0,2\pi)^{k}} d\theta e^{-i\hat{n} \theta} O e^{i\hat{n} \theta} = \frac{1}{(2\pi)^{k}} \sum_{\mathbf{n}_{1}, \mathbf{n}_{2}} c_{\mathbf{n}_{1}, \mathbf{n}_{2}} \int_{0,2\pi)^{k}} d\theta e^{-i\hat{n} \theta} |\mathbf{n}_{1}\rangle \langle \mathbf{n}_{2}| e^{i\hat{n} \theta} \] (99)
\[
= \frac{1}{(2\pi)^{k}} \sum_{\mathbf{n}_{1}, \mathbf{n}_{2}} c_{\mathbf{n}_{1}, \mathbf{n}_{2}} \int_{0,2\pi)^{k}} d\theta e^{-i\hat{n} \theta} (\mathbf{n}_{1} - \mathbf{n}_{2}) \rangle \langle \mathbf{n}_{1}| \langle \mathbf{n}_{2}| \] (100)
\[
= \sum_{\mathbf{n}_{1}, \mathbf{n}_{2}} c_{\mathbf{n}_{1}, \mathbf{n}_{2}} \delta(\mathbf{n}_{1} - \mathbf{n}_{2}) |\mathbf{n}_{1}\rangle \langle \mathbf{n}_{2}|. \] (101)

The verifier does not need to really apply phase rotations at each mode with a randomly modulated phase. This is because a phase rotation at any mode \( j \) yields a transformation
\[ \hat{q}_{j} \rightarrow \hat{q}_{j} \theta_{j} = \cos \theta_{j} \hat{q}_{j} + \sin \theta_{j} \hat{p}_{j}, \quad \hat{p}_{j} \rightarrow \hat{p}_{j} \theta_{j} = -\sin \theta_{j} \hat{q}_{j} + \cos \theta_{j} \hat{p}_{j}. \] (102)

This transformation changes the quadrature basis of homodyne detections at each mode from one of \( \hat{q}_{j} \) and \( \hat{p}_{j} \) to one of \( \hat{q}_{j} \theta_{j} \) and \( \hat{p}_{j} \theta_{j} \). Thus, a random phase rotation operation before a homodyne measurement is equivalent to a homodyne detection at a random quadrature basis.

When \( U \) is Gaussian unitary or the unitary operation generating hypergraph states, for each mode \( j, \hat{q}_{j} = U \hat{q}_{j} U^{\dagger} \) and \( \hat{p}_{j} = U \hat{p}_{j} U^{\dagger} \) are polynomials of quadrature operations, which commute with each other. For any phase \( \theta_{j} \in [0, \frac{\pi}{2}) \), \( \hat{q}_{j}(\theta_{j}) \) or \( \hat{p}_{j}(\theta_{j}) \) can be measured by applying local a homodyne detection at each mode and the measurement outcome is the function of classical outcomes at each mode.
PROOF OF LEMMAS

Proof of Lemma 4

Before proving Lemma 4, we first present two useful lemmas.

Lemma 4. Let \( z_1, z_2, \ldots, z_{n+k} \) be binary random variables, which does not necessarily follow i.i.d., \( \Pi \) be a random set of \( k \) samples, and \( \overline{\Pi} \) be its complementary set. Then

\[
Pr \left( \frac{1}{n} \sum_{i \in \Pi} z_i \geq \frac{1}{k} \sum_{j \in \Pi} z_j + \delta \right) \leq e^{-2 \delta^2 \frac{n}{(n+k)(n+1)}}.
\]  

(104)

and

\[
Pr \left( \frac{1}{n} \sum_{i \in \Pi} z_i \leq \frac{1}{k} \sum_{j \in \Pi} z_j - \delta \right) \leq e^{-2 \delta^2 \frac{k}{(n+k)(n+1)}}.
\]  

(105)

Proof. The inequality in (104) has been proven in [51]. We follow the same idea to prove the inequality (105). First by noting that the mean value \( \mu = \frac{1}{n+k} \left( \sum_{j \in \Pi} z_j + \sum_{j \in \Pi} \bar{z}_j \right) \), we obtain

\[
\frac{1}{n} \sum_{i \in \Pi} z_i \leq \frac{1}{k} \sum_{j \in \Pi} z_j - \delta \iff \frac{1}{n} \left( \mu(n+k) - \sum_{i \in \Pi} z_i \right) \leq \frac{1}{k} \sum_{j \in \Pi} z_j - \delta.
\]

(106)

By reformulating the inequality, we find it is further equivalent to

\[
\frac{1}{k} \sum_{j \in \Pi} z_j \geq \mu + \frac{n}{n+k} \delta.
\]

(107)

Hence using Selting’s bound [52], we have

\[
Pr \left( \frac{1}{n} \sum_{i \in \Pi} z_i \leq \frac{1}{k} \sum_{j \in \Pi} z_j - \delta \right) = Pr \left( \frac{1}{n} \sum_{i \in \Pi} z_i \geq \mu + \frac{n}{n+k} \delta \right)
\]

\[
\leq e^{-2 \left( \frac{n}{n+k} \delta \right)^2 \frac{1}{\bar{\mu} \bar{\delta}}}
\]

\[
= e^{-2 \frac{k \delta}{(n+k)(n+1)}}.
\]

(108)

(109)

(110)

Lemma 5. Let \( U = \{U^0, U^1\} \) and \( V = \{V^0, V^1\} \) be both POVMs on \( H^k, N \geq 2K' \), and \( (X_1, \ldots, X_{N+K'}) \) be the classical outcomes of measurement \( U^\otimes K' \otimes V^\otimes N \) applied to any permutation-invariant state \( \rho^{(N+K')} \in S(H^\otimes (N+K')) \), where \( X_j \) is zero for \( U^0 \) and \( V^0 \), and \( X_j \) is one for \( U^1 \) and \( V^1 \). Then,

\[
\forall \delta > 0, Pr \left[ \frac{1}{N} \sum_{j=K'+1}^{K'+N} X_j > \gamma_{U^1 \otimes V^1} \left( \frac{1}{K'} \sum_{j=1}^{K'} X_j + \delta \right) + \delta \right] \leq 4e^{-\frac{2K'^2}{N+1}},
\]
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where \( \gamma_{U^1 \otimes V^1}(\delta) := \sup_{\rho \in S(H^\otimes k)} \{tr(\rho V^1) : tr(\rho U^1) \leq \delta\} \).

Proof. The proof simply follows the proof of Lemma 1 in [53] and utilizes Lemma 4. Tensor products of binary-valued POVMs at a permutation-invariant state yields a permutation-invariant set of binary numbers. We can use Lemma 4 for any subset of a permutation-invariant set of binary numbers. \( (X_1, \ldots, X_{K'+N/2}) \) are the measurement outcomes of the measurements \( U^{K'} \otimes V^{N/2} \) at \( K'+N/2 \) subsystems. First suppose \( U^{\otimes N/2} \) is applied at the remaining \( N/2 \) subsystems. From Lemma 4 we have

\[
Pr \left( tr(U^1 \rho^{(1)} |_{X_1, \ldots, X_{K'+N/2}}) \geq \frac{1}{K'} \sum_{j=1}^{K'} X_j + \delta \right) \leq e^{-\frac{2K^2}{N+2K'+N/2}},
\]
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where $\rho^{(1)}|X_1,\ldots,X_{K'+N/2}$ denotes the reduced state at any one of the remaining $N/2$ registers given that the measurement outcomes of $U^{\otimes K'} \otimes Y^{\otimes N/2}$ are $X_1,\ldots,X_{K'+N/2}$. Second, suppose $Y^{\otimes N/2}$ is applied at the remaining $N/2$ subsystems. Again, Lemma 4 implies

$$\Pr\left(\text{tr}(V^1 \rho^{(1)}|X_1,\ldots,X_{K'+N/2}) \leq \frac{2}{N} K' \sum_{j=K'+1}^{K'+N/2} X_j - \delta\right) \leq e^{-\delta^2 \frac{N^3}{2K' + 1}}.$$

Using the fact that $A \implies B$ leads to $\Pr(A) \leq \Pr(B)$, we have

$$\Pr\left[ \sum_{j=K'+N/2+1}^{K'+N} X_j > \gamma_{U^1 \rightarrow V^1} \left( \frac{1}{K'} \sum_{j=1}^{K'} X_j + \delta \right) + \delta \right]$$

$$\leq \Pr\left[ \left( \text{tr}(U^1 \rho^{(1)}|X_1,\ldots,X_{K'+N/2}) \right) \geq \frac{1}{K'} \sum_{j=1}^{K'} X_j + \delta \right] \vee \left( \text{tr}(V^1 \rho^{(1)}|X_1,\ldots,X_{K'+N/2}) \right) \leq \frac{2}{N} K' \sum_{j=K'+1}^{K'+N/2} X_j - \delta \right]$$

$$\leq 2e^{-\delta^2 \frac{N^3}{2K' + 1}},$$

where we have used $N \geq 2K'$ in the last inequality. Hence

$$\Pr\left[ \sum_{j=K'+1}^{K'+N} X_j > \gamma_{U^1 \rightarrow V^1} \left( \frac{1}{K'} \sum_{j=1}^{K'} X_j + \delta \right) + \delta \right]$$

$$\leq \Pr\left[ \left( \frac{2}{N} \sum_{j=K'+1}^{K'+N/2} X_j > \gamma_{U^1 \rightarrow V^1} \left( \frac{1}{K'} \sum_{j=1}^{K'} X_j + \delta \right) + \delta \right) \vee \left( \frac{2}{N} \sum_{j=K'+1}^{K'+N/2} X_j > \gamma_{U^1 \rightarrow V^1} \left( \frac{1}{K'} \sum_{j=1}^{K'} X_j + \delta \right) + \delta \right) \right]$$

$$\leq 4e^{-\delta^2 \frac{N^3}{2K' + 1}}.$$

Now we provide the proof of Lemma 4

**Proof.** The inequality (41) implies that for any $\delta \in [0,1)$,

$$\gamma_{\tilde{U}_1 \rightarrow \tilde{V}_1} (\delta) \leq 4\delta + \frac{4}{c_0 \sqrt{\pi d_0}} e^{-d_0 c_0^2}.$$

Using (418), we have if $\sum_{i=1}^{K'} z_i \leq R$, then

$$\gamma_{\tilde{U}_1 \rightarrow \tilde{V}_1} \left( \frac{1}{K'} \sum_{i=1}^{K'} z_i + \delta \right) \leq \gamma_{\tilde{U}_1 \rightarrow \tilde{V}_1} \left( \frac{R}{K'} + \delta \right) \leq 4 \left( \frac{R}{K'} + \delta \right) + \frac{4}{c_0 \sqrt{\pi d_0}} e^{-d_0 c_0^2}.$$

Now we set

$$\frac{Q}{N} = 4 \left( \frac{R}{K'} + \delta \right) + \frac{4}{c_0 \sqrt{\pi d_0}} e^{-d_0 c_0^2} + \delta.$$

Hence, we have

$$\frac{Q}{N} \geq \gamma_{\tilde{U}_1 \rightarrow \tilde{V}_1} \left( \frac{1}{K'} \sum_{i=1}^{K'} z_i + \delta \right) + \delta,$$

and

$$\delta = \frac{1}{5} \left( \frac{Q}{N} - 4R - \frac{4}{c_0 \sqrt{\pi d_0}} e^{-d_0 c_0^2} \right).$$
Applying Lemma 5, we obtain

\[
\Pr \left( \sum_{i=1}^{N} y_i > Q \right) \\
\leq \Pr \left[ \frac{1}{N} \sum_{i=1}^{N} y_i > \gamma \right] \\
\leq 4e^{-\frac{k'^2}{2N^2}} \\
= 4e^{-\frac{k'^2}{2N^2}} \left( \frac{Q}{N} - \frac{4B}{\sqrt{c_0}} \right)^2.
\]

As \( d_0 = \frac{1}{c_0} \ln \left( \frac{15N}{Q} \right) \), we have

\[
\frac{4}{c_0 \sqrt{\pi d_0}} e^{-d_0 c_0^2} \leq \frac{2Q}{5N}.
\]

Hence

\[
\Pr \left( \sum_{i=1}^{N} y_i > Q \right) \leq 4e^{-\frac{k'^2}{2N^2}} \left( \frac{Q}{N} - \frac{4B}{\sqrt{c_0}} \right)^2.
\]

**Proof of Lemma 2**

**Proof.** From the definition of \( P_{N, kQ}^N \), we know that it can be decomposed into the sum of \( P_{N, kQ}^N \otimes P_{\bar{N}, -L-kQ}^N \) and its complement. By defining \( Q_{j} := P_{\bar{R}} \otimes P_{j}, \) with \( j \in N^+ \), as the projection onto \( j \)th unit vector in \( B \), \( P_{N, -L-kQ}^N \) can be further decomposed into a sum of mutually orthogonal projectors

\[
P_{N, -L-kQ}^N = \sum_{j \in J_{N, -L-kQ}^N} Q_j \otimes Q_{j_2} \otimes \cdots \otimes Q_{j_{N-L}},
\]

where \( J_{N, -L-kQ}^N \) is a set of \( (N - L) \)-tuples, consisting of nonnegative integers with exactly \( N - L - kQ \) zeros.

Denote \( \bar{\rho}^{(N)} \) as the projection of \( \hat{\rho}^{(N)} \) onto the support of \( P_{N, -L-kQ}^N \otimes P_{\bar{N}, -L-kQ}^N \), and \( \bar{\rho}_{\perp}^{(N)} \) as its orthogonal complement. As \( \bar{\rho}^{(N)} \) is a diagonal density operator on the basis of \( B \), we have \( \bar{\rho}^{(N)} = \bar{\rho}^{(N)} + \bar{\rho}_{\perp}^{(N)} \).

The probability for each subsystem of \( \bar{\rho}^{(N)} \) to fall inside \( \bar{H} \) is at least \( 1 - \frac{kQ}{N} \). Then the probability for \( \bar{\rho}^{(N)} \) to be projected onto \( P_{N, -L-kQ}^N \otimes P_{\bar{N}, -L-kQ}^N \) is

\[
\text{tr} \left( \bar{\rho}^{(N)} \right) \geq \left( 1 - \frac{kQ}{N} \right)^L \geq 1 - \frac{kQL}{N} = 1 - \frac{10kRL}{N}.
\]

Thus, \( \text{tr}(\bar{\rho}_{\perp}^{(N)}) \leq \frac{kQL}{N} \).

Using the decomposition of \( P_{N, -L-kQ}^N \), we have

\[
\bar{\rho}^{(N)} = \sum_{j \in J_{N, -L-kQ}^N} \rho_j,
\]

where \( \rho_j = P_{N, -L} \otimes Q_j \bar{\rho}^{(N)} P_{N, -L} \otimes Q_j \) with \( Q_j = Q_{j_1} \otimes Q_{j_2} \otimes \cdots \otimes Q_{j_{N-L}} \).

Denote \( \bar{\rho}_j \) as the normalization of \( \rho_j \) and \( q_j = \text{tr}(\rho_j) \). Then

\[
\bar{\rho}^{(N)} = \sum_{j \in J_{N, -L-kQ}^N} q_j \bar{\rho}_j.
\]
Now we prove for each $j$, the reduced state $\bar{\rho}_j^{(L)}$ of $\tilde{\rho}_j$ is close to an i.i.d state.

As the $N - L$ discarded subsystems are permutation invariant, without loss of generality, we can write $j = (0, \ldots, 0, j_1, \ldots, j_{kQ})$, where $j_1, \ldots, j_{kQ} \in \mathbb{N}^+$. We obtain

$$\bar{\rho}_j = \sigma^{N-kQ} \otimes |e_{j_1} \rangle \langle e_{j_1}| \otimes \cdots \otimes |e_{j_{kQ}} \rangle \langle e_{j_{kQ}}|,$$

where $\sigma^{N-kQ}$, defined as the normalization of $P_{\mathcal{H} \otimes (N-kQ)} \tilde{\rho}^{(N-kQ)} P_{\mathcal{H} \otimes (N-kQ)}$, is a permutation-invariant density operator on $\mathcal{H} \otimes (N-kQ)$. Then for each $j$,

$$\text{tr}_{N-L} \bar{\rho}_j = \text{tr}_{N-L-kQ} \sigma^{N-kQ}.$$

From the de Finetti theorem [20], we know there is a probability distribution $\mu$ on density matrix space $\mathcal{S}(\mathcal{H})$ such that

$$\| \int d\mu(\tilde{\sigma}) \tilde{\sigma} \otimes L - \text{tr}_{N-L} \bar{\rho}_j \|_1 \leq \frac{4L \dim(\mathcal{H})^2}{N-kQ}.$$

Due to convexity of the norm and the fact that $\mu$ is independent from $j$, and trace norm cannot be larger than two, we conclude

$$\| \bar{\rho}_j^{(L)} - \int d\mu(\tilde{\sigma}) \tilde{\sigma} \otimes L \|_1 \leq 2 \text{tr}(\rho_\perp^{(N)}) + \sum_j q_j \frac{4L \dim(\mathcal{H})^2}{N-kQ} < \frac{2kQL}{N} + \frac{4L \dim(\mathcal{H})^2}{N-kQ}.$$
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