Abstract—In recent years, light field (LF) capture and processing has become an integral part of visual media production. Several kinds of LF displays have been realized as well. The richness of information available in LFs has enabled novel applications in art, science, engineering, and medicine. Some of those in the area of computer vision are post-capture depth-of-field editing, 3D reconstruction, segmentation and matting, saliency detection, object detection and recognition, and mixed reality. The efficacy of such applications depends on certain underlying requirements, which are often ignored. For example, some operations such as noise-reduction, shift-sum- or hyperfan-filtering are only possible if a scene point, when seen from different perspectives, doesn’t significantly change its appearance (Lambertian radiation). Some other operations such as the removal of obstacles or looking behind objects are only possible if there is at least one ray capturing the required scene point. Consequently, the ray distribution representing a certain scene point is an important characteristic for evaluating processing possibilities. Having access to a large number of rays allows for e.g. noise reduction, fewer rays allow for realistic reproduction of partially occluded scene elements. In this paper, we propose a novel framework for the analysis and processing of LFs that relates the captured rays to the cameras in the underlying camera setup.

The primary idea in this paper is to establish a relation between the underlying capturing setup and the rays of the LF. To this end, we discretize the view frustum. Traditionally, a uniform discretization of the view frustum results in voxels that represents a single sample, or data point, on a regularly spaced, three-dimensional grid. Instead, we use frustum-shaped voxels, called froxels, by using depth and capturing-setup-dependent discretization of the view frustum. Froxels have been proposed earlier for novel volumetric rendering applications in modern games and 3D displays. Based on such discretization, we count the number of rays mapping to the same pixel or group of pixels on the capturing device(s). By means of this count, we propose histograms of ray-counts over the froxels (*fristograms*). Fristograms can be used as a tool to analyze and reveal interesting aspects of the underlying LF, like the number of rays originating from a scene point and the color distribution of these rays. As an example, we show its ability by significantly reducing the number of rays which enables noise reduction while maintaining the realistic rendering of non-Lambertian or partially occluded regions.

Index Terms—light fields, froxels, light field analysis, froxel histograms

I. INTRODUCTION

While it took more than a decade for the light field (LF) capture to gain popularity after the introduction of the first single-lens plenoptic camera, the LF media ecosystem has seen a rapid progress in the recent years [1], [2], [3]. In plenoptic cameras for the professional market [4], [5], as well as in mobile phones with assemblies of multiple cameras [6], [7], [8], the underlying theory of LF processing [9] is the foundation of depth-image-based rendering (DIBR) for applications such as super-resolution [10], de-noising [11] and depth-dependent blurring e.g. for portraits. LF processing offers a cornucopia of different enhancements. Removal of obstacles is possible if at least one subaperture view (SAI) captures the scene points occluded by the obstacle, looking around corners (optical parallax) is possible when the background can be correctly inpainted, noise reduction can be done by averaging several rays stemming from the same scene point and refocussing can be done by shift-sum- or hyperfan-filtering [12].

Recently, significant progress has been achieved by means of new LF representations such as Fourier Disparity Layers [13], and multi-plane- resp. multi-sphere- images, enabling real-time multi-view rendering [14], [15]. Common to most of these techniques is the explicit or implicit generation of depth/disparity information. Both, Fourier Disparity Layers and Multi-Plane-Images detect depth layers with a significant signal energy, i.e. those layers that contain objects. Since for many scenes the number of required depth layers is limited, this can lead to a more efficient representation and a low complexity view interpolation. The semantics of the underlying assembly of rays, however, is not exploited or even gets lost [16].

We emphasize the importance of the set of rays captured by a LF and used for processing due to the following reasons:

1) LF capture generates huge amounts of data. The LF array built in our lab generates 70 Gbps[17].

2) Most algorithms superimposing (in the simplest cases averaging) different rays assume Lambertian radiation. Consequently artifacts in refocussed or denoised LF images are mostly visible in regions of very fast motion it might
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be advantageous to generate different views over time rather than over space.

In this paper, we propose a novel framework for the analysis and processing of LFs that relates the captured rays to the cameras in the underlying camera setup and allows for the semantic analysis of the captured set of rays and application of the most appropriate signal processing. The framework and the underlying theory is described in Section II. We also show a simple downsampling of the rays for noise reduction to validate the applicability. The MATLAB® source code used to generate the fristograms and the scene reconstruction is made available as open source software.²

II. THEORETICAL BACKGROUND

We now elaborate the theoretical underpinnings of this paper. We begin with a detailed description of froxels (Section II-A). Next, we explain Fristograms and the method to generate them (Section II-B), followed by example applications of Fristograms (Section II-C).

A. Froxels

The major difference between LF and point cloud capture lies in the fact that in LF capture, several scene points are captured multiple times. Thus, the number of occurrences of the same scene point in the captured set of rays is an important parameter. With the limited resolution of capturing devices — each pixel captures a single ray — and assuming knowledge of the camera parameters, we can define a 3-dimensional subspace whose shape and size follows the frustum. Such a 3-dimensional subspace is called a *froxel*. The term froxel first appeared in [18] and can be defined as a voxel that follows the shape of the frustum [19], [20], [21]. As shown in Figure 1, a uniform discretization of the view frustum results in voxels. On the other hand, a depth- and capturing-setup-dependent discretization results in froxels.

In this paper, we propose the froxel to have an extent of one pixel in each direction. In the camera plane, this describes the frustum of a single pixel, while the extent in the depth is derived by a disparity change of one pixel. Accordingly, the width *w*_\textsubscript{froxel} and height *h*_\textsubscript{froxel} are proportional to (i) the pixel size \( p \) on the camera sensor (assuming rectangular pixels), and (ii) the distance of the froxel from the camera plane \( D\text{\textsubscript{plane}} \), and inversely proportional to the focal distance of the camera \( f_d \). Equation (1) is used to compute the width and the height of a froxel. When choosing the scaling factors \( n\text{\textsubscript{hor}} = 1 \) and \( n\text{\textsubscript{ver}} = 1 \), the 2D cross section of a froxel is exactly the size of one camera pixel at the distance \( D\text{\textsubscript{plane}} \). Froxels can also be configured to have multiple pixels in the horizontal and vertical dimension by increasing \( n\text{\textsubscript{hor}} \) and \( n\text{\textsubscript{ver}} \) in (1).

\[
\begin{align*}
    w_{\text{froxel}} &= \frac{n_{\text{hor}} p}{f_d} D_{\text{plane}}, \quad \text{and} \quad \quad h_{\text{froxel}} = \frac{n_{\text{ver}} p}{f_d} D_{\text{plane}}.
\end{align*}
\]

Next, we define the depth of the froxels. When generating a LF, different view points are captured by a camera array. The frustums of the individual cameras overlap and a disparity between the cameras can be calculated. We define the depth of one froxel to be equal to the depth covered by one pixel disparity to the neighboring camera. This way, the frustum is also discretized along the camera rays and gives the froxels a depth. For a given distance \( D\text{\textsubscript{plane}} \), the depth per pixel disparity can be computed using (2).

\[
    d_{\text{froxel}} = D_{\text{plane}}^2 \left( \frac{f_d \cdot b \cdot (N - 1)}{p} - D_{\text{plane}} \right).
\]

Here, \( b \) is the camera baseline. We notice that the width and height of a froxel scale linearly with the distance from the camera array while the depth of a froxel scales quadratically. As an example with the set of parameters of our own physical camera array [17], if we consider the distance of a scene point to the camera array \( D_{\text{plane}} = 2000\text{mm}, \) focal distance \( f_d = 12.5\text{mm}, \) camera baseline \( b = 70\text{mm} \) and the size of a pixel on the sensor to be \( p = 5.86\mu\text{m}, \) the width and height of the froxel at depth \( D_{\text{plane}} \) is \( w_{\text{froxel}} = h_{\text{froxel}} = 0.938\text{mm} \approx 1\text{mm} \) for \( n_{\text{hor}} = n_{\text{ver}} = 1. \) The depth of the froxel is calculated to be \( d_{\text{froxel}} = 27.15\text{mm}. \)

Thus, the underlying idea is to discretize the scene into a set of froxels as described in this section. Once the froxels are defined, we assign all rays of the LF to the froxel from which they originate. This representation allows to derive simple measures like ray count but also more complex characteristics like the color distribution (to judge noise or Lambertian-ness). It also allows us to visualize the ray distribution in a scene using Fristograms (discussed in Section II-B) and leverage this information for LF processing.

B. Semantic Analysis Framework

An important prerequisite to semantically analyze LFs using froxels are depth maps. This requirement is not unusual
as several standardization activities make extensive use of depth resp. disparity maps to eliminate the redundancy stemming from Lambertian scene points captured by several cameras while not sacrificing the quality of scene points visible for only few or even one camera. JPEG Pleno [22] uses disparity maps to detect occlusions and disocclusions while MPEG favors the generation of so-called atlases [23]. Thus, the depth/disparity maps — whether measured/estimated or generated synthetically — are a common requirement for most of the standard LF processing steps. In this work, we use depth maps to discretize the view frustum into froxels.

Depth maps for the chosen scenes were generated using a Blender addon library which is implemented based on the works of Honauer et al. [24]. The addon creates a virtual configurable camera array which can be placed at the desired position in the scene. Then, a color image from every camera is rendered using the chosen rendering engine. After rendering the colour images, the renderer switches to an OpenGL-based rendering engine and activates a configurable oversampling factor which increases the rendering resolution, re-renders the scene and then stores the depth and disparity information in the pfm format with both the original and increased resolution.

The proposed framework to semantically analyze LFs and visualize ray distribution in the form of Fristograms is shown in Figure 2. The depth maps of the scene and the parameters of the camera array are used to discretize the frustum of the camera array. Once the froxels are defined, all the rays of the underlying LF are assigned to the froxels from which they originate. This provides an insight into the distribution of rays i.e. how densely a given froxel is sampled, how many cameras capture a scene point within that froxel, the origin of each ray and the color distribution of the rays in a given froxel. This data can also be used to visualize the ray distribution in the form of Fristograms and be leveraged to perform semantically meaningful LF processing.

Moreover, new viewpoints of the scene can also be generated using the framework. For this, we collect all froxels that lie within the frustum of the new viewpoint. The next step is to take occlusions into account by selecting the closest non-empty froxels to the camera. This is possible since the proposed semantics also gives us the distance of every froxel to the camera plane. Finally, the froxels are projected onto a camera that lies at the location of the new viewpoint.

C. Fristograms Applications

Fristograms provide a flexible tool to analyze and process LFs. The exact number of rays in each froxel gives us an indication of potential post-processing capabilities. We can also infer the origins of the rays and their respective color information precisely. This information is valuable to analyze the Lambertian nature of the underlying scene. We can also

![Fig. 2. Workflow of Fristograms generation.](image)

![Fig. 3. Examples of color distribution in froxels for certain scene points.](image)

![Fig. 4. Froxel data with noise.](image)
TABLE I
RESULTS OF SEMANTIC ANALYSIS AND DENOISING.

|        | Original size (MB) | Reduced size (MB) | Noise type | SSIM    | PSNR (dB) |
|--------|--------------------|-------------------|------------|---------|-----------|
|        |        |                  |            | Noisy LF | Denoised LF | Noisy LF | Denoised LF |
| BMW    | 184    | 16               | Gaussian   | 0.3242  | 0.7678 | 20.28 | 27.43 |
|        |        |                  | Salt-and-pepper | 0.2975 | 0.9647 | 17.96 | 29.61 |
| Classroom | 184 | 16             | Gaussian   | 0.4606  | 0.8644 | 20.22 | 28.89 |
|        |        |                  | Salt-and-pepper | 0.4136 | 0.9609 | 18.18 | 32.31 |
| Wanderer | 184  | 12              | Gaussian   | 0.4350  | 0.8656 | 20.48 | 30.33 |
|        |        |                  | Salt-and-pepper | 0.3781 | 0.9821 | 17.64 | 34.78 |

Fig. 5. CDF of the ray count for the 'Classroom' scene (empty froxels omitted).

exploit this information to eliminate potential outliers that might e.g. stem from imperfect depth maps. In Figure 4, we show the color distributions of 64 rays, from an 8 × 8 camera array, that originate in two different froxels from the 'Classroom' scene available publicly as Blender demo files [25]. The left image shows a non-Lambertian scene point (shiny metal part of a chair with specular reflection). The variations in the color values, stemming from the different reflections seen by different cameras, are evident and can easily be detected by simple algorithms. The right image shows a Lambertian radiator (from the teachers wooden table), where we can see a near uniform distribution of color, as expected. Note that, although the examples shown in this paper depict colour distribution in froxels containing 64 rays arranged as 8 × 8 patches, the number of rays in every froxel can vary between 0 and the number of sub-aperture views M in the capturing setup.

Fristograms also enable us to analyze the effect of noise on the rays in a froxel. Figure 4a compares Gaussian and salt-and-pepper noise on the rays. In the context of froxels, the Gaussian noise represents heavy camera noise in low-light situations and the salt-and-pepper noise stands for possibly dead pixels in the cameras. In Figure 4b, Gaussian noise is simulated with mean $\mu = 0$ and normalized variance $\sigma^2 = 0.01$ while in Figure 4c, salt-and-pepper noise with 5% noise density is simulated. Our global vision is to use Fristograms as tool to analyze 5D LFs (each ray has four spatial and one temporal dimension) and derive spatio-temporal sampling patterns optimized to the intricacies of the scene in addition to developing novel filtering and post processing algorithms.

III. EXPERIMENTAL ANALYSIS

The semantic representation provided by Fristograms enables us to analyze the distribution of rays and calculate rays for a given froxel. One of the example application endorsing the effectiveness of Fristograms is the substantial reduction of rays used to synthesize an image for a given viewpoint. For example, we rendered the 'Classroom' demo scene using the Blender addon that also generates the depth maps [26], [24], [25]. Considering a 4 × 4 LF camera array (a sub-array of our physical 8 × 8 array) with each camera having a resolution of 1920 × 1200 pixels, the total number of rays can be computed as 1920 × 1200 × 4 × 4 = 36,864,000. These rays are found to be distributed among 3,183,951 froxels. Note that, the distribution of rays is specific to the captured scene. Figure 5 depicts the cumulative distribution function of the ray count for the 'Classroom' scene, with empty froxels omitted. Calculating a single ray for these froxels using a median filter will therefore reduce the ray count from 36,864,000 to 3,183,951 which is a reduction by a factor of 11.5 for this scene. The maximum achievable reduction in this scenario would be a factor of 16 if every visible froxel is covered by every camera. Due to occlusions in the scene, where some cameras can see behind obstacles, the effectively achievable factor is lower than the maximum. Figure 6 shows the comparison between the original LF and the image synthesized using the reduced rays at the same viewpoint. The small amount of visible artifacts are related to inconsistencies between the images and the corresponding depth maps. Their analysis and removal is out of the scope of this paper.

Fristograms also provide information about the color distribution in a froxel that can be used to perform noise reduction. The effect of noise on the rays in a froxel is already shown

5 All the images shown in the paper are provided with full resolution in the code repository.
in Figure 4. As a simple demonstration of the capabilities of fristograms we used this information to perform noise reduction by using a mean or median filter. As shown in Figure 7 we add the same AWGN noise as used above to the LF (Figures 7a, 7c and 7e) and filter the froxel data using a mean filter. The improvement in the quality is significant and visually evident (Figures 7b, 7d and 7f). The SSIM score for the synthesized viewpoint also confirms the reduction in noise. In contrast to traditional image filtering techniques, filtering the froxel data always keeps edges and textures. For froxels with sufficient samples, the improvements are comparable to traditional techniques which take the data from neighboring pixels into account. As shown in Figure 7 we also simulated salt-and-pepper noise with a noise density of 5%. Figures 7g, 7i and 7k show the noisy LF images. We then performed the same ray allocation and performed a median filtering on the froxel data. The synthesized images (Figures 7h, 7j and 7l) show a significant improvement in visual quality and is also confirmed by the SSIM score. While the chosen filters are appropriately chosen for the given noise type, the capabilities of Fristograms are applicable on a more general level.

IV. CONCLUSION

In this paper we introduce a novel representation for LFs, the Fristogram. The scene frustum is discretized into froxels, which cover a configurable amount of pixels in width, height and disparity between neighboring cameras. Assigning all rays of the LF to the froxels from which they originate creates Fristograms. They enable a simple differentiation between Lambertian and non-Lambertian materials as well as new filtering techniques not requiring information from surrounding pixels. Additional benefits include the possibility to detect other material properties, employ deep learning techniques to classify froxels, perform material specific volumetric filtering and implement advanced noise reduction schemes. With these simple to implement examples, we show the power of the representation of LFs as Fristograms, which comes from the inherent combination of ray data with the scene and camera geometry.
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