I. INTRODUCTION

Athermal phonon distributions are generated through many types of interactions in condensed matter physics. However, accessing information in these distributions is challenging despite the value this information could bring to efforts including searches for cosmological particles like dark matter,1,2 and for neutrino-less double beta decay experiments.2 Efficient sensing of athermal phonons is also valuable for other scattering events that initially generate other quasiparticles such as excitons, photons, or magnons that readily down convert to phonons3–7. However, phonon decay processes lead to losses that limit overall detection efficiency. Mitigating these losses is challenging, but research on quantum acoustodynamic circuits has shown that some phonons have coherence times long enough to be used as carriers of quantum information,8–11 which motivates the study of coherence properties of phonons for sensing.

Most non-equilibrium phonon sensors have a read-out device attached to a phonon absorber material (also called a “target”) that interacts with an external signal to generate non-equilibrium phonon distributions (see Figure 1). In searches for dark matter, these absorber materials are typically high-quality single-crystal semiconductors such as Si and Ge.1,12 Increasing the design space for the types of target materials to lower dark matter masses is a recent focus of the community, with several alternative target materials already identified.13–21 Common readout devices include kinetic-inductance detectors (KIDs)22, metallic magnetic calorimeters23, and transition-edge sensors (TES)24,25. In particular, TES devices are currently used in low-mass dark matter search experiments such as SuperCDMS and CRESST1,26,27, and KIDs have been used for cosmic microwave background experiments.28 Recent advances have improved the energy resolution of TES devices to energies comparable to that of a single optical photon,29 which has critical implications for the detection of sub-MeV dark photons derived from GeV hidden sector dark matter.30–32

A dark photon is a particle that exists in a hypothetical sector of dark matter particles, and dark photons are kinetically mixed with ordinary photons,33 which allow interactions with optical phonons near the Brillouin zone center. A current challenge for the detection of dark photons is that optical phonons near the Brillouin zone center have near-zero group velocities, and cannot be directly detected with current devices. As a result, the phonons created after optical phonon decay must be detected.

The dominant phonon decay mechanisms in solid-state materials are due to anharmonic, isotopic, and surface interactions (see Figure 1). Ab initio calculations, such as density functional theory (DFT)34,35, are used to calculate anharmonic and isotopic phonon scattering rates, accurately predicting properties such as heat transfer coefficients and electron/phonon lifetimes.36–39 The key requirement for obtaining these properties is accurate calculations of the interatomic potential energy surfaces of the system (e.g. three-phonon matrix elements) – this can either be calculated perturbatively from static DFT calculations, or by sampling the atomic dynamics at a finite temperature using ab-initio molecular dynamics (MD).40,41 The latter observes the phonon dynamics directly at all orders of perturbation theory by calculating the dynamics of a large system over long enough time scales to incorporate the relevant phonons. This makes such MD methods more suitable for higher temperatures where typical phonon wavelengths and lifetimes are smaller than at low temperatures. For low-temperature phenomena, however, the construction of anharmonic matrix elements from static DFT calculations is preferable because quantum effects become more important at temperatures smaller than phonon frequencies. Previous work has found that while anharmonic interactions impact phonon dynamics at low temperatures (< 10 K), the dominant contribution to heat transport at these cryogenic temperatures is surface scattering.42,43 However, a fully atomistic DFT calculation of the interface scattering with both chemical and structural speci-
FIG. 1. (a) Schematic of non-equilibrium phonon decay in a solid-state material after the initial scattering event between an unknown particle (χ) and the crystal. The initial population of phonons decays due to anharmonicities in the potential energy (red triangle), isotopic impurities (black dots), and interactions with the readout device surface. The readout device is usually an Al film attached to a transition edge sensor. (b) Time series of athermal phonon distribution in which the initial distribution loses average energy over time before eventually becoming indistinguishable from the thermal state.

Spatio-temporal transport of phonons from the initial scattering event is computationally demanding owing to the large scale of the structures required. As a result, phenomenological models have been developed to describe surface scattering that incorporate materials-specific properties such as the phonon group velocity\(^4^4\), and interfacial properties such as the surface roughness\(^4^5\).

In this work, we use \textit{ab-initio} calculations to understand the role of different decay processes on athermal phonon distributions in two of the most prevalent semiconductors in quantum technologies – Si and GaAs\(^4^6–4^9\). Si and GaAs are current or near-term targets in phonon-based dark matter direct detection experiments, so understanding the phonon dynamics for these materials is especially timely. GaAs – a polar semiconductor – is of particular interest for dark matter detection since its optical phonons can couple to dark photons, providing a phonon-based pathway for probing dark-photon-mediated models of the dark sector\(^1^5\). We first use DFT to calculate nonequilibrium phonon decoherence channels due to anharmonic, isotopic, and surface scattering. We next combine these results with a thermal transport model to calculate the athermal distribution as a function of time, and the rate of phonon energy transport across a readout device interface. We select a specific case that is especially relevant for dark matter detection, namely the creation of a single optical phonon by dark-photon-mediated interactions (see Figure 1b). This case is particularly important for exploring dark photon models in the terahertz range since they are predicted to generate a single optical phonon near the \(\Gamma\) point of the Brillouin zone\(^1^7\). Finally, we discuss the implications of our materials-specific thermal transport model on single phonon detection and suggest routes to improving phonon coherence in such quantum sensing applications in near-term experiments.

DFT calculations were performed with the Vienna Ab initio Simulation Package (VASP)\(^5^0,5^1\) using the PBE functional\(^5^2\). We chose the VASP recommended pseudopotentials in which the 4s, 4p electrons are treated as valence in Ga and As, and the 3s, 3p electrons are treated as valence in Si and Al; all other electrons were frozen into the core of the pseudopotential. We used a 600 eV plane-wave basis, and a \(4 \times 4 \times 4\) Monkhorst-Pack grid of k-points, shifted from the \(\Gamma\) point by half a grid point, for the conventional unit cell. Born effective charges were calculated within VASP using density functional perturbation theory\(^5^3\). We used an electronic convergence criterion of \(10^{-8}\) eV, and force minimization criterion of \(2 \times 10^{-4}\) eV/A. Phonon band structures were calculated with Phonopy\(^5^4\) with the force constant matrices calculated with VASP using a \(2 \times 2 \times 2\) supercell of the conventional standard cell, a k-point grid of \(4 \times 4 \times 4\), and a q-point grid of \(23 \times 23 \times 23\) for all three materials. Anharmonic scattering rates and interaction parameters (square modulus of anharmonic matrix elements) were calculated with Phono3py\(^3^6\).

Calculations of the phonon frequencies with isotopic variation were performed using isotopic supercells generated from our own code available at https://github.com/ibrahajari/GaAs_Phonon_Frequencies. In this code, we explicitly include isotopic variation by constructing supercells of atoms with distributions consistent with their natural abundances. The workflow for generating these explicit isotopic supercells is in the Appendix. We wrote a code to build the thermal transport model which is available at https://www.github.com/tfharrelson/MPDSF/scripts/readout_temperature_model. All phonon-related parameters such as those used to construct the \(\Gamma\) matrices in Eq. (8) were calculated using either Phonopy or Phono3py. Numerical integration of Eq. (8) was done via both forward and backward Euler’s method. Forward Euler was used for the small time plots in Figure 5a, and backward Euler was used to compute the curve in Figure 5b. For both methods, we integrated \(10^5\) time steps, and the time step was 1 ps, and \(10^4\) ps for forward and backward Euler methods, respectively. We chose a time step of 1 ps for the forward Euler method since it is a factor of 10 smaller than the lifetime of any optical phonon (the smallest time scale in the calculation). A time step of \(10^4\) ps was chosen for the backward Euler method since \(10^5\) time steps could be integrated in a reasonable timeframe to calculate transport up to 1 ms from the initial scattering event. As the backward Euler method is always stable with respect to the time step size, it is determined by computational requirements.
III. RESULTS

A. First-principles calculations

Si and GaAs adopt the diamond and zincblende crystalline structures, respectively (see Supplementary Information). We calculated the lattice parameters to be 5.47 Å and 5.76 Å, consistent with previous calculations and experiments which have measured the lattice constants to be 5.43 Å and 5.65 Å, respectively. The corresponding phonon band structures were also calculated (see SI, Fig. S1) and agree with previous phonon calculations using first-principles methods.

We next calculated the relaxation times associated with isotopic impurities and anharmonic interactions for GaAs and Si, which are shown in Figure 2. The isotopic scattering rates were calculated assuming the natural isotopic distributions of the relevant atoms (92.2% $^{28}$Si, 4.7% $^{29}$Si, 3.1% $^{30}$Si, and 60.1% $^{69}$Ga, 39.9% $^{71}$Ga), and assuming that the positions of the isotopic impurities are uncorrelated. As expected, we find that the shapes of the distribution of the lifetimes are very similar between GaAs and Si owing to their similar crystal structure and phonon structure (see SI section I for more details). We find that the optical modes (shaded grey in Figure 2a) have relatively short anharmonic decay lifetimes of $10^1 - 10^2$ ps, which agrees with previous experiments, and suggest that the anharmonic interactions are the dominant decay process for optical modes in these materials. As the phonon energy decreases into the acoustic regions (shaded red and purple), we find that the lifetimes increase, including extremely large anharmonic lifetimes (> 1 s) for transverse acoustic modes at 7 – 9 meV for GaAs (shaded purple), and 15 – 20 meV for Si. Since transverse acoustic modes typically have a finite group velocity, these modes propagate coherently over macroscopic distances in the absence of other decay processes. Therefore, these acoustic modes are the dominant information carriers of the original scattering event.

B. Anharmonic Scattering of a Single Optical Phonon

We next examine the scattering of a single optical phonon mode at the Γ point from anharmonic scattering processes. As mentioned previously, this process is particularly relevant for dark photon models, and so we examine it more closely here. We first calculate the rate at which that optical phonon is anharmonically converted into lower energy phonons in Figure 3a, finding the optical phonon lifetime to be 10.9 ps from anharmonic contributions. We calculate the optical phonon decay channels (interpreted as a probability density of a phonon decaying into a particular secondary channel) via,
\[
\rho(\omega) = \frac{r(\omega)}{\int r(\omega)d\omega}
\]
\[
r(\omega) = \frac{18\pi}{h^2} \sum_{\lambda_2,\lambda_3} |\phi_{\lambda_1,\lambda_2,\lambda_3}|^2 \{(n_2 + n_3 + 1)\delta(\omega_1 - \omega_2 - \omega_3) \left[\delta(\omega - \omega_2) + \delta(\omega - \omega_3)\right] \\
+ (n_2 - n_3)\delta(\omega_1 + \omega_2 - \omega_3)(\delta(\omega - \omega_3) - \delta(\omega - \omega_2) - \delta(\omega_1 - \omega_2 + \omega_3)(\delta(\omega - \omega_2) - \delta(\omega - \omega_3))\}
\]

(1) (2)

FIG. 3. (a) The calculated anharmonic decay rate probability distribution (\(\rho\)) of the \(\Gamma\)-point optical mode for GaAs and Si. (b) The probability distribution of the mean free path (\(\rho_{\text{MFP}}\)) of phonons that have been anharmonically scattered from the \(\Gamma\)-point optical modes for both GaAs and Si.

where \(\phi_{\lambda_1,\lambda_2,\lambda_3}\) is the three-phonon anharmonic matrix element, \(\lambda_i\) is the combined notation for both the branch index and k-point of a specific phonon mode, \(n_i\) is the expectation value of the number of phonons in mode \(\lambda_i\), \(\omega_i\) is the frequency of mode \(\lambda_i\), \(r(\omega)\) is the frequency-dependent scattering rate, and \(\rho(\omega)\) is called the decay rate probability distribution. In this equation, we group each of the phonons generated by the anharmonic matrix element into energy bins and sum over all allowed matrix elements before normalizing by the integral of the resulting function. In Figure 3a, we observe that the optical modes for GaAs decay most frequently into phonons at \(\sim 20\) meV and \(\sim 10\) meV and the optical modes for Si decay primarily into phonons at \(\sim 23\) meV and \(\sim 40\) meV. Inspection of the phonon band structures for both GaAs and Si (see SI Section I) concludes that all phonons generated by the anharmonic decay are acoustic phonons.

We next use the probability density defined in Eq. (1) to construct mean free path distributions (Figure 3b) for secondary scattered phonon populations. These are defined as,

\[
\rho_{\text{MFP}} = \frac{\lambda(\omega)r(\omega)}{\int r(\omega)d\omega}
\]

(3)

where \(\lambda(\omega)\) is the average mean free path for each phonon with frequency \(\omega\). For clarity, we suppress the mode-specific relaxation times (mean free paths) in this expression, but to evaluate this they are inserted as weighting factors in the sum of Eq. (2) before normalizing against the integral of the rate distribution in Eq. (1). The large mean free paths in Figure 3b demonstrate that the low energy decay channel (\(\sim 10\) meV for GaAs and \(\sim 23\) meV for Si) includes a significant contribution of long-lifetime transverse acoustic modes in Figure 2, confirming that these modes are the dominant information carriers in the sensor in the absence of other scattering mechanisms. We also find that phonons centered at \(\sim 1\) meV become relevant despite their apparent absence in Figure 3a since these are long-lived phonons compared to phonons in the other decay channels.

C. Isotopic Scattering Effects

As discussed above, while anharmonic contributions to phonon scattering are small for the low-energy de-
cay channels of GaAs and Si, we find that the isotopic contributions are relatively large (see Figure 2), and interfere with the low-energy decay channels of GaAs and Si. For both GaAs and Si, we find that the isotopic scattering is sub-dominant to anharmonic scattering for optical phonons, and becomes dominant for acoustic phonons. We next address the question of whether phonon scattering due to isotopic variation can cause phonons to thermalize (Figure 1b). At first glance, since isotopic scattering matrix elements couple two phonon fields, Fermi’s golden rule would suggest that energy is conserved through the interaction, meaning that isotopic scattering cannot thermalize the phonon distribution. However, heat transport studies find that isotopic scattering rates must be included in a relaxation time model to accurately determine the temperature dependence of the phonon flux, suggesting that isotopic scattering rates cannot be ignored in thermalization processes. To explore this, we calculate the frequency of the Γ-point optical mode in GaAs for a series of random isotopic configurations of Ga masses (distributed according to the natural isotopic abundances; see SI section III). We find that the optical phonon frequency distribution has a finite width, implying that energy is not necessarily conserved in these isotopic scattering processes. In addition, this finite width is similar to the isotopic scattering rate calculated from first principles. Since the isotopic decay rates lead to mean free paths that are much smaller than typical device sizes, we expect that the transport of phonons dominated by isotopic decay is diffusive, causing a substantial reduction in predicted thermal flux (see SI Section V).

Since we find that isotopic contributions to phonon decoherence need careful consideration for the design of next-generation athermal phonon sensors, we next explore how these scattering sources can be reduced. Mitigation of isotopic decay processes can be achieved through isotopic enrichment of the constituent elements prior to crystal growth. In the past, Si and GaAs have been enriched to 99.99% and 99.4% purity, respectively. In Figures 4a and 4c, we compare the calculated phonon decay lifetimes due to isotopic scattering at the natural isotopic abundance, at 99% isotopic purity, and at 99.9% isotopic purity. We find that the isotopic decay lifetimes become larger than the longitudinal acoustic lifetimes limited by anharmonic processes at 99% isotopic purity for GaAs and 99.9% for Si. At 99.9% purity, the isotopic lifetimes become comparable to many of the transverse acoustic lifetimes for both materials, indicating that isotopic decay is no longer dominant – but still relevant – for those phonon modes.

### D. Surface Scattering Effects

The final phonon decay processes we consider are those associated with surfaces and interfaces. We calculated the surface scattering rates using two different analytic models – (1) a phenomenological model from ballistic phonon-interface interactions that account for all inelastic interactions (including defects) in a crude way, and (2) the Kirchhoff model that accounts for the impact of surface roughness on diffusive scattering while assuming there are no inelastic collisions from defects at the interface. The first follows a phenomenological equation,

\[
\frac{1}{\tau_{surf}} = \frac{v_g}{L}(1 - s)
\]

in which \(\tau_{surf}\) is the surface scattering lifetime, \(v_g\) is the group velocity of the phonon mode, \(L\) is the length of the crystal, and \(s\) is the specularity parameter determining the fraction of phonons that are specularly (elastically) reflected from the interface. In a previous study, \(s\) are not treated as independent variables and rather combined in a single \(L\) fitting parameter. There, \(L\) no longer represents the length and is equivalent to fixing \(L\) and varying \(s\) in our Eq. (4). In Figure 2, we compare the surface scattering lifetimes with a specularity parameter of 0.9 and a 1 cm crystal size against the anharmonic and isotopic lifetimes. A specularity parameter of 0.9 is equivalent to asserting that the phonon mean free path is 10-fold greater than the crystal size, which reasonably agrees with experimentally measured mean free paths of phononic metamaterials. We find that the surface scattering rates are typically around 0.1 ms, which is greater than all other lifetimes considered in both materials, aside from the highest transverse acoustic anharmonic lifetimes. In this case, the non-specular surface scattering rates are the limiting factor in the overall phonon lifetime.

One route to reduce surface scattering is to fabricate exceptionally clean and flat surfaces (hence reducing \(s\)). To gain more insight into the effect of surface roughness on the scattering specularity, we consider the Kirchhoff surface model,

\[
s_k = \frac{\pi}{4\eta k} \text{erf}(2\eta k)
\]

which relates \(s_k\) (the momentum-dependent specularity parameter) to \(\eta\), the surface roughness (with units of length), and \(k\), the phonon wavevector incident to the interface. Derivation of this equation is given in the SI Section IV. The scattering lifetimes are computed by replacing \(s\) in Eq. (4) with \(s_k\) above. In this model, the scattering interactions decrease as the phonon wavelength exceeds the length scale of the interface deformation.

In Figure 4, we plot our calculated lifetimes for phonons in GaAs with different values of surface roughness, \(\eta\) (Figure 4b), and a constant specularity parameter, \(s\) (Figure 4d). We find that a roughness of 1 Å generates lifetimes similar to that of a constant specularity parameter of 0.9 in Figure 4d. While the magnitudes of the lifetimes are similar, we find that the low-energy shapes are qualitatively different – the surface lifetimes Eq. (5) increase with decreasing energy, while the lifetimes from Eq. (4) remain constant with decreasing energy. This
difference is due to the strength of the scattering interaction from the Kirchhoff model scaling with the phonon wavevector.

In Figure 4b, we show that the onset of this scaling behavior increases in energy as the surface roughness ($\eta$) decreases. For a surface roughness of $\eta = 100$ Å, the lifetimes become very similar to the $s = 0$ lifetimes in Figure 4d, indicating that the phenomenological model in Eq. (4) and the Kirchhoff model coincide for rough interfaces. We expect that a combination of both models is required to explain the surface scattering in experiments because all fabricated material interfaces have some roughness and some defects leading to inelastic scattering. For example, assuming a pure Kirchhoff model could lead to a very inaccurate characterization of the surface scattering if defect scattering rates dominate. The exact details of the surface roughness, defect profile, etc. of the fabricated system are therefore needed for more accurate predictions.

Despite the lack of surface information for our materials, our results in Figure 4 have enough information to draw reasonable conclusions regarding the critical scattering rates in GaAs and Si. For the $s = 0.9$ and $\eta = 1$ Å cases of the phenomenological and Kirchhoff models, respectively, the phonon lifetimes due to surface scattering are between $10^7$–$10^9$ ps, which is significantly larger than many of the anharmonic lifetimes. This indicates that surface scattering is not expected to dominate with reasonably well-polished surfaces until the athermal phonon distribution down converts below $\sim 1$ meV. Experiments have shown that Si surface roughnesses are of the order of $0.1$ – $1$ nm$^{63}$, suggesting that the surface scattering rate is small for well-studied materials like Si and GaAs.

**E. Thermal transport model**

We next construct a model to describe the energy transport into a readout device originating from a non-equilibrium $\Gamma$-point optical phonon distribution in a macroscopically-sized GaAs crystal using the \textit{ab initio} parameters. The equation for the heat flux $^{64}$ is,

$$\phi(t) = \frac{1}{2} \int \hbar \omega \langle v_g(\omega) \rangle D(\omega) \alpha(\mu, \omega) \mu g(\omega, t) d\mu d\omega \quad (6)$$

where $\langle v_g(\omega) \rangle$ is the mean group velocities of modes at $\omega$, $D(\omega)$ is the phonon density of states, $\alpha(\mu, \omega)$ is the transmission coefficient of phonons, $g(\omega, t)$ is the nonequilibrium part of the full phonon distribution, and $\mu = \cos \theta$, where $\theta$ is the angle between the phonon wavevector and the surface normal. We first set $\alpha = 0.5$, that is, we assume an average value of $\alpha$, which is reasonable since $\alpha$ is the only $\mu$-dependent quantity in the integrand. The value of 0.5 is consistent with another study$^{65}$. Averaging over $\mu$ yields another factor of 0.5, which simplifies the previous equation to,

$$\phi(t) = \frac{1}{8} \int \hbar \omega \langle v_g(\omega) \rangle D(\omega) g(\omega, t) d\omega. \quad (7)$$

Normalization of the crystal volume sets the correct scale with $\int D(\omega) g(\omega, 0) d\omega = 1/V$ in the limit that a single phonon is created in the crystal. We assume a cubic crystal volume of 50 cm$^3$ (similar to crystal absorbers in the CRESST dark matter experiment$^{27}$), and a crystal surface coverage of 2.7% for the readout (consistent with transmission edge sensor coverage$^{29}$).

To calculate the time-dependent thermal power, $\phi(t) \times A$, ($A$ = surface area), we evolve $g(\omega, t)$ with time according to the phonon scattering rates in the material, via,

$$\frac{dg(\omega, t)}{dt} = -\Gamma_{\text{anh}}(\omega, \omega') g(\omega', t) - \Gamma_{\text{iso}}(\omega) g(\omega, t) \quad (8)$$

where $\Gamma_{\text{anh}}(\omega, \omega')$ is the rate at which $g(\omega')$ is converted to $g(\omega)$ due to anharmonic scattering, and $\Gamma_{\text{iso}}(\omega)$ is the rate of isotopic decoherence at frequency $\omega$. We break $\Gamma_{\text{anh}}$ into diagonal and off-diagonal components, which represent the decay from an initial state (diagonal components) and the transfer to other states at different energies (off-diagonal components). The diagonal components are approximated as,

$$\Gamma_{\text{anh}}(\omega, \omega) = \langle \tau_{\text{anh}}^{-1}(\omega) \rangle \quad (9)$$

where $\langle \tau_{\text{anh}}^{-1}(\omega) \rangle$ is the average inverse anharmonic lifetime of the phonons created at frequency $\omega$ in Figure 3. Similarly, we assume the isotopic scattering rates to be purely diagonal, which we find by replacing the anharmonic lifetimes with isotopic lifetimes in the equation above. The off-diagonal terms in $\Gamma_{\text{anh}}$ represent the growth of the athermal distribution at $\omega$ at the expense of the decay at $\omega'$, and are provided by the scattering rates in Figure 3a. This implicitly assumes that rearrangement of the non-equilibrium distribution function only occurs once from the optical $\Gamma$-point mode into the decay channels in Figure 3a, and that any subsequent scattering, either anharmonic or isotopic, directly leads to thermalization.
Having defined all of the terms in Eq. (8), we numerically integrate $g(\omega,t)$, and insert the time-dependent values into Eq. (7) to find the thermal power that crosses the readout interface as a function of time. In Figure 5a, we plot the short-time results for the thermal power excluding the impact of isotopic decoherence. The initial power is $5 \times 10^{-18}$ W, before quickly decaying to half the initial value over a time scale on the order of $\sim$1 ns, and slowly decaying further over 100s of ns. The scale of the predicted thermal power is similar to $1.5 \times 10^{-18}$ W/Hz$^{1/2}$, which is the reported noise equivalent power of a current TES device$^{29}$. Adding isotopic decoherence to the thermal power model (inset Figure 5a) removes the slow decay process, and the predicted thermal power decreases to $\sim 10^{-23}$ W after 40 ns.

We observe that the isotopic-free thermal power does not completely decay after 100 ns, suggesting that there are transport channels that are active for time scales longer than 100 ns. To examine this, we show the long-time scaling behavior of the power in Figure 5b. We find two distinct scaling regions separated at $\approx 1$ ns, which represent the two peaks in Figure 3b near 20 meV (fast decay), and 10 meV (slow decay), respectively. The linear relationship in Figure 5b shows that the exponential decay process has an effective lifetime of 0.77 ns, which is comparable to the timescale associated with the 2.6 kHz bandwidth for a TES readout device.

IV. DISCUSSION

We find that isotopic scattering in non-enriched GaAs and Si-based sensors will severely diminish their performance. The reason for this is illustrated in Figure 2: the isotopic lifetimes are significantly smaller than anharmonic lifetimes for the optical phonon decay channels with large mean free paths near 10 meV and 20 meV in GaAs and Si, respectively. The impact of isotopic decay is clearly observed when we include isotopic interactions in the thermal transport model. The thermal power signal reaches peak power on the order of $10^{-18}$ W, and the signal only survives for $\sim$1 ns. Given that the noise-equivalent power of a TES readout device is $1.5 \times 10^{-18}$ W/Hz$^{1/2}$ with a bandwidth of 2.6 kHz$^{29}$, the effective noise power is $7.6 \times 10^{-17}$ W, making the signal from a single optical phonon undetectable without significant isotopic enrichment with current TES limits. For GaAs, assuming enrichment to 99.99% purity, then the phonons near 10 meV have $\sim 10^7$ ps lifetimes. Assuming that the characteristic velocity is $\sim 10^5$ cm/s, then the mean free path becomes $\sim 1$ cm. Therefore, we find that $\sim 99.99\%$ purity is necessary to successfully mitigate the isotopic decoherence for $\sim 1$ cm size GaAs absorbers. We continue our analysis of the feasibility of single phonon detection assuming the isotopic impurity-free case (or sufficiently enriched).

We find that, even in the limit of zero isotopic scattering, the predicted thermal power is too weak to be observed in current TES devices. Specifically, a single optical phonon in a 50 cm$^3$ absorber creates a thermal power impulse starting near $5 \times 10^{-18}$ W in the absence of isotopic scattering. The initial signal decays quickly over $\sim 5$ ns, which is not long enough to be detected with a TES readout device that has a noise equivalent power of $1.5 \times 10^{-18}$ W/Hz$^{1/2}$ operating with a bandwidth of 2.6 kHz. Additionally, the noise power with this bandwidth is greater than the initial power from the phonons. The slow decay process allows the predicted signal to survive for 100s of $\mu$s, suggesting a 1 MHz bandwidth should ideally be used. However, the corresponding power is between $10^{-20} - 10^{-19}$ W, which is 2-3 orders of magnitude smaller than the effective noise power of the readout device.

Despite the substantial readout noise relative to the predicted signal, we note that there are several assumptions in the thermal transport model that can impact our predictions. The first is due to the simplifications made to the integration of the non-equilibrium distribution function. We assume that one of two things happens after the initial optical phonon decays: (1) the phonon transports out of the absorber to the readout device, or (2) the phonon decays to the thermal background. There is an intermediate option in which the secondary phonon population anharmonically decays again into lower-energy acoustic phonons that contribute to the thermal power. We are also assuming that the calculated phonon lifetimes represent a reasonable approximation to the actual scattering rate in a real material. Prior work comparing phonon lifetimes observed from Raman and inelastic neutron scattering experiments with DFT calculations show that the agreement is very reasonable as long as the temperature is small compared to the phonon frequency$^{66,67}$. The temperature of the detector in a sensor experiment is 10 – 100 mK (equivalent to 1-10 $\mu$eV), which is much smaller than the phonon energies that we calculate. Thus, we expect that our first-principles calculations of phonon lifetimes are accurate, and any errors inherent to the calculation procedure are subdominant to other sources of error. As a result, our results in Figure 5a represent a reasonable first approximation that is a lower bound for the actual result.

While phonons that are generated from a small number of decay events contribute to thermal flux, phonons that arise after many decay events are not expected to contribute to the thermal flux. This is because the phonon momentum relaxes over several scattering processes, causing diffusive transport (instead of ballistic transport for coherent phonons) out of the absorber which has significantly reduced transport rates (see SI Section V for details). Diffusive transport can be avoided by decreasing the effective phonon travel distance to become comparable to the mean free paths in Figure 3.

Additionally, the volume of the absorber and surface coverage of the readout device have a critical impact on the observed thermal power in Figure 5. Linearly decreasing the volume of the absorber, causes a linear in-
crease in the observed thermal power because the surface area also decreases with the volume. Another consideration is that the surface scattering rate scales with \( V^{-1/3} \), meaning that surface scattering effects become much more relevant as the absorber volume decreases. The volume can be held constant while increasing the surface area of the readout device by changing the form factor from a cube to a film. This has the benefit of decreasing one of the dimensions of the absorber to be closer to more of the phonon mean free paths, which increases the collection efficiency. However, as the surface area to volume ratio increases, the expected residence time of a phonon decreases, which decreases the allowed integration time to collect the observed signal. Therefore, decreasing the surface area to volume ratio increases the noise bandwidth, causing an increase in the effective noise power. Thus, optimization studies including such geometric effects are needed to determine the number and size of detectors required to achieve a targeted sensitivity threshold.

V. CONCLUSIONS AND OUTLOOK

We calculate the anharmonic, isotopic, and surface scattering rates for both GaAs and Si and find that anharmonic scattering dominates for optical phonons and high-energy acoustic phonons. Isotopic scattering begins to dominate at 12 meV and 25 meV for GaAs and Si, respectively. This type of scattering is significantly detrimental to the predicted thermal power crossing the readout device interface. This can be significantly mitigated with isotopic enrichment greater than 99.9%. We also find that surface scattering is not a dominant decay channel for most phonons modes, particularly when surface roughnesses are near 1 Å.

In the limit of zero isotopic scattering, the thermal power from a single optical phonon in a 50 cm\(^3\) device reaches power levels comparable to that of current TES devices. However, the time scale for the signal decay is too small to overcome the effective noise power over small time scales in TES devices. Further device optimization is required to increase the observed signal-to-noise ratio. One possibility for design is to reduce the detector volume, while simultaneously increasing the interfacial area between the readout device and the absorber to maximize the initial signal magnitude.

The preceding discussion is based on the limit of zero isotopic scattering in the absorber, which is mitigated through isotopic enrichment. Another path for mitigation of isotopic scattering noise is to choose a material with constituent atoms that have no natural isotopic variation. Of the possible materials, aluminum arsenide (AlAs) seems to be a viable candidate that is most similar to GaAs and Si. AlAs is a polar semiconductor, and forms into a crystal with the same space group (zincblende, \( \text{F}\overline{3}\text{m} \)) as GaAs. Because of this, AlAs’s sensitivity to dark matter models should be similar to that of GaAs\(^{17} \), in addition to similar anharmonic scattering properties as GaAs and Si. Since Al is lighter than Ga, the phonon energies and group velocities of AlAs are larger (see SI, Fig. SI(b) and (c)). Since the thermal power is proportional to group velocity, this should correspondingly increase the thermal power relative to the noise. The transmission coefficient should also increase from the improved impedance mismatch between AlAs and Al. Also, single crystals of AlAs have been fabricated and used in waveguide devices\(^{68} \). Thus, AlAs could feasibly produce detectable signals for single optical phonons with additional device optimization and/or advances in readout technology. The final option for increasing the predicted thermal power is to search for another material with anomalously low anharmonic interactions.
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I. PHONON BANDSTRUCTURES

We first use DFT calculations to optimize the structural parameters of silicon, gallium arsenide, and aluminum arsenide crystals with the convergence parameters described in the main text. All three materials adopt cubic crystal structures with Si having a diamond (Fd\bar{3}m) structure and GaAs/AlAs having a zincblende structure (F\bar{4}3m). Our calculated phonon bandstructures for the three crystals are plotted in Figure S1, consistent with previously reported phonon bandstructures. We observe that the acoustic modes for each material are similar, due to the similarities between the crystal structures. The main difference between the phonon bandstructures is in the optical branches because GaAs and AlAs are polar materials (Si is nonpolar with one type of atom in the unit cell), which generates a splitting between the longitudinal and transverse optical modes at Γ. This is easily seen in Figure S1 along the W-X symmetry line, in which the optical and acoustic branches are degenerate for Si, but split in GaAs and AlAs.

II. ANHARMONIC LIFETIME CALCULATION

Anharmonic scattering rates were calculated by constructing a $2 \times 2 \times 2$ supercell of the conventional standard cell, and approximating the second and third order force constants via the finite difference method as implemented within Phono3py. Having calculated the third-order force constants, the phonon imaginary self-energy was calculated via the formalism in Refs.\textsuperscript{36,57}, as implemented within Phono3py. The formula for the imaginary self-energy is,

$$\Gamma_\lambda(\omega) = \frac{18\pi}{\hbar^2} \sum_{\lambda_1, \lambda_2} |\Phi_{\lambda_0, \lambda_1, \lambda_2}|^2 \left\{ (n_{\lambda_0} + n_{\lambda_1} + 1) \delta(\omega - \omega_{\lambda_1} - \omega_{\lambda_2}) \\ + (n_{\lambda_1} - n_{\lambda_2}) [\delta(\omega + \omega_{\lambda_1} - \omega_{\lambda_2}) - \delta(\omega - \omega_{\lambda_1} + \omega_{\lambda_2})] \right\}$$

in which $\tau$ is the phonon lifetime, $\Phi_{\lambda_0, \lambda_1, \lambda_2}$ is the three phonon matrix element, $\lambda$ is the phonon index that combines both the mode index and k-point for brevity, $n_{\lambda_0}$ is the average occupation number for the phonon defined by $\lambda_0$, and $\omega_{\lambda_0}$ is the frequency for the phonon defined by $\lambda_0$.
III. ISOTOPIC LIFETIME ANALYSIS

To determine the importance of this scattering mechanism, we analyze the percentage of scattering events that do not conserve energy. To do this, we calculate phonon frequencies while varying the isotopic composition. We started with a GaAs $2 \times 2 \times 2$ supercell of the conventional unit cell (64 atoms), and randomly assigned isotopic masses to each Gallium atom in the cell while maintaining the natural distribution of isotopes ($92.2\%$ $^{29}$Si, $4.7\%$ $^{28}$Si, $3.1\%$ $^{30}$Si, and $60.1\%$ $^{69}$Ga, $39.9\%$ $^{71}$Ga). We next calculated the frequencies for each random isotopic configuration. The phonon eigenvectors for a given configuration are multiplied with the eigenvectors for the structure with uniform masses to create a set of scores, which generates a map between the isotopically perturbed phonons and the uniform sample. Using this map, we have a set of isotopically perturbed frequencies for each phonon branch and k-point in the Brillouin zone. We plot a histogram of the gamma-point phonons for an optical branch of GaAs in Figure S2.

We observe that the optical phonon frequency is $31.6$ meV, corresponding to a lifetime of $70.0$ ps. The isotopic lifetime calculated within Phono3py is $79.7$ ps, which indicates that nearly all of the isotopic scattering for this $\Gamma$-point optical mode is explained by the energetic broadening. The numerically calculated isotopic scattering rate from Figure S2 is greater than the scattering rate calculated from Phono3py; we expect that by including more random samples in the histogram, the distribution would get smoother and converge to the Phono3py value.

To better understand this result, we consider the isotopic scattering rate given in Ref.\textsuperscript{37},

$$\tau_\lambda^{-1}(\omega) = \frac{2\pi}{N} \omega^2 \sum_{N',i} g_{2,i} |\vec{\epsilon}_{i,N'}^{*} \cdot \vec{\epsilon}_{i,N}^{\lambda}|^2 \delta(\omega - \omega_{\lambda}) \quad (2)$$

where $\omega_{\lambda}$ is the frequency of mode $\lambda$, $\epsilon$ is the phonon eigenvector, $g_{2,i}$ is the isotopic mass variance of atom $i$, $N$ is the number of unit cells in the crystal, and $\lambda$ represents the combined phonon index (including the wave-vector and branch index). In this equation, we see that the original mode $\lambda$ is uniformly coupled to all other $\lambda'$ modes. The only selection rules are driven by the inner product between phonon eigenvectors, which indicates that coupling only exists between modes of the same type. For example, a longitudinal phonon can couple to other longitudinal modes, and likewise for a transverse mode to other transverse modes. Therefore, when phonons are scattered by isotopic variation, the initial phonon can transfer energy to other modes with different energies, showing that thermalization solely due to isotopic scattering is possible given enough time.

This result may appear to be at odds with the isotopic scattering rate formula derived from Fermi’s golden rule, equivalent to evaluating Eq. (2) at $\omega_{\lambda}$, which enforces energy conservation. In fact, the isotopic scattering rate used in Phono3py for thermal transport calculations is $\tau_\lambda^{-1}(\omega_{\lambda})$ from Eq. (2). It is tempting to interpret Fermi’s golden rule as proof that the energy is conserved through the scattering interaction. However, this interpretation is only correct to zeroth order, or for systems with discrete energy levels. However, phonon states in extended media live on a continuous manifold of quantum numbers (k-points in the Brillouin zone). For example, the interaction between two degenerate phonon states causes a splitting between the states, but these new perturbed states become degenerate with different states in the Brillouin zone with which the new states can couple to, causing an additional splitting, and the process repeats itself. Thus, the perturbation to the Hamiltonian potentially causes coupling between all states in the Brillouin zone. Therefore, we should not expect that a state initially at some energy, $\omega_0$, will stay at that energy as the system evolves in time. However, the decay rate from the initial state is perfectly well-described by Fermi’s golden rule; the rule does not include how the energies of the final states are perturbed by the scattering interaction. Another way of stating this is that the final phonon states in the unperturbed picture are not eigenstates of the perturbed Hamiltonian, so the final states are a linear combination of eigenstates that need not have the same energy. The expectation value of the energy for that linear combination of eigenstates has the same energy as the final state in the unperturbed picture.

IV. KIRCHHOFF APPROACH TO SURFACE SCATTERING

The contribution of diffusive scattering due to surfaces with a finite roughness has been described by Ref.\textsuperscript{45},

$$s = e^{-4\eta^2 k^2 \cos^2 \theta} \quad (3)$$

where $s$ is the probability of specular reflection of phonon upon interacting with an interface, $\eta$ is the surface roughness parameter (with units of length), $k$ is the phonon
wavevector, and \( \theta \) is the angle between the \( k \) and a vector perpendicular to the surface. Since we are interested in the average surface scattering rates, we average over all \( \theta \) directions, which yields,

\[
\langle s \rangle_\theta = \int_0^{\pi/2} e^{-4\eta^2 k^2 \cos^2 \theta} \sin \theta d\theta
\]  

(4)

After substituting \( u = \cos \theta \), we obtain,

\[
\langle s \rangle_\theta = \int_0^1 e^{-4\eta^2 k^2 u^2} du
\]  

(5)

By using the error function,

\[
\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-y^2} dy
\]  

(7)

we can rewrite Eq. (6) as,

\[
\langle s \rangle_\theta = \frac{\sqrt{\pi}}{4\eta k} \text{erf}(2\eta k)
\]  

(8)

which is used in the main text to determine the rate of non-specular scattering due to surface interactions.

\[ \text{ \textbf{V. THERMAL FLUX OF PHONONS IN DIFFUSIVE REGIME}} \]

In the limit of no phonon scattering, the phonon eigenstates are completely extended Bloch waves of atomic displacement amplitudes. Introducing scattering has the effect of localizing these states in real space. Assuming an initial distribution function of a delta function in real space, a phonon distribution function evolves diffusively in time according to,

\[
n(r,t) = \left( \frac{1}{4\pi Dt} \right)^{3/2} \exp \left( -\frac{r^2}{4Dt} \right)
\]  

(9)

in which \( n(r,t) \) is the distribution of phonons (similar to a number density) at position \( r \) and time \( t \), and \( D \) is the diffusion coefficient of the phonon distribution. At time \( t = 0 \), we recover the initial delta function. We are implicitly setting the axes’ origin to the center of the initial distribution. It is an approximation to start with an infinitely narrow phonon distribution, but this becomes a good approximation in the limit in which the length scales we are interested in are much larger than the localization of the initial distribution. In this case, the two characteristic length scales are the crystal size, \( L \), and the localization length of the initial phonon distribution, \( \ell \), as a function of time for \( 1 \) km/s, providing a relationship between the relaxation time \( \tau \) and \( \ell \). If \( L \sim 1 \) cm, then for \( \ell \sim 0.01 \) cm, then \( \tau \sim 10^{-7} \) s, or \( \tau \sim 10^5 \) ps. From Figure 2 in the main text, we see that there are many phonon modes that satisfy this condition, meaning Eq. (9) is valid for those phonon modes. Using a constitutive diffusive relation (Fick’s law), we connect the diffusive current to the gradient of the phonon number density,

\[
\vec{j}_n(r,t) = -D \vec{\nabla} n(r,t)
\]  

(11)

where \( \vec{j}_n(r,t) \) is the time-dependent diffusive phonon current. Given \( n \) from Eq. (9), we find that,

\[
\vec{j}_n(r,t) = -\left( \frac{1}{4\pi Dt} \right)^{3/2} \frac{r}{2t} \exp \left( -\frac{r^2}{4Dt} \right)
\]  

(12)

Evaluating \( \vec{j}_n(r=L,t) \), we find that at long times, \( j_n \propto t^{-5/2} \), and \( \lim_{t \to 0} j_n(L,t) = 0 \), so that there is a finite lifetime to the diffusive flux signal at the boundary of the absorber material. We show the thermal power as a function of time for \( \tau = 10^5 \) ps and \( \tau = 10^4 \) ps in Figure S3.

In this Figure S3, we find that the power signal reaches \( \sim 10^{-19} \) W for \( \sim 1 \) ms when the phonon relaxation time is \( 10^5 \) ps. Given the noise-equivalent power is \( 1.5 \times 10^{-18} \) W/Hz\(^{1/2} \), we find that the effective noise power for \( 1 \) kHz bandwidth is \( \sim 5 \times 10^{-17} \) W, which is more than two orders of magnitude greater than the predicted signal power. When the phonon relaxation time is \( 10^4 \) ps, then the signal is \( \sim 10^{-20} \) W, but survives for...
∼ 10 ms. Using a bandwidth of 100 Hz, the effective noise power is $1.5 \times 10^{-17}$ W, which, again, is more than two orders of magnitude greater than the predicted signal power. Thus, in the diffusive limit of transport, the signal cannot be detected with the state of current read-out technologies. We add that the readout surface coverage of 2.7% is very inefficient because diffusive transport does not benefit from reduced surface coverage. Increasing surface coverage to 100% increases the signal power by a factor of 37, but even then the signal power remains significantly smaller than the noise power. We note that this analysis assumes that the diffusive phonon population does not down-convert to lower energies. Given that the time it takes the signal to reach the readout interface is ∼1 ms, we expect that nearly all phonons will anharmonically down-convert to lower energies, further reducing the signal intensity.