The finite density scaling laws of condensation phase transition in zero range processes on scale-free networks
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The dynamics of zero-range processes on complex networks is expected to be influenced by the topological structure of underlying networks. A real space complete condensation phase transition in the stationary state may occur. We have studied the finite density effects of the condensation transition in both the stationary and dynamical zero-range process on scale-free networks. By means of grand canonical ensemble method, we predict analytically the scaling laws of the average occupation number with respect to the finite density for the steady state. We further explore the relaxation dynamics of the condensation phase transition. By applying the hierarchical evolution and scaling ansatz, a scaling law for the relaxation dynamics is predicted. Monte Carlo simulations are performed and the predicted density scaling laws are nicely validated.
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I. INTRODUCTION

Condensation phase transitions are abundant phenomena in nature and observed in various physical circumstances and stochastic processes. For instance, the Bose-Einstein condensation (BEC) in cold dilute atomic gases \cite{1,11}, jamming in traffic flow \cite{2}, and granular flow \cite{3,4}, condensation of links in complex networks \cite{5,6,7}, to name a few. Although the equilibrium condensation phase transitions can be well described in the framework of equilibrium statistical mechanics \cite{8}, building a consistent theory of nonequilibrium (condensation) phase transitions remains a big challenge. How such transitions arise and what dynamical nature they may have are particularly intriguing questions to be answered. The long lasting efforts have been paid on the investigation of interacting particle systems \cite{9}. One of the important categories is so-called driven diffusive systems \cite{10}. These systems are driven away from equilibrium by external forces, and may evolve toward a nonequilibrium steady state. In addition, they exhibit non-trivial behavior such like phase separation \cite{11} or phase transitions (even in one spatial dimension) \cite{12}.

Among above mentioned systems, the zero range processes (ZRPs), introduced by F. Spitzer \cite{13} roughly half century ago, has attracted considerable attention due to the fact that it is one of few rare examples of analytically tractable nonequilibrium models. For recent reviews, see e.g., \cite{14,15} and references therein. The prototype of ZRP is a stochastic particle system defined on one dimensional regular lattice of given number of sites and particles hop onto the nearest neighbours (NNs) with some transition rate, say, $u(n)$. This rate function depends only on the occupation number $n$ of its current position, not that of the other sites – this defines the zero-range property of the process. If $u(n)$ is decreasing in $n$, then an effective attraction between particles is presented. As a result, a condensation transition occurs if $\rho$ exceeds some critical density $\rho_c$, and a macroscopically finite fraction of particles condense on a single site. The condensation phase transitions in ZRPs have been studied based on periodic lattices in \cite{16,17}.

From the perspective of complex networks, the underlying periodic lattice of ZRPs is simply regular fully connected network. However, many natural and manmade networks are self-organized as the scale-free (SF) networks (see e.g., \cite{20,22} and references therein). The SF networks are strongly inhomogeneous and highly clustering in architecture \cite{23}. They also typically possess a power-law degree distribution, $P_{\text{deg}}(k) \sim k^{-\gamma}$, where $k$ is the degree (i.e. number of links) of a node and the constant $\gamma$ is degree exponent. It has been demonstrated that these significant features of SF networks are important factors affected a multitude of critical phenomena \cite{24}, and as well as dynamical processes \cite{25,29} defined on them. It was found when the power exponent $\delta$ in the hopping rate $u(n) = n^\delta$ is smaller than a critical value $\delta_c$, that is, when $\delta < \delta_c = 1/(\gamma - 1)$, a finite fraction of particles are condensed into the node with the maximum degree, or the hub \cite{27}. Such condensation phase transitions are driven by the interplay of the (effective) interaction between particles and the topological structure disorder of the underlying SF networks. However, to the author’ knowledge, so far the analysis of the possible effects of the finite density are still absent. In fact, one naturally expects the density plays an important role in condensation transition of ZRPs on SF networks.

In current paper we then focus on the finite density aspect of the condensation transition of the static and dynamical ZRP defined on SF networks. As we will show in the following, based on the grand canonical ensemble (GCE) approach, we predict a novel scaling law in the condensation phase transition with respect to (w.r.t.) the finite density. Another important issue we
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addressed in this paper is the relaxation dynamics in the condensed phase transition. A hierarchical evolution occurs in relaxation dynamics, i.e., the relaxation proceeds from small degree nodes to larger and larger degree nodes. We predict that there exist the scaling laws of the average occupation number and the inverse participation ratio (IPR) w.r.t. the finite density in both steady state and relaxation dynamics. To verify our analytical predictions, Monte Carlo simulations are fulfilled for steady state and the relaxation dynamics, respectively. These predicted finite density scaling laws are nicely confirmed.

The rest of the paper is organized as follows: in Sec. II, we present the ZRP model on SF network, and the corresponding GCE theoretical formalism. In Sec. III, we first argue the existence of the condensation phase transition, and then predicted the finite density scaling laws for such transition. Monte Carlo simulations are followed and fully confirmed previous analytical results. In Sec. IV, we explore the relaxation dynamics both analytically and numerically. Predictions on the finite density scaling law for relaxation dynamics are presented and simulated. Finally in Sec. V, we conclude the paper with the summary of our findings and some remarks.

II. ZRP ON SF NETWORK

A. The Model

Let us now consider the ZRP with \( N = \rho L \) particles hopping on an SF network, with \( \rho \) being the density of the particles, and \( L \) the number of nodes of the underlying SF networks. One has to keep in mind that in current situation, the density \( \rho \) is not fixed but variable. The degree (probability) distribution of the SF networks is characterized by power-law distribution,

\[
\mathcal{P}_{\text{deg}}(k) = ck^{-\gamma}, \quad k_{\min} \leq k \leq k_{\max},
\]

where \( c \) is some appropriate normalization constant. For any finite network, the minimum degree \( k_{\min} \) sets up the smallest possible degree and is a constant of order one, \( k_{\min} \sim O(1) \). Recall that the node with the maximum degree is called hub, and its degree \( k_{\max} \) satisfies [30]

\[
\int_{k_{\max}}^{\infty} \mathcal{P}_{\text{deg}}(k) \, dk = \frac{1}{L},
\]

such that \( k_{\max} \approx k_{\min}L^{1/(\gamma-1)} \). In general, one has \( 1 \leq k_{\min} \ll k_{\max} \). We use \( w_i \) to represent the weight of the \( i \)-th node of the network and \( w_i = k_i / \sum k_i = k_i / \sum k \), where a shorthand notation \( \sum k \) is used for convenience (the same below). The average degree \( \bar{k} \) of SF networks is defined as

\[
\bar{k} = \int dk \, k \, \mathcal{P}_{\text{deg}}(k).
\]

To keep \( \bar{k} \) finite, the degree exponent \( \gamma > 2 \) is required.

One of the important properties of the ZRP stationary state probability \( \mathcal{P}(\{n_i\}) \), i.e., the probability of finding particles in a microscopic configuration \( \{n_i\} \), is that \( \mathcal{P}(\{n_i\}) \) takes the factorized form [33, 34], i.e.,

\[
\mathcal{P}(\{n_i\}) = \frac{1}{Z_{L,N}} \prod_{i=1}^{L} f(n_i),
\]

in which the microscopic configuration \( \{n_i\} = \{n_1, n_2, \cdots, n_L\} \), \( n_i \) is the number of particles on the \( i \)-th node of the network. The normalization factor \( Z_{L,N} \) plays the role of partition function, and can be computed by summing the product \( \prod_{i=1}^{L} f(n_i) \) over all microscopic configurations \( \{n_i\} \),

\[
Z_{L,N} = \sum_{\{n_i\}} \prod_{i=1}^{L} f(n_i) \delta \left( \sum_{i=1}^{L} n_i - N \right).
\]

The \( \delta \) function introduced in Eq. (5) guarantees the conservation of total number of particles by the dynamics, i.e., \( \sum n = N \). The factors appeared in the product form \( f(n_j) \)'s are the single-site (the \( j \)-th node) statistical weights, and can be expressed in terms of hopping rate functions \( u(n_j) \),

\[
f(n_j) = \begin{cases} 
\prod_{j'=1}^{j} \left[ \frac{w_j}{u(n_j)} \right] & \text{if } j \geq 1, \\
1 & \text{if } j = 0.
\end{cases}
\]
where \( W_j \) is the single particle stationary state probability distribution, associated with the jumping probability \( T_{i\rightarrow j} \). It can be written as

\[
T_{i\rightarrow j} = \begin{cases} 
1/k_i, & \text{if } i \text{ and } j \text{ are connected}, \\
0, & \text{otherwise}.
\end{cases}
\]

(7)

The subscript \( i \rightarrow j \) in jumping probability means that particles hop from the \( i \)-th (departure) node to the \( j \)-th (arrival) node. The detailed balance equations fully determine the \( W_j \)'s:

\[
\sum_i W_i T_{i\rightarrow j} = \sum_j W_j T_{j\rightarrow i}, \quad i = 1, 2, \ldots, L,
\]

(8)
i.e., the outgoing probability flux exactly matches the incoming probability flux. The solution to Eq.(8) is \( W_i = k_i / \sum k \), i.e., the stationary state probability distribution just equals to the weight of the node: the more weights a node has, the more often it will be visited by a random hopper. For the ZRP on the SF networks, the hopping rate function of particles out of the \( j \)-th node takes the form

\[
u(n_j) = n_j \delta,
\]

(9)
where \( n_j \) represents the number of particles located in the current \( (j\text{-th}) \) node, and \( \delta \) is a global parameter controlling the interaction strength between particles. For particles with (effective) attractive interaction, \( u(n) \) grows sub-linearly w.r.t the number of particles \( n \), while for (effective) repulsive interaction, \( u(n) \) grows super-linearly w.r.t \( n \). As a result, the \( f(n_j) \) turns out to be

\[
f(n_j) = \begin{cases} 
\prod_{l=1}^j \frac{w_l}{j!} & \text{if } j \geq 1, \\
1 & \text{if } j = 0.
\end{cases}
\]

(10)

B. Grand Canonical Ensemble Formalism

We now present the general GCE approach that deal with the condensation phase transition in ZRPs [16]. The grand canonical partition function is defined by

\[
Z_L(z) = \sum_{n=0}^{\infty} z^n Z_{L,n}.
\]

(11)
where \( z \) is the fugacity. Physically it is the average hopping rate. Applying Eq.(5) to Eq.(11) one obtains

\[
Z_L(z) = \sum_{\{n_i=0\}}^\infty z^{\sum_i n_i} \prod_{l=1}^L f(m_l) = \prod_{l=1}^L \mathcal{F}_l(z),
\]

(12)
where \( \mathcal{F}_l(z) \) is

\[
\mathcal{F}_l(z) = \sum_{n=0}^{\infty} z^n f_l(n).
\]

(13)
The average occupation number of the \( i \)-th node \( m_i \) reads

\[
m_i \equiv \langle n_i \rangle = \sum_{\{n_i\}} n_i \mathcal{P}(\{n_i\}).
\]

(14)
The self-consistent equation \( \rho = \sum m_L \) determines the fugacity.

By introducing the effective fugacity \( x_i \),

\[
x_i \equiv zw_i = zk_i / \sum k,
\]

(15)and with the help of Eq.-s (4), (10), and (13), \( m_i \) can be written as

\[
m_i = x_i \frac{\partial}{\partial x_i} \ln \mathcal{F}(x_i),
\]

(16)in which

\[
\mathcal{F}(x_i) = \sum_{n=0}^{\infty} \frac{x_i^n}{n!} s^n.
\]

(17)
We will apply the above GEC approach to the ZRP on SF networks, and this is the major task in the following sections.
III. FINITE DENSITY SCALING LAW OF THE STEADY STATE

A. Analytical Results

The so-called complete condensation phase transition in ZRPs on SF network with a given density $\rho$ had been revealed in recent studies [27]. The structural inhomogeneity of SF networks plays an important role. To summarize, when the complete condensation occurs, almost a whole fraction of particles are condensed onto a few high-degree nodes. As we will see in the following, a variable finite density has some nontrivial effects on the condensation phase transitions.

Although the inter-particle interactions are determined by the parameter $\delta$ in hopping rate function, only the case of $0 < \delta < 1$ is what we are concerned in current paper. For when $\delta = 0$, the model is equivalent to the disordered ZRP with $n$-independent hopping rate functions, and had already been studied in [32-34]. The analytical solution in this case is simply $m_1 = x_i / (1 - x_i)$. When $\delta = 1$, the hopping rate function becomes $u(n) = n$, which is proportional to the number of particles. Physically this corresponds to fully independent motion of particles, and the system consists of $N$ non-interacting random particles. One may solve the occupation number distribution $m_i(z) = z k_i [27]$, as expected.

We then pay our attention on $0 < \delta < 1$. To solve the average occupation number $m_i$ in this general case, one has to resort to the approximate expression of $\mathscr{F}(x_i)$ in Eq. (17), since in this case the analytically closed form does not exist. The saddle-point approximations can be borrowed to finish the task for the series in Eq. (17). For large $x_i$, it can be shown [27] that

$$\mathscr{F}(x) \approx x^{(1-\delta)/2} e^{x^{1/\delta}}.$$  \hfill (18)

For small $x$, the series in Eq. (17) can be approximated by summing over a few lowest order terms. As a result, one obtains $m_i \simeq x_i$ for $x_i \ll 1$, and $m_i \simeq x_i^{1/\delta}$ for $x_i \gtrsim 1$.

The hub owns the most links to another nodes, its fugacity is $z = \delta \sum k_i/k_{\max}$. The effective fugacities of the rest of nodes are $x_i \equiv z k_i / \sum k_i = k_i/k_c$, where $k_c$ is the crossover degree, and defined as

$$k_c = k_{\max} / m_{\text{hub}}.$$  \hfill (19)

The minimum effective fugacity is obviously $x_{\min} = k_{\min} / k_c$. The $k_c$ is determined by the self-consistency condition $\rho = \sum m_i / L$ and the possible form of the minimum effective fugacity $x_{\min}$. Let us assume at first $x_{\min} \gtrsim 1$, then the self-consistency condition reads

$$\rho = k_{\max}^{1/\delta} / k_c^{1/\delta}.$$  \hfill (20)

The $\langle \cdots \rangle$ in above equation represents the average of $(\cdots)$, $k_{\max}^{1/\delta}$ is just

$$\overline{k_{\max}^{1/\delta}} \equiv \sum k_i^{1/\delta} / L,$$  \hfill (21)

by definition. In thermodynamic limit $L \to \infty$, the summation (over all nodes) in Eq. (21) can be replaced by integral, hence

$$\overline{k_{\max}^{1/\delta}} = \int dk k_i^{1/\delta} \mathscr{F}_{\text{deg}}(k),$$  \hfill (22)

By means of Eq. (20), the crossover degree $k_c$ w.r.t. the density can be obtained, i.e.,

$$k_c \sim \left( \overline{k_{\max}^{1/\delta}} / \rho \right)^{\delta}, \quad \delta > \delta_c.$$  \hfill (23)

Note that $k_c$ is density dependent and scales as $k_c \sim \rho^{-\delta}$. The average occupation number $m_k$ on a node with degree $k > k_c$ for steady state becomes

$$m_{k > k_c} \sim \rho k_c^{1/\delta}.  \hfill (24)$$

On the hub, it scales as

$$m_{\text{hub}} \sim \rho_{\text{hub}}^{1/\delta} = \rho k_c^{1/\delta} \sim \rho L^{\delta_c / \delta},$$  \hfill (25)

where the last relationship comes from the fact that $k_{\max} \approx k_{\min} L^{1/(\gamma - 1)} \sim L^{\delta_c / \delta}$ for the SF network. Since $\delta_c / \delta < 1$, the sub-linear increasing of $m_{\text{hub}}$ on $L$ suggests that no condensation transition occurs, the whole system is in a single non-condensation phase. Physically, this is due to the existence of the lower bound degree $k_{\min}$. When $k_c < k_{\min}$, the condensation transition is fully suppressed and only a single fluid-like phase exists for $\delta > \delta_c$. 

The scaling relations of the crossover degree $k_c$ and the average degree occupation number $m_k$ w.r.t. the finite density $\rho$ and the parameter $\delta$.

| $\delta$        | $m_{k<k_c}$ | $k_c$         | $m_{k>k_c}$ |
|-----------------|--------------|---------------|-------------|
| $\delta > \delta_c$ | $-\rho \delta k / (\ln k_{\text{max}})^\delta$ | $k_c = (k^{1/\delta}/\rho)^\delta$ | $\rho k^{1/\delta} / k^{1/\delta}$ |
| $\delta = \delta_c$ | $\rho \delta k / (\ln k_{\text{max}})^\delta$ | $(\ln k_{\text{max}}/\rho)^\delta$ | $\rho k^{1/\delta} / \ln k_{\text{max}}$ |
| $\delta < \delta_c$ | $\rho \delta k / k_{\text{max}}^{1-\delta/\delta}$ | $k_{\text{max}}^{1-\delta/\delta} / \rho^{\delta}$ | $\rho k^{1/\delta} / k_{\text{max}}^{1-\delta/\delta}$ |

On the other hand, if we assume $x_{\text{min}} \ll 1$, or equivalently $k_c \gg k_{\text{min}}$, the density can be decomposed into a fluid part $\rho_f$ and a condensed part $\rho_c$:

$$\rho = \rho_f + \rho_c,$$  \hspace{1cm} (26)

with

$$\rho_f = L^{-1} \sum_{k<k_c} x_i, \rho_c = L^{-1} \sum_{k>k_c} x_i^{1/\delta}.$$ \hspace{1cm} (27)

In the thermodynamic limit $L \to \infty$, the summands in $\rho_c$ and $\rho_f$ read respectively,

$$\rho_f = k_c^{-1} \int_{k_{\text{min}}}^{k_c} dk \ k \ \mathcal{P}_{\text{deg}}(k),$$ \hspace{1cm} (28)

$$\rho_c = k_c^{-1/\delta} \int_{k_c}^{k_{\text{max}}} dk \ k^{1/\delta} \ \mathcal{P}_{\text{deg}}(k).$$ \hspace{1cm} (29)

The integral $\int_{k_{\text{min}}}^{k_c} dk \ k \ \mathcal{P}_{\text{deg}}(k)$ is finite such that a condensation phase transition may occur if $\rho_f$ vanishes as $\sim k_c^{-1}$. As a result,

$$\rho_c \to \rho = k_c^{-1/\delta} \int_{k_c}^{k_{\text{max}}} dk \ k^{1/\delta-\gamma}.$$ \hspace{1cm} (30)

The self-consistency condition requires the integral in Eq. (30) divergent as $L \to \infty$. This is to require the exponent part in above integral, $1/\delta - \gamma > -1$, such that $\delta \leq \delta_c$. One sees that $k_c$ is the degree at which the fluid-like phase crossovers to the condensation phase, and scales as $k_c \sim (\ln k_{\text{max}}/\rho)^\delta$ for $\delta = \delta_c$. For $\delta < \delta_c$, it scales as

$$k_c \sim k_{\text{max}}^{1-\delta/\delta_c} / \rho \delta, \ \delta < \delta_c.$$ \hspace{1cm} (31)

For an SF network with finite size $L$, Eq. (31) is reduced to $k_c \sim L^{1-\delta/\delta_c} / \rho \delta$ for $\delta \leq \delta_c$. Note that the presence of the factor $\rho^{-\delta}$ implies a decreasing of $k_c$ as the density increases. Further, the average occupation number scales as $m_k \sim \rho \delta k / (\ln k_{\text{max}})^\delta$ ($k < k_c$), and $m_k \sim \rho k^{1/\delta} / \ln k_{\text{max}}$ ($k > k_c$) for $\delta = \delta_c$. For $\delta < \delta_c$, we have

$$m_k \sim \begin{cases} \rho \delta k / k_{\text{max}}^{1-\delta/\delta_c}, & k < k_c, \\ \rho k^{1/\delta} / k_{\text{max}}^{1-\delta/\delta_c}, & k > k_c, \end{cases}$$ \hspace{1cm} (32)

For a finite number of nodes $L$, Eq. (32) becomes

$$m_k \sim \begin{cases} \rho \delta k / L^{1-\delta/\delta_c}, & k < k_c, \\ \rho k^{1/\delta} / L^{1/\delta-1}, & k > k_c, \end{cases}$$ \hspace{1cm} (33)

for the fluid-like phase ($k < k_c$) and the condensation phase ($k > k_c$), respectively. In contrast to the case with a fixed density, now the density $\rho$ comes in and has effects on the average occupation number and hence the condensation phase transition.

We summarize our predicted results in Table I for readability. The finite density scaling relations are explicitly presented.
In order to verify the theoretical predictions of the scaling laws by previous GCE analysis, we perform the following Monte Carlo (MC) simulations. The underlying SF network is generated using the Barabási-Albert model, with a degree distribution \( \mathcal{P}(k) \sim k^{-\gamma} \) with \( \gamma = 3 \), and hence leads to a critical value \( \delta_c = 0.5 \). The initial conditions for the simulations are random distribution. After the realization of the steady state, we keep the system running many times and then measure the quantities interested.

To see the presence of the finite density effect, in Fig. 1 the scaling relations of \( m_k \) versus \( kp^\delta \) are shown at \( \delta = 0.2 < \delta_c \) for different network sizes \( L = 1000, 2000, 4000, \) and \( 8000 \), and various densities, \( \rho = 0.5 \) (purple open diamonds), \( \rho = 2 \) (blue open triangles), \( \rho = 5 \) (red open squares), \( \rho = 10 \) (green open circles), respectively. As expected from Eq. (33), for \( k < k_c \) (i.e., on the left hand side of the crossover degree \( k_c \)), it is obvious that \( m_k \sim kp^\delta L^{\delta-\delta_c} \), hence for given network with size \( L \), \( m_k \sim kp^\delta \) for a fixed \( \delta \); while for \( k > k_c \) (i.e., the right hand side of the crossover degree \( k_c \)), \( m_k \sim k^{1/\delta} \rho L^{1-\delta/\delta} \), for a given network with size \( L \), \( m_k \sim k^{1/\delta} \rho \sim (kp^\delta)^{1/\delta} \). In other words, in both cases, the average occupation number is a scaling function of \( kp^\delta \) at given \( L \), namely, \( m_k \sim \mathcal{G}(kp^\delta) \), where \( \mathcal{G} \) is some scaling function. One finds in Fig. 1 the simulation data nicely collapse onto the same curve, hence fully support our theoretical predictions.

The predicted finite density effects can be viewed from the other perspective. From Eq.s (24) and (31), a \( \rho \)-dependent ratio can be derived, i.e., \( k_c(p_2)/k_c(p_1) = (p_1/p_2)^{\delta} \). This ratio eliminates the effect of the proportional constants in \( k_c \). We have to emphasize at this point that, without taking into consideration of the variable density, this ratio should be a density independent constant, i.e., \( k_c(p_2)/k_c(p_1) = 1 \). In Fig. 2 we use \( k_c \) at \( p_1 = 2 \) as a benchmark, plotted theoretical ratios \( k_c(p)/k_c(p = 2) \) with various densities, \( p = 1 \) (black solid line), \( p = 5 \) (blue solid line), and \( p = 10 \) (red solid line), respectively, as a function of \( \delta \) at given network size \( L = 4000 \). The purple dashed horizontal line shown in Fig. 2 just corresponds to the density independent ratio, which is unity obviously. However, MC simulations show the density dependent ratios for \( p = 1 \) (open black diamonds), \( p = 5 \) (open blue triangles), and \( p = 10 \) (open red squares), respectively, and agree with our theoretical predictions very well. In principle, \( k_c \)'s in \( \delta > \delta_c \) regime do not exist due to the existence of lower bound \( k_{\min} \) for densities \( p = 5 \) and \( p = 10 \), hence we formally draw the theoretical results by blue (\( \rho = 5 \)) and red (\( \rho = 10 \)) dashed lines.

IV. FINITE DENSITY SCALING LAW OF RELAXATION DYNAMICS

The preceding theoretical predictions show that the occupation number distribution in the steady state is determined not only by the degree distribution \( \mathcal{P}_{\text{deg}}(k) \) being independent of any other characteristics of underlying networks, but also the density of the particles hopping on the networks. However, the relaxation dynamics of ZRP is getting more complicated due to the effects of both the structure of underlying networks and the density.
FIG. 2: (Color online) The presence of the finite density effect in the crossover degree ratios $k_c(\rho)/k_c(\rho = 2)$ versus the parameter $\delta$ with an SF network size $L = 4000$, for various densities $\rho = 1$ (black open diamonds and solid line), 5 (blue open triangles and solid line), and 10 (red open squares and solid line), respectively. The solid lines correspond to the theoretical calculation and the symbols to the MC simulation data. Note that $k_c$'s do not exist in regime $\delta > \delta_c$ ($\delta_c = 0.5$ is the vertical red dotted dash line) for $\rho = 5$ and $\rho = 10$ due to the lower bound of degree $k_{\text{min}}$, two theoretical dashed lines are only formally drawn in that region.

So far only has a little been known about the dynamics of condensation in ZRP [17, 37, 39]. The finite density effects on the relaxation dynamics is hence one of the important issues to be addressed. In the following we only consider the case of a condensation phase transition occurs, we rely on the MC simulations and the scaling ansatz in order to understand the dynamical scaling properties.

Scaling ansatz is helpful for obtaining the qualitative features of relaxation dynamics. Previous studies [17, 37] revealed that, particles form macroscopic condensate by successive coarsening processes of the small clusters. The smaller clusters merge into larger ones, and grow until a single macroscopic condensate forms. The scaling hypothesis leads to the power-law growth of the relaxation time with the system size as

$$t \sim L^\beta,$$

where $\beta = 1 - \delta$ is the dynamic exponent.

The highly heterogeneous structure of SF networks deeply affect the relaxation dynamics of interacting particles system defined on them. It was hypothesized in [27] that the relaxation process follows some hierarchical dynamics. There exist two characteristic time-dependent degree scales $k_{\Omega c}(t)$ and $k_{\Omega m}(t)$, which plays the role of the crossover degree $k_c$, and the role of $k_{\text{max}}$, respectively. During transient time $t$, a subnetwork of small degree nodes is equilibrated first and the equilibrated subnetwork keep expanding until $k_{\Omega m}(t)$ grows in time and eventually reaches $k_{\text{max}}$.

It is natural to assume that a similar hierarchical dynamics occurs in a variable finite density situation. Starting from a fully random distribution at initial time, all particles behave as random walkers without interaction in a short period of time. Later on the distribution of particles further evolves and eventually approaches the steady state. Suppose there exist two characteristic degree scales in hierarchical relaxation dynamics. Those nodes with degree $k \leq k_{\Omega}$ consist of a smaller equilibrated subnetwork, denoted below by, say, $\Omega$, of size $L_{\Omega} < L$ in a transient time $t \ll t_R$, where $t_R$ is the relaxation time. Inside this subnetwork, the other characteristic degree $k_{\Omega c}$ plays the role of crossover degree $k_c$ of the whole network. The equilibrated subnetwork keeps growing to proceed to the higher hierarchy until $k_{\Omega}$ reaches $k_{\text{max}}$ of the network, the steady state of the ZRP is then formed. We may refer to those nodes with $k_{\Omega}$ as the temporary hub [28]. The average occupation number $m_{k_{\Omega}}$ versus the transient time $t$, according to the hierarchical dynamics, scales as

$$m_{k_{\Omega}} \sim \rho k_{\Omega}^{1/\delta_c} \sim t^{1/\nu},$$

with $\nu = 1 - \delta$ being the dynamic exponent [28]. Clearly $k_{\Omega}$ evolves with time, however, we emphasize at this moment that $k_{\Omega}$ is also density dependent, i.e.,

$$k_{\Omega} \sim t^{\delta_c/\nu}/\rho^{\delta}. \quad (35)$$

We now turn to the other scale in the transient state: the crossover degree $k_{\Omega c}$. Just like $k_c$'s scaling in the steady state of the network, it scales as

$$k_{\Omega c} \sim k_{\Omega}^{1-\delta_c/\delta}/\rho^{\delta}, \quad (36)$$
of ratio of IPR to its steady state limit, \(I\)

predictions.}

sees that the increasing density naturally postpones the occurrence of the condensation transition, and the collapse of data of

with hopping rate function \(u(n) = n^\delta\). According to the hierarchical dynamics ansatz in condensation processes, the occupation number of particles on the temporary hub dominates in an equilibrated sub-network, note that the degree of the temporary hub \(k_\Omega\) satisfies \(k_\Omega \approx L^\delta/\rho\), the size of the equilibrated sub-network satisfies \(L_\Omega \sim 1/\rho^\delta\), the steady state is reached and the particles on the hub dominate.

These explicit scaling laws of \(m_k\) versus \(kp^\delta\) for some transient time \(t\) can be unified in a single relation \(m_k \sim H'(kp^\delta)\), in which \(H'\) is some scaling function, for given \(t\) and \(\delta\). MC simulations have to be performed to verify the above analytical predictions.

The results of MC simulations on the finite density effects of the relaxation dynamics are shown in Fig. 3(a). Note the different time scales involved in our relaxation dynamics simulation: the transient time scale \(t\) = \(\rho\), the relaxation time scale \(t_R\), the evolution time scale of the system \(\tau\), and \(t < t_R < \tau\). We took the evolution time \(\tau = 2^{10}\), which is long enough for system to evolve towards the steady state. The average occupation number \(m_k(t)\) at transient time \(t = 2^{10}\), versus \(kp^\delta\) with a given network size \(L = 4000\), but with various densities \(\rho = 0.5\) (purple open diamonds), \(\rho = 2\) (blue open triangles), \(\rho = 10\) (red open squares), and \(\rho = 50\) (green open circles), respectively.

As one can see from the left panel in the figure, the collapse of simulation data of \(m_k\) w.r.t. \(kp^\delta\) indicates the scaling law in the evolution of the relaxation for different densities. To understand the condensation dynamics, an appropriate characteristic order parameter is the infinity time limit of inverse participation ratio (IPR) \(I_\infty\) [27], which is defined as

\[
I_\infty \equiv \lim_{t \to \infty} I_t = \lim_{t \to \infty} \frac{1}{N^2} \sum_{i=1}^{L} n_i^2(t).
\]

According to the hierarchical dynamics ansatz in condensation processes, the occupation number of particles on the temporary hub dominates in an equilibrated sub-network, note that the degree of the temporary hub \(k_\Omega\) scales as \(t^{\delta/\nu}/\rho^\delta\) as in Eq. (35), combining with \(L_\Omega \sim k_\Omega^{1/\delta}\), the size of the equilibrated sub-network satisfies \(L_\Omega \sim t/\rho^\delta\) for a given transient time \(t\). Hence the IPR ratio, describing the extent of condensation for a given network size \(L\), possesses the same scaling relation \(I_t/I_\infty \sim t/\rho^\delta\), while for the long run \(\tau \gg t_R\) the steady state is reached on the hub dominate.

In Fig. 3(b), we plot the scaling relations of \(I_t/I_\infty\) versus \(t/\rho^\delta\) at \(\delta = 0.2\) for \(\rho = 0.5\), \(\rho = 2\), \(\rho = 10\), and \(\rho = 50\), respectively. A total \(t = 2^{20}\) time-step evolution has been fulfilled to ensure the realization of the steady state, i.e., \(I_t \to I_\infty\). One immediately sees that the increasing density naturally postpones the occurrence of the condensation transition, and the collapse of data of different densities nicely confirms our prediction.

**V. SUMMARY**

In summary, we explored the finite density effects on both the steady and dynamical properties of the ZRP on SF network with hopping rate function \(u(n) = n^\delta\). By means of the GCE method, we discovered that the steady state condensation phase
transition is driven not only by the disorder of the underlying SF network, but also by the finite density of the interacting particles. The crossover degree $k_c$ and the average occupation number $m_k$ were found to be both density dependent, and satisfy the corresponding scaling laws. In contrast to the ZRP on SF network with fixed density, the ratios of the crossover degree $k_c$ for two different densities at given size of network exhibit a non-constant behavior.

The influences of the density on the relaxation dynamics was also analytically investigated. The hierarchical characteristics of the relaxation dynamics renders the process proceeding from nodes with lower degrees toward those with higher degrees. With the help of the scaling ansatz, the scaling laws of the condensation transition (to the steady state) were predicted. At a specific time $t < t_r$ the average occupation number scales as $m_k \sim k^p$ for various densities. The evolution of the ratio of IPR to its steady state limit follows a scaling law $I/I_0 = t/\rho^\nu$ with dynamical exponent $\nu = 1 - \delta$. To verify our analytically derived scaling laws, we have performed the Monte Carlo simulations for varied densities. The corresponding scaling relations are validated very well by numerical experiments.
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