Improving sum uncertainty relations with the quantum Fisher information
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We show how preparation uncertainty relations that are formulated as sums of variances may be tightened by using the quantum Fisher information to quantify quantum fluctuations. We apply this to derive stronger angular momentum uncertainty relations, which in the case of spin-1/2 turn into equalities involving the purity. Using an analogy between pure-state decompositions in the Bloch sphere and the moment of inertia of rigid bodies, we identify optimal decompositions that achieve the convex- and concave-roof decomposition of the variance. Finally, we illustrate how these results may be used to identify the classical and quantum limits on phase estimation precision with an unknown rotation axis.

1. INTRODUCTION

The uncertainty principle expresses that independent measurements of non-commuting observables cannot be arbitrarily sharp when the system is prepared in the same quantum state. The aim of preparation uncertainty relations is to make precise, quantitative statements about the fluctuations of incompatible observables for a given quantum state. The most well-known uncertainty relation is the Heisenberg-Robertson inequality [1, 2]: For arbitrary quantum states $\rho$ and observables $A$ and $B$, we have

$$\langle \Delta A \rangle^2_\rho \langle \Delta B \rangle^2_\rho \geq \frac{1}{4} \langle [A, B] \rangle^2_\rho,$$  \hspace{1cm} (1)

where $[A, B] = AB - BA$ is the commutator and $\langle \Delta A \rangle^2_\rho = \langle A^2 \rangle_\rho - \langle A \rangle^2_\rho$ is the variance, with $\langle A \rangle_\rho = \text{Tr}(A\rho)$. The Heisenberg-Robertson inequality, however, does not make general statements about the set of tuples $(\langle \Delta A \rangle^2_\rho, \langle \Delta B \rangle^2_\rho)$ that are compatible with the laws of quantum mechanics since the lower bound depends on the quantum state $\rho$ and becomes trivial for states whose expectation value for the commutator is zero. Nevertheless, constraints on these measurement fluctuations exist even when the right-hand side in (1) vanishes [3–14].

Sum uncertainty relations may avoid these problems by providing state-independent lower bounds on sums of variances [3, 5, 9, 10]. For instance, any quantum state $\rho$ of a spin-$s$ system satisfies for the three components $L_{d_1}, L_{d_2}, L_{d_3}$ of the SU(2) angular momentum algebra [3, 9]

$$\langle \Delta L_{d_1} \rangle^2_\rho + \langle \Delta L_{d_2} \rangle^2_\rho + \langle \Delta L_{d_3} \rangle^2_\rho \geq s$$  \hspace{1cm} (2)

and [5, 9]

$$\langle \Delta L_{d_1} \rangle^2_\rho + \langle \Delta L_{d_2} \rangle^2_\rho \geq c(s),$$  \hspace{1cm} (3)

where $c(s)$ are constants. For small $s$ these constants are known analytically whereas for larger $s$ they can be determined numerically and show an asymptotic scaling of $c(s) \sim s^{2/3}$ [5, 9]. For the case of qubits ($s = 1/2$), the constant reads $c(1/2) = 1/4$, and a state-independent bound can be stated for two observables with arbitrary orientations $\hat{d}$ and $\hat{b}$ as [8]

$$\langle \Delta L_{d} \rangle^2_\rho + \langle \Delta L_{b} \rangle^2_\rho \geq \frac{1}{4} (1 - |\hat{d} \cdot \hat{b}|).$$  \hspace{1cm} (4)

While standard formulations of uncertainty relations are based on variances, they can also be stated and improved in terms of more general quantifiers of fluctuation such as entropies [15–17] and the quantum Fisher information (QFI) [18–23]. By quantifying the sensitivity of a quantum state $\rho$ to small perturbations generated by $A$ [18], the QFI $F_Q[\rho, A]$ plays a fundamental role in identifying the precision limits of measurements in quantum metrology [20, 21, 24–26]. For example, a tighter formulation of the Heisenberg-Robertson inequality is implied by a lower bound on the QFI [21, 22, 27–30]:

$$F_Q[\rho, A] \geq \langle [A, B] \rangle^2_\rho.$$  \hspace{1cm} (5)

Since $4(\langle \Delta A \rangle^2_\rho \geq F_Q[\rho, A]$ holds for arbitrary states $\rho$ (and is saturated by all pure states) [20, 21], Eq. (5) is, indeed, a tighter condition than Eq. (1) but inherits the drawback of being state dependent.

In this article, we show how sum uncertainty relations of the kind (2), (3), and (4) can be tightened with the QFI. Using the fact that the QFI is the convex roof of the variance [31, 32], we demonstrate how any variance-based sum uncertainty relation can be improved by replacing one of the variances with the QFI. For the qubit case we prove a set of tight relations for the QFI and variances as a function of the state’s purity. By establishing an analogy between pure-state decompositions and the classical moment of inertia of rigid bodies, we identify optimal state decompositions that achieve the corresponding convex and concave roof constructions. Finally, we use these results to identify classical and quantum sensitivity limits for
II. VARIANCE AND QUANTUM FISHER INFORMATION

We begin by reviewing some of the most important properties of the variance and the QFI—the two quantities of central interest in this article for the quantification of fluctuations. Interestingly, the two quantities represent opposite extrema of the average variance of pure-state decompositions. A generic quantum state $\rho$ can be represented in terms of inequivalent decompositions $\{p_k, |\Psi_k\rangle\}$ consisting of a probability distribution $p_k$ and a set of pure states $|\Psi_k\rangle = |\Psi\rangle\langle\Psi| |\Psi_k\rangle$ that are not necessarily pairwise orthogonal but yield $\rho = \sum_k p_k |\Psi_k\rangle \langle\Psi_k|$. The variance is the concave roof of itself [31]:

$$\langle\Delta A\rangle^2 = \max_{p_k, |\Psi_k\rangle} \sum_k p_k \langle\Delta A\rangle^2_{|\Psi_k\rangle}; \quad (6)$$

that is, it corresponds to the decomposition that maximizes the average pure-state variance. The QFI satisfies the opposite property; that is, it is the convex roof [31, 32],

$$\frac{1}{4} F_Q(\rho, A) = \min_{p_k, |\Psi_k\rangle} \sum_k p_k \langle\Delta A\rangle^2_{|\Psi_k\rangle}. \quad (7)$$

Optimal decompositions that achieve either the maximum (6) or the minimum (7) can always be found [32]. These results further imply for any mixture $\rho = \sum_k p_k |\Psi_k\rangle \langle\Psi_k|$ the following sequence of bounds:

$$\frac{1}{4} F_Q(\rho, A) \leq \frac{1}{4} \sum_k p_k F_Q(p_k, A) \leq \sum_k p_k \langle\Delta A\rangle^2_{|\Psi_k\rangle} \leq \langle\Delta A\rangle^2, \quad (8)$$

and all terms coincide if $\rho$ is a pure state. In particular, we observe the convexity of the QFI and concavity of the variance.

The QFI is a quantity of central interest in the theory of quantum metrology [20, 21, 25]. Quantum phase estimation, for instance, describes a estimation of a phase parameter $\theta$ that is imprinted by a unitary evolution into a quantum state via $\rho(\theta) = e^{-i\theta|\Psi\rangle\langle\Psi|}$. The quantum Cramér-Rao bound states that the variance of arbitrary unbiased estimators $\theta_{\text{est}}$ for $\theta$ cannot be lower than the inverse of the QFI [18, 20, 21, 24, 25]:

$$\langle\Delta\theta_{\text{est}}\rangle^2 \geq F_Q(\rho, A)^{-1}. \quad (9)$$

Besides convexity (8), the QFI satisfies additivity [20, 21]:

$$F_Q(p^1 \otimes p^2, A^1 \otimes I + I \otimes A^2) = F_Q(p^1, A^1) + F_Q(p^2, A^2), \quad (10)$$

where $I$ denotes the local identity operator. Moreover, we note that the QFI vanishes if and only if the state $\rho$ commutes with the generator $A$:

$$[\rho, A] = 0 \iff F_Q(\rho, A) = 0. \quad (11)$$

Proof. For the forward direction, note that the QFI can be computed with a closed expression [20, 21]. Expanding $\rho$ in its eigenbasis so that $\rho = \sum_k \lambda_k |\Phi_k\rangle \langle\Phi_k|$, the QFI reads

$$F_Q(\rho, A) = 2 \sum_{k,l} \frac{(\lambda_k - \lambda_l)^2}{\lambda_k + \lambda_l} |\langle\Phi_l|A|\Phi_k\rangle|^2. \quad (12)$$

The $k = l$ terms vanish. The $k \neq l$ terms also vanish, since $\rho$ and $A$ commute and are thus simultaneously diagonalizable, so the off diagonal terms $\langle\Phi_l|A|\Phi_k\rangle$ are zero.

For the backward direction, we start with the decomposition $\rho = \sum_k p_k |\Psi_k\rangle \langle\Psi_k|$ that reaches the minimum of Eq. (7), so we have

$$\frac{1}{4} F_Q(\rho, A) = \sum_k p_k \langle\Delta A\rangle^2_{|\Psi_k\rangle} = 0. \quad (13)$$

Since the $p_k$ are positive, each $\langle\Delta A\rangle^2_{|\Psi_k\rangle}$ in the sum must vanish, which implies that the $|\Psi_k\rangle$ are eigenvectors of $A$. Thus, $\rho$ is diagonal in the eigenbasis of $A$ and consequently commutes with $A$. \hfill \Box

III. IMPROVING SUM UNCERTAINTY RELATIONS

A. General result

We first introduce a general result before applying it to sum uncertainty relations in the next subsection.

Proposition 1 (Tightening variance inequalities with the QFI). Let $f$ be a convex function of the set of quantum states, i.e., $f(\rho) \leq \sum_k p_k f(\rho_k)$ for $\rho = \sum_k p_k \rho_k$ and let $A$ be an arbitrary observable. If for any pure state $|\Psi\rangle = |\Psi\rangle \langle\Psi|$, $\langle\Delta A\rangle^2 \geq f(|\Psi\rangle)$

$$\langle\Delta A\rangle^2 \geq f(|\Psi\rangle) \quad (14)$$

holds, then for any mixed state $\rho$ we obtain the inequality

$$\frac{1}{4} F_Q(\rho, A) \geq f(\rho), \quad (15)$$

where $F_Q(\rho, A)$ is the QFI.

Proof. Let $\{p_k, |\Psi_k\rangle\}$ be the decomposition of $\rho$ that achieves the minimum in Eq. (7). Using (14) and the convexity of $f$, we obtain

$$\frac{1}{4} F_Q(\rho, A) = \sum_k p_k \langle\Delta A\rangle^2_{|\Psi_k\rangle} \geq \sum_k p_k f(|\Psi_k\rangle) \geq f(\rho). \quad \Box$$

Combining the result (15) with (8), we obtain the weaker bound $\langle\Delta A\rangle^2 \geq f(\rho)$. This bound follows directly from the concavity of the variance (8) and the convexity of $f$:

$$\langle\Delta A\rangle^2 \geq \sum_k p_k \langle\Delta A\rangle^2_{|\Psi_k\rangle} \geq \sum_k p_k f(|\Psi_k\rangle) \geq f(\rho). \quad (16)$$

However, the tighter bound (15) involving the QFI requires the existence of a decomposition that achieves the minimum in (7). Moreover, an inequality involving only pure states is sufficient to establish inequalities for mixed states.

We also note that a dual result involving any concave function $g$, i.e., $g(\rho) \geq \sum_k p_k g(\rho_k)$, can be obtained with a similar proof, exploiting the fact that the variance is the concave roof of the estimation of angular parameters with an unknown rotation axis.
of itself, Eq. (6). That is, suppose the following inequality holds for any pure state $\Psi$:

$$\langle \Delta A \rangle^2_\Psi \leq g(\Psi).$$  \hspace{1cm} (17)

Then for all mixed states $\rho$ we also have:

$$\langle \Delta A \rangle^2_\rho \leq g(\rho).$$ \hspace{1cm} (18)

In combination with (8) we obtain the weaker bound $\frac{1}{4} F_Q[\rho, A] \leq g(\rho)$, which follows immediately from the convexity of the QFI (8) and the concavity of $g$.

### B. Tighter sum uncertainty relations

Let us now apply Proposition 1 to derive tighter sum uncertainty relations. We consider the quantum mechanical angular momentum algebra on a $(2s + 1)$-dimensional Hilbert space of a spin $s$ system with $s = 1/2, 1, 3/2, \ldots$. We denote the angular momentum operator along a direction $\vec{n} \in \mathbb{R}^3$ by $L_\vec{n}$. Throughout this article we assume that $\{\hat{n}_1, \hat{n}_2, \hat{n}_3\}$ is an arbitrary orthonormal basis of $\mathbb{R}^3$.

**Proposition 2** (Application to sum uncertainty relations). Arbitrary quantum states $\rho$ of a spin $s$ system satisfy

$$\frac{1}{4} F_Q[\rho, L_{\vec{n}_1}] + (\Delta L_{\vec{n}_1})^2_\rho + (\Delta L_{\vec{n}_2})^2_\rho \geq s,$$ \hspace{1cm} (19)

and

$$\frac{1}{4} F_Q[\rho, L_{\vec{n}_2}] + (\Delta L_{\vec{n}_2})^2_\rho \geq c(s),$$ \hspace{1cm} (20)

where the $c(s)$ are the same constants that appear in (3). For $s = 1/2$, we also have:

$$\frac{1}{4} F_Q[\rho, L_{\vec{n}_3}] + (\Delta L_{\vec{n}_3})^2_\rho \geq \frac{1}{4} (1 - |\vec{a} \cdot \vec{b}|).$$ \hspace{1cm} (21)

**Proof.** Equations (2), (3), and (4) imply that inequality (14) holds for $A = L_{\vec{n}_1}$, or $A = L_{\vec{n}_3}$ with the lower bounds

$$f_1(\Psi) = s - (\Delta L_{\vec{n}_1})^2_\Psi - (\Delta L_{\vec{n}_2})^2_\Psi,$$ \hspace{1cm} (22)

$$f_2(\Psi) = c(s) - (\Delta L_{\vec{n}_2})^2_\Psi,$$ \hspace{1cm} (23)

and

$$f_3(\Psi) = \frac{1}{4} (1 - |\vec{a} \cdot \vec{b}|) - (\Delta L_{\vec{n}_3})^2_\Psi$$ \hspace{1cm} (24)

respectively. Convexity of $f_1, f_2$, and $f_3$ follows from the concavity of the variance, Eq. (8). Applying Proposition 1 then leads to the results. \qed

Plotting values of variance and the QFI of randomly generated mixed states allows us to illustrate these results and to reveal additional features of interest. We provide the uncertainty plots of $s = 1/2$ and $s = 1$ for $L_x$, $L_y$, and $L_z$ in Figs. 1 and 2, respectively.
FIG. 2. Uncertainty diagrams for $s = 1$. Each point in the colored region represents the fluctuations of a possible quantum state. (a) and (b) display $((ΔL_0)^2, (ΔL_3)^2, (ΔL_2)^2)$ tuples in two and three dimensions respectively, while (c) and (d) display $((ΔL_0)^2, (ΔL_3)^2, (ΔL_2)^2, \frac{1}{2} F_{O}[\rho, L])$ tuples in 2D and 3D respectively. The occupied regions in (b) and (d) are bounded below by the planes defined by Eqs. (2) and (19), respectively, which results in empty regions near the origin. Also, the green $((ΔL_0)^2, (ΔL_3)^2, (ΔL_2)^2, \frac{1}{2} F_{O}[\rho, L])$ tuples occupy a region previously unoccupied by the red $((ΔL_0)^2, (ΔL_3)^2, (ΔL_2)^2)$ tuples. This region can be occupied by only mixed states [in particular, mixed states such as (26)].

Moreover, the variances of the states (26) along the other directions yield $(ΔL_0)^2 = (ΔL_3)^2 = \frac{1}{2} δ^2$. Thus, states that are diagonal in $L_z$ are exactly the points that lie in the straight line between $(0,0.5,0.5)$ and $(1,1,0)$ of the uncertainty diagram in Fig. 2(d).

IV. THE QUBIT CASE

For the special case of $s = 1/2$, i.e., qubits, we prove stronger conditions by working with the Bloch representation. By expressing the QFI of a mixed state in terms of Bloch vectors, it can be interpreted as an analog of the moment of inertia of classical mechanisms. This motivates us to prove analogs of the parallel and perpendicular axis theorems (46) and (49), as well as stronger sum uncertainty relations (32)-(36). Furthermore, the Bloch representation, together with these results, provides a geometrical picture for decompositions $\{\rho_{\nu}, |Y_{\nu}\rangle\}$ of a mixed state $\rho$, which allows us to explicitly construct optimal decompositions that achieve the extrema (6) and (7).

A. Uncertainty equalities

For qubits, the angular momentum operator along the direction $\hat{n} \in \mathbb{R}^3$ can be written as $L_{\hat{n}} = \frac{1}{2} \hat{n} \cdot \hat{\sigma}$, where $\hat{\sigma} = (\sigma_x, \sigma_y, \sigma_z)$ is a vector of Pauli matrices. Arbitrary quantum states are fully characterized by their Bloch vector $\vec{r} \in \mathbb{R}^3$ via $\rho(\vec{r}) = \frac{1}{2}(1 + \vec{r} \cdot \hat{\sigma})$. The QFI and variance of a spin-1/2 state $\rho$ can be determined analytically as a function of the Bloch vector $\vec{r}$. For a state $\rho(\theta)$ with Bloch vector $\vec{r}$ that depends in an arbitrary way on a parameter $\theta$, the QFI is given by [34]

$$F_{O}[\rho(\theta)] = \begin{cases} \frac{\partial \theta_1 \rho^2 + \partial \theta_2 \rho^2}{1-|\theta|^2} & \text{if } |\theta| < 1, \\ \frac{\partial \theta_1 \rho^2}{1-|\theta|^2} & \text{if } |\theta| = 1. \end{cases} \quad (27)$$

Assuming that the parameter $\theta$ is imprinted by a unitary evolution, generated by the operator $L_{\hat{n}}$, i.e., $\partial \theta_1 \rho = [L_{\hat{n}}, \rho]$, we obtain $\partial \theta_1 \rho = \hat{n} \times \vec{r}$. Inserting this into Eq. (27) yields

$$F_{O}[\rho, L_{\hat{n}}] = |\hat{n} \times \vec{r}|^2 = |\vec{r}|^2 - (\vec{r} \cdot \vec{r})^2, \quad (28)$$

and the orthonormality of $|\hat{n}_1, \hat{n}_2, \hat{n}_3\rangle$ allows us to further write

$$F_{O}[\rho, L_{\hat{n}}] = (\hat{n}_2 \cdot \vec{r})^2 + (\hat{n}_3 \cdot \vec{r})^2. \quad (29)$$

On the other hand, the variance

$$(\Delta L_{\hat{n}})^2 = \frac{1 - (\vec{r} \cdot \vec{r})^2}{4} \quad (30)$$

follows from $\langle L_{\hat{n}} \rangle = \frac{1}{2} \vec{n} \cdot \vec{r}$ and $\langle L_{\hat{n}}^2 \rangle = \frac{1}{2}$, where we used $|\vec{r}|^2 = 1$. Finally, we recall that the purity of a qubit state is given by

$$Tr \rho^2 = \frac{1}{2}(1 + |\vec{r}|^2) = \frac{1}{2} \left[ 1 + (\hat{n}_1 \cdot \vec{r})^2 + (\hat{n}_2 \cdot \vec{r})^2 + (\hat{n}_3 \cdot \vec{r})^2 \right]. \quad (31)$$

Combining Eqs. (29), (30), and (31), we can immediately prove the following result:

**Proposition 3** (Equalities for spin-1/2 systems). Any quantum state $\rho$ of a spin-1/2 system satisfies

$$(\Delta L_{\hat{n}})^2 + (\Delta L_{\hat{n}})^2 + (\Delta L_{\hat{n}})^2 = 1 - \frac{1}{2} Tr \rho^2. \quad (32)$$

We note that the difference between the variance and the QFI for the qubit operator $L_{\hat{n}}$ [33]

$$(\Delta L_{\hat{n}})^2 - \frac{1}{4} F_{O}[\rho, L_{\hat{n}}] = \frac{1}{2}(1 - Tr \rho^2) \quad (33)$$

can also be easily obtained with the above expressions. Equation (33) then allows us to express the condition (32) as equalities involving the QFI, i.e.,

$$\frac{1}{4} F_{O}[\rho, L_{\hat{n}}] + (\Delta L_{\hat{n}})^2 + (\Delta L_{\hat{n}})^2 = \frac{1}{2}, \quad (34)$$

$$\frac{1}{4} F_{O}[\rho, L_{\hat{n}}] + (\Delta L_{\hat{n}})^2 + (\Delta L_{\hat{n}})^2 = \frac{1}{2} Tr \rho^2, \quad (35)$$

$$\frac{1}{4} F_{O}[\rho, L_{\hat{n}}] + \frac{1}{4} F_{O}[\rho, L_{\hat{n}}] + \frac{1}{4} F_{O}[\rho, L_{\hat{n}}] = Tr \rho^2 - \frac{1}{2}. \quad (36)$$
First, note that any decomposition analogy turns out to be useful for identifying optimal state de-
linking to the intuitive picture from classical mechanics, this and the moment of inertia of a fictitious rigid body. Besides
bounds on the fluctuations of qubit states:

We observe that relation (19) is saturated by all qubit states, as is revealed by Eq. (34). We illustrate Eq. (36) in Fig. 3. We
note also that the bounds

\[ 1 - |\bar{r}|^2 \leq 4(\Delta L_{\bar{r}})^2 \leq 1, \quad \text{Eq. (37)} \]

\[ 0 \leq F_{Q}[\rho, L_{\bar{r}}] \leq |\bar{r}|^2 \quad \text{Eq. (38)} \]

hold for any \( \rho \) and can be saturated by a suitable \( \bar{r} \). Using them together with (32) and (33) then yields upper and lower bounds on the fluctuations of qubit states:

\[ \frac{1}{2} - \frac{|\bar{r}|^2}{4} \leq \left( \Delta L_{\bar{r}} \right)^2_F + \left( \Delta L_{\bar{r}} \right)^2_{\rho} \leq \frac{1}{2}, \quad \text{Eq. (39)} \]

\[ \frac{1}{4} \leq \frac{1}{4} F_{Q}[\rho, L_{\bar{r}}] + (\Delta L_{\bar{r}})^2_{\rho} \leq \frac{1}{4} + \frac{|\bar{r}|^2}{4}, \quad \text{Eq. (40)} \]

\[ \frac{1}{4} \leq \frac{1}{4} F_{Q}[\rho, L_{\bar{r}}] + \frac{1}{4} F_{Q}[\rho, L_{\bar{r}}] \leq \frac{|\bar{r}|^2}{2}, \quad \text{Eq. (41)} \]

and we recall that \( 0 \leq |\bar{r}|^2 \leq 1 \) can be expressed as a function of the purity using (31). Note that Eq. (39) can be interpreted as a generalization of the state-independent bound for \( s = 1/2 \), Eq. (3), that takes additional information about purity into account. The lower bound takes its smallest value for a pure state, when Eq. (3) is recovered.

**B. Moment of inertia analogy**

In the following, we establish an analogy between the QFI and the moment of inertia of a fictitious rigid body. Besides
linking to the intuitive picture from classical mechanics, this analogy turns out to be useful for identifying optimal state de-
compositions. First, note that any decomposition \( \{ p_k, |\Psi_k \rangle \} \) of a mixed state \( \rho \) into \( n \) pure states can be geometrically
represented in the Bloch sphere as the \( n \) vertices of a polytope/polyhedron. Its vertices are given by the Bloch vectors \( \bar{r}_k \) of the pure states \( |\Psi_k \rangle \) on the surface of the sphere. For exam-
ple, when there are only two elements, the decompositions

\[ \rho(\bar{r}) = \rho(\bar{r}_1) + (1 - p)\rho(\bar{r}_2) \quad \text{Eq. (42)} \]

represent chords with end points \( \bar{r}_1 \) and \( \bar{r}_2 \) that intersect \( \bar{r} = p\bar{r}_1 + (1 - p)\bar{r}_2 \) (see Fig. 4).

Any such distribution \( \{ p_k, |\Psi_k \rangle \} \) of pure states can thus be interpreted as a rigid body \( \{ p_k, \bar{r}_k \} \) with point masses \( p_k \), located at positions \( \bar{r}_k \) that sum up to unity, with their center of mass at \( \bar{r} \). When rotated around the axis \( \bar{n} \), this body has a moment of inertia of

\[ I(\{ p_k, \bar{r}_k \}, \bar{n}) = \sum_k p_k \bar{r}_{k, \perp}^2, \quad \text{Eq. (43)} \]

where \( \bar{r}_{k, \perp}^2 = 1 - (\bar{r}_k \cdot \bar{n})^2 \) is the squared perpendicular distance between the point mass at \( \bar{r}_k \) and the rotation axis \( \bar{n} \).

According to Eq. (28), \( F_{Q}[\rho, L_{\bar{n}}] \) is the squared perpendicular distance between the axis \( \bar{n} \) and the vector \( \bar{r} \) in the Bloch sphere. One can thus interpret this as the moment of inertia of a unit mass located at \( \bar{r} \). Moreover, this allows us to express Eq. (43) as

\[ I(\{ p_k, \bar{r}_k \}, \bar{n}) = \sum_k p_k F_{Q}[\rho, |\Psi_k \rangle, L_{\bar{n}}] \quad \text{Eq. (44)} \]

and we are now in a position to state an analog of the parallel axis theorem. Recall that in classical mechanics, this theo-
rem allows us to determine the moment of inertia for rotations about an axis that is shifted by the distance \( l \) from the center of mass. For a rigid body of unit mass, it reads

\[ I(\{ p_k, \bar{r}_k \}, \bar{n}) - l^2 = I_{\text{cm}}(\{ p_k, \bar{r}_k \}, \bar{n}), \quad \text{Eq. (45)} \]

where \( I_{\text{cm}}(\{ p_k, \bar{r}_k \}, \bar{n}) \) is the moment of inertia for a rotation about an axis parallel to \( \bar{n} \) that passes through the center of mass \( \bar{r} \) of the rigid body \( \{ p_k, \bar{r}_k \} \) and \( l^2 \) is the squared perpendicular distance between \( \bar{n} \) and \( \bar{r} \). Invoking the above
analogy with the QFI, we obtain $\hat{I} = F_{Q}[\rho, L_{\hat{n}}]$. Moreover, the squared perpendicular distance between $\hat{r}_{k}$ and the axis of rotation parallel to $\hat{n}$ passing through the center of mass is given by $|\hat{n} \times \hat{r}_{k}^2|$, where $\hat{r}_{k}^2 \equiv \hat{r}_{k} - \hat{r}$, as can be verified from elementary geometric considerations, leading to $L_{cm}(\{p_{k}, \hat{r}_{k}, \hat{n}\}) = \sum_{k} p_{k}|\hat{n} \times \hat{r}_{k}^2|$. We thus obtain the following result for pure-state decompositions for the QFI, in direct correspondence with \eqref{eq:sum}:

**Proposition 4** (Parallel axis theorem). For a mixed quantum state $\rho$ of a spin-1/2 system, its QFI, $F_{Q}[\rho, L_{\hat{n}}]$ is related to the average QFI of a decomposition $\{p_{k}, |\Psi_{k}\rangle\}$, $\sum_{k} p_{k} F_{Q}[|\Psi_{k}\rangle \langle \Psi_{k}|, L_{\hat{n}}]$, by

$$\sum_{k} p_{k} F_{Q}[|\Psi_{k}\rangle \langle \Psi_{k}|, L_{\hat{n}}] = F_{Q}[\rho, L_{\hat{n}}] = \sum_{k} p_{k}|\hat{n} \times \hat{r}_{k}^2|,$$

where we have introduced $\hat{r}_{k}^2 \equiv \hat{r}_{k} - \hat{r}$ as the separation vector connecting $\hat{r}$ to the Bloch vector $\hat{r}_{k}$ of $|\Psi_{k}\rangle$.

**Proof.** The result is proven straightforwardly with Eq. \eqref{eq:sum}, using the fact that $\sum_{k} p_{k} \hat{r}_{k}^2 = 0$ by construction. $\square$

We can also rewrite Eq. \eqref{eq:sum} in terms of variances with Eq. \eqref{eq:vee} to yield

$$(\Delta L_{\hat{n}})_{p}^2 - \sum_{k} p_{k}(\Delta L_{\hat{n}})_{k}^2 = \frac{1}{4}[(1 - |\hat{n}|^2) - \sum_{k} p_{k}|\hat{n} \times \hat{r}_{k}^2|]$$

$$= \frac{1}{4} \sum_{k} p_{k}|\hat{n} \times \hat{r}_{k}^2|^2. \tag{47}$$

For any pure-state decomposition $\{p_{k}, |\Psi_{k}\rangle\}$ of $\rho$, the central inequality in \eqref{eq:inequality} is saturated. From Eqs. \eqref{eq:sum} and \eqref{eq:vee} we can then quantify the deviation between the average pure-state variance and the lower and upper bounds in \eqref{eq:inequality}, i.e., the QFI and variance of the mixed state, respectively.

Similarly, we can formulate a result analogous to the classical perpendicular axis theorem. If all $\hat{r}_{k}$ lie in a plane, spanned, e.g., by $\hat{n}_{2}, \hat{n}_{3}$, the perpendicular axis theorem states that:

$$I((p_{k}, \hat{r}_{k}, \hat{n}_{1})) = I((p_{k}, \hat{r}_{k}, \hat{n}_{2}) + I((p_{k}, \hat{r}_{k}, \hat{n}_{3}), \tag{48}$$

where we assumed that $\hat{n}_{1}$ is an axis perpendicular to the plane. In terms of the QFI, we have the following:

**Proposition 5** (Perpendicular axis theorem). For a mixed quantum state $\rho$ of a spin-1/2 system, its QFI in orthogonal directions $\hat{n}_{1}, \hat{n}_{2}, \hat{n}_{3}$ are related by

$$F_{Q}[\rho, L_{\hat{n}_{1}}] = F_{Q}[\rho, L_{\hat{n}_{2}}] + F_{Q}[\rho, L_{\hat{n}_{3}}] - 8 \langle L_{\hat{n}_{1}} \rangle_{\rho}. \tag{49}$$

Furthermore, if the Bloch vectors of all $|\Psi_{k}\rangle$ of a decomposition $\{p_{k}, |\Psi_{k}\rangle\}$ of $\rho$ lie in a plane perpendicular to $\hat{n}_{1}$, then Eq. \eqref{eq:inequality} holds for the average Fisher information defined in Eq. \eqref{eq:sum}.

**Proof.** To show Eq. \eqref{eq:inequality}, note that from Eq. \eqref{eq:inequality}, we have

$$F_{Q}[\rho, L_{\hat{n}_{1}}] = (\hat{n}_{2} \cdot \hat{r})^2 + (\hat{n}_{3} \cdot \hat{r})^2$$

$$= |\hat{n}_{2} \times \hat{r}|^2 + |\hat{n}_{3} \times \hat{r}|^2 - 2(\hat{n}_{1} \cdot \hat{r})^2$$

$$= F_{Q}[\rho, L_{\hat{n}_{2}}] + F_{Q}[\rho, L_{\hat{n}_{3}}] - 8 \langle L_{\hat{n}_{1}} \rangle_{\rho}, \tag{50}$$

If the Bloch vectors of all $|\Psi_{k}\rangle$ lie in the plane perpendicular to $\hat{n}_{1}$, we have $\langle L_{\hat{n}_{1}} \rangle_{\Psi_{k}} = 0$ and

$$F_{Q}[|\Psi_{k}\rangle \langle \Psi_{k}|, L_{\hat{n}_{1}}] = F_{Q}[|\Psi_{k}\rangle \langle \Psi_{k}|, L_{\hat{n}_{2}}] + F_{Q}[|\Psi_{k}\rangle \langle \Psi_{k}|, L_{\hat{n}_{3}}]. \tag{51}$$

With Eq. \eqref{eq:inequality} this leads to Eq. \eqref{eq:inequality}.$\square$

**C. Construction of optimal decompositions and the properties of eigendecompositions**

We now discuss optimal decompositions, i.e., decompositions $\{p_{k}, |\Psi_{k}\rangle\}$ that achieve the minimum \eqref{eq:inequality} or maximum \eqref{eq:inequality} average variance. The parallel axis theorem \eqref{eq:sum} allows us to see that there is always a unique minimal decomposition and a set of maximal decompositions that are orthogonal to one another (the precise sense will be discussed below).

To construct the minimal decomposition, note from Eq. \eqref{eq:sum}, the average variance $\sum_{k} p_{k} F_{Q}[|\Psi_{k}\rangle \langle \Psi_{k}|, L_{\hat{n}_{1}}]$ reaches its minimum and hence achieves $F_{Q}[\rho, L_{\hat{n}_{1}}]$ when the term $\sum_{k} p_{k}|\hat{n} \times \hat{r}_{k}^2|^2$ is zero. This can be uniquely achieved by choosing the two-element decomposition such that the separation vectors $\hat{r}_{k}^2 \equiv \hat{r}_{k} - \hat{r}$ are both parallel to $\hat{n}$, representing the chord parallel to $\hat{n}$. Explicitly, all-two-element decompositions \eqref{eq:inequality} satisfy

$$\hat{r}_{1} = -\hat{r}_{2}, \tag{52}$$

$$p = \frac{|\hat{r}_{1}|}{|\hat{r}_{1}| + |\hat{r}_{2}|}, \tag{53}$$

$$|\hat{r}_{1}| = \sqrt{(\hat{r}_{1} \cdot \hat{r})^2 - |\hat{r}|^2 + 1 - (\hat{r}_{1} \cdot \hat{r})}, \tag{54}$$

$$|\hat{r}_{2}| = \sqrt{(\hat{r}_{2} \cdot \hat{r})^2 - |\hat{r}|^2 + 1 + (\hat{r}_{2} \cdot \hat{r})}. \tag{55}$$

With the choice $\hat{r}_{1} = -\hat{r}_{2} = \hat{n}$, the sum $\sum_{k} p_{k}|\hat{n} \times \hat{r}_{k}^2|^2$ therefore vanishes. Any decomposition with more than two elements is nonoptimal since it will necessarily lead to nonzero terms in the sum.

To construct the maximal decompositions, from Eq. \eqref{eq:sum} we instead minimize $\sum_{k} p_{k}|\hat{n} \times \hat{r}_{k}^2|^2$, which can be achieved by choosing the $\hat{r}_{k}$ perpendicular to $\hat{n}$. This choice is no longer unique.

As examples, consider the operator $L_{z}$, with states $\rho_{1}(\hat{r}_{1} = 0) = \frac{1}{2}|\hat{x}|^{2}$ and $\rho_{2}(\hat{r}_{2} = \frac{1}{\sqrt{2}} \hat{x})$ (Fig. 5a, 5b). The unique chord that reaches $F_{Q}[\rho, L_{z}]$ is parallel to $\hat{x}$, so $\rho_{1} = \frac{1}{2}(\rho(\hat{z}) + \rho(-\hat{z}))$ and $\rho_{2} = \frac{1}{2}\rho(\frac{1}{\sqrt{2}} \hat{x} + \frac{1}{\sqrt{2}} \hat{z}) + \frac{1}{2}\rho(\frac{1}{\sqrt{2}} \hat{x} - \frac{1}{\sqrt{2}} \hat{z})$ are the minimal decompositions. On the other hand, among two-element decompositions, the chords that reach $(\Delta L_{z})_{\rho}^2$ are not unique. Any chord that intersects both $\hat{r}$ and two points of the circle with an axis parallel to $\hat{n}$ reaches the variance.

The eigendecomposition of any qubit $\rho$ besides the maximally mixed state is a unique two-element decomposition. The following result shows how its average QFI is related to its optimal decompositions.

**Corollary 1.** Let $\rho$ be a nondegenerate mixed qubit state and $(\Lambda_{\psi}, |\Psi_{\psi}\rangle)$ be its unique eigendecomposition. The average QFI
Finally, we can relate the minimal decomposition in one direction with the maximal decomposition in directions that are perpendicular to it due to the following result.

**Corollary 2.** Let \( \rho \) be a mixed qubit state. A decomposition \( \{ p_k, |\Psi_k\rangle \} \) of \( \rho \) minimizes the convex sum of variances in one direction, \( \frac{1}{2} F Q[\rho, L_{\hat{n}}] = \sum_k p_k (\Delta L_{\hat{n}})_{\Psi_k}^2 \), if and only if it minimizes the same sum in both the other two orthogonal directions, \( (\Delta L_{\hat{\varphi}})_{\rho}^2 = \sum_k p_k (\Delta L_{\hat{\varphi}})_{\Psi_k}^2 \) and \( (\Delta L_{\hat{\nu}})_{\rho}^2 = \sum_k p_k (\Delta L_{\hat{\nu}})_{\Psi_k}^2 \).

**Proof.** Let \( \{ p_k, |\Psi_k\rangle \} \) be the decomposition of \( \rho \) that achieves the minimum in Eq. (7) for the operator \( L_{\hat{n}} \). For each \( |\Psi_k\rangle \), we obtain from Eq. (32)

\[
(\Delta L_{\hat{n}})_{\Psi_k}^2 + (\Delta L_{\hat{\varphi}})_{\Psi_k}^2 + (\Delta L_{\hat{\nu}})_{\Psi_k}^2 = \frac{1}{2}.
\]

Multiplying Eq. (58) by \( p_k \) and summing over \( k \), we obtain

\[
\frac{1}{4} F Q[\rho, L_{\hat{n}}] + \sum_k p_k (\Delta L_{\hat{n}})_{\Psi_k}^2 + \sum_k p_k (\Delta L_{\hat{\varphi}})_{\Psi_k}^2 = \frac{1}{2}.
\]

Taking the difference between Eqs. (34) and (59) yields

\[
[(\Delta L_{\hat{n}})_{\rho}^2 - \sum_k p_k (\Delta L_{\hat{n}})_{\Psi_k}^2] + [(\Delta L_{\hat{\varphi}})_{\rho}^2 - \sum_k p_k (\Delta L_{\hat{\varphi}})_{\Psi_k}^2] = 0.
\]

Since the two terms in brackets are positive due to the concavity of the variance, they vanish separately, proving the result.

For the reverse direction, we suppose there exists a decomposition that achieves the maximum of Eq. (6) for both \( L_{\hat{n}} \) and \( L_{\hat{\varphi}} \). Following steps analogous to those used before, we can write

\[
\sum_k p_k (\Delta L_{\hat{n}})_{\Psi_k}^2 + (\Delta L_{\hat{\varphi}})_{\rho}^2 + (\Delta L_{\hat{\nu}})_{\rho}^2 = \frac{1}{2}.
\]
and taking the difference with Eq. (34) now yields

$$\sum_k p_k (\Delta L_{i_j}^2)_{(q_k)} = \frac{1}{4} F_Q[\rho, L_n],$$

proving the statement. \(\Box\)

V. QUANTUM AND CLASSICAL SENSITIVITY LIMITS FOR PHASE ESTIMATION WITH AN UNKNOWN AXIS

In the context of quantum metrology, the quantum Cramér-Rao bound (9) allows us to interpret the QFI as the quantum limit on the precision that can be achieved for an estimation of the parameter \(\theta\), generated by \(A\), using the state \(\rho\) [21]. This limit can be attained by an optimal choice of the measurement observable and the estimator [18]. A suitable preparation of the probe state \(\rho\) can additionally improve the sensitivity up to the ultimate quantum limit [35], where increasing sensitivity typically demands larger amounts of multipartite entanglement [20, 21, 29, 36–38].

The choice of the optimal quantum state \(\rho\) that maximizes \(F_Q[\rho, A]\), however, depends on the precise knowledge of the phase-imprinting generator \(A\). Suppose that \(\theta\) describes a phase shift generated by \(L_n\), but the direction \(n\) of the rotation is unknown at the moment where the state \(\rho\) is prepared. One approach in such a situation, would be to maximize the average sensitivity [23, 37, 39–44]. With the convexity (8) and additivity (10) properties of the QFI, sums containing only the variance or the QFI such as Eqs. (32), (36), (39), and (41) directly imply bounds on the average sensitivity of \(N\)-qubit separable states that were first derived in Ref. [37]; see also Ref. [3] for similar methods based on the average variance. Here, we focus on an alternative figure of merit, given by the “worst-case”, i.e., the minimal sensitivity that can be achieved in all possible directions; see also Refs. [45, 46] for similar approaches. In the following, we focus on \(N\)-qubit systems with collective spin \(N/2\) and use our results from the previous sections to identify the ultimate classical and quantum limits on the minimal sensitivity as well as the respective optimal quantum states that achieve them.

Formally, we define these limits as

$$B(\mathcal{R}, \Omega) := \max_{\rho \in \mathcal{R}} \min_{\Omega \in \Omega} F_Q[\rho, L_n],$$

(63)

where \(\mathcal{R}\) is a set of quantum states and \(\Omega\) describes the set of possible rotation axes. We are interested in the situations in which the rotation axis \(n\) is limited to a plane, i.e., \(\Omega = \mathbb{R}^2\), or it can be chosen arbitrarily in three dimensions, \(\Omega = \mathbb{R}^3\). The quantum limit corresponds to the unconstrained maximization over \(\mathcal{R} = \mathcal{S}\), where \(\mathcal{S}\) is the set of all quantum states. The classical limit is obtained by maximizing only over the class of separable states \(\mathcal{R} = \mathcal{S}_{\text{sep}}\).

Identifying the classical bounds on measurable properties of quantum states, such as their sensitivity or fluctuations, naturally leads to entanglement witnesses, see Refs. [3, 20, 21, 29, 36–38, 41, 47, 48] for other examples following this approach. By construction, any state whose properties violate this bound must necessarily be entangled.

We first focus on the quantum limit for \(\Omega = \mathbb{R}^2\). We make use of basic properties of the quantum Fisher matrix (see, e.g., [49, 50]), i.e., \(F_Q[\rho, L_n] = \frac{\sqrt{\text{Tr}[\rho, \hat{L}]}}{\sqrt{\text{Tr}[\rho, \hat{L}]}^2} \text{Tr} \hat{L} \sigma_i \text{ for } \hat{L} \leq 4 \Gamma[\rho, \hat{L}]\), where \(\hat{L} = (L_x, L_y, L_z)^T\) is a vector of angular momentum operators and we introduced the covariance matrix with elements \(\Gamma[\rho, \hat{L}_{ij}] = \frac{1}{2} \langle L_i L_j + L_j L_i \rangle - \langle L_i \rangle \langle L_j \rangle\), where \(i, j \in \{x, y, z\}\).

Without loss of generality, we consider \(\Omega\) to be the xy plane of \(\mathbb{R}^3\). The minimal sensitivity corresponds to the smallest eigenvalue of the corresponding \(2 \times 2\) block of \(\Gamma[\rho, \hat{L}]\). We obtain

$$\min_{\hat{L} \in \mathbb{R}^2} F_Q[\rho, L_n] = \frac{1}{2} \left( F_Q[\rho, L_x] + F_Q[\rho, L_y] \right)$$

$$- \sqrt{\left( F_Q[\rho, L_x] - F_Q[\rho, L_y] \right)^2 + 4 \Gamma[\rho, \hat{L}_{xy}]}$$

$$\leq 2 \left( (L_x)^2 + (L_y)^2 \right)$$

$$- \sqrt{2 \left( (L_x)^2 - (L_y)^2 + 4 \Gamma[\rho, \hat{L}_{xy}] \right)}$$

$$= 2 \left( N(N + 2) - \langle L_i^2 \rangle \right)$$

$$\leq \frac{N(N + 2)}{2}.$$  \(\text{(64)}\)

An optimal state that achieves this limit must saturate all inequalities in this derivation. This can be achieved by a state that (i) is pure, (ii) has zero covariances and equal variances for \(L_x\) and \(L_y\), (iii) has zero expectation values for \(L_z\), and (iv) has zero expectation values for \((L_i^2)\). When \(N\) is even, a state that unites all of these conditions is the so-called twin-Fock state, i.e., an eigenstate of \(L_z\) with zero eigenvalue or, equivalently, a Dicke state containing the same number of spin-up and spin-down particles.

If the state is assumed to be separable, i.e., \(\rho_{\text{exp}} = \sum_\gamma p_\gamma \rho_\gamma^{(1)} \otimes \cdots \otimes \rho_\gamma^{(N)}\), where \(p_\gamma\) is a probability distribution and \(\rho_\gamma^{(i)}\) are local quantum states for the \(i\)th particle, we can make use of the convexity (8) and additivity (10) properties of the QFI. Moreover, the angular momentum observables may be decomposed as \(L_n = \sum_{i=1}^N L_n^{(i)}\), where \(L_n^{(i)} = \frac{1}{2} \hat{n} \cdot \hat{\sigma}_i^{(i)}\) acts on
the $i$th qubit. We obtain the limit:

$$
\min_{\rho \in \mathbb{R}^3} F[\rho_{\text{sep}}, L_{e}]^{(i)} \leq \frac{1}{2} (F[\rho_{\text{sep}}, L_{x}] + F[\rho_{\text{sep}}, L_{y}])
$$

$$
+ \frac{1}{2} \sum_{y} \sum_{i=1}^{N} [F[\rho_{y}^{(i)} L_{x}^{(i)}] + F[\rho_{y}^{(i)} L_{y}^{(i)}])
$$

$$
= \frac{1}{2} \sum_{y} \sum_{i=1}^{N} \left(2\text{Tr}(\rho_{y}^{(i)2}) - 1\right)
$$

$$
\leq \sum_{y} \sum_{i=1}^{N} 1
$$

$$
= N,
$$

(65)

where in (iii) we used Eq. (41). All the above inequalities are saturated by a pure product state [(ii) and (iv)], with a diagonal QFI matrix of equal $x$ and $y$ diagonal elements (i), and maximum variance in both the $x$ and $y$ directions (iii). Such states are given by eigenstates of $L_{x}$ with the extremal eigenvalue $\pm N/2$, and they correspond to products of $N$ identical qubit states, each one polarized along the $\pm z$ direction. We note that in the proof, Eq. (3) for variances can be used in place of Eq. (41) in inequality (iii) to obtain the same result.

Next, we extend $\Omega$ to the entire $\mathbb{R}^3$. Since the minimal eigenvalue is bounded from above by the average eigenvalue, we obtain

$$
\min_{\rho \in \mathbb{R}^3} F[\rho, L_{e}] \leq \frac{1}{2} \text{Tr}F[\rho, \bar{L}]
$$

$$
\leq \frac{4}{3} \text{Tr}\Gamma[\rho, \bar{L}]
$$

$$
\leq \frac{4}{3} \left(\langle L_{x}^{2} \rangle_{\rho} + \langle L_{y}^{2} \rangle_{\rho} + \langle L_{z}^{2} \rangle_{\rho}\right)
$$

$$
= \frac{N(N+2)}{3}.
$$

(66)

This bound is achieved by pure states that have a diagonal covariance matrix with zero first moments and equal second moments for all three angular momentum observables. These conditions are satisfied by so-called anti-coherent states [51], which are known to optimize the average sensitivity in all three directions [40], and the average sensitivity of Euler angles [42].

Note that due to the saturation of the first inequality by these optimal states, Eq. (66) is equivalent to the average sensitivity that was considered in Refs. [37, 40]. This bound for the average QFI is also saturated by Greenberger-Horne-Zeilinger states and Dicke states [37], but these states do not satisfy the symmetry requirements under the exchange of axes to saturate also the first inequality in (66).

For separable states, we obtain, following steps analogous to the ones used before, the classical limit

$$
\min_{\rho \in \mathbb{R}^3} F[\rho_{\text{sep}}, L_{e}]^{(i)} \leq \frac{1}{3} \sum_{\gamma} \sum_{i=1}^{N} [F[\rho_{\gamma}^{(i)} L_{x}^{(i)}] + F[\rho_{\gamma}^{(i)} L_{y}^{(i)}] + F[\rho_{\gamma}^{(i)} L_{z}^{(i)}])
$$

$$
= \frac{1}{3} \sum_{\gamma} \sum_{i=1}^{N} \left[4\text{Tr}(\rho_{\gamma}^{(i)2}) - 2\right]
$$

$$
\leq \frac{2}{3} N.
$$

(67)

where we have used Eq. (36) in the second step. The bound is saturated by pure product states with a diagonal covariance matrix and equal variances in all three directions. Again, the same bound can be obtained from the variance bound (2). This bound coincides with the classical limit on the average sensitivity that was derived in Ref. [37].

To find the states that fulfill these constraints, it is instructive to first express the elements of the covariance matrix in terms of the Bloch vectors of the individual qubits $r_{k}^{(i)} = (r_{x}^{(i)}, r_{y}^{(i)}, r_{z}^{(i)})^{T}$, which yields $\Gamma[\rho, \bar{L}_{i}] = \frac{1}{2}(1 - \sum_{k} (r_{k}^{(i)})^{2})$ on the diagonal and $\Gamma[\rho, \bar{L}_{ij}] = -\frac{1}{2} \sum_{k} (r_{k}^{(i)}) (r_{k}^{(j)})$ for $i \neq j$. The constraints can then be written in terms of the individual Bloch vectors as

$$
(r_{x}^{(i)})^{2} + (r_{y}^{(i)})^{2} + (r_{z}^{(i)})^{2} = 1 \quad \forall k,
$$

$$
\sum_{k=1}^{N} (r_{k}^{(i)})^{2} = \sum_{k=1}^{N} (r_{k}^{(j)})^{2} = \sum_{k=1}^{N} (r_{k}^{(z)})^{2},
$$

$$
\sum_{k=1}^{N} r_{k}^{(i)} r_{k}^{(j)} = \sum_{k=1}^{N} r_{k}^{(i)} r_{k}^{(z)} = \sum_{k=1}^{N} r_{k}^{(y)} r_{k}^{(z)} = 0.
$$

(68)

(69)

(70)

These constraints can be satisfied only for $N > 2$. For example, if $N$ is a multiple of 3, a state that saturates this bound is the product of the states with Bloch vectors $(1, 0, 0)^{T}$, $(0, 1, 0)^{T}$, and $(0, 0, 1)^{T}$, repeated $N/3$ times. If $N$ is a multiple of 4, we take the product of the states with Bloch vectors $(-1, 1, 1)^{T}/\sqrt{3}$, $(1, -1, 1)^{T}/\sqrt{3}$, $(1, 1, -1)^{T}/\sqrt{3}$, and $(1, 1, 1)^{T}/\sqrt{3}$, repeated $N/4$ times.

In summary, we observe that

$$
B(S, \mathbb{R}^{2}) = \frac{N}{2}(N+2),
$$

$$
B(S_{\text{sep}}, \mathbb{R}^{2}) = N,
$$

$$
B(S, \mathbb{R}^{3}) = \frac{N}{3}(N+2),
$$

$$
B(S_{\text{sep}}, \mathbb{R}^{3}) = \frac{2}{3} N.
$$

(71)

(72)

(73)

(74)

Previous studies have focused on the average sensitivity [37, 40–42], which always implies bounds on the minimum. In particular, the upper bounds for the minimum sensitivity (73) and (74) follow directly from known bounds on the average sensitivity [37]. However, saturability of the minimum bounds
is less clear, and the above derivations explicitly outline the conditions for states that saturate them. Notably, states that saturate the bound for the average sensitivity need not saturate the bound for the minimum, as they can be asymmetric, with unequal variances in different directions.

Finally, the bound (72) can be directly obtained by applying the separable limit $F_Q(\rho_{\text{sep}}, L_n) \leq N$ [29] to both directions in the plane individually, i.e., $\min_{\vec{n} \in \mathbb{R}^2} F_Q(\rho_{\text{sep}}, L_n) \leq 1/2(F_Q(\rho_{\text{sep}}, L_x) + F_Q(\rho_{\text{sep}}, L_y)) \leq N$. Our derivation confirms that this bound is indeed tight. Note that the same procedure for rotations in all three directions yields the weaker bound of $\min_{\vec{n} \in \mathbb{R}^3} F_Q(\rho_{\text{sep}}, L_n) \leq N$ compared to the tight bound (74).

VI. CONCLUSIONS

The convex-roof property (7) allows us to interpret the quantum Fisher information as the minimal average variance of all pure-state decompositions. This gives rise to an alternative measure of quantum fluctuations for mixed states, constructed in a way that the contribution of the classical uncertainty about the state due to the mixing of pure states, is minimal. In contrast, the standard variance of a mixed state maximizes this contribution, as is shown by its concave-roof property (6).

Employing the quantum Fisher information as a measure of quantum fluctuations leads to state-independent preparation uncertainty relations that are sharper than relations involving only variances. For the case of a spin-1/2 particle, we provided exact equalities that express the deviation from the minimal uncertainty in terms of the purity. Using the geometry of the Bloch sphere, we further demonstrated how extremal pure-state decompositions can be constructed and interpreted, revealing an analogy with the classical moment of inertia of rigid bodies. Finally, we used these results to derive the classical and quantum limits on the estimation of a phase parameter generated by an unknown rotation axis.

NOTE ADDED

Independently of our work, the convex-roof property of the QFI was used to derive uncertainty relations by Tóth and Fröwis [52].
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