An Investigation of Traffic Density Changes inside Wuhan during the COVID-19 Epidemic with GF-2 Time-Series Images
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Abstract

In order to mitigate the spread of COVID-19, Wuhan was the first city to implement strict lockdown policy in 2020. Even though numerous researches have discussed the travel restriction between cities and provinces, few studies focus on the effect of transportation control inside the city due to the lack of the measurement and available data in Wuhan. Since the public transports have been shut down in the beginning of city lockdown, the change of traffic density is a good indicator to reflect the intracity population flow. Therefore, in this paper, we collected time-series high-resolution remote sensing images with the resolution of 1m acquired before, during and after
Wuhan lockdown by GF-2 satellite. Vehicles on the road were extracted and counted for the statistics of traffic density to reflect the changes of human transmissions in the whole period of Wuhan lockdown. Open Street Map was used to obtain observation road surfaces, and a vehicle detection method combing morphology filter and deep learning was utilized to extract vehicles with the accuracy of 62.56%. According to the experimental results, the traffic density of Wuhan dropped with the percentage higher than 80%, and even higher than 90% on main roads during city lockdown; after lockdown lift, the traffic density recovered to the normal rate. Traffic density distributions also show the obvious reduction and increase throughout the whole study area. The significant reduction and recovery of traffic density indicates that the lockdown policy in Wuhan show effectiveness in controlling human transmission inside the city, and the city returned to normal after lockdown lift.

**Keywords:** COVID-19, Wuhan lockdown, traffic density changes, remote sensing, time-series images, GF-2.

1. Introduction

In January 2020, the novel coronavirus disease 2019 (COVID-19) caused by SARS-CoV-2 quickly spread in the city of Wuhan, China (China Central Television 2019). Since there is no specific drug treatment and vaccine, the government implemented the travel ban in Wuhan city to control the epidemic (Chen et al. 2020; Tian et al. 2020). Wuhan shut down all the inbound and outbound transportations, as well as the public
transports inside the city, on 23 January, 2020 (Wuhan municipal headquarters for the COVID-19 epidemic prevention and control 2020b). It appears to be the largest quarantine in human history, considering the policy covered more than 9 million people in Wuhan before city lockdown (China News 2020; Tian et al. 2020).

The lockdown policies in Wuhan became stricter during the COVID-19 epidemic, where all motor vehicles were banned in central urban area on 26 January (Wuhan municipal headquarters for the COVID-19 epidemic prevention and control 2020c), and all residential communities restricted the access in and out on 10 February (Wuhan municipal headquarters for the COVID-19 epidemic prevention and control 2020a). Until 8 April, Wuhan lifted lockdown after 76 days (Hubei municipal headquarters for the COVID-19 epidemic prevention and control 2020).

In lockdown policy, there are mainly two aspects: travel ban between cities, which can mitigate the spread of COVID-19 to other regions; and transportation control inside the city, which is implemented to control intracity population transmission to slow down the increase of the infections. Lots of researches have indicated that the transmission control measures limited the growth of the COVID-19 epidemic in China (Chen et al. 2020; Chinazzi et al. 2020; Jia et al. 2020; Kraemer et al. 2020; Tian et al. 2020). However, most publications focus on the study of the travel ban from Wuhan to other cities and provinces, which may be because it is hard to quantitatively evaluate the population flow inside the city. Several researches also indicated that human mobility limitation shows correlation with COVID-19 case reduction (Gao et al. 2020),
thus it is also valuable to analyze the intracity population flow. Considering the public
transports have been shut down, the change of traffic density is a good indicator to
reflect the situations of intracity human transmission during the whole period of Wuhan
lockdown.

Remote sensing provides an appropriate data source for large-scale study (Huang et
al. 2020; Liu et al. 2021; Reichstein et al. 2019), such as environment study (Gray et al.
2020; Liu et al. 2020; Su et al. 2021; Xu et al. 2021), land-use/land-cover study (Gao
and O’Neill 2020; Jin et al. 2013; Yang et al. 2018), vegetation monitoring (Axelsson
et al. 2021; Mardian et al. 2021; Taubert et al. 2018). Nowadays, the high-resolution
remote sensing images show significant potentials to distinguish cars from the road,
and make an objective statistic for counting the vehicle number on the road throughout
the whole city (Audebert et al. 2017; Chen et al. 2016; Eikvil et al. 2009; Ji et al. 2020;
Leitloff et al. 2010; Li et al. 2019; Tang et al. 2017a; Tang et al. 2017b; Tanveer et al.
2020; Tao et al. 2019).

In order to implement an investigation of traffic density changes inside Wuhan
caused by COVID-19, we collected high-resolution time-series images acquired during
the whole progress of Wuhan lockdown, by a Chinese satellite GF-2 with the resolution
as high as 0.8m. These images covered a total area of 1273.61$km^2$. Since the vehicles
are nearly a clustering of pixels without any details in such a resolution, we utilize a
method combining morphology filtering and deep learning to detect vehicles on the
road. The road lines from open street map were used to exclude the non-road
interferences. The vehicle numbers before, during and after Wuhan lockdown were counted to measure the effectiveness of the lockdown policy in the whole city, even specific into ring roads and high-level roads. The main contributions of this manuscript can be summarized as follows:

1) A time-series GF-2 image set with the resolution of about 1m was collected covering the whole period of Wuhan lockdown. Vehicles on the roads were detected to extract the traffic densities of Wuhan city before, during and after lockdown.

2) A hybrid model with morphology filter and deep learning identification was utilized to identify vehicles on the road. This method was proved to be effective by considering the shape and background information, dealing with the problem that vehicles show few detailed information with such a low but common resolution.

3) The variations of traffic densities reflect the rapid reduction of population transmission after lockdown implementation with the rate of higher than 90%, and the transportation recovery after lockdown lift.

The manuscript was organized as follows. Section 2 introduces the study site, remote sensing data collected and data pre-processing. In the section 3, we describe the vehicle detection method, including vehicle candidate extraction and deep learning identification. Then, in section 4 and 5, we present detailed analysis about traffic density variation throughout the whole progress of Wuhan lockdown. Finally, we draw a conclusion in section 6.
2. Study Site

Figure 1. GF-2 high resolution remote sensing images acquired on (a) 28 November, 2018, (b) 19 October, 2019, (c) 30 January, 2020, (d) 9 February, 2020, and (e) 18 May, 2020.

Figure 2. Timeline of Wuhan lockdown and the acquisition time of GF-2 remote sensing images.
Table 1 Metadata of high-resolution remote sensing images

| Acquisition Date | Week       | Image Time | Resolution | Solar Zenith | Satellite Zenith |
|------------------|------------|------------|------------|--------------|-----------------|
| 2018/11/28       | Wednesday  | 11:41:02   | 0.99m      | 52.26°       | 80.50°          |
| 2019/10/19       | Saturday   | 11:28:59   | 0.95m      | 41.45°       | 83.00°          |
| 2020/01/30       | Thursday   | 11:17:18   | 0.94m      | 51.99°       | 63.03°          |
| 2020/02/09       | Sunday     | 11:19:49   | 1.02m      | 49.10°       | 69.19°          |
| 2020/05/18       | Monday     | 11:24:28   | 0.96m      | 16.54°       | 88.46°          |

In order to quantitatively evaluate the traffic density changes during the whole progress of Wuhan lockdown, we collect 5 sets of GF-2 high-resolution remote sensing images, acquired on 28 November, 2018, 19 October, 2019, 30 January, 2020, 9 February, 2020, and 18 May, 2020, separately (as shown in Figure 1). The metadata is shown in Table 1. The acquisition time are before, during, and after Wuhan lockdown, thus these remote sensing images have the ability to reflect the situations throughout the whole progress of COVID-19 epidemic in Wuhan, as shown in Figure 2. The images shown in Figure 1 (a), (c), (e) were all acquired in weekdays, thus are comparable and unaffected to weekends. It is worth noting that since the first 4 images were acquired in winter, the solar zeniths are all large, which means there are large areas of shadows.
on these images, while the last image has a small solar zenith with few shadow coverages. The different coverages of shadows will result in different observation road areas, which is considered in our study. The satellite zeniths of the two images acquired during lockdown differ from those of the other three images, which lead to more oblique buildings on the images blocking more vehicles on the roads.

Each image set contains several GF-2 high-resolution images, and was mosaic into a large image after carefully co-registration. GF-2 high-resolution image data provide 4 multispectral bands with the resolution of 3.2m, and 1 pan band with the resolution as high as 0.8m. For extracting vehicles on the road, we used the fused images after GS pan-sharpening, and NDVI (Normalized Difference Vegetation Index) images to mask false alarms. The resolutions of pansharpened images are approximately 1m, as listed in Table 1.

The common region of these 5 multi-temporal images was extracted for comparison, as shown in Figure 3 (a). It covers two main parts of Wuhan city (Hankou and Hanyang), and unfortunately, there was few GF-2 image data covering the rest one (Wuchang). The study site has the area of $1273.61 km^2$, which covers 14.79% area of Wuhan city ($1273.61 km^2/8608.91 km^2$) and 41.59% area of city center inside the third ring road ($218.06 km^2/524.29 km^2$). Therefore, the study site is representative to evaluate the traffic density changes during Wuhan lockdown.

Besides the remote sensing image, we also selected open street map (OSM) of the whole Wuhan city to extract roads, as shown in Figure 3 (b). The five images were all
registered to OSM to reduce mis-registration error. The lines with the selected “highway” attributes were used to extract roads, including “motorway”, “primary”, “secondary”, “tertiary”, “trunk”, “unclassified” and their corresponding “link” (OpenStreetMap Wiki 2020). Buffer with 20m on both sides of OSM road lines were implemented to extract roads from high-resolution images.

Since some roads in city center will be obstructed by high buildings resulting in false alarms, ring roads and high-level roads were also used for a better estimation of traffic density changes, as shown in Figure 3 (c). A buffer with 40m on both sides of ring roads and high-level roads were generated for statistics. These two kinds of roads are categorized into “main roads”.

3. Methodology for Vehicle Detection

![Figure 4. Example of vehicles in GF-2 image with the resolution of 0.9m.](image)

As shown in Figure 4, the vehicles on GF-2 image with the resolution of 0.9m do not show enough shape information for identification. They are very easy to be misclassified with other landscapes. Fortunately, the vehicles on the road have two characteristics: firstly, they are anomalous from the road; secondly, they still contain
some characteristics considering their road backgrounds. Therefore, we utilize a vehicle
detection method combing candidate extraction by morphology filter and identification
by deep learning, which was firstly proposed in our previous work (Wu et al. 2021b).

The flowchart of the vehicle detection method is shown as Figure 5. OSM data was
used to separate roads from the image. Morphology filters of top hat and bottom hat
were implemented to find bright objects and dark objects. Shape filters with area rule,
shape rule and compactness rule were used to filter out unlikely candidates, and anchors
were generated according to shape direction and zoom factor. Then, positive samples
and negative samples were selected and inputted into the multi-branch deep learning
network. The anchors with high possibilities were remained and finally determined with
NMS process.
3.1. Vehicle Candidate Extraction

Considering that vehicles on the remote sensing image with the resolution of 0.9m do not contain detailed shape features, it is difficult to detect vehicle objects directly. We decided to utilize the unsupervised method as preprocessing to find vehicle candidates and reduce the interference factors on the road, such as road dividers, pedestrian crossings, highway lane markers, and so on.

We assume that, the vehicles must be significantly different from the roads visually. Therefore, we utilize TopHat and BottomHat morphology process to separate white vehicles and dark vehicles from the roads; then, vehicle shadows adjacent to white
vehicles are removed; and finally, these objects are filtered according to their areas, shapes, and compactness. The detailed processes are described as follows:

In this paper, the Open Street Map dataset covering Wuhan city was used to extract roads with a buffer of 20m. For each band, $7 \times 7$ TopHat and BottomHat morphology filters are applied separately to each band of multi-spectral images to separate bright and dark objects from the background. In order to fuse the multispectral information, the TopHat and BottomHat density images are obtained by calculating the $l_2 - norm$ of the filter results. Two thresholds are determined by visual interpretation to extract binary maps of bright and dark pixels. Besides, NDVI image is calculated and thresholded to obtain vegetation mask for avoiding false alarms.

After masking with NDVI mask, the binary TopHat and BottomHat maps are clustered into bright and dark objects by the connectivity of 8 neighbourhoods. It is worth noting that shadows accompanying bright vehicles will be remained in BottomHat maps and seriously disturb the determination of dark vehicles. Therefore, we remove the dark objects if they are adjacent to bright objects with a assigned proportion such as 30%. At the same time, if the dark objects have a quite good shape alike vehicles, they will be remained for deep learning identification.

Then, the bright and dark objects are filtered by shape filters with some prior rules. There are three kinds of indicators in shape filter: (1) area indicates the area of objects; (2) shape includes the width, length, and aspect ratio indicating the ratio of width and height of the minimum bounding rectangle; and (3) compactness contains filling
proportions of contour hull or minimum bounding box.

All the thresholds of shape filter are determined by expert knowledge, and selected to remove the interferences very unlikely to be vehicles. The filter rules are set as follows:

1. Area rule: The area of objects should be higher than 2 pixels and smaller than 200 pixels;

2. Shape rule: After the minimum bounding box of objects is obtained, the length should be lower than 28 pixels (25m considering the resolution), the width should be lower than 9 pixels (8m), and the aspect ratio should be lower than 8.

3. Compactness rule: The filling proportion of contour hull should be higher than 0.9, while the filling proportion of minimum bounding box should be higher than 0.55.

Finally, the bright and dark objects are combined for vehicle candidates. Since these objects may not be very accurate to represent vehicles considering the low resolution of approximately 1m, we generate anchors centering the objects with a set of zoom ratios. The zoom ratio of length for minimum bounding box is [1, 1.5, 2], and that for width is [1, 1.25, 1.5]. The anchors will be also generated in their vertical direction. Only if the aspect ratio is higher than 0.6, the vehicle direction is fixed in one direction. After the anchor generation, each object will contain 9 or 18 anchor candidates, and these anchor candidates are inputted into deep learning network for identification.
3.2. Deep Learning Identification

After the vehicle candidates are extracted by morphology filter and shape filter, we utilize a multi-branch CNN model to perform binary classification for refining vehicle detection. Since the vehicle doesn’t contain enough shape information in such a resolution of 1m and must be identified considering road background, we choose three image patches with different input sizes centered on anchor candidates. The first input is a window patch with the size of $48 \times 48$, which is larger than a vehicle object without doubt and provides background information; the second input is a sub-window patch with the size of $12 \times 24$ aligned with the direction of anchor, which provides the information from the background and the vehicle; the third input is the anchor, which is aligned with the anchor and resized to the same size of $12 \times 24$ for batch process.

The architecture of network derived from vgg16, whereas is simplified due to the small size of input patch. The detailed architecture is shown in Table 2. Since the sizes of sub-window patch and anchor are smaller than the window patch, these two branches contain fewer layers. The three branches are firstly pre-trained with separate fully connected layers, and then these three convolutional branches are connected by concatenating to one new fully connected layer. The output is activated by sigmoid function to be changed (1) or unchanged (0).
All these networks are trained with the same sets of training samples. Since we have extracted lots of vehicle candidates from the images, the vehicle and non-vehicle training samples are all selected from the candidates. The numbers of training samples in each image are shown in Table 3. It can be observed that the numbers of non-vehicle samples in these five images are similar, whereas vehicle samples during Wuhan lockdown are quite fewer. This is because vehicle numbers on the road during lockdown decrease too heavily to find abundant vehicle samples. Random flipping (both vertically and horizontally) is applied with a pre-defined probability as data augmentation.

According to previous research, the model trained with all the samples from multi-temporal images is the most robust (Wu et al. 2021b). The model trained with all samples and fine-tuned to the specific image shows higher detection rate, which may

| Input (48 × 48 patch) | Input (12 × 24 patch) | Input (12 × 24 anchor) |
|-----------------------|-----------------------|------------------------|
| conv3-64              | conv3-64              | conv3-64               |
| conv3-64              | conv3-64              | conv3-64               |
| maxpool2              | maxpool2              | maxpool2               |
| conv3-128             | conv3-128             | conv3-128              |
| conv3-128             | conv3-128             | conv3-128              |
| maxpool2              | maxpool2              | maxpool2               |
| conv3-256             | conv3-256             |                         |
| maxpool2              |                       |                        |

**Pre-training**

- fc-4096          fc-2048          fc-2048
- fc-4096          fc-2048          fc-2048
- fc-1            fc-1            fc-1
- sigmoid        sigmoid        sigmoid

**Training**

- concatenating
- fc-4096
- fc-4096
- fc-1
- sigmoid
be more suitable for detecting vehicles in the image during Wuhan lockdown. Therefore, in the 5 images, the results are obtained with the model trained with all samples, where the 2 images during Wuhan lockdown are interpreted with the model fine-tuned to the specific image.

| Image Date       | Vehicle Samples | Non-Vehicle Samples |
|------------------|-----------------|---------------------|
| 2018/11/28       | 3272            | 9888                |
| 2019/10/19       | 3200            | 9122                |
| 2020/01/30       | 800             | 11024               |
| 2020/02/09       | 800             | 11010               |
| 2020/05/18       | 3200            | 10045               |
| **Total**        | **11272**       | **51089**           |

Table 3 Training samples for deep learning network in each remote sensing image

Binary cross-entropy is used as the loss function of optimization. In order to balance the sample numbers of vehicles and non-vehicles, a simple weight process is utilized in loss calculation, where \((n_v + n_n)/2n_v\) is assigned to vehicle samples and \((n_v + n_n)/2n_n\) is assigned to non-vehicle samples. In the training procedure, an Adam optimizer (Kingma and Ba 2014) with initial learning rate of \(1e^{-4}\) is used. The batch size and number of epochs are set as 200 and 100, respectively. We use a warmup learning rate scheduler strategy (Gotmare et al. 2019). Specifically, the learning rate firstly goes up from \(1e^{-4}\) to \(1e^{-3}\) linearly in the first 20 epochs and decays by 0.8 every epoch in consequent, while in the optimization of the window patch branch and the whole network, the start learning rate and max learning rate are assigned as \(1e^{-5}\) and \(1e^{-4}\).

After the training process, the threshold of 0.5 was used in vehicle detection in the whole region to distinguish vehicles and non-vehicles.
3.3. Post-processing

After deep learning identification, lots of anchors centering the vehicles will be remained. In order to find the most accurate anchor for each vehicle, we utilize a modified NMS (Non-Maximum Suppression).

In the modified NMS, the anchors with larger width, height and aspect ratio than the shape filter rule will be removed firstly. Then, the Intersection over Union (IOU) and Intersection over Area (IOA) are both used to filter out overlapping anchors. Finally, for the overlapping anchors, the specific anchor, which has the probability smaller than the maximum one with less than 0.05 but shows the minimum area, will be selected as the remaining anchor to better fit the vehicle shape.

In the final detection results, the shadow coverage will lead to an unfair comparison, since the last image after lockdown lift was acquired in summer, and has a quite small solar zenith with fewer shadow coverages than the other 4 images. It means that the observation road area on the last image is larger than those on the first 4 images. Therefore, in order to implement a reasonable analysis, we utilize a method of shadow removal in the statistics of vehicle counts.

In this process, we use Tsai shadow detection method (Tsai 2006) and manually defined thresholds to separate binary shadow coverages in the five remote sensing images. A $3 \times 3$ closing morphology filter and $7 \times 7$ opening morphology filter were implemented on these binary shadow maps to filter out small interferences and retained large shadow regions. The union of all shadow maps was finally used to erase
vehicle detection results in all the 5 remote sensing images, to guarantee the same
observation road areas for a fair comparison.

4. Experimental Results

4.1. Accuracy Assessment

In order to quantitatively evaluate the performance of the proposed vehicle detection
algorithm, we selected 9 same regions for all the multi-temporal images with the total
coverage area of $75k m^2$, where 5628 vehicles are labelled totally. A small sub-region
used in accuracy evaluation is shown in Figure 6, where most vehicles were correctly
detected visually, and not many false alarms were remained in the images.

Precision rate, recall rate and F1 score are used for assessment. It can be observed
that vehicle candidate extraction firstly extracts most vehicles on the road with a high
recall rate, whereas there are many false alarms with a low precision rate. After deep
learning identification, most false alarms can be removed with the obviously increased
precision rate and slightly reduced recall rate. For the three images before and after
lockdown, the accuracies are as high as 70%, while the two images during lockdown only get the accuracy of approximately 47%. The reason is that during Wuhan lockdown, there are only a few vehicles on the road, whereas the interferences causing false alarms still exists. The average accuracy can reach 62% according to accuracy assessment, which is satisfactory considering the resolution of only about 1m.

| Vehicle Candidate | Single Image Training | All Images Training without Weighting | All Images Training with Weighting | All Images Training with Single Image Fine-tune |
|-------------------|-----------------------|--------------------------------------|-----------------------------------|-----------------------------------------------|
| **2018/11/28**    |                       |                                      |                                   |                                               |
| Precision         | 9.63%                 | 54.29%                               | 73.96%                            | 77.44%                                        |
| Recall            | 89.82%                | 79.87%                               | 73.53%                            | 73.88%                                        |
| F1                | 17.40%                | 64.64%                               | 73.75%                            | 75.62%                                        |
| **2019/10/19**    |                       |                                      |                                   |                                               |
| Precision         | 8.63%                 | **73.45%**                           | 65.60%                            | 69.11%                                        |
| Recall            | **93.61%**            | 75.49%                               | 80.66%                            | 79.75%                                        |
| F1                | 15.81%                | 74.45%                               | 72.35%                            | 74.05%                                        |
| **2020/01/30**    |                       |                                      |                                   |                                               |
| Precision         | 0.73%                 | 37.43%                               | 31.39%                            | **42.24%**                                    |
| Recall            | **74.80%**            | 54.47%                               | 56.91%                            | 53.66%                                        |
| F1                | 1.45%                 | 44.37%                               | 40.46%                            | 40.74%                                        |
| **2020/02/09**    |                       |                                      |                                   |                                               |
| Precision         | 1.02%                 | 41.99%                               | 37.50%                            | **43.27%**                                    |
| Recall            | **84.66%**            | 40.21%                               | 55.56%                            | 50.79%                                        |
| F1                | 2.01%                 | 41.08%                               | 44.78%                            | 42.48%                                        |
| **2020/05/18**    |                       |                                      |                                   |                                               |
| Precision         | 11.96%                | 66.80%                               | 70.97%                            | **73.14%**                                    |
| Recall            | **89.86%**            | 72.19%                               | 70.97%                            | 72.28%                                        |
| F1                | 21.11%                | 69.39%                               | 70.97%                            | **72.70%**                                    |
| **AVERAGE**       |                       |                                      |                                   |                                               |
| Precision         | 6.39%                 | 54.79%                               | 55.88%                            | **59.54%**                                    |
| Recall            | **86.55%**            | 64.45%                               | 67.52%                            | 66.07%                                        |
| F1                | 11.55%                | 58.79%                               | 60.46%                            | **62.56%**                                    |

In the evaluation of different settings of the proposed deep learning network, most results trained with all images get better performances than those with a single image,
which indicates that more samples will result in a better optimization of network. The results trained with weighting process shows a slight improvement than those without weighting, which indicates that the weighting has the ability to deal with the imbalance of vehicle and non-vehicle samples. If the model is fine-tuned with the specific image after trained with all images, the results will get obvious improvements for the two images during lockdown. This may be because the fine-tune will make the model more effective in detecting vehicles in the specific image, which is more suitable when the vehicles on the road are rare during lockdown. Therefore, in the following contents, we choose the results with all images for the images acquired on 28 November, 2018, 19 October, 2019, and 18 May, 2020, while select the results after fine-tune for the images on 30 January, 2020, and 9 February, 2020.

4.2. Experimental Results

In the experiment, we implemented the proposed vehicle detection algorithm on the whole study site. The vehicles detected are labeled with yellow rectangles. In Figure 7, we show 2 typical regions in these two multi-temporal remote sensing images. Figure 7 (a) - (e) shows Hangkong Road flyover near Wushang Plaza, which is one of the most popular shopping centers in Wuhan. It illustrates that during Wuhan lockdown, the number of vehicles on these roads takes a rapid decrease, and after lockdown lift, the vehicle count increase approaching the traffic situation before lockdown. Furthermore, many detected objects in the image during lockdown belong to false alarms visually,
which will lead to low accuracies for these 2 images. Figure 7 (f) - (j) shows Zhuyeshan Road flyover on the 2nd ring road of Wuhan, where there are always heavy traffic jams in weekdays. The decrease of traffic density after the implementation of Wuhan lockdown, and the increase after lockdown lift can be easily observed. It is worth noting that there are lots of miss detections in the heavy traffic jam of Figure 7 (f), since the basic assumption of the proposed method is to distinguish vehicles contrast to road background, which is not satisfied in a traffic jam.

![Vehicle detection results of Hangkong Road flyover acquired on (a) 28 November, 2018, (b) 19 October, 2019, (c) 30 January, 2020, (d) 9 February, 2020, and (e) 18 May, 2020; Vehicle detection results of Zhuyeshan Road flyover acquired on (f) 28 November, 2018, (g) 19 October, 2019, (h) 30 January, 2020, (i) 9 February, 2020, and (j) 18 May, 2020. The yellow rectangles indicate the detected vehicles, and the numbers in the bottom right corner indicate the vehicle counts in the images.](image)

Figure 7. Vehicle detection results of Hangkong Road flyover acquired on (a) 28 November, 2018, (b) 19 October, 2019, (c) 30 January, 2020, (d) 9 February, 2020, and (e) 18 May, 2020; Vehicle detection results of Zhuyeshan Road flyover acquired on (f) 28 November, 2018, (g) 19 October, 2019, (h) 30 January, 2020, (i) 9 February, 2020, and (j) 18 May, 2020. The yellow rectangles indicate the detected vehicles, and the numbers in the bottom right corner indicate the vehicle counts in the images.

The statistics of vehicle numbers and the corresponding dropping percentages are shown in Table 5. The vehicle numbers extracted from image on 28 November, 2018 are regarded as the basis to calculate the dropping percentage. It can be seen that after
shadow removal, only the vehicle counts on the last images show obvious reduction.

The reason is that the solar zeniths of the other four images are similar and large, while only that of the last image was acquired in summer with a small solar zenith, as shown in Table 1. As a result, the shadow coverages on the first 4 images are also similar and larger than that on the last image. Therefore, shadow removal is meaningful for a fair comparison among these 5 images.

**Table 5 Statistics of counts and dropping percentage of all vehicles and vehicles on main roads before or after shadow removal.**

|                      | 2018/11/28 | 2019/10/19 | 2020/01/30 | 2020/02/09 | 2020/05/18 |
|----------------------|------------|------------|------------|------------|------------|
| **Before Shadow Removal** |            |            |            |            |            |
| All Vehicle         | 52850      | 49391      | 7643       | 10541      | 85679      |
| Vehicle On Main Road | 23456      | 18749      | 1661       | 1831       | 25596      |
| **Dropping Percentage (All)** | -7%        | -86%       | -80%       | +62%       |            |
| **Dropping Percentage (Main Road)** | -20%       | -93%       | -92%       | +9%        |            |
| **After Shadow Removal** |            |            |            |            |            |
| All Vehicle         | 51284      | 47233      | 7426       | 10118      | 75172      |
| Vehicle On Main Road | 22630      | 17759      | 1602       | 1825       | 22862      |
| **Dropping Percentage (All)** | -8%        | -86%       | -80%       | +47%       |            |
| **Dropping Percentage (Main Road)** | -22%       | -93%       | -92%       | +1%        |            |

The changing tendency of vehicle counts is also shown in Figure 8. It can be observed that there is a decrease of traffic density, especially on main roads, on 19 October, 2019, which is due to the weekend impact. After the implementation of Wuhan lockdown, the vehicle numbers dropped with the percentages of higher than 80%, and even higher than 90% on main roads. Considering there were lots of vehicles parked at the roadside during lockdown, which is forbidden in normal days, the dropping percentages for vehicles on main roads may be more accurate to represent the true situation. After lifting Wuhan lockdown, the vehicle number shows an obvious increase to normal days. It is
a little strange that the vehicle number is higher than that before lockdown. By observing the detection results in detail, we find that even though many vehicles drive out from parking lots and run on the road, there were still lots of parking vehicles at the roadside on 18 May, 2020. If we look at the dropping percentage on main road, the only 1% increase belongs to the normal variation.

Figure 8. Number changes of all vehicles and vehicles on main roads after shadow removal.

(a) (b)
In order to make a global evaluation, we make a statistics of vehicles in 300m × 300m blocks throughout the whole study site after shadow removal. The figures for the statistics before, during and after Wuhan lockdown are shown in Figure 9. In Figure 9 (a), (b) and (e), the distributions of traffic density show the structure and road network of Wuhan city. However, in Figure 9 (c) and (d) during Wuhan lockdown,
the vehicle numbers on the road rapidly decrease throughout the whole city. Considering all the public transports had been stopped in the beginning of city lockdown, Figure 9 (a) – (d) provide the evidence that the whole city paused to limit intracity population transmission to mitigate the growth of epidemic. In Figure 9 (e), it can be observed that the transportation resumed normal work in a certain degree after lockdown lift in April.

5. Discussion

5.1. Accuracy Analysis

Even though we have tried our best to detect vehicles accurately, considering the resolution of remote sensing image, there are still many factors leading to false alarms and omission errors. The main effect factors are summarized as follows:

(1) The resolution of remote sensing image is the main factor affecting accuracy. With the resolution of 0.9m, there is no enough shape information to identify vehicles. The feasible way is to find out vehicles contrast to the road and refine the results considering their neighbor information. However, some interferences, such as road marks and building edges, show quite similar shapes with vehicles, thus it is difficult to distinguish in such a resolution.

(2) During Wuhan lockdown, lots of vehicles were parked at the roadside, which is not allowed in normal days. It is hard to distinguish parking vehicles and running vehicles in remote sensing images. These detected vehicles will lead to the under-
estimation of traffic density reduction during lockdown.

(3) In normal days, there will be traffic jams or vehicle parking before traffic light. Since the basic assumption of the proposed method is to find out vehicles contrast to background, the vehicles parked with small spacing in such situations are hard to be extracted. Considering traffic jams and vehicle parking before traffic light didn’t exist in the period of lockdown, the reduction of transportation density will also be underestimated due to this cause.

(4) Since the observation view of these five images are different as shown in Table 1, more obstructions of high buildings will be observed in the image during lockdown, which will result in the reduction of vehicle counts.

By summarizing all the possible factors, it can be found that the traffic density reduction during lockdown is highly possible to be under-estimated. Since the main roads, including high-level roads and ring roads, will have wider roadways, fewer interferences and cannot park vehicles, the changes of traffic density on main roads with the decrease of higher than 90% are more meaningful and representative to study the real situation under transportation ban in Wuhan.

5.2. **Limitations**

It is better to utilize image series with a short interval to evaluate the traffic tendencies during the whole progress of Wuhan lockdown. However, for most remote sensing satellite sensors with the resolution higher than 1m, it is hard to obtain and store
time-series images with a very high temporal resolution. Some sensors, such as Planet, can get the temporal images with the frequency of about 7 days, whereas its resolution only reaches 3m, which is hard to distinguish vehicles with a normal size smaller than $1 \times 2$ pixels from other interferences on the roads (Chen et al. 2021). Therefore, by looking at all the available remote sensing images with the resolution of about 1m, we selected GF-2 image series covering the whole period of Wuhan lockdown to study the traffic density tendency.

3 of these 5 images were acquired in weekends, which are comparable for the reduction or increase of traffic density throughout the lockdown period. 2 images were acquired during the beginning of Wuhan lockdown, which can reflect the real traffic situation excluding exception. Although one image was acquired on 9 February, 2020, when is a weekday, it has no influence on the traffic situation due to the strict lockdown policy.

In order to better extract vehicles from the image, we utilize morphology filter to find vehicle candidates and refine the results with deep learning network. The basic assumption is that the vehicles should be different from the road background. However, in the resolution of approximately 1m, some vehicles may be connected to other vehicles, roadsides and other interferences in the view of images. These vehicles will be falsely filtered out due to the shape filter rules. Some interferences, such as road marking paints, is hard to be distinguished with the true vehicles in such a resolution. The accuracy of vehicle extraction will be more seriously affected in the images
acquired during lockdown, since fewer vehicles run on the road whereas the interferences still exists. How to improve the accuracy of traffic density estimation in the remote sensing imagery with a normal spatial resolution is the focus of our future work.

5.3. Correlation and Difference with Previous Works

In our previous work (Wu et al. 2021a), we have collected multitemporal high-resolution remote sensing images before and after lockdown implementation covering six cities around the world, including Wuhan, Milan, Madrid, Paris, New York, and London. The traffic density changes caused by lockdown were evaluated and regressed with lockdown stringency to quantify the impact of city lockdown. Since the previous work and this manuscript belong to a series of research, they have some similarities, such as vehicle detection model and the procedure. However, these two works also have different focus and contributions as follows:

1) The previous work focuses on the comparison between different cities around the world with two remote sensing images, while this works focuses on the temporal variations before, during and after Wuhan lockdown with a time-series images. In this work, two images were acquired before city lockdown, two images were acquired during lockdown, and one image was collected after lockdown lift. The reduce of traffic density shows the impact of lockdown policy on limiting intracity population transmission, and the recovery after lockdown lift indicates the life in Wuhan turn into normal in May.

2) These two works are based on different high-resolution remote sensing satellites. The previous work collected Pleiades and Worldview with the resolution of about 0.5m, while this work used GF-2 images with the resolution of about 1m. Since the resolution of GF-2 imagery is nearly 2-time lower than Pleiades and
Worldview, there are much fewer spatial details of vehicle in this image. Therefore, in this work, we improved the network structure to fit the resolution.

3) In the previous work, in order to fit similar areas of other study cities, we only selected study region with the area of 171.00 km$^2$ inside the second ring road of Wuhan. In this work, we choose the maximum common region of the five available multi-temporal images, which contain the area of 1273.61 km$^2$, 7.5 times larger than that in the previous work. Therefore, the coverage of Wuhan city in this work is much larger and complete.

6. Conclusion

In order to reduce the spread of COVID-19, government enacted a strict lockdown policy in Wuhan from 23 January, 2020, including a transmission control for all inbound/outbound transportation, and a transportation ban policy inside the city (Chinazzi et al. 2020; Kraemer et al. 2020; Tian et al. 2020). Lots of researches have indicated that human mobility control between cities and provinces have slowed the epidemic progression obviously (Jia et al. 2020). Whereas, few studies focus on the transportation ban inside the city, which may be because that the measurement of transportation ban is hard to implemented. Therefore, we collected 5 high-resolution remote sensing image datasets acquired before, during and after Wuhan lockdown by a Chinese satellite GF-2, to analyze the traffic density variation caused by the implementation and lift of transportation ban inside the city.

Due to the resolution of approximately 1m, the traditional object detection methods
are unable to detect vehicles without detailed shape information. We utilize a vehicle
detection method combining candidate extraction by morphology filter, and vehicle
identification by a multi-branch CNN model considering their road background. The
experiment and accuracy evaluation show that our method obtained satisfactory
performances in these images considering the spatial resolution.

With the experimental results, we find that the traffic density in Wuhan dropped with
a percentage higher than 80% after the implementation of lockdown policy.
Considering the interferences, the dropping percentage of main roads should be more
reasonable with the value higher than 90%. After the lockdown was lifted, the traffic
density returned to a normal rate on main roads. Whereas, there are still some vehicles
parking at the roadside, which lead to higher vehicle counts on the residential roads.
Considering the public transports have been shut down in the period of Wuhan
lockdown, the significant reduction of vehicle counts on the roads indicates that the
lockdown policy in Wuhan show effectiveness in controlling intracity human
transmission. The recovery of traffic density after lockdown lift also show the city
returned to normal little by little.
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