Impact of dipole-dipole interactions on motility-induced phase separation
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We present a hydrodynamic theory for systems of dipolar active Brownian particles which, in the regime of weak dipolar coupling, predicts the onset of motility-induced phase separation (MIPS), consistent with Brownian dynamics (BD) simulations. The hydrodynamic equations are derived by explicitly coarse-graining the microscopic Langevin dynamics, thus allowing for a quantitative comparison of parameters entering the coarse-grained model and particle-resolved simulations. Performing BD simulations at fixed density, we find that dipolar interactions tend to hinder MIPS, as first reported in [Liao et al., Soft Matter, 2020, 16, 2208]. Here we demonstrate that the theoretical approach indeed captures the suppression of MIPS. Moreover, the analysis of the numerically obtained, angle-dependent correlation functions sheds light into the underlying microscopic mechanisms leading to the destabilization of the homogeneous phase.

1. Introduction

Active systems are composed of large numbers of individual units that constantly consume energy at the level of each constituent and convert it into directed motion [1, 2]. Many examples on different length scales can be found in the biological world, ranging from animal groups [3, 4], to cells [5, 6] and bacteria [7, 10]. The increasing interest in these systems, which are intrinsically out of equilibrium, has also fostered the engineering of synthetic active particles designed and controlled in the lab. Prominent examples are active colloids capable of self-propulsion due to applied electric [11, 15] or magnetic [16–19] fields, light [20, 21] or chemical gradients [22, 24].

It is now well established that large ensembles of active particles display a wide variety of complex behaviors, like flocking [3, 25, 26], swarming [8, 27, 28], mesoscale turbulence [29, 33] or chaining [34, 36]. A further intriguing phenomenon taking place in active systems with steric interactions is a full phase separation leading to the coexistence of a dense cluster and a dilute gas-like phase. This phenomenon, known as motility-induced phase separation (MIPS) [37–42], somewhat resembles the vapor-liquid phase transition in equilibrium systems with attractive interactions. In active systems, however, the transition is solely induced by activity. In particular, MIPS results from the interplay between self-propulsion and steric effects, which triggers the slowing-down of particles upon collision and creates a positive feedback mechanism by which particles accumulate in dense regions and further slow down. MIPS has been reported in many numerical simulation studies of different models. These include, in particular, active Brownian particles (ABP) [38, 39, 42–44], arguably one of the simplest microscopic models of active matter, which describe isotropic self-propelled disks or spheres (2D or 3D models) interacting only through volume exclusion. At a theoretical level, MIPS has also been explained by means of various types of continuum theories [44–48].

Recently, a line of research has specifically focused on understanding the impact of aligning mechanisms on the collective behavior of self-propelled particles [49–64], paying special attention to the effect they have on MIPS. This has been tackled both in particle-resolved simulations [51, 52, 55, 57, 60, 62, 64] and also by deriving coarse-grained descriptions [33, 60, 61, 63, 64], which often provide a deeper insight into the underlying mechanisms governing the system’s phase behavior. It has been shown that the resulting impact of aligning interactions on MIPS depends very much on the origin and type of interactions, and resulting torques, considered. In the case of ‘steric’ alignment due to collisions of elongated particles, the phase separation induced by motility disappears as soon as shape anisotropy sets in [51, 55, 60, 61]. On the contrary, MIPS is promoted by torques leading to autotaxis [63] and also in the presence of polar velocity-alignment in discoidal self-propelled particles [49, 52, 64]. Further, MIPS remains essentially unaffected by nematic interactions between disks [64].

In the present paper we consider the more complex case of dipolar interactions, which have been less investigated but appear in a number of experimental systems. Examples are ferromagnetic rollers which show flocking and vortex states in applied alternating fields [19, 65] or Janus colloids half-coated with a metallic cap [12, 15, 63]. The resulting (induced) dipole-dipole interactions can give rise to swarming, chaining and clustered states.

It has been recently reported in numerical simulations of dipolar active Brownian particles that dipole-dipole interactions actually hinder MIPS [62]. This finding is in contrast with, e.g., Vicsek-like interactions [49, 52, 64], showing that details of the anisotropy play an important role.
role. There is, however, so far no (coarse-grained) theory describing systems of self-propelled particles with dipolar interactions, which, due to their long-range nature and to the fact that they depend on both the orientation and spatial configuration of a pair of particles, pose a severe challenge for hydrodynamic theories. This is the goal of the present paper. We derive a continuum theory for systems of dipolar active disks starting from their microscopic dynamics, described by the $N$-body Smoluchowski equation. Specifically, we consider the model system first proposed in [62], which describes systems of ABP with an embedded point dipole moment in their center. In order to derive the theoretical coarse-grained model, we extend the approach introduced in [45, 47] for pure ABP, to the case of dipole-dipole interactions. The theoretical framework allows for a direct mapping between the continuum and the microscopic model. We show that the hindering of MIPS due to dipolar interactions is indeed captured by the continuum description. Moreover, the coarse-grained model, combined with results of Brownian dynamics simulations, gives a quantitative prediction of the onset of phase separation. Therefore, our results help to elucidate the complex mechanisms behind the suppression of MIPS in the presence of dipolar interactions.

The paper is organised as follows. In Section II, we introduce the microscopic model we consider. In Section III, we present the derivation of the coarse-grained hydrodynamic model starting from an $N$-body Smoluchowski equation. We then perform a linear stability analysis that leads to the prediction of the onset of MIPS, in the presence of dipolar interactions. Section IV is devoted to the comparison between the microscopic model and the coarse-grained description. To this end, we first present results from Brownian dynamics simulations and then explain how to establish the mapping between the particle-based model and the continuum description. This provides us with the tools to finally compare quantitatively both approaches.

II. Model

We consider a two-dimensional system of $N$ disk-like particles with positions $\mathbf{r}_i$ and orientations $\mathbf{e}_i = (\cos \varphi_i, \sin \varphi_i)^T$, $\varphi_i$ being the polar angle. The system’s dynamics is governed by the overdamped Langevin equations

$$\dot{\mathbf{r}}_i = \beta D_t \left( F_0 \mathbf{e}_i - \nabla_i U + \eta_i \right),$$

$$\dot{\varphi}_i = \beta D_r \left( -\partial_{\varphi_i} U + \nu_i \right).$$

The particles’ positions are subject to thermal noise, $\eta_i$, which mimics the impact of the surrounding solvent and has zero mean and delta-like temporal correlations, i.e., $\langle \eta_i(t) \rangle = 0$, $\langle \eta_i(t) \otimes \eta_j(t') \rangle = 2 \delta_{ij} \delta(t - t') \delta^2(D_r)$. Here, $\beta = (k_B T)^{-1}$ (with $k_B$ Boltzmann’s constant and $T$ being the temperature) is the inverse thermal energy, $D_t$ is the translational diffusion coefficient and the symbol $\otimes$ represents the dyadic product. Likewise, orientations are subject to rotational noise, $\nu_i$, with $\langle \nu_i(t) \rangle = 0$, $\langle \nu_i(t), \nu_j(t') \rangle = 2 \delta_{ij} \delta(t - t')/(\beta^2 D_r)$, and $D_r$ is the rotational diffusion coefficient.

Each particle self-propels at constant speed $v_0 = \beta D_t F_0$ along the instantaneous orientation $\mathbf{e}_i$. In addition, particles carry a permanent dipole moment $\mu_i = \mu \mathbf{e}_i$ in their center. We choose $\mu = \mathbf{1}$, so that the particle’s direction of self-propulsion always coincides with its dipole orientation.

The conservative interaction potential between pairs of particles is assumed to have two contributions stemming from steric (excluded-volume) and dipole-dipole interactions,

$$U(\{\mathbf{r}_i\}, \{\varphi_i\}) = \sum_{i=1}^{N} \left( \sum_{j<i}^{N} u_{sr}(r_{ij}) + \sum_{j<i}^{N} u_{dd}(r_{ij}, \mu_i, \mu_j) \right),$$

(3)

where $r_{ij} = |\mathbf{r}_j - \mathbf{r}_i|$.

The steric repulsion between the disks is modeled using a Weeks-Chandler-Anderson (WCA) potential,

$$u_{sr}(r_{ij}) = \begin{cases} 4 u_0 \left( \frac{\sigma}{r_{ij}} \right)^{12} - \left( \frac{\sigma}{r_{ij}} \right)^6 + \frac{1}{4} & r_{ij} \leq R, \\ 0 & r_{ij} > R, \end{cases}$$

(4)

where the cutoff distance is $R = 2^{1/6} \sigma$, with $\sigma$ being the particle’s diameter, and $u_0$ the interaction strength. Further, the dipolar interactions are described by the usual (three-dimensional) dipole-dipole potential,

$$u_{dd}(r_{ij}, \mu_i, \mu_j) = \frac{\mu_i \cdot \mu_j}{r_{ij}^3} - 3 \frac{(\mu_i \cdot \mathbf{r}_{ij})(\mu_j \cdot \mathbf{r}_{ij})}{r_{ij}^5}$$

(5)

which is long-ranged ($\sim r^{-3}$) and non-separable, that is, in $u_{dd}$ the spatial configuration of the dipole moments is coupled to their orientation. For the theoretical calculations presented in Section III, the long-range character does not impose a problem, since we are considering a two-dimensional system and thus, all spatial integrals converge. However, for the numerical (Brownian dynamics) simulations, the long-range character necessitates the use of special techniques (accompanied by larger computational cost) in order to avoid any truncation-induced bias affecting, e.g., correlation functions [65]. Here we use the 2D Ewald summation technique [62, 67]. Finally, the non-separability requires some more care in the evaluation of angular integrals, as we will discuss in Section III and Appendix A1.
III. Coarse-grained description

A. Derivation of the effective hydrodynamic equations

Following [64], we here derive hydrodynamic equations based on a Fokker-Planck approach. We start from the \( N \)-body Smoluchowski equation, corresponding to the Langevin equations, Eqs. (1) and (2), which account for the time evolution of the joint probability distribution \( \psi_N(\{r_i, \varphi_i\}; t) \),

\[
\begin{align*}
\partial_t \psi_N &= \sum_{i=1}^{N} \nabla_i \cdot (\beta D_t (\nabla_i U) \psi_N - v_0 e_i \psi_N + D_t \nabla_i \psi_N) \\
&+ \sum_{i=1}^{N} \partial_{\varphi_i} \left( \beta D_t \left( \partial_{\varphi_i} U \right) \psi_N + D_t \partial_{\varphi_i} \psi_N \right).
\end{align*}
\]

(6)

Here, \( U \) is the full interaction potential given in Eq. (3). One can then obtain the one-body distribution by integrating out \( N-1 \) positional and angular variables, \( \psi_1(r_1, \varphi_1; t) = N \int_{-\infty}^{\infty} dr_2...dr_N \int_{0}^{2\pi} d\varphi_2...d\varphi_N \psi_N \). Assuming indistinguishability of particles, this procedure yields the one-body Smoluchowski equation,

\[
\partial_t \psi_1 = -\nabla_1 \cdot (\beta D_t F(r_1, \varphi_1; t) + v_0 e_1 \psi_1 - D_t \nabla_1 \psi_1) - \frac{\partial}{\partial \varphi_1} \left( \beta D_t T(r_1, \varphi_1; t) - D_t \frac{\partial \psi_1}{\partial \varphi_1} \right).
\]

(7)

In Eq. (7) we have introduced the effective force, \( F(r_1, \varphi_1; t) \), and the scalar torque, \( T(r_1, \varphi_1; t) \), that encode the pair-wise interactions between the tagged particle (labeled 1) and the surrounding particles. Specifically, the force is given by

\[
\begin{align*}
F(r_1, \varphi_1; t) &= -N \int_{-\infty}^{\infty} \! dr_2...dr_N \int_{0}^{2\pi} \! d\varphi_2...d\varphi_N (\nabla_1 U) \psi_N \\
&= -N \int_{-\infty}^{\infty} \! dr_2 \int_{0}^{2\pi} \! d\varphi_2 \frac{\partial u_{\omega\varphi}(r_1, r_2)}{\partial r_1} \psi_2(r_1, r_2, \varphi_1, \varphi_2; t) \\
&- N \int_{-\infty}^{\infty} \! dr_2 \int_{0}^{2\pi} \! d\varphi_2 \frac{\partial u_{\mu\varphi}(r_1, r_2, \mu_1, \mu_2)}{\partial r_1} \psi_2(r_1, r_2, \varphi_1, \varphi_2; t),
\end{align*}
\]

(8)

where we have used Eq. (5), and \( \psi_2(r_1, r_2, \varphi_1, \varphi_2; t) \) is the two-body probability density. While the force involves the contributions arising from steric and dipole-dipole interactions, the torque arises solely due to the dipolar coupling and reads

\[
T(r_1, \varphi_1; t) = -N \int_{-\infty}^{\infty} \! dr_2...dr_N \int_{0}^{2\pi} \! d\varphi_2...d\varphi_N \frac{\partial U}{\partial \varphi_1} \psi_N \\
= -\int_{-\infty}^{\infty} \! dr_2 \int_{0}^{2\pi} \! d\varphi_2 \frac{\partial u_{\omega\varphi}(r_1, r_2)}{\partial r_1} \psi_2(r_1, r_2, \varphi_1, \varphi_2; t) \\
&- \int_{-\infty}^{\infty} \! dr_2 \int_{0}^{2\pi} \! d\varphi_2 \frac{\partial u_{\mu\varphi}(r_1, r_2, \mu_1, \mu_2)}{\partial r_1} \psi_2(r_1, r_2, \varphi_1, \varphi_2; t).
\]

(9)

To proceed, it is useful to define appropriate independent variables. A standard choice is to express all vectors \( (r_{12}, \mu_1, \mu_2) \) via their polar angles in a laboratory frame of reference, such that the system is fully defined by the set of variables \( (r_{12}, \omega, \varphi_1, \varphi_2) \) with \( r_{12} = r_2 - r_1 = r_{12}(\cos \omega, \sin \omega) \). Henceforth, we focus on situations where the system is homogeneous and globally isotropic, i.e., there is no global symmetry breaking. In such a situation, we can equivalently employ a body-fixed frame where all angles are expressed relative to the (arbitrary) direction of \( r_{12} \). To this end, we introduce the variables \( \theta_1 = \varphi_1 - \omega, \theta_2 = \varphi_2 - \omega \), and \( \varphi_{12} = \varphi_2 - \varphi_1 \). Note that since \( \theta_2 \) can be expressed via \( \theta_1 \) and \( \varphi_{12} \), i.e., \( \theta_2 = \varphi_{12} - \theta_1 \), we henceforth use \( \theta_1 \) and \( \varphi_{12} \) as independent variables.

We now consider the integrals appearing in the expressions for the effective force and torque (Eqs. (8) and (9)). Both expressions involve integrals over \( \varphi_2 \) and the direction of \( r_2 \), while the coordinates of particle 1, \( r_1 \) and \( \varphi_1 \), are kept fixed. Having this in mind, we can replace the integral over \( \varphi_2 \) by an integral over \( \varphi_{12} \). Further, by setting \( r_1 \) into the origin (which can be done due to the overall homogeneity of the state considered), the integral over \( r_2 \) can be expressed as \( \int dr_2... = \int dr_{12}... \). The same angular variables can also be used to express the angular dependencies of correlation functions, see Appendix A.1. Specifically, following [45], we decompose the two-body probability density as

\[
\psi_2(r_1, r_2, \varphi_1, \varphi_2; t) = \psi_1(r_1, \varphi_1; t) \tilde{p} G(r_{12}, \theta_1, \varphi_{12}; t),
\]

(10)
where \( \bar{\rho} \) is the mean density and all the structural information contained in the two-body correlations has been cast into the correlation function \( G(r_{12}, \theta_1, \varphi_{12}; t) \). Inserting Eq. (10) into the equation for the force, and projecting on the orientation of particle 1, we obtain

\[
\bar{\mathbf{e}}_1 \cdot \mathbf{F}(\mathbf{r}_1, \varphi_1; t) = -\psi_1(\mathbf{r}_1, \varphi_1; t)\bar{\rho}\zeta,
\]

where the perpendicular vector \( \bar{\mathbf{e}}_1 \cdot \mathbf{F}(\mathbf{r}_1, \varphi_1; t) \)

\[
\zeta = \int_0^\infty dr_{12} r_{12} \int_0^{2\pi} d\theta_1 \cos \theta_1
\]

\[
+ \int_0^{2\pi} d\varphi_{12} \left( -\frac{\partial u_{sr}(r_{12})}{\partial r_{12}} \right) G(r_{12}, \theta_1, \varphi_{12}; t)
\]

\[
+ \int_0^\infty dr_{12} r_{12} \int_0^{2\pi} d\theta_1
\]

\[
+ \int_0^{2\pi} d\varphi_{12} 3\mu^2 \left( \frac{\cos(\varphi_{12} + \theta_1)}{r_{12}^4} + \frac{\cos \theta_1}{r_{12}^4} \cos \varphi_{12} \right) G(r_{12}, \theta_1, \varphi_{12}; t).
\]

\[
(11)
\]

We note that the introduction of the parameter \( \zeta \) is in accordance with earlier studies [45, 64]. The idea is to express the vectorial force \( \mathbf{F} \) appearing in Eq. (8) in terms of an approximate basis spanned by \( \bar{\mathbf{e}}_1 \) and \( \nabla \psi_1 \), \( \mathbf{F} \equiv (\bar{\mathbf{e}}_1 \cdot \mathbf{F})\bar{\mathbf{e}}_1 + \left( \frac{\nabla \psi_1 - (\bar{\mathbf{e}}_1 \cdot \mathbf{F})\bar{\mathbf{e}}_1}{\nabla \psi_1} \right) \nabla \psi_1 \) (see [64] for details).

The quantity \( \zeta \) can then be interpreted as a translational friction in the direction of self-propulsion.

In a similar manner, the torque defined in Eq. (9) can be rewritten as \( T(\mathbf{r}_1, \varphi_1; t) \), where

\[
\varepsilon = \int_0^\infty dr_{12} r_{12} \int_0^{2\pi} d\theta_1 \int_0^{2\pi} d\varphi_{12} \mu^2 \left( \frac{\sin(\varphi_{12})}{r_{12}^3} + 3\sin \theta_1 \cos(\varphi_{12} + \theta_1) \right) G(r_{12}, \theta_1, \varphi_{12}; t).
\]

\[
(12)
\]

In analogy to \( \zeta \), \( \varepsilon \) can be interpreted as a rotational friction coefficient [64]. Inserting the above expressions into the 1-body Smoluchowski equation we obtain

\[
\partial_t \rho = -\nabla \cdot \left( \bar{\mathbf{e}}_1 \psi_1 - D \nabla \psi_1 \right) + \epsilon
\]

\[
(13)
\]

where we have defined an effective translational diffusion coefficient

\[
D = D_t - \beta \frac{\nabla \psi_1 - (\bar{\mathbf{e}}_1 \cdot \mathbf{F})\bar{\mathbf{e}}_1}{\nabla \psi_1},
\]

which includes a term deriving from Gram-Schmidt orthonormalization (see [64] for further details).

Following the approximation first introduced in [45], we consider \( D \) to be a constant corresponding to the long-time diffusion coefficient of a suspension of passive particles. Consequently, all the dependency of Eq. (13) on 2-body correlations is now encoded in the effective coefficients \( \zeta \) and \( \varepsilon \), which appear in the advective term of the translational and rotational degrees of freedom, respectively (i.e., the 1st and 3rd term on the right hand side of Eq. (13)).

Eq. (13) may be considered as the first member of the BBGKY hierarchy, relating the one-body distribution to 2-body correlations via the effective coefficients \( \zeta \) and \( \varepsilon \).

We now consider the effective coefficients to be spatially constant parameters, \( \zeta = \zeta_0 \) and \( \varepsilon = \varepsilon_0 \), which is plausible in the overall homogeneous, isotropic phase. For the subsequent theoretical analysis we moreover assume \( \zeta_0 \) and \( \varepsilon_0 \) to be independent of the actual strength and shape of correlations. This implies an additional (mean-field like) approximation, which closes the hierarchy of coupled equations [45, 64]. We stress, however, that a direct mapping to simulations remains possible by numerically computing \( \zeta \) and \( \varepsilon \) from the Langevin dynamics, which we will later do to test the theoretical prediction (see Section IV.B). To ease notation, from now on, we drop the subscripts in \( \zeta_0 \) and \( \varepsilon_0 \) to denote the constant mean-field coefficients.

To proceed in our coarse-grained theory, we consider the lowest-order moments of \( \psi_1 \) with respect to \( \bar{\mathbf{e}}_1 \). In the remainder of the paper, we drop the numerical subscripts designating particles. The zeroth moment corresponds to the density field, \( \rho(\mathbf{r}, t) = \int_0^{2\pi} d\varphi \psi(\mathbf{r}, \varphi, t) \), and the first moment to the polarization, \( \mathbf{p}(\mathbf{r}, t) = \int_0^{2\pi} d\varphi \bar{\mathbf{e}} \psi(\mathbf{r}, \varphi, t) \).

Integrating Eq. (13), we thereby obtain the effective hydrodynamic equations for each of the two fields,

\[
\partial_t \rho(\mathbf{r}, t) = -\nabla \cdot \left( \mathbf{v} - D_\parallel \nabla \rho \right),
\]

\[
(14)
\]

\[
\partial_t \mathbf{p}(\mathbf{r}, t) = -\nabla \cdot \left( \mathbf{v} \left( \frac{1}{2} \frac{\rho}{\rho} + \mathbf{Q} \right) - D_\parallel \nabla \mathbf{p} \right).
\]

\[
(15)
\]

where the perpendicular vector \( \mathbf{p} \parallel = \mathbf{R} \mathbf{p} \), with \( \mathbf{R} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \). Note that each hydrodynamic equation is coupled to its next order moment. In particular, \( \mathbf{p} \) is coupled to the tensor \( \mathbf{Q} \). Here, we set \( \mathbf{Q} = 0 \) [44, 45, 63, 64] and thereby obtain a closed set of hydrodynamic equations describing the evolution of the density field and the polarization. As shown in [64] and also discussed below, this is a good approximation to study the linear destabilization leading to MIPS within the globally isotropic state.

The hydrodynamic equations (14) and (15) describe systems of self-propelled disks subject to certain conservative forces and torques. In the present model, torques derive from dipole-dipole interactions. It should be noted, however, that the functional form of the equations is the same than for systems of ABP interacting via simpler velocity-alignment rules [64]. This highlights the generality of our approach, where the microscopic struc-
tecture enters only via the effective friction coefficients $\zeta$ and $\epsilon$.

B. Linear stability analysis

We now study the onset of motility-induced phase separation of a homogeneous, globally isotropic (i.e., $p = 0$) suspension of dipolar active particles by means of a linear stability analysis. To this end, we consider tiny perturbations to the homogeneous and isotropic solution of the hydrodynamic equations, $\rho(r) = \bar{\rho} + \delta \rho, p(r) = \bar{p}$, and calculate their evolution via Eqs. (14) and (15) up to linear order in $\delta \rho$ and $\delta p$.

Due to the generality of our coarse-grained model, the predictions of the linear stability analysis for a system of dipolar ABP will be formally identical to those for systems of ABP with Vicsek-like aligning rules. It is for this reason that we refer to [64] for a detailed description of the linear stability analysis. Here, we just mention the most relevant steps.

At the level of our hydrodynamic description, motility-induced phase separation, which is a macroscopic phase separation, is identified as a destabilization of the homogeneous and isotropic phase, in the limit $q \rightarrow 0$, where $q$ is the wave vector of the perturbation. In other words, MIPS corresponds to a long wavelength perturbation of the homogeneous and isotropic phase, in the limit $q \rightarrow 0$, where $q$ is the wave vector of the perturbation. We refer to Appendix A 3 for the theoretical prediction, Eq. (16). We recall that investigating the dependency of $\zeta$ on activity (i.e., on $v_0$), we can eventually compare with the theoretical prediction, Eq. (16). We recall that investigating $\zeta$ is indeed sufficient since the "rotational friction" coefficient $\bar{\zeta}$ vanishes by symmetry in the globally isotropic phase (see Appendix A 3).

A. Brownian Dynamics simulations

Our first goal is to identify parameters where MIPS occurs within the globally isotropic phase ($p = 0$). Clearly, crucial parameters are the packing fraction $\phi$ (which we here define as $\phi = \pi R^2/(4L^2)$), the Péclet number (or motility)

$$v_0^* = v_0 \frac{R}{D_i},$$

and the dipolar coupling strength

$$\lambda = \frac{\beta \mu^2}{R^3}.$$

However, as it turns out, also the strength of the WCA repulsion, $u_0$, plays an important role. In an earlier simulation study of dipolar ABP [62], we have detected MIPS at a relatively high packing fraction of $\phi = 0.63$, with $u_0 = 10k_BT$, in the range $\lambda \lesssim 0.71$. For the present considering a globally isotropic phase. We refer to Appendix A 3 for a detailed explanation and numerical confirmation.

IV. Numerical results

In Section III we have obtained a theoretical prediction for the limit of stability of the homogeneous and isotropic phase in terms of boundary values for the coefficient $\zeta$, see Eq. (16). The envisioned instability has the character of unstable (long wavelength) density fluctuations, that is, we are focusing on the onset of MIPS rather than on, e.g., a flocking state characterized by long-range polarization. We stress here (again) that the stability limit has been derived assuming that $\zeta$ does not depend on details of the microscopic interaction; in fact, we have put $\zeta$ to a constant. Thus, the stability limit only assumes that the two-body correlation function is anisotropic (due to activity), otherwise $\zeta$ would vanish from scratch. We recall, however, that our full hydrodynamic theory is linked to the type of microscopic interaction and resulting structure via Eq. (11).

The goal is now to evaluate the performance of the theoretical prediction Eq. (16) for a system of dipolar ABP. To this end, we proceed as follows. We first discuss in Section IV A results from direct numerical simulations of the Langevin Eqs. (1) and (2), focusing on the identification of parameters where MIPS occurs without breaking the rotational symmetry. Technical details of these simulations are given in Appendix B. Secondly, we investigate properties of the numerically obtained correlation functions and use these to provide results for the coefficient $\zeta$ (Section IV B). By investigating the dependency of $\zeta$ on activity (i.e., on $v_0^*$), we can eventually compare with the theoretical prediction, Eq. (16). We recall that investigating $\zeta$ is indeed sufficient since the "rotational friction" coefficient $\bar{\zeta}$ vanishes by symmetry in the globally isotropic phase (see Appendix A 3).
In what follows, we aim at addressing the effect of dipolar interactions on the onset of motility-induced phase separation. As a first indicator, we compute the probability for a particle to belong to the largest cluster of the system. We define a cluster as a set of particles whose center-to-center distance is closer than a certain threshold. Here, we fix this threshold to be the cutoff distance of the WCA potential, \( R \). We note that the typical distance between two dipolar ABP (as measured from the radial distribution function) is always smaller than \( R \) for all \( \lambda \) considered, for details see Appendix D. Therefore, our cluster criterion is not affected by \( \lambda \). Based on these considerations, we count the number of particles in the largest cluster, \( n_{lcl} \), and compute their average fraction as,

\[
\phi_e = \frac{\langle n_{lcl} \rangle}{N}, \tag{20}
\]

In Fig. 4 (a) we present results for \( \phi_e \) as a function of the self-propulsion speed, \( v_0^* \), for different values of (weak) dipolar coupling \( \lambda \). One observes that the probability to belong to the largest cluster becomes finite upon increasing \( v_0^* \), signaling a transition to a phase-separated state, see Fig. 2 (a) for illustration. This behavior is very familiar from other systems undergoing MIPS (see [38–40, 68–70]). Increasing \( v_0^* \) leads to a mutual blocking of particles upon collision, triggering a feedback mechanism by which more and more particles accumulate and further slow-down. From Fig. 4 (a) we observe that the largest cluster formed at high \( v_0^* \) becomes smaller upon increasing \( \lambda \). This phenomenon is well illustrated by Fig. 2 (b). Upon introducing a dipolar coupling strength \( \lambda = 0.71 \) (which is close to the limit between the weak and strong coupling regimes), the MIPS cluster visible at \( \lambda = 0 \) (Fig. 2(a)) disappears and the system develops an isotropic, overall homogeneous phase, with local regions of higher density. This difference with respect to Fig. 2...
(a) clearly indicates a suppression of MIPS due to dipolar interactions.

For a more quantitative evaluation of the impact of dipolar interactions on the motility-induced phase separation, we compute the regions of coexistence of a dense and a dilute phase, extracted from the probability distributions \( P(\phi) \) of local area fractions (for more details of this method see [62]). Fig. 4 (b) shows these probability distributions at fixed motility \( v_0^* = 112 \) and varying dipolar interaction strength. At \( \lambda = 0 \), the system consists of one dense MIPS cluster coexisting with a dilute phase. This is reflected by a bimodal distribution with two sharp peaks. Specifically, the high density peak at \( \lambda = 0 \) coincides with the hexagonal packing fraction, \( \phi \approx 0.91 \).

Upon increasing \( \lambda \), the low-density peak shifts to higher values of the local area fraction, indicating that the dilute phase becomes 'denser'. Moreover, the height of the high-density peak decreases until it transforms into the tail of a unimodal distribution. This occurs at \( \lambda \approx 0.35 \). For larger \( \lambda \), the shape of \( P(\phi) \) reveals that, even if there are regions where the density exceeds the mean average density, there is no full phase separation leading to the coexistence of a macroscopic cluster with a gas-like phase. Based on the probability distributions shown in Fig. 4 (b), we can extract the binodal distributions related to MIPS by plotting the area fractions of the high- and low-density branches in the \( (\phi, v_0^*) \) plane, for different values of \( \lambda \). This is done in Fig. 4 (c). We observe that upon increase of \( \lambda \) the appearance of phase coexistence shifts towards higher values of \( v_0^* \).

Moreover, both the low- (high-) density branches move to higher (lower) density values of the packing fraction; that is, the coexistence region shrinks. Taken together, we see that the dipolar coupling indeed hinders the phase separation.

To complete the picture, we provide in Fig. 5 a state diagram in the \( (v_0^*, \lambda) \) plane, gathering all the information we have discussed so far. As outlined in Appendix B, numerical simulations of dipolar active Brownian particles require substantial computational effort to take full account of the long-range nature of dipole-dipole interactions. It is for this reason that we have not explored the full state diagram, but have concentrated on the globally isotropic regime of weak coupling (\( \lambda \leq 0.71 \)), which is the main region of interest in this work. Specifically, to locate the onset of MIPS at a given \( \lambda \), we have searched for the motility \( v_0^* \) where \( P(\phi) \) changes from a unimodal to a bimodal shape. Fig. 5 then clearly reveals a shift of the phase separation to higher values of \( v_0^* \) with increasing \( \lambda \). This finding is consistent with earlier results for dipolar ABP at larger packing fraction [62]. Closer inspection of the data presented in Fig. 5 shows that the shift is rather gradual in the range \( \lambda \leq 0.2 \). For larger \( \lambda \), we observe an abrupt increase of the motility where MIPS sets in (see data point for \( \lambda = 0.35 \)).

In other words, in this range, the system’s behavior becomes very sensitive with respect to the strength of dipolar coupling, which may also explain the increasing numerical difficulties to reach convergent results. We will later see in Section IV B that a similar abrupt change (at \( \lambda \approx 0.35 \)) also occurs in the behavior of the (numerically obtained) translational friction coefficient (Fig. 7).

Further, for \( \lambda \geq 0.49 \), there is no phase separation observed within the parameter range captured in Fig. 5. Presumably, one has to go to even higher values of \( v_0^* \) to see MIPS, but this was not systematically investigated in this study. We also identify a flocking state at high values of \( \lambda \) and \( v_0^* \), characterised by a finite polarization of \( \phi_c > 0.5 \), as obtained from Fig. 5.

B. Mapping of the mean-field theory onto the microscopic model

All in all, the results obtained from the particle-based (Brownian dynamics) simulations (see Fig. 5) reveal that dipolar interactions hinder MIPS, as it was first reported in [62] for a somewhat larger packing fraction. We now aim at connecting our particle-resolved results to the hydrodynamic theory described in Section III, particularly the prediction for the MIPS instability region, Eq. (15).

As we have outlined in Section III, the link between the coarse-grained and the microscopic description is provided by the effective friction coefficient \( \zeta \) that depends on the correlation function \( G(r, \theta, \phi, t) \), see Eq. (11). From now on we focus on steady states, that is, \( t \to \infty \),
and thus drop the time argument in \( G \).

Numerical results for correlation functions at different values of \( v_0^* \) and \( \lambda \) are presented in Fig. 6. To disentangle the role played by the different angular variables, we separately show and discuss the integrated correlation functions \( \bar{G}(r, \theta) = \int d\phi G(r, \theta, \phi) \) and \( \tilde{G}(r, \varphi) = \int d\theta G(r, \theta, \varphi) \).

The function \( \bar{G}(r, \theta) \) measures the probability to find a particle with arbitrary orientation at a relative distance \( r \) from the tagged particle in the direction \( \theta \), relative to the tagged particle's orientation. The second correlation function, \( \tilde{G}(r, \varphi) \), captures the probability to find a pair of particles at distance \( r \) and with a relative alignment of their dipole vectors \( \varphi \), regardless of their relative position in space.

We start by considering the passive case, \( v_0^* = 0 \), at \( \lambda = 0.7 \) (upper panel of Fig. 6). Here, as seen from Fig. 6(a), the function \( \bar{G}(r, \theta) \) is nearly independent of \( \theta \) and exhibits only a weak spatial structure beyond the first peak. We note that the symmetry with respect to the particle's axis (i.e., the axis of the dipole moment), \( \theta \to \theta + \pi \), is expected due to the symmetries of the interaction (see Appendix A1). In strongly coupled passive dipolar fluids (\( \lambda \gg 1 \)), the correlations are enhanced along the axis of the dipole moment (\( \theta = 0, \theta = \pi \)) but weakened in the equatorial plane (\( \theta = \pi/2, \theta = 3\pi/2 \)), signalling head-to-tail ordering into chains. However, here we are considering \( \lambda = 0.7 \) where this tendency is not very pronounced, yielding only weak dependence on \( \theta \). Considering the function \( \tilde{G}(r, \varphi) \) in the passive case (Fig. 6(b)), we observe a slight preference of parallel orientation, i.e., small values of \( \varphi \), rather than anti-parallel orientation (\( \varphi \sim \pi \)).

Upon "switching on" the motility towards values within the MIPS regime (specifically, \( v_0^* = 78.6 \)), both correlation functions change, as seen from the middle panel in Fig. 6. In particular, the function \( G(r, \theta) \) now exhibits a symmetry-breaking with respect to the particle's "equatorial plane", that is, the correlation is more pronounced in front of the particle (\( \theta \sim 0 \)) than behind (\( \theta \sim \pi \)). In other words, it is more probable to find a neighbouring particle in front than behind the tagged particle. This reflects the trapping mechanism which eventually leads to phase separation. Also, the range of correlations is somewhat increased relative to the passive case. Both effects are reminiscent of previous results for pure ABP and ABP with simpler (alignment) interactions, see [45, 64]. Interestingly, however, the anisotropy effects are much weaker in the present, dipolar case. This may be seen from comparing Fig. 6(c) to Fig. 6(e), which shows the \( G(r, \theta) \) of a pure ABP system at the same density and \( v_0^* = 78.6 \). Clearly, the pure ABP system is characterized by an even enhanced anisotropy and longer-ranged correlations. We understand the overall weakening of correlations as follows: dipolar particles tend to form head-to-tail clusters. This tendency acts against the motility-induced, asymmetric agglomeration of neighbours in front of a particle.

Similar observations emerge from analysing the function \( G(r, \varphi) \). Upon switching on activity for the dipolar system (compare Figs. 6((d) and (b)), the main effect is a slight increase of the first peak. However, this occurs at essentially all relative orientations \( \varphi \), with only weak preference of \( \varphi \sim 0 \) (parallel orientation) at the small value of \( \lambda \) considered. In contrast, the \( \tilde{G}(r, \varphi) \) of the corresponding pure ABP system (\( \lambda = 0 \)) at \( v_0^* = 78.6 \) is characterized by several pronounced peaks (Fig. 6(f)). Interestingly, also for this system, neighboring particles tend to orient their heading vectors in the same direction. Thus, there is to some extent a "velocity alignment" without any explicit aligning interactions. To understand this surprising effect, we recall that the pure ABP system at the parameters considered is deep inside the MIPS state, which implies the formation of a macroscopic cluster. At the cluster’s interface, one expects that particles are on average pointing along the density gradient, i.e., towards the center of the cluster [39, 69, 71, 72].

To summarize, we see that a finite motility does affect the two-body correlations of the (weakly coupled) dipolar system; in particular, motility induces an anisotropy (with respect to the distribution in front and behind a particle) not seen in the passive case. However, these effects are much less pronounced than in a corresponding pure ABP system. This reflects, at a microscopic level, the hindering of the particle trapping mechanisms and thus, of MIPS, by dipolar interactions.

Having calculated the full correlation function \( G(r, \theta, \varphi) \), it is straightforward to obtain numerical values for the translational friction coefficient \( \zeta \) according to Eq. (11). Due to the long-range character of the dipole-dipole interaction, some care is required when choosing the cut-off of the integration. Here we set the cut-off to \( 5R \) which proves to be sufficient for the parameters con-
the smaller, the larger λ considered.

Results for the functions $\tilde{G}(v_0^*)$ at different values of λ are shown in Fig. 6. For $v_0^* \to 0$, all functions approach zero, as expected in the passive case due to corresponding symmetries of $G(r, \theta, \varphi)$ (see Appendix A). Upon increase of the motility from zero, the functions $\tilde{G}(v_0^*)$ grow monotonically, indicating an increase of "translational friction" due to the trapping mechanism (as reflected by $G$) discussed before. However, the details depend on λ. Generally, the value of $\tilde{G}$ at a given $v_0^*$ is the smaller, the larger λ. This can be understood from our earlier analysis of the correlation functions, revealing that the motility-induced anisotropies (leading to non-zero friction) are hindered by dipolar interactions. Moreover, the curves at small λ exhibit a "kink" in the range $v_0^* \approx 60 - 70$. This is within the range of motilities where, according to Fig. 5, MIPS occurs. In contrast, the functions $\tilde{G}(v_0^*)$ at larger coupling strengths do not exhibit a clear "kink". This might be related to the disappearance of MIPS in the parameter range investigated.

Finally, we compare the behavior of these functions with the stability limit $\tilde{\zeta}(v_0^*)$ predicted by the theoretical analysis in Section III (see Eq. (15)). For small values of the motility, the numerically obtained functions $\tilde{G}(v_0^*)$ lay outside the instability (blue) region for all values of λ considered. This can be interpreted such that the particle-resolved simulations, consistent with the theory, predict the homogeneous and isotropic state to be stable in this parameter regime. Upon increasing $v_0^*$, the values of $\tilde{\zeta}$ for the weakly coupled systems penetrate into the instability region right in the range of motilities where the numerical phase separation occurs. Moreover, this happens the later, the larger λ, indicating that the destabilization is shifted to higher motilities when λ increases. This shift is consistent with the numerical results in Fig. 5 and it is a direct consequence of the hindering of trapping in the presence of dipolar interactions.

In all, the comparison of the numerically obtained translation friction coefficients $\tilde{\zeta}(v_0^*)$ with the stability limit predicted by the (mean-field-like) hydrodynamic theory shows quite consistent behavior. Note that we have focused here on particular values of the overall density and repulsion strength, that is, parameters which are important for the onset of MIPS already for pure ABP (as discussed in Appendix C). Still we can conclude that, at small densities, the relatively simple hydrodynamic theory predicts MIPS in the dipolar active system quite well.

V. Conclusions

In this paper, we propose a hydrodynamic description of systems of dipolar ABP, starting from the microscopic dynamics. This bottom-up approach allows us to estab-
lish a direct link between the coarse-grained model and the over-damped Langevin dynamics. Interestingly, we find that, due to the symmetries in the pairwise correlations imposed by the dipolar interaction potential, the resulting torque enters the coarse-grained description in the same manner as it does for torques deriving from Vicsek-like alignment rules [64]. We study, up to linear order, the destabilization of the homogeneous and isotropic phase. We find that the destabilization mechanism is governed by a long wavelength instability, which we identify with MIPS.

In parallel, we perform Brownian dynamics simulations of a system of dipolar ABP in the weak-coupling regime ($\lambda < 0.71$) and show that dipole-dipole interactions suppress MIPS, as first reported in [62] (yet at larger density). Analysing the angular correlation functions we find that the trapping mechanism familiar from systems of pure ABP is weakened in the presence of dipolar coupling. Indeed, dipolar interactions rather favour head-to-tail configurations, which act to oppose MIPS. Finally, we exploit the direct mapping between the coarse-grained theory and particle-based simulations to obtain an alternative prediction of the onset of MIPS. This again confirms the hindering of MIPS in the presence of weak dipole-dipole interactions. Our approach can therefore be considered as a complementary tool to detect MIPS in complex active systems.

A possible next step would be to extend the present formalism to account for the breaking of rotational symmetry leading to a polar flocking state [62]. In this case, however, one needs to modify certain steps of the derivation. In particular, one has to choose another frame of reference to define pairwise correlations, since the body-fixed frame used in the present study is no longer appropriate if the system is not globally isotropic. Based on such a modified theory, one would be able to explore the coupling between the flocking phase transition and MIPS in strongly coupled dipolar active systems, as well as in other active systems with different types of symmetries and order parameters.

A. Effective coefficients for force and torque: symmetries and integrated numerical values

In this section we first consider in detail the properties of the correlation function $G(r_{12}, \theta_1, \varphi_{12})$. We start with the passive dipolar case, for which the symmetries of the interaction potentials transfer to the correlation function. This paves the way to discuss the active case, in which the non-equilibrium nature of the system induces additional anisotropies. We then discuss consequences for the coefficients $\zeta$ and $\tilde{\zeta}$.

1. Two-body correlation function

Passive case In a passive system of dipolar particles, the angular properties of $G(r_{12}, \theta_1, \varphi_{12})$ are determined by those of the (conservative) pair potential. Since the steric potential contains no angular dependencies, we here focus on the symmetries exhibited by the dipole-dipole potential, $u_{dd}$. Within our choice of variables, we have $u_{dd} \propto (\cos \varphi_{12} - 3 \cos \theta_1 \cos \varphi_2) = (\cos \varphi_{12} - 3 \cos \theta_1 \cos (\varphi_{12} + \theta_1))$. We thus observe the following symmetries:

1. $\varphi_1 = \varphi_1 + \pi$ and $\varphi_2 = \varphi_2 + \pi$, such that $\varphi_{12} = \varphi_2 - \varphi_1$ remains constant. This transformation corresponds to a reversal of the dipole vector of both particles (i.e., $\mu_i \to -\mu_i$, $i = 1, 2$).

2. $\theta_1 \to \theta_1 + \pi$ (note that $\cos(\theta_1 + \pi) = -\cos \theta_1$ and therefore, products of this function are invariant). Physically, this invariance expresses the fact that, in the passive case, the probability to find a second particle (irrespective of its orientation) in front or behind the tagged particle is the same. In other words, the integrated function $G(r_{12}, \theta_1) = \int d\varphi_{12} G(r_{12}, \theta_1, \varphi_{12})$ exhibits the symmetry $\theta_1 \to \theta_1 + \pi$.

3. The symmetry of $u_{dd}$ against exchange of the dipole moments of particle 1 and particle 2 implies an invariance against the transformation $\varphi_{12} \to -\varphi_{12}$, accompanied by $\theta_1 \to \theta_2$ and $\theta_2 \to \theta_1$. This is a consequence of the non-separable nature of $u_{dd}$. However, the integrated function $G(r_{12}, \varphi_{12}) = \int d\theta_1 G(r_{12}, \varphi_{12}, \theta_1)$, which measures the relative alignment of the two particles irrespective of the direction of the connection vector, must fulfil $\varphi_{12} \to -\varphi_{12}$.

4. As argued in 3., the symmetry against the transformation $\theta_1 \to -\theta_1$ alone is not fulfilled and must be accompanied by the transformation $\varphi_{12} \to -\varphi_{12}$ in order to leave $u_{dd}$ invariant. Nonetheless, if one considers the integrated function $G(r_{12}, \theta_1)$, which does not depend on the relative orientation between pairs of particles, then the symmetry $\theta_1 \to -\theta_1$ is fulfilled.

Active case At finite $v_0^\alpha$, the symmetry 2. of the passive system breaks down. Indeed, as it is seen from our numerical results for the integrated correlation function $G(r_{12}, \theta_1) = \int d\varphi_{12} G(r_{12}, \theta_1, \varphi_{12})$, Fig. 6, the probability to find a second particle (irrespective of its orientation) is higher in front of a tagged particle, than behind it. Mathematically, this means that $G(r_{12}, \theta_1, \varphi_{12})$ depends on $\theta_1$ via odd powers of $\cos \theta_1$ (or products of $\cos^n$ and $\sin^n$ such that $m + n$ is odd). However, symmetries 1., 3. and 4. are still maintained even in the active case.

2. The $\zeta$ coefficient

Inspecting the integrand in the expression for $\zeta$, Eq. (11), and using the addition theorem (i.e., $\cos(\varphi_{12} + \theta_1) = \cos \varphi_{12} \cos \theta_1 - \sin \varphi_{12} \sin \theta_1$), we find that all terms stemming from the derivative of the dipolar potential change their sign upon the transformation $\theta_1 \to \theta_1 + \pi$ (because they contain $\cos \theta_1$, $\cos^2 \theta_1$, or $\cos^2 \theta_1 \sin \theta_1$). In the passive case, $G(r_{12}, \varphi_{12}, \theta_1)$ is invariant against this transformation (see the symmetry argument b) above). Therefore, the integral $[0, 2\pi]$ over $\theta_1$ vanishes, yielding
\( \tilde{\zeta} = 0 \). In the active case, however, \( G \) is not any more invariant against \( \theta_1 \to \theta_1 + \pi \) (as argued above). Therefore, we obtain non-zero values for all terms entering the force coefficient.

3. The \( \tilde{\varepsilon} \) coefficient

As seen from Eq. (12), the coefficient \( \varepsilon \) contains two terms in the integral. The first term involves the function \( \sin \varphi_{12} \times G(r_{12}, \theta_1, \varphi_{12}) \). We can therefore first perform the integral \( \int d\theta_1 G(r_{12}, \theta_1, \varphi_{12}) \), yielding \( \tilde{G}(r_{12}, \varphi_{12}) \). From our discussion in Appendix A 1, \( \tilde{G}(r_{12}, \varphi_{12}) \) exhibits a mirror symmetry \( \tilde{G}(r_{12}, \varphi_{12}) = \tilde{G}(r_{12}, -\varphi_{12}) \), contrary to the odd function \( \sin \varphi_{12} \) with which it is multiplied. Thus, the integral \( \int_{0}^{2\pi} d\varphi_{12} \) vanishes. This holds both in the active and in the passive case.

The second term in the integral involves the product \( \sin \theta_1 \cos(\varphi_{12} + \theta_1) \times G(r_{12}, \theta_1, \varphi_{12}) \). As discussed in Appendix A 1, the integrated function \( \tilde{G}(r_{12}, \theta_1) \) exhibits the symmetry \( \theta_1 \to -\theta_1 \) (i.e. \( \tilde{G}(r_{12}, \theta_1) = \tilde{G}(r_{12}, -\theta_1) \)) both in the active and in the passive case. Opposite to the odd function \( \sin \theta_1 \) with which it is multiplied. Therefore, the integral over \( \theta_1 \) vanishes, leading to \( \tilde{\varepsilon} = 0 \). As a result, the torque coefficient \( \tilde{\varepsilon} \) is always identically 0.

To further convince ourselves that \( \tilde{\varepsilon} \) indeed vanishes, we have numerically computed its value from Eq. (12), with \( G \) obtained from our simulations. Due to small discretization errors arising when computing \( \tilde{G}(r_{12}, \theta_1, \varphi_{12}) \) and when performing the integration, \( \tilde{\varepsilon} \) always has a finite, yet small, value. However, as shown in Fig. 8, a decrease of the bin size leads to smaller values of \( \tilde{\varepsilon} \), which tend to 0 in the continuum limit.

**FIG. 8.** Numerical values of the normalized rotational friction coefficient \( \tilde{\varepsilon} = \tilde{\varepsilon} / \varepsilon \) for a system at \( \nu_0 = 112 \) and \( \lambda = 0.71 \), computed varying simultaneously the bin size \( \Delta \theta \) and \( \Delta \varphi \) of both the histogram and the discretization of the integrals. The dashed line is a fit of the data points and corresponds to the linear function \( f(x) = 0.000662x \).

B. Technical details of the Brownian dynamics simulations

In the following, we first describe the parameter set employed to perform simulations. We define the unit of length to be the cutoff distance of the WCA potential, \( R \), and we set the strength of this potential to \( u_0 = 100k_BT \). Thus, the thermal energy \( k_BT = \beta^{-1} \) defines the energy unit, where \( k_B \) is the Boltzmann constant and \( T \) the temperature. Further, the time unit is given by \( \tau = R^2/D_T \), where \( D_T = 1 \). Particles are subjected to both translational and rotational noise. The translational and rotational diffusion coefficients fulfill the Stokes-Einstein relation, \( D_r = 3D_T/2 \). We define the average packing fraction of the system as \( \phi = N\pi R^2/(4L^2) \). Writing the equations of motion Eqs. (1) and (2) in dimensionless form, one can identify the relevant parameters to be the Péclet number (or motility) \( \nu_0^* = \nu_0^* R/D_T \), which also determines the particles’ persistence length, the WCA interaction strength \( u_0 \), and the dipolar interaction strength, \( \lambda = \beta \mu^2 R^{-3} \), where \( \mu \) is the magnitude of each dipole moment.

We perform simulations of \( N = 1156 \) particles in a square box of size \( L \times L \) with periodic boundary conditions (PBC). The dimensionless timestep is set to \( \delta t = 2^{-3} \times 10^{-5} \approx 8 \times 10^{-6} \). We employ an Euler-Maruyama scheme to integrate the equations of motion, Eqs. (1) and (2). A two-dimensional Ewald summation is implemented to account for the long-range nature of the dipolar interactions [62] [67]. Indeed, even in 2D, simple truncation can lead to errors visible, e.g., in correlation functions [65]. All simulations are initialized with randomly oriented particles being placed on a square lattice. The system typically reaches a steady state after \( 4 \times 10^6 \) timesteps. Then the production run starts, generating a “snapshot” of the particles’ configuration every 1000 timesteps, over which ensemble averages are performed to compute the quantities of interest. Our goal is to analyse the impact of dipolar interactions on the onset of MIPS. To this end, we explore the \( (\lambda, \nu_0^*) \) plane, keeping the global packing fraction fixed at \( \phi = 0.4 \). We emphasize the large computational cost of carrying out simulations where dipolar interactions are treated by means of an Ewald summation. As a result, some of our figures show only a reduced number of data points. This concerns, in particular, the state diagram in Fig. 5.

C. Stability predictions for a pure ABP system

In this section, we discuss the limitations of the linear stability analysis performed on Eqs. (14) and (15). As argued in the main text, the onset of MIPS occurs when the numerical values of \( \tilde{\zeta} \) enter into the instability region in the \( (\nu_0^*/\nu^*, \zeta) \) plane. Here, \( \nu^* = 4\sqrt{DD_T} \) and \( D \) corresponds to the long-time diffusion coefficient of a system of passive disks (\( \nu_0 = 0 \)). We consider a system of pure ABP and numerically compute \( \zeta \) for different parameter sets, varying the mean area fraction, \( \phi \), the strength of the repulsive WCA potential, \( u_0 \), and the system size, \( N \).

First, we observe from Fig. 9(a) that the theoretical
The results show that, despite minor differences in the threshold distance imposed to define a cluster, \( R \). Therefore, we do not need to adapt the cluster threshold distance to the value of \( \lambda \) (in the range considered here).

**FIG. 10.** Radial distribution function of a system of dipolar ABP at motility of \( v_0^* = 112 \), packing fraction \( \phi = 0.4 \) and various dipolar coupling parameters, \( \lambda \).
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