VALUED RANK-METRIC CODES
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Abstract. In this paper, we study linear spaces of matrices defined over discretely valued fields and discuss their dimension and minimal rank drops over the associated residue fields. To this end, we take first steps into the theory of rank-metric codes over discrete valuation rings by means of skew algebras derived from Galois extensions of rings. Additionally, we model projectivizations of rank-metric codes via Mustafin varieties, which we then employ to give sufficient conditions for a decrease in the dimension.
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1. Introduction

Linear spaces of matrices are a classical topic in mathematics with a wide array of applications in various fields, such as linear algebra [44, 9, 49], optimization and semidefinite programming [10, 24], algebraic geometry [11, 43], and probability theory [50]. A particularly interesting application of linear spaces of matrices stems from algebraic coding theory in the study of so-called rank-metric codes. Originally introduced in [20], they became very popular in the last decade, due to their application to random network coding [59]. Because of their numerous applications,
rank-metric codes have been studied from various points of view, showing connections with many topics in finite geometry \cite{48}, algebra \cite{58, 14} and combinatorics \cite{26}; see also \cite{57}. The key question in this line of research is the following:

*Given a field \( K \) and positive integers \( m, n, d, r \), is there a linear space of matrices \( \mathcal{L} \subseteq \text{Mat}_{m \times n}(K) \) of dimension \( d \), such that all \( A \in \mathcal{L} \) satisfy \( \text{rank}(A) \geq r \)?*

Such a linear space is called a \((d, r)\)-rank-metric code in \( \text{Mat}_{m \times n}(K) \). This question has been well-studied when \( K \) is a finite field \cite{20, 23}, when \( K \) admits a degree \( n \) cyclic Galois extension \cite{31, 28, 8}, over the reals \cite{3, 4, 54} and over algebraically closed fields \cite{63, 55}. In this work, we make first steps in the theory of rank-metric codes over local fields and study their relation to rank-metric codes over the finite rings associated to the ideals’ filtration.

### 1.1. Algebraic set-up.

In the current section, we introduce the notation that will be valid throughout the paper. Let \( K \) be a discretely valued field, i.e. the field \( K \) is endowed with a map \( \text{val}_K : K \to \mathbb{Z} \cup \{+\infty\} \) that, for all \( a, b \in K \), satisfies the following:

1. \( \text{val}_K(a) = +\infty \) if and only if \( a = 0 \),
2. \( \text{val}_K(ab) = \text{val}_K(a) + \text{val}_K(b) \),
3. \( \text{val}_K(a + b) \geq \min(\text{val}_K(a), \text{val}_K(b)) \),
4. \( \text{val}_K(K) \neq \{0, +\infty\} \).

The last condition simply excludes the trivial valuation on \( K \). The valuation ring \( \mathcal{O}_K \) of \( K \), also called the ring of integers with respect to \( \text{val}_K \), is defined by

\[
\mathcal{O}_K = \{ x \in K \mid \text{val}_K(x) \geq 0 \}
\]

and is a local principal ideal domain with unique maximal ideal

\[
\mathfrak{m}_K = \{ x \in K \mid \text{val}_K(x) > 0 \}.
\]

Moreover, the maximal ideal \( \mathfrak{m}_K \) is generated by any element \( \pi \in K \) with \( \text{val}_K(\pi) = 1 \). Any such element is called a uniformizer. For the rest of this paper, we fix once and for all a uniformizer \( \pi \). We denote the residue field by

\[
\overline{K} = \mathcal{O}_K/\mathfrak{m}_K
\]

and use the bar notation for the objects in \( \overline{K} \). For each positive integer \( k \), we write

\[
\text{Res}(K, k) = \mathcal{O}_K/\mathfrak{m}_K^k,
\]

for the \( k \)-th residue ring associated to \( K \) and observe that \( \overline{K} = \text{Res}(K, 1) \). For readers not familiar with discretely valued rings, we collect below a couple of fundamental examples.

**Example 1.1.**

1. Let \( p \) be a prime number and let \( K = \mathbb{Q} \) be the field of rational numbers. We endow \( K \) with the \( p \)-adic valuation \( \text{val}_K = \text{val}_p \) that associates to each \( a/b \in \mathbb{Q} \), with \( a, b \in \mathbb{Z} \), the integer

\[
\text{val}_p(a/b) = \max\{ \alpha : p^\alpha \text{ divides } a \} - \max\{ \beta : p^\beta \text{ divides } b \}.
\]

The ring of integers associated to \( \text{val}_p \) is

\[
\mathcal{O}_K = \{ a/b \in \mathbb{Q} : a, b \in \mathbb{Z} \text{ coprime, } p \text{ does not divide } b \}
\]

and its unique maximal ideal is \( \mathfrak{m}_K = p\mathcal{O}_K \), generated by the uniformizer \( \pi = p \). For each positive integer \( k \), we have that \( \text{Res}(K, k) \) is isomorphic to \( \mathbb{Z}/p^k\mathbb{Z} \) and in particular \( \overline{K} = \mathbb{F}_p \) is the finite field of \( p \) elements.
(2) Let $K$ be the field of formal Laurent series in the variable $\pi$ with rational coefficients, that is

$$K = \mathbb{Q}((\pi)) = \left\{ \sum_{j \geq l} a_j \pi^j \mid a_j \in \mathbb{Q}, l \in \mathbb{Z} \text{ and } a_l \neq 0 \right\}.$$ 

The valuation of an element $f = \sum_{j \geq l} a_j \pi^j \in K$ with $a_l \neq 0$ is $l$, in other words $\text{val}_{K}(f)$ is the lowest exponent of $\pi$ in the series (which we take to be $+\infty$ when $f = 0$). Then, the ring of integers of $K$ is the ring of formal power series with rational coefficients, i.e.

$$\mathcal{O}_K = \mathbb{Q}[[\pi]] = \left\{ \sum_{j \geq l} a_j \pi^j \mid a_j \in \mathbb{Q}, l \in \mathbb{Z}_{\geq 0} \text{ and } a_l \neq 0 \right\},$$

and its maximal ideal

$$\mathfrak{m}_K = \pi \mathbb{Q}[[\pi]] = \left\{ \sum_{j \geq l} a_j \pi^j \mid a_j \in \mathbb{Q}, l \in \mathbb{Z}_{\geq 0} \text{ and } a_l \neq 0 \right\}$$

is generated by the uniformizer $\pi$. The residue field $\overline{K}$ is isomorphic to $\mathbb{Q}$.

In the examples we just considered, the residue field $\overline{K}$ happened to be perfect. This is not always the case. For the sake of brevity, in this paper we will assume that $K$ is a local field, i.e. that $K$ is finite and $\overline{K}$ is complete with respect to its valuation.\(^1\)

Let $L/K$ be an unramified Galois extension of (finite) degree $n$ and Galois group

$$G = \text{Gal}(L/K);$$

then $G$ is cyclic and we fix a generator $\sigma$ of $G$. Let $\text{val}_L$ be the discrete valuation on $L$ that uniquely extends $\text{val}_K$, that is, for each $x \in L$, one has

$$\text{val}_L(x) = \frac{1}{n} \text{val}_K(\text{N}_{L/K}(x)).$$

Let $\mathcal{O}_L$ be the ring of integers with respect to $\text{val}_L$ and let $\mathfrak{m}_L$ denote its unique maximal ideal. Denote by $\mathcal{T}$ the residue field $\mathcal{O}_L/\mathfrak{m}_L$ and note that, $L/K$ being unramified, $\mathfrak{m}_L = \mathcal{O}_L \pi$. For each positive integer $k$, let $\text{Res}(L, k)$ be the analogue of $\text{Res}(K, k)$ for $L$. Since the extension $L/K$ is unramified, its Galois group $G$ is isomorphic to $\text{Gal}(\mathcal{T}/\overline{K})$ and we identify these two groups.

The global setting is summarized in the following diagram:

$$
\begin{array}{cccc}
\mathcal{T} & \mathfrak{m}_L & \mathcal{O}_L & L \\
\downarrow G & \downarrow \mathfrak{m}_L & \downarrow \mathcal{O}_L & \downarrow G \\
\overline{K} & \mathfrak{m}_K & \mathcal{O}_K & K
\end{array}
$$

\(^1\)This assumption is only needed for the existence of the Teichmüller representatives in Section 2.3. Otherwise, the results hold for any discretely valued field.
1.2. First steps in valued rank-metric codes. Our main focus in this work is the following question.

**Question 1.** Let $\mathcal{L} \subseteq \text{Mat}_{m \times n}(K)$ be a $(d,r)$-rank-metric code over a discretely valued field $K$ and let

$$K = \mathcal{L} \cap \text{Mat}_{m \times n}(\mathcal{O}_K).$$

Is the projection $\overline{\mathcal{K}}$ of $\mathcal{K}$ modulo $\pi$ a $(d,r)$-rank-metric code?

In general the answer is no. We take first steps towards a conceptual framework to study which linear spaces $\mathcal{L}$ remain $(d,r)$-rank-metric codes when passing from $K$ to its residue field $\overline{\mathcal{K}}$. To this end, we need to control both the dimension and the minimal rank drop from $\mathcal{L}$ to $\overline{\mathcal{K}}$. We outline two approaches to this problem, the first one focusing on the behaviour of the minimal rank in the linear space when passing to $\overline{\mathcal{K}}$ and the second on the behaviour of the dimension.

1.3. Field extensions and rank-metric codes. The first approach we propose to deal with Question 1 relies on a skew algebra framework. More precisely, whenever a ring $R$ admits a (cyclic) $G$-Galois extension $S$ of degree $n$, the skew algebra $S[G]$ is isomorphic to $\text{End}_R(S)$, which is in turn isomorphic to $\text{Mat}_n(R)$. We remark that, in the context of Question 1, working with square matrices is not restrictive: indeed restricting $R$-endomorphisms of $S$ to a chosen free $R$-submodule of fixed rank $m$ yields $m \times n$ (rectangular) matrices, obtaining $(d,r)$-rank-metric codes in $\text{Mat}_{m \times n}(R)$ from $(d,r+n-m)$-rank-metric codes in $\text{Mat}_n(R)$. This isomorphic representation of the matrix space has been used for constructing $(d,r)$-rank-metric codes with high minimum rank $r$ over finite fields in [20, 23], general fields in [31, 28, 8, 7] and finite principal ideal rings in [40]. Every square matrix can be represented as a $\sigma$-polynomial, that is an $S$-linear combination of the powers of $\sigma$. The advantages of this viewpoint are multiple. First, the $\sigma$-polynomial representation gives a natural lower bound on the rank of an endomorphism. Furthermore, $S[G]$ is isomorphic to a quotient of the skew polynomial ring $S[x;\sigma]$, where operations are computationally efficient; see e.g. [53, 13]. This is a crucial point exploited for the development of fast decoding algorithms. Finally, this approach provides a natural notion of $S$-linearity of some spaces $\mathcal{L} \subseteq \text{Mat}_{m \times n}(R)$. When $S/R$ is an extension of finite fields, $S$-linear codes have been shown to have generically the best parameters [52, 15], while this is not the case for the $R$-linear ones [5, 15, 25, 30].

In Section 2 we focus on $G$-Galois extensions of local principal ideal rings. We first show that the skew algebra representations are naturally compatible with the canonical filtration given by the ideals in $\mathcal{O}_K$; cf. Theorem 2.9. We then prove that, also within this context, the $\sigma$-polynomial representation gives a natural lower bound on the rank of the corresponding endomorphism; cf. Proposition 2.16. As a consequence, we define the counterpart of Gabidulin and twisted Gabidulin codes over local principal ideal rings and show that, also in this more general framework, they are maximum rank distance (MRD) codes; cf. Theorem 2.29. Furthermore, we show in Theorem 2.25 that the parameters of a free rank-metric code over a finite local principal ideal ring are completely determined by its image over the residue field. We investigate the case of infinite rings in the last section.

1.4. Dimensions via convex hulls in Bruhat-Tits buildings. In Section 3, we establish a connection between the theory of rank-metric codes and so-called *Bruhat-Tits buildings*. Bruhat-Tits buildings arise from the geometric representation theory of reductive groups. In this work, we focus on the Bruhat-Tits building $\mathcal{B}_d$ associated to $\text{PGL}(V)$, where $V$ is a $d$-dimensional vector space over $K$. The Bruhat-Tits building $\mathcal{B}_d$ is equipped with a notion of convexity. In Theorem 3.16, we derive a criterion in terms of this convexity for a decrease in dimension of a given linear space of matrices when passing to the residue field.
Our main tool is the notion of Mustafin varieties, which was first introduced by Mustafin in [51] in order to generalise Mumford’s seminal work on the uniformization of curves to higher dimension. Mustafin varieties have ever since developed a life on their own, with applications in the theory of Shimura varieties [21, 27], Chow quotients of Grassmannians [42], tropical geometry [16, 34], Brill-Noether theory [36], p-adic nonabelian Hodge theory [35, 33] and computer vision [32]. Mustafin varieties are degenerations of projective spaces over the discretely valued field $K$ whose limits are varieties over the residue field $\overline{K}$. A key feature of Mustafin varieties is that their limits may be studied in terms of convex hulls in $B_d$. The key observation for our proof of Theorem 3.16 is that Mustafin varieties in some sense model the multi-projectivization of rank-metric codes. The multi-projectivization of linear spaces, i.e. the closure of an affine linear space in a product of projective spaces, is a well-studied topic in algebraic geometry [6]. A careful examination of the classification of Mustafin varieties obtained in [34] reveals that, generically, linear spaces of matrices whose dimensions remain unchanged when passing to the residue field correspond to a unique distinguished component of a special Mustafin variety; cf. Proposition 3.15. This irreducible component corresponds to a unique vertex of a certain convex hull in $B_d$. In Theorem 3.16, we distinguish this vertex in a special case which yields a certificate for a drop in the dimension when passing to the residue field.

1.5. Structure of the paper. In Section 2, we develop our conceptual approach via skew algebras. We review basic notions and establish compatibility results for skew algebras in terms of the canonical filtration given by the powers of the maximal ideal; cf. Theorem 2.9. Furthermore, we initiate the study of rank-metric codes over local principal ideal domains and generalise various classical constructions to this new setting; cf. Theorem 2.29. In Section 3, we study MRDs in relation to Bruhat-Tits buildings and Mustafin varieties. This allows us to develop a sufficient criterion for a drop in dimension of a given MRD when passing to the residue field; cf. Theorem 3.16.
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2. The framework of skew algebras

In this section, we study linear spaces of matrices from the point of view of skew algebras. We show a way of expressing elements in $\text{Mat}_n(K)$ as $\sigma$-polynomials where $\sigma$ is the generator of a cyclic Galois extension $L/K$ of degree $n$. One of the properties of the last construction is that, if $A \in \text{Mat}_n(K)$ is associated to the $\sigma$-polynomial

$$f_A = a_0 + a_1\sigma + \ldots + a_k\sigma^k \in L[G]$$

of degree $k \leq n - 1$, then the rank of $A$ is known to be at least $n - k$. We will show how one can compute $f_A \in S[G]$ for any $A$ given in $\text{Mat}_n(R)$, where $S/R$ is a Galois extension of rings, and how these constructions are compatible in terms of reduction. We will use this last fact to discuss rank drops and consider some famous examples in the context of MRD codes.

The present section is organized as follows. In Section 2.1, we present some basic results in connection to integral bases of $L/K$. Section 2.2 is devoted to Galois extensions of rings and associated skew algebras. Theorem 2.9 is the main result of this section and relates skew algebras associated to $O_L/O_K$ and $\text{Res}(L,k)/\text{Res}(K,k)$, respectively. In Section 2.3, we give a way of
associating \( \pi \)-adic expansions to elements \( f \) in \( \text{Mat}_n(K) \) and discuss rank-drops when \( f \) is viewed modulo a power of the maximal ideal \( \mathfrak{m}_K \). In Section 2.4 we generalize the theory of rank-metric codes to local principle ideal rings: the main result of this section is Theorem 2.21, which allows us to generalize finite field constructions of MRD codes over local principal ideal rings in Section 2.5. In the same section, we prove, moreover, that when the ring is finite, then the image of a free code over the associated residue field determines whether the code is MRD or not.

2.1. Dual and integral bases. Let \( \text{Tr}_{L/K} \) denote the trace of \( L/K \), i.e. the map

\[
\text{Tr}_{L/K} : L \rightarrow K, \quad \alpha \mapsto \sum_{g \in G} g(\alpha).
\]

Since the extension \( L/K \) is separable, the \( K \)-bilinear form

\[
L \times L \rightarrow K, \quad (\alpha, \beta) \mapsto \text{Tr}_{L/K}(\alpha \beta),
\]

that is induced by the trace map is nondegenerate. As a consequence, any \( K \)-basis \( \alpha = (\alpha_1, \ldots, \alpha_n) \) of \( L \) admits a unique dual basis, that is a \( K \)-basis \( \alpha^* = (\alpha_1^*, \ldots, \alpha_n^*) \) of \( L \) such that, for any \( i, j \in \{1, \ldots, n\} \), one has \( \text{Tr}_{L/K}(\alpha_i \alpha_j^*) = \delta_{ij} \).

We fix an ordering on \( G \) writing \( G = \{g_1, \ldots, g_n\} \) and, for each vector \( v = (v_1, \ldots, v_n) \) in \( L^n \), we define the \( G \)-Moore matrix \( M_G(v) \in \text{Mat}_n(L) \) as the matrix whose \((i, j)\)-th entry is \( g_i(v_j) \).

**Lemma 2.1.** Let \( \alpha = (\alpha_1, \ldots, \alpha_n) \in L^n \). Then the following hold:

1. \( \text{rk}(M_G(\alpha)) = \dim_K \langle \alpha_1, \ldots, \alpha_n \rangle_K \).
2. if \( \alpha \) is a \( K \)-basis of \( L \), then \( M_G(\alpha) \) is invertible and we have:
   a. \( M_G(\alpha)^{-1} = M_G(\alpha^*)^\top \).
   b. for each \( i \in \{1, \ldots, n\} \), one has \( \text{val}_L(\alpha_i) + \text{val}_L(\alpha_i^*) \leq 0 \).

**Proof.** This is [7] combined, for each \( i \in \{1, \ldots, n\} \) with the following observation:

\[
0 = \text{val}_L(1) = \text{val}_L \left( \sum_{g \in G} g(\alpha_i \alpha_i^*) \right) \geq \min_{g \in G} \text{val}_L(g(\alpha_i \alpha_i^*)) = \text{val}_L(\alpha_i) + \text{val}_L(\alpha_i^*).
\]

\( \square \)

**Proposition 2.2.** Let \( \alpha = (\alpha_1, \ldots, \alpha_n) \) be a \( K \)-basis of \( L \) such that, for each \( i \in \{1, \ldots, n\} \), one has \( \text{val}_L(\alpha_i) \geq 0 \). Then the following are equivalent:

1. the image \( \overline{\alpha} = (\overline{\alpha}_1, \ldots, \overline{\alpha}_n) \) of \( \alpha \) in \( \overline{L} \) is a \( \overline{K} \)-basis of \( \overline{L} \).
2. \( \text{val}_L(\det(M_G(\alpha))) = 0 \).
3. \( M_G(\alpha) \in \text{GL}(n, \mathcal{O}_L) \).
4. \( \text{val}_L(\alpha_i^*) = 0 \) for every \( i \).
5. \( \alpha \) is an \( \mathcal{O}_K \)-basis of \( \mathcal{O}_L \).

Moreover, if \( \alpha \) satisfies (1) – (5), then, for each \( i \in \{1, \ldots, n\} \), one has \( \text{val}_L(\alpha_i) = 0 \).

**Proof.** We start by showing that (1) \( \iff \) (2). For this, let \( \Delta = \det(M_G(\alpha)) \) and note that having \( \text{val}_L(\alpha_i) \geq 0 \) for each \( i \) implies that \( \text{val}_L(\Delta) \geq 0 \). Now, Lemma 2.1 yields that \( \overline{\alpha} \) is a \( \overline{K} \)-basis of \( \overline{L} \) if and only if \( \det(M_G(\overline{\alpha})) \neq 0 \). We conclude by observing that \( \det(M_G(\overline{\alpha})) \) equals the image \( \overline{\Delta} \) of \( \Delta \) in \( \overline{L} \) and so \( \overline{\alpha} \) is a \( \overline{K} \)-basis of \( \overline{L} \) if and only if \( \text{val}_L(\overline{\Delta}) = 0 \).

The equivalence (2) \( \iff \) (3) follows from basics of linear algebra. To prove the equivalence of (3) and (4), we rely on Lemma 2.1(2.a)-(2.b): indeed, since \( M_G(\alpha)^{-1} = M_G(\alpha^*)^\top \), we have that each element \( \alpha_i^* \) belongs to \( \mathcal{O}_L \) if and only if \( M_G(\alpha)^{-1} \in \text{Mat}_n(\mathcal{O}_L) \).

In order to show that (3) \( \Rightarrow \) (5), we let \( \beta \in \mathcal{O}_L \). Since \( \alpha \) is a \( K \)-basis of \( L \), there exist unique \( \lambda_1, \ldots, \lambda_n \in K \) such that \( \beta = \sum_i \lambda_i \alpha_i \). Fix such \( \lambda_i \)'s and set \( \lambda = (\lambda_1, \ldots, \lambda_n) \). Then we have
\[
\lambda^T = M_G(\alpha)^{-1}(g_1(\beta), \ldots, g_n(\beta))^T \text{ and, } M_G(\alpha) \text{ being invertible in } \text{Mat}_n(\mathcal{O}_L), \text{ we derive that } \\
\lambda \in \mathcal{O}_K^*.
\]

We conclude the proof by observing that (5) clearly implies (1). \qed

**Definition 2.3.** A \(K\)-basis of \(L\) satisfying any of the equivalent properties in Proposition 2.2 is called an integral basis.

Note that the existence of integral \(K\)-bases is ensured, for instance, by the fact that \(\mathcal{O}_L\) is a free module over \(\mathcal{O}_K\); cf. Proposition 2.2(5).

### 2.2. Galois extensions of rings.

Let \(R\) be a commutative ring and let \(S\) be a commutative \(R\)-algebra. Denote by \(\text{End}_R(S)\) the endomorphisms of \(S\) as an \(R\)-module and by \(\text{Aut}(S/R)\) the collection of automorphisms of \(S\) as an \(R\)-algebra. If \(\phi : G \to \text{Aut}(S/R)\) is a homomorphism, then the \(\phi\)-skew group algebra of \(G\) with coefficients in \(S\) is the free \(S\)-module \(S[G]_{\phi}\) with basis \(G\) endowed with the following multiplication:

\[
\text{for } g, h \in G \text{ and } a_g, a_h \in S, \text{ one has } (a_g g)(a_h h) = a_g \phi(g)(a_h) g h.
\]

With this definition, it is not difficult to show \(S[G]_{\phi}\) is a (possibly non-commutative) ring. In our applications, \(\phi\) will always be an isomorphism, which we will treat as the identity map, as in [7], and we will therefore only write \(S[G]\) instead of \(S[G]_{\phi}\).

**Example 2.4.**

1. When \(\phi\) is the trivial map, then \(S[G]_{\phi}\) is the usual group ring of \(G\) over \(S\).
2. When \(R = \mathcal{O}_K\) and \(S = \mathcal{O}_L\), then the map

\[
\phi : G = \text{Aut}(L/K) \to \text{Aut}(\mathcal{O}_L/\mathcal{O}_K), \quad f \mapsto \phi(f) = f|_{\mathcal{O}_L}
\]

is a well-defined group isomorphism. Indeed, thanks to [22, Lem. 3.1], the elements of \(\mathcal{O}_L\) are integral over \(\mathcal{O}_K\) and thus each element of \(\text{Aut}_K(L)\) stabilizes \(\mathcal{O}_L\). Assuming \(\phi\) to be the identity map, we get

\[
\mathcal{O}_L[G] = \mathcal{O}_L[G]_{\phi} = \left\{ \sum_{g \in G} a_g g \in L[G] : a_g \in \mathcal{O}_L \right\}.
\]

3. For each nonnegative integer \(k\), we give two equivalent ways of constructing what in the remaining part of this section will be denoted by \(\mathfrak{m}_L^k[G]\). We observe that the map

\[
\tilde{\phi} : \text{Aut}(\mathcal{O}_L/\mathcal{O}_K) \to \text{Aut}(\mathfrak{m}_L^k/\mathcal{O}_K), \quad f \mapsto \tilde{\phi}(f) = f|_{\mathfrak{m}_L^k}
\]

is a well-defined isomorphism. Set now \(\phi : G \to \text{Aut}(\mathfrak{m}_L^k/\mathcal{O}_K)\) to be \(\tilde{\phi}\) precomposed with the isomorphism from (2). Then it follows that

\[
\mathfrak{m}_L^k[G] = \mathfrak{m}_L^k[G]_{\phi} = \left\{ \sum_{g \in G} a_g g \in L[G] : a_g \in \mathfrak{m}_L^k \right\}.
\]

**Definition 2.5.** A \(G\)-Galois extension is an extension \(S/R\) of commutative rings such that \(G\) is a subgroup of \(\text{Aut}(S/R)\) and the following hold:

1. \(S^G = \{ s \in S : \text{ for all } g \in G \text{ one has } g(s) = s \} = R\),
2. the map \(\tau : S \otimes_R S \to \bigoplus_{g \in G} S\), defined by

\[
x \otimes y \mapsto \tau(x \otimes y) = (xg(y))_{g \in G}
\]

is bijective.

The following is a weaker version of [17, Thm. 1.3], which can also be found in [29, Thm. 1.6].
Proposition 2.6. Let $S/R$ be an extension of commutative rings. Assume that $G$ is a subgroup of $\text{Aut}(S/R)$ and that $R = S^G$. Then the following statements are equivalent.

1. The extension $S/R$ is $G$-Galois.
2. The ring $S$ is a finitely generated projective $R$-module and the map
   \[ \varphi : S[G] \to \text{End}_R(S), \quad a = \sum_{g \in G} a_g g \mapsto (\varphi(a) : x \mapsto \sum_{g \in G} a_g g(x)) \]
   is an isomorphism of $R$-algebras.
3. For any nontrivial $g \in G$ and maximal ideal $m$ of $S$, there exists $s \in S$ such that $g(s) - s$ is not in $m$.

Example 2.7.

1. The extension $\mathcal{O}_L/\mathcal{O}_K$ is $G$-Galois. Indeed $G$ can be viewed as a subgroup of $\text{Aut}(\mathcal{O}_L/\mathcal{O}_K)$ via the map $\phi$ from Example 2.4(2) and $\mathcal{O}_L^G = \mathcal{O}_K$ because $G$ is the Galois group of $L/K$. The extension $L/K$ being unramified, Proposition 2.6(3) yields that $\mathcal{O}_L/\mathcal{O}_K$ is $G$-Galois.
2. For each nonnegative integer $k$, the extension $\text{Res}(L,k)/\text{Res}(K,k)$ is $G$-Galois. The last inclusion is here to be interpreted in terms of the following natural commutative diagram

\[
\begin{array}{ccc}
\mathcal{O}_K & \to & \mathcal{O}_L \\
\downarrow & & \downarrow \\
\mathcal{O}_K/m_k^G & \to & \mathcal{O}_L/m_k^G,
\end{array}
\]

where the dotted map is injective because $L/K$ is unramified. For each $f$ in $\text{Aut}(\mathcal{O}_L/\mathcal{O}_K)$ denote by $f_k$ the automorphism induced on $\text{Res}(L,k)/\text{Res}(K,k)$ by $f$. Then the map

\[ \text{Aut}(\mathcal{O}_L/\mathcal{O}_K) \to \text{Aut}(\text{Res}(L,k)/\text{Res}(K,k)), \quad f \mapsto f_k \]

precomposed with the map $\phi$ from Example 2.4(2) gives an isomorphism

\[ G \to \text{Aut}(\text{Res}(L,k)/\text{Res}(K,k)) \]

and, moreover, we have $\text{Res}(L,k)^G = \text{Res}(K,k)$. Applying Proposition 2.6(3), we get that $\text{Res}(L,k)/\text{Res}(K,k)$ is $G$-Galois.

For each nonnegative integer $k$, define

\[ \text{End}_K^k(L) = \{ f \in \text{End}_K(L) \mid f(\mathcal{O}_L) \subseteq \mathcal{O}_L \} \]

Proposition 2.8. For each nonnegative integer $k$, one has

\[ \varphi(m_k^G[G]) = \text{End}_K^k(L) \]

Proof. Fix $k$. The inclusion $\varphi(m_k^G[G]) \subseteq \text{End}_K^k(L)$ is clear so we show the other one. First, choose an ordering on the elements of $G = \{g_1, \ldots, g_n\}$. Let $f \in \text{End}_K^k(L)$ and let $a = \sum_i a_i g_i \in L[G]$ be such that $\varphi(a) = f$. Fix an integral $K$-basis $\alpha = (\alpha_1, \ldots, \alpha_n)$ of $L$ and, for each index $j$, set

\[ \beta_j = f(\alpha_j) = \varphi(a)(\alpha_j) = \sum_{i=1}^n a_i g_i(\alpha_j). \]

This gives a linear system

\[ (a_1, \ldots, a_n) M_G(\alpha) = (\beta_1, \ldots, \beta_n), \]

which, thanks to Lemma 2.1, can be rewritten as

\[ (a_1, \ldots, a_n) = (\beta_1, \ldots, \beta_n) M_G(\alpha^*)^\top. \]

Now, for each $i \in \{1, \ldots, n\}$, we have $\text{val}_L(\alpha_i^*) = 0$ and so (1) together with the definition of valuation yields $\text{val}_L(\alpha_j) \geq \min_i \{\text{val}_L(\beta_i)\} \geq k$. This concludes the proof. \qed
Let $\varphi : L[G] \to \text{End}_{K}(L)$ denote the isomorphism given by Proposition 2.6, where $\phi$ is taken to be the identity map. For each nonnegative integer $k$, for $f \in \text{End}^{0}_{K}(L)$, and for $M \in \{K, L\}$, we write:

1. $\varphi_{k}$ instead of $\varphi|_{m^{k}[G]}$;
2. $\bar{\varphi}_{k}$ for the isomorphism $\text{Res}(K, k)[G] \to \text{End}_{\text{Res}(L,k)}(\text{Res}(L, k))$ induced by $\varphi$,
3. $\pi_{M}^{(k)}$ for the canonical projection $O_{M} \to \text{Res}(M, k)$,
4. $f_{k}$ for the induced endomorphism of $\text{Res}(L,k)$.

Note that the map in (2) is well-defined: indeed, thanks to Example 2.7(2), the extension $\text{Res}(L,k)/\text{Res}(K,k)$ is $G$-Galois and so $\varphi_{k}$ exists by Proposition 2.6.

If $V$ is an $n$-dimensional vector space over a field $M$ and $\alpha$ is an $M$-basis of $V$, we denote by $\psi_{\alpha}$ the map $\text{End}_{M}(V) \to \text{Mat}_{n}(M)$ that sends each endomorphism to its matrix representation with respect to the basis $\alpha$.

**Theorem 2.9.** Let $k$ be a nonnegative integer, and let $\alpha$ be an integral $K$-basis of $L$. The following hold:

1. $m^{k}_{L}[G]$ is the kernel of the map
   $$O_{L}[G] \to \text{Res}(L, k)[G], \quad \sum_{g \in G} a_{g} g \mapsto \sum_{g \in G} \pi_{L}^{(k)}(a_{g}) g,$$
2. $\text{End}^{0}_{K}(L)$ is the kernel of the map
   $$\text{End}^{0}_{K}(L) \to \text{End}_{\text{Res}(K,k)}(\text{Res}(L, k)), \quad f \mapsto f_{k},$$
3. $\psi_{\alpha}(\text{End}^{k}_{K}(L)) = \text{Mat}_{n}(m^{k}_{K})$,
4. the following diagram is commutative

$$
\begin{array}{cccc}
0 & \to & m^{k}_{L}[G] & \to & O_{L}[G] & \to & \text{Res}(L, k)[G] & \to & 0 \\
\downarrow{\varphi_{k}} & & \downarrow{\varphi_{0}} & & \downarrow{\pi_{k}} & & & & \\
0 & \to & \text{End}^{k}_{K}(L) & \to & \text{End}^{0}_{K}(L) & \to & \text{End}_{\text{Res}(K,k)}(\text{Res}(L, k)) & \to & 0 \\
\downarrow{\psi_{\alpha}} & & \downarrow{\psi_{\alpha}} & & \downarrow{\psi_{\alpha}} & & & & \\
0 & \to & \text{Mat}_{n}(m^{k}_{L}) & \to & \text{Mat}_{n}(O_{K}) & \to & \text{Mat}_{n}(\text{Res}(K,k)) & \to & 0
\end{array}
$$

where all the rows are exact and the vertical maps are isomorphisms.

**Proof.** (1) Straightforward computation. (2) This is clear from the definition of $\text{End}^{k}_{K}(L)$ and the fact that $\varphi$ is a $K$-algebra homomorphism. (3) It follows from the properties of an integral basis. (4) The first maps in the columns of the diagram are isomorphisms thanks to Proposition 2.6. The maps $\psi_{\alpha}$ and $\psi_{\alpha}$ are also isomorphisms by definition. Moreover, the rows are exact as a consequence of (1) and (2). The left square is easily shown to be commutative from the direct definitions of $\varphi_{0}$ and $\varphi_{k}$. The right diagram is commutative as a consequence of the commutativity of the left square and the exactness of the rows.

We remark that, for each nonnegative integer $k$ and thanks to the last result, $m^{k}_{L}[G]$ and $\text{End}^{k}_{K}(L)$ are ideals of $O_{L}[G]$ and $\text{End}^{0}_{K}(L)$, respectively. Moreover, we observe that, as a consequence of
Proposition 2.6, the $\mathcal{O}_K$-algebra $\mathcal{O}_L[G]$ is isomorphic to $\text{End}_{\mathcal{O}_K}(\mathcal{O}_L)$ via the following diagram

$$
\begin{array}{ccc}
\text{End}_K(L) & \xrightarrow{f \mapsto 1 \otimes f} & \text{End}_{\mathcal{O}_K}(\mathcal{O}_L) \\
\subseteq & & \xrightarrow{f \mapsto f|_{\mathcal{O}_L}} \\
\text{End}_K^0(L) & & \\
\end{array}
$$

Remark 2.10. The commutative diagram of Theorem 2.9(4) justifies the fact that working in $\mathcal{O}_L[G]$ or in $\text{Mat}_n(\mathcal{O}_K)$ is equivalent, provided that we choose an integral basis $\alpha$ for representing the endomorphisms of $L$ as matrices. More specifically, when we want to understand what happens in the rings $\text{Res}(K, k)$, we can either consider the ring $\mathcal{O}_L[G]$ modulo $m_L^k[G]$, or quotient $\text{Mat}_n(\mathcal{O}_K)$ modulo $\text{Mat}_n(m_K^k)$.

2.3. Rank drops and expansions. The aim of this section is to discuss the drop in rank of $f \in \mathcal{O}_L[G]$ to $\overline{f} \in \overline{L}[G]$, or more generally to $\text{Res}(L, k)[G]$, in terms of cokernel of $f : \mathcal{O}_L \to \mathcal{O}_L$ or of a $\pi$-adic expansion.

Let $\mathcal{R} \subseteq \mathcal{O}_L$ be a set of representatives for $\overline{L}$, in other words $0 \in \mathcal{R}$ and $\mathcal{R}$ is mapped bijectively onto $\overline{L}$ via the canonical projection $\mathcal{O}_L \to \overline{L}$. Among the possible choices of $\mathcal{R}$, there is a unique one for $\mathcal{R} \setminus \{0\}$ to be a multiplicative subgroup of $\mathcal{O}_L^\times$ [22, § I.7]. Such a set of representatives is called multiplicative, also known as Teichmüller representatives, and has the property that $\mathcal{R} \setminus \{0\}$ is isomorphic to $\overline{L}^\times$. We assume, until the end of the present section, that $\mathcal{R}$ is multiplicative. Thanks to [22, Cor. I.5.2] and the fact that $\mathcal{O}_L[G]$ is a free $\mathcal{O}_L$-module with basis $G$, we have that

$$\mathcal{R}[G] = \left\{ \sum_{g \in G} r_g g : r_g \in \mathcal{R} \right\}
$$

is a set of representatives of $\overline{L}[G]$ in $\mathcal{O}_L[G]$. In particular, for every $f \in \mathcal{O}_L[G]$, there is a unique $\pi$-adic expansion

$$f = \sum_{i \geq 0} f^{(i)} \pi^i
$$

of $f$ such that each $f^{(i)}$ is an element of $\mathcal{R}[G]$.

Definition 2.11. Let $R$ be a commutative ring and let $M$ be a finitely generated $R$-module. Then the inner rank $\text{rk}_{\text{inn}}(M, R)$ of $M$ is the minimum number of generators of $M$ as an $R$-module, in symbols

$$\text{rk}_{\text{inn}}(M, R) = \min \left\{ |X| : X \subseteq M, \ M = \langle X \rangle_R = \sum x \in X Rx \right\}.
$$

The inner rank of $f \in \text{End}_R(M)$ is $\text{rk}_{\text{inn}}(f, R) = \text{rk}_{\text{inn}}(f(M), R)$.

We observe that, whenever $R$ is a field and $f \in \text{End}_R(M)$, then

$$\text{rk}_{\text{inn}}(f, R) = \text{rk}_R(f) = \dim_R(M) - \dim_R(\ker f).
$$

In the following result, $\text{rk}$ means $\text{rk}_K$. Moreover, if $k$ is a nonnegative integer and $f \in \mathcal{O}_L[G]$ is viewed as an element of $\text{End}_{\mathcal{O}_K}(\mathcal{O}_L)$, then $\overline{f}_k$ denotes the induced endomorphism of $\text{Res}(L, k)$ and $f_k$ denotes the truncated sum $\sum_{i=0}^k f^{(i)} \pi^i$, where $f$ is written as in (2).

Proposition 2.12. Let $k$ be a positive integer and let $f \in \mathcal{O}_L[G]$ viewed as an element of $\text{End}_{\mathcal{O}_K}(\mathcal{O}_L)$ or of $\text{End}_K(L)$. Let, moreover,

$$(e_1) \supseteq (e_2) \supseteq \cdots \supseteq (e_n)$$
denote the elementary divisors of the $\mathcal{O}_K$-module $\text{coker}(f) = \mathcal{O}_L/f(\mathcal{O}_L)$. Then the following hold:

1. $\text{rk}_{\text{inn}}(\overline{f}_k, \text{Res}(K, k)) = |\{i : \pi^{k-1} \in (e_i)\}| = n - |\{i : e_i \in (\pi^k)\}|$.
2. $\text{rk}_{\text{inn}}(f, \mathcal{O}_K) = \text{rk } f$ and $f(\mathcal{O}_L) + m^{k+1}_L = f|_k(\mathcal{O}_L) + m^{k+1}_{\mathcal{O}_L}$.
3. $\text{rk}_{\text{inn}}(\overline{f}_{k+1}, \text{Res}(K, k + 1)) \leq \text{rk } f|_k$ and both
   
   $$\text{rk}_{\text{inn}}(\overline{f}_{k+1}, \text{Res}(K, k + 1)) < \text{rk } f|_k$$

   can occur.

**Proof.** (1) Thanks to Proposition 2.8(2) the ring $\mathcal{O}_L$ is a free module over the principal ideal domain $\mathcal{O}_K$. Thanks to the assumptions there exists thus a basis $(b_1, \ldots, b_n)$ of $\mathcal{O}_L$ over $\mathcal{O}_K$ such that

$$f(\mathcal{O}_L) = \mathcal{O}_K e_1 b_1 \oplus \ldots \oplus \mathcal{O}_K e_n b_n.$$ 

Modulo $m^n_K$, it follows therefore that a minimal generating set for $\overline{f}_k(\text{Res}(L, k))$ as a $\text{Res}(K, k)$-
module is given by $\{e_i b_i : e_i \notin m^n_K\}$, equivalently

$$\text{rk}_{\text{inn}}(\overline{f}_k, \text{Res}(K, k)) = |\{i : e_i \notin m^n_K\}| = n - |\{i : e_i \in m^n_K\}| = |\{i : \pi^{k-1} \in (e_i)\}|$$

(2) It clearly follows from the definition of $f|_k$ and the fact that $f$ belongs to $\mathcal{O}_L[G]$ that $f(\mathcal{O}_L) + m^{k+1}_L = f|_k(\mathcal{O}_L) + m^{k+1}_{\mathcal{O}_L}$. We now show the equality $\text{rk}_{\text{inn}}(f, \mathcal{O}_K) = \text{rk } f$ holds. Let $b_1, \ldots, b_n$ be as in the proof of (1). Then, by extension of scalars, it follows that

$$f(L) = K e_1 b_1 \oplus \ldots \oplus K e_n b_n.$$ 

In particular, we have that

$$\text{rk}_{\text{inn}}(f, \mathcal{O}_K) = |\{i : e_i \neq 0\}| = \text{rk } f.$$

(3) It follows from (2) that

$$\text{rk}_{\text{inn}}(\overline{f}_{k+1}, \text{Res}(K, k + 1)) = \text{rk } (\overline{f}_{|k})_{k+1}, \text{Res}(K, k + 1)) \leq \text{rk } f|_k.$$

We now show that both equality and strict inequality can occur. For the equality, we can for instance take $f$ to be the identity map: then $f = f|_k$ and $\overline{f}_{k+1}$ is the identity on $\text{Res}(L, k + 1)$. We now give an example for the strict inequality. Assume $\pi = p$ and $p \equiv 3 \mod 4$. Assume moreover, that $n = 2$ and that $L$ is the splitting field of $F(X) = X^2 + 1$ over $K$. Call $\pm \delta$ the roots of $F$ in $L$ and let $\sigma$ be the generator of the Galois group $G$, which swaps $\delta$ and $-\delta$. Write $\sigma^2 = 1_L$. We define $f \in \mathcal{O}_L$ to be

$$f = 1_L + (1 + \delta p)\sigma = 1_L + \sigma + p(\delta \sigma) = f|_1.$$ 

With respect to the basis $(1, \delta)$ the endomorphism $f$ can be expressed as

$$f = \begin{pmatrix} 2 & 0 \\ p & 0 \end{pmatrix}, \text{ yielding } \text{rk } f = 2.$$ 

However, modulo $p^2$, the vectors $(2, p)$ and $(p, 0)$ are linearly dependent and so

$$1 = \text{rk}_{\text{inn}}(\overline{f}_2, \text{Res}(K, 2)) < \text{rk } f_1 = 2.$$ 

**Remark 2.13.** Let $k$ be a positive integer. Notice that, thanks to Proposition 2.12(1) we have that

$$|\{i : \pi^{k-1} \in (e_i)\}| = \text{rk}_{\text{inn}}(\overline{f}_k, \text{Res}(K, k)) \leq \text{rk}_{\text{inn}}(\overline{f}_{k+1}, \text{Res}(K, k + 1))$$

and therefore, as a consequence of Proposition 2.12(3), we have that

$$\text{rk}_{\text{inn}}(\overline{f}_k, \text{Res}(K, k)) \leq \min \{\text{rk } f|_\ell : \ell \geq k - 1\}.$$ 

□
In particular, there exists a nonnegative integer $\ell$ such that, for all $j \geq \ell$, one has that
\[ \text{rk } f = \text{rk}_{\operatorname{inn}}(f_{\ell}, \text{Res}(K, \ell)) \leq \text{rk } f_{\ell-1}. \]
In other words, the ranks of the truncated sums provide upper bounds for the ranks of $f$ over the residue fields and, in the limit, to the rank of $f$. Whether the ranks of $f_{[k]}$, $f_{[k+1]}$, $f$ can be related via
\[ \text{rk } f_{[k]} \leq \text{rk } f_{[k+1]} \leq \text{rk } f \]
is not a priori clear. It seems reasonable to expect that, in the context of the last inequalities, $k = 0$ might play a special role.

2.4. Module endomorphisms. The following assumptions will be valid until the end of the present section. Let $S/R$ be a $G$-Galois extension of local principal ideal rings. In other words, there exists a $G$-Galois extension of rings $\bar{S}/\bar{R}$ such that the following properties hold:

(1) the rings $\bar{R}$ and $\bar{S}$ are local principal ideal domains, equivalently DVRs,
(2) the rings $R$ and $S$ are quotient rings of $\bar{R}$ and $\bar{S}$, respectively, that is, there exist ideals $I_R$ of $\bar{R}$ and $I_S$ of $\bar{S}$ such that $R = \bar{R}/I_R$ and $S = \bar{S}/I_S$,
(3) the following natural diagram is commutative.

\[
\begin{array}{ccc}
\bar{R} & \longrightarrow & \bar{S} \\
\downarrow & & \downarrow \\
R & \longrightarrow & S
\end{array}
\]

In particular, if the maximal ideal $m_{\bar{R}}$ of $\bar{R}$ is equal to $\bar{R}\omega$, then, for each nonnegative integer $k$, we have that $m_{\bar{R}}^k = \bar{R}\omega^k$. Moreover, thanks to Proposition 2.6(2), the modules $S$ and $\bar{S}$ are free over $R$ and $\bar{R}$, respectively. For each nonnegative integer $i$, we denote by $\text{Res}(R, i)$ the quotient ring of $R$ by the $i$-th power of its maximal ideal $m_R$ and we set $\bar{R} = \text{Res}(R, 1)$.

We assume, additionally, that the ring extension $S/R$ is unramified, i.e. the ring $\bar{S}$ is local with maximal ideal $m_{\bar{S}} = \bar{S}\omega$. Observe that for $S/R$ to be unramified is equivalent to saying that the extension of fields $\text{Frac}(\bar{S})/\text{Frac}(\bar{R})$ is unramified. Write $\mathcal{S}$ for the residue field of $S$ and write, additionally, $m_{\mathcal{S}}$ and $\text{Res}(S, i)$ for the analogues of $m_{\mathcal{R}}$ and $\text{Res}(R, i)$ for $S$, respectively. Then the extension of the residue fields $\mathcal{S}/\mathcal{R}$ is $G$-Galois. We use the bar notation for elements and $R$-spaces in $\mathcal{S}$. To conclude, for an element $f \in S[G]$, we write
\[ \text{val}(f) = \max\{k : f \in m_{\mathcal{S}}^k[G]\} \in \mathbb{Z}_{\geq 0} \cup \{+\infty\}. \]

**Definition 2.14.** Let $M$ be a finitely generated $R$-module $M$. Then the free rank $\text{frk}(M, R)$ of $M$ is the largest among the ranks of free $R$-submodules of $M$, in symbols
\[ \text{frk}(M, R) = \max\{\text{rk}_{\text{inn}}(N, R) : N \text{ is a free } R\text{-submodule of } M\}. \]

**Lemma 2.15.** Let $f \in S[G]$. Then the following hold:

(1) one has $\text{rk}_{\text{inn}}(f, R) + \text{frk}(\ker(f), R) = n$.
(2) there exists a free $R$-submodule $M$ of $\ker(f)$ such that
\[ \text{frk}(M, R) = \dim_{\mathcal{R}}(M) = \text{frk}(\ker(f), R). \]

**Proof.** (1) In view of Proposition 2.6, we consider $f$ as an element of $\text{End}_R(S)$ and so, thanks to the isomorphism theorems, we have an induced $R$-module isomorphism $S/\ker(f) \to f(S)$. This means in particular that $\text{rk}_{\text{inn}}(S/\ker(f), R) = \text{rk}_{\text{inn}}(f(S), R)$. It follows now from the elementary divisor theorem that $\text{rk}_{\text{inn}}(S/\ker(f), R) = n - \text{frk}(\ker(f), R)$ and so the statement is proven.

\[ \text{Equivalently, either } I_R = I_S = 0 \text{ or there exists } k \text{ such that } R = \bar{R}/\bar{R}\omega^k \text{ and } S = \bar{S}/\bar{S}\omega^k. \text{ Note that the case when the ideals are non-trivial covers the case of all finite commutative chain rings; cf. [37]} \]
Alternatively, one can observe that \( f \), as an element of \( \text{End}_R(S) \), can be represented as a square matrix over \( R \) in Smith normal form, whose diagonal is \( (e_1, \ldots, e_n) \), after choosing any \( R \)-basis of \( S \). This is ensured by the fact that Smith normal forms exist over any principal ideal ring; see e.g. [41, Theorem 12.3 and subsequent remark]. The claim follows from the fact that \( \text{rk}_{\text{inn}}(f, R) = |\{i : e_i \neq 0\}| \), which can be deduced in an analogous way to what shown in Proposition 2.12(1) for \( R = \mathcal{O}_K \) and \( S = \mathcal{O}_L \).

(2) Thanks to the definition of free rank of \( \ker(f) \), there exists a free \( R \)-sumbodule \( M \) of \( \ker(f) \) such that \( \text{rk}_{\text{inn}}(M, R) = \text{frk}(\ker(f), R) \). The submodule \( M \) being free over \( R \), one also has \( \text{rk}_{\text{inn}}(M, R) = \dim_R(M) \) and so the proof is complete. \( \square \)

**Proposition 2.16.** Let \( f \in S[G] \) be a nonzero \( \sigma \)-polynomial. Then, one has

\[
\text{rk}_{\text{inn}}(f, R) \geq n - \text{deg}_\sigma(f).
\]

**Proof.** We work by induction on \( v = \text{val}(f) \). We start by assuming that \( v = 0 \) and we show that \( \text{frk}(\ker(f), R) \leq \text{deg}_\sigma(f) \). By Lemma 2.15(2), there exists a free \( R \)-submodule \( M \subseteq \ker(f) \) such that \( \dim_R(M) = \text{frk}(\ker(f), R) \). Clearly, \( M \subseteq \ker(\mathcal{f}) \) and so it follows from the field case that

\[
\text{frk}(\ker(f), R) = \dim_R(M) \leq \dim_R(\ker(\mathcal{f})) \leq \text{deg}_\sigma(\mathcal{f}) \leq \text{deg}_\sigma(f).
\]

Lemma 2.15 yields \( \text{rk}_{\text{inn}}(f, R) = n - \text{frk}(\ker(f), R) \geq n - \text{deg}_\sigma(f) \).

Assume now that \( v = \text{val}(f) > 0 \) and that the claim holds for any \( \sigma \)-polynomial of lower valuation. Let \( h \in S[G] \) be such that \( f = \omega h \) and observe that such \( h \) exists, because \( v > 0 \). Now, \( f \) and \( h \) have the same degree and the following inequalities hold, by definition of inner rank and the induction hypothesis:

\[
\text{deg}_\sigma(f) = \text{deg}_\sigma(h) \geq n - \text{rk}_{\text{inn}}(h, R) \geq n - \text{rk}_{\text{inn}}(f, R).
\]

In particular, we have that \( \text{rk}_{\text{inn}}(f, R) \geq n - \text{deg}_\sigma(f) \). \( \square \)

The analogues of the following two results in the context of finite fields can be derived from results included in [53].

**Proposition 2.17.** Let \( M \) be a free \( R \)-submodule of \( S \) of rank \( r \leq n \) such that \( \dim_R(M) = r \) and let \( (\beta_1, \ldots, \beta_r) \) be an \( R \)-basis of \( M \). Then, there exists a unique monic \( f_M \in S[G] \) of \( \sigma \)-degree \( r \) such that \( f_M(M) = \{0\} \). Moreover, the \( \sigma \)-polynomial \( f_M \) is defined by induction as:

\[
(3) \quad f_M = \begin{cases} 
\text{id} & \text{if } r = 0, \\
\left( \sigma - \frac{\sigma(f_M(\beta_r))}{f_M(\beta_r)} \right) \circ f_N & \text{if } r \geq 1,
\end{cases}
\]

where \( N = (\beta_1, \ldots, \beta_{r-1})_R \).

**Proof.** Let \( f \) be defined as in (3). First, we show that \( f \) is well-defined, that is, at each step we can divide by \( f_N(\beta_r) \). Suppose, for a contradiction, that this is not the case. This means that \( f_N(\beta_r) \in \mathfrak{m}_S \) and, thus, that \( f_N(\mathcal{f}_N) = 0 \). It follows that \( f_N \) has \( \sigma \)-degree \( r - 1 \) and it vanishes on \( M \), which has \( \mathcal{R} \)-dimension \( r \) by assumption. This yields a contradiction, and shows that \( f_M \) defined in (3) is well-defined. Moreover, by definition it is easy to see that \( f(\beta_i) = 0 \) for every \( i \in \{1, \ldots, r\} \).

Now, suppose that there exist two monic \( \sigma \)-polynomials \( f_1, f_2 \) of \( \sigma \)-degree \( r \) such that \( f_1(M) = f_2(M) = 0 \). Then \( f_1 - f_2 \) is either \( 0 \) or has \( \sigma \)-degree at most \( r - 1 \) and \( (f_1 - f_2)(M) = \{0\} \). However, this second case is not possible because it contradicts Proposition 2.16. Thus, \( f_1 = f_2 \), which shows the uniqueness of \( f_M \). \( \square \)

The \( \sigma \)-polynomial \( f_M \) defined in (3) is called the **annihilator polynomial** of the free \( R \)-submodule \( M \).
Corollary 2.18. Let $M$ be a free $R$-submodule of $S$ of rank $r$ such that $\dim_R(M) = r$ and let $(\beta_1, \ldots, \beta_r)$ be an $R$-basis of $M$. Let $f \in S[G]$ be a $\sigma$-polynomial such that $f(M) = 0$. Then, there exists $h \in S[G]$, such that $f = h \circ f_M$.

Proof. Since $f_M$ is monic, we can perform the right Euclidean algorithm and perform right division of $f$ by $f_M$; see for instance [13]. Let $h, h' \in S[G]$ be such that $f = h \circ f_M + h'$ and either $h' = 0$ or $\deg_h(h') < r$. Since $f(M) = f_M(M) = \{0\}$, we have $h'(M) = \{0\}$ and Proposition 2.16 yields $h' = 0$. □

We now define a truncated version of the Moore matrix as a rectangular submatrix of the $G$-Moore matrix. For a positive integer $r$ and a vector $\alpha = (\alpha_1, \ldots, \alpha_r) \in S^r$, we define the $s \times r$ matrix $M_{s, \sigma}(\alpha)$ as the matrix

$$M_{s, \sigma}(\alpha) = (\sigma^i(\alpha_j))_{0 \leq i \leq s-1, 1 \leq j \leq r}.$$

For a module $M$ over $R$, we write elementary divisors of $M$ meaning the images in $R$ of the elementary divisors of $M$ as a $R$-module. This is the same as taking the elementary divisors coming from the Smith normal form of $M$.

Proposition 2.19. Let $r \leq n$, $\alpha = (\alpha_1, \ldots, \alpha_r) \in S^r$, and $(e_1) \supseteq \ldots \supseteq (e_n)$ be the elementary divisors of the $R$-submodule $(\alpha_1, \ldots, \alpha_r)_R$ of $S$. Then there exist $A \in \text{GL}(r, R)$ and $\beta \in S^r$ such that $M_{r, \sigma}(\beta) \in \text{GL}(r, S)$ and the following equality holds:

$$M_{r, \sigma}(\alpha)A = M_{r, \sigma}(\beta) \text{diag}(e_1, \ldots, e_r).$$

Moreover, $\overline{e_1}, \ldots, \overline{e_r}$ are $R$-linearly independent if and only if $M_{r, \sigma}(\alpha) \in \text{GL}(r, S)$.

Proof. Set $M = (\alpha_1, \ldots, \alpha_r)_R$ and note that $e_{r+1}, \ldots, e_n$ are all equal to 0, because $M$ has inner rank at most $r$. Let $\beta = (\beta_1, \ldots, \beta_r) \in S^r$ be a vector such that $(\beta_1, \ldots, \beta_r)_R$ is a free $R$-submodule of rank $r$ of $S$ and

$$M = (\alpha_1, \ldots, \alpha_r)_R = (e_1 \beta_1, \ldots, e_r \beta_r)_R.$$

Set $s = \max\{i = 1, \ldots, r : e_i \neq 0\}$, so that $s = \text{rk}_{\text{inv}}(M, R)$ and $M = (e_1 \beta_1, \ldots, e_s \beta_s)_R$. Then, there exist $A_1 \in \text{Mat}_{s \times r}(R)$, $A_2 \in \text{Mat}_{r \times s}(R)$ such that

$$(e_1 \beta_1, \ldots, e_s \beta_s)A_1 = \alpha \text{ and } \alpha A_2 = (e_1 \beta_1, \ldots, e_s \beta_s).$$

From the above equalities, we derive that $\text{diag}((e_i)_{i=1,\ldots,s})A_1A_2 = \text{diag}((e_i)_{i=1,\ldots,s})$ and hence, for each $i \in \{1, \ldots, s\}$, there exists $v_i \in \text{Ann}_{R}(e_i)$ with the property that

$$A_1A_2 = I_s + \text{diag}((v_i)_{i=1,\ldots,s})D,$$

for some $D \in \text{Mat}_{s}(R)$. In particular, $A_1A_2 \in \text{GL}(s, R)$ and therefore $A_2$ admits a left inverse. At this point, consider the $R$-module $\text{Ann}_{R}(\alpha)$. By definition, $\text{Ann}_{R}(\alpha)$ coincides with the kernel of the map $\phi : R^r \to S$ given by $\phi(u) = u\alpha^\top$. Since the image of $\phi$ is $(\alpha_1, \ldots, \alpha_r)_R$, we deduce from Lemma 2.15(1) that $\text{frk}(\text{Ann}_{R}(\alpha), R) = r - s$. Moreover, thanks to Lemma 2.15(2), we choose a free $R$-submodule $N$ of $\text{Ann}_{R}(\alpha)$ with the property that $\dim_{R}(N) = r - s$. If we select a basis of $N$ and fill its elements as columns of a matrix $C_2 \in \text{Mat}_{r \times (r-s)}(R)$, we obtain that the matrix

$$A = \left( \begin{array}{c} A_2 | C_2 \end{array} \right)$$

belongs to $\text{GL}(r, R)$ and satisfies $\alpha A = (e_1 \beta_1, \ldots, e_r \beta_r)$. Since the entries of $A$ are fixed by $\sigma$, we have

$$M_{r, \sigma}(\alpha)A = M_{r, \sigma}(e_1 \beta_1, \ldots, e_r \beta_r) = M_{r, \sigma}(\beta) \text{diag}((e_i)_{i=1,\ldots,r}).$$

The $R$-module $(\beta_1, \ldots, \beta_r)_R$ is free of rank $r$ with elementary divisors all equal to 1. Hence, $\overline{\beta_1}, \ldots, \overline{\beta_r}$ are $\overline{R}$-linearly independent and this holds if and only if $M_{r, \sigma}(\overline{\beta}) \in \text{GL}(r, \overline{S})$; see e.g. [45, Cor. 4.13]. This last property is in turn equivalent to $M_{r, \sigma}(\beta)$ belonging to $\text{GL}(r, S)$ and this concludes the proof. □
In the following result, we give an explicit expression for the annihilator polynomial of a free $R$-submodule of $S$. For the analogue result over finite fields see for instance [56].

**Proposition 2.20.** Let $M$ be a free $R$-submodule of $S$ of rank $r \leq n$ such that $\dim_R(M) = r$ and let $\beta = (\beta_1, \ldots, \beta_r)$ be an $R$-basis of $M$. Then the annihilator polynomial of $M$ is given by

$$f_M = h_r^{-1} \sum_{i=0}^{r} (-1)^{r-i}h_i \sigma^i,$$

where $h_i$ is the determinant of the matrix obtained by removing the $(i+1)$-th row from $M_{r+1, \sigma}(\beta)$.

**Proof.** Let $f \in S[G]$ be the $\sigma$-polynomial $f = \sum_i(-1)^{r-i}h_i \sigma^i$ and let $\alpha \in S$. Then, for $v_\alpha = (\alpha, \sigma(\alpha), \ldots, \sigma^r(\alpha))^\top$, it is easy to check that

$$f(\alpha) = \det(M_{r+1, \sigma}(\beta) | v_\alpha).$$

From Proposition 2.19 we derive that $f(\alpha) = 0$ if and only if $\alpha \in M$. Moreover, the leading coefficient of $f$ is $h_r = \det(M_{r, \sigma}(\beta))$. Thanks again to Proposition 2.19, $M_{r, \sigma}(\beta)$ is invertible and hence $h_r = \det(M_{r, \sigma}(\beta))$ is a unit. Thus, $h_r^{-1}f$ belongs to $S[G]$, is monic and $\ker(h_r^{-1}f) = \ker(f) = \ker(M)$. The statement follows from Proposition 2.17. \qed

In a similar way to what is done in [56, Lem. 3], the next result gives a necessary condition for $\sigma$-polynomials to have maximum kernel. Denote by $N_{S/R}(\alpha)$ the norm of an element $\alpha \in S$ with respect to the ring extension $S/R$, that is

$$N_{S/R}(\alpha) = \prod_{g \in G} g(\alpha) = \prod_{i=0}^{n-1} \sigma^i(\alpha).$$

**Theorem 2.21.** Let $\ell \leq n$ and $f = f_0id + \ldots + f_\ell \sigma^\ell \in S[G]$ be such that $\rk_\text{fin}(f) = n - \ell$. Then one has $N_{S/R}(f_0) = (-1)^{fn}N_{S/R}(f_\ell)$.

**Proof.** It follows from the hypotheses and Lemma 2.15(1) that $\rk(\ker(f), R) = \ell$. Thanks to Lemma 2.15(2) there exists a free $R$-submodule $M$ of $\ker(f)$ of rank $\ell$ such that $\dim_R(M) = \ell$. By Corollary 2.18, there exists $F \in S[G]$ such that $f = F \circ f_M$. Since $\deg_\sigma f = \deg_\sigma f_M$ and $f_M$ is monic, $F$ has $\sigma$-degree $0$, i.e. there exists $\lambda \in S$ such that $f = \lambda f_M$. Thus, $f_0 = \lambda(f_M)_{0}$ and $f_\ell = \lambda(f_M)_{\ell} = \lambda$. Let $\beta = (\beta_1, \ldots, \beta_\ell)$ be an $R$-basis of $M$, and let $h_i$ be the determinant of the $\ell \times \ell$ submatrix of $M_{r+1, \sigma}(\beta)$ obtained by removing the $(i+1)$-th row, for $i \in \{0, \ldots, \ell\}$. In particular, we can observe that

$$h_0 = \det(((\sigma^i(\beta_j))_{1 \leq i \leq \ell, 1 \leq j \leq \ell}) = \sigma(\det(((\sigma^i(\beta_j))_{0 \leq i \leq \ell-1, 1 \leq j \leq \ell}) = \sigma(h_\ell).$$

From Proposition 2.20 we obtain

$$f_0 = \lambda(f_M)_{0} = \lambda h_{\ell}^{-1}(-1)^\ell h_0 = (-1)^\ell \lambda h_{\ell}^{-1} \sigma(h_\ell) = (-1)^\ell f_\ell \sigma(h_\ell) h_{\ell}^{-1}.$$

Therefore, we deduce

$$N_{S/R}(f_0) = (-1)^{fn}N_{S/R}(f_\ell).$$

\qed

2.5. Rank-metric codes over local principal ideal rings. Rank-metric codes were introduced by Delsarte in [20] and by Gabidulin in [23] only for a combinatorial interest. They were originally thought as either sets of matrices over a finite field or as sets of vectors over an extension field. However, they can be viewed in many equivalent ways. In the case of square matrices and when the field of definition $E$ admits a $G$-Galois extension $F$, then it was shown that sets of matrices can be equivalently represented as subsets of $F[G]$ and hence also rank-metric codes; see e.g. [7]. Here, the rank induces a metric, called the rank-metric. Concretely, we can actually...
extend this to the case of rings. For this, let $S/R$ be a $G$-Galois extension. Then the distance function is the map $d : S[G] \times S[G] \to \mathbb{Z}_{\geq 0}$, given by

$$(f, g) \mapsto d(f, g) = \text{rk}_{\text{inn}}(f - g, R).$$

Until the end of the present section, we restrict ourselves to the same setting from Section 2.4, that is $S/R$ is an unramified $G$-Galois extension of local principal ideal rings.

**Definition 2.22.** A rank-metric code $C$ is a subset of $S[G]$ endowed with the rank distance. Moreover, the minimum rank distance of $C$ is the integer

$$d(C) = \min\{d(f, g) : f, g \in C, f \neq g\}.$$ 

If $C$ is an $R$-submodule of $S[G]$, then the code $C$ is said to be $R$-linear.

Observe that for an $R$-linear rank-metric code $C$ we have

$$d(C) = \min\{\text{rk}_{\text{inn}}(f, R) : f \in C \setminus \{0\}\}.$$ 

The following result can be obtained by generalizing, in a straightforward way, the techniques from [20, 31, 40].

**Proposition 2.23** (Singleton-like bound). Let $C \subseteq S[G]$ be an $R$-linear rank-metric code. Then the following inequality holds

$$(4) \quad \text{rk}_{\text{inn}}(C, R) \leq n(n - d(C) + 1).$$

Moreover, if $S$ is finite and $C \subseteq S[G]$ is any (non-necessarily linear) rank-metric code, then

$$(5) \quad \log_{|R|}|C| \leq \text{rk}_{\text{inn}}(C, R) \leq n(n - d(C) + 1).$$

We remark that, for finite $S$, the equality $\log_{|R|}|C| = \text{rk}_{\text{inn}}(C, R)$ is achieved precisely when $C$ is a free $R$-submodule of $S[G]$. The following definition generalizes that of rank-metric codes over fields.

**Definition 2.24.** A rank-metric code $C \subseteq S[G]$ is called maximum rank distance (MRD), if it is a free $R$-submodule such that (4) is met with equality.

We remark that, by their definition, rank-metric codes are necessarily linear. Some authors include non-linear codes meeting the bound of (5) with equality in the family of MRD codes, but this is not the case here.

The following result shows that, when $R$ is finite, the structural parameters of a rank-metric code $C$ are completely determined by its residue image $\overline{C}$. We remark that Theorem 2.25 is analogous to a theorem given in [62] for the case of the Hamming metric, which was extended in [39] to the case of the rank-metric. In both works the equality $d(C) \leq d(\overline{C})$ is proven.

**Theorem 2.25.** Assume that $R$ is finite and let $C$ be a free $R$-module of $S[G]$. Then

$$d(C) = d(\overline{C}) \quad \text{and} \quad \text{rk}_{\text{inn}}(C, R) = \text{dim}_R(\overline{C}).$$

Moreover, $C$ is MRD in $L[G]$ if and only if $\overline{C}$ is MRD in $\overline{L}[G]$.

**Proof.** The equality $\text{rk}_{\text{inn}}(C, R) = \text{dim}_R(\overline{C})$ follows from the definitions and the fact that $C$ is free. We now show that $d(C) = d(\overline{C})$. To this end, set $t = \min\{i \in \mathbb{N} : \pi^i = 0\}$ be the nilpotency index of $R$ and define the function

$$\text{wt} : C \setminus \{0\} \longrightarrow \{0, \ldots, t - 1\}, \quad f \longmapsto \text{wt}(f) = \max\{i : f \in \pi^i C\}.$$ 

We use the last map to define $\varphi : C \setminus \{0\} \to \pi^{t-1}C \setminus \{0\}$ by sending $f$ to $\pi^{t-\text{wt}(f)-1}f$. Note that, for each $f \in C \setminus \{0\}$, one has $\text{rk}_{\text{inn}}(\varphi(f), R) \leq \text{rk}_{\text{inn}}(f, R)$ and so we derive

$$d(C) = \min\{\text{rk}_{\text{inn}}(f, R) : f \in \pi^{t-1}C \setminus \{0\}\}.$$
Defining now $\rho : \mathcal{C} \to \pi^{t-1}\mathcal{C}$ to be the isomorphism of $R$-modules induced by scalar multiplication by $\pi^{t-1}$, we get
\[
d(\mathcal{C}) = \min\{\text{rk}(\rho^{-1}(f)) : f \in \pi^{t-1}\mathcal{C} \setminus \{0\}\} = d(\mathcal{C}).
\]
The last part of the statement readily follows. □

At this point we introduce two families of MRD codes naturally generalizing finite field constructions within our setting.

**Definition 2.26.** For a fixed positive integer $\ell \leq n$, the Gabidulin code $G_{\ell,\sigma}$ is
\[
G_{\ell,\sigma} = \left\{\sum_{i=0}^{\ell-1} f_i \sigma^i : f_i \in S \right\} \subseteq S[G].
\]

Gabidulin codes were introduced independently in [20] and in [23] over finite fields, while over general fields they have been first constructed in [31] and later rediscovered in [28] and [8]. Very recently, this family of codes has also been generalized to finite principal ideal rings in [40]. In all these settings the authors showed that the constructed codes are MRD. The following result shows that, also in the setting of Galois extensions of local principal ideal rings, Gabidulin codes are MRD.

**Proposition 2.27.** Let $0 < \ell \leq n$ be integers. Then the $R$-module $G_{\ell,\sigma}$ is an MRD code.

**Proof.** This is a direct consequence of Proposition 2.16. □

The following is the second most well-known construction of MRD codes.

**Definition 2.28.** Let $\ell \leq n$ be a positive integer, $h \in \mathbb{Z}$, and $\eta \in S \setminus \{0\}$. The module
\[
H_{\ell,\sigma}(\eta, h) = \left\{\sum_{i=0}^{\ell-1} f_i \sigma^i + \eta \sigma^h(f_0) \sigma^\ell : f_i \in S \right\} \subseteq S[G]
\]
is called a twisted Gabidulin code.

This family of codes was recently introduced by Sheekey in [56] and it is the first general construction of MRD codes after Gabidulin codes. However, the property of being MRD depends on the element $\eta$, which needs to have a prescribed norm. In Sheekey’s work, the construction was only given for the case of $R$ and $S$ being finite fields, but it is not difficult to extend it to general fields. We now show that this family can be further generalized to MRD codes over local principal ideal rings.

**Theorem 2.29.** Let $0 < \ell \leq n$ be integers. Let, moreover, $h \in \mathbb{Z}$ and $\eta \in S$ satisfy the following:

1. If $R$ is infinite, then $N_{S/R}(\eta) \neq (-1)^{\ell n}$.
2. If $R$ is finite, then $N_{L/K}(\eta) \neq (-1)^{\ell n}$.

Then the $R$-module $H_{\ell,\sigma}(\eta, h)$ is an MRD code.

**Proof.** Let $f = f_0 \sigma^0 + \ldots + f_\ell \sigma^\ell \in H_{\ell,\sigma}(\eta, h)$ be a nonzero $\sigma$-polynomial. We will show that $\text{rk}_{\text{inn}}(f, R) \geq n - \ell + 1$. If $\deg_{\sigma}(f) \leq \ell - 1$, then, by Proposition 2.16, we automatically have $\text{rk}_{\text{inn}}(f, R) \geq n - \ell + 1$. If $\deg_{\sigma}(f) = \ell$, assume by contradiction that $\text{rk}_{\text{inn}}(f, R) = n - \ell$. Then Theorem 2.21 yields
\[
N_{S/R}(f_0) = (-1)^{\ell n} N_{S/R}(f_\ell) = (-1)^{\ell n} N_{S/R}(\eta) N_{S/R}(f_0)
\]
or, in other words
\[
N_{S/R}(f_0)(N_{S/R}(\eta) - (-1)^{\ell n}) = 0.
\]
If $R$ is infinite, then there are no non-trivial zero divisors in $S$, and thus (6) contradicts the hypothesis. If, on the contrary, $R$ is finite, then we use Theorem 2.25 combined with the necessary condition of twisted Gabidulin codes over fields to be MRD; see [56]. □

As we saw with Theorem 2.25, when $R$ is finite, a code $C$ is MRD if and only if its image $\overline{C}$ over $\overline{R}$ is MRD in the classical sense. This suggests that the more interesting setting to be explored is that of MRD codes defined over (infinite) discrete valuation rings and the variation of their parameters over the associated residue field. We investigate this question in the next section and in the language of affine buildings.

3. A digression into rank-metric codes via Bruhat-Tits buildings

In this section, we study the behaviour of the dimension of a linear space of matrices when passing to the residue field, by making a connection with Mustafin varieties. In Section 3.1, we outline some classical results in the theory of Bruhat-Tits buildings. Moreover, in Section 3.2, we give a short introduction to the arithmo-geometric foundations necessary for our work. In Sections 3.3, 3.4 and 3.5 we introduce Mustafin varieties and state a classification result from [34]. Finally, in Section 3.6, we connect the theory of rank-metric codes to the notion of convexity in Bruhat-Tits buildings.

3.1. The Bruhat-Tits building. The theory of Bruhat-Tits buildings originated from the rich theory of reductive algebraic groups [12, 61, 1]. In this paper, we focus on the building $\mathcal{B}_d$ associated to the reductive group $\text{PGL}(V)$ (i.e. the group of linear isomorphisms of $V$ up to scaling), where $V$ is a $d$-dimensional vector space over the discretely valued field $K$.

We call a lattice in $V$ any $O_K$-submodule of $V$ of rank $d$. For a lattice $\Lambda$ in $V$, we denote by $[\Lambda] = \{c\Lambda : c \in K^\times\}$ the homothety class of $\Lambda$. The set of homothety classes of lattices is denoted by $\mathcal{B}_d^0 = \{[\Lambda] : \Lambda$ is a lattice in $V\}$. We say that two lattice classes $[\Lambda_1], [\Lambda_2]$ are adjacent if there exists $n \in \mathbb{Z}$ such that

$$\pi^{n+1}\Lambda_1 \subseteq \Lambda_2 \subseteq \pi^n\Lambda_1.$$ 

The Bruhat-Tits building $\mathcal{B}_d$ is the infinite flag simplicial complex $\mathcal{B}_d$, whose set of vertices is $\mathcal{B}_d^0$ and whose edges are given by the adjacency relation defined above. The simplices in $\mathcal{B}_d$ are the subsets of $\mathcal{B}_d^0$ whose elements are pairwise adjacent. For a detailed treatment of buildings, we refer the reader to the book by P. Abramenko and K. Brown [2]. The Bruhat-Tits building $\mathcal{B}_d$ is endowed with a notion of convexity given in the following definition.

**Definition 3.1.** Let $\Gamma$ be a set of homothety classes of lattices. Then $\Gamma$ is convex if, for any two lattice classes $[\Lambda_1], [\Lambda_2] \in \Gamma$ and any $\tilde{\Lambda}_1 \in [\Lambda_1]$ and $\tilde{\Lambda}_2 \in [\Lambda_2]$, we have $[\tilde{\Lambda}_1 \cap \tilde{\Lambda}_2] \in \Gamma$.

The convex hull $\text{conv}(\Gamma)$ of a set $\Gamma$ of homothety classes of lattices is the smallest convex set in the building $\mathcal{B}_d$ containing $\Gamma$. It is known that, when $\Gamma = \{[\Lambda_1], \ldots, [\Lambda_n]\}$ is finite, then its convex hull

$$\text{conv}(\Gamma) = \left\{ \left. \left( \bigcap_{i=1}^n \pi^{m_i}\Lambda_i \right) \right\} : m_1, \ldots, m_n \in \mathbb{Z} \right\}$$

is also finite (see [38, 64]).

**Example 3.2** (The building $\mathcal{B}_2(\mathbb{Q}_2)$). In Figure 1, we illustrate a local realization of the Bruhat-Tits building $\mathcal{B}_2$ over $\mathbb{Q}_2$. In this case, $\mathcal{B}_2$ is an infinite three-valent tree.
3.2. Arithmetic foundations. To define Mustafin varieties, we begin by defining the projective space associated to a lattice. Let $\Lambda$ be a lattice in a finite dimensional vector space $V$ over $K$. Let $V^\vee = \text{Hom}_K(V,K)$ be the dual space of $V$ and $\Lambda^\vee = \text{Hom}_K(\Lambda,O_K)$ the dual lattice of $\Lambda$. We denote by $\text{Sym}(V^\vee)$ and $\text{Sym}(\Lambda^\vee)$ their corresponding symmetric algebras. We define the projective spaces of $V$ and $\Lambda$ as the Proj constructions of the symmetric algebras $\text{Sym}(V^\vee)$ and $\text{Sym}(\Lambda^\vee)$, in other words,

$$P(V) = \text{Proj}(\text{Sym}(V^\vee)),$$

$$P(\Lambda) = \text{Proj}(\text{Sym}(\Lambda^\vee)).$$

For readers that are more familiar with polynomial rings, we give another description of these spaces. Let us fix an $O_K$-basis $(e_1,\ldots,e_d)$ of $\Lambda$ which is then also a $K$-basis of $V$. The dual basis $(e_1^\vee,\ldots,e_d^\vee)$ is a basis of $V^\vee$ and by sending $e_i^\vee$ to the variable $x_i$, the symmetric algebra $\text{Sym}(V^\vee)$ is isomorphic to the polynomial ring $K[x_1,\ldots,x_d]$. So we can also define the projective space $\mathbb{P}(V)$ as $\text{Proj}(K[x_1,\ldots,x_d])$, i.e. the set of homogeneous ideals of $K[x_1,\ldots,x_d]$ not containing the maximal ideal generated by $x_1,\ldots,x_d$. We write

$$\mathbb{P}(V) = \text{Proj}(\text{Sym}(V^\vee)) \cong \text{Proj}(K[x_1,\ldots,x_d]).$$

Similarly, the dual basis $(e_1^\vee,\ldots,e_d^\vee)$ is a basis of $\Lambda^\vee$, and sending $e_i^\vee$ to the variable $x_i$ we can see that the symmetric algebra $\text{Sym}(\Lambda^\vee)$ is isomorphic to the polynomial ring $O_K[x_1,\ldots,x_d]$. So we have:

$$\mathbb{P}(\Lambda) = \text{Proj}(\text{Sym}(\Lambda^\vee)) \cong \text{Proj}(O_K[x_1,\ldots,x_d]).$$

This is the scheme of homogeneous ideals in $O_K[x_1,\ldots,x_d]$ that do not contain the ideal generated (in $O_K[x_1,\ldots,x_d]$) by $x_1,\ldots,x_d$. We warn the reader that, unlike the case of $K[x_1,\ldots,x_d]$, this ideal is no longer maximal.
The natural embedding of rings \( i : \mathcal{O}_K \hookrightarrow \text{Sym}(\Lambda^\vee) = \mathcal{O}_K[x_1, \ldots, x_d] \), induces a morphism of schemes

\[
\gamma : \mathbb{P}(\Lambda) \longrightarrow \text{Spec}(\mathcal{O}_K) = \{(0), m_K\}, \quad p \mapsto i^{-1}(p).
\]

Hence, the scheme \( \mathbb{P}(\Lambda) \) is a projective scheme over \( \text{Spec}(\mathcal{O}_K) = \{(0), m_K\} \). The zero ideal in \( \text{Spec}(\mathcal{O}_K) \) is called the \textit{generic point} of \( \text{Spec}(\mathcal{O}_K) \), while \( m_K \) is called its \textit{special point}. This is because \( m_K \) lies in the closure of \( \{(0)\} \) with respect to the Zariski topology. Moreover, we note that the ideal \( (0) \) naturally corresponds to the field \( K \), while the ideal \( m_K \) naturally corresponds to the residue field \( \overline{K} \). Indeed, the natural maps \( \mathcal{O}_K \rightarrow K \) and \( \mathcal{O}_K \rightarrow \overline{K} \) induce the immersions \( \text{Spec}(K) \rightarrow \text{Spec}(\mathcal{O}_K) \), whose image is \( \{(0)\} \), and \( \text{Spec}(\overline{K}) \rightarrow \text{Spec}(\mathcal{O}_K) \), whose image is \( \{m_K\} \).

The following lemma is a well-known fact that follows from base change techniques, e.g. from [47, Prop. 3.1.9].

**Lemma 3.3.** The fiber over the generic point in Eq. (7) is canonically isomorphic to \( \mathbb{P}(V) \), while the fiber over the special point is canonically isomorphic to \( \mathbb{P}^{d-1}_K \).

For readers unfamiliar with such notions, we give an indication as to how \( \mathbb{P}(V) \) embeds into \( \mathbb{P}(\Lambda) \) as its \textit{generic fiber} \( \mathbb{P}(\Lambda)_K \), i.e. the preimage of \( \{(0)\} \) under the morphism of schemes \( \gamma \) in (7). For this, we recall that the morphism \( \gamma \) is induced by the natural injection

\[
i : \mathcal{O}_K \hookrightarrow \text{Sym}(\Lambda^\vee).
\]

Let \( S^{O_K}_+ \subset \mathcal{O}_K[x_1, \ldots, x_d] \) be the ideal generated by \( x_1, \ldots, x_d \). Then, the topological space underlying \( \mathbb{P}(\Lambda) \) consists of all homogeneous prime ideals of \( \text{Sym}(\Lambda^\vee) \) that do not contain \( S^{O_K}_+ \). Similarly, let \( S^+_K \subset K[x_1, \ldots, x_d] \) be the ideal generated by \( x_1, \ldots, x_d \). Then, the scheme \( \mathbb{P}(V) \) consists of all homogeneous prime ideals of \( \text{Sym}(V^\vee) \) that do not contain \( S^+_K \). Let \( p \in \mathbb{P}(\Lambda) \). Since by definition we have \( \gamma(p) = i^{-1}(p) \), we obtain that \( \gamma(p) = (0) \) if and only if we have \( \pi \notin p \). Similarly, we obtain that \( \gamma(p) = m_K \) if and only if we have \( \pi \in p \). To show that \( \mathbb{P}(V) \) embeds into \( \mathbb{P}(\Lambda) \), we consider the following injection

\[
j : \text{Sym}(\Lambda^\vee) \hookrightarrow \text{Sym}(V^\vee).
\]

It is enough to show that \( j \) induces a bijection

\[
\phi : \mathbb{P}(V) = \begin{cases} \quad p \subseteq \text{Sym}(V^\vee) \\ \text{homogeneous} \\ \text{prime and } S^+_K \not\subseteq p \end{cases} \quad \rightarrow \begin{cases} \quad q \subseteq \text{Sym}(\Lambda^\vee) \\ \text{homogeneous prime} \\ \text{and } \pi \notin q, \text{ and } S^{O_K}_+ \not\subseteq q \end{cases}
\]

It is not so hard to see that \( \phi \) is indeed a bijection by observing that

\[
j^{-1}(p) = j^{-1}(p \cap j(\text{Sym}(\Lambda^\vee)))
\]

and the fact that

\[
\pi \in j^{-1}(p \cap j(\text{Sym}(\Lambda^\vee)))
\]

implies \( p = \text{Sym}(V^\vee) \). Similarly, one may see from the natural surjection

\[
s : \text{Sym}(\text{Hom}_{\mathcal{O}_K}(\Lambda, \mathcal{O}_K)) \twoheadrightarrow \text{Sym} \left( \text{Hom}_{\overline{K}} \left( \Lambda/_{\pi\Lambda}, \overline{K} \right) \right)
\]

that the special fiber \( \mathbb{P}(\Lambda)_{\overline{K}} = \gamma^{-1}(\{m_K\}) \) of \( \mathbb{P}(\Lambda) \) is isomorphic to the projective space \( \mathbb{P} \left( \Lambda/_{\pi\Lambda} \right) \cong \mathbb{P}^{d-1}_K \) over \( \text{Spec}(\overline{K}) \). We summarize our discussion in Fig. 2.
3.3. **Images of rational maps.** In [46], a combinatorial framework for the study of images of rational maps was developed. More precisely, let $F$ be an infinite field, and fix two positive integers $n, d$ and non-zero matrices $g_1, \ldots, g_n \in \text{Mat}_d(F)$. We define the rational map

$$g : \mathbb{P}^{d-1}_F \rightarrow (\mathbb{P}^{d-1}_F)^n$$

by sending a column vector $x = (x_1 : \cdots : x_d)^\top \in \mathbb{P}^{d-1}_F$ to $g(x) = (g_1 x, \ldots, g_n x) \in (\mathbb{P}^{d-1}_F)^n$. This map is well defined on a Zariski dense set in $\mathbb{P}^{d-1}_F$ (hence the name rational map). We then define $X(g)$ to be the Zariski closure of the image of $g$, i.e.

$$X(g) = \overline{\text{Im}(g)}.$$ 

For each $i = 1, \ldots, n$, we denote $V_i = \ker(g_i)$ and for $I \subseteq \{1, \ldots, n\}$ we define

$$d_I = \dim \bigcap_{i \in I} V_i.$$ 

For any integer $h \geq 0$, set

$$M(h) = \left\{ m \in \mathbb{N}^n : \sum_{i=1}^{n} m_i = h \text{ and for all } I \subseteq \{1, \ldots, n\}, \sum_{i \in I} m_i < d - d_I \right\}.$$ 

The following result on the varieties $X(g)$ was derived in [46].

**Theorem 3.4 ([46]).** Let $n, d, g_1, \ldots, g_n, M(h)$ as above and set

$$d_{g,n} = \max\{h : M(h) \neq \emptyset\}.$$ 

Then, we have $\dim(X(g)) = d_{g,n}$.

3.4. **Mustafin varieties.** Let $\Gamma = \{[\Lambda_1], \ldots, [\Lambda_n]\}$ be a set of homothety classes of lattices. We consider the open immersions

$$f_i : \mathbb{P}(V) \rightarrow \mathbb{P}(\Lambda_i), \ i = 1, \ldots, n$$

mapping to the generic fiber and define the map

$$f : \mathbb{P}(V) \xrightarrow{(f_1, \ldots, f_n)} \mathbb{P}(\Lambda_1) \times \cdots \times \mathbb{P}(\Lambda_n).$$

The results in [46] are stated for algebraically closed fields, but hold for any infinite field $F$. 

---

The symbol $\Lambda$ is used to denote a lattice. The notation $\mathbb{P}(\Lambda)$ refers to the projective space associated with the lattice $\Lambda$. The symbol $\mathbb{P}(V)$ denotes the projective space associated with a vector space $V$. The mapping $g$ is defined on a Zariski dense set in $\mathbb{P}^{d-1}_F$, which ensures it is well defined. The image of $g$ is then the Zariski closure of this set. For each $i$, the kernel $V_i = \ker(g_i)$ is considered, and the dimension $d_I = \dim \bigcap_{i \in I} V_i$ is defined. The set $M(h)$ is defined in terms of integer vectors $m$ that satisfy certain conditions related to the dimension $h$. The dimension of the image $X(g)$ is then determined by the largest $h$ for which $M(h)$ is non-empty.
**Definition 3.5.** The Mustafin variety $\mathcal{M}(\Gamma)$ associated to $\Gamma$ is the Zariski closure of the image of $f = (f_1, \ldots, f_n)$ endowed with the reduced scheme structure.

**Theorem 3.6 ([16]).** The Mustafin variety $\mathcal{M}(\Gamma)$ is a flat, projective and proper scheme over $\text{Spec}(\mathcal{O}_K)$. Also, the generic fiber $\mathcal{M}(\Gamma)_K$ is isomorphic to $\mathbb{P}(V)$. The special fiber $\mathcal{M}(\Gamma)_{\mathcal{O}_K}$ is reduced and hence is a variety.

The special fiber of Mustafin varieties may be studied in terms of the theory of convex hulls in Bruhat-Tits buildings.

**Definition 3.7.** The reduction complex of $\mathcal{M}(\Gamma)$ is the simplicial complex where the vertices are the irreducible components of $\mathcal{M}(\Gamma)_{\mathcal{O}_K}$ and where a set of vertices forms a simplex if and only if the intersection of the respective irreducible components is non-empty.

**Theorem 3.8 ([16]).** Let $\Gamma$ be a finite collection of lattice classes and assume that $\Gamma = \text{conv}(\Gamma)$. Then, the reduction complex of $\mathcal{M}(\Gamma)$ is isomorphic to the simplicial complex $\text{conv}(\Gamma)$.

We now discuss how to compute the special fiber $\mathcal{M}(\Gamma)_{\mathcal{O}_K}$. Let $\Gamma = \{[\Lambda_1], \ldots, [\Lambda_n]\}$ be a finite set of homothety classes of lattices. We fix a reference lattice $\Lambda$ and matrices $g_1, \ldots, g_n \in \text{GL}(V)$, such that $g_i\Lambda = \Lambda_i$. Then, the following diagram is commutative

$$
\begin{array}{ccc}
\mathbb{P}(V) & \xrightarrow{(g_1^{-1}, \ldots, g_n^{-1})} & \mathbb{P}(V)^n \\
(f_1, \ldots, f_n) & \downarrow & (f, \ldots, f) \\
\mathbb{P}(\Lambda_1) \times \cdots \times \mathbb{P}(\Lambda_n) & \xrightarrow{(g_1^{-1}, \ldots, g_n^{-1})} & \mathbb{P}(\Lambda)^n
\end{array}
$$

We denote the coordinates of the $j$-th factor in $\mathbb{P}(\Lambda)^n$ by $x_{1j}, \ldots, x_{dj}$, and define the homogeneous ideal $I_g$ in $K\left[\left(x_{ij}\right)_{i=1,\ldots,d}^{j=1,\ldots,n}\right]$ as the ideal generated by the $2 \times 2$ minors of the matrix

$$
\begin{pmatrix}
g_1 & \cdots & g_n \\
\begin{pmatrix}x_{11} \\ \vdots \\ x_{d1}\end{pmatrix} & \cdots & \begin{pmatrix}x_{1n} \\ \vdots \\ x_{dn}\end{pmatrix}
\end{pmatrix}.
$$

Then, the Mustafin variety $\mathcal{M}(\Gamma)$ is isomorphic to the subscheme in $\mathbb{P}(\Lambda)^n$ cut out by the ideal $I(\Gamma) = I_g \cap \mathcal{O}_K\left[\left(x_{ij}\right)_{i=1,\ldots,d}^{j=1,\ldots,n}\right]$. Moreover, the special fiber is isomorphic to the variety in $K\left[\left(x_{ij}\right)_{i=1,\ldots,d}^{j=1,\ldots,n}\right]$ given by

$$
I(\Gamma)_{\mathcal{O}_K} = I(\Gamma) \mod \mathfrak{m}_K.
$$

**Example 3.9.** Let $K = \mathbb{Q}_2$ (then $\mathcal{O}_K = \mathbb{Z}_2$) and fix three matrices

$$
g_1 = \begin{pmatrix}3008 & 1088 & 304 \\ 432 & 40 & 416 \\ 36 & 344 & 100\end{pmatrix}, \quad g_2 = \begin{pmatrix}94 & 5376 & 3328 \\ 6 & 1792 & 192 \\ 48 & 160 & 196\end{pmatrix}, \quad g_3 = \begin{pmatrix}3 & 592 & 16 \\ 376 & 18 & 656 \\ 256 & 40 & 3072\end{pmatrix}.
$$

Let $\Lambda_1 = g_1\mathbb{Z}_2^3, \Lambda_2 = g_2\mathbb{Z}_2^3, \Lambda_3 = g_3\mathbb{Z}_2^3$ and $\Gamma = \{[\Lambda_1], [\Lambda_2], [\Lambda_3]\}$. Then the Mustafin variety $\mathcal{M}(\Gamma)$ is the subscheme of $\mathbb{P}(\mathbb{Z}_2^3)$ cut out by

$$
I(\Gamma) = I_{(g_1, g_2, g_3)} \cap \mathbb{Z}_2\left[\left(x_{ij}\right)_{i=1,\ldots,3}^{j=1,\ldots,3}\right].
$$
where $I_{(g_1,g_2,g_3)}$ is the ideal in $\mathbb{Q}_2 \left[ \left( \begin{array}{ccc} x_{ij} & = & 1, \ldots, 3 \\ j = 1, \ldots, 3 \end{array} \right) \right]$ generated by the $2 \times 2$ minors of the matrix

\[
\begin{pmatrix}
3008x_{11} + 1088x_{21} + 304x_{31} & 94x_{12} + 5376x_{22} + 3328x_{32} & 3x_{13} + 592x_{23} + 16x_{33} \\
432x_{11} + 40x_{21} + 416x_{31} & 6x_{12} + 1792x_{22} + 192x_{32} & 376x_{13} + 18x_{23} + 656x_{33} \\
36x_{11} + 344x_{21} + 100x_{31} & 48x_{12} + 160x_{22} + 196x_{32} & 256x_{13} + 40x_{23} + 3072x_{33}
\end{pmatrix}
\]

This can be computed by saturating the ideal generated over $\mathcal{O}_K$ by the $2 \times 2$-minors with respect to the prime $(2)$. A generating set of this saturated ideal will still be a generating set when modding out the maximal ideal $m_K = (2)\mathcal{O}_K$. We can compute this using SINGULAR [19], and we get the following ideal in $\mathbb{F}_2[\langle x_{ij} \rangle]$:

\[
I(\Gamma)_{\mathbb{F}_2} = \langle x_{32}x_{23}, x_{11}x_{23} + x_{31}x_{23}, x_{32}x_{13}, x_{12}x_{13}, x_{21}x_{13}, x_{11}x_{13} + x_{21}x_{13} + x_{31}x_{13}, x_{21}x_{32}, x_{21}x_{12}, x_{11}x_{12} + x_{31}x_{12} \rangle
\]

\[
= \langle x_{23}, x_{13}, x_{32}, x_{12} \rangle \cap \langle x_{23}, x_{13}, x_{12}, x_{21} \rangle \cap \langle x_{23}, x_{13}, x_{21}, x_{11} + x_{31} \rangle \cap \langle x_{13}, x_{32}, x_{12}, x_{11} + x_{31} \rangle \cap \langle x_{32}, x_{12}, x_{21}, x_{11} + x_{31} \rangle.
\]

The first, third and sixth ideal cut out a variety isomorphic to $\mathbb{P}^3$, the second, fourth and fifth ideal cut out a variety isomorphic to $\mathbb{P}^3 \times \mathbb{P}^1$. Thus, the special fiber of $\mathcal{M}(\Gamma)$ is union of six irreducible components: three copies of $\mathbb{P}^3 \times \mathbb{P}^1$ and three copies of $\mathbb{P}^1 \times \mathbb{P}^1$.

### 3.5. Classification of special fibers

In this section, we present a few results on the classification of special fibers. As we shall see, these irreducible components will be of the form $X(\pi)$ from Section 3.3.

Let $\Gamma = \{[\Lambda_1], \ldots, [\Lambda_n]\}$ be a finite set of vertices in the Bruhat-Tits building $\mathcal{B}_d$. We fix another point $[\Lambda] \in \mathcal{B}_d$ with a representative lattice $\Lambda$. Then, there exist $g_1, \ldots, g_n \in \text{GL}(V)$ such that $\Lambda_i = g_i\Lambda$. As explained in Subsection 3.4, we get a map

\[
g: \mathbb{P}(V) \xrightarrow{(g_1^{-1}, \ldots, g_n^{-1})} \mathbb{P}(\Lambda)^n.
\]

This map $g$ naturally extends to a continuous rational map on $\mathbb{P}(\Lambda)$, that is

\[
g: \mathbb{P}(\Lambda) \xrightarrow{(g_1^{-1}, \ldots, g_n^{-1})} \mathbb{P}(\Lambda)^n.
\]

We then get a map $g_{\mathbb{F}_K}$ on the special fiber of $\mathbb{P}(\Lambda)$, induced by $g$:

\[
g_{\mathbb{F}_K}: \mathbb{P}^{d-1}_{\mathbb{F}_K} \cong \mathbb{P}(\Lambda)_{\mathbb{F}_K} \xrightarrow{(g_1^{-1}, \ldots, g_n^{-1})} \mathbb{P}(\Lambda)^n_{\mathbb{F}_K} \cong \mathbb{P}^{d-1}_{\mathbb{F}_K}.
\]

We now give an explicit description of this map $g_{\mathbb{F}_K}$. For a fixed $\mathcal{O}_K$-basis of $\Lambda$, let $A_i$ be the matrix representing $g_i$ in this basis. Let $\tilde{A}_i$ be the saturation of $A_i$ with respect to the prime ideal $(\pi) = \pi\mathcal{O}_K$, i.e. if $s$ is the minimal valuation of the entries in $A_i$, then $\tilde{A}_i = \pi^{-s}A_i$. The map $g$ is induced by the matrices $A_1, \ldots, A_n$ via the map

\[
\Lambda \xrightarrow{(A_1, \ldots, A_n)} \Lambda^n, \quad x \mapsto (A_1x, \ldots, A_nx).
\]

The map $g_{\mathbb{F}_K}$ on the special fiber is then induced by the matrices $\tilde{A}_i \equiv \tilde{A}_i \mod \pi$ as follows:

\[
g_{\mathbb{F}_K}: \mathbb{P}^{d-1}_{\mathbb{F}_K} \cong \mathbb{P}(\Lambda)_{\mathbb{F}_K} \xrightarrow{(\tilde{A}_1, \ldots, \tilde{A}_n)} \mathbb{P}(\Lambda)^n_{\mathbb{F}_K} \cong \mathbb{P}^{d-1}_{\mathbb{F}_K}.
\]
We can then associate to the point $[\Lambda] \in \mathfrak{B}_d^0$ the variety $X_{[\Lambda],\Gamma}$ defined as the closure of the image of $g_{\Gamma}$, i.e.,

$$X_{[\Lambda],\Gamma} = \overline{\text{Im}}(g_{\Gamma}) \subseteq (\mathbb{P}(\Lambda))^n.$$ 

Notice that the variety $X_{[\Lambda],\Gamma}$ lives in $(\mathbb{P}(\Lambda))^n$. We embed every such variety in the common space $(\mathbb{P}(\mathcal{O}_K^d))^n$. To do so, let $g_\Lambda \in \text{GL}(V)$ be such that $\Lambda = g_\Lambda \mathcal{O}_K^d$ and consider the isomorphism of schemes

$$g_\Lambda : \mathbb{P}(\Lambda)^n \xrightarrow{(g_\Lambda^{-1},\ldots,g_\Lambda^{-1})} \mathbb{P}(\mathcal{O}_K^d)^n,$$

that maps the projective space of the lattice $\Lambda$ into the projective space of the standard lattice $\mathcal{O}_K^d$. This isomorphism naturally enduces an isomorphism $(g_\Lambda)_{\mathcal{K}}$ of special fibers

$$(g_\Lambda)_{\mathcal{K}} : (\mathbb{P}(\Lambda))^n \rightarrow (\mathbb{P}(\mathcal{O}_K^d))^n.$$ 

The map $(g_\Lambda)_{\mathcal{K}}$ then maps the variety $X_{[\Lambda],\Gamma}$ into $(\mathbb{P}(\mathcal{O}_K^d))^n$, and we define

$$\mathcal{N}(\Gamma) = \bigcup_{[\Lambda] \in \mathfrak{B}_d^0} (g_{\Lambda})_{\mathcal{K}}(X_{[\Lambda],\Gamma}) \subseteq (\mathbb{P}^{d-1})_\mathcal{K} = (\mathbb{P}(\mathcal{O}_K^d))^n,$$

which we endow with the reduced scheme structure. The following is a reformulation of the main results in [34].

**Theorem 3.10** ([34, Thm. 1.2, Lem. 3.7, and Rmk. 3.14]). We assume that $\mathcal{K}$ is infinite. Let $\Gamma = \{[\Lambda_1],\ldots,[\Lambda_n]\}$ be a finite set of homothety classes of lattices and consider the embedding

$$\mathcal{M}(\Gamma) \subseteq \mathbb{P}(\mathcal{O}_K^d)^n$$

induced by $\mathbb{P}(V) \xrightarrow{(g_{\Lambda_1},\ldots,g_{\Lambda_n})} \mathbb{P}(\mathcal{O}_K^d)^n$. For any $[\Lambda] \in \mathfrak{B}_d^0$, the following hold:

1. $(g_{\Lambda})_{\mathcal{K}}(X_{[\Lambda],\Gamma}) \subseteq \mathcal{M}(\Gamma)_{\mathcal{K}} \subseteq \mathbb{P}(\mathcal{O}_K^d)^n$ with respect to the above embedding.

2. $(g_{\Lambda})_{\mathcal{K}}(X_{[\Lambda],\Gamma})$ is an irreducible component of the Mustafin variety $\mathcal{M}(\Gamma)_{\mathcal{K}}$ if and only if $\dim(X_{[\Lambda],\Gamma}) = d - 1$.

3. If $\dim(X_{[\Lambda],\Gamma}) = d - 1$, then $[\Lambda] \in \text{conv}(\Gamma)$.

Furthermore, any irreducible component of $\mathcal{M}(\Gamma)_{\mathcal{K}}$ is of the form $(g_{\Lambda})_{\mathcal{K}}(X_{[\Lambda],\Gamma})$ for a unique homothety class $[\Lambda] \in \text{conv}(\Gamma)$. Finally, we have

$$\mathcal{M}(\Gamma)_{\mathcal{K}} = \mathcal{N}(\Gamma) = \bigcup_{[\Lambda] \in \text{conv}(\Gamma)} (g_{\Lambda})_{\mathcal{K}}(X_{[\Lambda],\Gamma}) \subseteq (\mathbb{P}^{d-1})_\mathcal{K} = (\mathbb{P}(\mathcal{O}_K^d))^n.$$

We end this subsection with an example illustrating our construction.

**Example 3.11.** Let $K = \mathbb{Q}(\pi)$ and fix two lattices $\Lambda_1, \Lambda_2$ given by

$$\Lambda_1 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \mathcal{O}_K^3 \quad \text{and} \quad \Lambda_2 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & \pi & 0 \\ 0 & 0 & \pi^2 \end{pmatrix} \mathcal{O}_K^3.$$

We now consider the Mustafin variety $\mathcal{M}(\Gamma)$ for $\Gamma = \{[\Lambda_1], [\Lambda_2]\}$. Using the procedure described in Section 3.4, the Mustafin variety $\mathcal{M}(\Gamma)$ is cut by the ideal generated by the $2 \times 2$ minors of

---

4This classification result in [34] was originally stated for $\mathcal{K}$ algebraically closed. However, the result is valid for any discretely valued field with infinite residue field with the same proof.
Indeed, we will now show that the first component \( P \) corresponds to the third point \([Λ^3]\) in the convex hull of \( Γ \). To see that, we fix representative matrices of \( Λ^1, Λ^2 \) and \( Λ^3 \):

\[
Λ^1 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad Λ^2 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & π & 0 \\ 0 & 0 & π^2 \end{pmatrix}, \quad Λ^3 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & π \end{pmatrix}.
\]

(1) For \( Λ = Λ^1 \) in the above procedure, we obtain

\[
g_1 = h_{Λ^1}h_{Λ^1}^{-1} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \quad \text{and} \quad g_2 = h_{Λ^2}h_{Λ^1}^{-1} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & π & 0 \\ 0 & 0 & π^2 \end{pmatrix}.
\]

Thus, we obtain

\[
\tilde{A}_1 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} ≡ \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \mod π \quad \text{and} \quad \tilde{A}_2 = \begin{pmatrix} π^2 & 0 & 0 \\ 0 & π & 0 \\ 0 & 0 & 1 \end{pmatrix} ≡ \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix} \mod π
\]

We see immediately that \( X_{{[Λ^1]}_Γ} = \text{Im}(g_{Λ^1}) \) is cut out by \( ⟨x_{12}, x_{22}⟩_{K[x_{ij}]} \).

(2) Similarly, for \( Λ = Λ^2 \) we obtain

\[
\tilde{A}_1 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & π & 0 \\ 0 & 0 & π^2 \end{pmatrix} ≡ \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \mod π \quad \text{and} \quad \tilde{A}_2 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} ≡ \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \mod π
\]

and thus \( X_{{[Λ^2]}_Γ} = \text{Im}(g_{Λ^2}) \) is cut out by \( ⟨x_{21}, x_{31}⟩_{K[x_{ij}]} \).

(3) Finally, for \( Λ = Λ^3 \) we obtain

\[
\tilde{A}_1 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & π \end{pmatrix} ≡ \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix} \mod π \quad \text{and} \quad \tilde{A}_2 = \begin{pmatrix} π & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} ≡ \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \mod π
\]

and thus \( X_{{[Λ^3]}_Γ} = \text{Im}(g_{Λ^3}) \) is cut out by \( ⟨x_{31}, x_{12}⟩_{K[x_{ij}]} \).
3.6. Rank-metric codes and Mustafin varieties. Let $K$ be a field with a non-trivial discrete valuation and let $\mathcal{L} \subseteq \text{Mat}_{d \times e}(K)$ be a linear space of matrices of dimension $n$ given by

$$\mathcal{L} = \langle A_1, \ldots, A_n \rangle_K$$

for $A_1, \ldots, A_n \in \text{Mat}_{d \times e}(K)$. We define $\mathcal{K} = \mathcal{L} \cap \text{Mat}_{d \times e}(\mathcal{O}_K)$. We note that $\mathcal{K}$ is a free $\mathcal{O}_K$-module since $\mathcal{O}_K$ is a principal ideal domain and a submodule of the free $\mathcal{O}_K$-module $\text{Mat}_{d \times e}(K)$. The matrices $A_1, \ldots, A_n$ need not be an $\mathcal{O}_K$-basis of $\mathcal{K}$, even if $A_1, \ldots, A_n \in \text{Mat}_{d \times e}(\mathcal{O}_K)$. A basis can however be obtained by computing the saturation of $\langle A_1, \ldots, A_n \rangle_{\mathcal{O}_K}$ with respect to the uniformiser $\pi$, which, for example, can be done via Gröbner bases (see [18, Chapter 4.4]).

For each $1 \leq i \leq n$, let us write $A_i = (a_i^{(1)} | \cdots | a_i^{(e)})$, where $a_i^{(1)}, \ldots, a_i^{(e)}$ are the columns of $A_i$. Let us also consider the matrices $B_i$ define by

$$B_i = (a_i^{(1)} | \cdots | a_i^{(n)}) \in \text{Mat}_{d \times n}(K).$$

The matrices $B_1, \ldots, B_e$ will be our bridge to Mustafin varieties. Their importance stems from the fact that, for a column vector $x = (x_1, \ldots, x_n)^\top \in K^n$, we have

$$x_1 A_1 + \cdots + x_n A_n = (B_1 x | \cdots | B_e x).$$

So the linear space $\mathcal{L}$ is given by

$$\mathcal{L} = \{ a_1 A_1 + \cdots + a_n A_n : a_1, \ldots, a_n \in K \} = \{ (B_1 a, \ldots, B_e a) : a \in K^n \text{ column vector} \}.$$ 

Therefore we can write $\mathcal{K}$ as follows

$$\mathcal{K} = (KA_1 + \cdots + KA_d) \cap \text{Mat}_{d \times e}(\mathcal{O}_K) = \{ (B_1 a | \cdots | B_e a) : a \in K^n \} \cap \text{Mat}_{d \times e}(\mathcal{O}_K).$$

In this section we study the dimension of the $\overline{\mathcal{K}}$-linear space of matrices $\overline{\mathcal{K}} = \mathcal{K} \mod \pi$. To this end, we will make a connection to convex hulls in Bruhat-Tits buildings to provide certificates for $\dim(\overline{\mathcal{K}})$ to be maximal. For the rest of this section, we make the following general assumption.

**Assumption.** We assume that $n = d$ and for each $i$ we have $B_i \in \text{GL}(d, K)$. Furthermore, for each $1 \leq i \leq n$, we denote $A_i = B_i^{-1} \mathcal{O}_K^d$.

An important notion for our considerations will be that of the multi-projective closure of a linear space of matrices.

**Definition 3.12.** For $\mathcal{L}$ as above, we define the multi-projective closure $\mathcal{MP}(\mathcal{L})$ of $\mathcal{L}$ as the Zariski closure

$$\overline{\{(\alpha_1, \ldots, \alpha_e) \in \left(\mathbb{P}_{\overline{\mathcal{K}}}^{d-1}\right)^e : (\alpha_1 | \cdots | \alpha_e) \in \mathcal{L} \text{ and for all } i \text{ we have } \alpha_i \neq 0\}} \subseteq \left(\mathbb{P}_{\overline{\mathcal{K}}}^{d-1}\right)^e.$$ 

Analogously, we define the multi-projective closure $\mathcal{MP}(\overline{\mathcal{K}}) \subseteq \left(\mathbb{P}_{\overline{\mathcal{K}}}^{d-1}\right)^e$.

Notice that the multi-projective closure of an rank metric code can be empty.

**Lemma 3.13.** If $\dim(\mathcal{MP}(\overline{\mathcal{K}})) = d - 1$, then $\dim(\overline{\mathcal{K}}) = \dim(\mathcal{K})$. Moreover, $\mathcal{MP}(\overline{\mathcal{K}})$ is irreducible.

**Proof.** Let us choose a basis $\tilde{A}_1, \ldots, \tilde{A}_m$ of $\overline{\mathcal{K}}$ and, for each $1 \leq i \leq m$, write

$$\tilde{A}_i = (\tilde{a}_i^{(1)} | \cdots | \tilde{a}_i^{(e)}).$$

We see immediately that $m \leq d = n$ and define the matrices $\tilde{B}_1, \ldots, \tilde{B}_e$ as follows:

$$\tilde{B}_i = (\tilde{a}_i^{(1)} | \cdots | \tilde{a}_i^{(m)}) \in \text{Mat}_{d \times m}(\overline{\mathcal{K}}).$$

Therefore we have

$$\dim(\mathcal{MP}(\overline{\mathcal{K}})) = \dim(\overline{\mathcal{K}}) = m.$$
This construction naturally gives rise to the rational map

\[ \tilde{b}: \mathbb{P}^{m-1}_\mathbb{K} \longrightarrow \left( \mathbb{P}^{d-1}_\mathbb{K} \right)^\varepsilon. \]

It follows that \( \mathcal{MP}(\overline{\mathcal{K}}) = \text{Im}(\tilde{b}) \) and so that \( \mathcal{MP}(\overline{\mathcal{K}}) \) is irreducible and \( \dim(\mathcal{MP}(\overline{\mathcal{K}})) \leq m - 1 \). Thus, if we have \( \dim(\mathcal{MP}(\overline{\mathcal{K}})) = d - 1 \) and since \( m \leq d \), we obtain \( m = d \) and therefore \( \dim(\mathcal{K}) = m = d = \dim(\mathcal{K}). \)

**Example 3.14.**

1. If \( \mathcal{L} = \langle A_1, A_2 \rangle \), where \( A_1 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \) and \( A_2 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \), then we have that \( \mathcal{MP}(\overline{\mathcal{K}}) \subset \mathbb{P}^1 \times \mathbb{P}^1 \) is isomorphic to the subvariety cut out by the ideal \( I = (x_{11}x_{12} - x_{21}x_{22}) \), where \( ([x_{11}: x_{21}), [x_{12}: x_{22}]) \) are the coordinates of \( \mathbb{P}^1 \times \mathbb{P}^1 \). In other words, it is isomorphic to the diagonal subvariety of \( \mathbb{P}^1 \times \mathbb{P}^1 \) and therefore irreducible, of dimension 1. Lemma 3.13 yields then that \( \dim(\overline{\mathcal{K}}) = 2 \), which can also be seen immediately from the generators of \( \mathcal{L} \).

2. Let \( \mathcal{L} = \langle A_1, A_2 \rangle \), where \( A_1 = \begin{pmatrix} 1 & 0 \\ 0 & \pi \end{pmatrix} \) and \( A_2 = \begin{pmatrix} 0 & 1 \\ \pi & 0 \end{pmatrix} \). Since in this case \( A_1 \) and \( A_2 \) are also a basis for \( \mathcal{K} \), we see that

\[ \overline{\mathcal{K}} = \left\langle \left( \begin{array}{c} 1 \\ 0 \end{array} \right), \left( \begin{array}{c} 0 \\ 1 \end{array} \right) \right\rangle. \]

In this case, we observe that \( \mathcal{MP}(\overline{\mathcal{K}}) \subset \mathbb{P}^1 \times \mathbb{P}^1 \) is simply the point \( ([1: 0],[1: 0]) \) in the same coordinates as the first example. Therefore, we obtain \( \dim(\mathcal{MP}(\overline{\mathcal{K}})) = 0 \), although we see that \( \dim(\overline{\mathcal{K}}) = 2 \). We thus see that the condition in Lemma 3.13 is only sufficient and not necessary.

**Proposition 3.15.** We assume that \( \overline{\mathcal{K}} \) is infinite. Let \( \Gamma = \{ [\Lambda_1], \ldots, [\Lambda_e] \} \subseteq \mathbb{Z}_d^0 \) be the finite set of homothety classes induced by \( B_1, \ldots, B_e \) as above and consider the embedding \( \mathcal{M}(\Gamma) \subseteq \mathbb{P}(\mathcal{O}_K^d)^\varepsilon \) induced by \( \mathbb{P}(V) \xrightarrow{(B_1, \ldots, B_e)} \mathbb{P}(\mathcal{O}_K^d)^\varepsilon \). The following holds:

1. We have \( \mathcal{MP}(\overline{\mathcal{K}}) \subseteq \mathcal{M}(\Gamma) \overline{\mathcal{K}} \).
2. \( \mathcal{MP}(\overline{\mathcal{K}}) \) is an irreducible component of \( \mathcal{M}(\Gamma) \overline{\mathcal{K}} \) if and only if \( \dim(\mathcal{MP}(\overline{\mathcal{K}})) = d - 1 \).

**Proof.** The proof is analogous to the proof of [34, lemma 3.7].

By Theorem 3.10, there exists a unique lattice class \( [\Lambda] \in \text{conv}(\Gamma) \), such that \( \mathcal{MP}(\overline{\mathcal{K}}) = (B_1, \ldots, B_e)(X_{[\Lambda],[\Gamma]}) \). It is an interesting question to identify this homothety class. The following result gives a necessary criterion for the case when \( [\Lambda] = [\mathcal{O}_K^d] \).

**Theorem 3.16.** We assume that \( \overline{\mathcal{K}} \) is infinite. Let \( \Gamma = \{ [\Lambda_1], \ldots, [\Lambda_e] \} \subseteq \mathbb{Z}_d^0 \) be the finite set of homothety classes induced by \( B_1, \ldots, B_e \) as above. If \( \mathcal{K} = \langle A_1, \ldots, A_d \rangle_{\mathcal{O}_K} \) and \( \dim(\mathcal{MP}(\overline{\mathcal{K}})) = d - 1 \), then we have \( [\mathcal{O}_K^d] \subseteq \text{conv}(\Gamma) \).

**Proof.** We first observe that if \( \mathcal{K} = \langle A_1, \ldots, A_d \rangle_{\mathcal{O}_K} \) and \( \dim(\mathcal{MP}(\overline{\mathcal{K}})) = d - 1 \), the \( B_i \) are saturated as well, since otherwise \( \mathcal{MP}(\overline{\mathcal{K}}) = \emptyset \). We then deduce that

\[ \overline{\mathcal{K}} = \mathcal{K} (A_1 \bmod \pi) \oplus \cdots \oplus \mathcal{K} (A_d \bmod \pi) \]

and therefore

\[ \mathcal{MP}(\overline{\mathcal{K}}) = \text{Im} \left( \mathbb{P}^d_{\mathcal{K}} \xrightarrow{(B_1 \bmod \pi, \ldots, B_e \bmod \pi)} \left( \mathbb{P}^d_{\mathcal{K}} \right)^\varepsilon \right). \]

Thus, from the definition of \( \mathcal{MP}(\overline{\mathcal{K}}) \) and Theorem 3.10, we obtain

\[ \mathcal{MP}(\overline{\mathcal{K}}) = (B_1, \ldots, B_e)_{\mathcal{K}} (X_{[\Lambda],[\Gamma]}) \]
and, again from Theorem 3.10, we obtain $[O_K^d] \in \text{conv}(\Gamma)$. \hfill \qed

**Example 3.17.** We note that in the setting of Theorem 3.16, the condition $[O_K^d] \in \text{conv}(\Gamma)$ is only necessary but not sufficient condition. Indeed, we may consider $\mathcal{L} = \langle A_1, A_2 \rangle$, where
\[
A_1 = \begin{pmatrix} 1 & \pi \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad A_2 = \begin{pmatrix} 0 & 0 \\ \pi & 1 \end{pmatrix}.
\]
We see that
\[
\overline{\mathcal{K}} = \left\langle \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix} \right\rangle
\]
and therefore $\dim(\overline{\mathcal{K}}) = 2$. A similar argument as in Example 3.14(2) shows that $\mathcal{M}(\overline{\mathcal{K}})$ is simply a point and therefore $\dim(\mathcal{M}(\overline{\mathcal{K}})) = 0$. Thus, we have $\dim(\mathcal{M}(\overline{\mathcal{K}})) \not= d - 1 = 1$.

We now show that for $\Gamma$ as in Theorem 3.16, we have $[O_K^2] \in \text{conv}(\Gamma)$. From the matrices $A_1, A_2$, we obtain
\[
B_1 = \begin{pmatrix} 1 & 0 \\ 0 & \pi \end{pmatrix} \quad \text{and} \quad B_2 = \begin{pmatrix} \pi & 0 \\ 0 & 1 \end{pmatrix}.
\]
With $(e_1, e_2)$ denoting the standard basis of $O_K^2$, we thus obtain $\Gamma = \{[L_1], [L_2]\}$ as the corresponding set of homothety classes, where $L_1 = \mathcal{O}_K e_1 + \pi \mathcal{O}_K e_2$ and $L_2 = \pi \mathcal{O}_K e_1 + \mathcal{O}_K e_2$. We see immediately that $L_1 \cap L_2 = \pi \mathcal{O}_K$ and so $[O_K^2] = [\pi \mathcal{O}_K^2] \in \text{conv}(\Gamma)$ as desired.

**Example 3.18.** In this example, we illustrate that $\mathcal{K} = \langle A_1, \ldots, A_n \rangle \mathcal{O}_K$ is in fact necessary to deduce $[O_K^d] \in \text{conv}(\Gamma)$. We consider $\mathcal{L} = \langle A_1, A_2 \rangle$ where
\[
A_1 = \begin{pmatrix} 1 & 1 \\ 0 & 0 \end{pmatrix} \quad \text{and} \quad A_2 = \begin{pmatrix} 1 & 1 \\ \pi & \pi \end{pmatrix}.
\]
We see immediately that $A_1$ and $A_2$ do not form an $\mathcal{O}_K$-basis, since
\[
\begin{pmatrix} 0 & 0 \\ 1 & 1 \end{pmatrix} = \frac{1}{\pi} (A_2 - A_1) \in \mathcal{L}.
\]
We also see that $\overline{\mathcal{K}} = 2$ and, since $\mathcal{M}(\overline{\mathcal{K}})$ is the diagonal in $\mathbb{P}^1 \times \mathbb{P}^1$, that $\dim(\mathcal{M}(\overline{\mathcal{K}})) = 1$.

However, we obtain from $A_1$ and $A_2$ that
\[
B_1 = B_2 = \begin{pmatrix} 1 & 1 \\ 0 & \pi \end{pmatrix}
\]
and observe that the lattice class associated to $B_1 = B_2$ is different from $[O_K^2]$.

**Remark 3.19.** Let $E$ be the maximal unramified field extension of $K$ and $\mathcal{L}$ be a linear space of matrices in $\text{Mat}_{d \times e}(K)$. Then $E \otimes_K \mathcal{L}$ is a linear subspace of $\text{Mat}_{d \times e}(E)$ and it is easily seen that the ranks of
\[
\mathcal{K} \quad \text{and} \quad (E \otimes_K \mathcal{L}) \cap \text{Mat}_{d \times e}(O_E)
\]
are equal. By observing that $(E \otimes_K \mathcal{L}) \cap \text{Mat}_{d \times e}(O_E) = O_E \otimes_K \mathcal{K}$, we see that the dimensions of
\[
\overline{\mathcal{K}} \quad \text{and} \quad (E \otimes_K \mathcal{L}) \cap \text{Mat}_{d \times e}(O_E) \mod \pi \subset \text{Mat}_{d \times e}(E)
\]
agree. Therefore, the question of whether $\dim(\overline{\mathcal{K}}) = d - 1$ may be detected by passing to the extension $E$ whose residue field is the separable closure of $\overline{\mathcal{K}}$.

Theorem 3.16 leads us to believe that the convex hull $\text{conv}(\Gamma)$ encodes the changes of bases necessary to get an $\mathcal{O}_K$-basis of $\mathcal{K}$. This is not very surprising because one of the many interesting aspects of the building $B_d$ is that it encodes the combinatorics of base change in a linear space.

**Question 3.20.** In the setting of Theorem 3.16, can a base change of $A_1, \ldots, A_d$ that yields an $\mathcal{O}_K$-basis of $\mathcal{K}$ be detected from the convex hull $\text{conv}(\Gamma)$?
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