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Abstract. In this note we continue our study of unidirectional solutions to hydrodynamic Euler alignment systems with strongly singular communication kernels $\phi(x) := |x|^{-(n+\alpha)}$ for $\alpha \in (0, 2)$. Here, we consider the critical case $\alpha = 1$ and establish a couple of global existence results of smooth solutions, together with a full description of their long time dynamics. The first one is obtained via Schauder-type estimates under a null initial entropy condition and the other is a small data result. In fact, using Duhamel’s approach we get that any solution is almost Lipschitz-continuous in space. We extend the notion of weak solution for $\alpha \in [1, 2)$ and prove the existence of global Leray-Hopf solutions. Furthermore, we give an anisotropic Onsager-type criteria for the validity of the natural energy law for weak solutions of the system. Finally, we provide a series of quantitative estimates that show how far the density of the limiting flock is from a uniform distribution depending solely on the size of the initial entropy.

1. Introduction and statement of main results

In this note we consider the following hydrodynamic Euler alignment system (EAS) for density $\rho(x, t)$ and velocity $u(x, t) = (u^1(x, t), \ldots, u^n(x, t))$:

$$\begin{cases}
\partial_t \rho + \nabla \cdot (\rho u) = 0, \\
\partial_t u + u \cdot \nabla u = L_\phi(\rho u) - L_\phi(\rho)u,
\end{cases}$$

subject to initial condition $(\rho(\cdot, t), u(\cdot, t))|_{t=0} = (\rho_0, u_0)$.

This system represents a multi-dimensional hydrodynamic version of the celebrated Cucker-Smale flocking model introduced in [7, 8], with a huge number of applications ranging from biology or robotics to social sciences, see [4, 29, 21] for recent surveys and references therein. The system (1) is designed to describe the interaction between agents governed by laws of self-organization with communication protocol encoded into the kernel $\phi$.

In many realistic situations and applications, the communication among agents takes place in local neighborhoods induced by short-range kernels. Particularly interesting is the case of singular communication kernels. Clearly, singularity at the origin strongly emphasizes local communication. For models with singular kernels given by $\phi(x) := |x|^{-(n+\alpha)}$ for $0 < \alpha < 2$ the operator $L_\phi \equiv L_\alpha$ becomes the (negative of) classical fractional Laplacian:

$$L_\alpha(f)(x) = -\Lambda^\alpha(f)(x) = \text{p.v.} \int_{\mathbb{R}^n} \frac{f(y) - f(x)}{|x-y|^{n+\alpha}} \, dy \quad \Lambda^\alpha := (-\Delta)^{\alpha/2}, \quad 0 < \alpha < 2.$$
The alignment term on the right hand side of the velocity equation in (1) is then given by the following singular integral operator:

$$C_\alpha(u, \rho) := -\Lambda^\alpha(\rho u) + \Lambda^\alpha(\rho) u = \text{p.v.} \int_{\mathbb{R}^n} \frac{u(y) - u(x)}{|x - y|^{n+\alpha}} \rho(y) \, dy. \quad (2)$$

In view of no-vacuum condition ($\rho_0 > 0$) necessary to develop a well-posedness theory (c.f. [1],[28]), we consider the periodic domain $\mathbb{T}^n$, where a uniform lower bound on the density is compatible with finite mass. When dealing with the n-dimensional torus, the term (2) can be expressed in terms of the periodized kernel

$$\phi_\alpha(z) := \sum_{k \in \mathbb{Z}^n} \frac{1}{|z + 2\pi k|^{n+\alpha}}, \quad 0 < \alpha < 2$$

In the rest of the manuscript, we assume that $u(\cdot, t)|_{\mathbb{T}^n}$ and $\rho(\cdot, t)|_{\mathbb{T}^n}$ are extended periodically onto the whole space $\mathbb{R}^n$. Taking into account the above, the alignment term (2) becomes a fractional elliptic operator:

$$C_\alpha(u, \rho) = \text{p.v.} \int_{\mathbb{T}^n} (u(x + z) - u(x)) \rho(x + z) \phi_\alpha(z) \, dz,$$

with the density controlling uniform ellipticity. Written in this form, system (1) bear resemblance to the prototypical fractional Burgers equation with non-local and non-homogeneous dissipation.

1.1. A “naïve” overview of EAS in 1D. In the sequel of papers [23, 24, 25] Tadmor and Shvydkoy proved global existence of smooth solutions for the one-dimensional system (1) with alignment term given by (2) in the full range $0 < \alpha < 2$. At the same time, Do et. al. in [10] treated the range $0 < \alpha < 1$, where they proved global existence of smooth solutions by applying the method of modulus of continuity as in Kiselev et. al. [13]. In both approaches the problem requires refined and modern tools from regularity theory of fractional parabolic equations, and reduces the problem to verification of a continuation criterion either in terms of $u_x \in L^1([0, T_0]; L^\infty)$, [23], or in terms of $\rho_x \in L^1([0, T_0]; L^\infty)$, [10].

In addition, about the long time behavior of the solution, Tadmor and Shvydkoy proved in [24] that all global and smooth solution converges exponentially fast to a flocking state, by which we understand alignment to a constant velocity $u \to \bar{u}$, and stabilization of density to a traveling wave

$$\rho(x, t) \to \rho_\infty(x - t\bar{u}). \quad (3)$$

Here the average velocity $\bar{u}$, is determined by the conserved mass and momentum. That is, we have

$$\bar{u} := \frac{\mathcal{P}}{\mathcal{M}},$$

where

$$\mathcal{M} := \int \rho_0(x) \, dx, \quad \mathcal{P} := \int (\rho_0 u_0)(x) \, dx.$$

Note that although the limiting velocity $\bar{u}$ is prescribed from the initial condition, the shape of the limiting density profile $\rho_\infty$ is a quantity that emerge from the dynamics of the system. In order to gain insight about the limiting shape of $\rho_\infty$, Leslie and Shvydkoy apply in [17] the Csiszár-Kullback inequality to determine how far $\rho_\infty$ is from the uniform distribution $m = \frac{1}{2\pi} \mathcal{M}$ in the $L^1(T)$ metric.

Global well-posedness theory for these singular models has been mainly developed only in 1D due to presence of an additional conserved quantity

$$e := u_x - \Lambda^\alpha(\rho), \quad e_0 + (\epsilon u)_x = 0. \quad (4)$$

Due to this relation, one can compare the regularity of $u$ and $\rho$ and, using the compactness of the 1D torus, obtain a uniform in time positive lower bound on the density, thanks to which the
alignment term on the right-hand side of (2) does not disappear. That nice relation unfortunately fails in higher dimension. In multi-dimensional settings the corresponding quantity is given by
\[ e := \nabla \cdot u - \Lambda^\alpha(\rho), \]
and satisfies
\[ e_t + \nabla \cdot (ue) = (\nabla \cdot u)^2 - \text{Tr}[(\nabla u)^2]. \]
Lack of control on \( e \) in this setting is part of the reason why in multiple dimensions the model has no developed a full regularity theory and only partial answers are known.

1.2. Our new results for EAS in multi-D. Global existence of smooth solutions for Euler alignment system in dimension 2 and higher is an open problem. The three exceptions are:
- [22] For the full range \( 0 < \alpha < 2 \). A small initial data result for nearly aligned flocks with small initial velocity variations relative to its higher order norms.
- [9] For the range \( 1 < \alpha < 2 \). A small initial data result where the deviation of the initial density from a constant is sufficiently small with smallness formulated in Besov spaces.
- [14] For the range \( 1 < \alpha < 2 \). A non-small initial data result taking advantage of the nice structure of unidirectional flocks. See below (5) for a precise definition of this type of flows.

Remark: Here, we emphasize that the previous result [14] is only available in the subcritical case and it does not apply neither for the critical case nor for the supercritical case. One of the main reasons behind these possible different behaviors depending on subcritical, critical and supercritical regimes is the required assumptions in order to apply Hölder regularization for drift-diffusion equation via Silvestre’s result [26]. In the case \( \alpha \geq 1 \), the velocity vector field is required to belong to the scale invariant class \( L^\infty_tL^\infty_x \). However, in the case \( \alpha < 1 \), the velocity vector field is required to belong to the scale invariant class \( L^\infty_tC^{1-\alpha}_x \).

In this note, we will focus on the setting of unidirectional flows for the particular case \( \alpha = 1 \). Recall that unidirectional flows are given by
\[ u(x, t) := u(x)\mathbf{d}, \quad \mathbf{d} \in S^{n-1}, \quad u : \mathbb{R}^n \times \mathbb{R}^+ \to \mathbb{R}. \]
The key point of this type of flows is that the same conservation law (4) holds for the entropy
\[ e := \mathbf{d} \cdot \nabla u - \Lambda(\rho), \quad \partial_t e + \mathbf{d} \cdot \nabla (ue) = 0, \]
although in this case the entropy does not control the full gradient of the velocity. For simplicity, in view of rotational invariance of the EAS, we can postulate that \( \mathbf{d} \) points in the direction of the \( x_1 \)-axis. So, we can assume without loss of generality that
\[ u(x, t) := \langle u(x, t), 0, \ldots, 0 \rangle \quad \text{for} \quad u : \mathbb{R}^n \times \mathbb{R}^+ \to \mathbb{R}. \]
Note that the non-trivial component \( u(x, t) \) may depend on all coordinates. So, unidirectional solutions exhibit features of a 1D flow, yet being on \( \mathbb{R}^n \) represent solutions of a multi-dimensional system of scalar conservation laws:
\[ (x, t) \in \mathbb{R}^n \times \mathbb{R}^+ \quad \begin{cases} \partial_t \rho + \partial_1(\rho u) = 0, \\ \partial_t u + \frac{1}{2}\partial_1(u^2) = -\Lambda(\rho u) + \Lambda(\rho)u. \end{cases} \]
As in [23, 24, 25], our first result is based on the fact that density and momentum equations of (6) fall under a general class of forced parabolic drift-diffusion equations with (a priori) rough coefficients. Our methodology will be to reduce the forceless problem, which correspond with null initial entropy \( e_0 = 0 \), to a known Schauder estimate together with the propagation of higher order regularity following the spirit of [27]. However, this argument does not provide a good quantitative estimate to conclude flocking. We can bypass this difficulty using an adaptation of the non-linear maximum principle as in Constantin and Vicol’s proof for the critical SQG [6], that allows us to completely describe the long time behavior.
The first result summarized in the following theorem covers the global regularity and flocking behavior for the critical case \((\alpha = 1)\) under null initial entropy \(e_0 = 0\).

**Theorem 1.1** (Global existence of classical solution with null initial entropy). *Suppose \(m \geq 3\) and let \((u_0, \rho_0) \in H^{m+1}(\mathbb{T}^n) \times H^{m+1}(\mathbb{T}^n)\) with \(\rho_0(x) > 0\) and \(e_0(x) = 0\) for all \(x \in \mathbb{T}^n\). Then there exists a unique non-vacuous global in time solution to (6) in the class
\[
\begin{align*}
\text{Theorem 1.1} & \quad u \in C_w([0, \infty); H^{m+1}(\mathbb{T}^n)) ∩ L^2([0, \infty); \dot{H}^{m+3/2}(\mathbb{T}^n)), \quad ρ \in C_w([0, \infty); H^{m+1}(\mathbb{T}^n)).
\end{align*}
\]
Moreover, the solution obeys uniform bounds on the density
\[
\rho^- \leq \rho(x, t) \leq \rho^+, \quad t \geq 0,
\]
and strongly flocks, meaning \(\exists ρ_\infty \in H^{m+1}\) such that
\[
\|u(t) - \bar{u}\|_{W^{2, \infty}(\mathbb{T}^n)} + ∥\rho(\cdot, t) - ρ_\infty(\cdot - \bar{u}t)∥_{C^\gamma(\mathbb{T}^n)} \leq Ce^{-\delta t}, \quad t > 0, \quad (0 < \gamma < 1).
\]

For general initial entropy, based on Duhamel’s principle for a fractional parabolic equation, we can prove that density and velocity are almost Lipschitz in space (i.e. \(C^\gamma(\mathbb{T}^n)\) for all \(0 < \gamma < 1\)). This makes it rather natural to ask under what conditions does one has a global existence result. In this direction, we establish a small initial data result where smallness is expressed only in terms of the initial amplitude of the solution. To be precise, let us introduce some notation and terminology. We define the amplitude by
\[
\mathcal{A}(t) := \max_{x, y \in \mathbb{T}^n} |u(x, t) - u(y, t)|.
\]

**Theorem 1.2** (Global existence of classical solution with small initial amplitude). *Suppose \(m \geq 3\) and let \((u_0, \rho_0) \in H^{m+1}(\mathbb{T}^n) \times H^{m+1}(\mathbb{T}^n)\) with \(\rho_0(x) > 0\) for all \(x \in \mathbb{T}^n\). There exists a universal positive constant \(\varepsilon^* \ll 1\) (small enough) such that if \(\mathcal{A}_0 \leq \varepsilon^*\), then there exists a unique non-vacuous global in time solution to (6) in the class (7) which aligns and flocks exponentially fast.

The above result is an improvement of [22] for the critical case, where the author required small initial amplitude relative to its higher order norms. Now, in the absence of a full answer to the question of global existence of classical solutions, one may wonder whether the critical Euler alignment system (6) at least possesses global weak solutions for generic initial data in \(L^\infty(\mathbb{T}^n)\)-spaces. To do that, we follow the steps and ideas introduced in [15] for 1D, where Leslie construct global weak solutions as limits of regular ones. The main difference with our multidimensional setting is that we do not have global classical solutions in the critical case, but we will be able to extend the result using the available global regularity for the subcritical regime.

**Theorem 1.3** (Global existence of weak solutions for \(\alpha \in [1, 2)\)). *Let \((\rho_0, u_0, e_0) \in (L^\infty(\mathbb{T}^n))^3\) with \(\rho_0 > 0\) a.e. on \(\mathbb{T}^n\) satisfying the compatibility condition (37). Then there exists a global-in-time Leray-Hopf weak solution \((\rho, u, e)\) associated to the initial data \((\rho_0, u_0, e_0)\).

The limiting process we use to construct weak solutions exploits what it is know as a compactness argument. A fundamental step is the proof of certain “compactness” (which we satisfy by proving bounds in Hölder spaces) that allows to get strong convergence in suitable norms. As a consequence of the available uniform bounds of \(u, \rho, \rho^{-1}\) and \(e\), the Hölder regularization will survive the limiting process (with Hölder exponent \(γ - ε\) for any \(ε \in (0, γ)\) and \(γ \in (0, 1)\)). Therefore, the constructed global weak solution becomes instantaneously almost Lipschitz in space for strictly positive time. However, whether there is unique weak solution remains unknown and this is left for future research.

Furthermore, we give an anisotropic Onsager-type criteria for the validity of the natural energy law for weak solutions of the system. We emphasize that the criteria we consider apply to any weak solutions, not just those weak solutions which can be constructed as limit of regular ones.
Theorem 1.4 (Energy equality for weak solutions). For dimension \( n = 1, 2, 3 \) or \( 4 \) and \( \alpha \in [1, 2) \) any weak solution satisfies the natural energy laws (34) and (35). For dimension \( 5 \leq n \leq 9 \) we have an unconditional result only if \( \alpha \in [(n + 2)/6, 2) \). Otherwise, the energy equalities hold under the additional anisotropic condition:

\[
\rho \in L^3(0, T; \mathcal{B}_{3, \infty}^{1/3}(\mathbb{T}^n)), \quad u \in L^3(0, T; \mathcal{B}_{3, \epsilon_0}^{1/3}(\mathbb{T}^n)).
\]

A more precise description of the anisotropic spaces mentioned above can be found below in (50). But for clarity and brevity we can understand \( \mathcal{B}_{3, \epsilon}^{\alpha}(\mathbb{T}^n) \) as the set of periodic functions in \( L^3(\mathbb{T}^n) \) and classical Besov regularity \( B_{p,r}^{\alpha}(\mathbb{T}) \) in the direction of the flow.

Finally, for any global (weak or classical) solution, we can obtain quantitative estimates of the long time behavior of the density in terms of the initial entropy \( |e_0|_\infty \). Following [17], the thrust of our result is to show that the latter is the parameter that controls deviation from the uniform flock for any \( L^p(\mathbb{T}^n) \) metric.

Theorem 1.5 (Limiting flock in \( L^p(\mathbb{T}^n) \) with \( 1 \leq p < \infty \) for \( \alpha \in [1, 2) \)). Let \((\rho, u)\) be a global weak or classical solution to the system (6) given by one of the above results. Then we have a bound for the difference between the limiting flock \( \rho_\infty \) and the uniform distribution \( m = (2\pi)^{-n} \mathcal{M} \) given by

\[
|\rho_\infty - m|_p \lesssim |e_0|_\infty.
\]

In particular, if \( e_0 = 0 \), then we have an exponential relaxation towards the uniform state:

\[
|\rho(t) - m|_p \lesssim |\rho_0 - m|_p e^{-ct}.
\]

Although the conclusion of the above theorem and the main result of [17] share some similarities. It will be important to mention that their hypotheses are quite different. In first place, the result of [17] works for local and global kernels (smooth or singular) but only in the \( L^1(\mathbb{T}) \) metric. In contrast, our previous result works only for global kernels (smooth or singular) as we required a lower bound on the density but in our favor it works for any \( L^p(\mathbb{T}^n) \) metric with \( 1 \leq p < \infty \).

Notation: For convenience, to avoid clutter in computations, function arguments (time and space) will be omitted whenever they are obvious from context. Moreover, we use the notation \( f \lesssim g \) when there exists a constant \( C > 0 \) independent of the parameters of interest such that \( f \leq Cg \). We also use \( |\cdot|_{L^p} \) or \( |\cdot|_p \) to denote the classical \( L^p \) norms, and \( \|\cdot\|_X \) to denote all other norms.

Organization: In Section 2 we prove a global existence result for the critical Euler alignment system via fractional Schauder estimates under a null initial entropy condition, and provide higher order control estimates on solutions to prove a strong flocking result. In Section 3, as a direct application of the computations obtained in [14], we get a global existence result under a small initial amplitude. We develop the theory of weak solutions for unidirectional flocks with \( \alpha \in [1, 2) \) in Section 4 and we study the limiting behavior of any global (weak or classical) solution in Section 5.

2. GLOBAL WELL-POSEDNESS AND STRONG FLOCKING WITH NULL ENTROPY

According to [14, Theorem 1.1] we already have a local solution \((u, \rho)\) on time interval \([0, T_0)\). In order to obtain a global classical solution for the critical case \( \alpha = 1 \), we proceed in several steps. We start collecting the uniform bounds on the density for any \( 0 < \alpha < 2 \). Here, with an explicit dependence on the initial conditions, which will be important in the rest of the paper.

Next, we invoke results from the theory of fractional parabolic equations to conclude that our solution gains Hölder regularity after a short period of time, and the Hölder exponent as well as the bound on the Hölder norm depend on the \( L^\infty \) bound of the solution.
This result was a key point to prove global existence of classical solutions and strong flocking for the subcritical case $1 < \alpha < 2$ (see [14, Theorem 1.2]). However, this idea is not enough for the critical case $\alpha = 1$, where we need to use fractional Schauder estimates to obtain higher order regularity. To sum up, Schauder estimates are just a good quick way of obtaining global well-posedness and regularization, but not a good way to obtain long time estimates. To do that, we will need to come back to our pedestrian estimates proved in [14] in order to obtain strong flocking to a uniform state.

**Step 1: Bounds on the density ($0 < \alpha < 2$).** We start by establishing uniform bounds on the density which depend only on the initial conditions. First, recall that the ratio $q := e/\rho$ satisfies the transport equation $q_t + uq_t = 0$. Starting from sufficiently smooth initial condition with $\rho_0$ away from vacuum we can assume that

\begin{equation}
|q(t)|_{\infty} = |q_0|_{\infty} < \infty.
\end{equation}

So, we can write the continuity equation as

$$\rho_t + u\rho_1 = -q\rho^2 - \rho\Lambda^\alpha(\rho).$$

Let us evaluate at a point $x^+(t)$ where the maximum of $\rho(\cdot, t)$, denoted by $\rho^+(t) := \rho(x^+(t), t)$, is reached. We obtain

$$\frac{d}{dt}\rho^+(t) = -q(x^+(t), t)(\rho^+(t))^2 - \rho^+(t) \int_{\mathbb{R}^n} (\rho^+(t) - \rho(x^+(t) + z, t)) \frac{dz}{|z|^{n+\alpha}}$$

$$\leq |q_0|_{\infty} (\rho^+(t))^2 - \frac{\rho^+(t)}{r^{n+\alpha}} \int_{|z|<r} (\rho^+(t) - \rho(x^+(t) + z, t)) \, dz$$

$$\leq |q_0|_{\infty} (\rho^+(t))^2 - \frac{\rho^+(t)}{r^{n+\alpha}} (V_n(r)\rho^+(t) - M),$$

where $V_n(r)$ denotes the $n$-dimensional volume of a ball of radius $r$. As $V_n(r) = C(n)r^n$, we get

$$\frac{d}{dt}\rho^+(t) \leq \left[|q_0|_{\infty} - \frac{C(n)}{r^\alpha}\right] (\rho^+(t))^2 + \frac{M}{r^{n+\alpha}\rho^+(t)}.$$

Let us pick $r$ small enough so that $\frac{C(n)}{r^\alpha} \geq |q_0|_{\infty} + 1$. Then

\begin{equation}
\frac{d}{dt}\rho^+(t) \leq - (\rho^+(t))^2 + M \left(\frac{|q_0|_{\infty} + 1}{C(n)}\right)^{\frac{n+\alpha}{2}} \rho^+(t),
\end{equation}

which establishes the upper bound by integration.

As to the lower bound we argue similarly. Let $\rho^-(t)$ be the minimum value of $\rho(\cdot, t)$ and $x^-(t)$ a point where such value is achieved. We have

$$\frac{d}{dt}\rho^-(t) = -q(x^-(t), t)(\rho^-(t))^2 - \rho^-(t) \int_{\mathbb{T}^n} (\rho^-(t) - \rho(x^-(t) + z, t)) \phi_\alpha(z) \, dz$$

$$\geq -|q_0|_{\infty} (\rho^-(t))^2 - \phi^-_\alpha \rho^-(t) \int_{\mathbb{T}^n} (\rho^-(t) - \rho(x^-(t) + z, t)) \, dz$$

$$\geq -|q_0|_{\infty} (\rho^-(t))^2 - \phi^-_\alpha \rho^-(t) ((2\pi)^n\rho^-(t) - M).$$

Note that at this point the global communication of the model is crucial: $\phi^-_\alpha := \inf_{z \in \mathbb{T}^n} \phi_\alpha(z) > 0$. Then

\begin{equation}
\frac{d}{dt}\rho^-(t) \geq - \left(|q_0|_{\infty} + \phi^-_\alpha (2\pi)^n\right) (\rho^-)^2 + \phi^-_\alpha M \rho^-(t),
\end{equation}

which establishes the lower bound by integration.

Up to this point, we have proved uniform lower and upper bounds for the density. That is, there exists a couple of strictly positive constants $\rho^\pm > 0$ such that $\rho^- \leq \rho(t) < \rho^+$ for all $t \geq 0$. Now, we are going to see how this constants depends explicitly of the initial data $(\rho_0, u_0)$. To do that,
we use the logistic equation \( \dot{X}(t) = AX(t)[B - X(t)] \), where \( A \) and \( B \) are positive constants and \( X(t) \) is a positive function, then

\[
X(t) = \frac{BX(0)}{X(0) + (B - X(0))e^{-ABt}}.
\]

Consequently, writting (11) and (12) as a logistic differential inequality we obtain

\[
\rho^+(t) \leq \frac{c_1 \rho_0^+}{\rho_0^+ + (c_1 - \rho_0^+)e^{-c_1 t}}, \quad c_1 := \mathcal{M}\left(\frac{|q_0|_\infty + 1}{C(n)}\right)^{\frac{n + \alpha}{\alpha}},
\]

and

\[
\rho^-(t) \geq \frac{c_2 \rho_0^-}{\rho_0^+ + (c_2 - \rho_0^-)e^{-c_2 t}}, \quad c_2 := \frac{\phi_0^\alpha \mathcal{M}}{|q_0|_\infty + \phi_0^\alpha (2\pi)^n}, \quad c_3 := \phi_0^\alpha \mathcal{M}.
\]

By the above, it is simple to check that

\[
\rho^+ \leq \max\{\rho_0^+, c_1\} \leq \max\left\{\rho_0^+, \mathcal{M}\left(\frac{|e_0|_\infty + \rho_0^-}{C(n)\rho_0^-}\right)^{\frac{n + \alpha}{\alpha}}\right\},
\]

and

\[
\rho^- \geq \min\{\rho_0^-, c_2\} \geq \min\left\{\rho_0^-, \frac{\rho_0^- \phi_0^\alpha \mathcal{M}}{|e_0|_\infty + \rho_0^- \phi_0^\alpha (2\pi)^n}\right\}.
\]

**Step 2: Bounds on the Entropy** \((0 < \alpha < 2)\). As an immediate consequence of the uniform bound on the density and (10) we have a uniform global bound on the entropy \(|e(t)|_\infty < \infty\). More specifically, we have

\[
(13) \quad |e(t)|_\infty \leq \frac{\rho^+}{\rho^-}|e_0|_\infty.
\]

**Step 3: Hölder Regularization** \((1 \leq \alpha < 2)\). The parabolic nature of the density and momentum equation is an essential structural feature of the system that has been used in all of the preceding works. Using the condition \(u_1 = e + \Lambda^\alpha(\rho)\) we can write

\[
(14) \quad \rho_t + u\rho_1 + e\rho = -\rho\Lambda^\alpha(\rho).
\]

Similarly, one can write the equation for the momentum \(m = \rho u\):

\[
(15) \quad m_t + um_1 + em = -\rho\Lambda^\alpha(m).
\]

Note that in both cases the drift \(u\) is bounded a priori due to the maximum principle for each scalar velocity component. Hence, density and momentum equations (14), (15) falls under the general class of fractional parabolic equations with bounded drift and force:

\[
(16) \quad w_t + u \cdot \nabla w + f = \mathcal{L}_\alpha(w), \quad \mathcal{L}_\alpha(w)(x, t) := \int_{\mathbb{R}^n} K(x, z, t)(w(x + z, t) - w(x, t)) \, dz,
\]

with a diffusion operator associated with the singular kernel \(K(x, z, t) := \rho(x, t)|z|^{-(n+\alpha)}\) which is even with respect to \(z\). The bounds on the density provide uniform ellipticity bounds on the kernel:

\[
(2 - \alpha) \frac{L}{|z|^{n+\alpha}} \leq K(x, z, t) \leq (2 - \alpha) \frac{L}{|z|^{n+\alpha}}.
\]

The most common assumption in the literature is that for all \(x\) and \(t\), the kernel \(K\) is comparable pointwise in terms of \(z\) to the kernel of the fractional Laplacian.
Regularity of these equations has been the subject of active research in recent years. In particular, the result of Silvestre [26], see also Schwab-Silvestre [19], which provides Hölder regularization bound for some \( \gamma > 0 \) given by

\[
\| \rho \|_{C^\gamma(T^n \times [T/2,T))} \lesssim \| \rho \|_{L^\infty(T^n \times [0,T))},
\]

\[
\| m \|_{C^\gamma(T^n \times [T/2,T))} \lesssim \| m \|_{L^\infty(T^n \times [0,T))},
\]

and

\[
\| u \|_{C^\gamma(T^n \times [T/2,T))} \leq C \left( \| \rho \|_{L^\infty(T^n \times [0,T))}, \| u \|_{L^\infty(T^n \times [0,T))} \right),
\]

where the latter inequality follows from (17) since \( \rho \) is bounded below. Since the right hand side of (17) and (18) is uniformly bounded on time we have obtained uniform bound on \( C^\gamma \)-norm starting, by rescaling, from any positive time.

**Remark:** Note that the solutions \( u \) and \( \rho \) are Hölder continuous on compact sets of \( T^n \times (0,\infty) \). As a consequence of the uniform boundedness of \( u, \rho, \rho^{-1} \) and \( e \), the Hölder exponent \( \gamma \) can be taken to be independent of \( T \). Up to this point, we only know that solution is \( C^\gamma_{t,x} \) with \( \gamma > 0 \).

**Step 4: Schauder Estimates.** For simplicity, in the rest of the section, we will focus only on the critical case \( \alpha = 1 \) where the result of [14] does not apply. The key point is to note that if we initially assume that \( \epsilon_0 = 0 \), it will remain zero as long as the solution exists, and things get much simpler. Notice that this translate in the forceless case of (16) with Hölder coefficients, due to the apriori estimates (17) and (18). Now, following the spirit of Silvestre [27], we are in position to apply the recent result of Dong-Jin-Zhang [11, Theorem 1.4.] to obtain that the solution becomes immediately differentiable with Hölder continuous derivatives. That is, we have

\[
\| \rho \|_{C^{1+\gamma}(T^n \times [3T/4,T])} \lesssim \| \rho \|_{C^\gamma(T^n \times [T/2,T)} \lesssim \| \rho \|_{L^\infty(T^n \times [0,T))},
\]

\[
\| m \|_{C^{1+\gamma}(T^n \times [3T/4,T])} \lesssim \| m \|_{C^\gamma(T^n \times [T/2,T))} \lesssim \| m \|_{L^\infty(T^n \times [0,T))},
\]

and

\[
\| u \|_{C^{1+\gamma}(T^n \times [3T/4,T])} \leq C \left( \| \rho \|_{C^\gamma(T^n \times [T/2,T))}, \| u \|_{C^\gamma(T^n \times [T/2,T))} \right) \leq C \left( \| \rho \|_{L^\infty(T^n \times [0,T))}, \| u \|_{L^\infty(T^n \times [0,T))} \right),
\]

where, as before, the latter inequality follows from (19) since \( \rho \) is bounded below. Since the right hand side of (19) and (20) is uniformly bounded on time we have obtained uniform bound on \( C^{1+\gamma}_{t,x} \)-norm starting, by rescaling, from any positive time.

This immediately translates into the fact that the solution fulfills the continuation criterion and the proof of global existence is complete for \( \alpha = 1 \) under condition \( \epsilon_0 = 0 \).

After this, a natural question is to understand what happens in the case of general initial entropy. Here, there is a noticeable difference between 1D and the multi-D setting. In 1D, since \( \rho \) is \( C^\gamma(T) \) and bounded away from zero this implies that \( \epsilon \in C^\gamma(T) \) (see [23, Remark 6.1]). With this in mind, we have density and momentum equation with drift and force in \( C^\gamma(T) \), that will be enough to apply the result of Dong-Jin-Zhang [11, Theorem 1.4.] and obtain a different and shorter proof of global existence for \( \alpha = 1 \) in 1D. However, in multi-D we can not apply that result because we get that regularity only in the direction of the flow, that is \( \epsilon \in C^\gamma_{x_1}(T^n) \).

In the general case (\( \epsilon_0(x) \neq 0 \) at some point \( x \in T^n \)) we can prove that the solution is almost Lipschitz in space (i.e. \( C^\gamma(T^n) \) for all \( 0 < \gamma < 1 \)). To do that, we interpret the forced case as a perturbation of the forceless case through Duhamel’s formula. Let \( w \) be the solution of

\[
w_t + u \cdot \nabla w = \mathcal{L}_\alpha(w), \quad (x,t) \in T^n \times [0,T],
\]
with Hölder coefficient given by (17) and (18). Note that if \( w \) is a solution to (21) on time interval \([0, T] \) then so is \( w_\lambda(x, t) := w(\lambda x, \lambda t) \) on time interval \([0, T/\lambda] \) with \( u_\lambda(x, t) := u(\lambda x, \lambda t) \) and \( K_\lambda(x, z, t) := K(\lambda x, z, \lambda t) \). Stating the Hölder bound for \( w_\lambda \) we readily obtain, for any \( \gamma < 1 \), that

\[
\|w\|_{C^\gamma(\mathbb{T}^n)}(t) \leq \frac{C}{t^\gamma} |w|_{L^\infty(\mathbb{T}^n \times [0, T])}, \quad t \in [T/2, T].
\]

Let us rewrite (22) in operator form. The equation (21) generates a strongly continuous evolution family \( \{W(t, s)\}_{t \geq s} \), where \( W(t, s)w(s) \) gives us the solution at time \( t \geq s \) with initial condition \( w(s) \) at time \( t = s \). According to (22) we have

\[
\|W(t, s)w(s)\|_{C^\gamma(\mathbb{T}^n)} \leq \frac{C}{(t - s)^\gamma} |w|_{L^\infty(\mathbb{T}^n \times [s, T])}, \quad T/2 \leq s \leq t \leq T.
\]

Let us now go back to the original forced equation (16) and treat the force as a source term. The solution to (16) by Duhamel’s Principle can be written as

\[
w(t) = W(t, 0)w_0 + \int_0^t W(t, s)f(s)\, ds.
\]

In view of (23),

\[
\|w(t)\|_{C^\gamma(\mathbb{T}^n)} \leq \frac{C}{t^\gamma} |w_0|_{\infty} + C \int_0^t |f|_{L^\infty(\mathbb{T}^n \times [s, T])} (t - s)^{-\gamma}\, ds
\]

and consequently we get

\[
\|w\|_{C^\gamma(\mathbb{T}^n)}(t) \leq \frac{C}{t^\gamma} (|w_0|_{\infty} + |f|_{L^\infty(\mathbb{T}^n \times [0, T])}) , \quad t \in [T/2, T].
\]

Note that the constant \( C \) (which can change at each line) deteriores as \( \gamma \to 1^- \). Therefore, coming back to our original problem, this provides almost Lipschitz regularity in space for all \( 0 < \gamma < 1 \) and all \( t \in [T/2, T] \) given by

\[
\|\rho(t)\|_{C^\gamma(\mathbb{T}^n)} \leq |\rho|_{L^\infty(\mathbb{T}^n \times [0, T])} + |\rho e|_{L^\infty(\mathbb{T}^n \times [0, T])},
\]

\[
\|m(t)\|_{C^\gamma(\mathbb{T}^n)} \leq |m|_{L^\infty(\mathbb{T}^n \times [0, T])} + |me|_{L^\infty(\mathbb{T}^n \times [0, T])},
\]

and

\[
\|u(t)\|_{C^\gamma(\mathbb{T}^n)} \leq C (|\rho|_{L^\infty(\mathbb{T}^n \times [0, T])}, |u|_{L^\infty(\mathbb{T}^n \times [0, T])}) ,
\]

where the latter inequality follows, as before, from (26) since \( \rho \) is bounded below. Since the right hand side of (26) and (27) is uniformly bounded on time we have obtained uniform bound on \( C^\gamma \)-norm starting, by rescaling, from any positive time.

**Step 5: Strong Flocking.** Recall that we have proved above for the case \( e_0 = 0 \) that the following holds for all \( T > 0 \):

\[
\|\rho\|_{C^{1+\gamma}(\mathbb{T}^n \times [3T/4, T])} \leq |\rho|_{L^\infty(\mathbb{T}^n \times [0, T])},
\]

\[
\|u\|_{C^{1+\gamma}(\mathbb{T}^n \times [3T/4, T])} \leq (|\rho|_{L^\infty(\mathbb{T}^n \times [0, T])}, |u|_{L^\infty(\mathbb{T}^n \times [0, T])}).
\]

Since the right hand sides are uniformly bounded on the entire line we have obtained uniform bounds on \( C^{1+\gamma}(\mathbb{T}^n) \)-norm starting from time \( t = 3T/4 \). Since we are concerned with long time dynamics let us reset initial time to \( t = 3T/4 \), and allow ourselves to assume that \( C^{1+\gamma}(\mathbb{T}^n) \)-norms are bounded from time \( t = 0 \). Then the following uniform bound holds:

\[
\sup_{t \geq 0} |\nabla \rho|_{\infty} < \infty, \quad \sup_{t \geq 0} |\nabla u|_{\infty} < \infty.
\]
Step 5.1: Control over $|\nabla u|_\infty$. In order to complete the proof of Theorem 1.1, we proceed to establish strong flocking for the velocity. We already know from the previous step that $|\nabla u|_\infty$ remains uniformly bounded. However, this argument does not provide a good quantitative estimate to conclude flocking. We will seek more precise estimates with the fact that now we already know that $|\nabla u|_\infty$ remains uniformly bounded. So, we go back to equation (35) of [14]:

$$
\partial_t |\nabla u|^2_\infty \lesssim C |\nabla u|^2_\infty (|\nabla \rho|_\infty + |\nabla u|_\infty) + \varepsilon |\nabla \rho|^3 + c_\varepsilon - (1 - \varepsilon) D(\nabla u)(x_*) - (1 - \varepsilon) \frac{|\nabla u|^3_\infty}{A(t)},
$$

where

$$
D(\nabla u)(x_*) := \int_{\mathbb{R}^n} \frac{|\nabla u(x_*) + z) - \nabla u(x_*)|^2}{|z|^{n+1}} dz,
$$

with $x_* \equiv x_*(t)$, the maximal point of $\nabla u(\cdot, t)$. That is, a point such that $\nabla u(x_*(t), t) = |\nabla u(t)|_\infty$. Now, using the uniform bound on $|\nabla \rho|_\infty$ from (28) we obtain the bound

$$
\partial_t |\nabla u|^2_\infty \lesssim C |\nabla u|^2_\infty + C |\nabla u|^3_\infty + C_\varepsilon - (1 - \varepsilon) D(\nabla u)(x_*) - (1 - \varepsilon) \frac{|\nabla u|^3_\infty}{A(t)}.
$$

Now, to take advantage of dissipation, we apply an improvement on a nonlinear maximum principle bound of [6] in the case of small amplitudes, which appear originally on [24, Lemma 3.4]:

**Lemma 2.1.** There is an absolute constant $c > 0$ such that for all $B > 0$ one has

$$
D(\nabla u)(x) \geq B|\nabla u(x)|^2 - cB^2A^2(t).
$$

In view of the above lemma, we have

$$
\partial_t |\nabla u|^2_\infty \lesssim - (B(1 - \varepsilon) - C)|\nabla u|^2_\infty - (1 - \varepsilon - CA(t)) \frac{|\nabla u|^3_\infty}{A(t)} + C_\varepsilon + (1 - \varepsilon)cB^2A^2(t).
$$

Moreover, using the uniform bound of $|\nabla u|_\infty$ we have

$$
C_\varepsilon \leq \varepsilon \frac{|\nabla u|^3_\infty}{A(t)} + C_\varepsilon A(t).
$$

Putting all together and taking $B \gg 1$ and $t \gg 1$ such that $B(1 - \varepsilon) - C > 0$ and $1 - 2\varepsilon - CA(t) > 0$ we have proved

$$
\partial_t |\nabla u|^2_\infty \lesssim -|\nabla u|^2_\infty + A(t).
$$

In particular, it implies exponential rate of convergence to zero as times goes to infinity. Finally, proving exponential decay of $|\nabla^2 u|_\infty$ follows similar estimates, and will be omitted here for the sake of brevity. We will refer to [24] for full details in 1D.

Step 5.2: Strong Flocking for the Density. Now, to establish strong flocking for the density, we pass to the moving frame $x - \bar{u}t$ and write the continuity equation $\partial_t \rho + \partial_1 (\rho \bar{u}) = 0$ in the new coordinates. Then, $\bar{\rho}(x, t) := \rho(x_1 + t\bar{u}, x_-, t)$ where $x \equiv (x_1, x_-)$ satisfies

$$
\partial_t \bar{\rho}(x, t) + \bar{\rho}(x, t) \partial_1 u(x_1 + t\bar{u}, x_-, t) + \partial_1 \bar{\rho}(x, t)(u(x_1 + t\bar{u}, x_-, t) - \bar{u}) = 0.
$$

According to the previously established strong flocking for the velocity we have that $|\partial_t \bar{\rho}|_\infty = E(t)$, where $E(t)$ denotes an exponential decaying quantity. This shows that $\bar{\rho}(\cdot, t)$ is Cauchy in time, which proves that there exists a unique limiting state $\rho_\infty(\cdot)$ such that $|\rho_\infty(\cdot) - \rho_\infty(\cdot)|_\infty = E(t)$. Hence, returning to our original coordinates, this can be written in terms of $\rho(x, t)$ and $\bar{\rho}(x, t) := \rho_\infty(x_1 - t\bar{u}, x_-, t)$ as $|\rho(\cdot, t) - \bar{\rho}(\cdot)|_\infty = E(t)$. Since $\nabla \rho$ is uniformly bounded, this also shows that $\rho$ is Lipschitz. Finally, convergence in $C^\gamma$ for any $0 < \gamma < 1$ follows by interpolation.
3. Global well-posedness and strong flocking with small initial amplitude

For any initial entropy $e_0$, the only available global existence result of classical solutions in the multi-dimensional critical case ($\alpha = 1$) is due to Shvydkoy [22], under a small condition on the initial amplitude relative to its higher order norms of the initial data.

The main goal of this section is to obtain a new global existence result of classical solutions under a weaker condition on the initial amplitude. Something in the spirit of there exist a universal positive constant $\varepsilon^*$, with $\varepsilon^* \ll 1$ small enough, such that the solutions of (6) is global in time if the initial amplitude is smaller that $\varepsilon^*$. We will refer to the statement of Theorem 1.2 for a more precise description of the result. Lastly, note that one disadvantage of our result, in comparison with [22], is that does not work for the supercritical case.

The starting point will be the equations (24) and (35) of [14]:

\begin{equation}
\partial_t \| \nabla \rho \|^2_\infty \lesssim C \left( \| \nabla \rho \|_\infty \| \nabla e \|_\infty + \| \nabla u \|_\infty \| \nabla \rho \|^2_\infty \right) - D_\alpha (\nabla \rho)(x^*) - \| \nabla \rho \|^3_\infty,
\end{equation}

\begin{equation}
\partial_t \| \nabla u \|^2_\infty \lesssim C \| \nabla u \|_\infty (\| \nabla \rho \|_\infty + \| \nabla u \|_\infty) + \varepsilon \| \nabla \rho \|^3_\infty + c_\varepsilon - (1 - \varepsilon) D(\nabla u)(x^*) - (1 - \varepsilon) \frac{\| \nabla u \|^3_\infty}{A(t)}.
\end{equation}

In order to complete the proof, we combine (29) and (30) to obtain that

\begin{equation}
\partial_t \left[ \| \nabla \rho \|^2_\infty + \| \nabla u \|^2_\infty \right] \lesssim C \left( \| \nabla \rho \|_\infty \| \nabla e \|_\infty + \| \nabla u \|_\infty \| \nabla \rho \|^2_\infty + \| \nabla u \|^2_\infty \right) + c_\varepsilon
\end{equation}

\[ - (1 - \varepsilon) \frac{\| \nabla u \|^3_\infty}{A(t)} - (1 - \varepsilon) \| \nabla \rho \|^3_\infty \]

\[ - (1 - \varepsilon) D(\nabla u)(x^*) - D(\nabla \rho)(x^*). \]

The above expression (31) emphasizes the fact that the point at which each $D$-term is evaluated is different. Without losing generality, we can discard the last two terms of the previous expression and focus our attention on the cubic terms. Only by interpolation we get:

\[ \| \nabla u \|^2_\infty \| \nabla \rho \|_\infty \leq \varepsilon \frac{\| \nabla u \|^3_\infty}{A(t)} + c_\varepsilon \| \nabla \rho \|^3_\infty A^2(t), \]

\[ \| \nabla u \|_\infty \| \nabla \rho \|^2_\infty \leq \varepsilon \frac{\| \nabla u \|^3_\infty}{A(t)} + c_\varepsilon \| \nabla \rho \|^3_\infty A^{1/2}(t). \]

Consequently, all the cubic terms can be bounded above by

\begin{equation}
\| \nabla u \|^2_\infty \| \nabla \rho \|_\infty + \| \nabla u \|_\infty \| \nabla \rho \|^2_\infty + \| \nabla \rho \|^3_\infty \leq (2 \varepsilon + A(t)) \frac{\| \nabla u \|^3_\infty}{A(t)} + 2 c_\varepsilon A^{1/2}(t) \| \nabla \rho \|^3_\infty.
\end{equation}

So, putting (32) into (31) we arrive at

\begin{equation}
\partial_t \left[ \| \nabla \rho \|^2_\infty + \| \nabla u \|^2_\infty \right] \leq C \| \nabla \rho \|_\infty \| \nabla e \|_\infty + c_\varepsilon
\end{equation}

\[ - (1 - 3 \varepsilon - A(t)) \frac{\| \nabla u \|^3_\infty}{A(t)} - (1 - \varepsilon - c_\varepsilon A^{1/2}(t)) \| \nabla \rho \|^3_\infty. \]

Now, due to the maximum principle for the velocity, we have that $A(t) \leq A_0$ and taking $A_0 \ll 1$ small enough such that the following bounds hold

\[ 1 - 3 \varepsilon - A_0 > 0, \quad \text{and} \quad 1 - \varepsilon - c_\varepsilon A_0^{1/2} > 0, \]

we have proved

\[ \partial_t \left[ \| \nabla \rho \|^2_\infty + \| \nabla u \|^2_\infty \right] \leq C \| \nabla \rho \|_\infty \| \nabla e \|_\infty + c_\varepsilon. \]
To close the argument, we recall that $|\nabla e(t)|_\infty \lesssim |\nabla \rho(t)|_\infty + |\nabla u|_{L^1 L^\infty}$ which forces to have an a priori control in time for the gradient of the velocity. We bypass this obstacle taking into account the fact that the ratio $q := \rho / \rho$ satisfies the transport equation $q_t + uq_1 = 0$. Consequently, we get

$$\partial_t \left[ |\nabla \rho|_\infty^2 + |\nabla u|_\infty^2 + |\nabla q|_\infty^2 \right] \lesssim C \left( |\nabla \rho|_\infty |\nabla e|_\infty + |\nabla u|_\infty |\nabla q|_\infty \right) + c_\varepsilon.$$  

(33)

In addition, by the definition of $q$ and the uniform bounds previously proved for density and entropy, we trivially have that $|\nabla e|_\infty \lesssim |\nabla \rho|_\infty + |\nabla q|_\infty$. Therefore, the quadratic term of (33) can be bounded directly as

$$|\nabla \rho|_\infty |\nabla e|_\infty + |\nabla u|_\infty |\nabla q|_\infty \lesssim |\nabla \rho|_\infty^2 + |\nabla u|_\infty^2 + |\nabla q|_\infty^2.$$  

Then, we have obtained uniform bound for $\rho, u, q \in L^\infty([0, T_0]; \dot{W}^{1, \infty})$ by integration. This fulfills the continuation criterion of [14, Theorem 1.1] and the proof of global existence in time of classical solutions of (6) for the critical case ($\alpha = 1$) is complete.

Next, we complement this result by a strong flocking statement. We already know from the previous step that $|\nabla \rho|_\infty$ and $|\nabla u|_\infty$ remains uniformly bounded for all time. However, this argument does not provide a good quantitative estimate on $|\nabla u|_\infty$ to conclude flocking. We will seek more precise estimates with the fact that now we already know that $|\nabla \rho|_\infty$ remains uniformly bounded. So, we go back to Step 5 of Section 2 to conclude that, under the uniform bounds (28), the same result follows.

4. Global existence of weak solutions

Given the difficulty of obtaining a general result for classical solutions (without any extra initial condition) for the case of critical alignment. Now, we develop a weak formulation theory for $\alpha = 1$. Once a reasonable definition of weak solution is given, to prove global existence one usually exploits what it is know as a compactness argument, which consists mainly in the following two steps:

1. proving the existence of a sequence of relatively smooth approximating solutions satisfying appropriate uniform estimates;

2. proving that limits of these approximating solutions are effectively weak solution of the problem under consideration.

For the interested reader, we refer to [15], where Leslie construct weak solutions as limits of global classical solutions in 1D. The main difference with our result in multi-D is that there is no a full developed theory of global existence for classical solutions, only the results mentioned above. We bypass this difficulty and construct weak solutions as limits of classical solutions for the subcritical regime. In fact, we extend and develop the weak theory of unidirectional flows for any $\alpha \in [1, 2)$.

In order to obtain a reasonable notion of weak solution, we start checking some of the conditions satisfied for the classical ones. We recall that classical solutions satisfy the energy equalities:

$$\int_{T^n} \rho(t)^2 \, dx + \frac{1}{2} \int_0^t \int_{T^n \times \mathbb{R}^n} (\rho(x) + \rho(y)) \frac{|\rho(x) - \rho(y)|^2}{|x - y|^{n+2}} \, dy \, dx \, ds = \int_{T^n} \rho_0^2 \, dx - \frac{1}{2} \int_0^t \int_{T^n} \varepsilon \rho^2 \, dx \, ds,$$

and

$$\frac{1}{2} \int_{T^n} \rho u^2(t) \, dx + \frac{1}{2} \int_0^t \int_{T^n \times \mathbb{R}^n} \rho(x) \rho(y) \frac{|u(x) - u(y)|^2}{|x - y|^{n+2}} \, dy \, dx \, ds = \frac{1}{2} \int_{T^n} \rho_0 u_0^2 \, dx.$$  

(34)

(35)

Under non-vacuum condition $0 < \rho^- \leq \rho(t) \leq \rho^+$, using Sobolev–Slobodeckij spaces, the above equalities prove that $\rho, u$ are bounded in $L^2(0, T; H^{\alpha/2}(\mathbb{T}^n))$ by a constant depending only on $M$, $T$, and the $L^\infty$ norms of $u_0$, $\rho_0$, $\rho_0^{-1}$, and $\varepsilon_0$. Finally, since $L^\infty(\mathbb{T}^n) \cap H^{\alpha/2}(\mathbb{T}^n)$ is an algebra, we have that $\rho u$ is also bounded in $L^2(0, T; H^{\alpha/2}(\mathbb{T}^n))$. 

Definition of weak solution. For weaker notions of a solution, we include $e$ as part of our definitions. To write down a weak formulation, it is helpful to use the following system:

$$
\begin{aligned}
\partial_t \rho + \partial_t (\rho u) &= 0, \\
\partial_t u + u e &= -\Lambda^\alpha (\rho u).
\end{aligned}
$$

Definition 4.1. Let $\alpha \in [1, 2)$ and $(\rho_0, u_0, e_0) \in (L^\infty(\mathbb{T}^n))^3$ with $\rho_0 > 0$ a.e. on $\mathbb{T}^n$ satisfying the compatibility condition:

$$
\int_{\mathbb{T}^n} e_0 \varphi + u_0 \partial_1 \varphi + \rho_0 \Lambda^\alpha (\varphi) \, dx = 0 \quad \text{for all} \ \varphi \in C^\infty(\mathbb{T}^n).
$$

We will say that $(\rho, u, e)$ is a weak solution on the interval $[0, T]$ with initial data $(\rho_0, u_0, e_0)$, if

- $u, \rho, \rho^{-1}$, and $e$ all belong to $L^\infty(0, T; L^\infty(\mathbb{T}^n))$.
- $u$ and $\rho$ belong to $L^2(0, T; H^{\alpha/2}(\mathbb{T}^n))$.
- $(u, \rho, e)$ satisfies the weak form of (36), for all $\varphi \in C^\infty(\mathbb{T}^n \times [0, T])$ and a.e. $t \in [0, T]$:

$$
\int_{\mathbb{T}^n} u(t, \varphi) \, dx - \int_{\mathbb{T}^n} u_0 \varphi(0) \, dx - \int_0^t \int_{\mathbb{T}^n} u \partial_1 \varphi \, dx \, ds = - \int_0^t \int_{\mathbb{T}^n} u e \varphi + \Lambda^\alpha (\rho u) \Lambda^\alpha (\varphi) \, dx \, ds,
$$

$$
\int_{\mathbb{T}^n} \rho(t, \varphi) \, dx - \int_{\mathbb{T}^n} \rho_0 \varphi(0) \, dx - \int_0^t \int_{\mathbb{T}^n} \rho \partial_1 \varphi \, dx \, ds = \int_0^t \int_{\mathbb{T}^n} \rho \partial_1 \varphi \, dx \, ds.
$$

- The compatibility condition (37) propagates in time, in the sense that

$$
\int_{0}^{T} \int_{\mathbb{T}^n} e \varphi + u \partial_1 \varphi + \rho \Lambda^\alpha (\varphi) \, dx \, ds = 0, \quad \text{for all} \ \varphi \in C^\infty(\mathbb{T}^n \times [0, T]).
$$

Note that weak formulations (38), (39), (40) work for $\varphi \in C^1(0, T; C^1(\mathbb{T}^n) \cap L^\infty(\mathbb{T}^n) \cap H^{\alpha/2}(\mathbb{T}^n))$.

Definition 4.2. A weak solution $(\rho, u, e)$ on $\mathbb{T}^n \times [0, T]$ is a Leray-Hopf weak solution if the following inequalities hold for almost every $s \in (0, T)$ and every $t \in (s, T)$:

$$
\int_{\mathbb{T}^n} \rho^2(t) \, dx + \frac{1}{2} \int_{0}^{t} \int_{\mathbb{T}^n \times \mathbb{R}^n} (\rho(x) + \rho(y)) \frac{|\rho(x) - \rho(y)|^2}{|x-y|^{n+\alpha}} \, dy \, dx \, ds \leq \int_{\mathbb{T}^n} \rho^2(s) \, dx - \int_{s}^{t} \int_{\mathbb{T}^n} e \rho^2 \, dx \, ds,
$$

and

$$
\frac{1}{2} \int_{\mathbb{T}^n} \rho u^2(t) \, dx + \frac{1}{2} \int_{0}^{t} \int_{\mathbb{T}^n \times \mathbb{R}^n} \rho(x) \rho(y) \frac{|u(x) - u(y)|^2}{|x-y|^{n+\alpha}} \, dy \, dx \, ds \leq \frac{1}{2} \int_{\mathbb{T}^n} \rho u^2(s) \, dx.
$$

Properties of weak solution. Let $(u, \rho, e)$ be a weak solution on the time interval $[0, T]$ associated to the initial data $(u_0, \rho_0, e_0) \in (L^\infty(\mathbb{T}^n))^3$. The purpose of the following list is to collect some simple facts about general weak solution, namely

- The quantity $e$ satisfies a weak form of $\partial_t e + \partial_1 (ue) = 0$. That is, for all $\varphi \in C^\infty(\mathbb{T}^n \times [0, T])$ and a.e. $t \in [0, T]$, we have

$$
\int_{\mathbb{T}^n} e(t, \varphi) \, dx - \int_{\mathbb{T}^n} e \varphi(0) \, dx - \int_{0}^{t} \int_{\mathbb{T}^n} e \partial_1 \varphi \, dx \, ds = \int_{0}^{t} \int_{\mathbb{T}^n} ue \partial_1 \varphi \, dx \, ds.
$$

- The solution $(u, \rho, e)$ converges weak-* in $L^\infty(\mathbb{T}^n)$ to the initial data.
- The weak time derivative of $u$ is a well-defined element of $L^2(0, T; H^{-\alpha/2}(\mathbb{T}^n))$; the weak time derivatives of $\rho$ and $e$ are well-defined elements of $L^\infty(0, T; H^{-1}(\mathbb{T}^n))$.
- The weak solution $(u, \rho)$ belongs to $C(0, T, L^2(\mathbb{T}^n))$.

As its proof is analogous to 1D, we skip it and refer the interested reader to [15] for more details.

Construction of a weak solution. In this section, for any $\alpha \in [1, 2)$, we construct a global weak solution as a subsequential limit of a global classical solution for a regularized (subcritical
\( \alpha \sim \alpha + \varepsilon > 1 \) system with mollified initial data, as the mollification parameter \( \varepsilon \) tends to zero, by using the Aubin-Lions’s compactness lemma.

**Lemma 4.3** (Aubin-Lions's compactness lemma, [2]). Let \( X, Y, Z \) be three Banach spaces with \( X \subset Y \subset Z \). Suppose the embedding \( X \subset Y \) is compact and the embedding \( Y \subset Z \) is continuous. Assume \( p, r \in [1, \infty] \), and define for \( T > 0 \) the following space:

\[
E = \{ v \in L^p(0, T; X) : \partial_t v \in L^r(0, T; Z) \}.
\]

1. If \( p < \infty \), then the embedding \( E \subset L^p(0, T; Y) \) is compact.
2. If \( p = \infty \) and \( r > 1 \), then the embedding \( E \subset C([0, T], Y) \) is compact.

In the notation of the Aubin-Lions’s compactness lemma, we set

\[
X_T = C^\gamma(\mathbb{T}^n), \quad Y = C(\mathbb{T}^n), \quad Z = H^{-1}(\mathbb{T}^n),
\]

where \( \gamma \in (0, 1) \) is the Hölder exponent and

\[
E_{\delta, T} = \{ v \in L^\infty(\delta, T; C^\gamma(\mathbb{T}^n)) : \partial_t v \in L^2(\delta, T; H^{-1}(\mathbb{T}^n)) \}.
\]

The conclusion is then that the embedding \( E_{\delta, T} \subset C([\delta, T]; C(\mathbb{T}^n)) \) is compact for any \( T > \delta > 0 \).

Choose \( (\rho_0, u_0, \varepsilon_0) \in (L^\infty(\mathbb{T}^n))^3 \) satisfying \( \rho_0 > 0 \) a.e. on \( \mathbb{T}^n \) and the compatibility condition (37) and \( \alpha \in [1, 2) \). For that, we regularize the initial data \( (\rho_0, u_0) \) as

\[
\rho_0^\varepsilon := \eta_\varepsilon \ast \rho_0, \quad u_0^\varepsilon := \eta_\varepsilon \ast u_0,
\]

where \( \eta_\varepsilon(x) := \varepsilon^{-1} \eta(x\varepsilon^{-1}) \) with \( \eta \in C^\infty(\mathbb{R}^n) \) is a standard mollifier supported in \( |x| < 1 \). Let \((\rho^\varepsilon, u^\varepsilon)\) denote solution associated to the subcritical system

\[
\begin{aligned}
\partial_t \rho^\varepsilon + \partial_1 (\rho^\varepsilon u^\varepsilon) &= 0, \\
\partial_t u^\varepsilon + \frac{1}{\varepsilon} \partial_1 (u^\varepsilon)^2 &= \Lambda^{\alpha+\varepsilon} (\rho^\varepsilon) - \Lambda^{\alpha+\varepsilon} (\rho^\varepsilon) u^\varepsilon,
\end{aligned}
\]

with \( 1 < \alpha + \varepsilon < 2 \), subject to initial condition

\[
(\rho^\varepsilon(\cdot, t), u^\varepsilon(\cdot, t)) |_{t=0} = (\rho_0^\varepsilon, u_0^\varepsilon).
\]

As \( \rho_0 > 0 \) a.e. on \( \mathbb{T}^n \), the regularized initial data \( \rho_0^\varepsilon \) satisfies the no-vacuum condition \( \rho_0^\varepsilon(x) > 0 \) for all \( x \in \mathbb{T}^n \) and consequently we have proved, using [14, Theorem 1.2], that there exists a unique non-vacuous global in time classical solution of \( (44) \) for all \( 0 < \varepsilon \ll 1 \). Notice that \( \varepsilon^\varepsilon := \partial_1 u^\varepsilon - \Lambda^\varepsilon(\rho^\varepsilon) \) satisfies that \( e_0^\varepsilon = \varepsilon^\varepsilon(0) \) automatically.

**Claim:** The sequences \( \rho^\varepsilon \) and \( u^\varepsilon \) are bounded in \( E_{\delta, T} \) for any \( T > \delta > 0 \).

**Proof.** Fix \( T > \delta > 0 \). In order to prove the claim, one needs to prove the following two statements:

1. \( \rho^\varepsilon \) and \( u^\varepsilon \) are \( \varepsilon \)-uniformly bounded sequences of \( L^\infty(\delta, T; C^\gamma(\mathbb{T}^n)) \).
2. \( \partial_t \rho^\varepsilon \) and \( \partial_t u^\varepsilon \) are \( \varepsilon \)-uniformly bounded sequences of \( L^2(\delta, T; H^{-1}(\mathbb{T}^n)) \).

**Proof of (1).** We have proved on Section 2 via fractional parabolic regularity that \( \rho^\varepsilon \) and \( u^\varepsilon \) are \( \gamma \)-Hölder continuous on compact sets of \( \mathbb{T}^n \times (0, \infty) \). Precisely, we have

\[
\|\rho^\varepsilon\|_{C^\gamma(\mathbb{T}^n \times [\delta, T])} \lesssim C_{\delta, T} (|\rho_0^\varepsilon|_\infty, |\varepsilon_0^\varepsilon|_\infty),
\]

\[
\|u^\varepsilon\|_{C^\gamma(\mathbb{T}^n \times [\delta, T])} \lesssim C_{\delta, T} (|\rho_0^\varepsilon|_\infty, |u_0^\varepsilon|_\infty).
\]

As usual, \( \|\eta_\varepsilon\|_{L^1(\mathbb{R}^n)} = 1 \) and using Young’s convolution inequality we finally get

\[
\|\rho^\varepsilon\|_{C^\gamma(\mathbb{T}^n \times [\delta, T])} \lesssim C_{\delta, T} (|\rho_0|_\infty, |\varepsilon_0|_\infty),
\]

and

\[
\|u^\varepsilon\|_{C^\gamma(\mathbb{T}^n \times [\delta, T])} \lesssim C_{\delta, T} (|\rho_0|_\infty, |u_0|_\infty).
\]
Therefore \( \{ \rho^\varepsilon, u^\varepsilon \}_{\varepsilon > 0} \) are \( \varepsilon \)-uniformly bounded sequences in \( L^\infty(\delta, T; C^1(\mathbb{T}^n)) \).

**Proof of (2).** As we have seen this result for weak solutions, it also applies to classical solutions and consequently we have that \( \partial_t \rho^\varepsilon \in L^\infty(0, T; \dot{H}^{-1}(\mathbb{T}^n)) \) and \( \partial_t u^\varepsilon \in L^2(0, T; H^{-(\alpha + \varepsilon)/2}(\mathbb{T}^n)) \). More specifically, we have

\[
|\partial_t \rho^\varepsilon|_{L^\infty(0, T; \dot{H}^{-1}(\mathbb{T}^n))} \lesssim |\rho^\varepsilon u^\varepsilon|_{L^\infty(0, T; L^\infty(\mathbb{T}^n))},
\]
\[
|\partial_t u^\varepsilon|_{L^2(0, T; H^{-(\alpha + \varepsilon)/2}(\mathbb{T}^n))} \lesssim |u^\varepsilon e^\varepsilon|_{L^\infty(0, T; L^\infty(\mathbb{T}^n))} + |\rho^\varepsilon u^\varepsilon|_{L^2(0, T; H^{-(\alpha + \varepsilon)/2}(\mathbb{T}^n))}.
\]

By the bounds proved in Section 2 we get that the \( L^\infty L^\infty_\varepsilon \) norms can be bounded above by a quantity that depends only on the \( L^\infty(\mathbb{T}^n) \) norms of \( \rho_0^\varepsilon, u^\varepsilon \) and \( e_0^\varepsilon \). But these \( L^\infty(\mathbb{T}^n) \) norms are bounded by those of \( \rho_0, u_0 \) and \( \varepsilon_0 \).

For the \( L^2 L^2_\varepsilon H^{\alpha + \varepsilon/2}_\varepsilon \) norm, using that solution \( \rho^\varepsilon, u^\varepsilon \) satisfy the energy inequalities (34), (35) with \( \alpha \sim \alpha + \varepsilon \), we get that \( \rho^\varepsilon, u^\varepsilon \) are bounded in \( L^2(0, T; H^{\alpha + \varepsilon/2}(\mathbb{T}^n)) \) by a constant depending only on \( |\rho_0^\varepsilon|_1, T \), and the \( L^\infty(\mathbb{T}^n) \) norms of \( u^\varepsilon_0, \rho^\varepsilon_0 \) and \( e^\varepsilon_0 \). Finally, since \( L^\infty(\mathbb{T}^n) \cap H^{1 + \varepsilon/2}(\mathbb{T}^n) \) is an algebra, we have that \( \rho^\varepsilon u^\varepsilon \) is also bounded in \( L^2(0, T; H^{1 + \varepsilon/2}(\mathbb{T}^n)) \) by a constant independent of \( \varepsilon \).

Besides, as \( H^{-(\alpha + \varepsilon)/2}(\mathbb{T}^n) \subset H^{-1}(\mathbb{T}^n) \) we get that both sequences \( \{ \partial_t \rho^\varepsilon, \partial_t u^\varepsilon \}_{\varepsilon > 0} \) are \( \varepsilon \)-uniformly bounded in \( L^2(0, T; H^{-1}(\mathbb{T}^n)) \).

Now, as the above holds for any \( T > \delta > 0 \), applying the Aubin-Lions-Simon compactness lemma, we can now choose a subsequence \( \{ \varepsilon_k \}_{k \geq 1} \), tending to zero as \( k \to \infty \), such that \( u^\varepsilon_k \) and \( \rho^\varepsilon_k \) converge (strongly) in \( C(\mathbb{T}^n) \), with \( N \) any natural number. Using a standard diagonal argument, we obtain a further subsequence, which we continue to denote by \( \varepsilon_k \), such that \( u^\varepsilon_k \) and \( \rho^\varepsilon_k \) converge to functions \( u \) and \( \rho \), respectively, in \( C_{\text{loc}}((0, \infty); C(\mathbb{T}^n)) \).

Notice that we have proved that \( e^\varepsilon \) is bounded in \( L^\infty(\mathbb{T}^n \times [0, T]) \) and both \( u^\varepsilon \) and \( \rho^\varepsilon \) are bounded in \( L^2(0, T; H^{1 + \varepsilon/2}(\mathbb{T}^n)) \subset L^2(0, T; H^{\alpha/2}(\mathbb{T}^n)) \). Therefore, as a consequence of the Banach-Alaoagu theorem (see [18]), each of these sequences has a subsequence (still denoted \( \varepsilon_k \)) that converges weakly to some limit. That is, \( e^\varepsilon_k \) converges weak-* in \( L^\infty(\mathbb{T}^n \times [0, T]) \) to some \( e \in L^\infty(\mathbb{T}^n \times [0, T]) \), and \( u^\varepsilon_k \) and \( \rho^\varepsilon_k \) converge weakly in \( L^2(0, T; H^{\alpha/2}(\mathbb{T}^n)) \) to \( u \) and \( \rho \). Then we can use a diagonal argument as above to send \( T \to \infty \). To summarize, there exists a subsequence \( \{ \varepsilon_k \} \) and a triple \( (u, \rho, e) \), such that as \( k \to \infty \), we have

\[
\begin{align*}
&u^\varepsilon_k \to u \text{ and } \rho^\varepsilon_k \to \rho \text{ strongly in } C_{\text{loc}}((0, \infty); C(\mathbb{T}^n)); \\
&u^\varepsilon_k \to u \text{ and } \rho^\varepsilon_k \to \rho \text{ weakly in } L^2_{\text{loc}}((0, \infty); H^{\alpha/2}(\mathbb{T}^n)); \\
&e^\varepsilon_k \rightharpoonup e \text{ weak-}^* \text{ in } L^1_{\text{loc}}(\mathbb{T}^n \times [0, \infty)).
\end{align*}
\]

Now \( (u^\varepsilon_k, \rho^\varepsilon_k) \) is a classical solution (therefore \( (u^\varepsilon_k, \rho^\varepsilon_k, e^\varepsilon_k) \) is a weak solution) for each \( k \). We can therefore consider each term in each equation of the weak formulation and easily see that the above convergences guarantee that \( (u, \rho, e) \) satisfies the weak formulation. This completes the existence part of Theorem 1.3. The construction gives Hölder continuity on compact sets of \( \mathbb{T}^n \times (0, \infty) \). Indeed, if \( \gamma \) is the Hölder exponent associated to the interval \([0, T]\) as in Section 2, then for any \( \gamma \in (0, \gamma) \), the convergences \( u^\varepsilon_k \to u \) and \( \rho^\varepsilon_k \to \rho \) can be taken in \( L^\infty(\delta, T; C^\gamma(\mathbb{T}^n)) \) for any \( \delta > 0 \).

**Energy Inequality for Constructed Solutions.** We have that the solutions constructed above satisfy (41) and (42), then there exists a Leray-Hopf type global weak solution to the system. The energy inequalities follows from the energy equalities for regular enough solutions, then we pass to the limit \( k \to \infty \) in the sequence \( (u^\varepsilon_k, \rho^\varepsilon_k, e^\varepsilon_k) \) from the proof of existence above. For the sake of brevity, as the argument follows mutatis mutandis with straightforward modifications, we refer the reader to [15] for further details in 1D about the proof of inequalities (41), (42).
ENERGY EQUALITY FOR WEAK SOLUTIONS. Now, we give conditions which guarantee that the energy equalities (34) and (35) hold for weak solutions. Here, we emphasize that the criteria apply to any weak solution, not just those weak solutions constructed as limit of regular ones.

Before starting, we note that it turns out to be easier to work with the momentum equation when proving (35). But, due to the limited regularity, first we must check that such a formulation is valid.

When \((\rho, u, e)\) is a weak solution, we can make sense of the expression \(\rho C_\alpha(\rho, u)\) in a weak sense. Define \(X_\alpha := H^{\alpha/2}(\mathbb{T}^n) \cap L^\infty(\mathbb{T}^n)\), and denote by \(\rho C_\alpha(\rho, u)\) the element of the dual \(X_\alpha^*\) given by

\[
\langle \rho C_\alpha(\rho, u), \varphi \rangle_{X_\alpha^*, X_\alpha} = \int_{\mathbb{T}^n} -\Lambda^{\alpha/2}(\rho u)\Lambda^{\alpha/2}(\rho \varphi) + \Lambda^{\alpha/2}(\rho)\Lambda^{\alpha/2}(\rho u \varphi) \, dx.
\]

Recall that if \((\rho, u, e)\) is a weak solution on the interval \([0, T]\), by definition we have that \(\rho\) and \(u\) belongs to \(L^2(0,T; H^{\alpha/2}(\mathbb{T}^n))\) and \(L^\infty(0,T; L^\infty(\mathbb{T}^n))\). So, in particular both belongs to \(L^2(0,T; X_\alpha)\). Now, by the algebra property of this space \(X_\alpha\), the above expression (45) is well-defined.

**Lemma 4.4.** Let \((u, \rho, e)\) be a weak solution on the time interval \([0, T]\). Then for each test function \(\varphi \in C^\infty(\mathbb{T}^n \times [0,T])\) and a.e. \(t \in [0,T]\), we have that

\[
\int_{\mathbb{T}^n} \rho u \varphi(t) \, dx - \int_{\mathbb{T}^n} \rho \varphi_0 \varphi(0) \, dx - \int_0^t \int_{\mathbb{T}^n} \rho u \partial_t \varphi(s) \, dx \, ds = \int_0^t \int_{\mathbb{T}^n} \rho u^2 \partial_t \varphi \, dx \, ds + \int_0^t \langle \rho C_\alpha(\rho, u), \varphi \rangle_{X_\alpha^*, X_\alpha} \, ds.
\]

Before proving this result, we need to take into account another not entirely trivial step by checking that we can substitute a mollified in space weak solution into the weak formulations of density (39) and velocity (38) as a test function. This fact is not straightforward since a priori weak solutions may not have enough time regularity. By an approximation argument (see [20]) one can show that for any weak solution, the relationships (39) and (38) hold for all test function \(\varphi\) that are smooth and localized in space, but only weakly Lipschitz in time. As we have seen before that weak solutions belongs to \(C(0,T; L^2(\mathbb{T}^n))\), we can apply Littlewood-Paley projections of weak solutions as test functions.

Next we present the classical Littlewood-Paley theory which plays an important role in the proof of our result. For a more detailed description on this theory we refer readers to the books [3], [12]. Define length scales \(\lambda_q := 2^q\). Let us fix a nonnegative radial function \(\chi \in C_0^\infty(B(0, 1))\) such that

\[
\chi(\xi) := \begin{cases} 
1 & \text{for } |\xi| \leq 3/4, \\
0 & \text{for } |\xi| \geq 1.
\end{cases}
\]

Let us define a dyadic partition of unity given by \(\phi(\xi) := \chi(\xi/2) - \chi(\xi)\) and

\[
\phi_q(\xi) := \begin{cases} 
\phi(\lambda_q^{-1} \xi) & \text{for } q \geq 0, \\
\chi(\xi) & \text{for } q = -1.
\end{cases}
\]

Now, for a given tempered (periodic) distribution \(f\) we consider the Littlewood-Paley projections in the following way

\[
\Delta_q f := F^{-1}(\phi_q(\xi) F f),
\]

and

\[
S_Q f := \sum_{q=-1}^{Q} \Delta_q f = F^{-1}(\chi(\lambda_{Q+1}^{-1} \xi) F f),
\]
where $\mathcal{F}$ and $\mathcal{F}^{-1}$ denote the Fourier transform and inverse Fourier transform for $\mathbb{T}^n$:

$$
\mathcal{F}(f)(\xi) := \int_{\mathbb{T}^n} f(x)e^{-2\pi ix \cdot \xi} \, dx, \quad \mathcal{F}^{-1}(g)(x) := \sum_{\xi \in \mathbb{Z}^n} g(\xi)e^{2\pi ix \cdot \xi}.
$$

So, we have $f = \lim_{Q \to \infty} S_Q f$ in the sense of distributions. Let us recall the definition of Besov spaces. The Besov space $\widetilde{B}^{s,p}_{q,r}(\mathbb{T}^n)$ ($s \in \mathbb{R}, 1 \leq p, r \leq \infty$) is the space of tempered distributions whose corresponding norm, defined by

$$
\|f\|_{\widetilde{B}^{s,p}_{q,r}(\mathbb{T}^n)} := \|\lambda_q^s|\Delta_q f||_p, 
$$

if finite. We also define $\widetilde{B}^{s}_{p,c_0}(\mathbb{T}^n)$ to be the space of tempered distributions such that

$$
\lim_{q \to \infty} \lambda_q^s|\Delta_q f||_p = 0,
$$

together with the norm inherited from $\widetilde{B}^{s}_{p,\infty}(\mathbb{T}^n)$. See [3] for the standard properties of these spaces.

Now we have all the ingredients to prove the above lemma. We refer to [15] for the proof in 1D. We include the sketch of the analogous proof in multi-D for completeness.

**Proof of Lemma 4.4.** Substitute the test function $S_Q(S_Q(p) \varphi)$ into the weak velocity equation (38) and substitute the test function $S_Q(S_Q(u) \varphi)$ into the weak density equation (39). Finally, using the compatibility condition

$$
S_Q e = S_Q \partial_1 u - \Lambda^\alpha(S_Q \rho),
$$
to eliminate $S_Q \partial_1 u$ from the weak density equation we arrive (after some manipulations) to (46). \hfill \square

In [15], it was shown that if $u \in L^3(0, T; B^{1/3}_{3,\infty}(\mathbb{T})$ and $\rho \in L^3(0, T; B^{1/3}_{3,\infty}(\mathbb{T})$ is a weak solution to the 1D Euler alignment system, then the solution conserves energy. That is, (34) and (35) hold. We follow a similar program in this section to obtain an anisotropic Onsager class condition for unidirectional flows in multi-D.

In order to do that, we define an anisotropic Besov space via an anisotropic Littlewood-Paley projection adapted to the unidirectional flow. Without lost of generality, in view of rotational invariance of the system, we will continue assuming that the flow moves in the $x_1 -$direction. So, we define

$$
\Delta_q^{x_1} f := \mathcal{F}^{-1}(\phi_q(\xi_1) \mathcal{F} f),
$$

which is the Littlewood-Paley projection with dyadic bloc in the horizontal Fourier variable and

$$
S_Q^{x_1} f := \sum_{q=1}^Q \Delta_q^{x_1} f = \mathcal{F}^{-1}(\chi(\lambda_{Q+1}^{-1} \xi_1) \mathcal{F} f).
$$

We define an auxiliary anisotropic Besov space $\widetilde{B}^{s}_{p,r}(\mathbb{T}^n)$ ($s \in \mathbb{R}, 1 \leq p, r \leq \infty$). That is the space of tempered distribution whose norm, defined by

$$
\|f\|_{\widetilde{B}^{s}_{p,r}(\mathbb{T}^n)} := \|\lambda_q^s|\Delta_q^{x_1} f||_p, 
$$
is finite. We also define $\widetilde{B}^{s}_{p,c_0}(\mathbb{T}^n)$ to be the space of tempered distributions such that

$$
\lim_{q \to \infty} \lambda_q^s|\Delta_q^{x_1} f||_p = 0,
$$
together with the norm inherited from $\widetilde{B}^{s}_{p,\infty}(\mathbb{T}^n)$. Now, we have all the ingredients to define the anisotropic space $\mathcal{B}^{s}_{p,r}(\mathbb{T}^n)$ adapted to the problem with $s \in \mathbb{R}, 1 \leq p, r \leq \infty$:

$$
\mathcal{B}^{s}_{p,r}(\mathbb{T}^n) := \mathcal{B}^{s}_{p,r}(\mathbb{T}^n) \cap L^3(\mathbb{T}^n).
$$
This is just the set of periodic functions in $L^3(\mathbb{T}^n)$ and Besov regularity $B^s_{p,r}(\mathbb{T})$ in the $x_1$-variable.

Next, we derive an energy budget relation associated to the $x_1-$unidirectional Euler alignment system (6), in the spirit of [5] and [16] for the Euler and Navier-Stokes equations respectively.

**Remark:** Notice that $C^1_{x_1}(\mathbb{T}^n) \cap X_\alpha(\mathbb{T}^n)$ regularity in space will be enough to apply integration by parts in the weak formulation.

Let $E_Q(t)$ denote the energy associated to scales $\lambda_q$ for $q \leq Q$ in the $x_1-$direction of the flow, and let $E(t)$ denote the total energy:

$$E_Q(t) := \frac{1}{2} \int_{\mathbb{T}^{n-1}} E_Q^{x_1}(x_-, t) dx_-, \quad E(t) := \frac{1}{2} \int_{\mathbb{T}^{n-1}} E^{x_1}(x_-, t) dx_-,$$

where

$$E_Q^{x_1}(x_-, t) := \int_{\mathbb{T}} \frac{S_Q^{x_1}(\rho u)S_Q^{x_1}(\rho u)}{S_Q^{x_1}(\rho)} \, dx_1,$$

and

$$E^{x_1}(x_-, t) := \int_{\mathbb{T}} \rho u^2 \, dx_1,$$

with $x_- := (x_2, \ldots, x_n) \in \mathbb{T}^{n-1}$ and $dx_- := dx_2 \ldots dx_n$. Defining the auxiliary function

$$U^{x_1}(x, t) := \frac{S_Q^{x_1}(\rho u)}{S_Q^{x_1}(\rho)}(x, t),$$

and putting $\varphi = S_Q^{x_1}U^{x_1} \in C(0,T; C^0_{\alpha}(\mathbb{T}^n) \cap X_\alpha(\mathbb{T}^n))$ as test function into the weak formulation of the momentum equation (46), we obtain that

$$2E_Q(t) - \int_0^t \int_{\mathbb{T}^{n-1}} S_Q^{x_1}(\rho u) \partial_t U^{x_1} \, dx \, ds = \int_0^t \int_{\mathbb{T}^{n-1}} S_Q^{x_1}(\rho u^2) \partial_t U^{x_1} \, dx \, ds + \int_0^t \int_{\mathbb{T}^{n-1}} S_Q^{x_1}(\rho \mathcal{C}_\alpha(\rho, u))U^{x_1} \, dx \, ds.$$

On the other hand, we can rewrite the definition of $E_Q(t)$ using the weak formulation of the density equation (39) as follows

$$E_Q(t) = \frac{1}{2} \int_{\mathbb{T}^{n-1}} S_Q^{x_1}(\rho(U^{x_1}))^2 \, dx_\alpha \bigg|_0^t = \frac{1}{2} \int_{\mathbb{T}^{n-1}} \rho S_Q^{x_1}((U^{x_1}))^2 \, dx \bigg|_0^t$$

$$= \frac{1}{2} \int_0^t \int_{\mathbb{T}^{n-1}} \rho S_Q^{x_1}(\partial_t(U^{x_1})) \, dx \, ds + \frac{1}{2} \int_0^t \int_{\mathbb{T}^{n-1}} \rho u S_Q^{x_1}(\partial_1(U^{x_1})) \, dx \, ds$$

$$= \int_0^t \int_{\mathbb{T}^{n-1}} S_Q^{x_1}(\rho u) \partial_t U^{x_1} \, dx \, ds + \int_0^t \int_{\mathbb{T}^{n-1}} S_Q^{x_1}(\rho u)U^{x_1}\partial_1 U^{x_1} \, dx \, ds.$$

Subtracting the above from (51), we obtain the energy budget relation at scales $q \leq Q$:

$$E_Q(t) - E_Q(0) = \int_0^t \Pi_Q(s) \, ds - \varepsilon_Q(t).$$

Here $\Pi_Q(s)$ is the flux through scales of order $Q$ due to the nonlinearity, defined by

$$\Pi_Q(s) := \int_{\mathbb{T}^{n-1}} \Pi^{x_1}_Q(x_-, s) \, dx_-,$$

where

$$\Pi^{x_1}_Q(x_-, s) := \int_{\mathbb{T}} \left( S_Q^{x_1}(\rho u^2) - U^{x_1}S_Q^{x_1}(\rho u) \right) \partial_1 U^{x_1} \, dx_1,$$

and $\varepsilon_Q(t)$ represent the change in energy due to the alignment term given by

$$\varepsilon_Q(t) := \int_{\mathbb{T}^{n-1}} \varepsilon^{x_1}_Q(x_-, t) \, dx_-,$$

where

$$\varepsilon^{x_1}_Q(x_-, t) := - \int_0^t \int_{\mathbb{T}} S_Q^{x_1}(\rho \mathcal{C}_\alpha(\rho, u))U^{x_1} \, dx_1 \, ds.$$
Finally, we also denote
\[ \varepsilon(t) := \int_{\mathbb{T}^{n-1}} \varepsilon^{x_1}(x_-, t) dx_-, \]
where
\[ \varepsilon^{x_1}(x_-, t) := \frac{1}{2} \int_0^t \int_{\mathbb{R}^n \times T} \rho(x) \rho(y) \frac{|u(x) - u(y)|^2}{|x - y|^{n+\alpha}} dy dx_1 ds. \]

We aim to show that for appropriate \((\rho, u)\) and all \(t \in (0, T)\), we have (as \(Q \to \infty\)) that
\[ (53) \quad E_Q(t) \to E(t), \quad \int_0^t \Pi_Q(s) ds \to 0, \quad \varepsilon_Q(t) \to \varepsilon(t). \]

These convergences will immediately imply that the energy balance relation (35) holds for \((\rho, u)\). Instead of prove the above, we will check that
\[ (54) \quad E_Q^{x_1}(x_-, t) \to E^{x_1}(x_-, t), \quad \int_0^t \Pi_Q^{x_1}(x_-, s) ds \to 0, \quad \varepsilon_Q^{x_1}(x_-, t) \to \varepsilon^{x_1}(x_-, t), \]
which clearly implies (53) and consequently the energy balance. Now, it was already shown in [15] that (54) holds (taking \(x_- \in \mathbb{T}^{n-1}\) as a frozen parameter) under the assumption that
\[ \rho(\cdot, x_-, \cdot) \in L^3(0, T; B^{1/3}_{3,\infty}(\mathbb{T})), \quad u(\cdot, x_-, \cdot) \in L^3(0, T; B^{1/3}_{3,\infty}(\mathbb{T})). \]

So, the claimed limit then follows by the dominated convergence theorem taking
\[ \rho(t, x_1, x_-) \in L^3(0, T; B^{1/3}_{3,\infty}(\mathbb{T}) \times L^3(\mathbb{T}^{n-1})), \quad u(t, x_1, x_-) \in L^3(0, T; B^{1/3}_{3,\infty}(\mathbb{T}) \times L^3(\mathbb{T}^{n-1})). \]

To sum up, we have reduced our unidirectional setting to a well-understood problem in 1D. Recalling definition (50) and the fact that \(B^0_{a,2}(\mathbb{T}^n) \subset \mathcal{L}^a(\mathbb{T}^n)\) if \(a \geq 1\), we have proved that the \(\rho u^2\)-energy relation (35) holds under the assumption that
\[ \rho \in L^3(0, T; B^{1/3}_{3,\infty}(\mathbb{T}^n)), \quad u \in L^3(0, T; B^{1/3}_{3,\infty}(\mathbb{T})). \]

In order to obtain the \(\rho\)-energy relation (34), taking \(\varphi = S^x_Q \rho \in C(0, T; C^\infty_{x_1}(\mathbb{T}^n) \cap X_\alpha(\mathbb{T}^n))\) as test function into the weak formulation of the density equation (39), we obtain (using integration by parts in the time variable) that
\[ \frac{1}{2} \int_{\mathbb{T}^n} (S^x_Q \rho)^2 dx - \frac{1}{2} \int_{\mathbb{T}^n} (S^x_Q \rho_0)^2 dx = \int_0^t \int_{\mathbb{T}^n} S^x_Q(\rho u) S^x_Q \partial_1 \rho dx ds. \]

Manipulating the right-hand side we get
\[ \frac{1}{2} \int_{\mathbb{T}^n} (S^x_Q \rho)^2 dx \bigg|_0^t = \int_0^t \int_{\mathbb{T}^n} \left( S^x_Q(\rho u) - S^x_Q \rho S^x_Q u \right) S^x_Q \partial_1 \rho dx ds - \frac{1}{2} \int_0^t \int_{\mathbb{T}^n} S^x_Q \partial_1 u (S^x_Q \rho)^2. \]

Now, taking \(\varphi = S^x_Q \hat{\varphi}\) with \(\hat{\varphi} \in C^\infty(\mathbb{T}^n \times [0, T])\) on (40), we arrive to the compatibility condition
\[ S^x_Q e = S^x_Q \partial_1 u - \Lambda^\alpha S^x_Q \rho, \]
which allow us to eliminate \(S_Q \partial_1 u\) from the last term. Then, we obtain
\[ \frac{1}{2} \int_{\mathbb{T}^n} (S^x_Q \rho)^2 dx \bigg|_0^t = \int_0^t \int_{\mathbb{T}^n} \left( S^x_Q(\rho u) - S^x_Q \rho S^x_Q u \right) S^x_Q \partial_1 \rho dx ds \]
\[ - \frac{1}{2} \int_0^t \int_{\mathbb{T}^n} \left( S^x_Q e + \Lambda^\alpha S^x_Q \rho \right) (S^x_Q \rho)^2 dx ds. \]

We aim to show that for appropriate \((\rho, u)\) and all \(t \in (0, T)\), we have (as \(Q \to \infty\)) that
\[ (55) \quad \int_0^t \int_{\mathbb{T}^n} \left( S^x_Q(\rho u) - S^x_Q \rho S^x_Q u \right) S^x_Q \partial_1 \rho dx ds \to 0, \]
and
\[ (56) \quad \int_0^t \int_T \Lambda^\alpha S^{x_1}_Q \rho(S^{x_1}_Q \rho)^2 \, dx \, ds \to \frac{1}{2} \int_0^t \int_{T^d \times \mathbb{R}^n} (\rho(x) + \rho(y)) \frac{|\rho(x) - \rho(y)|^2}{|x - y|^{n+\alpha}} \, dy \, dx \, ds, \]

because the other terms tend to their natural limits. These convergences will immediately imply that the energy balance relation \((34)\) holds for \((\rho, u)\). Instead of proving the above, we will check
\[ (57) \quad \int_0^t \int_T (S^{x_1}_Q (\rho u) - S^{x_1}_Q \rho S^{x_1}_Q u) S^{x_1}_Q \partial_t \rho \, dx \, ds \to 0, \]

and
\[ (58) \quad \int_0^t \int_T \Lambda^\alpha S^{x_1}_Q \rho(S^{x_1}_Q \rho)^2 \, dx \, ds \to \frac{1}{2} \int_0^t \int_{T^d \times \mathbb{R}^n} (\rho(x) + \rho(y)) \frac{|\rho(x) - \rho(y)|^2}{|x - y|^{n+\alpha}} \, dy \, dx \, ds, \]

which clearly implies \((55)\), \((56)\) and consequently the energy balance. Now, it was already shown in \([15, \text{Proposition 4.13}]\) that \((57)\) and \((58)\) hold under the assumption that
\[
\rho(\cdot, x_-, \cdot) \in L^a(0, T; B^a_\sigma,\infty(T)), \quad u(\cdot, x_-, \cdot) \in L^b(0, T; B^b_\sigma,0(T)), \quad \frac{2}{a} + \frac{1}{b} = 2\sigma + \tau = 1.
\]

As before, we have reduced our unidirectional setting to a well-understood problem in 1D. In particular, recalling definition \((50)\), we have proved that the \(\rho\)-energy relation \((34)\) holds under the same assumption as before.

To sum up, our result provides a sufficient regularity condition on \((\rho, u)\) to guarantee that energy equalities \((34), (35)\) hold under the anisotropic condition:
\[ (59) \quad \rho \in L^3(0, T; B^{1/3}_{3,\infty}(\mathbb{T}^n)), \quad u \in L^3(0, T; B^{1/3}_{3,0}(\mathbb{T}^n)). \]

Since any weak solution belongs to \(L^\infty(0, T; L^\infty(\mathbb{T}^n)) \cap L^2(0, T, H^{2/3}(\mathbb{T}^n))\), by interpolation (see \([3, \text{Proposition 2.71}]\)) we have that \((\rho, u)\) belongs to
\[ L^3(0, T; B^{\alpha-n/6}_{3,2}(\mathbb{T}^n)). \]

Now \((59)\) is automatically satisfied if \(\alpha \in [1, 2]\) and dimension \(n = 1, 2, 3\) or 4 because the following chain of inclusions hold:
\[
B^{\alpha-n/6}_{3,2}(\mathbb{T}^n) \subset B^{\alpha-n/6}_{3,3}(\mathbb{T}^n) \subset B^{1/3}_{3,3}(\mathbb{T}^n) \subset B^{1/3}_{3,\infty}(\mathbb{T}^n) \subset B^{1/3}_{3,0}(\mathbb{T}^n).
\]

Notice that for higher dimension \(5 \leq n \leq 9\) we have an unconditional result if \(\alpha \in [(n + 2)/6, 2]\). Otherwise, the energy equalities hold under the anisotropic condition \((59)\).

5. On the structure of Limiting Flocks

In this section we focus on the study of the long-time behavior of solutions in the range \(\alpha \in [1, 2]\). For the subcritical case \((\alpha > 1)\) we have unconditional global existence of classical solutions and strong flocking. As we have seen, for the critical case \((\alpha = 1)\) we have conditional global existence of classical solutions under some extra condition and unconditional global existence of weak solutions.

In any case, the long time behavior is characterized by convergence to a flocking state, by which we understand alignment to a constant velocity \(u \to \bar{u}\), and stabilization of density to a traveling wave \(\rho(x, t) \to \rho_\infty(x - t\bar{u})\). Although the limiting velocity \(\bar{u}\) is prescribed from the initial condition, the shape of the limiting density profile \(\rho_\infty\) is an emergent quantity. In general, try to establish the exact shape of the limiting density can be a very challenging problem. To overcome this, a first try could be to quantify how far the limiting density deviates from a uniform distribution.

In 1D, the authors of \([17]\) provide a series of estimates that show how far the limiting density \(\rho_\infty\) is from the uniform distribution \(m = (2\pi)^{-1}M\) in the \(L^1(\mathbb{T})\) metric. Note that the same proof
works line by line for unidirectional flows in the multi-dimensional setting. Then, in terms of the $L^1(\mathbb{T}^n)$ metric, we have for free that:

\[(e_0 = 0) \quad |\rho(t) - m|_1 \lesssim |\rho_0 - m|_1 e^{-ct}, \quad \text{for all } t \geq 0,\]

and

\[(e_0 \neq 0) \quad |\rho_{\infty} - m|_1 \lesssim |e_0|_{\infty}.\]

The result of [17] works for local and global kernels. However, the rest of this section just apply to global kernels (smooth or singular) due to the fact that a key point in our proof will be a uniform lower bound for the density. To sum up, the main result of this sections is an improvement of the global kernels (smooth or singular) due to the fact that a key point in our proof will be a uniform lower bound for the density. To sum up, the main result of this sections is an improvement of the above result to any $L^p(\mathbb{T}^n)$ metric with $1 \leq p < \infty$. That is,

\[(e_0 = 0) \quad |\rho(t) - m|_p \lesssim |\rho_0 - m|_p e^{-ct}, \quad \text{for all } t \geq 0,\]

and

\[(e_0 \neq 0) \quad |\rho_{\infty} - m|_p \lesssim |e_0|_{\infty}.\]

**Remark:** Notice that the main result of this section works even for the critical case ($\alpha = 1$) because all the estimates survive the limiting procedure we use to construct weak solutions.

The main tool in establishing results of this section is the use of energy estimates for the shifted density $r(\cdot, t) := \rho(\cdot, t) - m$. As $\rho_t = -\partial_1(u\rho)$, the equation for the new variable is given by

\[(60) \quad r_t = -\partial_1(ur) - m\partial_1 u.\]

Let $p \geq 2$, multiplying (60) by $p|r|^{p-2}r$ we have:

\[
\frac{d}{dt}|r(t)|_p^p = p \int_{\mathbb{T}^n} |r|^{p-2}rr_t \, dx
\]

\[
= -p \int_{\mathbb{T}^n} |r|^{p-2}r(\partial_1(ur) + m\partial_1 u) \, dx
\]

\[
= p \int_{\mathbb{T}^n} \partial_1(|r|^{p-2}r)ur \, dx - pm \int_{\mathbb{T}^n} |r|^{p-2}r\partial_1 u \, dx.
\]

Assuming that $p$ is an even number. That is, let $p = 2q$ for any $q \in \mathbb{N}$, we have (applying integration by parts) that

\[
\frac{1}{2q} \frac{d}{dt}|r(t)|_{2q}^{2q} = \int_{\mathbb{T}^n} \partial_1(r^{2q-1}ur) \, dx - m \int_{\mathbb{T}^n} r^{2q-1}\partial_1 u \, dx
\]

\[
= (2q - 1) \int_{\mathbb{T}^n} r^{2q-1}u \, dx - m \int_{\mathbb{T}^n} r^{2q-1}\partial_1 u \, dx
\]

\[
= - \frac{2q - 1}{2q} \int_{\mathbb{T}^n} r^{2q}\partial_1 u \, dx - m \int_{\mathbb{T}^n} r^{2q-1}\partial_1 u \, dx
\]

\[
= - \int_{\mathbb{T}^n} \partial_1 u \left( \frac{2q - 1}{2q} r^{2q} + mr^{2q-1} \right) \, dx.
\]

Replace $\partial_1 u = e + \Lambda^\alpha \rho$, here $\Lambda^\alpha \rho = \Lambda^\alpha r$ is understood in the difference form. Then

\[(61) \quad \frac{1}{2q} \frac{d}{dt}|r(t)|_{2q}^{2q} = - \int_{\mathbb{T}^n} e \left( \frac{2q - 1}{2q} r^{2q} + mr^{2q-1} \right) \, dx - \int_{\mathbb{T}^n} \left( \frac{2q - 1}{2q} r^{2q} + mr^{2q-1} \right) \Lambda^\alpha r \, dx.
\]
Symmetrizing in the last term we obtain

\[
2 \int_{T^2} \left( \frac{2q - 1}{2q} r^{2q}(x) + m r^{2q-1}(x) \right) A \phi x \, dA = \int_{T^2} \left[ \left( \frac{2q - 1}{2q} r^{2q}(x) + m r^{2q-1}(x) \right) - \left( \frac{2q - 1}{2q} r^{2q}(y) + m r^{2q-1}(y) \right) \right] (r(x) - r(y)) \phi_\alpha(x - y) \, dy \, dx
\]

= \int_{T^2} \Psi_q(x, y)(r(x) - r(y))^{2q} \phi_\alpha(x - y) \, dy \, dx,

where

\[
\Psi_q(x, y) := \frac{2q - 1}{2q} \frac{r^{2q}(x) - r^{2q}(y)}{[r(x) - r(y)]^{2q-1}} + m \frac{r^{2q-1}(x) - r^{2q-1}(y)}{[r(x) - r(y)]^{2q-1}}.
\]

Notice that for \( q = 1 \), this expression (as \( r(\cdot) = \rho(\cdot) - m \)) reduces to

\[
\Psi_1(x, y) = \frac{r(x) + r(y)}{2} + m = \frac{\rho(x) + \rho(y)}{2} \geq \rho^-.
\]

In the case \( q = 2 \), using as before that \( r(\cdot) = \rho(\cdot) - m \) and taking \( \rho(x), \rho(y) \) as frozen parameters, we can interpret \( \Psi_2(x, y) \equiv \Psi_2(m) \) as a quadratic equation in terms of \( m \). Then, evaluating at the minimum, we get the following uniform lower bound

\[
\Psi_2(x, y) \geq \frac{1}{4} \rho^+ \rho^{-}.
\]

A similar type of bound can be obtained for any \( q \in \mathbb{N} \). To do that, we define the auxiliary functions \( X := r(x) \) and \( Y := r(y) \). Then, since \( r(\cdot) = \rho(\cdot) - m \in [\rho^- - m, \rho^+ - m] \), the above expression \( \Psi_q(x, y) \) can be written as

\[
\frac{2q - 1}{2q} \frac{X^{2q} - Y^{2q}}{(X - Y)^{2q-1}} + m \frac{X^{2q-1} - Y^{2q-1}}{(X - Y)^{2q-1}},
\]

with \( \rho^- - m \leq X, Y \leq \rho^+ - m \).

**Corollary 5.1.** Let \( q \in \mathbb{N} \), there exist a positive constant \( C(q) > 0 \) such that the following holds:

\[
f_q(X, Y) := \frac{2q - 1}{2q} \frac{X^{2q} - Y^{2q}}{(X - Y)^{2q-1}} + m \frac{X^{2q-1} - Y^{2q-1}}{(X - Y)^{2q-1}} \geq C(q) \rho^-.
\]

Note that \( C(q) \to 0 \) as long as \( q \to \infty \).

**Proof.** As we are working with a continuous function on a bounded domain, it is enough to prove that \( f_q(X, Y) \) is strictly positive to obtain our result. That is, condition

\[
f_q(X, Y) > 0,
\]

give us that there exists a strictly positive constant \( C_q > 0 \) (small enough and depending of \( q \)) such that \( f_q(X, Y) \geq C_q > 0 \). So, finally taking \( C(q) := C_q/\rho^- \) we have proved our goal (64). Let me start with the case \( X > Y \). Under this extra condition, it is clear that \( (X - Y)^{2q-1} > 0 \) and to obtain condition (63) is equivalent to check that the following bounds hold:

\[
\frac{2q - 1}{2q} (X^{2q} - Y^{2q}) + m (X^{2q-1} - Y^{2q-1}) > 0.
\]

In addition, we distinguish between the following three cases:

- **Case** \( X > Y > 0 \): This case follows trivially because \( X^{2q} > Y^{2q} \) and \( X^{2q-1} > Y^{2q-1} \).
• Case 0 > X > Y: In this case we only have that \( X^{2q-1} > Y^{2q-1} \). So, inequality (64) can be written in a more convenient way as

\[
X^{2q-1} \left( \frac{2q-1}{2q} X + m \right) > Y^{2q-1} \left( \frac{2q-1}{2q} Y + m \right).
\]

(65)

Now, using that \( X, Y \geq \rho^- - m \) we get for all \( q \in \mathbb{N} \) that

\[
\min \left\{ \frac{2q-1}{2q} X + m, \frac{2q-1}{2q} Y + m \right\} \geq \frac{2q-1}{2q} \rho^- + \frac{m}{2q} \geq \rho^-.
\]

Consequently, combining the above with the fact that \( X^{2q-1} > Y^{2q-1} \), we have proved (65).

• Case X > 0 > Y: Using that \( X > 0 \), it is clear that inequality (64) is obtained if the following bound holds

\[
-Y^{2q-1} \left( \frac{2q-1}{2q} Y + m \right) > 0
\]

Now, we study each term separately. The first one is clearly positive because \( Y < 0 \). For the other, we only need to use, as before, that \( Y \geq \rho^- - m \). So, it is clear that both terms are positive and consequently we have proved our goal.

The proofs is completly similar for the case \( X < Y \). We omit the details for the sake of brevity. \( \square \)

Then the last term of (61) becomes uniformly dissipative regardless of any bounds on the density. With this in mind, we have

\[
\frac{1}{2q} \frac{d}{dt} |r(t)|_{2q}^2 \leq - \int_{\mathbb{T}^n} \epsilon \left( \frac{2q-1}{2q} r^{2q} + mr^{2q-1} \right) dx - c_4 \int_{\mathbb{T}^n} |r(x) - r(y)|^{2q} \phi_\alpha(x - y) dy dx,
\]

with

\[
c_4 := C(q) \rho^-.
\]

At this point the global communication of the model is crucial. Recall that \( \phi^- := \inf_{z \in \mathbb{T}^n} \phi_\alpha(z) > 0 \), then we get

\[
\int_{\mathbb{T}^n} |r(y) - r(x)|^{2q} \phi_\alpha(x - y) dy dx \geq c_5 |r(t)|_{2q}^2,
\]

where

\[
c_5 := 2(2\pi)^n \phi^-.
\]

The proof of the above is an immediate consequence of the following couple of results.

**Lemma 5.2.** Let \( f \in (L^\infty \cap L^{2q})(\mathbb{T}^n) \) with zero average, i.e. \( \int_{\mathbb{T}^n} f(x) \, dx = 0 \). Then, we have that

\[
\int_{\mathbb{T}^n} |f(x) - f(y)|^{2q} \, dy \, dx \geq 2(2\pi)^n |f|_{2q}^{2q}.
\]

**Proof.** Taking \( X := f(x), Y := f(y) \) and applying directly inequality (66) we obtain that

\[
\int_{\mathbb{T}^n} |f(x) - f(y)|^{2q} \, dy \, dx \geq \int_{\mathbb{T}^n} |f(x)|^{2q} + |f(y)|^{2q} \, dy \, dx - \int_{\mathbb{T}^n} P_q(f(x), f(y)) \, dy \, dx.
\]

The result follows because the last integral vanishes due to the fact that \( f \) has zero average. \( \square \)

**Corollary 5.3.** Let \( X, Y \in [-l, l] \) with \( 0 < l < \infty \) and \( q \in \mathbb{N} \). Then, we have that

\[
(X - Y)^{2q} \geq X^{2q} + Y^{2q} - P_q(X, Y),
\]

where

\[
P_q(X, Y) := \begin{cases} 2XY & q = 1, \vspace{1em} \\ 2q \left( X^{2q-1}Y + XY^{2q-1} \right) & q \geq 2. \end{cases}
\]
Proof. Applying directly the binomial theorem we get

\[(X - Y)^{2q} = \sum_{k=0}^{2q} (-1)^k \binom{2q}{k} X^{2q-k} Y^k.\]

In addition, we clearly have that the above can be written as

\[(X - Y)^{2q} = X^{2q} + Y^{2q} - P_q(X,Y) + R_q(X,Y),\]

where

\[R_q(X,Y) := \begin{cases} 
0 & q = 1, \\
6X^2Y^2 & q = 2, \\
\sum_{k=2}^{q-2} (-1)^k \binom{2q}{k} X^{2q-k} Y^k & q \geq 3.
\end{cases}\]

It is clear that \(R_q(X,Y) \geq 0\) for \(q = 1, 2\). Our next step is to prove that \(R_q(X,Y) \geq 0\) for all \(q \in \mathbb{N}\). To do that, focusing only on the non-trivial case \(q \geq 3\), we rewrite the above expression in a more convenient way as follows:

\[R_q(X,Y) = (X - Y)^{2q} - X^{2q} - Y^{2q} + 2q \left( X^{2q-1}Y + XY^{2q-1} \right) \quad X, Y \in [-l, l].\]

Note that \(R_q(X,Y) = R_q(Y,X)\). So, by symmetry, it will be enough to study the absolute minimum of the above expression on the region \(l \geq X \geq Y \geq -l\). We start with the derivatives of \(R_q(X,Y)\):

\[\partial_1 R_q(X,Y) = 2q(X - Y)^{2q-1} - 2qX^{2q-1} + 2q \left( (2q-1)X^{2q-2}Y + Y^{2q-1} \right),\]

\[\partial_2 R_q(X,Y) = -2q(X - Y)^{2q-1} - 2qY^{2q-1} + 2q \left( X^{2q-1} + (2q-1)XY^{2q-2} \right).\]

Let us start computing the critical points. That is, points such that \(\partial_1 R_q(X,Y) = 0 \Rightarrow \partial_2 R_q(X,Y)\). Adding both expression we get the necessary condition:

\[2q(2q-1) \left( X^{2q-2}Y + XY^{2q-2} \right) = 0.\]

The unique possible solutions of the above in the region \(X \geq Y\) are \(X = Y = 0\) or \(X = -Y\) with \(X \neq 0\). The origin \((0,0)\) is clearly a critical point but the other possibility \(X = -Y\) gives us

\[\partial_1 R_q(X,-X) = 2q(2^{2q-1} - 2q - 1)X^{2q-1},\]

\[\partial_2 R_q(X,-X) = -2q(2^{2q-1} - 2q - 1)X^{2q-1}.\]

As \(2^{2q-1} - 2q - 1 > 0\) for \(q \geq 2\) we have that the only critical point and consequently a candidate to be the absolute minimum is the origin. To finish, we study the value of \(R_q(X,Y)\) on the boundary.

• Case \(X = Y\): In this case, it is clear that

\[R_q(X,X) = 4qX^{2(q-1)} \geq 0.\]

• Case \(X = l\) and \(-l < Y < l\): To handle the vertical line, we define the auxiliary function

\[V_q(Y) := R_q(l,Y),\]

which derivative is given by

\[V_q'(Y) = 2q \left[ -(l - Y)^{2q-1} - Y^{2q-1} + l^{2q-1} + l(2q - 1)Y^{2q-2} \right].\]

By the above expression, it is trivial to check that \(V_q'(0) = 0\). To conclude that \((l,0)\) is a candidate to be an absolute minimum we show that \(\text{sgn}(V_q'(Y)) = \text{sgn}(Y)\) for \(-l < Y < l\). To do that, we have to distinguish between the following two cases:

- Case \(0 < Y < l\): In this case, it is clear that

\[l^{2q-1} > (l - Y)^{2q-1},\]

\[l(2q - 1)Y^{2q-2} > (2q - 1)Y^{2q-1} > Y^{2q-1}.\]

Consequently, we have proved that \(V_q'(Y) > 0\) if \(0 < Y < l\).
Therefore, we have 5 possible candidates to be an absolute minimum of $V_q(Y)$ for $-l < Y < 0$. 

- Case $Y = -l$ and $-l < X < l$: Similarly, the derivative of the auxiliary function $H_q(X) := R_q(X, -l)$, which we have proved that $H_q'(X) = 2q [(X + l)^{2q-1} - X^{2q-1} - l^{2q-1} - l(2q - 1)X^{2q-2}]$.

By applying ($\frac{d}{dt}|t|^{2q}$), it is clear that we have control for all time over $|r(t)|$. Therefore, for any $q \in \mathbb{N}$ we have proved that

$$\frac{1}{2q} \frac{d}{dt}|r(t)|^{2q} \leq -e \int_{\mathbb{T}^n} e \left( \frac{2q - 1}{2q} r^{2q} + r^{2q-1} - c_4 |r|^{2q} \right) \, dx - c_4 \int_{\mathbb{T}^n} |r(x) - r(y)|^{2q} \phi_\alpha(x - y) \, dy \, dx$$

By Gronwall's lemma we obtain the bound

$$\frac{1}{2q} \frac{d}{dt}|r(t)|^{2q} \leq -e \int_{\mathbb{T}^n} e \left( \frac{2q - 1}{2q} r^{2q} + r^{2q-1} - c_4 |r|^{2q} \right) \, dx - c_4 c_5 |r(t)|^{2q}.$$
In that case, taking \((\rho_0, u_0)\) such that
\[
|e_0|_\infty = \varepsilon \left[ C(q) \frac{2q}{2q - 1} \rho^- \rho - \frac{1}{2} (2\pi)^n \phi_\alpha \right],
\]
with \(0 < \varepsilon < 1\) we finally obtain that
\[
|\rho_\infty - m|_{2q}^2 \leq \frac{1}{2q - 1} - \frac{\varepsilon}{1 + m} (2\pi)^n.
\]
Finally, in order to extend the above result to \(L^p(\mathbb{T}^n)\) for all \(1 < p < \infty\) we simply use interpolation.
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