Variational quantum algorithm for Gaussian discrete solitons and their boson sampling
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In the context of quantum information, highly nonlinear regimes, such as those supporting solitons, are marginally investigated. We miss general methods for quantum solitons, although they can act as entanglement generators or as self-organized quantum processors. We develop a computational approach that uses a neural network as a variational ansatz for quantum solitons in an array of waveguides. By training the resulting phase space quantum machine learning model, we find different soliton solutions varying the number of particles and interaction strength. We consider Gaussian states that enable measuring the degree of entanglement and sampling the probability distribution of many-particle events. We also determine the probability of generating particle pairs and unveil that soliton bound states emit correlated pairs. These results may have a role in boson sampling with nonlinear systems and in quantum processors for entangled nonlinear waves.

A soliton is a non-perturbative solution of a classical nonlinear wave-equation; it may describe mean-field states of atoms (as in Bose-Einstein condensation) or photons (as in nonlinear optics) [1]. From a quantum mechanical perspective, a soliton may correspond to a coherent state; however, the nonlinearity may induce squeezing or non-Gaussianity [2]. The quantum properties of solitons inspired experimental investigations, as quantum non-demolition, squeezing [3–6] and photon bound states [7]. Authors reported on theoretical studies on the soliton quantum features, as evaporation and breathing [8–13]. Following these investigations, one can argue that solitons are new tools for fundamental many-body phenomena and sources of highly non-classical states.

However, solitons are overlooked in quantum technologies, as they require specialized theoretical methods [14–18] that do not appear compatible with modern quantum information. On the other hand, quantum optical protocols mainly employ linear circuits, and we ask if nonlinear waves may have a role in quantum computing [19–23], or–reciprocally– if quantum processors can generate quantum solitons. An intriguing opportunity arises from the fact that linear circuits for the quantum advantage in boson sampling (BS) [24–29] adopt the same devices used to observe discrete solitons [11–13]. BS in a linear optical circuit is “intermediate” between a many-body system not performing computation and a universal quantum computer [32]. To make a conceptual step, we can consider nonlinear phenomena in BS. A soliton is a self-organized nonlinear channel. Is the probability of specific events affected by these nonlinear channels? Can we do BS with solitons?

To merge solitons and quantum information, we need novel methodologies for quantum protocols on many-body states bounded by nonlinearity. Recently, neural networks (NNs) have been introduced to study many-body models and quantum circuits [33]. Quantum machine learning (QML), i.e., the development and training of parameterized quantum circuits [34–38], is a technique to approximate high-dimensional ground states [39]. In QML, one considers quantum circuits depending on trainable parameters, such as rotation angles for qubits or degree of squeezing for continuous variables [40]. Applications include quantum classifiers [41, 42], or variational quantum algorithms [43, 44] for optimization and quantum simulations.

Here we develop a quantum variational ansatz in the phase space for quantum soliton states. The ansatz corresponds to a trainable BS quantum processor [45, 46] and can synthesize various soliton solutions. The trained NN is used to compute their quantum features, showing that soliton bound-states exhibit entanglement. Also, the quantum variational algorithm is used to sample the probability distribution at specific patterns of output particles (i.e., BS) that reveal the generation of correlated bosons. The approach mixing phase space methods and machine learning turns out to be a remarkable tool for studying quantum solitons, and to predict and quantify novel effects not accessible with conventional techniques.

This manuscript is organized as follows. In Sections I and II, we review the basics of phase space representations, characteristic functions, and outline the link with conventional NN models. In sections from III to IX, we show how a Gaussian state can be reinterpreted as a stack of linear layers with an Gaussian activation function; we discuss how to map different quantum operators to layers in a NN. Then, in sections X and XI, we represent the Gaussian ansatz for a quantum soliton as a quantum processor with trainable parameters and compute different soliton solutions. Finally, in sections XII and XIII, we use the trained neural network for various quantum features, as entanglement and BS. Conclusions are drawn in Section XIV.
I. QUANTUM PHASE SPACE AND NEURAL NETWORKS

In the phase space, a state is represented by a function of several variables, which we encode in a real vector \( \mathbf{x} \). For a \( n \)-body system, \( \mathbf{x} \) is a vector of \( N = 2n \) real variables. Among the many representations \cite{R}, we consider the characteristic function \( \chi(\mathbf{x}) \).

For Gaussian states \cite{I}, in symmetric ordering,

\[
\chi(\mathbf{x}) = \exp \left( -\frac{1}{4} \mathbf{x} \cdot \mathbf{g} \cdot \mathbf{x} + i \mathbf{x} \cdot \mathbf{d} \right),
\]

with \( \mathbf{g} \) the \( N \times N \) covariance matrix, and \( \mathbf{d} \) the \( N \times 1 \) displacement vector. \( \chi(\mathbf{x}) \) is a complex function \( \chi(\mathbf{x}) = \chi_R(\mathbf{x}) + i\chi_I(\mathbf{x}) \) with real part \( \chi_R \) and imaginary part \( \chi_I \).

Any many-body state is represented by a couple of real functions \( \chi_R, \chi_I \) of \( N \) real variables. As NN models typically deal with real-valued quantities, in the following we will represent the characteristic functions by models with two real outputs corresponding to \( \chi_R \) and \( \chi_I \). The resulting NN model includes linear transformations representing gates, as displacements or interferometers, followed by a nonlinear activation, which corresponds to computing the characteristic functions (e.g., a Gaussian function). This maps the quantum state in a conventional NN architecture that can be trained by well-known algorithms.

II. THE CHARACTERISTIC FUNCTION

We introduce the complex vector \( \mathbf{z} \) with components

\[
\mathbf{z} = (z_0, z_0, \ldots, z_{n-1}, z_0^*, z_1^*, \ldots, z_{n-1}^*) ,
\]

which include the complex \( z_j \) components and their conjugates \( z_j^* \). Given the density matrix \( \rho \), the characteristic function is \cite{R}

\[
\chi(\mathbf{z}, \mathcal{P}) = \text{Tr} \left\{ \rho e^{\sum_k (z_k \hat{a}_k^\dagger - z_k^* \hat{a}_k)} \right\} e^{\sum_k \frac{p_k}{2} z_k z_k^*} .
\]

In Eq. \(3\) the variable \( \mathcal{P} \in \{0, 1, -1\} \), refers to the adopted operator ordering. The characteristic function depends on \( \mathbf{z} \) and the ordering index \( \mathcal{P} \). \( \mathcal{P} \) is important when determining the expected values as derivatives of \( \chi \).

For an observable \( \hat{O} \) we have

\[
\langle \hat{O} \rangle = \text{Tr} \left( \rho \hat{O} \right) .
\]

The expected value of a combination of the annihilation and creation operators is

\[
\langle (\hat{a}_k^\dagger)^m (\hat{a}_k)^n \rangle_{\mathcal{P}} = \left. \left( \frac{\partial}{\partial z_k^*} \right)^m \left( -\frac{\partial}{\partial z_k} \right)^n \chi(\mathbf{z}, \mathcal{P}) \right|_{z=0} ,
\]

with \( m \) and \( n \) integers.

The mean value of the field operator

\[
\langle \hat{a}_k \rangle = -\frac{\partial \chi}{\partial z_k^*} ,
\]

does not depend on the ordering index \( \mathcal{P} \), as also

\[
\langle \hat{a}_k^\dagger \rangle = \frac{\partial \chi}{\partial z_k} .
\]

The mean particle number of mode \( k \), \( \hat{n}_k = \hat{a}_k^\dagger \hat{a}_k \) is

\[
\langle \hat{a}_k^\dagger \hat{a}_k \rangle_{\mathcal{P}} = \left. -\frac{\partial^2 \chi(z, \mathcal{P})}{\partial z_k^2} \right|_{z=0} .
\]

For the symmetric ordering \( \mathcal{P} = 0 \), one has

\[
\langle \hat{a}_k^\dagger \hat{a}_k \rangle_{\mathcal{P}=0} = \langle \hat{a}_k^\dagger \hat{a}_k + \hat{a}_k^\dagger \hat{a}_k \rangle ;
\]

for the normal ordering \( \mathcal{P} = 1 \), one has

\[
\langle \hat{a}_k^\dagger \hat{a}_k \rangle_{\mathcal{P}=1} = \langle \hat{a}_k^\dagger \hat{a}_k \rangle ;
\]

finally for antinormal ordering \( \mathcal{P} = -1 \),

\[
\langle \hat{a}_k^\dagger \hat{a}_k \rangle_{\mathcal{P}=-1} = \langle \hat{a}_k \hat{a}_k^\dagger \rangle .
\]

In general,

\[
\langle \hat{a}_k^\dagger \hat{a}_k \rangle_{\mathcal{P}} = \langle \hat{a}_k^\dagger \hat{a}_k \rangle + \frac{1}{2} (1 - \mathcal{P}) ,
\]

which is adopted below for the NN layer that returns the mean particle number. When not explicitly stated, we refer to symmetric ordering \( \mathcal{P} = 0 \).

For use with the machine learning application programming interfaces as TensorFlow, it is convenient to use real variables. We consider the quadrature operators \( \hat{x}_k \) and \( \hat{p}_k \) defined by

\[
\hat{x}_k = \hat{q}_k + i\hat{p}_k^\dagger \sqrt{2} ,
\]

The quadrature operators can be cast in operator vectors \( \hat{q} \) and \( \hat{p} \) with dimension \( n \times 1 \),

\[
\hat{q} = \begin{pmatrix} \hat{q}_0 \\ \hat{q}_1 \\ \vdots \\ \hat{q}_{n-1} \end{pmatrix} , \quad \hat{p} = \begin{pmatrix} \hat{p}_0 \\ \hat{p}_1 \\ \vdots \\ \hat{p}_{n-1} \end{pmatrix} .
\]

In addition, we consider the real quantities

\[
q_k = \frac{z_k - z_k^*}{\sqrt{2}} , \quad p_k = \frac{z_k + z_k^*}{\sqrt{2}} ,
\]

and we collect them in two real vectors \( \mathbf{q} \) and \( \mathbf{p} \) with dimension \( 1 \times n \)

\[
\mathbf{q} = (q_0 \ q_1 \ \cdots \ q_{n-1}) , \quad \mathbf{p} = (p_0 \ p_1 \ \cdots \ p_{n-1}) .
\]
Correspondingly, we have
\[ \chi = \chi(q,p,\mathcal{P} = 0) = \text{Tr}[\rho \exp (i q \cdot \hat{q} + i p \cdot \hat{p})]. \] (17)
As \( \hat{q} \) and \( \hat{p} \) are column vectors, and \( q \) and \( p \) are row vectors, we omit the dot product symbol and write
\[ \chi(q,p) = \text{Tr}[\rho \exp (i q \hat{q} + i p \hat{p})]. \] (18)
The notation can be simplified by defining the \( 1 \times N \) real row vector
\[ x = (q_0 \ p_0 \ q_1 \ p_1 \ \ldots \ q_n \ p_n), \] (19)
and we have
\[ \chi = \chi(x) = \text{Tr} \left[ \rho \exp \left( i x \hat{R} \right) \right] = \chi_R(x) + i \chi_I(x) \] (20)
being
\[ x \hat{R} = \begin{pmatrix} \hat{q}_0 \\ \hat{p}_0 \\ \hat{q}_1 \\ \hat{p}_1 \\ \vdots \\ \hat{q}_{n-1} \\ \hat{p}_{n-1} \end{pmatrix}. \] (21)
with the \( N \times 1 \) column operator vector
\[ \hat{R} = \begin{pmatrix} \hat{q}_0 \\ \hat{p}_0 \\ \hat{q}_1 \\ \hat{p}_1 \\ \vdots \\ \hat{q}_{n-1} \\ \hat{p}_{n-1} \end{pmatrix}. \] (22)
Following the canonical commutation relations of the quadratures, in units with \( \hbar = 1 \),
\[ [\hat{q}_j, \hat{q}_k] = 0 \]
\[ [\hat{p}_j, \hat{p}_k] = 0 \]
\[ [\hat{q}_j, \hat{p}_k] = i\delta_{jk}, \] (23)
we have
\[ [\hat{R}_p, \hat{R}_q] = iJ_{pq}, \] (24)
where we introduced the \( N \times N \) symplectic matrix \( J \)
\[ J = \bigoplus_{j} J_1 = \begin{pmatrix} 0 & 1 & 0 & \cdots & 0 & 0 \\ -1 & 0 & 0 & \cdots & 0 & 0 \\ 0 & 0 & 1 & \cdots & 0 & 0 \\ 0 & 0 & -1 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 0 & 1 \\ 0 & 0 & 0 & \cdots & -1 & 0 \end{pmatrix}, \] (25)
being \( J_1 = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \) [18]. In Eq. [25], the symbol \( \bigoplus \) is the direct sum for block matrices with \( j \) running in \( 0,1,\ldots,n-1 \). The matrix \( J \) is such that \( J^{-1} = J^T \), \( J^2 = -1_N \), and \( J^T J = 1_N \) is the \( N \times N \) identity matrix.

The expected value of \( \hat{R} \) is determined by the derivatives of the characteristic function,
\[ \chi(x) = \text{Tr} \left( \rho e^{ix \hat{R}} \right). \] (26)
One has
\[ \langle \hat{R}_j \rangle = \text{Tr}[\rho \hat{R}_j] = -i \frac{\partial \chi}{\partial x_j} \bigg|_{\chi=0} = -\frac{\partial \chi_I}{\partial x_j} \bigg|_{\chi=0} = \frac{\partial \chi_I}{\partial x_j} \bigg|_{\chi=0} \] (27)
or
\[ \langle \hat{R} \rangle = \text{Tr}[\rho \hat{R}] = -i \nabla \chi \bigg|_{\chi=0} = \nabla \chi_I \bigg|_{\chi=0}. \] (28)
As the components of \( \hat{R} \) are self-adjoint, their mean value is real, and it is given by the derivative of the imaginary part \( \chi_I \) at \( x = 0 \). We also have
\[ -\frac{\partial^2}{\partial z_j \partial z_j^*} \chi = \left( \frac{\partial}{\partial q_j} \frac{\partial}{\partial q_j} + \frac{\partial}{\partial p_j} \frac{\partial}{\partial p_j} \right) \chi = -\frac{1}{2} \left( \frac{\partial^2}{\partial q_j^2} + \frac{\partial^2}{\partial p_j^2} \right) \chi, \] (29)
after using Eq. [15]. Thus, we evaluate the expected number of photons by the second derivatives of \( \chi_R \)
\[ \langle \hat{a}^\dagger \hat{a} \rangle \big|_{\chi=0} = -1 - 2 \left( \frac{\partial^2}{\partial z_j^2} + \frac{\partial^2}{\partial z_{j+1}^2} \right) \chi_R \bigg|_{\chi=0} \] (30)
with \( j = 0,1,2,\ldots,n-1 \).

For the expected value of total number of particles \( \hat{N} \), we have
\[ \langle \hat{N} \rangle \big|_{\chi=0} = -\frac{1}{2} \nabla^2 \chi_R \bigg|_{\chi=0} \] (31)
the Laplacian being computed with respect to all the components of \( x \). Equation [31] refers to symmetric ordering with \( \mathcal{P} = 0 \). For normal ordering, we use Eq. [12] as
\[ \langle \hat{a}^\dagger \hat{a} \rangle \big|_{\chi=0} = \langle \hat{a}^\dagger \hat{a} \rangle \big|_{\chi=0} = -1 - 2 \left( \frac{\partial^2}{\partial z_j^2} + \frac{\partial^2}{\partial z_{j+1}^2} \right) \chi_R \bigg|_{\chi=0} \] (32)
and we get
\[ \langle \hat{N} \rangle = \langle \hat{N} \rangle \big|_{\chi=0} = \langle \hat{N} \rangle \big|_{\chi=0} = -\frac{n}{2} \]
\[ = -\frac{1}{2} \nabla^2 \chi_R \bigg|_{\chi=0} = -\frac{n}{2} \] (33)

III. GAUSSIAN STATES

For a Gaussian state,
\[ \chi(x) = \exp \left( -\frac{1}{4} x^T g x + i x d \right) \] (34)
with \( g \) the \( N \times N \) covariance matrix, and \( d \) the \( N \times 1 \) displacement column vector. Correspondingly, being \( x \) a row vector,

\[
\chi_R(x) = e^{-\frac{gR^T}{2}} \cos(xd)
\]

\[
\chi_I(x) = e^{-\frac{gR^T}{2}} \sin(xd)
\]

From Eq. (28), we have for \( d \), with \( q = 0, 1, \ldots, N - 1 \).

\[
\langle \hat{R}_q \rangle = \text{Tr}[\hat{\rho} \hat{R}_q] = d_q = \left. \frac{\partial \chi_I}{\partial x_q} \right|_{x=0}
\]

or

\[
\langle \hat{R} \rangle = d = \nabla \chi_I \bigg|_{x=0}.
\]

Hence, the displacement \( d_q \) is the first moment of the Gaussian \( \chi \). The derivatives of the characteristic function can be expressed by the displacement and covariance matrix \( d_q \) and \( g_{pq} \). This speeds up computing the derivatives of \( \chi \), and the observable quantities.

For the particle number, we have

\[
\langle \hat{a}_j^\dagger \hat{a}_j \rangle |_{p=0} = -\frac{1}{2} \left( \frac{\partial^2}{\partial x_{j2}^2} + \frac{\partial^2}{\partial x_{j2+1}^2} \right) \chi_R \bigg|_{x=0} = \frac{g_{2j,2j} + g_{2j+1,2j+1}}{4} + \frac{d_{2j}^2 + d_{2j+1}^2}{2}
\]

and

\[
\langle \hat{a}_j^\dagger \hat{a}_j \rangle = -\frac{1}{2} \left( \frac{\partial^2}{\partial x_{j2}^2} + \frac{\partial^2}{\partial x_{j2+1}^2} \right) \chi_R - \frac{1}{2}
\]

while the second derivatives of \( \chi_I \) at \( x = 0 \) are vanishing, and we used Eq. (12). The covariance matrix \( g \) is determined by the second moments

\[
g_{pq} = \langle \{ \hat{R}_p, \hat{R}_q \} \rangle - 2 \langle \hat{R}_p \rangle \langle \hat{R}_q \rangle
\]

with

\[
\{ \hat{R}_p, \hat{R}_q \} = \hat{R}_p \hat{R}_q + \hat{R}_q \hat{R}_p.
\]

We also have after Eq. (24)

\[
g_{pq} = \langle \hat{R}_p \hat{R}_q \rangle + \langle \hat{R}_q \hat{R}_p \rangle - 2 \langle \hat{R}_p \rangle \langle \hat{R}_q \rangle
\]

\[
= \langle \hat{R}_p \hat{R}_q \rangle + \langle \hat{R}_q \hat{R}_p \rangle - 2 \langle \hat{R}_p \rangle \langle \hat{R}_q \rangle
\]

\[
= 2\langle \hat{R}_p \hat{R}_q \rangle - \frac{1}{2}J_{pq} \quad \text{and} \quad \langle \hat{R}_p \hat{R}_q \rangle = 2\langle \hat{R}_p \hat{R}_q \rangle - \frac{1}{2}J_{pq} \quad \text{and} \quad \langle \hat{R}_p \hat{R}_q \rangle = 2\langle \hat{R}_p \hat{R}_q \rangle - \frac{1}{2}J_{pq}
\]

while the second derivatives of \( \chi_I \) at \( x = 0 \) are vanishing, and we used Eq. (12). The covariance matrix \( g \) is determined by the second moments

| Correlation matrix

A. Vacuum state

Vacuum states are Gaussian state with \( d = 0 \) and \( g = 1_N \). From Eq. (39), we get

\[
\langle \hat{a}_j^\dagger \hat{a}_j \rangle |_{p=0} = \frac{1}{2}.
\]

Correspondingly,

\[
\langle \hat{a}_j^\dagger \hat{a}_j \rangle |_{p=0} = \frac{1}{2} = 0.
\]

We have \( \langle \hat{R} \rangle = 0 \), and for the average photon number after Eq. (39)

\[
\langle \hat{N} \rangle = \sum_{j=0}^{N-1} \langle \hat{a}_j^\dagger \hat{a}_j \rangle = 0.
\]

B. Coherent state

A coherent state has a non-vanishing displacement vector \( d \neq 0 \) and \( g = 1_N \). For a single mode \( |\alpha\rangle \), with \( n = 1 \) and \( N = 2 \),

\[
d_0 = \sqrt{2} \Re(\alpha) = \alpha + \alpha^* \quad \text{and} \quad d_1 = \sqrt{2} \Im(\alpha) = \alpha - \alpha^*.
\]

From Eq. (39), we have \( j = 0 \)

\[
\langle \hat{a}_j^\dagger \hat{a}_j \rangle = \langle \hat{a}_j^\dagger \hat{a}_j \rangle |_{p=0} = \frac{1}{2} = |\alpha|^2 = \frac{d_0^2 + d_1^2}{2}.
\]

For \( n \) modes, \( j = 0, 1, \ldots, n - 1 \) we have

\[
\langle \hat{a}_j^\dagger \hat{a}_j \rangle = \frac{d_0^2 + d_1^2}{2},
\]

and

\[
\langle \hat{N} \rangle = \sum_{j=0}^{n-1} \langle \hat{a}_j^\dagger \hat{a}_j \rangle = \sum_{j=0}^{n-1} \frac{d_0^2 + d_1^2}{2}.
\]

C. Covariance matrix

Given \( \chi \), one can compute the covariance matrix and the displacement operator by derivation. \( d \) can be computed by the first derivatives, as in Eq. (28)

\[
d_q = \langle \hat{R}_q \rangle = \text{Tr}[\hat{\rho} \hat{R}_q] = \left. \frac{\partial \chi_I}{\partial x_q} \right|_{x=0}.
\]

Writing the characteristic function in terms of the components of \( x \)

\[
\chi(x) = \exp \left(-\frac{1}{4} \sum_{pq} g_{pq} x_p x_q + i \sum_{p} x_p d_p \right).
\]

with \( p, q = 0, 1, \ldots, N - 1 \), we have for the first derivative, by using the symmetry \( g_{pq} = g_{qp} \),

\[
\frac{\partial \chi}{\partial x_m} = \left(-\frac{1}{2} \sum_{p} g_{mp} x_p + i d_m \right) \chi(x).
\]
with \( m = 0, 1, \ldots, N - 1 \). Evaluating Eq. (52) at \( x = 0 \), we obtain as above, being \( \chi(0) = 1 \),
\[
\frac{\partial \chi}{\partial x_m}\bigg|_{x=0} = 1, \quad \frac{\partial \chi_I}{\partial x_m}\bigg|_{x=0} = \imath d_m.
\] (53)

For the second derivatives, we have
\[

\frac{\partial^2 \chi_R}{\partial x_m \partial x_n}\bigg|_{x=0} = -\frac{1}{2} g_{mn} - d_m d_n, \quad \frac{\partial^2 \chi_I}{\partial x_m \partial x_n}\bigg|_{x=0} = 0.
\] (54)

The covariance matrix is given by
\[
g_{pq} = -2 \frac{\partial^2 \chi_R}{\partial x_p \partial x_q}\bigg|_{x=0} - 2d_p d_q
\]
\[
= -2 \frac{\partial^2 \chi_R}{\partial x_p \partial x_q} - 2 \frac{\partial \chi_I}{\partial x_p} \frac{\partial \chi_I}{\partial x_q}\bigg|_{x=0}
\] (55)

Equation (55) is helpful to compute the covariance matrix after the model is trained to determine various features as, e.g., the degree of entanglement.

**IV. GATES AS LINEAR LAYERS**

Gates represented by unitary operations are of relevance in many applications. We are interested to those gates such that the new annihilation operators are expressed as a linear combination of the input operators. If the new operator is
\[
\hat{a} = \hat{U}^\dagger \hat{a} \hat{U},
\] (56)
in term of the density matrix, the transformation reads [47]
\[
\hat{\rho} = \hat{U} \hat{\rho} \hat{U}^\dagger.
\] (57)

We start considering a transformation such that [47]
\[
\hat{\chi} = \hat{U} \hat{\chi}.
\] (58)

with \( \hat{U} \) a \( n \times n \) complex matrix, with \( \hat{a} \) and \( \hat{\chi} \) column vectors of operators with dimension \( n \times 1 \). In a later section, we will consider the more general case with
\[
\hat{\chi} = \hat{U} \hat{a} + \hat{W} \hat{a}^\dagger.
\] (59)

For the moment, we have \( \hat{W} = 0 \).

The transformation in terms of the canonical variables read [48]
\[
\hat{R} = \hat{U}^\dagger \hat{R} \hat{U} = \hat{M} \hat{R} + \hat{d}'.
\] (60)

Linear transformations transform Gaussian states into Gaussian states [48]. A Gaussian state with covariance matrix \( \hat{g} \) and displacement vector \( \hat{d} \), turns into a new Gaussian state with covariance matrix
\[
\hat{g} = \hat{M} \hat{g} \hat{M}^\dagger
\] (61)
and displacement vector
\[
\hat{d} = \hat{M} \hat{d} + \hat{d}'.
\] (62)

If the transformation due to \( \hat{U} \) is unitary, the matrix \( \hat{M} \) is symplectic, and satisfies
\[
\hat{M} \hat{J} \hat{M}^\dagger = \hat{J}
\] (63)
with \( \hat{J} \) given in Eq. (25). The inverse of \( \hat{M} \) is found as
\[
\hat{M}^{-1} = \hat{J} \hat{M}^\dagger \hat{J}^\dagger.
\] (64)

It is instructive to deepen the link between \( \hat{U} \) and \( \hat{M} \) for later use. We consider the \( n \times 1 \) vector of the annihilation operators \( \hat{a} \),
\[
\hat{a} = \begin{pmatrix} \hat{a}_0 \\ \hat{a}_1 \\ \vdots \\ \hat{a}_{n-1} \end{pmatrix}
\] (65)
and the corresponding \( n \times 1 \) vectors of positions \( \hat{q} \) and momentum vector \( \hat{p} \),
\[
\hat{q} = \begin{pmatrix} \hat{q}_0 \\ \hat{q}_1 \\ \vdots \\ \hat{q}_{n-1} \end{pmatrix}, \quad \hat{p} = \begin{pmatrix} \hat{p}_0 \\ \hat{p}_1 \\ \vdots \\ \hat{p}_{n-1} \end{pmatrix}
\] (66)

We build the \( \hat{R} \) vector in Eq. (22) by using auxiliary rectangular matrices \( \hat{R}_q \) and \( \hat{R}_p \) as follows
\[
\hat{R} = \hat{R}_q \hat{q} + \hat{R}_p \hat{p}.
\] (67)

\( \hat{R}_q \) and \( \hat{R}_p \) are matrices with size \( N \times n \).

For \( N = 4 \), we have
\[
\hat{R}_q = \begin{pmatrix} 1 & 0 \\ 0 & 0 \\ 0 & 1 \\ 0 & 0 \end{pmatrix},
\] (68)

and
\[
\hat{R}_p = \begin{pmatrix} 0 & 0 \\ 0 & 1 \\ 0 & 0 \end{pmatrix},
\] (69)
such that
\[
\hat{R}_q \hat{q} = \begin{pmatrix} \hat{q}_0 \\ 0 \\ \hat{q}_1 \\ 0 \end{pmatrix},
\] (70)
and
\[ R_p \hat{p} = \begin{pmatrix} 0 \\ \hat{p}_0 \\ 0 \\ \hat{p}_1 \end{pmatrix}, \]
and hence
\[ \hat{R} = R_q \hat{q} + R_p \hat{p} = \begin{pmatrix} \hat{q}_0 \\ \hat{p}_0 \\ \hat{q}_1 \\ \hat{p}_1 \end{pmatrix}, \]
being
\[ \hat{q} = \begin{pmatrix} \hat{q}_0 \\ \hat{q}_1 \end{pmatrix}, \]
and
\[ \hat{p} = \begin{pmatrix} \hat{p}_0 \\ \hat{p}_1 \end{pmatrix}. \]
From the previous expressions, one has
\[ \hat{q} = R_q \hat{R}, \]
\[ \hat{p} = R_p \hat{R}, \]
and the rectangular matrices \( R_q \) and \( R_p \) satisfy
\[ R_q^T R_q = 1_n, \]
\[ R_q^T R_p = 0_n, \]
\[ R_p^T R_q = 0_n, \]
\[ R_p^T R_p = 1_n, \]
\[ R_q R_q^T + R_p R_p^T = 1_N. \]
(76)
By the matrices \( R_q \) and \( R_p \), we can write the \( \hat{a} \) vector as follows
\[ \hat{a} = \hat{q} + i \hat{p} = \frac{R_q^T}{\sqrt{2}} \hat{R}. \]
Letting \( U = U_R + i U_I \) with real part \( U_R \) and imaginary part \( U_I \); and \( U^* = U_R - i U_I \). Correspondingly
\[ \hat{q} = U_R \hat{q} - U_I \hat{p}, \]
\[ \hat{p} = U_I \hat{q} + U_R \hat{p}. \]
(78)
As \( \hat{R} \) transforms in \( \hat{R} \), we have
\[ \hat{R} = R_q \hat{q} + R_p \hat{p} = M \hat{R} = (M_1 + M_2) \hat{R}, \]
with \( M_1, M_2, \) and \( M \) real matrices such that
\[ M = M_1 + M_2, \]
\[ M_1 = R_q U_R R_q^T + R_p U_R R_p^T, \]
\[ M_2 = R_p U_I R_q - R_q U_I R_p. \]
(80)
Equations (80) are used in defining linear gates starting from their matrix \( U \).

**V. GAUSSIAN STATES AS NEURAL NETWORKS**

NNs are mathematical tools to approximate unknown functions of many variables. NNs depend on many parameters that can be fine tuned to improve fitting a target model. Gaussian states correspond to NNs with a Gaussian activation function, which is often adopted, for example, in kernel machines \[40\]. We implement a Gaussian density matrix by a “multi-head model” that is a model, which has a computational backbone that processes the inputs and multiple output layers to return different quantities. We start considering as “heads” the real and imaginary parts \( \chi_R \) and \( \chi_I \).

Figure 1 shows the NN model for a Gaussian state with each layer having one input \( x \) and two outputs (the “heads”) \( \chi_R \) and \( \chi_I \). The input is the state row vector \( x \), and is the input layer. The outputs \( \chi_R \) and \( \chi_I \) are the output layers. The inner layer denoted “Gaussian state,” computes the Gaussian characteristic function. The parameters of this layer, namely the covariance matrix \( g \) and the displacement \( d \) are also indicated.

For a Gaussian state with covariance matrix \( g \) and displacement vector \( d \) we have
\[ \chi_R (x) = \exp(-\frac{1}{4} x g x^T) \cos(\langle x d \rangle) \]
\[ \chi_I (x) = \exp(-\frac{1}{4} x g x^T) \sin(\langle x d \rangle). \]
(81)
However, it is convenient to consider a more general model that includes a further input vector (the “bias”).

We generalize the Gaussian layer to include a further bias input \( a \) with the same dimensions of \( d \), in addition to \( x \), such that the output is
\[ \chi(x) = e^{-\frac{1}{4} x g x^T} e^{i(d + a)}. \]
(82)
Here \( a \) is a bias in the displacement, which will be useful for cascading layers as detailed below. Equation (82) corresponds to the two heads of the model returning
\[ \chi_R (x) = \exp(-\frac{1}{4} x g x^T) \cos(\langle x(d + a) \rangle) \]
\[ \chi_I (x) = \exp(-\frac{1}{4} x g x^T) \sin(\langle x(d + a) \rangle). \]
(83)
Figure 2 shows a graphical representation of the generalized Gaussian NN with bias.

**VI. PULLBACK**

We setup our NN representation of the density matrix as a layered sequence of gates. Each gate is a unitary
operator that acts on the density matrix, and transform the latter into a new state. To detail how it works, we start considering the transformation of the characteristic function under unitary operations.

We consider a linear transformation by the operator $\hat{U}$. The operators and the density matrix changes as follows

$$\hat{a} = \hat{U}^\dagger\hat{a}\hat{U}, \quad \hat{\rho} = \hat{U}\rho\hat{U}^\dagger. \quad (84)$$

Correspondingly, for the transformed characteristic functions $\tilde{\chi}$, we have

$$\tilde{\chi} = \text{Tr} \left[ \rho e^{\hat{a}\hat{R}} \right] = \text{Tr} \left[ \hat{U}\rho\hat{U}^\dagger e^{\hat{a}\hat{R}} \right] = \text{Tr} \left[ \rho\hat{U}^\dagger e^{\hat{a}\hat{R}} \hat{U} \right]$$

$$= \text{Tr} \left[ \rho e^{\hat{a}M\hat{R}} \right] = \text{Tr} \left[ \rho e^{\hat{a}\hat{R}} \right]. \quad (85)$$

Recalling Eq. (60)

$$\hat{R} = MR + d', \quad (86)$$

we remark that the linear transformation is determined by the symplectic matrix $M$ and the displacement $d'$. We write $\tilde{\chi}$ in terms of $M$ and $d'$, by using Eq. (86),

$$\tilde{\chi} = \text{Tr} \left[ \rho e^{\hat{a}M\hat{R}} \right] e^{\hat{a}d'}. \quad (87)$$

On the other hand, the expression for $\chi(x)$ is the following

$$\chi = \text{Tr} \left[ \rho e^{\hat{a}\hat{R}} \right]. \quad (88)$$

Thus we have

$$\tilde{\chi}(x) = \chi(xM)e^{\hat{a}d'} = \chi(xM)e^{i(\hat{a}M^{-1}d')}. \quad (89)$$

From Eq. (89), we see that the modified characteristic function depends on the modified input vector $xM$ and has a modified displacement $M^{-1}d'$.

Introducing the new input vector $y = xM$ and the bias $a = M^{-1}d'$, we can express the transformed characteristic function $\tilde{\chi}$ in terms of the original $\chi$ as follows

$$\tilde{\chi}(x) = \chi(y)e^{ya}. \quad (90)$$

We give a graphical representation of the transformations in Eq. (90). We start considering a characteristic function with input vector $x$ and multi-headed outputs $\chi_R$ and $\chi_I$, as in figure 3. Then we generalize the model by introducing the bias vector $a$ as in the previous section and shown in Fig. 1. Fig. 5 represents the transformation in equation Eq. (90).

We introduce a new layer, which we call “linear layer”, having as parameters the symplectic matrix $M$ and the displacement $d'$. The linear layer is shown in Fig. 5, and it has two inputs $x$ and $a$, and two outputs: $y = xM$, a row vector with the same size of $x$, and a new displacement $b = M^{-1}(d' + a)$ a column vector with the size of $d$. The linear layer will enable us to represent many different linear transformations, as squeezing or Glauber operators.

By using the linear layer, we represent the transformation by cascading two layers. The resulting model is Fig. 4. The model can be described as the pullback of the linear layer from the characteristic function layer. The matrix $M$ first acts on the input $x$, and then the function $\chi$ is evaluated on the vector $y$. A simplified diagram is given in Fig. 8. This representation will be useful when considering multiple transformations.

For a Gaussian state [see Eq. (34)] the transformed characteristic function reads

$$\tilde{\chi}(x) = e^{-\frac{i}{4}xMg(M^\dagger x^\dagger e^{i(xM)(M^{-1}d')}). \quad (91)$$

Equation Eq. (91) is graphically represented in Fig. 9 by using the Gaussian layer in Fig. 2. This representation is equivalent to Fig. 10 by the linear layer, whose action is
We then consider a second transformation with unitary operator $\hat{U}_2$ of the form $\hat{U}_2 = e^{-\frac{i}{2} \chi M \chi^\dagger}$, and the final vector of observables is

$$\hat{R}_2 = M_2 \hat{R}_1 + d_2 = M_2 M_1 \hat{R} + d_2 + M_2 d_1.$$  

We remark that $M_1 M_2 \not= M_2 M_1$, hence the order of the two transformations is relevant as the corresponding unitary operators $\hat{U}_1$ and $\hat{U}_2$ do not commute. The sequence of the two linear transformations is equivalent to a single transformation with parameters

$$M = M_2 M_1$$
$$d' = M_2 d_1 + d_2$$

We have the following proposition — The sequence of the two linear transformations $\hat{U}_1$ and $\hat{U}_2$ is equivalent to the pullback of the two linear layers with parameters $(M_1, d_1)$ and $(M_2, d_2)$.

**Proof.** As indicated in Fig. 12 the output of the linear layer corresponding to $\hat{U}_2$ is

$$y = x M_2$$
$$b = M^{-1} (d' + a)$$

The output of the linear layer corresponding to $\hat{U}_1$ is

$$x_1 = x_2 M_1 = x_2 M_2 M_1$$
$$a_1 = M_1^{-1} (d_1 + a_2) = M_1^{-1} (d_1 + M_2^{-1} d_2 + M_2^{-1} a)$$

For the layer with parameters $(M, d')$ we have, see Eq. (98),

$$y = x M = x M_2 M_1$$
$$b = M^{-1} (d' + a)$$

$$= M_1^{-1} M_2^{-1} (M_2 d_1 + d_2 + a)$$

$$= M_1^{-1} (d_1 + M_2^{-1} d_2 + M_2^{-1} a)$$

As $y = x_1$ and $b = a_1$ we have the proof.
\[ \hat{U}_1\hat{\rho}\hat{U}_1^\dagger \equiv \]

\[ \begin{array}{c}
\hat{U}_2\hat{U}_1\hat{\rho}\hat{U}_1^\dagger\hat{U}_2^\dagger \equiv \\
\x \\
0 \\
\text{Linear layer } M_2, d_2 \\
\x_2 \\
a_2 \\
\text{Linear layer } M_1, d_1 \\
\x_1 \\
a_1 \\
\equiv \\
\x \\
a \\
\text{Linear layer } M = M_2M_1 \\
d' = M_2d_1 + d_2 \\
y \\
b
\end{array} \]

FIG. 11. Linear transformations and pullbacks. A single transformation with unitary operator \( \hat{U}_1 \) corresponds to a single pullback. A double transformation with unitary operators \( \hat{U}_1 \) and \( \hat{U}_2 \) corresponds to a double pullback. Note that the flow of data from \( x \) to the output through the network is in reverse order with respect to the two transformations.

FIG. 12. Equivalence of two cascaded linear layers with a single linear layer.

By extending the previous argument to three or more transformations, one realizes that the cascade of an arbitrary number of transformations corresponds to a cascade of pullbacks in reverse order. For \( M \) transformations, reverse order means that one first makes a pullback of operator 1, then operator 2, etc. In the flow of data in the network, the input \( x \) first enters operator \( M \), then \( M^{-1} \) and so forth to passing through the linear layer corresponding to the transformation 1. The case \( M = 3 \) is shown as an example in figure 13.

VIII. THE GLAUBER DISPLACEMENT LAYER

Starting from the linear layer, we can define specialized layers corresponding to different unitary operators. The first we describe is the displacement operator, or Glauber operator, defined by

\[ \hat{D}(\alpha) = \exp(\alpha^*\hat{a} - \alpha\hat{a}^\dagger) . \]  

For a single mode, letting \( \hat{U} = \hat{D}(\alpha) \), we have

\[ \hat{a} = \hat{U}^\dagger\hat{a}\hat{U} = \hat{a} + \alpha, \]  

which implies for the canonical vector

\[ \hat{R} = \hat{U}^\dagger\hat{R}\hat{U} = \left( \hat{x} \rho \right) + \left( \frac{d_0}{d_1} \right) \]  

with

\[ \begin{aligned}
\frac{d_0}{d_1} &= \sqrt{2}\Re(\alpha) \\
d_1 &= \sqrt{2}\Im(\alpha).
\end{aligned} \]  

For a many-body displacement \( \hat{D}(\alpha) \), with \( \alpha = (\alpha_0, \alpha_1, \ldots, \alpha_n)^\top \), we have

\[ \hat{a} = \hat{U}^\dagger\hat{a}\hat{U} = \hat{a} + \alpha, \]  

which implies for the canonical vector

\[ \hat{R} = \hat{U}^\dagger\hat{R}\hat{U} = \hat{R} + d \]  

with \( (j = 0, 1, \ldots, n - 1) \)

\[ \begin{aligned}
d_{2j} &= \sqrt{2}\Re(\alpha_j) \\
d_{2j+1} &= \sqrt{2}\Im(\alpha_j)
\end{aligned} \]
a  x  Linear layer  M_3,  d_3  x_3  a_3  Linear layer  M_2,  d_2  x_2  a_2  Linear layer  M_1,  d_1  b  y

FIG. 13. Example of cascading three transformations. Note the reverse order of layers from right to left.

\[ \chi_R \]

\[ \chi_I \]

For the Glauber layer we hence have \( M = 1_N \).
To create a NN model that represents a coherent state with a given displacement vector \( d_{\text{target}} \), one can start from the vacuum Gaussian state with \( g = 1_N \) and \( d = 0 \) and pullback a linear gate with \( M = 1_N \), and displacement \( d_{\text{target}} \). No bias is needed (see Fig. 14 with \( a = 0 \)).

\section*{IX. THE SQUEEZING LAYER}

Different nonclassical states are generated from vacuum by unitary operators resulting into the following linear relation

\[ \tilde{a} = Ua + Wa^\dagger, \]  \hfill (108)

which generalizes Eq. \( \text{[58]} \). Using the matrices \( U \) and \( W \), one obtains the corresponding symplectic matrix \( M \).

Let

\[ U = U_R + iU_I \]  \hfill (109)

and

\[ W = W_R + iW_I. \]  \hfill (110)

We write the \( \tilde{a} \) as follows

\[ \tilde{a} = \frac{\tilde{q} + \tilde{p}}{\sqrt{2}} = Ua + Wa^\dagger \]  \hfill (111)

\[ \tilde{a}^\dagger = \frac{\tilde{q} - \tilde{p}}{\sqrt{2}} = U^*a^\dagger + W^*a. \]  \hfill (112)

We have

\[ \tilde{q} = (U_R + W_R)q + (-U_I + W_I)p \]

\[ \tilde{p} = (U_I + W_I)q + (U_R - W_R)p \]  \hfill (113)

which generalize Eq. \( \text{[78]} \). Following the same arguments for Eq. \( \text{[80]} \), we have for the symplectic matrix

\[ M = M_1 + M_2 \]

\[ M_1 = R_q(U_R + W_R)R_q^\top + R_p(U_R - W_R)R_p^\top \]

\[ M_2 = R_p(U_I + W_I)R_q^\top + R_q(-U_I + W_I)R_p^\top \]

\hfill (114)

Equation \( \text{[114]} \) is used for programming layers representing squeezing operators.

\subsection*{A. Single-mode squeezed state}

We first consider a single model squeezed state, so that \( N = 2, \) and

\[ \hat{R} = \begin{pmatrix} \hat{x} \\ \hat{p} \end{pmatrix} \]  \hfill (115)

Using the squeezing operator with parameters \( r \) and \( \theta \) \( \text{[47]} \)

\[ \hat{a} = \hat{S}^{\dagger}a\hat{S} = \cosh(r)a - e^{i\theta}\sinh(r)\hat{a}^\dagger \]  \hfill (116)

we have that the matrix \( U_{R,I} \) and \( W_{R,I} \) are complex scalars as follows

\[ U_R = \cosh(r) \]

\[ U_I = 0 \]

\[ W_R = -\cos(\theta)\sinh(r) \]

\[ W_I = -\sin(\theta)\sinh(r) \]

\hfill (117)

and, by Eq. \( \text{[114]} \), we find the symplectic operator for the squeezing

\[ M_s(r, \theta) = \begin{pmatrix} \cosh(r) - \cos(\theta)\sinh(r) & -\sin(\theta)\sinh(r) \\ -\sin(\theta)\sinh(r) & \cosh(r) + \cos(\theta)\sinh(r) \end{pmatrix} \]  \hfill (118)

For \( \theta = 0, \) i.e., for a real squeezing parameter, we have

\[ M_s(r, 0) = \begin{pmatrix} \exp(-r) & 0 \\ 0 & \exp(r) \end{pmatrix}. \]  \hfill (119)

\subsection*{B. Multi-mode squeezed vacuum model}

We are interested to multi-mode systems, so we consider a \( n \)-body state, and apply the squeezing operator
FIG. 15. A squeezed coherent state obtained by pullback with a single mode squeezing layer from the vacuum.

to one mode. The single-mode squeezing operator is obtained by a linear gate with \( d' = 0 \) and \( M \) given by Eq. (118) for the mode to be squeezed denoted by an index \( n_{\text{squeezed}} \) in the range 0 to \( n - 1 \) (see Fig. 15). For example, for \( n = 4 \), and \( n_{\text{squeezed}} = 0 \), we have

\[
M = \begin{pmatrix}
M_{s_{11}} & M_{s_{12}} & 0 & 0 & 0 & 0 & 0 & 0 \\
M_{s_{21}} & M_{s_{22}} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}.
\] (120)

Seemingly for \( n = 4 \), \( n_{\text{squeezed}} = 2 \)

\[
M = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}.
\] (121)

C. Squeezed coherent states

The squeezed operator is represented by a linear gate, we can cascade with other layers, such as the Glauber displacement layer. Figure 16a shows a model to generate a squeezed coherent state from the squeezed vacuum by a displacement layer.

The squeezed coherent states \( |\alpha, \zeta\rangle \) are built by applying the displacement operator \( \hat{D}(\alpha) \) to a squeezed vacuum \( \hat{S}(\zeta)|0\rangle \), where \( \zeta = r e^{i\theta} \) is the complex squeezing parameter, that is

\[
|\alpha, \zeta\rangle = \hat{D}(\alpha)\hat{S}(\zeta)|0\rangle.
\] (122)

The resulting state has \( \langle \hat{a} \rangle = \alpha \), and it is squeezed.

D. Squeezing the displaced vacuum

A different squeezed coherent state is obtained by squeezing a coherent state. We first pullback a displacement layer from the vacuum to create the coherent state, and then pullback a squeezing layer, as shown in Fig. 16b. This corresponds to the following equation Eq. (123)

\[
|\alpha \cosh(r) - \alpha^* e^{i\theta} \sinh(r), \zeta\rangle = \hat{S}(\zeta)\hat{D}(\alpha)|0\rangle
\] (123)

The result is a squeezed coherent state with the same eigenvalues for the covariance matrix as above, but the mean value of the displacement is changed \[47\], i.e.,

\[
\langle \hat{a} \rangle = \alpha \cosh(r) - \alpha^* e^{i\theta} \sinh(r).
\] (124)

X. COMPUTING THE HAMILTONIAN

In this manuscript, we are interested in the state of a many-body Hamiltonians, which correspond to classical solitons. We consider the Hamiltonian

\[
\hat{H} = -\sum_j \left[ \hat{\psi}_j^\dagger \hat{\psi}_{j+1} + \hat{\psi}_j^\dagger \hat{\psi}_{j-1} \right] + \frac{\gamma}{2} \hat{\psi}_j^\dagger \hat{\psi}_{j+1} \hat{\psi}_j \hat{\psi}_j = \hat{K} + \hat{V},
\] (125)

with the potential energy

\[
\hat{V} = \frac{\gamma}{2} \sum_j \left( \hat{n}_j^2 - \hat{n}_j \right)
\] (126)

being \( \hat{n}_j = \hat{\psi}_j^\dagger \hat{\psi}_j \), and the kinetic energy

\[
\hat{K} = \sum_{ij} \omega_{ij} \hat{\psi}_i^\dagger \hat{\psi}_j,
\] (127)

being \( \omega_{ij} = -\delta_{i,j-1} - \delta_{i,j+1} \) with \( i, j \) in \( 0, n - 1 \) and with homogeneous boundary conditions, \( \omega_{n-1} = \omega_{n-1,n} = 0 \).

Starting from the vacuum state, one can build the NN model of an arbitrary state by multiple pullbacks. We compute the mean value of observable quantities as \( \hat{K} \) and \( \hat{V} \) as derivatives of \( \chi \) at \( x = 0 \). We have in symmetric ordering \[47\]

\[
\langle \hat{K} \rangle = \sum_{jk} \omega_{jk} \left[ \frac{\partial^2}{\partial \alpha_j \partial (-\alpha_k)} \chi(\alpha) - \frac{\delta_{jk}}{2} \chi \right] \bigg|_{\alpha = 0}
\] (128)
where $\alpha = (\alpha_0 \ldots \alpha_{n-1}, \alpha'_0 \ldots \alpha'_{n-1})$, and $\sqrt{2}\alpha_j = x_j + x_{j+1}$, and for the interaction term

$$
(\hat{V}) = \frac{g}{2} \sum j \left( \frac{\partial^4 \chi}{\partial \alpha_j^2 \partial(-\alpha_j^2)} - 2 \frac{\partial^2 \chi}{\partial \alpha_j \partial(-\alpha_j^2)} + \chi \right)_{\alpha=0}.
$$

These quantities can be computed by using automatic differentiation on the NN model. Specifically,

$$
\langle \hat{K} \rangle = -\frac{1}{2} \sum_{mn} \left( \frac{\partial^2 \chi}{\partial q_m \partial q_n} + \frac{\partial^2 \chi}{\partial p_m \partial p_n} + \chi \right) \omega^R_{mn} + \frac{\partial^2 \chi}{\partial q_m \partial p_n} \omega^I_{mn} \bigg|_{\alpha=0}
$$

(129)

where

$$
\omega_{mn} = \omega^R_{mn} + i \omega^I_{mn},
$$

(130)

(131)

$q_j = x_{2j}$ and $p_j = x_{2j+1}$ with $j = 0, 1, \ldots, N/2 - 1$.

For the potential energy,

$$
\langle \hat{V} \rangle = \sum_{nm} V_{nm} \langle \hat{a}^+_n \hat{a}^+_m \hat{a}_n \hat{a}_m \rangle ,
$$

(132)

being, for a local interaction,

$$
V_{nm} = \frac{1}{2} \delta_{nm}.
$$

(133)

For a mode with index $j = 0, 1, \ldots, n - 1$, the normal ordering product is

$$
\langle \hat{n}_j^2 \rangle = \langle \hat{a}^+_j \hat{a}^+_j \hat{a}_j \hat{a}_j \rangle = \langle \hat{a}^+_j \hat{a}^+_j \hat{a}_j \hat{a}_j \rangle + \langle \hat{a}^+_j \hat{a}_j \rangle .
$$

(134)

where we used $[a_j, \hat{a}_j^+] = \hat{a}_j \hat{a}_j^+ - \hat{a}_j^+ \hat{a}_j = 1$.

We have

$$
\langle \hat{a}_j \hat{a}_j^+ \rangle = \langle \hat{n}_j \rangle = -\frac{\partial^2 \chi}{\partial z^2_j} \bigg|_{x=0} = -\frac{1}{2} \left( \frac{\partial^2 q_j}{\partial z^2_j} + \frac{\partial^2 p_j}{\partial z^2_j} \right) \chi \bigg|_{x=0} = -\frac{1}{2} .
$$

(135)

and

$$
\langle \hat{a}^+_j \hat{a}^+_j \hat{a}_j \hat{a}_j \rangle = \left( \frac{\partial}{\partial z_j} \right)^2 \left( -\frac{\partial}{\partial z_j} \right)^2 \chi \bigg|_{x=0} = -2 \left( \frac{\partial}{\partial z_j} \right)^2 \chi \bigg|_{x=0} + \frac{1}{2} .
$$

(136)

Eq. (136) can be expressed in terms of the derivatives w.r.t. $q_j$ and $p_j$ as follows

$$
\langle \hat{a}^+_j \hat{a}^+_j \hat{a}_j \hat{a}_j \rangle = \frac{1}{4} \left( \frac{\partial^2 q_j}{\partial z^2_j} + \frac{\partial^2 p_j}{\partial z^2_j} \right) \chi \bigg|_{x=0} + \frac{1}{2} .
$$

(137)

where, as above, $q_j = x_{2j}$ and $p_j = x_{2j+1}$ with $j = 0, 1, \ldots, N/2 - 1$.

The real part $\chi_R$ enters in Eq. (137) as $\langle \hat{n}_j^2 \rangle$ in Eq. (131) is real valued.

In general, we need to evaluate the fourth order derivatives $\frac{\partial^4 \chi}{\partial x_j \partial x_k \partial x_l \partial x_m}$, at $x = 0$. The computation of the fourth order derivatives may be demanding as it grows with $N^4$. For the specific case of Gaussian states, it can be simplified as the fourth order derivatives can be expressed in terms of the covariance matrix $g$.

We have by direct derivation of Eq. (1)

$$
\frac{\partial^4 \chi}{\partial x_j \partial x_k \partial x_l \partial x_m} \bigg|_{x=0} = \frac{3}{4} g_{qq}^2 + 3 g_{qq} d_q^2 + d_q^4 .
$$

(138)

When considering the diagonal terms we have (no implicit sum is present in the following equation)

$$
\frac{\partial^4 \chi}{\partial x^2_j \partial x^2_p} \bigg|_{x=0} = \frac{1}{4} g_{qq}^2 + \frac{1}{2} g_{pp}^2 + \frac{1}{2} g_{qq} d_q^2 + 2 g_{pp} d_p^2 + g_{pp}^2 d_q^2 + d_p^2 d_q^2 .
$$

(139)

(140)

Hence, for Gaussian states, we do not need to evaluate explicitly the fourth order derivatives, but we can combine the components of $g$ and $d$. For the second derivatives we have

$$
\frac{\partial^2 \chi_R}{\partial x_m \partial x_n} \bigg|_{x=0} = -\frac{1}{2} g_{mn} - d_m d_n ,
$$

(141)

$$
\frac{\partial^2 \chi_I}{\partial x_m \partial x_n} \bigg|_{x=0} = 0 .
$$

XI. QUANTUM SOLITON VARIATIONAL ANSatz

Figure 1 shows the quantum processor to synthesize quantum lattice solitons in a discrete array with $n$ sites. The circuit is composed by $n$ squeezers with complex squeezing parameters $\zeta_j$, and displacement operators with complex displacements $\delta_j$, being $j = 0, 1, \ldots, n - 1$ hereafter. A unitary interferometer $U$ mixes the modes before entering the waveguide array. The quantum processor is represented as a NN in the phase space. All the
parameters of the squeezers, displacements, and interferometers are trainable and initialized as random variables. We refer to the state generated by the quantum circuit as the quantum soliton variational ansatz (QSVA). We build the NN model of an arbitrary state by multiple pullbacks from the vacuum. Figure 17b shows the NN model for the QSVA in Fig. 17a.

We obtain the mean values of $\{N\}$ and $\{\hat{N}\}$ as derivatives of $\chi$. As described above, for a Gaussian state, derivatives are obtained algebraically by $g$ and $d$, which speeds up training by conventional steepest descent. We use as cost function $\exp(\langle H \rangle/n)$, $(\langle H \rangle < 0$ at a minimum). As additional cost function, we use $(\langle N \rangle - N_T)^2$, to constraint the target mean boson number as $\langle N \rangle = N_T$.

The first challenge is training the variational quantum circuit to generate single quantum solitons. The simplest soliton is localized in one of the sites (as $\gamma < 0$). We want to understand if the trained QSVA can approximate a quantum version of the single soliton, such that one can use quantum processors to generate quantum solitons and investigate their physics.

We find that the NN furnishes quantum solitons with lower energy than the classical solution so that the quantum solitons form a larger class of nonlinear waves. Starting from randomly generated weights, the soliton is found after training the NN model which minimizes the cost function, and $\langle \hat{H} \rangle$ at fixed $\langle \hat{N} \rangle = N_T$.

We first consider small interaction strength $|\gamma|$, at which we expected delocalized solutions. We show in Fig. 18, the displacements $|\langle \psi_j \rangle|^2 = (d^2_{j2} + d^2_{j2+1})/2$ after the training. In Fig. 18, we show the mean boson number $|\langle \hat{n}_j \rangle|$, for $N_T = 10$ and $\gamma = -0.01$ after thousands of epochs; the profile is delocalized. Strong localization is obtained for $N_T = 10$ and $\gamma = -1$ as in Fig. 18b,c.

In figure 19 we report $\langle \hat{H} \rangle$ when varying the number of training epochs for $N_T = 10$. The algorithm converges after some thousands of epochs, and explores different solutions. Figure 19 showed the training when $\gamma = -0.01$: the NN converges to the delocalized state in Fig. 18a,b. To compare with analytical estimates, we consider the continuum limit and a non-squeezed coherent state with a sinusoidal profile. The value of the Hamiltonian $\langle \hat{H} \rangle \approx -2N_T$ (dashed line in Fig. 19a). Figure 19 shows the strong interaction case $\gamma = -1$. During the training the systems settles in two plateaus corresponding to $\langle \hat{H} \rangle \approx -50$ and $\langle \hat{H} \rangle \approx -155$. These values are understood in terms of approximate solutions, in which $\langle \psi_j \rangle_A = 0$, with $A = \lfloor \frac{N_T}{2} \rfloor + 1$, where the soliton is localized. If we consider the many-body state $|\alpha\rangle = \hat{D}_A(\alpha)|\text{vac}\rangle$ with $\alpha_i = \delta_{iA}\alpha$, we have

$$\langle \hat{H} \rangle \approx \frac{\gamma}{2} \left( \sum_i |\hat{n}_i|^2 \right) - \langle |\hat{n}_i| \rangle = \frac{\gamma}{2} \sum_i |\alpha_i|^4 = \frac{\gamma}{2} |\alpha|^4$$

(142)

One has $\langle \hat{N} \rangle = |\alpha|^2 = N_T$ and $\langle \hat{H} \rangle = \frac{\gamma}{2} N_T^2$, which gives $\langle \hat{H} \rangle \approx -50$ (first plateau in Fig. 19a, dashed line). The difference due to the neglected $\langle \hat{K} \rangle$.

The lowest energy solution occurs at a larger number of epochs (Fig. 19a). The plateau can be estimated by considering a squeezed coherent state $|\alpha, \zeta\rangle = \hat{D}_A(\alpha)\hat{S}_A(\zeta)|\text{vac}\rangle$ where $\hat{S}_A$ is the squeezing operator at $j = A$ with $\zeta = re^{\theta}$. For $|\alpha, \zeta\rangle$ one has

$$\langle \hat{N} \rangle = \sinh(r)^2 + |\alpha|^2 = N_T$$

$$\langle \hat{H} \rangle = \frac{5}{8} - 2|\alpha|^2 + |\alpha|^4 + (-1 + 2|\alpha|^2) \cosh(2r) + \frac{3}{8} \cosh(4r) - |\alpha|^2 \cos(2\phi - \theta) \sinh(2r),$$

(143)

with minimum $\langle \hat{H} \rangle \approx -155$ ($N_T = 10$, red dashed line).

### XII. ENTANGLED SOLITONS

Having evidence that the ground state is not the classical solution, we are interested to understand if other non-classical features are present. We consider precisely the degree of entanglement.

Entanglement in Gaussian states is estimated by the logarithmic negativity $\text{neg}(\rho) = \frac{1}{2} \log_2 \text{det}(\rho_{12}^{-1})$. We partition the system in the soliton site, “Alice” $A$ at $A = \lfloor \frac{N_T}{2} \rfloor + 1$, and the sites with $j \neq A$, “Bob”.

We retrieve the covariance matrix $g$ from the trained NN model, and its partial transpose $\tilde{g}$, obtained by multiplying by $-1$ the elements of Alice momenta $\hat{p}_A$. The symplectic eigenvalues $\bar{c}_0, \bar{c}_1, \ldots, \bar{c}_{N-1}$ are modules of the eigenvalues of $J^T g/2$, and logarithmic negativity is

$$E_N = -\sum_{j=0}^{n-1} \log_2 \min\{1, 2\bar{c}_j\}.$$  

(144)

Figure 19 shows the $E_N$ for $\gamma = -0.01$ during the training. Despite initially the system explores randomly generated entangled solution, the asymptotic state is a coherent state, with vanishing entanglement (dashed line) as expected for a negligible interaction.

Figure 19 shows $E_N$ for $\gamma = -1$. The local minimum of $\langle \hat{H} \rangle$, the coherent state, has a smaller entanglement than the squeezed ground state at epoch $3 \times 10^4$. Nevertheless, the asymptotic value of $E_N$ is negligible if compared with the bounded solitons considered in the following.

Given the non-classical features in the single-soliton ground state, we study the broader family of multiple solitons. We expect that strong nonlinear localization in different channels increases the degree of entanglement. We study two-soliton bound states $|\alpha\rangle$, which can be approximated by training the network by proper loss functions. We fix the location of two sites, denoted $A$ and $B = A + \Delta$, and we introduce as cost function $\exp(-\langle \hat{n}_A \rangle)$ to maximize the bosons at $A$ and $\exp(-\langle \hat{n}_A - \hat{n}_B \rangle)$ to generate a solution with the same boson number in $B$.

Figure 20 shows the coupled solitons for different peak positions ($N_T = 40$). At variance with the single soliton in Fig. 18 the boson number is not vanishing in all the
sites, but $|\langle \psi_j |^2$ is not negligible only at the solitons, outlining the onset of squeezed nonlocal states.

The bound solitons are entangled. If we consider a bipartite system composed by the site in $A$ and the rest of the array, $E_N$ depends on the distance $\Delta$ between the two solitons (Fig. 20). The logarithmic negativity depends on the number of total bosons $N_T$: Figure 20b shows $E_N$ versus $N_T$ for various $\Delta$. The entanglement is small and comparable with the single soliton for case $N_T < 10$, and growing when $N_T > 10$.

**XIII. BOSON SAMPLING**

As we show in the following the entanglement is connected to correlated particles in different output channels. We compute the probability $Pr(\bar{n})$ of finding $\bar{n}_0$ bosons in mode 0, $\bar{n}_1$ in mode 1, and so forth, where $\bar{n} = (\bar{n}_0, \bar{n}_1, \ldots, \bar{n}_{n-1})$ is a given particle pattern. Letting $\rho$ the density matrix, one has $Pr(\bar{n}) = \text{Tr}[\rho|\bar{n}\rangle\langle\bar{n}|]$, with $|\bar{n}\rangle\langle\bar{n}| = \otimes_j |\bar{n}_j\rangle\langle\bar{n}_j|$. Correspondingly $Q_\rho = \frac{\pi^n}{n!} |\alpha|^2 |Q_\rho(\alpha)|$. The Q-representation of the density matrix $|Q_\rho(\alpha)|$ is in $|47, 53|$. We obtain $Pr(\bar{n})$ as in $|54|$. We consider an event with $\bar{n}_T$ particles in two sites $A$ and $B$. Specifically, the events such that (i) $\bar{n}_A = \bar{n}_B = n_T/2$ for $A \neq B$, or (ii) $\bar{n}_A = \bar{n}_B = \bar{n}_T$ when $A = B$, and $\bar{n}_j = 0$ elsewhere. For $n_T = 2$ this corresponds to observing a pair of particles in a single site, or two particles in two distinct sites.

Figure 20c shows the probability for $\bar{n}_T = 2$ varying $A$ and $B$ when $N_T = 10$. Such a probability is different from zero only when $A$ or $B$ are at a soliton position.
FIG. 18. (a,b) Ground state for $N_T = 10$ and $\gamma = -0.01$: (a) displacement $|\langle \hat{\psi}_j \rangle|^2$; (b) mean boson number $\langle \hat{n}_j \rangle$; (c,d) as in (a,b) with $N_T = 10$ and $\gamma = -1$ ($n = 17$).

(A = 2 and $B = 7$ in Fig. 20c). When $A = B$ (yellow bar) we have the probability of observing the two particles in one single soliton. When $A$ and $B$ corresponds to the sites of the two solitons (green bar), we have the probability of observing a couple of particles in the two soliton sites. For all other patterns with $\bar{n}_T = 2$ there is a negligible probability of observing a pair. Hence, pairs of particles appear either in a single soliton, or entangled in the two solitons. When $\bar{n}_T = 4$ we have non-vanishing probability of observing either 4 bosons in a soliton, or two entangled pairs in the two solitons (Fig. 20d). Particles are hence observed simultaneously only when they are monitored at the two localized solitons, demonstrating quantum correlation and the nonlocality.

XIV. CONCLUSION

Discrete waveguide arrays became popular for the quantum advantage in linear boson sampling. One can argue about the role of nonlinearity, which—classically—supports discrete self-localized solitons.

For unveiling quantum effects in discrete solitons, we adopted quantum machine learning. Variational quantum circuits enable the theoretical investigation of quantum nonlinear waves and their bound states. Also, their physical realization as tunable quantum processors opens to new experiments on non-perturbative nonlinear regimes.

We considered Gaussian states as they are expected to conform to experimental observations at high intensities, and also allowed us to rigorously obtain the degree of entanglement. Furthermore, the neural network formulation is compatible with the Gaussian boson sampling protocol in the presence of nonlinearity.
We found that solitonic states alter the observation of multi-particle events. Entangled pairs emerge from self-localized bounded solitons, which can be synthesized by trained quantum circuits.

Quantum machine learning and quantum variational algorithms open new possibilities for the physics and the applications of quantum nonlinear waves. The methodology can be extended beyond Gaussian states, and generalized to continuous systems and multidimensional arrays with arbitrary networks.
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APPENDIX: GRAPH AND PARAMETERS OF THE MODEL

Figure 21 shows a graphical representation of the graph of the model. We optimize the model in order to minimize the Hamiltonian, the resulting parameters give the circuit that produce a state with the minimum value of energy. The trainable parameters in the model, i.e., those corresponding to the $n$ displacement layers (each layer with 1 complex parameter), the $n$ squeezing layers (each layer with 1 complex parameter), and the unitary matrix representing the trainable interferometer (with $N^2/4$ independent parameters). Thus the model has $N^2/4 + N$ independent variables. Training is done by the Adam algorithm (TensorFlow v2.7.0). Gaussian boson sampling from the trained model is done following [54].
FIG. 20. (a) Boson distribution and mean displacement (right axis) for two representative bound-soliton solutions with $N_T = 40$ and $\gamma = -1.0$; (b) logarithmic negativity versus the boson number $N_T$ for different $\Delta$; (c) probabilities for events containing $\bar{n}_T = 2$ particles in two varying sites $A$ and $B$ and $N_T = 10$; (d) as in (c) with 2 particles per site ($\bar{n}_T = 4$). The probability is not vanishing only when the particles are at the soliton sites, denoting the generation of entangled pairs ($n = 10$).
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