ABSTRACT

Operator learning techniques have recently emerged as a powerful tool for learning maps between infinite-dimensional Banach spaces. Trained under appropriate constraints, they can also be effective in learning the solution operator of partial differential equations (PDEs) in an entirely self-supervised manner. In this work we analyze the training dynamics of deep operator networks (DeepONets) through the lens of Neural Tangent Kernel (NTK) theory, and reveal a bias that favors the approximation of functions with larger magnitudes. To correct this bias we propose to adaptively re-weight the importance of each training example, and demonstrate how this procedure can effectively balance the magnitude of back-propagated gradients during training via gradient descent. We also propose a novel network architecture that is more resilient to vanishing gradient pathologies. Taken together, our developments provide new insights into the training of DeepONets and consistently improve their predictive accuracy by a factor of 10-50x, demonstrated in the challenging setting of learning PDE solution operators in the absence of paired input-output observations. All code and data accompanying this manuscript will be made publicly available at https://github.com/PredictiveIntelligenceLab/ImprovedDeepONets.
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1 Introduction

Motivation: Operator learning techniques have recently attracted significant attention thanks to their effectiveness and favorable complexity in approximating maps between infinite-dimensional Banach spaces [1, 2, 3]. Techniques such as deep operator networks (DeepONets) [4], the family of neural operator methods [5], and operator-valued kernel methods [6, 7] have demonstrated promise in building fast surrogate models for emulating complex physical processes, opening new avenues for sampling, inference and uncertainty quantification in very high-dimensional parameter spaces. More recently, Wang et al. [8, 9] introduced physics-informed DeepONets; a self-supervised framework for learning the solution operator of parametric partial differential equations (PDEs), even in the absence of labelled training data. These new approaches allow deep neural networks to seamlessly generalize across different scenarios (e.g. initial/boundary
conditions, random inputs, different geometries, etc.), making it easier to model complex physical and engineering systems, and to do so orders of magnitude faster.

**Open challenges and related work:** Network initialization and data normalization are known to be extremely important factors in facilitating the effectiveness of deep neural networks. Effective heuristics such as the Glorot and He initialization schemes [10, 11], batch and weight normalization [12, 13], and data standardization [14] have been become standard practice in training neural networks for supervised learning tasks in finite-dimensional vector spaces. The main goal of such techniques is to reduce inter-dependencies between examples in the training data-set, ultimately leading to more efficient back-propagation and faster convergence of the training loss under gradient descent. However, it is still unclear whether such techniques can be effective or need to be revised in the context of learning operators in infinite-dimensional function spaces. For instance, Di Leoni et al. [15] observed that DeepONets are biased towards approximating target functions with larger magnitudes, and proposed to address this by using the $L^2$ norm of each output function to normalize the training data. A similar approach was adopted by Li et al. [16], where the relative $L^2$ norm was used as a training objective, instead of the commonly used mean square error. Although the authors do not discuss the motivation behind this choice, here we conjecture that it serves the exact same purpose: mitigate unbalanced gradients during back-propagation that bias the model towards approximating target functions with larger magnitudes. Here we must notice that, while it is evident that such heuristics are crucial, they may not always be applicable and effective in practice. For instance, if only sparse measurements of the target functions are available one cannot accurately estimate their norm and employ the aforementioned normalization. Moreover, in a semi-supervised or self-supervised setting (as is the case for physics-informed DeepONets [8, 9]), the training data-set may contain no measurements of the target functions at all. Therefore, there is a pressing need to develop a deeper mathematical understanding of the training dynamics of deep operator networks, and use it to guide the development of new effective and robust architectures and training algorithms.

**Contributions of this work:** Motivated by prior work on physics-informed neural networks [17, 18, 19, 20], in this work we employ Neural Tangent Kernel (NTK) theory [21, 22, 23] to investigate the training dynamics of DeepONets and physics-informed DeepONets. Our analysis provides theoretical insight on the magnitude bias of DeepONets observed by Di Leoni et al. [15], and provides a principled framework for re-weighting the importance of each training example, even in the absence of any measurements for the target output functions. This results into an adaptive learning rate annealing scheme that can continuously interpolate between balancing the magnitude of back-propagated gradients during training and balancing the convergence rate of the training loss associated with each individual example. Motivated by these findings, we also put forth a novel DeepONet architecture that is more resilient to vanishing gradient pathologies and is demonstrated to outperform conventional DeepONet for all benchmarks considered in this work. Taken together, the proposed developments introduce a 10-50x improvement in the predictive accuracy of DeepONets, which is demonstrated in the challenging setting of learning PDE solution operators in an entirely self-supervised manner (i.e. in the absence of any paired input-output observations). The computational infrastructure developed in this work can have a broad technical impact in enhancing the performance of DeepONets and physics-informed DeepONets in emulating PDE systems, paving a new way to accelerating scientific modeling of complex non-linear, non-equilibrium processes in science and engineering.

**Structure of this paper:** In section 2, we provide an overview of the Neural Tangent Kernel (NTK) theory following the original formulation of Jacot et al. [21], the DeepONet architecture [4], and the physics-informed DeepONet framework [8]. Section 3.1 introduces a simple benchmark problem that will guide our analysis and highlight the bias of DeepONets towards learning output functions with a larger magnitude. To address this issue, in section 3.2 we analyze the training dynamics of physics-informed DeepONets through the lens of NTK theory. Based on it, we propose an NTK-guided weighting scheme along with a novel DeepONet architecture in sections 3.3-3.4. To validate the effectiveness the proposed techniques, in section 4 we present a series of comprehensive numerical studies across a range of representative benchmarks for which conventional physics-informed DeepONets struggle. Finally, section 5 concludes with a discussion of our main findings, potential pitfalls, and shortcomings, as well as future research directions emanating from this study.

**2 Preliminaries**

**2.1 The Neural Tangent Kernel (NTK) of a fully-connected neural network**

The Neural Tangent Kernel (NTK) is a recently proposed theoretical framework for establishing provable convergence and generalization guarantees for wide (over-parametrized) neural networks [21, 22, 23]. In this section, we will present a brief introduction to NTK theory and its connection to spectral bias [24, 25, 26] in the context of training multi-layer
where \( \theta = \{ W^{(k)}, b^{(k)} \}_{k=1}^{L+1} \) denotes all trainable parameters of the network, with all weights and biases initialized by sampling a Gaussian distribution \( \mathcal{N}(0, 1) \). Now we can define the NTK as

\[
k_\theta(x, x') = \left( \frac{df(x, \theta)}{d\theta}, \frac{df(x', \theta)}{d\theta} \right).
\]

The seminal work of Jacot et al. [21] shows that the NTK converges to a deterministic kernel under the infinite width limit and training via gradient descent with an infinitesimally small learning rate. As a consequence the training dynamics of a sufficiently wide MLP network behave like a linearized model governed by the NTK.

Now consider a set of training data \( \{ X_{\text{train}}, y_{\text{train}} \} \) with \( X_{\text{train}} = (x_i)_{i=1}^{N}, Y_{\text{train}} = (y_i)_{i=1}^{N} \), and the \( \ell^2 \) regression loss \( \mathcal{L}(\theta) = \frac{1}{N} \sum_{i=1}^{N} | f(x_i, \theta) - y_i |^2 \). Under the asymptotic conditions stated in Lee et al. [27], one may derive

\[
\frac{df(X_{\text{train}}, \theta(t))}{dt} \approx -K \cdot (f(X_{\text{train}}, \theta(t)) - Y_{\text{train}}),
\]

where \( \theta \) denotes the parameters of the network at gradient descent iteration \( t \) and \( f(X_{\text{train}}, \theta(t)) = \left( f(x_i, \theta(t))_{i=1}^{N} \right) \) is a vector in \( \mathbb{R}^N \). Besides, \( K \in \mathbb{R}^{N \times N} \) is the NTK matrix whose entries are defined by

\[
K_{ij} = k_\theta(x_i, x_j) = \left\langle \frac{df(x_i, \theta)}{d\theta}, \frac{df(x_j, \theta)}{d\theta} \right\rangle, \quad \text{for } i, j = 1, 2, \ldots, N.
\]

One can then obtain that

\[
f(X_{\text{train}}, \theta(t)) \approx e^{-Kt} f(X_{\text{train}}, \theta(0)) + (I - e^{-Kt}) \cdot Y_{\text{train}}.
\]

From the NTK definition, it is easy to see that \( K \) is positive semi-definite. Therefore, there exists an orthogonal matrix \( Q = [q_1, q_2, \ldots, q_N] \) such that \( K = QAQ^T \), where \( A \) is a diagonal matrix with diagonal entries \( \lambda_i \) being the eigenvalue corresponding to the eigenvector \( q_i \). Note that \( e^{-Kt} = Qe^{-A t}Q^T \), yielding

\[
Q^T (f(X_{\text{train}}, \theta(t)) - Y_{\text{train}}) \approx e^{-A t} Q^T (f(X_{\text{train}}, \theta(0)) - Y_{\text{train}}).
\]

Therefore,

\[
\begin{bmatrix}
q_1^T \\
q_2^T \\
\vdots \\
q_N^T
\end{bmatrix}
(f(X_{\text{train}}, \theta(t)) - Y_{\text{train}}) \approx
\begin{bmatrix}
e^{-\lambda_1 t} \\
e^{-\lambda_2 t} \\
\vdots \\
e^{-\lambda_N t}
\end{bmatrix}
\begin{bmatrix}
q_1^T \\
q_2^T \\
\vdots \\
q_N^T
\end{bmatrix}
(f(X_{\text{train}}, \theta(0)) - Y_{\text{train}}).
\]

The above equation reveals that the \( i \)-th term of the left-hand side will converge to \( 0 \) at the speed of \( e^{-\lambda_i t} \) if \( \lambda_i > 0 \). In other words, the eigenvalues of the NTK characterize the convergence rate of the total training error. We remark that this conclusion holds for any network architecture in the NTK regime [18, 28].

### 2.2 DeepONets and Physics-informed DeepONets

Deep operator networks (DeepONets) [4] are a specialized deep learning architecture that aims to learn abstract nonlinear operators between infinite-dimensional function spaces. This network architecture is inspired and validated by the rigorous universal approximation theorem for operators [29, 4]. Now we present a brief overview of DeepONets in the setting of learning the solution operator of parametric partial differential equations (PDEs) [8]. Let \((\mathcal{U}, \mathcal{V}, S)\) be a triplet of abstract function spaces and \( \mathcal{N} : \mathcal{U} \times S \to \mathcal{V} \) be a linear or nonlinear differential operator. We consider general parametric PDEs of the form

\[
\mathcal{N}(u, s) = 0,
\]
subject to boundary conditions

\[ B(u, s) = 0, \quad (2.11) \]

where \( u \in \mathcal{U} \) denotes the parameters (i.e. input functions), and \( s \in \mathcal{S} \) denotes an unknown latent function that is governed by the PDE system in equation 2.10. Moreover, \( B[\cdot] \) denotes a boundary conditions operator that enforces any Dirichlet, Neumann, Robin, or periodic boundary conditions. For time-dependent problems, we consider time \( t \) as an extra component of \( x \), and \( \Omega \) is extended to contain the temporal domain. In that case, initial conditions can be simply treated as a special type of boundary condition defined in the joint spatio-temporal domain. Assume that, for any \( u \in \mathcal{U} \), there exists an unique solution \( s = s(u) \in \mathcal{U} \) to equation (2.10), subject to appropriate initial and boundary conditions. Then, one can define the PDE solution operator \( G : \mathcal{U} \rightarrow \mathcal{S} \) as

\[ G(u) = s(u). \quad (2.12) \]

Now we can proceed by representing the solution map with a DeepONet \( G_{\theta} \), where \( \theta \) denotes all trainable parameters of the DeepONet network. As illustrated in Fig 1, the DeepONet is composed of two separate neural networks referred as the “branch” and “trunk” networks, respectively. The branch network takes a function \( u \) as input and returns a features embedding \([b_1, b_2, \ldots, b_q]^T \in \mathbb{R}^q\) as output, where \( u = [u(x_1), u(x_2), \ldots, u(x_m)] \) represents a function \( u \in \mathcal{U} \) evaluated at a collection of fixed locations \([x_i]_{i=1}^m \). The trunk network takes the continuous coordinates \( y \) as inputs, and outputs a features embedding \([t_1, t_2, \ldots, t_q]^T \in \mathbb{R}^q\). The final DeepONet output is obtained by merging the outputs of branch and trunk networks together via an inner product. Mathematically, one can express the DeepONet \( G_{\theta} \) representation of a function \( u \) evaluated at \( y \) as

\[ G_{\theta}(u)(y) = \sum_{k=1}^{q} b_k(u(x_1), u(x_2), \ldots, u(x_m)) t_k(y), \quad (2.13) \]

From this definition, one may note that the output of a DeepONet is a scalar function. However, sometimes we may require a DeepONet to return a vector-valued function. To resolve this issue, Wang et al. [9] modified the original forward pass as follows

\[ G_{\theta}^{(i)}(u)(y) = \sum_{k=q_{i-1}+1}^{q_i} b_k(u(x_1), u(x_2), \ldots, u(x_m)) t_k(y), \quad i = 1, \ldots, n, \quad (2.14) \]

where \( 0 = q_0 < q_1 < \cdots < q_n = q \). This simple modification enables a DeepONet to output an \( n \)-dimensional vector.

Now let us define

\[ L(u, \theta) = \frac{1}{P} \sum_{j=1}^{P} \left| G_{\theta}(u)(y_j) - s(y_j) \right|^2, \quad (2.15) \]

where \( \{s(y_j)\}_{j=1}^{P} \) denotes the associated PDE solution of equation (2.10) evaluated at \( P \) locations \( \{y_j\}_{j=1}^{P} \) in the domain of \( G(u) \). Then a DeepONet model can be trained by minimizing the following loss

\[ L(\theta) = \frac{1}{N} \sum_{i=1}^{N} L(u^{(i)}, \theta), \quad (2.16) \]

where

\[ L(u^{(i)}, \theta) = \frac{1}{P} \sum_{j=1}^{P} \left| G_{\theta}(u^{(i)})(y_j^{(i)}) - s^{(i)}(y_j^{(i)}) \right|^2, \quad (2.17) \]

\[ = \frac{1}{NP} \sum_{i=1}^{N} \sum_{j=1}^{P} \left| G_{\theta}(u^{(i)})(y_j^{(i)}) - s^{(i)}(y_j^{(i)}) \right|^2. \quad (2.18) \]

We remark that that the locations \( y \) may vary for different input samples \( u \).

In follow up work, Wang et al. [8] developed physics-informed DeepONets, which leverages automatic differentiation [30] to constrain the outputs of a DeepONet model to satisfy a given governing PDE. Specifically, a physics-informed DeepONet can be trained by minimizing

\[ L(\theta) = L_{\text{operator}}(\theta) + L_{\text{physics}}(\theta), \quad (2.19) \]
DeepONet

Figure 1: Physics-informed DeepONets: The DeepONet architecture [4] consists of two sub-networks referred as the branch network and the trunk network, which extract latent representations of input functions $u$ and input coordinates $y$ at which the output functions are evaluated, respectively. A continuously differentiable representation of the output functions is then obtained by merging the outputs of each sub-network via a dot product. Automatic differentiation can then be employed to formulate appropriate regularization mechanisms for biasing the DeepONet outputs to satisfy a given system of PDEs.

where $L_{\text{operator}}(\theta)$ can be defined exactly the same as in equation (2.16), which aims to fit available experimental data and numerical estimations. Notice that this enables one to train DeepONet models even if no paired input-output observations are available, except for assuming knowledge of the initial and boundary conditions 2.11. Then one can define

$$L_{\text{operator}}(u, \theta) = 1 \sum_{i=1}^{N} L(u, \theta) = 1 \sum_{i=1}^{N} L(u, \theta)$$

For each input sample $u$, $\{x_j\}^{P}_{j=1}$ and $\{y_j\}^{P}_{j=1}$ denote two sets of points that are randomly sampled from the domain of $u$ and the boundary of $G(u)$, respectively, for imposing boundary conditions. Consequently we can define

$$L_{\text{operator}}(\theta) = 1 \sum_{i=1}^{N} L(u, \theta) = 1 \sum_{i=1}^{N} \sum_{j=1}^{P} |B(u(x_j), G_\theta(u)(y_j))|^2,$$

and

$$L_{\text{physics}}(u, \theta) = 1 \sum_{j=1}^{Q} |N(u(x_{r,j}), G_\theta(u)(y_{r,j}))|^2,$$

where $\{x_{r,j}\}^{Q}_{j=1}$ and $\{y_{r,j}\}^{Q}_{j=1}$ denote two sets of collocation points that are randomly sampled from the domain of $u$ and $G(u)$, respectively, for enforcing the set of parametric PDE constraints described equation (2.10). It also follows that

$$L_{\text{physics}}(\theta) = 1 \sum_{i=1}^{N} L_{\text{physics}}(u, \theta)$$

$$= 1 \sum_{i=1}^{N} \sum_{j=1}^{Q} |N(u(x_{r,j}), G_\theta(u)(y_{r,j}))|^2.$$

As shown in Wang et. al. [8, 9], it is worth pointing out that physics-informed DeepONets are capable of learning the solution operator of parametric PDEs in an entirely self-supervised manner, i.e. without any paired input-output observations.

3 Methods

3.1 Gradients pathologies in DeepONets

Although DeepONets and physics-informed DeepONets have demonstrated a series of promising results in learning nonlinear operators and solving multi-physics problems [4, 31, 15, 8, 9], it is worth noting that the original formulation
may have difficulties in tackling cases with multi-scale input parameters. To this end, poor approximations can arise even in the simplest possible setting. As an pedagogical example, let us consider the following one-dimensional initial value problem

\[
\frac{ds(x)}{dx} = u(x), \quad x \in [0, 1],
\]

\[
s(0) = 0.
\]

Here, our goal is to learn the solution operator \( G \) mapping the forcing term \( u(x) \) to the corresponding solution \( s(x) \) in \([0, 1]\). Indeed, \( G \) is the so-called anti-derivative operator with an explicit expression of

\[
G : u(x) \rightarrow s(x) = s(0) + \int_0^x u(t) dt, \quad x \in [0, 1].
\]

To assess the performance of DeepONets in learning the anti-derivative operator, we generate a training data-set by sampling \( N = 10^4 \) forcing terms \( u \) from a Gaussian random field (GRF) with a fixed length scale \( l = 0.2 \), and a random output scale \( k \in [0.01, 100] \). To balance the training data-set, we set \( k = 10^2 \) where \( \alpha \) is sampled from a uniform distribution \( U(-2, 2) \). The associated ODE solutions \( s \) are obtained by integrating the ODE 3.1 using an explicit Runge-Kutta method (RK45) \([32]\). Input functions \( u \) are represented via point-wise evaluations at a set of \( m = 100 \) fixed sensors \( \{x_i\}_{i=1}^m \) evenly spaced in \([0, 1]\). For each observed pair \((u,s)\), we randomly select \( P = 1 \) observation of \( s(\cdot) \) in \([0, 1]\).

We now proceed by approximating the anti-derivative operator with a DeepONet \( G_\theta \), where the branch and trunk networks are two 3-layer MLP networks with ReLU activation functions and 100 neurons per hidden layer. We train this model by minimizing the loss function of equation 2.16 for \( 4 \times 10^4 \) iterations of gradient descent using the Adam optimizer \([33]\). Figure 2 shows the predicted solutions for representative input samples with different output scales. One may observe that the model prediction corresponding to the large output scale is more accurate than the one corresponding to the small output scale. To further validate this observation, we compute the relative \( L^2 \) errors over \( N = 10^3 \) random input functions sampled from a GRF with a different fixed output scale \( k \) and length scale \( l = 0.2 \). The results are summarized in Table 1. Intuitively, since the DeepONet is trained on a balanced training data-set, one would expect that the trained model is capable of achieving approximately the same predictive accuracy across all input samples. However, this is contradicted with the observed positive correlation between the test error and the output scale \( k \) reported in Table 1.

To investigate the inner mechanism that triggers this interesting behavior, we draw motivation from Wang et. al. \([17]\) and monitor the back-propagated gradients with respect to the network parameters during training. Rather than tracking the gradients of the aggregate loss, we monitor the gradients of each individual term in \( \mathcal{L}(u, \theta) \). In Figure 3, we present a histogram of the gradients \( \nabla_{\theta} \mathcal{L}(u, \theta) \) for three representative input functions \( u \) with different output scales, at the end of training. One key observation is that the gradients corresponding to small output scales are sharply concentrated at the origin and overall attain significantly smaller values than the gradients corresponding to large output scales. In fact, if we take a closer look at the definition of the loss function 2.16, then (for \( P = 1 \)) the corresponding update rule of gradient descent is given by

\[
\frac{d\mathcal{L}}{d\theta} = \frac{1}{N} \sum_{i=1}^N \frac{d\mathcal{L}(u^{(i)}, \theta)}{d\theta} = \frac{2}{N} \sum_{i=1}^N (G_\theta(u^{(i)}(y_j^{(i)}) - s^{(i)}(y_j^{(i)})) \frac{dG_\theta(u^{(i)}(y_j^{(i)}))}{d\theta}.
\]

From this we can deduce that for any input sample \( u \)

\[
||G_\theta(u) - s|| \propto ||\Delta|| \propto ||u||
\]

where \( s(y) = s(0) + \int_0^y u(x) dx \) denotes the associated ODE solution. As a result, the solutions corresponding to large-value input functions yield large changes to the loss function and thus large magnitudes in the corresponding back-propagated gradients during training. For this specific example, it is no surprise that minimizing the mean square error corresponding to large-value input samples dominates the total training process, and, consequently, our trained model is biased towards yielding accurate solutions corresponding to input samples with large output scales. Therefore, it is natural to consider assigning some weight to each term of the loss function to balance the back-propagated gradients, i.e.

\[
\mathcal{L}(\theta) = \frac{1}{N} \sum_{i=1}^N \lambda_i \mathcal{L}(u^{(i)}, \theta)
\]

Here we must point out that this issue has been also noticed by Di Leoni et. al. \([15]\), and the authors used \( \lambda_i = \frac{1}{||u^{(i)}||_\infty} \) as weights to mitigate it. However, this solution is inapplicable to physics-informed DeepONets \([8]\), not only due to
the absence of paired input-output solution measurements, but also because the interplay between the operator loss \( L_{\text{operator}} \) and the physics loss \( L_{\text{physics}} \) is not taken into consideration. As illustrated in [8, 9], the latter generally plays an important role in the loss convergence and the predictive accuracy of a DeepONet model. In the following section, we will propose a novel algorithm that assigns adaptive weights to the loss function via the lens of NTK theory, which is capable of tackling all the observed issues in a unified manner.

### 3.2 NTK analysis of physics-informed DeepONets

In this section, we employ the NTK framework to analyze and understand the training dynamics of physics-informed DeepONets, in the specific context of learning the solution operator for a given parametric PDE system (see equations (2.10) - (2.11) in section 2.2). Without loss of generality, here we will assume \( P = Q = R \) and rewrite the loss function of equation (2.19) by combining all the individual terms in one summation by rearranging notation and indices as

\[
L(\theta) = \frac{2}{N^*} \sum_{k=1}^{N^*} \left| T^{(k)}(u^{(k)}(x_k), G_{\Theta}(u^{(k)}(y_k))) \right|^2
\]  

(3.6)

where \( N^* = 2NR \), and for every \( k \), \( T^{(k)}(\cdot, \cdot) \) can be the identity operator, differential operator \( \mathcal{N}(\cdot, \cdot) \) or the boundary condition \( \mathcal{B}(\cdot, \cdot) \). We will refer to a loss function written in the above equation as a "fully-decoupled" loss. Similarly, we will refer to a loss function written in the form of equation (2.19) as a "partially-decoupled" loss.

Now we generalize the original definition of the NTK to physics-informed DeepONets.

---

**Figure 2:** Anti-derivative operator: Exact solution versus the predicted solution of a trained physics-informed DeepONet for the same input sample with different output scale \( k = 0.01 \) (left) and \( k = 100 \) (right).

**Table 1:** Anti-derivative operator: Mean and standard deviation of the relative \( L^2 \) errors over the test data sampled from a GRF with different output scale \( k \in [10^{-2}, 10^2] \).

| Output scale | \( k = 0.01 \) | \( k = 0.1 \) | \( k = 1 \) | \( k = 10 \) | \( k = 100 \) |
|--------------|---------------|---------------|-------------|-------------|-------------|
| Rel. \( L^2 \) error | 3.29% ± 3.01% | 1.73% ± 1.40% | 1.36% ± 1.09% | 1.27% ± 1.01% | 1.17% ± 0.86% |

**Figure 3:** Anti-derivative operator: Histogram of back-propagated gradients corresponding to the input samples with different output scale \( k \in [10^{-2}, 10^2] \).
Definition 3.1. Given the loss function 3.6, the Neural Tangent Kernel of physics-informed DeepONets (NTK of PI-DeepONets) is a matrix $H(\theta) \in \mathbb{R}^{N^x \times N^x}$ whose entries are defined by

$$H_{ij}(\theta) = \left\langle \frac{dT(i)}{d\theta}(u^{(i)}(x_i), G_\theta(u^{(i)})(y_i)), \frac{dT(j)}{d\theta}(u^{(j)}(x_j), G_\theta(u^{(j)})(y_j)) \right\rangle,$$  \hspace{1cm} (3.7)

for $i, j = 1, 2, \ldots, N^x$.

Lemma 3.2. The NTK of PI-DeepONets $H(\theta)$ has the following properties

(a) $H(\theta)$ is a positive semi-definite matrix.

(b) $\|H(\theta)\|_\infty$ is achieved by some diagonal entry of $H(\theta)$, i.e

$$\|H(\theta)\|_\infty = \max_{1 \leq k \leq N^x} H_{kk}(\theta).$$  \hspace{1cm} (3.8)

Proof. The proof is provided in Appendix D. \hfill \Box

For simplicity, we also introduce the following notation.

Definition 3.3. For the loss function 3.6, we define

(a) $U = \{u^{(k)}\}_{k=1}^{N^x}$, $X = \{x_k\}_{k=1}^{N^x}$, $Y = \{y_k\}_{k=1}^{N^x}$.

(b) $U(X) = \{u^{(k)}(x_k)\}_{k=1}^{N^x}$, $G_\theta(U)(Y) = \{G_\theta(u^{(k)})(y_k)\}_{k=1}^{N^x}$.

(c) $T(U(X), G_\theta(U)(Y)) = \{T^{(k)}(u^{(k)}(x_k), G_\theta(u^{(k)})(y_k))\}_{k=1}^{N^x}$.

(d) $\mathcal{L}^{(k)}(\theta) = \|T^{(k)}(u^{(k)}(x_k), G_\theta(u^{(k)})(y_k))\|^2$, then $\mathcal{L}(\theta) = \frac{2}{N^x} \sum_{k=1}^{N^x} \mathcal{L}^{(k)}(\theta)$.

With these definitions, we can prove the following lemma, which characterizes the training dynamics of physics-informed DeepONets.

Lemma 3.4. Given the loss function 3.6, the physics-informed DeepONet outputs is governed by the following ODE:

$$\frac{dT(U(X), G_{\theta(t)}(U)(Y))}{dt} = -\frac{4}{N^x} H(\theta) \cdot T(U(X), G_{\theta(t)}(U)(Y))$$  \hspace{1cm} (3.9)

where $H \in \mathbb{R}^{N^x \times N^x}$ is the NTK of PI-DeepONets defined in equation 3.7.

Proof. The proof is provided in Appendix E. \hfill \Box

Although the recent work of [34, 35] has empirically observed that the NTK of finite-width MLP networks evolves at a constant slow velocity after a rapid change at the early training stages, the behavior of the NTK of physics-informed DeepONets is unclear during training, and worth of further investigation in the future. Nevertheless, performing a similar analysis as in Section 2.1 we can show that

$$T(U(X), G_{\theta(t)}(U)(Y)) \approx e^{-Ht} T(U(X), G_{\theta(0)}(U)(Y)).$$  \hspace{1cm} (3.10)

Letting $H = QAQ^T$ be an orthogonal decomposition of $H$, where $A$ is a diagonal matrix whose entries are the eigenvalues of $H$, we obtain

$$Q^T T(U(X), G_{\theta(t)}(U)(Y)) \approx e^{-At} Q^T T(U(X), G_{\theta(0)}(U)(Y)).$$  \hspace{1cm} (3.11)

Consequently, the eigenvalues of $H(\theta)$ not only determine the stiffness of the ODE system 3.9, but also characterizes the convergence rate of total training error.
Consider a physics-informed DeepONet \( G_\theta \) with parameters \( \theta \) and the corresponding weighted loss
\[
\mathcal{L}(\theta) = \frac{2}{N^*} \sum_{k=1}^{N^*} \lambda_k \left| T^{(k)}(u^{(k)}(x_k), G_\theta(u^{(k)}(y_k))) \right|^2 ,
\] (3.13)
where all weights \( \{\lambda_k\}_{k=1}^{N^*} \) are initialized to 1. Then, use \( S \) steps of a gradient descent algorithm to update the parameters \( \theta \) as: for \( n = 1, \ldots, S \) do
(a) Compute and update \( \lambda_k \) by
\[
\lambda_k = \left( \frac{\|H(\theta)\|_\infty}{H_{kk}(\theta_n)} \right)^\alpha = \left( \frac{\max_{1 \leq k \leq N^*} H_{kk}(\theta_n)}{H_{kk}(\theta_n)} \right)^\alpha
\] (3.14)
where \( \theta_n \) denotes the DeepONet parameters at \( n \)-th step, and \( H_{kk} \) is the \( k \)-th diagonal entry of the NTK matrix defined in Definition 3.1. Here \( \alpha \in \{0, 1\} \) is a user-defined hyper-parameter that determines the magnitude of each weight.
(b) Update the parameters \( \theta \) via gradient descent
\[
\theta_{n+1} = \theta_n - \eta \nabla_\theta \mathcal{L}(\theta_n)
\] (3.15)
The recommended hyper-parameter values are: \( \alpha = 1 \) or \( \alpha = \frac{1}{2} \).

### 3.3 NTK-guided weights for physics-informed DeepONets

Recall that our goal is to assign appropriate weights to each individual term in the loss function of physics-informed DeepONets to balance the back-propagated gradients, as well as calibrate the convergence rate of each term. To this end, consider a weighted loss
\[
\mathcal{L}(\theta) = \frac{2}{N^*} \sum_{k=1}^{N^*} \lambda_k \mathcal{L}^{(k)}(\theta) = \frac{2}{N^*} \sum_{k=1}^{N^*} \lambda_k \left| T^{(k)}(u^{(k)}(x_k), G_\theta(u^{(k)}(y_k))) \right|^2 .
\] (3.12)

Motivated by Wang et. al. [18], we propose Algorithm 1 to calibrate the interplay between each individual term of the loss function. One may note that Algorithm 1 reduces to training a conventional physics-informed DeepONet when \( \alpha = 0 \). However, in this work we will mainly consider the case of \( \alpha = \frac{1}{2} \), and \( \alpha = 1 \). In the rest of this work, we may refer to the NTK-guided weights with \( \alpha = 1 \) as NTK weights while referring the NTK-guided weights with \( \alpha = \frac{1}{2} \) as moderate NTK weights.

To get a deeper understanding of this algorithm and the role of the hyper-parameter \( \alpha \), let us boldly assume that each individual term of the loss function 3.6 does not affect one another, and is minimized independently via gradient descent. This simplifying assumption enables us to decouple the total loss into individual terms, thus enabling us to analyze their training dynamics separately. For every \( 1 \leq k \leq N^* \), we then obtain
\[
\frac{dT^{(k)}(u^{(k)}(x_k), G_\theta(u^{(k)}(y_k)))}{dt} = -\frac{4\lambda_k}{N^*} \left\| \frac{dT^{(k)}(u^{(k)}(x_k), G_\theta(u^{(k)}(y_k)))}{d\theta} \right\|_2^2 \cdot \left( T^{(k)}(u^{(k)}(x_k), G_\theta(u^{(k)}(y_k))) \right)
\] (3.16)
\[
= -\frac{4}{N^*} \lambda_k H_{kk}(\theta) \cdot \left( T^{(k)}(u^{(k)}(x_k), G_\theta(u^{(k)}(y_k))) \right)
\] (3.17)
This implies that (under our independence assumption) \( \lambda_k H_{kk}(\theta) \) essentially quantifies the convergence rate of every weighted individual loss. Then, taking \( \alpha = 1 \) in equation 3.14 yields
\[
\frac{dT^{(k)}(u^{(k)}(x_k), G_\theta(u^{(k)}(y_k)))}{dt} = -\frac{4}{N^*} \|H(\theta)\|_\infty \cdot \left( T^{(k)}(u^{(k)}(x_k), G_\theta(u^{(k)}(y_k))) \right), \quad 1 \leq k \leq N^*.
\] (3.18)
Consequently, computing the NTK weights by setting \( \alpha = 1 \) enables each individual loss to achieve the same maximum convergence rate \( \|H(\theta)\|_\infty \).

---

**Algorithm 1: NTK-guided weighting scheme for training deep operator networks**

Consider a physics-informed DeepONet \( G_\theta \) with parameters \( \theta \) and the corresponding weighted loss
\[
\mathcal{L}(\theta) = \frac{2}{N^*} \sum_{k=1}^{N^*} \lambda_k \left| T^{(k)}(u^{(k)}(x_k), G_\theta(u^{(k)}(y_k))) \right|^2 ,
\] (3.13)

Next, let us examine the back-propagated gradients of each individual weighted term when applying gradient descent updates. For $k = 1, 2, \ldots, N^*$, we have

$$\left\| \nabla_\theta \lambda_k \mathcal{L}^{(k)}(\theta) \right\|_2 = 2 \frac{\|H(\theta)\|_\infty}{H_{kk}(\theta_n)} \left\| \left( T^{(k)}(u^{(k)}(x_k), G_\theta(u^{(k)})(y_k)) \right) \nabla_\theta T^{(k)}(u^{(k)}(x_k), G_\theta(u^{(k)})(y_k)) \right\|_2$$

$$= 2 \left\| \nabla T^{(k)}(u^{(k)}(x_k), G_\theta(u^{(k)})(y_k)) \right\|_2 \left\| T^{(k)}(u^{(k)}(x_k), G_\theta(u^{(k)})(y_k)) \right\|.$$  

(3.19)

As a result, the NTK weights obtained by setting $\alpha = 1$ tend to penalize the gradients with large magnitude and to amplify the gradients with small magnitude. However, in practice we observe that this update rule sometimes yields extremely large weights, potentially due to the presence of vanishing gradients, which can lead to an unstable training process. In contrast, updating the NTK weights by setting $\alpha = \frac{1}{2}$ gives

$$\left\| \nabla_\theta \lambda_k \mathcal{L}^{(k)}(\theta) \right\|_2 = 2 \sqrt{\frac{\|H(\theta)\|_\infty}{H_{kk}(\theta_n)}} \left\| \left( T^{(k)}(u^{(k)}(x_k), G_\theta(u^{(k)})(y_k)) \right) \nabla_\theta T^{(k)}(u^{(k)}(x_k), G_\theta(u^{(k)})(y_k)) \right\|_2$$

$$= 2 \sqrt{\|H(\theta)\|_\infty} \left\| T^{(k)}(u^{(k)}(x_k), G_\theta(u^{(k)})(y_k)) \right\|.$$  

(3.20)

This implies that NTK weights computed with $\alpha = \frac{1}{2}$ normalize the loss function such that the gradients of each weighted individual loss are of the same magnitude $\sqrt{\|H(\theta)\|_\infty}$.

In summary, Algorithm 1 with $\alpha = 1$ aims to balance the convergence rate derived from the associated gradient flow, while Algorithm 1 with $\alpha = \frac{1}{2}$ aims to balance the back-propagated gradients. Rather than constructing the whole NTK matrix, it is worth emphasizing that the Algorithm 1 only requires one to compute the NTK diagonal entries, which will greatly save computational costs and reduce the total training time in practice.

To compare the performance of different weight schemes mentioned in Section 3.1 - 3.2, let us first revisit the example of learning anti-derivative operator shown in Section 3.1. In all cases we will employ the same DeepONet architecture to represent the solution operator $G$ (see Appendix B for additional details). The DeepONet model can be trained by minimizing the weighted loss function with different weighting schemes under exactly the same hyper-parameter settings (i.e. # of iterations, learning rate, batch size, etc.). The left panel of Figure 4 summarizes the averaged resulting relative $L^2$ prediction errors along with their standard deviation corresponding to input functions with different output scales in the test data-set. Among all weighting schemes, NTK weights with $\alpha = 1$ yields the best predictive accuracy, as well as the smallest standard deviation, which indicates that the trained DeepONet is unbiased towards different output-scale input samples. Moreover, using $\lambda = \frac{1}{\|s\|_\infty}$ as weights slightly mitigates the gradient pathology issue and achieves a similar performance to the original un-weighted loss. To explore the underlying reasons, we investigate the weight distribution of different update rules after training. Particularly, we compute the weights for each input sample $u$ in a random mini-batch and visualize them in a descending order of $\|u\|_2$. As shown in the right panel of Figure 4, all weight distributions are inversely proportional to the magnitude of input samples, which potentially balance the back-propagated gradients of each individual term in the loss function. However, one may note that the weights for $\lambda = \frac{1}{\|s\|_\infty}$ exhibit high variance. This is because of the inaccurate estimate of $\|s\|_\infty$ since only one corresponding observation is provided for each input sample. We believe that such inaccurate estimation of $\|s\|_\infty$ leads to a poor model performance.

3.4 An improved DeepONet architecture

Besides effective training algorithms, the network architecture itself also plays a significant role in deep learning. In this section, we propose a novel DeepONet architecture, which is empirically proved to be uniformly better than the conventional DeepONet architecture of Lu et al. [4]. To demonstrate our motivation, we start with a perspective of deep information propagation [36], which hypothesizes that a necessary condition for a random neural network to be trainable is that information should be able to pass through it in a stable manner. One may notice that the conventional DeepONet architecture merges the latent representations of DeepONet inputs $u$ and $y$ only in the last layer via an inner product. Consequently, the final information fusion may be inefficient if the DeepONet input signals fail to propagate through a deep branch network or trunk network at initialization, leading to an ineffective training process and poor model performance. To design a network architecture that is more resilient to vanishing signals, we draw motivation
The error metric employed throughout all numerical experiments to assess model performance is the relative $L^2$ error of a trained model over all examples 

$\|u\|_2$, respectively. Instead of just merging the propagated information from Wang et al. [17] and modify the forward pass of an L-layer DeepONet as follows

\begin{align}
U &= \phi(W_u u + b_u), \quad V = \phi(W_y y + b_y) \\
H_u^{(1)} &= \phi(W_u^{(1)} u + b_u^{(1)}), \quad H_y^{(1)} = \phi(W_y^{(1)} y + b_y^{(1)}) \\
Z_u^{(l)} &= \phi(W_u^{(l)} H_u^{(l)} + b_u^{(l)}), \quad Z_y^{(l)} = \phi(W_y^{(l)} H_y^{(l)} + b_y^{(l)}), \quad l = 1, 2, \ldots, L - 1 \\
H_u^{(l+1)} &= (1 - Z_u^{(l)}) \circ U + Z_u^{(l)} \circ V, \quad l = 1, 2, \ldots, L - 1 \\
H_y^{(l+1)} &= (1 - Z_y^{(l)}) \circ U + Z_y^{(l)} \circ V, \quad l = 1, 2, \ldots, L - 1 \\
H_u^{(L)} &= \phi(W_u^{(L)} H_u^{(L-1)} + b_u^{(L)}) \\
H_y^{(L)} &= \phi(W_y^{(L)} H_y^{(L-1)} + b_y^{(L)}) \\
G_{\theta}(u)(y) &= \left( H_u^{(L)}, H_y^{(L)} \right),
\end{align}

where $\circ$ denotes point-wise multiplication, $\phi$ denotes a activation function, and $\theta$ represents all trainable parameters of the DeepONet model. In particular, $(W_u^{(l)}, b_u^{(l)}, b_y^{(l+1)}, \ldots, b_y^{(L)})_{l=1}$ are the weights and biases of the branch and trunk networks, respectively.

At first glance, this novel architecture seems to appear a bit complicated. However, notice that the proposed architecture is almost the same as a standard DeepONet model using MLPs as backbone, with the addition of two encoders and a minor modification in the forward pass. As illustrated in Figure 5, we embed the DeepONet inputs $u$ and $y$ into a high-dimensional feature space via two encoders $U, V$, respectively. Instead of just merging the propagated information in the output layer of the branch and trunk networks, we merge the embeddings $U, V$ in each hidden layer of these two sub-networks using a point-wise multiplication (equation (3.26) - (3.27)). Heuristically, this design may not only help input signals propagate through the DeepONet, but also enhance its capability of representing non-linearity due to the extensive use of point-wise multiplications. In section 4, we will demonstrate that this simple modification uniformly leads to more accurate predictions than the original DeepONet architecture across all benchmarks considered in this work.

4 Results

To validate the proposed training algorithms and network architectures, we present a series of comprehensive numerical studies across a range of representative benchmarks for which the conventional physics-informed DeepONets struggle. More specifically, we quantify the predictive accuracy of trained physics-informed DeepONets using the different weighting schemes listed in Table 2, as well as the different DeepONet architectures listed in Table 3.

The error metric employed throughout all numerical experiments to assess model performance is the relative $L^2$ norm. Specifically, the reported test errors correspond to the mean of the relative $L^2$ error of a trained model over all examples
Figure 5: Modified DeepONet architecture: Two encoders are applied to the input samples and the input coordinates, respectively. The embedded features are then inserted into each hidden layer of the branch network and the trunk network using a $*$ operation, which is defined in equation (3.26) - (3.27). The final outputs is obtained by the same way as conventional DeepONets, i.e, merging the outputs of the branch and trunk networks via a dot production.

| Weighting scheme | Notation | Loss form | Update rule |
|------------------|----------|-----------|-------------|
| No weights       | $\lambda = 1$ | Fully-decoupled | $\lambda_k = 1$ |
| Fixed weights    | $\lambda_{bc} = \lambda$ | Partially-decoupled | $\lambda_{bc} = \lambda, \lambda_r = 1$ |
| Data-guided weights | $\lambda = \frac{1}{\|s\|_\infty}$ | Fully-decoupled | $\lambda_k = \frac{1}{\|s^{(i)}\|_\infty}$ |
| NTK-guided weights | $\lambda = \left(\frac{\|H\|_{\text{diag}}}{\|H\|_{\text{diag}}}\right)^\alpha$ | Fully-decoupled | $\lambda_k = \left(\frac{\|H\|_{\text{diag}}}{\|H_{xx}\|}\right)^\alpha$ |

Table 2: Weighting schemes and their associated notation, as considered in the numerical studies presented in this work.

in the test data-set, i.e

$$\text{Test error} := \frac{1}{N} \sum_{i=1}^{N} \frac{\|G_{\theta}(u^{(i)}(y)) - G(u^{(i)}(y))\|_2}{\|G(u^{(i)}(y))\|_2},$$ \hspace{1cm} (4.1)$$

where $N$ denotes the number of examples in the test data-set and $y$ is typically a set of equi-spaced points in the domain of $G(u)$. Here $G_{\theta}(u^{(i)}(\cdot))$ denotes a predicted DeepONet output function, while $G(u^{(i)}(\cdot))$ corresponds to the ground truth target functions.

Throughout all benchmarks we employ hyperbolic tangent activation functions (Tanh) and initialize the DeepONet networks using the Glorot normal scheme [10], unless otherwise stated. All networks are trained via mini-batch stochastic gradient descent using the Adam optimizer [33] with default settings. Particularly, we set the batch size to be 10,000 and use exponential learning rate decay with a decay-rate of 0.9 every 2,000 training iterations. The detailed hyper-parameters and computational cost for all examples are listed in Appendix B and C. We can see that the proposed methods generally incur a higher computational costs than the original DeepONet formulation. For example, training physics-informed DeepONets with NTK weights is $\sim$3-5x slower than without any weighting schemes, while employing the modified DeepONet architecture takes about twice the training time as the conventional DeepONet architecture. The code and data accompanying this manuscript will be made publicly available at [https://github.com/PredictiveIntelligenceLab/ImprovedDeepONets](https://github.com/PredictiveIntelligenceLab/ImprovedDeepONets).

4.1 Advection equation

We start with a one-dimensional linear advection equation with variable coefficients of the form

$$\frac{\partial s}{\partial t} + u(x) \frac{\partial s}{\partial x} = 0, \hspace{1cm} (x,t) \in (0,1) \times (0,1),$$ \hspace{1cm} (4.2)$$
The branch and trunk networks are MLPs. The branch and trunk networks are modified MLPs, see [17].

The proposed novel DeepONet architecture in section 3.4.

We train the physics-informed DeepONet using different weighting schemes and DeepONet architectures for

We represent the solution map by a DeepONet $s(x,t)$ where $f$ refers to a conventional DeepONet model, while DeepONet with modified MLP consists of two independent sub-networks employing modified MLP networks as backbone that does not share any parameters. One main difference between the modified DeepONet and conventional DeepONet architectures is that two encoders are employed to exchange information between the branch and the trunk networks before merging them together. To simplify the notations, we may omit “DeepONet” in the rest of this work.

subject to the initial and boundary condition

\[ s(x,0) = f(x), \quad x \in [0,1], \]

\[ s(0,t) = g(t), \quad t \in [0,1] \]

where $f(x) = \sin(\pi x)$ and $g(t) = \sin(\frac{\pi}{2} t)$. To ensure numerical stability, we make the input function $u(x)$ strictly positive by letting $u(x) = v(x) - \min_x v(x) + 1$ where $v(x)$ is sampled from a GRF with a length scale $l = 0.2$. Our goal is to learn the solution operator $G$ mapping the variable coefficient $u(x)$ to the associated spatio-temporal PDE solution $s(x,t)$.

We represent the solution map by a DeepONet $G_\theta$ and define PDE residual as

\[ R_\theta(u)(x,t) = \frac{\partial G_\theta(u)(x,t)}{\partial t} - u(x) \frac{\partial G_\theta(u)(x,t)}{\partial x}. \]

Then, we formulate a weighted physics-informed as follows

\[ L(\theta) = \lambda_{bc} L_{BC}(\theta) + \lambda_{ic} L_{IC}(\theta) + \lambda_{r} L_{PDE}(\theta), \]

where

\[ L_{IC}(\theta) = \frac{1}{NP} \sum_{i=1}^{N} \sum_{j=1}^{P} \left| G_\theta(u^{(i)})(x_{ic,j}^{(i)},0) - f(x_{ic,j}^{(i)}) \right|^2, \]

\[ L_{BC}(\theta) = \frac{1}{NP} \sum_{i=1}^{N} \sum_{j=1}^{P} \left| G_\theta(u^{(i)})(0,t_{bc,j}^{(i)}) - g(t_{bc,j}^{(i)}) \right|^2, \]

\[ L_{PDE}(\theta) = \frac{1}{NQ} \sum_{i=1}^{N} \sum_{j=1}^{Q} \left| R_\theta(u^{(i)})(x_{r,j}^{(i)},t_{r,j}^{(i)}) \right|^2, \]

and $\lambda_{bc}, \lambda_{ic}, \lambda_r$ can be set to 1 or some other user-specified value, and remain fixed during training. For using different weighting schemes, we reformulate the loss function into a fully-decoupled form

\[ L(\theta) = \frac{1}{N^*} \sum_{k=1}^{N^*} \lambda_k \left| T^{(k)}(u^{(k)}(x_k), G_\theta(u^{(k)})(x_k,t_k)) \right|^2, \]

where $T^{(k)}$ is a operator corresponding to either boundary, initial conditions or differential operators (e.g $R_\theta$), and $\lambda_k$ are weights that will be automatically updated by Algorithm 1 during training.

Here, we take $N = 2,000$, $P = 200$ and $Q = 2,500$. The input samples $u^{(i)}$ are evaluated at equi-spaced points \( \{x_i\}_{i=1}^{n}\) in [0, 1]. To generate a set of test data, we sample $N = 100$ input functions from the same GRF and solve the advection equation using the Lax–Wendroff scheme [32] on a $100 \times 100$ uniform grid.

We train the physics-informed DeepONet using different weighting schemes and DeepONet architectures for $3 \times 10^5$ iterations, and report the resulting test error in Table 4. Despite some improvements brought by all weighting schemes, the results obtained with both the MLP and modified MLP architectures are unsatisfactory. In contrast, the modified

| DeepONet architecture | Description |
|-----------------------|-------------|
| DeepONet with MLP     | The branch and trunk networks are MLPs |
| DeepONet with modified MLP | The branch and trunk networks are modified MLPs, see [17]. |
| Modified DeepONet     | The proposed novel DeepONet architecture in section 3.4. |

Table 3: DeepONet architectures considered in the numerical studies presented in this work. We remark that DeepONet with MLP refers to a conventional DeepONet model, while DeepONet with modified MLP consists of two independent sub-networks employing modified MLP networks as backbone that does not share any parameters. One main difference between the modified DeepONet and conventional DeepONet architectures is that two encoders are employed to exchange information between the branch and the trunk networks before merging them together. To simplify the notations, we may omit “DeepONet” in the rest of this work.
To demonstrate the effectiveness of the proposed approaches in tackling nonlinear PDEs, let us consider the one-dimensional Burgers’ equation:

$$\frac{ds}{dt} + s \frac{ds}{dx} - \nu \frac{d^2 s}{dx^2} = 0, \quad (x, t) \in (0, 1) \times (0, 1],$$

subject to initial and boundary conditions

$$s(x, 0) = u(x), \quad x \in (0, 1),$$
$$s(0, t) = s(1, t), \quad t \in (0, 1),$$
$$\frac{ds}{dx}(0, t) = \frac{ds}{dx}(1, t), \quad t \in (0, 1),$$

where the viscosity is set to $\nu = 10^{-3}$, and the initial condition $u(x)$ is generated from a GRF [37].

Our objective here is to learn the solution operator mapping initial conditions $u(x)$ to the associated full spatio-temporal solution $s(x, t)$. We proceed by representing the solution operator by a DeepONet $G_\theta$. For any input sample $u$, the PDE residual is then defined by

$$R_\theta(u)(x, t) = \frac{\partial G_\theta(u)(x, t)}{\partial t} + G_\theta(u)(x, t) \frac{\partial G_\theta(u)(x, t)}{\partial x} - \nu \frac{\partial^2 G_\theta(u)(x, t)}{\partial x^2},$$

Table 4: Advection equation: Test errors of trained physics-informed DeepONets using different weighting schemes and network architectures. In particular, the results of $\lambda_{bc} = \lambda_{ic} = \lambda$ shows the best accuracy obtained by training the physics-informed DeepONets for different $\lambda \in [10^{-2}, 10^2]$. The resulting test errors and their standard deviations are summarized in Figure 17.

DeepONet architecture with moderate NTK weights ($\alpha = 1/2$) achieves the best accuracy, which has been improved by a factor of x6 compared to the baseline physics-informed DeepONets [8]. A more detailed visual assessment of this comparison is shown in Figure 6. In contrast to the inaccurate approximation of sharp gradients by the conventional physics-informed DeepONet, the result of the improved one shows excellent agreement between the predictions and the numerical estimations with a relative $L^2$ error of 0.73%.

To further elucidate the important role played by the adaptive per-example weights $\lambda_k$, we can define the weight distribution associated with the PDE residual loss as

$$\lambda_k(u)(x, y) = \sqrt{\frac{\|H\|_{\infty}}{\|\nabla R_\theta(u)(x, y)\|_2^2}}. \quad (4.11)$$

Figure 7 shows the distribution of the residual weights corresponding to the same input sample as in Figure 6, at the end of training. Interestingly, the computed weights resemble an "attention map" that identifies regions of sharp gradients, in which small weights are assigned. This implies that Algorithm 1 tends to relax the PDE constraint in such regions, hence making the residual loss easier to minimize. More visualizations of the model predictions and the associated weight distribution maps can be found in Appendix Figure 18. We can observe that this phenomenon is not accidental and strikingly manifests itself across all input samples.

4.2 Burgers’ equation

To demonstrate the effectiveness of the proposed approaches in tackling nonlinear PDEs, let us consider the one-dimensional Burgers’ equation

$$\frac{ds}{dt} + s \frac{ds}{dx} - \nu \frac{d^2 s}{dx^2} = 0, \quad (x, t) \in (0, 1) \times (0, 1],$$

subject to initial and boundary conditions

$$s(x, 0) = u(x), \quad x \in (0, 1),$$
$$s(0, t) = s(1, t), \quad t \in (0, 1),$$
$$\frac{ds}{dx}(0, t) = \frac{ds}{dx}(1, t), \quad t \in (0, 1),$$

where the viscosity is set to $\nu = 10^{-3}$, and the initial condition $u(x)$ is generated from a GRF [37].
Figure 6: Advection equation: Top: Exact solution versus the prediction of a trained conventional physics-informed DeepONet for a representative example in the test data-set. The resulting relative $L^2$ error is 9.32%. Bottom: Exact solution versus the prediction of a physics-informed DeepONet represented by modified DeepONet architecture and trained using Algorithm 1 with $\alpha = \frac{1}{2}$ for the same example. The resulting relative $L^2$ error is 0.73%, which is 10x more accurate than the original formulation.

Figure 7: Advection equation: Weight distribution defined in equation (4.11) for the same input sample as in Figure 6.

Consequently, a physics-informed DeepONet can be trained by minimizing the following weighted loss function with two equivalent forms

$$
\mathcal{L}(\theta) = \lambda_{bc} \mathcal{L}_{BC}(\theta) + \lambda_{ic} \mathcal{L}_{IC}(\theta) + \lambda_{r} \mathcal{L}_{PDE}(\theta),
$$

(4.17)

$$
\mathcal{L}(\theta) = \frac{1}{N^*} \sum_{k=1}^{N^*} \lambda_k \left| T^{(k)}(u^{(k)}(x_k), G_{\theta}(u^{(k)})(x_k, t_k)) \right|^2,
$$

(4.18)
where

\[
\mathcal{L}_{IC}(\theta) = \frac{1}{NP} \sum_{i=1}^{N} \sum_{j=1}^{P} \left| G_\theta(u^{(i)})(x^{(i)}_{ic,j},0) - u^{(i)}(x^{(i)}_{ic,j}) \right|^2 \tag{4.19}
\]

\[
\mathcal{L}_{BC}(\theta) = \frac{1}{NP} \sum_{i=1}^{N} \sum_{j=1}^{P} \left| G_\theta(u^{(i)})(0,t^{(i)}_{bc,j}) - G_\theta(u^{(i)})(1,t^{(i)}_{bc,j}) \right|^2 + \frac{1}{NP} \sum_{i=1}^{N} \sum_{j=1}^{P} \left| \frac{\partial G_\theta(u^{(i)})(0,t^{(i)}_{bc,j})}{\partial x} - \frac{\partial G_\theta(u^{(i)})(1,t^{(i)}_{bc,j})}{\partial x} \right|^2 \tag{4.20}
\]

\[
\mathcal{L}_{PDE}(\theta) = \frac{1}{NQ} \sum_{i=1}^{N} \sum_{j=1}^{Q} \left| R_\theta(u^{(i)})(x^{(i)}_{r,j},t^{(i)}_{r,j}) \right|^2. \tag{4.22}
\]

To obtain a set of training data, we randomly sample \( N = 1,000 \) input functions from a GRF \( \sim \mathcal{N}(0, 25^2(-\Delta + 5^2I)^{-4}) \) and for every input sample \( u^{(i)} \), we uniformly sample \( P = 100 \) locations \( x^{(i)}_{ic,j} = x_j \) and \( \{(0,t^{(i)}_{ic,j})\}_{j=1}^{P}, \{(1,t^{(i)}_{ic,j})\}_{j=1}^{P} \) from each boundary, and \( Q = 2500 \) collocation points \( \{(x^{(i)}_{r,j},t^{(i)}_{r,j})\}_{j=1}^{Q} \) from the domain interior. We generate the test data-set by sampling another 500 input functions from the same GRF and solve the Burgers’ equation (4.12) using the Chebfun package [38] with a spectral Fourier discretization and a fourth-order stiff time-stepping scheme (ETDRK4) [39] with a time-step size of \( 10^{-4} \). Temporal snapshots of the solution are saved every \( \Delta t = 0.01 \) to give us 101 snapshots in total. Consequently, the test data-set contains 500 realizations evaluated at a 100 \( \times \) 101 spatio-temporal grid.

Table 5 summarizes the test error of the trained physics-informed DeepONets with different weighting schemes and architectures after 2 \( \times \) 10^5 iterations of gradient descent. Compared to the poor performance of the MLP and modified MLP architectures, the proposed modified DeepONet achieves a test error of 8.10% even without any weights. The error can be further reduced to 3.69% by using NTK weights with \( \alpha = \frac{1}{3} \), yielding a result that is at least 5x more accurate than the baseline physics-informed DeepONets [8].

Furthermore, we also investigate the effect of the viscosity parameter in the Burgers’ equation on the performance of physics-informed DeepONets. In particular, we vary the viscosity \( \nu \) from \( 10^{-2} \) to \( 10^{-4} \) and train physics-informed DeepONets with different architectures and weighting schemes, under exactly the same hyper-parameter settings (i.e., learning rate, batch size, optimizer, etc). Table 6 summarizes the test error of the best and the worst trained models. These results further validate the remarkable improvements of the proposed architecture and adaptive training algorithms. It is not surprising that the accuracy decreases as we reduce the viscosity since smaller viscosity typically results in sharper gradients and stiffer dynamics, leading to a harder optimization problem.

4.3 Stokes flow

Our last example aims to highlight the capability of the proposed methods on solving PDEs in domains of varying shapes. To this end, we consider an example of a two-dimensional Stokes flow over an obstacle. The associated PDE system takes the form

\[
-\Delta u + \nabla p = 0, \quad (x, y) \in \Omega/\Gamma, \tag{4.23}
\]

\[
\nabla \cdot u = 0, \quad (x, y) \in \Omega/\Gamma, \tag{4.24}
\]

subject to boundary conditions

\[
u = 0, \quad (x, y) \in \Lambda_1 \cup \partial \Gamma, \tag{4.25}
\]

\[
u = g, \quad (x, y) \in \Lambda_2 \tag{4.26}
\]

\[
p = 0, \quad (x, y) \in \Lambda_3 \tag{4.27}
\]
| Method                  | Architecture     | MLP          | Modified MLP | Modified DeepONet |
|------------------------|------------------|--------------|--------------|-------------------|
| $\lambda = 1$          |                  | $26.91\% \pm 12.26\%$ | $27.46\% \pm 16.54\%$ | $8.10\% \pm 6.44\%$ |
| $\lambda_{ic} = \lambda_{bc} = \lambda$ |                  | $22.20\% \pm 9.50\%$ | $22.87\% \pm 9.22\%$ | $8.10\% \pm 6.44\%$ |
| $\lambda = \|H\|_{\infty} \text{diag}(H)$ |                  | $23.85\% \pm 8.08\%$ | $15.76\% \pm 12.27\%$ | $5.53\% \pm 5.95\%$ |
| $\lambda = \sqrt{\|H\|_{\infty} \text{diag}(H)}$ |                  | $19.87\% \pm 11.06\%$ | $20.21\% \pm 14.86\%$ | $3.69\% \pm 3.63\%$ |

Table 5: *Burger’s equation*: Test errors of trained physics-informed DeepONets using different weighting schemes and network architectures. In particular, the results of $\lambda_{ic} = \lambda_{bc} = \lambda$ shows the best accuracy obtained by training the physics-informed DeepONets for different $\lambda \in [10^{-2}, 10^2]$. The resulting test errors and their standard deviations are visualized in Figure 20.

![Figure 8: Burger’s equation: Top: Exact solution versus the prediction of a trained conventional physics-informed DeepONet for a representative example in the test data-set. Bottom: Comparison of the predicted and exact solutions corresponding to the three temporal snapshots at $t = 0.2, 0.5, 0.8$. The resulting relative $L^2$ error is 30.72%](image)

| Viscosity | $\nu = 10^{-2}$ | $\nu = 10^{-3}$ | $\nu = 10^{-4}$ |
|-----------|-----------------|-----------------|-----------------|
| Plain PI-DeepONet | $3.48\% \pm 3.79\%$ | $26.91\% \pm 12.26\%$ | $29.21\% \pm 12.38\%$ |
| Improved PI-DeepONet | $1.03\% \pm 1.35\%$ | $3.69\% \pm 3.63\%$ | $7.95\% \pm 5.29\%$ |

Table 6: *Solving a parametric Burger’s equation*: Relative $L^2$ prediction error of a trained physics-informed DeepONet averaged over all examples in the test data-set, for different viscosity values.
Figure 9: Burger’s equation: Top: Exact solution versus the prediction of a physics-informed DeepONet represented by modified DeepONet architecture and trained using Algorithm 1 with $\alpha = \frac{1}{2}$ for the same example as in Figure 8. Bottom: Comparison of the predicted and exact solutions corresponding to the three temporal snapshots at $t = 0.2, 0.5, 0.8$. The resulting relative $L^2$ error is 1.19%, which is 30x more accurate than the original formulation.

Figure 10: Burger’s equation: Weight distribution defined in equation (4.11) for the same input sample as in Figure 8.

where $u = (u,v)$ denotes the velocity field, and $\nabla p$ is the gradient of the pressure. In addition, $\Omega = [0, 1] \times [0, 1]$ denotes the computational domain, $\Gamma$ represents an obstacle, and $\Lambda_1$ denotes wall boundaries, while $\Lambda_2$ and $\Lambda_3$ correspond to the inlet and the outlet of the channel, respectively. As illustrated in Figure 11, we assume a no-slip boundary condition at the walls and the obstacle surface, impose an initial velocity as $g = (\sin(\pi y), 0)$ at the inlet, and a zero pressure condition at the outlet.

Our goal is to learn the solution operator $G$ that maps different obstacle shapes $\partial \Gamma$ to the associated PDE solution triplet $(u,v,p)$. In this example, we parameterize $\partial \Gamma$ by a family of ellipses centered at $(\frac{1}{2}, \frac{1}{2})$, i.e

$$\partial \Gamma = \partial \Gamma(\phi) = (a \cos(\phi) + \frac{1}{2}, b \sin(\phi) + \frac{1}{2}), \quad \phi \in [0, 2\pi),$$

(4.28)

where $a, b > 0$ denote the length of the long or the short axis.

We approximate the solution operator by a DeepONet $G_\theta$ with 3-dimensional vector-valued outputs for representing $u, v, p$, respectively (see equation (2.14)),

$$\partial \Gamma \xrightarrow{G_\theta} [G^{(u)}_\theta, G^{(v)}_\theta, G^{(p)}_\theta].$$

(4.29)
where $\partial \Gamma$.

According to equation (4.23) - (4.27), a physics-informed loss can be formulated as follows

$$L_{\text{PDE}}(\theta) = \frac{1}{NQ} \sum_{i=1}^{N} \sum_{j=1}^{Q} \left| R_{\theta}^{(k)}(\partial \Gamma^{(i)}(x^{(i)}_{r,j}, y^{(i)}_{r,j})) \right|^2, \quad k = 1, 2, 3. \quad (4.37)$$

Here, for each input sample $\partial \Gamma^{(i)}$, $\{x^{(i)}_{bc1,j}, y^{(i)}_{bc1,j}\}_{j=1}^{P_{1}}$, $\{x^{(i)}_{bc2,j}, y^{(i)}_{bc2,j}\}_{j=1}^{P_{2}}$, $\{x^{(i)}_{bc3,j}, y^{(i)}_{bc3,j}\}_{j=1}^{P_{3}}$ and $\{x^{(i)}_{r,j}, y^{(i)}_{r,j}\}_{j=1}^{Q}$ are uniformly sampled at the boundaries $\Lambda_{1} \cup \partial \Gamma$, $\Lambda_{2}$, $\Lambda_{3}$ and inside the domain $\Omega / \Gamma$, respectively. In this example, we set $N = 1000$, $m = P = 100$, $Q = 2500$. To prepare the training data-set, we randomly sample $a, b$ from uniform distribution $U(0.05, 0.3)$ and obtain a set of input curves $\{\partial \Gamma^{(i)}\}_{i=1}^{N}$ using equation (4.28). To generate a set of test data, we repeat the same procedure to obtain 500 new curves and obtain the corresponding PDE solutions using the FEniCS solver [40].

One can see that there are several terms in the loss function that it is almost impossible to assign weights manually. Therefore, here we will attempt any hyper-parameter tuning and only test the performance of Algorithm 1 for different
We train the DeepONet by minimizing the loss function 4.33 for which denote the weights for the PDE residuals enforcing the momentum equations and the continuity equation, as it can be seen, the baseline DeepONet completely fails to predict the correct velocity and pressure field, while the where all weights \( \lambda \) is that the weight distribution \( \lambda \) is around the obstacle, which implies that these weights attain small magnitude near it. Another key observation is that using NTK weights modified DeepONet architecture produces predictions that achieve an excellent agreement with the corresponding modified DeepONet architecture with NTK weights yields the best predictive accuracy. Remarkably, this result is 50x more accurate than the baseline physics-informed DeepONet [8]. Another key observation is that appropriate weighting schemes and network architectures together play a vital role in enhancing the trainability, as well as the performance of physics-informed DeepONets. Figure 12 and Figure 13 provide a more strongly suggests that appropriate weighting schemes and network architectures alone is not sufficient for accurately approximating the solution operator. This table summarizes the test errors of trained physics-informed DeepONets using different weighting schemes and network architectures. We remark that, in each cell, three rows represents the test error corresponding to the velocity \( u, v \) and the pressure \( p \), respectively.

| Method \( \lambda = \frac{\|H\|_\infty}{\text{diag}(H)} \) | MLP | Modified MLP | Modified DeepONet |
|---------------------------------|-----|-------------|-------------------|
| \( \lambda = 1 \)              | 73.53% ± 3.75% | 73.72% ± 3.83% | 55.21% ± 7.79%    |
|                                 | 93.17% ± 11.58% | 92.97% ± 11.84% | 62.07% ± 5.63%    |
|                                 | 100.00% ± 1.06% | 100.00% ± 1.14% | 71.78% ± 6.21%    |
| \( \lambda = \sqrt{\frac{\|H\|_\infty}{\text{diag}(H)}} \) | 54.12% ± 61.17% | 2.94% ± 1.12% | 1.69% ± 0.34% |
|                                 | 100.00% ± 0.01% | 10.36% ± 2.15% | 6.05% ± 1.31% |
|                                 | 90.45% ± 2.79% | 5.22% ± 2.91% | 3.83% ± 1.89% |
| \( \lambda = \sqrt{\frac{\|H\|_\infty}{\text{diag}(H)}} \) | 20.49% ± 7.42% | 17.10% ± 7.17% | 4.19% ± 1.80% |
|                                 | 30.87% ± 11.91% | 31.34% ± 14.11% | 10.86% ± 2.53% |
|                                 | 28.13% ± 7.51% | 22.73% ± 7.57% | 6.45% ± 2.98% |

Table 7: *Stokes equation*: Test errors of trained physics-informed DeepONets using different weighting schemes and network architectures. The test error of the trained DeepONets with different network architectures and weighting schemes is summarized in Table 7. In contrast to the two previous examples, the results of "Fixed weights" are not included because there are too many terms in the loss function to tune weights manually. Among all trained models, one can see that the modified DeepONet architecture with NTK weights yields the best predictive accuracy. Remarkably, this result is 50x more accurate than the baseline physics-informed DeepONet [8]. Another key observation is that using NTK weights or the modified DeepONet architecture alone is not sufficient for accurately approximating the solution operator. This strongly suggests that appropriate weighting schemes and network architectures together play a vital role in enhancing the trainability, as well as the performance of physics-informed DeepONets. Figure 12 and Figure 13 provide a more detailed visual assessment of one representative predicted solution obtained by the best and the worst trained models. As it can be seen, the baseline DeepONet completely fails to predict the correct velocity and pressure field, while the modified DeepONet architecture produces predictions that achieve an excellent agreement with the corresponding reference solution. Additional predicted solutions for different input shapes are shown in Appendix Figure 25 - 27.

To further elucidate the important role played by the NTK weights, we compute the weight distribution over the domain during training. According to the PDE residual loss, we can define

\[
\lambda^{(k)}_r(\partial \Gamma)(x, y) = \frac{\|H\|_\infty}{\| \nabla a R^{(k)}_\partial(\partial \Gamma)(x, y) \|_2}, \quad k = 1, 2, 3, \tag{4.39}
\]

which denote the weights for the PDE residuals enforcing the momentum equations and the continuity equation, respectively. The weight distributions for the best trained model are presented in Figure 14. One can observe red belts surrounding the obstacle, which implies that these weights attain small magnitude near it. Another key observation is that the weight distribution \( \lambda^{(3)}_r \) corresponding to the continuity equation is two orders of magnitude greater than the other two weight distributions \( \lambda^{(1)}_r \) and \( \lambda^{(2)}_r \), respectively; a fact that suggests the difficulty and the necessity of imposing the divergence-free condition for physics-informed DeepONets. More visualizations for different obstacle geometries are provided in Appendix Figure 25 - 27 from which a similar behavior can be observed.

5 Discussion

This work proposes a novel training algorithm to calibrate the convergence rate and back-propagated gradients of DeepONets and physics-informed DeepONets, by assigning appropriate weights to each individual term in their loss.
Figure 12: *Stokes equation*: Exact solution versus the prediction of a trained conventional physics-informed DeepONet for a representative example in the test data-set. The resulting relative $L^2$ errors are 74.32%, 82.64%, 99.63% for $u, v, p$, respectively. The trained model completely fails to predict the correct solution.

function during training. This is accomplished by performing a rigorous analysis of the training dynamics of DeepONets via Neural Tangent Kernel (NTK) theory. In addition, we design a novel DeepONet architecture which better preserves the propagation of inputs signals through the network’s layers. Our empirical evidence suggests that this architecture is consistently better than conventional DeepONets in terms of approximating abstract non-linear operators. Taken together, our developments provide new insights into the training of DeepONets and physics-informed DeepONets and yield significant improvement in their predictive accuracy by a factor of 10-50x across a range of benchmarks involving learning the solution operator of parametric PDEs with inherently different dynamics.

Despite some promising results reported here, there are numerous open questions worth further investigation. From a theoretical standpoint, in contrast to conventional DeepONets guaranteed by universal approximation theorem of operators [4, 1], little is known about the approximation properties of the physics-informed DeepONets trained by minimizing a loss function where PDE constraints are encoded. Given a series of established a-priori error estimates for physics-informed neural networks (PINNs) [41, 42], in a parallel thrust, it would be interesting to provide rigorous mathematical justifications for physics-informed DeepONets. From a methodological standpoint, there is still plenty of room for improving the performance of physics-informed DeepONets. For one thing, the proposed training algorithm is based on a simple NTK analysis of full-batch gradient descent. The effect of mini-batch gradient descent with momentum on the training dynamics remains poorly understood. From an applications standpoint, physics-informed DeepONets can be employed as a fast and differentiable surrogate for tackling general PDE-constrained optimization problems that routinely arise in science and engineering (e.g., design and control optimization problems), which generally require numerous evaluations of costly forward solvers or experiments.
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### A Nomenclature

Table 8 summarizes the main symbols and notation used in this work.

| Notation        | Description                                                                 |
|-----------------|-----------------------------------------------------------------------------|
| $u(\cdot)$      | an input function                                                          |
| $s(\cdot)$      | a solution to a parametric PDE                                              |
| $G$             | an operator                                                                 |
| $G_\theta$      | an unstacked DeepONet representation of the operator $G$                    |
| $\theta$        | all trainable parameters of a DeepONet                                      |
| $\{x_i\}_{i=1}^m$ | $m$ sensor points where input functions $u(x)$ are evaluated               |
| $[u(x_1), u(x_2), \ldots, u(x_m)]$ | an input of the branch net, representing the input function $u$            |
| $y$             | an input of the trunk net, a point in the domain of $G(u)$                 |
| $N$             | number of input samples in the training data-set                            |
| $m$             | number of locations for evaluating the input functions $u$                  |
| $P$             | number of locations for evaluating the output functions $G(u)$              |
| $Q$             | number of collocation points for evaluating the PDE residual                |
| PDE             | Partial differential equation                                               |
| GRF             | a Gaussian random field                                                     |
| SDF             | a signed distance function                                                  |
| MLP             | Multi-layer perceptron                                                      |
| $l$             | length scale of a Gaussian random field                                     |
| $k$             | output scale of a Gaussian random field                                     |
| $K$             | Neural Tangent Kernel of an MLP                                             |
| $H$             | Neural Tangent Kernel of a physics-informed DeepONet                        |

Table 8: *Nomenclature*: Summary of the main symbols and notation used in this work.
B Hyper-parameter settings

| Case                | Input function space                        | m  | P     | Q     | # u Train | # u Test | Iterations |
|---------------------|---------------------------------------------|----|-------|-------|-----------|----------|------------|
| Anti-derivative     | $\text{GRF}(l = 0.2, k \in [10^{-2}, 10^{2}])$ | 10²| 1     | -     | $10^4$    | $10^3$   | $4 \times 10^4$ |
| Advection equation  | $\text{GRF}(l = 0.2)$                       | 10²| $2 \times 10^3$ | $10^3$ | $10^2$    | $3 \times 10^5$ |
| Burger’s equation   | $\mathcal{N} \left(0, 25^2 \left(-\Delta + 5^2 T\right)^{-4}\right)$ | 10²| 10²   | $2 \times 10^3$ | $10^3$    | $10^2$   | $2 \times 10^5$ |
| Stokes equation     | Ellipse                                     | 10²| 10²   | $2 \times 10^3$ | $10^3$    | $10^2$   | $2 \times 10^5$ |

Table 9: Default hyper-parameter settings for each benchmark employed in this work (unless otherwise stated).

| Case                | Architecture      | Trunk depth | Trunk width | Branch depth | Branch width |
|---------------------|-------------------|-------------|-------------|--------------|--------------|
| Advection equation  | MLP               | 7           | 100         | 7            | 100          |
|                     | Modified MLP      | 7           | 100         | 7            | 100          |
|                     | Modified DeepONet | 7           | 100         | 7            | 100          |
| Burger’s equation   | MLP               | 7           | 100         | 7            | 100          |
|                     | Modified MLP      | 7           | 100         | 7            | 100          |
|                     | Modified DeepONet | 7           | 100         | 7            | 100          |
| Stokes equation     | MLP               | 7           | 100         | 7            | 100          |
|                     | Modified MLP      | 7           | 100         | 7            | 100          |
|                     | Modified DeepONet | 7           | 100         | 7            | 100          |

Table 10: Physics-informed DeepONet architectures for each benchmark employed in this work (unless otherwise stated).
C Computational cost

Training: Table C summarizes the computational cost (hours) of training physics-informed DeepONet models with different network architectures and weighting schemes. The size of different models as well as network architectures are listed Table 10, respectively. All networks are trained using a single NVIDIA RTX A6000 graphics card.

| Case         | Architecture          | Weighting scheme | Training time (hours) |
|--------------|-----------------------|-------------------|-----------------------|
| Advection    | MLP                   | Fixed weights     | 1.98                  |
| equation     |                       | NTK weights       | 4.63                  |
|              | Modified MLP          | Fixed weights     | 2.88                  |
|              |                       | NTK weights       | 7.65                  |
|              | Modified DeepONet     | Fixed weights     | 3.25                  |
|              |                       | NTK weights       | 7.51                  |
| Burger’s     | MLP                   | Fixed weights     | 2.21                  |
| equation     |                       | NTK weights       | 7.00                  |
|              | Modified MLP          | Fixed weights     | 3.05                  |
|              |                       | NTK weights       | 9.82                  |
|              | Modified DeepONet     | Fixed weights     | 3.88                  |
|              |                       | NTK weights       | 9.49                  |
| Stokes       | MLP                   | Fixed weights     | 2.36                  |
| equation     |                       | NTK weights       | 14.38                 |
|              | Modified MLP          | Fixed weights     | 4.67                  |
|              |                       | NTK weights       | 20.86                 |
|              | Modified DeepONet     | Fixed weights     | 5.60                  |
|              |                       | NTK weights       | 20.58                 |

Table 11: Computational cost (hours) for training physics-informed DeepONet models across the different benchmarks and architectures employed in this work. Reported timings are obtained on a single NVIDIA RTX A6000 graphics card.
D Proof of Lemma 3.2

Proof. First we observe that $H(\theta)$ is a Gram matrix. Indeed, we define

$$v_i = T^{(i)}(u^{(i)}(x_i), G_\theta(u^{(i)}(y_i))), \quad i = 1, 2, \ldots, N^*.$$  \hfill (D.1)

Then by the definition of $H(\theta)$, we have

$$H_{ij}(\theta) = \langle v_i, v_j \rangle$$  \hfill (D.2)

(a) By the definition of a Gram matrix.

(b) Let $\|H(\theta)\|_\infty = \langle v_i, v_j \rangle$ for some $i, j$ and $\langle v_k, v_k \rangle = \max_{1 \leq k \leq N^*} H_{kk}(\theta)$ for some $k$. Then we have

$$\max_{1 \leq k \leq N^*} H_{kk}(\theta) = \langle v_k, v_k \rangle \leq \|H(\theta)\|_\infty = \langle v_i, v_j \rangle \leq \|v_i\| \|v_j\| \leq \|v_k\|^2 = \langle v_k, v_k \rangle$$  \hfill (D.3)

Therefore, we have

$$\|H(\theta)\|_\infty = \max_{1 \leq k \leq N^*} H_{kk}(\theta)$$  \hfill (D.4)

\qed
E Proof of Lemma 3.4

Proof. Recall the definition of the loss function 3.6,

\[ \mathcal{L}(\theta) = \frac{2}{N^*} \sum_{i=1}^{N^*} \left| T^{(i)}(u^{(i)}(x_i), G_\theta(u^{(i)})(y_i)) \right|^2 \]  

(E.1)

Now we consider the corresponding gradient flow

\[ \frac{d\theta}{dt} = -\nabla \mathcal{L}(\theta) \]  

(E.2)

\[ = -\frac{4}{N^*} \sum_{k=1}^{N^*} \left( T^{(i)}(u^{(i)}(x_i), G_\theta(u^{(i)})(y_i)) \right) \frac{dT^{(i)}(u^{(i)}(x_i), G_\theta(u^{(i)})(y_i))}{d\theta} \]  

(E.3)

For 1 \leq j \leq N^*, note that

\[ \frac{dT^{(j)}(u^{(j)}(x_j), G_\theta(u^{(j)})(y_j))}{dt} = \frac{dT^{(j)}(u^{(j)}(x_j), G_\theta(u^{(j)})(y_j))}{d\theta} \cdot \frac{d\theta}{dt} \]  

(E.4)

\[ = \frac{dT^{(j)}(u^{(j)}(x_j), G_\theta(u^{(j)})(y_j))}{d\theta} \cdot \left[ -\frac{4}{N^*} \sum_{i=1}^{N^*} \left( T^{(i)}(u^{(i)}(x_i), G_\theta(u^{(i)})(y_i)) \right) \frac{dT^{(i)}(u^{(i)}(x_i), G_\theta(u^{(i)})(y_i))}{d\theta} \right] \]  

(E.5)

\[ = -\frac{4}{N^*} \sum_{i=1}^{N^*} \left( T^{(i)}(u^{(i)}(x_i), G_\theta(u^{(i)})(y_i)) \right) \left\langle \frac{dT^{(i)}(u^{(i)}(x_i), G_\theta(u^{(i)})(y_i))}{d\theta}, \frac{dT^{(j)}(u^{(j)}(x_j), G_\theta(u^{(j)})(y_j))}{d\theta} \right\rangle \]  

(E.6)

By Definition 3.1, 3.3, we conclude that

\[ \frac{dT(U(X), G_{\theta(U)})(Y))}{dt} = -\frac{4}{N^*} K(\theta) : T(U(X), G_{\theta(U)})(Y)) \]  

(E.8)

where \( K \) is a \( N^* \times N^* \) matrix whose entries are given by

\[ K_{ij}(\theta) = \left\langle \frac{dT^{(i)}(u^{(i)}(x_i), G_\theta(u^{(i)})(y_i))}{d\theta}, \frac{dT^{(j)}(u^{(j)}(x_j), G_\theta(u^{(j)})(y_j))}{d\theta} \right\rangle \]  

(E.9)
Figure 15: Anti-derivative operator: Training loss convergence of a DeepONet models using different loss schemes for $4 \times 10^4$ 40,000 iterations of gradient descent using the Adam optimizer. Here we remark that all losses are weighted, and, therefore, the magnitude of these losses is not informative.
G  Advection equation

Figure 16: Advection equation: Training loss convergence of a DeepONet models using different DeepONet architectures and weighting schemes for $3 \times 10^5$ iterations of gradient descent using the Adam optimizer. Here we remark that all losses are unweighted.
Figure 17: *Advection equation:* Relative $L^2$ error of physics-informed DeepONets represented by different architectures and trained using different fixed weights $\lambda_{bc} = \lambda_{ic} = \lambda \in [10^{-2}, 10^2]$, averaged over the test data-set.

Figure 18: *Advection equation:* Predicted solution of the best trained physics-informed DeepONet for three different examples in the test data-set.
H Burger’s equation

Figure 19: Burger’s equation: Training loss convergence of a DeepONet models using different DeepONet architectures and weighting schemes for $2 \times 10^5$ iterations of gradient descent using the Adam optimizer. Here we remark that all losses are unweighted.
Figure 20: Burger’s equation: Relative $L^2$ error of physics-informed DeepONets represented by different architectures and trained using different fixed weights $\lambda_{bc} = \lambda_{ic} = \lambda \in [10^{-2}, 10^2]$, averaged over the test data-set.

Figure 21: Burger’s equation ($\nu = 0.01$): Predicted solution of the best trained physics-informed DeepONet for three different examples in the test data-set.
Figure 22: Burger’s equation ($\nu = 0.001$): Predicted solution of the best trained physics-informed DeepONet for three different examples in the test data-set.

Figure 23: Burger’s equation ($\nu = 0.0001$): Predicted solution of the best trained physics-informed DeepONet for three different examples in the test data-set.
I Stokes flow

Figure 24: Stokes equation: Training loss convergence of a DeepONet models using different DeepONet architectures and weighting schemes for $2 \times 10^5$ iterations of gradient descent using the Adam optimizer. Here we remark that all losses are unweighted.
Figure 25: Stokes equation: Predicted solution of the best trained physics-informed DeepONet for one example in the test data-set.
Figure 26: Stokes equation: Predicted solution of the best trained physics-informed DeepONet for one example in the test data-set.
Figure 27: *Stokes equation:* Predicted solution of the best trained physics-informed DeepONet for one example in the test data-set.