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Abstract

In this work, the analysis of oblique anti-plane shear waves propagation and scattering in low frequency resonant micro-structured layered media with viscoelastic constituent layers is presented. The band structure of the infinitely periodic systems and scattering off a finite thickness slab of such media are determined using the transfer matrix method. A consistent dynamic field homogenization approach is applied, in which the micro-scale field equations are integrated and the overall macro-scale quantities are defined to be compatible with these integral forms. A reduced set of constitutive tensors is presented for general asymmetric repeating unit cells (RUC), utilizing the proposed homogenized macro-scale quantities combined with Onsager’s principle and presumed material form of elastodynamic reciprocity. This set can be further restricted by studying the form of the dispersion equation leading to a unique constitutive tensor. It is shown that for an asymmetric RUC, the full constitutive tensor, including off-diagonal elastic moduli and Willis coupling terms are required in order to match the scattering and band structure of the micro-structured media, but all the off-diagonal parameters vanish for a symmetric RUC. Therefore, it is possible to create an equivalent homogenized representation with a uniquely determined diagonal constitutive tensor for a symmetric RUC, though, as is the case also with asymmetric RUCs, all non-zero components will be wave-vector dependent. Numerical examples are presented to demonstrate the application and consistency of the proposed method. All the diagonal terms are converging to their appropriate Voigt or Reuss averages at the long-wavelength limit for all wave directions. The wave-vector dependent nature of the off-diagonal coupling constants can still be observed even in this limit. The conditions for lossy (passive) or lossless (fully elastic) systems are presented and are shown to impose weak requirements on overall constitutive tensors.
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1. Introduction

Static homogenization techniques such as dilute distribution or self-consistent method can be applied in wave propagation problems to determine the overall compliance/stiffness of a medium when the wavelength of interest is much larger than the micro-structural length scale, [1]. However, at very low wavelengths solids must be viewed as periodic arrays of atoms rather than a homogeneous and continuous medium [2]. In this regime, the heterogeneity cannot be averaged out using homogenization techniques and one cannot assign overall properties to the medium. Therefore, dynamic homogenization techniques are applicable only for wavelengths below such frequencies. Furthermore, while the apparent overall properties are naturally frequency-dispersive [3], the limiting behavior for small frequencies should approach static homogenization limits. Moreover, any overall constitutive description must be compatible with the observed scattering response of a specimen, i.e., a homogeneous specimen of the same geometry with the calculated overall parameters should produce exactly the same scattering.

Strong frequency-dispersion is observed in periodic composites and metamaterials [4–11]. The wave propagation in periodic systems is generally analyzed using Bloch formulation
and a variety of different approaches have been employed to derive the overall frequency-dispersive constitutive properties of such composites. Dynamic homogenization using two-scale asymptotic methods combined with the Floquet-Bloch approach was proposed in a variety of studies [12–15]. In the two-scale asymptotic methods, the macro-scale and local fields are formulated by “slow” and “fast” variables, respectively [16]. Meng and Guzina [17] compared such framework with Willis effective description and stated that in the absence of body forces, the two approaches match in long-wavelength low-frequency regime. Higher order asymptotic analyses are also beneficial when wavelength of interest is comparable with the size of heterogeneities [18]. In scattering-based parameter retrieval methods, the properties of a layered medium are obtained by comparing the complex reflection and transmission coefficients off a finite slab with those from equivalent homogeneous medium [19–25]. Although, retrieval methods are commonplace due to their simplicity, they should be carefully applied to ensure satisfaction of causality and passivity requirements [26–28]. An example of this for long-wavelength limit homogenization of acoustic metamaterials was shown by Li et al. [29], who utilized coherent potential approximation (CPA) method to estimate the effective density and bulk modulus. They showed theoretical double negative frequency bands in a lossless composite using the CPA approach, in which the heterogeneous system is assumed to be embedded within an effective medium whose material properties are the desired quantities to be extracted, and the scattering is set to zero in the lowest order of frequency. Other authors also used similar and improved techniques to come up with the effective properties in acoustic and electromagnetic metamaterials beyond the long-wavelength limit [30–34].

In field averaging techniques, wave equations of periodic elastic composites can be explicitly integrated. The objective of this process is to determine integrated, overall, field quantities, that would satisfy wave equations for a presumed homogenized material, and therefore to derive homogenized constitutive properties. It is a natural requirement to expect that the scattering of a fictitious specimen with these homogenized constitutive properties to match those of a micro-structured specimen of the same overall dimensions and geometry. For application of this approach, e.g., using line and surface integrals in electromagnetics see [35, 36], using volume averages in [37], and using volume averages in elastodynamics see [23, 38, 39]. It is customary to check the band structure or dispersion curves matching between the micro-structured and homogenized media, which is a necessary condition for the matching of scattering response, but not a sufficient one; see [23]. Whether field averaging or purely scattering-based techniques are used, it is often needed to describe the overall constitutive properties in the “Willis-form” [38, 40–43]. Willis-type constitutive tensor formalism is a generalization of classical elastic constitutive tensor. In one popular choice of formulation, stress within the homogenized material is coupled to particle velocity and momentum density is coupled to strain through:

\[
p_i = \rho_{ij} v_j + \tilde{S}_{ijk} \varepsilon_{jk},
\]

\[
\sigma_{ij} = S_{ijk} v_k + C_{ijkl} \varepsilon_{kl}.
\]

An alternative formulation is used here so that the quantities that have to satisfy continuity requirements (stress and particle velocity) are grouped together:

\[
v_i = \eta_{ij} p_j + \tilde{\kappa}_{ijk} \varepsilon_{jk},
\]

\[
\sigma_{ij} = \kappa_{ijk} p_k + \mu_{ijkl} \varepsilon_{kl}.
\]

The two formulations can be converted to each other via

\[
\eta_{ij} p_j = \delta_{ik},
\]

\[
\tilde{\kappa}_{ijk} = -\eta_{im} \tilde{S}_{njk},
\]

\[
\kappa_{ijk} = S_{ijk} \eta_{hk},
\]

\[
\mu_{ijkl} = C_{ijkl} - S_{ijk} \eta_{mn} \tilde{S}_{nkl}.
\]

Srivastava and Nemat-Nasser [44] also use the same grouping adopted here but the dependent and independent variables are switched in that reference. This kind of coupling is analogous to bianisotropy in electromagnetic metamaterials [45]. Willis-type coupling has recently been experimentally studied in both 1D [46–48] and 2D metamaterial structures [49].

This work builds on our previous study [24] where we utilized the transfer matrix method (TMM) to calculate exact complex scattering coefficients for oblique incidence of anti-plane
shear (shear horizontal or SH) waves off a symmetric layered medium. Versions of TMM has also been successfully applied on half-space stratified media consisting of a small and large number of anisotropic layers with horizontally polarized surface waves [50, 51]. It was established that any overall constitutive description for such a system will have to be non-local (spatially dispersive) even at the long-wavelength limit (non-zero $f \to 0$). With this requirement, there are infinitely many overall representations that would reproduce the scattering response. In particular, a spatially dispersive non-coupled description will be enough for symmetric systems. Here, we explore application of field integration technique to such problems. Such an approach may require less computational effort in extraction process, particularly when expanded beyond layered systems. 3-phase layered unit cells are studied here as their band structure and scattering will include low frequency local resonances (in contrast with mostly Bragg bands in 2-phase example). The present study also includes asymmetric cells which fully utilized the integration scheme. The integration scheme is applied consistently on the wave equations to produce the homogenized properties of a layered structure. The integration of micro-scale fields provides a consistent description of macro-scale quantities that are not directly accessible from scattering measurements. Determination of such macro-scale field values is used to reduce the dimensionality of the set of possible constitutive tensors, were they to be calculated based on scattering. We further consider the restrictions due to Onsager reciprocity and show that they reduce the space of possible constitutive tensors. While Betti-Maxwell reciprocity is not fully applicable to non-local material descriptions, we formally use them to further restrict the set of possible constitutive tensors to a 1D class. Finally, we reduce this to a single constitutive tensor by excluding the possibility of having multiple solutions for the same value of wave vector conserved component. The possibility of appearance of second solution is discussed in depth in [52] in electromagnetics of spatially dispersive media. The single solution thus obtained reproduced the scattering response of the micro-structured medium perfectly. The unique constitutive tensor also becomes diagonal for symmetric cells, and coupling terms vanish, as also earlier shown in 1D longitudinal systems by Amirkhizi [23].

2. Oblique anti-plane shear waves in laminated and Willis-type media

The focus of this paper is the study of anti-plane shear wave propagation in layered media. The medium of interest consists of a finite or infinite array of repeating unit cells, each consisting of a number of 2D infinite slabs of different homogeneous materials (parallel to $x_2 x_3$ coordinate plane) stacked along the $x_1$ direction. Anti-plane shear waves with particle velocity polarization in the $x_3$ directions are considered as they propagate in the $x_1 x_2$ plane. It is assumed that all constituent materials have high enough symmetry to ensure the pure (decoupled) anti-plane shear modes exists, e.g., each constituent layer is isotropic. Within a repeating unit cell (RUC), each layer, $1 \leq j \leq N_l$, has thickness $d^j = x_j^1 - x_j^{1-1}$, where $x_j^{1-1}$ and $x_j^1$ indicate the interface coordinates of the layer and $N_l$ is the number of layers in one RUC. With respect to $x_3$ direction, this may be considered a decoupled shear horizontal (SH) wave (see Fig. 1).

![Figure 1: A layered medium with an infinite number of unit cells ($N_c \to \infty$), where $d$ is the total thickness of each unit cell, is shown here. Each unit cell consists of $N_l$ layers, where $d^j$ represents the thickness of layer $j$.](image)

**Notation.** The particle velocity, $v_3$, and shear stress, $\sigma_{13}$, are continuous across all interfaces. For a wave vector $k = k_1 e_1 + k_2 e_2$ we introduce the notation

$$\psi^j(x_1, x_2, k_2) = \begin{pmatrix} v_3 \\ \tau_{5} \end{pmatrix} = \zeta^j(k_2) \delta^j(x_1, k_2) A^j e^{-ik_2 x_2},$$

(3)
as the state vector representing the continuous quantities in layer $j$. Here we have used Voigt notation for stress, $\tau_{ij} = \sigma_{11} = \sigma_{13}$. The equations are written for harmonic steady state oscillation with angular frequency $\omega$ and physical quantities are the real part of the complex phasor form with $\exp(i\omega t-kx)$. $\exp(i\theta)$ is generally dropped in all equations when not necessary (though it clearly controls the time derivatives) but the spatial part is explicitly handled in most cases. The polarization and phase advance matrices are defined for parameter $k_2$ as

$$\begin{align*}
\zeta^j(k_2) &= \begin{pmatrix} 1 & 1 \\ -Z^{j+} & -Z^{j-} \end{pmatrix}, \\
\delta^j(x_1, k_2) &= \begin{pmatrix} e^{-ik_2^j(x_1-x_1^{-})} & 0 \\ 0 & e^{-ik_2^j(x_1-x_1^{+})} \end{pmatrix},
\end{align*}$$

(4)

where superscripts $+$ and $-$ identify the two anti-plane shear waves traveling presumably towards the positive and negative $x_1$ values (in the sense of phase advance or power flux). To satisfy the continuity for all values of $x_2$, $k_2$ has to be a fixed parameter over the entire domain. But $k_1$ takes different values for each constituent material $k_1^{i\pm} = \pm \sqrt{(\omega/c_T^i)^2 - k_2^2}$, in which $c_T^i$ is the shear wave speed of layer $j$. Of course, for reciprocal constituent materials one can write $k_1^{j-} = -k_1^{j+} = -k_1$. $A^j = (A^j+, A^j^-)^T$ is the amplitude vector of the two traveling waves and $Z^{i\pm} = \eta_2 \pm \omega/\mu_2$ are the impedances, where $s_2 = k_2/\omega$ is the slowness vector component along $x_2$-axis and the Voigt notation is again used for the elastic moduli, i.e. $\mu_{55} = C_{1313}$ in standard tensorial notation.

**Constitutive and dispersion relations for oblique anti-plane shear waves in Willis-type media.**

The Willis-type constitutive law for oblique incident anti-plane shear horizontal (SH) waves can be written as [24],

$$\begin{align*}
V_i &= \eta_{ij} P_j + \kappa_{ijk} E_{jk}, \\
\Sigma_{ij} &= \kappa_{ijk} P_k + \mu_{ijk} E_{kl},
\end{align*}$$

(5)

where capital Roman and Greek letters are used to implicitly represent the presumes apparent or macro-scale quantities in a micro-structured medium. $\Sigma_{ij}$, $E_{ij}$, $V_j$ and $P_j$ represent stress, strain, particle velocity and momentum density components, respectively. $\eta_{ij}$ represents the appropriate specific volume (inverse mass density), $\mu_{ij}$ are the moduli of elasticity, while $\kappa_{ijk}$ denotes particle velocity/strain and $\kappa_{ijk}$ represents stress/momentum density couplings. The similar small letters will represent local field quantities. The couple stresses are assumed negligible and similarly their conjugate rotations are not included in this analysis, therefore the stress and strain tensors will be considered symmetric and in later parts of this paper the Voigt notation will be adopted. Specifically, with the focus on oblique anti-plane shear waves the expansion of Eq. (5), yields,

$$\begin{pmatrix} V_3 \\
T_4 \\
T_5 \end{pmatrix} = \begin{pmatrix} \kappa_{33} & \kappa_{34} & \kappa_{35} \\
\kappa_{43} & \mu_{44} & \mu_{45} \\
\kappa_{53} & \mu_{54} & \mu_{55} \end{pmatrix} \begin{pmatrix} P_1 \\
\Gamma_1 \\
\Gamma_2 \end{pmatrix},$$

(6)

where, Voigt notation is used for strain $\Gamma_1 = 2E_{23} = 2E_{53}$, $\Gamma_3 = 2E_{31} = 2E_{13}$, and shear stress $T_4 = \Sigma_{23} = \Sigma_{12}$, $T_5 = \Sigma_{31} = \Sigma_{13}$ components. Superscript - is dropped for the sake of simplicity as the subscripts uniquely identify them. Therefore, the dispersion relation for oblique SH waves in any material that can be described by a Willis-type linear constitutive law and that allows for anti-plane shear waves can be derived in terms of slowness vector components ($s = k/\omega$) as [24],

$$0 = 1 + (\kappa_{35} + \kappa_{55}) S_1 + (\kappa_{34} + \kappa_{43}) S_2 + [\kappa_{34}\kappa_{53} + \kappa_{43}\kappa_{35} - \eta_{33}(\mu_{45} + \mu_{54})] S_1 S_2 + [\kappa_{35}\kappa_{53} - \eta_{33}\mu_{55}] S_1^2 + [\kappa_{34}\kappa_{43} - \eta_{33}\mu_{44}] S_2^2.$$

(7)

The component $S_2$ is constant over the entire domain, but $S_1$ represents an apparent overall quantity as $s_1^2$ is different in each material layer. All components of this tensor are, in general, functions of the frequency and wave vector.
3. Homogenized Willis constitutive tensor extraction using field integration

The local conservation and kinematic equations for complex amplitudes of the fields in oblique anti-plane shear waves are

\[ v_3 = i\omega u_3, \]
\[ \gamma_4 = \frac{\partial u_3}{\partial x_2} = -ik_2 u_3 = -\frac{k_2}{\omega} v_3, \]
\[ \gamma_5 = \frac{\partial u_3}{\partial x_1} = 1 \frac{\partial u_3}{\omega \partial x_1}, \]
\[ \frac{\partial \tau_5}{\partial x_1} + \frac{\partial \tau_4}{\partial x_2} = i\omega p_3 = \frac{1}{i\omega} \frac{\partial \tau_5}{\partial x_1} - \frac{k_2}{\omega} \tau_4 = p_3. \]  

(8)

All these quantities are locally functions of \( x_1 \) but are also parameterized by \( k_2 \) and \( \omega \). We also define the slowness component in \( x_2 \) direction \( s_2 = k_2/\omega \).

In source-free harmonic analysis, any oblique anti-plane shear wave traveling in a layered medium can be written as superposition of two linearly independent waves. We choose for this basis the eigenvectors of the transfer matrix when a finite or infinite structure consists of a periodic array of a repeating unit cell. Such eigenvectors generally satisfy the Bloch-Floquet periodicity

\[ \mathcal{G}^\alpha(x_1^0) = \mathcal{G}^\alpha(x_1^0) e^{-i\mathbf{Q}^\alpha}, \]  

(9)

where, \( \mathcal{G} \) represents any field quantity, namely displacement \( (u_3) \), particle velocity \( (v_3) \), strain component \( (\gamma_4, \gamma_5) \), stress component \( (\tau_4, \tau_5) \), or momentum \( (p_3) \), and the quantity \( \mathbf{Q}^\alpha \) can be calculated from the components of the transfer matrix by eigenvalue analysis and its real part is normally referred to as phase advance across an RUC (for a more detailed discussion on the transfer matrix method, see Appendix A). The superscript \( \alpha \) represents the two independent solutions. In the following we have used the convention \( \alpha = \pm \) to represent positive and negative \( x_1 \) direction of the eigenvector waves in the sense of phase propagation or power flux. For a finite specimen consisting of \( N_c \) unit cells with boundaries at \( x_1^0 \) and \( x_1^0 + N_c d \), it is desirable to match the continuous micro-structural quantities with yet-to-be defined macro-scale apparent quantities on these surfaces \( (x_1 = const.) \). Such a requirement maintains the nature of continuity requirements at the boundaries with homogeneous semi-infinite domains, which control the scattering off of finite specimens. If other schemes are used instead, the continuity boundary conditions will have different form and nature for the macro-scale quantities in the homogenized system compared to those in the micro-structured system. Therefore,

\[ V_3^\alpha(x_1^0) = V_3^\alpha(x_1^0), \]
\[ T_3^\alpha(x_1^0) = T_3^\alpha(x_1^0), \]  

(10)

and similarly for \( x_1^0 + N_c d \). Assuming that the apparent response may be considered simply as the propagation of a source free harmonic wave in a homogeneous medium, these macro-scale fields can therefore be written everywhere as

\[ V_3^\alpha(x_1) = V_3^\alpha(x_1^0)e^{i\phi^\alpha}, \]
\[ T_3^\alpha(x_1) = T_3^\alpha(x_1^0)e^{i\phi^\alpha}, \]  

(11)

where, \( \phi^\alpha = -K_1^\alpha(x_1 - x_1^0) - k_2 x_2 \), with \( K_1^\alpha d = Q^\alpha \pm 2\pi n \). Therefore, as it is also pointed out in Eq. (A.5), the impedance is \( Z_3^\alpha = -T_3^\alpha/V_3^\alpha \). Furthermore, the following also need to be satisfied for such an apparent macro-scale wave,

\[ I_4^\alpha(x_1) = -\frac{k_2}{\omega} V_3^\alpha, \]
\[ I_5^\alpha(x_1) = 1 \frac{\partial V_3^\alpha}{\omega \partial x_1} = -\frac{K_1^\alpha}{\omega} V_3^\alpha. \]  

(12)

\[ \frac{\partial T_3}{\partial x_1} + \frac{\partial T_4}{\partial x_2} = i\omega P_3^\alpha = \frac{K_1^\alpha}{\omega} T_3^\alpha + \frac{k_2}{\omega} T_4^\alpha = -P_3^\alpha. \]

\[ I_4^\alpha(x_1) \] requirement matches well with microscopic consideration \( \gamma_4 = -s_2 v_3 \), and therefore the same approach as with the continuous quantities will be used for \( I_4 \), i.e., define

\[ I_4^\alpha(x_1) = \gamma_4^\alpha(x_1^0)e^{i\phi^\alpha}. \]  

(13)
To satisfy the other two conditions consider integration of the microscopic quantities over a unit cell,

\[
\int_{\Omega} \gamma_5^0 dx_1 = \frac{1}{k_\omega} \int_{\Omega} \frac{\partial \psi_5}{\partial x_1} dx_1 = \frac{1}{k_\omega} \left[ \psi_5^0(x^0_1 + d) - \psi_5^0(x^0_1) \right] = \frac{1}{k_\omega} \left[ V_5^\alpha(x^0_1 + d) - V_5^\alpha(x^0_1) \right]
\]

where \( \Omega = \{ x_1 : x_1^0 \leq x_1 \leq x_1^N = x_1^0 + d \} \), with \( N_l \) and \( d \) being the number of layers and the total size of the unit cell, respectively, and \( \chi(\beta) = \sin(\beta)/\beta \). To satisfy Eq. (12), one can set the apparent macro-scale strain

\[
\Gamma_5^\alpha(x^0_1) = \frac{1}{d} \int_0^d \gamma_5^0 dx_1 \chi(Q^\alpha/2). \tag{14}
\]

For the macro-scale wave \( \Gamma_5^\alpha(x_1) \) must be related by a simple phase difference to \( \Gamma_5^\alpha(\bar{x}_1) \), where \( \bar{x}_1 = x^0_1 + (d/2) \). At this point,

\[
\Gamma_5^\alpha(\bar{x}_1) = \Gamma_5^\alpha(x^0_1) e^{-iQ^\alpha/2} = \frac{1}{d} \int_0^d \gamma_5^0 dx_1 \chi(Q^\alpha/2). \tag{15}
\]

Note that one can similarly set

\[
P_3^\alpha(\bar{x}_1) = \frac{1}{d} \int_0^d p_3^0 dx_1 \chi(Q^\alpha/2), \tag{16}
\]

\[
T_5^\alpha(\bar{x}_1) = \frac{1}{d} \int_0^d \tau_5^0 dx_1 \chi(Q^\alpha/2).
\]

On the other hand, it is physically more desirable to ensure the integral of the macro-scale momentum \( P_3^\alpha(x_1) \) in any unit cell matches the total micro-structural quantity. This is satisfied by the previous definition since

\[
\frac{1}{d} \int_{\Omega} p_3^0 dx_1 = \frac{1}{d} \int_{\Omega} P_3^\alpha(\bar{x}_1) e^{-iK_5^\alpha(x_1 - \bar{x}_1)} dx_1 = P_3^\alpha(\bar{x}_1) \int_{-d/2}^{d/2} e^{-iK^\alpha \xi} d\xi
\]

\[
= P_3^\alpha(\bar{x}_1) \left( \frac{e^{-iQ^\alpha/2} - e^{iQ^\alpha/2}}{-2iQ^\alpha/2} \right) = P_3^\alpha(\bar{x}_1) \chi(Q^\alpha/2).
\]

Similarly, the proposed macro-scale definitions for \( \Gamma_5 \) and \( T_5 \) are physically satisfactory as in both cases the integration along the \( x_1 \) direction across the unit cell can be related to physical quantities, such as displacement differential and total traction force on the relevant planes.

The constitutive description of each isotropic layer can be summarized as

\[
\begin{pmatrix} v_3 \\ \tau_4 \\ \tau_5 \end{pmatrix}^j = \begin{pmatrix} \eta_{33} & 0 & 0 \\ 0 & \mu_{44} & 0 \\ 0 & 0 & \mu_{55} \end{pmatrix}^j \begin{pmatrix} p_3 \\ \gamma_4 \\ \gamma_5 \end{pmatrix}^j,
\]

where \( \eta_{33} = 1/\rho \) represents the specific volume and \( \mu_{44} = \mu_{55} \) is the shear modulus. The macroscopic quantities that are not directly part of the eigen-vectors of the transfer matrix can be written as,

\[
\begin{pmatrix} \gamma_5 \\ p_3 \\ \tau_4 \end{pmatrix}^j = \xi^j \begin{pmatrix} v_3 \\ \tau_4 \\ \tau_5 \end{pmatrix}^j; \quad \xi^j = \begin{pmatrix} 0 & \mu_{55}^{-1} & 0 \\ \eta_{33} & 0 & 0 \\ -\mu_{44} \tilde{\alpha}_2 & 0 & 0 \end{pmatrix}^j.
\]
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Collectively and over a layered repeating unit cell the macro-scale quantities can be written as
\[
\begin{pmatrix}
I_0 \\
J_0
\end{pmatrix} \begin{pmatrix}
\bar{x}_1 \\
\bar{x}_2
\end{pmatrix} = \frac{1}{\chi(Qz/2)} \sum_{j=1}^{N} \xi_j \chi \int_{x_{j-1}}^{x_j} \delta_j(x_1, k_2) dx_1 (\zeta_j)^{-1} \psi_j(x_1^{-1}, k_2).
\]
(17)

Using \( \psi_j = \zeta_j \delta_j(d^j, k_2)(\zeta_j)^{-1} \psi_j^{-1} \) for \( 1 \leq j \leq N \) and combined with
\[
\begin{pmatrix}
V_3 \\
T_3
\end{pmatrix} \begin{pmatrix}
\bar{x}_1 \\
\bar{x}_2
\end{pmatrix} = e^{-iQz/2} \begin{pmatrix} 1 & 0 \\ -s_2 & 0 \end{pmatrix} \psi^0,
\]
(18)
all overall macro-scale field quantities may be calculated at the center of the unit cell, consistent with the equations of motions.

Equation (6) may be considered as a basis to determine the constitutive tensors if all field quantities are known. However, for a single field solution, there are only 3 equations for 9 unknowns. If the system is spatially non-dispersive, one may combine infinitely many solutions for different wave vectors and determine the constitutive tensor components as functions of frequency. Of course, it has been shown that for micro-structured media, this is impossible (except in limited situations) as the infinitely many solutions are not compatible with a single set of constitutive constants, and the system has to be described with spatially dispersive constitutive parameters [24]. In the following, we will first utilize the Onsager principle to reduce the level of indeterminacy. Next, we will consider a sufficient form of the Betti-Maxwell reciprocity (which in fact is only applicable to spatially non-dispersive constitutive descriptions) to restrict possible scenarios for the overall properties further. Finally, we will look at the dispersion relation form and propose and determine reasonable restrictions that allow us to solve for a unique tensor of all the homogenized Willis constitutive parameters based on the integrated field quantities and one that exactly reproduce the band structure and scattering of a micro-structured specimen.

### 3.1. Onsager Reciprocal Relations

It is possible to utilize an extension of Onsager’s reciprocity principle for spatially dispersive media. In such cases, the constitutive tensors for wave vectors \( k \) and \(-k\) are related to each other [52, 53]. Utilizing the Onsager’s principle in our case will increase the number of available equations to 6 while keeping the unknowns at 9. Here superscripts +, and − denote the constitutive parameters for wave vectors \( k \), and \(-k\), respectively. Onsager’s principle states:
\[
\begin{align*}
\eta_{31}^+ &= \eta_{33}^- \\
\mu_{44}^+ &= \mu_{44}^- \\
\kappa_{55}^+ &= \kappa_{55}^-
\end{align*}
\]
(19)
Notice the negative sign in the coupling terms. The sign is associated with whether the field quantities will change their sign with time reversal (odd) or not (even), or equivalently whether they depend on micro-scale velocities in and odd or even form. For the constitutive parameters connecting quantities of different parities, the Onsager’s principle requires a negative sign [54].

### 3.2. Betti-Maxwell Reciprocity

Unlike Onsager’s reciprocity, the constitutive form of Betti-Maxwell’s reciprocity is really only applicable to spatially non-dispersive media. Nonetheless, it is worth considering its connection to micro-scale material form and relation to macro-scale reciprocity which is applicable for broad classes of system (including all systems consisting of elastic components along with isotropic viscoelastic ones).

To study the micro-scale reciprocity theorem as discussed in [55] for the Willis material described by Eq. (5) we write the dynamic equations for two states, \( \alpha \) and \( \beta \), as follows:
\[
\begin{align*}
\sigma_{\alpha j}^\beta + f_{\alpha i} = &\tilde{\mu}_{\beta}^\alpha, \\
\sigma_{\beta j}^\alpha + f_{\beta i} = &\tilde{\mu}_{\alpha}^\beta,
\end{align*}
\]
(20)
where \( f_i \) are the components of the body force. The reciprocity theorem can be derived by multiplying the displacement field in one state, e.g., \( u_i^\alpha \), by dynamic equation of the other state, e.g., \( \beta \), and subtracting it from the equation based on reversing this, [56]:

\[
\left( \sigma^\beta_{ji,j} u^\beta_i - \sigma^\beta_{ji,j} u^\alpha_i \right) + \left( f^\beta_i u^\beta_i - f^\beta_i u^\alpha_i \right) = \dot{p}^\beta_i u^\beta_i - \dot{p}^\beta_i u^\alpha_i. \tag{21}
\]

The first term can be simplified using the infinitesimal strain formul\ations as follows:

\[
\left( \sigma^\beta_{ji,j} u^\beta_i - \sigma^\beta_{ji,j} u^\alpha_i \right) = \left[ \sigma^\beta_{ji,j} u^\alpha_i \right]_j - \left( \sigma^\beta_{ij} \epsilon_{ij} - \sigma^\beta_{ij} \epsilon_{ij} \right) = \left[ \sigma^\alpha_{ji,j} u^\alpha_i \right]_j - \left( \mu_{ijkl} - \mu_{kijl} \right) \epsilon_{ij} \epsilon_{ij} - \kappa_{ijk} \left( \dot{p}^\beta_{ij} \epsilon_{ij} - \dot{p}^\beta_{ij} \epsilon_{ij} \right) .
\]

Furthermore, focusing on time-harmonic cases to swap the time derivative from momentum density to displacement to write the remainder in terms of velocity and using the constitutive equations:

\[
\dot{p}^\beta_i u^\beta_i - \dot{p}^\beta_i u^\alpha_i = \dot{p}^\beta_k p^\beta_k \left( \eta_{ik} - \eta_{ki} \right) + \kappa_{kl} \left( \dot{p}^\beta_{kl} \epsilon_{kl} - \dot{p}^\beta_{kl} \epsilon_{kl} \right) .
\]

Thus after simplification Eq. (21) becomes,

\[
\left[ \sigma^\alpha_{ji,j} u^\alpha_i - \sigma^\beta_{ji,j} u^\alpha_i \right]_j + \left( f^\beta_i u^\beta_i - f^\beta_i u^\alpha_i \right) = \left( \mu_{ijkl} - \mu_{klij} \right) \epsilon_{ij} \epsilon_{ij} + \dot{p}^\beta_k p^\beta_k \left( \eta_{ik} - \eta_{ki} \right) + \left( \kappa_{ijk} + \kappa_{kij} \right) \left( \dot{p}^\beta_{ij} \epsilon_{ij} - \dot{p}^\beta_{ij} \epsilon_{ij} \right) . \tag{22}
\]

For most standard materials, the second and third terms on the rhs are identically zero (density or specific volume are scalars and there are no couplings). The first term on the rhs is zero in elastic materials due to the major symmetry as a consequence of the existence of strain energy potential. For viscoelastic dissipative materials, the proof of major symmetry for relaxation modulus and creep compliance demands more sophisticated arguments using the combination of thermodynamics and the application of Onsager’s reciprocity relations [57], therefore, experimental verification was suggested [58]. Of course, certain material symmetries, e.g., isotropy, are stronger (sufficient) conditions than major symmetry [58]. Even without employing the Onsager’s reciprocity principle and by utilizing some thermodynamic and analytical restrictions, Matarazzo [59] showed that major symmetry is guaranteed for a linear viscoelastic solid, if both instantaneous and equilibrium limit tensors have major symmetry. Consequently, for elastic and (broad class of) linear viscoelastic solid constitutive layers with no constitutive coupling and scalar specific volume, the rhs of Eq. (22) would always vanish, which proves that the lhs of Eq. (22) is also zero. This is commonly referred to as the local reciprocity theorem in the literature [55]. The global reciprocity theorem can be derived by integrating the lhs of Eq. (22) over any volume \( V \),

\[
\int_V \left( f^\beta_i u^\beta_i - f^\beta_i u^\alpha_i \right) \, dV + \int_S \left( \sigma^\alpha_{ji,j} u^\alpha_i - \sigma^\beta_{ji,j} u^\alpha_i \right) n_j \, dS = 0, \tag{23}
\]

where Gauss’s theorem is used and \( S = \partial V \). Here we have kept the stress form instead of converting, as is normally done, to boundary tractions. In this form, and in contrast with the rhs of the local form, the reciprocity theorem may be purely cast in the form of excitation and response of the system. For that reason, it is reasonable to expect or enforce similar condition when macro-scale fields are defined for the same system:

\[
\int_V \left( F^\beta_i U^\beta_i - F^\beta_i U^\alpha_i \right) \, dV + \int_S \left( \Sigma^\alpha_{ji,j} U^\alpha_i - \Sigma^\beta_{ji,j} U^\alpha_i \right) n_j \, dS = 0. \tag{24}
\]

The surface integral can be converted to a volume integral. Note that integration domains smaller than homogenization length scale are rather artificial here, but we may proceed with assuming the integrands may be considered identically zero. When macro-scale fields satisfy the relevant equilibrium and compatibility conditions (which is what has been enforced e.g., in our definition of the overall quantities, based on the integration of the field equations), then:

\[
\left[ \Sigma^\alpha_{ji,j} U^\alpha_i - \Sigma^\beta_{ji,j} U^\alpha_i \right]_j + \left( F^\alpha_i U^\beta_i - F^\alpha_i U^\alpha_i \right) = \left( \mu_{ijkl} - \mu_{klij} \right) E^{\alpha\beta}_{ij} E^{\alpha\beta}_{ij} + P^\alpha_i P^\beta_i \left( \eta_{ik} - \eta_{ki} \right) \]

\[
+ \left( \kappa_{ijk} + \kappa_{kij} \right) \left( P^\alpha_k E^{\alpha\beta}_{ij} - P^\beta_k E^{\alpha\beta}_{ij} \right) . \tag{25}
\]
Note that all constitutive parameters here (particularly $\mu$, $\eta$, $\kappa$, and $\tilde{\kappa}$) are associated with the macro-scale apparent tensor. To deduce symmetry conditions for these constitutive tensors based on the expectation that this quantity should vanish will require that the strain and momentum density fields to be independently achievable. This is not possible in the absence of body forces (for harmonic waves with no sources). We do not address the question of whether, by prescription of non-zero body forces and boundary conditions, this independence may be accomplished. (Note that for consistency, the macro-scale body force $F_i$ may not have variations that are finer than the macro-scale homogenization limit. In essence, one may approach this by considering unit cell solutions with macro-scale prescribed boundary fields and body forces to be simply harmonic functions of time and space for given frequency and wave vector. But this does not constitute a unique choice.) We note, however, that the symmetry conditions:

$$\eta_{ij} = \eta_{ji},$$
$$\mu_{ijkl} = \mu_{klij},$$
$$\kappa_{ijk} = -\tilde{\kappa}_{kij},$$

for the macro-scale Willis parameters constitute sufficient conditions to render this quantity zero and therefore will guarantee an apparent (macro-scale) reciprocal system as one might expect. In the context of SH-waves (Eq. (6)) and in Voigt notation, this would read as

$$\mu_{54} = \mu_{45},$$
$$\kappa_{43} = -\kappa_{34},$$
$$\kappa_{53} = -\kappa_{35}.$$

Strictly speaking such a requirement is rather limited for spatially dispersive homogenized properties, as unless both $\alpha$ and $\beta$ have the same wave vector $k$, this formulation is not applicable. For this reason, the superscripts $\pm$ associated with $k$ and $-k$ are dropped from this point on to indicate the assumption that the constitutive tensors, while functions of wave vector in general, are the same if one simply reverses the wave vector. This restriction turns out to be fully compatible with both reciprocity restrictions yet not adding any new information or requirements. It is also intuitively compatible with Betti-Maxwell reciprocity. Nevertheless, enforcing the material form of Betti-Maxwell’s conditions on the constitutive parameters will lead to well-behaved solutions and reduces the dimensionality of class of possible constitutive tensors. However, while it appears that we now have enough (9) equations to determine all unknowns, the system of equations thus developed is still rank deficient by one.

### 3.3. Uniqueness of the constitutive tensor

The combination of the Onsager’s principle and material Betti-Maxwell reciprocity as shown in Eq. (19) and Eqs. (27)–(29) can be used to write:

$$\begin{pmatrix} B^+ \\ B^- \end{pmatrix} = \begin{pmatrix} A & 0 \\ 0 & A \end{pmatrix} \begin{pmatrix} C^+ \\ C^- \end{pmatrix},$$

where $B^\pm = (V_3^\pm, T_4^\pm, T_5^\pm)^T$, $C^\pm = (P_3^\pm, \kappa_4^\pm, \kappa_5^\pm)^T$, and

$$A = \begin{pmatrix} \eta_{33} & \kappa_{34} & \kappa_{35} \\ -\kappa_{34} & \mu_{44} & \mu_{45} \\ -\kappa_{35} & \mu_{45} & \mu_{55} \end{pmatrix}. \tag{31}$$

As it is shown in Eq. (30) both $+$ and $-$ solution sets are defined using the same Willis matrix. This is a linear system of equation for components of $A$, but it is always rank deficient by one. Therefore, one more equation is needed to arrive at a unique constitutive tensor. The simplified version of dispersion relation (after taking into account the conditions shown in Eqs. (27)–(29)) becomes

$$0 = 1 - 2 (\kappa_{34}\kappa_{35} + \eta_{33}\mu_{45}) S_1 S_2 - (\kappa_{34}^2 + \eta_{33}\mu_{45}) S_1^2 - (\kappa_{35}^2 + \eta_{33}\mu_{45}) S_2^2. \tag{32}$$

As mentioned, while the constitutive coefficients are general functions of slowness or wave vector, it is assumed that a simple reversal of this vector does not affect the constitutive tensor (an intuitive consequence of reciprocity). This is also compatible with the dispersion
relation not having any first order terms in terms of the slowness vector components. If the coefficient of $S_1s_2$ is non-zero, there may exist directions for wave vector (which is the same as that of the slowness vector and can be parameterized as $S_1/s_2$) along which there are potentially two wavelengths can propagate in the system. Such a phenomenon is quite an important indicator of spatial dispersion in electromagnetics [52]. However, in the present study of layered micro-structured media, there has not been any such observation. Therefore, we consider adding the following equation to our set of equations:

$$\kappa_{34}\kappa_{35} + \eta_{33}\mu_{45} = 0. \quad (33)$$

It is worth mentioning that in the case of a spatially non-dispersive Willis-matrix the presence of a mirror or $\pi$-rotational symmetry in or around the $x_1$ or $x_2$ directions will also force the coefficient of $S_1s_2$ to vanish due to material symmetry requirements. Finally, using Eqs. (30, 33) along with the macro-scale Eq. (12) one could determine the homogenized parameters as follows,

$$\eta_{33} = \frac{2}{\Delta},$$

$$\mu_{55} = \frac{4S_1^+T_5^+T_3^3 + s_2(T_4^+ - T_4^-)(Z_{53}^- - Z_{53}^+)}{2S_1^+\Delta},$$

$$\mu_{44} = \frac{4s_3T_3^+T_4^- + S_3^+(T_4^+ - T_4^-)(Z_{53}^- - Z_{53}^+)}{2S_3\Delta},$$

$$\mu_{45} = \frac{-(T_4^+ + T_4^-)(Z_{53}^+ + Z_{53}^-)}{2\Delta},$$

$$\kappa_{34} = \frac{T_3^+ + T_3^-}{\Delta},$$

$$\kappa_{35} = \frac{Z_{53}^+ + Z_{53}^-}{\Delta},$$

where $Z_{53}^\pm = -T_5^+/V_3^\pm$ and $\Delta = S_3^+(Z_{53}^- - Z_{53}^+) + s_2(T_4^+ - T_4^-)$. These results are valid for asymmetric and symmetric cells with fully elastic or viscoelastic layers. For symmetric cells it can be shown that,

$$\eta_{33} = \frac{V_3^\pm}{I_3^\pm}, \quad \mu_{44} = \frac{T_4^+}{I_4^+}, \quad \mu_{55} = \frac{T_5^+}{I_5^+}, \quad (sym. str.),$$

$$\mu_{45} = \mu_{45}, \quad \kappa_{34} = \kappa_{34} = 0, \quad \kappa_{35} = -\kappa_{35} = 0, \quad (sym. str.). \quad (35)$$

The vanishing of the coupling parameters for symmetric unit cells is easily observed from $Z_{53}^- = -Z_{53}^+$, and $T_4^- = -T_4^+$. 

4. Illustrative examples: Overall constitutive Willis parameters from integration scheme and comparison with scattering

Fig. (2) shows a baseline repeating unit cell of a sample 1D layered medium studied here for its scattering, band structure, and homogenized properties. In all the future graphs, the unit system [mm, $\mu$s, mg] for length, time, and mass are used which results in [km/s, GPa, g/cm$^3$, MHz, MRayl] units for wave speed (and inverse slowness), modulus, density (and inverse specific volume), frequency, and impedance, respectively. Frequency scale has been changed to kHz for clarity of graphical presentation.

Scattering. Scattering coefficients magnitudes and unwrapped phases for the 3-phase, 5-layer, RUC are shown as functions of incident angle and frequency in Fig. (3). It should be noted that, since each constituent material is reciprocal, the whole medium is reciprocal as well, subsequently $S_{ab} = S_{ba}$ [56]. Moreover, due to the parity symmetry of this particular design, $S_{ab} = S_{ab}$ (see Appendix B). For a similar analysis on a 2-phase 3-layered medium, the reader is referred to [24]. The graphs are drawn for scattering off of a single unit cell $N_c = 1$. The main features occur at close but not exactly the same frequencies for all angles of incidence and certain low frequency features are only observable at very low angles of incidence (near normal).
Figure 2: The baseline 3-phase repeating unit cell for the layered media studied in this paper. Each unit cell consists of $N_l = 5$ layers. For scattering analysis two semi-infinite homogeneous polycarbonate layers are assumed on either side of the finite specimen with $N_c$ repeating unit cells. Propagation and scattering of oblique anti-plane shear (SH with respect to $x_3$ axis) incident waves are studied. Mechanical properties for each layer including, Young’s modulus, density, shear and longitudinal waves speeds are the same as in [60] and are summarized here: $(d_j) = (6.35, 3.20, 0.50, 3.20, 6.35)$, $(c'_T^j) = (1.04, 0.13, 2.88, 0.13, 1.04)$, $(\rho_j) = (1.53, 0.36, 7.82, 0.36, 1.53)$. Note that for the polyester foam layers ($j = 2, 4$) 5% loss is considered in shear wave speeds $(c''_T/c'_T = 0.05)$, where $c_T = c'_T + ic''_T$.

Figure 3: Reflections and transmission magnitude and phase for the symmetric 5-layer RUC shown in Fig. (2) with one unit cell ($N_c = 1$). (a) Top row shows the magnitude in log scale. It should be noted that at the low frequencies, there is almost full transmission and as the frequency increases, transmission reduces substantially. For higher angles of incident, transmission amplitude is lower. Second row shows the phase angle of the reflection and transmission. (b) Bottom figure demonstrates the absorption for the 5-layer medium. Fully elastic case should yield zero value for absorption due to energy conservation. For the lossy case analyzed here $(c''_T/c'_T = 0.05$ for polyester foam layer) absorption peaks are observed at the resonance frequencies.

Band structure. The solution Eq. (A.4) of the eigenvalue problem Eq. (A.3) with the transfer matrix of a unit cell for each frequency value yields the phase advance across a cell in an infinitely periodic array. Fig. (4) shows the components of the slowness, $S_1 = K_1/\omega$, and normalized wave vector, $Q_1 = K_1d$ normal to the layers $(x_1)$ as functions of frequency and $s_2 = k_2/\omega$, the component of the slowness parallel to the layers. $s_2 = 0$ represents normally incident waves. Symmetric and reciprocal unit cells lead to symmetric solutions for right- and left-traveling waves, i.e., $Q_1^+ = -Q_1^-$, $Q_1^+ = -Q_1^-$. The branch selection for Eq. (A.4) is done in order to maintain the continuity wave vector as a function of frequency.
Wide stop bands at relatively low frequencies (starting near 2.5kHz) are observable for all $s_2$ values, and as $s_2$ increases stop bands become wider. The real part of the phase advance $\mathcal{Q}_1$ is initially calculated to be between $-\pi$ and $\pi$, and by adding a suitable integer multiple of $2\pi$, it can be rendered a continuous function of frequency in such layered structures.

Overall properties based on integration. An asymmetric configuration of the RUC shown in Fig. 2 is adapted by changing the thickness and properties of layer $j = 4$ as follows: $d_4 = 3.30$, $\rho_4^d = 0.16$, $\rho_4^t = 0.38$, and $c_4^d/c_4^t = 0.06$. All other layers stayed intact. Figs. (5,6) show the real and imaginary parts of all the Willis constitutive parameters for this asymmetric unit cell. The presence of spatial dispersion can be observed in all the homogenized values. It can be seen that at the long-wavelength limit at small $s_2$ values (near normal incidence) the coupling constant $\kappa_{34}$ has a linear dependence on the wave vector. More explicitly, $\kappa_{34} \approx -0.019i k^2$, which is fully imaginary. The other coupling constitutive parameters approach 0 faster than a linear function of $k^2$. Fig. (7) depicts the real and imaginary parts of the diagonal components of the constitutive tensor for the symmetric version of the RUC shown in Fig. (2). As mentioned earlier, for symmetric unit cells the off-diagonal terms become identically zero. All three diagonal terms stay spatially dispersive.

Comparison with the overall properties derived based only on scattering. From an experimental perspective the details of the fields inside a unit cell are not always available and the interaction of the sample with exterior domain is entirely determined based on its scattering or more precisely the field components that are continuous across boundaries. With such limited information, the overall constitutive tensors may not be uniquely determined. Different sets of assumptions may be enforced to derive overall constitutive tensors that will reproduce the same scattering of the heterogeneous slab from a homogenized slab of the same thickness [24]. The scattering data does not even uniquely determine a presumed diagonal constitutive tensor for a symmetric RUC. A unique candidate may be determined from scattering if one assumes that $\eta_{33}$ is spatially non-dispersive. In other words, the value determined for normal incidence ($s_2 = 0$) is used for all other wave vectors. The other two diagonal components ($\mu_{44}$, $\mu_{55}$) will still need to be spatially dispersive. Figure (8) shows the overall properties based on such an approach. When compared to the integration results, Fig. (7), $\mu_{55}$ matches between both methods for all values of $s_2$, as do the values of all quantities, at $s_2 = 0$. While neither of these two sets contradict Onsager or Betti-Maxwell reciprocity, passivity (see below), or causality, $\mu_{55}$ of the two approaches are not similar. The difference is a mere consequence of enforcing locality for $\eta_{33}$.

We must note that in [24] a different case was studied, in which the diagonal terms were enforced to be spatially non-dispersive. Furthermore, $\kappa_{35}$ may be considered a free parameter and was set it to zero for a symmetric cell considering the limiting case of normal incidence. To maintain reciprocity in the dispersion equation, Eqs. (7), leads to $\kappa_{34} = -\kappa_{43}$, and $\kappa_{53} = -\kappa_{35} = 0$, which will then also require $\mu_{54} = -\mu_{45}$. Such assumption although...
Figure 5: Homogenized diagonal components of the Willis constitutive tensor for an asymmetric RUC are shown here. (a), (c), and (e) show the real components of $\eta_{33}$, $\mu_{55}$, and $\mu_{44}$, and (b), (d), and (f) show their imaginary counterparts, respectively. The dependence on wave vector is observable for all these quantities. The real components of the diagonal terms are converging to their relevant Voigt and Reuss averages at long-wavelength limit for all wave directions.

Figure 6: Homogenized off-diagonal components of the Willis constitutive tensor for an asymmetric cell. The real parts of the off-diagonal terms of $\mu_{45}$, $\kappa_{34}$, and $\kappa_{35}$ are shown in (a), (c), (e), while their imaginary counterparts are shown in (b), (d), and (f), respectively. Note that for the off-diagonal terms both real and imaginary parts approach zero as frequency decreases. Also note that for this particular example $\mu_{45}$, $\kappa_{35}$ are an order of magnitude smaller than $\kappa_{34}$. All the off-diagonal terms converge to zero when the RUC becomes fully symmetric.
Figure 7: The only non-zero homogenized parameters, i.e., diagonal components, of the Willis constitutive tensor, for the symmetric RUC shown in Fig. (2). (a), (c), and (e) show the real components of $\eta_{33}$, $\mu_{55}$, and $\mu_{44}$, and (b), (d), and (f) show their imaginary counterparts, respectively. Compared to the asymmetric case shown in Fig. (5) the resonance peaks shifted slightly toward lower frequencies for the symmetric RUC. Note also that, as expected, the small structural difference changes the overall constitutive tensors essentially in a continuous fashion, i.e., the difference between these values and those shown in Fig. (5) vanish as the asymmetric unit cell converges to the symmetric one.

contradicts the strong from of Betti-Maxwell reciprocity relation if $\mu_{45} \neq 0$ (see Eq. (27)), can still reproduce scattering, precisely. Note again that this strong form is only a sufficient condition, but not necessary, for reciprocity of the system.

Note on passivity. If there are no energy sources within a domain $V$, the integration of energy flux into its closed boundary, $\partial V$, should yield zero or positive values, for lossless and lossy passive media [23, 61, 62]:

$$\Psi = \int_V \Re(i \omega p_j) \Re(v_j) + \Re(\sigma_{ij}) \Re(i \omega \varepsilon_{ij}) \ dV.$$  

Considering $e^{i(\omega t - k \cdot x)}$ phasor convention,

$$\Psi = \int_V \Re(\omega p_j) \Re(v_j) + \Re(\sigma_{ij}) \Re(i \omega \varepsilon_{ij}) \ dV.$$

Time averaging of the real values of $\omega$ gives:

$$\frac{1}{2\pi/\omega} \int_0^{2\pi/\omega} \Psi \ dt = \frac{\omega}{2} \int_V \Re(p_j v_j^* + i \sigma_{ij}^* \varepsilon_{ij}) \ dV = \frac{\omega}{2} \int_V -3(p_j v_j^* + \sigma_{ij}^* \varepsilon_{ij}) \ dV \geq 0,$$

where $^*$ denotes complex conjugate. For the case of propagating oblique SH-waves and positive $\omega$, using Voigt’s notation:

$$D = -\frac{\omega}{2} 3( T_{5}^{1} \Gamma_{5}^{1} + T_{4}^{1} \Gamma_{4}^{1} + P_{3} \Gamma_{3}^{1} ) \geq 0,$$

in which the equality holds for lossless cases. This can be further simplified to:

$$D = -\omega (s_{4}^{1} Z_{44}^{1} + s_{5}^{1} Z_{55}^{1} ) \geq 0,$$
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Figure 8: Apparent constitutive functions based only on scattering for a fully diagonal constitutive tensor with spatially non-dispersive $\eta_{33}$. Real and imaginary parts of $\mu_{55}$ and $\mu_{44}$ are shown in (a), (b) and (c), (d). At low frequencies, $\eta_{33}$ and $\mu_{55}$ match their associated Reuss models (iso-stress or volume average for inverse stiffness and volume average for density, i.e., inverse $\eta_{33}$ and $\mu_{55}$ also approaches its Voigt model (iso-strain or volume average for stiffness), which are all expected at the long-wavelength approximation. Unlike the 3-layer structure yielding positive $\mu_{55}$ over the entire frequency-slowness plane as shown in [24], negative real parts of $\mu_{55}$ are observed starting from around 2.5 kHz. (f) The positive time-averaged dissipation in an RUC shown in Fig. (2) for oblique anti-plane shear waves at any frequency, based on Eq. 39. For elastic systems $D = 0$ (not shown here).

where superscripts $'$ and $''$ refer to the real and imaginary parts, and $S_1(\omega, s_2) = K_1/\omega$. In general, the impedances for general Willis media (see [24])

$$Z_{43}(\omega, s_2) = \frac{T_4}{V_3} = \mu_{44}s_2 + \mu_{45}S_1 - (\kappa_{43}/\eta_{33})(1 + \kappa_{34}s_2 + \kappa_{35}s_2),$$

$$Z_{53}(\omega, s_2) = -\frac{T_5}{V_3} = \mu_{55}S_1 + \mu_{54}s_2 - (\kappa_{53}/\eta_{33})(1 + \kappa_{34}s_1 + \kappa_{35}s_2),$$

(38)

can be used along with the dispersion equation to convert this into a single equation in terms of constitutive parameters for each value of $s_2$.

The general form is too complicated to be of any conceptual use. However, for symmetric RUCs with zero off-diagonal constitutive parameters and using Eq. (6) and the simplified dispersion relation, the passivity condition would simplify to,

$$\eta_{33}'' \eta_{33} + \mu_{44}'' \mu_{44} + \mu_{55}'' \mu_{55} S_2^2 \geq 0,$$

(39)

where $\eta_{33} \mu_{55} S_2^2 = 1 - \eta_{33} \mu_{44} S_2^2$ can be used to eliminate $S_1$, and equality holds for lossless systems.

All the cases and results presented in this work satisfy the passivity condition, with equality to zero for the lossless cases. An example can be seen in Figure (8f) where the value of dissipation time average, $D$, is plotted as a function of frequency for different $s_2$ values for the symmetric and lossy RUC shown in Fig. (2). The fully elastic systems with symmetric RUC, despite of exhibiting a non-Hermitian constitutive tensor (complex diagonal parameters) the passivity requirement shown in Eq. (37) is satisfied at all frequencies and $s_2$ values, indicating that the much stronger Hermiticity condition for the constitutive tensor of fully elastic systems is enough but not necessary. The main reason, as was previously mentioned in [23], is that the particle velocity and stress or particle velocity and momentum are not linearly independent for waves that exist in the absence of body sources. While it is possible
to create waves with independent particle velocities and stress values by introducing specific profiles of body forces, the energy balance needs to consider the work of such sources, which will interfere with the calculation of energy loss due to material dissipation and therefore is not considered here. Furthermore, introduction of body sources may be utilized to create waves away from dispersion surfaces, which is beyond the scope of the present work.

5. Summary and conclusions

The overall constitutive parameters of layered media are naturally defined as those that will produce the same scattering response as the original heterogeneous specimen for a presumably homogeneous sample with the same overall geometry (e.g., a slab of the same thickness). For the oblique incidence of anti-plane shear waves, this requirement does not uniquely determine the entirety of the Wills-type constitutive matrix. A consistent field averaging technique is proposed here which is naturally compatible with the dispersion and scattering response. Using this integration scheme, a systematic method to calculate all the Willis parameters in layered media is presented. To calculate unique constitutive parameters, Onsager’s principle and reciprocity are used. As previously established, spatially dispersive constitutive parameters are required to fully match the scattering of the heterogeneous media. While Betti-Maxwell’s reciprocity is not a necessary condition for spatially dispersive media, they are used in this work to lead to a unique choice of constitutive tensor. It is observed that for a symmetric unit cell, a fully diagonal constitutive matrix is derived, however, all the non-zero terms are functions of the wave vector and have resonance peaks at different frequencies for each propagation direction. In the absence of the $x_1$-symmetry, i.e., asymmetric cells, non-zero spatially dispersive off-diagonal terms are required in overall description of the system. All the parameters approach their appropriate Voigt or Reuss averages as $\omega \to 0$. However, at the long-wavelength limit and even for near-normal incidence, the nonlocality does not vanish as $\kappa_{34}$ can be approximated by a fully imaginary linear function of $k_2$. Finally, the passivity of such systems is studied, and it is established that for source-free waves, the derived constitutive tensors satisfy the necessary condition for the time-average of energy loss to be positive definite, along with its vanishing for fully elastic systems. It is worth mentioning that the similar process may be applied to more complex 3D micro-structures. The number of unknown constitutive parameters will increase, as do the number of equations associated with Onsager principle and Betti-Maxwell reciprocity. While such generalization will be addressed in a future publication, it appears that a reformulation based on the full wave vector as the independent parameter may be required. Therefore, the current solution for wave vector component as a function of frequency will have to be modified.
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Appendix A. Transfer matrix method

The transfer matrix for each layer is the linear operator that relates the values of the state vector $\psi$ on the two faces of that layer and can be written as,

$$\mathbf{T}^j(k_2) = \zeta^j \delta^j(d^j, k_2)(\zeta^j)^{-1}. \quad (A.1)$$

Based on the overall continuity of the $\psi$, the transfer matrix of any multilayer medium can then be easily calculated as,

$$\mathbf{T} = \mathbf{T}^N_1 \mathbf{T}^{N-1}_1 \cdots \mathbf{T}^j_1 \cdots \mathbf{T}^1. \quad (A.2)$$

For an infinitely periodic system generated from a repeating unit cell, the values of $\psi$ evaluated at the boundaries of the RUC must conform to Bloch-Floquet periodicity, i.e.,

$$\mathbf{T}\psi(x_1 = x_1^0) = \psi(x_1 = x_1^0 + d) = e^{-iQ\alpha}\psi(x_1 = x_1^0). \quad (A.3)$$
Furthermore, the apparent impedance of the cell can be extracted from the eigenvectors

\[
Q^\alpha = \log \left( \frac{1}{T_{11} + T_{22} \pm \sqrt{(T_{11} - T_{22})^2 + 4T_{12}T_{21}}} \right), \tag{A.4}
\]

\[
Z_{53}^\alpha = \frac{T_{5}^\alpha}{V_{\alpha}^\prime} = \frac{2T_{21}}{T_{22} - T_{11} \pm \sqrt{(T_{11} - T_{22})^2 + 4T_{12}T_{21}}}. \tag{A.5}
\]

One can use these to define an overall wave vector component \( K^\alpha_1 = Q^\alpha / d \). The superscript \( \alpha = \pm \) identifies the two possible solutions traveling towards positive and negative \( x_1 \) values. Following \([23]\), \( 2\pi n \) may be added or subtracted from \( Q \) whenever needed to achieve continuity (if possible) and remove the ambiguity in the phase. The continuity of the phase is not guaranteed in 2D systems; see \([25]\).

Appendix B. Scattering analysis

For a finite layered slab between two semi-infinite homogeneous domains, the complex wave amplitudes of the right- and left-hand side of the layered medium can be related as well

\[
A^b = MA^a. \tag{B.1}
\]

Here the superscripts \( ^b \) and \( ^a \) identify both the semi-infinite domains as well as the complex wave amplitudes in them measured at locations \( x_1 = x^{a/b} \). \( M \) is also frequently called the transfer matrix in literature e.g., in \([63]\) and can be obtained from the transfer matrix as

\[
M = (\delta^b(x_1 = x^b, k_2))^{-1} (\zeta^b)^{-1} T \zeta^a \delta^a(x_1 = x^a, k_2). \tag{B.2}
\]

The new polarization matrices are exactly similar to before, and the phase advance matrices can be written as

\[
\delta^a(x_1, k_2) = \begin{pmatrix}
e^{-ik_a^b(x_1-x')} & 0 \\
0 & e^{-ik_a^a(x_1-x')}
\end{pmatrix},
\]

\[
\delta^b(x_1, k_2) = \begin{pmatrix}
e^{-ik_b^b(x_1-x')} & 0 \\
0 & e^{-ik_b^a(x_1-x')}
\end{pmatrix}, \tag{B.3}
\]

where \( x_1 = x^{l/r} \) represent the left and right faces of the sample. With simplification \( x^{a/b} = x^{l/r} \), the two phase advance matrices will become identity. The components of the scattering matrix,

\[
\begin{pmatrix}
A^{a+} \\
A^{b+}
\end{pmatrix}
= \begin{pmatrix}
S_{aa} & S_{ab} \\
S_{ba} & S_{bb}
\end{pmatrix}
\begin{pmatrix}
A^{a-} \\
A^{b-}
\end{pmatrix}, \tag{B.4}
\]

which relates outgoing to incoming (incident) waves, can be written as

\[
S_{aa} = -M_{21}/M_{22},
S_{ba} = M_{11} - M_{12}M_{21}/M_{22},
S_{ab} = M_{12}/M_{22},
S_{bb} = 1/M_{22}. \tag{B.5}
\]

One can confirm that when \( \det(T) = 1 \), as a result of reciprocity, and with \( Z^a = Z^b \), then \( S_{ab} = S_{ba} \) \([64]\).
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