ON THE CONTINUITY OF ENTROPY OF LORENZ MAPS
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Abstract. We consider a one parameter family of Lorenz maps indexed by their point of discontinuity \( p \) and constructed from a pair of bilipschitz functions. We prove that their topological entropies vary continuously as a function of \( p \) and discuss Milnor’s monotonicity conjecture in this setting.

1. Introduction and main results

Since the pioneering work of Rényi [36] and Parry [31, 32, 33, 34], an increasing amount of attention has been paid to maps of the unit interval. Their study has provided solutions to practical problems within biology, engineering, information theory and physics. Applications appear in analogue to digital conversion [11], analysis of electroencephalography (EEG) data [21], data storage [24], electronic circuits [4], mechanical systems with impacts and friction [3] and relay systems [40].

The concept of topological entropy, now ubiquitous in the study of dynamical systems, was introduced by Adler, Konheim and McAndrews [1] as a measure of the complexity of a dynamical system and is an invariant under a continuous change of coordinates, called topological conjugation. Bowen [8] gave a new, but equivalent, definition for a continuous map of a (not necessarily compact) metric space. For our purposes the following formulation, given by Misiurewicz and Szlenk in [27] and consistent with the definition given in [1], serves as a definition of the topological entropy. Let \( T \) be a piecewise monotonic interval map, such as a Lorenz map (see Figure 1.1), the topological entropy \( h(T) \) of \( T \) is defined by

\[
h(T) := \lim_{n \to \infty} \frac{1}{n} \ln(\text{Var}(T^n)),
\]

where \( \text{Var}(f) \) denotes the total variation of the function \( f \).

The problem of comparing the topological entropies of two smooth interval maps which are close to each other, in a suitable sense, has been extensively studied in, for instance, [9, 10, 20, 22, 25, 26]. This problem has also been studied in the setting of piecewise linear maps with one increasing branch and one decreasing branch, see for example [7]. We consider this problem for Lorenz maps, a class of interval maps with a single discontinuity and two increasing branches. These maps play an important role in the study of the global dynamics of families of vector fields near homoclinic bifurcations, see [16, 28, 29, 35, 37, 39] and references therein.

Lorenz maps and their topological entropy have been and still are investigated intensely, see for instance [5, 7, 9, 10, 13, 14, 15, 17, 18, 19, 22, 23, 25, 26, 38].
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The simplest example of a Lorenz map is a (normalised) $\beta$-transformation, and the topological entropy of such a transformation is equal to $\ln(\beta)$; this was first shown in [17, 33]. However, for a general Lorenz map the question of determining the topological entropy is much more complicated. In [13] Glendinning showed that every Lorenz map is semi-conjugate to an intermediate $\beta$-transformation and gave a criterion, in terms of kneading sequences, for when the semi-conjugacy is a conjugacy; see also [2, 5, 12]. Note, this criterion turns out to be equivalent to topological transitivity.

Definition 1.1. Let $0 < a \leq p \leq b < 1$. An upper, or lower, Lorenz map is a map $T^\pm : [0, 1] \rightarrow [0, 1]$, respectively $T^- : [0, 1] \rightarrow [0, 1]$, of the form

\[
T^+(x) := \begin{cases} f_0(x) & \text{if } 0 \leq x < p, \\ f_1(x) & \text{if } p \leq x \leq 1, \end{cases}
\]

respectively

\[
T^-(x) := \begin{cases} f_0(x) & \text{if } 0 \leq x \leq p, \\ f_1(x) & \text{if } p < x \leq 1. \end{cases}
\]

where $f_0$ and $f_1$, called the branch functions, satisfy the following conditions.

(i) The functions $f_0 : [0, b] \rightarrow [0, 1]$ and $f_1 : [a, 1] \rightarrow [0, 1]$ are continuous, strictly increasing and surjective.

(ii) There exist constants $C, c > 1$ with $C^{-1}|x - y| \leq |f_i^{-1}(x) - f_i^{-1}(y)| \leq c^{-1}|x - y|$ for $i \in \{0, 1\}$ and $x \in [0, 1]$.

When we wish to emphasise the point of discontinuity, we write $T^\pm_p$ for $T^\pm$. Further, by definition, we have $h(T^\pm_p) = h(T^-_p)$, and hence, for ease of notation, we let $h(T_p)$ denote this common value. Further, for a fixed pair of branch functions, a direct consequence of (1.1) is that

\[
h(T^-_p) \geq \ln(C)
\]

for all $p \in (a, b)$, where $a, b$ and $C$ are as in Definition 1.1.

The main result of this article is the following.

Theorem 1.2. For a fixed pair of branch functions, $p \mapsto h(T^-_p)$ is continuous.
2. General setup

Throughout we use the convention that $\pm$ means either $+$ or $-$ and when we write $T_p^\pm$, we require that both $T_p^+$ and $T_p^-$ are defined using the same branch functions. The set of all infinite words over the alphabet $\{0, 1\}$ is denoted by $\Omega$ and is equipped with the discrete product topology. For $n \in \mathbb{N}$, define $\Omega_n$ to be the set of finite words over the alphabet $\{0, 1\}$ of length $n$, and set $\Omega^* := \bigcup_{n \in \mathbb{N}_0} \Omega_n$, where by convention $\Omega_0$ is the set containing only the empty word $\emptyset$. For $\omega = \omega_0 \cdots \omega_k$ and $v = v_0 \cdots v_n \in \Omega^*$, we set $\omega v := \omega_0 \cdots \omega_k v_0 \cdots v_n$, that is the concatenation of $\omega$ and $v$, and let $\overline{v} := vv \cdots$. The length of $v \in \Omega^*$ is denoted by $|v|$ with $|\emptyset| = 0$ and, for a natural number $k \leq |v|$, we set $v(k) := v_0 \cdots v_{k-1}$. We use the same notations when $v$ is an infinite word.

The continuous map $S: \Omega \to \Omega$ defined by $S(\omega_0 \omega_1 \cdots) := \omega_1 \omega_2 \cdots$ is called the left-shift. We also allow for $S$ to act on finite words as follows. For $k \in \mathbb{N}_0$ and $v = v_0 \cdots v_k \in \Omega^*$, we set $S(v) = v_1 \cdots v_k$, if $k \geq 1$ and $S(v) = \emptyset$ otherwise.

The upper and lower itinerary maps $\tau_p^\pm: [0, 1] \to \Omega$ encode the orbit of a point $x \in [0, 1]$ under $T_p^\pm$ and are given by $\tau_p^+(x) = \omega_0 \omega_1 \cdots$ and $\tau_p^-(x) = v_0 v_1 \cdots$ where

$$
\omega_k := \begin{cases} 0 & \text{if } (T_p^\pm)^k(x) < p, \\
1 & \text{if } (T_p^\pm)^k(x) \geq p,
\end{cases}
$$

and

$$
v_k := \begin{cases} 0 & \text{if } (T_p^-)^k(x) \leq p, \\
1 & \text{if } (T_p^-)^k(x) > p.
\end{cases}
$$

Here, for $n \in \mathbb{N}$, we denote by $(T_p^\pm)^n$ the $n$-fold composition of $T_p^\pm$ with itself where $(T_p^\pm)^0$ is set to be the identity map. The infinite words $\alpha := \tau_p^-(p)$ and $\beta := \tau_p^+(p)$ are called the kneading sequences of $T_p^\pm$.

We say that $\tau_p^\pm(p)$ is periodic if there exists $n \in \mathbb{N}$ such that $(T_p^\pm)^n(p) = p$, and the period of $\tau_p^\pm(p)$ is the smallest $n \in \mathbb{N}$ for which this holds. If $\tau_p^\pm(p)$ are periodic, then there exists $v, \omega \in \Omega^*$ such that $\tau_p^+(p) = \overline{v}$ and $\tau_p^-(p) = \overline{\omega}$.

**Lemma 2.1** ([5, 6]). The maps $x \mapsto \tau_p^\pm(x)$ are strictly increasing. Additionally, $x \mapsto \tau_p^+(x)$ is right-continuous and $x \mapsto \tau_p^-(x)$ is left-continuous.

The following lemma extends this result.

**Lemma 2.2.** If $p \neq a$ and $\beta$ is non-periodic, then $x \mapsto \tau_p^+(x)$ is continuous at $p$ and if $p \neq b$ and $\alpha$ is non-periodic, then $x \mapsto \tau_p^-(x)$ is continuous at $p$.

**Proof.** We prove the first statement, as the proof of the second statement is identical. Fix $\varepsilon > 0$ and choose a natural number $N > 2$ with $2^{-N} < \varepsilon$. By definition and Lemma 2.1, it is sufficient to show there exists $\delta \in (0, p-a)$ such that $\tau_{p-\delta'}(p-\delta')|_N = \tau_p^+(p)|_N$ for all $\delta' \in (0, \delta)$. This means we require $\delta > 0$ so that for $n \in \{0, 1, \ldots, N-1\}$ and $\delta' \in (0, \delta)$ either

$$
(T_{p-\delta'})^n(p-\delta') < p-\delta' \quad \text{and} \quad (T_p^+)^n(p) < p
$$

or

$$
(T_{p-\delta'})^n(p-\delta') \geq p-\delta' \quad \text{and} \quad (T_p^+)^n(p) > p.
$$

To this end, let $c$ and $C$ be as in Definition 1.1 and choose $\delta \in (0, p-a)$ such that

$$
0 < \delta < \min \left\{ \frac{(T_p^+)^k(p) - p}{C^k} : k \in \{1, 2, \ldots, N-1\} \right\}.
$$
Note, since \( p \neq a \) and since \( \beta \) is not periodic, the value on the left-hand-side of (2.2) is positive. We claim, for all \( n \in \{0, 1, \ldots, N-1\} \) and \( \delta' \in (0, \delta) \), that

\[
\delta' e^n \leq (T_p^+)^n(p) - (T_{p-\delta}^+)^n(p - \delta') \leq \delta' C^n.
\]

The base case, \( n = 0 \), is immediate. Assume (2.3) holds for some \( n \in \{0, 1, \ldots, N-1\} \). If \((T_p^+)^n(p) < p\), then (2.3) implies \((T_{p-\delta}^+)^n(p - \delta') \leq (T_p^+)^n(p) - \delta' e^n < p - \delta'\). If \((T_p^+)^n(p) \geq p\), then (2.3) implies \((T_{p-\delta}^+)^n(p) - p > \delta' C^n\); combining this with (2.2) yields \((T_{p-\delta}^+)^n(p - \delta') \geq (T_p^+)^n(p) - \delta' C^n > p > p - \delta'\). Therefore, by definition, we have (2.3) for \( n + 1 \). To complete the proof, notice that (2.3) implies (2.1). \( \square \)

In our proof of Theorem 1.2, we use the following Laurent series which can be thought of as a generating function of the kneading sequences \( \alpha = \tau_p^-(p) = \alpha_1 \alpha_2 \cdots \) and \( \beta = \tau_p^+(p) = \beta_1 \beta_2 \cdots \). For \( z \in \mathbb{C} \setminus \{0\} \), set

\[
\xi_p(z) := \sum_{k=0}^{\infty} (\beta_k - \alpha_k) z^{-k}.
\]

Observe that the interval \((1, 2)\) belongs to the domain of convergence of \( \xi_p \). Further, we have the following result, which identifies the maximal zero of \( \xi_p \) and the value \( \gamma = \gamma_p := \exp(h(T_p)) \).

**Theorem 2.3 ([5, 14])**. The topological entropy of \( T_p^\pm \) is equal to \( \ln(r) \), where \( r \) is the maximal positive real zero of \( \xi_p \) in the interval \((1, 2)\). Additionally, if the maximal zero of \( \xi_p \) in the interval \((1, 2)\) is not simple, then this is the only zero of \( \xi_p \) in the interval \((1, 2)\).

3. Proof of Theorem 1.2

In Section 3.1 and Section 3.2 for a fixed pair of branch functions we prove that the map \( p \mapsto h(T_p) \) is left-continuous; right-continuity follows by an identical argument, see Section 3.3 for further details. The proof of left-continuity is subdivided into two sub-cases: when the kneading sequences of \( T_p^\pm \) are not periodic, and when they are periodic. For each sub-case we use the same approach.

(i) Fix \( p \in (a, b) \) and \( \varepsilon > 0 \) with \((\gamma - \varepsilon, \gamma + \varepsilon) \subseteq (1, 2)\).

(ii) Show there exists \( \delta > 0 \) such that \( \xi_{p-\delta}(x) \) has a maximal zero \( r \in (\gamma - \varepsilon, \gamma + \varepsilon) \).

(iii) Show there are no zeros larger than \( r \).

With this at hand, Theorem 2.3 allows us to conclude that \( \ln(r) = h(T_{p-\delta}) \). Note, in Step (ii) we must take into account the multiplicity of \( \gamma \); see Figure 3.1. If \( \gamma \) has odd multiplicity, one can appeal to the intermediate value theorem, but more care is required in the case when \( \gamma \) has even multiplicity.

3.1. **Case 1:** \( \beta \) non-periodic. Fix \( \varepsilon > 0 \) with \((\gamma - \varepsilon, \gamma + \varepsilon) \subseteq (1, 2)\). By Lemma 2.2, the assumption that \( \beta \) is non-periodic ensures \( x \mapsto \tau_x^\pm(x) \) are left-continuous at \( p \).

To prove (ii), that is there exists \( \delta > 0 \) such that \( \xi_{p-\delta}(x) \) has a maximal zero \( r \in (\gamma - \varepsilon, \gamma + \varepsilon) \), we replace the infinite sum \( \xi_p(x) \) with a partial sum (a polynomial) and approximate \( \gamma_{p-\delta} \) as the root of this polynomial. To this end, for \( n \in \mathbb{N} \), set

\[
R_{p,n}(x) := \sum_{k=n}^{\infty} (\beta_k - \alpha_k) x^{-k}
\]

so that \( \xi_p(x) = \sum_{k=0}^{n-1} (\beta_k - \alpha_k) x^{-k} + R_{p,n}(x) \).
Lemma 3.1. For \( n \in \mathbb{N} \), there exists \( \delta > 0 \) so that, for \( \delta' \in (0, \delta) \) and \( x \in (1, 2) \),
\[
|\xi_{p-\delta'}(x) - \xi_p(x)| \leq \frac{2x^{-n}}{1 - x^{-1}}. \tag{3.1}
\]

Proof. For \( m \in \mathbb{N} \), we have \( \beta_m - \alpha_m \in (-1, 0, 1) \), whence, for \( n \in \mathbb{N} \) and \( x \in (1, 2) \),
\[
|R_{p,n}(x)| \leq \sum_{k=n}^{\infty} x^{-k} = \frac{1}{1 - x^{-1}} - \frac{1 - x^{-n}}{1 - x^{-1}} = \frac{x^{-n}}{1 - x^{-1}}. \tag{3.2}
\]

Let \( n \in \mathbb{N} \) be fixed. Since the maps \( x \mapsto \tau^{\pm}_x(x) \) are both left-continuous at \( p \), there exists \( \delta > 0 \) such that, if \( \delta' \in (0, \delta) \), then \( \tau^{\pm}_{p-\delta'}(p - \delta')|_n = \tau^{\pm}_p(p)|_n \). As (3.2) also holds for \( R_{p-\delta',n}(x) \), we have established (3.1). \( \square \)

Proof of Theorem 1.2: left-continuity with \( \beta \) non-periodic. Note that \( \gamma \) is an isolated zero. Indeed, in its domain of convergence, the function \( \xi_p \) is holomorphic. Consequently, the existence of a sequence of zeros of \( \xi_p \) converging to \( \gamma \) would imply that \( \xi_p \) is the constant zero function; a contradiction. Let \( \varepsilon > 0 \) be fixed such that \( (\gamma - \varepsilon, \gamma + \varepsilon) \subseteq (1, 2) \) and such that \( \xi_p \) has a single root in this interval, namely at \( \gamma \). Let \( C > 1 \) be as in Definition 1.1 and fix \( u \in (1, C) \). The specific value of \( u \) is not important, so for convenience set \( u = (1 + C)/2 \), and by (1.2) and Theorem 2.3 the real zeros of \( \xi_q \) are greater than \( u \) for \( q \in (a, b) \).

Assume that \( \gamma \) has odd multiplicity. Let \( n \in \mathbb{N} \) be such that
\[
|\xi_p(\gamma - \varepsilon)| \geq \frac{2u^{-n}}{1 - u^{-1}} \quad \text{and} \quad |\xi_p(\gamma + \varepsilon)| \geq \frac{2u^{-n}}{1 - u^{-1}},
\]
and let \( \delta \) be chosen in accordance with Lemma 3.1. In which case, for all \( \delta' \in (0, \delta) \),
\[
|\xi_{p-\delta'}(\gamma - \varepsilon) - \xi_p(\gamma - \varepsilon)| < \frac{2u^{-n}}{1 - u^{-1}} \quad \text{and} \quad |\xi_{p-\delta'}(\gamma + \varepsilon) - \xi_p(\gamma + \varepsilon)| < \frac{2u^{-n}}{1 - u^{-1}},
\]
which ensures \( \text{sgn}(\xi_{p-\delta'}(\gamma \pm \varepsilon)) = \text{sgn}(\xi_p(\gamma \pm \varepsilon)) \), respectively. This together with the fact that \( \xi_p \) is smooth and has a single root in \( (\gamma - \varepsilon, \gamma + \varepsilon) \) and an application of the intermediate value theorem yields that \( \xi_{p-\delta'} \) has a zero in \( (\gamma - \varepsilon, \gamma + \varepsilon) \) for all \( \delta' \in (0, \delta) \); see Figure 3.1.

Assume that \( \gamma \) has even multiplicity. In this case, \( \xi_p(x) > 0 \) for all \( x \neq \gamma \) with \( x \in [u, 2] \), since \( \xi_p \) is smooth, \( \xi_p(2) > 0 \) and, by Theorem 2.3, we have \( \xi_p \) has a
single zero in the interval \((1, 2)\). Let \(\rho := \inf \{\xi_p(x)/2: x \in [u, \gamma - \epsilon] \cup [\gamma + \epsilon, 2]\}\), let \(n \in \mathbb{N}\) be such that
\[
\frac{2u^{-n}}{1 - u^{-1}} < \rho,
\]
and let \(\delta\) be chosen in accordance with Lemma 3.1. In which case, for all \(\delta' \in (0, \delta)\) and \(x \in [u, \gamma - \epsilon] \cup [\gamma + \epsilon, 2]\),
\[
\xi_{p-\delta'}(x) \geq \xi_p(x) - \frac{2u^{-n}}{1 - u^{-1}} > \xi_p(x) - \rho > 0
\]
which ensures that \(\xi_{p-\delta'}(x)\) has no zeros in \([u, \gamma - \epsilon] \cup [\gamma + \epsilon, 2]\). Therefore, by Theorem 2.3 and (1.2), namely that the real zeros of \(\xi_q\) belong to the interval \((u, 2]\) for \(q \in (a, b)\), we have \(\xi_{p-\delta'}\) necessarily has a zero in the interval \((\gamma - \epsilon, \gamma + \epsilon)\)

Therefore, regardless of the multiplicity of \(\gamma\), it is necessarily the case that \(\xi_{p-\delta'}\) has a zero in \((\gamma - \epsilon, \gamma + \epsilon)\) for all \(\delta' \in (0, \delta)\), whence Theorem 2.3 implies that
\[
|h(T_p) - h(T_{p-\delta'})| \leq \varepsilon
\]
for all \(\delta' \in (0, \delta)\), as required. \(\square\)

3.2. Case 2: \(\beta\) periodic. In this section we assume \(\beta\) is periodic with period \(N\), for some \(N \in \mathbb{N}\).

Lemma 3.2. For \(n \in \mathbb{N}\) with \(n \geq N\), there exists \(\delta > 0\) such that, for all \(\delta' \in (0, \delta)\), the concatenation of \(\tau_p^+(p)\}_{|\mathbb{N}}\) and \(\tau_p^-(p)\}_{n-N}\) is equal to \(\tau_p^{+\delta}(p-\delta')|_n\), namely
\[
\tau_p^{+\delta}(p-\delta')|_n = (\tau_p^+(p)|_N)(\tau_p^-(p)|_{n-N}).
\]

Proof. Let \(n \geq N\) denote a fixed integer. By Lemma 2.1 there exists \(\eta > 0\) such that, if \(\eta' \in (0, \eta)\), then \((T_{p-\eta'}^+)^j(p-\eta') \neq p-\eta'\) for all \(j \in \{1, 2, \ldots, N + n - 1\}\). Using the same arguments as in the proof of Lemma 2.2, we may choose \(\eta\) small enough so that, in addition to this, if \(\eta' \in (0, \eta)\), then \(\eta'c^j \leq (T_{p-\eta'}^+)^j(p) - (T_{p-\eta'}^+)^j(p-\eta') \leq 0.5C^j\) for all \(j \in \{0, 1, \ldots, N\}\); here \(c\) and \(C\) are as in Definiton 1.1. If \(j = N\), then this yields \(\eta'c^N < p - (T_{p-\eta'}^+)^N(p-\eta') < \eta'C^N\) for \(\eta' \in (0, \eta)\). Since \(c > 1\), this implies that \(0 < (p-\eta') - (T_{p-\eta'}^+)^N(p-\eta') < \eta'(C^N - 1)\). By Lemma 2.1, there exists \(\lambda > 0\) so that, for \(q \in [a, b]\) with \(0 < p - q \leq \lambda\), we have \(\tau_p^-(p)|_n = \tau_q^-(q)|_n\). Setting \(\delta := \min\{C^N/2, \eta\}\), if \(\delta' \in (0, \delta)\), then \(0 < (p-\delta') - (T_{p-\delta'}^+)^N(p-\delta') < \lambda/2\), which implies
\[
\tau_{p-\delta'}^+(p-\delta')|_n = \tau_{p-\delta'}^-(((T_{p-\delta'}^+)^N(p-\delta')))|_n
= \tau_{p-\delta'}^+(((T_{p-\delta'}^+)^N(p-\delta')))|_n
= S^N(\tau_{p-\delta'}^-(p-\delta'))|_n.
\]

Therefore, \(\tau_{p-\delta'}^+(p-\delta')|_n = (\tau_{p-\delta'}^+(p-\delta)|_N)(\tau_{p-\delta'}^-(p-\delta)|_{n-N}).\) By the same arguments as in the proof of Lemma 2.2, if \(\delta > 0\) is suitably small, then \(\tau_{p-\delta'}^+(p-\delta)|_N = \tau_p^+(p)|_N\), and by Lemma 2.1, for \(\delta > 0\) suitably small, \(\tau_{p-\delta'}^+(p-\delta)|_{n-N} = \tau_p^+(p)|_{n-N}\). \(\square\)

Lemma 3.3. If \(\varepsilon > 0\) and \((\gamma - \epsilon, \gamma + \epsilon) \subseteq (1, 2)\), then there exists \(n \in \mathbb{N}\) such that for the \(\delta\) guaranteed by Lemma 3.2, we have
\[
|\xi_p(x) - \xi_{p-\delta'}(x)| < \varepsilon,
\]
for all \(x \in (u, 2]\) and \(\delta' \in (0, \delta)\), where, as in Section 3.1, we set \(u = (1 + C)/2\).
Proof. Since $\beta$ is periodic with period $N$, for all $x \in (1, 2],$
\[
\xi_p(x) = \sum_{k=0}^{\infty} \beta_k x^{-k} - \sum_{k=0}^{\infty} \alpha_k x^{-k} = \frac{1}{1 - x^{-N}} \sum_{k=0}^{N-1} \beta_k x^{-k} - \sum_{k=0}^{\infty} \alpha_k x^{-k}.
\]
Let $v \in \mathbb{N}$ be fixed. For $x \in (1, 2)$ set $\eta_{1,v}(x) := \sum_{k=N_v}^{\infty} (\beta_k - \alpha_k) x^{-k}$ and observe
\[
\xi_p(x) = \frac{1 - x^{-Nv}}{1 - x^{-N}} \sum_{k=0}^{N-1} \beta_k x^{-k} - \sum_{k=0}^{Nv-1} \alpha_k x^{-k} - \eta_{1,v}(x). 
\] (3.3)
Note, $\eta_{1,v}(x)$ is bounded by the tail of a geometric series, namely we have that $|\eta_{1,v}(x)| \leq x^{-Nv}/(1 - x^{-1})$. Let $n \geq N(v + 1)$. By Lemma 3.2, for $\delta' \in (0, \delta)$, an expansion of $\xi_{p-\delta'}(x)$ similar to (3.3) yields
\[
\xi_{p-\delta'}(x) = \sum_{k=0}^{N-1} \beta_k x^{-k} - \sum_{k=0}^{Nv-1} \alpha_k x^{-k} + \sum_{k=N}^{Nv-1} \alpha_k x^{-k} - \eta_{2,v}^{(n)}(x, \delta')(x). 
\] (3.4)
Here $\eta_{2,v}^{(n)}(\cdot, \delta')$ consists of remaining terms in the expansion of $\xi_{p-\delta'}(x)$. In (3.4) we have used the observation made in the last line of the proof of Lemma 3.2. Also, note the remainder term $\eta_{2,v}^{(n)}(\cdot, \delta')$ is bounded by the tail of a geometric series, namely $|\eta_{2,v}^{(n)}(x)| \leq x^{-Nv}/(1 - x^{-1})$. Combining the above, we have
\[
\xi_p(x) - \xi_{p-\delta'}(x) = \frac{x^{-N}}{1 - x^{-N}} \sum_{k=0}^{N-1} \beta_k x^{-k} - \eta_{3,v}(x) - \sum_{k=N}^{Nv-1} \alpha_k x^{-k} - \eta_{2,v}^{(n)}(x, \delta'), 
\] (3.5)
where $\eta_{3,v}(x) := \sum_{k=N}^{\infty} \alpha_k x^{-k}$. As with $\eta_{1,v}$ and $\eta_{2,v}^{(n)}(\cdot, \delta')$, observe that $\eta_{3,v}$ is bounded by the tail of a geometric series, namely $|\eta_{3,v}(x)| \leq x^{-Nv}/(1 - x^{-1})$. Reindexing the second series in (3.3) and rearranging yields
\[
\sum_{k=N}^{N(v+1)-1} \alpha_k x^{-k} = x^{-N} \left( \frac{1 - x^{-Nv}}{1 - x^{-N}} \sum_{k=0}^{N-1} \beta_k x^{-k} - \xi_p(x) + \eta_{1,v}(x) \right).
\]
Substituting this into (3.5) gives, for $\delta' \in (0, \delta),$
\[
\xi_p(x) - \xi_{p-\delta'}(x) = \frac{x^{-Nv} x^{-N}}{1 - x^{-N}} \sum_{k=0}^{N-1} \beta_k x^{-k} - \eta_{3,v}(x) + x^{-N} \xi_p(x) - x^{-N} \eta_{1,v}(x) - \eta_{2,v}^{(n)}(x, \delta').
\]
Taking absolute values and using the bounds obtained for $\eta_{1,v}$, $\eta_{2,v}^{(n)}(\cdot, \delta')$ and $\eta_{3,v}$ gives, for a suitable constant $K > 0$, that $|(1 - x^{-N}) \xi_p(x) - \xi_{p-\delta'}(x)| \leq K x^{-Nv},$ for all $\delta' \in (0, \delta)$ and $x \in (u, 2]$, as required.

Proof of Theorem 1.2: left-continuity with $\beta$ periodic. The proof proceeds as in the proof of left-continuity of Theorem 1.2 for $\beta$ non-periodic, with the following modification. Instead of choosing $\delta$ in accordance with Lemma 3.1, we use Lemma 3.2 and Lemma 3.3 to choose $\delta$; the remainder of the proof follows identically.
Figure 3.2. Numerical approximation of the topological entropy of the affine Lorenz map $T_p$, with first branch $f_0(x) := 1.1x$ and second branch $f_1(x) := 1.9x - 0.9$, using the algorithm developed in [38] – truncation term: $n = 500$; tolerance: $\varepsilon = 10^{-7}$.

Figure 3.3. Agreement of separate numerical methods to compute topological entropy on the highlighted non-monotonic feature of Figure 3.2. The magenta curve uses the algorithm developed in [38] and the blue curve computes the lap number of $(T_p^\pm)^{50}$.

3.3. Right continuity. In Section 3.1 and 3.2, the point $p$ was shifted to the left by subtracting some $\delta > 0$ from $p$. By adding $\delta > 0$ to $p$ instead of subtracting it, right continuity can be shown by repeating Section 3.1 and 3.2 with the following substitutions: swap $\tau_p^+$ with $\tau_p^-$, $T_p^+$ with $T_p^-$, and $p-\delta$ with $p+\delta$. Then, proceeding by cases (whether or not $\alpha$ is periodic). Therefore, it follows that $x \mapsto h(T_x)$ is continuous at every point $p \in (a,b)$. This concludes the proof of Theorem 1.2.

4. Monotonicity of topological entropy

An affine Lorenz map $T_p$ is a Lorenz map where the branch functions $f_0$ and $f_1$ are affine, namely $f_0(x) = b_0 x$ and $f_1 = 1 - b_1 + b_2 x$ where $0 < b_0 \leq p \leq b_1$, $b_0, b_1 > 1$ and $b_0 + b_1 > b_0 b_1$. In the special case when $b_0 = b_1$, the map $T_p$ is called a uniform Lorenz map and is denoted by $T_p^{\pm}$. Here $b$ denotes the common value $b_0 = b_1$. 
In [17, 33] it is shown that \( h(T_{p,b}) = \ln(b) \). Further, Glendinning [13], Palmer [30] and Parry [33], proved that a large class of piecewise monotone transformations of the unit interval are topologically conjugate to a uniform Lorenz map.

**Theorem 4.1** ([13, 30, 33]). Every topologically transitive Lorenz map is topologically conjugate to a uniform Lorenz map.

In the following we take a first steps to address Milnor’s monotonicity conjecture in the setting of affine Lorenz maps. Indeed, numerical experiments show that there exist affine Lorenz maps \( T_p^\pm(x) \) where \( x \mapsto h(T_p^\pm(x)) \) is non-monotonic and non-constant. This phenomena is shown using the algorithm developed in [38] and is corroborated by a second algorithm that gives an approximation to topological entropy by computing lap numbers, see for instance [26].

The algorithm in [38] computes topological entropy by comparing the kneading sequences of a given Lorenz map against kneading sequences of uniform Lorenz maps. To verify its validity we compare the results against a separate computation which approximates the topological entropy of a given Lorenz map by computing the lap numbers of iterations of the original Lorenz map, see Figure 3.3. Here we considered the family affine Lorenz map \( (T_p)_{p \in [9/19, 10/11]} \) with branch functions \( f_0 \) and \( f_1 \) given by \( f_0(x) := 1.1x \) and \( f_1(x) := 1.9x - 0.9 \). The graph of the map \( p \mapsto h(T_p) \) is shown in Figure 3.2; here \( h(T_p) \) has been computed by using the algorithm given in [38] with truncation term \( n = 500 \) and tolerance \( \varepsilon = 10^{-7} \). We see that there are many instances of non-monotonicity in the plot that exceed the algorithm convergence tolerance. Figure 3.2 captures a significant non-monotonic feature. Indeed, there are many non-monotonic sections of the graph that exceed the algorithm error tolerance.
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