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A theory of electronic Raman scattering in nearly antiferromagnetic Fermi liquids is constructed using the phenomenological electron-electron interaction introduced by Millis, Monien, and Pines. The role of "hot spots" and their resulting signatures in the channel dependent Raman spectra is highlighted, and different scaling regimes are addressed. The effects of self consistency and vertex corrections are compared to a perturbative treatment of the interaction. The theory is then compared to Raman spectra taken in the normal state of cuprate superconductors, and it is shown that many features of the symmetry dependent spectra can be explained by the theory. Remaining questions are addressed.
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I. INTRODUCTION.

Recent results from angle resolved photo-emission (ARPES) studies have shown that the planar quasiparticle (qp) dynamics in the normal state at high temperature superconductors are extremely anisotropic [1]. For optimally doped samples with the highest Tc’s, the qp spectral function observed for Fermi surface crossings along the (π, 0)−(π, π) direction in the Brillouin zone (BZ) is smeared by strong scattering compared to the observed spectrum along the (0, 0)−(π, π) direction. This anisotropy becomes more pronounced as the materials are further underdoped with concomitantly lower transition temperatures into the superconducting state [1]. These effects have been ascribed to a strongly momentum dependent qp self energy Σ(k, ω) whose imaginary part is largest for k near the BZ axes and yields a broadly incoherent spectral function. Understanding the nature and origin of this anisotropy could lead to a better understanding of the complex dynamics which cause the normal state of the cuprates to be very far away from being "normal".

Many theoretical efforts have been conducted to understand this planar anisotropy by calculating Σ(k, ω) for various types of interactions and via several methods. These efforts usually have focused on understanding the results from photo-emission. Since ARPES is a single particle probe, the spectral function can be compared directly with experiment and provides direct contact to the self energy around the BZ. However, most other probes (e.g. penetration depth, conductivity, tunneling density of states, etc.) involve averages around the BZ and thus are not so sensitive to the effects of anisotropic self energies. Electronic Raman scattering is an exception. As demonstrated in the superconducting state [3], electronic Raman scattering is a two particle probe which has proven to be a useful tool to understand qp dynamics on selected regions of the BZ. The matrix elements for Raman scattering can be tuned by orienting incoming and outgoing photon polarizations, thereby projecting out different regions of the Fermi surface. In Ref. [3] it was shown how this tuning could be used to provide a detailed probe of the momentum dependence of the superconducting energy gap.

In this regard, Raman scattering can be considered a complementary probe to ARPES. Raman measurements on several systems have shown a remarkable channel dependence in the normal state for the optimally- and under-doped cuprates in a variety of systems [1, 5]. For scattering geometries of B1g symmetry, an almost temperature independent Raman spectrum has been observed up to frequencies of a few J, while for B2g orientations the spectra show a temperature dependence that tracks that of the DC resistivity [5]. Moreover, the overall magnitude of the electronic continuum is observed to be relatively independent of doping for the B2g channel, but decreases dramatically with underdoping for the B1g channel, with spectral weight transferring out to two-magnon energies [1, 5]. One is to conclude that the qps near (π, 0) which are probed by the B1g channel are particularly incoherent and become more incoherent with underdoping, in agreement with the results from ARPES. Coupled to the flatness of the bands there, these qps are likely not to participate in transport [6]. Currently there is no theoretical understanding of Raman scattering in the normal state of the cuprates, as all previous theories failed to predict large differences between these two channels at low frequencies. This is due to the neglect of strongly anisotropic electron interactions. It is the purpose of this paper to address these issues.

It is widely believed that strong antiferromagnetic (AF) correlations are an important ingredient needed to describe the unusual properties found in the normal state of the cuprate superconductors and provides the origin of the strongly anisotropic dynamics in the cuprates. Large qp scattering for momentum transfers near the AF wave-vector Q = π/a, π/a have been invoked to explain the photo-emission results [7, 8]. Therefore we have studied the phenomenological Nearly Antiferromagnetic Fermi Liquid (NAFL) model [12] as an example of highly
anisotropic scattering to investigate the two-particle Raman response. The NAFL model has at its center a strong magnetic interaction between planar qps which is peaked at or near Q and yields anisotropic self energies. This model has been widely applied to investigate both spin and charge properties [3,4]. Our results show that the Raman response is an ideal probe to clarify the nature of qp dynamics on regions of the Fermi surface.

The outline of the paper is as follows: Section II reviews and outlines a generalized approach to calculate non-resonant Raman scattering in correlated electron systems and introduces the model interaction. Section III investigates the NAFL model using simple perturbation theory. The scattering rate for qps on different regions of the Fermi surface is calculated and the subsequent Raman response is obtained. Section IV compares the results of the calculations in Section III to data on overdoped Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ (Bi-2212). Section V investigates the role of a self consistent treatment of the interaction and the role of vertex corrections. Finally Section VI summarizes our results and states our conclusions.

II. FORMALISM.

The intensity of inelastically scattered light can be written in terms of a differential photon scattering cross section as

$$\frac{\partial^2\sigma}{\partial\omega\partial\Omega} = \frac{\omega_S^2}{\omega_I} r_0^2 S_{\gamma\gamma}(q,\omega),$$

$$S_{\gamma\gamma}(q,\omega) = -\frac{1}{\pi} |1 + n(\omega)| \text{Im} \chi_{\gamma\gamma}(q,\omega).$$  \hspace{1cm} (1)

Here $r_0 = e^2/mc^2$ is the Thompson radius, $\omega_I, \omega_S$ are the frequency of the incoming and scattered photon, respectively, and we have set $\hbar = k_B = 1$. $S_{\gamma\gamma}$ is the generalized structure function, which is related to the imaginary part to the Raman response function $\chi_{\gamma\gamma}$ through the fluctuation-dissipation theorem, the second part of Eq. (1). $n(\omega)$ is the Bose–Einstein distribution function. The Raman response measures “effective density” fluctuations,

$$\chi_{\gamma\gamma}(i\omega) = \int_0^{1/T} d\tau e^{-i\omega\tau} \langle T_\tau [\hat{\rho}(\tau)\hat{\rho}(0)] \rangle,$$  \hspace{1cm} (2)

with $T_\tau$ the time-ordering operator and the imaginary part is obtained by analytic continuation, $i\omega \rightarrow \omega + i0^+$. The Raman intensity can be represented as a scattering off an effective charge density [13]

$$\hat{\rho} = \sum_{k,\sigma} \gamma(k;\omega_I,\omega_S) c_\sigma^+(k)c_\sigma(k),$$  \hspace{1cm} (3)

where $\sigma$ is the spin index, $\gamma(k;\omega_I,\omega_S)$ is the Raman scattering amplitude, and $\omega_I,\omega_S$ is the frequency of the incident, scattered photon, respectively. The effective charge density is a nonconserving quantity in contrast to the real charge [16]. Here the Raman vertices $\gamma$ are related to the incident and scattering photon polarization vectors $e^{I,S}$, resulting from a coupling of both the charge current and the charge density to the vector potential. In general the Raman vertex depends non-trivially on both the incident and scattered photon frequencies. According to Abrikosov and Genkin [17], if the energy of the incident and scattered frequencies $\omega_I, \omega_S$ are negligible compared to the energy band gap, $\gamma$ can be expressed in terms of the curvature of the bands and the incident and scattered photon polarization vectors $e^{I,S}$ as

$$\lim_{\omega_I,\omega_S \rightarrow 0} \gamma(k;\omega_I,\omega_S) = \sum_{\mu,\nu} e_{\mu}^I \frac{\partial^2 \epsilon(k)}{\partial k_\mu \partial k_\nu} e_{\nu}^S,$$  \hspace{1cm} (4)

where terms of the order of $1 - \omega_S/\omega_I$ are dropped. This expression is valid if the incoming laser light cannot excite direct band-band transitions. However one might question the appropriateness of this approximation for the cuprates given that typical incoming laser frequencies are on the order of 2 eV.

An alternative approach is based on the experimental observation that the electronic continua in the metallic normal state for a wide range of cuprate materials depend only mildly on the incoming laser frequency. Since the polarization orientations transform as various elements of the point group of the crystal, one can use symmetry to classify the scattering amplitude, viz.

$$\gamma(k;\omega_I,\omega_S) = \sum_L \gamma_L(\omega_I,\omega_S) \Phi_L(k),$$  \hspace{1cm} (5)

where $\Phi_L(k)$ are either Brillouin zone (BZH, orthogonal over the entire Brillouin zone) or Fermi surface (FSH, orthogonal on the Fermi surface only) harmonics which transform according to point group transformations of the crystal [13]. Representing the magnitude but not the $k$-dependence of scattering, the prefactors can be approximated to be frequency independent and taken as model constants to fit absolute intensities.

Thus we have simplified the many-band problem in terms of symmetry components which can be related to charge degrees of freedom over portions of the BZ. While sacrificing information pertaining to overall intensities, we have gained the ability to probe and compare excitations on different regions of the BZ based solely on symmetry classifications. This can be illustrated by considering the various experimentally accessible polarization orientations.

Using an $x, y$ coordinate system locked to the CuO$_2$ planes, incident and scattered light polarizations aligned along $\hat{x} + \hat{y}, \hat{x} - \hat{y}$ for example transform according to $B_{1g}$ symmetry, and thus

$$\Phi_{B_{1g}}(k) = \cos(k_xa) - \cos(k_ya) + \ldots,$$  \hspace{1cm} (6)

where $\ldots$ are higher order BZH. Likewise, $e^{I,S}$ aligned along $\hat{x}, \hat{y}$ transforms as $B_{2g}$.
\[ \Phi_{B_{2g}}(k) = \sin(k_x a) \sin(k_y a) + \ldots \]  

The \( A_{1g} \) basis function is
\[ \Phi_{A_{1g}}(k) = a_0 + a_2 \cos(k_x a) + \cos(k_y a) \]
\[ + a_4 \cos(k_x a) \cos(k_y a) + a_6 \cos(2k_x a) + \cos(2k_y a) \] + \ldots,
with the expansion parameters \( a_i \) determined via a fitting procedure with experiment. The \( A_{1g} \) response is not directly accessible from experiments and must be obtained by subtracting several combinations of the response for various polarization orientations.

By considering the \( k \)-dependence of the basis functions, it is clear that the \( B_{1g} \) part of the spectra probes light scattering events along the \( k_x \) or \( k_y \) axes, \( B_{2g} \) probes the diagonals, and \( A_{1g} \) is a weighted average over the entire Brillouin zone. In this manner information about the momentum dependence of the qp scattering rate can be obtained. Since we are interested in probing anisotropy effects we will focus on \( B_{1g} \) and \( B_{2g} \) and not consider the \( A_{1g} \) channel.

Since the momentum transfer by the photon is negligible compared to the momentum of the electrons in metals, we are interested in the \( q = 0 \) Raman response. With the approximations above, the gauge invariant Raman response is of the form
\[ \chi_{\gamma\gamma}(q = 0, \omega) = \frac{-T}{N} \sum_{i\omega} \sum_k \gamma(k) G(k, i\omega) G(k, i\omega + i\Omega) \tilde{\gamma}(k, i\omega, i\omega + i\Omega), \]
with the renormalized vertex obeying a Bethe-Salpeter equation
\[ \tilde{\gamma}(k, i\omega, i\omega + i\Omega) = \gamma(k) + \frac{T}{N} \sum_{i\omega'} \sum_{k'} V(k - k', i\omega - i\omega') \times G(k', i\omega') G(k', i\omega' + i\omega) \tilde{\gamma}(k', i\omega', i\omega' + i\omega). \]

Here \( V \) is the effective qp interaction in the particle-hole channel to be discussed below, and \( N \) is the number of sites. In the absence of vertex corrections to the Raman vertex \( \gamma(k) \), the Raman response is given by
\[ \chi''_{\gamma\gamma}(q = 0, \Omega) = \frac{2}{N} \sum_k \gamma^2(k) \int \frac{d\omega}{\pi} [f(\omega) - f(\omega + \Omega)] \times G''(k, \omega) G''(k, \omega + \Omega). \]

The Green’s function is given in terms of the self energy \( \Sigma \) by Dyson’s equation, \( G(k, \omega) = [\omega - \varepsilon(k) - \Sigma(k, \omega)]^{-1} \). We use a 2-D tight binding band structure \( \varepsilon(k) = -2t[\cos(k_x a) + \cos(k_y a)] + 4t' \cos(k_x a) \cos(k_y a) - \mu \), and from now on we set the lattice constant \( a = 1 \).

**III. PERTURBATION THEORY AND ROLE OF SCATTERING.**

**A. Other models.**

Before we introduce the NAFL portion of the calculation, we start by considering the simple form for the Raman response given in Eq. (11). We first consider non-interacting electrons. In that case, the imaginary part of the Green’s functions are simply \( \delta \) functions, and thus the \( q \rightarrow 0 \) Raman response is given essentially by the Lindhard function weighted by the Raman vertex. Since for \( q = 0 \) there is no phase space available to create electron-hole pairs at low energies, this limit would yield no Raman cross section. Thereby, it is crucial to have a non-zero self energy in order observe inelastic light scattering at all in this limit.

Zawadowski and Cardona considered free electrons in the presence of a potential due to impurities [19]. Using Eq. (11) and assuming mainly isotropic impurity scattering, \( \Sigma(k, \omega) = -i/\tau_L \), as well as a separable interaction diagonal in Fermi surface harmonics \( \phi_L \), \( V(k - k') = V_{kk'} = \sum_L V_L \phi_L(k) \phi_L(k') \), the resulting cross section can be written in a Lorentzian form:
\[ \chi''_{\gamma\gamma}(\Omega) = 2N_F \gamma^2 L \frac{\Omega \tau_L}{1 + (\Omega \tau_L)^2}, \]
where a flat band with density of states per spin at the Fermi level \( N_F \) has been assumed, and \( 1/\tau_L = 1/\tau_L = 0 \) is the impurity scattering rate in channel \( L \) reduced by vertex corrections. Finally \( \gamma_L \) is the prefactor of the Raman vertex in channel \( L \) (see Eq. 3). While impurities do yield a channel dependent response if the \( V_{LL} \) are different for different \( L \), since the spectra have a peak at the scattering rate and then fall off at large \( \omega \), it cannot fit the large flat continuum observed in Raman experiments extending up to the scale of a few eVs [18].

A form similar to Eq. (12) has been obtained for the case of qp scattering in a nested Fermi liquid [20]. The calculated spectra have the same form as (12) except that a frequency and temperature dependent scattering rate is introduced which is of the form \( 1/\tau_L = \max[\beta L T, \alpha L \omega] \), with channel dependent prefactors \( \beta_L, \alpha_L \). This form for the response gives qualitatively good agreement with the observed spectra [24], but does not yield appreciably large differences between response functions for different channels. In principle features of the qp interaction due to nesting, which is pronounced for particular momentum transfers near the nesting wavevector, may well account for the observed scattering anisotropy. However, calculations have not been performed for model Fermi surfaces.

**B. NAFL Theory.**

Therefore, we now consider a form for the qp interaction due to an effective spin-fermion model interaction [12]
\[ V(q, \Omega) = g^2 \frac{\alpha \xi^2}{1 + (q - Q) \xi^2} \frac{i\Omega}{\omega_f}. \]
This interaction forms the basis of the NAFL theory, and has been derived by considering the interaction of electrons to external spin degrees of freedom \[ \Sigma \] and describes at low temperatures and several dopings the effective interaction calculated via FLEX \[ 1 \] and Quantum Monte Carlo \[ 2 \] treatments of the 2D Hubbard model. Recently the optical conductivity was explored within this model and was found to be in relatively good agreement with experiments \[ 14 \]. Our efforts complement this study and investigate the consequences of Eq. \[ 13 \] in greater detail.

The self energy at lowest order is given by

\[
\Sigma(k,\omega) = -\frac{T}{N} \sum_{\omega'} \sum_{p} V(k-p,\omega-\omega')G(p,\omega'),
\]

(14)

with \( G \) the single particle Green’s function. Here \( \omega_{sf} \) and \( \xi \) are the phenomenological temperature dependent spin fluctuation energy scale and the correlation length, respectively, which have been determined via fits to magnetic response data \[ 13 \]. For optimally doped and underdoped systems, the strong AF correlations produce three magnetic regions in the normal state. In the phase diagram constructed in Ref. \[ 13 \], \( \omega_{sf} \) and \( \xi \) obey certain relations depending on temperature and doping regimes. For each scaling regime, \( \omega_{sf}\xi^4 = \) constant (i.e. temperature independent), with \( z \) the dynamical critical exponent. For the \( z = 2 \) regime the spin correlations are governed by temperature driven fluctuations at a temperature above \( T_{cr} \). As the temperature is reduced below \( T_{cr} \) the \( z = 1 \) or pseudo-scaling regime is reached where the spin correlations are strong enough to lead to changes from the classical mean field \( z = 2 \) regime. \( T_{cr} \) is taken to be doping dependent and rises with underdoping. Therefore the \( z = 1 \) region plays a more dominant role in the phase diagram than \( z = 2 \) for underdoped systems while for appreciably overdoped systems, the \( z = 1 \) region vanishes. At lower temperatures still and away from overdoped systems a crossover to a pseudogap state occurs at \( T^* \). However, we will not concentrate on this region and defer a discussion of pseudogap effects to the last section.

As in Ref. \[ 13 \], we use the following approximations: (i) we neglect the real part of the self energy, (ii) evaluate the Green’s function at lowest order in the coupling constant \( g^2 \), (iii) neglect all vertex corrections for the Raman vertex, and (iv) momentum sums are replaced by \( \sum_{k} = \int d(\Omega_{k} / |v_{k}|) \int d\epsilon(k) \). While (iv) does not crucially affect the results, approximations (i-iii) – while simplifying the calculations – considerably miss important qp renormalizations at larger values of the coupling. Therefore we expect that these calculations would be most appropriate to describe the spectra taken on overdoped cuprate superconductors.

FIG. 1. Quasiparticle scattering rate around a section of the Fermi surface for different temperatures in the NAFL model. Here we have taken \( \omega_{sf}/2t = 0.00876+6.14T/2t \) for all \( T \) and \( \omega_{sf}\xi/2t = 0.1058 \) for \( T/2t < 0.0273 \) (\( z = 1 \)), and then taken \( \omega_{sf}\xi^2/2t = 0.0635 \) for \( 0.6 > T/2t > 0.0273 \) (\( z = 2 \)).

1. Quasiparticle scattering rate.

We first start by consider the effective qp scattering rate around the Fermi surface. In Fig. 1 we show the qp scattering rate, defined as the imaginary part of the self energy \( \Sigma(k,\omega = 0, T) \), around the Fermi surface as a function of temperature \( T \). Here the effective coupling constant is taken as \( \alpha g^2/2t = 6.25 \). As a result of our perturbative approach, the magnitude of the scattering rate scales directly with \( \alpha g^2 \). The band structure parameters are chosen to be most applicable to slightly overdoped systems: \( t'/t = 0.45 \) and a filling \( < n > = 0.8 \). The other parameters of the theory are chosen to provide a smooth link from the \( z = 2 \) to the \( z = 1 \) scaling regimes, as defined in the figure caption.

Fig. 1 shows that the scattering rate is extremely anisotropic around the Fermi surface, having “hot regions” (near the zone axes) where the qp scattering rate is peaked, and “cold regions” (near the zone diagonals) where the rate is smallest. The “hot spots” are those regions of the Fermi surface which can be connected by \( \mathbf{Q} \). These regions are close to the zone axes for the given band structure, and the \( B_{1g} \) geometry most effectively probes these hot spots while the \( B_{2g} \) geometry probes along the zone diagonals and therefore sees “colder” qps. The difference between the scattering at the “hot” and “cold” regions is smallest at high temperatures, and is due largely to the enhanced density of states near the zone axes. As the temperature cools the “hot spots” become more developed and more strongly peaked as the interaction becomes sharply peaked for momentum transfers near \( \mathbf{Q} \).

Next we consider the frequency dependence of the scattering rate away from the Fermi level. This is shown in Fig. 2 where the qp scattering rate at \( T = 0 \) is plotted for both “hot” and “cold” qps, as defined in the figure.
spots on the Fermi surface as a function of frequency for $k_0 = 0$. The “hot” spot corresponds to $k_F = (3.026, 0.4817)$ while the “cold” spot corresponds to $k_F = (1.107, 1.107)$. Here the $z = 1$ parameters as given in the caption of in Fig. A are used.

caption. Both scattering rates vary as $\omega^2$ at small $\omega$, characteristic of a Fermi liquid, but cross over to a behavior which is effectively linear in $\omega$ at larger frequencies. For the “hot” qps this crossover happens at smaller values of $\omega$ (0.025, in units of $2t$) than for the “cold” qps (0.092). Moreover, the scattering is once again larger for the “hot” spots than for the “cold”.$^3$ Similar results have been obtained in Ref. [14], and the reader is directed to that reference for further details. From the point of view of Raman scattering, we would expect that the different magnitude and frequency/temperature dependence of the scattering rate around the Fermi surface will be manifest in the channel dependent Raman response.

2. Channel dependent Raman response.

Considering the Raman response, we see that the $B_{1g}$ part of the spectra probes the “hot regions” of large qp scattering while $B_{2g}$ probes the “cold regions”. This means that the $B_{1g}$ response should probe less coherent qps than the $B_{2g}$ response, which should be reflected in the temperature dependence and general lineshape of the Raman continuum.

Within our perturbative approach we present in Fig. 3 the results for the $B_{1g}$ and $B_{2g}$ Raman response functions for both $z = 1$ and $z = 2$ scaling regimes. The parameters we have used for both scaling regimes are $g = 1eV$, $\alpha = 3.1$ states/eV, $t = 250meV$, $t'/t = 0.45$, filling $< n > = 0.8$, $\gamma_{B_{1g}}(k) = b_1[\cos(k_x) - \cos(k_y)]$,

$\gamma_{B_{2g}}(k) = b_2\sin(k_x)\sin(k_y)$. In addition, for the $z = 1$ scaling regime we have used $\omega_{sf}\xi = 50meV$ and $\xi^{-1} = 0.1 + 4.64T/2t$, while for the $z = 2$ scaling regime, $\omega_{sf}\xi^2 = 60meV$ and $\omega_{sf}/t = 0.0237 + 0.55T/2t$. These parameters are similar to those used in Ref. [14] to describe the Hall conductivity data in YBa$_2$Cu$_3$O$_7$. Here the absolute magnitude for the scattering is arbitrary and determined by the dimensionless coefficients $b_1$ and $b_2$, which are set by fitting to the data. This has no effect on the frequency dependent lineshapes.

The spectra for both scaling regimes share several features. First, the flat continuum at high frequencies which is present in the Raman data from all cuprate superconductors is reproduced by the theory. This is a consequence of a scattering rate $\Sigma''(\omega)$ which is effectively linearly dependent on $\omega$ at frequency scales larger than $\omega_s$, as shown in Fig. 3. The spectra rise linearly with $\omega$ with a smaller slope for large scattering than for weaker scattering. More importantly, the Raman response is different for the two scattering geometries as a consequence of the strong anisotropy of the scattering rate. This is due to the relative magnitude and frequency dependence of the scattering rate. As shown in Figs. 1 and 2, the scattering rate probed in the $B_{1g}$ channel is larger than $B_{2g}$ for all frequencies and temperatures and becomes effectively linear in frequency at a much smaller frequency than that probed by the $B_{2g}$ channel. Thus the position of the peak of the spectra in the $B_{1g}$ channel is at a larger frequency in all figures compared to the $B_{2g}$ channel, and the $B_{1g}$ spectra is overall flatter than the $B_{2g}$ spectra.

The differences between the $z = 1$ and $z = 2$ results are largely quantitative but once again show the influence of the anisotropy of the qp scattering. The $B_{1g}$ spectra show the greater difference between the two scaling regimes, as the overall spectra appears flatter for $z = 1$ than for $z = 2$. This is due to the more pronounced hot spots in the $z = 1$ regime. The $B_{1g}$ channel thus is more sensitive than the $B_{2g}$ channel to the growth of the correlation length as temperature is lowered. Features of a

![FIG. 2. Quasiparticle scattering rate for “hot” and “cold” spots on the Fermi surface as a function of frequency for $T = 0$. The “hot” spot corresponds to $k_F = (3.026, 0.4817)$ while the “cold” spot corresponds to $k_F = (1.107, 1.107)$. Here the $z = 1$ parameters as given in the caption of in Fig. A are used.

![FIG. 3. Electronic Raman response for the $B_{1g}$ and $B_{2g}$ channels evaluated at different temperatures ($T/2t = 0.01, 0.02, ..., 0.06$ from top to bottom) for the $z = 1$ and the $z = 2$ scaling regimes of NAFL theory. Here we have set $b_1 = b_2 = 1$, as defined in the text.](image-url)
crossover from $z = 2$ to $z = 1$ scaling as the temperature is lowered through $T_{cr}$ would be most evident in the $B_{1g}$ channel.

The role of the effective coupling constant is to determine the overall shape of the continuum due to the increase in the qp scattering rate. An increase of the coupling constant leads to (1) an increase in the overall magnitude of the cross section, (2) flatter spectra, and (3) the movement of the weak peak of the spectra out to larger energy scales. This is shown in Fig. 4 which plots the $B_{1g}$ and $B_{2g}$ response as a function of frequency shift at low temperatures $T/2t = 0.03$ for different values of $g_{eff} = a g^2 / 2t$.

As a consequence, the sensitivity of the Raman spectra to the details of the parameters can be a very useful tool to probe the anisotropic qp scattering rates in much the same way as it has been used to probe the anisotropy of the energy gap $\Delta(k)$ in the superconducting state.

IV. FIT TO OVERDOPED BI-2212.

As we remarked, the approximations used ($i - iv$ listed in Section III B) are most appropriate for systems with weak spin fluctuation scattering and therefore we expect that our results would best represent the data from appreciably over-doped cuprate superconductors. Before we consider the effects of a more consistent treatment of the interactions in NAFL beyond perturbation theory, it is useful to explore how the perturbative theory compares to the data on overdoped cuprates in their normal state.

For a comparison to these data we thus consider the results from the $z = 2$ scaling regime in closer detail. Over-doped samples typically have higher residual resistivities than optimally doped samples. While this may be due in part to sample preparation, it is believed that the over-doped cuprates increased effective dimensionality allows the qps to interact more strongly with defects residing out of the CuO$_2$ planes. Therefore in addition we will consider an isotropic impurity interaction $H_{imp} = \sum_{k,k',\sigma} c^\dagger_{k,\sigma} R_i c_{k',\sigma}$, where $R_i$ denotes the position of the impurity labeled by $i$ and $U$ is the impurity potential. After averaging over the position of the impurities, this adds a momentum independent term to the imaginary part of the self energy $\Gamma_{imp} = \pi n_i N_F |U|^2$, where $n_i$ is the impurity concentration and $N_F$ is the density of states per spin at the Fermi level.

The fit of the theory to the temperature dependent spectra for each channel obtained in appreciably over-doped Bi 2212 ($T_c = 55K$) by Hackl et al. in Ref. 6 is shown in Fig. 5 for the $B_{1g}$ and $B_{2g}$ channels. The impurity scattering rate for this material can be estimated from the extrapolated $T = 0 \text{ dc resistivity of approximately } 30 \mu\Omega\text{cm.}$ Assuming a Drude resistivity and using a plasma frequency of 1.6 eV given in 24, the impurity scattering rate is $\Gamma_{imp} = 40 \text{ cm}^{-1}$. We note that $\omega_s$ and $\xi$ have so far not been determined via fits to magnetic response data. The fits are obtained by choosing: $\omega_s$ and $\xi$ at a fixed temperature, a magnitude of the coupling constant $a g^2$, and lastly $b_1$ and $b_2$. Then, only the temperature dependent part of $\omega_s$ was modified to fit the data at other temperatures. We have used $b_2/b_1 = 0.417, \omega_s \xi^2 = 13 \text{meV}$, and $\omega_s = 160 K + 0.06 T[K]$. This parameter choice leaks to remarkably good agreement with the data. The flatness of the continuum for both channels emerges from the theory and the relative peak positions come out correctly. More importantly, for the first time the temperature dependence of the spectra in both channels can be explained. NAFL provides an excellent description of the qp dynamics in the over-doped region.
Further information on qp dynamics can be obtained from the slope of the spectra at vanishing frequencies. We denote this slope as $\Gamma_\lambda = \lim_{\Omega \to 0} \Omega/\chi''(\Omega)$, for $\lambda = B_{1g}$ or $B_{2g}$. In Ref. [6] it was shown that the inverse of this slope has qualitatively different behaviors for different doping regimes of various cuprate materials. While the inverse slope observed in the $B_{2g}$ channel always was found to track the temperature dependence of the DC resistivity for all regions of doping, the $B_{1g}$ inverse slope showed a remarkable sensitivity to doping. For overdoped systems, the $B_{1g}$ slope was similar to the $B_{2g}$ rate, and effectively followed the behavior $\Gamma_{B_{1g}} \sim \Gamma_{B_{2g}} \sim \text{constant} + T^2$. For optimally doped cuprates, $\Gamma_{B_{2g}} \sim T$, while $\Gamma_{B_{1g}} \sim \text{constant}$. Moreover, for underdoped materials the $B_{1g}$ inverse slope was found to increase with decreasing temperature, indicative of insulating behavior.

Within the level of our approximations, the low frequency Raman response is given by

$$1/\Gamma_\gamma(T) = \lim_{\Omega \to 0} \chi''(\Omega)/\Omega = \int \frac{d\Omega k}{|\mathbf{v}_k|^2} \gamma^2(k) \int dx \frac{1}{[2 \cosh(x/2)]^2 \Sigma'(k, xT)}.$$ 

The inverse slope samples the qp scattering lifetime at regions of the Fermi surface selected by the light polarization orientations. It is important to note that in this level of approximation the momentum dependence of the Raman vertices competes with the momentum dependent scattering rate on the Fermi surface since the largest contribution to the integral in Eq. (15) comes from where the Raman vertex is the largest and where the qp scattering rate is the smallest. Therefore, the Raman inverse slope washes out direct information about the $k-$ dependence of the scattering rate and leads to a more similar behavior of the $B_{1g}$ and $B_{2g}$ inverse slope, which hides the underlying anisotropy of the qp scattering rate. This is due to the approximations of restricting consideration to the Fermi surface only and to the neglect of vertex corrections. In the following section this is shown to be crucial if the spin fluctuations are strong.

However, for weak spin fluctuations, we believe that the data on overdoped materials can be best fit with this perturbative approach. In Fig. 6 we plot the inverse Raman slope obtained from the parameters used in Fig. 3 and compare the results to the data taken in Ref. [7]. The agreement confirms the fits in Fig. 3. The data are consistent with a scattering rate which is not too anisotropic, and is governed by elastic scattering from impurities and Fermi liquid inelastic scattering from spin fluctuations. We remark that the fits are robust to small NAFL parameter changes.

![Graph showing inverse Raman slope vs. temperature](image)

**FIG. 6.** Fit of the inverse slope of the Raman response for the two symmetry channels. The error bars are from Ref. [7].

V. SELF CONSISTENCY AND VERTEX CORRECTIONS.

While good agreement between the theory and the data has been shown for over-doped Bi 2212, several features remain to be explained in optimally and underdoped systems. As mentioned in the last section, the difference of the inverse slope of the Raman response between $B_{1g}$ and $B_{2g}$ channels grows remarkably upon lesser dopings [8]. Moreover, features which have been associated with a pseudo-gap have been observed in the under-doped systems [8]. Since our fits to the data were restricted by our approximations to weak spin fluctuations, we need an improved formalism for an insight into the effects of strong spin fluctuations.

Therefore for the remainder of the letter we solve the model lifting the restrictions $(i - iv)$ listed before. The calculations were performed by first solving for the Green’s function Eq. (14) self consistently while maintaining a filling $\langle n \rangle = 0.8$. We used a hard frequency cutoff $\omega^* = 0.4 eV$ for the interaction Eq. (1) to improve convergence, but note that our results hardly were affected by this cutoff. Then the Bethe-Salpeter equation (14) was evaluated for the renormalized vertex. The calculations were carried out on the imaginary frequency axis using 256 Matsubara frequencies and $64 \times 64$ to $128 \times 128$ $\mathbf{k}$-points. These values are similar to that used for resistivity studies [7]. The integral equation for the vertex $\gamma(k, i\omega, i\omega + i\Omega)$ was solved for each external (internal) bosonic (fermionic) Matsubara frequency $i\Omega (i\omega)$. Once completed, the Raman response was evaluated using Eq. (14) and the results were analytically continued to the real frequency axis using Padé approximants [7]. Since the Raman response is in general quite featureless the Padé procedure was highly accurate (using 20-60 points changes the results by less than 5%).
In Fig. 8 we plot the Raman vertices directly. This can be seen with an overall reduction intensity occurring over a wide region of frequencies, which we interpret as effects related to precursor SDW formation. This can be partially offset by interaction renormalization of the Raman vertices. When the vertex corrections are included, the $B_{1g}$ vertex shows much more of a reduction than the $B_{2g}$ vertex. The renormalized vertex $\tilde{\gamma}$ for the $B_{1g}$ channel is reduced in particular near the zone axes or “hot spots”. However, the $B_{2g}$ vertex is hardly affected by the vertex renormalizations. This is consistent with the effects of a “cold” interaction probed along the zone diagonals. For $z = 2$ the effects of the vertex corrections are small but increase dramatically for $z = 1$. As the interaction is increased, the $B_{1g}$ vertex is reduced dramatically near the “hot spots”. For $z = 1$ the $B_{1g}$ vertex is reduced by a factor 2 near the “hot spots” compared to its bare value, while the $B_{2g}$ vertex is reduced by a smaller value 25%, and has a peak which is shifted out towards the “hot spots”. Since the Raman vertex renormalization enters with the opposite sign as the self energy vertex corrections, these results complement the results of Ref. [28] which showed that the effect of vertex corrections on the interaction yields an effectively increased coupling constant.

The vertex renormalization suppress the $B_{1g}$ cross section compared to the $B_{2g}$ cross section for larger interaction strengths. Since the $B_{2g}$ vertex is affected less dramatically, the net effect would appear that the $B_{2g}$ cross section remains relatively unchanged with increasing interaction, while the $B_{1g}$ overall cross section comes down in magnitude to be closer to the $B_{2g}$ value. We
remark that this trend is consistent with the data from the cuprates which show a large decrease of the $B_{1g}$ to $B_{2g}$ ratio of the Raman spectra upon under-doping which we relate to the growth of “hot spots” intensity and subsequently large vertex renormalizations.

This can be seen more clearly in Fig. 9, which shows the full Raman response for larger values of the coupling $g_{eff}$ corresponding to YBa$_2$Cu$_3$O$_{6.5}$ [13]. The spectra are much flatter than those calculated for smaller coupling constants, and appear to differ only quantitatively. The effect of the anisotropy of the scattering rate appears to have been washed out due to self consistency, as the spectra have a “shoulder” at the same frequency and show roughly the same temperature dependence. However, the overall magnitude of the spectra at larger frequency shifts is reduced for the $B_{1g}$ spectra relative to the $B_{2g}$ spectra, leading to a ratio of the continuum nearly equal to 1. As indicated in Fig. 8 this is entirely due to the vertex renormalization. While the relative magnitude of the continua and overall lineshape is similar to that seen in experiments at a single temperature [8], the temperature dependence seen in experiments is qualitatively different.

This can be explored in more detail by plotting in Fig. 10 the inverse slope of the Raman spectra for the self consistent and vertex corrected calculation. These results are qualitatively different from the perturbative treatment as discussed earlier. From Eq. 13 the inverse Raman slope has the same behavior as the qp scattering rate at zero frequency. If no disorder is included then the inverse Raman slope varies as $T^2$ below a characteristic $T^*$ and crosses over to $T$ at larger temperatures. $T^*$ is connected with $\omega_{sf}$, and is generally dependent on parameter choices. However Fig. 9 shows that the vertex corrected, self consistent treatment does not show similar behavior. For the $z=2$ scaling regime, the inverse slope is proportional to $T$ down to the lowest temperatures reachable for our level of numerical accuracy, while for the $z=1$ regime, the inverse slope appears to extrapolate to a non-zero value at $T = 0$. This is also seen in FLEX calculations [1]. A simple connection between these and the perturbative results is that the self consistency leads to a strong downward renormalization of $\omega_{sf}$ and a much lower crossover $T^*$ to Fermi liquid-like behavior. The renormalization is stronger for the $z = 1$ case than $z = 2$, in agreement with our earlier discussion. Our results thus indicate that the inverse slope should fall as $T$ is decreased until $\sim T_{cr}$ which separates the $z = 1$ and $z = 2$ scaling behavior, at which point the slope should become less $T$—dependent. Such behavior has been reported by Naemi et al. in slightly overdoped La$_{1.85}$Sr$_{0.15}$CuO$_{4}$ [23] and agrees well with the NAFL results.

While this behavior is similar to what has been observed in the $B_{2g}$ channel, the theory does not predict a considerable difference for the $B_{1g}$ channel. From our calculations, it appears that the effect of self consistency obscures the anisotropy inherent in the model, leading to a temperature dependent behavior which is similar for both channels. While the effect of vertex corrections appears to heighten the anisotropy, as shown in Fig. 5, the self consistency appears to dominate the response, as seen in Fig. 10. It would appear then that a treatment which neglected self consistency and focused only on vertex renormalizations would lead to a more apt description of the experiments. This remains to be explored.
VI. SUMMARY AND CONCLUSIONS

In summary we have seen how anisotropic qp scattering leads to manifestly channel dependent Raman cross sections and how through a careful examination of the temperature dependence of the spectra, important information can be extracted concerning anisotropic qp dynamics. The coherence or incoherence of the qp’s spectral function can be probed directly via Raman scattering, thereby offering an additional avenue besides ARPES to explore momentum resolved qp information. Signatures of a strong interaction are: (1) the position of a weak peak in the spectrum occurring at large frequency shifts, (2) the increased overall magnitude of the spectra, and (3) anomalous temperature dependence of the spectra. If the interaction is strongly anisotropic, these features are different for different polarization channels. The qp dynamics can be probed by examining the temperature dependence of both the low and high frequency portions of the channel dependent Raman response. For the cuprates, the consequence of an interaction which scatters qps with relative momentum of the antiferromagnetic lattice vector \( \mathbf{Q} \) are (1) a stronger overall signal, (2) a peak at higher frequencies, and (3) a weaker temperature dependence of the slope of the response in the \( B_{1g} \) channel compared to the \( B_{2g} \) channel.

Excellent agreement of the NAFL model was found with the Raman results on overdoped Bi 2212 (and La 214 [2]). With the inclusion of impurity scattering, the Raman response calculated in a perturbative way in NAFL yields a correct description of the spectra at a variety of temperatures. Improvements to the theory can be made with more accurate determination of the parameters of the theory via other experimental probes.

The effect of a more self consistent treatment leads to an overall reduction of anisotropy effects and a more isotropic Raman response, in contradiction to the experiments on optimally- and under-doped cuprates, at least for the \( B_{1g} \) channel. The self consistency yields a much weaker Fermi liquid-like behavior than that obtained via a perturbative approach. However, the theory does not adequately describe the larger relatively incoherent scattering probed by the \( B_{1g} \) light orientations. Improvements can be made by once again exploring different parameter choices, but the nearly temperature independence of the \( B_{1g} \) response seen in the cuprates must be obtained by tuning both \( \omega_{sf} \) and \( \xi \) to have a strongly increasing interaction peaked near \((\pi, \pi)\) transfers to offset the loss of phase space for qp scattering as the temperature is lowered. This remains to be explored.

Interestingly, the role of vertex corrections may help to obtain such a behavior. For larger couplings, the vertex corrections were found to be particularly large near the “hot spots” and led to a subsequently reduced vertex and overall signal for \( B_{1g} \) polarizations. Only a small change was seen for the \( B_{2g} \) channel. This general behavior has been observed in Y 123 and La 214, and has been attributed to the opening of a pseudo-gap. More than likely it would be important to also employ vertex corrections to the self energy and to go beyond the simple calculations as performed here. Diagrammatically we have evaluated the lowest order diagrams for the self energy, and we include the interactions in the Raman response through uncrossed vertex corrections (ladder approximation). We do not expect that these calculations can describe very strong spin fluctuations, but our approach in principle should give us an insight as to what is the most important physics we might expect as the strength of the spin fluctuations is increased by removing oxygen. This remains an open challenge.
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