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Abstract—MIMO transmit arrays allow for flexible design of the transmit beampattern. However, the large number of elements required to achieve certain performance using uniform linear arrays (ULA) maybe be too costly. This motivated the need for thinned arrays by appropriately selecting a small number of elements so that the full array beampattern is preserved. In this paper we propose Learn-to-Select (L2S), a novel machine learning model for selecting antennas from a dense ULA employing a combination of multiple Softmax layers constrained by an orthogonalization criterion. The proposed approach can be efficiently scaled for larger problems as it avoids the combinatorial explosion of the selection problem. It also offers a flexible array design framework as the selection problem can be easily formulated for any metric.
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I. INTRODUCTION

MIMO transmit arrays allow for flexible design of the transmit beampattern. In the presence of interference, an optimally designed beam can improve target detection in radar, and increase throughput or channel capacity in MIMO wireless communication systems. However, while antennas are inexpensive, the antenna RF fronts are expensive, and using as few RF fronts as possible is desirable. Sparse arrays, also referred to as thinned arrays offer a reduced cost approach, and can be formed based on a full uniform array, by activating only a small number of antennas. Selecting the active antennas so that the sparse array has performance close to that of a full array, has been attracting a lot of attention.

Here, we consider a MIMO radar that transmits partially correlated waveforms from its transmit antennas. The waveform diversity allows higher degrees of freedom as compared to phase arrays, which enables the MIMO radar to flexibly design the transmit beampattern. For fixed transmit antenna positions, MIMO radar beampattern design amounts to finding the optimal transmit waveform covariance matrix that results in the desirable beampattern \([1, 2]\). Receive beampattern design for thinned receive arrays \([3, 4, 12]\) seeks to select the receive antenna positions as well as compute the beampattern weights via various optimization strategies \([4, 8]\), for example, by sequential addition of antennas, such that antenna weights and positions are optimized at each addition \([4]\). Another approach \([13]\) is to start with a full array structure and then iteratively remove the antennas which produce the highest sidelobe levels in the beampattern. As the problem is in general nonconvex, only locally optimal sparse array design approaches exist. These iterative beampattern design methods were also extended to sparse MIMO arrays in \([14]\). Optimal sparse array design has been approached via global optimization techniques, such as particle swarm optimization \([15, 17]\). In \([18]\), sparse array design for receive beamforming based on maximizing the signal-to-interference plus noise ratio is proposed. In \([19]\), transmit and receive antenna selection is formulated in a combinatoratorial optimization framework as a knapsack problem (KP), using the Cramér-Rao bound of the localization error as a performance metric. In general, the antenna selection schemes that have been proposed in the literature are developed for specific metrics, e.g., minimization of the Cramér-Rao lower bound of the velocity estimates, localization error minimization, interference cancellation and SINR maximization. Those formulations typically result in NP hard optimization problems, which require relaxation techniques and various assumptions in order to reach a solution.

In this paper we propose Learn-to-Select (L2S), a novel machine learning (ML) approach, to address the exponential complexity of the antenna selection problem. Via L2S, we design a sparse linear array by selecting elements from a dense uniform linear array (ULA) using a combination of multiple Softmax neural networks. The idea is inspired from the dot-product attention mechanism \([20]\) which has been instrumental in the design of the popular Transformer models \([21]\). Since we need to select \(M\) out of \(N\) antennas, we employ an equal number of Softmax models. In order to avoid repeating the same solution among the models, we impose an additional orthogonalization constraint. Our learning model simultaneously optimizes the multiple Softmax selection models and the precoding matrix of the transmitted signals.

Machine Learning approaches for antenna selection have been proposed in \([22, 23, 24]\). In these papers however, the problem is either treated as a classification problem with \(\binom{N}{M}\) classes \([23, 24]\), or it involves a neural network with a target vector of size \(\binom{M}{M}\) \([22]\). The drawback of these methods is the combinatorial explosion problem which renders them impractical in cases with large or even medium numbers of antennas.

With the use of existing programming tools and parallel platforms (eg. Tensorflow and GPUs) L2S can be easily and efficiently implemented. In addition to that, L2S can be formu-
lated to accommodate any cost function and could be extended to any optimization problem that requires item selection from a list of available items. Because of its flexibility, the proposed L2S has much broader impact than any of the existing methods, as it can be used to solve selection problems arising in many different scenarios.

II. PROBLEM FORMULATION

We consider a uniform linear array with $N$ antennas, which are equally spaced with separation distance $d$. We assume that the antennas transmit narrow-band signals with carrier wavelength $\lambda$. The array output at angle $\theta$ is

$$y(t; \theta) = a(\theta)^H v(t)$$

(1)

where $a(\theta)$ is the steering vector at direction $\theta$, and $v(t) \in \mathbb{C}^N$ is the transmitted array snapshot at time $t$. Let

$$v(t) = Qe(t)$$

(2)

where $e(t) \in \mathbb{C}^N$ is a white signal vector and $Q \in \mathbb{C}^{N \times N}$ is a precoding matrix. The array output vector at $K$ different angles is

$$y \triangleq [y(t; \theta_1), \ldots, y(t; \theta_K)]^T$$

(3)

with $A = [a(\theta_1), \ldots, a(\theta_K)] \in \mathbb{C}^{N \times K}$ being the steering matrix. We want to select $M$ array antennas ($M < N$), so that the array achieves the desired power at the $K$ angles. We approach the problem by defining $S \in \mathbb{R}^{M \times N}$ to be a sparse selection matrix such that all its elements are zero, except for exactly one element per row which is equal to one. In general, if we select positions $l_1, \ldots, l_M$ then the elements of $S$ will be

$$s_{ij} = \begin{cases} 1 & \text{if } l_i = j \\ 0 & \text{otherwise} \end{cases}$$

(5)

Correspondingly, matrix $S^T S$ will be an $N \times N$ diagonal matrix with all diagonal entries equal to zero except those at positions $l_1, \ldots, l_M$.

The output of the sparse array can be expressed as

$$y_s(t) \triangleq \left[ y_s(t; \theta_1), \ldots, y_s(t; \theta_K) \right]^T$$

(6)

$$= A^H S^T S v(t)$$

(7)

Let $p_i = p(\theta_i)$ be the desirable signal power at angle $\theta_i$, so that the desired beam-pattern is the vector $p = [p_1, \ldots, p_K]^T$. The sparse array output power at $\theta_i$ is

$$\hat{p}_i = E\{y_s(t; \theta_i)^* y_s(t; \theta_i)\}$$

(8)

$$= a(\theta_i)^H S^T S R_x S^T S a(\theta_i)$$

(9)

where $R_x = E\{vv^H\} = QQ^H$. We want to find the selection matrix $S$ and the precoding matrix $Q$ that minimize the beam-pattern error

$$\mathcal{L}(S, Q) = \sum_{i=1}^{K} (p_i - \hat{p}_i)^2$$

$$= \|p - \text{diag}(A^H S^T SQQ^H S^T S A)\|^2$$

(10)

III. SOFTMAX CO-DESIGN

We propose a novel machine learning approach for the co-design of $S$ and $Q$, given the loss function $\mathcal{L}$. Each of the $M$ rows of $S$ can be modeled by a separate softmax neural network $\mathcal{S}$ with $N$ outputs, i.e., as many as the antenna elements in the original array. The outputs of the $m$-th network will be

$$s_{m,i} = \frac{\exp(w_i^T x + b_i)}{\sum_{j=1}^{N} \exp(w_j^T x + b_j)} \quad i, \ldots, N$$

(11)

where $w_i, b_i$ are respectively the weights and biases, and $x$ is a the input. Note that $0 \leq s_{m,i} \leq 1$ and

$$\sum_{j=1}^{N} s_{m,j} = 1.$$ 

(12)

Essentially, $s_{m,i}$ represents the probability that antenna $i$ will be our $m$-th selected antenna.

Since the selection matrix does not depend on time $t$, the input $x$ should be constant, and thus, the constant value $b'_i = w_i^T x$ can be absorbed into the bias term $b_i$. Without loss of generality, such a model is equivalent to a softmax model with $x = 0$ where the only trainable parameters are the biases.

The approximated selection matrix, $\hat{S}$ is formed based on the outputs $s_m = [s_{m,1}, \ldots, s_{m,N}]^T$ of all the softmax models as its columns. Clearly, $\hat{S}$ will be a soft selection matrix since the values $s_{m,i}$ range between 0 and 1. By the end of the training, the matrix should converge very close to hard binary values so the approximation will be good. The architecture of the Machine Learning model is shown in Fig. 1.

![Signal flow graph in the Learn2Select model. The concatenation of the M Softmax models creates the selection matrix S. The matrix Q and the Softmax models weights/biases are the parameters to be trained.](image)

In order to formulate the cost function we express the real and imaginary parts of $y_s(t; \theta_k)$ as functions of the real and imaginary parts of $A$, $Q$, $v$ and $e$. This is necessary to facilitate the machine learning optimization which is based on real numbers.

The average output power at angle $\theta_k$ is

$$\hat{p}_k = \frac{1}{T} \sum_{t=1}^{T} y_s^*(t; \theta_k) y_s(t; \theta_k)$$

(13)
so the approximation error with respect to the desired beam-pattern is

\[ \tilde{\mathcal{L}} = \sum_{k=1}^{K} \gamma_k (p_k - \tilde{p}_k)^2 \]  

(14)

where \( \gamma_k \) is the importance weight assigned to the angle \( \theta_k \).

In order to achieve a realistic solution, the softmax models must produce hard binary values. The following constraint enforces this requirement:

\[ \sum_{i=1}^{M} s_{mi}^2 = 1, \quad \text{for all } m. \]  

(15)

Indeed, (15) holds iff \( s_{mi} \in \{0, 1\} \). The ‘if’ part of this statement is obvious. The ‘only if’ part comes readily from (12) since

\[ \left( \sum_{i=1}^{M} s_{mi} \right)^2 - \sum_{i=1}^{M} s_{mi}^2 = 0 \Rightarrow 2 \sum_{i \neq j} s_{mi}s_{mj} = 0 \]

implying that at most one element of \( s_m \) can be equal to 1 and all other elements must be equal to 0. Combined with (12) this means that exactly one element of \( s_m \) is equal to 1 and all other elements are equal to 0.

We also need to impose a further constraint so that the same antenna is not selected more than once, i.e.

\[ s_{m,i} = 1 \Rightarrow s_{n,i} = 0, \quad \text{for all } n \neq m \]

If \( s_{m,i} \in \{0, 1\} \) then the above constraint is equivalent to

\[ s_{m}^T s_{n} = 0. \]  

(16)

Combining (15) and (16) it follows that \( \hat{\mathbf{S}}\hat{\mathbf{S}}^T \) must be equal to the identity matrix \( \mathbf{I} \). Therefore we introduce an extra penalty term in the overall loss function, i.e.,

\[ \mathcal{L}_0 (\mathbf{b}, \mathbf{Q}) = \tilde{\mathcal{L}} + \alpha \| \hat{\mathbf{S}}\hat{\mathbf{S}}^T - \mathbf{I} \|_F^2. \]  

(17)

where \( \| : \|_F \) denotes the matrix Frobenius norm. The cost parameter \( \alpha \) reflects the relative importance of the latter constraint with respect to the desired beam-pattern error. The cluster of Softmax models in the L2S model remotely resembles the multi-head attention architecture proposed in [21]. The major differences are (a) the proposed normalization scheme (17) compared to simple scaling (b) concatenation happens directly on the Softmax layers and (c) the query values are zero. Conceptually however, L2S works similarly to the attention mechanism: it tries to identify the important antennas from the sequence of available ones.

### A. Learning to select antennas

There are two sets of parameters to be trained: (i) the biases \( b_1, \ldots, b_M \) (assuming \( x = 0 \)), and (ii) the covariance shaping matrix \( \mathbf{Q} \). We propose a two stage optimization approach alternating between fixing \( b_i \) and optimizing over \( \mathbf{Q} \) and then fixing \( \mathbf{Q} \) and optimizing over \( b_i \).

The algorithm runs for \( N_{\text{epoch}} \) learning epochs and each alternating stage runs for a small number of steps \( N_{\text{step}} \). We can use standard gradient descent (GD) optimization for each step with learning rate parameter \( \beta \). The proposed L2S scheme is shown in Algorithm 1. Alternatively, other optimization algorithms instead of standard gradient descent can be used in order to improve speed of convergence. In our simulations we have used the Adam optimizer proposed in [26] which has shown superior performance compared to GD.

### Algorithm 1: Learn to select.

```plaintext
for epoch=1 to \( N_{\text{epochs}} \) do
  Fix \( \mathbf{Q} \) and optimize \( \mathcal{L}_0 \) w.r.t. \( b_i \):
  for step=1 to \( N_{\text{steps}} \) do
    Update \( b_i \), \( i = 1, \ldots, M \)
  Fix \( b_i, i = 1, \ldots, M \) and optimize \( \mathcal{L}_0 \) w.r.t. \( \mathbf{Q} \):
  for step=1 to \( N_{\text{steps}} \) do
    Update \( \mathbf{Q} \)
end for
```

### IV. Simulation results

Our first experiment is designed to select \( M = 8 \) elements from a ULA \( N = 16 \) antennas spaced apart by \( d = \lambda/2 \). The beam power profile that we want to approximate is equal to 1 at angle ranges \([-2, 2] \) degrees and \([28, 32] \) degrees, and is zero otherwise. The 0 degree angle is perpendicular to the face of the antenna array. In all experiments we used a flat weight function \( \gamma_k = 1 \). We used the Adam stochastic optimization procedure with fixed learning rate \( \beta = 0.01 \) and 400 epochs of training. In each epoch 10 steps are executed. The algorithm receives a white input sequence \( e(t) \) of length \( T = 100 \).

In applying this method it should hold that \( T > N \). The parameter \( \alpha \) used in (17) changes between learning epochs; it starts from \( \alpha_{\text{init}} = 5 \) and is linearly incremented to reach the final value \( \alpha_{\text{final}} = 25 \) at the final epoch.

The desired and approximated beam-patterns are shown in Figure 2 while the selected antenna locations are shown in Fig. 3. The half power beam width (HPBW) for the beams are: \( \delta\theta_{\text{3db}}^{(1)} = 6.62 \) and \( \delta\theta_{\text{3db}}^{(2)} = 6.56 \), respectively.
While our proposed antenna selection method was presented for the transmitter side, it can be easily applied at the receiver side. We designed an experiment to compare its performance to the method of [18], which also performs antenna selection in order to generate a beam-pattern at certain angles of interest. In this experiment the desired beam pattern includes 3 beams located at $\theta = -25, 0, \text{ and } 30$ degrees. Each beam has width of 5 degrees. We wish to select $M = 8$ antennas from a $N = 16$-antenna ULA with spacing $\lambda/2$. The learning parameters are the same as in the previous experiment. Fig. 3 shows the obtained power beam-patterns from two methods and the selected antenna locations. The HPBW for the three beams in our method are: $\Delta \theta^{(1)}_{3db} = 8.44$, $\Delta \theta^{(2)}_{3db} = 8.8$, and $\Delta \theta^{(3)}_{3db} = 9.1$ degrees, respectively. It can be seen that the proposed method has better sidelobe control, and this is because it designs the sparse array based on fitting the desired beam-pattern. On the other hand, the method of [18] focuses only on the lobe at the targeted angle. Moreover, compared to assigning fixed weights on each antenna as in [18], our approach to jointly optimize Q and S provides more degrees of freedom, thus resulting in better approximation of the desired result.

![Normalized Beam-pattern](image)

Fig. 4. Normalized beam-pattern corresponding to the sparse array of $M = 20$ and 50 elements, selected from a 100-element ULA via L2S.

V. DISCUSSION AND CONCLUSIONS

We have proposed L2S, a novel machine learning approach for antennas selection and demonstrated that it can be used for efficient design of sparse linear arrays. The method combines multiple coupled Softmax learning models. L2S has many potential applications if combined with a suitable loss function. For example, it could be used to solve Knapsack problems, which are combinatorial optimization problems. The key advantage of L2S is its complexity, which is $O(N_{epochs}N_{steps}N_{optim})$ proportional to the number of epochs times the number of steps and the complexity of one step of the optimization algorithm. It is not exponential in $M$.
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