Solving the Schrödinger eigenvalue problem by the imaginary time propagation technique using splitting methods with complex coefficients
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The Schrödinger eigenvalue problem is solved with the imaginary time propagation technique. The separability of the Hamiltonian makes the problem suitable for the application of splitting methods. High order fractional time steps of order greater than two necessarily have negative steps and can not be used for this class of diffusive problems. However, there exist methods which use fractional complex time steps with positive real parts which can be used with only a moderate increase in the computational cost. We analyze the performance of this class of schemes and propose new methods which outperform the existing ones in most cases. On the other hand, if the gradient of the potential is available, methods up to fourth order with real and positive coefficients exist. We also explore this case and propose new methods as well as sixth-order methods with complex coefficients. In particular, highly optimized sixth-order schemes for near integrable systems using positive real part complex coefficients with and without modified potentials are presented. A time-stepping variable order algorithm is proposed and numerical results show the enhanced efficiency of the new methods.
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I. INTRODUCTION

We consider the eigenvalue problem for the stationary Schrödinger equation (SE) ($h = m = 1$),

$$H\phi_i(x) = E_i\phi_i(x), \quad i = 0, 1, 2, \ldots$$ (1)

where

$$H = T + V(x) = -\frac{1}{2}\Delta + V(x),$$ (2)

$V(x)$ denotes the interaction potential and $\Delta$ is the Laplacian operator. Since the Hamiltonian $H$ is a Hermitian operator, its eigenvalues $E_i$ are real valued, and its corresponding real eigenfunctions $\phi_i(x)$ form a basis of the underlying Hilbert space. This particular problem has attracted great interest among theorists and practitioners due to its relevance for the understanding of the atomic and molecular structure of matter.

A widely used approach to solve this problem is based on using the corresponding time-dependent Schrödinger equation in imaginary time ($t = -i\tau$), whose formal solution is given by the evolution operator $\exp(-\tau H)$. In this way, in general, any initial condition, under the action of $\exp(-\tau H)$, converges asymptotically to the ground state solution when $\tau \to \infty$. Notice that the evolution operator $\exp(-\tau H)$ has the same eigenfunctions as the problem (1). This technique is usually referred to as the imaginary time propagation method (ITP for short). In this setting, only the action of $\exp(-\tau H)$ on a wave function has to be computed. The ITP method can be regarded as an analog of the well-known power method in numerical linear algebra.

In this sense, one may also consider the inverse power method: instead of the iterative application of the exponential operator $\exp(-\tau H)$, the scheme $v_{n+1} = (H - E_i)^{-1}v_n$, $n = 0, 1, 2, \ldots$ is used for some given $E_i$. This iteration is known to converge after normalization to the eigenvector with eigenvalue closest to $E_i$. Although faster convergence than for the ITP method can be observed for an accurate initial guess $\tilde{E}_i \approx E_i$, in general, the algorithm needs more iterations until convergence.

Since the operators $e^{-\tau V}$ and $e^{-\tau T}$ can be exactly computed in the coordinate and momentum space, respectively, the operator splitting technique involving a composition of these exponential operators with appropriate coefficients can be used to approximate $e^{-\tau H}$. The computational cost depends on the number of changes between these coordinates which are cheaply performed by Fast Fourier transforms (FFT).

However, the operator splitting technique has some limitations. In particular, splitting methods of order $p > 2$ require negative time-steps and the instabilities caused thereof are analogous to the ones for the integration of a diffusion equation backwards in time. If it is feasible to compute the gradient of the potential $V$, generalized splitting methods allow to build methods with positive coefficients up to fourth order, but higher order methods also use negative time-steps. In this paper we propose methods to overcome the order barriers for both cases by using complex time-steps. Splitting methods can be tailored to particular equations to achieve better performances and we present criteria based on near-integrability that apply to a wide range of problems and thus yield highly efficient high order schemes. The obtained methods outperform the existing splitting
schemes when high accuracy is desired and could be appropriate for elaborating a variable order algorithm. We also report some numerical experiments illustrating the efficiency of the new methods.

II. THE IMAGINARY TIME INTEGRATION METHOD FOR THE SCHRÖDINGER EQUATION

An important property of the Hermitian operator $H$ is that (choosing properly the origin of the potential) its eigenvalues $0 \leq E_0 \leq E_1 \leq \ldots$ are real and nonnegative, and the corresponding eigenfunctions $\phi_i$ can be chosen to form a real orthonormal basis on its domain. The problem (1) originates from the time-dependent SE

$$i \partial_t \psi(x,t) = H\psi(x,t), \quad \psi(x,0) = \psi_0(x). \quad (3)$$

A Wick rotation of the time coordinate, $t = -i\tau$, transforms (3) into a diffusion type equation

$$-\partial_\tau \psi(x,\tau) = H\psi(x,\tau), \quad \psi(x,0) = \psi_0(x), \quad (4)$$

with formal solution $\psi(x,\tau) = e^{-\tau H}\psi(x,0)$. After expanding the initial condition $\psi_0$ in the basis of eigenfunctions $\phi_i$,

$$\psi_0(x) = \sum_i c_i \phi_i(x), \quad c_i = \langle \phi_i(x) | \psi(x,0) \rangle,$$

where $\langle \cdot | \cdot \rangle$ is the usual $L^2$ scalar product, the time evolution of (4) is given by

$$\psi(x,\tau) = e^{-\tau H}\psi(x,0) = \sum_i e^{-\tau E_i} c_i \phi_i(x). \quad (5)$$

Asymptotically, for a sufficiently long time integration, we get $\psi(x,\tau) \to e^{-\tau E_0} c_0 \phi_0$ since the other exponentials decay more rapidly. The convergence rate depends of course on the separation of the eigenvalues. For simplicity, we restrict ourselves to the non-degenerate case $E_0 < E_1$. If there is degeneracy, it converges to a linear combination of eigenfunctions, and repeating this process with different initial conditions one can obtain a complete set of independent vectors of the subspace which can be orthonormalized.

Normalization of the asymptotic value yields the eigenfunction $\phi_0$ and the corresponding eigenvalue is computed via $E_0 = \langle \phi_0 | H \phi_0 \rangle$. Excited states can be obtained by propagating different wave functions simultaneously (or successively) in time and using, for example, the Gram-Schmidt orthonormalization or diagonalizing the overlap matrix.

For simplicity in the presentation, the spatial dimension is set to one unless it is explicitly stated, but our results also apply to higher dimensions.

The problem is further simplified by assuming $x \in [a,b]$ with the interval $[a,b]$ sufficiently large such that the wave function and all its derivatives of interest vanish at the boundaries. For numerical computations, the infinite dimensional domain of $H$ has to be truncated, which is done by discretizing the spatial coordinate $x$: we fix $N$ equally spaced grid points $x_k = x_0 + b k \Delta x$, $k = 0,1,2,\ldots,N-1$, with $a = x_0$ and $b = x_N$. In this way, the interval is divided into $N$ subintervals of size $\Delta x = (b-a)/N$.

The potential $V$ is represented in this grid by a diagonal matrix and the periodicity of the system $\langle \psi^{(n)} | a = \psi^{(n)}(b) = 0, \ n = 0,1,2,\ldots \)$ allows for the use of spectral methods (in space) for the calculation of $T$, namely the Fast Fourier Transform after which the matrix representation of $T$ also becomes diagonal. The computational costs for the application of $V$ and $T$ to a vector are thus proportional to $N$ and $N \log N$ operations, respectively. In a $d$-dimensional space with $N$ mesh points on each dimension, their costs are proportional to $N^d$ and $N^d \log N$, respectively.

III. SPLITTING METHODS FOR THE SCHRÖDINGER EQUATION

To approximate the time evolution (3), i.e., the computation of $e^{-\tau H}$ acting on a vector, we propose to use compositions of the operators $e^{-\tau^1 V}$ and $e^{-\tau^p T}$ evaluated at different times. A first example is provided by the well-known Strang splitting

$$\Psi^{[2]}_h \equiv e^{-\frac{h}{2} V} e^{-h T} e^{-\frac{h}{2} V}, \quad (6)$$

verifying $\Psi^{[2]}_h = e^{-h H} + O(h^3)$ with $h \equiv \Delta \tau$. Higher order approximations can be obtained by a more general composition

$$\Psi^{[p]}_h \equiv \prod_{i=1}^{m} e^{-a_i h T} e^{-b_i h V}, \quad (7)$$

where $\Psi^{[p]}_h = e^{-h H} + O(h^{p+1})$ if the coefficients $a_i, b_i$ are chosen such that they satisfy a number of order conditions (with $m$ sufficiently large). It is well-known, however, that methods of order greater than two ($p > 2$) necessarily have negative coefficients (a simple proof can be found in Ref.14). While this is usually not a problem for the coefficients $b_i$, having negative $a_i$ coefficients makes the algorithm badly conditioned (in the limit $N \to \infty$).

Composition methods with coefficients $b_i$ positive are also convenient for unbounded potentials, e.g., $V(x) = x^2$, since negative values of $b_i$ can generate large round-off errors in the exponential $e^{-b_i V}$ at the boundaries if the interval-size of the spatial discretization is not appropriately chosen and the potential takes exceedingly large values.

Splitting methods are particularly appropriate for the numerical integration of this problem since the choice of the time step, $\Delta \tau$, is not affected by the mesh size. Taking
a finer mesh (i.e., a larger value of \( N \)) does not necessarily lead to a smaller time step, and the extra computational effort originates only from the FFTs, whose cost is \( N \log(N) \) or \( N^d \log(N) \) in a \( d \)-dimensional problem with \( N \) points on each coordinate).

One possible approach to derive the order conditions to be satisfied by the coefficients \( a_i, b_i \) consists in applying the Baker-Campbell-Hausdorff formula to the composition (7), which we assume consistent \((\sum_i a_i = \sum_i b_i = 1)\). Thus we get \( \Psi[^{[p]}] = \exp(-\hbar \mathcal{H}) \), with

\[
\mathcal{H} = T + V + \hbar f_{2,1}[T, V] + \hbar^2 \left( f_{3,1}[T, [T, V]] + f_{3,2}[V, [T, V]] \right) + \ldots ,
\]

where \( f_{i,j} \) are polynomials of degree \( i \) in the coefficients \( a_k, b_k \) and the symbol \([T, V]\) stands for the commutator of the operators \( T \) and \( V \). Condition \( f_{2,1} = 0 \) leads to second order methods, and this can always be achieved by taking a left-right symmetric composition in (7) because all even terms automatically vanish. Methods of higher orders require in addition \( f_{3,1} = f_{3,2} = 0 \). Taking into account consistency, these equations can be written as

\[
f_{3,1} : \sum_{1 \leq i < j \leq k \leq m} a_i b_j a_k = \frac{1}{6}, \tag{9}
\]

\[
f_{3,2} : \sum_{1 \leq i < j \leq k \leq m+1} b_i a_j b_k = \frac{1}{6}. \tag{10}
\]

These two conditions imply that at least one of the \( a_i \) as well as one of the \( b_i \) become negative (see 14 and references therein), so that only methods of order two can be used for this problem.

There are several possibilities to circumvent this limitation, and in the following, we enumerate some of them.

a. Modified potentials. If the kinetic energy operator in (11) is quadratic in momenta, then the nested commutator

\[
[V, [T, V]] = (\nabla V (x))^T (\nabla V (x)) \tag{11}
\]

is diagonal in coordinate space. For this reason, (11) is usually called modifying potential. In consequence, \([V, [V, [T, V]]]) = 0\) and we can replace the terms \( e^{-hV} \) in (7) by the more general operator

\[
e^{-b_i hV - c_i h^2 [V, [T, V]]}
\]

involving two parameters. As a result, condition (10) becomes

\[
f_{3,2} : \sum_{1 \leq i \leq j \leq k \leq m+1} b_i a_j b_k + \sum_{i=1}^{m+1} c_i = \frac{1}{6}. \tag{12}
\]

This equation can always be satisfied with a proper choice of the coefficients \( c_i \), so that the constraints on the coefficients \( a_i, b_i \) reduce to the single condition \( f_{3,1} = 0 \), allowing for positive coefficients. In addition, solutions with positive \( c_i \) coefficients also exist. A first example is the 4th-order composition\(^{16,17}\)

\[
\Psi[^{[4]}] \equiv e^{-\frac{h}{2} V} e^{-\frac{\hbar}{2} T} e^{-\frac{\hbar^2}{2} (V, [T, V])} e^{-\frac{\hbar^3}{6} T} e^{-\frac{\hbar^3}{6} V}. \tag{13}
\]

It turns out, however, that 6th-order methods using the operator (11) necessarily have some negative coefficients \( a_{i,j} \).

b. Near-integrable systems. When the Hamiltonian can be considered as a perturbed system, i.e., \( H = H_0 + \varepsilon V(x) \) with an exactly solvable part \( H_0 = T + V_0(x) \) and a small perturbation \( \varepsilon V(x) \), it is advantageous to split the Hamiltonian into the dominant part \( H_0 \) and its perturbation \( \varepsilon V \). For example, if one is interested in the lower excited states, which evolve near the minimum of the potential, it can be useful to separate the quadratic part and to treat the remainder as a perturbation since the harmonic oscillator has a simple and fast solution using FFTs\(^{19,20}\).

Notice that in this case, the commutator

\[
[\varepsilon V, [H_0, \varepsilon V]] = \varepsilon^2 (\nabla V (x))^T (\nabla V (x))
\]

depends only on the coordinates and modified potentials can also be applied as before. Then, all compositions remain the same except for replacing \( T \) by \( H_0 \) and \( V \) by \( \varepsilon V \).

With the additional information that one part of the operator is significantly smaller than the other, it is clear that the error expansion for a consistent method \( \Psi_h \) can be asymptotically expressed as

\[
\Psi_h - e^{-\hbar H} = \sum_{i \geq 1} \sum_{k \geq s_i} c_{i,k} \varepsilon^i \hbar^{k+1}, \text{ as } (\hbar, \varepsilon) \to (0, 0),
\]

where the \( s_i \) start from the first non-vanishing error coefficient \( c_{s_i,k} \). We say that \( \Psi_h \) is of generalized order \((s_1, s_2, \ldots, s_m) \) (where \( s_1 \geq s_2 \geq \cdots \geq s_m \)) if the local error satisfies that

\[
\Psi_h - e^{-\hbar H} = O(\varepsilon h^{s_1+1} + \varepsilon^2 h^{s_2+1} + \cdots + \varepsilon^m h^{s_m+1}).
\]

Thus, for a method of generalized order \((8, 2)\), denoted by \( \Psi_h^{(8,2)} \), the error reads

\[
\Psi_h^{(8,2)} - e^{-\hbar H} = e_{1,0} \varepsilon h^9 + e_{2,2} \varepsilon^2 h^3 + O(\varepsilon^3 h^3).
\]

This class of schemes can also be applied in several other situations. For instance, suppose one takes a sufficiently fine mesh. Then \( ||T|| \gg ||V|| \) and the previous considerations apply (with \( H_0 = T \)). Also, if \( V(x) = x^n \), then the virial theorem \( \langle \phi | T | \phi \rangle = \langle \phi | \nabla V(x) x | \phi \rangle \) leads to \( \langle T \rangle = n \langle V \rangle \).

c. Complex coefficients. A third possibility consists of considering complex coefficients in the composition (7) (with or without modified potentials). In other problems where the presence of negative real coefficients is unacceptable, the use of high-order splitting methods with complex coefficients having positive real part has shown
to possess some advantages. In recent years a systematic search for new methods with complex coefficients has been carried out and the resulting schemes have been tested in different settings: Hamiltonian systems in celestial mechanics, the time-dependent Schrödinger equation in quantum mechanics and also in the more abstract setting of evolution equations with unbounded operators generating analytic semigroups. It is worth noticing that the propagator \( \exp(\pm\Delta) \) ( \( \Delta \in \mathbb{C} \) associated with the Laplacian is well-defined (in a reasonable distributional sense) if and only if \( \text{Re}(\Delta) \geq 0 \), which is the case for the presented methods.

Many of the existing splitting methods with complex coefficients have been constructed by applying the composition technique to the symmetric second-order leapfrog scheme (6). For example, a fourth-order integrator can be obtained with the symmetric composition

\[
\Psi_h^4 = \Psi_h^{[2]} \Psi_h^{[2]} \Psi_h^{[2]} \Psi_h^{[4]},
\]

where

\[
\alpha = \frac{1}{2 - 2^{1/3} e^{2ik\pi/3}}, \quad \beta = \frac{2^{1/3} e^{2ik\pi/3}}{2 - 2^{1/3} e^{2ik\pi/3}},
\]

and \( k = 1, 2 \). In both cases, one has \( \text{Re}(\alpha), \text{Re}(\beta) > 0 \).

Higher order composition methods with complex coefficients and positive real part can be found in Refs. 23, 24, and 25 where several numerical examples are also reported.

### IV. NEW SPLITTING METHODS FOR THE ITP PROBLEM

In this section, we carry out a systematic search of methods within the classes (a)-(c) above enumerated. The best methods for each subclass can be found online with 25 digits of accuracy whereas the methods used in the numerical examples (Sec. V) are given in the subsequent tables with 18 digits for simplicity.

We only consider symmetric methods and, since \( T \) and \( V \) have qualitatively different properties, we analyze both TVT-and VTV-type compositions, defined as

\[
\Psi_h^{[p]} = e^{-a_1 h T} e^{-b_1 h V} e^{-a_2 h T} \cdots e^{-a_2 h T} e^{-b_1 h V} e^{-a_1 h T},
\]

and

\[
\Psi_h^{[p]} = e^{-b_1 h V} e^{-a_1 h T} e^{-b_2 h V} \cdots e^{-b_2 h V} e^{-a_1 h T} e^{-b_1 h V},
\]

respectively. In principle, both compositions have the same computational cost for the same number of exponentials. Nevertheless, due to a projection step to the real part after each full time-step, only in the VTV composition we can concatenate the last map in the current step with the first stage in the next one. The TVT compositions thus require two additional FFTs in comparison with the VTV composition, and this is accounted for in the numerical experiments.

The methods we obtain are classified into two families: (I) methods without modified potentials and (II) methods with modified potentials. For each class we distinguish between methods for general problems (with the unique constraint that \( [V, [V, [T, V]]] = 0 \)) and methods for near-integrable problems (when the main dominant part contains the kinetic energy).

We have explored both TVT and VTV compositions with different number of stages. In some cases we consider extra stages to have free parameters for optimization. When the number and complexity of the order conditions is relatively low, we get all solutions. We then select the solutions having all of their coefficients with positive real part. Finally, we choose the solution which

\[
\sum_i (|a_i| + |b_i|)
\]

and/or minimizes the absolute value of the real part of the coefficients appearing at the leading error terms. These methods are subsequently tested on several numerical examples. After this process, we collect a number of schemes offering the best performance for most of the problems considered. In practice, however, one has to bear in mind that the relative performance between different methods depends eventually on the particular problem considered, the desired accuracy, the initial conditions, etc.

#### A. Methods without modified potentials

TVT and VTV compositions with 3 up to 9 stages have been analyzed. To simplify the notation, we denote compositions (16) and (17) as

\[
Tn_m = a_1 b_1 a_2 \cdots a_2 b_1 a_1, \quad Vn_m = b_1 a_1 b_2 \cdots b_2 a_1 b_1
\]

respectively. Here \( n \) indicates the order (or generalized order) of the method and \( m \) corresponds to the number of stages, i.e., the number of \( b_i \) coefficients in the TVT composition or the number of \( a_i \) coefficients in the VTV composition. The coefficients of the selected TVT methods are collected in Table I whereas those corresponding to the TVT methods are displayed in Table II.

#### 1. Methods for general problems

Analogously to (8), the symmetric compositions (16) and (17) can be formally expressed as a single exponential \( \Psi_h^{[p]} = \exp(-h\mathcal{H}) \) with polynomials \( f_{i,j} \) in \( a_k, b_l \) multi-
tiplyng commutators $E_{i,j}$:

$$\mathcal{H} = T + V + h^2 (f_{3,1} E_{3,1} + f_{3,2} E_{3,2})$$
$$+ h^4 (f_{5,1} E_{5,1} + f_{5,2} E_{5,2} + f_{5,3} E_{5,3} + f_{5,4} E_{5,4})$$
$$+ h^6 (f_{7,1} E_{7,1} + f_{7,2} E_{7,2} + \cdots + \cdots),$$

where the $E_{i,j}$ are chosen to form a basis of the algebra of commutators of length $i$. The chosen basis elements relevant for our exposition are

$$E_{3,1} = [T, [T, V]], \quad E_{3,2} = [V, [T, V]],$$
$$E_{5,1} = [T, [T, [T, V]]], \quad E_{5,2} = [V, [T, [T, V]]],$$
$$E_{5,3} = -[T, [V, [T, V]]], \quad E_{5,4} = [V, [V, [T, [T, V]]]],$$
$$E_{7,1} = [T, [T, E_{5,1}]], \quad E_{7,2} = [V, [T, E_{5,1}]].$$

Here we summarize some of the methods which have been analyzed:

a. 3-stage compositions. A 3-stage composition has sufficient parameters to build 4th-order methods. There is one real solution and two complex solutions (conjugate to each other). For example, the VTV method corresponds to the composition $[4]$ when $\Psi_h^{[2]}$ is given by $[0]$. The TVT version is obtained by interchanging $T$ and $V$.

b. 5-stage compositions. Fourth-order methods with two free parameters can be obtained using 5-stage symmetric compositions. These two parameters can be used to build methods of effective order 6 (i.e., 4th-order methods that are conjugate to 6th-order methods by a near-identity change of variables). This requires to impose some additional constraints on the leading error terms, $f_{5,j}$, $j = 1, 2, 3, 4$. Specifically, these are $f_{5,1} = f_{5,2} = 0$ and $f_{5,3} + f_{5,4} = 0$. We have found six solutions for the TVT composition and three solutions for the VTV composition with coefficients having positive real part. The solutions with smallest error terms at order 5 are denoted by $T_{45}$ and $V_{45}^{28}$.

c. 7-stage compositions. In principle, there are sufficient parameters to build 6th-order methods with 7 stages. For the TVT composition there are 11 solutions with all coefficients having positive real parts. The solution leading to a minimum value of the norm of the error at order 7 can be found online.

With respect to the VTV composition, the best method we have found is identical with the most efficient sixth-order method obtained by Chambers, where it has been presented as a symmetric composition similar to $[14]$ but with 7 stages instead of 3, and with $\Psi_h^{[2]}$ given by $[0]$.

2. Methods for near-integrable problems

Proceeding analogously as before, we arrive at the following methods. We recall that in all compositions one should replace $T$ by $H_0$ and $V$ by $\varepsilon V_\varepsilon$.

a. $n$-stage compositions of generalized order $(2n, 2)$. This class of compositions has real and positive coefficients. A 4-stage VTV composition of generalized order $(8, 2)$ is given by scheme $V84M_{2}^{1R}$ in Table $[IV]$ with $c_1 = 0$.

b. 5-stage compositions. To build a method of generalized order $(8, 4)$ the following conditions must be satisfied by a consistent and symmetric method: $f_{3,1} = f_{3,2} = f_{5,1} = f_{7,1} = 0$. It requires at least 5 stages, and in this case only one solution with all coefficients having positive real part is found both for the TVT and VTV compositions. The coefficients of these methods, denoted by $T_{85}$ and $V_{85}$, are collected in Table $[[III]$ and Table $[IV]$ respectively.

c. $(8,6,4)$ methods. To build a $(8,6,4)$ method, the coefficients of a consistent and symmetric method must satisfy the following order conditions: $f_{3,1} = f_{3,2} = f_{5,1} = f_{5,2} = f_{5,3} = f_{7,1} = 0$. They therefore require at least 7 stages. In this case, it is possible to get all solutions. Scheme $T86_{4\varepsilon}$ corresponds to the solution minimizing $[15]$, whereas $V86_{4\varepsilon}$ provides the minimum value of $|f_{5,3} + f_{5,4}|$.

d. $(8,6)$ methods. Increasing the number of stages to 9 we have two free parameters, which are used to satisfy in addition the following conditions: $f_{5,4} = f_{7,2} = 0$. In this way, methods of generalized order $(8, 6)$ and effective order $(10, 8, 6)$ are obtained. Two efficient schemes correspond to $T86_9$ and $V86_9$ in Table $[III]$ and Table $[IV]$ respectively.

B. Methods with modified potentials

Fourth-order methods incorporating modified potentials do exist with real and positive coefficients. In fact, 2- and 3-stage schemes have been extensively studied. Methods of generalized order $(n, 4)$ also exist with positive real coefficients. Here we construct new methods of generalized order $(6, 4)$ and $(8, 4)$ with this property and generalize the treatment to 6th-order schemes with complex coefficients. In all cases, we take compositions TVT and VTV with up to 5 stages and denote them as

$$T_{nM} = a_1 (b_1 c_1) a_2 \cdots a_2 (b_1 c_1) a_1,$$
$$V_{nM} = (b_1 c_1) a_1 (b_2 c_2) \cdots (b_2 c_2) a_1 (b_1 c_1).$$

Here, the parenthesis is used to help counting of the number of exponentials, and the letter M indicates that the methods use modified potentials. Notice that the number of free parameters can differ for the TVT and VTV sequences with the same number of exponentials because the exponent of a modified potential contains two parameters. The coefficients of the selected methods are collected in Table $[III]$ and Table $[IV]$ for the TVT and VTV compositions, respectively.
1. Methods for general problems

a. 4-stage compositions. Under the restriction of having real positive coefficients, we have obtained the fourth-order VTV method OMF-4M, already discovered in Ref. 28 (eq. (36) therein).

The VTV composition allows one to build 6th-order methods, whereas the TVT needs an extra stage. There is only one solution (and its complex conjugate) with all coefficients having positive real part. It is denoted by V6M4 and can be found online.

2. Methods for near-integrable problems.

We first consider \((n,4)\) methods with real and positive coefficients. For schemes of generalized order \((8,6)\) we collect only complex solutions with positive real part.

a. \((6,4)\) methods. They require at least 3 stages to satisfy the following order conditions: \(f_{3,1} = f_{3,2} = f_{4,1} = 0\). The coefficients \(a_i\) and \(b_i\) correspond to the methods \((6,2)\) obtained in Ref. 28 (without modified potentials). We have also considered methods with 4 stages in order to have additional free parameters. As previously mentioned, there is the same number of order conditions as parameters to get a method of order 6 for the VTV sequence, but there are no solutions with coefficients being real and positive. To get a sixth-order method the following conditions must also be satisfied: \(f_{5,2} = f_{5,3} = f_{5,4} = 0\). The coefficients \(c_i\) only appear in \(f_{5,3}\) and \(f_{5,4}\) and can only be used to cancel these terms.

The VTV sequence has three free parameters which can be used to annihilate \(f_{5,3}\) and \(f_{5,4}\) and to minimize the absolute value of \(f_{5,2}\) under the constraint that all coefficients must be real and positive. The VTV sequence has only two free parameters which can be used to annihilate \(f_{5,3}\) and to minimize the absolute value of the dominant term, \(f_{5,2}\), under the same constraint on the coefficients. The best methods we have obtained are denoted by T6M4 and V6M4 and are published online.

b. \((8,4)\) methods. They require at least 4 stages. The coefficients \(a_i\) and \(b_i\) correspond to the methods \((8,2)\) without using modified potentials and obtained in 28. There is one coefficient \(c_i\) in the TVM composition which can be used to cancel \(f_{5,3}\), and two coefficients \(c_i\) in the VTV composition which can be used to annihilate \(f_{5,3}\) and \(f_{5,4}\). The solution with \(c_2 = c_3 = 0\) was already obtained in 28. We have collected the corresponding coefficients for this method, V8M4, in Table IV. We have also considered methods with 5 stages in order to have an additional free parameter. There is the same number of order conditions as parameters to get a method of order \((8,6)\) which would be of order 6 for a general problem but, obviously, there are no solutions with coefficients real and positive. As in the previous case, the term \(f_{5,2}\) can not be zeroed using real positive coefficients. Then in both TVT and VTV compositions we have chosen the method which, while having real and positive coefficients, minimize its absolute value. The best methods we have obtained are denoted by T8M5 and V8M5.

c. \((8,6)\) methods. They require at least 5 stages and do not admit real and positive solutions for the coefficients and we are forced to consider complex solutions. We have found only one solution with positive real part in the coefficients for both TVT and VTV compositions. The coefficients for the methods denoted by T8M5 and V8M5 in Table III and Table IV respectively.

V. NUMERICAL EXAMPLES

A. Efficiency of the methods

As test bench for the numerical methods, we consider in the following two qualitatively different cases, the Pošchel-Teller potential and a perturbed harmonic oscillator, the latter being a classic example of a near-integrable system and of practical interest. These two problems can be numerically integrated using modified potentials. However, we compare the relative performance of the methods (with and without modified potentials) separately in order to study the performance of the methods when it is not feasible to compute the gradient of the potential.

| Table I. Compositions TVT without modified potentials. |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| T845 = a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 |
| a1 = 0.0141091154044698 + 0.010151136491886789i |
| b1 = 0.1786984516463798 + 0.0281975603128012i |
| a2 = 0.2363838059190074736 + 0.07042707139534522i |
| b2 = 0.19845347408115649 + 0.08296231473385463i |
| a3 = 1 / (a1 + a2) = 0.1922... + 0.0806...i |
| b3 = 1 - 2(b1 + b2) = 0.2457... - 0.2223...i |

T864: a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11
a1 = 0.0557055284110864236 + 0.01867038546550855049i
b1 = 0.115779496696990422 + 0.04613135617338247i
b2 = 0.118843282163492564 - 0.024151805322796634i
a3 = 1.058591515575195578 - 0.076302551803579599i
b3 = 0.184643446145438944 - 0.03053761445376182i
a4 = 1 / (a1 + a2) = 0.1669... + 0.0818...i
b4 = 1 - 2(b1 + b2 + b3) = 0.1409... + 0.1519...i

T865: a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11
a1 = 0.0122578792799860359 - 0.012415780224181831i
b1 = 0.0948949684637770736 - 0.037963806472588094i
a2 = 0.095260398487130494 + 0.00518725891475591i
b2 = 0.097337460381711248 + 0.08851887973171047i
a3 = 0.099960578944766657 + 0.092071995071312563i
b3 = 0.118584793520055186 + 0.03835265060401259i
a4 = 0.14865530402608487 + 0.011483171876140890i
b4 = 0.136865119760326031 - 0.02358740963070006i
a5 = 1 / (a1 + a2 + a3 + a4) = 0.1138... - 0.0920...i
b5 = 1 - 2(b1 + b2 + b3 + b4) = 0.1046... - 0.1306...i
The numerical integration proceeds as follows: starting from random initial data, we iterate with fixed time-step until the sufficiently large final time \( T = 100 \) and compare the result with the exact solution, \( \psi(T) \), which has been obtained by integrating with a much smaller time step. The spatial interval is fixed for all experiments to \([-10, 10]\) and is discretized with \( N = 128 \) equidistant mesh points. Similar results are obtained for larger \( N = 256, 512, 1024 \). At each step, we project the obtained vector to its real part and normalize it to one in \( \ell_2(\mathbb{R}) \), i.e., given the method \( \Psi_h^{[p]} \) and initial conditions, \( u_0 \in \mathbb{R}^N \), we compute \( u_{n+1} \) as

\[
\tilde{u}_{n+1} = \Psi_h^{[p]} u_n;
\]

then, since \( \tilde{u}_{n+1} \) is a complex vector (but \( \mathcal{O}(h^p) \) away from a real vector) we project on the real space by removing the imaginary part

\[
\tilde{u}_{n+1} = \Re(\tilde{u}_{n+1})
\]

and then normalize the solution \( u_{n+1} = \tilde{u}_{n+1} / \| \tilde{u}_{n+1} \| \), where the norm is given by

\[
\| w \|^2 = \Delta x \sum_{j=0}^{N-1} w_j^2, \quad w = (w_0, \ldots, w_{N-1}) \in \mathbb{R}^N.
\]

### TABLE II. Compositions VTV without modified potentials.

| \( V84\# = b_1 a_1 b_2 a_2 b_3 a_3 b_4 a_1 b_5 a_2 b_6 a_2 b_7 a_1 b_1 \) |
|---|
| \( b_1 = 0.05247252565161929026 - 0.0010598940842458138i \) |
| \( a_1 = 0.175962140565732362 - 0.05483056228160557i \) |
| \( b_2 = 0.246032563527358380 \) |
| \( a_2 = 0.18125998687454283 - 0.034864508232900522i \) |
| \( b_3 = 1/2 - (b_1 + b_2) = 0.2015... + 0.1362...i \) |
| \( a_3 = 1 - 2(a_1 + a_2) = 0.2586... + 0.1787...i \) |

### TABLE III. Compositions VTV with modified potentials.

| \( T84M\# = a_1 (b_1 c_1) a_2 (b_2 c_2) a_3 (b_3 c_3) a_4 (b_4 c_4) a_5 (b_5 c_5) a_6 (b_6 c_6) a_7 (b_7 c_7) a_8 (b_8 c_8) a_9 (b_9 c_9) a_{10} (b_{10} c_{10}) a_{11} \) |
|---|
| \( a_1 = 0.058520903395964865 \) |
| \( b_1 = 0.145381537601615725, \quad c_1 = 0.000245906549261228 \) |
| \( a_2 = 0.207903047442871771 \) |
| \( b_2 = 0.244351408669638327, \quad c_2 = 0.000259178561419125 \) |
| \( a_3 = 1/2 - (a_1 + a_2) = 0.2336... \) |
| \( b_3 = 1 - 2(b_1 + b_2) = 0.2205..., \quad c_3 = 0.00093810571711153 \) |

### TABLE IV. Compositions VTV with modified potentials.

| \( T86M\# = a_1 (b_1 c_1) a_2 (b_2 c_2) a_3 (b_3 c_3) a_4 (b_4 c_4) a_5 (b_5 c_5) a_6 (b_6 c_6) a_7 (b_7 c_7) a_8 (b_8 c_8) a_9 (b_9 c_9) a_{10} (b_{10} c_{10}) a_{11} \) |
|---|
| \( a_1 = 0.065556051997493102 + 0.010606890396680926 \) |
| \( b_1 = 0.15693525347224563 + 0.027931306200415819i \) |
| \( a_2 = 0.208998817237176322 + 0.04024028362533958i \) |
| \( b_2 = 0.22833136675982213 + 0.026033262090035938i \) |
| \( a_3 = 0.00484323504408882 - 0.000241671051573322 \) |
| \( b_3 = 1/2 - (a_1 + a_2) = 0.2247... - 0.0508...i \) |
| \( a_4 = 1 - 2(a_1 + a_2) = 0.2414... - 0.1079...i \) |
| \( b_4 = 0.00179180363327321 - 0.0008583044130434512i \) |

We take as the computational cost the number of Fourier transforms necessary until the final time. In addition, the methods using complex coefficients are penalized by a factor 2 in the computational cost, which comes from the use of complex Fourier transforms instead of real FFT. We repeat the numerical integrations for different values of the time step, i.e., \( h = T/M \) for different values of \( M \). We take as the approximate solution, \( \psi(T) = u_n \) in each
case and measure the error as
\[
\text{error} = \| \psi(T) - \phi(T) \|.
\]

This procedure will allow us to determine the efficiency of the new splitting methods, which will depend on the desired accuracy, and thereby choose the methods which are most appropriate for implementation with a more efficient algorithm that is based on variable time step and order. We distinguish two types of problems: on the one hand, methods that include modified potentials, the reference methods being Chin-4M \(^{11}\), OMF-4M\(^{12}\) and V84M\(^{\text{IV}}\,\text{VII}\) given in Table \(\text{V}\) as well as a differently optimized scheme SCF-4M\(^{14}\), and on the other hand, methods without modifying potentials with the reference methods V82\(^{15}\) and a 6th-order complex coefficient method by Chambers\(^{11}\). We remark that all relevant methods in the cited papers have been tested and the most efficient ones for this problem are included in the plots.

1. Pöschl-Teller potential

We have chosen the well-known one-dimensional Pöschl-Teller potential for the availability of analytic solutions of the eigenstates
\[
H = -\frac{1}{2} \frac{\partial^2}{\partial x^2} - \frac{\lambda(\lambda + 1)}{2} \left( \text{sech}(x)^2 - 1 \right), \tag{19}
\]
with \(\lambda(\lambda + 1) = 10\). The results of our computation are shown in Figure \(\text{Ia}\). The higher order of the complex coefficient methods outweighs their extra cost starting from moderate accuracy. The optimizations of the error terms can be clearly appreciated in the comparison with the 4th order triple-jump \(^{14}\). When we consider methods with modified potentials, we observe that the new methods show only slight improvements with respect to the method OMF-4M since both parts of the splitting \(T\) and \(V\) are of comparable size. As the desired precision is increased, the new sixth order methods dominate in efficiency.

2. Perturbed harmonic oscillator

To illustrate the benefits of methods designed for near integrable systems, we use the Hamiltonian
\[
H = -\frac{1}{2} \frac{\partial^2}{\partial x^2} + \frac{1}{2} \omega^2 x^2 + \epsilon V_\epsilon(x),
\]
and split it in a large part \(H_{\text{HO}} = -\frac{1}{2} \frac{\partial^2}{\partial x^2} + \frac{1}{2} \omega^2 x^2\) and a small part \(\epsilon V_\epsilon(x)\). The trap frequency is set to \(\omega = 1\) and the perturbation \(\epsilon V_\epsilon\) is given by the Pöschl-Teller potential in \(\text{Ia}\), with \(\lambda(\lambda + 1) = 2/5\). The harmonic part \(H_{\text{HO}}\) can be solved exactly via an exact splitting using Fourier transforms, cf.\(^{10}\), where it is shown that
\[
e^{-i\delta H_{\text{HO}}} \equiv e^{-i\frac{\omega^2}{\epsilon} \tan\left(\frac{\omega^2}{\epsilon}\right)} x^2 e^{-i\frac{-\delta^2}{\epsilon^2} \sin(\delta\omega) p^2} e^{-i\frac{\omega^2}{\epsilon} \tan\left(\frac{\omega^2}{\epsilon}\right)} x^2,
\]
for \(\delta \omega < \pi\) and \(p^2 \equiv -\frac{\delta^2}{\epsilon^2}\).

From the computational point of view, it is suggested\(^{10}\) to consider the VTV split instead of the TVT split because it can be concatenated with the perturbation which only depends on the coordinates and no additional FFTs are necessary, i.e.,
\[
...e^{-ib_1 \tau V} e^{-ia_j \tau H_{\text{HO}}} e^{-ib_1 \tau V}...
\]
In\(^{10}\) this decomposition is generalized to the two-dimensional problem \(H = \frac{1}{2}(p_x^2 + p_y^2) + \frac{1}{2}(w_x^2 x^2 + w_y^2 y^2) - \Omega(x p_y - y p_x)\) and \(\text{in}^{20}\) to the non homogeneous and possibly time-dependent one-dimensional problem \(H = \frac{1}{2}p^2 + \frac{1}{2} w(t)x^2 + f(t)p + g(t)x\).

After the substitution \(\delta = -i\hbar\), we have
\[
e^{-\hbar H_{\text{HO}}} \equiv e^{-\frac{\hbar^2}{2} \tanh \left(\frac{\omega^2}{\epsilon}\right)} x^2 e^{-\frac{\hbar^2}{2} \sinh(\h\omega) p^2} e^{-\frac{\hbar^2}{2} \tanh \left(\frac{\omega^2}{\epsilon}\right)} x^2,
\]
for \(|\text{Im}(\hbar)\omega| < \pi\) and \(\text{Re}(\hbar) > 0\) (for numerical stability) and the perturbation part is easily propagated after discretization by the exponential of a diagonal matrix. In this setting, the higher order in the small parameter is amplified and the efficiency plots in Figure \(\text{II}\) indicate that the new methods outperform the existing ones when high precision is sought and overall when modified potentials are allowed. We observe in both examples that, when modified potentials can be computed without exceeding large computational cost, they should be used.

Further numerical experiments show that the efficiency curves are independent of the mesh size, i.e., the norm of \(T\), and the cost only increases as \(N \log(N)\) as expected. The reason for this can be understood by following the evolution of the state vector along the iterations of the algorithm. Whereas in the beginning one has a non-smooth configuration \(u_0\), after a few steps the vector \(u_\text{c}\) is close to an eigenstate and thus smoothened.

It is important to remark that the methods proposed in this work can be implemented in an algorithm which uses variable step, variable order, variable mesh size and variable simple-double precision. The best implementation can depend on the class of problems to be solved. For illustration, we present an implementation with variable time steps.

B. Variable step method

The previous examples show that for low accuracies and large time steps, the (8,2) method (with real coefficients) performs best. However, if we allow for variable time steps, as proposed\(^{12,17}\), the computational cost is drastically reduced. We propose an improved time-stepping algorithm that is based on two different estimators for the eigenvalue.
Recall that fixing the time-step and iterating to convergence will yield an eigenvector with the error being of the order of the method $O(h^p)$ since we are computing exactly the spectrum of a perturbed Hamiltonian. Assume now that we are close to convergence, i.e., one has obtained an eigenvector $u_n = v_0 + O(h^p)$ and we consider the decomposition in the basis of exact eigenvectors $v_i$ of $H$,

$$u_n = \sum_{i=0}^{N-1} d_i v_i, \quad \text{where} \quad \sum_{i=0}^{N-1} |d_i|^2 = 1.$$
It is clear that $d_i = \mathcal{O}(\hbar^p)$, $i > 1$ and due to the normalization $d_0 = 1 + \mathcal{O}(\hbar^{2p})$. Then, an energy estimation is given by

$$E_{h,1} \equiv \bar{u}_n^T H u_n = E_0 + \mathcal{O}(\hbar^{2p}).$$

Alternatively, the energy can be estimated by the loss of norm in each time step,

$$\bar{u}_{n+1} = e^{-Ht}u_n + \mathcal{O}(\hbar^{p+1}) = e^{-H\epsilon}v_0 + \mathcal{O}(\hbar^{p+1}),$$

and then

$$E_{h,2} \equiv \frac{\log (\|\bar{u}_{n+1}\|)}{h} = E_0 + c\hbar^p + \mathcal{O}(\hbar^{p+1}).$$

Combining both expressions yields an error estimate for the energy,

$$\Delta E_h \equiv E_{h,2} - E_{h,1} = c\hbar^p + \mathcal{O}(\hbar^{p+1}).$$

The convergence in energy is measured by comparison with the previous time step,

$$\delta E_h^n \equiv E_{h,1}^n - E_{h,1}^{n-1} = dh^{2p} + \mathcal{O}(\hbar^{2p+1}).$$

The time stepper then works as follows: starting from a large step size, the time step is decreased by a factor 1/2 whenever the actual reduction in energy of the iteration $\delta E$ falls below the the maximally reachable precision $\Delta E$, i.e., $|\delta E| < (\Delta E)^2$ and the iteration is terminated once the error estimate $\Delta E$ has reached a given tolerance.

For the numerical experiments, we use the same configurations as for constant time step but terminate the algorithm when convergence in energy is reached at $\Delta E < 10^{-10}$. The iterations are initialized with random normalized data and a time step of $\tau = 10$. The results are displayed in Figure 2a for the Pöschl-Teller potential and in Figure 2b for the perturbed harmonic oscillator with the same parameters as in the fixed-step size experiments. The error is measured as the $L_2$ norm of the difference between the current value of the algorithm $\psi(t)$ and the exact ground state $\phi(T)$ as in the previous experiments, error $= \|\psi(t) - \phi(T)\|$.

As expected, it is apparent that lower order methods show better smoothing behavior for the first steps, when the wave function is still rough (recall that the algorithm is initialized by a worst-case wave function). For higher precisions, the new methods clearly outperform the existing ones, with the sole exception of the unperturbed setting with modified potentials, where the globally optimized OMF-4M method can hardly be improved unless extremely high precision is sought and the 6th order methods of Table V and III become favorable (not shown). Finally, if one is interested in very high accuracies, high order extrapolation methods can be used for the last part of the time integration.

The results indicate that for low precision, i.e., for the first iterations, a lower order method should be used and then, after a certain precision is reached, e.g., when the higher order methods exhibit their superiority the algorithm should change to the optimal method, either V864 or V86M5 until convergence. Further preliminary experiments on this adaptive order strategy have shown that there is plenty of room for optimization, e.g., by changing the initial step-size, adjusting the step-size by a different factor or by modifying the control criterion. Each of which has certain advantages and disadvantages, depending on the initial conditions and the range of precision.

For excited states, one expects an even better performance of the new methods since several states have to be computed to high precision in order to avoid error accumulation and the gains of the new methods are thus amplified. We have confirmed this conjecture by numerical experiments. The results thereof are omitted in the manuscript since they do not contribute insight beyond the presented experiments: they are qualitatively identical.

VI. CONCLUSIONS AND OUTLOOK

We have studied the Schrödinger eigenvalue problem by the imaginary time propagation method and proposed splitting schemes with positive real coefficients using modified potentials as well as with complex coefficients that can overcome the order barrier for parabolic problems since the coefficients have only positive real parts. The obtained sixth order methods are clearly superior to any classical ones for high precisions. On the other hand, when the gradient of the potential can be cheaply evaluated, the high order methods with complex coefficients are efficient only at very high accuracies due to the double cost caused by complex arithmetic.

We have proposed different high order methods to reach highly accurate results. An efficient implementation should take into account, for example, a preliminary time integration on a coarse mesh using simple precision arithmetic in order to get, as fast as possible, a smooth and relatively accurate solution from a random initial guess, and next consider a refined mesh using arithmetic in double precision. For simple precision arithmetic and low accuracies, it suffices to consider only low order methods, and when higher accuracies are desired we turn to double precision, variable time step and variable order methods. The best algorithm could depend on the class of problems to solve.

It is also important to remark that the form of the exponent allows that the techniques presented in this work can also be transferred to other areas whenever splitting is appropriate and the integration has to be performed forward in time, e.g., statistical mechanics of quantum systems, where one has to compute the Boltzman operator $\exp(-\beta H)$, with $\beta = (kT)^{-1}$ or quantum Monte-Carlo simulations.

Finally, we would like to mention that real time integration with complex coefficients is under investigation. To compute $\exp(\hbar^\beta)$ requires complex FFTs, and this is
irrespective of the coefficients $a_i$ being real or complex. However, the constraint $\text{Im}(a_i) \leq 0$ and the consistency condition, $\sum_i a_i = 1$, necessarily requires $a_i \in \mathbb{R}$, while $b_i$ can be complex. A large number of new methods have been explored, but the superiority is not yet clear since there exist highly efficient methods with real coefficients for perturbed problems$^{27,33}$ and using modified potentials$^{34}$.
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