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Abstract
Since the advent of deep convolutional neural networks (DNNs), computer vision has seen an extremely rapid progress that has led to huge advances in medical imaging. Every year, many new methods are reported at conferences such as the International Conference on Medical Image Computing and Computer-Assisted Intervention and Machine Learning for Medical Image Reconstruction, or published online at the preprint server arXiv. There is a plethora of surveys on applications of neural networks in medical imaging (see [1] for a relatively recent comprehensive survey). This article does not aim to cover all aspects of the field, but focuses on a particular topic, image-to-image translation. Although the topic may not sound familiar, it turns out that many seemingly irrelevant applications can be understood as instances of image-to-image translation. Such applications include (1) noise reduction, (2) super-resolution, (3) image synthesis, and (4) reconstruction. The same underlying principles and algorithms work for various tasks. Our aim is to introduce some of the key ideas on this topic from a uniform viewpoint. We introduce core ideas and jargon that are specific to image processing by use of DNNs. Having an intuitive grasp of the core ideas of applications of neural networks in medical imaging and a knowledge of technical terms would be of great help to the reader for understanding the existing and future applications. Most of the recent applications which build on image-to-image translation are based on one of two fundamental architectures, called pix2pix and CycleGAN, depending on whether the available training data are paired or unpaired (see Sect. 1.3). We provide codes ([2, 3]) which implement these two architectures with various enhancements. Our codes are available online with use of the very permissive MIT license. We provide a hands-on tutorial for training a model for denoising based on our codes (see Sect. 6). We hope that this article, together with the codes, will provide both an overview and the details of the key algorithms and that it will serve as a basis for the development of new applications.
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1 Image processing with deep neural networks

We begin by considering basic notions about neural networks in general. The reader may want to skip to Sect. 1.3, where we discuss our main topic of image-to-image translation.

Conventional medical image-processing algorithms rely on domain-specific knowledge and assume some underlying model, and hence, each algorithm is tailored for a specific task. On the other hand, in recent years, purely data-driven approaches without specific models have become popular in medical imaging (e.g., [4–6]). In particular, deep neural networks (DNNs) have proved to be very powerful in various
image-processing tasks. The most important fact for image processing is that an image is expressed by a real-valued vector. A greyscale image of dimension \( w \times h \) is an element of \( \mathbb{R}^{w\times h} \), where \( \mathbb{R}^{w\times h} \) is the set of real-valued vectors of dimension \( w \times h \). Similarly, a full color picture of dimension \( w \times h \) is an element of \( \mathbb{R}^{w\times h\times 3} \) consisting of three channels corresponding to Red, Green, and Blue. This fact allows us to apply various mathematical operations to the processing of images. We can apply a mapping \( \mathbb{R}^{w\times h} \rightarrow \mathbb{R}^{w\times h} \) to translate one greyscale image to another. Image filters such as Sobel filters, FFT, and bilateral filters are handcrafted mappings\(^1\), whereas DNNs are meant for finding of useful filters automatically from a large amount of data. DNN-based methods have achieved the state-of-the-art performance in many image translation tasks, including denoising, super-resolution, image synthesis, and reconstruction.

### 1.1 Regression with neural networks

In this subsection, we explain what are neural networks and deep learning. A good introduction to deep learning in general is given in [8]. For those who are interested in the theory of deep learning in depth, we refer to [9].

Neural networks are just a particular class of multivariate functions \( f_w : \mathbb{R}^n \rightarrow \mathbb{R}^m \) with parameters (called weights) \( w \in \mathbb{R}^d \). The parameters \( w \) are learnable, so that they are determined by the given data through training for the solution of a given problem. The simplest example is the linear function \( f_{(w_1,w_0)} : \mathbb{R}^1 \rightarrow \mathbb{R}^1, \) defined by \( f_{(w_1,w_0)}(x) = w_1 x + w_0 \), whose weights are \( w = (w_1,w_0) \in \mathbb{R}^2 \).

A neural network can be used to approximate (fit or regress) an unknown function \( g \) from a finite number of its input–output pairs:

\[
(x_1, g(x_1)), (x_2, g(x_2)), \ldots, (x_k, g(x_k)).
\]

Here, \( k \) is the number of input–output pairs which are observed and known to us. For a new \( x \) different from \( x_1, \ldots, x_k \), we want to use \( f_w(x) \) as a prediction of the unknown value \( g(x) \).

To measure how well \( f_w \) approximates \( g \), we need a loss function. A popular choice is the squared \( L^2 \)-distance \( L(f_w, g) = \sum_{i=1}^k |f_w(x_i) - g(x_i)|^2 \). A loss function is designed so that, the smaller \( L(f_w, g) \) is, the better \( f_w \) approximates \( g \) with respect to the loss function \( L \). Hence, we try to find parameters \( w \) which minimize \( L(f_w, g) \), or at least, which make \( L(f_w, g) \) reasonably small. In the case of the simplest neural network \( f_{w_1,w_0}(x) = w_1 x + w_0 \) with the squared \( L^2 \)-distance as the loss function, this is achieved by ordinary least-squares fitting. For expressing functions more complex than simple linear functions, the crucial idea of neural networks is to stack (or compose) linear functions. Of course, the composition of two linear functions is again a linear function. Therefore, we insert the activation function (or the non-linearity) between linear functions. The simplest two-layer neural network \( \mathbb{R}^1 \rightarrow \mathbb{R}^1 \) is given by

\[
f_w(x) = w_{2,1} \max(w_{1,1} x + w_{1,0}, 0) + w_{2,0}.
\]

This looks complicated, but it is just the composition of two linear functions sandwiching the \( \text{ReLU} \) (Rectified Linear Unit) activation, which outputs the input itself if it is positive and outputs zero otherwise:

\[
\mathbb{R}^1 \rightarrow \mathbb{R}^1 \xrightarrow{\text{ReLU}} \mathbb{R}^1 \xrightarrow{\text{ReLU}} \mathbb{R}^1
\]

\[
x \mapsto y_1 = w_{1,1} x + w_{1,0} \mapsto y_2 = \max(y_1, 0) \mapsto y_3 = w_{2,1} y_2 + w_{2,0}.
\]

The point is that composition increases the expressive power drastically (see, for example, [10]) while keeping the building blocks rather simple (consisting of only linear functions and activation functions). Neural networks with three or more layers are referred to as deep neural networks (DNNs). The universal approximation theorem (e.g., [11]) roughly states that almost any function \( g : \mathbb{R}^n \rightarrow \mathbb{R}^m \) which appears in practical applications can be approximated arbitrarily well by a deep neural network if we allow the number of weights to be arbitrarily large. Nowadays, the number of layers of a DNN is of the order of dozens and more, and the parameter \( w \) exists in a high-dimensional space \( \mathbb{R}^k \) with \( k > 10,000,000 \).

**Remark 1** If three-layer networks suffice for universal approximation, why do we need dozens of layers? In practice, deeper neural networks are better at various jobs than are shallower and wider neural networks with the same number of weights. However, in theory, deep narrow neural networks in which the width is bounded are not universal [12]. This fact poses an interesting question in how to design the structure of neural networks for a particular task.

### 1.2 Convolutional neural networks

A linear map (without a constant term) \( \mathbb{R}^n \rightarrow \mathbb{R}^m \) is specified by an \( m \times n \) matrix\(^2\). This means that the number of weights is \( mn \), which is huge; e.g., when \( n = m = 256 \times 256 \), the figure is over 4 million. In principle, the larger the number of weights, the more data we need to find good values for them by training.

\(^1\) Various image filters are implemented in the free software Fiji [7], and we can easily try them out to see their characteristics.

\(^2\) Usually, a linear layer involves the constant term as well, so that it has the form \( x \mapsto Ax + b \) for \( b \in \mathbb{R}^m \). The term \( b \) is often referred to as the bias.
Overview of image-to-image translation by use of deep neural networks: denoising... 237

Thus, we have to keep the number of weights relatively small based on some prior knowledge about images in general. It is reasonable to assume that two pixels far apart are independent, but pixels that are next to each other are highly correlated. In addition, the correlation does not depend on the absolute location of the pixel in a picture, but should be similar everywhere. A mathematical tool called the convolution is what we need to exploit this observation. There are many good expository articles on 2D convolutional neural networks (CNNs) (e.g., [13]). Here, we present an illustrative toy example of 1D convolution. Basically, we can think of convolution as a filter application with a sliding window. Assume that we have an input vector \( x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n \). Given another vector \( w = (w_1, w_2, w_3) \) called the kernel, we compute

\[
 w \ast x = (w_1 x_1 + w_2 x_2 + w_3 x_3, w_1 x_2 + w_2 x_3 + w_3 x_4, \ldots,
 w_{1 \cdot n-2} + w_{2 \cdot n-1} + w_{3 \cdot n}) \in \mathbb{R}^{n-2}.
\]

This mapping \( x \mapsto w \ast x \) is called the convolution with kernel \( w \), and it defines a linear mapping \( \mathbb{R}^n \rightarrow \mathbb{R}^{n-2} \) with weight \( w \). Note that the number of weights is fixed to three and is independent of the dimension of the input \( x \). The trick is that the weights are

- sparse; each entry of the output \( w \ast x \) depends only on three entries, \( x_{i-1}, x_i, x_{i+1} \), in the input,
- shared; the same weights, \( w_1, w_2, w_3 \), are used for all entries of the output.

Next, we explain some more technical aspects of convolution. First, if we want to keep the input and the output vector sizes the same, we can use padding \( (x_1, x_2, \ldots, x_n) \mapsto (0, x_1, x_2, \ldots, x_n, 0) \), so that the output (1.1) becomes

\[
 (w_2 x_1 + w_3 x_2, w_1 x_1 + w_2 x_2 + w_3 x_3, w_1 x_2 + w_2 x_3 + w_3 x_4, \ldots,
 w_{1 \cdot n-2} + w_{2 \cdot n-1} + w_{3 \cdot n}, w_{1 \cdot n-1} + w_{2 \cdot n}) \in \mathbb{R}^n.
\]

Padding also prevents the boundary elements from being treated lightly; without padding, \( x_1 \) and \( x_n \) contribute only once to the output, whereas \( x_2, \ldots, x_{n-2} \) appear three times.

A layer with the general form of a linear map \( \mathbb{R}^n \rightarrow \mathbb{R}^m \) is said to be fully connected, in contrast to being convolutional. We can stack convolutional and/or fully connected layers by sandwiching activation functions to form a DNN. With a fully connected layer, we can choose an arbitrary output dimension \( m \). We have some but limited control over the size of the output of a convolutional layer. If we want to down-sample the signal, we use convolution with a stride. For example, with stride two and a padding, the output (1.1) becomes

\[
 (w_2 x_1 + w_3 x_2, w_1 x_1 + w_2 x_2 + w_3 x_3, w_1 x_2 + w_2 x_3 + w_3 x_4, \ldots,
 w_{1 \cdot n-2} + w_{2 \cdot n-1} + w_{3 \cdot n}, w_{1 \cdot n-1} + w_{2 \cdot n}) \in \mathbb{R}^{(n+1)/2}
\]

when \( n \) is odd and

\[
 (w_2 x_1 + w_3 x_2, w_1 x_1 + w_2 x_2 + w_3 x_3, w_1 x_2 + w_2 x_3 + w_3 x_4, \ldots,
 w_{1 \cdot n-2} + w_{2 \cdot n-1} + w_{3 \cdot n}, w_{1 \cdot n-1} + w_{2 \cdot n}) \in \mathbb{R}^{n/2}
\]

when \( n \) is even. Down-sampling can also be achieved by a fixed (not learnable) filter such as max-pooling and average-pooling with a stride.

We can also deal with multi-channel signals. For example, for a two-channel 1D signal \( x = (x_{11}, x_{12}, \ldots, x_{1n}) \)
\[
 (x_{21}, x_{22}, \ldots, x_{2n}) \in \mathbb{R}^{2 \times n},
\]

we use a kernel \( w = (w_{11}, w_{12}, x_{11}), \) and the convolution is defined to be

\[
 w \ast x = ((w_{11} x_{11} + w_{12} x_{12} + w_{13} x_{13}), (w_{21} x_{21} + w_{22} x_{22} + w_{23} x_{23}),
 (w_{11} x_{12} + w_{12} x_{13} + w_{13} x_{14}), (w_{21} x_{22} + w_{22} x_{23} + w_{23} x_{24}),
 \ldots, (w_{11} x_{1(n-2)} + w_{12} x_{1(n-1)} + w_{13} x_{1n}),
 (w_{21} x_{2(n-2)} + w_{22} x_{2(n-1)} + w_{23} x_{2n})) \in \mathbb{R}^{n-2}.
\]

We can also use multiple kernels to make an output multi-channel; the number of output channels is equal to the number of kernels used. For example, multiple gradient-like filters in different orientations may be useful for capturing image features. Each channel in the output is sometimes called the feature map. With CNNs, kernels (filters) are not designed by a human being, but are learned from data. To train a CNN, we have to provide its objective in terms of a loss function (or a cost function, an energy function, a penalty function). Training means optimizing the loss function by finding a set of weights which attains a small value of the given loss function. The training proceeds iteratively by gradual adjustment of the weights to lower the value of the loss functions. This usually requires much time and powerful equipment including GPUs.

Remark 2 An 1D signal with multiple channels should not be confused with a 2D signal with a single channel. Convolution operates differently. Namely, kernels slide only spatially, but not in the direction of channels.

Usually, a down-sampling layer comes with more output channels than input channels. The numbers are chosen, so that the overall size of the output is smaller than that of the input, and the layer serves as a compressor of information. Learning a compact representation in this manner is one of the key ideas of CNN. For 2D signals, a typical down-sampling layer has stride two with doubling of output channels, so that the total size of information is halved.

If we want to up-sample the signal, we can for example, use simple bilinear interpolation or rearrange multiple channels [14]. It should be noted that it has been popular to use deconvolution (or transposed convolution) for
up-sampling, which is the linear adjoint to convolution (see [13] for details). However, deconvolution often results in a draughtboard-like noise in the output [15].

Often, between a convolution and an activation, various normalization methods are applied for better convergence in optimization [16]. In addition, in image translation, normalization is known to have a great impact on the output [17]. The popular combination of convolution followed by batch normalization followed by ReLU activation is abbreviated as CBR.

In image processing, the majority of neural networks are feed-forward networks, so that the data flow in one direction and there is no feedback loop. Designing a DNN architecture mainly involves knowing how to connect layers with different numbers of channels, strides, and kernel sizes. A particular attention should be paid to the receptive field when designing an image-to-image translation network; each pixel in the output image is affected by not all pixels in the input image but by a patch in it. The size of the receptive field can be easily computed by a dedicated calculator which is found online.

In summary, employing DNNs for a specific task requires

1. collecting training data (this is probably the hardest part);
2. designing the network architecture of DNNs, and loss functions (there is a variety of off-the-shelf architecture that one can choose);
3. training (time-consuming, powerful hardware is often required).

Once a trained (learned) model, which consists of DNNs with trained weights, is obtained, using it is not very demanding. We only need the model and do not need the training data. The process of getting outputs from a trained model is called inference, and it usually does not require a great deal of machine power. However, it has to be noted that some information on the training data can be extracted from a trained model by a malicious attacker [18]. Therefore, care has to be taken when one provides a learned model which is trained on data that contain sensitive personal information.

Encoder–decoder networks refer to a particular structure of DNNs which can be used for converting one input image into another. An encoder–decoder network consists of multiple down-sampling layers with increasing numbers of channels (the encoder part), followed by multiple up-sampling layers with decreasing numbers of channels (the decoder part). The network has the form of an hourglass (Fig. 1). Each down-sampling layer typically reduces the image size down to one quarter, by halving it in every dimension. The number of channels is usually chosen to be twice that of the input to the layer, so that the total information is compressed down to one half. The purpose is to squeeze and abstract the information through the information bottleneck. The output of the middle layer is referred to as the latent feature. Each up-sampling layer then recovers the image size by quadrupling.

Let us consider how this architecture works. Imagine that we have two persons at the ends of a phone line. One person (the encoder) is given a plenty of noisy pictures \( x_1, x_2, \ldots \), and the other (the decoder) is given the corresponding clean pictures \( y_1, y_2, \ldots \). The encoder randomly chooses \( x = x_i \) and tries to describe it over the phone. The time is limited, and the person cannot say “the left most corner has RGB value (30,41,200) and one pixel to the right has ...”, but describes “there is a large house in the middle with a blueish roof and ...” The decoder, at the other end of the phone, tries to draw a picture \( y \) based on the explanation by the encoder. After finishing the drawing, the decoder is informed of the ID of the picture, which is \( i \), so that the decoder can compare what is drawn, \( y \), with the corresponding clean picture, \( y_i \) (the ground truth). The comparison result is fed back to the two persons to improve; the encoder improves the ability of explaining the contents of the noisy pictures, and the decoder improves drawing clean pictures from the encoder’s explanation. In the end, they are supposed to master this game and become able to restore new noisy images without ground truth. More specifically, their performance is evaluated by a reconstruction loss function \( d(y, y_i) \) which measures the difference between two images, \( y \) and \( y_i \). A typical choice for \( d(y', y) \) is the \( L^p \) distance between \( y' \) and \( y \) (recall that \( y' \) and \( y \) are just high-dimensional vectors). In particular, the \( L^2 \) distance, which is the square root of the mean squared pixelwise error, and the \( L^1 \) distance, which is the mean absolute pixelwise error, are popularly used.

Through the above process, visual information on the pictures is abstracted to verbal information. What is important is this abstract representation of the information. A picture with a lot of noise, or with a missing part, can be recovered through this abstraction process. Furthermore, if we train the decoder to draw in the style of Monet, a picture is first translated into words, and from the words the trained painter paints something like a Monet masterpiece. This is the basic
idea of image translation with use of encoder–decoder networks.

However, how can we train the decoder to draw like Monet? This is where the other key component, GANs, comes into the story. If we have many pairs of photos corresponding to Monet’s paintings, we can use the same way as above with this training data set, by giving the photos to the encoder and the corresponding paintings to the decoder. However, Monet never drew a smartphone, and the training data set does not contain such a picture. The chance is that the encoder and the decoder cannot do well when they are asked to handle a picture of a smartphone. Therefore, we employ a third player called the discriminator (or the critic), who will be trained to distinguish real Monet paintings from forged ones by the decoder. The encoder and the decoder now have two separate objectives; they collaborate to convert a photo to a painting, whose contents are the same as in the original photo, and at the same time to deceive the third player. The team of the encoder and the decoder is called the generator. The discriminator is trained with real paintings of Monet and generated ones and has to tell how likely it is that a given picture was drawn by Monet. They train themselves through friendly rivalry. Their performance is evaluated in terms of the loss function. Each player is associated with a tailored loss function which measures how well the player achieves his or her goal. The loss function is designed, so that the smaller its value; the better the player is doing.

The discriminator is usually a DNN with down-sampling layers, whose objective and structure are the same as those used for classification tasks. The generator is an encoder–decoder network whose objective is to convert an input image with which the discriminator makes a wrong classification, and at the same time, the contents of the original image are the same as those of the original image. However, how can we be assured that the contents of the original and the converted images are same? We can think of two different situations.

First, a paired-images data set consists of pairs of aligned images in the source domain $A$ and the target domain $B$. For example, a photo of a cathedral and a painting by Monet of the cathedral with exactly the same angle make a paired image. We want the generator $f$ to learn to convert $x \in A$ to $f(x) \in B$. With a paired-images data set, the discriminator will be trained to discriminate between a pair $(x, y)$ of a photo and the corresponding real painting and a pair $(x, f(x))$ of a photo and the generated painting. The discriminator’s task is one of classification, and any classification loss can be used for training the discriminator. The discriminator learns how Monet would paint based on a photo by optimizing the discriminator’s loss. This is called conditional GAN,
because the discriminator is shown the photo in addition to a forged or a real painting to judge its authenticity. The generator is given \( x \in A \) and is trained to optimize a weighted sum of the reconstruction loss, measuring the closeness between \( y \) and \( f(x) \) and the adversarial loss, which is the negative of the discriminator’s loss for \((x, f(x))\). This is an instance of supervised learning. The idea of using a conditional GAN for a general-purpose image-to-image translation has been extensively investigated in pix2pix [22]. However, paired images are difficult to acquire in medical imaging, as the images must be aligned almost perfectly for making paired images.

On the other hand, an unpaired image data set consists of a set of images from the source domain \( A \) and an independent set of images from the target domain \( B \). We do not know which image in \( A \) corresponds to which in \( B \). Again, we want the generator \( f \) to learn to convert \( x \in A \) to \( f(x) \in B \). The discriminator is trained to distinguish real images \( y \) from generated images \( f(x) \). Note that, here, \( y \) and \( x \) are independent and do not correspond to each other; \( y \) could be a painting of a waterlily, whereas \( x \) is one of a smartphone. In this case, it is difficult to preserve the contents under translation, as the encoder and the decoder have no way to check if the decoder’s drawing corresponds to what the encoder describes. That is, it is difficult to define a reconstruction loss as we do not have the ground truth on what \( f(x) \) should be. One trick to encourage the content preservation is to introduce another group of a generator \( g \) and a discriminator, who will be trained to convert in the opposite direction from the target domain \( B \) to the source domain \( A \). We demand that a image converted by the first group is converted back to the original, and vice versa. That is, the cycle-consistency loss \( |x - g(f(x))|^2 + |y - g(f(y))|^2 \) should also be optimized. This encourages both parties to learn one-to-one mappings. The architecture of the whole system is depicted in Fig. 2. This is an instance of unsupervised learning. The cycle-consistency loss is introduced in CycleGAN [23]. This does not guarantee the preservation of the contents, however, and we have to be careful when using CycleGAN. Anatomic structures can be altered and non-existing tumors can be pretended in the converted images. Further to encourage structure preservation, the perceptual loss (or the content loss) [26] between the original and the converted images can be added as an optimization target of the generators. The perceptual loss between two images \( x \) and \( y \) is defined to be \( |h(x) - h(y)|^2 \), where \( h \) is another DNN pretrained on natural images (for example, the VGG19 network trained on the ImageNet data set which is truncated at some layer is used for \( h \)). The idea is to compare the high-level, abstract features of images extracted by a pretrained DNN; DNNs trained with natural images are like human eyes. The perceptual loss is generally useful when a direct pixel-by-pixel comparison does not make sense (e.g., when images contain strong noise).

---

\[ \text{ Fig. 2 } \text{ Architecture of (a) pix2pix and (b) CycleGAN. a pix2pix requires perfectly aligned paired training images. A generator CNN is trained to generate images similar to images in domain } B \text{ from images in domain } A \text{, and discriminator CNN is trained simultaneously to distinguish the generated images from real images in domain } B \text{. Reconstruction loss measures how close by the real images in domain } A \text{ and the generated images. On the other hand, (b) CycleGAN can learn a translation mapping in the absence of aligned paired images. The image generated from domain } A \text{ to domain } B \text{ by generator CNN (G1) is converted back to domain } A \text{ by another generator CNN (G2), and vice versa, in the attempt to optimize the cycle-consistency loss in addition to the adversarial loss.} \]
Obviously, it is better to use pix2pix than CycleGAN when a paired image data set is available (see [23] for comparison study). However, in case the alignment of paired images is not perfect, CycleGAN may perform better.

With this purely data-driven approach, any image-to-image translation tasks work almost in the same manner. Only different sets of data consisting of task-specific images are required. In fact, AUTOMAP [27] demonstrated the ubiquity of this approach in a medical setting, showing that the same network can be used for reconstruction of PET, CT, and MRI. AUTOMAP relies on an encoder–decoder network and does not use GANs. What is special with reconstruction is that the spatial correspondence between the original and the reconstructed images is not straightforward. The fundamental assumption behind convolutional neural networks is that spatially close pixels are highly correlated, so that convolution with a small kernel such as $3 \times 3$ captures meaningful features. On the other hand, adjacent pixels, say, in the frequency domain as in MRI, do not necessarily affect neighboring pixels in the reconstructed image. The novel idea of AUTOMAP is to use a few fully connected layers before a typical convolutional encoder–decoder network. The fully connected layers are supposed to learn mathematical transformations such as the (inverse) Fourier transformation and the Radon transformation, which require spatially non-local manipulation.

Remark 3 One popular variant of the encoder–decoder networks, called the U-Net [19], uses skip connections which wire the output of the first down-sampling layer to the input of the last up-sampling layer, and similarly for the second and the penultimate, etc. The two inputs to each up-sampling layer are stacked as extra channels. The idea is to transfer the raw, non-abstract information, especially that of a high-frequency signal, directly to the final output. Skip connections are also useful for mitigating the vanishing-gradient problem and accelerating learning.

Remark 4 GANs are notoriously difficult to train, as a balance among different players is required. Several techniques are known for a stable training, such as the Wasserstein GAN with gradient penalty (WGAN-GP) [28], Progressive Growing GAN (PGGAN) [29], and spectral normalization [30].

2 Noise reduction

Noise reduction is the process of removing noise in images acquired through various imaging modalities, typically those with low-dose CT (LDCT). This can be considered as translating of an image with noise to one with reduced noise. Among model-based approaches, iterative reconstruction (IR) with some kind of prior information has been used for the reduction of noise and artifact. However, its slow reconstruction speed and its poor output quality have limited its clinical application. Recently, denoising methods using deep neural networks (DNN) have been intensively studied (see [31]). Most of the DNN-based methods involve post-processing of reconstructed images, which does not rely on raw projection data. For simplicity, we focus on the setting of denoising LDCT to obtain an image resembling normal-dose CT (NDCT).

Chen et al. [32] proposed a shallow encoder–decoder network trained with a paired data set consisting of NDCT images and LDCT images. Here, NDCT images are acquired routinely, and the LDCT images are generated artificially by the addition of Poisson noise to the corresponding NDCT images. The proposed DNN learns the end-to-end mapping from LDCT images to NDCT images. Once trained, the network takes LDCT images as input and converts it to one similar to NDCT images. The output quality is less plausible when it is compared with that of the state-of-the-art algorithms which we review later in this subsection. However, the paper of Chen et al. is simple and well-written and helps us to grasp the basic ideas on denoising with DNNs. Although this simple method greatly reduces the noise of LDCT images, a limitation is that the resulting images look over-smoothed, and sometimes lose structure details, because these methods target minimizing only of reconstruction losses between NDCT images and converted NDCT-like images in the training data set and they are not generalized well for new, unseen images. One solution to this problem is the use of GAN-based methods such as pix2pix. As we discussed in the previous section, pix2pix requires perfectly aligned paired training images, which it may be difficult to obtain in clinical settings. There are two main ways of preparing such paired data sets.

- Noisy images are created by the addition of artificial noise to high-quality NDCT images. The problem with this method is that the noise distribution is different from the real one.
- Multiple acquisitions are performed with different CT radiation doses at different times. The problem with this method is that the images are not perfectly aligned even if they are registered with DIR (deformable image registration).

With a paired data set at hand, a generator DNN is trained to generate NDCT-like images from LDCT images in the attempt to optimize a reconstruction loss which measures how close the real NDCT images are the generated NDCT-like images. A discriminator CNN is trained simultaneously to distinguish the generated NDCT-like images from real NDCT images. The generator tries to produce NDCT-like images which fool the discriminator by optimizing the
structures. Their method effectively reduces the noise in low-dose cardiac phases, which are not aligned exactly with each other due to the cardiac motion. Their method effectively reduces the noise in low-dose cardiac images while suppressing the deformation and loss of structures.

On the other hand, CycleGAN can learn a translation mapping in the absence of aligned paired images. Kang et al. [36] applied CycleGAN to learn the mapping between the low- and normal-dose cardiac phases, which are not aligned exactly with each other due to the cardiac motion. Their method effectively reduces the noise in low-dose cardiac images while suppressing the deformation and loss of structures.

### 3 Super-resolution

The purpose of super-resolution (SR) is recovering a high-resolution image from a single low-resolution image. Most existing methods for SR learn mapping functions from external low- and high-resolution example pairs (paired data sets). Conventional SR methods learn the dictionaries [37, 38] or manifolds [39, 40] for modeling of the patch space. On the other hand, DNN-based methods learn an end-to-end mapping between low- and high-resolution images, thus implicitly achieving dictionaries or mapping functions for patch space by hidden layers of DNN. With SRCNN (Super-Resolution Convolutional Neural Network), low-resolution input images are first upscaled to the desired size by use of bicubic interpolation and are then fed to an encoder–decoder network; thus, end-to-end mapping between the bicubic upscaled version of a low-resolution image and a ground-truth high-resolution image is learned. The SRCNN has been applied to mammography images [41], chest CT images [42], and MRI images [43].

SRGAN (Super-Resolution Using a Generative Adversarial Network) [44] can be thought of as a GAN-fortified version of SRCNN. An encoder–decoder network with more up-sampling layers than down-sampling layers is trained to recover detailed textures from heavily downsampled images, and a discriminator is trained to differentiate between the super-resolved images and original high-quality images. SRGAN has been applied to the generation of high-resolution brain MRI images from low-resolution images, and 3D convolution has been adopted for exploiting volumetric information [45].

### 4 Image synthesis

Medical image synthesis is performed for two purposes. One of these is to expand a small data set with new, plausible examples for training of DNNs for diagnosis and other tasks. The other is to generate images virtually, images which are not acquired due to the clinical workflow, or reduction of the acquisition time, cost, and dose. For the former purpose, transformations such as shifts, flips, zooms, or rotations have been performed traditionally. However, sufficient variations in the size, shape, and contrast of samples cannot be obtained, which results in the deterioration of the accuracy of the detection and classification task. To cope with this problem, unconditional synthesis by use of GAN, which generates images from noise without any other conditional information, has been performed for generating various plausible training images [46–50]. For the latter purpose, cross-modality synthesis such as generating CT-like images from MRI images by use of GAN has been proposed [51–53]. The CT-like images synthesized from MRI images may be applied to dose calculation (treatment planning) for upcoming MRI-only radiotherapy.

#### 4.1 Unconditional synthesis

Unconditional synthesis by use of GAN generates images from noise without any other conditional information such as the boundary of structures. This can be considered as image-to-image translation in which the input images are just randomly generated noise. Deep convolutional GAN (DCGAN) and its improved variant, Progressive Growing of GAN (PGGAN), have been used for generation of medical images. DCGAN has been used for generation of synthetic samples of CT images of lung nodules [46] and liver lesions [47], MRI images of the brain [48], and X-ray images of the chest [49]. PGGAN has been used for generating synthetic samples of mammography images [50]. DCGAN has been applied to image resolution of up to $256 \times 256$, but PGGAN can be applied to an image resolution of up to $1024 \times 1024$. The key idea of PGGAN is to grow both the generator and the discriminator progressively: starting from a low resolution, and layers that model increasingly fine details as training progresses are added.

These GAN-based augmented images were found to be beneficial for various classification and segmentation tasks when combined with real images. Wu et al. [54] reported that a GAN-based augmentation improved the area under the...
cross-validated area under the curve (AUC) of a mammogram patch-based classification by 0.009 (0.887 → 0.896) over a traditional augmentation approach. Mok et al. [55] reported that a PGGAN-based augmentation improved the dice coefficient of segmentation of a brain tumor by 0.03 (0.81 → 0.84) over a traditional augmentation approach. Frid-Adar et al. [56] reported that a DCGAN-based augmentation improved the classification of a liver lesion by 7.1% (78.6% → 85.7%) in sensitivity and 4.0% (88.4% → 92.4%) in specificity over a traditional augmentation approach.

### 4.2 Cross-modality synthesis

Cross-modality synthesis by use of encoder–decoder networks has been explored in several studies, which included MRI-to-CT synthesis [57, 58] and cone beam CT-to-planning CT synthesis [59]. In cases, where images from two different modalities can be spatially aligned correctly, such as PET-CT, where PET images and CT images are acquired simultaneously [60], pix2pix can be used. On the other hand, CycleGAN is used in case it is clinically difficult or impossible to acquire aligned paired training images from two different modalities such as CT and MRI images, which are acquired with different modalities [51–53]. Wolterink et al. [51] synthesized CT images of the head from MRI images of the head using CycleGAN, and they showed that CycleGAN using unpaired images created CT images that looked more realistic and contained fewer artifacts and blurring than did GAN combined with voxelwise loss by use of aligned images. The difference could be due to misalignment between MRI and CT images, which is ignored in training with unpaired images by use of CycleGAN. However, CycleGAN sometimes fails to preserve the boundaries of structures in images such as those of the pelvic region, which has large variations in the anatomic structures between images from two different modalities due to the presence of joints, muscles, intestines, and rectum. Hiasa et al. [52] extended CycleGAN by incorporating a loss function named gradient consistency loss, which evaluates consistency of image gradient at each pixel between the original and the synthesized images to preserve the boundary of structures in the pelvic region at MRI-to-CT synthesis. They showed that synthesized images with gradient consistency loss preserved the shape near the femoral head and adductor muscles better than did those without gradient consistency loss. Kida et al. [61] also extended CycleGAN by incorporating several losses for better preservation of the boundary of structures in the pelvic region in cone beam CT-to-planning CT synthesis. They showed that edge sharpness and structures were preserved not only in large, bulky tissues such as the rectum and bladder, but also in small isolated structures such as the small intestine and intestinal gas. They showed, with some initial weightings of the neural network, that the generators completely failed to learn a good mapping and produced totally distorted images. This kind of failure tends not to be reported, but practitioners have to be warned when they plan to deploy DNN-based methods. Zhang et al. [53] employed shape consistency loss that is produced by another image-to-image translation DNN for segmentation, named the segmentor. One segmentor is introduced in each domain, so that it can learn segmentation, in addition to the generator and the discriminator. The segmentor’s outputs for the original and the translated images are compared in the shape consistency loss, which is a type of perceptual loss. During training, the segmentor takes advantage of the generator using synthetic images as augmented data, and the generator and the segmentor prompt each other to preserve the anatomic structures under translation through the loss functions. Finally, the segmentors provide implicit shape constraints on the anatomic structures during image synthesis. It should be noted that semantic labels (annotated segmentation) of training images from both modalities are required.

### 5 Reconstruction

Imaging such as CT, MRI, and PET can also be thought of as a specific instance of image-to-image translation from a volumetric object (density distribution) in three-dimensional space to a (series of) projection image(s). In other words, imaging is a mapping:

\[
\text{Im} : \mathbb{R}^{d_{1} \times h_{1} \times w_{1}} \rightarrow \mathbb{R}^{d_{2} \times h_{2} \times w_{2}}.
\]

Reconstruction is then the translation from the projection image back to the original distribution and is regarded as a mapping:

\[
\text{Rec} : \mathbb{R}^{d_{2} \times h_{2} \times w_{2}} \rightarrow \mathbb{R}^{d_{1} \times h_{1} \times w_{1}},
\]

so that the composition \(\text{Rec} \circ \text{Im}\) is the identity map. In the ideal setting of no noise and infinite resolution, mathematics allows us to find a good reconstruction mapping \(\text{Rec}\) for each imaging mapping \(\text{Im}\), such as the filtered back-projection for fan-beam CT. However, the reality is that we have to tackle technical difficulties such as noise and low resolution due to scanner and dose limitations, as well as numerical error of the algorithm. In this section, we discuss what machine learning can offer for improved reconstruction.

#### 5.1 Hybrid approach

As reconstruction can be thought of as image-to-image translation, the DNNs discussed in Sect. 1.3 (e.g., AUTOMAP [27]) can be directly applicable if we have enough data consisting of pairs of original and translated images. That is, we can approximate the reconstruction mapping by a DNN. Purely data-driven methods do not rely on the fact that
imaging is the result of a physical process that is subject to certain rules. Here, we see how we can exploit knowledge from physics and mathematics and combine it with data-driven approaches to enhance the performance of reconstruction. In this way, we will achieve a better quality of reconstruction with a lesser amount of training image pairs.

Most imaging techniques guarantee at least theoretically that for each projection, there exists a unique distribution, so that the projection and the original distribution contain exactly the same amount of information. However, due to the noise and the finite resolution, some information gets lost in the imaging process, which makes the reconstruction ill-posed and difficult. That is, given a projection image, we cannot expect to find one and only one distribution which projects to it. Therefore, the aim of reconstruction is to find a distribution which translates as closely as possible to the given projection with respect to some goodness and closeness criteria.

In practice, we (assume to) know the mathematical model of the imaging, which is represented by

\[ y = \text{Im}(x), \tag{5.1} \]

where \( x \) is a distribution, and \( y \) is the corresponding projection. The imaging mapping \( \text{Im} \) is often called the forward operator and is determined by the configuration of the imaging equipment such as the scanner geometry and the subsampling scheme. If \( \text{Im} \) were invertible, we could directly solve \( x = \text{Im}^{-1}(y) \), but usually Eq. (5.1) is ill-posed due to hardware limitations, and there exists no \( \text{Im}^{-1} \). Therefore, reconstruction takes the form of an optimization problem, namely, we would like to find an \( x^* \) which minimizes the following:

\[ L(x) = d(y, \text{Im}(x)) + \lambda E(x), \tag{5.2} \]

where the reconstruction loss term (or the data fidelity term) \( d(y, \text{Im}(x)) \) shows how close \( y \) and \( \text{Im}(x) \) are, the regularization term \( E(x) \) shows how appropriate \( x \) is as a reconstructed image, and \( \lambda > 0 \) determines the balance between the two criteria. Such an \( x^* \) is often denoted by argmin\( (L(x)) \). There are many choices for \( d, E, \) and \( \lambda \). Once we fix \( \text{Im}, d, E, \) and \( \lambda \), all we have to do for the reconstruction is simply optimizing (finding an \( x \) which attains the small value of) (5.2).

The reader may notice that this is exactly the same as the formulation of iterative reconstruction.

Popular choices for \( d \) are the \( L^1 \) norm and the \( L^2 \) norm. Both are standard distances in Euclidean space. Whereas \( L^2 \) greatly penalizes large deviation in values, it permits a small deviation in a large region. These characteristics often lead to a blurry output. On the other hand, \( L^1 \) prefers two images to be exactly the same at most of pixels, but allows the rest of pixels to deviate a lot. It is wise to keep these characteristics in mind to design loss functions tailored for specific applications. We can also use a DNN for defining \( d \) which measures an abstract distance between images such as a perceptual loss (see Sect. 1.3).

The purpose of the regularization term is threefold:

1. to incorporate prior about images for a higher quality output;
2. to suppress over-fitting for a better generalization;
3. to mitigate ill-posedness for better convergence of the optimization.

For example, it is reasonable to ask for a solution image which has some spatial uniformity. A popular conventional choice is the \( L^1 \) norm of the image gradient (the total variation). We can also use DNNs to learn image priors from data [62]. This idea is similar to GANs; a DNN is trained with the images in the reconstructed domain to learn their distribution. In fact, we can use the adversarial loss from a discriminator trained with high-quality reconstructed images and images \( x \) which are in the middle of reconstruction. One problem, however, is that such high-quality images may not be available, as we have no way of knowing the ground-truth distribution of our body except for phantoms. Therefore, using a DNN for image priors is useful when high-quality reconstruction images (e.g., planning CT) are available and we would like to do the reconstruction with limited-quality projections (low-dose CT). The regularization term \( E \) can consist of many sub-terms. For example, we can take \( E \) to be a weighted sum of the total variation and the adversarial loss.

Another interesting way of regularisation, called the deep image prior, is proposed in [63]. This does not take the form of the added term \( E \). Instead, the idea is to replace \( x \) with \( f_w(0) \) in (5.2), where \( f \) is a DNN with weight \( w \). The optimization is performed not directly on \( x \), but indirectly on \( w \). One way to understand this is to think of DNNs as restricted approximators of arbitrary signals, just as trigonometric functions and wavelet functions are conventionally used for approximating signals. We know from sparse modeling that if we restrict ourselves to use only a small number of function bases, we obtain better results. As DNNs are suitable for representing visual information which our eyes can perceive, it may be more reasonable to use DNNs rather than trigonometric functions and wavelets as approximators. In other words, whereas \( x \) can take any value in the entire Euclidean space, \( f_w(0) \) is constrained within the image of a mapping \( w \mapsto f_w(0) \), which is more likely to be visually plausible.

In any case, the motto of regularization is “do not give complete freedom, but restrict in a reasonable manner”, as in ordinary education.

Both model-based and data-driven approaches can be integrated in the form of the optimization of (5.2). This hybrid approach has been studied actively in recent years (see, for example, [62, 64, 65]).
Overview of image-to-image translation by use of deep neural networks: denoising,…

Image-to-image translation by DNNs as reviewed in the previous sections can be seen as replacing the whole process of the optimization of (5.2) by DNNs which directly find \( x^* \) from given inputs \( y \).

6 Sample codes

In this section, we give a hands-on account on what we encounter in the deployment of DNNs for a specific task. We use our codes for image-to-image translation for both a paired and an unpaired data set, which would cover most of the topics in this article except for those in Sect. 5.1. Our codes are written in Python, with use of a deep-learning framework, Chainer [66]. For demonstration purposes, we work on a simple denoising scenario, where we assume that a high-quality training data set is available. For other image-to-image translation tasks, the workflow is more or less the same except for the way in which data sets are acquired. Note that our purpose in the section is to give an overview of how an actual procedure may look, and we do not mean to make a practical denoising model.

For DNNs, we use the code available at [3] for general image-to-image translation DNNs for paired data sets. How to set up the running environment and what to type in to run the code are given in the code’s documentation.

For data sets, we use CPTAC-SAR [67], which is made publicly available at The Cancer Imaging Archive. The data set contains normal-dose CT images of the Sarcomas cohort in the DICOM format. We make low-quality noisy CT images by adding artificial Poisson noise. This is done by the Python script included in [3], as instructed in the documentation. Now, we have hundreds of pairs of a noisy and a clean CT image, and we train a DNN based on pix2pix to learn a mapping from a noisy image to a clean one. During the training, the data set is augmented on the fly by random crop and flip, and by addition of random Gaussian noise. There are numerous hyper-parameters for training:

- how many layers the encoder–decoder network and the discriminator network have; network architectures have to be fixed;
- how to weight different loss functions,
- how long (how many \textit{epochs}) the training lasts; recall that training is an optimization, and the user has to decide when to stop;
- just to mention a few. The code comes with reasonable default values for the hyper-parameters, but to get the best performance, the user has to tune them depending on the data set and the goal of the task. Basically, we search by trial and error to find the best hyper-parameter setting. One training takes from hours to days, so that tuning can be very time-consuming.

Once we obtain a well-trained model, we can use it to denoise new DICOM images. The model can process dozens of images per second even without a GPU. The trained model may or may not generalize to other CT images. DNNs basically learn how to handle images which are similar to those in the training data set. New images can have totally different noise characteristics, or contain different organs. When the trained model’s performance is not satisfactory, we have to find other data sets and/or modify the network architecture, and/or tune hyper-parameters until we are satisfied.

This is a typical procedure of deploying DNNs in an image-processing task. We can also use another code [2] to work with an unpaired data set, e.g., with noisy images from one patient and clean images from another.

7 Conclusion

In recent years, the use of DNNs has been becoming dominant in medical image processing. Many tasks are considered as instances of image-to-image translation. Two key inventions, encoder–decoder networks and GANs, have improved the usability of DNNs in image-to-image translation, and there are two fundamental architectures that utilize them; pix2pix and CycleGAN. They are used for different types of data sets; pix2pix is preferable when a data set consisting of paired images is available, whereas CycleGAN can work with a data set consisting of unpaired images. The following table summarizes various medical applications that

| Table 1 Brief summary of tasks and networks in the reviewed publications |
|-------------------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
|                         | Encoder–decoder | pix2pix         | CycleGAN        | UNIT            | SRCNN           | SRGAN           | DCGAN           |
| Noise reduction         | [32]            | [33–35]         | [36]            |                 |                 |                 |                 |
| Super-resolution        |                 |                 |                 | [41–43]         | [44, 45]        |                 |                 |
| Unconditional synthesis |                 |                 |                 | [46–49, 56]     | [50, 55]        |                 |                 |
| Cross-modality synthesis| [57–59]         | [60]            | [24, 51–53, 61] | [24, 25]        |                 |                 |                 |

\( x^* \) denotes the optimal output.
we reviewed in this paper in terms of their base architectures (Table 1).

In some cases, conventional model-based approaches do better than DNNs, especially when the available data are limited. In addition, data-driven approaches often lack explainability, and we may get totally wrong outputs for certain inputs. Thus, quantifying uncertainty and establishing evaluation and validation schemes is crucial for the reliable use in clinical applications. Explainability and quantifying uncertainty are among the high-priority research topics in machine learning (e.g., [68]).

We would like to emphasize that we have to be careful when using DNN-based methods. However, at the same time, we must not be too afraid of using DNNs. After all, they are merely tools. As long as the user knows their proper usage and limitations, they are an extreme powerful companion for practitioners in clinical medicine. They are like spelling helpers for authors. We have written this article with a word processor that has a spelling helper. It corrects spelling automatically, but sometimes, it makes mistakes. Nevertheless, the number of corrected words is much larger than that of mis-corrected words. We just should not trust it completely, but have to check the words again by ourselves.

For each medical image-processing scenario, the best method should be a hybrid combining the advantages of both data-driven and model-based approaches, utilizing domain-specific knowledge to DNNs. Some programming frameworks have been developed that enable hybrid approaches relatively easily. For example, ODL [69] is a Python-based framework for reconstruction algorithms which is integrated with deep-learning frameworks. For innovative advancements, radiologists, physicists, mathematicians, and computer scientists have to team up and conduct interdisciplinary research.
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