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Abstract

Image recognition/classification is a widely studied problem, but its reverse problem, image generation, has drawn much less attention until recently. But the vast majority of current methods for image generation require training/retraining a classifier and/or a generator with certain constraints, which can be hard to achieve. In this paper, we propose a simple approach to directly use a normally trained classifier to generate images. We evaluate our method on MNIST and show that it produces recognizable results for human eyes with limited quality with experiments. 1

1. Introduction & Related Works

Image recognition/classification is a widely studied problem in the area of computer vision. As the very focus of research, computer vision algorithms have evolved to perform on par with human over image classification benchmarks such as MNIST [10], CIFAR-10 [8] and ImageNet [2]. On the other hand, image generation has drawn less attention until the proposal of variational autoencoder [7], generative adversarial nets [3] and normalizing flows [13]. These three approaches take the current bulk of image generation research.

Relating image generation to image classification is not something new. Exploiting image generation to image classification dates way back before the era of deep learning [5], but the prevailing deep learning models all takes a discriminative approach for image classification [9] [16] [4]. Recently, generative approach gets attention again as an alternative in defense against adversarial attacks [17].

As it is so natural to make use of image generation for image classification, it makes us curious if we could exploit image classification for image generation. And without surprise, using image classifier for image generation is not a completely unexplored idea. There are two existing approaches in the literature.

The first approach is to make the classifier itself invertible and then inverse the classifier and turn it into a generator. Normalizing flows [13] adopt an inherently invertible structure for classifier and then use its inverse as generator. Invertible residual networks [1] enforces a strong constraint on the Lipschitz constant of each layer in a residual network to make it invertible.

The second approach is to use the classifier as a criteria for generator. Generative adversarial nets [3] design a game between a generator and a discriminator, i.e. a binary classifier, use the latter as the criteria of the former and train them together. Improving generator or discriminator yields a family of generative adversarial nets that have gained great success on image generation [12] [11] [18].
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2. Motivation

Generative adversarial nets explicitly train a generator to produce images. However, it seems that the classifier itself can supervise the generation of image alone under certain conditions as it has been reported that using a single adversarially trained image classifier as the criteria and optimize input, we can generate images of some quality [14]. Prior to that, similar approaches are used to generate interpretations for general classifiers [15] and transfer textures between images [6].

But all of these methods require training image classifiers/generators under specific constraints, which can be hard to achieve. We cannot just take a trained classifier and use it to generate images with these methods. This brings the problem we are interested to investigate in this paper:

*Can we generate images using a normally trained classifier itself?*

3. Problem Definition

A classifier as an oracle that feeds on input and gives label cannot provide any information to guide the generation of images. To make this problem feasible, we need to make some assumptions. We first assume that the classifier produces an estimation of the probability that the fed input belongs to a certain class rather than just a label.

Besides, we also assume it to be of reasonable performance that it can provide domain knowledge about the dataset and of course, we know which training dataset it used or at least which kind of data it was trained for. Since we wish to use the classifier itself as a generator, we require this classifier to be differentiable or at least can be well approximated by a differentiable classifier.

Given a dataset \( \mathcal{D} = \{(x, y)|x \in \mathcal{X}, y \in \mathcal{Y}\} \) and an image classifier trained on it, i.e. \( f(x) \in [0, 1]^d \) where \( d = |\mathcal{Y}| \) is the number of classes and \( f(x)_y \approx p(y|x) \), i.e. the \( y \)-th dimension of the output of this classifier serves as an approximation of how likely the input \( x \) belongs to class \( y \). The final prediction result will be

\[
\hat{y} = \arg \max_y f(x)_y.
\]

What we want to acquire given the classifier and some label \( y \) is

\[
\hat{x} = \arg \max_{x \in \mathcal{X}} p(x, y) = \arg \max_{x \in \mathcal{X}} p(y|x)p(x) \approx \arg \max_{x \in \mathcal{X}} f(x)_y p(x) = \arg \max_{x \in \mathcal{X}} \log f(x)_y + \log p(x) = \arg \min_{x \in \mathcal{X}} L_1(f(x), y) + L_2(x).
\]

The first loss function \( L_1 \) should give a measure of how likely the input \( x \) belongs to class \( y \), the more likely that \( x \) belongs to class \( y \), its value should be smaller. The second loss \( L_2 \) should give a measure of how likely the input \( x \) appears, the more likely that \( x \) appears, its value should be smaller. The classifier can help build the first loss function, but we still need to deal with the second loss function.

4. Method

It is impossible to get the possibility of each input for the entire space, i.e. we do not know about \( p(x) \). To resolve this issue, we further assume that \( x \sim \mathcal{N}(\mu, \sigma^2) \), where we estimate the average and variance from the original dataset. Then the maximizer of \( p(x) \) is equal to the minimizer of \(||x - \mu||| \). We can estimate \( \mu \) using the dataset, i.e. \( \mu \approx \frac{\sum_{x \in \mathcal{D}} x}{N} \), then the second loss function is just the distance between the average and the current input, i.e. \( L_2(x) = ||x - \frac{\sum_{x \in \mathcal{D}} x}{N}|| \).

For the first loss function, we can adopt a surrogate loss function \( \mathcal{L} \) just like what we would use when training a classifier. Incorporating a regularizing factor \( \lambda \in \mathbb{R} \), the final objective will be

\[
\hat{x} = \arg \min_{x \in \mathcal{X}} \mathcal{L}(f(x), y) + \lambda||x - \frac{\sum_{x \in \mathcal{D}} x}{N}||
\]

A simple instance of it is using cross-entropy loss for the surrogate loss and \( \ell_2 \)-distance for the regularizer.
5. Experiments

In this section, we will conduct an exploratory experimental analysis for the proposed method, starting from a very basic setting.

5.1. Image Generation

Using MNIST [10] and a simple convolutional neural network with a test accuracy of 0.96, we evaluate our method using the simple instance in the previous section. The generated digit images are presented in Figure 1 along with a reference sample of the same class drawn from the training dataset. Each image is generated through 100 steps of stochastic gradient descent (SGD) with a step size of 0.05 and a regularizing factor \( \lambda \) of 50. The initial samples are set to 0. We find that each generated image is of limited quality, but recognizable for human eyes as an instance for the corresponding class.

5.2. PGD vs SGD

PGD is short for projected gradient descent. It has the same steps with stochastic gradient descent but after each step, it projects the modified parameters back to a feasible space. PGD is used in [14] for image generation. They project the modified input back to the valid pixel space after each step, e.g. a hypercube \([0, 1]^d\).

Figure 2 shows the generated images using projected gradient descent with the same hyper-parameters as in 5.1. We find that using PGD makes the results look more balanced, as it clips off highly deviated values in each image. But it makes no significant difference for the overall quality.

5.3. \( \ell_1 \)-distance vs \( \ell_2 \)-distance

The basic setting in Section 5.1 uses \( \ell_2 \)-distance for the regularizer, which roots from our assumption that these digits are drawn from a Gaussian distribution, but it may not be the real case. Figure 3 shows the generated images using \( \ell_1 \)-distance for the regularizer, with which we now assume these digits are drawn from a Laplacian distribution. We find that the generated images are less blurred, but it does not make much difference in terms of overall quality.

5.4. Image Interpolation

It is also possible to interpolate images using this approach. Figure 4 shows a series of interpolations between all digits and "0". These results are acquired with most of basic settings from Sec-
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Figure 3. Reference samples (first row) and generated images using $\ell_1$-distance for regularizer (second row).

Figure 4. Image interpolations between "0" and all digits with various ratios.

Figure 5. Effect of Regularization

Figure 5 shows the generated images using the basic setting in Section 5.1 with various regularizing factor $\lambda$. We expect that regularization will make the generated image look more like the av-
average of all samples, and the results align well with our expectations. With a stronger regularization, the generated images are more plausible and look more like real samples drawn from the dataset. But when the regularization is too strong, it makes generated images look like the average.

5.6. Effect of Classifier

Under the basic setting used in Section 5.1, Figure 6 shows the generated images with the same classifier trained for different epochs, along with its test accuracy. We find that a classifier with higher accuracy does not always produce images of higher quality. They all produce a recognizable results, but with classifiers trained for too much epochs, the results get noisy.

6. Conclusion

In this paper, we propose a method to generate images using a normally trained classifier. But the method proposed here is straight, simple and not competitive with state-of-the-art methods in terms of the quality of generated images. We demonstrate with experiments that this method has some potentials for image generation, but it still needs much improvements. We also discover that the quality of the generated images is not proportional to the performance of classifier in contradictory to our intuition. It seems worth further investigations. Due to the limited computational resources, we only evaluate it on MNIST dataset. Whether it generalizes to more complex and larger datasets or not is still questionable.
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