SYNTHESIS AND EDITION OF ULTRASOUND IMAGES VIA SKETCH GUIDED PROGRESSIVE GROWING GANS
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ABSTRACT

Ultrasound (US) is widely accepted in clinic for anatomical structure inspection. However, lacking in resources to practice US scan, novices often struggle to learn the operation skills. Also, in the deep learning era, automated US image analysis is limited by the lack of annotated samples. Efficiently synthesizing realistic, editable and high resolution US images can solve the problems. The task is challenging and previous methods can only partially complete it. In this paper, we devise a new framework for US image synthesis. Particularly, we firstly adopt a sketch generative adversarial networks (Sgan) to introduce background sketch upon object mask in a conditioned generative adversarial network. With enriched sketch cues, Sgan can generate realistic US images with editable and fine-grained structure details. Although effective, Sgan is hard to generate high resolution US images. To achieve this, we further implant the Sgan into a progressive growing scheme (PGSgan). By smoothly growing both generator and discriminator, PGSgan can gradually synthesize US images from low to high resolution. By synthesizing ovary and follicle US images, our extensive perceptual evaluation, user study and segmentation results prove the promising efficacy and efficiency of the proposed PGSgan.
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Fig. 1. Three changes are edited in Canny label to synthesize a new ultrasound images. The white arrow marks the place edited. In order to make it clearer, we present Canny sketch in pseudo color.

1. INTRODUCTION

Featured as real-time and radiation-free, ultrasound (US) is preferred in clinic for anatomical structure inspection. US-based diagnoses require sonographers to have strong skills in scanning subject and interpreting US images. However, due to the lack of clinic resources and opportunities to practice with US machines, novices often need to struggle for a long time to obtain the required skills. Realistic US image-based scan training is hence highly desired [†]. On the other hand, since labeling US images requires expertise and is time-consuming, the lack of large-scale annotated US dataset severely confines the development of automated US image analyses, especially in the deep learning era [‡]. Regarding this situation, synthesizing US images has great potentials in facilitating both the clinical training and technical evolution.

US image synthesis should be realistic with high resolution to provide an immersive experience, be editable to mimic
various disease cases and be efficient for clinic deployment. Previous researches have made continuous efforts but only partially completed these criteria. Traditional physical principle based methods, such as kidney phantom images synthesis in Field II [3], the intravascular US (IVUS) images synthesis [1] and cardiac images sequence generation [4, 5], though containing clearer physical parameters for synthesis, they have high computational complexity and are time-consuming when generating a new image, especially for high-resolution images. In recent years, using deep neural network based generator and discriminator to play a mini-max game, Generative Adversarial Networks (GANs) [6] provide a brand new way to efficiently synthesize realistic images. Once the training is done, it takes only a few seconds for a new image generation. However, the random noise input of GAN is not editable and thus cannot be customized in detail. Conditional GAN (cGAN) [7] enables the user-controlled image generation. Tom et al. [8] introduced a multi-stage method for IVUS synthesis, including two different cGANs to transform tissue maps into IVUS images. Due to the cascaded connection between two different cGANs, the system is hard to train. In [9], spatially-conditioned GAN was proposed to synthesize US images from fetal phantom. Although effective, the synthesized US images are with low-resolution and possible checkerboard artifacts. To enrich the structure details for easy training of cGAN and more realistic synthesis, the auxiliary guidance information, like the sketch and edge of background were introduced in [10, 11]. However, these methods still have problems in generating high-resolution images. Generating high-resolution images is challenging because higher resolution makes it easier for the discriminator to capture flaws in the synthesized images. Also, higher resolution restricts the use of large minibatches due to memory constraints, which further degrades the training stability.

In this paper, we devise a new end-to-end framework to efficiently synthesize realistic, high-resolution and editable US images. In order to enhance the structure fidelity and ease the synthesis, we firstly adopt a Sgan to introduce auxiliary sketch guidance upon object mask in a cGAN (Fig. 1). Sgan enables the interactive edition of fine-grained details. Although effective, Sgan is hard to generate high resolution US images. To achieve this and avoid the use of multiple cGANs, we apply a progressive training strategy [12] on Sgan to gradually generate high-resolution US images (PGSgan). By smoothly growing both the generator and discriminator with fade-in blocks (FIB) for transition, PGSgan can successfully learn to synthesize high resolution images with less training time. We validated PGSgan on ovary and follicle US image synthesis. Extensive perceptual evaluation, customized edition, user studies and segmentation tests prove the promising efficacy and efficiency of PGSgan. Our synthesized 512×512 images may promote the clinic training and automated analysis.

2. METHODOLOGY

Fig. 2 shows the workflow of our proposed PGSgan. The system takes label and sketch guidance as input, and outputs realistic US images from low to high resolutions. Only one generator and discriminator in the framework. Under our progressive learning strategy, generator and discriminator are growing during training process, with all layers in both networks being learnable throughout the training process.

2.1. Backbone of Sgan

As shown in Fig. 2, in order to balance between the training cost of Sgan and synthesis quality, we set the generator as an encoder-decoder architecture with a 10-residual block encoder. For the discriminator, we follow the design of patch-based PatchGAN [7] with a 30×30 output, which can force the generator produce more realistic results than image-based discriminator does. With these settings, the results have better performance through experiments. PatchGAN restricts the discriminator to only model high-frequency structure details, while exploits a L1-loss to force low-frequency synthesis. The conditional adversarial loss and L1-loss of Sgan are formulated as follow:

\[
L_{\text{Sgan}}(G, D) = E_{x,y}[\log D(x, y)] + E_{x}[\log(1 - D(x, G(x))] \]  
\[
L_{L1}(G) = \|y - G(x)\|_1 \]  
\[
G^* = \arg \min_{G} \max_{D} L_{\text{Sgan}}(G, D) + L_{L1}(G) \]

G, D represent the generator and discriminator, respectively. \(x\) denotes the condition image input, which will be elaborated in Sec 2.2. \(y\) denotes the ground truth US images. The training of Sgan starts from the resolution of 256×256.
when adding new layers, we adopt the fade-in block (FIB) for training (Fig. 2). To avoid the sudden shock on training to the existing network with sharing weights for continuous resolution, we gradually increase the input resolution and add learnable layers to synthesize US images and hence is difficult to achieve. To tackle the challenges and avoid heavy computation, we propose to introduce auxiliary sketch guidance of the background to form composite conditional input. As shown in Fig. 2 by injecting the sketch features to represent the textures of background tissues, we upgrade the paired conditional input to a triplet version. Specifically, Canny algorithm [13] is adopted to effectively extract binary edges as sketch, especially the weak edges. Canny edge is robust against noise and avoid redundant edges. With the edge sketch, the conditional label of our system is created by overlaying the auxiliary sketch onto the original mask without affecting the area of target object.

With the auxiliary sketch of background, we can generate realistic US images and avoid synthesizing unnatural images in which the background has blurred areas and distorted structures (see Section 3).

2.3. Progressive Growing Scheme

High resolution amplifies the flaws in structure details of synthesized US images and hence is difficult to achieve. To tackle the challenges and avoid heavy computation, we propose to adopt the progressive growing training scheme [12] to decompose the task as an incremental learning task (PGSgan). By gradually growing the layout of both generator and discriminator for capacity enhancement, the scheme enables PGSgan to use only one generator and discriminator with fast and smooth learning for high-resolution, realistic synthesis.

Accordingly, we start the training of PGSgan on low-resolution conditional input (256 x 256). We then progressively increase the input resolution and add learnable layers to the existing network with sharing weights for continuous training (Fig. 2). To avoid the sudden shock on training when adding new layers, we adopt the fade-in block (FIB) for smooth transition in both generator and discriminator.

Fig. 3 illustrates the structure details of FIB. For the purpose of transition, FIB follows the residual design. Facing with the different resolutions between the input and internal layers, FIB applies the added convolution layers and resizes the input in the main stream to match the output resolution. At the same time, FIB introduces a skip connection to directly resize the input and skips it to merge with the main stream through the weight \( \alpha \sim (0,1) \). \( \alpha = 1 \) means the output does not need the original input. During training, the transition happens as the \( \alpha \) increases and the output depends less on original input resolution. The advantages of FIB are that it not only smooths the transition between different resolutions, but also remains the base model structure, making weights sharing possible and hence reducing training time. Specifically, there are two types of FIB. FIB-D is for downsampling, which is used in both generator and discriminator. FIB-U is for upsampling, which is only used in generator (Fig. 2).

2.4. Training with FIB

To ease the learning of PGSgan, we conduct the training with four phases. In the first phase, PGSgan is trained with resolution 256 x 256 US image and composite sketch label until convergence. In the second phase, we increase the input resolution to 512 x 512 and grow the discriminator of PGSgan by adding a FIB-D after input. Generator then grows in the third phase to match the increased input resolution. For end-to-end requirement, a FIB-D is added after the input while another FIB-U is added before the output (Fig. 2). The discriminator grows earlier than generator to replenish the gradient information and force the generator learn to synthesize higher resolution. Finally, we train the PGSgan in resolution 512 x 512 until convergence.

Every time the network grows for a new training phase, we increase the \( \alpha \) linearly from 0 with an interval of 1/30. Notably, because we observed that allowing the \( \alpha \) increases to 1 when growing generator could cause a sudden increase in generator loss, we propose to truncate the \( \alpha \) at 0.5 to partially preserve the original input information for better stability.

3. EXPERIMENTAL RESULTS

Experiments were carried on a dataset of 3261 ovarian US images. All images were labeled by experienced doctors. Data collection has been approved by local IRB. We used 2848 images for training and the rest 431 images for testing. We adopted Adam with a batch size of 4, on a single TITAN X GPU with 12GB RAM, to train the whole framework. The learning rate of generator and discriminator was set to 0.001 and 0.0001, respectively. The maximum epoch was 200.

Fig. 4 visualizes the comparison of generated US images from different methods. Some defects such as background distortion (a,b), checkerboard artifacts (c) and stretching ef-
effects (d) are denoted by arrows in Fig. 4. In contrast, our method generates more realistic synthesized images. Furthermore, our method enables not only synthesizing images from real labels but also being capable to generate images using edited labels (see Fig. 5). By this way, we can create high fidelity ovarian US images with various pathological morphologies. Table 1 further lists the numerical evaluation metrics, including Freshet Inception Distance (FID) [14], Kernel Inception Distance (KID) [15] and multi-scale structural similarity (MS-SSIM) [16]. 8.5 hours was needed for training the resolution of 256 and 16 hours for resolution of 512. For testing phase, it took only 0.07s for an image generation in GPU and 5.58s in CPU on average. Our method outperforms all other compared methods with regard to all metrics, which is mainly due to the employment of auxiliary sketch and progressive training scheme.

We further adopted U-Net [17] to investigate the segmentation performance on synthesized images. The average dice of ovary and follicle are 0.92 and 0.89, respectively. Fig. 6 (a) shows that the segmentation on synthesized images are comparable with results from real images, which proves our synthesis results could benefit the development of automatic segmentation through realistic data augmentation.

To further validate the quality of synthesized images, a user study of blinded trials was designed with three doctor participants. They tried to tell the differences among real and synthesized images from different methods. As shown in Fig. 6 (b), doctors got high mean accuracy in recognizing the real and synthesized images from cGAN and Sgan (0.64 and 0.55, respectively), but low accuracy (0.43) for PGSgan, which indicates our synthesized images are more realistic.

### 4. CONCLUSIONS

Here we propose a framework of combining progressive training strategy with guidance auxiliary to synthesize high-resolution US images with high fidelity. Detailed analyses of various experimental results support our assumption that adding background texture information is beneficial for the model to generate realistic US images. In addition, we found that progressive training strategy helps improve performance due to the sharing weights in different phases. Quantitative comparisons, user-study and synthesis edition illustrate the superiority of our proposed method.
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