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Reinforcement-related cognitive processes, such as reward processing, inhibitory control and social–emotional regulation are critical components of externalising and internalising behaviours. It is unclear to what extent the deficit in each of these processes contributes to individual behavioural symptoms, how their neural substrates give rise to distinct behavioural outcomes and whether neural activation profiles across different reinforcement-related processes might differentiate individual behaviours. We created a statistical framework that enabled us to directly compare functional brain activation during reward anticipation, motor inhibition and viewing emotional faces in the European IMAGEN cohort of 2,000 14-year-old adolescents. We observe significant correlations and modulation of reward anticipation and motor inhibition networks in hyperactivity, impulsivity, inattentive behaviour and conduct symptoms, and we describe neural signatures across cognitive tasks that differentiate these behaviours. We thus characterise shared and distinct functional brain activation patterns underlying different externalising symptoms and identify neural stratification markers, while accounting for clinically observed comorbidity.

Reinforcement-related behaviours are commonly implicated in normal behaviour and psychopathology. Symptoms of dysfunctional reinforcement-related cognitive processes may present as hyperactivity, inattention, and conduct and emotional problems. These symptoms are manifest in common psychiatric disorders, such as depression, attention-deficit/hyperactivity disorder (ADHD), addictions, conduct disorder and psychosis, and share similar reinforcement-related cognitive processes, including reward processing, inhibitory control and social–emotional regulation. However, while similar cognitive processing deficits are involved in different disorders, there are clear differences in their behavioural presentation in each disorder.
It is unclear whether and how the reinforcement-related cognitive processes are modulated to achieve the observed behavioural differences among these disorders. Identifying the brain activity patterns related to various manifestations of dysfunctional reinforcement-related behaviour might aid in the characterization of underlying biological mechanisms, and in the identification of targets for therapeutic intervention. Furthermore, clinically relevant psychiatric symptoms are typically characterized by dysfunctions not only in one but often in several reinforcement-related cognitive processes. For example, ADHD symptoms are known to involve dysfunctional inhibitory control, as well as dysfunctional reward processing. We were interested in dissecting the contribution of different domains of reinforcement-related cognitive processes to distinct disorder symptoms, and thus characterizing a profile of brain activation specific for each disorder.

Whereas animal models have identified networks of multiple cortical and subcortical brain regions involved in reinforcement-related cognitive processes, analyses in humans are often based on a few predefined regions of interest (ROIs). These include the ventral striatum and orbitofrontal cortex (OFC) for reward processing, the right inferior frontal cortex (rIFC) for inhibitory control and the amygdala and superior temporal sulcus (STS) for social–emotional regulation. Often, the underlying assumption is that a cognitive process can be represented by a few key brain regions. However, as others have shown that task-induced brain activity may involve a complex network of cortical and subcortical brain regions, we looked for associations of each fMRI network with externalizing and internalizing symptoms of externalizing or internalizing behaviours. Finally, we investigated the sensitivity and specificity of fMRI clusters across different behaviour components. This workflow is shown in Fig. 1.

Identification of reinforcement-related brain fMRI networks. We defined brain networks underlying reinforcement-related behaviour by using the monetary incentive delay (MID) task to measure reward anticipation, motor inhibition and social–emotional processing of 1,506 14-year-old adolescents from the IMAGEN (reinforcement-related behaviour in normal brain function and psychopathology) project. Of the 1,506 participants investigated in this study, clinical development and well-being assessment (DAWBA) ratings were available from 1,190 individuals. Of these individuals, 131 had one or more diagnoses; 33 individuals were diagnosed with ADHD, 59 with emotional problems, 12 with anxiety (general + other) and 33 with depression (major + other). We reduced the dimensionality of brain activation by applying a weighted voxel co-activation network analysis (WVCNA), followed by a hierarchical clustering analysis. The combination of both methods could efficiently reduce dimensionality while still preserving localized network features from WVCNA. We then calculated the overall correlation between functional MRI (fMRI) clusters and symptoms of externalizing or internalizing behaviours using ridge-regularized canonical correlation analysis (RCCA)—a method to detect multivariate relationships between different data types.

First, we tested for an overall significant correlation of externalizing or internalizing symptoms with brain network activation across all fMRI tasks. In cases where we established an overall correlation, we looked for associations of each fMRI network with externalizing or internalizing behaviours. Finally, we investigated the specificity and sensitivity of fMRI clusters across different behaviour components. This workflow is shown in Fig. 1.

Results

Summary of the analysis strategy. We aimed to compare brain activity during functional neuroimaging tasks measuring reward anticipation, motor inhibition and social–emotional processing of 1,506 14-year-old adolescents from the IMAGEN (reinforcement-related behaviour in normal brain function and psychopathology) project. Of the 1,506 participants investigated in this study, clinical development and well-being assessment (DAWBA) ratings were available from 1,190 individuals. Of these individuals, 131 had one or more diagnoses; 33 individuals were diagnosed with ADHD, 59 with emotional problems, 12 with anxiety (general + other) and 33 with depression (major + other). We reduced the dimensionality of brain activation by applying a weighted voxel co-activation network analysis (WVCNA), followed by a hierarchical clustering analysis. The combination of both methods could efficiently reduce dimensionality while still preserving localized network features from WVCNA. We then calculated the overall correlation between functional MRI (fMRI) clusters and symptoms of externalizing or internalizing behaviours using ridge-regularized canonical correlation analysis (RCCA)—a method to detect multivariate relationships between different data types.

First, we tested for an overall significant correlation of externalizing or internalizing symptoms with brain network activation across all fMRI tasks. In cases where we established an overall correlation, we looked for associations of each fMRI network with externalizing or internalizing behaviours. Finally, we investigated the specificity and sensitivity of fMRI clusters across different behaviour components. This workflow is shown in Fig. 1.
We applied WVCNA\textsuperscript{12,18}, which was established by combining the scale-free network assumption with a dynamic cut of the dendrogram\textsuperscript{23}, to maximize the resolution of localized brain network features (see Methods for details). Using this approach, we identified 46 clusters in MID, 41 clusters in SST and nine clusters in EFT (Supplementary Table 1a–c and Extended Data Fig. 1).

In all three networks, activated clusters were widely spread across cortical and subcortical regions, as well as in the cerebellum (Fig. 2 and Extended Data Fig. 2). Brain regions activated in the three networks were often overlapping (Fig. 2d). It is notable that none of the ROIs typically associated with reward processing, impulsiveness or social–emotional processing was specific to their corresponding networks. For example, the ventral striatum and OFC (which are typically linked to reward processing\textsuperscript{8}) were activated in both the MID task and the SST, whereas the rIFC (which is often associated with inhibitory control\textsuperscript{9}) was activated in both the SST and EFT. The STS, which is regarded as an essential component of the social brain\textsuperscript{10}, was also activated in both the SST and EFT. The dorsal amygdala (a central node of emotional processing\textsuperscript{39}) was activated not only in the EFT but also in the MID task. However, some activations were network specific. For example, distinct activations were seen in the superior post-central gyrus (that is, the superior primary somatosensory cortex), primary auditory cortex (PAC), dorsal striatum and most of the cerebellar vermis during the MID task, in the frontal operculum, the orbital part of the rIFC, the inferior primary somatosensory cortex and the lingual part of the cerebellar vermis during the SST, and in the medial OFC, dorsal posterior cingulate cortex, temporal pole and ventral amygdala during the EFT (Fig. 2d and Extended Data Fig. 2).

Modulation of reinforcement-related brain fMRI networks in different behaviours. Clinical psychopathology in adolescents is grouped into externalizing and internalizing disorders\textsuperscript{24}. We were interested in examining whether externalizing and internalizing...

Fig. 2 | Activation maps of MID, SST, EFT and their overlay. a–d. Activation maps showing activation for a large win versus no win in the MID task (a), successful stop versus successful go in the SST (b), the angry face versus the control face in the EFT (c) and overlay of the results for all three tasks (d). MID, SST and EFT are represented by red, blue and green, respectively. Activation levels were measured as the $-\log_{10}$(transformed $P$ value) and only voxels with $P<1.0 \times 10^{-34}$ (that is, Cohen’s $D > 0.3$) are shown. L, left; R, right.
behavioural symptoms correlate with distinct configurations of reinforcement-related networks. From the strength and difficulties questionnaire (SDQ) and DAWBA, we selected the entry-level questions, including 44 externalizing items covering symptoms of ADHD (23 items), oppositional defiant disorder (ODD; 11 items) and conduct disorder (CD; ten items), and 21 internalizing items covering symptoms of depression (12 items) and anxiety (8 items) (Table 1; see Methods for more details). To evaluate the overall relationship between behavioural symptoms and patterns of brain activation, we carried out RCCA19. This method seeks to find subsets of variables in two datasets that best correlate with each other while stabilizing the result through penalization of correlations within each dataset. We first investigated the overall correlation between externalizing behaviours and 96 clusters from the three fMRI networks and found a significant canonical correlation ($\eta^2 = 0.854$ denotes the proportion of behaviour variance explained by the fMRI and is analogue to $R^2$ in the multiple linear regression model; 90% confidence interval (CI) = 0.839 to 0.869; adjusted $\eta^2 = 0.160$; $d.f_{\text{MRI}} = (1,506, 96)$; $d.f_{\text{behaviour}} = (1,506, 44)$; permutation test $P$ value ($P_{\text{perm}}$) < 0.001; see Methods for more details). To evaluate the overall relationship between behavioural symptoms and patterns of brain activation, we carried out RCCA19. This method seeks to find subsets of variables in two datasets that best correlate with each other while stabilizing the result through penalization of correlations within each dataset. We first investigated the overall correlation between externalizing behaviours and 96 clusters from the three fMRI networks and found a significant canonical correlation ($\eta^2 = 0.854$ denotes the proportion of behaviour variance explained by the fMRI and is analogue to $R^2$ in the multiple linear regression model; 90% confidence interval (CI) = 0.839 to 0.869; adjusted $\eta^2 = 0.160$; $d.f_{\text{MRI}} = (1,506, 96)$; $d.f_{\text{behaviour}} = (1,506, 44)$; permutation test $P$ value ($P_{\text{perm}}$) < 0.001; see Methods for more details), Table 2 and Supplementary Table 2).

Please note that a predefined scheme of regulation parameters was evaluated throughout for all RCCAs and highly stable results were obtained (as shown in Extended Data Fig. 3). For simplicity, we only show the results with a regulation parameter of 0.1 in the main text. The number of permutations to calculate $P$ values in this

### Table 1 | List of externalizing items from the parent-rated SDQ and DAWBA and internalizing items from the child-rated SDQ and DAWBA

#### Externalizing items from the parent-rated SDQ and DAWBA

**Hyperactivity**
- Restless (SDQ_Parent)
- Fidgety (SDQ_Parent)
- Adhd.fidgets (DAWBA_Parent).
- Adhd.cant.remain.seated (DAWBA_Parent)
- Adhd.runs.or.climbs.when.shouldnt (DAWBA_Parent)
- Adhd.cant.play.quietly (DAWBA_Parent)
- Adhd.cant.calm.down (DAWBA_Parent)

**Inattention**
- Easily Distracted (SDQ_Parent)
- Attentiveness (SDQ_Parent)
- Adhd.careless.mistakes.inattentive (DAWBA_Parent)
- Adhd.loses intéressant (DAWBA_Parent)
- Adhd.doesnt.listen (DAWBA_Parent)
- Adhd.doesnt.finish (DAWBA_Parent)
- Adhd.poor.self.organisation (DAWBA_Parent)
- Adhd.avoids.tasks.needing.thought (DAWBA_Parent)
- Adhd.loses.things (DAWBA_Parent)
- Adhd.distractible (DAWBA_Parent)
- Adhd.forgetful (DAWBA_Parent)

**Impulsivity**
- Think before action (SDQ_Parent)
- Adhd.blurts.out.answers (DAWBA_Parent).
- Adhd.cant.wait.for.a.turn (DAWBA_Parent)
- Adhd.butts.into.conversations.or.games (DAWBA_Parent)
- Adhd.unstoppable.talk (DAWBA_Parent)

**ODD**
- Tantrum (SDQ_Parent)
- Generally obedient (SDQ_Parent)
- Odd.temper.outbursts.parent1 (DAWBA_Parent)
- Odd.argues.with.adults.parent1 (DAWBA_Parent)
- Odd.ignores.rules.disobedient (DAWBA_Parent)
- Odd.deliberately.annoys.others (DAWBA_Parent)
- Odd.blames.others.for.own.acts (DAWBA_Parent)
- Odd.easily.annoyed (DAWBA_Parent)
- Odd.angry.and.resentful (DAWBA_Parent)
- Odd.spiteful (DAWBA_Parent)
- Odd.vindictive (DAWBA_Parent)

**CD**
- Fight or bully others (SDQ_Parent)
- Often lie (SDQ_Parent)
- Steal (SDQ_Parent)
- Cd.lies (DAWBA_Parent)
- Cd.fights (DAWBA_Parent)
- Cd.bullies (DAWBA_Parent)
- Cd.stays.out (DAWBA_Parent)
- Cd.steals (DAWBA_Parent)

**Internalizing items from the child-rated SDQ and DAWBA**

**Anxiety**
- Sepa.any.concerns.about.separations (DAWBA_Self)
- Soph.any.concerns (DAWBA_Self)
- Panic.attacks.in.last.4.weeks (DAWBA_Self)
- Fear.or.avoidance.of.crowds (DAWBA_Self)
- Fear.or.avoidance.of.public.places (DAWBA_Self)
- Fear.or.avoidance.of.travelling.alone (DAWBA_Self)
- Fear.or.avoidance.of.being.far.from.home (DAWBA_Self)
- Gena.ever.worries (DAWBA_Self)
- Gena.excessive.worry (DAWBA_Self)
- Many worries (SDQ_Self)
- Many fears (SDQ_Self)
- Anxious in new situations (SDQ_Self)

**Depression**
- Dep.sad (DAWBA_Self)
- Dep.irritable (DAWBA_Self)
- Dep.loss.of.interest (DAWBA_Self)
- Dep.recent.talk.of.dsh (DAWBA_Self)
- Dep.dsh.recently (DAWBA_Self)
- Dep.dsh.ever (DAWBA_Self)
- Headache/stomach ache (SDQ_Self)
- Unhappy (SDQ_Self)

---

Continued...
and all subsequent analyses was 10,000 unless otherwise specified. Also, presented P-values were always corrected for experiment-wise multiple comparisons wherever applicable. We then investigated the RCCA between internalizing behaviours and the same 96 fMRI clusters, but found no overall significance ($\eta^2 = 0.574$; 90% CI = 0.547 to 0.602; adjusted $\eta^2 = -0.024$; d.f.$\text{brain} = (1,506, 96)$; d.f.$\text{behaviour} = (1506, 20)$; $P_{\text{perm}} = 0.786$; see Extended Data Fig. 4 for more results with alternative parameters). We also did not find significant overall correlations with internalizing behaviours when analysing each fMRI network separately (Extended Data Fig. 4). There was also a significant correlation with externalizing behaviours ($\eta^2 = 0.110$; adjusted $\eta^2 = 0.038$; d.f.$\text{behaviour} = (1,506, 21)$; $P_{\text{perm}} = 0.203$; Table 2 and Supplementary Table 2), indicating that motor inhibition was found in significant association with the total scores of the ADHD components hyperactivity ($F = 1.51$; $P = 0.58$), attention ($F = 1.40$; $P = 0.78$), and these correlations were additionally shown to be significantly smaller than a meaningful effect through an equivalence test for inferiority in the multiple linear regression model.

### Functional brain characterization of behaviours across different tasks.

While both reward anticipation and motor inhibition networks showed significant canonical correlations with ADHD behaviours, neither correlation between the first components of the RCCA (its square is known as Roy's largest root ($R_{\text{Roy}}^2$)) was significant on its own (reward anticipation: $R_{\text{Roy}} = 0.234$; Fisher R-to-Z transformed correlation ($Z_{\text{fisher}} = 0.237$; 90% CI for $Z_{\text{fisher}} = 0.202$ to 0.274; $P_{\text{perm}} = 0.087$; motor inhibition: $R_{\text{Roy}} = 0.225$; $Z_{\text{fisher}} = 0.229$; 90% CI for $Z_{\text{fisher}} = 0.193$ to 0.266; $P_{\text{perm}} = 0.151$), and these correlations were additionally shown to be significantly smaller than a meaningful effect through an equivalence test for inferiority in reward anticipation: $t = -3.98$ and $P < 0.001$ for an upper equivalence bound ($Z_U$) of 0.324; motor inhibition: $t = -4.06$ and $P < 0.001$ for $Z_U = 0.319$; lower equivalence bound ($Z_L = -\infty$; $Z_L$ was calculated as the estimated inflation of $Z_{\text{fisher}}$ plus a small effect size $\Delta = 0.1$ (ref. 24); see Methods for details). These results therefore showed that the overall significant correlation was unlikely to be represented by an individual RCCA component. Therefore, we hypothesized that distinctive neural bases may underlie different ADHD behaviours and investigated profiles across brain networks that may characterize the ADHD components hyperactivity, inattention or impulsivity (see Methods). As the factors generated by RCCA are not optimized to detect differences in the brain function underlying these behaviours, we applied a more sensitive multiple linear regression model.

Together, reward anticipation and motor inhibition networks were found in significant association with the summed score (that is, the total score) of ADHD behaviours ($R^2 = 0.085$; 90% CI = 0.063 to 0.106; adjusted $R^2 = 0.029$; $F_{(41, 1,464)} = 1.51$; $P = 0.002$; where $R^2$ is the coefficient of determinant that represents the proportion of behavioural variance explained by the fMRI networks in the multiple linear model), as well as the total scores of the ADHD components hyperactivity ($R^2 = 0.089$; 90% CI = 0.067 to 0.110; adjusted $R^2 = 0.033$; $F_{(41, 1,464)} = 1.58$; $P < 0.001$), impulsivity ($R^2 = 0.077$; 90% CI = 0.057 to 0.098; adjusted $R^2 = 0.021$; $F_{(41, 1,464)} = 1.37$; $P = 0.017$) and inattention ($R^2 = 0.079$; 90% CI = 0.058 to 0.100; adjusted $R^2 = 0.022$; $F_{(41, 1,464)} = 1.40$; $P = 0.011$). However, we did not find evidence for identical associations of these ADHD behaviours with reward anticipation and motor inhibition networks: while the motor inhibition network was found in significant association with the total scores of all three ADHD components (hyperactivity: $R^2 = 0.045$; 90% CI = 0.028 to 0.061; adjusted $R^2 = 0.018$; $F_{(41, 1,464)} = 1.67$; 

![](https://www.nature.com/ntahumbehav)
For each behaviour component, the prominent clusters in each brain network were identified if their univariate correlations with the sum of the corresponding behaviour items (that is, those in the column ‘Primary behaviour’) were significant after correction for multiple comparisons through 10,000 permutations (column ‘*P_cor’). For all prominent clusters identified in the first step, we further explored their univariate correlations with the remaining behaviour components (that is, those in the column ‘Exploratory analyses’). See Supplementary Tables 2-4 for the complete results. *These P-values were evaluated based on 10,000 permutations to correct for multiple comparisons in the corresponding exploratory tests.

\[ R^2 = 0.051; \text{impulsivity:} \quad F_{(1, 1,464)} = 1.92; \quad \rho = < 0.001; \quad \text{inattention:} \quad R^2 = 0.042; \quad 90\% \text{ CI} = 0.026 \text{ to } 0.059; \quad \text{adjusted } R^2 = 0.016; \quad F_{(1, 1,464)} = 1.58; \quad P = 0.011, \]

the reward anticipation network showed a significant association with the total score of hyperactivity (\(R^2 = 0.043; 90\% \text{ CI} = 0.027 \text{ to } 0.059; \quad \text{adjusted } R^2 = 0.013; \quad F_{(1, 1,469)} = 1.427; \quad P = 0.033\)); however, we...
found no evidence for an association with impulsivity ($R^2 = 0.027$; 90% CI = 0.014 to 0.040; adjusted $R^2 = 0.004$; $F_{(46, 1,419)} = 0.885; P = 0.691$) and inattention ($R^2 = 0.037$; 90% CI = 0.022 to 0.052; adjusted $R^2 = 0.006$; $F_{(46, 1,419)} = 1.214; P = 0.156$).

fMRI signature for hyperactivity. The hyperactivity total score was significantly associated with reduced activation in six out of 46 brain regions in the reward anticipation network. These were the superior parietal lobule (SPL), middle central sulcus (mid-CS), thalamus, PAC, middle cingulate cortex (MCC) and superior frontal junction (SFJ) (Fig. 3a, Table 3 and Supplementary Table 2). We investigated the specificity of the observed associations and found that the SPL, mid-CS and thalamus were also associated with inattention. The mid-CS and MCC were associated with ODD/CD behaviours, whereas no significant association was found with impulsivity (Table 3 and Supplementary Table 2). The brain regions showed no significant difference in association strength with hyperactivity and with inattention ($\Delta Z_{\text{sum}} = -0.142$; 95% CI = -0.384 to 0.100; $P_{\text{perm}} = 0.834$) or with ODD/CD behaviours ($\Delta Z_{\text{sum}} = -0.128$; 95% CI = -0.377 to 0.121; $P_{\text{perm}} = 1$) (Table 4), and these associations were further found to be significantly smaller than a meaningful effect size with equivalence tests (inattention: $t = 3.71$ and $P_{\text{one-tailed}} < 0.001$ for $\Delta Z_i = -0.10$; $t = 6.02$; $P_{\text{one-tailed}} < 0.001$ for $\Delta Z_i = 0.10$; ODD/CD behaviours: $t = 3.71$ and $P_{\text{one-tailed}} < 0.001$ for $\Delta Z_i = -0.10$; $t = 5.72$; $P_{\text{one-tailed}} < 0.001$ for $\Delta Z_i = 0.10$). In contrast, the brain regions showed a significantly weaker association in the case of impulsivity ($\Delta Z_{\text{sum}} = -0.308$; 95% CI = -0.522 to -0.094; $P_{\text{perm}} = 0.017$) (Table 4).

Thus, our findings suggest a shared specificity of brain activation during reward anticipation in hyperactivity, inattention and ODD/CD behaviours, but not in impulsivity (Fig. 3c).

However, in the motor inhibition network, despite the overall significant association, none of the six brain regions was significantly associated with hyperactivity (Supplementary Table 3a), suggesting that the observed overall association was based on multiple fMRI regions of the motor inhibition network, each with a minor contribution.

fMRI signature for impulsivity. The left temporoparietal junction (TPJ) of the motor inhibition network was associated with impulsivity ($R = -0.092$; 95% CI = -0.142 to -0.041; $t = -3.563; P_{\text{perm}} = 0.010$) (Fig. 3b, Table 3 and Supplementary Table 3b), and additionally (in exploratory analyses) with hyperactivity ($R = -0.067$; 95% CI = -0.117 to -0.016; $t = -2.59; P_{\text{perm}} = 0.025$) and ODD/CD behaviours ($R = -0.071$; 95% CI = -0.118 to -0.017; $t = -2.64; P_{\text{perm}} = 0.016$), but not with inattention ($R = -0.058$; 95% CI = -0.109 to -0.008; $t = -2.270; P = 0.062$) (Table 3 and Supplementary Table 3b), where no significant difference in the strength of association was observed ($\Delta Z_{\text{hyperactivity}} = -0.025$; 95% CI = -0.073 to 0.022; $P_{\text{perm}} = 0.823$; $\Delta Z_{\text{inattention}} = -0.033$; 95% CI = -0.079 to 0.012; $P_{\text{perm}} = 0.456$; $\Delta Z_{\text{ODD/CD}} = -0.021$; 95% CI = -0.069 to 0.027; $P_{\text{perm}} = 1$) (Table 5). These associations were found to be significantly smaller than a meaningful effect size with equivalence tests (hyperactivity: $t = 3.10$ and $P_{\text{one-tailed}} < 0.001$ for $\Delta Z_i = -0.10$; $t = 5.17$ and $P_{\text{one-tailed}} < 0.001$ for $\Delta Z_i = 0.10$; inattention: $t = 2.86$ and $P_{\text{one-tailed}} = 0.002$ for $\Delta Z_i = 0.10$).
Table 4 | Evaluating the specificity of prominent brain regions for hyperactivity during reward anticipation

| Region |  |  |  | Z\text{hyperactivity} |  |  |  | Z\text{impulsivity} |  |  |  | Z\text{inattention} |  |  |  | Z\text{ODD/CD} |  |  |  | Z\text{ODD/CD} |
|--------|---|---|---|-------------------|---|---|---|-------------------|---|---|---|-------------------|---|---|---|-------------------|---|---|---|-------------------|
|        | \(\Delta Z\) (95\% CI) | Steiger’s Z statistic | \(P_{\text{Steiger}}\) | \(P_{\text{perm}}\) | \(\Delta Z\) (95\% CI) | Steiger’s Z statistic | \(P_{\text{Steiger}}\) | \(P_{\text{perm}}\) | \(\Delta Z\) (95\% CI) | Steiger’s Z statistic | \(P_{\text{Steiger}}\) | \(P_{\text{perm}}\) |
| Thalamus | −0.091 | −0.039 | −0.075 | −0.065 | −0.052 (−0.100 to −0.005) | −2.270 | 0.023 | 0.024 | −0.016 (−0.070 to 0.036) | −0.634 | 0.526 | 0.526 | −0.026 (−0.080 to 0.029) | −0.955 | 0.340 | 0.342 |
| SFJ | −0.084 | −0.023 | −0.067 | −0.053 | −0.061 (−0.111 to −0.011) | −2.670 | 0.008 | 0.008 | −0.017 (−0.070 to 0.035) | −0.686 | 0.493 | 0.491 | −0.031 (−0.090 to 0.028) | −1.156 | 0.248 | 0.247 |
| PAC | −0.085 | −0.037 | −0.048 | −0.064 | −0.048 (−0.089 to −0.007) | −2.091 | 0.037 | 0.036 | −0.037 (−0.086 to 0.012) | −1.472 | 0.141 | 0.139 | −0.021 (−0.071 to 0.028) | −0.787 | 0.431 | 0.431 |
| SPL | −0.094 | −0.053 | −0.077 | −0.068 | −0.041 (−0.088 to 0.002) | −1.801 | 0.072 | 0.070 | −0.017 (−0.065 to 0.031) | −0.681 | 0.496 | 0.496 | −0.026 (−0.080 to 0.028) | −0.976 | 0.329 | 0.328 |
| Mid-CS | −0.092 | −0.048 | −0.074 | −0.075 | −0.044 (−0.107 to 0.001) | −1.893 | 0.058 | 0.058 | −0.017 (−0.066 to 0.031) | −0.678 | 0.498 | 0.496 | −0.017 (−0.072 to 0.038) | −0.627 | 0.531 | 0.529 |
| MCC | −0.084 | −0.023 | −0.046 | −0.078 | −0.062 (−0.107 to −0.016) | −2.676 | 0.008 | 0.008 | −0.038 (−0.088 to 0.013) | −1.503 | 0.133 | 0.133 | −0.006 (−0.057 to 0.045) | −0.225 | 0.822 | 0.822 |
| Sum | −0.530 | −0.222 | −0.388 | −0.402 | −0.308 (−0.522 to −0.094) | 0.006 | 0.142 (−0.384 to 0.100) | 0.278 | 0.128 (−0.377 to 0.121) | 0.411 |

The specificity of prominent brain regions for hyperactivity was evaluated by comparing their correlations with all the ADHD constructs (that is, the ADHD constructs impulsivity and inattention, as well as ODD/CD behaviours). For each brain region and each construct, its correlations with all the other constructions were first transformed into normally distributed Z-scores (columns labelled ‘Z\text{hyperactivity}’, ‘Z\text{impulsivity}’, ‘Z\text{inattention}’ and ‘Z\text{ODD/CD}’) through the Fisher transformation, and the pairwise differences (columns labelled ‘\(\Delta Z\)’) were then tested against the null using both Steiger’s test (columns labelled ‘Steiger’s Z statistic’ and ‘\(P_{\text{Steiger}}\)’) and permutation test (column labelled ‘\(P_{\text{perm}}\)’), both of which provided very similar results. The overall significance throughout all brain regions was then evaluated based on the summed \(\Delta Z\) value across all brain regions using a permutation test. The number of permutations was set to 10,000. All \(P\) values presented in the table were based on two-tailed tests without correction for multiple testing.
Table 5 | Evaluating the specificity of prominent brain regions for impulsivity, inattention and ODD/CD during motor inhibition

| Region          | Impulsivity | Inattention | ODD/CD |
|-----------------|-------------|-------------|--------|
|                 | Z_{impulsivity} | Z_{hyperactivity} | Z_{inattention} | Z_{ODD/CD} |
|                 | ΔZ (95% CI) | Steiger’s Z statistic | P_{Steiger} | P_{perm} | ΔZ (95% CI) | Steiger’s Z statistic | P_{Steiger} | P_{perm} | ΔZ (95% CI) | Steiger’s Z statistic | P_{Steiger} | P_{perm} |
| Left TPJ        | −0.092     | −0.067      | −0.059  | −0.071  | −0.025 (−0.073 to 0.022) | −1.090  | 0.276      | 0.274 | −0.033 (−0.079 to 0.012) | −1.429  | 0.153      | 0.152 | −0.021 (−0.069 to 0.027) | −0.886  | 0.375      | 0.375 |
| Right aIFS      | −0.087     | −0.017      | −0.056  | −0.084  | −0.070 (−0.124 to −0.017) | −2.795  | 0.005      | 0.006 | −0.031 (−0.080 to 0.018) | −1.330  | 0.184      | 0.187 | −0.004 (−0.052 to 0.045) | −0.146  | 0.884      | 0.884 |
| rIFC + anterior insula | −0.090     | −0.014      | −0.045  | −0.053  | −0.076 (−0.128 to −0.024) | −2.821  | 0.005      | 0.004 | −0.045 (−0.096 to 0.005) | −1.896  | 0.058      | 0.058 | −0.037 (−0.086 to 0.012) | −1.530  | 0.129      | 0.131 |
| Sum             | −0.174     | −0.031      | −0.102  | −0.141  | −0.143 (−0.237 to −0.049) | 0.002   | −0.073 (−0.164 to 0.019) | 0.091 | 0.041 (−0.122 to 0.055) | 0.390   | 0.002      | 0.002 | 0.002 (−0.073 to 0.007) | 0.091   | 0.041      | 0.041 |

The specificity of prominent brain regions for the corresponding behaviors was evaluated by comparing their correlations/associations with those with the rest behaviors from ADHD constructs and ODD/CD behaviors. For each brain region, its correlations with all behaviors were first transformed into normally distributed Z-scores (columns labelled ‘Z_{impulsivity}’, ‘Z_{hyperactivity}’, ‘Z_{inattention}’ and ‘Z_{ODD/CD}’, respectively) through the Fisher transformation, and the pairwise differences (column labelled ‘ΔZ’) were then tested using both Steiger’s test (columns labelled ‘Steiger’s Z statistic’ and ‘P_{Steiger}’) and the permutation test (column labelled ‘P_{perm}’), both of which provided very similar results. When there were multiple prominent regions, their overall significance was then evaluated based on the summed absolute ΔZ across all brain regions using a permutation test. The number of permutations was set to 10,000. All P-values were based on two-tailed tests without correction for multiple testing.
for \( L_{\Delta Z} = -0.10; t = 5.73 \) and \( P_{\text{one tailed}} < 0.001 \) for \( \Delta Z_U = 0.10 \); ODD/CD behaviours: \( t = 3.21 \) and \( P_{\text{one tailed}} < 0.001 \) for \( L_{\Delta Z} = -0.10; t = 4.93 \) and \( P_{\text{one tailed}} < 0.001 \) for \( \Delta Z_U = 0.10 \). Together, this suggests a shared specificity across ADHD and ODD/CD behaviours during motor inhibition (Fig. 3c).

**fMRI signature for inattention.** In the motor inhibition network, we found significant association of the right anterior inferior frontal sulcus (aIFS) with inattention (\( R = -0.887 \); 95% CI = -0.137 to -0.037; \( t = -3.392; P_{\text{perm}} = 0.019 \)) as well as (in exploratory analyses) association with ODD/CD behaviours (\( R = -0.884; 95\% \text{ CI} = -0.126 \) to -0.026; \( t = -2.957; P_{\text{perm}} = 0.004 \)), but not with impulsivity (\( R = -0.056; 95\% \text{ CI} = -0.106 \) to -0.006; \( t = -2.184; P_{\text{perm}} = 0.073 \)) and hyperactivity (\( R = -0.017; 95\% \text{ CI} = -0.068 \) to 0.033; \( t = -0.666; P_{\text{perm}} = 0.833 \)) (Fig. 3c, Table 3 and Supplementary Table 3c). The strength of association of aIFS with inattention was not significantly different from those with impulsivity (\( \Delta \Delta Z = -0.031; 95\% \text{ CI} = -0.080 \) to 0.018; \( P_{\text{perm}} = 0.562 \)) and ODD/CD behaviours (\( \Delta \Delta Z = -0.004; 95\% \text{ CI} = -0.052 \) to 0.045; \( P_{\text{perm}} = 1 \)) (Table 5), and these associations were further found to be significantly smaller than a meaningful effect size with equivalence tests (impulsivity: \( t = 2.77 \) \( P_{\text{one tailed}} = 0.003 \) for \( L_{\Delta Z} = -0.10 \); \( t = 5.26 \) and \( P_{\text{one tailed}} < 0.001 \) for \( \Delta Z_U = 0.10 \); ODD/CD: \( t = 3.98 \) and \( P_{\text{one tailed}} < 0.001 \) for \( L_{\Delta Z} = -0.10; t = 4.18 \) and \( P_{\text{one tailed}} < 0.001 \) for \( \Delta Z_U = 0.10 \)). However, the strength of association of aIFS with inattention was significantly stronger than that with hyperactivity (\( \Delta \Delta Z = -0.070; 95\% \text{ CI} = -0.124 \) to -0.017; \( P_{\text{perm}} = 0.017 \)) (Table 5), suggesting distinct specificities of hyperactivity and inattention during motor inhibition, and shared specificity of inattention with impulsivity and ODD/CD behaviours (Fig. 3c).

**fMRI signatures for ODD/CD behaviours.** ODD/CD behaviours were found only in a significant canonical correlation with the motor inhibition network. The right aIFS (\( R = -0.884; 95\% \text{ CI} = -0.126 \) to -0.026; \( t = -2.96 \); \( P_{\text{perm}} = 0.027 \)) and rIFC/anterior insula (\( R = -0.890; 95\% \text{ CI} = -0.133 \) to -0.033; \( t = -3.25; P_{\text{perm}} = 0.011 \)) were associated with the summed score of ODD/CD behaviours (Fig. 3d, Table 3 and Supplementary Table 4). While both regions were also significantly associated with ODD behaviours alone, and the rIFC/anterior insula was associated with CD behaviours (Supplementary Table 4), their association strength with ODD behaviours was significantly stronger than that with CD behaviours (\( \Delta \Delta Z_{\text{sum}} = -0.090; 95\% \text{ CI} = -0.175 \) to -0.006; \( P_{\text{perm}} = 0.039 \)), suggesting a predominant role of ODD behaviours in the associations with both brain regions. Together, prominent ODD/CD regions showed no significant difference in association strength with ODD/CD behaviours and with inattention (\( \Delta \Delta Z_{\text{sum}} = -0.041; 95\% \text{ CI} = -0.122 \) to 0.055; \( P_{\text{perm}} = 1 \)), nor with impulsivity (\( \Delta \Delta Z_{\text{sum}} = -0.073; 95\% \text{ CI} = -0.164 \) to 0.019; \( P_{\text{perm}} = 0.274 \)) (Table 5), and these associations were found to be significantly smaller than a meaningful effect size with equivalence tests (inattention: \( t = 3.68 \) and \( P_{\text{one tailed}} < 0.001 \) for \( L_{\Delta Z} = -0.10; t = 5.16 \) and \( P_{\text{one tailed}} < 0.001 \) for \( \Delta Z_U = 0.10 \); impulsivity: \( t = 2.72 \) and \( P_{\text{one tailed}} = 0.003 \) for \( L_{\Delta Z} = -0.10; t = 5.83 \) and \( P_{\text{one tailed}} < 0.001 \) for \( \Delta Z_U = 0.10 \)), but significantly lower than the association strength with hyperactivity (\( \Delta \Delta Z_{\text{sum}} = -0.0143; 95\% \text{ CI} = -0.237 \) to -0.049; \( P_{\text{perm}} = 0.007 \)) (Fig. 3c and Table 5).

In conclusion, ADHD and ODD/CD may share several distinctive neural bases during reward anticipation and motor inhibition.

**Discussion**

Here, we characterize clinically relevant behaviours in adolescents by describing brain activation during reinforcement-related cognitive processes. These behaviours include externalizing symptoms of hyperactivity, impulsiveness, inattention, oppositional defiance and conduct, and internalizing symptoms of anxiety and depression. We have used quantitative measures to assess these behaviours, as empirical evidence shows that psychopathology is generally more dimensional than categorical—one of the basic premises of the research domain criteria. We interrogated the neural basis of each of these behaviours by measuring brain activity during reinforcement-related cognitive tasks of reward processing, motor inhibition, and social–emotional processing.

We found that activation of similar brain regions is often associated with different tasks (and behaviours). While well-known representative brain areas (for example, the ventral striatum and OFC for reward anticipation, the rIFC for inhibitory control, and the amygdala and STS for social–emotional processing) were activated as expected, these activations were not restricted to one task alone (Fig. 2d). This might represent the involvement of shared cognitive components in different behaviours that might be less specific to individual tasks. For example, the ventral striatum activation during motor inhibition was due to the anticipation of a random event, thus the anticipatory component was shared with the reward anticipation network, which activates the same region. In some instances, it may also be caused by brain activation that reflects task presentation (for example, motor cortex activation in the active MID task and SST, but not during passive viewing in the EFT). Our observation is consistent with the notion of a basic neural function that underlies a complex profile of different behaviours.

However, the overlap of brain activation across cognitive tasks might also indicate the presence of different functional or structural domains within a given brain region that relate differentially to each task. This latter hypothesis is supported by the observation of low correlations of the same brain regions across tasks. In contrast, we found high correlations between different brain regions within each task, suggesting network constellations that are specific to each individual cognitive task. This specificity was further suggested by the observation that the variances of hyperactivity explained by reward anticipation and motor inhibition networks are additive (that is, the adjusted \( R^2 \) values were 0.033, 0.013 and 0.018 for both networks, reward anticipation and motor inhibition, respectively), and thus not overlapping. The specificity of cognitive neural networks might thus be defined as much by their internal collaborative structure as by the individual brain regions involved.

We also found highly activated regions (Cohen’s \( D > 0.30 \)) in the MID task that were not expected to be activated in the anticipation of a visually presented reward. These included the PAC, which we observed to be activated in the absence of any auditory stimulus. As the PAC has been found to predict reward value and is associated with anticipatory motor response upon auditory stimulation, our findings point towards the possibility of the PAC underlying these cognitive processes in a way that is not dependent on the quality of the sensory stimulus. In addition, wide areas within the somatosensory cortex were also activated in the MID task, further suggesting the recruitment of sensory cortices (including the visual cortices) during reward anticipation irrespective of the quality of the signal input.

We found a strong overall correlation (adjusted \( \eta^2 = 0.160 \); that is, 16% of variance was explained after adjusting for inflation due to the involvement of multiple variables) of neural networks with externalizing behaviours (ADHD and ODD/CD), particularly in reward anticipation and motor inhibition, but did not observe a significant correlation with internalizing behaviours (adjusted \( \eta^2 = -0.024 \)). While ADHD behaviours were related to both reward anticipation and motor inhibition networks, we found specific neural signatures that distinguished each of the individual behaviours. While brain activity in the reward anticipation network was correlated with both hyperactivity and inattention (Table 3), their activation patterns were not significantly different (Fig. 3c and Table 4), and were in fact equivalent. However, in the motor inhibition network, the correlation with inattention was significantly stronger than that with hyperactivity (Fig. 3c and Tables 3 and 5), consistent
with a greater effort to maintain sustained attention during the task. This interpretation is supported by the strong correlation during successful motor inhibition of inattention with rIFC activity (Fig. 3c and Table 3)—a brain region previously implicated in attentional detection, monitoring and motor inhibition1.

In contrast, for impulsivity, we found no significant correlation with the reward anticipation network. In the motor inhibition network, its strongest correlation was with activation of the left TPJ (Fig. 3b and Table 3), which, however, shows no significant differences from (and in practice, appears equivalent to) the correlations between left TPJ activation and hyperactivity and inattention (Fig. 3e and Table 5). This observation is in line with the previous finding of reduced bilateral TPJ activity in patients with ADHD46.

We thus identified neural signatures that distinguish hyperactivity, inattention and impulsivity on the basis of brain activation patterns during reward anticipation and motor inhibition. These signatures enable a more refined characterization of ADHD behaviour than the currently used distinction between motivational and motor inhibitory processes47.

ODD/CD behaviours were related to the motor inhibition network, but not reward anticipation, which is in line with previous findings48,49. Activation patterns for ODD and CD behaviours in the motor inhibition network were similar, although dominated by ODD behaviours, suggesting a shared neural basis (Supplementary Table 4)50. Surprisingly, we were not able to distinguish between activation patterns in the motor inhibition network in conduct and inattention symptoms (Fig. 3c–e and Tables 3 and 5), which were also found to be practically equivalent. While this may indicate in part a shared neural basis, the phenotypic differences between these behaviours also suggest the presence of a distinguishing cognitive domain, which we did not capture in our tasks. Nevertheless, the shared neural signatures between ODD/CD and ADHD symptoms indicate a shared neural basis underlying the high comorbidity between ODD/CD and ADHD51,52, supporting the idea of unifying part a shared neural basis, the phenotypic differences between these symptoms, while accounting for clinically observed comorbidity.

### Methods

#### Ethical approval. The IMAGEN study was approved by local research ethics committees at each research site (King’s College London, the University of Nottingham, Trinity College Dublin, the University of Heidelberg, Technische Universität Dresden, Commissariat à l’Énergie Atomique et aux Énergies Alternatives and the University Medical Center. Informed consent was sought from all participants and a parent or guardian of each participant.

#### Participants. Complete data on fMRI and behavioural measurements for 1,506 adolescents (mean age = 14.44 years; s.d. = 0.42 years; range = 12.88–16.44 years; female-to-male ratio = 783/723) from the baseline assessment of the IMAGEN sample were included in the analyses. Of the 1,506 participants investigated in this study, clinical DAWBA ratings were available from 1,190 individuals. Of these individuals, 131 had one or more diagnoses; 33 individuals were diagnosed with ADHD; 129 had emotional problems, 12 had anxiety (general+other) and 33 had depression (major+other). Detailed descriptions of this study have previously been published53. Gender, handedness and imaging sites were regressed out before the canonical correlation analyses were conducted, and for the rest of the analyses.

#### SDQ and DAWBA. The SDQ54 is a brief 25-item behavioural screening tool probing hyperactivity, emotional symptoms, conduct problems, peer problems and prosocial behaviour in 3- to 16-year-old children. In the current study, we chose parent-rated hyperactivity (five items) and conduct problems (five items) to represent externalizing problems, and child-rated emotional problems (five items) to represent internalizing problems (Table 1). This choice was based on findings that externalizing problems scores from parents are more reliable than those from children themselves, and vice versa55.

In DAWBA56, similar to SDQ, parent-rated ADHD and ODD/CD items, as well as child-rated specific phobia, social phobia, general anxiety, fear and depression items (Table 1), were included in the analyses.

#### fMRI data acquisition and analysis. Structural and functional MRI data were acquired at eight IMAGEN assessment sites with 3T MRI scanners from different manufacturers (Siemens, Philips, General Electric and Bruker). The scanning variables were specifically chosen to be compatible with all scanners. The same scanning protocol was used at all sites. In brief, high-resolution T1-weighted three-dimensional structural images were acquired for anatomical localization and co-registration with the functional time series. BOLD functional images were acquired with a gradient-echo, echo-planar imaging sequence. For all tasks, 300 volumes were acquired for each participant, and each volume consisted of 40 slices aligned to the anterior commissure/posterior commissure line (2.4 mm slice thickness; 1 mm gap). The echo time was optimized (echo time = 30 ms; repetition time = 2,200 ms) to provide reliable imaging of subcortical areas.

Functional MRI data were analysed with SPM8 (http://www.fil.ion.ucl.ac.uk/spm). Spatial pre-processing included: slice time correction to adjust for time differences due to multi-slice imaging acquisition; realignment to the first volume in line; nonlinear warping to the MNI (Montreal Neurological Institute) space (based on a custom echo-planar imaging template (33 × 63 × 46 voxels) created out of an average of the mean images of 400 adolescents; resampling at a resolution of 3 × 3 × 3 mm; and smoothing with an isotropic Gaussian kernel a full width at half-maximum value of 5 mm.

At the first level of analysis, changes in the BOLD response for each subject were assessed by linear combinations of experimental conditions at the individual subject level. For each experimental condition (for example, the large win condition during the anticipation phase of the MID task), each trial was convolved with a box function to form response time course time series for potential noise variance (for example, head movement) associated with the processing of reward anticipation. Estimated movement parameters were added to the design matrix in the form of additional columns (three translations, three rotations, three quadratic translations and three cubic translations, plus a shift of ±1 TR (repeat time) for each translation).

For the MID task anticipation phase, we contrasted brain activation during anticipation of a large win (represented by a circle with three horizontal lines in Fig. 1 and Extended Data Fig. 5) versus anticipation of no win (represented by
a triangle in Fig. 1 and Extended Data Fig. 5). For the EFT, we contrasted brain activation during viewing of an angry face versus a viewing control (circles). For the SST, we contrasted brain activation during successful stop versus unsuccessful go. The single-subject images were then used in the population-based weighted voxel co-activation network analysis.

MID task for fMRI. Participants performed a modified version of the MID task to examine neural responses to reward anticipation and reward outcome. The task consisted of 160 ± trials. In each trial, participants were presented with one of three cue shapes (250 ms) denoting whether a target (white square) would subsequently appear on the left or right side of the screen and whether zero, two or ten points could be won in that trial. After a variable delay (4,000–4,500 ms) of fixation on a white crosshair, participants were instructed to respond with a left or right button press as soon as the target appeared. Feedback on whether and how many points were won during the trial was presented for 1,450 ms after the response (Extended Data Fig. 5). Using a tracking algorithm, task difficulty (that is, target duration, which varied between 100 and 300 ms) was individually adjusted such that each participant successfully responded on ~66% of trials. Participants had first completed a practice session outside the scanner (~5 min), during which they were instructed that for each trial they won they would receive one food snack in the form of small chocolate candies.

Based on previous research suggesting reliable associations between ADHD symptoms and fMRI BOLD responses measured during reward anticipation, the current study used the contrast of anticipation of a high win versus anticipation of no win. Only successfully hit trials were included here.

Emotional reactivity fMRI model (EFT). This task was adapted from ref. 21. Participants watched 18 ± blocks of either a face video (depicting anger or neutrality) or a control stimulus (Extended Data Fig. 6). Each face video comprised a black and white video clip (200–500 ms) of a male or female face. Five blocks comprised neutral emotional expressions, four blocks comprised negative expressions, and nine blocks comprised neutral control stimuli. Each block contained eight trials of six face identities (three male, three female). The same identities were used for the angry and neutral blocks. The control stimuli were black and white concentric circles expanding and contracting at various speeds that roughly matched the contrast and motion characteristics of the face clips.

The neutral blocks contained emotional expressions that were not attributable to any particular emotion (for example, nose twitching); however previous research has suggested that neutral stimuli are not always interpreted as such. Functional imaging studies have found significant activation of the amygdala in response to the presentation of neutral social stimuli in healthy young adults27,38. The WVCNA12,18 was applied to parcellate those highly co-activated voxels in all three fMRI contrasts (for example, the large win contrast). The WVCNA approach is readily understood as while the achieved statistical power depends on the exact sample size in each group for Cohen’s D, the achieved statistical power of t (that is, the correlation coefficient) only depends on the full sample size. Therefore, the proposed thresholds for median effect size (that is, $D = 0.5$ and $r = 0.3$) are not equivalent, and $r = 0.3$ is more stringent than $D = 0.5$ ($r = 0.243$ depending on the exact sample size in each group). This highlights the fact that the choice of a threshold effect size is flexible; in certain ways, if not completely arbitrary.

However, in the case of a one-sample t-test with the same definition of D, the relationship between the t statistic and effect size D now changes to $t = \frac{r}{\sqrt{r^2 + 2}}$.

Therefore, Cohen’s D in a one-sample t-test shares a similar relationship to the achieved statistical power with the correlation coefficient r in a two-sample t-test in that only the total sample size matters. Therefore, to achieve the same statistical power as for $r = 0.30$ (that is, the threshold of the median effect size) with the same sample size, the equivalent Cohen’s D of a one-sample t-test could be calculated as 0.32.

Population-based WVCNA. The WVCNA12,18 was applied to parcellate those highly co-activated voxels in all three fMRI contrasts (for example, the large win contrast). The WVCNA approach is readily understood as while the achieved statistical power depends on the exact sample size in each group for Cohen’s D, the achieved statistical power of t (that is, the correlation coefficient) only depends on the full sample size. Therefore, the proposed thresholds for median effect size (that is, $D = 0.5$ and $r = 0.3$) are not equivalent, and $r = 0.3$ is more stringent than $D = 0.5$ ($r = 0.243$ depending on the exact sample size in each group). This highlights the fact that the choice of a threshold effect size is flexible; in certain ways, if not completely arbitrary.

However, in the case of a one-sample t-test with the same definition of D, the relationship between the t statistic and effect size D now changes to $t = \frac{r}{\sqrt{r^2 + 2}}$.

Therefore, Cohen’s D in a one-sample t-test shares a similar relationship to the achieved statistical power with the correlation coefficient r in a two-sample t-test in that only the total sample size matters. Therefore, to achieve the same statistical power as for $r = 0.30$ (that is, the threshold of the median effect size) with the same sample size, the equivalent Cohen’s D of a one-sample t-test could be calculated as 0.32.

In addition, Cohen20 also discussed the differences in Cohen’s D between two-sample and one-sample t-tests (case 3 in chapter 2). He suggested using the transformation $D_{1-sample} = D_{2-sample} \times \sqrt{2}$ to re-calculate the critical values for the one-sample t-test, for which the corresponding threshold of the median effect size is therefore $D = 0.35$. However, this transformation aims to achieve equal statistical power between the one-sample and two-sample t-tests on the condition that the sample size in the one-sample t-test is half of that in the two-sample t-test, with both sample sizes in both groups.

Despite alternative strategies in calculation, both thresholds are indeed similar; therefore, we used Cohen’s $D = 0.30$ as the threshold of the median effect size for a one-sample t-test, which is agreeable with both calculations when keeping one decimal.

RCCA. Canonical correlation analyses (CCAs) have been widely used to investigate the overall correlation between two sets of variables. However, in our case, due to high intra-correlations in both brain fMRI networks and behavioural items, multicollinearity was a potential risk factor that could jeopardize the validity of following statistical inference. Therefore, we adopted the RCCA proposed by ref. 19, where two ridge-regularization parameters, $\lambda_1$ and $\lambda_2$, are added to the diagonals of corresponding covariance matrices to avoid the singularity.

As our purposes were not to maximize the power of prediction, instead of estimating the optimal regularization parameters20, we fixed the regularization parameters across all analyses. Although multiple predefined regulation parameters were investigated (that is, 0.1, 0.2, 0.3, 0.4 and 0.5) for both $\lambda$ values, the significance of major results was consistent throughout all settings (Extended Data Fig. 3); therefore, we simply report the values and relevant statistics based on the regulation parameter 0.1. It is also noteworthy that optimization of the regularization parameter almost surely invalidates any attempt to calculate internalized $P$ values through the permutation test, unless the optimization procedure is also permuted, which is very difficult (if not impossible) due to the extremely high computational demands of optimization at each iteration. It should also be noted that current optimally selected procedures of the RCCA could not guarantee the prediction power for the first component and are therefore not a real optimum for our purpose of evaluating the overall correlation described below.
RCCA was then applied on two sets of standardized variables to investigate their overall correlation. For each correlation, the $P$ value or significance level was determined using permutation tests, where the individual IDs of behaviour items were randomly shuffled at each iteration to generate the null distribution of statistics of interest. Particularly, we used the eta square ($\eta^2$) to represent the proportion of mutually explained variance between the two sets of variables. This is analogous to the $R^2$ value (that is, the coefficient of determination) in a multiple linear model. $\eta^2$ was defined as $1 - \lambda_{RCCA}$ where $\lambda_{RCCA}$ (Wilks’s lambda) is a commonly used effect size in CCA and could be calculated as the multiplication of unexplained variance for the correlation of each pair of components:

$$\lambda_{RCCA} = \prod_{i=1}^{k} (1 - \rho_{i}^2)$$

where $\rho_{i}^2$ denotes the squared correlation (that is, the mutually explained variance) between the ith pair of RCCA components, and $k$ denotes the total number of CCA components for each set of variables. Note that $\rho_{i}$, similar to $R^2$, increased when more variables were included in the CCA, even if all of these variables were completely irrelevant. Therefore, we further included an adjusted $\eta^2$ (analogous to the adjusted $R^2$) to correct for the inflation in $\eta^2$ caused by the increased number of variables as:

$$\eta_{adj}^2 = 1 - \frac{1 - \eta^2}{1 - \eta_0^2}$$

where $\eta_0^2$ represents the expected $\eta^2$ under the null hypothesis that there is no relationship between the two sets of variables (that is, it acts as a measure of inflation in $\eta^2$), and can be directly estimated through the permutation test. Clearly, $\eta_{adj}^2$ is a monotonic increasing function of $\eta^2$, where $\eta_0^2$ tends to 0 when $\eta^2 \rightarrow 0$ and to 1 when $\eta^2 \rightarrow 1$.

The standard error (s.e.) of $\eta^2$ was then estimated using Jackknife, and the corresponding 90% confidence intervals were calculated as $[Z_{\eta} \times \text{s.e.} + \eta^2, Z_{\eta} \times \text{s.e.} + \eta^2]$, where $Z_{\eta}$ denotes the Z score at the $\alpha$ quantile of a standardized normal distribution.

Comparison of related associations/correlations through permutation. To compare two correlations, a Fisher’s transformation is normally applied to first normalize the distributions of correlations. The transformed correlations, now following the normal distribution, can then be compared directly, and the corresponding differences should also follow a normal distribution. However, estimation of the variance of such a difference should properly consider the relationship of variables involved in calculating the correlations. For example, in the present paper, we are interested in the difference between two correlations that share one variable in common (that is, in the form of $\text{cor}(A,B)$ versus $\text{cor}(A,C)$). While the analytical solution of the variance estimation for the above case has been extensively investigated in the past, we additionally implemented the permutation process to empirically investigate the variance, which is not only known to be robust even if the normality assumption has been violated, but also enables us to investigate multiple comparisons together, where the variance of summed absolute differences under the null hypothesis could be directly estimated through the permutation process.

In the present paper, we directly calculated the $P$ value (which was determined by the underlying variance) of the observed summed absolute difference through a permutation process as the chance of randomly observing (that is, at each permutation iteration) a summed absolute difference larger than the original observation. For comparison purposes, we included the results from Steiger’s test in the relevant tables, which were highly similar to the results using the permutation test.

Equivalence test. Whenever a null result was observed from a statistical test, no meaningful statistical inference could be drawn unless a proper test was conducted to show that the observed non-significant effect size was indeed smaller than a meaningful threshold. In the present study, we adopted the equivalence test through a ‘two one-sided test’ procedure in which the observed effect size was tested against a lower equivalence bound (with a null hypothesis that the observed effect size was lower than this lower bound) and an upper equivalence bound (with a null hypothesis that the observed effect size was larger than this upper bound). If both tests were significant, we could then conclude that the observed effect size was statistically smaller than a meaningful one; hence, in a sense, equivalent to zero. In cases in which we were only interested in a one-tailed test (for example, we were only interested in a positive correlation or $R^2$), it was “also possible to test for inferiority, or the hypothesis that the effect is smaller than an upper equivalence bound, by setting the lower equivalence bound to $0^+$. This strategy was generally applicable even without knowledge of the exact distribution of the observed effect size (such as in the RCCA), for which the confidence interval could be established based on variance estimated through methods such as bootstrap or jackknife.

Equivalence test for the first eigenvalue of RCCA. Due to the fact that correlations between RCCA components are forced non-negative, a test for the first eigenvalue is equivalent to that for the correlation (for which the square is also known as Roy’s largest root) between the first pair of components in the RCCA. We therefore only tested for inferiority in the corresponding equivalence test (that is, where $Z_1$ was set to $-\infty$ and $Z_2$ (that is, $Z_{E_t}$) Fisher’s $r$-to-$z$ transformed correlation) was calculated as the inflated $Z_{E_t}$ between the first components of the RCCA under the null hypothesis (estimated through permutation) plus a small effect size, $q = 0.1$, suggested by Cohen (that is, the difference between two Fisher-transformed correlations, known as Cohen’s $q^1$). The standard deviation ($\sigma_t$) of the observed $Z_{E_t}$ could be estimated through jackknife, and the corresponding $t$ statistic for the one-tailed test could be calculated as $t = (Z_{E_t} - 0.1 - Z_{null}) / \sigma_t$.

Equivalence test for comparison of related correlations. Similar to above, the corresponding lower and upper equivalence bounds ($\Delta Z_1$ and $\Delta Z_2$) of Fisher’s $r$-to-$z$ transformed correlation $Z_{E_t}$ were set as $-0.1$ and $0.1$, to represent a tiny effect size (Cohen’s $D = 0.1$). The variance ($\sigma_{E_t}^2$) of the observed $Z_{E_t}$ was estimated through jackknife, and the corresponding $t$ statistic for a one-tailed test for the lower and upper bounds could be given as $(0.1 + Z_{null}) / \sigma_t$ and $(Z_{E_t} - 0.1) / \sigma_t$, respectively.

Data distribution assumptions. Normality assumptions were made for all regression or correlation coefficients where either $t$-statistic or $F$-statistic test was applied. While the normality assumption was not formally tested, it has been guaranteed by the central limit theorem given the large sample in the present data. For the RCCA-related analyses, no assumption for data distribution was made as the null distributions were estimated directly through permutation.

Reporting Summary. Further information on research design is available in the Nature Research Reporting Summary linked to this article.
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IMAGEN Consortium
Tianye Jia, Alex Ing, Erin Burke Quinlan, Biondo Francesca, Tobias Banaschewski, Gareth J. Barker, Arun L. W. Bokde, Uli Bromberg, Christian Büchel, Sylvane Desrivières, Herta Flor, Hugh Garavan, Penny Gowland, Andreas Heinz, Bernd Ittermann, Jean-Luc Martinet, Frauke Nees, Dimitri Papadopoulos Orfano, Tomáš Paus, Luise Poustka, Juliane H. Fröhner, Michael N. Smolka, Henrik Walter, Robert Whelan and Gunter Schumann.
Extended Data Fig. 1 | Dendrograms of hierarchical clustering for WVCNA nodes. Dendrogram trees and static cut at 90% quantile of height of branches for (A) MID, (B) SST and (C) EFT nodes from WVCNA.
### Extended Data Fig. 2 | Overlapped functional brain regions.
Overlapped Functional Brain Regions (Cohen’s D > 0.30) Identified across All Three Tasks.
Extended Data Fig. 3 | Extended RCCA results between fMRI and externalizing behaviours. RCCA results between fMRI and externalising behaviours based on 1000 Permutation with predefined Regulation Parameters: A. The Effect Size ($\eta^2$) and Confidence Intervals; B. P-values.
| Regulation Parameter | fMRI | Internalising Behaviours |
|----------------------|------|-------------------------|
|                      |      | **P-value** | **$\eta^2$ [90% CIs]** |
| 0.1                  | MID  | 0.907       | 0.316 [0.286,0.345] |
|                      | SST  | 0.182       | 0.324 [0.294,0.354] |
|                      | EFT  | 0.808       | 0.083 [0.063,0.102] |
|                      | All_fMRI | 0.786   | 0.574 [0.547,0.602] |
| 0.2                  | MID  | 0.913       | 0.240 [0.216,0.264] |
|                      | SST  | 0.230       | 0.248 [0.223,0.273] |
|                      | EFT  | 0.797       | 0.066 [0.050,0.081] |
|                      | All_fMRI | 0.842   | 0.463 [0.437,0.489] |
| 0.3                  | MID  | 0.929       | 0.191 [0.170,0.211] |
|                      | SST  | 0.310       | 0.198 [0.177,0.219] |
|                      | EFT  | 0.796       | 0.054 [0.041,0.067] |
|                      | All_fMRI | 0.870   | 0.383 [0.359,0.407] |
| 0.4                  | MID  | 0.940       | 0.156 [0.139,0.174] |
|                      | SST  | 0.320       | 0.163 [0.145,0.181] |
|                      | EFT  | 0.785       | 0.045 [0.034,0.056] |
|                      | All_fMRI | 0.887   | 0.323 [0.302,0.344] |
| 0.5                  | MID  | 0.945       | 0.131 [0.116,0.147] |
|                      | SST  | 0.402       | 0.137 [0.121,0.152] |
|                      | EFT  | 0.775       | 0.039 [0.029,0.048] |
|                      | All_fMRI | 0.907   | 0.277 [0.257,0.296] |

*Extended Data Fig. 4* | Extended RCCA results between fMRI and internalizing behaviours. RCCA results between fMRI and internalising behaviours based on 1000 Permutation with predefined regulation parameters.
Extended Data Fig. 5 | The design of monetary incentive delay (MID) task. The figure of experimental paradigm was adapted from a previous publication. 
Extended Data Fig. 6 | The design of emotional face task (EFT). The figure of experimental paradigm was adapted from a previous publication.22
Extended Data Fig. 7 | The design of stop signal task (SST). The figure of experimental paradigm was adapted from a previous publication.52.
Extended Data Fig. 8 | Plot of soft-threshold for MID (A), EFT (B) and SST (C). The soft-thresholds were picked as 7 for MID, 8 for EFT and 7 for SST.
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- A statement on whether measurements were taken from distinct samples or whether the same sample was measured repeatedly
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- A description of all covariates tested
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Data collection

- Psytool platform was used to collect data for both SDQ and DAWBA assessment.

Data analysis

- All statistical analyses were conducted in the R programme. The R package WGCNA was used to conduct WVCNA of task-based fMRI data. Preprocessing and first level analyses of task-based fMRI data were conducted in SPM8.
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| Study description | In total 1506 individuals with complete data of fMRI or behaviours were involved in the present study. This sample size is sufficiently to detect effect size as little as 2% of variance with a statistical power 95% at significance level 0.0001. |
|---|---|
| Research sample | Individuals with incomplete data across fMRI and behaviours were excluded in the CCA analyses. Also, individuals were excluded during the WVCNA procedure if they were detected as outliers, i.e. highly different from the rest of the sample. |
| Sampling strategy | No replication was conducted due to the unique character of this sample. |
| Data collection | As a population study, no randomization was conducted. However, covariates (i.e. gender, research sites and handedness) were regressed out before the conduct of CCA from all fMRI and behaviour data. |
| Timing | As a population study, no blinding was conducted. |

## Behavioural & social sciences study design

All studies must disclose on these points even when the disclosure is negative.

| Study description | Briefly describe the study type including whether data are quantitative, qualitative, or mixed-methods (e.g. qualitative cross-sectional, quantitative experimental, mixed-methods case study). |
|---|---|
| Research sample | State the research sample (e.g. Harvard university undergraduates, villagers in rural India) and provide relevant demographic information (e.g. age, sex) and indicate whether the sample is representative. Provide a rationale for the study sample chosen. For studies involving existing datasets, please describe the dataset and source. |
| Sampling strategy | Describe the sampling procedure (e.g. random, snowball, stratified, convenience). Describe the statistical methods that were used to predetermine sample size OR if no sample-size calculation was performed, describe how sample sizes were chosen and provide a rationale for why these sample sizes are sufficient. For qualitative data, please indicate whether data saturation was considered, and what criteria were used to decide that no further sampling was needed. |
| Data collection | Provide details about the data collection procedure, including the instruments or devices used to record the data (e.g. pen and paper, computer, eye tracker, video or audio equipment) whether anyone was present besides the participant(s) and the researcher, and whether the researcher was blind to experimental condition and/or the study hypothesis during data collection. |
| Timing | Indicate the start and stop dates of data collection. If there is a gap between collection periods, state the dates for each sample cohort. |
| Data exclusions | If no data were excluded from the analyses, state so OR if data were excluded, provide the exact number of exclusions and the rationale behind them, indicating whether exclusion criteria were pre-established. |
| Non-participation | State how many participants dropped out/declined participation and the reason(s) given OR provide response rate OR state that no participants dropped out/declined participation. |
| Randomization | If participants were not allocated into experimental groups, state so OR describe how participants were allocated to groups, and if allocation was not random, describe how covariates were controlled. |

## Ecological, evolutionary & environmental sciences study design

All studies must disclose on these points even when the disclosure is negative.

| Study description | Briefly describe the study. For quantitative data include treatment factors and interactions, design structure (e.g. factorial, nested, hierarchical), nature and number of experimental units and replicates. |
|---|---|
| Research sample | Describe the research sample (e.g. a group of tagged *Passer domesticus*, all *Stenocereus thurberi* within Organ Pipe Cactus National Monument), and provide a rationale for the sample choice. When relevant, describe the organism taxa, source, sex, age range and any manipulations. State what population the sample is meant to represent when applicable. For studies involving existing datasets, describe the data and its source. |
| Sampling strategy | Note the sampling procedure. Describe the statistical methods that were used to predetermine sample size OR if no sample-size calculation was performed, describe how sample sizes were chosen and provide a rationale for why these sample sizes are sufficient. |
| Data collection | Describe the data collection procedure, including who recorded the data and how. |
Timing and spatial scale

Indicate the start and stop dates of data collection, noting the frequency and periodicity of sampling and providing a rationale for these choices. If there is a gap between collection periods, state the dates for each sample cohort. Specify the spatial scale from which the data are taken.

Data exclusions

If no data were excluded from the analyses, state so OR if data were excluded, describe the exclusions and the rationale behind them, indicating whether exclusion criteria were pre-established.

Reproducibility

Describe the measures taken to verify the reproducibility of experimental findings. For each experiment, note whether any attempts to repeat the experiment failed OR state that all attempts to repeat the experiment were successful.

Randomization

Describe how samples/organisms/participants were allocated into groups. If allocation was not random, describe how covariates were controlled. If this is not relevant to your study, explain why.

Blinding

Describe the extent of blinding used during data acquisition and analysis. If blinding was not possible, describe why OR explain why blinding was not relevant to your study.

Field work, collection and transport

Field conditions

Describe the study conditions for field work, providing relevant parameters (e.g. temperature, rainfall).

Location

State the location of the sampling or experiment, providing relevant parameters (e.g. latitude and longitude, elevation, water depth).

Access and import/export

Describe the efforts you have made to access habitats and to collect and import/export your samples in a responsible manner and in compliance with local, national and international laws, noting any permits that were obtained (give the name of the issuing authority, the date of issue, and any identifying information).

Disturbance

Describe any disturbance caused by the study and how it was minimized.

Reporting for specific materials, systems and methods

We require information from authors about some types of materials, experimental systems and methods used in many studies. Here, indicate whether each material, system or method listed is relevant to your study. If you are not sure if a list item applies to your research, read the appropriate section before selecting a response.

Materials & experimental systems

| n/a | Involved in the study |
|-----|-----------------------|
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| x   | Eukaryotic cell lines |
| x   | Palaeontology         |
| x   | Animals and other organisms |
|     | Human research participants |
| x   | Clinical data         |

Methods

| n/a | Involved in the study |
|-----|-----------------------|
| x   | ChIP-seq              |
| x   | Flow cytometry        |
| x   | MRI-based neuroimaging |

Antibodies

Antibodies used

Describe all antibodies used in the study; as applicable, provide supplier name, catalog number, clone name, and lot number.

Validation

Describe the validation of each primary antibody for the species and application, noting any validation statements on the manufacturer’s website, relevant citations, antibody profiles in online databases, or data provided in the manuscript.

Eukaryotic cell lines

Policy information about cell lines

Cell line source(s)

State the source of each cell line used.

Authentication

Describe the authentication procedures for each cell line used OR declare that none of the cell lines used were authenticated.

Mycoplasma contamination

Confirm that all cell lines tested negative for mycoplasma contamination OR describe the results of the testing for mycoplasma contamination OR declare that the cell lines were not tested for mycoplasma contamination.

Commonly misidentified lines

(See ICLAC register)

Name any commonly misidentified cell lines used in the study and provide a rationale for their use.

Field work, collection and transport

Did the study involve field work? Yes [ ] No [ x ]

Field conditions

Describe the study conditions for field work, providing relevant parameters (e.g. temperature, rainfall).

Location

State the location of the sampling or experiment, providing relevant parameters (e.g. latitude and longitude, elevation, water depth).

Access and import/export

Describe the efforts you have made to access habitats and to collect and import/export your samples in a responsible manner and in compliance with local, national and international laws, noting any permits that were obtained (give the name of the issuing authority, the date of issue, and any identifying information).

Disturbance

Describe any disturbance caused by the study and how it was minimized.
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**Wild animals**
Provide details on animals observed in or captured in the field; report species, sex and age where possible. Describe how animals were caught and transported and what happened to captive animals after the study (if killed, explain why and describe method; if released, say where and when) OR state that the study did not involve wild animals.

**Field-collected samples**
For laboratory work with field-collected samples, describe all relevant parameters such as housing, maintenance, temperature, photoperiod and end-of-experiment protocol OR state that the study did not involve samples collected from the field.

**Ethics oversight**
Identify the organization(s) that approved or provided guidance on the study protocol, OR state that no ethical approval or guidance was required and explain why not.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

**Policy information about studies involving human research participants**

**Population characteristics**
Healthy Caucasian adolescents at age 14 were recruited from middle-class school across Europe. Of the 1506 participants investigated in this study, clinical DAWBA ratings are available from 1190 individuals. Of these individuals 131 have one or more diagnoses: 33 individuals were diagnosed with ADHD, 59 with emotional problems, 12 with anxiety (general + other) and 33 with depression (major + other).

**Recruitment**
Healthy Caucasian adolescents at age 14 were recruited from middle-class school from multiple sites across Europe (London, Nottingham, Dublin, Paris, Mannheim, Berlin, Dresden, Hamburg).

**Ethics oversight**
The IMAGEN Study was approved by local ethics research committees at each research site: King’s College London, University of Nottingham, Trinity College Dublin, University of Heidelberg, Technische Universität Dresden, Commissariat à l’Energie Atomique et aux Énergies Alternatives, and University Medical Center. Informed consent was sought from all participants and a parent/guardian of each participant.

Note that full information on the approval of the study protocol must also be provided in the manuscript.

**Clinical data**
Policy information about clinical studies.

All manuscripts should comply with the ICMJE guidelines for publication of clinical research and a completed CONSORT checklist must be included with all submissions.

**Clinical trial registration**
Provide the trial registration number from ClinicalTrials.gov or an equivalent agency.

**Study protocol**
Note where the full trial protocol can be accessed OR if not available, explain why.

**Data collection**
Describe the settings and locales of data collection, noting the time periods of recruitment and data collection.

**Outcomes**
Describe how you pre-defined primary and secondary outcome measures and how you assessed these measures.
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**Data deposition**
- Confirm that both raw and final processed data have been deposited in a public database such as GEO.
- Confirm that you have deposited or provided access to graph files (e.g. BED files) for the called peaks.
### Experimental design

**Design type**
- two even-related tasks: Monetary Incentive Delay Task (MID), Stop Signal Task (SST); one block design task: Emotional Face Task (EFT)

**Design specifications**
- MID: The task consisted of 66 10-second trials. In each trial, participants were presented with one of three cue shapes (cue, 250 ms) denoting whether a target (white square) would subsequently appear on the left or right side of the screen and whether 0, 2 or 10 points could be won in that trial. After a variable delay (4,000-4,500 ms) of fixation on a white crosshair, participants were instructed to respond with left/right button-press as soon as the target appeared. Feedback on whether and how many points were won during the trial was presented for 1,450 ms after the response. For the “Initial submission” or “Revised version” documents, provide reviewer access links. For your “Final submission” document, provide a link to the deposited data.

- SST: The task was composed of Go trials and Stop trials. During Go trials (83%; 480 trials) participants were presented with a white circle surrounded by a white crosshair, participants were instructed to respond with left/right button-press as soon as a target appeared. Feedback on whether and how many points were won during the trial was presented for 1,450 ms after the response. During Go trials (83%; 480 trials) participants were presented with Go trials (83%; 480 trials) participants were presented with a white crosshair, participants were instructed to respond with left/right button-press as soon as a target appeared. Feedback on whether and how many points were won during the trial was presented for 1,450 ms after the response.

### Flow Cytometry

**Plots**
- Confirm that:
  - The axis labels state the marker and fluorochrome used (e.g. CD4-FITC).
  - The axis scales are clearly visible. Include numbers along axes only for bottom left plot of group (a ‘group’ is an analysis of identical markers).
  - All plots are contour plots with outliers or pseudocolor plots.
  - A numerical value for number of cells or percentage (with statistics) is provided.

**Methodology**
- **Sample preparation**
  - Describe the sample preparation, detailing the biological source of the cells and any tissue processing steps used.

- **Instrument**
  - Identify the instrument used for data collection, specifying make and model number.

- **Software**
  - Describe the software used to collect and analyze the flow cytometry data. For custom code that has been deposited into a community repository, provide accession details.

- **Cell population abundance**
  - Describe the abundance of the relevant cell populations within post-sort fractions, providing details on the purity of the samples and how it was determined.

- **Gating strategy**
  - Describe the gating strategy used for all relevant experiments, specifying the preliminary FSC/SSC gates of the starting cell population, indicating where boundaries between “positive” and “negative” staining cell populations are defined.

- Tick this box to confirm that a figure exemplifying the gating strategy is provided in the Supplementary Information.

### Magnetic resonance imaging

**Experimental design**

**Design type**
- two even-related tasks: Monetary Incentive Delay Task (MID), Stop Signal Task (SST); one block design task: Emotional Face Task (EFT)

**Design specifications**
- MID: The task consisted of 66 10-second trials. In each trial, participants were presented with one of three cue shapes (cue, 250 ms) denoting whether a target (white square) would subsequently appear on the left or right side of the screen and whether 0, 2 or 10 points could be won in that trial. After a variable delay (4,000-4,500 ms) of fixation on a white crosshair, participants were instructed to respond with left/right button-press as soon as the target appeared. Feedback on whether and how many points were won during the trial was presented for 1,450 ms after the response.

- SST: The task was composed of Go trials and Stop trials. During Go trials (83%; 480 trials) participants were presented with Go trials (83%; 480 trials) participants were presented with a white crosshair, participants were instructed to respond with left/right button-press as soon as a target appeared. Feedback on whether and how many points were won during the trial was presented for 1,450 ms after the response.

For “Initial submission” or “Revised version” documents, provide reviewer access links. For your “Final submission” document, provide a link to the deposited data.
with arrows pointing either to the left or to the right. During these trials, subjects were instructed to make a button response with their left or right index finger corresponding to the direction of the arrow. In the unpredictable Stop trials (17%; 80 trials), the arrows pointing left or right were followed (on average 300 ms later) by arrows pointing upwards; participants were instructed to inhibit their motor responses during these trials.

EFT: Participants watched 18-second blocks of either a face movie (depicting anger or neutrality) or a control stimulus. Each face movie showed black and white video clips (200-500ms) of male or female faces. Five blocks each of angry and neutral expressions were interleaved with nine blocks of the control stimulus. Each block contained eight trials of 6 face identities (3 female). The same identities were used for the angry and neutral blocks. The control stimuli were black and white concentric circles expanding and contracting at various speeds that roughly matched the contrast and motion characteristics of the face clips.

Behavioral performance measures
For both event related tasks MID and SST, performance tracking systems were implemented to adjust difficulty of the tasks to ensure the overall performance of each participant (i.e. successfully responded on ~66% of trials in the MID and 50% successful rate in inhibition trials in the SST). As a passive viewing task, there is no performance measure for the EFT.

Acquisition

Imaging type(s) BOLD functional signal
Field strength 3 Tesla
Sequence & imaging parameters Structural and functional MRI data were acquired at eight IMAGEN assessment sites with 3T MRI scanners of different manufacturers (Siemens, Philips, General Electric, Bruker). The scanning variables were specifically chosen to be compatible with all scanners. The same scanning protocol was used in all sites. In brief, high-resolution T1-weighted 3D structural images were acquired for anatomical localization and co-registration with the functional time-series. Blood-oxygen-level-dependent (BOLD) functional images were acquired with gradient-echo, echo-planar imaging (EPI) sequence. For all fMRI tasks, 300 volumes were acquired for each participant, and each volume consisted of 40 slices aligned to the anterior commissure/posterior commissure line (2.4 mm slice thickness, 1 mm gap). The echo-time (TE) was optimized (TE=30 ms, repetition time (TR)=2,200 ms) to provide reliable imaging of subcortical areas.

Area of acquisition Whole brain scan
Diffusion MRI Used
Preprocessing

Preprocessing software Functional MRI data were analysed with SPM8 (Statistical Parametric Mapping, http://www.fil.ion.ucl.ac.uk/spm). Spatial preprocessing included: slice time correction to adjust for time differences due to multi-slice imaging acquisition, realignment to the first volume in line, non-linearly warping to the MNI space (based on a custom EPI template (53x63x46 voxels) created out of an average of the mean images of 400 adolescents), resampling at a resolution of 3x3x3mm3 and smoothing with an isotropic Gaussian kernel of 5 mm full-width at half-maximum.

Normalization
Normalization template see above
Noise and artifact removal At the first level of analysis, changes in the BOLD response for each subject were assessed by linear combinations at the individual subject level, for each experimental condition (e.g. reward anticipation high gain of Monetary Incentive Delay (MID) task), each trial was convolved with the hemodynamic response function to form regressors that account for potential noise variance, e.g. head movement, associated with the processing of reward anticipation. Estimated movement parameters were added to the design matrix in the form of 18 additional columns (three translations, three rotations, three quadratic and three cubic translations, and every three translations with a shift of ±1 TR).

Volume censoring N/A

Statistical modeling & inference

Model type and settings At the first level of analysis, changes in the BOLD response for each subject were assessed by linear combinations at the individual subject level. For the second level analysis, we establish the following contrasts: For the MID anticipation phase we contrasted brain activation during ‘anticipation of high win [here signaled by a circle] vs anticipation of no-win [here signaled by a triangle]’; For the emotional faces task (EFT) we contrasted brain activation during ‘viewing Angry Face vs viewing Control [circles]’; For the stop signal task (SST) we contrasted brain activation during ‘successful stop vs successful go’. The single-subject contrast images were then taken to the population-based weighted co-activation network analysis.

Effect(s) tested For the activations of each contrast, the one-sample t-test was applied for each voxel.

Specify type of analysis: Whole brain ROI-based Both

Statistic type for inference (See Eklund et al. 2016) Ridge-restricted canonical correlation analysis (RCCA) was applied to detect the overall correlation between fMRI clusters generated from WVCNA and internalising/externalising behaviours.
Correction

Either permutation or Bonferroni correction was applied wherever applicable.

Models & analysis

| n/a | Involved in the study |
|-----|-----------------------|
|     | Functional and/or effective connectivity |
|     | Graph analysis |
|     | Multivariate modeling or predictive analysis |

Functional and/or effective connectivity

Report the measures of dependence used and the model details (e.g. Pearson correlation, partial correlation, mutual information).

Graph analysis

Weighted Voxel Co-activation Network Analysis (WVCNA) was applied to establish task specific segregations of highly activated voxels across the whole brain.

Multivariate modeling and predictive analysis

WVCNA and a further hierarchical clustering were applied to reduce the dimension of task fMRI data. The hence derived fMRI clusters were investigated for multivariate correlations with externalising and internalising behaviours through RCCA.