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Abstract. The connectome, a map of the structural and/or functional connections in the brain, provides a complex representation of the neurobiological phenotypes on which it supervenes. This information-rich data modality has the potential to transform our understanding of the relationship between patterns in brain connectivity and neurological processes, disorders, and diseases. However, existing computational techniques used to analyze connectomes are oftentimes insufficient for interrogating multi-subject connectomics datasets: many current methods are either solely designed to analyze single connectomes or leverage heuristic graph statistics that are unable to capture the complete topology of multiscale connections between brain regions. To enable more rigorous connectomics analysis, we introduce a set of robust and interpretable effect size measures motivated by recent theoretical advances in random graph models. These measures facilitate simultaneous analysis of multiple connectomes across different scales of network topology, enabling the robust and reproducible discovery of hierarchical brain structures that vary in relation to phenotypic profiles. In addition to explaining the theoretical foundations and guarantees of our algorithms, we demonstrate their superiority over current state-of-the-art connectomics methods through extensive simulation studies and real-data experiments. Using a set of high-resolution connectomes obtained from genetically distinct mouse strains (including the BTBR mouse—a standard model of autism—and three behavioral wild-types), we illustrate how our methods successfully uncover latent information in multi-subject connectomics data and yield valuable insights into the connective correlates of neurological phenotypes that other methods do not capture. The data and code necessary to reproduce the analyses, simulations, and figures presented in this work are available at https://github.com/neurodata/MCC.

1 Introduction

Understanding how patterns in brain connectivity give rise to observable biological phenotypes is a central pursuit in neuroscience. Derived from neuroimaging data, the connectome (a graphical representation of neural connections) has recently become an invaluable modality for such analyses, allowing researchers to represent organisms’ brains as networks and understand nervous system organization with graph theoretical methods [6]. Successfully associating biological phenotypes with organizational variation in the connectome will enable the identification of neurological structures and circuits that drive cognitive function [7]. However, to fully realize the promise of the connectome, new statistical graph theory methods that are principled, robust, and reproducible are required for the analysis of this nascent and highly-complex datatype [13].

From a mathematical perspective, a connectome can be modeled as a network (also referred to as a graph) of the interactions between brain regions [46]. In this network, vertices represent disjoint regions of the brain, and edges represent the connections between these regions [52]. From a neuroscientific perspective, the connectome can be further described at multiple hierarchical scales of network topology [27]: at the extremes are the local scale, characterized by the features of individual edges and vertices in the connectome, and the global scale, characterized by global patterns in brain connectivity and often quantified by a variety of graph statistics [39]; the intermediate regional scale focuses on the interactions between distinct subsets of brain regions (known as communities or blocks), comprising subgraphs of the connectome [55, 50]. Simultaneously considering the local, regional, and global scales of network topology provides a multiscale view of patterns in neural connectivity.

The fundamental goal of multi-subject connectomics is to identify the multiscale patterns in brain network architecture that differ across phenotypic groups [48]. However, given the inherent structure of the connectome, special care needs to be taken when designing analytical methods. The naive application of classical statistical tests to network-valued data can sometimes produce misleading results. For example, many methods use graph statistics (e.g., clustering coefficient, degree centrality, etc.) to characterize differences in the connectivity patterns within connectomes; however, recent studies have shown that no set of graph statistics can comprehensively describe network topology, as networks with wildly different structures can produce identical graph statistics [9, 11]. That is, the one number summaries of edge-, vertex-, and community-scale connectivity provided by graph statistics often fail to comprehensively describe neurological topology. This is not to say the graph statistics are not a useful analytic tool (they are often intuitive and logical descriptors of individual connectomes), but rather that they are often insufficient when building statistical tests for comparative connectomics. In multiple sim-
ulation studies and real-data experiments, we demonstrate that tests based on graph statistics do not always perform accurate inference, failing to recapitulate known neurobiological phenomena from connectomes.

To overcome these limitations and enable the rigorous interrogation of multi-subject connectomics datasets, we present a set of network-based effect size measures that provide insight across topological scales of the connectome (Figure 1). Predicated on recent advances in the theory of random graph models, our methods can be used to identify neurobiological structures within connectomes that are connectively different across multiple categorical or dimensional phenotypes, which we term *signal* components. Specifically, these effect size measures can be used to discover signal edges, vertices, and communities within populations of connectomes defined on the same vertex set and are appropriate for analyzing connectomes estimated from either structural or functional neuroimaging data. We formulate these methods as $k$-sample effect size measures, enabling comparisons of connectomes from more than two distinct phenotypic groups. Finally, we show how these methods can be aggregated across scales, helping to overcome the limitations of multiple hypothesis testing that is inherent to connectomics data.

Modeling connectomes with random graph models allows us to mathematically characterize patterns in network structure, as well as to account for noise within and across samples. Such models have many interpretable and provable properties, which we leverage to formulate principled effect size measures for multi-subject connectomics data. We demonstrate the efficacy and utility of this connectomics paradigm by applying our multiscale measures to an open access dataset of ultrahigh-resolution structural mouse connectomes (derived at a spatial resolution 20,000 times greater than typical human connectomes) [54]. Additionally, we compare the performance of our proposed tests to prevailing connectomics analysis strategies in extensive simulation studies, and show that the neurobiological insights of our measures of connectivity are orthogonal to existing measures through information-theoretic comparisons. In total, our proposed methods enable principled interrogation of the local, regional, and global scales of network topology, providing researchers with novel tools for testing neurobiological hypotheses in multisubject connectomics datasets.

2 Preliminaries

2.1 Graph theory notation. Networks (or graphs) are convenient mathematical objects for representing connectomes. A network $G$ consists of the ordered pair $(V, E)$, where $V$ is the set of vertices and $E$ is the set of edges. The set of vertices can be represented as $V = \{1, 2, \ldots, n\}$, where $|V| = n$ is the number of vertices. The set of edges is a subset of all possible connections between vertices (i.e., $E \subseteq V \times V$). We say the tuple $(i, j) \in E$ if there exists an connection between vertex $i$ and vertex $j$. In many connectomics datasets, edges have associated edge weights, real-valued numbers that encode quantitative information about a connection between two vertices. The interpretation of the edge weight is dependent on the imaging modality used to measure the connectome. For example, the edge weights in structural connectomes are non-negative integers that represent the number of neuronal fibers that traverse from one region of the brain to another [28]. Every connectome has an associated weighted adjacency matrix $A \in \mathbb{R}^{n \times n}$ where $A_{ij}$ denotes the weight of the edge $(i, j) \in E$.

2.2 Random graph models. Statistical modeling of connectomics data enables the principled analysis of these high-dimensional, graph-valued data. Random graph models treat individual connectomes as random variables, enabling mathematical characterization of network structure and accounting for noise within and across observed samples. Below, we present the three random graph models we use to construct our multi-level tests: 1) the Independent Edge (IE) model; 2) the Random Dot Product Graph (RDPG); and 3) the Stochastic Block Model (SBM). Each model is designed to characterize a particular topological level of the connectome (i.e., either its edges, vertices, or communities). Treating connectomes as random network-valued variables sampled from these random graph models enables the formulation of $k$-sample hypothesis tests that can be used to identify connective differences at multiple levels across numerous phenotypic profiles.

**The edge model.** In the Independent Edge (IE) model, every possible edge $(i, j) \in V \times V$ is sampled from independent Bernoulli distributions, each parameterized by some edge-specific probability $p_{ij} \in [0, 1]$. These can be summarized using a matrix of edge-wise probabilities $P \in [0, 1]^{n \times n}$, where $P_{ij} = p_{ij}$. In our formulation of the edge-wise hypothesis test ($\S 3.1$), we consider the weighted IE model to account for a network with weighted edges. For this variant, instead of treating each edge as a Bernoulli random variable, we sample each edge weight from a distribution $F_{ij}$ supported on the set of non-negative real numbers. In the weighted IE model, $P$ represents a matrix of univariate probability distributions modeling the weight of each edge in the connectome. We say a network is sampled from the model, i.e., $G \sim IE(P)$, if its adjacency matrix $A$ has entries $A_{ij} \sim F_{ij}$ independently for every edge in the connectome. When estimating the $P$ matrix for a weighted IE model, we assume that all elements of $P$ are from the same family of distributions.

**The vertex model.** The Random Dot Product Graph (RDPG) is a member of the family of latent position random graphs, a class of models where the probability of a connection $p_{ij}$ is determined by the vertices, not the edges [23]. Under such models, each vertex $i \in V$ is associated with a *latent position* $x_i$, which belongs to some latent space $\mathcal{X}$. The probability of a connection between vertices $i$ and $j$ is given by a link function $\kappa : \mathcal{X} \times \mathcal{X} \rightarrow [0, 1]$; that is, $p_{ij} = \kappa(x_i, x_j)$. In the RDPG, the latent space $\mathcal{X}$ is a subspace of Euclidean space $\mathbb{R}^d$ and the link function is the dot product [41]. Thus, in a $d$-dimensional RDPG with $n$ vertices, the rows of the matrix $X \in \mathbb{R}^{n \times d}$ encode the latent position of each vertex, and the matrix of edge-wise connection probabilities is given by $P = XX^\top$. A network is sampled
from the model $G \sim \text{RDPG}(X)$ if its adjacency matrix $A$ has entries $A_{ij} \sim \text{Bernoulli}(x_i \cdot x_j)$ independently for every edge $(i, j) \in V \times V$.

The modeling assumptions of the RDPG make estimation of the latent positions analytically tractable. The estimation procedure we use is the omnibus embedding (OMNI) [2], which jointly estimates the latent positions for every connectome in a dataset by mapping each vertex to a vector in $\mathbb{R}^d$ that corresponds to the vertex’s latent position in a $d$-dimensional RDPG. A host of downstream machine learning tasks can be accomplished with this jointly embedded representation of a sample of connectomes, such as clustering or classification of vertices. Here, we use the embedding to formulate an effect size measure that can be used to identify vertices that are strongly associated with given phenotypes. Note that OMNI is a member of a larger class of vertex embedding algorithms, i.e., algorithms that map vertices to real-valued vectors. However, the vectors produced by other vertex embedding algorithms do not correspond to parameters in an RDPG. We compare OMNI to many other vertex embedding methods, including vertex-level graph statistics, in the Results. Our experiments demonstrate that the embeddings produced by OMNI enable accurate statistical inference by identifying signal vertices with known neuro-biological significance, whereas previously proposed vertex embedding methods do not.

The community model. In the Stochastic Block Model (SBM), every vertex belongs exclusively to one of $K$ communities, which partition the vertex set [24]. The SBM is a special case of the RDPG in which all vertices from the same community have identical latent positions; that is, the connection probability is solely determined by community membership. A symmetric $K \times K$ community connectivity probability matrix $B$ with entries in $[0, 1]^{K \times K}$ governs the probability of an edge between two vertices given their community memberships. Community membership is determined by the vertex assignment vector $\vec{\tau} \in \{1, \ldots, K\}^n$, which is either unknown and estimated from the data, or given a priori. Because brain regions in different atlases are usually hierarchically grouped into superstructures and hemispheres, we assume that $\vec{\tau}$ is given. Thus, a network is sampled from the model, $G \sim \text{SBM}(B)$ with $\vec{\tau}$ given, if its adjacency matrix $A$ has entries $A_{ij} \sim \text{Bernoulli}(B_{\vec{\tau}_i \vec{\tau}_j})$ where $\tau_i = k_i$ and $\tau_j = k_j$ for $(i, j) \in V \times V$, and $k_i, k_j \in \{1, \ldots, K\}$. As with the IE model, a weighted variant of the SBM can be constructed by replacing the block probability $B_{ij}$ with a probability distribution $F_{ij}$ for the entire block.
3 Methods

3.1 Effect size measures for multiscale inference. We introduce our $k$-sample effect size measures using a formal statistical framework. Practical demonstrations of how these measures can be used to analyze real-world connectomics data are provided in the Results (§4).

Identifying signal edges. The simplest approach for comparing connectomes is to treat them as a bag of edges without considering interactions between the edges [13]. Serially performing univariate statistical tests at each edge enables the discovery of signal edges whose neurological connectivity differs across categorical or dimensional phenotypes. Using the IE model, we assume that each connectome is sampled from a phenotype-conditional probability matrix; that is, we assume that for each phenotype in $\mathcal{Y} = \{c_1, \ldots, c_k\}$, there is an associated probability matrix in $\{P^{c_1}, \ldots, P^{c_k}\}$ from which all connectomes in that phenotype are sampled. For a given edge $(i, j)$, we assume the edge weight for each connectome has been independently and identically distributed (i.i.d) sampled from the appropriate $P$ matrix. Specifically, we assume that for every connectome in phenotype $c_y \in \mathcal{Y}$, the edge weight $A_{ij} \sim P^{c_y}_{ij}$ i.i.d. Following this assumption, we formulate the following null and alternative hypotheses:

$$H_0 : \forall (y, y') : \quad P^{c_y}_{ij} = P^{c_{y'}}_{ij}$$
$$H_1 : \exists (y, y') : \quad P^{c_y}_{ij} \neq P^{c_{y'}}_{ij}$$

That is, the null hypothesis is that weight distribution for a particular edge $(i, j)$ is identical across all phenotypic groups, whereas the alternative hypothesis that this distribution is different for at least one of the phenotypes.

To test the null hypothesis, any univariate statistical test can be employed since edge weights are themselves scalar random variables in the IE model. For this task, since the entries of $P$ are themselves distributions, we use Distance Correlation ($D_{corr}$), a previously established universally consistent nonparametric $k$-sample test for equality in distribution [47, 38]. In the Simulations (§A.1), we demonstrate that $D_{corr}$ is a more powerful test than commonly used non-parametric and Gaussian alternatives.

As a final consideration, note that serial edge-wise testing requires corrections for an immense number of multiple comparisons. If the sample consists of directed connectomes, then the total number of tests is $n^2$; if the connectomes are undirected, then the total number of tests is $\binom{n}{2}$.

Identifying signal vertices. We test for differences in a given vertex’s connectivity by comparing its latent position estimates from Omnipart across phenotypes. According to a Central Limit Theorem for Omnipart, these latent position estimates are universally consistent and asymptotically normal [30]. This motivates our use of normal-theory inferential statistical tests to determine if the embedding of a given vertex is different across phenotypes. If the number of classes $k = 2$, we use Hotelling’s T-squared ($\text{Hotelling}$), a multivariate generalization of the $t$-test; if $k > 2$, we use one-way MANOVA with Pillai’s trace as our test statistic. We formulate the following null and alternative hypotheses:

$$H_0 : \forall (y, y') : \quad \mu^{c_y}_i = \mu^{c_{y'}}_i$$
$$H_1 : \exists (y, y') : \quad \mu^{c_y}_i \neq \mu^{c_{y'}}_i$$

where $\mu^{c_y}_i$ is the mean latent position of the vertex $i$ for the phenotype $c_y \in \mathcal{Y}$. This procedure results in a total of $n$ statistical tests, one for each vertex in the vertex set $V$.

Identifying signal communities. Vertices in a connectome can be hierarchically organized into superstructures such as major brain regions and hemispheres. The interactions within and between these communities of vertices form connective circuits within the brain, and are more correlated with complex behavior and phenotypes than single edges or vertices. Therefore, interrogation of the regional level and identification of signal communities is critical component of multi-level connectomics analysis.

Here, we use the SBM to model the community structure of a connectome. We propose four approaches for describing the connectivity of a community, and an accompanying statistical procedure for each approach. Each subsequent approach provides an increasingly more holistic description of a community. For a given block $(i, j)$ in the SBM, and for each phenotype, we posit the following tests:

1. Average Connectivity: Compute the average number of nonzero edges (binarize using Otsu’s method [37]), which is equivalent to the community connectivity probability $B_{ij}$. We then use Pearson’s chi-squared to determine if there is a significant difference in the connectivity probability across phenotypes.

2. Average Edge Weight: Compute the average weight of all the edges, essentially treating the community as a single large edge. We then use $D_{corr}$ to determine if there is a significant difference in the average edge weight across phenotypes.

3. Multivariate Binary: Binarize the community using Otsu’s method [37], and vectorize the subgraph of the adjacency matrix corresponding to that community. We binarize to determine if the distribution of nonzero edges is different across phenotypes. Test for differences in this binary representation using $D_{corr}$.

4. Multivariate Weighted: Vectorize the subgraph of the adjacency matrix corresponding to that community. Again, test for differences in this weighted representation using $D_{corr}$.

If the connectomes in question have $K$ communities and are directed, this procedure results in $K^2$ comparisons. If the connectomes are undirected, this procedure results in $\binom{K}{2}$ comparisons.

3.2 Correcting for multiple comparisons. Conventional atlases for multi-subject connectomics studies are typically composed of hundreds of vertices and tens of thousands of edges [34]. Therefore, as demonstrated by the formulations in the Methods (§3.1), the multiscale measures of
effect size we introduce result in a large number of multiple comparisons. To limit the number of structures that are falsely identified as signal components, we consider methods for controlling the Family-Wise Error Rate (FWER), the probability of making at least one false discovery, and the False Discovery Rate (FDR), the proportion of discoveries expected to be false.

Well-established methods for controlling the FWER like the Bonferroni correction [57] are amenable to applications in connectomics because they do not assume that the multiple hypotheses are independent of each other. Such independence would be a logically impossible condition for all but the simplest random graph models (e.g., weighted Erdős–Rényi) as each edge is defined specifically by virtue of a dependence between pairs of vertices. However, the stringent definition of FWER makes the Bonferroni correction (and even its uniformly more powerful extension, the Holm–Bonferroni correction [25]) overly conservative. By comparison, the FDR-controlling Benjamini–Hochberg correction is less conservative; however, to guarantee control of the FDR, the procedure assumes that the p-values from true null hypotheses (called null p-values) are mutually independent of one another, as well as being independent of the non-null p-values [4]. When applied to connectomics data, which necessarily violates the independence assumption, Benjamini–Hochberg can result in overly liberal statistical corrections and higher rates of Type 1 Error [17]. To err on the side of statistical caution, we use the Holm–Bonferroni correction as its lack of an independence assumption makes it valid for connectomics data. By adopting FWER control instead of FDR control, we greatly reduce the likelihood of our algorithms producing spurious results.

To ameliorate the conservative nature of FWER control, we leverage a unique advantage of our multiscale approach. Unlike single scale methods for comparative connectomics, our proposed effect size measures are able to borrow power across scales of the connectome. For example, given the relatively small sample sizes in connectomics datasets, it is difficult to accurately estimate the importance of a particular edge (tens of subjects versus hundreds of thousands of edges). However, it is more feasible to estimate the importance of a particular vertex (tens of subjects versus hundreds of vertices). Then, if a given vertex is determined to be a signal vertex, some subset of the incident edges must also be signal edges. This allows inferences at coarser resolutions of network connectivity to inform inferences at finer resolutions, where the dimensionality is so high that traditional statistical hypothesis tests will not be sufficiently powerful to identify signal components.

3.3 A multi-subject mouse connectome dataset for algorithmic validation. In the Results (§4), we provide illustrative examples of how our multi-level hypothesis tests operate on real-world data by applying them to an open access dataset of whole-brain diffusion magnetic resonance imaging-derived connectomes from four mouse lines: BTBR Tail (BTBR), C57BL/6J (B6), CAST/EiJ (CAST), and DBA/2J (DBA2) [54]. The BTBR mouse strain is a well-studied model that exhibits core behavioral deficits that characterize autism spectrum disorders (ASD) in humans [44, 31, 40]. Additionally, the BTBR mouse has significant neuroanatomical abnormalities including the complete absence of the corpus callosum, a band of nerve fibers connecting the left and right hemispheres of the brain [18, 32]. Therefore, we can use this dataset to determine if our tests (as well as other existing connectomics methods) will successfully recover this previously established neurobiological information. The B6, CAST, and DBA2 mice are genetically distinct strains that do not exhibit ASD-like behaviors; they serve as wild-type behavioral controls in these experiments.

For each strain, connectomes were generated from eight age-matched mice ($N = 8$ per strain with a sex distribution of four males and four females) using diffusion tensor imaging (DTI) tractography as described in the Methods (§3.4). Improved imaging protocols and custom hardware were developed and implemented to solve existing technical issues with DTI, including an inability to resolve crossing and merging fibers (for more details, see §2.2 of [54]). Each connectome was parcellated using a symmetric Waxholm Space [26, 8], yielding a vertex set with a total of 326 regions of interest (ROIs) bilaterally distributed across the left and right hemispheres, and an undirected edge set with 52,975 edges. Within a given hemisphere, there were seven superstructures consisting of multiple ROIs, resulting in a total of 14 distinct communities in each connectome. Heatmaps of the average log-transformed transformed adjacency matrix for each strain with hierarchical community and hemispheric labels are shown in Supplementary Figure 1.

3.4 Tractography. To visualize the neurological structures identified by our methods, deterministic tractograms were generated in DSI Studio using the generalized Q-sampling fiber tracking algorithm [60]. For the specific parameter values used for tract generation, see §2.6 of [54]. A group average template was constructed from the 4 male mice per strain. A DTI diffusion scheme was used, and a total of 46 diffusion sampling directions were acquired. The b-value was 4000 s/mm$^2$. The in-plane resolution and the slice thickness were both 0.045 mm. The diffusion data were reconstructed in the MNI space using q-space diffusion imaging reconstruction [59] to obtain the spin distribution function [20]. A diffusion sampling length ratio of 1.25 was used. The restricted diffusion was quantified using restricted diffusion imaging [61].

3.5 Data and code availability. A real-world multi-subject mouse connectomics dataset analyzed in this paper was derived by Wang et al., and is described in further detail in the original publication [54]. These data are freely available in graspologic (https://github.com/microsoft/graspologic) [10], an open-source Python package for statistical network analysis. All network-related analyses and simulations were performed using graspologic, and all multivariate hypothesis testing was performed using hyppo (https://github.com/neurodata/hyppo) [38]. Heatmaps were generated using ComplexHeatmap [22]. The code necessary to reproduce the analyses, simulations, and figures presented in this work are available in a series of Jupyter Notebooks at (https://github.com/neurodata/MCO).
4 Results

4.1 Interrogating the local scale. Illustrative applications of our proposed local scale algorithms, along with comparisons to existing connectomics methods, are provided below. The mathematical formulations of these algorithms for identifying signal edges and signal vertices are provided in the Methods (§3.1).

4.1.1 Identifying signal edges. Univariate edge-wise testing provides an interpretable and computationally tractable method for identifying connective differences in specific edges across phenotypes. This is a well-established analytical approach in connectomics, and many classical statistical tests like one-way analysis of variance (ANOVA) and the Kruskal–Wallis H test are commonly used for edge-wise testing [15, 13, 49]. However, these are tests of equality in location: that is, ANOVA (Kruskal–Wallis) tests whether the mean (median) weight of a particular edge is statistically different across phenotypes. If the distribution of an edge weight is different across phenotypes but the mean edge weight happens to be equal (for example, if one phenotype is bimodal for a particular weight), ANOVA and Kruskal–Wallis will fail to identify this signal edge. To account for this deficiency, we advocate for the use of Distance Correlation ($D_{corr}$)—a previously established universally consistent nonparametric test for equality in distribution [47, 38]—to detect signal edges. $D_{corr}$ measures the strength of both linear and nonlinear association between two random variables (in this case, the edge weight and the phenotypic label), and equals zero if and only if the random variables are independent [47], unlike Pearson’s correlation coefficient. This allows $D_{corr}$ to serve as the test statistic for an independence test. Finally, recent statistical results have shown that distance- and kernel-based methods are equivalent, allowing any independence test to be reformulated as a $k$-sample test for equality in distribution [43].

Simulation study. To illustrate the advantages of $D_{corr}$, we consider a two-population simulation setting where edge weights are sampled from distinct truncated normal distributions. When all signal edges are different only in their mean, $D_{corr}$, ANOVA, and Kruskal–Wallis all successfully identify signal edges, and no test outperforms the others in this setting (Figure 2A); however, when the mean edge weight is held equal but the variance is different across groups, only $D_{corr}$ successfully detects the signal edges (Figure 2B). ANOVA and Kruskal–Wallis fail in this scenario because both test for differences in location (the mean and median, respectively) across groups, whereas $D_{corr}$ tests for differences in distribution. This is of particular concern because many connectomics methods which aggregate serial edge-wise tests (e.g., the network-based statistic and its various extensions [63, 3, 62]) use ANOVA to detect signal edges, and this theoretical result demonstrates a scenario in which these methods produce a spurious result. For all implementation details, see the Simulations (§A.1).

Real data experiments. Using our edge-wise testing framework, we identified the signal edges across our four mouse strains. Application of $D_{corr}$ showed that there was insufficient evidence to reject the null hypothesis of unequal edge weight distributions for any edge at $\alpha = 0.05$ following Holm–Bonferroni correction (for more information on how we corrected for multiple hypothesis testing, see the Methods (§3.2)). However, this is more-so a result of sample size and the stringency of family-wise error rate (FWER) control than it is a result of lack-of-signal: when we visualize the tractogram and edge weight distribution for the edge with the smallest p-value (left hemisphere corpus callosum to right hemisphere striatum), we can appreciate clear differences. For example, the edge is much sparser in the BTBR mouse hemisphere striatum, we can appreciate clear differences. For example, the edge is much sparser in the BTBR mouse hemisphere striatum, we can appreciate clear differences. For example, the edge is much sparser in the BTBR mouse hemisphere striatum, we can appreciate clear differences. For example, the edge is much sparser in the BTBR mouse hemisphere striatum, we can appreciate clear differences. For example, the edge is much sparser in the BTBR mouse hemisphere striatum, we can appreciate clear differences. For example, the edge is much sparser in the BTBR mouse hemisphere striatum, we can appreciate clear differences. For example, the edge is much sparser in the BTBR mouse hemisphere striatum, we can appreciate clear differences. For example, the edge is much sparser in the BTBR mouse hemisphere striatum, we can appreciate clear differences.
4.1.2 Identifying signal vertices. The ability to discover brain regions that are topologically dissimilar across phenotypes (i.e., signal vertices) is critical for scientific and clinical analyses of connectomes, with broad applications such as the establishment of neurological biomarkers and identification of therapeutic targets [14]. Here, we leverage recent advances in the theory of random graph models to propose a principled and robust statistical method for identifying signal vertices. We also demonstrate that this method recovers more information about ROIs than vertex-level graph statistics, the predominant method for analyzing vertices in multi-subject connectomics [13, 21, 53]. Specifically, we use the omnibus embedding (\textit{OMNI}) [2]—a vertex embedding technique—to jointly represent all the connectomes in a multi-subject dataset within a common Euclidean subspace. This latent position quantifies a given vertex’s probability of connecting to any other vertex in the connectome (for more details, see the Methods (§2.2)). For each vertex, we then apply a multivariate statistical test to determine whether the embedding of a specific brain region is different across groups. Previous results have shown that the latent position vectors estimated by \textit{OMNI} are asymptotically Gaussian [30], motivating our use of multivariate analysis of variance (\textit{MANOVA}) to identify the signal vertices.

**Simulation study.** To illustrate the advantages of this approach over existing techniques, we compare \textit{OMNI} to three other previously established vertex embedding methods: (i) the Exponential random graph model (ERGM), which incorporates the approach of representing each vertex with a vector of graph statistics [45]; (ii) Multivariate Distance Matrix Regression (MDMR), which represents each vertex as a vector of the weights for all adjacent edges; and (iii) the Network-Based Statistic (NBS), which identifies ROIs in subgraphs comprised exclusively of strong signal edges as signal vertices [63]. In a two-population simulation setting, we sample graphs from a distribution in which the true number of signal vertices is determined \textit{a priori}. Then, for each vertex, we compute a p-value using each of the three vertex embeddings followed by Holm–Bonferroni correction. We measure the statistical power of each approach via a Receiver Operating Characteristic (ROC) curve, a performance metric which holistically describes the performance of a binary classifier by characterizing the trade-off between sensitivity and specificity as the discriminant threshold of the classifier (in this case, \(\alpha\)) is varied. For all implementation details, see the Simulations (§A.2).

Figure 3 shows that \textit{OMNI} is a superior vertex representation method to the ERGM, MDMR, or NBS in this simulation, with an average Area Under the ROC (AUROC) 20% greater than the other three methods. Even in the most challenging simulation settings we test, where the true number of signal vertices is very small, \textit{OMNI} correctly identifies the vertices of interest with much higher accuracy than the other three methods. The ERGM in particular performed very poorly,

| Vertex 1                  | Vertex 2                  | statistic | p-value |
|---------------------------|---------------------------|-----------|---------|
| Corpus Callosum (L)       | Striatum (R)              | 0.717     | 0.054   |
| Corpus Callosum (L)       | Internal Capsule (R)      | 0.699     | 0.073   |
| Corpus Callosum (L)       | Reticular Nucleus of Thalamus (R) | 0.698 | 0.074   |
| Corpus Callosum (L)       | Zona Incerta (R)          | 0.686     | 0.092   |
| Septum (R)                | Corpus Callosum (R)       | 0.671     | 0.118   |
| Lateral Ventricle (L)     | Striatum (R)              | 0.667     | 0.125   |
| Striatum (L)              | Striatum (R)              | 0.664     | 0.132   |
| Corpus Callosum (L)       | Ventral Thalamic Nuclei (R) | 0.663 | 0.133   |
| Hippocampus (L)           | Middle Cerebellar Peduncle (L) | 0.658 | 0.144   |
| Caudomedial Entorhinal Cortex (R) | Ventrall Hippocampal Commissure (R) | 0.656 | 0.150   |
| Corpus Callosum (L)       | Midbrain Reticular Nucleus (R) | 0.653 | 0.159   |
| Midbrain Reticular Nucleus (L) | Superior Cerebellar Peduncle (L) | 0.648 | 0.172   |
| Corpus Callosum (L)       | Corpus Callosum (R)       | 0.646     | 0.179   |
| Spinal Trigeminal Nerve (L) | Middle Cerebellar Peduncle (L) | 0.645 | 0.180   |
| Secondary Visual Cortex L (L) | Striatum (R)              | 0.641     | 0.192   |
| Globus Pallidus (R)       | Midbrain Reticular Nucleus (R) | 0.632 | 0.225   |
| Striatum (L)              | Corpus Callosum (R)       | 0.632     | 0.226   |
| Primary Somatosensory Cortex HL (L) | Secondary Visual Cortex MM (L) | 0.629 | 0.236   |
| Corpus Callosum (L)       | Primary Somatosensory Cortex J (R) | 0.628 | 0.238   |
| Corpus Callosum (L)       | Ventral Orbital Cortex (R) | 0.628     | 0.240   |

Table 1. The top 20 signal edges (out of 52,975 total edges) ranked by the order of their Holm–Bonferroni corrected p-value. Eleven of the top 20 signal edges are adjacent to either the left or right hemisphere corpus callosum.
A. Latent position for signal vertices are perturbed by a stretch

B. Latent position for signal vertices are perturbed by a stretch and rotation

Figure 3. Ability of various vertex representations to identify signal vertices. The number of vertices in each network is kept constant (50), but the number of signal vertices is changed (n = 5, 10, 15, 20, 25). For each vertex, we compute a p-value from each of the three vertex representations using Hotelling, and set the significance level at $\alpha = 0.05$ following Holm–Bonferroni correction. Colors correspond to the method of vertex representation. (Top row) This setting compares two different RDPG s where the perturbed latent position is stretched by a constant. (Bottom row) This setting compares RDPG s where the perturbed latent position is rotated and stretched by a constant. Both settings show that Omni successfully differentiates null and signal vertices (AUC=87%) with much more accuracy than MDMR (AUC=73%), NBS (AUC=59% with the t-test), or the ERGM (AUC=68%). Replacing the t-test in NBS with Dcorr marginally improved the AUC to 62%, but the performance of this method is still far worse than than Omni.

Bearing accuracy on par with random change in the most challenging settings (Figure 3 bottom right panel). We hypothesize that the poor performance of the ERGM results from the arbitrary choice of graph statistics used to parameterize the model. As Simpson et al. note in their original ERGM paper, “the most appropriate explanatory metrics vary by network” [45]. Thus, choosing an appropriate set of graph statistics for a given multi-subject connectomics dataset is a highly subjective task, limiting reproducibility of this method across studies. While a given graph statistic might be insightful given a priori knowledge about the data one is analyzing, they are not the most informative vertex embedding for any generic multi-subject connectomics dataset. In contrast, the Omni-based test we propose is a dataset-agnostic prescriptive statistical procedure that does not require hand tuning.

Real data experiments. As it has been previously reported that the BTBR mouse has significant neuroanatomical abnormalities in the corpus callosum [32, 18], we expect our method to identify this brain region as a strong signal vertex. Our results corroborate this hypothesis: across all mouse strains, the left hemispheric portion of the corpus callosum is the strongest signal vertex, and its right hemispheric counterpart is the second strongest (note, because this atlas is symmetric, the portions of the corpus callosum in each hemisphere are parcellated as two distinct ROIs) (Table 2). In contrast, existing connectomics methods like MDMR fail to identify this salient neurobiological information: as shown in Table 4, MDMR ranks the left corpus callosum as the 34th strongest signal vertex despite its pronounced connective differences across strains. We also attempt to use vertex-level graph statistics (degree, clustering coefficient, betweenness centrality, closeness centrality, and number of triangles) to identify the connective abnormalities of the corpus callosum: however, the corpus callosum was the 92nd strongest signal vertex using this method. Like other existing embedding techniques not based on random graph models, MDMR and vertex-level graph statistics do not enjoy the statistical advantages of Omni, including its interpretability and theoretical foundations.

In Figure 4, we plot the vertex embedding of the corpus callosum obtained by Omni using a pairs plot [19]. Because Omni embeds each vertex of the graph in $d$-dimensional space, the pairs plot allows us to visualize the high-dimensional relationships in this Euclidean representation of network connectivity. Each dot represents the em-
A. (L) Corpus Callosum (Rank 1)  
B. (R) Corpus Callosum (Rank 2)

Figure 4. Pairs plots of vertex embedding of the left and right hemisphere corpus callosum produced by the omnibus embedding.

The corpus callosum is the bridge between the left and right hemispheres of the brain. In the BTBR mouse, the corpus callosum has highly penetrant neuroanatomical defects; therefore, we expect to differentiate the BTBR mouse from the other strains by examining the embedding of the corpus callosum. We can do this in the embedding of the left hemisphere corpus callosum (the strongest signal vertex) and slightly less clearly in the embedding for the right hemisphere corpus callosum (the second strongest signal vertex). Interestingly, corpus callosum embeddings of wild-type mice are also separable (particularly the B6 strain), suggesting a diversity in corpus callosum architecture across the behavioral controls.

bedded corpus callosum of an individual mouse. These plots show scatter plot matrices on the off-diagonal panels, with kernel density estimates (KDEs) of the marginal distributions (smooth approximations of the underlying distribution of the data) on the diagonal. In the lower triangle of each pairs plot, we show 95% prediction intervals for each strain’s vertex embedding. Together with the KDEs, these figures show a high degree of separability in the embeddings, highlighting the intra-strain heterogeneity of the corpus callosum. Thus, Omni successfully recovers a distinct representation of the corpus callosum in BTBR mice, and the corroboration of known neurobiological results adds further validation to this approach. For comparison, in Supplementary Figure 3, we also show pairs plots of two weak signal vertices: the left hemisphere cingulate cortex area 29c (rank 170 of 326) and the right hemisphere fasciculus retroflexus (rank 257 of 326). Mice from distinct genotypes are much less separable in embeddings of these vertices compared to the embeddings of the corpus callosum.

Connectomes in this dataset are bilateral (that is, for each ROI, there is a corresponding structure in both the left and right hemispheres). Therefore, we can aggregate the connective abnormality of a structure across hemispheres, enabling the identification of pairs of vertices that are significant in both the left and right hemisphere. In Table 5, we provide a list of the 10 strongest signal vertex pairs, which we term bilateral signal vertices. For most bilateral signal vertices, the ROI in one hemisphere is usually a much stronger signal vertex than the other hemisphere (for example, the right hemisphere cerebral peduncle is the 9th ranked signal vertex, while its right hemisphere counterpart is ranked 63rd).

4.2 Interrogating the regional scale. Communities of highly interconnected vertices are important structures within connectomes that underlie diverse neurological functions [5, 48]. Therefore, communities are an important topological level at which connectomes can be analyzed.

4.2.1 Identifying signal communities. For analysis of connectomes where vertices are organized using an a priori community grouping, we compare four approaches for modelling the connectivity information encoded within a community (see the Methods (§3.1)). Each successive approach yields a more holistic summary of the community. The first two approaches are univariate, comparing either (1) the probability of connectivity in a community or (2) the average edge weight in a community across populations. While these are fundamental properties of a community, summarizing the behavior of a community with a single scalar loses information. The last two approaches are multivariate, comparing either (3) the indices of nonzero edges in a community or (4) the vector of edge weights in a community. Note that the operations performed by approaches (1) and (3) require the connectomes to be binarized via Otsu’s method.
Table 2. The top 20 signal vertices (out of 326 total vertices) ranked by the order of their Holm–Bonferroni corrected p-values. Pillai’s trace and approximate F statistic (along with 15,78 degrees of freedom) as calculated by one-way MANOVA are also reported. The corpus callosum in the left and right hemisphere are the top two signal vertices.

| Vertex                        | Pillai   | F     | p-value   |
|-------------------------------|----------|-------|-----------|
| Corpus Callosum (L)           | 2.591    | 32.91 | 5.09e-25  |
| Corpus Callosum (R)           | 2.556    | 29.95 | 1.09e-23  |
| Fimbria (L)                   | 2.440    | 22.64 | 7.27e-20  |
| Secondary Motor Cortex (L)    | 2.438    | 22.54 | 8.21e-20  |
| Midbrain Reticular Nucleus (R)| 2.430    | 22.16 | 1.38e-19  |
| Substantia Nigra (R)          | 2.305    | 17.25 | 2.20e-16  |
| Internal Capsule (R)          | 2.304    | 17.23 | 2.29e-16  |
| Secondary Motor Cortex (R)    | 2.297    | 16.99 | 3.40e-16  |
| Cerebral Peduncle (R)         | 2.247    | 15.51 | 4.34e-15  |
| Internal Capsule (L)          | 2.238    | 15.27 | 6.71e-15  |
| Striatum (L)                  | 2.236    | 15.23 | 7.13e-15  |
| Lateral Ventricle (L)         | 2.218    | 14.74 | 1.74e-14  |
| Stria Terminalis (R)          | 2.202    | 14.35 | 3.59e-14  |
| Cerebellar White Matter (R)   | 2.199    | 14.28 | 4.08e-14  |
| Optic Tracts (L)              | 2.186    | 13.96 | 7.52e-14  |
| Subthalamic Nucleus (L)       | 2.178    | 13.78 | 1.05e-13  |
| Hippocampus (R)               | 2.177    | 13.76 | 1.08e-13  |
| Stria Terminalis (L)          | 2.177    | 13.75 | 1.11e-13  |
| Frontal Association Cortex (L)| 2.170    | 13.60 | 1.47e-13  |
| Rostral Linear Nucleus (R)    | 2.165    | 13.47 | 1.88e-13  |

Table 3. The top 10 signal communities (out of 105 total communities) ranked by the order of their Holm–Bonferroni corrected p-values as calculated by the Multivariate Weighted method.

| Community 1 | Community 2 | statistic | p-value   |
|-------------|-------------|-----------|-----------|
| White Matter (R) | White Matter (R) | 0.885 | 6.43e-06 |
| White Matter (L) | White Matter (L) | 0.857 | 1.02e-05 |
| Hindbrain (L)  | White Matter (L) | 0.849 | 1.14e-05 |
| Midbrain (R)   | White Matter (R) | 0.845 | 1.21e-05 |
| Isocortex (L)  | Isocortex (L)   | 0.844 | 1.22e-05 |
| Pallium (R)    | White Matter (R) | 0.831 | 1.5e-05  |
| Isocortex (R)  | White Matter (R) | 0.823 | 1.68e-05 |
| Isocortex (R)  | Isocortex (R)   | 0.819 | 1.8e-05  |
| Isocortex (L)  | White Matter (L) | 0.811 | 2.02e-05 |
| Hindbrain (R)  | White Matter (R) | 0.810 | 2.02e-05 |

4.3 Identifying multiscale differences in network architecture across genotypes. Using the statistical methods described above, we discover differences in brain connectivity between the four mouse genotypes at each topological level of the connectome. Figure 6 visualizes the strongest signal edge (as detected by Dcorr), the strongest signal vertex (as detected by Omn and MANOVA), and the strongest signal community (as detected by Dcorr) using tractograms, renderings of nerve tracts measured in the original DTI data.

The most heterogeneous topology across genotypes is driven by Dcorr. The most heterogeneous signal edge (as detected by Dcorr) is the intraconnection within the right hemisphere white matter. In fact, the majority of the 10 strongest signal communities involve connections to the white matter in both hemispheres.
Figure 6. Visualization of the strongest signal edge (left hemisphere corpus callosum to right hemisphere striatum), vertex (left hemisphere corpus callosum), and community (right hemisphere white matter) across all mouse strains. At each topological level, tractograms of these neurological structures are shown for each mouse strain. (Bottom row) The distribution of edge weights for the strongest signal edge (Column 1); the distribution of the first embedding dimension for the strongest signal vertex (Column 2); and the distribution of average edge weight for the strongest signal community (Column 3). Each dot represents data from an individual mouse. Connective differences in the left hemisphere corpus callosum are apparent, with BTBR mice displaying a uniformly small vertex embedding. The average edge weight of the most significant community also shows pronounced variation across strains.
4.4 Interrogating the global scale. To complete a multi-level analysis of multi-subject connectomics data, we demonstrate how results from our prior levels of network topology can be aggregated to enable comparisons of patterns in whole-brain connectivity across subjects. Figure 7A shows the dissimilarity between each pair of connectomes in our dataset, where pairwise dissimilarity between connectomes \( G_1 \) and \( G_2 \) is calculated as the Frobenius norm of the difference between the corresponding embedding of each connectome calculated by Omni. Note that the dissimilarities in Figure 7A are standardized by dividing by the largest pairwise dissimilarity. The average intra-strain dissimilarity (27%) is smaller than the average inter-strain dissimilarity (67%), confirming that connectomes from mice of the same genotype are globally most similar to one another. Additionally, the BTBR mice are very dissimilar to all other strains (the average inter-strain dissimilarity for the BTBR mice is 79%) while the three control strains are all fairly similar to each other (the average inter-strain dissimilarity for B6, CAST, and DBA2 mice is 55%).

We further reduce the dimensionality of these embeddings by using classical Multidimensional Scaling (cMDS) to embed this dissimilarity matrix into a two-dimensional space [12]. This yields a collection of 32 points in \( \mathbb{R}^2 \), where each point represents the connectome of an individual mouse. The BTBR mice are highly separated from the other three control strains (Figure 7B); all wild-type strains are also clearly distinct from each other (Figure 7C). Thus, we can leverage information from Omni to successfully differentiate all connectomes based on genotype, enabling comparisons of brain connectivity at the global level.
were compared to vertex embeddings produced by and radial diffusivity (RD). To determine if a given feature provided more information than the embedding, these four anatomical features were compared to vertex embeddings produced by OmniRDPG via a conditional independence test. The Holm–Bonferroni corrected p-values for conditional independence tests for each of the top 20 strongest signal vertices (Table 2) are shown on the heatmap above. A cell is red if genotype and the embedding are conditionally independent given the feature, implying that OmniRDPG embedding was confounded by the anatomical feature. The total number of confounding anatomical features for each vertex, sorted by signal strength are shown below the heatmap.

Figure 8. The omnibus embedding provides a novel understanding of brain connectivity at the level of individual vertices. Using diffusion imaging, the following metrics were measured for each vertex: volume, apparent diffusion coefficient (ADC), fractional anisotropy (FA), and radial diffusivity (RD). To determine if a given feature provided more information than the embedding, these four anatomical features were compared to vertex embeddings produced by OmniRDPG via a conditional independence test. The Holm–Bonferroni corrected p-values for conditional independence tests for each of the top 20 strongest signal vertices (Table 2) are shown on the heatmap above. A cell is red if genotype and the embedding are conditionally independent given the feature, implying that OmniRDPG embedding is confounded by the anatomical feature. The total number of confounding anatomical features for each vertex, sorted by signal strength are shown below the heatmap.

4.5 The topology of vertices encodes information beyond the anatomy of those vertices. Here, we demonstrate that the characterization of vertex-level brain connectivity provided by the omnibus embedding contains topological information that is not available in commonly-used anatomical features. Following registration of all diffusion imaging data, the following anatomical features were derived for each vertex in every mouse brain: volume, apparent diffusion coefficient (ADC), fractional anisotropy (FA), and radial diffusivity (RD). For every vertex, we tested if the genotype labels and the low-dimensional embedding of the vertex produced by OmniRDPG were conditionally independent given any of the anatomical features of that vertex [56]. Phrasing this mathematically, let \( Y \in \mathcal{Y} \) be a discrete random variable representing the phenotype of a mouse. For a given vertex \( i \), let \( X_i \in \mathcal{X} \subseteq \mathbb{R}^d \) be a random variable representing the vertex’s latent position in an RDPG estimated by OmniRDPG, and let \( A_i \in \mathcal{A} \) be a vector of anatomical features that describe the vertex. If the mouse’s genotype and the vertex’s embedding are conditionally independent given the anatomical features, then

\[
(Y \perp X_i) | A_i \implies \Pr(Y | X_i, A_i) = \Pr(Y | A_i). \tag{1}
\]

That is, the information about connectivity encoded in the vertex’s latent position is redundant given the anatomical features. However, if null hypothesis of conditional independence is rejected, the latent position contains information about connectivity not represented in the anatomy.

We find that for 282 out of 326 vertices, the genotype labels and OmniRDPG embedding were conditionally dependent given each of the anatomical feature (Figure 8). All four anatomical features were confounders for only 28 vertices, and the majority of these vertices were not in the top 100 strongest signal vertices. Thus, for most vertices, the omnibus embedding provides additional insight into connectivity beyond what is explained by the anatomical features, demonstrating the value of this means of local level analysis. Our findings demonstrate that, in most cases, anatomical features do not encode additional information about mouse genotype than the connectomes.

5 Discussion

Robust and interpretable statistical methods for analyzing the network topology of connectomes are critically important to understand how patterns in brain connectivity are associated with observable neurological phenotypes. To this end, we leverage recent advances in the theory of random graph models to develop open-source methods that deliver statistically principled and interpretable analyses of multi-phenotype and multi-subject connectomics datasets. Specifically, these methods can be used to identify signal edges, vertices, and communities — that is, the components of the connectome across multiple topological levels that characterize the differences in network architecture observed between samples from distinct phenotypic backgrounds. Additionally, we have formulated these methods as \( k \)-sample hypothesis tests, meaning they can be used to jointly analyze connectomes from more than just two dimen-
sional or categorical phenotypes.

There are numerous advantages to using random graph models to perform hypothesis tests on connectomes:

1. Hierarchical random graph models enable multi-level modeling of connectomes;

2. Random graph models are generative, meaning the estimated model parameters characterize the structure of a particular level of network topology, and are therefore interpretable;

3. Unlike many other connectomics methods, random graph models have provable properties which motivate robust and principled downstream statistical analyses.

For example, consider the identification of signal vertices using the Random Dot Product Graph (RDPG) and Omni. A previously demonstrated central limit theorem proved that the embeddings estimated by Omni are asymptotically normal [30], motivating our use of MANOVA to test for connective differences amongst the ROIs in a connectomics dataset. In contrast, vertex-level graph statistics have no such governing distribution. In fact, multiple studies have shown that connectomes with wildly different topologies can produce identical graph statistics [9, 11] (à la Anscombe’s quartet [1]), so while graph statistics can produce seemingly intuitive and logical summaries of connectome connectivity, these measures are generally unable to provide a holistic characterization of a vertex’s connectivity. This is reflected in our simulation studies: successfully detecting signal vertices using vertex-level graph statistics is an under-powered statistical approach, with an average area under the ROC curve (AUROC) of 68% (Supplementary Figure 3), laggng behind our proposed method, which achieves an average AUROC of 87%.

We have previously proposed vertex embedding methods other than Omni, and while these methods have certain advantages over Omni in particular scenarios, they too lack many desirable statistical properties. For example, unlike Omni, the Joint Spectral Embedding [36] can embed connectomes with different numbers of vertices. While this is useful for cross-species comparisons [58], this paradigm is not often encountered in multi-subject connectomics datasets of the same species (e.g., mice or humans) given that the same atlas can be applied to all subjects. One disadvantage of the Joint Spectral Embedding, however, is that its outputs are not interpretable. In Omni, the embedding of a given vertex (encoded as a vector) quantifies its probability of connecting to any other vertex in the connectome. In addition to lacking such interpretability, the Joint Spectral Embedding does not enjoy the asymptotic normality of Omni, limiting its application for identifying signal vertices.

Our methods for identifying signal edges, vertices, communities enable powerful multi-level analyses of connectomes. Additionally, we show how information from each of these levels can be aggregated to perform whole-brain comparisons of global level connectivity (Figure 7). Previous methods have attempted to perform similar multi-level analyses, but, in addition to analyzing fewer levels than our methods are capable of, the theoretical foundations of these methods could be improved. For example, the network based statistic (NBS) uses serial edgewise tests to find clusters of inter-connected vertices that are connectively different between two groups [63]. However, NBS uses the \( t \)-test and arbitrary thresholding to determine which edges in the connectome are signal edges. As we have shown in our simulations, the \( t \)-test (as well as other tests of location, such as Kruskal–Wallis) can only successfully detect signal edges in well-behaved edge weight distributions (e.g., two normal distributions with equal variance and different means) (Supplementary Figure 2). Edge weights can be distributed differently across phenotypes, and therefore be true signal edges, but have the same mean (or median), and NBS will fail to successfully identify them as signal edges. To correct for this deficiency, we advocate for the use of \( D_{corr} \), a nonparametric, universally consistent test for differences in distribution [47, 38]. By treating each edge weight as an independent random variable under the Independent Edge (IE) random graph model, we enable far more powerful edgewise testing. In the Simulations (§A.2), we substitute the \( t \)-test in NBS with \( D_{corr} \). While this modification improves the method’s average AUC by about 3%, both versions of NBS fail to robustly identify signal edges, and lag behind existing methods like MDMR and our Omni-based procedure. If one is truly interested in estimating vertex clusters like those produced by NBS, we instead recommend the signal subgraph estimator [51, 55], which has the added benefits of being provably consistent, robust, and interpretable. Open-source Python implementations of the signal subgraph estimator, along with all of our methods, are freely available online [10].

Collectively, the proposed methods presented in this work motivate a number of potential future extensions. First, there is room to develop statistical innovations that will be able to determine if a particular random graph model appropriately models a given real-world dataset. This can be accomplished via tests of goodness-of-fit (GoF), an important criterion for model selection [35]. A GoF test has already been developed for the inhomogeneous Erdős–Rényi random graph [16], a particular version of the IE model, and similar tests can be developed for the RDPG (vertex-level model) and the SBM (community-level model). Once developed, these tests can be used as a validation step before running any of our proposed multi-level tests, adding further rigor to these methods.

Second, while \( D_{corr} \) enables statistically powerful edgewise testing, it is very computationally expensive. Performing \( k \)-sample testing with \( D_{corr} \) typically requires a costly permutation test to estimate the null distribution and subsequent \( p \)-value. While there is a good chi-square approximation for the null distribution of unbiased \( D_{corr} \) with comparable finite-sample power [42], this test generally requires a sample size \( \geq 20 \) to be statistically valid. In connectomics, it can sometimes be difficult to achieve a sample this large, particularly if one is studying a rare neurological disorder or using a very time-intensive process to estimate the connectome.
Third, these methods are designed for the comparison of samples of connectomes from distinct categorical or dimensional phenotypes. Statistical modeling of the connectome in relation to a continuous phenotypic variable of interest (such as age) is a fundamental challenge for the analysis of dynamic connectomes. While our methods can be applied if the continuous variable is discretized into categorical bins, extensions are required to enable true regression analysis of the connectome in this statistical modeling framework.

All statistical methods described in this paper are implemented in graspologic, an open-source Python package for statistical network analysis maintained by Microsoft Research (https://github.com/microsoft/graspologic). The code necessary to reproduce the analyses, simulations, and figures presented in this work are available in a series of Jupyter Notebooks at (https://github.com/neurodata/MCC).

6 Conclusion

The network-level view of brain organization provided by the connectome will enable a transformative understanding of the brain [33]. For an organ system whose function—both in disease and in health—remains so poorly understood, the promise of this new data type is immense. However, our ability to map connectomes is quickly outpacing our ability to analyze them. As the wealth of neuroimaging and connectomics data continues to grow, new mathematical and statistical techniques will be required to discover the brain circuits that underlie neurological processes, disorders, and diseases. We anticipate that the multi-level algorithms and techniques presented in this work will be widely used by future researchers to uncover the neurobiological correlates of different phenotypes in multi-subject connectomics datasets.

A Simulations

A.1 Edge simulations. We consider two populations of networks generated from a two-community SBM. Edge weights are sampled from a truncated normal distribution to emulate correlation matrices. All networks have $n = 20$ vertices with 10 vertices belonging to the first community and 10 vertices belonging to the second community. The community probability matrix for each population is given by

$$B^1 = \begin{bmatrix} T\mathcal{N}(0, 0.25) & T\mathcal{N}(0, 0.25) \\ T\mathcal{N}(0, 0.25) & T\mathcal{N}(0, 0.25) \end{bmatrix}$$

$$B^2 = \begin{bmatrix} T\mathcal{N}(0 + \delta, 0.25 + \phi) & T\mathcal{N}(0, 0.25) \\ T\mathcal{N}(0, 0.25) & T\mathcal{N}(0, 0.25) \end{bmatrix}$$

where $T\mathcal{N}(\mu, \sigma^2)$ denotes a truncated normal distribution with mean $\mu$ and variance $\sigma^2$ such that all values are bounded within $[-1, 1]$. A total of $m = 20, 40, \ldots, 1000$ networks are sampled ($m/2$ networks per population). In the first population, all edges are sampled from the same edge weight distribution $T\mathcal{N}(0, 0.25)$. In the second population, all edge weights are also sampled from $T\mathcal{N}(0, 0.25)\text{ except for those in the first community. In this community, the distribution of edge weights has either a different mean, } \delta, \text{ or variance, } 0.25 + \phi, \text{ from the first population. Therefore, the edges in the first community of these simulated connectomes are the signal edges that we hope to correctly identify. For each edge, p-values are computed by three different tests: 1) t-test, 2) Mann-Whitney (MW) U test, a non-parametric test of medians, and 3) 2-sample Distance Correlation ($D_{corr}$) test, a test of equality in distribution. For each test, the p-values are sorted to find the ten most significant edges, and the performance is evaluated with precision (the number of signal edges that are correctly identified).

Figure 2 shows the Precision@10 as a function of sample size, mean, and variance. Figure 2 top row shows that all three tests can identify signal edges that are different in mean, and that no particular test is superior than another in this setting. Figure 2 bottom row shows that only $D_{corr}$ can detect signal edges with differences in variance when the means are kept the same. This is because t-test and MW test for differences in location (e.g., mean or median), whereas $D_{corr}$ tests for any differences between a pair of observed distributions. Because $D_{corr}$ achieves about the same precision and recall as the location tests when only location varies, and demonstrates considerably better operating characteristics when the variance varies, we use it in the real-world data. Note that when looking at the top-$k$ edges, the choice of $k$ is arbitrary. The salient point from this simulation is that if we look at the top-10 edges identified by each algorithm, none of those edges selected by the t-test and MW are signal edges — on average, they are false positives.

If the sample size $m \geq 20$, one can use a chi-square test that well approximates the $k$-sample $D_{corr}$ test [42]. This can improve the computational efficiency of edge-wise testing by avoiding the costly permutation test that $D_{corr}$ normally uses to estimate the null distribution.

A.2 Vertex simulations. One goal of connectomics is to identify signal vertices that are different between populations. In this section, we identify signal vertices using different vertex-based vertex representations. The first representation we consider is the simplest: it is possible describe a vertex using all its incident edges via the corresponding row (or column) of a vertex in the adjacency matrices, and compare these vectors using Multivariate Distance Matrix Regression (MDMR) [29]. The second representation we consider, which is highly popular in modern connectomics literature, is a set of vertex-level graph statistics. Specifically, we fit an exponential random graph model (ERGM) [45] with the following graph statistics for each vertex: local clustering coefficient (LCC), betweenness centrality (BC), closeness centrality (CC), and number of triangles. The third representation we consider is the network-based statistic (NBS), which identifies signal vertices as those that comprise subgraphs of strong signal edges [63]. In the traditional setup for NBS, signal edges are identified using a t-test (or ANOVA in multifactorial designs). Based on the results of our edge-wise simulation (§A.1), we also test the performance of NBS when the t-test is substituted for $D_{corr}$. The final representation we consider are the low-dimensional latent-space positions estimated by OMNI. Since all vertex representations are multivariate, hypotheses are tested using...
Holm–Bonferroni with significance determined at the level of the FPR and TPR. All p-values were corrected using Holm–Bonferroni correction are classified as signal vertices. The performance of each algorithm is measured using a Receiver Operator Characteristic (ROC) curve, which shows the trade-off between the False Positive Rate and True Positive Rate for each method.

Figure 3 shows that Omni is uniformly a more accurate method for identifying signal vertices. Across all settings, its accuracy (measured by the Area Under the ROC curve) is higher than the other three methods. In particular, the ERGM, which uses the widely popular approach of graph statistics, performs much worse at this task. Substitute the $t$-test for identifying signal vertices. Across all settings, the TPR of the Multivariate Weighted method lags behind the Average Edge Weight method in low sample size settings ($N < 25$) (Figure 5 first panel). However, when the sample size is larger than $N > 25$, the Multivariate Weighted and Average Edge Weight methods perform comparably. These simulations demonstrate that the Multivariate Weighted signal community detection method, which includes the most information about connectivity within a block, achieves the highest TPR while maintaining a FPR less than or equal to the significance value of the test.

B Supplementary investigations of real data

Visualizations of connectomes. The average adjacency matrix of each strain was computed and visualized as a heatmap (Supplementary Figure 1). Connectomes in this dataset are undirected and parcellated with a bilateral atlas.

Comparison of mesoscale methods. In Supplementary Figure 2, we show the log-transformed $p$-value for each approach, with communities in blue denoting signal communities (significant after Holm–Bonferroni correction).

Embeddings of weak signal vertices. The strongest signal vertex identified by this method in our real-world data was the left hemisphere corpus callosum. In Figure 4, we demonstrate how a pairs plot, a $d$-dimensional scatter plot matrix, can be used to visualize the vertex embedding produced by Omni. In Supplementary Figure 3, we show pairs plots of two weak signal vertices for comparison.

Visualizing null edges, vertices, and communities. Using the procedures described above, we identified the weakest signal edge (the left frontal cortex to the right temporal association cortex), vertex (the left medial longitudinal fasciculus and tectospinal tract), and community (left isocortex to left diencephalon) across all mouse strains. To contrast with the strongest signal structures shown in Figure 6, we plotted tractograms of the weakest components neurological structures (Supplementary Figure 4). These tractograms are much more homogeneous than those plotted in Figure 6, as are the distributions of numerical features for each component (shown in the bottom row). Since this edge, vertex, and community contain no information about the strain of a mouse, we term them null components.

From these simulations, we see that all four tests have roughly the same FPR (about 5% regardless of sample size) (Figure 5 first panel). However, they differ in their ability to detect signal communities. When all populations have the same mean edge weight, but different variances, only the Multivariate Weighted method consistently detects signal communities once the sample size is greater than 25 networks (Figure 5 second panel). All other methods have a lower TPR in this setting. When the edge weights have different means, the TPR of the Multivariate Weighted method lags behind the Average Edge Weight method in low sample size settings ($N < 25$) (Figure 5 third panel). However, when the sample size is larger than $N > 25$, the Multivariate Weighted and Average Edge Weight methods perform comparably. These simulations demonstrate that the Multivariate Weighted signal community detection method, which includes the most information about connectivity within a block, achieves the highest TPR while maintaining a FPR less than or equal to the significance value of the test.
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Supplementary Figure 1: Log-transformed average adjacency matrices for each mouse strain with hierarchical structure labels. Hierarchical labels show the hemispheric and superstructure level. For hemispheric labels, L (R) denotes the left (right) hemisphere. Superstructures are labeled as follows: I) isocortex, P) pallium, S) subpallium, D) diencephalon, M) midbrain, H) hindbrain, and W) white matter.
Supplementary Figure 2: P-values for each proposed approach for summarizing the information in a communities. More signal communities are found as the amount of information encoded by the summary method increases. Because connectomes in this dataset are undirected, this significance matrix will be symmetric and therefore only the upper triangle of these matrices should be considered. The colorbar represents $\log_{10}$ $P$-values. Significance is determined at $\alpha = 0.05$ following Holm–Bonferroni correction; therefore, communities in blue are signal communities.
A. (L) Cingulate Cortex Area 29c (Rank 173)

B. (R) Fasciculus Retroflexus (Rank 260)

Supplementary Figure 3: Pairs plots of the vertex embeddings of the left cingulate cortex area 29c and the right fasciculus retroflexus, two weak signal vertices identified by Omni and MANOVA. As shown by the kernel density estimates (diagonal) and the 95% prediction ellipses (lower triangle), the distribution of these embeddings is not separable. This emphasizes the homogeneity of these vertices across strains relative to the two strongest signal vertices shown in Figure 4.
Supplementary Figure 4: Visualization of the weakest signal edge (the left frontal cortex to the right temporal association cortex), vertex (the left medial longitudinal fasciculus and tectospinal tract), and community (left isocortex to left diencephalon) across all mouse strains. At each topological level, tractograms of these neurological structures are shown for each mouse strain. Compared to Figure 6, tractograms here are much more homogeneous across strains, displaying minor differences in connectivity. (Bottom row) The distribution of edge weights for the weakest signal edge (Column 1); the distribution of the first embedding dimension for the weakest signal vertex (Column 2); and the distribution of average edge weight for the most weakest signal community (Column 3). Each dot represents data from an individual mouse. Differences in distributions are much less pronounced compared to Figure 6. In these distributions, one strain is typically aberrant while the other three strains are homogeneous.
| Vertex                                      | statistic | p-value     |
|--------------------------------------------|-----------|-------------|
| Substantia Nigra (L)                       | 0.855     | 3.28e-05    |
| Middle Cerebellar Peduncle (R)             | 0.852     | 3.45e-05    |
| Internal Capsule (L)                       | 0.851     | 3.5e-05     |
| Substantia Nigra (R)                       | 0.845     | 3.84e-05    |
| Pontine Reticular Nucleus (R)              | 0.840     | 4.14e-05    |
| Pontine Reticular Nucleus (L)              | 0.838     | 4.25e-05    |
| Parasubiculum (L)                          | 0.838     | 4.25e-05    |
| Ventral Tegmental Area (R)                 | 0.837     | 4.32e-05    |
| Retro Rubral Field (L)                     | 0.829     | 4.91e-05    |
| Fastigial Medial Nucleus of Cerebellum (R) | 0.824     | 5.3e-05     |
| Cerebral Peduncle (R)                      | 0.819     | 5.74e-05    |
| Cerebral Peduncle (L)                      | 0.818     | 5.87e-05    |
| Fastigial Medial Nucleus of Cerebellum (L) | 0.814     | 6.23e-05    |
| Fimbria (L)                                | 0.813     | 6.28e-05    |
| Brain Stem Rest (L)                        | 0.811     | 6.46e-05    |
| Cingulate Cortex Area 30 (L)               | 0.810     | 6.6e-05     |
| Ventral Tegmental Area (L)                 | 0.806     | 6.99e-05    |
| Globus Pallidus (R)                        | 0.802     | 7.46e-05    |
| Internal Capsule (R)                       | 0.797     | 8.09e-05    |
| Subthalamic Nucleus (R)                    | 0.792     | 8.78e-05    |
| Zona Incerta (R)                           | 0.783     | 0.000102    |
| Parabrachial Nucleus (L)                   | 0.783     | 0.000102    |
| Globus Pallidus (L)                        | 0.781     | 0.000104    |
| Insular Cortex (R)                         | 0.780     | 0.000106    |
| Brain Stem Rest (R)                        | 0.777     | 0.00011     |
| Secondary Visual Cortex Mediolateral Area (R)| 0.777 | 0.00011 |
| Inferior Colliculus (R)                    | 0.776     | 0.000111    |
| Superior Cerebellar Peduncle (L)           | 0.775     | 0.000113    |
| Retro Rubral Field (R)                     | 0.773     | 0.000117    |
| Stria Terminalis (L)                       | 0.772     | 0.000118    |
| Postsubiculum (R)                          | 0.769     | 0.000123    |
| Midbrain Reticular Nucleus (L)             | 0.768     | 0.000125    |
| Striatum (R)                               | 0.768     | 0.000125    |
| Primary Visual Cortex Binocular Area (R)   | 0.768     | 0.000125    |
| Corpus Callosum (L)                        | 0.767     | 0.000125    |

Table 4. The top 34 signal vertices (out of 326 total vertices) detected by MDMR, ranked by their Holm–Bonferroni corrected p-values. Using MDMR, the corpus callosum is the 34th ranked signal vertex.
| Vertex                      | Left Hemisphere | Right Hemisphere | Avg. Rank |
|-----------------------------|-----------------|------------------|-----------|
| Corpus Callosum             | 5.09e-25        | 1                | 1.09e-23  | 2         | 1.5       |
| Secondary Motor Cortex      | 7.73e-20        | 3                | 3.1e-16   | 7         | 5.0       |
| Internal Capsule            | 1.6e-14         | 11               | 3.26e-16  | 8         | 9.5       |
| Stria Terminalis           | 1.25e-13        | 18               | 2.59e-14  | 12        | 15.0      |
| Fimbria                     | 1.94e-19        | 5                | 3.58e-12  | 26        | 15.5      |
| Ventral Tegmental Area      | 3.87e-12        | 27               | 8.76e-13  | 21        | 24.0      |
| Hippocampus                 | 8.02e-11        | 40               | 7.43e-14  | 15        | 27.5      |
| Ectorhinal Cortex           | 8.11e-12        | 29               | 4.56e-11  | 37        | 33.0      |
| Globus Pallidus             | 9.68e-11        | 41               | 1.89e-12  | 25        | 33.0      |
| Cerebral Peduncle           | 4.64e-10        | 57               | 9.98e-15  | 10        | 33.5      |

**Table 5.** The top 10 bilateral signal vertex pairs (out of 181 total vertex pairs), as determined by Omni and MANOVA, ranked by their average ranked p-values.
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