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Abstract
We theoretically develop and experimentally demonstrate a holographic method for imaging cold atoms at the diffraction and photon shot noise limits. Aided by a double point source reference field, a simple iterative algorithm robustly removes the twin image of an $^{87}$Rb cold atom sample during the image reconstruction. Shot-noise limited phase shift and absorption images are consistently retrieved at various probe detunings, and during the laser cooling process. We consistently resolve less than 2 mrad phase shift (0.4% attenuation) of the probe light, outperforming shot-noise limited phase-contrast (absorption) imaging by a factor of 4 or more if the same camera is used without pixel saturation. We discuss the possible extension of this work for precise phase imaging of dense atomic gases, and for off-resonant probing of multiple atoms in optical lattices.
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1. Introduction

Since the achievement of Bose–Einstein condensation [1], many-body physics in textbooks has been reproduced with beautiful experiments in laser cooling labs. Owing to its controllability and precision, the field of ultra-cold atoms holds unique promise both for answering important questions in condensed matter physics, and to generate new physics. Breakthroughs in cold atoms...
atom research are often accompanied with improved imaging techniques [2]. Recently, in situ imaging [3, 4] has been developed to probe the shortest length scales of the confined, sub-μK quantum gases and is referred to as quantum gas microscopy.

In situ imaging of high density atomic gases suffers from detrimental effects related to resonant interactions mediated by photons. For example, state-of-the-art in situ florescence detection [3–5] cannot image an optical lattice site with more than one atom occupancy without losing the extra atoms in pairs. Similarly, absorption imaging is perturbed by resonant dipole interactions, and the atomic density information cannot be faithfully retrieved via the Beer–Lambert law [6]. To mitigate the effect one may saturate the atomic transition with a strong probe, resulting in images with excessive photon shot noise 2. Off resonant imaging [9–17] provides a solution to the density dependent line-broadening problem, since the variation of probe light phase shift due to line shape changes vanishes at large detuning. However, the magnitude of the phase shift due to a single atom reduces with detuning, while the phase shift sensitivity is limited by the photon shot noise as δϕ ∼ 1/√Np, where Np is the average number of probe photons detected by a pixel. Imaging with optimal use of the sensor depth and at the photon shot noise limit is essential for detecting the weak probe absorption/phase shift from few or single atoms. Since Np < Nmax, the maximum pixel count, it is difficult with phase-contrast imaging to achieve a sensitivity below 5 mrad using standard cameras, and the amount of detuning allowed for off-resonant detection of cold atoms is correspondingly limited.

This work is motivated by an advantage of holographic microscopy [18], that has to our knowledge been overlooked: it has the capability of detecting objects with weak phase shift/absorption (e.g. mrad/0.1% level), such as with off-resonant imaging of single atoms, where the probe photon shot noise may prohibit detection using standard imaging techniques with a regular camera (e.g. with Nmax < 10⁶). Holographic microscopy [18] reconstructs a complex wavefront Es from a hologram H that contains the interference pattern between Es and a known spherical wavefront Er (figure 1(A)). It is well-known that holographic imaging can be free from lens aberrations even at large numerical aperture (NA) [19], which can in principle be useful for imaging cold atoms at long working distances [2–5]. However, it is known that an image

2 Other solutions include fitting the tails of the image or to repeatedly image a fraction of the atomic sample [7, 8].
reconstructed in an inline holographic geometry (figure 1(A)) is contaminated by an out-of-focus twin image [18], restricting the method when imaging large objects such as a typical cold atomic sample. In addition, to address the narrow atomic transitions a probe laser with long coherence length is required, leading to speckle noise in the hologram. To date, approaches implemented to overcome the twin-image problem in cold atom imaging fall into two categories: firstly, spatial heterodyning can be explored to uniquely determine the phase of $E_s$ in an interferometric setup [13]. Indeed, outside of cold atom research, spatial and/or temporal heterodyning methods have been developed for shot-noise limited holography [20]. However, the heterodyning setup is complex and typically has a limited NA and spatial resolution. Secondly, with simple setups, defocus-contrast imaging [14] and diffraction contrast imaging [15, 16] exploit the monomorphous responsivity of atoms. However, these methods are limited to detecting an atomic sample with a uniform refractive index while its real part must be negative, and the methods do not completely suppress the so-called dc noise, as will be detailed in this paper. Proposals for cold atom imaging [21, 22] with phase shifting (temporal heterodyning) holography [23] promise twin image removal with fast reconstruction, but demand multiple and typically slow exposures.

In this work, we present the first demonstration of diffraction limited holographic imaging of cold atoms with photon shot-noise limited sensitivity. We introduce a hybrid geometry (figure 1(B)) to solve the twin image problem, and demonstrate shot noise limited holographic imaging in the presence of laser speckle noise. Furthermore, by taking advantage of point source holographic recording, we achieve $\sim 2$ mrad phase shift and $\sim 0.4\%$ absorption sensitivities, beyond the photon shot noise limit imposed by $N_{\text{max}}$ in standard imaging. Our atom detection sensitivity is near the single atom level with resonant probing, which is achieved at $\text{NA} = 0.075$ and thus a moderate resolution of $x_{\text{res}} = 5.2 \mu\text{m}$. By improving the spatial resolution to the wavelength limit, which would not require precision high-NA optics [19], we expect dramatic improvement of the detection sensitivity, allowing precise phase imaging of confined atoms with single atom resolution. With these features, we discuss the method for off-resonant imaging of high density ultra-cold gases, and for non-destructive probing of optical lattices with multiple atom occupancy per site.

Our approach to retrieval of $E_s$ from holograms is an extension of the Gerchberg–Saxton iterative method [24] for localized samples with concrete supports [25]. As detailed here, by increasing the information contained in the reference field $E_r$, our hybrid geometry helps to improve both the speed and robustness of the $E_s$ convergence, even for samples with large spatial extent, signal near the photon shot noise level, and no presumption on the sample polarizability [14, 15, 26, 27]. The major disadvantages of our method include a factor-of-two reduction in signal compared to standard absorption/phase contrast imaging, a low dynamic range for atom signal detection which arises from speckle noise, and iterative reconstruction preventing instantaneous imaging. The first disadvantage is inherent to holographic detection techniques, while the second is associated with the narrow-line laser for imaging cold atoms. We discuss methods under investigation that have shown potential to overcome the second and third disadvantages.

3 In both standard and holographic imaging, $N_{\text{max}}$ can be effectively increased through pixel and frame binning.
2. Hybrid holographic microscopy

Our microscope is depicted in figure 1(B), together with the traditional inline setup [18] in figure 1(A). To generate the reference wave \( E_r = E_{r,1} + E_{r,2} \) in the hybrid setup, we add a second, ‘off-axis’ point source \( E_{r,2} \) at \( r_2 = (d, 0, 0) \) displaced from the inline source \( E_{r,1} \) at \( r_1 = (0, 0, 0) \) with light power \( P_2 = \eta P_1 \), resulting in an interference pattern at the camera plane \( z = L \). In both setups, the known wavefront \( E_r \) interferes with \( E_s \), the elastically scattered light from the sample located at \( z = z_0 \). The intensity is recorded as the hologram \( H = |E_r + E_s|^2 \).

With \( H_0 \) the hologram taken without the sample, an approximation of the 2D wavefront \( E_s(L) \) is written as

\[
E_H = \frac{H - H_0}{E_r^*} = E_s + \frac{E_r E_s^*}{E_r^*} + \frac{|E_s|^2}{E_r^*}.
\]

Using the angular spectrum method [28] we propagate \( E_H \) from \( z = L \) to \( z = z_0 \), with a numerical propagator \( \hat{U}(z) \) that generally relates two wavefronts \( E(z) \) and \( E(L) \) through \( E(z) = \hat{U}(z - L) E(L) \). Here \( \hat{U}(z) = \hat{F}^{-1} e^{i \phi(k(z) z)} \hat{F} \), \( k = 2\pi/\lambda \) and \( \hat{F} \) is the 2D Fourier transform with \( E(k_x, k_y, z) = \hat{F}E(x, y, z) \). In addition to \( E_s \) focusing at \( z = z_0 \), the second and third terms on the right hand side of equation (1) focus at \( z \approx -z_0 \) and \( z = 0 \), and are commonly referred to as the twin and dc images respectively. Optics between the sample and camera can be modeled for aberration correction. Without aberrations, the resolution of \( E_s(z_0) \) is diffraction limited to \( \lambda \sqrt{w^2/4 + (L - z_0)^2/w} \), with \( w \) the camera width.

To isolate the real image \( E_s(z_0) \), we notice that \( E_s(z_0) \) is in focus at the sample location, while the twin and dc terms are spread out (figure 1). With an aperture operator \( \hat{P} \) that sets the data outside of the sample area with a characteristic diameter \( a \) to zero, the energy of the out-of-focus images can be removed iteratively with an algorithm similar to [25]

\[
E_s^{(0)} = \hat{U}_0 E_H, \\
E_s^{(n+1)} = \hat{U}_0 \hat{C} \hat{U}_0^{-1} \left( E_s^{(n)} - \hat{P} E_s^{(n)} \right).
\]

Here \( \hat{U}_0 \equiv \hat{U}(z_0 - L) \), so \( \hat{U}_0 \) and \( \hat{U}_0^{-1} \) transform the wavefronts between the camera and sample planes. \( \hat{C} \) is a conjugation operator \( \hat{C} E = E^*E_r/E_r^* \), that converts any wavefront at the camera plane into that of its twin. Equation (2) assumes \( |E_s|^2 \ll |E_r|^2 \) everywhere on the camera. When this is not valid, equation (2) is modified to equation (A.1) which removes the dc term in equation (1). With \( E_s^{(n)} = E_s(z_0) + \delta E_s^{(n)} \) in equation (2), the error \( \delta E_s^{(n)} \) is easily shown to converge near zero (figure 2(A)). Specifically, the residual energy fraction \( r = \int |E_s^{(n)} - E_s(z_0)|^2 dx dy / \int |E_s(z_0)|^2 dx dy \) decays with a characteristic constant \( N_0 \approx -1/\log(\epsilon) \)

\[
\epsilon = \frac{\int |\hat{P} \hat{U}_0 \hat{C} \hat{U}_0^{-1} \hat{P} I|^2 dx dy}{\int |\hat{U}_0 \hat{C} \hat{U}_0^{-1} \hat{P} I|^2 dx dy}.
\]

\(^4\) To be concise we may represent \( E(x, y, z) \) with \( E(z) \).
Here $\epsilon$ is the fraction of energy of the out-of-focus twin image $\hat{U}_0 \hat{C}^{-1} \hat{P} I_0$, that is contained within the aperture $\hat{P}$ at $z_0$ ($I(x,y) = 1$ is a 2D uniform wavefront so $\hat{P} I$ is the image of the aperture itself.). The aperture $\hat{P}$ must be larger than the sample, thus $\epsilon$ can characterize the overlap between the real and twin images.

To improve the convergence speed one needs to reduce the overlap. For the inline geometry (figure 1(A)) a large sample needs an aperture with a Fresnel number $\lambda = a^2 / 2 z_0 > 1$, leading to a reduced diffraction effect and thus $\epsilon \approx 1$. In the hybrid geometry, the twin image is split into multiple copies displaced by $r_2 - r_1$ (figure 1(B)), an effect that can be understood by considering the corresponding term in equation (1) (second term on the right) with $E_r$ being a wavefront from a two-point source with power ratio $\eta$. It is easy to show that the twin image that is inline with the sample takes a fractional energy of $(1 - \eta)^2$ for $\eta < 1$. Thus even for $F \gg 1$, $\epsilon \approx (1 - \eta)^2$ can still be small. In figure 2(A) we plot the residual $r$ versus iteration number for a simulated phase object. For the hybrid scheme with $\eta = 0.16$, the series converges quickly with $N_0 = 2.8 \approx -1 / \log (1 - \eta)^2$ for both $F = 3.8$, 28. The non-zero final residual in the simulation is mainly due to the boundary artifacts in the fast Fourier transform (FFT). In contrast, the inline scheme fails to converge within $10^3$ iterations even for $F = 3.8$.

So far, we have discussed reconstructing $E_s$ from noiseless holograms with a perfect $E_r$. Major sources of noise are imperfect subtraction $H - H_0$, aberrations and speckle noise in $E_r$ and $E_s$, and photon shot noise in $H$ and $H_0$. The subtraction is critical for reaching the shot noise limit, for which we have developed an optimization algorithm as detailed in appendix A. Photon shot noise in $H$ and $H_0$ is proportional to $\sqrt{N_p}$ at each pixel with area $A_p$. Assuming an equal shot noise level in $H$ and $H_0$, the root mean square (rms) $E_s^{(n)}$ shot noise level is found to be $\sqrt{2 \hbar \omega / A_r \bar{Q} \tau}$ ($\hbar \omega$, $\tau$, $\bar{Q}$ and $A_r = x_{res}^2$ are the photon energy, exposure time, quantum efficiency, and resolution area respectively.), i.e. a two-photon equivalent light field amplitude. Also as detailed in appendix A, we found that the noise penalty to the twin image removal is small.
except when both \( a/z_0 \gg \text{NA} \) and \( \eta \ll 1 \), a regime easily avoided in the hybrid geometry. The signal-to-noise ratio (SNR) of the converged \( |E_s^{(n)}| \) is thus shot-noise limited to \( \sqrt{N_s} \) with \( N_s = \langle |E_s(z_0)|^2 \rangle \) and \( \tau_\text{det} \) [20]. Similar to the limit in standard absorption or phase contrast imaging [29], this SNR limit is decided only by the number of photons elastically scattered by the atoms, and is not sensitive to the probe detuning. While remarkably, the SNR is not sensitive to a change in \( L \) in the holographic setup, and is only a factor of two less than the SNR \( \text{SNR} = 1 \) in standard imaging where effectively \( L \approx z_0 \) within the depth of view.

By taking holograms at \( L \gg z_0 \) to reduce the intensity of the point-source reference fields at the recording plane, the phase shift sensitivity, defined at SNR = 1 within \( A_r \), is improved from \( \delta \phi = \sqrt{2A_r/2A_rN_{\text{max}}} \) in standard imaging to \( \delta \phi \approx \sqrt{2\kappa A_r/2A_rN_{\text{max}}} \), with \( \kappa = |E_s(L)/E_s(z_0)|^2 \) (see section appendix A).

Addressing atomic transitions requires a laser with a long coherence length. Thus holograms of cold atoms can have significant speckle noise (figure 3(A)), which is typically due to distant point-like scatterers. The speckle noise \( E_{\text{speck}} \) compromises our knowledge of \( E_s = E_{s,1} + E_{s,2} + E_{\text{speck}} \). Ignorance of \( E_{\text{speck}} \) leads to multiple copies of \( E_s(z_0) \) shifted by the corresponding distances between the distant scatterers and \( r_{1,2} \), that blur the reconstructed \( E_s(z_0) \) image (figure 2(B)). In figure 2(B) we plot the SNR of the converged \( |E_s^{(n)}| \) versus \( \sqrt{N_s/2} \), simulated in the presence of both speckle and photon shot noise. As expected, the reconstruction can be shot-noise limited if the speckle noise induced blurring of \( E_s(z_0) \) is weak, as in the case of a small atomic sample\(^5\).

\(^5\) To include \( E_{\text{speck}} \) in the estimation of \( \phi \), one can locate the distant point-like scatterers holographically. We have developed an algorithm for such inclusion that shows suppression of the speckle-induced blurring as in figures 2(B), 4(B). The results will be published elsewhere.
3. Experimental setup

We demonstrate the hybrid microscope with a simple experiment: a $^{87}\text{Rb}$ magneto-optical trap (MOT) [30] is formed at the center of a vacuum glass cell. The atoms are cooled to $\sim 80 \mu\text{K}$ and holographically imaged by a camera (pco.pixelfly usb with $1392 \times 1040$ pixels, $x_{\text{cam}} = 6.45 \mu\text{m}$ pixel pitch, quantum efficiency $Q = 0.1$ at 780 nm, 14 bit dynamic range with a typical readout noise of 6–8 counts) placed outside the cell. To achieve sub-pixel resolution, we simply split each pixel in the camera-recorded hologram into $M^2$ new pixels, each with pixel size $\tilde{x}_{\text{cam}} = x_{\text{cam}} / M \leq x_{\text{res}}$.

The probe, detuned by $\Delta$ from the D2 hyperfine $F = 2$ $-F' = 3$ cooling transition ($\lambda = 780.2$ nm), is derived from the output of an external cavity diode laser offset-locked to the D2 transition with $<1$ MHz linewidth. The probe is frequency controlled by an acousto optic modulator before coupling into a polarization maintaining fiber. The output of the fiber is collimated and then split into two beams, which are focused by an aspheric lens into diffraction limited spots of $3.5 \mu\text{m}$ and $5.2 \mu\text{m}$, resulting in the co-propagating wavefronts $E_{r,1}$ and $E_{r,2}$. A minimal amount of optics are mounted on a rigid platform to independently control the direction and diameters of $E_{r,1}$ and $E_{r,2}$. With the focal points $r_{1,2}$ displaced by a measured distance of $d = 387 \mu\text{m}$, an interference pattern with fringe periodicity $96 \mu\text{m}$ is captured by the camera at $L = 47 \text{mm}$. With $z_0 = 3 \text{mm}$, we adjust the atoms location so that the atoms are only interrogated by the inline source $E_{r,1}$. To control the atom sample size, we vary the loading time of the MOT and ramp the magnetic field gradient from $10 \text{ G cm}^{-1}$ up to $60 \text{ G cm}^{-1}$ before imaging. The cooling laser detuning is at $\Gamma - 2 \pi \times 6.1$ MHz is the linewidth of the D2 transition). To test the spatial resolution, a 1D lattice 32 $\Gamma$ detuned is pulsed to write a $20 \mu\text{m}$ period atomic density grating along $y$. We image during and after cooling, at various $\Delta$, $\tau$, and probe intensities $I$.

4. Results and discussions

4.1. Retrieving absorption and phase shift images from holograms

Typical holograms and reconstructed images of atom samples are displayed in figure 3. The hologram $H$ with a small atom sample and $H_0$ in the absence of the sample are nearly identical (figure 3(A)). Careful subtraction reveals the interference fringes (figure 3(B)), albeit barely visible due to the photon shot noise.

As detailed in appendix A, to obtain $E_r$ from $H_0 = |E_r|^2$ we holographically extract $E_{r,2}$ and $\phi_{1,2} = \arg [E_{r,1} + E_{r,2}]$, by assuming a spherical wavefront for $E_{r,1}$ from $\mathbf{r}_1 = (x_1, y_1, 0)$. With $x_1, y_1$ set as zero (validated by optical alignment to the camera center), the precise value of the $\mathbf{r}_1$-camera distance $L$ is calibrated by the pre-measured focal point separation $d$. Our final estimation $E_r \approx \sqrt{H_0} e^{i\phi_{1,2}}$ partly accounts for the $E_{\text{speck}}$ effect in the $E_r$ amplitude (See footnote 4). Any errors in the estimation of $\mathbf{r}_{1,2}$, as well as the spherical wave assumption itself, translate into aberration in the reconstructed image, which can become important at large NA. However, we can always minimize such errors by optimizing the reconstruction of $E_{r,2}$ at its diffraction-limited focal point $\mathbf{r}_2$.

We determine the precise value of $z_0$ by optimizing the reconstruction of a density modulated atomic sample subjected to the writing lattice (figures 3(H) and (I)). We obtain the probe field $E_{r,1}(z_0) = \hat{U}_0 E_{r,1}(L)$ (figure 3(C)), with $E_{\text{speck}}$ ignored in this work (See footnote 4),
to simultaneously retrieve the phase shift \( \phi = \text{Im} \left[ \log \left( 1 + \frac{E_z(z_0)}{E_{\text{r},1}(z_0)} \right) \right] \) and absorption coefficient \( \alpha = 11 + \frac{E_z(z_0)}{E_{\text{r},1}(z_0)} \) in a large (top) and a small (bottom) atom sample.

### 4.2. Typical phase shift, absorption, and atomic density images

Figure 3(D) shows a phase shift image probed at \( \Delta = 30 \Gamma \), where an SNR < 1 for the subtracted hologram on the camera plane (figure 3(B)) is remarkably enhanced to SNR \( \approx 7 \), due to the numerical focusing of \( E_z \) when propagated from \( z = L \) to \( z = z_0 \). The resolution \( \delta \phi \approx 1.7 \) mrad is a factor of 4 smaller than the minimal noise level in phase-contrast imaging using the same camera without pixel saturation (see footnote 3). The absorption \( \alpha \approx \Delta \phi \) in figure 3(E) is below the noise floor \( \delta \alpha \approx 0.4\% \) and is hardly detected. Such \( \delta \phi \) and \( \delta \alpha \) sensitivity levels are consistently reached under various experimental conditions (figures 3(D)–(G) and (J), (K), (M), (N)) when the speckle noise induced blurring is below the shot noise level (figures 2 and 4), and if \( N_p \) approaches \( N_{\text{max}} = 2^{14} - 1 \). The opposite sign of the detunings leads to advanced (figures 2(D), (F), (H) and (M)) and retarded (figures 2(I) and (J)) phase shift, as expected. The sensitivity can be further improved by reducing the intensity ratio \( \kappa \approx 0.01 \) with reduced \( z_0/L \).

The atom number noise level \( \delta N_{\text{atom}} \) scales with \( \left| \frac{I}{2} + i \Delta \right| I_{\text{sat}} \) with probe intensities \( I \) well below the saturation intensity \( I_s = 36 \text{ W m}^{-2} \), and is minimized at \( \Delta = 0 \). With the absorption cross-section \( \sigma = 0.14 \mu \text{m}^2 \) for the unpolarized atoms, we convert the absorption image into the sample column density \( \rho \) in figure 3(K) (\( \Delta = 0 \Gamma, \tau = 800 \mu \text{s} \)). The rms atom number noise level is \( \delta N_{\text{atom}} = \delta \rho A \approx 0.8 \). To see atom shot noise, we need to fix the atoms within \( A \) during imaging, and improve \( \delta N_{\text{atom}} \) further.

### 4.3. Imaging during cooling

The sample in figure 3(L) is continuously probed during cooling with the probe intensity \( I = 0.6 \) W m\(^{-2} \) and \( \tau = 10 \) ms. Using such a weak probe, the noise level in figure 3(L) is twice the photon shot noise level due to poor subtraction of light scattered from the cooling beams.
Imaging during cooling allows us to observe the effect of light shift on the atoms by the cooling beams. For two samples of similar size, we display absorption and phase shift data for holograms taken during (figures 3(M) and (N)) and after (figures 3(F) and (G)) cooling. With $\Delta = 1.9 \Gamma$, the absorption is relatively increased when imaged while cooling, from which we infer a light shift of $\delta \approx 4$ MHz to the cooling transition so the dressed probe detuning $\tilde{\Delta} = \Delta - \delta$ is closer to the resonance.

Imaging during cooling is a prerequisite for number-resolving detection of weakly confined gases over long exposure times [3–5]. As in figures 3(M) and (N), we find holographic detection of atoms during laser cooling can reach photon shot-noise limited sensitivities.

4.4. Spatial resolution

We test the resolution of the microscope by imaging atoms subjected to the 1D ‘writing’ lattice. Figures 3(H), (I) are phase shift images of the density modulated sample with $\Delta = 1.9 \Gamma$ and $\Delta = -7.1 \Gamma$ respectively. Here again as expected the opposite sign of the detunings leads to advanced and retarded phase shift. The 20 $\mu$m fringe period is clearly resolved with the diffraction limited resolution of $x_{res} = 5.2 \mu$m in this work.

4.5. Convergence of the reconstruction algorithm

The images reconstructed in figure 3 are with both twin and dc images removed. The reconstruction follows equation (1) and the modified form of equation (2) (equation (A.1)) that converges slower, but stably removes the dc noise. The $\tilde{r} - n$ plots in figure 4(A) characterize such a convergence. In contrast to the simulated results in figure 2(A) where $E_s(z_0)$ is known, we calculate the residual $\tilde{r}$ defined by the difference between $E_s^{(n)}$ and $E_s^{(n = 250)}$ (nearly invariant under iteration). Comparing with the simulated results in figure 2(A), we notice that for $\eta > 1$, the hybrid geometry achieves nearly full real and twin image separation ($\tilde{r} \approx 5 \times 10^{-3}$) with a one-step reconstruction, a situation similar to the ‘off-axis’ geometry [32], but retains the convenience of measuring forward scattering at large NA in the inline geometry. Due to the modification of equation (2), the convergence for $\eta = 0.17$ is not as oscillatory and is twice as slow as the simulated case (figure 2(A)).

4.6. Reaching the shot noise limit

We characterize each holographic reconstruction with two numbers, the SNR and $\text{SNR}$ (signal to shot noise ratio). The signal is defined as the mean value of the reconstructed $|E_s|$ above 60% of its maximum. The noise level is given by $\sqrt{\langle |E_s|^2 \rangle_D}$, where $D$ is the area of an annulus surrounding $\hat{P}$ with ring width equal to $a$ ($a \approx 150 \mu$m). The shot noise level in the reconstructed $E_s$ is related to the pixel counts as $\sqrt{N_p}$. As detailed in appendix A, it can be approximated by $\sqrt{2 h \omega / |A_t Q_r}$ (i.e. two-photon equivalent electric field amplitude) but we have performed a more precise calculation that considers the shot noise contribution from $H$ and $H_0$ separately. The $\text{SNR}$ corresponds to $\sqrt{N_p / 2}$ in the simulated situation (figure 2(B)). Due to the high pixel count in the holographic recording, the 8 count/pixel camera readout noise contributes negligibly to the overall noise level.

---

6 When detecting multiple atoms, holographic imaging shares the advantage of collective enhancement of forward scattering with absorption imaging [31].
We plot SNR versus $\text{SNR}$ for an unbiased collection of holographic reconstructions in figure 4(B). With $\text{SNR} \approx \text{SNR}$, our reconstructions with $\text{SNR} \lesssim 30$ frequently reach the photon shot noise limit. The few data points with $\text{SNR} \lesssim 30$ that are not photon shot-noise limited are caused by changes in the speckle pattern, and relative phase fluctuation in $E_{r,1,2}$ between the recording of $H$ and $H_0$, which are not taken into account in the subtraction (appendix A). Images with larger SNR in this experiment are deteriorated by the speckle noise induced blurring, similar to the simulated situation in figure 2(B). Preliminary additional work has shown that by including $E_{\text{speck}}$ into the reference field phase estimation, the speckle induced blurring can be substantially suppressed (See footnote 4).

5. Conclusion and outlook

We have demonstrated diffraction limited holographic imaging of cold atoms with photon shot-noise limited sensitivity for the first time to our knowledge [20]. The phase shift and absorption sensitivities are beyond those in standard imaging if the same camera is used without binning (see footnote 3). The simple and robust setup is in contrast to phase-contrast imaging [9] and spatial heterodyne imaging [13], and our method can image an extended atomic sample where phase-contrast imaging is likely to be deteriorated by artifacts [33]. Such detection sensitivities are also achieved during laser cooling, a prerequisite for number-resolving detection of weakly confined gases over a long exposure time [3–5, 31]. The technique can be integrated into atom chips [34] where nano-fabricated pinholes are back-illuminated to generate the reference fields. Increasing the information contained in $E_r$, as in the hybrid geometry, may also be useful in x-ray and electron holography [35, 36].

Comparing with standard absorption/phase contrast imaging, our technique has a signal that is a factor of two less. This intrinsic reduction stems from the loss of information in holography as only one quadrature of the oscillatory interference $E_r^{*}E_s$ is detected. In comparison, in standard imaging $E_s$ optimally interferes with $E_r$, generating the largest possible signal of either absorption or phase shift. Practically one can increase the signal amplitude by increasing the exposure time, as long as the hologram does not have a count that exceeds $N_{\text{max}}$.

Although we reach the shot-noise limit for small samples, the speckle induced blurring (figures 2(B) and 4(B)) limits the magnitude of the SNR for samples with large optical depth. The effect depends on the location of the scatterers that generate the speckle noise. Our maximum SNR $\approx 30$ suggests a maximum phase shift (absorption) of 60 mrad (12%) before speckle noise noticeably affects imaging. Including $E_{\text{speck}}$ into the reference field phase estimation, as in our preliminary additional work, shows substantial speckle noise suppression [See footnote 4] for imaging samples with larger optical depth. The largest retrievable phase shift $\phi_{\text{max}}$ is related to the instability in removing the intense dc term (equation (1), A.2), a topic needing further investigation. In our setup, with an extended sample where the camera is at the near field of $E_s$, we find that $\phi_{\text{max}} \approx 1.2$ rad, while for smaller samples $\phi_{\text{max}}$ can be larger.

The lengthy numerical process may be sped up with advanced algorithms [37] and processing reconstructions using graphics processing units. The atom number noise level $\delta N_{\text{atom}} \propto \sqrt{x_{\text{res}}^2/\sigma}$ reduces with improved imaging resolution, provided that atoms are confined within $x_{\text{res}}$ during imaging. The moderate spatial resolution $x_{\text{res}} = 5.2 \mu$m can be improved, for example, by using a camera with a larger width $w$, or by magnifying the camera with lenses (figure 1). The aberration in the latter case is self-suppressed due to the common optical paths
for $E_s$ and $E_r$ when $z_0 \ll L$, and can be further corrected numerically. With a factor of 10 increase in NA to 0.7 and using a camera with $Q = 0.8$ ($Q = 0.1$ in this work), we expect $\delta N_{\text{atom}} \approx 0.08$ with $\tau = 100 \mu s$ resonant detection. By reducing $z_0$ for a condensed sample, the $N_{\text{max}}$-limited sensitivity $\delta \phi$ can be improved further, even if the camera is magnified by lenses. With a spin-polarized sample to increase $\sigma$, $\delta N_{\text{atom}} = 0.2$ should be achievable for $\Delta = 5 \Gamma$, allowing off-resonant imaging with single atom sensitivity. This could be a favorable scenario for precise phase imaging of cold atoms at high density, where the line shift/broadening due to multiple scatterings has been shown to prevent faithful and efficient resonant imaging [6].

We conclude by mentioning the possibility of non-destructive probing of multiple atoms in single sites of an optical lattice [3–5, 31]. The idea is based on optical shielding [38, 39]: blue detuned light enhances the repulsion between symmetrically excited atom pairs. In the proposed scheme, atoms are trapped in single lattice sites with strong $x, y$ confinement. A blue detuned probe and auxiliary cooling beams, all with polarization in the $x - y$ plane, switch on adiabatically so that atoms confined in single sites find new equilibrium positions separated along $z$. The blue-detuned molasses should allow sub-Doppler cooling of the atom array confined in the lattice site for continuous, holographic detection of the probe light phase shift/absorption as in this work. More investigations are needed to confirm the applicability of this method, which may substantially extend the range of observables in quantum gas microscopy [3, 4].
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Appendix A. Details of the holographic reconstruction

A.1. Extracting the reference field

To extract the reference field $E_r$, we estimate $\phi = \arg[E_r]$ so that $E_r = \sqrt{H_0} e^{i\phi}$. With a large $L$ and tightly focused $E_{r,j}$ ($j = 1, 2$), we assume the wavefronts $E_{r,j}(R) \propto \sqrt{H_j} e^{i[R-r_j]}$ with $R = (x, y, L)$ on the camera plane to be well-approximated by spherical waves from the focal points $r_j$. Here $H_1$ is an intensity image taken when only the inline source $E_{r,1}$ is on, and similarly for $H_2$ when only the off-axis source $E_{r,2}$ is on. In the following we describe the procedure to determine the location of the focal points $r_1$ and $r_2$, and additional adjustments to estimate $E_r(L)$ for image reconstruction, as well as to estimate $E_r(z_0)$ for phase shift $\phi$ and absorption coefficient $\alpha$ retrieval.

We first adjust the camera position so that the $H_1 = |E_{r,1}|^2$ intensity is centered. We then fit $H_1$ with a 2D Gaussian $H_{1,j}$ and set its center to $x = y = 0$. With an estimate of $L$, the location $r_2$ is retrieved by propagating $E = H_0/E_{r,1}$ to its focal plane (with prior knowledge of the $r_{1,2}$ relative position, the twin image at $-r_2$ is easily identified). The displacement $|r_2 - r_1| = d = 387.0 \mu m$, measured before the installation, is used to calibrate the $L$ parameter in $E_{r,1}$.

Reconstruction of the $E_{r,2}$ focal point also provides an estimate of the relative phase $\phi_1$ between $E_{r,2}$ and $E_{r,1}$. We therefore reach an estimate $E_r(0)(a_1, a_2, \phi) = a_1 \sqrt{H_{1,j}} e^{i[R-r_j]}$.
+ \frac{a_2}{2} \sqrt{H_{2,f}} e^{i[k|\mathbf{R} - \mathbf{r}] + i\phi} \text{ at the camera plane with } a_1 = a_2 = 1 \text{ (} H_{2,f} \text{ is a } 2D \text{ fit of the } H_2 \text{ intensity.)}

To improve the accuracy of the estimation, we minimize the difference \( H_0 - |E_r(0)(a_1, a_2, \phi)|^2 \) to achieve the optimal \( E_r(0) = a_{1, \text{opt}} \sqrt{H_{1,f}} e^{i[k|\mathbf{R} - \mathbf{r}] + i\phi_{1, \text{opt}}} \). Finally, we use \( \varphi_{1,2} = \arg[E_r^{(0)}_{\text{opt}}] \) to approximate \( \varphi = \arg[E_r] \) in this work so that \( E_r(L) \approx \sqrt{H_0} e^{i\phi_{1,2}} \).

From the estimated \( E_r(L) \) it is straightforward to calculate \( E_r(z_0) = \hat{U}_0 E_r(L) \). To avoid FFT boundary artifacts, we expand the fitted \( H_f \) and \( H_{2,f} \) onto a grid twice as large as the camera, so both fitted intensities are well-contained within the grid. Similar to the \( E_r(L) \) estimation, the approximation \( E_r(z_0) \approx \hat{U}_0 E_r^{(0)}_{\text{opt}} \) ignores speckle noise.

A.2. Iterative twin and dc removal

Equation (2) assumes \( |E_s|^2 \ll |E_r|^2 \) over the camera. To remove the dc term equation (2) is modified, using our estimation of \( E_s \) at each iteration \( E_s^{(n)} \), we calculate the dc term \( \approx \hat{U}_0^{(-1)} \hat{P}^{(n)} E_s^{(n)} \) and subtract it from the hologram

\[
E_s^{(0)} = \hat{U}_0 \hat{E}_s,
\]

\[
E_s^{(0,n)} = \hat{U}_0 \left( \hat{E}_s - \left| \hat{U}_0^{(-1)} \hat{P}^{(n)} E_s^{(n)} \right|^2 / |E_s|^2 \right),
\]

\[
E_s^{(n+1)} = (1 - \nu) \hat{P}^{(n)} E_s^{(n)} + \nu \hat{U}_0 \hat{C} \hat{U}_0^{(-1)} \left( E_s^{(0,n)} - \hat{P}^{(n)} E_s^{(n)} \right).
\] (A.1)

We introduce \( \nu \) to control the speed, in equation (2) \( \nu = 1 \). The dc removal makes the algorithm nonlinear, and we find it can be unstable when \( E_s \) is large. Adjusting \( \nu \) improves the stability and we set \( \nu = 0.5 \) in this work. The convergence is a factor of two slower (figure 4(A)), while the oscillatory feature in (figure 2(A)) is suppressed.

A.3. Optimal background subtraction

\( H, H_0, H_1 \) and \( H_2 \) are affected by laser power and phase fluctuations, and ambient light. For retrieving \( E_r \) using \( H_0, H_1 \) and \( H_2 \) as in A.1. We take a background image \( B_0 \) with the same exposure time as \( H_0 \) and subtract it directly. The subtraction \( H - H_0 \) in equation (1), requires greater precision. We have developed a two-step optimization for the subtraction as following.

First, using the two point interference, we optimize the subtraction \( H^{(0)}_R(b) = H - b H_0 \), with a parameter \( b \) to account for power fluctuation between recordings. The optimization starts with the complex field \( E(b) = H^{(0)}_R(b) / E_r^{(1)} \) which is propagated to \( z = 0, \hat{U}(-L) E(b) \), where three spots are formed. We isolate the one at \( \mathbf{r}_2 = (a, 0, 0) \) and calculate its residual power \( d P(b) \) (The others correspond to the inline and off-axis twin sources.). \( d P(b) \) is minimized at \( b = b_{\text{opt}} \). To eliminate atomic signal from affecting \( b_{\text{opt}} \), we apply a mask that blocks the geometric shadow of the sample in \( H \) and \( H_0 \).

Optimization based on the fringes cannot account for a relative \( E_{r,1,2} \) power fluctuation. In addition, atomic fluorescence causes a uniform background \( f_{\text{bk}} \). We account for these, together with the ambient light, using a four parameter \( (c_j, j = 1, 2, 3, 4) \) optimization.

\[
H_R = H - b_{\text{opt}} H_0 - c_1 B + c_2 B_0 - c_3 f_{\text{bk}} - c_4 P_f.
\] (A.2)

\( P_f = H_{f,1} - H_{f,2} \) accounts for a relative power fluctuation and \( B \) is the ambient background for \( H \).
We then propagate $E(c_j) = H_R(c_j)/E^*_i$ via $\hat{U}_0$ to $z = z_0$ where we expect the sample’s in-focus image $E_s(z_0)$ and its out-of-focus twin. We use $1 - \hat{P}$ to exclude $E_s$. The leftover twin image is converted into a real image and refocused to $z = z_0$ where we expect the sample’s in-focus image $E_s(z_0)$ and its out-of-focus twin. We use $-1/P$ to exclude $E_s$. The leftover twin image is converted into a real image and refocused to $z = z_0$ using the $\hat{U}_0\hat{C}\hat{U}_0^{-1}$ operation as in equation (2), before it is also excluded. This ensures the final image is nearly free of atomic signal, from which we calculate the rms noise level $N(c_j)$ to be minimized at $c_{j,\text{opt}}$ and thus the final $H_R,\text{opt}$ which is $'H - H_0'$ in equation (1). This takes $\approx 10$ minutes with a PC (Intel Core i5-2400 CPU, 3.1 GHz).

A.4. Propagation of shot noise

The rms shot noise level in the holograms, proportional to the square root of the pixel count $N_p = HA_pQ\tau/\hbar\omega$, is given by $n_H = H^4/\sqrt{HA_pQ\tau/\hbar\omega}$ and similarly $n_{H0} = H_0^4/\sqrt{HA_pQ\tau/\hbar\omega}$. The associated shot noise $\delta E_H$ of $E_H$ in equation (1), in each pixel, has a rms level:

$$n_{EH} = \left| n_H^2 + n_{H0}^2/E^*_i \right|^{1/2},$$

$$= \left(2\hbar\omega/\lambda_pQ\tau \right) \left(4NA \times \tan^{-1}(NA) \right).$$

(A.3)

Here we assume $n_H = n_{H0}$. To derive the rms level of the shot noise field $\delta E_a$ at $z = z_0$, we evaluate the intensity contribution $|\hat{U}_0\delta E_H|^2$ from each pixel on which $\delta E_H$ has a random but uniform amplitude. The contribution is summed over the pixels to give the intensity of $\delta E_a$.

More specifically, we consider the field $\delta E_H$ through each pixel, with wavefront area restricted by $A_p$, as spherical waves propagating toward $r_1$ and $r_2$. We calculate the noise level of $E_s$ near the sources, $r = O(d)$, via Kirchhoff’s diffraction theorem and further a 2D integration of the intensity contribution over the pixels

$$n_{E,\text{r}=O(d)} = \sqrt{2\hbar\omega/\lambda_pQ\tau \left(4NA \times \tan^{-1}(NA) \right)},$$

(A.4)

Here $NA = w/\sqrt{w^2 + 4L^2}$, with $z_0 \ll L$ the noise level $n_{E,\text{r}=O(d)} \approx n_{E,\text{r}=O(d)}$. With $\tilde{A}_r \approx A_r$, the rms level of shot noise $\delta E_a$ near the atom location is

$$n_{E,a} \approx \sqrt{2\hbar\omega/\tilde{A}_rQ\tau \left(4NA \times \tan^{-1}(NA) \right)}.$$

(A.5)

A.5. The final shot noise level after iteration

Shot noise modifies the input of equation (2) to $\tilde{E}_s^{(0)} = E_s^{(0)} + \delta E_a$, while $E_H$ is modified to $\tilde{E}_H = E_H + \delta E_H$. As the iteration converges to $\tilde{E}_s = E_s(z_0) + \delta E_s$, considering $|E_s|^2 \ll |E_i|^2$, it is easy to show the following

$$\delta E_s = \delta E_a - \hat{U}_0\hat{C}\hat{U}_0^{-1}\hat{P}\delta E_s.$$  

(A.6)

The final noise $\delta E_s$, as a functional of the shot noise $\delta E_a$ specified by equation (A.5), is difficult to calculate analytically. However, if $\hat{P}\delta E_s$ is, as verified numerically, a uniform shot noise pattern filtered by the aperture $\hat{P}$, while the twin image $\hat{U}_0\hat{C}\hat{U}_0^{-1}\hat{P}\delta E_s$ is not correlated with the shot noise $\delta E_a$ in equation (A.6), then:
\[ n_{Es}^2 = n_{E,a}^2 + \xi^2 n_{Es}^2. \]  
(A.7)

Here \( \xi \) is the ratio of the rms level between \( \hat{U}_a \hat{C} \hat{U}_0^{-1} \hat{P} \delta E_s \) and \( \delta E_a \). And the final shot noise level becomes

\[ n_{Es} \approx \sqrt{\frac{2\hbar \omega / A_r Q\tau}{1 - \xi^2}}. \]  
(A.8)

For the inline geometry \( \xi_{\text{inline}} = 1/(1 + 2\omega / L_{fz0}) \) for \( (z_0 \ll L) \), which is determined by the area ratio of the apertured shot noise given by \( \hat{P} \) and its NA-limited shadow at the twin image plane. For the hybrid geometry \( \xi \approx (1 - \eta) \xi_{\text{inline}} \) for \( \eta < 1 \). In this work \( \xi \sim 0.1 \), the increase of the shot noise from \( n_{E,a} \) to \( n_{Es} \) due to the algorithm is <1\%.

**A.6. Shot-noise limited SNR, and \( N_{\text{max}} \)-limited sensitivity**

With the noise level of \( E_s \) specified by equation (A.8), the SNR = \( \sqrt{\langle |E_s(z_0)/n_{Es}\rangle^2} \) over a particular \( A_r \), is SNR = \( \sqrt{N_r/2} \) with \( N_r = \langle |E_s(z_0)|^2 \rangle A_r Q\tau / \hbar \omega \) (we consider \( \xi^2/2 \ll 1 \)).

But, for a camera with \( N_{\text{max}} \), the relation \( N_b = \langle |E_r(L)|^2 \rangle A_p Q\tau / \hbar \omega \ll N_{\text{max}} \) must be satisfied. By considering the SNR = 1 limit, the minimum detectable \( E_s \) must obey

\[ \left| E_s(z_0) \right| > \frac{2\kappa A_p}{N_{\text{max}} A_r} \left| E_r(z_0) \right|. \]  
(A.9)

From equation (A.9) we obtain the phase shift \( \delta \phi = \frac{2\kappa A_r}{N_{\text{max}} A_r} \) and absorption coefficient \( \delta \alpha = 2\sqrt{ \frac{2\kappa A_r}{N_{\text{max}} A_r} } \) sensitivities.
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