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Abstract

A “genome structure” is a labeled directed graph with vertices of degree 1 or 2. A set of operations over such graphs is fixed, and each of the operations has a certain cost, a strictly positive number. The transformation problem consists in the following: for given structures \(a\) and \(b\) and given costs, find a minimum total cost sequence of operations transforming \(a\) into \(b\) (“the shortest transformation of \(a\) into \(b\)”). Each operation corresponds to an “event”, the latter being a change in the graph caused by executing one of the operations over it. The possibility of assigning different costs is important in applications, since it allows to distinguish between frequent and rare events. Apparently, arbitrary costs make the problem NP-hard, which results in nontriviality of passing from one restriction on costs to another, if the problem is solved by a linear or at least polynomial algorithm (assuming that \(P\neq NP\)). We propose a novel linear time and space algorithm which constructs a sequence of operations transforming \(a\) into \(b\) with total cost close or equal to the absolute minimum. Namely, if all the so-called DCJ operations have the same cost \(w\) and if deletions and insertions have costs either both larger or both less than \(w\), then the algorithm outputs a transformation of \(a\) into \(b\) with the total cost differing from the absolute minimum by at most \(2w\) (in the former case) or equal to it (in the latter case). In some cases, the algorithm outputs an exact solution, e.g., in the case of circular genome structures. The condition on the costs of deletions and insertions can be omitted (although the proof described below does not include this general case).
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1 Introduction

Here and in what follows, a “genome structure” (we will simply say a \emph{structure}) is any directed graph whose components are chains and cycles (including loops), and each edge has a name (which is a natural number). In other words, the degree of any vertex in a graph is either 1 or 2. The main theorem of the present paper says about structures with \emph{all names different} in each individual structure; names in different structures may repeat. A structure has no vertices of degree 0, which will be referred to as \emph{isolated vertices}. A usual set of operations over such graphs is fixed (see the next section), and each of the operations has a certain cost, a strictly positive number.

The problem of finding the minimum total cost sequence of operations transforming of one structure \(a\) into another \(b\) (“the shortest transformation”) has been intensively studied in bioinformatics for a long time. Its occurrence is due to the fact that, at large evolutionary distances (globally, as they say), a genome in biology can be described as a labeled graph composed of chains and cycles (respectively, linear and circular chromosomes). For arbitrary operation costs, the problem is highly nontrivial mathematically because of NP-hardness, and thus is far from being solved. However, its importance in evolution research is widely recognized.

The problem traditionally uses some biological terminology. Namely, an edge with its name is called a \emph{gene}, and a component of a graph, a \emph{chromosome}. The graph (structure) itself is sometimes referred to as a \emph{genome}. Such a global description of a

\textsuperscript{1} Institute for Information Transmission Problems of the Russian Academy of Sciences, E-mail: gorbunov@iitp.ru, lyubetsk@iitp.ru
biological genome, of course, ignores most of its real features; nevertheless, it happens to be very useful in studying many evolution properties of biological genomes. At the same time, a simplified description of a biological genome as a structure makes it possible to find efficient algorithms working with hundreds of genes simultaneously. Over the last 30 years, hundreds of papers on this problem were published, where it was usually considered in a biological context, whose overview can be found, e.g., in; Warnow [1]; Chauve et al. [2]; Pevzner [3]. We discuss this problem as pure mathematical, but in the next two paragraphs we briefly mention some of the most important original results in a biological context.

In Sankoff et al. [4], genomic rearrangements in ancestors of twenty mitochondrial genomes were analyzed. In Hannenhalli and Pevzner [5] there were considered genomes with equal gene content (i.e., the sets of names in genomes $a$ and $b$ coincide), a single chromosome, and reversal as an operation over the genome. The runtime of the obtained algorithm is estimated by a fourth-degree polynomial. The distance between two genomes is understood as the number of applications of the given operations in the shortest transformation between them. In Hannenhalli and Pevzner [6] there was considered the problem of finding the distance between the same genomes as in Hannenhalli and Pevzner [5] but with a larger list of operations: fusion, fission, reversal, and translocation. The runtime of the obtained algorithm was also a fourth-degree polynomial. The above operations are expressed through the so-called DCJ operations, whose definitions are recalled in the next section. In those papers, the problem was considered under the equal gene content and without costs of operations, and simply the number of operations in a transformation was minimized. In Alekseyev and Pevzner [7] (for equal gene content) there was proposed an important construction of a breakpoint graph, and the transformation problem was reduced to the problem of transforming the breakpoint graph to a final form (these definitions see below).

In Braga et al. [8]; Compeau [9], Silva et al. [10], Compeau [11], Silva et al. [12] this problem was studied under unequal gene content and unequal operation costs. These papers describe linear time algorithms constructing the shortest transformation of one structure into another, assuming equal costs of DCJ operations and, independently, equal costs of insertions and deletions (referred to as indels) of a gene. In the present paper we also assume equal cost $w$ of DCJ operations, but costs $w_d$ and $w_i$ of deletion and insertion can be different, though both greater or less than $w$. Algorithms and proofs from the papers mentioned above cannot be extended to these cases. Note that possibility to take different costs $w_d$ and $w_i$ is essential in some applied and in particular biological contexts. For instance, mitochondria of all vertebrates have the same set of genes and each gene has a unique function. However, the order of these genes can vary among animals: it is substantially different in the purple sea urchin Strongylocentrotus purpuratus than in vertebrates (Jacobs et al. [13]). Thus, gene losses and acquisitions are much more rare here than DCJ operations, and rare events should be assigned higher costs. A similar pattern is observed in plastids of certain plants; e.g., the order of plastid genes in the red alga Porphyridium purpureum notably differs from that in other red algae. In the next case where one genome is smaller than the other, the loss cost should exceed that of acquisition. For example, the genome size amplifies after hybridization of two species as in the case of polyploid strawberry or wheat (Bors and Sullivan [14]). Polyploidy is much more common in plants than in animals. Among dioecious animals, it was described in nematodes including ascariids and certain amphibians. However, other full-genome duplications have been recently reported in chordates (Putnam et al. [15]). The genome reduction can also occur; e.g., many genes (paralogs) are lost after a full-genome duplication.

Algorithmic and mathematical hardness of passing from one condition on the costs to another follows from the fact that the problem with arbitrary costs is apparently NP-hard and therefore definitely cannot be solved even by an algorithm of polynomial complexity (assuming that $P\neq NP$). In the present paper we consider the problem under unequal gene content and minimize by a linear algorithm the sum of costs of all operations applied in a transformation. This sum is
referred to as the total cost of a transformation.

Let us recall related problems, though they are not considered here. If edge names in a structure may repeat (paralogous genes), then this problem of the shortest transformation with paralogs was investigated in Shao et al. [16] under the following constraints: equal gene content, equal number of the same name paralogs in structures, and DCJ operations only. In Martinez et al. [17] the problem was analyzed with DCJ operations and unequal gene content, but paralogs that do not match any paralog in another structure are discarded. In Lyubetsky et al. [18]; Lyubetsky et al. [19] the general case of the transformation with paralogs problem was reduced by a linear algorithm to a special case of an integer linear programming problem. In Lyubetsky et al. [18–19] there was also considered the general case of the problem of the shortest reconstruction of structures (with or without paralogs) defined at leaves of a tree, i.e., the problem of extending structures from leaves to inner nodes of the tree. The tree itself can be either given or found in the course of the solution.

2 Definitions and preliminaries

2.1 Equal gene content and equal operation costs

In algorithmic considerations, names of genes are natural numbers. Equal gene content means that the sets of names in a and b coincide.

DCJ operations over a structure are well known, see Bergeron et al. [20]. These are the following. Double intermerging: cut two vertices and merge the four ends thus formed in a new way; Fig. 1a. Sesquialteral intermerging: cut a vertex and merge one of the newly formed ends with any free end; Fig. 1b. Single merging and cut: merge two free ends or cut a vertex; Fig. 1c.

![Figure 1. DCJ operations over a structure](image)

Under equal gene content, the transformation problem consists in the following: for given structures a and b, find a minimum-length sequence of operations transforming a to b. For solving this problem, of major importance is the notion of a breakpoint graph a+b for the structures a and b, which was proposed in Alekseyev and Pevzner [7]. This is an undirected loopless graph whose vertices are extremities of all genes in a and b. Let us denote the beginning of a gene with name k by $k_1$, and its end, by $k_2$. By definition, an edge connects two vertices in $a+b$ if the corresponding extremities are merged in a or b; the edge is labeled by a or b, respectively. Thus, $a+b$ contains information on merged extremities in a and b simultaneously. Components of $a+b$ are chains and cycles with alternating a- and b-edges. Isolated vertices may occur; they correspond to extremities that are not merged with any others.

The graph c+c consists of isolated vertices and cycles of length 2; it is said to be final (or: in final form). It is easily seen that the transformation problem is equivalent to the problem of reducing $a+b$ to a final form by operations which are analogs of operations over pairs of structures, see Alekseyev and Pevzner [7]. Namely, an operation is performed over one element of a pair of structures only, and the second is unchanged; after that, an operation over $a+b$ is defined by commutativity of the corresponding diagram for any pair $<a,b>$. These operations are as follows. Double intermerging (Fig. 2a): deleting two equally labeled edges and connecting the four ends thus formed by two new edges with the same label. Sesquialteral intermerging (Fig.
2b): deleting an edge and joining one of its ends with a free vertex that is not incident to an edge with the same label by an edge with the same label. **Single merging** (Fig. 2c, right to left): adding an edge (say with label $a$) between two vertices such that each of them is not incident to an edge with label $a$. **Cut** (Fig. 2c, left to right): deleting any edge. As a result, labels of edges in $a+b$ alternate.

![Figure 2](image)

**Figure 2.** Operations over the breakpoint graph $a+b$ in the case of the equal gene content of structures $a$ and $b$. Similarly for a $b$-edge.

2.2 Unequal gene content and unequal operation costs

Recall that we always seek for a transformation of a structure $a$ to a structure $b$. Throughout what follows, we consider unequal gene content, i.e. sets of names in $a$ and $b$ need not coincide. A gene that occurs in both $a$ and $b$ is said to be common; a gene occurring in only one of the structures is said to be special ($a$- and $b$-special).

In this case, besides DCJ operations, which will be referred to as standard, we need supplementary operations over a structure: deletion and insertion of genes. Namely, we can delete a connected fragment of $a$-special genes and insert a connected fragment of $b$-special genes; if a deleted fragment has adjacent genes, merge their extremities. Such fragments will be referred to as $a$- or $b$-segments, respectively. An inclusion-maximal segment will be called an $a$- or $b$-block.

If each operation is assigned a cost, a strictly positive number, then the transformation problem is naturally generalized: find a transformation of $a$ to $b$ with the minimum total cost (say, minimum cost). Such a sequence will be referred to as shortest.

The result of the paper is the following

**Theorem 1.** We describe a linear time and linear space algorithm for the transformation of any structures to each other. If standard operations have equal costs $w$ and the deletion and insertion operations have costs both larger or less than $w$, then the algorithm outputs a transformation of $a$ into $b$ with total cost differing from the absolute minimum by at most $2w$ (in the former case) or equal it (in the latter case).

In Gorbunov and Lyubetsky [21] it was proved that among shortest sequences there is one in which all deletions precede all insertions; therefore, the problem is equivalent to the following: transform $a$ and $b$ separately into any structure $c$ by two sequences of operations (now without deletions) with the minimum total costs of these sequences. Thus, as in the preceding subsection, we look for a structure $c$ to which $a$ and $b$ are independently transformed by shortest (in aggregate) transformations. To this end, we extend the notion of the graph $a+b$. Specifically in the case of unequal gene content, the breakpoint graph $a+b$ has the following vertices: conventional, which are extremities of common genes, and singular, which correspond to $a$- and $b$-blocks and are labeled as $a$- or $b$-vertices. Each block is accompanied with a sequence of names for genes forming the block. A conventional edge in $a+b$ connects conventional vertices.
as defined above. A singular edge in \( a+b \) connects a conventional vertex with a singular one if an extremity in \( a \) or \( b \) corresponding to a conventional vertex is merged with an extremity of the corresponding block (\( a- \) or \( b- \)-edge). A conventional isolated vertex is an extremity of a common gene that is merged in neither \( a \) nor \( b \). A singular isolated vertex is a linear block. A loop is drawn at a singular vertex that corresponds to a cycle. A hanging edge is a singular edge incident to a singular vertex of degree 1. The graph \( a+b \) is undirected; its components are chains, isolated vertices, cycles, and loops. Non-hanging singular edges occur in \( a+b \) in pairs — these are edges incident to one singular vertex; it is convenient to regard such a pair as a double edge, which allows us to preserve the alternating property of \( a- \) and \( b- \)-edges. The size of a component in \( a+b \) is the number of conventional edges plus half the number of singular non-hanging edges in it. For conventional isolated vertices and loops, the size is defined to be 0, and for singular isolated vertices, \(-1\). The definition of a final graph (final form) remains the same, this is a graph of the form \( c+c \). Fig. 3 shows a typical example of an \( a+b \), in Fig. 4a we give an example of structures \( a \) and \( b \), and Fig. 4b shows their breakpoint graph \( a+b \). A pair of structures \( a \) and \( b \) is transformed by a linear algorithm to the breakpoint graph \( a+b \), and vice versa.

Other (though close in ideas) definitions of a graph combining the information about original structures \( a \) and \( b \) in the case of unequal gene content were proposed in Yancopoulous and Friedberg [22] and later in Braga et al. [8] and Gorbunov and Lyubetsky [21].

We define five operations over \( a+b \). These are as follows. Double intermerging (DM) is defined as above (Fig. 5a): if an edge with singular endpoints is formed, both \( a- \) or both \( b- \), then the edge is replaced with one singular vertex, which is assigned the concatenation of sequences of the two original singular vertices («joining» of singular vertices); if an operation involves a loop, the loop vertex is considered as having two edges in it. Sesquialteral intermerging (SM, Fig. 5b): deleting an edge and drawing a new edge with the same label from one of newly formed free endpoints to a free conventional vertex which is not incident to an edge with the same label or to a singular vertex of a hanging edge or a singular isolated vertex (i.e., of degree \( \leq 1 \)) with the same label (along with possible joining of two singular vertices). Single merging (OM): adding an \( a \)-edge between free vertices each of which is a conventional vertex (joined to a \( b \)-edge) or an isolated vertex, an \( a \)-hanging vertex or an \( a \)-singular isolated vertex; along with possible joining of two singular vertices (Fig. 5c, right to left and Fig. 5c'). The same for \( a \) and \( b \) interchanged. Cut (Cut, Fig. 5c, left to right): deleting any edge. We define a supplementary operation: removal (Rem) of a singular vertex (Fig. 5d, d', d''). Specifically, if it is of degree 2, it is removed, and edges incident to it are merged into a single edge with the same label; if it is of degree 1, it is removed together with the edge incident to it; if it is of degree 0 or has a loop, the vertex and the loop are
removed. Reduction of the graph $a+b$ to a final form by definition uses the above-described operations.

\[ a+b ightarrow a+b+\text{cut} \rightarrow a+b+\text{merging} \rightarrow a \]

\[ a+b+\text{cut} \rightarrow a+b+\text{merging} \rightarrow a \]

\[ a+b+\text{cut} \rightarrow a+b+\text{merging} \rightarrow a \]

\[ a+b+\text{cut} \rightarrow a+b+\text{merging} \rightarrow a \]

**Figure 5.** Operations over the breakpoint graph $a+b$ in the case of unequal gene content of structures $a$ and $b$.

Costs of operations over any breakpoint graph $G$, in particular $a+b$, are defined according to original costs. Specifically, the cost of removal of an $a$-vertex equals the original cost of deletion; that of removal of a $b$-vertex equals the original cost of insertion; of a cut of an $a$-edge, the original cost of a cut; of a cut of a $b$-edge, the original cost of a single merging; of a OM operation by an $a$-edge, the cost of a single merging; of a OM operation by a $b$-edge, the original cost of a cut; the costs of DM and SM equal the original costs of the respective operations. The minimum cost of $G$ is defined to be the minimum total cost (under the above-defined costs) of a transformation (called reduction) of $G$ to a final form. Transformation problem consists in finding a transformation itself and its minimum cost.

Recall that linear equivalence of two problems means the existence of a linear complexity algorithm transforming the problems to each other. Theorem 2 below literally repeats Corollary 5 from Gorbunov and Lyubetsky [21], whose proof does not use the equality of all operation costs.

**Theorem 2.** Let the costs of all standard operations be equal. The problem of the shortest transformation of $a$ to $b$ is linearly equivalent to the problem of reduction the graph $a+b$ to a final form. The minimum costs of both transformations are equal. \(\square\)

### 3 Description of the algorithm

We solve the problem of transforming $a$ to $b$ with arbitrary costs as the problem of reducing $a+b$ to a final form with the costs specified above, which assumes that all DCJ operations have equal costs (the condition of Theorem 2). We solve this problem by a linear complexity algorithm whose almost exactness is proved in Section 4 below provided that $\min\{w_1,w_2\} \geq w$ (the condition of Theorem 3). The second case of Theorem 1, where $\max\{w_1,w_2\} \leq w$ (then the increment is 0, which implies that the algorithm attains the exact minimum) is proved similarly.

We may divide all costs by $w$; therefore, we assume that $w=1$, and it suffices to prove the exactness under the condition $1 \leq w_1 \leq w_2$, since the symmetric case is completely analogous. Note that we have also tested an implementation of the algorithm with randomly chosen costs, and it was found to show high performance; this separate subject is not presented in this paper. However, a computer program realizing the algorithm — together with biologically meaningful examples of its application — is available at [http://lab6.iitp.ru/ru/chromoggl/](http://lab6.iitp.ru/ru/chromoggl/) (in Russian).

The linearity of the algorithm will be evident, in contrast to its exactness. The main idea of the latter one consists in using an easily computable characteristic of any breakpoint graph $G$, a natural number $t(G)$ (see Claim 2), which, roughly speaking, decreases by 1 at each step of the algorithm and equals 0 at a final graph; then the number of algorithm steps is $t(G)$. More
precisely, for any graph $G$ and any operation $o$, we have the «$t$-property»: $t(G) - t(o(G)) \leq 1$ (see Claim 1). The other idea ensures that the absolute minimum of the total cost (called the minimum cost) of reducing an arbitrary breakpoint graph $G$ – in particular, $a+b$ – to a final form is close to the total cost of the sequence of operations output by the algorithm when applied to $G$. Specifically, we denote the first of them, the minimum cost, by $C(G)$, and the second, the algorithm cost, by $c(G)$. Then any operation $o$ applied to $G$ reduces $c(G)$ when passing from $G$ to $o(G)$, roughly speaking, by at most $c(o)$, the cost of the operation $o$. In other words, $c(G) - c(o(G)) \leq c(o)$. Thus, $t(G)$ and $c(G)$ play the role of a kind of a complexity estimate for $G$. We further formalize these ideas in Claims 1-2 and Lemma 2, respectively.

The algorithm consists of 8 stages, the 2nd and 3rd of them containing numerous substages. Anticipating things, by an autonomous reduction of any breakpoint graph $G$, in particular $a+b$, we call a sequence of operations consisting only of Stages 1, 4, 5.2, and 8 defined below. In essence, the autonomous reduction consists in cutting off all conventional edges (Stage 1), circularizing all chains (Stage 4), reducing cycle sizes (Stage 5.2); and circularizing a simplest chain of the form $aa$ or $bb$ and removing all singular vertices (Stage 8).

Now we start the description of our algorithm. At Stage 1, from all components except cycles of length 2, conventional edges are cut off, which are circularized into cycles of length 2. Namely, cutting off consists in a DM of a pair of adjacent edges or in SM of an adjacent edge, if the second adjacent edge is absent. At Stage 2 sequences of operations (named interactions) are performed. The interactions are performed over chains only and reduce their number, as well as, in a sense, complexity of $G$. The interactions are performed in the order listed below and use the notion of a type of chain. At all stages (except for Stage 7), each operation transforms the graph $G$ into a graph $o(G)$ with a strictly lower value of $t$.

A chain of an odd (even) size in $G$ is said to be odd (respectively, even); zero is an even number. Hereinafter, the type of chain is defined after cutting off all conventional edges, and does not depend on the order of their removing (Gorbunov and Lyubetsky [21], Lemma 6). But the definition of a type is applicable to components of $G$ that contain arbitrarily many conventional edges, as well as vertices. Type 1a is an odd chain with one hanging $b$-edge; 2a is either an odd chain with two hanging $b$-edges or a $b$-singular isolated vertex (types 2a* and 2a'); 3a is either an odd chain without hanging edges and with two extremity $a$-edges, or a singular $a$-vertex connected with exactly two conventional isolated vertices (types 3a* and 3a'), Fig. 6. Respective $b$-types are defined similarly to $a$-types. Next, type 1e is an even chain with one hanging $a$-edge of size either strictly greater than 0 or exactly 0 (types 1e* and 1e'); 2 is an even chain with two hanging edges of size either strictly greater than 0 or exactly 0 (types 2* and 2'); 3 is an even chain without hanging edges of size strictly greater than 0; 1 is the union of types 1a and 1b; 0 is a chain without singular vertices.

![Figure 6. Possible types of chains in a graph $G$.](image)

Components of $G$ are divided into types $(a,b)$-, $a$-, $b$-, and 0- according as they contain both $a$- and $b$-vertices, $a$- but no $b$-vertices, $b$- but no $a$-vertices, or no singular vertices at all. Type 2c is an $(a,b)$-cycle of size 2 with exactly one $a$-vertex and exactly one $b$-vertex.
Any interaction means performing the corresponding operations 1–3 applied to chains on the left-hand side of its equality and resulting in chains on the right-hand side of its equality. Interactions are performed according to the parentheses in them. Thus, interactions of Stage 2 are the following: \(1_b+2a'=2a'\), \(1_b+3b'=3b'\), \(1_b+1_b'=1_b\) (Fig. 7) and symmetric to them (SM operations); \(1a+1b=1_b\), \(2b+3a=1_a\), \(2a+3b=1_b\), \(2+3=1_b\) (SM operations), \((1a+2b)+3=1_b\), \((1b+2a)+3=1_a\), \((1b+3a)+2=1_b\), \((1a+3b)+2=1_a\) (SM), \(1a+2=2a^*,1b+2=2b^*,1a+3=3a^*,1b+3=3b^*\) (SM); \((1a+2b)+(1a+3b)=1_b^*\) (SM), \((1a+1a)+2b=2a^*\), \((1b+1b)+2a=2b^*\), \((1a+1a)+3b=3a^*\), \((1b+1b)+3a=3b^*\) (OM and SM operations), \(1a+1a=3a^*,1b+1b=3b^*\) (OM operations), \(1a+2b=2,1b+2a=2,1b+3a=3,1a+3b=3\) (SM operations), \((2a+(2b+3))+3=1_b^*,((3a+(3b+2))+2=1_b^*,(3a+2)+2=2a^*,(3b+2)+2=2b^*, (2a+3)+3=3a^*,(2b+3)+3=3b^*,2a+(2b+3)=2^*,3a+(3b+2)=3\) (SM). «Symmetric» means interchanging \(a\) and \(b\). Any interaction and any stage of the algorithm are performed repeatedly while it can be applied.

More precisely, stages of the algorithm assume choosing between several variants. For example, at Stage 1 this is choosing a sequence in which conventional edges are cut off. At Stage 2 interactions are described as operations over types rather than over breakpoint graphs \(G\) themselves. The output of the algorithm depends on these choices. However, as we will show, each of such results is a shortest reduction of the original graph \(G\) to a final form.

Figure 7. Interactions \(1_b+2a'=2a',1_b+3b'=3b',1_b+1_b'=1_b\) (SM operations).

In (Gorbunov and Lyubetsky [21], Theorem 6), it is proved that application of Stages 1–2 to the graph \(G\) followed by any autonomous reduction results in a final graph with the minimum number of operations, which will be denoted by \(t(G)\). This immediately implies the following.

Claim 1. For any graph \(G\) and any operation \(o\), we have \(t(G)−t(o(G))\leq 1\).

In fact, a stronger claim \(|t(G)−t(o(G))|\leq 1\) holds, which we do not use here.

At Stage 3 the following interactions are performed, for which we do not list symmetric interactions and resulting cycles of length 2, as well as conventional isolated vertices:

1) \(a\)-loop + «component with a singular \(a\)-vertex» = the same component (DM or SM operations);
2) \(2^*+2^*\) (OM operation);
3) \(2a^*+2a^*=2a^*,2a^*+2a^*=2a^*\) (OM);
4) \(3a^*+3a^*=3a^*,3a^*+3a^*=3a^*\) (OM operations and cuttings-off of a conventional edge);
5) \(3a^*+3b^*=3,3a^*+3b^*=3\) (SM operations); the proof of exactness becomes easier if the second interaction is performed only in the presence of \((a,b)\)-components;
6) \(2a^*+2b^*=2+1_a'\) (SM; Fig. 8) and \(2+1_a'=2\), which is defined in item 19 below;

Figure 8. First operation (SM) of the 6th interaction: \(2a^*+2b^*=2+1_a'=2\).

7) \(3a^*+2^*=1a,3a^*+2^*=1a\) (SM);
8) $2a' + 3 = 1a$ (SM);
9) $1a + 3a' = 1a$ (OM operations and cuttings off a conventional edge);
10) $1a + 2a' = 1a$ (OM);
11) $3a' + 3 = 3$ (OM and cutting off a conventional edge);
12) $2a' + 2 = 2'$, $2a' + 2^* = 2^*$ (OM);
13) $1a' + 1a^* = 1a^*$ (SM);
14) $1a + 1b' = 1a$ (SM);
15) $1a + 1a' = 1a$ (SM);
16) $2a' + 1b' = 2a^*$, $2a^* + 1b' = 2a^*$ (SM);
17) $3a' + 1a = 3a^*$, $3a^* + 1a' = 3a^*$ (SM);
18) $3 + 1a' = 3$ (SM);
19) $2' + 1a' = 2$, $2^* + 1a' = 2^*$ (SM).

Chains of types $2a'$, $2b'$, $3a'$, $3b'$, $1_a'$, and $1_b'$ are called problem chains; they have a single $a$- or a single $b$-vertex. Note that after Stage 3, there remain at most one problem chain with a single $a$-vertex and at most one with a single $b$-vertex.

Let $w_a = w_a$ be the cost of removal of an $a$-vertex, and $w_b = w_b$ be the cost of removal of a $b$-vertex.

At Stage 4 chains of strictly positive sizes are circularized. Specifically, if a chain is odd and its ends are $a$-conventional or $b$-singular, then we perform an OM, joining these ends by a $b$-edge (and similarly for $a$ and $b$ interchanged). If it is even, we perform an SM, removing the external edge with a conventional end (if it exists) or the second edge from the end. In the first case, a conventional isolated vertex is formed and an edge with the same name as the deleted one is drawn to the opposite end. In the second case, the external edge forms a chain of length 1, and an edge with the same name as the deleted one is drawn. The proof of exactness becomes easier with the following specification: chains of type $3a'$ are circularized into cycles only if $w_a \geq 2$, and similarly for $w_b$.

At Stage 5 the following interactions are performed:

1) $(a, b)$-cycle + $(a, b)$-cycle = $(a, b)$-cycle + cycle of length 2 (DM with joining of two singular vertices; Fig. 9);
2) $(a, b)$-cycle = $(a, b)$-cycle of a smaller size + cycle of length 2. This interaction consists of two operations: DM, which reverts a fragment of the cycle with joining of singular vertices, and cutting off the thus formed conventional edge; Fig. 10.

At Stage 6 the following interactions are performed:
1) $2c + 2a' + 2b' = 2'$ (two SM operations; Fig. 11).
2) $2c + 2 = 2'$ (DM and cutting off a conventional edge); Fig. 12. After Stage 6, at most one $(a, b)$-component remains.
The next stage, Stage 7, is applied only if $w_b > 2$. At this stage $a$- and similar $b$-interactions are performed; moreover, the $a$-interactions are performed only if $w_a > 2$.

1) $2c$-cycle+$a$-cycle = $2c$-cycle + cycle of length 2 (two DM operations); Fig. 13.
2) $a$-cycle+$a$-cycle = $a$-cycle + cycle of length 2 (two DM operations); Fig. 14.

3) $a$-cycle+2$'c$-chain = 2$'c$-chain + cycle of length 2 (SM and cutting off an external conventional edge); Fig. 15.
4) $2c$-cycle+$2b$-chain = $2c$-cycle (SM and OM); Fig. 16.

5) $2c$-cycle+1$a$-chain = $2c$-cycle (two SM operations); Fig. 17.

6) $a$-cycle+2$'b$-chain = 2$'b$-chain + cycle of length 2 (SM and cutting off an external conventional edge); Fig. 18.
7) $a$-cycle+1$a$-chain = 1$a$-chain + cycle of length 2 (SM and cutting off an external conventional edge); Fig. 19. And symmetrically if $w_a$ and $w_b$ are interchanged.
After Stage 7, if it is invoked, there remains at most one component containing an a- (if \( w_a > 2 \)) or b-vertex (if \( w_b > 2 \)).

At **Stage 8**, chains 3a’ and 3b’ are circularized, and singular vertices are removed.

### 4 Exactness of the algorithm

An operation applied to a breakpoint graph \( G \) is said to be **special** if performing it strictly reduces the number of singular vertices. Such operations are, first, the DM, SM, and OM operations, which include **joining** of singular vertices, and second, the Rem operation itself. Note that the DM and SM occur at Stages 1–7 only, and Rem, at Stage 8 only.

Let \( S \) be the number of nonspecial operations in Stage 1, and \( D \) the number of chains of types 1a, 1b, 3a, 3b, and 3. Here is an important notion: \( P \) is the difference between the **number** of operations in autonomous reduction of \( G \) and the **number** of operations in the transformation obtained after executing Stages 1–2 followed by autonomous reduction. Thus, the only difference is that the subroutines also include Stage 2. Clearly, \( P(G) = 0 \) for any graph \( G \) resulted from Stage 2.

Let \( C_a \) and \( C_b \) be the **numbers** of a- and b-cycles (not loops) in \( G \); and let \( B \) be the **number** of singular vertices in \( G \). An indicator is a function that equals 1 if a fixed property of a graph \( G \) is satisfied and equals 0 otherwise. Introduce the following **notations**: \( I_{ab} \) is the indicator of an \((a,b)\)-component in \( t \); \( I_{pa} \) the indicator of an \( a \)-loop if there are no other components with an \( a \)-vertex (the same for \( I_{pb} \)); \( I_a \) the indicator of an \( a \)-cycle (the same for \( I_{b} \)); \( I \) the indicator of an \( a \)-vertex (the same for \( I_b \)). In (Gorbunov and Lyubetsky [21], Lemma 5), an important equality is proved:

**Claim 2.** For any breakpoint graph \( G \) we have \( t(G) = B(G) + S(G) + D(G) - P(G) \) (compare Claims 1 and 2). \( \Box \)

**Lemma 1a.** For any breakpoint graph \( G \) the algorithm performs \( t(G) + t_1(G) \) operations in total, where \( t_1(G) \) is the number of interactions in Stage 7 (if it is invoked, otherwise 0).

**Proof.** a) We have \( t(G) = t_0(G) + t(G_1) = t_0(G) + (B + S + D - P)(G_1) \), where \( t_0(G) \) is the number of operations in Stages 1–2 and \( G_1 \) is the corresponding graph after the final operation of Stages 1–2, but \( P(G_1) = 0 \). Now consider finalizing \( G_1 \) by the algorithm at Stages 3–8. In these stages (except for the first operations of Stages 6.1 and 7), \((B + S + D)(G_1) \) reduces precisely by 1 till zero. Moreover, in the first operation of Stage 6.1, \( B + S + D \) does not change, but in the second operation it is reduced by at once 2; and in the first operations of each point of Stage 7, \( B + S + D \) does not change, but in the second operation it is reduced by only 1. Thus, the total number of steps in the algorithm is \( t_0(G) + (B + S + D)(G_1) + t_1(G) \). Therefore, it is equal \( t(G) + t_1(G) \). \( \Box \)

**Recall** that \( w_1 = w_a \) is the cost of removal of an \( a \)-vertex, and \( w_2 = w_b \) is the cost of removal of a \( b \)-vertex. Recall also that in all reasonings we may assume that \( w = 1 \) and, accordingly, \( w_a = w_b = 1 \), denote \( e_a = w_a - 1 \geq 0, e_b = w_b - 1 \geq 0, e = e_a + e_b \); this follows from the premises of Theorem 1 above and Theorem 3 below. Each of the following equalities, the left-hand side is simply a **notation** for the right-hand side convenient for further presentation: \( U_a = C_a + I_{ab} + I_{pa}, U_b = C_b + I_{ab} + I_{pb}, A_a = C_a - I_{ab}(1 - I_{ab}), A_b = C_b - I_{ab}(1 - I_{ab}) \). Let us **define**

\[
T_1(G) = t(G) + e_a U_a + e_b U_b, \quad T_2(G) = t(G) + e_a U_a + e_b I_b A_b, \quad \text{and} \quad T_3(G) = t(G) + e_a I_a + e_b I_b A_a A_b.
\]

Let, for instance, \( w_a \leq w_b \), and **consider three cases**:

1) \( 1 \leq w_a \leq w_b \leq 2 \), 2) \( 1 \leq w_a \leq 2 < w_b \), and 3) \( 1 \leq 2 < w_a \leq w_b \).

In what follows, numbers 1–3 indicate these three cases.

**Lemma 1b.** The algorithm cost \( c(G) \) is one of the following numbers: 1) \( T_1, T_1 + e_a, T_1 + e_b, T_1 + e ; 2) T_2, T_2 + e_a, T_2 + 1, T_2 + e_a + 1 ; 3) T_3, T_3 + 1, T_3 + 2 \).
Proof. The three cases are treated similarly; let us prove the first of them. In all stages preceding Stage 8, the Rem operation is not used; however, singular vertices can be removed as a result of joining them when performing one of the intermergings. At Stage 8, there remain no more than one \((a,b)\)-cycle and no more than one \(a\)- or \(b\)-loop, as well as some problem chains of size 1 (in cases of \(3a'\) and \(3b'\)) or 0 (otherwise). At Stage 8, removals are made by the Rem operation only from cycles of size 2 (with one or two singular vertices) and loops (with one singular vertex), their number being \(C_a + C_b + 2I_{ab} + I_{pa} + I_{ph}\) plus at most two removals from problem chains. The total number of \(a\)-removals is \(U_a + n_a\), where \(n_a\) is either 0 or 1, and the same for \(b\)-removals (ref. to the end of Stage 3). The total cost of all operations in the algorithm is \((1 + \varepsilon_a)(U_a + n_a) + (1 + \varepsilon_b)(U_b + n_b) + (B - U_a - U_b - n_a - n_b) + (S + D - P)\), where the third term is the number of all special operations at Stages 1–7. The fourth term is the number of nonspecial operations in the algorithm. Indeed, according to Lemma 1a this number is \(B + S + D - P + t_1 - B\), but \(t_1 = 0\) for case 1. Using Claim 2, we continue the chain of equalities: \(= t + \varepsilon_a(U_a + n_a) + \varepsilon_b(U_b + n_b) = T_1 + (\varepsilon_an_a + \varepsilon_bn_b)\). □

Theorem 3. Let \(\min(w_1, w_2) \geq w > 0\). In the all three cases, the minimum cost \(c(G)\) of reduction of the graph \(G\) is, respectively, not less than \(T_1, T_2\), and \(T_3\).

Theorem 3 and Lemma 1b immediately implies the following: the additive error of the algorithm is, respectively, not greater than \(\varepsilon\), \(\varepsilon_a + 1\), and 2, which proves the main result of the paper, Theorem 1, since linear runtime of the algorithm easily follows from its description and Lemma 1a. Indeed, the number of executed operations is \(t(a + b) + t_1(a + b)\). The sum linearly depends on the size of the original structures \(a\) and \(b\). Note that to perform the next interaction, we need to have list of all components of a fixed type for a current graph \(G\). Such list is obtained in constant time \(C_1\) from the lists for the preceding \(G_0\) and the transition operation from \(G_0\) to \(G\). The lists for the initial graph \(a + b\) are composed by looking over all its components, which requires \(C_2\) time linearly depending on the initial sizes of \(a\) and \(b\). Thus, the algorithm requires \(C_1 \cdot (t(a + b) + t_1(a + b)) + C_2\) time.

We say that any breakpoint graph \(G\) is of the 1st rank if it has no \((a, b)\)-components but contains \(a\)- and \(b\)-chains; and of the 2nd rank if it has no \((a, b)\)-components and contains either an \(a\)-chain or a \(b\)-chain but not both together (named \(a\)- and \(b\)-graphs). All the other graphs are of the 3rd rank. Recall that an \(a\)-chain is an \(a\)-component that is a chain.

The inequality

\[
c(o) \geq T_1(G) - T_1(o(G)) + d
\]

is called the triangle inequality (for the first case); the additional term \(d\) will be referred to as an increment. Specifically, \(o\) transforms the 3rd rank into the 2nd (then the increments are \(-\varepsilon_a\) and \(-\varepsilon_b\) for \(a\)- and \(b\)-graphs) or vice versa (the increments are \(+\varepsilon_a\) and \(+\varepsilon_b\) for \(a\)- and \(b\)-graphs); or the 3rd into the 1st or vice versa (the increments are \(-\varepsilon\) and \(+\varepsilon\)); or the 2nd into the 1st or vice versa (the increments are minus or plus \(\varepsilon\) for an \(a\)-graph and minus or plus \(\varepsilon\) for a \(b\)-graph); the ordinary triangle inequality means \(d = 0\).

Proof of Theorem 3. Consider the first case. \(1 \leq w_1, w_2 \leq 2\). It suffices to check the triangle inequality and Claim 3 below, because \(\varepsilon_a\) and \(\varepsilon_b\) are nonnegative. □

Claim 3. Assume that the triangle inequalities for the first case hold. The minimum cost \(C(G)\) of reduction of \(G\) for a graph of the 1st rank is \(\geq T_1(G) + \varepsilon\); of the 2nd rank, either \(\geq T_1(G) + \varepsilon_a\) or \(\geq T_1(G) + \varepsilon_b\), respectively; and of the 3rd rank, \(\geq T_1(G)\).

Proof. Consider the first case. Using induction on the minimum cost \(C(G)\) of reduction of \(G\), we show that these inequalities is implied by the corresponding triangle inequality. For instance,
If \( o \) takes \( G \) of the 1\(^{st} \) rank to an \( a \)-graph of the 2\(^{nd} \) rank, by the induction hypothesis we obtain 
\[ C(o(G)) \geq T_1(o(G)) + \varepsilon_a - T_1(G) - c(o) + \varepsilon_a + \varepsilon_b \]
and then 
\[ C(G) = C(o(G)) + c(o) \geq T_1(G) - c(o) + \varepsilon + c(o) = T_1(G) + \varepsilon; \]
here, \( o \) is the first operation in the shortest transformation for \( G \).

When passing between graphs of the same rank, the desired inequality follows from the ordinary triangle inequality. Transitions between an \( a \)- and a \( b \)-graph of the 2\(^{nd} \) rank are impossible. The other transitions are considered similarly. \( \square \)

Now comes a significant statement.

**Lemma 2.** Consider the first case. The triangle inequalities are valid.

**Proof.** Consider all operations Rem, OM, Cut, SM and DM. We start with the operations Rem for an \( a \)-vertex; removal of a \( b \)-vertex is treated similarly. If an \( a \)-vertex is removed from a cycle or loop, the rank of the graph does not increase, \( U_b \) does not decrease (if \( I_{ab} \) decreases by 1, then \( C_b \) increases by 1), and \( U_a \) can decrease by at most 1 (since exactly one of the numbers \( C_a, I_{ab}, \) and \( I_{pa} \) can decrease). The triangle inequality follows from the \( t \)-property.

Let a vertex be removed from a chain. If \( I_{ab} \) does not decrease, the rank either does not change (then the result is implied by the \( t \)-property and \( \varepsilon_a \geq 0 \)) or changes from the 1\(^{st} \) to the 2\(^{nd} \) or from the \( a \)-second to the 3\(^{rd} \) (then adding \( \varepsilon_a \) to 1, i.e., to the maximum possible reduction of \( t \), gives exactly \( w_a \)). If \( I_{ab} \) decreases, then \( T_1 \) decreases by at most \( 1 + \varepsilon \). Then the rank changes either from the 3\(^{rd} \) to the 1\(^{st} \) (then subtract \( \varepsilon \) from 1\(^{st} \) or from the 3\(^{rd} \) to the \( b \)-second (then subtract \( \varepsilon_b \) from 1\(^{st} \) and obtain 1\(^{st} + \varepsilon \)). Before continuing, let us prove the following.

**Claim 4.** If after operations OM, SM, or DM (denoted by \( o \)) a loop is formed, then \( t(G) \leq t(o(G)) \).

**Proof.** Assume that \( t(o(G)) = t-1 \), where \( t = t(G) \), and use Claim 2. After the Rem operation over the loop in \( o(G) \), we have \( t(G_1) = t-2 \), since \( B \) decreases by 1 and the other characteristics do not change. The same graph \( G_1 \) is obtained by the Rem operation over a singular vertex from which the loop was formed. This contradicts the \( t \)-property. Note that after the Rem operation, changes in characteristics of \( G \) are not so clear. \( \square \)

Let us continue the proof of Lemma 2. Consider an OM operation \( o \). Then \( U_a \) and \( U_b \) do not decrease. If \( o \) does not increase the rank, the result follows from the \( t \)-property. If, upon circularizing an \( a \)-chain (similarly, a \( b \)-chain), the rank changes from the 1\(^{st} \) to the 2\(^{nd} \) or from the 2\(^{nd} \) to the 3\(^{rd} \), then \( C_a \) increases by 1, and the maximum possible decrease of \( T_1 \) is \( 1-\varepsilon_a \). Adding \( \varepsilon_a \) to this quantity precisely gives the cost of the OM. If the same increase of the rank occurs because of forming a loop, then the triangle inequality is implied by Lemma 2 and \( \varepsilon_a \leq 1 \). If the rank changes from the 1\(^{st} \) to the 3\(^{rd} \) (\( a \)- and \( b \)-chains are merged), then \( I_{ab} \) increases by 1, and the maximum possible decrease of \( T_1 \) is \( 1-\varepsilon \). Adding \( \varepsilon \) to this quantity gives 1.

Consider a Cut operation. It does not increase the rank, and taking into account the \( t \)-property it suffices to consider cases where \( U_a \) or \( U_b \) decreases. Let an \( a \)-loop be cut. Since \( I_{pa} \) decreases, the rank changes from the 3\(^{rd} \) to the \( a \)-second or from the \( b \)-second to the 1\(^{st} \). The decrease of \( T_1 \) is at most \( 1 + \varepsilon_a \). Subtracting \( \varepsilon_a \) gives 1. Let an \( a \)-cycle be cut. Then \( C_a \) decreases but \( t \) does not; see (Gorbunov and Lyubetsky [23], item 3 in the proof of Theorem 2). Then \( T_1 \) decreases by at most \( \varepsilon_a \leq 1 \). Let an \((a,b)\)-chain be cut into an \( a \)-chain and a \( b \)-chain. \( I_{ab} \) decreases, and the rank changes from the 3\(^{rd} \) to the 1\(^{st} \). The decrease of \( T_1 \) is at most \( 1+\varepsilon \). Subtracting \( \varepsilon \) gives 1. The same for a \( b \)-loop and an \( a \)-cycle.

Consider a SM operation. Let the rank increase. If it increases after transforming an \( a \)-chain or a \( b \)-chain into a cycle or loop, we repeat the arguments for an OM. If the rank increases because of forming an \((a,b)\)-component from an \( a \)-component and a \( b \)-component, three cases are possible. In the first case, an \( a \)-chain and a \( b \)-chain are merged; then we repeat the arguments for an OM. In the second case, assume that an \( a \)-cycle and a \( b \)-chain are merged; then \( I_{ab} \) increases, \( C_a \) decreases, the rank changes from the 1\(^{st} \) (or \( b \)-second) to 3\(^{rd} \). Then the triangle
inequality follows from the fact that \( t \) does not decrease under a SM with cutting an \( a \)-cycle or a \( b \)-cycle; see (Gorbunov and Lyubetsky [23], item 4 in the same proof). In the third case, assume that an \( a \)-loop and a \( b \)-chain are merged; then \( I_{ab} \) increases. If \( I_{pa} \) decreases, the rank changes from the \( b \)-second to the \( 3 \)rd. The possible decrease of \( T_i \) is \( 1–\varepsilon \); adding \( \varepsilon \) to it gives 1. If \( I_{pa} \) does not decrease, the rank changes from the \( 1 \)st to the \( 3 \)rd. The possible decrease of \( T_i \) is \( 1–\varepsilon \); adding \( \varepsilon \) gives the same effect.

Assume that the rank does not increase. It suffices to consider the cases where \( U_a \) or \( U_b \) decreases. If \( C_a \) or \( C_b \) decreases, then \( t \) does not decrease (the same item 4 of Theorem 2 in Gorbunov and Lyubetsky [23]). Then \( T_i \) decreases by at most \( \varepsilon \). Assume that \( I_{ab} \) decreases, i.e., an \((a,b)\)-chain is cut into an \( a \)-chain and a \( b \)-chain. If neither of them is circularized into a cycle or loop, repeat the arguments for a cut. Otherwise: let, for instance, an \( a \)-chain be circularized. Then the rank changes from the \( 3 \)rd to the \( 1 \)st or \( 2 \)nd-second. In the case of a cycle, \( C_a \) increases, then \( T_i \) decreases by \( 1+\varepsilon \) and the increment is \( \varepsilon \), and in the case of a loop the result follows from Claim 4. Assume that \( I_{pa} \) or \( I_{pb} \) (for definiteness, \( I_{pa} \)) decreases, i.e., an \( a \)-loop is cut off and inserted into a chain. Then \( I_{ab} \) does not increase, since otherwise the rank would change from the \( b \)-second to the \( 3 \)rd. Repeat the arguments for a cut.

Consider a DM operation. For it, the \( r \)-property is refined in Claim 5. A maximal connected chain of conventional edges is called a segment. In the proof of Claim 5 we will use the following observation. Cutting off all conventional edges from a segment of length \( l \) located between two singular edges in a cycle of size strictly greater than 2 requires \( l/2 \) nonspecial operations if \( l \) is even and \((l−1)/2 \) nonspecial operations otherwise.

**Claim 5.** The result of applying a DM operation that joins an \( a \)- or \( b \)-cycle with \( b \)-loop or \( a \)-loop, respectively, does not reduce \( t(G) \). If an \( a \)-cycle is joined with a \( b \)-cycle, then \( t \) increases by 1.

**Proof.** Let an \( a \)-cycle be joined with a \( b \)-loop; similarly for a \( b \)-cycle. Between \( a \)-vertices in an \( a \)-cycle there is an odd number of conventional edges. The first statement follows from the observation that \( B, S, D, \) and \( P \) are unchanged. Indeed, here the DM consists in removing a loop and replacing a conventional \( b \)-edge in an \( a \)-cycle with two singular edges. As a result, a segment of an odd length is divided into two segments of even lengths (to the empty segment, we assign length 0) of the total length less by 1 than the length of the original segment. The second statement follows from the observation that \( B, D, \) and \( P \) are unchanged and two odd segments of conventional edges turn into two segments such that each of them is located between an \( a \)-vertex and a \( b \)-vertex, and therefore has an even length. □

Using Claim 5, we check Lemma 2 for DM analogously to SM. This completes the proof of Lemma 2 in the first case. □

Now consider the second case \( 1≤w_a≤2<w_b \). For that, we change the definition of the rank of a graph. We say that a breakpoint graph \( G \) is of the \( 1 \)st rank if it has no \((a,b)\)-components but contains \( a \)-chains, \( b \)-chains, and \( b \)-cycles; and of the \( 2 \)nd rank if it has no \((a,b)\)-components and contains either an \( a \)-chain or a \( b \)-chain and a \( b \)-cycle but not both together \((a\)-graphs or \( b \)-graphs, respectively); asymmetry in this definition is followed from asymmetry of \( w_a \) and \( w_b \). All the other graphs are of the \( 3 \)rd rank. Claim 3 takes the following form: the minimum cost \( C \) of reduction of \( G \) for a graph of the \( 1 \)st rank is \( \geq T_2+\varepsilon+r+1 \); of the \( 2 \)nd rank, either \( \geq T_2+\varepsilon_a \) or \( \geq T_2+1 \), respectively; and of the \( 3 \)rd rank, \( \geq T_2 \). □

Now consider the third case \( 2<w_a≤w_b \). For that, we again change the definition of the rank. We say that a breakpoint graph is of the \( 1 \)st rank if it has no \((a,b)\)-components but contains \( a \)-chains, \( a \)-cycles, \( b \)-chains, and \( b \)-cycles, and of the \( 2 \)nd rank if it has no \((a,b)\)-components and contains either an \( a \)-chain and an \( a \)-cycle or a \( b \)-chain and a \( b \)-cycle but not both together \((a\)-graphs and \( b \)-graphs). All the other graphs are of the \( 3 \)rd rank. Claim 3 takes the following form: the minimum cost \( C \) of reduction of \( G \) for a graph of the \( 1 \)st rank is \( \geq T_3+2 \); of the second
rank, $\geq T_3+1$; and of the third rank, $\geq T_3$. □

After these changes, the arguments in the second and third cases are similar to those in the first case. This completes the proof of Lemma 2. □

**Corollary of Theorem 3.** If $1 = w_b \leq w_c \leq 2$, then the additive error of the algorithm is at most $w_b-1$. If all components in initial structures are circular, then the algorithm is exact.
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