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This paper describes a simulation study on security attacks over Distributed Ledger Technologies (DLTs). We specifically focus on attacks at the underlying peer-to-peer layer of these systems, that is in charge of disseminating messages containing data and transaction to be spread among all participants. In particular, we consider the Sybil attack, according to which a malicious node creates many Sybils that drop messages coming from a specific attacked node, or even all messages from honest nodes. Our study shows that the selection of the specific dissemination protocol, as well as the amount of connections each peer has, have an influence on the resistance to this attack.
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1 INTRODUCTION

Blockchain and Distributed Ledger Technologies (DLTs) have been widely employed and studied in the last years as a powerful and interesting tool to build novel decentralized applications that must provide some specific guarantees. Such guarantees are concerned with traceability, verifiability, data authenticity, and those applications requiring a tamper-proof data log [11, 26, 27]. Being this technology seen as a secure building block for the construction of decentralized applications, most of the focus in research papers was on the application aspects [25]. Many security studies were devoted on the formal verification of certain tools for the provision of applications. For instance, a wide literature exists on the security aspects of smart contracts [17]. Other studies were devoted on comparative analyses of consensus algorithms, i.e. the schemes that ensure that all the nodes sharing a copy of the ledger store a version that is eventually consistent with those maintained by others [5, 24]. Another aspect that received attention is on the network of transactions in a blockchain, whose analysis can reveal important insights for the de-anonymization of blockchain users [6, 13].

Among the others, an aspect that received few attention was on mechanisms used for the lower level interaction of nodes that form the underlying peer-to-peer system. In fact, the typical approach is to consider the DLT as being built over some overlay, assuming it as a reliability network infrastructure where information is spread out. Yet, no focus was made on the security of this overlay, and on the impact that it might have on the blockchain (security) performance. This is not always the case [16, 23]. For instance, the eclipse attacks consists in let an adversary controlling a sufficient number of IP addresses to monopolize all connections to and from a victim in the DLT peer-to-peer overlay.
In this paper, we study this possible threat by performed a specific simulation on the effects of Sybils attacks on DLTs. In particular, we consider an attack where a malicious node creates many Sybils in the peer-to-peer overlay, in order to obtain connections with honest nodes and obfuscate messages and transactions that need to be added in the ledger. We vary the topology of the overlay and the specific protocol, used to disseminate messages. Our results show that these varied metrics do have an influence on the success of the Sybil attack. Thus, they must be considered in order to build reliable and secure DLT infrastructures.

The remainder of this paper is organized as follows. Section 2 introduces some background and related work. Section 3 provides discussion on the main dissemination protocols that can be used to spread messages in DLT networks. Section 4 describes the design of the experimental evaluation we conducted and the obtained results. Finally, Section 5 provides some concluding remarks.

2 BACKGROUND AND RELATED WORK

In this section, we introduce some background and related work that is necessary for the rest of the paper. In particular, we briefly describe the distributed ledger technologies and the issues related to their simulation.

2.1 Distributed Ledger Technologies (DLTs)

A Distributed Ledger Technology (DLT) can be viewed as a database where there is no centralized data storage but information is distributed among a big part of the nodes of the system. These nodes have the same copy of the database, which can be read and edited independently by the single actors of the system.

Blockchain is probably the most famous example of distributed ledger. In this technology transactions are grouped into blocks, which are logically linked among each other. Blockchain-based systems use a consensus protocol to manage the flow of the blocks' validation. The blockchain can be treated as a protocol stack, in which each layer refers to a specific aspect of the blockchain. On the top of the stack, a consensus algorithm is used in order to let all nodes agree on the blockchain evolution. Thus, the consensus scheme is in charge of ensuring that all nodes share the same view of the shared ledger. Several schemes to reach a consensus exist, such as the Proof-of-Work, Proof of-Stake, Practical Byzantine Fault Tolerance [22].

The underlying layer consists of a peer-to-peer protocol. It is in charge of disseminating information on novel blocks being produced, to be added to the blockchain, or novel transactions that might be inserted into novel blocks. A flooding mechanism is often used to disseminate information, while the peer-to-peer overlay is built using some peer discovery mechanism. For instance, a random selection protocol is used in Bitcoin, while Ethereum employs a UDP-based node discovery mechanism inspired by Kademlia [14].

For which concerns the security, since in this kind of systems there is no server, centralized entity nor any kind of single point of failure, the assumptions to do in order to protect the system may differ. For example in a blockchain an attacker might try to break the consensus protocol, thus being able to control which transactions gets validated. An attacker might also want to isolate a certain user from the rest of the nodes, impeding him to receive and send any kind of data. We already mentioned the eclipse attack, according to which the attacker monopolizes the victim’s incoming and outgoing connections, thus isolating the victim from the other peers in the network [16].

2.2 Simulation of DLTs

A strategy suitable to simulate a distributed ledger’s behaviour is to use a time-stepped approach, in which the time is divided into discrete steps and all the nodes synchronize among each other before starting a new step. In each step of the simulation the simulated entities execute actions and receive messages (generating in turn other actions). Since in real life different actions may require a different duration of time to be executed, a multilevel
approach can be used to improve the precision of the simulation. For example, relaying a transaction requires much less time than mining a block in a proof-of-work system.

Only a few blockchain or DLT simulators are available in the state of the art. In [4], an event-driven blockchain simulator is presented, that simulates the neighbor nodes selection of the peer-to-peer overlay. The mining activity is not simulated in detail, but a block generation is mimicked based on the computational capabilities of nodes.

The Bitcoin mining strategy is modeled and studied in [15]. In this work, only the network is modeled, but the propagation of transactions is not simulated. The focus was on the impact of the block size, block interval, and the block request management system.

VIBES is a blockchain simulator, thought for large modeling scale peer-to-peer networks [21]. The design of the tool is thought to provide support for large-scale simulations with thousands of nodes.

BlockSim is a discrete-event simulator for blockchain systems [3]. BlockSim is organized in three layers: incentive layer, connector layer and system layer. Particular emphasis is given on the modeling and simulation of block creation through PoW.

Shadow-Bitcoin [18], describes a methodology for the direct execution of multi-threaded applications inside a parallel discrete-event network simulation framework. This is used to implement a Bitcoin model.

In [20], we presented an agent-based simulator that reproduces some of the internals of a blockchain. This work is basically an extension of that preliminary work, based on a improved version of the LUNES-Blockchain simulator, more focused on security aspects of the dissemination protocol. In accordance to the multi-layered vision of a blockchain we previously discussed, a common approach is to simulate just few aspects of a blockchain at a time. Specifically, for the Sybil attack we consider in this work, it is not essential to represent every aspect of the blockchain, since we just want to evaluate the ability of a user chosen as victim to spread messages despite the presence of malicious nodes that don’t forward them.

3 DISSEMINATION IN DLTS

In this work, we specifically focus on the dissemination approaches that can be used to spread data (e.g., transactions, blocks) in a DLT. The peer-to-peer overlay typically uses a decentralized configuration scheme, according to which every peer independently selects a subset of peers to connect with.

For instance, in Bitcoin, a node joining the network asks a set of special seed nodes (also known as Bitcoin DNS nodes) for a set of possible candidates to connect with [19]. Then, the node may ask other peers, from this preliminary list, for additional peers. This process can be iteratively repeated, in order to obtain a peer list. After retrieving such list, the node randomly selects a subset of peers and attempts to establish a connection, trying to maintain 8 active connections. In the meanwhile, the node can accept incoming connections from other peers, up to 117, that is the default maximum number of incoming connections.

As to message dissemination, there are several protocols that can be adopted. The simplest approach is to broadcast the received data to all the neighbors. To prevent infinite cycles of messages, two countermeasures can be used. The first one is the typical approach, in dissemination schemes, based on a caching system and a time to live, so as to drop old or already seen messages [10]. This mentioned approach relies on the use of a lower level caching system, independent from the data contained in the ledger data structures. However, it would be possible to check also data stored in the blockchain and in the node’s mempool, to further reduce already seen information.

Broadcasting the messages is the strategy that grants the best coverage available but it’s not efficient for minimizing the network traffic. In fact, there are other protocols that allow either to reduce the number of messages sent or to enhance the anonymity of the transaction’s creator. Some alternative algorithms that can be used for the dissemination of a transaction are [10]:
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- **Fixed Probability**: a message is sent to a neighbor only if a random generated number is greater than a certain threshold value. The operation is then repeated for every neighbor of the node, except for the forwarder of the message.
- **Probabilistic Broadcast**: a message is sent to all the neighbors (except the forwarder) only if a random generated number is greater than a certain threshold value. Otherwise no message is sent.
- **Dandelion**: a protocol aimed at enhancing the anonymity of the sender of a transaction [7].

Dandelion is composed of two phases:

- Stem phase: the message is forwarded to a single neighbor, randomly chosen among the node’s neighbors;
- Fluff phase: here the broadcast of the message occurs, meaning that all the neighbors except the forwarder will receive the message.

An improved version of Dandelion exists, called Dandelion++ [12], which aims to strengthen resilience against de-anonymization attacks and Sybil attacks. In particular, to avoid having transactions lost because of malicious or defective nodes that did not relay messages in the stem phase, the protocol implemented a fail-safe mechanism. If a node receives a message during the stem phase and it does not get it back after a certain amount of time in the fluff period, then that node will start the fluff phase, by broadcasting the message. Dandelion++ was recently adopted by the cryptocurrencies ZCoin [1] and Monero [2], respectively in 2018 and in 2020.

Let’s remember that in a blockchain system is not necessary a 100% coverage. If a transaction doesn’t reach a certain node then other nodes will mine it into a block and if a node misses to receive a block then a recovery function will be triggered in order to recover the information. However a high level of coverage is indispensable for the proper functioning of the system.

The performance of some of these dissemination algorithms, in terms of network coverage and responsiveness, can be found in previous research works such as [10]. However, as already mentioned, few attention was devoted to the choice of the proper dissemination algorithm in terms of security provision. In the next section, we will discuss on the performance of these considered dissemination strategies, also when varying the underlying topology of the peer-to-peer overlay.

## 4 PERFORMANCE EVALUATION

In this section, we investigate the performance of different dissemination strategies, when varying the number of malicious nodes in the DLT and when varying the topology of the peer-to-peer overlay.

### 4.1 Threat Model

We consider a specific attack based on the presence of Sybils. The Sybil attack is a type of Denial of Service on peer-to-peer networks, in which the attacker takes multiple identities in order to enhance his influence in the system and carry out illegal actions [9]. In this case, the attacker uses its Sybils to gain multiple connections with honest nodes, and thus influence the data they might receive, by filtering (incoming/outgoing) forwarded data. More specifically, in this study, we consider the case in which malicious nodes do not forward the transactions of a certain node, trying to impede him from spreading the transaction through the network.

### 4.2 LUNES-Blockchain

LUNES-Blockchain is a discrete event simulator which allows to simulate the behaviour of a blockchain running on top of a complex network topology. This paper is based on an enhanced version of the simulator that will freely available as source code on the research group website as part of the LUNES software distribution [8]. The simulator can be used for studying the normal behavior of the blockchain or in presence of attacks like 51% attack, selfish mining or Sybil attack. When LUNES-Blockchain is used for studying malicious behaviors, the
execution is repeated several times changing the computational power owned by the attacker (in the case of 51%
or selfish mining) or the number of malicious nodes in the system (in the case of the Sybil attack).

LUNES-blockchain is a modular simulator since it consists of three components that are executed separately
and that can be easily replaced by other software modules:

- **Network creation**, managed by C library i-graph. It’s possible to choose among different graph topologies
  (e.g. random graphs, k-regular graphs, small-world graphs, scale-free graphs) and to set the total number
  of nodes and edges in the network.
- **Protocol simulation**. The actual execution is run, the user here can choose which attack to simulate and
  specific nodes behaviors.
- **Performance evaluation**. Some scripts and tools are used to parse the data logged during the protocol
  simulation to assess the attacks outcomes and to generate statistical data.

4.3 Setup and Methodology

The performance evaluation reported in this paper considers random and small-world graphs with 10000 nodes.
We used the mentioned topologies to mimic the structure of real world blockchains that have similar shapes.
K-regular graphs were not taken into account because it’s unlikely to have all that all nodes in the network have
exactly the same number of outgoing edges. On the other hand, scale-free graphs have a hierarchical structure
that is hard to find in actual distributed ledgers. For each graph configuration, the simulation was run 99 times,
each time with an increasing percentage of malicious nodes in the network (i.e. starting from 1 % up to 99%). The
attackers (i.e. Sybils) were chosen randomly among the nodes of the network. Thus, the number of honest nodes
in the system decreases at each execution, proportionally with the increase of attackers.

Each simulation run consisted of 5000 discrete time steps and was divided into epochs, that are single tests
executed over a different victim node. The final outcome is obtained by averaging the results of all the epochs run
with a certain percentage of attackers. The number of epochs per execution is given by the ratio between the total
number of time steps and the Time-To-Live (TTL) chosen for the delivered messages. The default TTL was set to
16, so in our setup there were 312 epochs in total. In the first step of an epoch, the victim sends a transaction and
during the other steps the honest nodes forward the message containing the transaction. Conversely, the Sybils
drop the message.

As discussed in the previous section, the scheme that it is used to create an overlay in a DLT system should
maintain a certain randomness in the selection of nodes. For this reason, in the following we provide results
obtained using two different topologies for the considered overlay networks, i.e. random graphs and small worlds.
In future works, we will consider also other topologies, such as scale free networks, which are obtained when a
preferential attachment is employed when adding nodes to the network [10].

4.4 Results

4.4.1 Random Graph Topology. Firstly, we study the attack outcomes on a random undirected graph (built with
Erdos-Renyi model) with 8 average outgoing edges per node.

As shown in Figure 1, the coverage reached by Dandelion is lower than the other dissemination protocols
(Figures 2–3). This means that bumping into a malicious node during the stem phase makes impossible the
dissemination of the message. However, adopting the fail-safe mechanism provided by Dandelion++, the coverage
can greatly improve. In this case, in fact, the protocol is able to reach performances similar to the Probabilistic
Broadcast protocol (see Figure 2). In fact Dandelion++ is actually very similar to pure broadcast in terms of
coverage since if the stem phase is broken then the fail-safe mechanism will be activated, triggering the broadcast
forwarding for nodes that have received the message during the stem phase (or the creator itself). However, in
order to get similar outcomes, it is required to increase the TTL for messages at least as much as the number of
steps a node waits before triggering, if necessary, the fail-safe mechanism. In these tests it was decided to make the nodes wait 6 discrete steps of time before activating the fail-safe mechanism. Note that without the presence of attackers, the number of steps necessary to get a full coverage is minor or equal than the maximum diameter of the graph for pure broadcast and a few more for other protocols. In our graphs, the maximum diameter is set to 10. However, having a big percentage of malicious nodes, the path to reach a node at the opposite end of the network can be much longer and winding. Therefore, in this condition, the messages (regardless of the protocol used) may run out of time before the maximum available coverage is reached. This problem is strongly minimized in graphs with a greater connectivity rate.

For what concerns Probabilistic Broadcast (see Figure 2) and Fixed Probability (see Figure 3), it is necessary to specify that at the first step the creator of the transaction performs a full broadcast of the message. Otherwise, the network would lose a lot of messages during the first hop (in fact, if the conditional parameter’s value is \( n \), then there is 100 – \( n \)% of chance that the creator of a transaction is not sending any message). The performances between the two algorithms are very similar but Fixed Probability shows slightly better results.

In the following, we investigate how the number of connections in the network can influence the outcomes. As expected, with a larger number of connections, the attack is more difficult to carry out, since it’s more probable for a node to have at least one honest neighbor to send the message to. In particular, all the protocols except Dandelion showed (see Figures 4, 5 and 6) high resilience when the percentage of attackers is less than 70%.
4.4.2 Small-World Topology. Having concluded that connectivity rate has a considerable influence on the attack outcome, let’s figure out how the topology of the graph can affect the results. In Figure 7 are reported the results obtained when running the simulation on a small-world graph with 8 average outgoing edges per node.

The outcomes reported in the figures are very similar to the simulation on Random Graphs with the same number of edges. In fact, all the observed patterns were repeated. Even in this case, the Fixed Probability protocol shows slightly better results than Probabilistic Broadcast and Dandelion behaves much worse than other protocols.

To summarize, these findings are not sufficient to demonstrate that the network topology always has a negligible impact on the outcomes of the Sybil attack. In fact, some network topologies could make respectively easier or harder to complete the attack. However, we did not observe a significant difference between random graphs and the small worlds networks.

5 CONCLUSIONS

In this paper, we performed a simulative study on the effects of Sybils attacks on DLTs. In particular, we considered an attack where a malicious node creates many Sybils in the peer-to-peer, in order to obtain connections with honest nodes and obfuscate messages and transactions that need to be added in the ledger.

It turns out that the number of connections in the network and the used dissemination protocol have an impact on the success of the attack. Thus, they are aspects to be considered in order to secure the communication infrastructure to build secure and reliable DLTs. Dandelion is much more prone to Sybil attacks, due to its own inherent feature of relaying the message to just one node at the beginning. However, Dandelion’s performance
can be greatly improved adopting some Dandelion++ features. Dandelion++ should offer the coverage of pure broadcast and in addition assurances on sender’s anonymity at the cost of more traffic of messages and a more complex management of transactions’ relays. Another strategy to get a better level of coverage against a big number of attackers could be increasing the TTL of messages, since in presence of many malicious nodes, the path to connect two honest hosts may be much longer. This should not considerably increase the network traffic, because the caching system already allows to not forward to neighbors the already received messages. However, the biggest factor for resisting to Sybil attacks is the average number of connections among the nodes. Thus, having a highly interconnected network is the best guarantee for withstanding these malicious behaviours.
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