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Abstract. Let $X$ be a compact Riemann surface and $G$ be a connected reductive complex Lie group with centre $Z$. Consider the moduli space $M(X, G)$ of polystable principal holomorphic $G$-bundles on $X$. There is an action of the group $H^1(X, Z)$ of isomorphism classes of $Z$-bundles over $X$ on $M(X, G)$ induced by the multiplication $Z \times G \to G$. Let $\Gamma$ be a finite subgroup of $H^1(X, Z)$. Our goal is to find a Prym–Narasimhan–Ramanan-type construction to describe the fixed points of $M(X, G)$ under the action of $\Gamma$. A main ingredient in this construction is the theory of twisted equivariant bundles on an étale cover of $X$ developed in [1].

1. Introduction

Let $X$ be a compact Riemann surface, and $L$ a line bundle of finite order $r$ over $X$. In 1973 Narasimhan and Ramanan [17] gave a description of the stable points of the moduli space of vector bundles of rank $n$ which are fixed under tensorization by $L$. These only exist if $r$ divides $n$, and they showed that they are pushforwards of stable vector bundles of rank $n/r$, satisfying some additional conditions, over an étale cover $X_L$ of degree $r$ over $X$ determined by $L$. Nasser [19] extends this result, showing that the polystable fixed points are precisely the pushforwards of polystable vector bundles of rank $n/r$ over $X_L$. In particular, if $n = r$ then the variety of fixed points with a given determinant is isomorphic to the quotient of the generalised Prym variety of the projection $X_L \to X$ by the pullback action of the Galois group $\text{Gal}(X_L/X)$. For $n = r = 2$, this is the abelian subvariety of the Jacobian $J(X_L)$ defined as the set of line bundles $\xi$ over $X_L$ such that

$$\zeta^*\xi \cong \xi^{-1},$$

(1.1)

where $\zeta$ is a generator of $\text{Gal}(X_L/X)$, which is the original Prym variety introduced by Mumford [16].

Let $G$ be a connected reductive complex Lie group with centre $Z$. The goal of this paper is to describe the smooth points in the moduli space $M(X, G)$ of principal holomorphic $G$-bundles over $X$ which are fixed under tensorization by all the elements of a finite subgroup $\Gamma$ of $H^1(X, Z)$. Here $H^1(X, Z)$ denotes the set of isomorphism classes of $Z$-bundles over
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The “tensorization” $E \otimes L$ of a $G$-bundle $E$ and a $Z$-bundle $L$ over $X$ is the $G$-bundle obtained by extension of structure group of the $G \times Z$-bundle $E \times_X L$ via the multiplication homomorphism $G \times Z \to G$.

Our fixed-point description, which we call Prym–Narasimhan–Ramanan construction, has two steps. The first step is to establish a correspondence between fixed points and principal bundles over $X$ with smaller structure group. More precisely, let $\Gamma$ be a finite subgroup of $H^1(X, Z)$. We denote by $\Int(G)$ the group of inner automorphisms of $G$. Given a homomorphism $\theta : \Gamma \to \Int(G)$, we denote by $G^\theta \leq G$ the subgroup of fixed points in $G$ under the corresponding $\Gamma$-action, and by $G_\theta$ the subgroup of elements which are fixed up to elements of $Z$—see Section 3.2. An important ingredient is the natural homomorphism $c_\theta : G_\theta \to \Hom(\Gamma, Z)$, which induces a map $\tilde{c}_\theta : H^1(X, G_\theta) \to H^1(X, \Hom(\Gamma, Z))$ from the set of isomorphism classes of $G_\theta$-bundles to the set of isomorphism classes of $\Hom(\Gamma, Z)$-bundles. Let $M_\Gamma(X, G_\theta)$ be the moduli space of $G_\theta$-bundles $E$ such that $\tilde{c}_\theta(E) \cong \Gamma$. Here $\Gamma$ denotes its corresponding embedding in $\Hom(\Gamma, H^1(X, Z))$ by abuse of notation, which may be regarded as a $\Hom(\Gamma, Z)$-bundle via the isomorphism $\Hom(\Gamma, H^1(X, Z)) \cong H^1(X, \Hom(\Gamma, Z))$. We denote by $\tilde{M}_\Gamma(X, G_\theta) \subset M(X, G)$ the image of $M_\Gamma(X, G_\theta)$ obtained by extension of structure group.

**Theorem A** (Theorem 3.6). Let $M_s(X, G)$ be the smooth locus of $M(X, G)$. The inclusions

\[
\bigcup_{[\theta] \in X(\Gamma, \Int(G))} \tilde{M}_\Gamma(X, G_\theta) \subset M(X, G)^\Gamma
\]

and

\[
M_s(X, G)^\Gamma \subset \bigcup_{[\beta] \in X(\Gamma, \Int(G))} \tilde{M}_\Gamma(X, G_\theta)
\]

hold. Here $[\theta]$ runs over the equivalence classes in $X(\Gamma, \Int(G)) := \Hom(\Gamma, \Int(G))/\sim$, where $\theta \sim \theta'$ if $\theta' = \Int_g \theta \Int^{-1}_g$ for some $\Int_g \in \Int(G)$. Moreover, the intersections

\[
M_s(X, G) \cap \tilde{M}_\Gamma(X, G_\theta) = M_s(X, G)^\Gamma \cap \tilde{M}_\Gamma(X, G_\theta)
\]

are disjoint for different $[\theta] \in X(\Gamma, \Int(G))$.

Theorem A is a generalisation of some of the results in [9], where the authors consider finite cyclic group actions on the moduli space of $G$-Higgs bundles. In general, the second inclusion of sets is false if we replace $M_s(X, G)^\Gamma$ with the whole fixed point locus $M(X, G)^\Gamma$, since the simplicity of the points of $M_s(X, G)$ is crucial in the proof, and strictly polystable $G$-Higgs bundles are never simple. For example, if $G = \GL(4, \mathbb{C})$, $\Gamma \cong \mathbb{Z}/2\mathbb{Z}$ and the generator of $\Gamma$ acts by dualization, $M(X, G)^\Gamma$ contains the image of the moduli space of $\SO(2, \mathbb{C}) \times \Sp(2, \mathbb{C})$-Higgs bundles by extension of structure group, which does not correspond to any of the $\tilde{M}_\Gamma(X, G_\theta)$ appearing in Theorem A.

The situation considered by Narasimhan–Ramanan [17] features $G = \GL(n, \mathbb{C})$, and hence $Z \cong \mathbb{C}^*$. There is a natural one-to-one correspondence between $\GL(n, \mathbb{C})$-bundles and vector bundles of rank $n$, which restricts to a correspondence between $\mathbb{C}^*$-bundles and line bundles. Let $\Gamma \leq J(X)$ be a subgroup generated by a line bundle $L$ of finite order $r$. It can be seen that there is only one class $[\theta] \in \Hom(\Gamma, \Int(\GL(n, \mathbb{C}))/\Int(G)$ in the decomposition of the fixed point locus of Theorem A. It is represented by the homomorphism $\Gamma \to \Int(\GL(n, \mathbb{C}))$ such that the image of $L$ is conjugation by the diagonal matrix
to GL($G$)

In particular, $r$ must divide $n$. In this setting, $GL(n, \mathbb{C})^\theta \cong GL(m, \mathbb{C})^{x\tau}$ and $GL(n, \mathbb{C})_\theta$ is isomorphic to the semidirect product $GL(n, \mathbb{C})^\theta \rtimes_{x\tau} (\mathbb{Z}/r\mathbb{Z})$, where the action $\tau$ of $\mathbb{Z}/r\mathbb{Z}$ on $GL(m, \mathbb{C})^{x\tau}$ permutes the different copies of $GL(m, \mathbb{C})$.

The smooth locus of the moduli space $M(X, GL(n, \mathbb{C}))$ is equal to the subvariety of stable vector bundles of rank $n$. By Theorem A a stable vector bundle $E$ is isomorphic to $E \otimes L$ if and only if the corresponding $GL(n, \mathbb{C})$-bundle has a reduction of structure group to $GL(m, \mathbb{C})^{x\tau} \rtimes_{x\tau} (\mathbb{Z}/r\mathbb{Z})$. This is not obvious from [17].

The second step of the Prym–Narasimhan–Ramanan construction — which is not pursued in [2] — is to establish an isomorphism between each of the components $\tilde{M}_T(X, G_\theta)$ present in Theorem A and certain moduli spaces of twisted equivariant bundles over certain étale covers of $X$. The correspondence is based on the fact that, as long as $\Gamma$ is non-trivial, each of the moduli spaces $M_T(X, G_\theta)$ appearing in Theorem A is empty unless $G_\theta$ is a non-trivial extension of $G^\theta$. In this case it is actually a non-trivial finite extension, since $G_\theta/G^\theta$ is embedded in $\text{Hom}(\Gamma, \mathbb{Z})$, which is finite, and so in particular $G_\theta$ is non-connected. More precisely, let $G^\theta_0$ be the connected component of the identity of $G^\theta$ — or, equivalently, of $G_\theta$ — , and let $\tilde{\Gamma}_\theta := G_\theta/G^\theta_0$. Let $a : G_\theta \to \text{Out}(G^\theta_0)$ be the characteristic homomorphism of the extension $G_\theta$ of $G^\theta_0$ and let $\tau : G_\theta \to \text{Aut}(G^\theta_0)$ be a homomorphism lifting it — this exists because $G^\theta_0$ is reductive, see for example [1]. Then there exists a 2-cocycle $c \in Z^2(\tilde{\Gamma}_\theta, Z(G^\theta_0))$ in the sense of group cohomology, where $Z(G^\theta_0)$ is the centre of $G^\theta_0$, such that $G_\theta$ is isomorphic to the twisted product $G^\theta_0 \rtimes_{(\tau, c)} \tilde{\Gamma}_\theta$ — see Proposition 2.3

This is equal to $G^\theta_0 \times \tilde{\Gamma}_\theta$ as a set, and its group multiplication is a twisted version of the semidirect product multiplication on $G^\theta_0 \rtimes_{x\tau} \tilde{\Gamma}_\theta$ — see Definition 2.5.

Let $\alpha \to X$ be a $T_\theta$-bundle over $X$ and take one of its connected components $X_\alpha$. This may be regarded as a connected étale cover $X_\alpha \to X$. Let $\Gamma_\alpha \leq T_\theta$ be its Galois group. Given a $G^\theta_0$-bundle $E$ over $X_\alpha$, a $(\tau, c)$-twisted $\Gamma_\alpha$-action on $E$ is a set of holomorphic automorphisms $\{E \xrightarrow{E} E; e \mapsto e \cdot \gamma\}_{\gamma \in \Gamma_\alpha}$ of $E$ such that the automorphism corresponding to $\gamma$ twists the bundle $G^\theta_0$-action by $\tau_\gamma^{-1}$, and $(e \cdot \gamma) \cdot \gamma'$ and $e \cdot (\gamma \gamma')$ differ by $c(\gamma, \gamma')$. A $(\tau, c)$-twisted $\tilde{T}_\theta$-equivariant structure on $E$ is a $(\tau, c)$-twisted $\Gamma_\alpha$-action compatible with the natural $\Gamma_\alpha$-action on $X_\alpha$ — see Definition 2.5. There is a moduli space $M(X_\alpha, \tau, c, G^\theta_0, \Gamma_\alpha)$ classifying isomorphism classes of polystable $(\tau, c)$-twisted $\tilde{T}_\theta$-equivariant $G^\theta_0$-bundles over $X_\alpha$. This fibers over $M(X_\alpha, G^\theta_0)$ via the morphism that forgets the twisted equivariant structure.

One can verify that $G^\theta_0$-bundles over $X_\alpha$ admitting a $(\tau, c)$-twisted $\tilde{T}_\theta$-equivariant structure are fixed points of the action of $\Gamma_\alpha$ on $M(X, G^\theta_0)$ which for $\gamma \in \Gamma_\alpha$ sends $E$ to $\gamma^{-1} \tau_\gamma (E)$. In fact, every such fixed point in the smooth locus $M_\gamma(X, G^\theta_0)$ admits a $(\tau, c)$-twisted $\tilde{T}_\theta$-equivariant structure for some 2-cocycle $c$. For example, in the case $G = GL(2, \mathbb{C})$ and $\theta$ any inner involution, the group $G^\theta = G^\theta_0$ is isomorphic to $\mathbb{C}^*$, $\tilde{T}_\theta = \tilde{T}_\theta \cong \mathbb{Z}/2\mathbb{Z}$ and $G_\theta \cong G^\theta \rtimes_{x\tau} \mathbb{Z}/2\mathbb{Z}$, where $\tau$ denotes the $\mathbb{Z}/2\mathbb{Z}$-action on $\mathbb{C}^*$ such that the generator $\zeta \in \mathbb{Z}/2\mathbb{Z}$ sends $\mu$ to $\mu^{-1}$. Given a $\mathbb{Z}/2\mathbb{Z}$-bundle $\alpha$ over $X$ with corresponding étale cover $X_\alpha \to X$ of degree two, a line bundle $\xi$ over $X_\alpha$ admits a $(\tau, 1)$-twisted $\mathbb{Z}/2\mathbb{Z}$-equivariant structure — 1 being the trivial 2-cocycle — if and only if $\xi^{-1} \cong \zeta^* \xi$. —
where $\zeta$ denotes the generator of $\text{Gal}(X_\alpha/X)$ —, which is precisely the definition of the Prym variety given by (1.1).

Let $q_\theta(\alpha)$ be the $\text{Hom}(\Gamma, Z)$-bundle induced by the natural surjection $\hat{\Gamma}_\theta \to G_\theta/G^\theta$ and $\bar{c}_\theta : H^1(X, G_\theta) \to H^1(X, \text{Hom}(\Gamma, Z))$. One has the following.

**Theorem B** (Theorem 3.7). There is an isomorphism

$$
\bigcup_{q_\theta(\alpha)=\Gamma} M(X_\alpha, G_0^\theta, \Gamma_\alpha, \tau, c)/Z_{\hat{\Gamma}_\theta}(\Gamma_\alpha) \xrightarrow{\sim} M_{\Gamma}(X, G_\theta),
$$

where $Z_{\hat{\Gamma}_\theta}(\Gamma_\alpha)$ is the centralizer of $\Gamma_\alpha$ in $\hat{\Gamma}_\theta$, which acts on $M(X_\alpha, \tau, c, G_0^\theta, \Gamma_\alpha)$ by extension of structure group — see Proposition 2.13.

The combination of Theorems A and B provides the Prym–Narasimhan–Ramanan construction. This may be regarded as a correspondence between fixed points for the $\Gamma$-action on $M(X, G)$, and fixed points in $\bigcup_{q_\theta(\alpha)=\Gamma} M(X_\alpha, G_0^\theta)$ for the action of each Galois group $\Gamma_\alpha$ on $M(X_\alpha, G_0^\theta)$, which for $\gamma \in \Gamma_\alpha$ sends a $G_0^\theta$-bundle $F$ over $X_\alpha$ to $\gamma^* F$. 

Coming back to the situation studied by Narasimhan–Ramanan [17], set $G = \text{GL}(n, \mathbb{C})$ and $\Gamma < J(X)$ generated by a line bundle $L \to X$ of order $r$. We have seen above that Theorem A implies that a stable vector bundle $E$ of rank $n$ is isomorphic to $E \otimes L$ if and only if the corresponding $\text{GL}(n, \mathbb{C})$-bundle has a reduction of structure group to $\text{GL}(m, \mathbb{C})^{\times R} \rtimes_\tau (\mathbb{Z}/r\mathbb{Z})$. By Theorem B, each $\text{GL}(m, \mathbb{C})^{\times R} \rtimes_\tau (\mathbb{Z}/r\mathbb{Z})$-bundle $E$ over $X$ corresponds to a $(\tau, 1)$-twisted $\mathbb{Z}/r\mathbb{Z}$-equivariant $\text{GL}(m, \mathbb{C})^{\times R}$-bundle $F$ over $X_L$. The corresponding vector bundle $F(\mathbb{C}^n)$ has the form $V_0 \oplus \cdots \oplus V_{r-1}$ and is equipped with a $\mathbb{Z}/r\mathbb{Z}$-action exchanging the summands. In other words, $V_i \cong \zeta^i V_0$ for each $i$ between 0 and $r-1$ and so $F(\mathbb{C}^n) \cong V_0 \oplus \zeta V_0 \oplus \cdots$. The vector bundle $E(\mathbb{C}^n)$ is isomorphic to the quotient of $F(\mathbb{C}^n)$ by the natural action of $\mathbb{Z}/r\mathbb{Z} \cong \text{Gal}(X_L/X)$ permuting the summands, which is precisely the pushforward of $V_0$ as required.

This paper is organized as follows. In Section 2 we introduce the moduli space of $G$-bundles when $G$ is a reductive complex Lie group, first when it is connected and then in general. Then, following [1], we proceed to establish the correspondence between principal bundles $E$ with structure group $G \cong G_0 \times_{\tau, c} \Gamma_G$ such that $E/G_0 \cong \alpha$, where $G_0$ is the connected component of the identity, and $(\tau, c)$-twisted $\Gamma_G$-equivariant $G_0$-bundles over $X_\alpha$ up to the action of $Z_{\Gamma_G}(\Gamma_\alpha)$ — see Proposition 2.13. Here $\alpha$ is any $\Gamma_G$-bundle over $X$, $X_\alpha$ is the corresponding étale cover, $\Gamma_\alpha := \text{Gal}(X_\alpha/X) \leq \Gamma_G$ and $Z_{\Gamma_G}(\Gamma_\alpha)$ is its centralizer.

In Section 3 we develop the Prym–Narasimhan–Ramanan construction, proving Theorems A and B. In Section 4 we apply it to $G = \text{GL}(n, \mathbb{C}), \text{Spin}(n, \mathbb{C})$ and the simply connected exceptional group $E_7$, assuming that $\Gamma$ is cyclic. More precisely, for $G = \text{Spin}(n, \mathbb{C})$ and $\Gamma = \langle L \rangle \subset H^1(X, \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z})$, the fixed point components in $M(X, \text{Spin}(n, \mathbb{C}))$ correspond to moduli spaces of twisted equivariant $\text{Spin}(p, \mathbb{C}) \times \text{Spin}(q, \mathbb{C})$-Higgs bundles over the étale cover $X_L$ determined by $L$. Here $p$ and $q$ take a set of values satisfying $p + q = n$, which depend on the monodromy group of $L$ and the divisibility of $n$ by 4. When $G = E_7$ and $\Gamma \cong \mathbb{Z}/2\mathbb{Z}$, the subvariety of fixed points in $M(X, E_7)$ contains the image of a moduli space of twisted equivariant $(E_6 \times \mathbb{C}^*)/(\mathbb{Z}/3\mathbb{Z})$-Higgs bundles.

In Section 5 we apply the Prym–Narasimhan–Ramanan construction to the case $G = \text{GL}(n, \mathbb{C})$ and $\Gamma$ an arbitrary finite subgroup of the Jacobian $J(X)$. An example is
\( \Gamma = J(X)[n] \), the subgroup of line bundles of order dividing \( n \), which is considered by Hausel–Thaddeus \[11\]. To describe the fixed points, we need to consider antisymmetric homomorphisms \( l : \Gamma \to \Gamma^* := \text{Hom}(\Gamma, \mathbb{C}^*) \), which satisfy that the pairing of any element of \( \Gamma \) with itself is equal to 1. For each such antisymmetric pairing choose a maximal subgroup \( \Delta \leq \Gamma \) where the pairing is trivial. This is of course equipped with an embedding in \( \text{Hom}(\Delta, H^1(X, \mathbb{C}^*)) \), which by swapping \( \Delta \) and \( X \) provides a \( \Delta^* \)-bundle \( p_\Delta : X_\Delta \to X \). Assume that \( |\Delta| \) divides \( n \). Given a vector bundle \( E \) of rank \( n/|\Delta| \) over \( X_\Delta \) and an element \( \gamma \) in \( \Gamma \), we may construct a new vector bundle \( l(\gamma)|_\Delta E \otimes p_\Delta^* \gamma \), where \( l(\gamma)|_\Delta \in \Delta^* \) is regarded as an element of \( \text{Gal}(X_\Delta/X) \). This defines an \( l(\Gamma) \)-action on \( M(X_\Delta, \text{GL}(n/|\Delta|, \mathbb{C})) \).

In Theorem 5.15 we state that the union \( \bigcup p_\Delta^* M(X_\Delta, \text{GL}(n/|\Delta|, \mathbb{C}))(\Gamma) \) is contained in \( M(X, \text{GL}(n, \mathbb{C}))^\Gamma \), and the smooth fixed point locus \( M_s(X, \text{GL}(n, \mathbb{C}))^\Gamma \) is contained in the union. Here \( l \) runs over antisymmetric pairings of \( \Gamma \), and we declare a component to be empty if \( |\Delta| \) does not divide \( n \).

We also apply the Prym–Narasimhan–Ramanan construction to the case \( G = \text{Sp}(2n, \mathbb{C}) \) and \( \Gamma \) a finite subgroup of \( H^1(X, \mathbb{Z}/2\mathbb{Z}) \). The result is similar, the symplectic form being realised as a pushforward of an isomorphism \( \psi : E \xrightarrow{\sim} q^* E^* \) for some \( q \in \Delta^* \), which satisfies \( q^* \psi^* = -\psi \) — see Theorem 6.11.

The Prym–Narasimhan–Ramanan construction can be applied to moduli spaces of Higgs bundles. This will be developed in a forthcoming paper \[2\], where we consider (more general) actions of finite subgroups of \( H^1(X, \mathbb{Z}) \times (\text{Out}(G) \times \text{Aut}(X)) \times \mathbb{C}^* \). The smooth locus of the moduli space of \( G \)-Higgs bundles is a hyperKähler variety. An application of the Prym–Narasimhan–Ramanan construction is the identification of hyperKähler and Lagrangian subvarieties of the moduli space, which are the support of branes in the context of mirror symmetry and Langlands duality as introduced by Kapustin and Witten \[13\]. For example, if the action leaves the Higgs field invariant, the smooth fixed point locus is hyperKähler and so it is the potential support of BBB-branes. If \( \Gamma \) has order 2 and the generator multiplies the Higgs field by \(-1\), the smooth fixed point locus is the potential support of BAA-branes. We expect the Prym–Narasimhan–Ramanan construction to provide examples of fully equipped branes: this has been achieved by Franco–Gothen–Oliveira–Peón-Nieto \[6\] in the case of the action of a finite cyclic subgroup of the Jacobian on \( M(X, \text{GL}(n, \mathbb{C})) \).

We also plan to extend our fixed point description to parabolic bundles in future work. The parabolic setup is geometrically richer and perhaps more natural from the physics point of view, which motivates the study of mirror symmetry \[10, 13\].

2. Moduli spaces of principal bundles and twisted equivariant structures

Throughout this section \( G \) is a reductive complex Lie group with Lie algebra \( \mathfrak{g} \), and \( X \) is a compact Riemann surface. We review some basic results on principal bundles and twisted equivariant structures, as well as concepts regarding stability.

2.1. Principal bundles with connected reductive complex structure group. In this section we assume \( G \) to be connected. In this case, the moduli space of holomorphic principal \( G \)-bundles was constructed by Ramanathan in \[22\] and \[23\]. We recall the stability notions for \( G \)-bundles using the approach in \[7\], which is better suited for our goals. Fix a maximal compact subgroup \( K \) of \( G \) with Lie algebra \( \mathfrak{k} \) and a non-degenerate
pairing $\langle \cdot, \cdot \rangle$ on $\mathfrak{g}$ extending the Killing form on its semisimple part. Every element $s \in i\mathfrak{k}$ determines a parabolic subgroup $P_s$ with Lie algebra $\mathfrak{p}_s$ of $G$, namely
\[
P_s := \{ g \in G : e^{ts}ge^{-ts} \text{ is bounded as } t \to \infty \}.
\]
If $L_s$ is its Levi subgroup then $K_s := K \cap L_s$ is a maximal compact subgroup of $L_s$ and its inclusion in $P_s$ is a homotopy equivalence. Now let $E$ be a $G$-bundle with a holomorphic reduction $\sigma \in H^0(X, E(G/P_s))$, where $E(G/P_s)$ is the $G/P_s$-bundle associated to $E$ via the natural action of $G$. We denote by $E_\sigma$ the corresponding $P_s$-bundle, which is the pullback by $\sigma$ of $E \to E(G/P_s)$. Then there is a smooth reduction $\sigma' \in \mathcal{O}^0(X, E_\sigma/K_s)$, and we may equip the corresponding $K_s$-bundle with a connection $A$ with curvature $F_A$. We define
\[
dege E(\sigma, s) := \frac{i}{2\pi} \int_X \chi_\sigma(F_A),
\]
where $\chi_\sigma$ is the image of $s$ under the isomorphism $\mathfrak{g} \cong \mathfrak{g}^*$ induced by the non-degenerate pairing.

On the other hand, the topology of $E$ defines an element $\mu(E) \in i\mathfrak{k}_t$, where $\mathfrak{k}_t$ is the centre of $\mathfrak{k}$ — see, for example, [8]. Indeed, fix a volume form $\omega$ on $X$ such that $\text{vol}(X) = 1$. For each $K$-invariant degree one homogeneous polynomial $p : \mathfrak{k} \to \mathbb{C}$ and any smooth reduction $h \in \mathcal{O}^0(X, E/K)$ with Chern connection $A_h$ and curvature $F_h$, there is a topological invariant $\int_X p(F_h)$ of $E$. The space of $K$-invariant linear homogeneous polynomials coincides with the space of $\mathbb{R}$-linear maps $\mathfrak{k} \to \mathbb{C}$ factoring through $\mathfrak{k}/[\mathfrak{k}, \mathfrak{k}] \cong \mathfrak{k}_t$, hence it is isomorphic to $\mathfrak{k}_t^*$. We define $\mu(E)$ to be the element of $i\mathfrak{k}_t$ satisfying
\[
p(\mu(E)) = \frac{i}{2\pi} \int_X p(F_h).
\]

**Definition 2.1.** A $G$-bundle $E$ over $X$ is:

- **Stable** if $\deg E(\sigma, s) > \langle \mu(E), s \rangle$ for any $s \in i\mathfrak{k}$ and any reduction of structure group $\sigma \in H^0(X, E(G/P_s))$.
- **Semistable** if $\deg E(\sigma, s) \geq \langle \mu(E), s \rangle$ for any $s \in i\mathfrak{k}$ and any reduction of structure group $\sigma \in H^0(X, E(G/P_s))$.
- **Polystable** if it is semistable and, if $\deg E(\sigma, s) = \langle \mu(E), s \rangle$ for some $s \in i\mathfrak{k}$ and a reduction $\sigma \in H^0(X, E(G/P_s))$, there is a further holomorphic reduction of structure group $\sigma' \in H^0(X, E_\sigma(P_s/L_s))$.

The $G$-bundle $E$ is **simple** if its group of automorphisms is isomorphic to the centre $Z$ of $G$.

There exists a moduli space $M(X, G)$ classifying isomorphism classes of polystable $G$-bundles ([22] [23]) whose smooth points $M_s(X, G)$ are the simple and stable points, except in special low genus cases. In the case where $G = \text{GL}(n, \mathbb{C})$ we obtain, via the correspondence with vector bundles of rank $n$, the usual definition of (semi, poly)stability for vector bundles. Stable $\text{GL}(n, \mathbb{C})$-bundles are always simple, but this is not true for general $G$. One has the following theorem which, stated in terms of connections as in [1], is equivalent to a generalisation of the Narasimhan–Seshadri Theorem [18] due to Ramanathan [21].

**Theorem 2.2.** A $G$-bundle $E$ is polystable if and only if it has smooth reduction of structure group $h \in \mathcal{O}^0(X, E/K)$ to a maximal compact subgroup $K < G$, such that the curvature
\[ F_h \] of the corresponding Chern connection satisfies

\[ F_h = -2\pi i \mu(E) \omega, \]

where \( \omega \) is a non-vanishing 2-form on \( X \) such that \( \int_X \omega = 1 \).

### 2.2. Principal bundles with non-connected reductive complex structure group.

We may extend the notions of (semi, poly)stability of \( G \)-bundles for a general (possibly non-connected) reductive complex group \( G \), following [7]. Let \( G_0 \) be the connected component of \( G \) with centre \( Z \) and let \( \Gamma_G := G/G_0 \) be the group of connected components. Note that \( \Gamma_G \) is finite, since \( G \) is reductive (i.e. it is the complexification of a compact group). The group \( G \) is then an extension of \( G_0 \) by \( \Gamma_G \), expressed by the short exact sequence

\[ 1 \rightarrow G_0 \rightarrow G \rightarrow \Gamma_G \rightarrow 1. \]

Recall that there is an equivalence relation on the set of extensions of \( G_0 \) by \( \Gamma_G \) making another extension \( G' \) equivalent to \( G \) if and only if there is an isomorphism \( G \cong G' \) fitting in a commutative diagramme

\[
\begin{array}{cccccc}
1 & \rightarrow & G_0 & \rightarrow & G & \rightarrow & \Gamma_G & \rightarrow & 1 \\
\downarrow & & \downarrow & & \downarrow & & \downarrow & & \downarrow \\
1 & \rightarrow & G'_0 & \rightarrow & G' & \rightarrow & \Gamma_G & \rightarrow & 1
\end{array}
\]

The extension (2.7) defines a characteristic homomorphism

\[ a : \Gamma_G \rightarrow \text{Out}(G_0); \gamma \mapsto a_\gamma. \]

It is well known that there exists a lift \( \text{Out}(G_0) \rightarrow \text{Aut}(G_0) \) of the natural surjection \( \text{Aut}(G_0) \rightarrow \text{Out}(G_0) \) (see [1], for example), hence in particular there is a homomorphism \( \tau : \Gamma_G \rightarrow \text{Aut}(G_0) \) fitting in the commutative diagramme

\[
\begin{array}{ccc}
\text{Aut}(G_0) & \longrightarrow & \text{Out}(G_0) \\
\tau & \downarrow & a \\
\Gamma_G & \rightarrow &
\end{array}
\]

We say that \( \tau \) lifts \( a \).

The notions of (semi, poly)stability for \( G \)-bundles are very much the same as in Section 2.1 except now we need to make the following restrictions: choose \( K \) to be a maximal compact subgroup of \( G \) whose connected component is preserved by \( \Gamma_G \). The topological invariant \( \mu \) given by (2.5) may be defined in the same way. The element \( s \) considered in the definition of (semi, poly)stability must then be in \( i\mathfrak{k}^F \), where \( \mathfrak{k}^F \subset \mathfrak{k} \) is the subalgebra of \( \Gamma_G \)-invariant elements.

Theorem 2.2 also holds in the case when \( G \) is non-connected — see [7], where this result is obtained in the more general context of Higgs pairs and restricts to Theorem 2.2 when the Higgs field vanishes.
2.3. Non-connected groups and twisted equivariant structures. This section and the next one follow [1] Section 4. There is a very explicit relation between principal bundles with non-connected structure group and twisted equivariant bundles which is crucial in the Prym–Narasimhan–Ramanan construction and we explain next. Let $G$ be the connected component of a reductive complex Lie group $G$, $Z$ the centre of $G_0$ and $\Gamma_G := G/G_0$ the group of connected components of $G$. These fit in a short exact sequence

\[(2.8) \quad 1 \to G_0 \to G \to \Gamma_G \to 1.\]

Let $\alpha : \Gamma_G \to \text{Out}(G_0)$ be the characteristic homomorphism of \((2.3)\) and consider a lift $\tau : \Gamma_G \to \text{Aut}(G_0)$.

**Definition 2.3.** Given a 2-cocycle $\tau \in Z^2_a(\Gamma_G, Z)$, we define the $(\tau, c)$-twisted product of $G_0$ by $\Gamma_G$, written $G_0 \times_{(\tau, c)} \Gamma_G$, to be the group which is equal to $G_0 \times \Gamma_G$ as a set and has multiplication

\[(g, \gamma)(g', \gamma') = (g\tau(\gamma)(g')c(\gamma, \gamma'), \gamma\gamma')\]

for every $g$ and $g'$ in $G_0$ and every $\gamma$ and $\gamma'$ in $\Gamma_G$.

**Proposition 2.4.** There exists a 2-cocycle $\tau \in Z^2_a(\Gamma_G, Z)$ such that the extensions of $G_0$ given by $G$ and $G_0 \times_{(\tau, c)} \Gamma_G$ are equivalent, in the sense of Section 2.2.

**Proof.** Take a section $t : \Gamma_G \to G$ of \((2.3)\) whose composition with the natural homomorphism $G \to \text{Int}(G)$ restricts to $\tau$. Every $g \in G$ can be uniquely written in the form $g_0 t_\gamma$, where $\gamma$ is the connected component where $g$ lies and $g_0 \in G_0$. This determines a map $G \to G_0 \times \Gamma_G$. We can then show that this map determines an isomorphism of extensions $G \cong G_0 \times_{(\tau, c)} \Gamma_G$ for some map $c : \Gamma_G \times \Gamma_G \to Z$. Using associativity of the group multiplication of $G$ it can be seen that $c \in Z^2_a(\Gamma_G, Z)$. \qed

Slightly abusing notation, we consider the groups $G$ and $G_0 \times_{(\tau, c)} \Gamma_G$ to be equal. Let $E$ be a $G$-bundle over $X$ and set $\alpha := E(G/G_0) \cong E/G_0$, which is a principal $\Gamma_G$-bundle over $X$. Assume that $E$ — or, equivalently, $\alpha$ — is connected. Then $\alpha$ may be regarded as a connected étale cover $p_\alpha : X_\alpha \to X$ with Galois group $\Gamma_G$.

**Definition 2.5.** Let $E$ be a complex manifold equipped with a right holomorphic $G_0$-action. Given $c \in Z^2_a(\Gamma_G, Z)$, a $(\tau, c)$-twisted (right) action of $\Gamma_G$ on $E$ is a set of holomorphic automorphisms $\{e \cdot \gamma\}_{\gamma \in \Gamma}$ of $E$ satisfying

\[(2.9) \quad (eg) \cdot \gamma = (e \cdot \gamma)\tau_\gamma^{-1}(g) \quad \text{and} \quad (e \cdot \gamma) \cdot \gamma' = (ec(\gamma, \gamma')) \cdot (\gamma\gamma')\]

for every $e \in E$, $g \in G_0$ and $\gamma$ and $\gamma'$ in $\Gamma_G$.

For each $x \in X$ we write $x \cdot \gamma := \gamma^{-1}(x)$, which defines a right action of $\Gamma_G$ on $X$. A $(\tau, c)$-twisted $\Gamma_G$-equivariant $G_0$-bundle over $X$ is a $G_0$-bundle $E$ over $X$ equipped with a $(\tau, c)$-twisted action of $\Gamma_G$ compatible with its action on $X$, i.e. fitting in the commutative diagramme

\[
\begin{array}{ccc}
E & \xrightarrow{\gamma} & E \\
\downarrow & & \downarrow \\
X & \xrightarrow{\gamma} & X
\end{array}
\]
for each $\gamma \in \Gamma_G$. This is called a $(\tau, c)$-twisted $\Gamma_G$-equivariant action on $E$. A morphism between two $(\tau, c)$-twisted $\Gamma_G$-equivariant $G_0$-bundles $(E, \cdot)$ and $(E', \cdot)$ over $X$ is a homomorphism of $G_0$-bundles $f : E \to E'$ fitting in the commutative diagramme

$$
\begin{array}{ccc}
E & \xrightarrow{f} & E' \\
\downarrow{\gamma} & & \downarrow{\gamma'} \\
E & \xrightarrow{f} & E'
\end{array}
$$

for each $\gamma \in \Gamma_G$.

**Remark 2.6.** By [1 Proposition 3.11], given a map $s : \Gamma_G \to G_0$ such that Int$_s$ is a homomorphism, there is a natural equivalence of categories between $(\tau, c)$-twisted $\Gamma_G$-equivariant $G_0$-bundles over $X$ and $(\tau \text{Int}_s, c_s)$-twisted $\Gamma_G$-equivariant $G_0$-bundles over $X$, where $c_s$ is a suitable 2-cocycle. In particular, if we replace $c$ by a cohomologous 2-cocycle we obtain an equivalent category. Thus, in what follows we may assume the lift $\tau$ to be chosen so that it preserves a maximal compact subgroup $K$ of $G$.

**Remark 2.7.** Given two $(\tau, c)$-twisted $\Gamma_G$-equivariant $G_0$-bundles $(E, \cdot)$ and $(E', \cdot)$ over $X_\alpha$, we may define the fibre bundle $\mathcal{H}om(E, E')$ consisting of local $G_0$-equivariant isomorphisms from $E$ to $E'$. This is isomorphic to the quotient $E \times_X E'/G$, where $G$ acts diagonally on the right. We claim that there is a $\Gamma_G$-equivariant action on $\mathcal{H}om(E, E')$ such that $\gamma \in \Gamma_G$ sends $(e, e') \in E \times_X E'/G$ to $(e \cdot \gamma, e' \cdot \gamma)$. Indeed,

$$(eg \cdot \gamma, e'g \cdot \gamma) = (e \cdot \gamma \gamma^{-1}_e(g), e' \cdot \gamma \gamma^{-1}_e(g)) = (e \cdot \gamma, e' \cdot \gamma),$$

and

$$(e \cdot \gamma) \cdot \gamma', (e' \cdot \gamma) \cdot \gamma' = (ec(\gamma, \gamma'), (\gamma \gamma'), e'(\gamma, \gamma') \cdot (\gamma \gamma')) = (e \cdot (\gamma \gamma'), e' \cdot (\gamma \gamma'))$$

for each $\gamma$ and $\gamma'$ in $\Gamma_G$, $g \in G_0$, $e \in E$ and $e' \in E'$. With this in mind, a morphism of $(\tau, c)$-twisted $\Gamma_G$-equivariant $G_0$-bundles from $E$ to $E'$ is a $\Gamma_G$-invariant section of $\mathcal{H}om(E, E')$.

Given $\gamma$ in $Z(\Gamma_G)$ and a $(\tau, c)$-twisted $\Gamma_G$-equivariant $G_0$-bundle $E$ over $X$, there is an induced $(\tau, c)$-twisted $\Gamma_G$-equivariant action on $\gamma^*E$ given by pullback. Note that $\gamma$ needs to be in $Z(\Gamma_G)$ for this to be true, since otherwise the pullback of the action does not descend to the action of $\Gamma_G$ on $X$. We then define a $Z(\Gamma_G)$-isomorphism between two twisted equivariant bundles $E$ and $E'$ to be a $\Gamma_G$-equivariant isomorphism of $G_0$ bundles $E \to \gamma^*E'$ for some $\gamma \in Z(\Gamma_G)$. The moduli space of $Z(\Gamma_G)$-isomorphism classes of $(\tau, c)$-twisted $\Gamma_G$-equivariant $G_0$-bundles over $X$ is just the quotient $M(X, G_0, \Gamma_G, \tau, c)/Z(\Gamma_G)$, where the $Z(\Gamma_G)$-action is given by pullback. To distinguish between isomorphisms as defined earlier and $Z(\Gamma_G)$-isomorphisms we sometimes call the former ones fibre-preserving isomorphisms.

**Proposition 2.8** (Proposition 4.5 in [1]). The category of $G$-bundles $E$ over $X$ satisfying $E/G_0 \cong \alpha$ and the category of $(\tau, c)$-twisted $\Gamma_G$-equivariant $G_0$-bundles over $X_\alpha$ equipped with $Z(\Gamma_G)$-isomorphisms are equivalent.

**Sketch of the proof.** Given a $G$-bundle $E$ over $X$ such that $E/G_0 \cong \alpha$, the morphism $E \to E/G_0 \cong X_\alpha$ is a $G_0$-bundle projection. Moreover, using the section $t$ given by the proof of Proposition 2.4, each element of $\Gamma_G$ is associated to a complex automorphism of the total space of $E$ which is clearly compatible with the $\Gamma_G$-bundle action on $\alpha$. This can be seen to be a $(\tau, c)$-twisted $\Gamma_G$-equivariant action. \qed
Remark 2.9. Note that the equivalence of categories is not true if we replace the category of twisted equivariant bundles with fibre-preserving morphisms with the subcategory of twisted equivariant bundles with fibre-preserving morphisms, since an automorphism of a $G$-bundle $E$ on $X$ may not induce the identity on $E/G_0$.

By Proposition 2.8 the stability notions for $G$-bundles over $X$ induce stability notions for $(\tau, c)$-twisted $\Gamma_G$-equivariant $G_0$-bundles over $X_\alpha$. These are obtained by changing slightly the definitions in Section 2.1 [7]. First of all the elements $s \in \mathfrak{t}$ must actually be $\Gamma_G$-invariant [1 Proposition 3.16]. Then the action of $\Gamma_G$ on $G$ preserves $P_s$, and so it induces an action on $G_0/P_s$. Given a $(\tau, c)$-twisted $\Gamma_G$-equivariant $G_0$-bundle $E$ over $X$, we can see that the associated bundle $E(G_0/P_s)$ is then $\Gamma_G$-equivariant, where $\Gamma_G$ acts simultaneously on $E$ on the right and on $G_0/P_s$ by the inverse of its left action. Using this $\Gamma_G$-equivariant structure, we need to further impose that the reductions of structure group $\sigma$ and $\sigma'$ in Definition 2.1 are $\Gamma_G$-invariant.

The moduli space $M(X_\alpha, G_0, \Gamma_G, \tau, c)$ classifying isomorphism classes of polystable $(\tau, c)$-twisted $\Gamma_G$-equivariant $G_0$-bundles over $X_\alpha$ may be constructed using GIT. Another way to endow it with an algebraic structure is to consider the natural forgetful morphism $M(X_\alpha, G_0, \Gamma_G, \tau, c) \to M(X_\alpha, G_0)$ [3 Proposition 4.1], whose fibre over a $G_0$-bundle $E$ depends on its gauge group. Here we define an isomorphism of $(\tau, c)$-twisted $\Gamma_G$-equivariant $G_0$-bundles as a $\Gamma_G$-equivariant isomorphism of $G_0$-bundles.

When an embedding $G \hookrightarrow \text{GL}(n, \mathbb{C})$ is available, Proposition 2.8 may be stated in terms of the corresponding vector bundles.

Proposition 2.10. Take a $G$-bundle $E$ over $X$ such that $E/G_0 \cong \alpha$. Let $(F, \cdot, \cdot)$ be the corresponding $(\tau, c)$-twisted $\Gamma_G$-equivariant $G_0$-bundle over $X_\alpha$ via Proposition 2.8 where $X_\alpha$ is the étale cover of $X$ corresponding to $\alpha$. Then there is an equivariant group action of $\Gamma_G$ on the associated vector bundle $F(\mathbb{C}^n)$ such that $(e, v) \cdot \gamma = (e \cdot \gamma, (1, \gamma)^{-1}v)$ for each $(e, v) \in F(V)$ and $\gamma \in \Gamma_G$. Moreover,

$$F(\mathbb{C}^n)/\Gamma_G \cong E(\mathbb{C}^n).$$

Conversely, given a $\Gamma_G$-equivariant structure on a vector bundle $V$ over $X_\alpha$, there is an induced $\Gamma_G$-equivariant action $\ast$ on its bundle of frames $P$. For each $\gamma \in \Gamma_G$ consider the automorphism of $P$ given by

$$p \cdot \gamma := p \ast \gamma \ast (1, \gamma)$$

for each $p \in P$. The set of automorphisms $\{((\cdot, \gamma))_{\gamma \in \Gamma_G}\}$ defines an $(\text{Int}_t, c)$-twisted $\Gamma_G$-equivariant action on $P$, where $t : \Gamma_G \to G$ is the map sending $\gamma$ to $(1, \gamma)$. If $V = F(\mathbb{C}^n)$ for some $G_0$-bundle $F$ and $F \cdot \gamma = F \subset P$ for every $\gamma \in \Gamma_G$, the restriction of $\cdot$ to $F$ is a $(\tau, c)$-twisted $\Gamma_G$-equivariant action inducing the action on $V$.

Proof. The fact that the equivariant $\Gamma_G$-action on $F(\mathbb{C}^n)$ is an honest action follows from [1 Proposition 3.16].

There is another way to define the equivariant action on $F(\mathbb{C}^n)$, namely take the extension of structure group $F_G$ of $F$ by the embedding of $G_0$ in $G$. Then $\Gamma_G$ acts equivariantly on $F_G$ in such a way that $\gamma \in \Gamma_G$ sends $e \in F \subset F_G$ to $e \cdot \gamma (1, \gamma)^{-1} \in F_G$ — see [1 (4.2)]. The associated vector bundle $F_G(\mathbb{C}^n)$ inherits a $\Gamma_G$-equivariant action which is precisely the one defined in the statement of the proposition. By [1 Proposition 4.7], the quotient
$F_G/\Gamma_G$ is isomorphic to $E$. Therefore, the quotient $F(\mathbb{C}^n)/\Gamma_G = F_G(\mathbb{C}^n)/\Gamma_G$ is isomorphic to $E(\mathbb{C}^n)$, as required.

The second paragraph in the statement of the proposition follows from
\[
(e,(v_1,\ldots,v_n)) \cdot \gamma = (e \cdot \gamma,(1,\gamma)^{-1}(v_1,\ldots,v_n))(1,\gamma) = (e \cdot \gamma(1,\gamma)^{-1}(1,\gamma),(v_1,\ldots,v_n)) = (e \cdot \gamma,(v_1,\ldots,v_n)),
\]
where $e \in F$, $(v_1,\ldots,v_n)$ is any basis of $\mathbb{C}^n$ and $e \cdot \gamma(1,\gamma)^{-1}$ is an element of $P$, regarded as the extension of structure group of $F$ to $\text{GL}(n,\mathbb{C})$. \hfill \Box

2.4. Twisted equivariant bundles and monodromy. We keep the notation of the previous section but we do not assume that the $G$-bundle $E$ is connected. We rename $p_\alpha : X_\alpha \rightarrow X$, which is now a connected component of $\alpha := E/G_0$. All the other connected components are isomorphic to $X_\alpha$ via the $\Gamma_G$-action. Alternatively, $X_\alpha$ is a subbundle of $\alpha$ with minimal structure group, which we denote by $\Gamma_\alpha$: any two different connected reductions of structure group are in different components of $\pi^\alpha$. Thus, the image of $\pi_1(X)$ under any monodromy representation $\pi_1(X) \rightarrow \Gamma_G$ of $\alpha$ is a subgroup of $\Gamma_G$ conjugate to $\Gamma_\alpha$.

There is a subgroup $G_\alpha := G_0 \times_{(\tau,c)\Gamma_\alpha} \Gamma_\alpha$ of $G$, where we have also called $\tau$ and $c$ to their restrictions to $\Gamma_\alpha$ and $\Gamma_\alpha \times \Gamma_\alpha$ respectively. There is a subbundle $E' \subset E$ with structure group $G_\alpha$, since $E/G_\alpha \cong \alpha/\Gamma_\alpha$ and so the section of $H^0(X,\alpha/\Gamma_\alpha)$ corresponding to $X_\alpha$ may be regarded as a section of $H^0(X,E/G_\alpha)$. Note that $E'/G_0$ is isomorphic to $X_\alpha$.

There is also a subvariety of the moduli space $M(X,G)$ consisting of $G$-bundles $E$ such that $E/G_0 \cong \alpha$, which we denote by $M_\alpha(X,G)$.

**Proposition 2.11.** Let $E$ be a $G_\alpha$-bundle over $X$ with extension of structure group $E_G$ to $G$. Then $E$ is polystable if and only if $E_G$ is polystable. In particular there exists an extension of structure group morphism $M(X,G_\alpha) \rightarrow M(X,G)$.

**Proof.** Assume that $E$ is polystable. First we prove that $E_G$ is semistable: consider a reduction of structure group $\sigma_G \in H^0(X,E_G(G/P_s))^{\Gamma_G}$, where $s \in i\mathfrak{t}^{\Gamma_G}$. Since $s$ is $\Gamma_G$-invariant the parabolic subgroup $P_s \leq G$ intersects every connected component of $G$, hence the fibre of the total space of the reduction $(E_G)_{\sigma_G}$ over $x \in X$ intersects every connected component of $E_G|_x$ and each intersection is isomorphic to $P_s \cap G_0$. Thus, since $E|_x$ is a union of connected components of $E_G|_x$, its intersection with $P_s$ must be isomorphic to $G_\alpha \cap P_s = P_s'$, where $P_s' := \{ g \in G_\alpha : e^{t\gamma} e^{-t\gamma} \text{ remains bounded as } t \rightarrow \infty \}$ is the parabolic subgroup of $G_\alpha$ defined by (2.3). Hence the intersection of $(E_G)_{\sigma}$ with $E$ is a reduction of structure group of $E$ to $P'_s \leq P_s$, which we denote by $\sigma \in H^0(X,E(G_\alpha/P'_s))^{\Gamma_\alpha}$. Moreover,
\[
\deg E_G(\sigma_G,s) = \deg E(\sigma,s) \geq \langle \mu(E),s \rangle = \langle \mu(E_G),s \rangle,
\]
where the inequality follows from semistability of $E$ and the equations follow from (2.4) and the fact that the connection of $E_G$ is induced by a connection of $E$ (so that the corresponding curvatures are equal).

Now assume that $\deg E_G(\sigma_G,s) = \langle \mu(E_G),s \rangle$ or, equivalently, $\deg E(\sigma,s) = \langle \mu(E),s \rangle$. By polystability of $E$ there is a further holomorphic reduction of structure group $\sigma' \in \mathfrak{t}$.
$H^0(X, E_\sigma(P_s'/L_s'))^{\Gamma_\alpha}$, where $L_s'$ is the Levi subgroup of $P_s'$. Thus the extension of structure group of $E_{\sigma'}$ to $L_s$ yields a reduction $\sigma_{G}' \in H^0(X, (E_G)_{\sigma_G}(P_s/L_s))^{\Gamma_G}$, as required.

The converse can be shown using similar arguments: assume that the $G$-bundle $E_G$ is polystable. For semistability consider a reduction of structure group

$$\sigma \in H^0(X, E(G_\alpha/P_s'))^{\Gamma_\alpha},$$

where $s \in iG$. Then, extending structure group, we obtain a reduction

$$\sigma_G \in H^0(X, E_G(G/P_s'))^{\Gamma_G}$$

and so we conclude that

$$\deg E(\sigma, s) = \deg E_G(\sigma_G, s) \geq \langle \mu(E_G), s \rangle = \langle \mu(E), s \rangle.$$  

If equality holds we may find a further reduction $\sigma_{G}' \in H^0(X, (E_G)_{\sigma_G}(P_s/L_s))^{\Gamma_G}$, and the intersection of $(E_G)_{\sigma_G}$ with $E$ yields a reduction $\sigma' \in H^0(X, E_{\sigma}(P_s'/L_s'))^{\Gamma_G}$. □

**Proposition 2.12.** Let $Z_{\Gamma_G}(\Gamma_\alpha)$ be the centralizer of $\Gamma_\alpha$ in $\Gamma_G$. Let $H^1(X_\alpha, G_0, \Gamma_\alpha, \tau, c)$ be the set of (fibre-preserving) isomorphism classes of $(\tau, c)$-twisted $\Gamma_\alpha$-equivariant $G_0$-bundles over $X_\alpha$. There is a natural action of $Z_{\Gamma_G}(\Gamma_\alpha)$ on $H^1(X_\alpha, G_0, \Gamma_\alpha, \tau, c)$ on the left given as follows: take a $(\tau, c)$-twisted $\Gamma_\alpha$-equivariant $G_0$-bundle $(E, \cdot)$ over $X_\alpha$ and an element $z \in Z_{\Gamma_G}(\Gamma_\alpha)$.

- There is another $G_0$-bundle $\tau_z(E)$ given by extension of structure group.
- There is a natural $(\tau, c)$-twisted $\Gamma_\alpha$-action on $\tau_z(E)$ given by

$$e \ast \gamma := [ec(z^{-1}, z)^{-1}c(z^{-1}, \gamma)c(z^{-1}\gamma, z)] \cdot \gamma.$$  

Via Proposition 2.8, this induces an action of $Z_{\Gamma}(\Gamma_\alpha)$ on the set of isomorphism classes $H^1(X, G_\alpha)_{\alpha}$ of $G_\alpha$-bundles $E_{G_\alpha}$ such that $E_{G_\alpha}/G_0 \cong X_\alpha$, which is just extension of structure group by $\text{Int}_{(1, z)}$ for each $z \in Z_{\Gamma}(\Gamma_\alpha)$.

**Proof.** Probably the best way to think of (2.11) is to take the $G_\alpha := G_0 \times_{(\gamma, c)} \Gamma_\alpha$-bundle $E_{G_\alpha}$ over $X$ associated to $E$ according to Proposition 2.8 and then define an alternative $G_\alpha$-action by

$$E_{G_\alpha} \times G_\alpha \to E_{G_\alpha}; (e, (g, \gamma)) \mapsto e \ast (g, \gamma) := e(1, z)^{-1}(g, \gamma)(1, z),$$  

i.e. consider the extension of structure group $\text{Int}_{(1, z)}(E_{G_\alpha})$. Recall that the total space of $E_{G_\alpha}$ and $E$ are the same. The restriction of the action to $G_0$ is then given by

$$e \ast g = e(1, z)^{-1}g(1, z) = e\tau_z^{-1}(g)$$

for each $e \in E_{G_\alpha}$ and $g \in G_0$, which is precisely the $G_0$-action on the total space of the underlying $G_0$-bundle $E$ defining the action of $G_0$ on $\tau_z(E)$. Definition (2.11) for the action of $\Gamma_\alpha$ on $\tau_z(E)$ is equivalent to the $\Gamma_\alpha$-action given by restriction of (2.12), since

$$(1, z)^{-1}(1, \gamma)(1, z) = (c(z^{-1}, z)^{-1}, z^{-1})(1, \gamma)(1, z) = (c(z^{-1}, z)^{-1}\gamma, z^{-1}\gamma)(1, z) = (c(z^{-1}, z)^{-1}\gamma, z, z^{-1}\gamma z) = (c(z^{-1}, z)^{-1}\gamma z),$$

where the last equation follows from the fact that $z$ commutes with every element of $\Gamma_\alpha$. Thus the pair consisting of the $G_0$-action and the $\Gamma_\alpha$-action (2.11) on $E$ is equivalent to
the natural $G$-action on $\text{Int}(1,z)(E_{G_0})$ by the proof of Proposition 2.8. It can be checked that (2.11) defines a $(\tau, c)$-twisted $\Gamma$-equivariant action. □

**Proposition 2.13.** Let $C_1$ be the category of $(\tau, c)$-twisted $\Gamma$-equivariant $G_0$-bundles over $X_\alpha$, and let $C_2$ and $C_3$ be the categories of $G_\alpha$-bundles and $G$-bundles over $X$, respectively. The composition of the equivalence of categories $C_1 \to C_2$ of Proposition 2.8 with the extension of structure group functor $C_2 \to C_3$ provides a functor $C_1 \to C_3$. With the notation of Proposition 2.12, this induces a bijection

$$H^1(X_\alpha, G_0, \Gamma, \tau, c)/Z_{\Gamma_\alpha}(\Gamma_\alpha) \cong H^1(X, G),$$

where $H^1(X, G)$ is the set of isomorphism classes of $G$-bundles $E$ over $X$ such that $E/G_0 \cong \alpha$. This restricts to a bijection

$$M(X_\alpha, G_0, \Gamma, \tau, c)/Z_{\Gamma_\alpha}(\Gamma_\alpha) \cong M_\alpha(X, G).$$

**Proof.** Surjectivity follows by Proposition 2.8. To show that the morphism is well-defined, consider a $G_\alpha$-bundle $E$ and $z \in Z_{\Gamma}(\Gamma_\alpha)$. The element $s := (1,z) \in G$ determines an automorphism $\beta := \text{Int}_s^{-1}$ of $G_\alpha$ which defines an extension of structure group $\beta(E)$. Let $E_G$ be the extension of structure group of $E$ by the embedding $G_\alpha \hookrightarrow G$. Then the stabilizer of $E$ under the $G$-bundle action is equal to $G_\alpha$, which implies that the stabilizer of $Es \subset E_G$ is equal to $s^{-1}G_\alpha s = G_\alpha$. In other words, $Es$ determines a reduction of structure group of $E_G$ to $G_\alpha$. Moreover, the map

$$E \to Es; \ e \mapsto es$$

induces an isomorphism of $G_\alpha$-bundles $\beta(E) \cong Es$. Indeed, $\beta(E)$ may be regarded as the $G_\alpha$-bundle which has the same total space as $E$ and $G$-action determined by

$$E \times G_\alpha \to E; \ (e, g) \mapsto e\beta^{-1}(g).$$

But

$$e\beta^{-1}(g)s = esgs^{-1}s = esg,$$

which shows that the induced map $\beta(E) \to Es$ is $G_\alpha$-equivariant. This implies that $E'$, which is a reduction of structure group of $E_G$ to $G_\alpha$, is isomorphic to $\beta(E)$. In other words, $E_G$ is the extension of structure group of $\beta(E)$ by the embedding $G_\alpha \hookrightarrow G$.

It is left to show injectivity. Let $F$ and $F'$ be two $(\tau, c)$-twisted $\Gamma_\alpha$-equivariant $G_0$-bundles over $X_\alpha$ and let $E$ and $E'$ be the corresponding $G_\alpha$-bundles over $X$. Since $G_0$ and $X_\alpha$ are connected, both $E$ and $E'$ are connected. Assume that they have the same extension of structure group $E_G$ to $G$. Note that $E_G$ has an explicit decomposition into connected components, namely

$$E_G = \bigsqcup_{\gamma \in \Gamma_G/\Gamma_\alpha} E(1, \gamma),$$

where each coset in $\Gamma_G/\Gamma_\alpha$ has one and only one representative component in the union. Thus $E'$ must be equal to one of these components, say $E(1, \gamma)$ for some $\gamma \in \Gamma_G$. If $s := (1, \gamma)$ then the stabilizer of $E' = Es$ in $G$ is $G_\alpha$, hence the stabilizer of $Es/G_0$ is $\Gamma_\alpha$, which is identified with the Galois group of $Es$ over $X$. We may identify $X_\alpha$ with the quotient $E/G_0 \subset E_G/G_0$, thus fixing a copy of $X_\alpha$ inside $E/G_0 \cong \gamma Y$. The first observation is that, on the one hand, $Es/G_0 = E'/G_0 \cong X_\alpha$ and, on the other, $Es/G_0 = (E/G_0) \gamma \cong X_\alpha \gamma \subset Y$. Thus we obtain an isomorphism of $\Gamma_\alpha$-bundles $X_\alpha \cong X_\alpha \gamma$. 
This is the composition of the map sending $x \in X_\alpha$ to $x\gamma \in X_\alpha\gamma$ and an automorphism of $X_\alpha\gamma$ over the identity on $X$, i.e. an element of the Galois group of $X_\alpha\gamma$ over $X$, which is equal to $\Gamma_\alpha$. At the end of the day the isomorphism $X_\alpha \cong X_\alpha\gamma$ is given by an element $z \in \Gamma_G$. Since it is an isomorphism of $\Gamma_\alpha$-bundles it must commute with the action of $\Gamma_\alpha$, i.e. it must lie in the centralizer $Z_\Gamma(\Gamma_\alpha)$. Therefore $E' = E(1, z)$ for some element $z \in Z_\Gamma(\Gamma_\alpha)$, which means that $E' \cong \text{Int}_{(1, z)}^{-1}(E)$ as required. \hfill $\square$

3. Fixed points and the Prym–Narasimhan–Ramanan construction

Let $X$ be a compact Riemann surface and let $G$ be a connected reductive complex Lie group with centre $Z$. Let $\Gamma$ be a finite subgroup of the group $H^1(X, Z)$ of isomorphism classes of holomorphic principal $Z$-bundles over $X$.

3.1. Finite group actions on the moduli space. We define an action of $H^1(X, Z)$ on the set of isomorphism classes of holomorphic principal $G$-bundles as follows. Let $\alpha \in H^1(X, Z)$ and $E$ be a $G$-bundle. Consider the fibre product $E \times_X \alpha$ with respect to $X$, which is associated to the diagramme

\[
\begin{array}{ccc}
E \times_X \alpha & \longrightarrow & E \\
\downarrow & & \downarrow \\
\alpha & \longrightarrow & X
\end{array}
\]

This is a $G \times Z$-bundle. Let $E \otimes \alpha$ be the extension of structure group of $E \times_X \alpha$ by the multiplication homomorphism $G \times Z \to G$. This is a $G$-bundle over $X$ whose isomorphism class only depends on the isomorphism classes of $E$ and $\alpha$.

Now fix a maximal compact subgroup $K$ in $G$ with Lie algebra $\mathfrak{k}$ and let $\Gamma$ be a finite subgroup of $H^1(X, Z)$. Since $K \cap Z$ is a maximal compact subgroup of $Z$, every element $\gamma \in \Gamma < H^1(X, Z)$ has a smooth reduction $h_Z \in \Omega^1(X, \gamma(Z/K \cap Z))$ determining a Chern connection $A$ with curvature $F_A$. Since $\gamma$ has finite order, $A$ induces a connection $A_0$ with curvature $F_{A_0}$ on the trivial $Z$-bundle via tensorization. We may define $\mu(\gamma) \in i\mathfrak{k} \cong i(\mathfrak{g}_s^1)^*$ using the map from the space of degree one $K$-invariant homogeneous polynomials to $\mathbb{C}$ given by

\[
p \mapsto \int_X p(F_A).
\]

With definitions as in Section 2.1 if $\gamma$ has order $m$ then

\[
\int_X \chi_s(F_A) = \frac{1}{m} \int_X \chi_s(F_{A_0}) = 0 \quad \text{and} \quad \int_X p(F_A) = \frac{1}{m} \int_X p(F_{A_0}) = 0
\]

for every $s \in i\mathfrak{k}$ and every $K$-invariant degree one homogeneous polynomial $p : \mathfrak{k} \to \mathbb{C}$. The second equation implies that $\mu(\gamma) = 0$. On the other hand, given a $G$-bundle $E$ and a parabolic subgroup $P$ in $G$, there is a natural bijection between reductions in $H^0(X, E/P)$ and reductions in $H^0(X, (E \otimes \gamma)/P)$ induced by the isomorphism $E/P \cong (E \otimes Z)/P$, which follows from $Z \subseteq P$. Similarly, a reduction of $E$ to the Levi subgroup $L \subseteq P$ induces a reduction of $E \otimes \gamma$ to $L$. Moreover, for every $s \in i\mathfrak{k}$ and every reduction $\sigma \in H^0(X, E/P_s)$, one has

\[
\deg(E \otimes \gamma)(\sigma, s) = \deg(E, \sigma, s) + \frac{i}{2\pi} \int_X \chi_s(F_A) = \deg(E, \sigma, s),
\]
and similarly
\[ \mu(E \otimes \gamma) = \mu(E) + \mu(\gamma) = \mu(E). \]
Therefore, the action of \( \Gamma \) on the set of isomorphism classes of \( G \)-bundles preserves the set of (semi, poly)stable \( G \)-bundles, and it induces an algebraic group action on \( M(X, G) \).

Since the automorphisms of \( E \) are in natural bijection with automorphisms of \( E \otimes \gamma \), this action preserves \( M_\bullet(X, G) \).

The aim of this paper is to describe the fixed points in \( M(X, G) \) under the action of \( \Gamma \). Note that, when \( G = \text{GL}(n, \mathbb{C}) \), \( Z = \mathbb{C}^* \) and \( \Gamma \) may be regarded as a subgroup of the Jacobian of \( X \). Thus, in particular, we describe the fixed points in the moduli space of vector bundles of rank \( n \) under the action of a finite subgroup of the Jacobian. An explicit solution to this is given in Section 3.

### 3.2. Inner automorphisms of a reductive complex Lie group.

Let \( \text{Int}(G) \) be the group of inner automorphisms of \( G \). Consider a homomorphism
\[ \theta : \Gamma \to \text{Int}(G); \gamma \mapsto \theta_\gamma. \]

We define
\[ G^\theta := \{ g \in G : \theta_\gamma(g) = g \text{ for every } \gamma \in \Gamma \} \subseteq G \]
and
\[ G_\theta := \{ g \in G : \theta_\gamma(g)g^{-1} = z(\gamma, g) \in Z \text{ for every } \gamma \in \Gamma \} \subseteq G; \]
note that \( Z \) is a subgroup of \( G^\theta \), hence the action of \( \Gamma \) on \( G \) preserves \( G_\theta \).

To understand how \( G^\theta \) lies inside \( G_\theta \) we use the exact sequence of groups
\[ 1 \to G^\theta \to G_\theta \xrightarrow{c_\theta} \text{Hom}(\Gamma, Z), \tag{3.15} \]
where \( c_\theta \) sends \( g \in G_\theta \) to the map
\[ \Gamma \to Z; \gamma \mapsto g^{-1}\theta_\gamma(g) = \theta_\gamma(g)g^{-1} = z(\gamma, g) \in Z. \]

The fact that \( G^\theta \) is the kernel of \( c_\theta \) implies, in particular, that it is a normal subgroup of \( G_\theta \). To see why \( c_\theta \) is well defined note that, if \( \gamma \) and \( \gamma' \) are elements of \( \Gamma \) and \( g \in G_\theta \), one has
\[ \theta_{\gamma \gamma'}(g) = \theta_\gamma(\theta_{\gamma'}(g)) = \theta_\gamma(c_\theta(\gamma')g) = c_\theta(\gamma')\theta_\gamma(g) = c_\theta(\gamma')c_\theta(\gamma)g, \]
where \( c_\theta \) is evaluated at \( g \). The exactness of \( \tag{3.15} \) implies that \( c_\theta \) factors through the quotient \( G_\theta := G_\theta/G^\theta \) via an injective homomorphism \( \Gamma_\theta \to \text{Hom}(\Gamma, Z) \). On the other hand, \( \text{Hom}(\Gamma, Z) \) is finite because \( Z \) is a finite extension of a torus, which implies that the set of elements in \( Z \) with a certain finite order is finite. In particular, \( G_\theta \) is a finite extension of \( G^\theta \) and the reductiveness of \( G^\theta \) — see Proposition 3.6 in chapter 3 of [20] — is inherited by \( G_\theta \).

The homomorphism \( c_\theta \) induces a morphism of pointed sets
\[ c_\theta : H^1(X, G_\theta) \to H^1(X, \text{Hom}(\Gamma, Z)) \cong H^1(X, \text{Hom}(\Gamma, Z)), \]
which are the corresponding sets of equivalence classes of Čech 1-cocycles, by extension of structure group. The last isomorphism holds because \( \text{Hom}(\Gamma, Z) \) is finite. Note that the factorization of \( c_\theta \) through the cohomology of the quotient \( H^1(X, \Gamma_\theta) \to H^1(X, \text{Hom}(\Gamma, Z)) \) is injective, since it is compatible with the isomorphisms \( H^1(X, \Gamma_\theta) \cong \text{Hom}(\pi_1(X), \Gamma_\theta) \) and
$H^1(X, \text{Hom}(\Gamma, Z)) \cong \text{Hom}(\pi_1(X), \text{Hom}(\Gamma, Z))$, which follow from $Z$ and $\Gamma$ being abelian (the group $\text{Hom}(\Gamma, Z)$ is abelian, hence so is its subgroup $\Gamma$).

3.3. Simple fixed points and elements of $\text{Hom}(\Gamma, \text{Int}(G))/\text{Int}(G)$. The first step to describe the fixed points is to construct a map

$$\tilde{f}: H^1(X, G)_{\Gamma}^s \to \mathfrak{X}(\Gamma, \text{Int}(G));$$

where $H^1(X, G)_{\Gamma}^s$ is the set of isomorphism classes of simple $G$-bundles which are fixed under the action of $\Gamma$ and $\mathfrak{X}(\Gamma, \text{Int}(G)) := \text{Hom}(\Gamma, \text{Int}(G))/\text{Int}(G)$ is the character variety consisting of equivalence classes of homomorphisms $\Gamma \to \text{Int}(G)$ with equivalence relation given by conjugation by $\text{Int}(G)$. Note that $\mathfrak{X}(\Gamma, \text{Int}(G))$ is actually equal to the GIT quotient of representations $\text{Hom}(\Gamma, G/Z) / G$, since the fact that $\Gamma$ is finite implies that every representation of $\Gamma$ is reductive (see [5] and [15]). Also note that $G/Z$ is an affine algebraic variety, which implies that $\mathfrak{X}(\Gamma, \text{Int}(G))$ is affine.

Let $E$ be a simple $G$-bundle over $X$ and assume that an isomorphism $h_\gamma: E \sim \to E \otimes \gamma$ is given for every $\gamma$ in $\Gamma$. This in turn induces an isomorphism

$$\overline{h}_\gamma : E/Z \to (E \otimes \gamma)/Z \cong E/Z.$$

Define a holomorphic map

$$f : E \to \text{Fun}(\Gamma, G/Z); e \mapsto f_\gamma(e)$$

in such a way that $\overline{h}_\gamma(\overline{e}) = \overline{e} f_\gamma(e)$ for each $e \in E$, where $\overline{e}$ is its image in $E/Z$ and $\text{Fun}(\Gamma, G/Z)$ is the group of maps from $\Gamma$ to $G/Z$. A calculation shows that

\begin{equation}
(3.16) 
  f(eg) = g^{-1} f(e) g
\end{equation}

for every $g \in G$ and $e \in E$, where we are identifying elements in $G$ with constant functions.

**Lemma 3.1.** For every $e \in E$, $f(e) \in \text{Hom}(\Gamma, G/Z)$.

**Proof.** If $\gamma$ and $\gamma'$ are elements of $\Gamma$, the isomorphism $h_\gamma$ induces an isomorphism $E \otimes \gamma \to E \otimes \gamma'$ which we also call $h_\gamma$. Since $E$ is simple, $\overline{h}_\gamma \overline{h}_\gamma' = \overline{h}_{\gamma'}$, and so

$$\overline{e} f_{\gamma \gamma'}(e) = \overline{h}_{\gamma \gamma'}(\overline{e}) = \overline{h}_\gamma \overline{h}_\gamma' (\overline{e}) = \overline{h}_\gamma (\overline{e}) f_{\gamma'}(e) = \overline{e} f_\gamma(e) f_{\gamma'}(e),$$

where $e \in E$ and $\overline{e}$ is its image in $E/Z$, as required. \qed

Because of (3.16) and Lemma 3.1 we obtain an algebraic morphism $X \to \mathfrak{X}(\Gamma, G/Z) \cong \mathfrak{X}(\Gamma, \text{Int}(G))$ from a projective variety to an affine variety, which must be constant. Thus, we obtain a map $\tilde{f} : H^1(X, G)_{\Gamma}^s \to \mathfrak{X}(\Gamma, \text{Int}(G))$ sending $E$ to the class of $f(e)$ for any $e \in E$. This is independent of the choice of $h_\gamma$ because $E$ is simple. We conclude the following.

**Lemma 3.2.** An element $\theta \in \text{Hom}(\Gamma, G/Z)$ is in the class $\tilde{f}(E)$ if and only if for every — or for some — $x \in X$, there exists $e$ in the fibre of $E$ over $x$ such that $f(e) = \theta$. 
3.4. **Simple \( G \)-bundles and fixed points.** We are now ready to describe the fixed points in the set of isomorphism classes of \( G \)-bundles under the \( \Gamma \)-action, using arguments similar to those used in [9].

First note that, given a Lie group \( G \), an automorphism \( \theta : G \rightarrow G \) and a \( G \)-bundle \( E \), we may define the extension of structure group \( \theta(E) \) induced by \( \theta \). Alternatively, this is the \( G \)-bundle with total space equal to \( E \) and \( G \)-action given by \( G \times E \ni (g, e) \mapsto e\theta^{-1}(g) \), where we have written the original \( G \)-action on \( E \) by attaching elements of \( G \) on the right. If \( \theta = \text{Int}_s \) for some \( s \in G \) then the map \( E \ni e \mapsto es \) induces an isomorphism of \( G \)-bundles \( E \sim \theta(E) \).

On the other hand, note that \( \Gamma \) can be thought of as an element of \( H^1(X, \text{Hom}(\Gamma, Z)) \) via the tautological association of \( \Gamma \) with an element in \( \text{Hom}(\Gamma, H^1(X, Z)) \) and the isomorphism \( \text{Hom}(\Gamma, H^1(X, Z)) \cong H^1(X, \text{Hom}(\Gamma, Z)) \). This is induced by the natural isomorphism \( \text{Hom}(\Gamma, \text{Hom}(\pi_1(X), Z)) \cong \text{Hom}(\pi_1(X), \text{Hom}(\Gamma, Z)) \) via the Abel–Jacobi Theorem, since the image of a homomorphism from \( \Gamma \) to \( H^1(X, Z) \) consists entirely of flat \( Z \)-bundles.

**Proposition 3.3.** Let \( E \) be a \( G \)-bundle and \( \theta \in \text{Hom}(\Gamma, \text{Int}(G)) \). With notation as in Section 3.3, assume that there is a \( G_\theta \)-bundle \( F \) which is a reduction of structure group of \( E \) such that

\[
\tilde{c}_\theta(F) = \Gamma. 
\]

Then \( E \) is isomorphic to \( E \otimes \gamma \) for every \( \gamma \in \Gamma \).

**Proof.** It is enough to obtain an isomorphism

\[
h_\gamma : F \sim \theta^{-1}_\gamma(F \otimes \gamma). 
\]

This in turn induces an isomorphism from \( E \) to the extension of structure group \( \theta^{-1}_\gamma(E \otimes \gamma) \cong \theta^{-1}_\gamma(E) \otimes \gamma \cong E \otimes \gamma \) — note that \( \theta_\gamma \) acts trivially on \( H^1(X, Z) \), since it is an inner automorphism.

Fix \( \gamma \in \Gamma \) and choose an open cover \( \{U_i\}_{i \in I} \) of \( X \) which trivializes both \( F \) and \( \gamma \). Let \( e_i \) and \( z_i \) define local sections of \( F \) and \( \gamma \) respectively on \( U_i \). We obtain transition functions

\[
g_{ij} : U_i \cap U_j \rightarrow G, \quad z_{ij} : U_i \cap U_j \rightarrow Z 
\]
satisfying \( e_j = e_i g_{ij} \) and \( z_j = z_i z_{ij} \). A set of local trivializations for \( \theta^{-1}_\gamma(F \otimes \gamma) \) is then \( \{U_i, e_i \otimes z_i\} \) (with the \( e_i \otimes z_i \)'s regarded as local sections of \( \theta^{-1}_\gamma(F \otimes \gamma) \)), and the corresponding transition functions are \( \theta^{-1}_\gamma(g_{ij}z_{ij}) : U_i \cap U_j \rightarrow G \). But, using (3.17), we may assume that \( z_{ij} = g_{ij}^{-1}\theta_\gamma(g_{ij}) \) and so \( \theta^{-1}_\gamma(g_{ij}z_{ij}) = \theta^{-1}_\gamma(g_{ij}g_{ij}^{-1}\theta_\gamma(g_{ij})) = g_{ij} \). Hence, we may set \( h_\gamma(e_i) := e_i \otimes z_i \) and extend the isomorphism to the whole \( F \) imposing that it respects the \( G_\theta \)-actions. \( \square \)

**Proposition 3.4.** Let \( E \) be a simple \( G \)-bundle over \( X \) which is isomorphic to \( E \otimes \gamma \) for every \( \gamma \) in \( \Gamma \). Then a homomorphism \( \theta : \Gamma \rightarrow \text{Int}(G) \) is in \( \tilde{f}(E) \in \mathfrak{X}(\Gamma, \text{Int}(G)) \) (definitions as in Section 3.3) if and only if there exists a \( G_\theta \)-bundle \( F \) which is a reduction of structure group of \( E \) and satisfies (3.17). For each \( \theta \in \tilde{f}(E) \) such a reduction is unique.

**Proof.** Choose an element \( \theta \in \tilde{f}(E) \) and let \( s : \Gamma \rightarrow G \) be a map such that \( \theta = \text{Int}_s \). For each \( \gamma \in \Gamma \) consider an isomorphism \( h_\gamma : E \rightarrow E \otimes \gamma \). By Lemma 3.2 if we define \( f \) as in
Section 3.3 \( f^{-1}(\theta) \) has non-empty intersection with every fibre of \( E \) over \( X \). Define
\[
F := \{ e \in E : h_\gamma(e) = es_\gamma \otimes z_\gamma(e), \, z_\gamma(e) \in Z \} = f^{-1}(\theta).
\]

Then, given \( e \in F \) and \( g \in G \), the element \( eg \) is also in \( F \) if and only if
\[
e\theta_\gamma(g)s_\gamma \otimes z_\gamma(e) = (es_\gamma \otimes z_\gamma(e))g = h_\gamma(e)g = h_\gamma(eg) = e\theta_\gamma(g)z_\gamma(eg)
\]
for every \( \gamma \in \Gamma \), or equivalently \( \theta_\gamma(g)^{-1} \in Z \). This shows that \( F \) is a reduction of structure group of \( E \) to \( G_\theta \). Moreover, the isomorphism
\[
E \xrightarrow{h_\gamma} E \otimes \gamma \xrightarrow{s_\gamma^{-1}} \theta_\gamma^{-1}(E) \otimes \gamma,
\]
where the second map is multiplication by \( s_\gamma^{-1} \) on the right, restricts to the isomorphism
\[
F \to \theta_\gamma^{-1}(F) \otimes \gamma; \, e \mapsto e \otimes z_\gamma(e)
\]
for every \( \gamma \in \Gamma \). The uniqueness of the reduction follows from Proposition 3.3 the simplicity of \( E \) and the fact that the resulting isomorphisms completely determine the reduction by (3.18). To see why (3.17) is true we fix \( e \) for every \( \gamma \in \Gamma \), or equivalently \( \theta_\gamma^{-1}(g)^{-1} \in Z \). This shows that \( F \) is a reduction of structure group of \( E \) to \( G_\theta \). Moreover, the isomorphism
\[
E \xrightarrow{h_\gamma} E \otimes \gamma \xrightarrow{s_\gamma^{-1}} \theta_\gamma^{-1}(E) \otimes \gamma,
\]
where the second map is multiplication by \( s_\gamma^{-1} \) on the right, restricts to the isomorphism
\[
F \to \theta_\gamma^{-1}(F) \otimes \gamma; \, e \mapsto e \otimes z_\gamma(e)
\]
for every \( \gamma \in \Gamma \). The uniqueness of the reduction follows from Proposition 3.3 the simplicity of \( E \) and the fact that the resulting isomorphisms completely determine the reduction by (3.18). To see why (3.17) is true we fix \( e \) for every \( \gamma \in \Gamma \), or equivalently \( \theta_\gamma^{-1}(g)^{-1} \in Z \). This shows that \( F \) is a reduction of structure group of \( E \) to \( G_\theta \). Moreover, the isomorphism
\[
E \xrightarrow{h_\gamma} E \otimes \gamma \xrightarrow{s_\gamma^{-1}} \theta_\gamma^{-1}(E) \otimes \gamma,
\]
where the second map is multiplication by \( s_\gamma^{-1} \) on the right, restricts to the isomorphism
\[
F \to \theta_\gamma^{-1}(F) \otimes \gamma; \, e \mapsto e \otimes z_\gamma(e)
\]
for every \( \gamma \in \Gamma \). The uniqueness of the reduction follows from Proposition 3.3 the simplicity of \( E \) and the fact that the resulting isomorphisms completely determine the reduction by (3.18). To see why (3.17) is true we fix \( e \) for every \( \gamma \in \Gamma \), or equivalently \( \theta_\gamma^{-1}(g)^{-1} \in Z \). This shows that \( F \) is a reduction of structure group of \( E \) to \( G_\theta \). Moreover, the isomorphism
\[
E \xrightarrow{h_\gamma} E \otimes \gamma \xrightarrow{s_\gamma^{-1}} \theta_\gamma^{-1}(E) \otimes \gamma,
\]
where the second map is multiplication by \( s_\gamma^{-1} \) on the right, restricts to the isomorphism
\[
F \to \theta_\gamma^{-1}(F) \otimes \gamma; \, e \mapsto e \otimes z_\gamma(e)
\]
for every \( \gamma \in \Gamma \). Thus, by Lemma 3.2, \( \theta' \in \mathcal{f}(E) \). \qed

3.5. Fixed points in the moduli space. So far we have studied fixed points in the context of the set of isomorphism classes of \( G \)-bundles. Now we want to express these results in the context of moduli spaces.

**Proposition 3.5.** Let \( \theta \in \text{Hom} (\Gamma, \text{Aut}(G)) \).

1. If a \( G_\theta \)-bundle \( F \) is polystable, the \( G \)-bundle obtained by extension of structure group is also polystable.
2. If \( E \) is a (semi, poly)stable \( G \)-bundle with a reduction of structure group to a \( G_\theta \)-bundle \( F \), then \( F \) is (semi, poly)stable.
There exists a reduction $h^{-1}$ we obtain a reduction $\sigma$ of critical curvature equal to $-\pi i \mu(F) \omega$ by Theorem 2.2. Using the inclusion $F/K' \subset E/K$ we obtain a reduction $h \in \Omega_0(E/K)$ such that the corresponding Chern connection has curvature equal to $-2\pi i \mu(F) \omega = -2\pi i \mu(E) \omega$ — note that the curvature on $E$ is induced by the curvature on $F$, hence $\mu(F) = \mu(E)$ —, which implies that $E$ is polystable by Theorem 2.2.

The proof of (2) uses Definition 2.1 directly: let $G_\theta$ be the connected component of the identity in $G_\theta$ — or, equivalently, $G^\theta$ —, and set $\tilde{\Gamma} := G_\theta/G^\theta_0$. Given a $G$-bundle $E$, a holomorphic reduction to $G_\theta$, a $\tilde{\Gamma}$-invariant element $s \in \mathfrak{p}'$ and a holomorphic reduction $\sigma \in H^0(X, F(G_\theta/P_s))$, the element $s$ also defines a parabolic subbundle $\tilde{P}_s$ of $G$ and $\sigma$ determines a reduction $\tilde{\sigma} \in H^0(X, E(G_s/\tilde{P}_s))$. It can be seen that $\deg F(\sigma, s) = \deg E(\tilde{\sigma}, s)$ and $\mu(F) = \mu(E)$. A further holomorphic reduction of $E_\theta$ to the Levi subgroup $L_s$ of $\tilde{P}_s$ restricts to a holomorphic reduction of $F_\sigma$ to the Levi subgroup $L_s$ of $P_s$.

The isomorphism in (3) is given as follows: consider a $G$-bundle $E$, a homomorphism $\theta \in \text{Hom}(\Gamma, \text{Int}(G))$ and a reduction of structure group $F$ to $G_\theta$. Let $g \in G$ and $\theta' := \text{Int}_\theta \theta \text{Int}_{\theta^{-1}}$. Then $F' := Fg^{-1} \subset E$ is a reduction of structure group to $\text{Int}_\theta(G_\theta) = G_{\theta'}$. Moreover, $g^{-1}$ induces an isomorphism from $F/G^\theta$ to $F'/G_{\theta'}$ and so $\tilde{c}_\theta(F) \cong \tilde{c}_{\theta'}(F')$. \hfill \Box

Given $\theta \in \text{Hom}(\Gamma, \text{Int}(G))$, we denote by $\tilde{M}_\Gamma(X, G_\theta)$ the image of $M_\Gamma(X, G_\theta)$ in $M(X, G)$. By Proposition 3.5, if $\theta' = \text{Int}_\theta \theta \text{Int}_{\theta^{-1}}$ for some $g \in G$, then $\tilde{M}_\Gamma(X, G_\theta) = \tilde{M}_\Gamma(X, G_{\theta'})$.

Let $M(X, G)^\Gamma$ be the fixed point locus of $M(X, G)$ under the action of $\Gamma$, and let $M_s(X, G)^\Gamma$ be its intersection with the stable and simple locus. Given a homomorphism $\theta : \Gamma \to \text{Int}(G)$, let $[\theta]$ be its class in the character variety $X(\Gamma, \text{Int}(G))$, which is the quotient of $\text{Hom}(\Gamma, \text{Int}(G))$ by the conjugation action of $\text{Int}(G)$. Combining Propositions 3.3 and 3.4 we obtain the following.

**Theorem 3.6.** The inclusions

$$\bigcup_{[\theta] \in X(\Gamma, \text{Int}(G))} \tilde{M}_\Gamma(X, G_\theta) \subset M(X, G)^\Gamma$$
and
\[ M_\alpha(X,G) \cap \widetilde{M}_\Gamma(X,G_\theta) = M_\alpha(X,G) \cap \widetilde{M}_\Gamma(X,G_\theta) \]
hold. Moreover, the intersections
\[ M_\alpha(X,G) \cap \widetilde{M}_\Gamma(X,G_\theta) = M_\alpha(X,G) \cap \widetilde{M}_\Gamma(X,G_\theta) \]
are disjoint for different \([\theta] \in \mathfrak{X}(\Gamma, \text{Int}(G))\).

3.6. The Prym–Narasimhan–Ramanan construction of fixed points. Let \(X\) be a compact Riemann surface and let \(G\) be a connected reductive complex Lie group with centre \(Z\). Let \(\Gamma\) be a finite subgroup of \(H^1(X,Z)\) equipped with a homomorphism \(\theta : \Gamma \to \text{Int}(G)\). Define \(G^\theta\), \(G_\theta\) and \(\Gamma_\theta := G_\theta/G^\theta\) as in Section 3.2. The group \(G^\theta\) is connected when \(G\) is simply connected and the image of the homomorphism \(\theta\) is cyclic (see [25, Chapter 8]). However, it is not connected in general. There is an extension
\[ 1 \to G^\theta_0 \to G^\theta \to \Gamma_\theta \to 1, \]
where \(\Gamma_\theta\) is a finite group because \(G_\theta\) is reductive. Of course there is a natural surjective homomorphism \(\hat{\Gamma}_\theta \to \Gamma_\theta\). We denote by \(q_\theta\) the composition
\[ q_\theta : H^1(X,\hat{\Gamma}_\theta) \to H^1(X,\Gamma_\theta) \hookrightarrow H^1(X,\text{Hom}(\Gamma,Z)), \]
where the second map is induced by \(\hat{c}_\theta\).

Let \(Z(G^\theta_0)\) be the centre of \(G^\theta_0\). Each \(\alpha \in H^1(X,\hat{\Gamma}_\theta)\) defines an étale cover \(X_\alpha\) with Galois group \(\Gamma_\alpha \leq \hat{\Gamma}_\theta\) which is a connected component of \(\alpha\), and a subgroup \(G_\alpha \leq G_\theta\) which is the preimage of \(\Gamma_\alpha\) under the quotient \(G_\theta \to \hat{\Gamma}_\theta\). Choose a lift \(\tau^\theta : \hat{\Gamma}_\theta \to \text{Aut}(G^\theta_0)\) of the characteristic homomorphism of the extension \([3.19]\). By Proposition \([2.1]\) there exists a 2-cocycle \(c^\theta \in Z^2_{\tau^\theta}(\hat{\Gamma}_\theta, Z(G^\theta_0))\) such that \(G_\theta \cong G^\theta_0 \times_{(\tau^\theta,c^\theta)} \hat{\Gamma}_\theta\). On the other hand, a \(G_\theta\)-bundle \(E\) over \(X\) satisfies \(\hat{c}_\theta(E) \cong \Gamma\) if and only if \(E/G^\theta_0 \cong \alpha\) for some element \(\alpha \in H^1(X,\hat{\Gamma}_\theta)\) such that \(q_\theta(\alpha) \cong \Gamma\). Hence, Proposition \([2.13]\) yields the following.

**Theorem 3.7.** Given \(\alpha \in H^1(X,\hat{\Gamma}_\theta)\) such that \(q_\theta(\alpha) \cong \Gamma\), the category of \(G^\theta_0\)-bundles \(E\) over \(X\) satisfying \(E/G^\theta_0 \cong \alpha\) and the category of \((\tau^\theta,c^\theta)\)-twisted \(\Gamma_\alpha\)-equivariant \(G^\theta_0\)-bundles on \(X_\alpha\) with \(Z(\Gamma_\alpha)\)-isomorphisms are equivalent. The stability notions are compatible and the equivalence of categories induces an isomorphism
\[ (3.20) \quad \bigcup_{q_\theta(\alpha) = \Gamma} M(X_\alpha,G^\theta_0,G_\alpha,\tau^\theta,c^\theta)/Z_{\hat{\Gamma}_\theta}(\Gamma_\alpha) \sim M_\Gamma(X,G_\theta), \]
where \(Z_{\hat{\Gamma}_\theta}(\Gamma_\alpha)\) is the centralizer of \(\Gamma_\alpha\) in \(\Gamma_\theta\), which acts on \(M(X_\alpha,\tau^\theta,c^\theta,G^\theta_0,G_\alpha)\) as explained in Proposition \([2.12]\).

The promised Prym–Narasimhan–Ramanan construction is the combination of Theorems \(3.6\) and \(3.7\).

4. Action of a cyclic finite subgroup of \(H^1(X,Z)\)

4.1. Fixed points of the action of a finite order line bundle. The Prym–Narasimhan–Ramanan construction given by Theorems \(3.6\) and \(3.7\) may be applied to the case \(G =
GL(n, \mathbb{C}) and \Gamma cyclic to recover the construction given by Narasimhan–Ramanan in [17], via our formulation in principal bundle terms.

Let \( L \) be a line bundle over \( X \) with order \( r \). In particular \( L \) is flat. Such a line bundle may also be seen as an element of \( H^1(X, \mathbb{Z}/r\mathbb{Z}) \), since by the Abel–Jacobi Theorem \( L \) corresponds to a representation of \( \pi_1(X) \) in \( \mathbb{U}(1) \) whose image must be in \( \mathbb{Z}/r\mathbb{Z} \). We may assume that \( n = rm \) is divisible by \( r \). Indeed, if a fixed point \( F \) exists then \( F \cong F \otimes L \), and taking determinants on both sides we find that \( L^n \) is trivial. Let \( \Gamma < H^1(X, \mathbb{Z}/r\mathbb{Z}) \) be the subgroup generated by \( L \). We want to identify the fixed points of the action of \( \Gamma \) in \( M(X, \text{GL}(n, \mathbb{C})) \).

Every element in \( \text{Hom}(\mathbb{Z}/r\mathbb{Z}, \text{Int}(\text{GL}(n, \mathbb{C}))) \) is determined by the image of the generator of \( \mathbb{Z}/r\mathbb{Z} \). Moreover, every element in \( \text{GL}(n, \mathbb{C}) \) with finite order is diagonalizable and so every class in \( \text{Hom}(\mathbb{Z}/r\mathbb{Z}, \text{Int}(\text{GL}(n, \mathbb{C}))) / \text{Int}(\text{GL}(n, \mathbb{C})) \) is represented by an automorphism of the form \( \theta := \text{Int}_D \), where

\[
D := \begin{pmatrix}
I_{p_1} & 0 & \ldots & 0 \\
0 & \zeta I_{p_2} & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \zeta^{r-1} I_{p_r}
\end{pmatrix},
\]

\( \zeta \) is a primitive root of unity, \( I_{p_i} \) is the identity matrix of size \( p_i \times p_i \), and \( p_1 + \ldots + p_r = n \). The group of fixed points \( \text{GL}(n, \mathbb{C})^\theta \) under this automorphism is equal to \( \text{GL}(p_1, \mathbb{C}) \times \text{GL}(p_2, \mathbb{C}) \times \ldots \times \text{GL}(p_r, \mathbb{C}) \).

In order to define the group \( \text{GL}(n, \mathbb{C})_\theta \) as defined in Section 3.2, note that the group multiplication \( \mathbb{Z}/r\mathbb{Z} \times \mathbb{Z}/r\mathbb{Z} \rightarrow \mathbb{Z}/r\mathbb{Z} \) induces an inclusion of \( \mathbb{Z}/r\mathbb{Z} \) in the group of permutations of the eigenvalues of \( D \), which can be regarded as elements of \( \mathbb{Z}/r\mathbb{Z} \) by looking at the corresponding powers of \( \zeta \). Let \( A \) be a matrix permuting the eigenspaces of \( D \), in the sense that it sends each eigenspace to the one obtained by permuting it. We denote by \( p(A) \) the corresponding permutation of the eigenvalues of \( D \). We then call \( A \) a permutation matrix if \( p(A) \in \mathbb{Z}/r\mathbb{Z} \). The group \( \text{GL}(n, \mathbb{C})_\theta \) is generated by \( \text{GL}(n, \mathbb{C})^\theta \) and a set of permutation matrices, one for each element in \( \mathbb{Z}/r\mathbb{Z} \) such that the eigenspaces in each orbit have the same dimension. On the other hand, we know from Theorem 3.6 that the variety of fixed points \( M_r(X, \text{GL}(n, \mathbb{C}))^\theta \) is empty unless the homomorphism \( c_\theta : \text{GL}(n, \mathbb{C})_\theta \rightarrow \mathbb{Z}/r\mathbb{Z} \) is surjective. This happens if and only if all the eigenspaces have the same dimension, i.e. \( p_1 = \ldots = p_r = m \). We assume this from now on.

Thus, \( \text{GL}(n, \mathbb{C})_\theta \) is a \( \mathbb{Z}/r\mathbb{Z} \)-extension of \( \text{GL}(n, \mathbb{C})^\theta \) generated by \( \text{GL}(n, \mathbb{C})^\theta \) and the permutation matrix

\[
S := \begin{pmatrix}
0 & I_m & 0 & \ldots & 0 \\
0 & 0 & I_m & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & I_m \\
I_m & 0 & 0 & \ldots & 0
\end{pmatrix}.
\]

Since \( S^d = 1 \), the map

\[
\mathbb{Z}/r\mathbb{Z} \rightarrow \text{GL}(n, \mathbb{C}); \ k \mapsto S^k
\]
is a homomorphism and so the 2-cocycle given by Proposition 2.4 — replacing $G$ with $\text{GL}(n, \mathbb{C})_\theta$ and $G_0$ with $\text{GL}(n, \mathbb{C})^\theta$ — is trivial. Thus we obtain an isomorphism

$$\text{GL}(n, \mathbb{C})_\theta \cong \text{GL}(n, \mathbb{C})^\theta \times_{\text{Int}_S} \mathbb{Z}/r\mathbb{Z},$$

where by abuse of notation we are writing the image of the generator instead of the whole homomorphism $\mathbb{Z}/r\mathbb{Z} \to \text{Aut}(\text{GL}(n, \mathbb{C})^\theta)$. Note that the semidirect product $\text{GL}(n, \mathbb{C})^\theta \times_{\text{Int}_S} \mathbb{Z}/r\mathbb{Z}$ is equal to the twisted product $\text{GL}(n, \mathbb{C})^\theta \times_{(\text{Int}_S, 1)} \mathbb{Z}/r\mathbb{Z}$ given by Definition 2.3 where 1 denotes the trivial 2-cocycle of $Z^2(\mathbb{Z}/r\mathbb{Z}, Z(\text{GL}(n, \mathbb{C})^\theta))$.

Let $p_L : X_L \to X$ be the Galois $r$-cover of $X$ defined by $L$ and let $\zeta$ be a generator of its Galois group $\Gamma_L$, which is isomorphic to $\mathbb{Z}/r\mathbb{Z}$. According to Theorem 3.6 smooth fixed points correspond to $(\text{Int}_S, 1)$-twisted $\mathbb{Z}/r\mathbb{Z}$-equivariant $\text{GL}(n, \mathbb{C})^\theta$-bundles $F$ over $X_L$. The corresponding vector bundle $F(\mathbb{C}^n)$ is a direct sum of vector bundles of rank $m$. By Proposition 2.10 there is an induced $\mathbb{Z}/r\mathbb{Z}$-equivariant action on $F(\mathbb{C}^n)$, such that $\zeta \in \mathbb{Z}/r\mathbb{Z}$ sends $(e, v) \in F(\mathbb{C}^n)$ to $(e \cdot \zeta, S^{-1}v)$. This action swaps the summands inside $F(\mathbb{C}^n)$, so that

$$F(\mathbb{C}^n) \cong V \oplus \zeta^r V \oplus \cdots \oplus \zeta^{r-1} V,$$

where $V \to X_L$ is a vector bundle of rank $m$. Conversely, given such a vector bundle, the bundle of frames $P$ of $V \oplus \cdots \oplus \zeta^{r-1} V$ has a reduction of structure group to $\text{GL}(n, \mathbb{C})^\theta$, which we denote by $F$, given by the local frames which are unions of local frames on each summand. The induced $(\text{Int}_S, 1)$-twisted $\mathbb{Z}/r\mathbb{Z}$-equivariant action is such that $\zeta$ is associated to the automorphism $(\bullet \ast \zeta) S$ of $P$. Here $\ast$ denotes the action induced on the bundle of frames by the permutation action of $\mathbb{Z}/r\mathbb{Z}$ on $V \oplus \cdots \oplus \zeta^{r-1} V$. It is straightforward to see that $F \ast \zeta = F S^{-1}$, hence $F \ast \zeta S = F$.

Let $E$ be the $\text{GL}(n, \mathbb{C})_\theta$-bundle over $X$ which corresponds to $F$ via Proposition 2.8. By Proposition 2.10 the vector bundle corresponding to $E$ is

$$E(\mathbb{C}^n) = F(\mathbb{C}^n)/(\mathbb{Z}/r\mathbb{Z}) = V \oplus \cdots \oplus \zeta^{r-1} V/(\mathbb{Z}/r\mathbb{Z}) \cong p_L*V.$$

In summary, we obtain the following.

**Proposition 4.1** (Narasimhan–Ramanan). The inclusions

$$p_L* M(X_L, GL(m, \mathbb{C})) \subset M_s(X, GL(n, \mathbb{C}))^\Gamma$$

and

$$M_s(X, GL(n, \mathbb{C}))^\Gamma \subset p_L* M(X_L, GL(m, \mathbb{C}))$$

hold. Here $M_s(X, GL(n, \mathbb{C}))$ denotes the smooth fixed point locus of $M(X, GL(n, \mathbb{C}))$.

### 4.2. Action of a line bundle of order two on $M(X, \text{Sp}(2n, \mathbb{C}))$

Let $\text{Sp}(2n, \mathbb{C})$ be the symplectic group for the standard symplectic form

$$J := \begin{pmatrix} 0 & I_n \\ -I_n & 0 \end{pmatrix}$$

on $\mathbb{C}^{2n}$. Note that any line bundle $L$ of order two over $X$ may be regarded as a principal bundle with structure group $\mathbb{Z}/2\mathbb{Z}$, which is the centre of $\text{Sp}(2n, \mathbb{C})$, and so $L$ acts on $M(X, \text{Sp}(2n, \mathbb{C}))$. If $\Gamma$ is the subgroup of $H^1(X, \mathbb{Z}/2\mathbb{Z})$ generated by $L$, a homomorphism $\Gamma \to \text{Int}(\text{Sp}(2n, \mathbb{C}))$ is determined by an inner automorphism $\theta$ of $\text{Sp}(2n, \mathbb{C})$ of order at most two. In order for the component corresponding to $\theta$ in the decomposition of Theorem...
to be non-empty, it is necessary that $\text{Sp}(2n, \mathbb{C})_\theta \neq \text{Sp}(2n, \mathbb{C})^\theta$. We know — see [12, Chapter X, Section 2.3] — that all the conjugacy classes of involutions of $\text{Sp}(2n, \mathbb{C})$ are represented by $\text{Int}_J$ and $\text{Int}_{K_{p,q}}$, where $p + q = n$ and

$$K_{p,q} := i \begin{pmatrix}
-I_p & 0 & 0 & 0 \\
0 & I_q & 0 & 0 \\
0 & 0 & -I_p & 0 \\
0 & 0 & 0 & I_q
\end{pmatrix}$$

($I_p$ is the identity matrix of dimension $p \times p$). As in Section 4.1, $\text{Sp}(2n, \mathbb{C})_\theta = \text{Sp}(2n, \mathbb{C})^\theta$ unless $\theta = \text{Int}_J$ or $n$ is even and $\theta = \text{Int}_{K_{n/2,n/2}}$. However, it can be seen that

$$J = \begin{pmatrix}
I_n & -iI_n \\
I_n & iI_n
\end{pmatrix}
\begin{pmatrix}
I_n & 0 \\
0 & -iI_n
\end{pmatrix}
\begin{pmatrix}
I_n & -iI_n \\
I_n & iI_n
\end{pmatrix}^{-1},$$

which shows that

$$S := \begin{pmatrix}
iI_n & 0 \\
0 & -iI_n
\end{pmatrix}$$

is a conjugate of $J$ in $\text{Sp}(2n, \mathbb{C})$ (the matrix we are conjugating by is in $\text{Sp}(2n, \mathbb{C})$ up to a constant). Setting $\theta = \text{Int}_S$, we find that $\text{Sp}(2n, \mathbb{C})^\theta \cong \text{GL}(n, \mathbb{C})$ is the subgroup of matrices of the form

$$\begin{pmatrix}
A & 0 \\
0 & A^{t-1}
\end{pmatrix},$$

and $\text{Sp}(2n, \mathbb{C})_\theta$ is the subgroup of $\text{Sp}(2n, \mathbb{C})$ generated by $\text{Sp}(2n, \mathbb{C})^\theta$ and $J$. Since $J^2 = -I$, we obtain an isomorphism

$$\text{Sp}(2n, \mathbb{C})_\theta \cong \text{Sp}(2n, \mathbb{C})^\theta \times_{\text{Int}_J, -1} \mathbb{Z}/2\mathbb{Z},$$

where we denote by $-1$ the 2-cocycle $c \in Z^2_{\text{Int}_J}(\mathbb{Z}/2\mathbb{Z}, Z(\text{Sp}(2n, \mathbb{C})^\theta))$ such that $c(-1, -1) = -I_{2n}$ and by abuse of notation we have written the image $\text{Int}_J$ of the generator of $\mathbb{Z}/2\mathbb{Z}$ instead of the whole homomorphism $\mathbb{Z}/2\mathbb{Z} \to \text{Aut}(\text{Sp}(2n, \mathbb{C})^\theta)$.

On the other hand, if $n$ is even, we set $\tau := \text{Int}_{K_{n/2,n/2}}$. Then $\text{Sp}(2n, \mathbb{C})^\tau \cong \text{Sp}(n/2, \mathbb{C}) \times \text{Sp}(n/2, \mathbb{C})$ is the subgroup of matrices of the form

$$\begin{pmatrix}
A & 0 & B & 0 \\
0 & N & 0 & P \\
C & 0 & D & 0 \\
0 & Q & 0 & R
\end{pmatrix},$$

where

$$\begin{pmatrix}
A & B \\
C & D
\end{pmatrix} \quad \text{and} \quad \begin{pmatrix}
N & P \\
Q & R
\end{pmatrix}$$
are in Sp\((n/2, \mathbb{C})\). The group Sp\((2n, \mathbb{C})\) is generated by Sp\((2n, \mathbb{C})^\tau \cong Sp(n/2, \mathbb{C}) \times Sp(n/2, \mathbb{C})\) and

\[
T := \begin{pmatrix} 0 & I_{n/2} & 0 & 0 \\ I_{n/2} & 0 & 0 & 0 \\ 0 & 0 & 0 & I_{n/2} \\ 0 & 0 & I_{n/2} & 0 \end{pmatrix},
\]

which has order two. Thus Sp\((2n, \mathbb{C})^\tau \cong Sp(2n, \mathbb{C})^\tau \times_{\text{Int}_J} \mathbb{Z}/2\mathbb{Z} = Sp(2n, \mathbb{C})^\tau \times_{(\text{Int}_J, 1)} \mathbb{Z}/2\mathbb{Z},\]

where 1 denotes the trivial 2-cocycle.

Let \(X_L\) be the étale cover of \(X\) associated to \(L\). Consider the twisted action of the Galois group \(\text{Gal}(X_L/X) \cong \mathbb{Z}/2\mathbb{Z}\) on \(\mathbb{C}^{2^n}\) such that the generator of \(\mathbb{Z}/2\mathbb{Z}\) multiplies vectors by \(J\) on the left. By Proposition 2.10 we may describe \((\text{Int}_J, -1)\)-twisted \(\mathbb{Z}/2\mathbb{Z}\)-equivariant Sp\((2n, \mathbb{C})\)-bundles over \(X_L\) in terms of vector bundles of rank \(2n\) over \(X_L\) which have the form \(V \oplus V^*\), where \(V\) is a vector bundle of rank \(n\) over \(X_L\) and the action of the generator \(\zeta\) of the Galois group exchanges the two summands. Let \(\psi : V \to \zeta^*V^*\) and \(\psi' : V^* \to \zeta^*V\) be the restrictions of the homomorphism induced by the action of \(\zeta\) on \(V \oplus V^*\). On the one hand, the equivariance of the \(\mathbb{Z}/2\mathbb{Z}\)-action implies that \(\zeta^*(\psi)\psi' = 1\). On the other, the fact that the action preserves the symplectic form implies

\[
\langle v, v^* \rangle = \omega(v, v^*) = \omega(\psi(v), \psi'(v^*)) = -\langle \psi'(v^*), \psi(v) \rangle = -\langle \psi^*\psi(v), v^* \rangle
\]

for each \(v \in V\) and \(v^* \in V^*\), where \((\cdot, \cdot)\) denotes the natural pairing between \(V\) and \(V^*\) and \(\omega\) is the corresponding symplectic form. Thus \(\psi' = -\psi^* - 1\), and we conclude that \(\zeta^*\psi^* = -\psi\). The action of the Galois group on \(V \oplus V^*\) given by \(\psi \oplus \psi'\) is induced by the natural permutation action on \(V \oplus \zeta^*V\) using the isomorphism \(\zeta^*\psi\) between \(\zeta^*V\) and \(V^*\).

Similarly, when \(n\) is even, by Proposition 2.10 we know that \((\text{Int}_T, 1)\)-twisted \(\mathbb{Z}/2\mathbb{Z}\)-equivariant Sp\((n/2, \mathbb{C})\) \(\times\) Sp\((n/2, \mathbb{C})\)-bundles over \(X_L\) have associated vector bundles of the form \(V \oplus V'\), where both \(V\) and \(V'\) are symplectic vector bundles. The corresponding equivariant action of the Galois group exchanges \(V\) and \(V'\), so that \(V' \cong \zeta^*V\) and the symplectic form on \(V'\) is just the pullback of the form on \(V\).

Thus, according to Propositions 3.3 and 3.4 and Theorem 3.7, we conclude the following.

**Proposition 4.2.** A simple symplectic bundle of rank \(2n\) over \(X\) whose isomorphism class is fixed by tensoring by \(L\) is the pushforward of a vector bundle \(V\) of rank \(n\) over \(X_L\), and the symplectic form is induced either by an isomorphism \(f : V \cong \zeta^*V^*\) satisfying

\[
(4.21) \quad \zeta^*\psi^* = -\psi,
\]

or (only when \(n\) is even) a symplectic form on \(V\). Conversely, the pushforward of any vector bundle \(V\) of rank \(n\) over \(X_L\) equipped with either a symplectic form or an isomorphism \(f : V \cong \zeta^*V^*\) satisfying (4.21) provides a fixed point.

### 4.3. **Action of a \(Z(\text{Spin}(n, \mathbb{C}))\)-bundle on \(M(X, \text{Spin}(n, \mathbb{C}))\)-bundles.**

First we briefly recall the construction of the group \(\text{Spin}(n, \mathbb{C})\) — see [14, Chapter 1] for more details. Consider a complex vector space \(V\) of dimension \(n\) equipped with an orthogonal form \(\omega\). The tensor algebra \(T(V) := \bigoplus_k V^\otimes k\) has an ideal \(I(V, \omega)\) generated by elements of the form \(v \otimes v + \omega(v)\), where \(v \in V\) and \(\omega(v) := \omega(v, v)\), and the quotient is the Clifford algebra \(\text{Cl}(V, \omega) := T(V)/I(V, \omega)\). We define the group \(\text{Pin}(n, \mathbb{C})\) to be the
multiplicative group generated by elements \( v \in V \) such that \( \omega(v) = \pm 1 \), and \( \text{Spin}(n, \mathbb{C}) \leq \text{Pin}(n, \mathbb{C}) \) to be the subgroup of elements of even length. This may be realised as a degree two covering

\[ f : \text{Spin}(n, \mathbb{C}) \to \text{SO}(n, \mathbb{C}), \]

given by associating an element of \( \text{Spin}(n, \mathbb{C}) \) to its adjoint action on \( V \). The fibre of the action of \( \text{Ad}_{v_1 \ldots v_{2k}} = \pm v_1 \ldots v_{2k} \). We assume that \( \omega \) is the standard orthogonal form on \( V = \mathbb{C}^n \).

According to [12, Chapter X, Section 2.3], the involutions of \( \text{SO}(n, \mathbb{C}) \) are given, up to conjugation by \( \text{Int}(G) \), by \( \text{Int}_{I_{p,q}} \) and, when \( n \) is even, \( \text{Int}_J \), where

\[
(4.22) \quad J := \begin{pmatrix} 0 & I_{n/2} \\ -I_{n/2} & 0 \end{pmatrix}, \quad I_{p,q} := \begin{pmatrix} -I_p & 0 \\ 0 & I_q \end{pmatrix} \quad \text{and} \quad p + q = n.
\]

The only inner automorphisms of order two up to conjugation are \( \text{Int}_{I_{p,q}} \) for one of \( p \) or \( q \) even and \( p + q = n \), and \( \text{Int}_J \) for \( n = 4m \). This is of course also true for \( \text{Spin}(n, \mathbb{C}) \), since \( \text{Int}(\text{SO}(n, \mathbb{C})) \cong \text{Int}(\text{Spin}(n, \mathbb{C})) \). From now on we assume without loss that \( p \) is even. It can be checked that

\[
\text{SO}(n, \mathbb{C})^{\text{Int}_{I_{p,q}}} = \text{S}(O(p, \mathbb{C}) \times O(q, \mathbb{C})) = \text{SO}(p, \mathbb{C}) \times \text{SO}(q, \mathbb{C}) \sqcup \text{O}^-(p, \mathbb{C}) \times \text{O}^-(q, \mathbb{C}),
\]

where \( \text{O}^-(p, \mathbb{C}) \) is the non-trivial coset of \( \text{SO}(p, \mathbb{C}) \) in \( \text{O}(p, \mathbb{C}) \).

We split our analysis for \( \text{Int}_{I_{p,q}} \) in two cases: first consider that \( p \neq q \). Then \( \text{SO}(n, \mathbb{C})^{\text{Int}_{I_{p,q}}} \) is equal to \( \text{SO}(n, \mathbb{C})^{\text{Int}_{I_{p,q}}}. \) Therefore \( \text{Spin}(n, \mathbb{C})^{\text{Int}_{I_{p,q}}} = f^{-1}(\text{SO}(n, \mathbb{C})^{\text{Int}_{I_{p,q}}}) \) is an extension of \( \text{Spin}(n, \mathbb{C})^{\text{Int}_{I_{p,q}}} \) by at most \( \mathbb{Z}/2\mathbb{Z} \). But \( \text{Spin}(n, \mathbb{C})^{\text{Int}_{I_{p,q}}} \) is connected, since \( \text{Spin}(n, \mathbb{C}) \) is simply connected, so that necessarily

\[
\text{Spin}(n, \mathbb{C})^{\text{Int}_{I_{p,q}}} = f^{-1}(\text{SO}(p, \mathbb{C}) \times \text{SO}(q, \mathbb{C})) = \text{Spin}(p, \mathbb{C}) \times \text{Spin}(q, \mathbb{C}).
\]

An element in \( f^{-1}(\text{O}^-(p, \mathbb{C}) \times \text{O}^-(q, \mathbb{C})) \) with order two is \( s_p := iv_1v_{p+1} \), where \( v_1 \in \mathbb{C}^p \) and \( v_{p+1} \in \mathbb{C}^q \) have norm 1. The adjoint action on \( \text{Spin}(p, \mathbb{C}) \times \text{Spin}(q, \mathbb{C}) \) is determined by reflections on \( v_1 \) and \( v_{p+1} \), and

\[
s_p^2 = -v_1v_{p+1}v_1v_{p+1} = v_1v_1v_{p+1}v_{p+1} = (-1)(-1) = 1,
\]

so that the 2-cocycle \( c \) given by Proposition 2.3 is trivial. Thus we obtain an isomorphism

\[
\text{Spin}(n, \mathbb{C})^{\text{Int}_{I_{p,q}}} \cong (\text{Spin}(p, \mathbb{C}) \times \text{Spin}(q, \mathbb{C})) \times_{\text{Int}_{sp}} \mathbb{Z}/2\mathbb{Z},
\]

a semidirect product, where by abuse of notation we are writing the image of the generator instead of the whole homomorphism \( \mathbb{Z}/2\mathbb{Z} \to \text{Aut}(\text{Spin}(p, \mathbb{C}) \times \text{Spin}(q, \mathbb{C})) \). Note that this semidirect product is equal to the twisted product \( (\text{Spin}(p, \mathbb{C}) \times \text{Spin}(q, \mathbb{C})) \times_{(s_1,1)} \mathbb{Z}/2\mathbb{Z} \) given by Definition 2.3, where \( 1 \) denotes the trivial 2-cocycle.

When \( n = 4m \) we obtain the remaining case \( p = q = 2m \), where \( \text{SO}(n, \mathbb{C})^{\text{Int}_{I_{2m,2m}}} \) is generated by \( \text{SO}(2m, \mathbb{C}) \times \text{SO}(2m, \mathbb{C}) \) and \( J \). In this case \( \text{Spin}(4m, \mathbb{C})^{\text{Int}_{I_{2m,2m}}} \) is generated by \( \text{Spin}(2m, \mathbb{C}) \times \text{Spin}(2m, \mathbb{C}) \), one of the elements \( J' \in f^{-1}(J) \) and \( s_{2m} \). Since \( J'^2 = J^2 = -1 \), there is an isomorphism

\[
\text{Spin}(4m, \mathbb{C})^{\text{Int}_{I_{2m,2m}}} \cong (\text{Spin}(2m, \mathbb{C}) \times \text{Spin}(2m, \mathbb{C})) \times_{(r,c)} (\mathbb{Z}/2\mathbb{Z})^2,
\]
with notation as follows: if the generators of \((\mathbb{Z}/2\mathbb{Z})^2\) are \(a\) and \(b\) then \(\tau_a = \text{Int}_{p,}\), which exchanges the two factors, and \(\tau_b = \text{Int}_{s_{2n}}\). The 2-cocycle \(c\) is trivial except for the pairs \((b, a), (a, a), (ba, b)\) and \((b, ab)\), which are mapped to \(-1\).

Finally, when \(n = 4m\), the group \(\text{SO}(4m, \mathbb{C})^{\text{Int},} \cong \text{GL}(2m, \mathbb{C})\) is the subgroup of matrices of the form

\[
\begin{pmatrix}
  A & B \\
  -B & A
\end{pmatrix},
\]

where the isomorphism sends this matrix to \(A + iB\). The extension \(\text{SO}(4m, \mathbb{C})^{\text{Int},}\) is generated by \(\text{SO}(4m, \mathbb{C})^{\text{Int}}\) and \(I_{2m,2m}\), so that

\[
\text{SO}(4m, \mathbb{C})^{\text{Int},} \cong \text{GL}(2m, \mathbb{C}) \rtimes_{\sigma} \mathbb{Z}/2\mathbb{Z},
\]

where \(\sigma \in \text{Aut}(\text{GL}(2m, \mathbb{C}))\) consists of taking transpose and inverse. Indeed, note that the Lie algebra of \(\text{SO}(4m, \mathbb{C})^{\text{Int},}\) consists of matrices of the form \((4.23)\) with \(A\) antisymmetric and \(B\) symmetric. The action of \(\text{Ad}_{I_{2m,2m}}\) sends this matrix to

\[
\begin{pmatrix}
  A & -B \\
  B & A
\end{pmatrix},
\]

which is mapped to \(A - iB \in \mathfrak{gl}(2m, \mathbb{C})\), thus the induced automorphism of \(\mathfrak{gl}(2m, \mathbb{C})\) sends \(M\) to \(-M^t\). Since this coincides with the differential of \(\sigma\), the automorphism \(\text{Int}_{I_{2m,2m}}\) must induce \(\sigma\).

The preimage \(f^{-1}(\text{SO}(4m, \mathbb{C})^{\text{Int},}) \subset \text{Spin}(4m, \mathbb{C})\) is equal to \(\text{Spin}(n, \mathbb{C})^{\text{Int},}\), which is connected because \(\text{Spin}(4m, \mathbb{C})\) is simply connected \([20]\). Indeed, \(\text{SO}(4m, \mathbb{C})\) is equal to \(\text{Spin}(4m, \mathbb{C})/\{\pm 1\}\) and, since \(-1\) is in the centre of \(\text{Spin}(4m, \mathbb{C})\), it is a fixed point of the inner automorphism \(\text{Int}_{J}\). Therefore \(f^{-1}(\text{SO}(4m, \mathbb{C})^{J})\) is a connected 2-cover of \(\text{GL}(2m, \mathbb{C})\), hence it is isomorphic to \(\text{GL}(2m, \mathbb{C})\) itself and so

\[
\text{Spin}(4m, \mathbb{C})^{\text{Int},} \cong \text{GL}(2m, \mathbb{C}) \rtimes_{\sigma} \mathbb{Z}/2\mathbb{Z}.
\]

Summing up, we obtain the following.

**Proposition 4.3.** Let \(L\) be a \(Z(\text{Spin}(n, \mathbb{C}))\)-bundle of order two over \(X\), and let \(X_L\) be the (connected) étale cover associated to it. Let \(f: \text{Spin}(n, \mathbb{C}) \to \text{SO}(n, \mathbb{C})\) be the natural 2-cover, \(J\) the matrix given in \((4.22)\) and \(J' \in \text{Spin}(n, \mathbb{C})\) one of the elements in \(f^{-1}(J)\).

1. If \(n \neq 4m\) then the smooth fixed point locus is empty unless the monodromy of \(L\) is \(f^{-1}(1) = \{\pm 1\} \subset \text{Spin}(n, \mathbb{C})\). In this case, with definitions as in Section 3.6, we obtain

\[
\bigcup_{p \text{ even}, p+q=n} \tilde{M}(X_L, \text{Spin}(p, \mathbb{C}) \times \text{Spin}(q, \mathbb{C}), \mathbb{Z}/2\mathbb{Z}, \text{Int}_{s_p}, 1) \subset M(X, \text{Spin}(n, \mathbb{C}))^L
\]

and

\[
M_s(X, \text{Spin}(n, \mathbb{C}))^L \subset \bigcup_{p \text{ even}, p+q=n} \tilde{M}(X_L, \text{Spin}(p, \mathbb{C}) \times \text{Spin}(q, \mathbb{C}), \mathbb{Z}/2\mathbb{Z}, \text{Int}_{s_p}, 1),
\]

where \(s_p = iv_1v_{p+1}\), we denote the trivial 2-cocycle by \(1\) and we denote by \(\text{Int}_{s_p}\) the homomorphism \(\mathbb{Z}/2\mathbb{Z} \to \text{Aut}(\text{Spin}(p, \mathbb{C}) \times \text{Spin}(q, \mathbb{C}))\) such that the image of \(-1\) is \(\text{Int}_{s_p}\) by abuse of notation.
(2) When \( n = 4m \) there are several possibilities depending on the image of the monodromy representation of \( L \): if the monodromy group is \( \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z} \), then
\[
\tilde{M}(X_L, \text{Spin}(2m, \mathbb{C}) \times \text{Spin}(2m, \mathbb{C}), \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}, \tau, c) \subset M(X, \text{Spin}(n, \mathbb{C}))^L
\]
and
\[
M_*(X, \text{Spin}(n, \mathbb{C}))^L \subset \tilde{M}(X_L, \text{Spin}(2m, \mathbb{C}) \times \text{Spin}(2m, \mathbb{C}), \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}, \tau, c).
\]
If the generators of \((\mathbb{Z}/2\mathbb{Z})^2\) are \( a \) and \( b \) then \( \tau_a = \text{Int}_f \) and \( \tau_b = \text{Int}_{s_{2m}} \). Moreover, \( c \) is the 2-cocycle in \( \mathbb{Z}_2^2(\mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}, \mathbb{Z}(\text{Spin}(2m, \mathbb{C}) \times \text{Spin}(2m, \mathbb{C}))) \) which is equal to \(-1\) at \((b, a), (a, a), (b, a), \) and \((b, ab)\) and trivial at every other pair.

(3) If \( n = 4m \) and the monodromy group of \( L \) is a subgroup of order 2 in \( \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z} \) whose image by \( f \) is \( \pm 1 \in \text{SO}(n, \mathbb{C}) \), then
\[
\tilde{M}(X_L, \text{Spin}(2m, \mathbb{C}) \times \text{Spin}(2m, \mathbb{C}), \mathbb{Z}/2\mathbb{Z}, \text{Int}_M, -1) \cup
\tilde{M}(X_L, \text{GL}(2m, \mathbb{C}), \mathbb{Z}/2\mathbb{Z}, \sigma, 1) \subset M(X, \text{Spin}(n, \mathbb{C}))^L
\]
and
\[
M_*(X, \text{Spin}(n, \mathbb{C}))^L \subset \tilde{M}(X_L, \text{Spin}(2m, \mathbb{C}) \times \text{Spin}(2m, \mathbb{C}), \mathbb{Z}/2\mathbb{Z}, \text{Int}_M, -1) \cup
\tilde{M}(X_L, \text{GL}(2m, \mathbb{C}), \mathbb{Z}/2\mathbb{Z}, \sigma, 1),
\]
where \( M = J' \) or \( J's_{2m} \) depending on the actual monodromy group and \( \sigma \in \text{Aut}(\text{GL}(2m, \mathbb{C})) \) consists of taking transpose and inverse.

(4) If \( n = 4m \) and the image of the monodromy is \( f^{-1}(1) = \pm 1 \in \text{Spin}(4m, \mathbb{C}) \), then
\[
\bigcup_{p \text{ even}, p+q=n} \tilde{M}(X_L, \text{Spin}(p, \mathbb{C}) \times \text{Spin}(q, \mathbb{C}), \mathbb{Z}/2\mathbb{Z}, \text{Int}_{s_p}, 1) \subset M(X, \text{Spin}(n, \mathbb{C}))^L
\]
and
\[
M_*(X, \text{Spin}(n, \mathbb{C}))^L \subset \bigcup_{p \text{ even}, p+q=n} \tilde{M}(X_L, \text{Spin}(p, \mathbb{C}) \times \text{Spin}(q, \mathbb{C}), \mathbb{Z}/2\mathbb{Z}, \text{Int}_{s_p}, 1).
\]

4.4. **Action of a line bundle of order two on** \( M(X, E_7) \). Let \( E_7 \) be the simply connected group with exceptional Lie algebra \( e_7 \). We briefly review the construction of \( E_7 \) — for more details see [26]. Recall that the Cayley algebra \( \mathfrak{C} \) is the \( \mathbb{R} \)-algebra generated by the group of octonions, which is equipped with a conjugation. The exceptional Jordan algebra \( \mathfrak{J} \) consists of \( 3 \times 3 \) hermitian matrices over \( \mathfrak{C} \), and we may construct its complexification \( \mathfrak{J}^\mathbb{C} \) and define the Freudenthal vector space
\[
\mathfrak{B}^\mathbb{C} := \mathfrak{J}^\mathbb{C} \oplus \mathfrak{J}^\mathbb{C} \oplus \mathbb{C} \oplus \mathbb{C}.
\]
Given two elements \( u \) and \( v \) in \( \mathfrak{B}^\mathbb{C} \), we may define a \( \mathbb{C} \)-linear mapping \( u \times v : \mathfrak{B}^\mathbb{C} \to \mathfrak{B}^\mathbb{C} \). We define \( E_7 \) as the group of \( \mathbb{C} \)-linear automorphisms \( f : \mathfrak{B}^\mathbb{C} \to \mathfrak{B}^\mathbb{C} \) such that
\[
f(u \times v)f^{-1} = f(u) \times f(v).
\]
This has centre \( \{ \pm 1 \} \cong \mathbb{Z}/2\mathbb{Z} \). Consider the elements in \( E_7 \)
\[
\nu : \mathfrak{B}^\mathbb{C} \to \mathfrak{B}^\mathbb{C}; (u, v, a, b) \mapsto (-iu, iv, -ia, ib)
\]
and
\[
\gamma : \mathfrak{B}^\mathbb{C} \to \mathfrak{B}^\mathbb{C}; (u, v, a, b) \mapsto (v, -u, b, -a).
They anticommute and their squares are both $-1$, so that the corresponding inner automorphisms have order $2$. According to [26], if $E_6$ is the simply connected group with Lie algebra $\mathfrak{e}_6$ then $E_7^{\text{Int}} \cong (E_6 \times \mathbb{C}^*)/(\mathbb{Z}/3\mathbb{Z})$, where $\mathbb{Z}/3\mathbb{Z} \subset \mathbb{C}^*$ acts by simultaneous multiplication on both factors. The action of $\tau := \text{Int}_\gamma$ on $(E_6 \times \mathbb{C}^*)/(\mathbb{Z}/3\mathbb{Z})$ — which preserves it — is given by transposing and inverting the factor $E_6$ and inverting the factor $\mathbb{C}^*$, and

$$(E_7)^{\text{Int}} \cong (E_6 \times \mathbb{C}^*)/(\mathbb{Z}/3\mathbb{Z}) \times (\tau, -1) \mathbb{Z}/2\mathbb{Z}.$$ 

Now let $L$ be a line bundle of order $2$ on $X$, which may be regarded as $\mathbb{Z}/2\mathbb{Z}$-bundle, and let $\Gamma$ be the subgroup of $H^1(X, \mathbb{Z}/2\mathbb{Z})$ generated by $L$. Let $X_{L}$ be the associated étale cover. By Theorems 3.6 and 3.7, the image of $\lambda \in \Gamma^*$ is contained in $M(X, E_7)^\Gamma$ and its intersection with the smooth locus is a union of connected components of $M_\ast(X, E_7)^\Gamma$.

5. ACTION OF A FINITE SUBGROUP OF THE JACOBIAN ON THE MODULI SPACE OF $GL(n, \mathbb{C})$-BUNDLES

Let $X$ be a compact Riemann surface. Applying Theorems 3.6 and 3.7 we find a description of the stable vector bundles of rank $n$ whose isomorphism class is fixed under the action of a finite subgroup $\Gamma$ of the Jacobian $J(X) \cong H^1(X, \mathbb{C}^*)$. In other words, we give a description of $M(X, GL(n, \mathbb{C}))^\Gamma$. We write $\Gamma^* := \text{Hom}(\Gamma, \mathbb{C}^*)$. We will show in Proposition 5.10 that this is the Galois group of the étale cover determined by $X_{\Gamma}$, which we denoted by $\Gamma_\alpha$ in Section 3.6. Throughout this section we usually denote elements of $\Gamma$ with the symbol $\lambda$ and elements of $\Gamma^*$ with the symbol $\gamma$, in order to avoid any confusion.

5.1. Fixed points for $\Gamma \cong \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$. We apply the Prym–Narasimhan–Ramanan construction to the case $\Gamma = \langle a, b \rangle \cong \mathbb{Z}/2\mathbb{Z} \times \mathbb{Z}/2\mathbb{Z}$ and $G = GL(n, \mathbb{C})$. This situation already features most of the ingredients appearing in the general case. We define $a_\ast$ and $b_\ast \in \Gamma^* := \text{Hom}(\Gamma, \mathbb{C}^*)$, such that $a_\ast (b_\ast)$ sends $a$ to $-1$ ($1$) and $b$ to $1$ ($-1$).

First note that the inclusion of $\Gamma$ in $J(X) = H^1(X, \mathbb{C}^*)$ provides a $\Gamma^*$-bundle $p_\Gamma : X_{\Gamma} \rightarrow X$. This is isomorphic to $p_a^\ast b$ and $p_b^\ast a$, where $p_a : a \rightarrow X$ and $p_b : b \rightarrow X$ are the bundle projections. In particular, it is connected.

Let $\theta : \Gamma \rightarrow \text{Int}(GL(n, \mathbb{C}))$ be a homomorphism, and take a map $s : \Gamma \rightarrow GL(n, \mathbb{C})$ such that $\text{Int}_s = \theta$. Since $\Gamma$ is abelian, the commutator of $\theta_\lambda$ and $\theta_\lambda'$ is trivial for any two elements $\lambda$ and $\lambda'$ in $\Gamma$, and so the commutator of $s_\lambda$ and $s_\lambda'$ is a diagonal matrix, which we regard as an element of $\mathbb{C}^*$. Thus we obtain a homomorphism

$$l : \Gamma \rightarrow \Gamma^* := \text{Hom}(\Gamma, \mathbb{C}^*); \lambda \mapsto (\lambda' \mapsto s_\gamma s_\lambda s_\gamma^{-1} s_{\lambda'}^{-1}).$$

This only depends on $\theta$ and is clearly antisymmetric, since any matrix commutes with itself. If $a$ and $b$ are line bundles of order two over $X$ generating $\Gamma$, the pairing between $a$ and $b$ completely determines $l$. This may be either trivial or $-1$.

**Proposition 5.1.** If $\theta : \Gamma \rightarrow \text{Int}(GL(n, \mathbb{C}))$ is such that $l$ is trivial and $M_{\Gamma}(X, GL(n, \mathbb{C})_\theta)$ is non-empty, then $n/4$ is an integer and

$$\widetilde{M}_{\Gamma}(X, GL(n, \mathbb{C})_\theta) = p_{\Gamma \ast} M(X, GL(n/4, \mathbb{C})).$$
with notation as in Theorem 3.6.

Proof. If \( l \) is trivial, \( s_a \) and \( s_b \) may be simultaneously diagonalizable, i.e. there exists \( A \in \text{GL}(n, \mathbb{C}) \) such that both \( A \text{Int}_{s_a} A^{-1} \) and \( A \text{Int}_{s_b} A^{-1} \). Hence, we may replace \( \theta \) by \( \text{Int}_A \theta \text{Int}_A^{-1} \) and assume that both \( s_a \) and \( s_b \) are both diagonal, without changing the class of \( \theta \) in \( \mathfrak{X}(\Gamma, \text{Int}(\text{GL}(n, \mathbb{C}))) := \text{Hom}(\Gamma, \text{Int}(\text{GL}(n, \mathbb{C}))/\text{Int}(\text{GL}(n, \mathbb{C})) \). After rescaling them we may assume that they have order two. There are four weight spaces for the action of \( \text{GL}(k,l) \) whose restriction to \( \text{GL}(n, m) \) is non-empty if and only if \( \dim \Gamma = n \). By Theorem 3.7 \( \text{GL}(n, m) \) is isomorphic to the semidirect product \( \text{GL}(m, \mathbb{C}) \rtimes \Gamma^* \), where, for each \( \gamma \in \Gamma^* \), \( \tau(\gamma) \) is the automorphism of \( \text{GL}(m, \mathbb{C}) \rtimes \gamma \) corresponding to the weight \( \gamma \) to the copy corresponding to the weight \( \gamma \). If \( \Gamma^* \) is regarded as a subset of \( \text{GL}(m, \mathbb{C}) \rtimes \gamma \), the isomorphism sends \( S_1 \) (\( S_2 \)) to \( a_\gamma \) (\( b_\gamma \)).

By Theorem 3.7 a \( \text{GL}(n, \mathbb{C})_\theta \)-bundle \( E \) over \( X \) such that \( \tilde{c}_\theta(E) \cong \Gamma \) corresponds to a \( (\tau, 1) \)-twisted \( \Gamma^* \)-equivariant \( \text{GL}(m, \mathbb{C}) \rtimes \gamma \)-bundle \( (F, \cdot) \) over \( X_\Gamma \). The associated vector bundle \( F(C^n) \) is a direct sum of four vector bundles of rank \( m \). By Proposition 2.10 it inherits a \( \Gamma^* \)-equivariant action such that \( \gamma \in \Gamma^* \) sends \( (e, v) \in F(C^n) \) to \( (e \cdot \gamma, \tau(\gamma)^{-1}v) \). Note that \( \Gamma^* \) permutes the summands of \( F(C^n) \) as it permutes the weight spaces of \( C^n \) via \( \tau \). Therefore,

\[
F(C^n) \cong V \oplus a_\gamma V \oplus b_\gamma V \oplus a_\gamma b_\gamma V.
\]
where \( V \to X_\Gamma \) is a vector bundle of rank \( m \). The \( \Gamma^* \)-equivariant action on \( F(C^n) \) is given by permuting the summands via pullback. Conversely, any vector bundle of the form \((5.26)\) has a bundle of frames with a reduction of structure group to \( \text{GL}(m, \mathbb{C}) \times 4 \) with an induced \( (\tau, 1) \)-twisted \( \Gamma^* \)-equivariant action. The quotient \( F(C^n)/\Gamma^* \to X \) is the pushforward \( p_{\Gamma*}V \). Hence, by Proposition 2.10, the vector bundle \( E(C^n) \) associated to \( E \) is equal to \( p_{\Gamma*}V \). Moreover, by an argument similar to the proof of \cite{[17, Proposition 3.1]}, \( V \) is polystable if and only if \( p_{\Gamma*}V \) is polystable. We conclude that

\[
\widetilde{M}_\Gamma(X, \text{GL}(n, \mathbb{C})_\theta) = p_{\Gamma*}M(X_\Gamma, \text{GL}(m, \mathbb{C})).
\]

\( \square \)

**Proposition 5.2.** Let \( p_a : X_a \to X \) be the \( \acute{e}tale \) cover determined by \( a \) and denote by \( M(X, \text{GL}(n/2, \mathbb{C}))^b \) the subvariety of vector bundles \( W \) such that \( W \cong a_*W \otimes p_b^*W \), where \( a_* \) is the generator of \( \text{Gal}(X_a/X) \). Then, if \( \theta : \Gamma \to \text{Int}(\text{GL}(n, \mathbb{C})) \) is such that \( l \) is non-trivial and \( M_{\Gamma*}(X, \text{GL}(n, \mathbb{C})_\theta) \) is non-empty, then \( n/2 \) is an integer and

\[
\widetilde{M}_{\Gamma*}(X, \text{GL}(n, \mathbb{C})_\theta) = p_{a*}M(X, \text{GL}(n/2, \mathbb{C}))^b.
\]

\( \text{Proof.} \) If the antisymmetric pairing \( l \) determined by \( \theta \) is non-trivial, in other words, the commutator of \( a \) and \( b \) is \(-1 \) --- the matrices \( s_a \) and \( s_b \) are not simultaneously diagonalizable. We may still rescale them so that they have order 2, though, and we may diagonalize \( s_a \). The fact that \( s_b \) anticommutes implies that it exchanges the weights spaces of \( s_a \), hence these must have the same dimension. Hence \( n \) must be divisible by 2 and

\[
s_a = \begin{pmatrix} I_{n/2} & 0 \\ 0 & -I_{n/2} \end{pmatrix} \quad \text{and} \quad s_b = \begin{pmatrix} 0 & A \\ A^{-1} & 0 \end{pmatrix},
\]

where \( A \) is some element of \( \text{GL}(n/2, \mathbb{C}) \). If \( C \in \text{GL}(n/2, \mathbb{C}) \) is any matrix diagonalizing \( A \), one has

\[
\begin{pmatrix} C & 0 \\ 0 & C \end{pmatrix} \begin{pmatrix} 0 & A \\ A^{-1} & 0 \end{pmatrix} \begin{pmatrix} C^{-1} & 0 \\ 0 & C^{-1} \end{pmatrix} = \begin{pmatrix} 0 & CAC^{-1} \\ CA^{-1}C^{-1} & 0 \end{pmatrix},
\]

which is diagonal. Moreover, \( C \oplus C \) commutes with \( s_a \) and so, after conjugating \( \theta \) by \( \text{Int}_{C \oplus C} \) and rescaling \( s_b \), we may assume that

\[
s_b = \begin{pmatrix} 0 & I_{n/2} \\ I_{n/2} & 0 \end{pmatrix}.
\]

Now it is straightforward to see that \( \text{GL}(n, \mathbb{C})^\theta \cong \text{GL}(n/2, \mathbb{C}) \) is the subgroup of \( \text{GL}(n, \mathbb{C}) \) consisting of matrices of the form \( A \oplus A \), where \( A \in \text{GL}(n/2, \mathbb{C}) \). Moreover, \( \text{GL}(n/2, \mathbb{C})^\theta_\theta \) is generated by \( \text{GL}(n, \mathbb{C})^\theta \) and the matrices \( s_a = I_{n/2} \oplus -I_{n/2} \) and \( S_1 \), defined by \( (5.25) \). Following the proof of Proposition 2.3, consider the map \( t : \Gamma^* \to \text{GL}(n, \mathbb{C})_\theta \) sending 1 to \( I_n \), \( a_* \) to \( S_1 \), \( b_* \) to \( s_a \) and \( a_*b_* \) to \( S_1s_a \). Let

\[
c : \Gamma^* \times \Gamma^* \to Z(\text{GL}(n, \mathbb{C})^\theta); (\gamma, \gamma') \mapsto t(\gamma)t(\gamma')t(\gamma\gamma')^{-1},
\]

where \( Z(\text{GL}(n, \mathbb{C})^\theta) \cong \mathbb{C}^* \oplus \mathbb{C}^* \) is the centre of \( \text{GL}(n, \mathbb{C})^\theta \). Then there is an isomorphism

\[
\text{GL}(n, \mathbb{C})^\theta \cong \text{GL}(n, \mathbb{C})^\theta \times (1, c) \Gamma^*.
\]

By Theorem 3.7, there is a correspondence between \( \text{GL}(n, \mathbb{C})^\theta \)-bundles \( E \) over \( X \) such that \( E/\text{GL}(n, \mathbb{C})^\theta \cong X_\Gamma \) and \((1, c)\)-twisted \( \Gamma^* \)-equivariant \( \text{GL}(n, \mathbb{C})^\theta \)-bundles over \( X_\Gamma \).
Let \((F, \cdot)\) be a \((1, c)\)-twisted \(\Gamma^*\)-equivariant \(\text{GL}(n, \mathbb{C})^g\)-bundle over \(X_{\Gamma}\). Note that the corresponding vector bundle \(F(\mathbb{C}^n)\) is a direct sum \(V \oplus V\) for some vector bundle \(V \rightarrow X_{\Gamma}\) of rank \(n/2\). By Proposition 2.10, \(F(\mathbb{C}^n)\) inherits a equivariant \(\Gamma^*\)-action on \(F(\mathbb{C}^n)\), such that the following holds.

1. \(a_*\) sends \((e, v_1 \oplus v_2) \in F(\mathbb{C}^n)\) to \((e \cdot a, S_1(v_1 \oplus v_2)) = (e \cdot a, v_2 \oplus v_1)\), hence it exchanges the copies of \(V\) in \(F(\mathbb{C}^n)\). In particular, it induces an isomorphism \(f_a : V \cong a_*^*V\) such that \(f_a \circ a_*^*f_a = 1\) — this follows from the fact that \(\bullet \cdot a_*\) has order 2.

2. The remaining generator \(b_*\) sends \((e, v_1 \oplus v_2) \in F(\mathbb{C}^n)\) to \((e \cdot b, v_1 \oplus -v_2)\), in other words the corresponding automorphism of \(F(\mathbb{C}^n)\) is induced by an isomorphism of the form

\[
  f_b \oplus -f_b : V \oplus V \cong b_*^*V \oplus b_*^*V,
\]

where \(f_b : V \cong b_*^*V\) is an isomorphism such that \(f_b \circ b_*^*f_b = 1\).

Therefore, the restrictions of \(b_*\) to each copy of \(V\) differ by \(-1\), whereas the restrictions of \(a_*\) are the same. Note that the pullback \(p_\ast b\) equipped with the holonomy action of the subgroup \(\{1, b_\ast\} < \Gamma^*\) is isomorphic to the trivial line bundle \(O \rightarrow X_{\Gamma}\) equipped with the natural \(\{1, b_\ast\}\)-equivariant action multiplied by \(-1\) — i.e., \(1\) is associated to the trivial automorphism whereas \(b_*\) is associated to the natural isomorphism \(O \cong b_*^*O\) multiplied by \(-1\). Let \(p_\ast : X_{\Gamma} \rightarrow X\) be the étale cover determined by \(a\). Since the action of the subgroup \(\{1, b_\ast\} < \Gamma^*\) on \(V \oplus V\) preserves the first summand, we may set \(W := V / \{1, b_*\}\), where the action is that on the first summand, and so there is an isomorphism \(F(\mathbb{C}^n) / \{1, b_*\} \cong W \oplus W \oplus p_\ast b\). The automorphism \(\bullet \cdot a_*\) induces an automorphism of \(F(\mathbb{C}^n) / \{1, b_*\}\) exchanging the summands, i.e. an isomorphism \(W \cong a_*^*W \otimes p_\ast^*b\), where \(a_*\) denotes the generator of \(\text{Gal}(X_{\Gamma}/X)\).

Conversely, given a vector bundle \(W \rightarrow X_{\Gamma}\) of rank \(n/2\) equipped with an isomorphism \(W \cong a_*^*W \otimes p_\ast^*b\) of order 2, the pullback of \(W \oplus W \otimes p_\ast^*b\) to \(X_{\Gamma}\) is a direct sum \(V \oplus V\) of vector bundles of rank \(n/2\) equipped with a \(\Gamma^*\)-equivariant action. This is such that \(a_*\) exchanges the two copies of \(V\) and \(b_*\) is given by an automorphism of the first copy of \(V\) and the same automorphism multiplied by \(-1\) on the second copy. The bundle of frames \(P\) of \(V \oplus V\) has a reduction of structure group \(F\) to \(\text{GL}(n, \mathbb{C})^g\), given by the subset of local frames of the form \((v_1, \ldots, v_{n/2}, v_1', \ldots, v_{n/2}')\), where \((v_1, \ldots, v_{n/2})\) is a local frame of the first copy of \(V\) and \((v_1', \ldots, v_{n/2}')\) denotes the same frame on the second copy. By Proposition 2.10 there is an induced \((\text{Int}_t, c)\)-twisted \(\Gamma^*\)-equivariant action on \(P\), given by (2.10). Therefore

\[
  (v_1, \ldots, v_{n/2}, v_1', \ldots, v_{n/2}') \cdot a_* = (f_a(v_1'), \ldots, f_a(v_{n/2}', f_a(v_1), \ldots, f_a(v_{n/2})) t(a_*)
  = (f_a(v_1'), \ldots, f_a(v_{n/2}', f_a(v_1), \ldots, f_a(v_{n/2})) S_1
  = (f_a(v_1'), \ldots, f_a(v_{n/2}', f_a(v_1), \ldots, f_a(v_{n/2}))
\]

and

\[
  (v_1, \ldots, v_{n/2}, v_1', \ldots, v_{n/2}') \cdot b_* = (f_b(v_1), \ldots, f_b(v_{n/2}), -f_b(v_1'), \ldots, -f_b(v_{n/2}')) s_a
  = (f_b(v_1), \ldots, f_b(v_{n/2}), f_b(v_1'), \ldots, f_b(v_{n/2})),
\]
where \( f_a \) and \( f_b \) are the automorphisms on the first copy of \( V \) induced by the \( \Gamma^* \)-equivariant action on \( V \oplus V \). We conclude that \( F \cdot \gamma = F \) for each \( \gamma \in \Gamma^* \) and so we obtain a \((\tau, c)\)-twisted \( \Gamma^* \)-equivariant bundle \( F \).

Now let \( E \) be a \( GL(n, \mathbb{C})_\theta \)-bundle over \( X \) such that \( E/\Gamma = \Gamma \), and let \( F \) be the corresponding \((1, c)\)-twisted \( \Gamma^* \)-equivariant \( GL(n, \mathbb{C})_\theta \)-bundle \( F \) over \( X_\Gamma \), which is given by Theorem 3.7. Let \( V \) and \( W \) be as above. Then, by proposition 2.10,

\[
F(\mathbb{C}^n)/\Gamma^* \cong W \oplus a_*W/\{1, a_*\} = p_{a*}W.
\]

Moreover, by an argument similar to the proof of [17, Proposition 3.1] \( W \) is polystable if and only if \( p_{a*}W \) is. The proposition follows. \( \square \)

Combining Propositions 5.1 and 5.2 with Theorem 3.6 we conclude the following.

**Theorem 5.3.** The inclusions

\[
p_{\Gamma_*}M(X, GL(n/4, \mathbb{C})) \cup p_{a*}M(X, GL(n/2, \mathbb{C}))^b \subset M(X, GL(n, \mathbb{C}))^\Gamma
\]

and

\[
M_s(X, GL(n, \mathbb{C}))^\Gamma \subset p_{\Gamma_*}M(X, GL(n/4, \mathbb{C})) \cup p_{a*}M(X, GL(n/2, \mathbb{C}))^b
\]

hold, where \( M(X, GL(n/2, \mathbb{C}))^b \) is defined as in Proposition 5.2 and \( M_s(X, GL(n, \mathbb{C})) \) is the moduli space of stable vector bundles of rank \( n \) over \( X \).

**Remark 5.4.** The variety \( M(X_a, GL(n, \mathbb{C}))^b \) is not empty in general. For example, set \( n = 1 \) and assume that the genus \( g \) of \( X \) is greater than 0. Take a line bundle \( L \) over \( X_a \) of order two such that \( L \) is not isomorphic to \( \gamma^*L \). This is possible because the group of line bundles which are invariant by pullback is equal to \( p_*^b J(X) \subset J(X_a) \), and the dimensions of the Jacobians \( J(X) \) and \( J(X_a) \) are \( g \) and \( 2g - 1 \), respectively. Take \( b \) equal to the quotient of \( L \otimes \gamma^*L \) by the action of the Galois group of \( X_a \) which permutes the factors. Then \( b \) has order two, as required, and

\[
L \cong \gamma^*L \otimes (L \otimes \gamma^*L) \cong \gamma^*L \otimes p_*^b b,
\]

so that \( L \in M(X_a, GL(1, \mathbb{C}))^b = J(X_a)^b \).

5.2. **Antisymmetric pairings and the character variety** \( \mathfrak{X}(\Gamma, \text{Int}(GL(n, \mathbb{C}))) \). Now let \( \Gamma \subset J(X) \) be an arbitrary finite subgroup of the Jacobian of \( X \). The first step is to understand the character variety

\[
\mathfrak{X}(\Gamma, \text{Int}(GL(n, \mathbb{C}))) = \text{Hom}(\Gamma, \text{Int}(GL(n, \mathbb{C}))) / \text{Int}(GL(n, \mathbb{C}))
\]

which is crucial in the statement of Theorem 3.6.

Let \( \ell : \Gamma \to \Gamma^* \) be an **antisymmetric pairing**, i.e. a homomorphism whose associated pairing satisfies \( \langle \lambda, \lambda \rangle = 1 \) for each \( \lambda \in \Gamma \). In particular note that

\[
1 = \langle \lambda \lambda', \lambda \lambda' \rangle = \langle \lambda, \lambda' \rangle \langle \lambda', \lambda \rangle
\]

for every \( \lambda \) and \( \lambda' \in \Gamma \). Consider a maximal subgroup \( \iota : \Delta \to \Gamma \) satisfying that the induced homomorphism \( \Delta \to \Delta^* \) is trivial, which denote by a **maximal isotropic subgroup**. In particular, the kernel of \( \Gamma \to \Gamma^* \to \Delta^* \) is equal to \( \Delta \). Indeed, if it were bigger than \( \Delta \) then there would be an element \( \lambda \in \Gamma \) such that \( \langle \lambda, \delta \rangle = 1 \) for each \( \delta \in \Delta \), hence because
of the antisymmetry of \( l \) the subgroup of \( \Gamma \) generated by \( \lambda \) and \( \Delta \) would pair trivially with itself, contradicting the maximality of \( \Delta \). Hence \( \iota^* \circ l \) induces an injection
\[
f : \Gamma / \Delta \hookrightarrow \Delta^*.\]

Consider a homomorphism
\[
s : \Delta \rightarrow \mathbb{C}^* \subset \text{GL}(n, \mathbb{C})\]
landing in the subgroup of diagonal matrices of \( \text{GL}(n, \mathbb{C}) \). The set of weights for the action of \( \Delta \) on \( \mathbb{C}^n \) is a subset \( \widehat{\Delta} \subseteq s(\Delta)^* \subseteq \Delta^* \). We denote by \( W_\delta \) the weight space in \( \mathbb{C}^n \) with weight \( \delta \in \Delta^* \). A matrix \( M \) whose only non-zero entries are contained in the blocks corresponding to each weight space of \( s(\Delta) \) is called a \( \Delta \)-matrix. In other words, this is an automorphism of \( \mathbb{C}^n \) of the form
\[
(5.28) \quad M = \bigoplus_{\delta \in \widehat{\Delta}} M_\delta \in \bigoplus_{\delta \in \widehat{\Delta}} \text{GL}(W_\delta).
\]

Given a \( \Delta \)-matrix \( M \), we denote by \( M_\delta \) the block which is the restriction to the weight space \( W_\delta \) for each \( \delta \in \widehat{\Delta} \), as in \( 5.28 \). A matrix \( M \) which is given by a set of linear isomorphisms \( M_{\delta \delta'} \) going from a weight space \( W_\delta' \) to the weight space \( W_{\delta \delta'} \), where \( \delta \) and \( \delta' \in \widehat{\Delta} \), is called a permutation matrix. In other words, \( M \) is of the form
\[
(5.29) \quad M = \bigoplus_{\delta' \in \widehat{\Delta}} M_{\delta \delta'} \in \bigoplus_{\delta \in \widehat{\Delta}} \text{Hom}(W_{\delta'}, W_{\delta \delta'}).
\]

The element \( \delta \in \Delta^* \) is denoted \( p(M) \). In particular, \( \Delta \)-matrices are permutation matrices with trivial \( p \)-image.

**Definition 5.5.** A representative triple for \( \Gamma \) is a triple \( (\iota, \Delta, s) \), where \( \iota : \Gamma \rightarrow \Gamma^* \) is an antisymmetric pairing, \( \Delta \leq \Gamma \) is a maximal isotropic subgroup and \( s : \Gamma \rightarrow \text{GL}(n, \mathbb{C}) \) is a map satisfying that:

1. It restricts to a homomorphism \( s|_\Delta : \Delta \rightarrow \mathbb{C}^* \subset \text{GL}(n, \mathbb{C}) \).
2. The map \( \text{Int}_s \) is a homomorphism.
3. The antisymmetric pairing
\[
\Gamma \rightarrow \Gamma^*; \lambda \mapsto (\lambda' \mapsto s_\gamma \lambda' s_\gamma^{-1} s_\gamma^{-1})
\]
which is well defined by (2) and the fact that \( \Gamma \) is abelian, is equal to \( \iota \). In particular, for every \( \lambda \in \Gamma \) the matrix \( s_\gamma \) is a permutation matrix such that \( p(s_\gamma) = \iota^* l(\lambda)^{-1} \).

Note that this condition only depends on the class of \( \text{Int}_s \) in \( X(\Gamma, \text{Int}(\text{GL}(n, \mathbb{C}))) \).

4. The image of \( s \) consists of permutation matrices whose blocks are multiples of the identity.

**Lemma 5.6.** For every class in the character variety \( X(\Gamma, \text{Int}(\text{GL}(n, \mathbb{C}))) \) there exists a representative triple \( (\iota, \Delta, s) \) such that \( \text{Int}_s \) is in the class.

**Proof.** Let
\[
\theta : \Gamma \rightarrow \text{Int}(\text{GL}(n, \mathbb{C})); \lambda \mapsto \text{Int}_{s_\gamma}
\]
be a homomorphism. Since \( \Gamma \) is abelian, we obtain an antisymmetric pairing
\[
l : \Gamma \rightarrow \Gamma^*; \lambda \mapsto (\lambda' \mapsto s_\gamma \lambda' s_\gamma^{-1} s_\gamma^{-1}).
\]
Choose a maximal isotropic subgroup \( \iota : \Delta \hookrightarrow \Gamma \) and call the corresponding injection \( f : \Gamma/\Delta \hookrightarrow \Delta^* \). Since the elements in \( s(\Delta) \) are semisimple — a finite power of each of them is in \( \mathbb{C}^* \) — and commute with each other, they can be simultaneously diagonalised. Hence we may assume, after conjugating \( \theta \) by an element of \( \text{Int}(\text{GL}(n, \mathbb{C})) \) if necessary, that they are all diagonal. Moreover, we may assume after rescaling that the map \( s|_\Delta \) is a homomorphism and every element of \( s(\Delta) \) has some diagonal entries equal to one. Then the set of weights is a subset \( \widehat{\Delta} \subseteq s(\Delta)^* \subseteq \Delta^* \) containing 1. A matrix \( M \) whose conjugation by the elements in \( s(\Delta) \) induces an element \( \delta \in \Delta^* \) must be a permutation matrix with \( p(M) = \delta \). Therefore, the homomorphism \( \Gamma/\Delta \xrightarrow{\delta^*} \Delta^* \) induced by \( p \) is equal to the multiplicative inverse of \( f \). Given a weight \( \delta \in \widehat{\Delta} \subset \Delta^* \) there is an associated coset of weights \( \delta f(\Gamma/\Delta), \) and the dimensions of all the weight spaces in a given coset must be equal. The subgroup \( f(\Gamma/\Delta) \) of \( \Delta^* \) preserves \( \widehat{\Delta} \), since the corresponding cosets are the orbits of the action of \( \Gamma \) induced by applying elements of \( s(\Gamma) \) to \( \mathbb{C}^n \) and extracting the corresponding permutation of the weight spaces.

We show that there exists a \( \Delta \)-matrix \( S \) such that \( \text{Int}_S \theta \text{Int}_S^{-1}(\Gamma) \) consists of conjugations by permutation matrices whose blocks are multiples of the identity. Since conjugating by a \( \Delta \)-matrix does not change the elements of \( s(\Delta) \), it is enough to choose representatives \( \lambda \in \Gamma \) of each coset \( \lambda \Delta \in \Gamma/\Delta \) and find a \( \Delta \)-matrix \( S \) so that \( S s(\lambda) S^{-1} \) is a permutation matrix with blocks in \( \mathbb{C}^* \) for each \( \lambda \Delta \in \Gamma/\Delta \). Choose a representative \( \delta \in \widehat{\Delta} \) of each orbit \( \delta f(\Gamma/\Delta) \in \widehat{\Delta}/f(\Gamma/\Delta) \). Consider the \( \Delta \)-matrix \( S \) determined by \( S_{\delta^r} = s(\lambda_{\delta^r})^{-1}_{\delta^r} \), where \( \lambda_{\delta^r} \in \Gamma \) is any element in \( f^{-1}(\delta^r) \) and \( \delta \in \widehat{\Delta} \) is the representative of \( \delta f(\Gamma/\Delta) \). Here \( s(\lambda_{\delta^r}) \) is just the square matrix representing the restriction of \( s(\lambda_{\delta^r}) \) to the \( \delta \)-weight space, whose image is the \( \delta \delta^r \)-weight space. We show that \( S \) satisfies the claim.

Indeed, let \( \lambda \Delta \in \Gamma/\Delta \) be represented by \( \lambda \in \Gamma \). We want to show that
\[
S_{\delta^r f(\lambda \Delta)} s(\lambda)_{\delta^r f(\lambda \Delta), \delta} S_{\delta^r}^{-1} = s(\lambda_{\delta^r})^{-1}_{\delta^r f(\lambda \Delta), \delta} s(\lambda)_{\delta^r f(\lambda \Delta), \delta} s(\lambda_{\delta^r})_{\delta^r, \delta}
\]
is a multiple of the identity for each \( \delta f(\Gamma/\Delta) \in \widehat{\Delta}/f(\Gamma/\Delta) \) and \( \delta^r \in \delta f(\Gamma/\Delta) \), where \( f(\lambda^\prime \Delta) = \delta^{-1}\delta^r f(\lambda \Delta) \) and \( f(\lambda^\prime \Delta) := \delta^{-1}\delta^r \). But, since \( \theta \) is a homomorphism, \( s(\lambda_{\delta^r}) = s(\lambda) s(\lambda^\prime)^d \) for some \( \Delta \)-matrix \( d \) such that \( d_{\delta} \in \mathbb{C}^* \) for each \( \delta \in \widehat{\Delta} \), hence
\[
s(\lambda_{\delta^r})_{\delta^r f(\lambda \Delta), \delta} s(\lambda)_{\delta^r f(\lambda \Delta), \delta} s(\lambda_{\delta^r})_{\delta^r, \delta} = d_{\delta} s(\lambda_{\delta^r})_{\delta^r f(\lambda \Delta), \delta} s(\lambda)_{\delta^r f(\lambda \Delta), \delta} s(\lambda_{\delta^r})_{\delta^r, \delta} = d_{\delta}^{-1},
\]
as required. \( \square \)

5.3. The homomorphism \( c_{\theta} \). Let \( \theta : \Gamma \to \text{Int}(\text{GL}(n, \mathbb{C})) \) be a homomorphism. When studying fixed points we only care about the class of \( \theta \) in \( \mathcal{X}(\Gamma, \text{Int}(\text{GL}(n, \mathbb{C}))) \) by Theorem 3.6 hence by Lemma 5.6 we may assume that \( \theta = \text{Int}_s \) for some representative triple \((l, \Delta, s)\). The group \( \text{GL}(n, \mathbb{C})^\theta \) defined in Section 3.2 consists of all the invertible \( \Delta \)-matrices \( M \) such that \( M_{\delta} = M_{\delta^r} \) whenever \( \delta \) and \( \delta^r \) are elements of \( \widehat{\Delta} \) in the same coset of \( \widehat{\Delta}/f(\Gamma/\Delta) \). By Section 3.2 there is a homomorphism
\[
c_{\theta} : \text{GL}(n, \mathbb{C})^\theta \to \Gamma^*.
\]
Recall that the moduli space \( M_{\Gamma}(X, \text{GL}(n, \mathbb{C})^\theta) \) appearing in the statement of Theorem 3.6 is the subvariety of \( M(X, \text{GL}(n, \mathbb{C})^\theta) \) consisting of \( \text{GL}(n, \mathbb{C})^\theta \)-bundles \( E \) such that \( c_{\theta}(E) \cong \Gamma \). Thus the second step in the description of \( M(X, \text{GL}(n, \mathbb{C}))^\Gamma \) is to understand \( c_{\theta} \).
Lemma 5.7. The image of $c_\theta$ is equal to
\[ \Gamma_\theta := \{ \gamma \in \Gamma^* : \gamma|_{\Delta} \hat{\Delta} = \hat{\Delta} \text{ and } \dim W_{\gamma,\delta} = \dim W_{\delta} \text{ for every } \delta \in \hat{\Delta} \}, \]
where $W_{\delta}$ is the $\delta$-weight space. Moreover, there is a subgroup $\Gamma^Z_\theta < \GL(n, \mathbb{C})_\theta$ containing the centre $Z(\GL(n, \mathbb{C})^\theta)$ of $\GL(n, \mathbb{C})^\theta$ such that the restriction $c_\theta|_{\Gamma^Z_\theta}$ induces an isomorphism
\[ \Gamma^Z_\theta / Z(\GL(n, \mathbb{C})^\theta) \cong \Gamma_\theta. \]

Proof. For each element $\gamma \in \Gamma_\theta$ we define a permutation matrix $M^\gamma$ such that $p(M^\gamma) = \gamma|_{\Delta}$ and
\[ \text{Int}_{s(\lambda)}(M^\gamma) = \gamma(\lambda)M^\gamma \]
for each $\lambda \in \Gamma$. First choose a representative $\delta \in \hat{\Delta}$ of each coset $\delta f(\Gamma/\Delta) \in \hat{\Delta}/f(\Gamma/\Delta)$. Then, for each $\delta' \in \delta f(\Gamma/\Delta)$, choose $\lambda \in \Gamma$ such that $f(\lambda\Delta) = \delta'\delta^{-1}$ and define
\[ M^\gamma_{\delta',\gamma} := s(\lambda)_{\delta',\gamma}^{-1}s(\lambda_{\delta',\gamma}^{-1} \gamma(\lambda_{\delta,0})^{-1} = ds(\lambda)_{\delta',\gamma}^{-1}s(\lambda_{\delta,0})^{-1}d^{-1}s(\lambda_{\delta,0})^{-1} \gamma(\lambda_{\delta,0})^{-1} = s(\lambda)_{\delta',\gamma}^{-1} \gamma(\lambda_{\delta,0})^{-1} \gamma(\lambda_{\delta,0})^{-1} = s(\lambda)_{\delta',\gamma}^{-1} \gamma(\lambda) \gamma(\lambda) = \gamma(\lambda_{\delta,0})^{-1} \gamma(\lambda_{\delta,0})^{-1} = s(\lambda)_{\delta',\gamma}^{-1} \gamma(\lambda), \]
where $d \in \mathbb{C}^*$ depends on $\lambda$ and $\delta_0$. Moreover, for each element $\lambda' \in \Gamma$, one has
\[ s(\lambda')f(\lambda'\Delta)_{\delta',\gamma}^{-1}s(\lambda')^{-1} = s(\lambda')f(\lambda'\Delta)_{\delta',\gamma}^{-1}s(\lambda')^{-1} \gamma(\lambda'), \]
which, since $s(\lambda)s(\lambda')$ and $s(\lambda\lambda')$ differ by a constant, is equal to
\[ s(\lambda\lambda')f(\lambda'\Delta)_{\delta',\gamma}^{-1}s(\lambda\lambda')^{-1} = M^\gamma_{f(\lambda'\Delta)_{\delta',\gamma}}(\lambda'). \]
This shows that $M^\gamma$ satisfies $\text{Int}_{s,\gamma}(M^\gamma) = \gamma(\lambda)M^\gamma$ for every $\lambda \in \Gamma$.

Note that, if $\gamma \in \Gamma^*$ did not restrict to an element of $\Delta^*$ preserving $\hat{\Delta}$, there would be no matrix $M$ satisfying $\text{Int}_{s,\gamma}(M) = \gamma(\delta)M$ for each $\delta \in \Delta$, since this implies that $M$ is a permutation matrix such that $p(M) = \gamma|_\Delta$. The automorphism $M$ would then send some non-zero weight space to a trivial weight space via an isomorphism, which is absurd. Similarly, if $W_{\delta}$ and $W_{\gamma,\delta}$ had different dimension for some $\delta \in \hat{\Delta}$, the restriction of $M$ to $W_{\delta}$ would be an isomorphism with a vector space of different dimension, which is impossible. Therefore, the map
\[ \{M^\gamma\}_{\gamma \in \Gamma_\theta} \xrightarrow{c_\theta} \Gamma_\theta \]
is a bijection.

Now we prove that, if $Z(\GL(n, \mathbb{C})^\theta) \cong (\mathbb{C}^*)^{\hat{\Delta}/f(\Gamma/\Delta)}$ is the centre of $\GL(n, \mathbb{C})^\theta$, the set $\Gamma^Z_\theta := Z(\GL(n, \mathbb{C})^\theta)\{M^\gamma\}_{\gamma \in \Gamma_\theta}$ is actually a subgroup of $\GL(n, \mathbb{C})$, so that $c_\theta$ induces an isomorphism $\Gamma^Z_\theta / Z(\GL(n, \mathbb{C})^\theta) \cong \Gamma_\theta$ — note that $Z(\GL(n, \mathbb{C})^\theta) \subset \GL(n, \mathbb{C})^\theta$ is in the kernel of $c_\theta$ by \[\text{[3.15]}\], hence the fact that \[\text{[5.31]}\] is a bijection implies that it is actually equal to the kernel. Indeed, it is enough to see that whenever $\gamma$ and $\gamma' \in \Gamma^*$ preserve $\hat{\Delta}$ and the corresponding weight spaces have the same dimension, the matrix $M^\gamma M^\gamma'$ is equal to $M^{\gamma'}$ multiplied by an element of $Z(\GL(n, \mathbb{C})^\theta)$, which is a $\Delta$-matrix whose restriction to the direct sum of the weight spaces corresponding to each orbit of $\hat{\Delta}/f(\Gamma/\Delta)$ is constant.
Given $\delta' \in \Delta^*$, the chosen representatives $\delta \in \delta'f(\Gamma/\Delta)$ and $\delta_0 \in \delta'\gamma'f(\Gamma/\Delta)$ and elements $\lambda$ and $\lambda_0 \in \Gamma$ satisfying $f(\lambda\Delta) = \delta'\delta^{-1}$ and $f(\lambda_0\Delta) = \delta_0\delta_0^{-1}\gamma'$, one has

$$M_{\delta,\gamma,\delta'}^\gamma M_{\delta,\gamma,\delta'}^\gamma = s(\lambda\lambda_0)\delta,\gamma,\delta_0 s(\lambda_0)^{-1}_0\gamma(\lambda\lambda_0)^{-1}s(\lambda)^{-1}_{\delta,\gamma,\delta_0}s(\lambda)^{-1}_{\delta,\gamma,\delta'}s(\lambda)^{-1}_{\delta,\gamma,\delta'}(\lambda)^{-1},$$

which is equal to

$$s(\lambda\delta,\gamma,\delta_0^0)\delta,\gamma,\delta_0 s(\lambda_0)^{-1}_0\gamma(\lambda)\delta,\gamma,\delta_0^0 s(\lambda)^{-1}_{\delta,\gamma,\delta_0}s(\lambda)^{-1}_{\delta,\gamma,\delta'}s(\lambda)^{-1}_{\delta,\gamma,\delta'}\gamma(\lambda)^{-1} =$$

$$s(\lambda)^{\delta,\gamma,\delta_0^0} s(\lambda)^{-1}_{\delta,\gamma,\delta_0} s(\lambda)^{-1}_{\delta,\gamma,\delta'} s(\lambda)^{-1}_{\delta,\gamma,\delta'} \gamma(\lambda)^{-1} [s(\lambda_0)^{\delta,\gamma,\delta_0^0} s(\lambda_0)^{-1}_{\delta,\gamma,\delta_0} s(\lambda_0)^{-1}_{\delta,\gamma,\delta'} s(\lambda_0)^{-1}_{\delta,\gamma,\delta'} \gamma(\lambda_0)^{-1}] =$$

$$M_{\delta,\gamma,\delta'}^\gamma \gamma(\lambda)^{-1} = M_{\delta,\gamma,\delta'}^\gamma [s(\lambda)^{\delta,\gamma,\delta_0} s(\lambda_0)^{-1}_{\delta,\gamma,\delta_0} s(\lambda_0)^{-1}_{\delta,\gamma,\delta'} s(\lambda_0)^{-1}_{\delta,\gamma,\delta'} \gamma(\lambda_0)^{-1}].$$

The expression in brackets only depends on $\delta,\delta_0, \gamma$ and $\gamma'$, so that $M_{\delta,\gamma,\delta'}^\gamma M_{\delta,\gamma,\delta'}^\gamma$ differ by an element of $Z(GL(n, \mathbb{C})^\theta)$ as required.

\[\square\]

**Corollary 5.8.** The homomorphism $c_\theta : GL(n, \mathbb{C})_\theta \rightarrow \Gamma^*$ is surjective if and only if the set of weights is the whole $\Delta^*$ and the weight spaces have all the same dimension. In particular, under this assumption $s|_\Delta$ is injective, $\tilde{\Delta}$ is identified with $\Delta^*$ via $s^*$ and the order of $\Delta$ must divide $n$.

The triple $(l, \Delta, s)$ is called \textbf{admissible} if any of the two equivalent conditions in the statement of Corollary 5.8 are met. In particular this implies, by injectivity of $s|_\Delta$ and the fact that $f^{-1} = ps$, that $\theta = \text{Int}_\ast$ is injective.

### 5.4. Admissible triples and components of the fixed point variety.

With definitions as in Section 3.3.5, we show that $M_l(X, GL(n, \mathbb{C})_\theta)$ is empty unless the triple $(l, \Delta, s)$ is admissible. Moreover, we parametrize the components of the fixed point locus using solely antisymmetric pairings.

**Corollary 5.9.** If $M_\gamma(X, GL(n, \mathbb{C}))$ is the intersection of the fixed point locus with the stable locus, the intersection

$$M_\gamma(X, GL(n, \mathbb{C})) \cap \tilde{M}(X, GL(n, \mathbb{C})_\theta)$$

is empty unless $(l, \Delta, s)$ is an admissible triple.

\[\text{Proof.}\] The whole point here is that the monodromy of $\Gamma$ when considered as an element of $H^1(X, \text{Hom}(\Gamma, \mathbb{C}^*)) \cong \text{Hom}(\Gamma, H^1(X, \mathbb{C}^*))$ is precisely $\Gamma^*$ by Proposition 5.10. Therefore, according to Theorem 5.3.6, in order for the smooth fixed point locus $M_\gamma(X, GL(n, \mathbb{C}))$ to be non-empty we need $\Gamma_\theta$ to be isomorphic to $\Gamma^*$ via the homomorphism $c_\theta : GL(n, \mathbb{C})_\theta \rightarrow \Gamma^*$. Equivalently, $c_\theta$ must be surjective.

\[\square\]

The inclusion of $\Gamma$ in $H^1(X, \mathbb{C}^*)$ is an element of $\text{Hom}(\Gamma, H^1(X, \mathbb{C}^*)) \cong H^1(X, \Gamma^*)$. Thus it provides an étale cover $p_{\Gamma} : X_{\Gamma} \rightarrow X$ with galois group $\Gamma^*$.

**Proposition 5.10.** The cover $X_{\Gamma}$ is connected. In other words, the monodromy of $\Gamma$ is equal to $\Gamma^*$.

\[\text{Proof.}\] We prove this by induction on the minimal number of generators of $\Gamma$. Let $\Gamma = \langle \lambda_1, \ldots, \lambda_k \rangle$ be a choice of generators identifying $\Gamma$ with a product of cyclic groups. Let $\Gamma' := \langle \lambda_1, \ldots, \lambda_{k-1} \rangle \leq \Gamma$ (this may be trivial). Let $p' : X_{\Gamma'} \rightarrow X$ be the connected étale cover determined by $\Gamma$. By the induction hypothesis $p' : X_{\Gamma'} \rightarrow X$ is connected and has
Galois group $\Gamma''$, so it is enough to show that the monodromy of $\Gamma$ contains an element of $\Gamma'$ which is trivial on $\Gamma'$ and has order equal to the order of $\lambda_k$.

First note that the kernel of the pullback $p^{**} : J(X) \to J(X_{\Gamma'})$ is equal to $\Gamma'$; indeed, there is an equivalence of categories between line bundles on $X$ and $\Gamma^{**}$-equivariant bundles on $X_{\Gamma'}$. The only possible actions on the trivial bundle are elements of $(\Gamma^{**})^{*} \cong \Gamma'$ multiplied by the trivial action (holomorphic functions are trivial on $X_{\Gamma'}$, and the composition of any action with the inverse of the trivial action is just a group of holomorphic functions), and each of those actions determines an element of $\Gamma'$ and vice versa. Thus, since no power of $\lambda_k$ is in $\Gamma'$ by assumption, the order of $p^{**}\lambda_k$ is equal to the order of $\lambda_k$. Hence the monodromy of $p^{**}\lambda_k$ must contain an element of $C^*$ with order equal to the order of $\lambda_k$, in other words there is an element of $\pi_1(X_{\Gamma'}) \leqslant \pi_1(X)$ whose image $\gamma \in \Gamma^{*}$ via holonomy satisfies that $\gamma(\lambda_k)$ has this order. Moreover, the fact that $p^{**}\Gamma'$ is trivial implies that $\gamma$ is trivial on $\Gamma'$.

**Remark 5.11.** In fact, the proof of Proposition 5.10 provides an inductive construction of $X_{\Gamma'}$ in terms of étale covers associated to line bundles with finite order. It also shows that we may characterize $X_{\Gamma'}$ by the condition that $\ker(p_{\Gamma'}^{*} : J(X) \to J(X_{\Gamma'})) = \Gamma$.

**Lemma 5.12.** Given an antisymmetric pairing $l : \Gamma \to \Gamma^*$ such that the order of a maximal isotropic subgroup $\Delta \leqslant \Gamma$ divides $n$, there exists a map $s : \Gamma \to \text{GL}(n, \mathbb{C})$ making $(l, \Delta, s)$ an admissible triple. Moreover, the class of $\theta := \text{Int}_s \in \mathcal{X}(\Gamma, \text{Int}_s)$ is unique, i.e. it only depends on $l$.

**Remark 5.13.** The assumption is independent of the choice of $\Delta$, since $|\Delta|$ only depends on $n$ and $l$: given two maximal isotropic groups $\Delta$ and $\Delta'$ in $\Gamma$, the pairing $l$ induces an injection $\Delta'/\Delta \cap \Delta' \hookrightarrow (\Delta/\Delta \cap \Delta')^*$. Indeed, the kernel of $\Delta' \to \Delta^*$ is $\Delta \cap \Delta'$ because otherwise the group generated by the kernel and $\Delta$ would be isotropic and would strictly contain $\Delta$, and $\Delta \cap \Delta'$ is in the kernel of $i^*l(\Delta')$, where $i : \Delta \hookrightarrow \Gamma$ is the inclusion. This implies that $|\Delta'| \leqslant |\Delta|$, and by symmetry we obtain $|\Delta'| = |\Delta|$.

**Proof of Lemma 5.12.** Let $\langle \cdot , \cdot \rangle$ be the pairing associated to $l$. We define the restriction of $s$ to $\Delta$ to be an isomorphism to a subgroup of diagonal matrices of $\text{GL}(n, \mathbb{C})$ whose set of weights is $\Delta^*$ and whose weight spaces have the same dimension — this is possible because $|\Delta| = |\Delta^*|$ divides $n$. It is easy to see that any such choice of $s|_{\Delta}$ provides the same class in $\mathcal{X}(\Delta, \text{Int}(\text{GL}(n, \mathbb{C})))$.

Let $\overline{\lambda}_1, \ldots, \overline{\lambda}_m$ be a minimal set of generators for $\Gamma/\Delta$, i.e. an isomorphism between $\Gamma/\Delta$ and a product of finite cyclic groups. Consider the quotient $\kappa : \Gamma \to \Gamma/\Delta$ and assume that $s$ has been defined for a subgroup $\kappa^{-1}(H)$, where $H < \Gamma/\Delta$ is generated by the first $k - 1$ generators. Set $\overline{\lambda} := \overline{\lambda}_k$ with representative $\lambda \in \Gamma$ and let $H' \leqslant \Gamma/\Delta$ be the subgroup generated by $H$ and $\overline{\lambda}$. We extend $s$ over the subgroup $\kappa^{-1}(H')$ of $\Gamma$ as follows: first consider a permutation matrix $M^\gamma$ defined as in the proof of Lemma 5.7 where $\gamma := l(\lambda) \in H^\gamma$. The matrix $M^\gamma$ satisfies

\begin{equation}
(5.32) \quad s(h)M^\gamma s(h)^{-1} = \langle h, \lambda \rangle M^\gamma
\end{equation}

for each $h \in \kappa^{-1}(H)$ and, in particular, $p(M^\gamma) = \gamma|_{\Delta}$. Note that multiplying $M^\gamma$ by a $\Delta$-matrix $d$ whose restriction to $W_{\delta f(H)} := \bigoplus_{\delta \in \delta f(H)} W_{\delta'}$
is a multiple of the identity for each $\delta \in \Delta^*$ preserves (5.32), where $f : H \to \Delta^*$ is the homomorphism induced by $l$. We may further choose $d$ such that $(M^\tau d)^{k'}$ is a multiple of $s(\lambda^{[t]})$. Set $s(\lambda) := M^\tau d$ and define $s(\lambda^r) := s(h)s(\lambda)^r$ for each $h \in \kappa^{-1}(H)$ and natural number $r$. Note that the elements of $s(\kappa^{-1}(H))$ commute up to multiplication by $\mathbb{C}^*$. Moreover, given an element $h \in H$, the fact that $s(h\lambda^r)^{[k(h\lambda^r)]}$ is a multiple of the correct diagonal matrix — namely $s((\lambda^r)^{[k(h\lambda^r)]})$, where $(\lambda^r)^{[k(h\lambda^r)]} \in \Delta$ — follows from the corresponding properties of the generators and the fact that $s|_\Delta$ is a homomorphism. The minimality of the generators chosen in $\Gamma/\Delta$ implies that the new definitions are compatible with the old ones. The fact that the map $s$ induces the pairing $l$ follows from (5.27) and (5.32).

Finally note that, given $s|_{\kappa^{-1}(H)}$, the choice of $s(\lambda)$ (or rather $\text{Int}_s(\lambda)$) is determined by $l(\lambda)|_{\kappa^{-1}(H)}$ up to conjugation by a $\Delta$-matrix which is constant on each set of blocks defined by a coset of $\Delta^*/f(H)$. Of course, conjugating $s$ by such a matrix does not change $s|_{\kappa^{-1}(H)}$. Moreover, by induction $\text{Int}_s|_{\kappa^{-1}(H)}$ is unique up to conjugation by an element $\text{Int}_g \in \text{Int}(\text{GL}(n, \mathbb{C}))$, and it can be seen that $gs(\lambda)g^{-1}$ satisfies (5.32) if $s|_{\kappa^{-1}(H)}$ is replaced by $g\sigma|_{\kappa^{-1}(H)}g^{-1}$. Thus the class of $\theta = \text{Int}_s$ in $\pi(\Gamma, \text{Int}(\text{GL}(n, \mathbb{C})))$ only depends on $l$ and $\Delta$. To see that it does not depend on $\Delta$ notice that, given another maximal isotropic subgroup $\Delta' \leq \Gamma$, by Lemma 5.6 there exists a homomorphism $\theta' = \text{Int}_{s'}$ in the class of $\theta$ such that $(l', \Delta', s')$ is admissible, and so by the previous argument the class of $\theta'$ is completely determined by $l$ and $\Delta'$. Hence the class of $\theta$ does not depend on $\Delta$ or $\Delta'$ whatsoever. 

5.5. Fixed points as pushforwards. Let $(l, \Delta, s)$ be an admissible triple and $\theta := \text{Int}_s$, a homomorphism from $\Gamma$ to $\text{Int}(\text{GL}(n, \mathbb{C}))$. In order to apply Theorem 3.7 we need to describe the homomorphism $\tau$ fitting in the commutative diagramme

$$
\begin{array}{ccc}
\Gamma^*_g & \xrightarrow{\text{Int}} & \text{Aut}(\text{GL}(n, \mathbb{C})^\theta) \\
\downarrow c_\theta & & \downarrow \tau \\
\Gamma^*_t & \xrightarrow{\tau} & .
\end{array}
$$

(5.33)

This map lifts the characteristic homomorphism $\Gamma^*_g \to \text{Out}(\text{GL}(n, \mathbb{C})^\theta)$ of the extension $\text{GL}(n, \mathbb{C})_\theta$. Recall that $\Gamma^*_g$ consists of permutation matrices with constant blocks and, for every $a \in \Gamma^*_g$ and every $\Delta$-matrix $M$, the equation $(aMa^{-1})_\delta = M_\delta c_\theta(a)_\delta$ holds for each $\delta \in \Delta^*$. Hence, for each $\lambda \in \Gamma$, $\tau(\lambda)$ permutes the blocks of a matrix in $\text{GL}(n, \mathbb{C})^\theta$ according to the permutation of $\Delta^*$ given by multiplication by $\nu^*(\lambda)^{-1}$. — recall that each block is labeled with an element of $\Delta^*$, as every element of $\text{GL}(n, \mathbb{C})^\theta$ is a $\Delta$-matrix. Since every element $M \in \text{GL}(n, \mathbb{C})^\theta$ satisfies $M_\delta = M_{\delta'}$ for each $\delta$ and $\delta'$ in the same coset of $\Delta^*/f(\Gamma/\Delta)$, the automorphism $\tau(\lambda)$ is actually determined by the action of the coset of $\nu^*(\lambda)^{-1}$ on $\Delta^*/f(\Gamma/\Delta)$. By choosing a map $t : \Gamma^*_t \to \Gamma_g^*$ such that $c_\theta \circ t = 1$ we obtain an isomorphism $\text{GL}(n, \mathbb{C})_\theta \cong \text{GL}(n, \mathbb{C})^\theta \times_{(\tau, c)} \Gamma^*_t$ for a suitable 2-cocycle $c \in Z^2(\Gamma^*_t, Z(\text{GL}(n, \mathbb{C})^\theta))$ as in the proof of Proposition 2.4. For example, we could take $t$ to be the inverse of the bijection (5.31).

Let $p_{\Gamma} : X_{\Gamma} \to X$ be the — connected by Proposition 5.10 — étale cover with Galois group $\Gamma^*$ determined by $\Gamma$. We may simplify the description of $(\tau, c)$-twisted $\Gamma^*$-equivariant $\text{GL}(n, \mathbb{C})^\theta$-bundles over $X_{\Gamma}$ as follows.
There is an action of $l(\Gamma)$, with kernel $l(\Delta)$, on the moduli space $M(X_\Delta, GL(n/|\Delta|, \mathbb{C}))$ of vector bundles of rank $n/|\Delta|$-bundles over $X_\Delta$, such that $l(\lambda) \in l(\Gamma)$ sends a vector $W$ to $l(\lambda)^*W \otimes p^*_\Delta \lambda$. Here we are regarding $l(\lambda)$ as an element of $\Delta^* \cong \text{Gal}(X_\Delta/X)$ by restriction. We denote by $M(X_\Delta, GL(n/|\Delta|, \mathbb{C}))(\Gamma)$ the corresponding fixed point subvariety, consisting of vector bundles $W$ such that
\begin{equation}
(5.34) \quad W \cong l(\lambda)^*W \otimes p^*_\Delta \lambda
\end{equation}
for every $\lambda \in \Gamma$. The pushforward map restricts to a morphism
\begin{equation}
(\Gamma) \quad p_{\Delta*} : M(X_\Delta, GL(n/|\Delta|, \mathbb{C}))(\Gamma) \to M(X, GL(n, \mathbb{C})).
\end{equation}

**Proposition 5.14.** If $\tilde{M}(X_\Gamma, GL(n, \mathbb{C})^\theta, \Gamma^*, \tau, c)$ is the image of $M(X_\Gamma, GL(n, \mathbb{C})^\theta, \Gamma^*, \tau, c)$ in $M(X, GL(n, \mathbb{C}))$ by the morphism \((5.35)\), then
\begin{equation}
\tilde{M}(X_\Gamma, GL(n, \mathbb{C})^\theta, \Gamma^*, \tau, c) = p_{\Delta*} M(X_\Delta, GL(n/|\Delta|, \mathbb{C}))(\Gamma).
\end{equation}

**Proof.** First let $F$ be a polystable $(\tau, c)$-twisted $\Gamma^*$-equivariant $GL(n, \mathbb{C})^\theta$-bundle with $\Gamma^*$-action $\tilde{\chi}$. The corresponding vector bundle $F(C^n)$ is equal to a direct sum of $|\Delta|\, |\Delta|$ vector bundles of rank $\frac{n}{|\Delta|}$ such that any two summands corresponding to elements $\delta$ and $\delta'$ in the same coset of $\Delta^*/f(\Gamma/\Delta)$ are isomorphic. Set $F(C^n) = \bigoplus_{\delta \in \Delta^*} V_{\delta}$, where $V_{\delta'} \cong V_{\delta}$ for every $\delta$ and $\delta' \in \Delta^*$ such that $\delta^{-1}\delta' \in f(\Gamma/\Delta)$. The $(\tau, c)$-twisted $\Gamma^*$-equivariant action on $F$ induces, by Proposition 2.10 an equivariant action of $\Gamma^*$ on $F(C^n)$. For each $(e, v) \in F(C^n)$ and $\gamma \in \Gamma^*$, this is given by
\begin{equation}
(5.35) \quad (e, v) \cdot \gamma := (e \cdot \gamma, t(\gamma)^{-1}v).
\end{equation}
Note that $t(\gamma) = M^\gamma$ — recall that $M^\gamma$ is defined in the proof of Lemma 5.7 — is a permutation matrix such that $p(t(\gamma)) = \gamma^{-1}|\Delta|$, see (5.30). Therefore, $V_{\delta} \cdot \gamma = V_{\delta\gamma^{-1}}$ for each $\delta \in \Delta^*$. In particular, $\gamma$ preserves $V_{\delta}$ if and only if $\gamma \in \ker(\Gamma \to \Delta^*)$. Moreover, $V_{\delta} \cong \gamma^*V_{\delta}$ for every $\delta \in \Delta^*$, where $\gamma \in \Gamma^*$ is any element such that $|\gamma| = \delta$. There is also an isomorphism $l(\lambda)^*V_{\delta} \cong V_{\delta}$ for each $\lambda \in \Gamma$.

We claim that $\ker(\Gamma \to \Delta^*) = l(\Delta)$. Indeed, note that there is a natural isomorphism $\Delta^* \cong \Gamma^*/l(\Delta)$ given by the short exact sequence of abelian groups
\begin{equation}
1 \to (\Gamma/\Delta)^* \to \Gamma^* \to \Delta^* \to 1
\end{equation}
and the fact that the homomorphism $\Delta \to (\Gamma/\Delta)^*$ induced by $l$ is surjective — this follows from injectivity of $f$. Hence, if we set $V := V_1$, then $F(C^n) = \bigoplus_{\gamma \in \Gamma^*/l(\Delta)} \gamma^*V$. Since $\Gamma^*$ is abelian, the actions of any two elements on $F(C^n)$ commute and so
\begin{equation}
F(C^n)/l(\Delta) = \bigoplus_{\gamma \in \Gamma^*/l(\Delta)} \gamma^*V/l(\Delta) = \bigoplus_{\delta \in \Delta^*} \delta^*W,
\end{equation}
where $W := V/l(\Delta)$ is a vector bundle of rank $n/|\Delta|$ over $X_\Delta$.

For each $\lambda \in \Delta$, the equation $t(l(\lambda)) = s(\lambda)$ holds. In particular, $(\lambda, \delta')t(l(\lambda))_{\delta} = t(l(\lambda))_{\delta'}$ for each $\delta, \delta' \in \Delta^*$. Therefore, by (5.35), for each $\lambda \in \Gamma$ the action of $l(\delta)$ on $l(\lambda)^*V \cong V$ is equal to that on $V$ multiplied by $(\lambda, \delta)$. But the pullback $p^*_\Gamma \lambda$ equipped with its holonomy $\Gamma^*$-action is isomorphic to the trivial line bundle $O \to X_\Gamma$ equipped with the action given by the canonical $\Gamma^*$-equivariant action multiplied by $\lambda^{-1}$. Therefore, there is an isomorphism $l(\lambda)^*V/l(\Delta) \cong W \otimes p^*_\Delta \lambda^{-1}$, in other words
\begin{equation}
W \cong l(\lambda)^*W \otimes p^*_\Delta \lambda
\end{equation}
for each $\lambda \in \Gamma$. This is precisely (5.34).

By Proposition [3, Proposition 4.1] the polystability of $(F, \cdot)$ implies that $F$ is polystable, hence so is its extension of structure group to $GL(n, \mathbb{C})$ by Proposition 3.5. Equivalently, its associated bundle $F(\mathbb{C}^n)$ is polystable. Since it is the direct sum of the pullbacks of $V$, which have all the same slope, $V$ is polystable. Therefore, $W$ is polystable — this follows from the fact that a subbundle of $W$ provides a subbundle of $V$ by pullback. We conclude that $W \in M(X_\Delta, GL(n/|\Delta|, \mathbb{C}))^{\Gamma(\Gamma)}$.

Conversely, given a polystable vector bundle $W \in M(X_\Delta, GL(n/|\Delta|, \mathbb{C}))^{\Gamma(\Gamma)}$, let $V$ be its pullback to $X_\Gamma$ via the natural projection $X_\Gamma \to X_\Delta$. There is a $\Gamma^*$-equivariant action on $\bigoplus_{\gamma(\Delta) \in \Gamma^* / \Gamma(\Delta)} \gamma^* V$. By (5.34) $V \cong l(\lambda)^* V$ for each $\lambda \in \Gamma$, hence there is a reduction of the bundle of frames $P$ of $\bigoplus_{\gamma(\Delta) \in \Gamma^* / \Gamma(\Delta)} \gamma^* V$ to $GL(n, \mathbb{C})^\theta$, which we denote by $F$.

The natural $\Delta^*$-equivariant action on the vector bundle $\bigoplus_{\delta \in \Delta^*} \delta^* W$ induces a $\Gamma^*$-action on $\bigoplus_{\gamma(\Delta) \in \Gamma^* / \Gamma(\Delta)} \gamma^* V$, which we denote by $\cdot$. Let $f_\lambda : V \cong l(\lambda)^* V$ be the pullback of (5.34) and consider the isomorphism $\varphi_\gamma$ fitting in the commutative diagramme:

\[
\begin{array}{ccc}
V & \xrightarrow{\varphi_\gamma} & \gamma^* V \\
\downarrow f_\lambda & & \downarrow \gamma^* f_\lambda \\
l(\lambda)^* V & \xrightarrow{\gamma} & l(\lambda)^* \gamma^* V.
\end{array}
\]

If $W$ is stable, it is simple and so $\varphi_\gamma$ and so $\cdot : V \to \gamma^* V$ must differ by a constant. Otherwise, we may change $\varphi_\gamma$ so that it sends each stable summand of $W$ to the same stable summand of $l(\lambda)^* W$ as $\cdot$ and we still conclude that they differ by a constant, which we denote by $k_{\lambda,\gamma}^1$. In other words,

$$\cdot \gamma|_V = k_{\lambda,\gamma}^1 \varphi_\gamma$$

Consider the constant

$$k_{\lambda,\gamma}^2 := t(\gamma^{-1})^{-1} t(\gamma^{-1})_{1,\lambda^{-1},\lambda^{-1},\gamma},$$

and let $k_{\lambda,\gamma} := k_{\lambda,\gamma}^2 (1 - \lambda, \gamma)^{-1}$. Note that $k_{\lambda,\gamma}(\delta) = 1$ for each $\delta \in \Delta$, since $t(\delta) = s(\delta)$ and so

$$k_{\lambda,\gamma}(\delta) = \langle \lambda, \delta \rangle,$$

which is equal to $k_{\lambda,\gamma}^1$ by (5.34). Therefore, rescaling $\cdot \gamma|_V$ by $k_{\lambda,\gamma}$ does not change the quotient of $\bigoplus_{\gamma(\Delta) \in \Gamma^* / \Gamma(\Delta)} \gamma^* V$ by $l(\Delta)$, which is still $\bigoplus_{\delta \in \Delta^*} \delta^* W$ equipped with the natural $\Delta^*$-equivariant action. The resulting set of isomorphisms $\{ \cdot \gamma k_{\lambda,\gamma} \}$ is indeed a honest group action, since $t(\gamma) t(\gamma')$ and $t(\gamma'')$ differ by an element of $Z(GL(n, \mathbb{C})^\theta)$, which does not change $k_{\lambda,\gamma}(\delta)$ for any $\lambda \in \Gamma$.

Thus, without loss we may replace $\cdot \gamma$ with $\cdot \gamma k_{\lambda,\gamma}$ and assume that $\varphi_\gamma$ differs from $\cdot \gamma$ from the same constant as the one that distinguishes the restrictions of $t(\gamma^{-1})$ to the 1-weight space and the $l(\lambda)$-eigenspace. Let $*$ denote the induced $\Gamma^*$-action on $P$. Then $F * l(\lambda) = Ft(\gamma^{-1})$. This implies that the corresponding $\text{(Int}, c)\text{-twisted $\Gamma^*$-equivariant action on } P$, given by $\cdot \gamma t(\gamma)$ for each $\gamma \in \Gamma^*$, preserves $F$. Hence $F$ inherits a $(\tau, c)$-twisted $\Gamma^*$-equivariant action by Proposition 2.10.
Using Proposition 2.10 again, the vector bundle corresponding to the \( \text{GL}(n, \mathbb{C}) \)-bundle \( E \) given as the image of \( F \) by (3.20) is
\[
E(\mathbb{C}^n) = F(\mathbb{C}^n)/\Gamma^* \cong \bigoplus_{\delta \in \Delta^*} \delta^* W/\Delta^* \cong p_{\Delta^*} W.
\]
Hence, the proposition follows. \( \square \)

We can now state the main result of Section 5.

**Theorem 5.15.** The inclusions
\[
\bigcup_l p_{\Delta^*} M(X_\Delta, \text{GL}(n/|\Delta|, \mathbb{C}))^{l(\Gamma)} \subset M(X, \text{GL}(n, \mathbb{C}))^\Gamma
\]
and
\[
M_*(X, \text{GL}(n, \mathbb{C}))^\Gamma \subset \bigcup_l p_{\Delta^*} M(X_\Delta, \text{GL}(n/|\Delta|, \mathbb{C}))^{l(\Gamma)}
\]
hold, where \( M(X_\Delta, \text{GL}(n/|\Delta|, \mathbb{C}))^{l(\Gamma)} \) is the subvariety of \( M(X_\Delta, \text{GL}(n/|\Delta|, \mathbb{C})) \) consisting of vector bundles \( W \) satisfying (5.34). The parameter \( l \) runs over all antisymmetric pairings on \( \Gamma \) such that the order of a maximal isotropic subgroup \( \Delta \) divides \( n \). The choice of \( \Delta \) is fixed for each \( l \).

**Proof.** Follows from Lemmas 5.6, 5.12, Proposition 5.14, Theorems 3.6 and 3.7 and Corollary 5.9. \( \square \)

**Remark 5.16.** By an argument similar to the proof of [17, Proposition 3.1], we know that the pushforward of a vector bundle \( E \) over \( X_\Delta \) is stable if and only if \( E \) is stable and non-isomorphic to any of its pullbacks by \( \text{Gal}(X_\Delta/X) \). Moreover, the pushforwards of two such vector bundles are isomorphic if and only if they are pullbacks of each other. This, together with Theorem 5.15, provides a complete description of the smooth fixed point locus.

**5.6. Fixed points with fixed determinant.** For each antisymmetric pairing \( l \) of \( \Gamma \) fix a maximal isotropic subgroup \( \Delta \leq \Gamma \). Consider the 1-dimensional representation \( \Delta^* \to \text{GL}(\bigwedge \text{top} \mathbb{C}[\Delta^*]) \), induced by the permutation representation of \( \Delta^* \). This is a character of \( \Delta^* \), hence it determines an element \( \delta_l \in \Delta \) of order at most two. Given a vector bundle \( E \) in \( H^1(X_\Delta, \text{GL}(n/|\Delta|)) \), by an argument similar to the proof of [19, Proposition 3.23],
\[
\det p_{\Delta^*} E = \text{Nm}_\Delta (\det E) \otimes \delta_l,
\]
where \( \text{Nm}_\Delta : J(X_\Delta) \to J(X) \) is the norm map. Let
\[
\vartheta_l := \text{Nm}_\Delta \circ \det : M(X_\Delta, \text{GL}(n/|\Delta|)) \to J(X)
\]
and consider the variety \( \vartheta_l^{-1}(\delta_l)^{l(\Gamma)} \subset M(X_\Delta, \text{GL}(n/|\Delta|))^{l(\Gamma)} \).

**Corollary 5.17.** The inclusions
\[
\bigcup_l p_{\Delta^*} \vartheta_l^{-1}(\delta_l)^{l(\Gamma)} \subset M(X, \text{SL}(n, \mathbb{C}))^\Gamma
\]
and
\[
M_*(X, \text{SL}(n, \mathbb{C}))^\Gamma \subset \bigcup_l p_{\Delta^*} \vartheta_l^{-1}(\delta_l)^{l(\Gamma)}
\]
hold, where \( l \) runs over all antisymmetric pairings on \( \Gamma \) such that the order of a maximal isotropic subgroup \( \Delta \) divides \( n \).

6. Action of a finite group of line bundles of order 2 on \( M(X, \text{Sp}(2n, \mathbb{C})) \)

Let \( \text{Sp}(2n, \mathbb{C}) \) be the symplectic group in \( \text{GL}(2n, \mathbb{C}) \) for the standard symplectic structure. The centre is \( \{1, -1\} \cong \mathbb{Z}/2\mathbb{Z} \). Let \( \Gamma \subset H^1(X, \mathbb{Z}/2\mathbb{Z}) \) be any subgroup. Note that, via the Narasimhan–Seshadri Theorem, we may identify \( H^1(X, \mathbb{Z}/2\mathbb{Z}) \) with the subgroup of \( J(X) \) consisting of elements of order at most 2. Since \( J(X) \) is an abelian variety of dimension equal to the genus \( g \) of \( X \), this is isomorphic to \( (\mathbb{Z}/2\mathbb{Z})^{2g} \). We adapt the definitions and arguments of Section 5 to describe \( M(X, \text{Sp}(2n, \mathbb{C}))^\Gamma \), dividing the argument in analogous sections to emphasize the parallelism.

6.1. Antisymmetric pairings and the character variety \( \mathfrak{X}(\Gamma, \text{Int}(\text{Sp}(2n, \mathbb{C}))) \).

**Definition 6.1.** Recall that an **antisymmetric pairing** on \( \Gamma \) is a homomorphism
\[
l : \Gamma \to \Gamma^* := \text{Hom}(\Gamma, \mathbb{Z}/2\mathbb{Z}) \cong \text{Hom}(\Gamma, \mathbb{C}^*)
\]
such that every element of \( \Gamma \) pairs trivially with itself. We may choose a maximal isotropic subgroup \( \iota : \Delta \hookrightarrow \Gamma \) where the pairing is trivial, and there is an induced injection \( f : \Gamma/\Delta \hookrightarrow \Delta^* \).

A representative quadruple for \( \Gamma \) is a quadruple \((l, \Delta, q, s)\), where \( l : \Gamma \to \Gamma^* \) is an antisymmetric pairing, \( \Delta \) is a maximal isotropic subgroup, \( q \in \Delta^* \) and \( s : \Gamma \to \text{Sp}(2n, \mathbb{C}) \) is a map satisfying that:

1. It induces a homomorphism \( \text{Int}_s : \Gamma \to \text{Int}(\text{Sp}(2n, \mathbb{C})) \).
2. It restricts to a map \( \Delta \to \mathbb{C}^{2n} \subset \text{GL}(2n, \mathbb{C}) \).
3. The antisymmetric pairing
\[
\Gamma \to \Gamma^*; \lambda \mapsto (\lambda' \mapsto s_\gamma s_{\lambda'} s_\gamma^{-1} s_{\lambda'}^{-1})
\]
is equal to \( l \). In particular, for every \( \lambda \in \Gamma \) the element \( s_\gamma \) is a permutation matrix such that \( p(s_\gamma) = s^l(\lambda) \).
4. The image of \( s \) consists of permutation matrices whose blocks are multiples of the identity.
5. For each \( \delta \in \Delta \), the eigenspaces of \( \mathbb{C}^{2n} \) for the action of \( s(\delta) \) are either isotropic — i.e., the restriction of the symplectic form is trivial — or symplectic — i.e., the restriction of the symplectic form is non-degenerate. This provides a homomorphism \( \Delta \to \mathbb{Z}/2\mathbb{Z} \) which maps \( \lambda \) to \(-1\) if the eigenspaces are isotropic and to \(1\) otherwise, which must be equal to \( q \).

We denote by \( q \) the **characteristic homomorphism** of \( s \).

The only statement in (5) which is not tautological is the fact that the characteristic homomorphism is equal to \( q \): note that (1) imposes that the eigenvalues of \( s(\delta) \) be either \( \pm 1 \) or \( \pm i \) for each \( \delta \in \Delta \), thus it only has two eigenspaces. The fact that \( s(\delta) \) preserves the symplectic form implies that the eigenspaces are isotropic if and only if the eigenvalues are \( \pm i \) (with each isotropic subspace having opposite eigenvalue), and they are \( \pm 1 \) if and only if the eigenspaces are symplectic. It follows from (2) that the characteristic homomorphism is an actual homomorphism: given \( \delta \) and \( \delta' \in \Delta \), the eigenspaces of \( s(\delta \delta') \)
are isotropic/symplectic if and only if the eigenspaces of $s(\delta)s(\delta')$ are isotropic/symplectic — by (1) $s(\delta\delta')$ and $s(\delta)s(\delta')$ differ by a constant —, if and only if the eigenvalues of $s(\delta)s(\delta')$ are $\pm i/\pm 1$. These are the product of the eigenvalues of $s(\delta)$ and $s(\delta')$, hence the result reduces to checking the possibilities.

**Lemma 6.2.** For every class in the character variety $\mathfrak{X}(\Gamma, \text{Int}(\text{Sp}(2n, \mathbb{C})))$ there exists a representative quadruple $(l, \Delta, q, s)$ such that $\text{Int}_s$ is in the class.

**Proof.** Let

$$\theta : \Gamma \to \text{Int}(\text{Sp}(2n, \mathbb{C})); \lambda \mapsto \text{Int}_s,$$

be a homomorphism. Since $\Gamma$ is abelian, we obtain an antisymmetric pairing

$$l : \Gamma \to \Gamma^*; \lambda \mapsto (\lambda' \mapsto s_\gamma s_\lambda^{-1}s_\gamma^{-1}).$$

Choose a maximal isotropic subgroup $\iota : \Delta \hookrightarrow \Gamma$ and consider the corresponding injection $f : \Gamma/\Delta \hookleftarrow \Delta^*$. Since the elements in $s(\Delta)$ are semisimple — the square of each of them is in $\mathbb{Z}/2\mathbb{Z} \subset \mathbb{C}^*$ — and commute with each other, they can be simultaneously diagonalised by symplectic matrices — this follows, for example, from the fact that every two maximal tori in $\text{Sp}(2n, \mathbb{C})$ are conjugate to each other. Thus we may assume, after conjugating $\theta$ if necessary, that they are all diagonal.

Let $q \in \Delta^*$ be the characteristic homomorphism of $s$. For each $\delta \in \Delta$, the diagonal matrix $s(\delta)$ has eigenvalues $\pm 1$ if $q(\delta) = 1$ and $\pm i$ otherwise. Thus we may further assume after rescaling by $\pm 1$ that the first vector of the standard basis of $\mathbb{C}^{2n}$ has eigenvalue 1 or $-i$. For convenience we redefine the eigenvalues of $s(\delta)$ so that they are always $\pm 1$ by multiplying them by $i$ if $q(\delta) = -1$. Note that, under this convention, the first vector of the standard basis always has eigenvalue 1. A simultaneous eigenspace for the action of $s(\Delta)$ is called a weight space, whose corresponding weight is an element of $s(\Delta)^* \leq \Delta^*$ which associates its eigenvalue — in this new sense, so that it takes values $\pm 1$ — to each $\delta \in \Delta$. The fact that each weight is a homomorphism $\Delta \to \mathbb{C}^*$ follows from the first vector of the standard basis having weight 1, since $s(\delta\delta') = \pm s(\delta)s(\delta')$ for every $\delta$ and $\delta' \in \Delta$. Note that, since the only possible eigenvalues are 1 and $-1$, the eigenspaces of each element in $s(\Delta)$ determine that element. This implies that the set of weights is equal to $s(\Delta)^* \leq \Delta^*$.

As in the proof of Lemma 5.6, the homomorphism $\Gamma/\Delta \xrightarrow{p_\Delta} \Delta^*$ induced by $p$ is equal to the multiplicative inverse of $f$, which in this case is equal to $f$. Given a weight $\delta \in s(\Delta)^* \subset \Delta^*$ we obtain an orbit of weights $\delta f(\Gamma/\Delta)$, and the dimensions of all the weight spaces in a given orbit must be equal. In particular the subgroup $f(\Gamma/\Delta)$ of $\Delta^*$ must be contained in $s(\Delta)^*$. For each $\delta \in s(\Delta)^*$ we denote by $W_\delta$ the corresponding weight space.

As in the proof of Lemma 5.6, we choose representatives $\lambda \in \Gamma$ of each coset $\lambda \Delta \in \Gamma/\Delta$ and show that there exists a symplectic $\Delta$-matrix $S$ such that $Ss(\lambda)S^{-1}$ is a permutation matrix with blocks in $\mathbb{C}^*$ for each $\lambda \Delta \in \Gamma/\Delta$. Choose a representative $\delta \in s(\Delta)^*$ of each coset $\delta f(\Gamma/\Delta) \in s(\Delta)^*/f(\Gamma/\Delta)$. We split the argument into three cases: first assume that the characteristic homomorphism $q \in \Delta^*$ is non-trivial and $q \in f(\Gamma/\Delta)$. Choose an element $\delta_q \in q^{-1}(-1)$ and consider the subgroup $\ker \delta_q \subset f(\Gamma/\Delta)$, which has degree 2 (because $\delta_q \in f(\Gamma/\Delta)^*$ has order at most two and $q(\delta_q) = -1$). Consider the $\Delta$-matrix $S$ determined by $S_{\delta\delta'} = s(\lambda_{\delta'})^{-1}_{\delta\delta'}$ and $S_{(\delta\delta')\delta'} = s(\lambda_{\delta'})^{-1}_{\delta\delta',\delta'}$, where $\delta' \in \ker \delta_q$, $\lambda_{\delta'} \in \Gamma$ is any element whose coset $\lambda_{\delta'} \Delta \in \Gamma/\Delta$ is equal to $f^{-1}(\delta')$ and $\delta \in s(\Delta)^*$ is the representative of
\[ \delta f(\Gamma/\Delta). \] Note that there is a decomposition into symplectic subspaces
\[ \mathbb{C}^{2n} = \bigoplus_{\delta \in \ker \delta_q} W_{\delta} \oplus W_{q\delta}, \]
where \( W_{\delta} \) is isotropic. This follows from the fact that \( W_{q\delta} \) is contained in the same eigenspaces as \( W_{\delta} \) for elements in \( \ker q \), which have symplectic eigenspaces, and in different eigenspaces for nilpotents in \( q^{-1}(-1) \), which decompose \( \mathbb{C}^{2n} \) into maximal isotropic subspaces. Thus \( s(\lambda_{\delta'})^{-1}_{\delta\delta',\delta} \oplus s(\lambda_{\delta'})^{-1}_{q\delta',q\delta} \) may be regarded as an automorphism of \( \mathbb{C}^{\dim W_{\delta}} \oplus \mathbb{C}^{\dim W_{q\delta}} \) preserving the standard symplectic form, which shows that \( S \in \text{Sp}(2n, \mathbb{C}) \). The same calculation as in the proof of Lemma 5.6 shows that \( Ss(\lambda)S^{-1} \) has constant blocks for every \( \lambda \in \Gamma \) such that \( l(\lambda) \in \ker \delta_q \). We take this for granted hereafter.

Now choose \( \lambda_q \in \Gamma \) such that \( f(\lambda_q\Delta) = q \). Since \( \lambda_q \) has order two we know that, for each \( \delta \in \ker \delta_q \leq s(\Delta)^* \), \( s(\lambda_q)_{q\delta,\delta}s(\lambda_q)_{\delta,q\delta} \) is equal to 1 or -1. Since \( s(\lambda_q) \) preserves the symplectic form, \( s(\lambda_q)_{q\delta,\delta} = -s(\lambda_q)_{\delta,q\delta}^{-1} \) (recall that the restriction of the standard symplectic form to \( W_{\delta} \oplus W_{q\delta} \) is the standard one in lower dimension). Thus \( s(\lambda_q)_{\delta,q\delta} \) is either symmetric or skew-symmetric and so it is diagonalizable, which implies that it has a square root \( s(\lambda_q)^{1/2}_{q\delta,q\delta} \) in \( \text{GL}(\dim W_{\delta}, \mathbb{C}) \). Now let \( S' \in \text{GL}(2n, \mathbb{C}) \) be the \( \Delta \)-matrix such that \( S'_\delta = s(\lambda_q)^{-1/2}_{q\delta,q\delta} \) and \( S'_{q\delta} = s(\lambda_q)^{-1/2}_{\delta,q\delta} \) for every \( \delta \in \ker \delta_q \leq s(\Delta)^* \). The matrix \( S' \) is a multiple of a symplectic matrix because, for every (skew-)symmetric matrix \( A \),
\[
\begin{pmatrix}
A^{1/2} & 0 \\
0 & A^{-1/2}
\end{pmatrix}
\begin{pmatrix}
0 & I_{2n/|\Delta|} \\
-I_{2n/|\Delta|} & 0
\end{pmatrix}
\begin{pmatrix}
(A^{1/2})^t & 0 \\
0 & (A^{-1/2})^t
\end{pmatrix}
=
\begin{pmatrix}
0 & A^{1/2} \\
-A^{-1/2} & 0
\end{pmatrix}
\begin{pmatrix}
\pm A^{1/2} & 0 \\
0 & \pm A^{-1/2}
\end{pmatrix}
=
\begin{pmatrix}
0 & \pm I_{2n/|\Delta|} \\
\mp I_{2n/|\Delta|} & 0
\end{pmatrix}.
\]

Moreover, since \( \text{Int}_s \) is a homomorphism, \( s(\lambda) \) has constant blocks for every \( \lambda \in \Gamma \) such that \( l(\lambda) \in \ker \delta_q \) and \( f(\Gamma/\Delta) = \ker \delta_q \cup q \ker \delta_q \), we know that \( s(\lambda_q)_{\delta',q\delta'} = s(\lambda_q)_{q\delta,q\delta}^{-1} \) is a multiple of \( s(\lambda_q)_{q\delta,\delta} \) for every \( \delta' \in f(\Gamma/\Delta) \). This implies that the restrictions of \( S' \) to \( W_{\delta} \) and \( W_{\delta'} \) differ by a constant and so a permutation matrix \( M \) with \( p(M) \in f(\Gamma/\Delta) \) satisfies \( (S'MS'^{-1})_{\delta} = cM_{\delta} \) for some \( c \in \mathbb{C}^* \). Therefore, \( S's(\lambda_q)S'^{-1} \) still has constant blocks for every \( \lambda \in \Gamma \) such that \( l(\lambda) \in \ker \delta_q \). Hence, since \( \text{Int}_s \) is a homomorphism, in order to prove that the image of \( S's(\lambda_q)S'^{-1} \) consists of permutation matrices with constant blocks it is enough to show that \( S's(\lambda_q)S'^{-1} \) has constant blocks:
\[
(S's(\lambda_q)S'^{-1})_{\delta,q\delta} = S'_\delta s(\lambda_q)_{q\delta,\delta}S'^{-1}_{q\delta} = s(\lambda_q)^{-1/2}_{\delta,q\delta}s(\lambda_q)^{-1/2}_{q\delta,q\delta} = 1
\]
and
\[
(S's(\lambda_q)S'^{-1})_{q\delta,\delta} = S'_{q\delta}s(\lambda_q)_{q\delta,\delta}S'^{-1}_{\delta} = s(\lambda_q)^{1/2}_{q\delta,q\delta}s(\lambda_q)^{1/2}_{\delta,q\delta} = \pm s(\lambda_q)^{1/2}_{\delta,q\delta}s(\lambda_q)^{-1/2}_{q\delta,q\delta} = \pm 1
\]
for each \( \delta \in \ker \delta_q \).
It remains to consider the cases when either \( q \) is trivial or \( q \notin f(\Gamma/\Delta) \). If \( q \) is trivial then the weight spaces are all symplectic vector spaces with the standard symplectic form. The elements of \( s(\Gamma) \) are permutation matrices whose blocks preserve this form, hence the matrix \( S \) defined in the proof of Lemma 5.6 which is a \( \Delta \)-matrix built up from these blocks, must be symplectic. If \( q \) is not trivial and \( q \notin f(\Gamma/\Delta) \), choose \( \delta_q \in q^{-1}(-1) \) as before. In this situation the kernel of \( \delta_q \) in \( f(\Gamma/\Delta) \) is equal to the whole \( f(\Gamma/\Delta) \), so the matrix \( S \) which we defined when addressing the first case (with non-trivial \( q \in f(\Gamma/\Delta) \)) does the trick.

\[ \square \]

**Definition 6.3.** Consider a representative quadruple \((l, \Delta, q, s)\) so that the eigenvalues of \( s_\lambda \) are \( \pm 1 \) or \( \pm i \) for each \( \lambda \in \Gamma \). Assume that the eigenvalues of the first vector of the standard basis of \( \mathbb{C}^{2n} \) take values \( 1 \) or \( -i \). Following the proof of Lemma 6.2 we redefine the concept of an **eigenvalue** of \( s_\gamma \) as follows: if it is \( \pm 1 \) then it is the classical number, and if it is \( \pm i \) we multiply it by \( i \). Hence the eigenvalues of \( s_\gamma \), according to the new definition, are always equal to \( \pm 1 \). Similarly, we obtain a new concept of **weight** for \( s \), which is an element in \( \Delta^* \).

**6.2. The homomorphism** \( c_\theta \). Let \( \theta = \text{Int}_s \) be the homomorphism corresponding to a representative quadruple \((l, \Delta, q, s)\). The group \( \text{Sp}(2n, \mathbb{C})^\theta \) consists of all the symplectic \( \Delta \)-matrices \( M \) such that \( M_\delta = M_{\delta'} \) whenever \( \delta \) and \( \delta' \) are elements of \( s(\Delta)^* \) in the same orbit of \( s(\Delta)^*/f(\Gamma/\Delta) \). From Section 3.2 there is a homomorphism \( c_\theta : \text{Sp}(2n, \mathbb{C})^\theta \to \Gamma^* \).

**Lemma 6.4.** The image of \( c_\theta \) is equal to

\[ \Gamma_\theta := \{ \gamma \in \Gamma^* : \gamma|_\Delta \in s(\Delta)^* \text{ and } \dim W_{\gamma, \delta} = \dim W_\delta \text{ for every } \delta \in s(\Delta)^* \}. \]

Moreover, there is a subgroup \( \Gamma^Z_\theta < \text{Sp}(2n, \mathbb{C})^\theta \) containing the centre \( Z(\text{Sp}(2n, \mathbb{C})^\theta) \) of \( \text{Sp}(2n, \mathbb{C})^\theta \) such that the restriction \( c_\theta|_{\Gamma^Z_\theta} \) induces an isomorphism

\[ \Gamma^Z_\theta/Z(\text{Sp}(2n, \mathbb{C})^\theta) \cong \Gamma_\theta. \]

**Proof.** Choose representatives \( \delta \in s(\Delta)^* \) for each coset \( \delta f(\Gamma/\Delta) \in s(\Delta)^*/f(\Gamma/\Delta) \) and define

\[ M^\gamma_{\delta' \gamma, \delta} := s(\lambda)\delta'_{\gamma, \delta} s(\lambda)^{-1}_{\delta', \gamma} \gamma(\lambda)^{-1} = s(\lambda)\delta'_{\gamma, \delta} s(\lambda)^{-1}_{\delta', \gamma} \gamma(\lambda) \]

as in the proof of Lemma 5.7, where \( \delta' \in \delta f(\Gamma/\Delta) \) and \( \lambda \in \Gamma \) is such that \( p(s(\lambda)) = \delta' \delta^{-1} = \delta' \delta \). Recall that this definition is independent of the choice of \( \lambda \). We start by showing that, for each \( \gamma \in \Gamma_\theta \), the matrix \( M^\gamma \) is equal to a symplectic matrix multiplied by an element of the centre \( Z(\text{GL}(2n, \mathbb{C})^{\text{Int}_s}) \) of the fixed point subgroup \( \text{GL}(2n, \mathbb{C})^{\text{Int}_s} \) of \( \text{GL}(2n, \mathbb{C}) \). Note that this symplectic matrix still satisfies (5.30).

First suppose that the characteristic homomorphism \( q \) is trivial. In this situation every weight space for the action of \( s(\Delta) \) is symplectic with standard symplectic form. Thus \( s(\lambda)\delta'_{\gamma, \delta} \) and \( s(\lambda)\delta_{\gamma, \delta} \) are both symplectic. Moreover \( \gamma(\lambda) = \pm 1 \), which also preserves the symplectic form, so \( M^\gamma \in \text{Sp}(2n, \mathbb{C}) \).

Now let \( q \) be non-trivial. If \( q \notin f(\Gamma/\Delta) \) then we may assume that, if \( \delta \) is the chosen representative for \( \delta f(\Gamma/\Delta) \), the element \( q\delta \in q\delta f(\Gamma/\Delta) \) also represents its class and so, on the one hand, for every \( \delta' \in \delta f(\Gamma/\Delta) \),

\[ M^\gamma_{\delta' \gamma, \delta} = s(\lambda)\delta'_{\gamma, \delta} s(\lambda)^{-1}_{\delta', \gamma} \gamma(\lambda) \]
If $M$ is a symplectic form, the restriction of $M$ to $W_\delta$ is symplectic for every $\delta' \in s(\Delta)^*$. If $q = \gamma$ then $M_\delta'$ and $M_\delta^\gamma$ are inverses of each other, in other words $M^\gamma$ exchanges $W_\delta$ and $W_{\delta'}$ with the restrictions being inverses of each other. By antisymmetry of the symplectic form the restriction to $W_\delta \oplus W_{\delta'}$ multiplies the symplectic form by $-1$. If we choose representatives $\delta'$ of each coset $\{1, q\} \subset \Delta^*$ in such a way that the action of $f(\Gamma/\Delta)$ preserves representatives (recall that $q \notin f(\Gamma/\Delta)$) then we may define a $\Delta$-matrix $D$ which is equal to 1 when restricted to $W_\delta$ and $-1$ when restricted to $W_{\delta'}$. It is clear that $D$ is constant on

$$W_{\delta f(\Gamma/\Delta)} := \bigoplus_{\delta' \in f(\Gamma/\Delta)} W_{\delta'}$$

for every $\delta \in s(\Delta)^*$, hence it is in $Z(\text{GL}(2n, \mathbb{C}))$. Moreover $D$ multiplies the symplectic matrix by $-1$, so $DM^\gamma$ is symplectic as required.

Now assume that $q \in f(\Gamma/\Delta)$ and choose $\lambda_q \in \Gamma$ such that $f(\lambda_q) = q$. Let $d = \pm 1$ such that $s(\lambda\lambda_q) = ds(\lambda)s(\lambda_q)$. Then

$$M_\delta^{\gamma f(\Gamma/\Delta)} = s(\lambda\lambda_q)s_q^{-1}\gamma(\lambda\lambda_q)$$

$$= ds(\lambda)s_q^{-1}\gamma(\lambda\lambda_q)$$

$$= [s(\lambda\lambda_q)s_q^{-1}\gamma(\lambda\lambda_q)]s(\lambda)s_q^{-1}\gamma(\lambda\lambda_q)$$

where the expression in square brackets only depends on $q, \gamma$ and the coset $\delta f(\Gamma/\Delta)$. Since $s(\lambda)s_q^{-1}\gamma(\lambda\lambda_q)$ and $s(\lambda\lambda_q)s_q^{-1}\gamma(\lambda\lambda_q)$ are symplectic, this shows that the restriction of $M^\gamma$ to $\bigoplus_{\delta' \in f(\Gamma/\Delta)} W_{\delta'} \oplus W_{\delta'}$ multiplies the symplectic form by a constant, which implies that multiplying this restriction by a suitable complex number (namely $[s(\lambda\lambda_q)s_q^{-1}\gamma(\lambda\lambda_q)]^{-1/2}$) yields a symplectic transformation. In other words, $M^\gamma$ is equal to a symplectic matrix multiplied by a diagonal matrix which is constant on $W_{\delta f(\Gamma/\Delta)}$ for every $\delta \in s(\Delta)^*$ yields a symplectic matrix. But such diagonal matrix is in $Z(\text{GL}(2n, \mathbb{C}))$, as required.

Hereafter we rename the matrices $M^\gamma$ so that they are symplectic.

Note that, if $\gamma \in \Gamma^*$ did not restrict to an element of $s(\Delta)^*$, there would be no matrix $M$ satisfying $\text{Int}_\delta M = M \gamma(\delta) M$ for each $\delta \in \Delta$, since this implies that $M$ is a permutation matrix such that $p(M) = \gamma|_\Delta$. The automorphism $M$ would then send some non-zero weight space to a trivial weight space via an isomorphism, which is absurd. Similarly, given $\delta$ and $\gamma \in s(\Delta)^*$, the weight spaces $W_\delta$ and $W_{\delta \gamma}$ must have the same dimension if there is a permutation invertible matrix $M$ with $p(M) = \gamma$, since the image of $W_\delta$ after applying the linear transformation $M$ is $W_{\delta \gamma}$. Therefore, the map

$$\{M^\gamma\}_{\gamma \in \Gamma_\delta} \overset{\theta}{\to} \Gamma_\theta$$

is a bijection.

In the proof of Lemma 5.7, we showed that, for every $\gamma$ and $\gamma' \in \Gamma_\theta$, $M^\gamma M^{\gamma'} = z M^{\gamma'}$ for some $z \in Z(\text{GL}(2n, \mathbb{C}))$. The new definition of $M^\gamma$ only differs from the old one by an element of $Z(\text{GL}(2n, \mathbb{C}))$, so this still holds. Moreover, since $M^\gamma$ is symplectic for every $\gamma \in \Gamma_\theta$, it follows that $z \in Z(\text{GL}(2n, \mathbb{C})) \cap \text{Sp}(2n, \mathbb{C})$. But, on the one hand,
$Z(GL(2n, \mathbb{C})^{\text{Int}_s}) \cap \text{Sp}(2n, \mathbb{C}) \subset GL(2n, \mathbb{C})^{\text{Int}_s} \cap \text{Sp}(2n, \mathbb{C}) = \text{Sp}(2n, \mathbb{C})^\theta$. On the other, the adjoint action of $Z(GL(2n, \mathbb{C})^{\text{Int}_s})$ on $\text{Sp}(2n, \mathbb{C})^\theta < GL(2n, \mathbb{C})^{\text{Int}_s}$ is trivial. Thus $z \in Z(\text{Sp}(2n, \mathbb{C})^\theta)$ and so we may define $\Gamma^\theta := Z(\text{Sp}(2n, \mathbb{C})^\theta)\{M^\gamma\}_{\gamma \in \Gamma_\theta}$. □

**Corollary 6.5.** The homomorphism $c_\theta : \text{Sp}(2n, \mathbb{C})_\theta \rightarrow \Gamma^*$ is surjective if and only if $s(\Delta)^\ast$ is identified with $\Delta^\ast$ via $s^\ast$ and all the weight spaces have the same dimension. In particular, under this assumption $s|_{\Delta}$ is injective and the order of $\ker q \leq \Delta$ must divide $n$.

**Proof.** The first statement follows from Lemma 6.4. To show that the order of $\ker q$ divides $n$ we distinguish two cases: if $q$ is trivial then the restriction of the symplectic form to every weight space is the standard one, which implies that the intersection of each weight space with a copy of $\mathbb{C}^n$ in $\mathbb{C}^{2n}$ has half its dimension. Dividing $n$ by this dimension (which is equal for every weight space) gives the number of weights, which is equal to the order of $\Delta = \ker q$. If $q$ is non-trivial then ker $q$ is a subgroup of $\Delta$ of degree 2. Since the quotient of $2n$ by the dimension of any weight space gives the number of weights, which is equal to $|\Delta| = 2|\ker q|$, the order of $\ker q$ must divide $n$ as required. □

The quadruple $(l, \Delta, q, s)$ is called **admissible** if any of the two equivalent conditions in the statement of Corollary 6.5 are met. In particular this implies, by injectivity of $s|_{\Delta}$ and $f = ps$, that $\theta = \text{Int}_s$ is injective.

### 6.3. Admissible quadruples as components of the fixed point variety.

Consider the image $\tilde{M}(X, \text{Sp}(2n, \mathbb{C})_\theta)$ of the extension of structure group morphism

$$M(X, \text{Sp}(2n, \mathbb{C})_\theta) \rightarrow M(X, \text{Sp}(2n, \mathbb{C}))$$

given in Proposition 3.3.

**Corollary 6.6.** If $M_*(X, \text{Sp}(2n, \mathbb{C}))$ is the moduli space of stable $\text{Sp}(2n, \mathbb{C})$-bundles, the intersection $M_*(X, \text{Sp}(2n, \mathbb{C}))^\Gamma \cap \tilde{M}(X, \text{Sp}(2n, \mathbb{C})_\theta)$ is empty unless $(l, \Delta, q, s)$ is an admissible quadruple.

**Proof.** The monodromy of $\Gamma$ when considered as an element of

$$\text{Hom}(\Gamma, H^1(X, \mathbb{Z}/2\mathbb{Z})) \cong \text{Hom}(\Gamma, H^1(X, \mathbb{C}^*)) \cong H^1(X, \Gamma^*),$$

where the last isomorphism follows from the Abel–Jacobi Theorem, is equal to $\Gamma^*$ by Proposition 3.10. Therefore, according to Theorem 3.6 in order for the smooth fixed point locus $M_*(X, \text{Sp}(2n, \mathbb{C})^\Gamma$ to be non-empty we need $\Gamma_\theta$ to be isomorphic to $\Gamma^*$ via the homomorphism $c_\theta : \text{Sp}(2n, \mathbb{C})_\theta \rightarrow \Gamma^*$.

**Lemma 6.7.** Given an antisymmetric pairing $l : \Gamma \rightarrow \Gamma^*$, a maximal isotropic subgroup $\Delta \leq \Gamma$ and an element $q \in \Delta^*$ such that the order of $\ker q$ divides $n$, there exists a map $s : \Gamma \rightarrow \text{Sp}(2n, \mathbb{C})$ making $(l, \Delta, q, s)$ an admissible quadruple.

**Proof.** Let $\langle \cdot, \cdot \rangle$ be the pairing associated to $l$. Choose an injective map $s' : \ker q \hookrightarrow \text{GL}(n, \mathbb{C})$ whose image consists of diagonal matrices with eigenvalues $\pm 1$ and weight spaces of dimension $n/\ker q$. Take the composition

$$s|_{\ker q} : \ker q \xrightarrow{s' \oplus s'} \text{GL}(n, \mathbb{C}) \oplus \text{GL}(n, \mathbb{C}) \hookrightarrow \text{GL}(2n, \mathbb{C}).$$
If $q$ is non-trivial we then choose $\delta_q \in q^{-1}(-1)$, set

$$ s(\delta_q) := \begin{pmatrix} iI_n & 0 \\ 0 & -iI_n \end{pmatrix} $$

and define $s|_{\Delta}$ so that $s$ preserves the group multiplication up to factors of $\pm 1$ (note that $\Delta = \ker q \sqcup \delta_q \ker q$).

Since every element of $\Gamma$ has order two, we may find a set of generators $\lambda_1, \ldots, \lambda_m$ identifying $\Gamma$ with a product of $\mathbb{Z}/2\mathbb{Z}$'s and such that $\Delta$ is generated by the first $k$ of them. We prove the statement by induction on the number of generators of $\Gamma$.

By the proof of Lemma 6.4. We claim that $\left( M^\gamma \right)^2 = \pm 1$. Note that $\gamma$ cannot be in $l(\Gamma')$, since $f : \Gamma/\Delta \to \Delta^*$ is an injection. Hence we may choose the representative of each coset in $\Delta^*/f(\Gamma'/\Delta)$ so that, if $\delta$ represents $\delta f(\Gamma'/\Delta)$, does $\gamma \delta$ in $\gamma \delta f(\Gamma'/\Delta)$. Recall that if $q$ is trivial or $q \notin f(\Gamma'/\Delta)$ then

$$ M^\gamma_{\delta', \gamma, \delta} = s(\lambda)_{\delta', \gamma, \delta} s(\lambda)^{-1}_{\delta', \delta, \gamma} (\gamma)(D_{\delta', \gamma, \delta}) $$

where $D$ is defined in the proof of Lemma $6.4$ depending on whether $q \neq \gamma$ or $q = \gamma$ respectively. On the other hand, if $q$ is non-trivial and $q \in f(\Gamma'/\Delta)$, then

$$ M^\gamma_{\delta', \gamma, \delta} = s(\lambda)_{\delta q, \gamma, \delta} s(\lambda)^{-1}_{\delta q, \delta, \gamma} (\gamma)(D_{\delta', \gamma, \delta}), $$

where $f(\lambda) = \delta'$ and $f(\lambda \gamma) = q$. In the first case, if $q \neq \gamma$ then

$$ \left( M^\gamma \right)^2_{\delta', \delta} = M^\gamma_{\delta', \delta \gamma} M^\gamma_{\delta', \gamma, \delta} = s(\lambda)_{\delta', \delta} s(\lambda)^{-1}_{\delta', \delta, \gamma} (\gamma)(s(\lambda)_{\delta', \delta, \gamma})^{-1} = 1. $$

If $q = \gamma$ then, since $M^\gamma$ and $D$ anticommute — the restrictions of $D$ to $W_2$ and $W_{q^k}$ differ by $-1$ for every $\delta \in \Delta^*$ and $M^\gamma = M^q$ permutes them — and by the previous calculation,

$$ 1 = (M^\gamma D)^2 = -(M^\gamma)^2 D^2 = -(M^\gamma)^2. $$

In the second case, i.e. if $q \in f(\Gamma/\Delta)$ is non-trivial,

$$ \left( M^\gamma \right)^2_{\delta', \delta} = [s(\lambda)_{\delta q, \gamma, \delta} s(\lambda)^{-1}_{\delta q, \delta, \gamma} (\gamma)(s(\lambda)_{\delta q, \delta, \gamma})^{-1}]^{1/2}, $$

assuming that we have chosen the square roots in a compatible way.

Now it can be seen that the map $s : \Gamma \to \operatorname{Sp}(2n, \mathbb{C})$ which sends $\lambda \lambda_k^m$ to $s(\lambda)(M^\gamma)^k$ for each $\lambda \in \Gamma'$ induces a homomorphism $\operatorname{Int}_s$; indeed, $(s(\lambda)(M^\gamma)^2$ is equal to $\pm 1$ because the square of each factor is $\pm 1$ and they commute up to multiplication by $\pm 1$. Moreover, $s$ yields an admissible quadruple: for example, the antisymmetry of $l$ and the construction of $s$ imply that $l$ is induced by $s$. $\square$

**Remark 6.8.** Unlike the case of $\operatorname{GL}(n, \mathbb{C})$ (see Lemma $5.12$), given the data $l, \Delta$ and $q$, the class of $\theta = \operatorname{Int}_s$ in $\mathfrak{X}(\Gamma, \operatorname{Int}(\operatorname{Sp}(2n, \mathbb{C})))$ is not unique. Indeed, on each inductive step in the proof of Lemma $6.7$ a choice: having already defined $s|_{\lambda'}$, and letting $\gamma := l(\lambda_m)|_{\Gamma'}$, let us think about the possible choices for a permutation matrix in $\operatorname{Sp}(2n, \mathbb{C})$ with constant blocks satisfying $(5.32)$ and having square $\pm 1$ (any such a matrix would extend $s$ to $\Gamma$ by setting $s(\lambda_m) := M^\gamma$, in such a way that $(l, \Delta, q, s)$ is an admissible quadruple). We know by Lemma $6.7$ that this matrix exists, namely the matrix $M^\gamma$ defined in the proof.
Another symplectic matrix satisfying the requirements is equal to $M^\gamma C$, where $C$ is a symplectic $\Delta$-matrix which is equal to a constant in $\mathbb{C}^*$ when restricted to $W_{\delta f(\Gamma/\Delta)} := \bigoplus_{\delta' \in \delta f(\Gamma/\Delta)} W_{\delta'}$ for every $\delta \in \Delta^*$. We split the argument into three different cases.

If $q \in f(\Gamma/\Delta)$ then, according to the proof of Lemma 6.7, we may choose $M^\gamma$ to have order 2. Moreover, $C$ is symplectic if and only if its restriction to $W_{\delta f(\Gamma/\Delta)}$ is equal to $\pm 1$ for every $\delta \in \Delta^*$, since $W_{\delta f(\Gamma/\Delta)}$ is symplectic. The condition $(CM^\gamma)^2 = \pm 1$ implies that the restriction of $C$ to $W_{\delta f(\Gamma/\Delta)}$ is equal to $\pm 1$ multiplied by its restriction to $W_{\gamma \delta f(\Gamma/\Delta)}$. A representative of the $+1$ case is just $C = 1$, whereas we denote a representative for the $-1$ case by $C^-$. Each sign yields a different class in $\mathfrak{X}(\Gamma, \text{Int}(\text{Sp}(2n, \mathbb{C})))$: the matrices $M^\gamma$ and $M^\gamma C^-$ have different order (2 and 4 respectively), since $(M^\gamma C^-)^2 = -(M^\gamma)^2(C^-)^2 = -1$.

Now, if $\text{Int}_{M^\gamma}$ and $\text{Int}_{M^\gamma C^-}$ where conjugate in $\text{Int}(\text{Sp}(2n, \mathbb{C}))$ then $M^\gamma$ would be conjugate to $\pm M^\gamma C^-$, which has different order, so this is impossible. Hence there are two different choices for the class of $\text{Int}_s$ completely determined by the order of $s(\lambda_n)$.

If $q \notin f(\Gamma/\Delta)$ and $q \neq \gamma$, then, for every $\delta \in \Delta^*$, the subspaces $W_{\delta\gamma f(\Gamma/\Delta)}$ and $W_{\delta q f(\Gamma/\Delta)}$ are different. The automorphism $C|_{W_{\delta\gamma f(\Gamma/\Delta)}}$ may differ from $C|_{W_{\delta q f(\Gamma/\Delta)}}$ by a factor, say $k$, but then the fact that $C$ is symplectic implies that $C|_{W_{\delta\gamma f(\Gamma/\Delta)}} = k^{-1}C|_{W_{\delta q f(\Gamma/\Delta)}}$. However, conjugation by the matrix

$$
\begin{pmatrix}
I_{2n/|\Delta|} & 0 & 0 & 0 \\
0 & k^{-1/2}I_{2n/|\Delta|} & 0 & 0 \\
0 & 0 & I_{2n/|\Delta|} & 0 \\
0 & 0 & 0 & k^{1/2}I_{2n/|\Delta|}
\end{pmatrix},
$$

which is defined on $W_{\delta\gamma f(\Gamma/\Delta)} \oplus W_{\delta\gamma f(\Gamma/\Delta)} \oplus W_{\delta q f(\Gamma/\Delta)} \oplus W_{\delta q f(\Gamma/\Delta)}$ (note that this preserves the standard symplectic form), reduces the possible cases to $k = 1$. Then $C$ is of the form $cI_{2n/|\Delta|} + c^{-1}I_{2n/|\Delta|} + c^{-1}I_{2n/|\Delta|}$ on $W_{\delta\gamma f(\Gamma/\Delta)} \oplus W_{\delta\gamma f(\Gamma/\Delta)} \oplus W_{\delta q f(\Gamma/\Delta)} \oplus W_{\delta q f(\Gamma/\Delta)}$, and so $M^\gamma C$ is conjugate to $M^\gamma$ via the matrix

$$
\begin{pmatrix}
c^{-1/2}I_{2n/|\Delta|} & 0 & 0 & 0 \\
0 & c^{-1/2}I_{2n/|\Delta|} & 0 & 0 \\
0 & 0 & c^{1/2}I_{2n/|\Delta|} & 0 \\
0 & 0 & 0 & c^{1/2}I_{2n/|\Delta|}
\end{pmatrix},
$$

so there is only one possible choice for the class of $\text{Int}_s$ in this case.

Finally, if $q = \gamma$, the matrix $C$ is symplectic if and only if its restriction to $W_{\delta\gamma f(\Gamma/\Delta)} \oplus W_{\delta q f(\Gamma/\Delta)}$ is equal to $c + c^{-1}$ for some $c \in \mathbb{C}^*$. Then $M^\gamma C$ is conjugate to $M^\gamma$ via the matrix

$$
\begin{pmatrix}
c^{-1/2}I_{2n/|\Delta|} & 0 \\
0 & c^{1/2}I_{2n/|\Delta|}
\end{pmatrix},
$$

so again there is only one possible choice for the class of $\text{Int}_s$.

### 6.4. Fixed points as pushforwards

Let $(l, \Delta, q, s)$ be an admissible quadruple. As we saw in section 5, the group $\text{GL}(2n, \mathbb{C})^\theta$ consists of $\Delta$-matrices $M$ such that $M_{\delta} = M_{\delta'}$ whenever $\delta \delta' \in f(\Gamma/\Delta)$. There is a similar description for $\text{Sp}(2n, \mathbb{C})^\theta = \text{GL}(2n, \mathbb{C})^\theta \cap$
We denote by $E$ consisting of a vector bundle $\psi$ depending on $q$ some extra structure corresponding to the symplectic form. The re are two possibilities

\[ W, \psi \quad (6.36) \]

To Proposition 5.14, \( (\lambda, \psi) \) for each antisymmetric pairing $l$.

Let $p_\Gamma : X_\Gamma \to X$ be the (connected by Proposition 5.10) étale cover determined by the $\Gamma^*$-bundle $\Gamma$, and let $p_\Delta : X_\Delta \to X$ be the étale cover corresponding to $\Delta < \Gamma$. According to Proposition 5.14, $(\tau, c)$-twisted $\Gamma^*$-equivariant $Sp(2n, C)^\theta$-bundles may be described in terms of vector bundles $W$ of rank $2n/|\Delta|$ over $X_\Delta$ satisfying (5.34) and equipped with some extra structure corresponding to the symplectic form. There are two possibilities depending on $q$:

1. If $q$ is trivial then we obtain symplectic vector bundles $(W, \psi)$ of rank $2n/|\Delta|$ over $X_\Delta$ equipped with isomorphisms

\[ (W, \psi) \cong l(\lambda)^*(W \otimes p_\Delta^* \lambda, \psi) \quad (5.34) \]

for each $\lambda \in \Gamma$. Here $\psi$ denotes the symplectic form on $W$, which may be regarded as an isomorphism $\psi : W \cong W^*$ such that, for every $w$ and $w' \in W$,

\[ \psi(w)(w') = -\psi(w')(w) = -\psi^*(w)(w'), \]

i.e. $\psi^* = -\psi$.

2. If $q$ is not trivial then, because of the description of $Sp(2n, C)^\theta$, we obtain a symplectic form on $W \oplus q^*W$, where by abuse of notation $q \in \Gamma^*$ is an extension of $q$ and $W$ is a vector bundle of rank $2n/|\Delta|$ with a set of isomorphisms (6.36). The symplectic form $\omega$ is codified by an isomorphism $\psi : W \cong W^*$ such that $\omega$ is equal to $\psi$ whereas the restriction to $q^*W$ is equal to $q^*\psi$. The antisymmetry of $\omega$ is equivalent to $q^*\psi^* = -\psi$ since, for every $w \in W$ and $w' \in q^*W$,

\[ q^*\psi^*(w)(w') = q^*\psi(w')(w) = -\psi(w)(w'). \]

For each antisymmetric pairing $\lambda$, choose a maximal isotropic subgroup $\Delta \leq \Gamma$.

**Definition 6.9.** We denote by $M(X_\Delta, GL(2n/|\Delta|, C), q)$ the moduli space of pairs $(E, \psi)$ consisting of a vector bundle $E$ of rank $2n/|\Delta|$ and an isomorphism $\psi : E \cong q^*E$ such that $q^*\psi^* = -\psi$ — this may be constructed using the techniques in [24]. We define $M(X_\Delta, GL(2n/\Delta, C), q)^{Int}$ to be the subvariety parametrizing pairs $(E, \psi)$ such that $l(\lambda)^*(E \otimes p_\Delta^* \lambda, \psi) \cong (E, \psi)$ for each $\lambda \in \Gamma$ — here $l(\lambda)^*\psi$ is just the pullback of the homomorphism $\psi$. The pushforward of vector bundles induces a morphism

\[ p_{\Delta^*} : M(X_\Delta, GL(2n/|\Delta|, C), q)^{Int} \to M(X, Sp(2n, C)). \]
Indeed, given an element \((E, \psi) \in M(X_\Delta, \GL(2n/|\Delta|, \mathbb{C}), q)\), the pushforward
\[
p_{\Delta*} \psi : p_{\Delta*} E \to p_{\Delta*} q^* E \cong p_{\Delta*} E
\]
may be regarded as a symplectic form on \(p_{\Delta*} E\). Note that we are calling \(l(\lambda)\) to its restriction to \(\Delta\) by abuse of notation.

By an argument analogous to the proof of 5.14 which takes into account (1) and (2) above, we obtain the following.

**Proposition 6.10.** If \(\tilde{M}(X, \Sp(2n, \mathbb{C}^\theta, \Gamma^*, \tau, c)\) is the image of \(M(X_\Gamma, \Sp(2n, \mathbb{C})^\theta, \Gamma^*, \tau, c)\) in \(M(X, \Sp(2n, \mathbb{C}))\) by the morphism \((3.21),\)
\[
\tilde{M}(X_\Gamma, \Sp(2n, \mathbb{C})^\theta, \Gamma^*, \tau, c) = p_{\Delta*} M(X_\Delta, \GL(2n/|\Delta|, \mathbb{C}), q)^{(l(\Gamma))}.
\]

We can now state the main result of Section 6.

**Theorem 6.11.** The inclusions
\[
\bigcup_{l,q} p_{\Delta*} M(X_\Delta, \GL(2n/|\Delta|, \mathbb{C}), q)^{(l(\Gamma))} \subset M(X, \Sp(2n, \mathbb{C}))^\Gamma
\]
and
\[
M_*(X, \Sp(2n, \mathbb{C}))^\Gamma \subset \bigcup_{l,q} p_{\Delta*} M(X_\Delta, \GL(2n/|\Delta|, \mathbb{C}), q)^{(l(\Gamma))}
\]
hold, where \(M(X_\Delta, \GL(2n/|\Delta|, \mathbb{C}), q)^{(l(\Gamma))}\) is given by Definition 6.3. The parameter \(l\) runs over all antisymmetric pairings on \(\Gamma\) such that the order of a maximal isotropic subgroup \(\Delta\) divides \(n\). The choice of \(\Delta\) is fixed for each \(l\). The parameter \(q\) runs over elements of \(\Delta^*\).

**Proof.** Follows from Lemmas 6.2, 6.7, Proposition 6.10, Theorems 3.6 and 3.7 and Corollary 6.6. □

6.5. **An abelianization phenomenon.** In particular, if \(2n = 2^m\) is some power of 2 and the genus of \(X\) is greater than \(m/2\), there are subgroups \(\Gamma \leq H^1(X, \mathbb{Z}/2\mathbb{Z})\) of order \(2^m\). If \(l\) is the trivial pairing then \(p_{\Delta*} M(X_\Delta, \mathbb{C}^*, q)^{(l(\Gamma))}\) is a component of the fixed point locus, where \(q\) is any non-trivial element of \(\Gamma^*\). In this situation \(M(X_\Delta, \mathbb{C}^*, q)^{(l(\Gamma))}\) is just the moduli space of isomorphism classes of pairs \((L, \psi)\), where \(L\) is a line bundle over \(X_\Gamma\) and \(\psi : q^* L \cong L^*\) is an isomorphism satisfying \(q^* \psi = -\psi^*\), and the image \(p_{\Delta*}(L, \psi)\) is just the pushforward of \(L\) equipped with the induced symplectic form. This “abelianization phenomenon” is a manifestation, with the extra structure of the symplectic form, of the corresponding description of a component in the fixed point locus of \(M(X, \GL(2n, \mathbb{C}))\) under the action of a subgroup of order \(2n\) in \(J(X)\).
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