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ABSTRACT

Single channel target speaker separation (TSS) aims at extracting a speaker’s voice from a mixture of multiple talkers given an enrollment utterance of that speaker. A typical deep learning TSS framework consists of an upstream model that obtains enrollment speaker embeddings and a downstream model that performs the separation conditioned on the embeddings. In this paper, we look into several important but overlooked aspects of the enrollment embeddings, including the suitability of the widely used speaker identification embeddings, the introduction of the log-mel filterbank and self-supervised embeddings, and the embeddings’ cross-dataset generalization capability. Our results show that the speaker identification embeddings could lose relevant information due to a sub-optimal metric, training objective, or common pre-processing. In contrast, both the filterbank and the self-supervised embeddings preserve the integrity of the speaker information, but the former consistently outperforms the latter in a cross-dataset evaluation. The competitive separation and generalization performance of the previously overlooked filterbank embedding is consistent across our study, which calls for future research on better upstream features.

Index Terms— Target speaker separation, speaker embedding, filterbank, speaker identification, self-supervised learning.

1. INTRODUCTION

Single channel target speaker separation (TSS) is the task of separating a speaker’s voice from interfering talkers given a pre-recorded enrollment utterance that characterizes that speaker (the target speaker). A deep learning-based TSS framework typically consists of an upstream speaker embedding model and a downstream separation model, with the latter conditioned on the enrollment embeddings from the former, acting as target speaker references. For the upstream, in general, existing research performs two choices: (i) to use utterance- or frame-level embeddings, and (ii) to pre-train the embedding model as a separate module or fine-tune the embeddings together with the downstream. For utterance-level embeddings, many systems employ speaker identification (SID) networks pretrained for a low equal error rate (EER) to extract a summary vector from the entire enrollment utterance [1–7]. On the other hand, frame-level embeddings take advantage of attention algorithms to align each mixture frame with the most informative enrollment frames [8–10]. For both (i) and (ii), fine-tuning outperforms pre-trained embeddings, based on the assumption that joint training captures more relevant speaker information for TSS [10, 11].

Despite of much research along those choices, there are still important but overlooked aspects of enrollment embeddings that require further attention. For the widely used SID embeddings, the effects of a low EER, commonly used pre-processing, and data augmentation on the TSS quality are unclear. In addition, we look at two new embeddings not explored for TSS before: log-mel filterbank (FBANK) and self-supervised learning (SSL). FBANK, as a simple signal processing method, has been ignored as an enrollment option in previous literature. SSL are a class of powerful models that learn problem-agnostic speech features from unlabelled data [12–14], and we hypothesize that such broader information (compared to SID) could benefit TSS enrollment. Note that, unlike [15], which uses SSL as the input mixture features for blind speaker separation, we limit SSL to offline processing the enrollment utterance, since TSS often requires real-time low-complexity processing for the mixtures [2–5]. Finally, we consider a cross-dataset evaluation to assess the generalization of the enrollment embeddings [16], which is another important but overlooked aspect in previous TSS research.

Our work studies pre-trained utterance- and frame-level embeddings, as well as fine-tuned frame-level embeddings. Under each category, FBANK, SID, and SSL features are investigated in detail. Specifically, we provide answers to the following open questions:

• Does a lower EER mean better separation? An upstream SID network with a low EER is a natural choice for TSS [2, 5, 10], but we show that EER is an unreliable metric for the success of TSS.

• Does feature normalization (FN) in SID improve TSS? FN, a common pre-processing in SID [17–21], normalizes the recording channel characteristics by subtracting the per-band mean from the input FBANK to the SID systems. We show that FN hurts TSS.

• Does data augmentation in SID improve TSS? Augmenting training data by more speakers and distortions often benefits SID [19], but we find that such embeddings may not benefit TSS much under both clean and noisy enrollment conditions.

• Which one is better, SSL or SID embeddings? SSL encodes more speech information than SID, but we show that, to take advantage of SSL, frame-level embeddings are preferred over utterance-level ones, and that the studied SID embeddings do not benefit from frame-level information.

• Does a more powerful SSL model yield better TSS? By comparing two SSL models, we find that the more powerful one performs only marginally better.

• Are fine-tuned embeddings better than the pre-trained ones? To answer this question, we fine-tune the pre-trained SSL and SID models and only observe improvements by the SSL model.

• How does each embedding compare with FBANK? Remarkably, the performance of the simple FBANK is close to or in some cases better than other studied embeddings.

• How generalizable are the embeddings to different test sets? We show that FBANK generalizes competitively among various upstream features. We also observe that the pre-trained and fine-tuned SSL features could suffer from overfitting.

With this extensive study, we hope to provide insight and a practical guide on speaker embeddings for TSS enrollment.
2. METHODOLOGY

2.1. Upstream enrollment embeddings

As mentioned, we consider pre-trained utterance- and frame-level embeddings, as well as fine-tuned frame-level embeddings. Under each of them, we look into FBANK, SID, and SSL features. First, we describe the baseline FBANK and the pre-trained utterance-level SID embeddings. Note that, in the following, SID models without ‘FN’ in their names do not use feature normalization, and that models without ‘aug’ in their names are trained on VoxCeleb1,2 [22, 23] with 7,205 speakers without data augmentation.

- FBANK: 80-dim FBANK features are computed for each 25 ms frame with a hop size of 10 ms between adjacent frames. The per-band temporal mean and standard deviation are concatenated to form a 160-dim utterance-level embedding vector.

- d-vector, d-vector-FN, d-vector-aug: These d-vector models process the frame-level FBANK features by a 3-layer LSTM, each with 768 cells as in [24], and generate a 256-dim unit-length embedding vector from the last time step. The d-vectors are trained with the cross-entropy loss. For FN, the per-band utterance mean is subtracted from the input FBANK. The d-vector-aug increases the training speakers to 18,470 by adding an in-house collection of data obtained from OpenSLR. We also augment the training data with SpecAugment [25], pitch shifting, as well as noise and reverberation from [26].

- e-vector, e-vector-FN: The e-vectors refer to the ECAPA-TDNN model [18], and they process frame-level FBANK features and yield a 256-dim embedding from a temporal pooling layer. Compared with d-vectors, e-vectors employ advanced TDNN-like blocks [18] and a margin-based AAM-softmax loss [27] for optimal clustering in the embedding space. Therefore, e-vectors yield state-of-the-art EER. We adopt the implementation from [28].

As for the pre-trained utterance-level SSL embeddings, we consider the following two models:

- PASE+: PASE+ [12] encodes a waveform into a sequence of 256-dim features, which are trained to predict multiple self-supervised objectives, including SID, FBANK, prosody, etc. We trained a PASE+ on the 960 hours of the LibriSpeech training set [29], and verified the model by training a d-vector with PASE+ features and achieving lower EER than the FBANK d-vector. An utterance embedding is obtained by simple average (we also tried concatenating the standard deviation but found no significant benefits).

- HuBERT: HuBERT [14] is a powerful model that relies on transformers to predict masked sound units. We take the official HuBERT-Large model from [30], which is pre-trained on the 60k-hour Libri-Light dataset [31]. The model returns 1024-dim frame embeddings from all 25 transformer layers. Following [30], a temporal average on each layer obtains 25 single vectors, which are then merged by a learnable weighted sum in the downstream training (note that, in our work, the pre-trained HuBERT model is always frozen).

As for the pre-trained frame-level embeddings, we consider FBANK, d-vector, PASE+, and HuBERT. The d-vector outputs hidden states from all time steps at test time, but during pre-training it uses the last time step in the cross-entropy loss. The weighted sum in HuBERT reuses the learned coefficients obtained from the utterance-level experiments. To study the jointly optimized frame-level embeddings, all the weights in the pre-trained PASE+ and d-vector models are also fine-tuned in the downstream training stage to optimize the separation loss of the corresponding model.

### 2.2. Downstream separation models

Four popular separation models (or a subset) are used to test the performance of the utterance-level embeddings:

- E3Net and Conv-TasNet: These two belong to the waveform-based encoder-separator-decoder scheme [3, 32]. The encoder transforms each $L$ ms mixture frame shifted by $S$ ms into an $N$-dim latent space, which is projected down to $B$ dimensions by the bottleneck layer in the separator. The rest of the separator contains either $R$ LSTM networks in E3Net or temporal convolutional networks in Conv-TasNet. In E3Net, the enrollment features are concatenated with the encoder output, while in Conv-TasNet they are fused with each of the $X$ 1-D convolutional blocks by a FiLM layer [33]. The decoder does the inverse transform. For E3Net, we set $L = 20$, $S = 10$, $N = 2048$, $B = 256$, and $R = 4$. For Conv-TasNet, we set $L = 10$, $S = 5$, $N = 1024$, $B = 256$, $R = 2$, and $X = 8$. The training objective is the scale-invariant signal-to-noise ratio (SI-SNR) [34].

- VoiceFilter and pDCCRN: These two are STFT-based models. We implemented the VoiceFilter in [1], which sends the mixture magnitude STFT through a 2-D CNN stack followed by an LSTM and fully connected (FC) layers to learn a mask. pDCCRN [4] is a TSS adaptation of the unconditional DCCRN [35], a complex-valued U-Net consisting of a convolutional encoder-decoder and an LSTM in between. In both models, the upstream embeddings are concatenated with the LSTM input. We refer to the official DCCRN code [36] and the “student” pDCCRN configuration as in [3]. Both models are trained with the power-law compressed phase-aware asymmetric loss defined in [4].

Before conditioning the downstream, we optionally center the embeddings with a 1-D batch normalization (BN), and always map the outputs to 256-dim by a multi-layer perceptor (MLP), with 2 FC+PReLU layers, so that the downstream model size is invariant to the embeddings’ size. The BN ensures convergence in some cases, and is removed if degradation is observed. We also did not observe a performance change that may bias the study due to the MLP.

E3Net and Conv-TasNet are adapted for testing the frame-level embeddings (Fig. 1). A multi-head cross-attention (MCA) layer based on [37] aligns the mixture frames after the bottleneck layer (queries $Q$) with the BN+MLP-processed enrollment frames (keys $K$ and values $V$). Inside the MCA, sinusoidal positional encoding [37] is added to $Q$, $K$, and $V$, and then a layer normalization is used before the KQV transforms. We use 4 heads and condition with simple addition for E3Net and with FiLM for Conv-TasNet. To obtain the scale and bias for FiLM, we use two parallel FC layers in the MCA to merge the multi-head outputs (the transforms inside MCA increase the downstream size). We trained an E3Net with comparable size but without attention and did not see improvements, which verifies the effectiveness of attention. All the downstream models are trained for 500 k iterations using the Adam optimizer with a cosine learning rate scheduler. The peak learning rate is 0.0001 for E3Net, 0.0005 for Conv-TasNet and VoiceFilter, and 0.001 for pDCCRN.

![Fig. 1. Downstream framework for frame-level embeddings.](image-url)
Table 2. SI-SNRi (dB) of downstream models with pre-trained utterance-level SID embeddings (higher is better).

| LibriSpeech | VCTK |
|-------------|------|
| E3Net       | Conv-TasNet | VoiceFilter | pDCCRN |
| FBANK       | 11.3 | 13.3 | 8.8 | 9.3 | 9.4 | 11.2 | 6.9 | 7.7 |
| d-vector    | 11.5 | 13.2 | 9.2 | 10.0 | 9.1 | 11.9 | 7.1 | 8.2 |
| e-vector    | 10.3 | 12.4 | 8.8 | 9.7 | 8.5 | 11.1 | 6.9 | 7.9 |
| d-vector-FN | 9.7  | 11.3 | 8.8 | 9.5 | 7.7 | 10.2 | 7.1 | 7.7 |
| e-vector-FN | 8.7  | 11.4 | 8.4 | 9.3 | 7.2 | 10.4 | 6.6 | 7.6 |
| d-vector-aug| 11.5 | 13.5 | 9.2 | 9.9 | 9.2 | 12.0 | 7.1 | 8.4 |

Table 3. LibriSpeech SI-SNRi (dB) when test enrollment is noisy. Training enrollment can be clean (mismatched) or noisy (matched).

| Mismatched | Matched |
|------------|---------|
| E3Net      | Conv-TasNet | VoiceFilter | pDCCRN |
| FBANK      | 9.9 | 11.1 | 10.5 | 12.1 |
| d-vector-aug | 10.7 | 12.3 | 11.0 | 12.7 |

2.3. Data, evaluation metrics, and SID performance

The downstream training set is created by online mixing the 960-hour LibriSpeech training set (2,338 speakers). Each mixture is the non-scaled sum of two utterances from a target and an interfering speaker, respectively. Another utterance from the target speaker is used for enrollment. The interfering speech is either segmented or repeated to the target speech length.

As mentioned, we are interested in a cross-dataset evaluation. To evaluate the in-dataset performance, we use the VoiceFilter LibriSpeech dev-clean+dev-other list [38] (5,567 samples from 73 unseen speakers). For the cross-dataset generalization test, we use the VoiceFilter VCTK test list [38] (4,212 samples from 10 speakers). Note that VCTK is only used for evaluation. To make the task more challenging, we employ VCTK 0.92 [39] and use two different microphones for enrollment and mixture, respectively. We trim silences in VCTK before mixing, and make 20 s enrollment utterances by concatenating utterances from the same VCTK target speaker.

All the data we use is 16 kHz. The test set mixture SI-SNR before TSS processing is −0.3 dB for LibriSpeech and −0.5 dB for VCTK. For conciseness, we here only report the SI-SNR improvement after TSS (SI-SNRI). We verified that other metrics SDRi, PESQ, and STOI showed the same trends as SI-SNRi for all results.

Before focusing on TSS, we first examine the EERs of the SID systems (Table 1) using 50-k trial pairs formed by the same TSS test speakers in LibriSpeech and VCTK. The utterances in each VCTK pair use different microphones. For completeness, we also show the EERs computed directly upon the cosine distance of the utterance-pair use different microphones. For completeness, we also show the EERs computed directly upon the cosine distance of the utterance-pair use different microphones.

| VoxCeleb | LibriSpeech | VCTK |
|----------|-------------|------|
| FBANK    | 38.0 | 14.7 | 29.6 |
| d-vector | 5.3  | 3.9  | 4.4  |
| e-vector | 1.7  | 1.8  | 1.6  |
| d-vector-FN | 4.1 | 3.7 | 3.7 |
| e-vector-FN | 1.4 | 1.7 | 1.3 |
| d-vector-aug | 3.3 | 1.3 | 2.3 |

3. EXPERIMENTS AND DISCUSSION

3.1. Pre-trained utterance-level SID embeddings

We now quantify and discuss the answers to the questions formulated in Sec. 1. We first focus on the results of Table 2:

- How does each embedding compare with FBANK? Remarkably, the simple FBANK performs comparably with other SID embeddings and, in some cases, even better than e-vector, the state-of-the-art SID model. This suggests that, although FBANK is not as speaker-discriminative as SID embeddings, it provides enough useful enrollment information for the downstream TSS models.

- Does a low EER mean better separation? Though a low EER is often preferred for TSS [2, 5, 10], we see that this does not necessarily imply higher TSS quality. The d-vector consistently attains a higher SI-SNRI than the e-vector, which reports lower EERs. We hypothesize that a more capable discriminative SID model may remove more SID-irrelevant information to achieve a lower EER, but the lost information might be actually needed by TSS.

- Does FN in SID improve TSS? Although FN contributes to better EERs by normalizing the stationary recording characteristics, we see that it consistently hurts TSS, with the largest SI-SNRI drop being −1.9 dB. Large degradation is also observed on the 2-microphone VCTK test set. This trend shows that the information in the FBANK mean subtracted from the input to the upstream SID systems is important for the downstream TSS task.

- Does data augmentation in SID improve TSS? Relative to d-vector, d-vector-aug is trained with (i) more speakers and (ii) artificial distortions (Sec. 2.1). First, we test the effects of (i) based on Table 2 under a clean enrollment condition. We do not observe gains in going from d-vector (7 k) to d-vector-aug (18 k speakers). We hypothesize that SID may not extract the key information for TSS despite of more training speakers. Next, we test the effects of (ii) on the robustness of d-vector-aug based on Table 3 under a noisy enrollment condition. Since the d-vector training set (VoxCeleb) already contains some noisy data (before augmentation), we instead use FBANK as the baseline. We corrupt the downstream LibriSpeech training and test enrollment data with noise and reverber from [26] while keeping mixtures and targets clean. If we reuse the downstream models trained with the clean enrollment (mismatched training/testing condition), d-vector-aug shows larger advantage. Nonetheless, if we re-train the downstream models with the corrupted enrollment data (the matched case), we see that the gap shrinks. Thus, we infer that the FBANK can be made comparably robust by augmenting the downstream enrollment.

3.2. Pre-trained utterance-level SSL embeddings

Previous research shows that SSL outperforms FBANK for encoding speech information [30], but SSL has not been explored for TSS enrollment. Table 4 shows the results for PASE+ and HuBERT-Large.
Table 4. SI-SNRi (dB) of downstream models with pre-trained utterance-level SSL features (higher is better). Also show FBANK and d-vector for comparison. Conv-TasNet is conditioned on upstream embeddings through the bottleneck layer.

|            | LibriSpeech | VCTK    |
|------------|-------------|---------|
|            | E3Net       | Conv-TasNet | pDCCRN |
| FBANK      | 11.3        | 13.6     | 9.3    |
| d-vector   | 11.5        | 13.3     | 10.0   |
| PASE+      | 11.6        | 13.8     | 9.6    |
| HuBERT     | 11.8        | 14.1     | 10.0   |

Table 5. SI-SNRi (dB) using pre-trained frame-level embeddings with attention.

|            | LibriSpeech | VCTK    |
|------------|-------------|---------|
|            | E3Net       | Conv-TasNet | pDCCRN |
| FBANK      | 12.0        | 14.2     | 10.1   | 11.3 |
| d-vector   | 11.6        | 13.5     | 9.1    | 10.6 |
| PASE+      | 12.1        | 14.4     | 9.9    | 11.3 |
| HuBERT     | 12.3        | 14.6     | 9.9    | 11.0 |

Table 6. E3Net SI-SNRi (dB) using fine-tuned frame-level embeddings with attention.

|            | LibriSpeech | VCTK    |
|------------|-------------|---------|
|            | E3Net       | Conv-TasNet |
| FBANK      | 12.0        | 10.1    |
| Frozen d-vector | 11.6 | 9.1    |
| Fine-tuned d-vector | 11.8 | 9.2    |
| Frozen PASE+ | 12.1 | 9.9    |
| Fine-tuned PASE+ | 12.6 | 9.6    |

To summarize, TSS enrollment embeddings need to (i) preserve the integrity of the relevant information, and (ii) generalize to different test sets. On (i), SID embeddings could cause degradation through previously overlooked factors, such as a sub-optimal metric (EER), training objective (cross-entropy), or pre-processing (FN). The lost information could make data augmentation and the attention algorithm less effective. On (ii), we see that both the pre-trained and fine-tuned SSL features do not generalize well to the VCTK test set in the cross-dataset study. Interestingly, we find that the simple yet overlooked FBANK meets both (i) and (ii), providing both competitive separation and generalization performance. That is not to say that FBANK may be the ultimate solution, but to provide more insight, and to encourage the development of better features that can clearly outperform FBANK in both separation and generalization terms.
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