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Abstract. The classical multivariate extreme value theory tries to capture the extremal dependence between the components under a multivariate domain of attraction condition and it requires each of the components to be in the domain of attraction of a univariate extreme value distribution as well. The multivariate extreme value (MEV) model has a rich theory but has some limitations as it fails to capture the dependence structure in presence of asymptotic independence. A different approach to MEV was given by Heffernan and Tawn (2004), where they examined MEV distributions by conditioning on one of the components to be extreme. Here we assume one of the components to be in Frechet or Weibull domain of attraction and study the behavior of the product of the components under this conditional extreme value model.

1. Introduction

The classical multivariate extreme value theory tries to capture the extremal dependence between the components under a multivariate domain of attraction condition and it requires each of the components to be in domain of attraction of a univariate extreme value distribution. The multivariate extreme value theory has a rich theory but has some limitations as it fails to capture the dependence structure. The concept of tail dependence is an alternative way of detecting this dependence. The concept was first proposed by Ledford and Tawn (1996, 1997) and then elaborated upon by Maulik and Resnick (2004), Resnick (2002). A different approach towards modeling multivariate extreme value distributions was given by Heffernan and Tawn (2004) by conditioning on one of the components to be extreme. Further properties of this conditional model were subsequently studied by Das and Resnick (2011), Heffernan and Resnick (2007).

An important dependence structure in multivariate extreme value theory is that of asymptotic independence. The joint distribution of two random variable is asymptotically independent if the the nondegenerate limit of suitably centered and scaled coordinate wise partial maximums is a product measure. One of the limitations of the asymptotic independence model is that it is too large a class to conclude anything interesting, for example, about product of two random variables. In another approach, a smaller class was considered by Maulik et al. (2002). They assumed that \((X,Y)\) satisfy the following vague convergence:

\[ tP \left[ \frac{X}{a(t)} : Y \right] \xrightarrow{v} (\nu \times H)(\cdot) \text{ on } M_+([0,\infty] \times [0,\infty]), \]

where \(M_+((0,\infty])\) denotes the space of nonnegative Radon measures on \((0,\infty] \times [0,\infty]\) and \(\nu(x,\infty] = x^{-\alpha}\), for some \(\alpha > 0\) and \(H\) is a probability distribution supported on \((0,\infty)\). The tail behavior of the product \(XY\) under the assumption (1.1) and some further moment conditions was obtained by Maulik et al. (2002). The conditional model can be viewed as an extension of the above model. Under the conditional model, the limit of the vague convergence need not be a product measure and it happens in the space \(M_+((-\infty,\infty] \times \mathbb{E}(\gamma))\) with \(\gamma \in \mathbb{R}\), where \(\mathbb{E}(\gamma)\) is the right closure of the set \(\{x \in \mathbb{R} : 1 + \gamma x > 0\}\). (See Section 2 for details.) In this article we mainly focus on the product behavior when the limiting measure in the conditional model is not of the product form.

Products of random variables and their domain of attraction are important theoretical issues which have a lot of applications ranging from Internet traffic to insurance models. We study the product of two random variables whose joint distribution satisfies the conditional extreme value model. In particular we try to see the role of regular variation in determining the behavior of the product. When \(\gamma > 0\), then it is easy to describe the behavior of the product under certain conditions. However, when \(\gamma < 0\), some complications arise due to the presence of finite upper end point. We remark that in this article we do not deal with...
the other important case of $\gamma = 0$. Like in the case of Gumbel domain of attraction for maximum of i.i.d. observations, the case $\gamma = 0$ will require more careful and detailed analysis.

In Section 2 we briefly describe the conditional extreme value model and state some properties and nomenclature which we use throughout this article. In Section 3 we provide an overview of our results presented in the later sections. In Section 4 we reduce the conditional extreme value model defined in Section 2 to simpler forms in special cases. In Section 5 we describe the behavior of the product of random variables following conditional model under some appropriate conditions. In Section 6 we make some remarks on the assumptions used in the results. In the final Section 7 we present an example of a conditional model and also look at the product behavior.

2. Conditional extreme value model

In this section, we provide the notations used in this article and the basic model.

If $\mathcal{S}$ is a topological space with $\mathcal{S}$ being its $\sigma$-field, then for non-negative Radon measures $\mu_t$, for $t > 0$, and $\mu$ on $(\mathcal{S}, \mathcal{S})$, we say $\mu_t$ converges vaguely to $\mu$ and denote it by $\mu_t \xrightarrow{\gamma} \mu$, if for all relatively compact sets $C$, which are also $\mu$-continuity sets of $\mu$, that is, $\mu(\partial C) = 0$, we have $\mu_t(C) \to \mu(C)$, as $t \to \infty$. By $M_+(\mathcal{S})$ we shall mean the space of all Radon measures on $\mathcal{S}$ endowed with the topology of vague convergence.

**Definition 2.1.** A measurable function $f : \mathbb{R}_+ \to \mathbb{R}_+$ is called regularly varying at infinity with index $\alpha$, (we write $f \in RV_\alpha$), if for all $t > 0$,

$$\lim_{x \to \infty} \frac{f(tx)}{f(x)} = t^\alpha.$$ 

If $\alpha = 0$, $f$ is called slowly varying.

**Definition 2.2.** We say that a random variable $X$, with distribution function $F$, has a regularly varying tail of index $-\alpha$, $\alpha \geq 0$, if the tail of its distribution function $F(\cdot) := P[X > \cdot] \in RV_{-\alpha}$.

Definition 2.2 is equivalent to the existence of a positive function $a \in RV_1/\alpha$ such that $t P[X/a(t) \in \cdot]$ has a vague limit in $M_+((0, \infty))$, where the limit is a nondegenerate Radon measure. The limiting measure necessarily takes values $cx^{-\alpha}$ on set $(x, \infty]$.

Let $E(\gamma)$ be the interval $\{x \in \mathbb{R} : 1 + \gamma x > 0\}$ and $E(\gamma)$ be its right closure in the extended real line $[-\infty, \infty]$. Thus, we have

$$E(\gamma) = \begin{cases} (-1/\gamma, \infty), & \text{if } \gamma > 0, \\ (\infty, \infty), & \text{if } \gamma = 0, \\ (\infty, -1/\gamma), & \text{if } \gamma < 0, \end{cases} \quad \text{and} \quad E(\gamma) = \begin{cases} (-1/\gamma, \infty), & \text{if } \gamma > 0, \\ (\infty, \infty), & \text{if } \gamma = 0, \\ (\infty, -1/\gamma), & \text{if } \gamma < 0. \end{cases}$$

For any $\gamma \in \mathbb{R}$, the generalized extreme value distribution is denoted by $G_\gamma$. It is supported on $E(\gamma)$ and is be given by, for $x \in E(\gamma)$,

$$G_\gamma(x) = \begin{cases} \exp \left( - (1 + \gamma x)^{-\frac{1}{\gamma}} \right), & \text{for } \gamma \neq 0, \\ \exp (-e^{-x}), & \text{for } \gamma = 0. \end{cases}$$

**Definition 2.3.** We say that a random variable $Y$ with distribution function $F$ is in the domain of attraction of an extreme value distribution $G_\gamma$ for some $\gamma \in \mathbb{R}$ (written as $D(G_\gamma)$) if there exists a positive valued function $a$ and a real valued function $b$ such that as $t \to \infty$, on $E(\gamma)$,

$$t P[Y > a(t)y + b(t)] = t F(a(t)y + b(t)) \to \begin{cases} (1 + \gamma y)^{-\frac{1}{\gamma}}, & \text{for } \gamma \neq 0, \\ e^{-y}, & \text{for } \gamma = 0. \end{cases} \quad (2.1)$$

When $\gamma \neq 0$, the domain of attraction condition is related to regular variation in the following way.

If $\gamma > 0$, then $F \in D(G_\gamma)$ if and only if $F \in RV_{-1/\gamma}$.

If $\gamma < 0$, then as $t \to \infty$, $b(t) \to b(\infty) < \infty$ and $F \in D(G_\gamma)$ if and only if $F(b(\infty) - 1/\cdot) \in RV_{1/\gamma}$. Note that in this case $b(\infty)$ becomes the upper end point of the distribution function $F$.

**Definition 2.4** (Conditional extreme value model). The real valued random vector $(X, Y)$ satisfies conditional extreme value model (CEVM) if
(1) The marginal distribution of $Y$ is in the domain of attraction of an extreme value distribution $G_{\gamma}$, that is, there exists a positive valued function $\alpha$ and a real valued function $b$ such that (2.1) holds on $BCEVM$.

(2) There exists a positive valued function $\alpha$ and a real valued function $\beta$ and a non-null Radon measure $\mu$ on Borel subsets of $(-\infty, \infty) \times E(\gamma)$ such that

\[ (2A) \quad tP\left( \frac{X-a(t)}{\alpha(t)}, \frac{Y-b(t)}{\beta(t)} \right) \in \cdot \Rightarrow \mu(\cdot) \text{ on } [-\infty, \infty] \times BCEVM, \text{ as } t \to \infty, \text{ and } \]

\[ (2B) \quad \text{for each } y \in BCEVM, \mu((-\infty, x] \times (y, \infty)) \text{ is a nondegenerate distribution function in } x. \]

(3) The function $H(x) = \mu((-\infty, x] \times (0, \infty))$ is a probability distribution.

If $(X, Y)$ satisfy Conditions (1)–(3), then we say $(X, Y) \in CEVM(\alpha, \beta; a, b; \mu)$ in $[-\infty, \infty] \times BCEVM$. Also, Condition (2A) is equivalent to the convergence

\[ tP[X \leq \alpha(t)x + \beta(t)y > a(t)x + b(t)y] \to \mu((-\infty, x] \times (y, \infty)) \]

for all $y \in BCEVM$ and continuity points $(x, y)$ of the measure $\mu$. Note that, for $(X, Y) \in CEVM(\alpha, \beta; a, b; \mu)$ in $[-\infty, \infty] \times BCEVM$ we have, as $t \to \infty$,

\[ P\left[ \frac{X - \beta(t)}{\alpha(t)} \leq x \middle| Y > b(t) \right] \to H(x), \]

which motivates the name of the model.

Occasionally, we shall also be interested in pairs of random variables $(X, Y)$ which satisfy Conditions (2A) and (2B), without any reference to Conditions (1) and (3). We shall then say that $(X, Y)$ satisfies Conditions (2A) and (2B) with parameters $(\alpha, \beta; a, b; \mu)$ on $E$, where $\alpha$ and $\beta$ will denote the scaling and centering of $X$, $a$ and $b$ will denote the scale and centering of $Y$ and $\mu$ will denote the nondegenerate limiting distribution and $E$ is the space on which the convergence takes place. In Definition 2.4 we have $E = (-\infty, \infty] \times BCEVM$.

It was shown in Proposition 1 of Heffernan and Resnick (2007) that there exists functions $\psi_1(\cdot), \psi_2(\cdot)$ such that,

\[ \lim_{t \to \infty} \frac{\alpha(tx)}{\alpha(t)} = \psi_1(x) \quad \text{and} \quad \lim_{t \to \infty} \frac{\beta(tx) - \beta(t)}{\alpha(t)} = \psi_2(x) \]

and the above convergence holds uniformly on compact subsets of $(0, \infty)$. Then, necessarily, we must have, for some $\rho \in \mathbb{R}$, $\psi_1(x) = x^\rho, x > 0$. Also from Theorem B.2.1 of de Haan and Ferreira (2006) it follows that either $\psi_2$ is 0 or, for some $k \in \mathbb{R}$ and $x > 0$,

\[ \psi_2(x) = \begin{cases} \frac{1}{\rho}(x^\rho - 1), & \text{when } \rho \neq 0, \\ k \log x, & \text{when } \rho = 0. \end{cases} \]

Note that, we have $\alpha \in RV_\rho$. 

**Definition 2.5.** The pair of nonnegative random variables $(Z_1, Z_2)$ is said to be standard multivariate regularly varying on $[0, \infty] \times (0, \infty]$ if, as $t \to \infty$

\[ tP\left[ \left( \frac{Z_1}{t}, \frac{Z_2}{t} \right) \in \cdot \right] \Rightarrow \nu(\cdot) \text{ in } M_+([0, \infty] \times (0, \infty]). \]

In such cases we have $(Z_1, Z_2) \in CEVM(t, 0; t, 0; \nu)$ in $[0, \infty] \times (0, \infty]$. The above convergence implies that $\nu(\cdot)$ is homogeneous of order $-1$, that is,

\[ \nu(cA) = c^{-1}\nu(A) \text{ for all } c > 0 \]

where $A$ is a Borel subset of $[0, \infty] \times (0, \infty]$. By homogeneity arguments it follows that for $r > 0$,

\[ \nu\left( (x, y) \in [0, \infty] \times (0, \infty] : x + y > r, \frac{x}{x + y} \in \Lambda \right) \]

\[ = r^{-1}\nu\left( (x, y) \in [0, \infty] \times (0, \infty] : x + y > 1, \frac{x}{x + y} \in \Lambda \right) \]

\[ = r^{-1}S(\Lambda), \]

where $S$ is a measure on $\{(x, y) : x + y = 1, 0 \leq x < 1\}$. The measure $S$ is called the spectral measure corresponding to $\nu(\cdot)$, while the measure $\nu$ is called the standardized measure. It was shown in
In this section we give a brief description of the results. First note that if \((X, Y) \in CEVM(\alpha, \beta; a, b; \mu)\) on \([-\infty, \infty] \times \mathbb{E}^\gamma\), then \(\alpha \in RV_\rho\) and \(a \in RV_\gamma\), where \(\alpha\) and \(a\) were the scalings for \(X\) and \(Y\) respectively. While \(Y \in D(G_\gamma)\) necessarily holds, it need not a priori follow that \(X \in D(G_\rho)\). We classify the problem according to the parameters \(\gamma\) and \(\rho\). We break the problem into four cases depending on whether the parameters \(\gamma\) and \(\rho\) are positive or negative. In Section 4 we show that, depending on the properties of the scaling and centering parameters, we can first reduce the basic convergence in conditional model to an equivalent convergence with the limiting measure satisfying nondegeneracy condition in an appropriate cone. The reduction of the basic convergence helps us to compute the convergence of the product with ease in Section 5.

**Case I: \(\rho\) and \(\gamma\) positive:** This is an easier case and the behavior is quiet similar to the classical multivariate extreme theory. In Theorem 5.1, we show that under appropriate tail condition on \(X\), the product \(XY\) has regularly varying tail of index \(-1/(\rho + \gamma)\). It is not assumed that \(X \in D(G_\rho)\), but in Section 6 we show that the tail condition is satisfied when \(X \in D(G_\rho)\). It may happen that \(X\) is in some other domain of attraction but still the tail condition holds. We also present a situation where the tail condition may fail.

In all the remaining cases, at least one of the indices \(\rho\) and \(\gamma\) will be negative. A negative value for \(\gamma\) will require that the upper endpoint of \(Y\) is indeed \(b(\infty)\). However, as has been noted below, the same need not be true for \(\rho\), \(X\) and \(\beta(\infty)\). Yet, we shall assume that whenever \(\rho < 0\), the upper endpoint of the support of \(X\) is \(\beta(\infty)\). Further, we shall assume at least one of the factors \(X\) and \(Y\) to be nonnegative. If both the factors take negative values, then, the product of the negative numbers being positive, their left tails will contribute to the right tail of the product as well. In fact, it will become important in that case to compare the relative heaviness of the two contributions. This can be easily done by breaking each random variable into its negative and positive parts. For the product of two negative parts, the relevant model should be built on \((-X, -Y)\) and the analysis becomes same after that. While these details increase the bookkeeping, they do not provide any new insight into the problem. So we shall refrain from considering the situations where both \(X\) and \(Y\) take negative values, except in Subcases II(b) and II(d) below, where both \(X\) and \(Y\) are nonpositive and we get some interesting result about the lower tail of the product \(XY\) easily.

**Case II: \(\rho\) and \(\gamma\) negative:** In Section 4, we first reduce the basic convergence to an equivalent convergence where regular variation can play an important role. In this case both \(b(t)\) and \(\beta(t)\) have finite limits \(b(\infty)\) and \(\beta(\infty)\) respectively. Since \(Y \in D(G_\gamma)\), \(b(\infty)\) is the right end point of \(Y\). However, \(\beta(\infty)\) need not be the right end point of \(X\) in general, yet throughout we shall assume it to be so. In Section 4 we reduce the conditional model \((X, Y) \in CEVM(\alpha, \beta; a, b; \mu)\) to \((\tilde{X}, \tilde{Y})\) which satisfies Conditions (2A) and (2B) with parameters \((\tilde{\alpha}, 0; \tilde{a}, 0; \nu)\) on \([0, \infty] \times (0, \infty)\), where,

\[
\tilde{X} = \frac{1}{\beta(\infty) - \tilde{X}} \quad \text{and} \quad \tilde{Y} = \frac{1}{b(\infty) - \tilde{Y}},
\]

and \(\tilde{\alpha}\) and \(\tilde{a}\) are some appropriate scalings and \(\nu\) is a transformed measure. Regular variation at the right end point plays a crucial role during the determination the product behavior in this case. Depending on the right end point, we break the problem into few subcases which are interesting.

**Subcase II(a): \(\beta(\infty)\) and \(b(\infty)\) positive:** If the right end points are positive, then, without loss of generality, we assume them to be 1. In Theorem 5.2 we show that if \(X\) and \(Y\) both have positive right end points, then \((1 - XY)^{-1}\) has regularly varying tail of index \(-1/|\rho|\), under some further sufficient moment conditions. In Section 7 we give an example where the moment condition fails, yet the product shows the tail behavior predicted by Theorem 5.2.
Subcase II(b): \( \beta(\infty) \) and \( b(\infty) \) zero: In Theorem 5.3 we show that if both right end points are zero, then the product convergence is a simple consequence of the result in Case I. In this case \((XY)^{-1}\) has regularly varying tail of index \(-1/(|\rho| + |\gamma|)\).

Subcase II(c): \( \beta(\infty) \) zero and \( b(\infty) \) positive: We show in Theorem 5.4 that if \( Y \) is a nonnegative random variable having positive right end point, then under some appropriate moment conditions \(- (XY)^{-1}\) has regularly varying tail of index \(-1/|\rho|\).

Subcase II(d): \( \beta(\infty) \) and \( b(\infty) \) negative: When both the right end points are negative, then, without loss of generality, we assume them to be \(-1\). In Theorem 5.5 we show that \((XY - 1)^{-1}\) has regularly varying tail of index \(-1/|\rho|\).

There are a few more cases beyond the four subcases considered above, when both \( \rho \) and \( \gamma \) are negative. For example, consider the case when \( Y \) has right end point zero and \( X \) has positive right end point \( \beta(\infty) \). By our discussion above, \( X \) should have the support \([0, \beta(\infty)]\). Again, the product has right end point 0 and the behavior of \( X \) around zero becomes important. Thus, to get something interesting in this case one must have a conditional model which gives adequate information about the behavior of \( X \) around the left end point. So it becomes natural to model \((X, Y)\) by translations on both axes. So in Theorem 5.1 which deals with product convergence in Condition (2A) to an equivalent convergence in some appropriate subspace of \( \mathbb{R}^2 \) to facilitate our calculations of product of two variables following conditional extreme value model. We now discuss the four cases considered in Section 3.

**Case III:** \( \rho \) positive and \( \gamma \) negative: In this case we assume \( b(\infty) > 0 \) and also \( \beta(t) \sim 1/\alpha(t) \) which implies that \( \rho = -\gamma \). We show in Theorem 5.6 that \( XY \) has regularly varying tail of index \(-1/|\gamma|\).

**Case IV:** \( \rho \) negative and \( \gamma \) positive: In Theorem 5.7 we show that \( XY \) has regularly varying tail of index \(-1/|\gamma|\).

Finally we end this section by summarizing the results in a tabular form:

| Index of \( \alpha \) | Index of \( \alpha \) | Theorem number | Nature | Regular variation |
|------------------------|------------------------|----------------|--------|------------------|
| \( \rho > 0 \)         | \( \gamma > 0 \)       | Theorem 5.1     | \( XY \) | \( RV_{-1/(\gamma+\rho)} \) |
| \( \rho > 0 \)         | \( \gamma = -\rho < 0 \) | Theorem 5.6     | \( XY \) | \( RV_{-1/|\gamma|} \) |
| \( \rho < 0 \)         | \( \gamma < \rho \)    | Theorem 5.2     | \( (\beta(\infty)b(\infty) - XY)^{-1} \) | \( RV_{-1/|\rho|} \) |
| \( \rho < 0 \)         | \( \gamma = \rho \)    | Theorem 5.4     | \( (XY)^{-1} \) | \( RV_{-1/(|\rho|+|\rho|)} \) |
| \( \rho < 0 \)         | \( \gamma < 0 \)       | Theorem 5.5     | \( XY \) | \( RV_{1/|\gamma|} \) |

4. Some transformations of CEVM according to parameters \( \gamma \) and \( \rho \)

In this section we reduce the basic convergence in Condition (2A) to an equivalent convergence in some appropriate subspace of \( \mathbb{R}^2 \) to facilitate our calculations of product of two variables following conditional extreme value model. We now discuss the four cases considered in Section 3.

**Case I:** \( \rho \) and \( \gamma \) positive: In this case we assume \( Y \) is nonnegative. Let \((X, Y) \in CEVM(\alpha, \beta; a, b; \mu)\) on \([\alpha, \infty] \times \mathbb{R}(\gamma)\). Now by the domain of attraction condition (1) and Corollary 1.2.4 of de Haan and Ferreira (2006), we have, \( b(t) \sim \alpha(t)/\gamma \), as \( t \to \infty \). Also, from Theorem 3.1.12 (a), (c) of Bingham et al. (1987) it follows that

\[
\lim_{t \to \infty} \frac{\beta(t)}{\alpha(t)} = \begin{cases} 
0 & \text{when } \psi_2 = 0 \\
\frac{1}{\gamma} & \text{when } \psi_2 \neq 0.
\end{cases}
\]

Now using the above conditions and translating \( X \) and \( Y \) coordinates we get that \((X, Y)\) satisfies Conditions (2A) and (2B) with parameters \((\alpha, 0; a, 0; \nu)\) on \( D := [\alpha, \infty] \times (0, \infty] \), for some nondegenerate measure \( \nu \) which is obtained from \( \mu \) by translations on both axes. So in Theorem 5.1 we show that \((XY)^{-1}\) has regularly varying tail of index \(-1/(|\rho| + |\gamma|)\).
Case II: $\rho$ and $\gamma$ negative: Recall that in this case $\mathbb{E}^{(\gamma)} = (\infty, \frac{1}{|\gamma|}]$. Since $Y \in D(G_\gamma)$ with $\gamma < 0$, it follows from Lemma 1.2.9 of de Haan and Ferreira (2006) that $\lim_{t \to \infty} b(t) =: b(\infty)$ exists and is finite and as $t \to \infty$ we have,

$$\frac{b(\infty) - b(t)}{a(t)} \to \frac{1}{|\gamma|}.$$ 

Moreover $b(\infty)$ turns out to be the right end point of $Y$. Hence in this case, without loss of generality we take $a(t) = |\gamma|(b(\infty) - b(t))$ and it easily follows that, for $y > 0$,

$$\lim_{t \to \infty} t \mathbb{P} \left[ \frac{\bar{Y}}{a(t)} > y \right] = y^{\frac{1}{\rho}},$$

where $\bar{Y}$ is defined in (3.1). Now observe that $(X, Y) \in CEVM(\alpha, \beta; a, b, \mu)$ on $[-\infty, \infty] \times \mathbb{E}^{(\gamma)}$ gives $(X, \bar{Y})$ which satisfies Conditions (2A) and (2B) with parameters $(\alpha, \beta; 1/a(t), 0, \rho_2)$ on $D$, where,

$$\mu_2([-\infty, x] \times (y, \infty]) = \mu([-\infty, x], (1/|\gamma| - y, \infty]) + \mu_3([-\infty, x] \times (y, \infty]).$$

Now since $\rho < 0$, we get by Theorem B.22 of de Haan and Ferreira (2006) that $\lim_{t \to \infty} \beta(t) = \beta(\infty)$ exists and is finite. It may happen that $X$ has a different right end point than $\beta(\infty)$, but we assume $\beta(\infty)$ to be its right end point to avoid complications. In $X$ coordinate we can do a similar transformation as the $Y$ variable, to get

$$K_t(\alpha(t)x + \beta(t)) := \mathbb{P} \left[ \frac{X - \beta(t)}{\alpha(t)} \leq x \right],$$

where,

$$\lim_{t \to \infty} \frac{\beta(\infty) - \beta(t)}{\alpha(t)} \to \frac{1}{|\rho|}.$$ (4.1)

Now by convergence of types theorem, as $t \to \infty$, we have,

$$K_t(\alpha(t)\beta(\infty) - \beta(t))x + \beta(t)) \to K(x).$$

Define,

$$\bar{a}(t) = \begin{cases} \frac{1}{\alpha(t)} & \text{when } \psi_2 \neq 0, \\ \frac{1}{\rho(\beta(\infty) - \beta(t))} & \text{when } \psi_2 = 0. \end{cases} \quad \text{and} \quad \bar{a}(t) = \frac{1}{\alpha(t)}. \quad (4.2)$$

Using (4.2) we get, as $t \to \infty$,

$$t \mathbb{P} \left[ \frac{X}{\bar{a}(t)} \leq x, \frac{\bar{Y}}{\bar{a}(t)} > y \right] \to \begin{cases} \mu_2([-\infty, -\frac{1}{\rho} + \frac{1}{|\rho|}] \times (y, \infty]) & \text{for } \psi_2 \neq 0, \\ \mu_2([-\infty, -\frac{1}{\rho}] \times (y, \infty]) & \text{for } \psi_2 = 0. \end{cases} \quad (4.3)$$

In Section 5 we deal with Case II by breaking it up into different subcases as pointed out in Section 3. So, in Theorems 5.2 and 5.3 we assume that $(\bar{X}, \bar{Y})$ satisfy Conditions (2A) and (2B) with parameters $(\bar{a}, 0; \tilde{a}, 0; \nu)$ on $[0, \infty] \times (0, \infty]$, for some nondegenerate Radon measure $\nu$.

Case III: $\rho$ positive and $\gamma$ negative: Since $Y \in D(G_\gamma)$, we can do a transformation similar to that in Case II. So in this case $(X, \bar{Y})$ satisfies Conditions (2A) and (2B) with parameters $(\alpha; \beta; \tilde{a}; 0; \mu_3)$ on $[-\infty, \infty] \times (0, \infty]$, for some nondegenerate measure $\mu_3$.

Now since $\rho > 0$, we can do a translation in the first coordinate to get $(X, \bar{Y})$ which satisfies Conditions (2A) and (2B) with parameters $(\alpha; 0; \tilde{a}; 0; \nu)$ on $[-\infty, \infty] \times (0, \infty]$ for some nondegenerate measure $\nu$.

In Theorem 6.0 we deal with product behavior in this case.

Case IV: $\rho$ negative and $\gamma$ positive: We assume that $\beta(\infty)$, the right end point of $X$ is positive. Now, as in Case II, we use (4.1) to get the following convergence for $x \geq 0$ and $y > 0$,

$$t \mathbb{P} \left[ \frac{\beta(\infty) - X}{\alpha(t)} \leq x, \frac{Y}{a(t)} > y \right] = t \mathbb{P} \left[ \frac{X - \beta(t)}{\alpha(t)} \geq -x + \frac{\beta(\infty) - \beta(t)}{\alpha(t)} \frac{Y}{a(t)} > y \right]$$

$$\to \mu \left[ [-x + \frac{1}{|\gamma|}, \infty] \times (y, \infty] \right] \quad \text{as } t \to \infty.$$
So in Theorem 5.7 which derives the product behavior in Case IV, we assume \( (\beta(\infty) - X, Y) \) satisfies Conditions (2A) and (2B) with parameters \((\alpha, 0; a, 0; \nu)\) on \([0, \infty] \times (0, \infty]\), for some nondegenerate Radon measure \( \nu \).

We thus observe that if \((X, Y) \in CEVM(\alpha, \beta; a, b; \mu)\), then in Cases I, II, III and IV respectively, \((X, Y), (\tilde{X}, \tilde{Y}), (X, Y)\) and \((\beta(\infty) - X, Y)\) satisfy Conditions (2A) and (2B) with some positive scaling parameters, zero centering parameters and a nondegenerate limiting Radon measure on \( D = [-\infty, \infty] \times (0, \infty]\). In future sections, whenever we refer to Conditions (2A) and (2B) with respect to the transformed variables alone without any reference to the CEVM model for the original pair \((X, Y)\), we shall denote, by an abuse of notation, the limiting Radon measure for the transformed random variables as \( \mu \) as well.

5. Behavior of the product under conditional model

Now we study the product behavior when \((X, Y) \in CEVM(\alpha, \beta; a, b; \mu)\). In all the cases we assume Conditions (2A) and (2B) on the suitably transformed versions of \((X, Y)\), so that centering is not required.

Case I: \( \rho \) and \( \gamma \) positive: We begin with the case where both \( \rho \) and \( \gamma \) are positive.

**Theorem 5.1.** Let \( \rho > 0, \gamma > 0 \) and \( Y \) be a nonnegative random variable. Assume \((X, Y)\) satisfies Conditions (2A) and (2B) with parameters \((\alpha, 0; a, 0; \mu)\) on \( D := [-\infty, \infty] \times (0, \infty] \). Also assume

\[
\lim_{t \to \infty} \limsup_{t \to \infty} t P \left[ \frac{|X|}{\alpha(t)} > \frac{z}{\epsilon} \right] = 0. \tag{5.1}
\]

Then, \( XY \) has regularly varying tail of index \(-1/(\gamma + \rho)\) and \( t P[XY/(\alpha(t)a(t))] \in \cdot \) converges vaguely to some nondegenerate Radon measure on \([-\infty, \infty] \setminus \{0\}\).

**Proof.** For \( \epsilon > 0 \) and \( z > 0 \) observe that the set,

\[
A_{\epsilon, z} = \{(x, y) \in D : xy > z, y > \epsilon\}
\]

is a relatively compact set in \( D \) and \( \mu \) is a Radon measure. Note that,

\[
t P \left[ \left( \frac{XY}{\alpha(t)a(t)}, \frac{Y}{a(t)} \right) \in A_{\epsilon, z} \right] \leq t P \left[ \frac{XY}{\alpha(t)a(t)} > z \right] \\
\leq t P \left[ \frac{XY}{\alpha(t)a(t)} : \frac{Y}{a(t)} \in A_{\epsilon, z} \right] + t P \left[ \frac{XY}{\alpha(t)a(t)} > z, \frac{Y}{a(t)} \leq \epsilon \right] \tag{5.2}
\]

First letting \( t \to \infty \) and then \( \epsilon \downarrow 0 \) through a sequence such that \( A_{\epsilon, z} \) is a \( \mu \)-continuity set, the left side and the first term on the right side converge to \( \mu\{(x, y) \in D : xy > z\} \). The second term on the right side is negligible by the assumed tail condition (5.1). Combining all, we have the required result when \( z > 0 \). By similar arguments one can show the above convergence on the sets of the form \((-\infty, -z)\) with \( z > 0 \), also.

**Spectral form for product:** For simplicity let us assume that \( X \) is nonnegative as well. Then the vague convergence in \( M_+(D) \) can be thought of as vague convergence in \( M_+([0, \infty] \times (0, \infty]) \). By Theorem 5.1 we have,

\[
\lim_{t \to \infty} t P \left[ \frac{XY}{\alpha(t)a(t)} > z \right] = \mu\{(x, y) \in [0, \infty] \times (0, \infty] : xy > z\}.
\]

Since \( \rho > 0 \) and \( \gamma > 0 \), it is known that there exists \( m(t) \sim a(t) \) and \( \pi(t) \sim a(t) \) such that they are eventually differentiable and strictly increasing. Also \( \frac{\pi(tx)}{\alpha(t)} \to x^\rho \) and \( \frac{\pi(ty)}{\alpha(t)} \to x^\gamma \) as \( t \to \infty \). Recall that the (left continuous) inverse of nondecreasing function \( f \) is defined as

\[
f^{-}(y) = \inf\{s : f(s) \geq y\}.
\]

Hence,

\[
t P \left[ \frac{\pi^{-}(X)}{t} \leq x, \frac{\pi^{-}(Y)}{t} > y \right] = t P \left[ \frac{X}{\alpha(t)} \leq \frac{\pi(tx)}{\alpha(t)}, \frac{Y}{a(t)} > \frac{\pi(ty)}{a(t)} \right] \\
\to \mu([0, x^\rho] \times (y^\gamma, \infty]) \\
= \mu T^{-1}_1([0, x] \times (y, \infty]),
\]
where \( T_1(x,y) = (x^{1/r}, y^{1/\gamma}) \). Let \( S \) be the spectral measure for the standardized pair \((\widetilde{\alpha}^T(X), \widetilde{\alpha}^T(Y))\) corresponding to \( \mu T_1^{-1} \). Then,

\[
\mu\{(x, y) \in [0, \infty] \times (0, \infty) : xy > z\} = \mu T_1^{-1}\{(x, y) \in [0, \infty] \times (0, \infty) : x^\rho y^\gamma > z\} = \int_{\omega \in [0,1]} \int_{r>0} \frac{r^{-2} \rho S(d\omega)}{(1-r^{-\rho})(1-r^{-\gamma})} \]

So finally we have,

\[
\lim_{t \to \infty} t P\left[\frac{XY}{\alpha(t) a(t)} > z\right] = \mu\{(x, y) \in [0, \infty] \times (0, \infty) : xy > z\} = z^{-\gamma/r+\gamma} \int_{\omega \in [0,1]} \omega^{-\frac{\rho}{\rho+\gamma}} \omega^{-\frac{\gamma}{\rho+\gamma}} S(d\omega).
\]

**Case II: \( \rho \) and \( \gamma \) negative:** As has been already pointed out, \( \beta(\infty) \) need not be the right endpoint \( X \). However, we shall assume it to be so. The tail behavior of \( XY \) strongly depends on the right end points of \( X \) and \( Y \). There are several possibilities which may arise, but it may not always be possible to predict the tail behavior of \( XY \) in all the cases. We shall deal with few interesting cases. See Section [3] for a discussion in this regard. Regarding one of the cases left out, see Remark 5.2. Recall that, from (3.1) we have,

\[
\frac{1}{\beta(\infty) b(\infty)} - \frac{XY}{X Y} = \frac{\tilde{X}\tilde{Y}}{\beta(\infty) X + b(\infty) Y - 1}
\]

**Subcase II(a): \( \beta(\infty) \) and \( b(\infty) \) positive:** After scaling \( X \) and \( Y \) suitably, without loss of generality, we can assume that \( \beta(\infty) = 1 = b(\infty) \).

**Theorem 5.2.** Suppose \( X \) and \( Y \) are nonnegative and \((\tilde{X}, \tilde{Y})\) satisfies Conditions (2A) and (2B) with parameters \((\tilde{a}, 0; \tilde{a}, 0; \mu)\) on \([0, \infty) \times (0, \infty)\). Assume \( E \left[ X^{1/|\rho|+\delta} \right] < \infty \) for some \( \delta > 0 \) and either \( \gamma < \rho \) or \( \tilde{a}(t)/\tilde{a}(t) \) remains bounded. Then \((1 - XY)^{-1} \) has regularly varying tail of index \(-1/|\rho|\) and, as \( t \to \infty \), \( t P \left[(1 - XY)^{-1}/\tilde{a}(t) \in \cdot\right] \) converges vaguely to some nondegenerate Radon measure on \([0, \infty)\).

We start with a technical lemma.

**Lemma 5.1.** For \( 0 \leq t_1 \leq t_2 \leq \infty \) and \( z > 0 \), we denote the set

\[
V_{[t_1,t_2],z} = \{(x, y) \in [0, \infty] \times (0, \infty) : x \in [t_1, t_2], y > z\}.
\]

Suppose that \((Z_{1t}, Z_{2t})\) is a sequence of pairs of nonnegative random variables and there exists a Radon measure \( \nu(\cdot) \) in \([0, \infty) \times (0, \infty)\) such that they satisfy the following two conditions.

**Condition A:** Whenever \( V_{[t_1,t_2],z} \) is a \( \nu \)-continuity set, we have, as \( t \to \infty \),

\[
t P\left[(Z_{1t}, Z_{2t}) \in V_{[t_1,t_2],z}\right] \to \nu(V_{[t_1,t_2],z}).
\]

**Condition B:** For any \( z_0 \in (0, \infty) \) we have as \( t \to \infty \),

\[
t P\left[(Z_{1t}, Z_{2t}) \in V_{[0,\infty],z_0}\right] \to f(z_0) \in (0, \infty).
\]

Then, as \( t \to \infty \),

\[
t P\left[(Z_{1t}, Z_{2t}) \in \cdot\right] \xrightarrow{\nu} \nu(\cdot)
\]

in \( M_+([0, \infty] \times (0, \infty])\).
Proof. Fix a \( z_0 \in (0, \infty) \) and define the following probability measures on \([0, \infty) \times (z_0, \infty)\):

\[
Q_t(\cdot) = \frac{t P(\{ (Z_{1t}, Z_{2t}) \in \cdot \})}{t P(\{ (Z_{1t}, Z_{2t}) \in V_{[0,\infty),z_0} \})} \quad \text{and} \quad Q(\cdot) = \frac{\nu(\cdot)}{f(z_0)}
\]

From condition A it follows that

\[
Q_t(\{ V_{[t_1,t_2],z} \} \to Q(\{ V_{[t_1,t_2],z} \})
\]

as \( t \to \infty \), whenever \( V_{[t_1,t_2],z} \) is \( \nu \)-continuity set. Now following the arguments in the proof of Theorem 2.1 of [Maulik et al. 2002], it follows that \( Q_t \) converges weakly to \( Q \) on \([0, \infty) \times (z_0, \infty)\). Since a Borel set with boundary having zero \( Q \) measure is equivalent to having measure zero with respect to the measure \( \nu \) we have that \( t P(\{ (Z_{1t}, Z_{2t}) \in B \}) \to \nu(B) \) for any Borel set \( B \) having boundary with zero \( \nu \) measure.

Let \( K \) be a \( \nu \)-continuity set as well as a relatively compact set in \([0, \infty) \times (0, \infty)\). Then there exists \( z_0 > 0 \) such that \( K \subset [0, \infty) \times (z_0, \infty) \). Then \( K \) is Borel in \([0, \infty) \times (z_0, \infty)\) and also a \( \nu \)-continuity set. Hence we have,

\[
t P(\{ (Z_{1t}, Z_{2t}) \in K \}) = t P(\{ (Z_{1t}, Z_{2t}) \in K \}) \to \nu(K).
\]

This shows that \( t P(\{ (Z_{1t}, Z_{2t}) \in \cdot \}) \) vaguely converges to \( \nu \) on \([0, \infty) \times (0, \infty) \).

From (5.3), the behavior of \( XY \) will be determined by the pair \((X \tilde{Y}, \tilde{X} + \tilde{Y} - 1)\). So we next prove a result about the joint convergence of product and the sum.

Lemma 5.2. Let \( \gamma < 0, \rho < 0 \) and \((X, \tilde{Y})\) satisfies Conditions \((2A)\) and \((2B)\) with parameters \((\tilde{\alpha}, 0; \tilde{\alpha}, 0; \mu)\). If \( E \left[ \tilde{X}^{1/|\gamma|+\delta} \right] < \infty \) for some \( \delta > 0 \), then \((X \tilde{Y}, \tilde{X} + \tilde{Y} - 1)\) also satisfies Conditions \((2A)\) and \((2B)\) with parameters \((\alpha a, 0; \tilde{\alpha}, 0; \mu T_2^{-1})\) on \([0, \infty) \times (0, \infty)\) where \( T_2(x, y) = (xy, y) \).

Proof. First observe that from the compactification arguments used in Lemma 5.1 and the basic convergence in Condition \((2A)\) satisfied by the pair \((X, \tilde{Y})\), it follows that

\[
t P \left[ \left( \frac{X \tilde{Y}}{\tilde{a}(t)a(t)}, \frac{\tilde{X} + \tilde{Y} - 1}{\tilde{a}(t)} \right) \in \cdot \right] \to \mu T_2^{-1}(-) \quad \text{in} \quad M_+([0, \infty) \times (0, \infty)). \tag{5.5}
\]

Let \( 0 \leq t_1 \leq t_2 \leq \infty \) and \( z > 0 \). Assume that \( \mu T_2^{-1}(\partial V_{[t_1,t_2],z}) = 0 \), where \( V_{[t_1,t_2],z} \) is defined in (5.4). Since \( X \) is nonnegative, \( \tilde{X} \) is greater than or equal to \( 1 \) and hence for a lower bound we get,

\[
\lim_{t \to \infty} \inf t P \left[ \left( \frac{X \tilde{Y}}{\tilde{a}(t)a(t)}, \frac{\tilde{X} + \tilde{Y} - 1}{\tilde{a}(t)} \right) \in V_{[t_1,t_2],z} \right] \leq \lim_{t \to \infty} t P \left[ \left( \frac{X \tilde{Y}}{\tilde{a}(t)a(t)}, \frac{\tilde{X} + \tilde{Y} - 1}{\tilde{a}(t)} \right) \in V_{[t_1,t_2],z}, \tilde{X} \geq z \right] = \mu T_2^{-1}(V_{[t_1,t_2],z}). \tag{5.6}
\]

For the upper bound, choose \( 0 < \epsilon < z \), such that \( 1/\tilde{a}(t) < \epsilon/2 \) (since \( \tilde{a}(t) \in RV_{-\gamma} \) and \( \mu T_2^{-1}(\partial V_{[t_1,t_2],z-\epsilon}) = 0 \). Then,

\[
t P \left[ \left( \frac{X \tilde{Y}}{\tilde{a}(t)a(t)}, \frac{\tilde{X} + \tilde{Y} - 1}{\tilde{a}(t)} \right) \in V_{[t_1,t_2],z} \right] \leq \lim_{t \to \infty} t P \left[ \left( \frac{X \tilde{Y}}{\tilde{a}(t)a(t)}, \frac{\tilde{X} + \tilde{Y} - 1}{\tilde{a}(t)} \right) \in V_{[t_1,t_2],z}, \tilde{X} \leq \frac{\epsilon}{2} \right] + t P \left[ \left( \frac{\tilde{X}}{\tilde{a}(t)} \right) > \frac{\epsilon}{2} \right] + \frac{1}{2^{|\gamma|+\delta}} E \left[ \tilde{X}^{1/|\gamma|+\delta} \right].
\]
The first term converges to \( \mu T_2^{-1}(V_{[t_1,t_2],z}) \), while the second sum converges to zero, since \( \bar{a}(t) \in RV_{-\gamma} \). Now letting \( \epsilon \to 0 \) satisfying the defining conditions, we obtain the upper bound, which is same as the lower bound (5.6). Thus we get that,

\[
\lim_{t \to \infty} t P \left[ \frac{XY}{\alpha(t)\bar{a}(t)}, \frac{\bar{X} + \bar{Y} - 1}{\bar{a}(t)} \in V_{[t_1,t_2],z} \right] = \mu T_2^{-1}(V_{[t_1,t_2],z}).
\]

Hence Condition A of Lemma 5.1 is satisfied.

Now if we fix \( z_0 \in (0,\infty) \) and let \( \epsilon > 0 \) satisfy the conditions as in the upper bound above, then

\[
t P \left[ \frac{X\bar{Y}}{\alpha(t)\bar{a}(t)}, \frac{\bar{X} + \bar{Y} - 1}{\bar{a}(t)} \in V_{[0,\infty],z_0} \right] = t P \left[ \frac{\bar{X} + \bar{Y} - 1}{\bar{a}(t)} > z_0 \right]
\leq t P \left[ \frac{\bar{Y}}{\bar{a}(t)} > z_0 - \epsilon \right] + t P \left[ \frac{\bar{X}}{\bar{a}(t)} > \frac{\epsilon}{2} \right]
\to (z_0 - \epsilon)^{-1}.
\]

Hence the upper bound for the required limit in Condition B of Lemma 5.1 follows by letting \( \epsilon \to 0 \). The lower bound easily follows from the domain of attraction condition on \( Y \) and the fact that \( \bar{X} \geq 1 \). So Condition B is also satisfied by the pair \((\bar{X}Y, \bar{X} + \bar{Y} - 1)\) and hence the result follows from Lemma 5.1. \( \square \)

**Proof of Theorem 5.2** Denote \( W' = \bar{X}Y, W'' = \bar{X} + \bar{Y} - 1 \) and note that \((1 - XY)^{-1} = W'/W'' \). So from previous lemma it follows that,

\[
t P \left[ \frac{W'}{\alpha(t)\bar{a}(t)}, \frac{W''}{\bar{a}(t)} \in B_{w_0} \right] \to \mu T_2^{-1}(1) \text{ as } t \to \infty.
\]

Let \( w \in (0,\infty) \) and \( \epsilon > 0 \) and consider the set,

\[
B_{w_0}\epsilon = \{(x,y) \in [0,\infty) \times (0,\infty) : x > yw, y > \epsilon\}.
\]

(5.7)

Then, for \( \epsilon > 0 \), we have,

\[
t P \left[ \frac{W'}{W''} > w, \frac{1}{\alpha(t)\bar{a}(t)} \right] = t P \left[ \frac{W'}{\alpha(t)\bar{a}(t)}, \frac{W''}{\bar{a}(t)} \in B_{w_0}\epsilon \right] + t P \left[ \frac{W'}{W''} > w, \frac{W''}{\bar{a}(t)} \leq \epsilon \right].
\]

Since the set is bounded away from both the axes, the first sum converges to \( \mu T_2^{-1}(B_{w_0}\epsilon) \) by the vague convergence of \((W', W'')\). Now since \( \bar{X} \geq 0 \) we have \( \bar{X} + \bar{Y} - 1 \geq \bar{Y} - 1 \), and hence for large \( t \) we get,

\[
t P \left[ (1 - XY)^{-1} > ew, \frac{\bar{Y} - 1}{\bar{a}(t)} \leq \epsilon k \right]
\leq t P \left[ XY > 1 - \frac{1}{ew\bar{a}(t)} \right] \leq 1 - \frac{1}{\bar{a}(t)\epsilon k + 1}
\leq t P \left[ \bar{X} > \frac{1 - \frac{1}{ew\bar{a}(t)}}{\bar{a}(t)\epsilon k + 1} \right]
\leq C(t, w, k) E \left[ \bar{X}^{\frac{1}{|\rho|} + \delta} \right],
\]

where,

\[
C(t, w, k) = \frac{t}{(\bar{a}(t))^{\frac{1}{|\rho|} + \delta}} \left( 1 - \frac{1}{\bar{a}(t)\epsilon k + 1} \right)^{-(\frac{1}{|\rho|} + \delta)} \left( \frac{1}{w} - \frac{1}{\bar{a}(t)\epsilon k + \frac{1}{\bar{a}(t)}} \right)^{\frac{1}{|\rho|} + \delta},
\]

which goes to zero as \( t \to \infty \), since \( \bar{a}(t) \in RV_{-\rho} \) and \( \bar{a}(t)/\bar{a}(t) \) remains bounded. \( \square \)

**Remark 5.1.** Theorem 5.2 requires that \((1/|\rho| + \delta)\)-th moment of \( \bar{X} \) is finite. However, this condition is not necessary. In the final section we give an example where this moment condition is not satisfied but we still obtain the tail behavior of the product.
Subcase II(b): $\beta(\infty)=0$ and $b(\infty)=0$: In this case, both $X$ and $Y$ are nonpositive, but the product $XY$ is nonnegative. Thus, the right tail behavior of $XY$ will be controlled by the left tail behaviors of $X$ and $Y$, which we cannot control much using CEVM. However, CEVM gives some information about the left tail behavior of $XY$ at 0, which we summarize below.

Note that in this case, from (3.1) and (4.2), we have $\tilde{X} = -1/X$, $\tilde{Y} = -1/Y$ and $\tilde{a}(t) = -1/(|\rho|\beta(t))$, $\tilde{a}(t) = 1/a(t)$. From Theorem 5.1, the behavior of the product $XY$ around zero, or equivalently the behavior of the reciprocal of the product $XY$ around infinity, follows immediately.

Theorem 5.3. If $\rho<0$, $\gamma<0$ and $(\tilde{X}, \tilde{Y})$ satisfies Conditions (2A) and (2B) with parameters $(\tilde{\alpha}, 0; \tilde{a}, 0; \mu)$. Also suppose,

$$\lim_{t \downarrow 0} \limsup_{t \to \infty} t P \left[ \frac{\tilde{X}}{\tilde{a}(t)} > \frac{z}{\epsilon} \right] = 0$$

Then $(XY)^{-1}$ has regularly varying tail with index $-1/(|\gamma| + |\rho|)$ and as $t \to \infty$, $t P \left[ (XY)^{-1}/(\tilde{a}(t)\tilde{a}(t)) \right] \to 0; (0, \infty)$ converge to some nondegenerate Radon measure on $(0, \infty)$.

Subcase II(c): $\beta(\infty)=0$ and $b(\infty)=1$: Now note that from (5.3) we have,

$$\frac{1}{XY} = \frac{\tilde{X}\tilde{Y}}{\tilde{Y} - 1}.$$

Theorem 5.4. Suppose $Y$ is nonnegative and $(\tilde{X}, \tilde{Y})$ satisfies Conditions (2A) and (2B) with parameters $(\tilde{\alpha}, 0; \tilde{a}, 0; \mu)$. If $E [\tilde{X}^{1/|\rho|+\delta}] < \infty$ for some $\delta > 0$, then $-XY^{-1}$ has regularly varying tail of index $-1/|\rho|$ and as $t \to \infty$, $t P \left[ -(XY)^{-1}/(a(t)) \right] \to 0; (0, \infty)$ converge vaguely to some nondegenerate measure on $(0, \infty)$.

Proof. Under the given hypothesis, and the fact that $\tilde{a}(t) \to \infty$, it can be shown by arguments similar to Lemma 5.2 that, $t P \left[ (\tilde{X}\tilde{Y}/(\tilde{a}(t)a(t)), (\tilde{Y} - 1)/\tilde{a}(t)) \right] \to 0; (0, \infty)$ converges vaguely to some nondegenerate Radon measure in $M_+([0, \infty) \times (0, \infty]$.

Next for $z > 0$ and $\epsilon > 0$, so that the set $B_{z,\epsilon}$ as in (5.7) is a continuity set of the limit measure. Note that

$$t P \left[ \frac{\tilde{X}\tilde{Y}}{\tilde{a}(t)a(t)}, \frac{\tilde{Y} - 1}{\tilde{a}(t)} \in B_{z,\epsilon} \right] \leq t P \left[ \frac{-(XY)^{-1}}{a(t)} > z \right]$$

$$\leq t P \left[ \frac{\tilde{X}\tilde{Y}}{\tilde{a}(t)a(t)}, \frac{\tilde{Y} - 1}{\tilde{a}(t)} \in B_{z,\epsilon} \right] + t P \left[ \frac{\tilde{X}\tilde{Y}}{\tilde{a}(t)(\tilde{Y} - 1)} > z; \frac{\tilde{Y} - 1}{\tilde{a}(t)} \leq \epsilon \right].$$

The term on the left side and the first term on the right side converge as $t \to \infty$ due to the vague convergence mentioned at the beginning of the proof. Letting $\epsilon \downarrow 0$ appropriately, we get the required limit. For the second term on the right side observe that,

$$t P \left[ \frac{\tilde{X}\tilde{Y}}{\tilde{a}(t)(\tilde{Y} - 1)} > z, \frac{\tilde{Y} - 1}{\tilde{a}(t)} \leq \epsilon \right] \leq t P \left[ \frac{-(XY)^{-1}}{a(t)} > z, \tilde{Y} \leq \tilde{a}(t)\epsilon + 1 \right]$$

$$\leq t P \left[ \frac{-(XY)^{-1}}{a(t)} > z, 1 - \tilde{Y} \geq \frac{1}{\tilde{a}(t)\epsilon + 1} \right]$$

$$\leq t P \left[ \frac{XY}{a(t)} > -\frac{1}{z}, Y \leq 1 - \frac{1}{\tilde{a}(t)\epsilon + 1} \right]$$

$$\leq t P \left[ -X < \frac{\alpha(t)/z}{1 - \frac{1}{\tilde{a}(t)\epsilon + 1}} \right] = t P \left[ \tilde{X} > \frac{1 - \frac{1}{\tilde{a}(t)\epsilon + 1}}{\alpha(t)/z} \right]$$

$$\leq t E \left[ \tilde{X}^{1/|\rho|+\delta} \left( \frac{\alpha(t)/z}{1 - \frac{1}{\tilde{a}(t)\epsilon + 1}} \right)^{1/|\rho|+\delta} \right].$$

The last expression tends to zero as $\tilde{a}(t) \to \infty$ and $\alpha \in RV_{\rho}$. \qed
Subcase II(d): $\beta(\infty)$ and $b(\infty)$ negative: As in Subcase II(a), after suitable scaling, without loss of generality, we can assume that $\beta(\infty) = b(\infty) = -1$. Again, from (5.3), we have

$$\frac{1}{XY - 1} = \frac{XY}{X + Y + 1}$$

and to get the behavior of the product around 1 we first need to derive the joint convergence of $(\tilde{X} Y, X + \tilde{Y} + 1)$. Using an argument very similar to Theorem 5.2, we immediately obtain the following result.

Theorem 5.5. Let $(\tilde{X}, \tilde{Y})$ satisfy Conditions 2A and 2B with parameters $(\tilde{a}, 0; \tilde{a}, 0; \mu)$ and $E \left[\frac{1}{|\tilde{a}|^{1+\delta}}\right] < \infty$ for some $\delta > 0$. If either $\gamma < \rho$ or $\tilde{a}(t)/\tilde{a}(t)$ remains bounded, then $(XY - 1)$ has regularly varying tail of index $-1/|\rho|$ and as $t \to \infty$, $t P \left[ (XY - 1)/\tilde{a}(t) \right]$ converges vaguely to some nondegenerate Radon measure on $(0, \infty)$.

Remark 5.2. The other case when $\beta(\infty) = 1$ and $b(\infty) = 0$ is not easy to derive from the information about the conditional extreme value model. In this case the right endpoint of the product is zero and behavior of $X$ around zero seems to be important. But the conditional model gives us the regular variation behavior around one and not around zero.

Case III: $\rho$ positive and $\gamma$ negative: In this case we shall assume that $X$ is nonnegative and the upper endpoint of $Y$, $b(\infty)$ is positive. If $b(\infty) \leq 0$, then the behavior of $X$ around its lower endpoint will play a crucial role in the behavior of the product $XY$, which becomes negative. However, the behavior of $X$ around its lower endpoint is not controlled by the conditional model and we are unable to conclude about the product behavior when $b(\infty) \leq 0$. So we only consider the case $b(\infty) > 0$. We also make the assumption that $\alpha(t) \sim \tilde{a}(t)$, which requires that $\rho = |\gamma|$.

Theorem 5.6. Let $X$ be nonnegative and $Y$ have upper endpoint $b(\infty) > 0$. Assume that $(X, \tilde{Y})$ satisfies Conditions 2A and 2B with parameters $\alpha(0; \tilde{a}, 0; \mu)$ with $\alpha(t) = 1/\tilde{a}(t)$ and $E \left[ X^{1/|\gamma|+\delta} \right] < \infty$ for some $\delta > 0$, then $XY$ has regularly varying tail of index $-1/|\gamma|$ and as $t \to \infty$, we have $t P \left[ |XY|/\tilde{a}(t) \right]$ converges vaguely to a nondegenerate Radon measure on $(0, \infty)$.

Proof. As $\alpha(t) \sim \tilde{a}(t)$, convergence of types allows us to change $\alpha(t)$ to $\tilde{a}(t)$ and hence $(X, \tilde{Y})$ satisfy Conditions 2A and 2B with parameters $(\tilde{a}, 0; \tilde{a}, 0; \mu)$. Using the fact that $Y = (b(\infty) - Y)^{-1}$, we have

$$XY = X \frac{b(\infty)}{Y} - 1.$$

Using arguments similar to Proposition 4 of Heffernan and Resnick (2007), it can be shown that as $t \to \infty$,

$$t P \left[ \left( \frac{X}{Y}, \frac{b(\infty)}{\tilde{a}(t)} \right) \in \cdot \right] \Rightarrow \mu T_{3}^{-1}(\cdot),$$

in $M_{+}(\{0, \infty\} \times (0, \infty))$, where $T_{3}(x, y) = (x/y, b(\infty)y)$. Since $\tilde{a}(t) \to \infty$, we further have, as $t \to \infty$,

$$t P \left[ \left( \frac{X}{Y}, \frac{b(\infty)}{\tilde{a}(t)} - 1 \right) \in \cdot \right] \Rightarrow \mu T_{3}^{-1}(\cdot).$$

Now applying the map $T_{2}(x, y) = (xy, y)$ to the above vague convergence and using compactification arguments similar to that in the proof of Theorem 2.1 of Maulik et al. (2002), we have,

$$t P \left[ \left( \frac{X}{Y}, \frac{b(\infty)}{\tilde{a}(t)} \right) \in \cdot \right] \Rightarrow \mu T_{3}^{-1}T_{2}^{-1}(\cdot).$$

Recalling the facts that $XY = X(b(\infty) - Y)/\tilde{Y}$ and $\tilde{a}(t) \to \infty$ and reversing the arguments in the second coordinate, we have,

$$t P \left[ \left( \frac{XY}{\tilde{a}(t)}, \frac{1}{\tilde{a}(t)} \right) \in \cdot \right] \Rightarrow \mu T_{3}^{-1}T_{2}^{-1}T_{3}^{-1}(\cdot),$$

(5.8)
where $\tilde{T}(x, y) = (x, \frac{y}{b(x)})$. If $\epsilon > 0$ and $z > 0$ we have the following series of inequalities,

$$
tP \left[ \frac{XY}{a(t)} > z, \frac{Y}{a(t)} \leq \epsilon \right] = tP \left[ \frac{XY}{a(t)} > z, \frac{1}{a(t)} \leq \tilde{a}(t)\epsilon \right] = tP \left[ \frac{X}{a(t)} > z, Y \leq b(\infty) - \frac{1}{a(t)}\epsilon \right] \leq tP \left[ \frac{X}{a(t)} > z \left( b(\infty) - \frac{1}{a(t)}\epsilon \right)^{-1} \right] \leq tP \left[ \frac{X}{a(t)} > z \left( b(\infty) - \frac{1}{a(t)}\epsilon \right)^{\frac{1}{\gamma} + \delta} \right] \rightarrow 0,
$$

since $\tilde{a} \in RV_{[\gamma]}$.

Now observe that

$$
tP \left[ \frac{XY}{a(t)} > z, \frac{Y}{a(t)} > \epsilon \right] \leq tP \left[ \frac{XY}{a(t)} > z \right] \leq tP \left[ \frac{XY}{a(t)} > z, \frac{Y}{a(t)} > \epsilon \right] + tP \left[ \frac{XY}{a(t)} > z, \frac{Y}{a(t)} \leq \epsilon \right].
$$

The last term on the right side is negligible by the previous argument and the left side and the first term on the right side converge due to the vague convergence in (5.8). The result then follows by letting $\epsilon \rightarrow 0$. □

**Case IV:** $\rho$ negative and $\gamma$ positive: In this case we shall assume that $Y$ is nonnegative, $\beta(\infty) > 0$ and $\beta(\infty)$ is the upper endpoint of $X$. Arguing as in Case III, we neglect the possibility that $\beta(\infty) \leq 0$.

Thus we further assume $0 \leq X \leq \beta(\infty)$. Since $X$ becomes bounded, the product of $XY$ inherits its behavior from the tail behavior of $Y$.

**Theorem 5.7.** Assume that both $X$ and $Y$ are nonnegative random variables with $\beta(\infty)$ being the upper endpoint of $X$. Let $(\beta(\infty) - X, Y)$ satisfy Conditions (2A) and (2B) with parameters $(\alpha, 0; a, 0; \mu)$ on $[0, \infty] \times (0, \infty]$, for some nondegenerate Radon measure $\mu$. Then $XY$ has regularly varying tail of index $-1/\gamma$ and for all $z > 0$, we have

$$
tP \left[ \frac{XY}{a(t)} > z \right] \rightarrow z^{-\frac{1}{\gamma}}\beta(\infty)^{\frac{1}{\gamma}}, \text{ as } t \rightarrow \infty.
$$

**Proof.** First we prove the upper bound which, in fact, does not use the conditional model. Fix $\epsilon > 0$ and observe that

$$
tP \left[ \frac{XY}{a(t)} > z \right] = tP \left[ \frac{XY}{a(t)} > z, \epsilon < X < \beta(\infty) \right] + tP \left[ \frac{XY}{a(t)} > z, X \leq \epsilon \right] \leq tP \left[ \frac{Y}{a(t)} > \frac{z}{\beta(\infty)} \right] + tP \left[ \frac{Y}{a(t)} > \frac{z}{\epsilon} \right] \rightarrow \left( \frac{z}{\beta(\infty)} \right)^{-\frac{1}{\gamma}} + \left( \frac{z}{\epsilon} \right)^{-\frac{1}{\gamma}} \text{ as } t \rightarrow \infty.
$$

The second term goes to zero as $\epsilon \downarrow 0$.

To prove the lower bound we use the basic convergence in Condition (2A) for the pair $(\beta(\infty) - X, Y)$. Before we show the lower bound, first observe that by arguments similar to the proof of Theorem 2.1 of Maulik et al. (2002) we have,

$$
tP \left[ \frac{(\beta(\infty) - X)Y}{a(t)a(t)} \right] \rightarrow \mu T_{-1}^{-1} \text{ as } t \rightarrow \infty
$$

in $M_{+}([0, \infty] \times (0, \infty])$, where recall that $T_{2}(x, y) = (xy, y)$. Now to show the lower bound, first fix a large $M > 0$ and $\epsilon > 0$ such that $a(t) < \epsilon$ for large $t$ (recall that $a \in RV_{-\rho}$ and $a(t) \rightarrow 0$ in this case). Note that

$$
tP \left[ \frac{XY}{a(t)} > z \right] = tP \left[ \frac{(X - \beta(\infty))Y}{a(t)a(t)} + \frac{\beta(\infty)Y}{a(t)} > z \right] \geq tP \left[ \frac{\beta(\infty) - X}{a(t)a(t)} \leq M, \frac{\beta(\infty)Y}{a(t)} > z + M \alpha(t) \right].
$$


exists for all continuity points

Therefore we have,

\[
\frac{z}{\varepsilon} \text{ is a constant multiple of } \left( \frac{z + M\varepsilon}{\beta(\infty)} \right),
\]

using (5.9). First letting \( \varepsilon \to 0 \) and then letting \( M \to \infty \), so that

\[
\mu T_2^{-1}(\partial([0, M] \times (z/\beta(\infty), \infty)]) = 0,
\]

we get that

\[
\lim \inf_{t \to \infty} t P \left( \frac{XY}{\alpha(t)} > z \right) \geq \mu T_2^{-1}([0, \infty) \times (z/\beta(\infty), \infty]) = z^{-\frac{1}{\beta}(\infty)^{\frac{1}{\beta}}}.
\]

\[\Box\]

6. SOME REMARKS ON THE TAIL CONDITION (5.1)

We have already noted that the compactification arguments in Section 5 require some conditions on the tails of associated random variables. Except in Theorem 6.1, they have been replaced by some moment conditions, using Markov inequality. The tail condition (5.1) in Theorem 6.1 can also be replaced by the following moment condition:

If for some \( \delta > 0 \), we have \( E[|X|^{1/\rho + \delta}] < \infty \), then (5.1) holds, as \( \alpha \in RV_\rho \).

In general, if \((X, Y)\) follows CEVM model, it need not be true that \( X \in D(G_\rho) \). However, if \( X \in D(G_\rho) \) with scaling and centering functions \( \alpha(t) \) and \( \beta(t) \) and \( X \geq 0 \), then the moment condition (5.1). In fact,

\[
\limsup_{t \to \infty} t P \left( \frac{X}{\alpha(t)} > \frac{z}{\varepsilon} \right)
\]

is a constant multiple of \((z/\varepsilon)^{-1/\rho}\), which goes to zero as \( \varepsilon \to 0 \).

The tail condition (5.1) continues to hold in certain other cases as well. Suppose that \( X \geq 0 \) and \( X \in D(G_\lambda) \) with scaling and centering \( A(t) \) and \( B(t) \) and \( \lambda < \rho \). In this case, \( \alpha \in RV_\rho \) and \( A \in RV_\lambda \). Thus, \( \alpha(t)/A(t) \to \infty \). Hence, for any \( \varepsilon > 0 \), we have

\[
t P \left( \frac{X}{\alpha(t)} > \frac{z}{\varepsilon} \right) = t P \left( \frac{X}{A(t)} > \frac{z\alpha(t)}{\varepsilon A(t)} \right)
\]

is of order of \((\alpha(t)/A(t))^{-1/\lambda}\), which goes to zero and (5.1) holds. However, it would be interesting to see the effect of \( A \) and \( B \) as scaling and centering in CEVM model. Since, \( \alpha \) is of an order higher than \( A \), the limit, as expected, becomes degenerate.

Proposition 6.1. Let the pair \((X, Y)\) \( \in \) CEVM\((\alpha, \beta; a, b, \mu)\) with \( \rho > 0 \) and \( \gamma > 0 \). Assume \( X \in D(G_\lambda) \) with \( \rho > \lambda \) and centering and scaling as \( A(t) \) and \( B(t) \). If

\[
\lim_{t \to \infty} t P \left( \frac{X - B(t)}{A(t)} \leq x, \frac{Y - b(t)}{a(t)} > y \right)
\]

exists for all continuity points \((x, y)\) \( \in \) \( \mathbb{R} \times \mathbb{E}^{(\gamma)} \), then, for any fixed \( y \in \mathbb{E}^{(\gamma)} \), as \( x \) varies in \( \mathbb{R} \), the limit measure assigns same values to the sets of the form \([-\infty, x] \times (y, \infty)\).

Proof. Observe that

\[
\frac{A(t)}{a(t)} x + \frac{B(t) - \beta(t)}{a(t)} = \frac{A(t)}{a(t)} \left( x + \frac{B(t)}{A(t)} - \frac{\beta(t)}{A(t)} \right) \to 0 \times (x + 1/\lambda - 1/\rho).
\]

Therefore we have,

\[
\lim_{t \to \infty} t P \left( \frac{X - B(t)}{A(t)} \leq x, \frac{Y - b(t)}{a(t)} > y \right) = \lim_{t \to \infty} t P \left[ \frac{X - \beta(t)}{\alpha(t)} \leq x, \frac{B(t) - \beta(t)}{a(t)} + \frac{Y - b(t)}{a(t)} > y \right] = \mu([-\infty, -1/\rho] \times (y, \infty)),
\]

which is independent of \( x \). \[\Box\]
We would also like to consider the remaining case, namely, when \( X \geq 0 \) and \( X \in D(G_{\lambda}) \) with scaling \( A \) and \( \lambda > \rho \). Clearly, we have \( \alpha(t)/A(t) \to 0 \). Thus, for any \( \epsilon > 0 \), we have
\[
t P \left[ \frac{X}{\alpha(t)} > \frac{z}{\epsilon} \right] = t P \left[ \frac{X}{A(t)} > \frac{z\alpha(t)}{\epsilon A(t)} \right] \to \infty.
\]
Hence (5.1) cannot hold and Theorem 5.1 is of no use. The next result shows that in this case we have multivariate extreme value model with the limiting measure being concentrated on the axes, which gives asymptotic independence.

**Theorem 6.1.** Let \( (X, Y) \in CEVM(\alpha, 0; a, 0; \mu) \) on the cone \([0, \infty] \times [0, \infty]\) and \( X \in D(G_{\lambda}) \) with \( \lambda > \rho \) and scaling \( A(t) \in RV_{-\lambda} \). Also assume that \( X \in D(G_{\lambda}) \) with \( \lambda > \rho \) and \( A(t)/\alpha(t) \to \infty \). Then
\[
t P \left[ \left( \frac{X}{A(t)}, \frac{Y}{\alpha(t)} \right) \in \cdot \right]
\]
converges vaguely to a nondegenerate Radon measure on \([0, \infty]^2 \setminus \{(0, 0)\}\), which is concentrated on the axes.

**Proof.** We first show the vague convergence on \([0, \infty]^2 \setminus \{(0, 0)\}\). Let \( x > 0, y > 0 \). Then,
\[
t P \left[ \left( \frac{X}{A(t)}, \frac{Y}{\alpha(t)} \right) \in \left[0, x \right] \times \left[0, y\right] \right]
\]
\[
= t P \left[ \frac{X}{A(t)} > x \right] + t P \left[ \frac{Y}{\alpha(t)} > y \right] - t P \left[ \frac{X}{A(t)} > x, \frac{Y}{\alpha(t)} > y \right].
\]
The first two terms converge due to the domain of attraction conditions on \( X \) and \( Y \). For the last term, by the CEVM conditions and the fact that \( A(t)/\alpha(t) \to \infty \), we have
\[
t P \left[ \frac{X}{A(t)} > x, \frac{Y}{\alpha(t)} > y \right] = t P \left[ \frac{X}{\alpha(t)} > x, \frac{Y}{\alpha(t)} > y \right] \to 0.
\]
This establishes (6.1). However, using \( x = y \) in (6.2), we find that the limit measure does not put any mass on \([0, \infty]^2\). \( \square \)

**Remark 6.1.** Since, we have asymptotic independence, several different behaviors for the product are possible, as it has been illustrated in Maulik et al. (2002).

While we have established asymptotic independence on the larger cone \([0, \infty]^2 \setminus \{0\}\) in Theorem 6.1 CEVM gives another nondegenerate limit \( \mu \) on the smaller cone \([0, \infty] \times (0, \infty)\). Thus, \( (X, Y) \) exhibits hidden regular variation, as described in Maulik and Resnick (2004), Resnick (2002).

### 7. Example

We now consider the moment condition in Theorem 5.2. We show that the condition is not necessary by providing an example, where the condition fails, but we explicitly calculate the tail behavior of \( XY \).

Let \( X \) and \( Z \) be two independent random variables, where \( X \) follows Beta distribution with parameters 1 and \( a \) and \( Z \) is supported on \([0, 1]\) and is in \( D(G_{-1/b}) \), for some \( a > 0 \) and \( b > 0 \). Thus, we have \( P[X > x] = (1 - x)^a \) and \( P[Z > 1 - \frac{1}{b}] = x^{-b}L(x) \) for some slowly varying function \( L \). Let \( G \) denote the distribution function of the random variable \( Y = X \wedge Z \). Then \( G(x) = (1 - x)^{a+b}L(\frac{1}{1-x}) \) and hence \( Y \in D(G_{-1/(a+b)}) \). Clearly, for \( \bar{X} = 1/(1 - X) \), we have \( E[\bar{X}^{a+b}] = \infty \) and the moment condition in Theorem 5.2 fails for \( \rho = -1/(a + b) \).

We further define
\[
\bar{a}(t) = \frac{1}{1 - (1/G)(t)}.
\]
Since, \( Y \in D(G_{-1/(a+b)}) \), we have from Corollary 1.2.4 of de Haan and Ferreira (2006),
\[
\frac{\bar{a}(t)^{a+b}}{L(\bar{a}(t))} \sim t.
\]
Then, for \( x > y > 0 \), we have,
\[
t P \left[ \frac{X}{\bar{a}(t)} \leq x, \frac{Y}{\bar{a}(t)} > y \right] = t P \left[ \bar{a}(t)(X - 1) \leq -\frac{1}{x} \bar{a}(t)(Y - 1) > -\frac{1}{y} \right].
\]
\[ t \mathbb{P} \left[ 1 - \frac{1}{\tilde{a}(t)} < X \leq 1 - \frac{1}{x\tilde{a}(t)}, Z > 1 - \frac{1}{y\tilde{a}(t)} \right] \]
\[ = \frac{t}{\tilde{a}(t)^{a+b}} [y^{-a} - x^{-a}] y^{-b} L(y\tilde{a}(t)) \]
\[ \sim \frac{tL(\tilde{a}(t))}{\tilde{a}(t)^{a+b}} [y^{-a} - x^{-a}] y^{-b} \sim [y^{-a} - x^{-a}] y^{-b}, \]

where we use (7.1) in the last step. Thus, \((\tilde{X}, \tilde{Y})\) satisfies Conditions (2A) and (2B) with \(\rho = \gamma = -1/(a+b)\).

Finally, we directly calculate the asymptotic tail behavior of the product. For simplicity of the notations, for \(y > 0\), let us denote \(c(t) = 1 - 1/(\tilde{a}(t)y)\). Since \(\tilde{a} \in RV_{1/(a+b)}\), as \(t \to \infty\), we have \(c(t) \to 1\). Also, \(\tilde{a}(t) = 1/((1 - c(t))y)\). Then,
\[
t \mathbb{P} \left[ XY > 1 - \frac{1}{\tilde{a}(t)y} \right] = a \cdot t \int_{\sqrt{c(t)}}^{1} \mathbb{P} \left[ Z > \frac{c(t)}{s} \right] (1 - s)^{a-1} ds
\]
\[
\sim a \cdot \tilde{a}^{-c} \left( \frac{1}{1 - c(t)y} \right) \int_{\sqrt{c(t)}}^{1} \mathbb{P} \left[ Z > \frac{c(t)}{s} \right] (1 - s)^{a-1} ds
\]
\[
\sim a \cdot \tilde{a}^{-c} \left( \frac{1}{1 - c(t)y} \right) \int_{\sqrt{c(t)}}^{1} \left( 1 - \frac{c(t)}{s} \right)^{b} (1 - s)^{a-1} L \left( \frac{1}{1 - c(t)/s} \right) ds
\]
substituting \(s = 1 - z(1 - c(t))\),
\[
a(1 - c(t))^{a+b} \tilde{a}^{-c} \left( \frac{1}{1 - c(t)y} \right) \int_{0}^{\sqrt{c(t)}} (1 - z)^{b} z^{a-1} L \left( 1 + \frac{c(t)}{1 - c(t)(1 - z)} \right) dz
\]
\[
\sim a(1 - c(t))^{a+b} \tilde{a}^{-c} \left( \frac{1}{1 - c(t)y} \right) L \left( \frac{c(t)}{1 - c(t)} \right) \int_{0}^{1} (1 - z)^{b} z^{a-1} dz,
\]

where, in the last step, we use Dominated Convergence Theorem and the facts that \(c(t) \to 1\) and
\[
L \left( 1 + \frac{c(t)}{1 - c(t)(1 - z)} \right) \sim L \left( \frac{c(t)}{1 - c(t)(1 - z)} \right) \sim L \left( \frac{c(t)}{1 - c(t)} \right)
\]
uniformly on bounded intervals of \(z\). Finally, using (7.1), definition of \(c(t)\), to get,
\[
t \mathbb{P} \left[ \frac{(1 - XY)^{-1}}{\tilde{a}(t)} > y \right] \to a \cdot y^{-(a+b)} \int_{0}^{1/2} (1 - z)^{b} z^{a-1} dz.
\]
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