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Abstract
We consider the problem of finding a metric in a given conformal class with prescribed nonpositive scalar curvature and nonpositive boundary mean curvature on a compact manifold with boundary, and establish a necessary and sufficient condition in terms of a conformal invariant that measures the zero set of the target curvatures.

1 Introduction
Let \((M, g)\) be a compact Riemannian manifold with boundary. Suppose that \(R'\) is a nonpositive function in \(M\), and \(H'\) is a nonpositive function on \(\partial M\). Then we ask the question: Can we conformally transform the metric \(g\) so that the resulting metric has the scalar curvature equal to \(R'\), and the boundary mean curvature equal to \(H'\)? Setting the dimension of \(M\) to be three for the sake of this introduction, this is equivalent to solubility of the equation

\[
\begin{align*}
-8\Delta u + Ru &= R'u^5 & \text{in } M, \\
2\partial_\nu u + Hu &= H'u^3 & \text{on } \partial M,
\end{align*}
\]

for a positive function \(u\), where \(R\) and \(H\) are the scalar curvature and the boundary mean curvature of \(g\), respectively, and \(\partial_\nu\) is the outward normal derivative. Apart from its intrinsic importance, we are led to this problem by the study of the Einstein constraint equations. More specifically, in the negative Yamabe case, solubility of an important class of Lichnerowicz equations on compact manifolds with boundary is shown to be equivalent to a certain instance of (1), cf. [5].

The analogue of this problem on closed manifolds was first studied by Rauzy in [7], and more recently, the analysis has been extended to asymptotically flat manifolds by Dilts and Maxwell in [6], and to asymptotically hyperbolic manifolds by Gicquaud in [3]. Restricting ourselves to the boundaryless case, those works show that a generalization of the Yamabe invariant to subsets of the manifold plays an important role, in that (1) has a positive solution if and only if this generalized Yamabe invariant for the zero set of \(R'\) is positive. The positivity of the Yamabe invariant is in a certain sense a measure of the smallness of the subset, as observed for asymptotically Euclidean manifolds in Lemma 3.15 of [6].

In this work, we adapt these ideas – particularly the ones in [6] – to the framework of manifolds with boundary. To do so we extend the Yamabe invariant of manifolds with boundary as defined by Escobar to pairs \((\Omega, \Sigma)\), where \(\Omega \subset M\) and \(\Sigma \subset \partial M\), which we call the relative Yamabe invariant, by looking at test functions supported only on \(\Omega \cup \Sigma\) and develop some basic properties of the invariant. In particular, we relate this invariant to a relative version of the first eigenvalue of the Laplacian of the pair \((\Omega, \Sigma)\), allowing us to use results related to the linear version of problem (1).
In the end, we can prove that, in the Yamabe negative case, (1) has a positive solution if and only if the relative Yamabe invariant of the pair \( \{R' = 0\}; \{H' = 0\} \) is positive.

1.1 Outline of the paper

The paper is structured as follows. In section 2 we take the necessary steps to define the relative Yamabe invariant in the framework of manifolds with boundary and establish its relation to the subcritical problem corresponding to (1). In section 3 we develop the theory of the linearized problem by defining the relative eigenvalue of the Laplacian and showing that it can be used in the study of the relative Yamabe invariant since both have the same sign. In section 4 we bring both ideas together in using variational techniques to solve the prescribed curvature problem for Yamabe negative manifolds with boundary when \( R' \leq 0 \) and \( H' \leq 0 \). Finally, in section 5 we put our results in context with some immediate consequences and examples.

2 The relative Yamabe invariant

Let \( M \) be a smooth, connected, compact manifold with boundary and dimension \( n \geq 3 \). Assume that \( M \) is equipped with a Riemannian metric \( g \in W^{s,p} \), where \( sp > n \) and \( s \geq 1 \). We denote by \( R \in W^{s-2,p}(M) \) the scalar curvature of \((M, g)\), and by \( H \in W^{s-1,\frac{p}{p}}(\partial M) \) the mean extrinsic curvature of the boundary \( \partial M \), with respect to the outer normal. Let \( \Omega \subset M \) and \( \Sigma \subset \partial M \) be (relatively) measurable sets, and consider the functional \( E : W^{1,2}(M) \to \mathbb{R} \) defined by

\[
E(\varphi) = \int_{\Omega} |\nabla \varphi|^2 dV_g + \frac{n-2}{4(n-1)} \int_{\Omega} R \varphi^2 dV_g + \frac{n-2}{2} \int_{\Sigma} H(\gamma \varphi)^2 d\sigma_g,
\]

where \( \gamma : W^{1,2}(M) \to W^{\frac{1}{2},2}(\partial M) \) is the trace map and \( dV_g \) and \( d\sigma_g \) are the volume forms induced by \( g \) on \( M \) and on \( \partial M \) respectively. By using the assumptions \( sp > n \) and \( s \geq 1 \), one can show that \( E(\varphi) \) is finite for each \( \varphi \in W^{1,2}(M) \).

Let \( q = \frac{n}{n-2} \). Then for \( 2 \leq q \leq 2q \), and \( 2 \leq r \leq q + 1 \) with \( q \geq r \), and for \( b \in \mathbb{R} \), we define

\[
\mathcal{A}_b^{\frac{q}{q},r}(\Omega, \Sigma) = \inf_{\varphi \in B_b^{\frac{q}{q},r}(\Omega, \Sigma)} E(\varphi),
\]

where

\[
B_b^{\frac{q}{q},r}(\Omega, \Sigma) = \{ \varphi \in W^{1,2}(\Omega, \Sigma) : ||\varphi||_{L^q(\Omega)}^q + b||\gamma \varphi||_{L^r(\Sigma)}^r = 1 \},
\]

and

\[
W^{1,2}(\Omega, \Sigma) = \{ \varphi \in C^1(\Omega) \cap C(\overline{\Omega}) : \varphi|_{M \setminus \Omega} \equiv 0 \text{ and } (\gamma \varphi)|_{\partial M \setminus \Sigma} \equiv 0 \},
\]

with the closure taken in \( W^{1,2}(M) \).

Note that \( q = 2q \) is the critical exponent of the embedding \( W^{1,2}(M) \to L^q(M) \), while \( r = q + 1 \) is the critical exponent for the continuous trace operator \( W^{1,2}(M) \to L^r(\partial M) \).

A primary aim of this section is to establish that the sign of \( \mathcal{A}_b^{\frac{q}{q},r}(\Omega, \Sigma) \) is a conformal invariant and does not depend on the indices. To this end, we start by stating some lemmata.

**Lemma 2.1** ([1]). Let \( q > r > 1 \), \( a > 0 \) and \( b \) be constants (if \( b > -a \) we can have \( q = r \)), and let

\[
f_b(x) = ax^q + bx^r,
\]

where \( b \in \mathbb{R} \) is a parameter. Then we have the following.

(a) The equation \( f_b(x) = 1 \) has a unique positive solution \( x_b > 0 \).
(b) The correspondence \( b \mapsto x_b \) is continuous.

The next lemma is adapted from Proposition 2.3 of [1].

**Lemma 2.2.** Let \( \le 2 \le 2\bar{q} \), and \( \le 2 \le \bar{q} + 1 \) with \( q > r \), and let \( b \in \mathbb{R} \). Then for any \( \varepsilon > 0 \), there exists a constant \( C_{\varepsilon} \ge 0 \) such that

\[
\| \varphi \|_{L^2(\Omega)}^2 \leq \varepsilon \| \nabla \varphi \|_{L^2(\Omega)}^2 + C_{\varepsilon},
\]

and

\[
\| \gamma \varphi \|_{L^2(\Sigma)}^2 \leq \varepsilon \| \nabla \varphi \|_{L^2(\Omega)}^2 + C_{\varepsilon},
\]

for all \( \varphi \in B^q_{\gamma,r}(\Omega, \Sigma) \).

**Proof.** We will prove that the inequalities hold for all \( \varphi \) satisfying

\[
\begin{cases}
\varphi \in C^1(\Omega) \cap C(\overline{\Omega}), \\
\text{supp } \varphi \subset \Omega \cup \Sigma, \\
\| \varphi \|_{L^q(\Omega)} + b\| \gamma \varphi \|_{L^r(\Sigma)} =: F(\varphi) < 2.
\end{cases}
\]

Let us first prove (7). We start by using Hölder’s inequality

\[
\int_{\Omega} \varphi^2 \, dV \leq \left[ \int_{\Omega} |\varphi|^q \, dV \right]^{\frac{2}{q}} \left[ \int_{\Omega} 1 \, dV \right]^{\frac{2-q}{q}}
= \left[ \int_{\Omega} |\varphi|^q \, dV \right]^{\frac{2}{q}} \frac{2}{q} \frac{\text{vol}(\Omega)}{q}^{\frac{q-2}{q}}
\leq \left[ 2 - b \int_{\Sigma} |\gamma \varphi|^r \, d\sigma \right]^{\frac{2}{r}} \frac{2}{q} \frac{\text{vol}(\Omega)}{q}^{\frac{q-2}{q}}
\leq \left[ 2 + |b| \int_{\Sigma} |\gamma \varphi|^r \, d\sigma \right]^{\frac{2}{r}} \frac{2}{q} \frac{\text{vol}(\Omega)}{q}^{\frac{q-2}{q}}.
\]

Since \( \frac{2}{q} \leq 1 \), we have \( (a + b)\frac{2}{q} \leq a\frac{2}{r} + b\frac{2}{q} \) for \( a, b \geq 0 \), and so

\[
\left[ 2 + |b| \int_{\Sigma} |\gamma \varphi|^r \, d\sigma \right]^{\frac{2}{r}} \frac{2}{q} \frac{\text{vol}(\Omega)}{q}^{\frac{q-2}{q}} \leq 2 \frac{2}{q} + |b|^{\frac{2}{r}} \left[ \int_{\Sigma} |\gamma \varphi|^r \, d\sigma \right]^{\frac{2}{r}} \frac{2-q}{q} \frac{\text{vol}(\Omega)}{q}^{\frac{q-2}{q}}
\leq 2 \frac{2}{q} \text{vol}(\Omega) \frac{2-q}{q} + 2 |b|^{\frac{2}{r}} \frac{2-q}{q} \text{vol}(\Omega) \frac{2-q}{q} \int_{\Sigma} |\gamma \varphi|^r \, d\sigma \frac{2}{r},
\]

yielding

\[
\left[ 2 + |b| \int_{\Sigma} |\gamma \varphi|^r \, d\sigma \right]^{\frac{2}{r}} \frac{2}{q} \frac{\text{vol}(\Omega)}{q}^{\frac{q-2}{q}} \leq C_0 + C_0 |b|^{\frac{2}{r}} \left[ \int_{\Sigma} |\gamma \varphi|^r \, d\sigma \right]^{\frac{2}{r}},
\]

where \( C_0 = 2 \frac{2}{q} \text{vol}(\Omega) \frac{2-q}{q} \).

Now, the trace inequality says that there is a positive constant \( C_1 = C_1(M, g, r) \) such that

\[
\left[ \int_{\Sigma} |\gamma \varphi|^r \, dV \right]^{\frac{2}{r}} = \left[ \int_{\partial M} |\gamma \varphi|^r \, dV \right]^{\frac{2}{r}} \leq C_1 \int_{M} (|\nabla \varphi|^2 + \varphi^2) \, dV = C_1 \int_{\Omega} (|\nabla \varphi|^2 + \varphi^2) \, dV,
\]
which leads to
\[
\left[ \int_\Omega |\gamma \varphi|^r dV \right]^{\frac{2}{r}} \leq C_t^{\frac{2}{r}} \left[ \int_\Omega |\nabla \varphi|^2 dV + \int_\Omega \varphi^2 dV \right]^{\frac{2}{r}},
\]
\[\leq C_t^{\frac{2}{r}} \left( \left( \int_\Omega |\nabla \varphi|^2 dV \right)^{\frac{r}{q}} + \left( \int_\Omega \varphi^2 dV \right)^{\frac{r}{q}} \right), \tag{10}\]

since \( \frac{r}{q} \leq 1 \). Plugging (10) into (9) we get
\[
\int_\Omega \varphi^2 dV \leq C_0 + C_0 |b|^2 \left[ \int_\Sigma |\gamma \varphi|^r d\sigma \right]^{\frac{2}{r}}
\leq C_0 + C_0 |b|^2 C_1^{\frac{2}{r}} \left[ \left( \int_\Omega |\nabla \varphi|^2 dV \right)^{\frac{r}{q}} + \left( \int_\Omega \varphi^2 dV \right)^{\frac{r}{q}} \right], \tag{11}\]

where we introduced \( C_3 = C_0 |b|^2 C_1^{\frac{2}{r}} > 0 \).

Given \( \epsilon_1 > 0 \), there is \( C_4(\epsilon_1) \) such that \( t^{\frac{2}{r}} \leq (\epsilon_1/C_3)t + C_4 \) for \( t > 0 \). Applying this with \( t = \int_\Omega \varphi^2 dV \), we get
\[
\int_\Omega \varphi^2 dV \leq C_0 + C_3 \left( \int_\Omega |\nabla \varphi|^2 dV \right)^{\frac{2}{r}} + \frac{C_4}{3} C_3 \int_\Omega \varphi^2 dV + C_4.
\]

Then with \( t = \int_\Omega |\nabla \varphi|^2 dV \), we have
\[
\int_\Omega \varphi^2 dV \leq C_0 + \epsilon_1 \int_\Omega |\nabla \varphi|^2 dV + C_4 + \epsilon_1 \int_\Omega \varphi^2 dV + C_4
\Rightarrow (1 - \epsilon_1) \int_\Omega \varphi^2 dV \leq \epsilon_1 \int_\Omega |\nabla \varphi|^2 dV + C_0 + 2C_4
\Rightarrow \int_\Omega \varphi^2 dV \leq \frac{C_0 + 2C_4}{1 - \epsilon_1} \int_\Omega |\nabla \varphi|^2 dV + C_5
\]
where \( C_5 := \frac{C_0 + 2C_4}{1 - \epsilon_1} \). This gives (7).

Now, again by the Sobolev trace inequality, there is \( C_7 > 0 \) such that
\[
\int_\Sigma (\gamma \varphi)^2 d\sigma = \int_{\partial M} (\gamma \varphi)^2 d\sigma \leq C_7 \left( \int_M \varphi^2 dV + \int_M |\nabla (\varphi^2)| dV \right) = C_7 \left( \int_\Omega \varphi^2 dV + \int_\Omega |\nabla (\varphi^2)| dV \right).
\]

However, if \( \epsilon_2 > 0 \),
\[
|\nabla (u^2)| = |2u \nabla u| \leq 2|u| |\nabla u| \leq \epsilon_2 |\nabla u|^2 + \frac{u^2}{\epsilon_2}, \tag{12}\]

because \( \left( \sqrt{\epsilon_2} |\nabla u| - \frac{u}{\sqrt{\epsilon_2}} \right)^2 \geq 0 \).

But Inequality (7) says that there is \( C_6 \) such that
\[
\int_\Omega \varphi^2 dV \leq \epsilon_2^2 \int_\Omega |\nabla \varphi|^2 dV + C_6, \tag{13}\]

which combined with (12) and (13) implies that
\[
\int_\Sigma (\gamma \varphi)^2 d\sigma \leq C_7 \epsilon_2^2 \int_\Omega |\nabla \varphi|^2 dV + C_7 C_6 + C_7 \epsilon_2 \int_\Omega |\nabla \varphi|^2 dV + \frac{C_7}{\epsilon_2} \int_\Omega \varphi^2 dV
\leq C_7 (\epsilon_2^2 + 2\epsilon_2) \int_\Omega |\nabla \varphi|^2 dV + C_7 C_6 + \frac{C_7 C_6}{\epsilon_2},
\]

again by (13). The estimate (8) follows from taking \( \epsilon = C_7 (\epsilon_2^2 + 2\epsilon_2) \) and \( C_\epsilon = \max\{C_7 C_6 + \frac{C_7 C_6}{\epsilon_2}, C_5(\epsilon)\} \). \qed
Later we are going to use the fact that if $C_3$ decreases, $C_4$ may decrease as well and thus $C_\epsilon$ may decrease. That is, if we consider $C_\epsilon = C_\epsilon(b)$, we can assume that $|b_1| > |b_2| \Rightarrow C_\epsilon(b_1) \geq C_\epsilon(b_2)$.

The following result will be important.

**Lemma 2.3.** Let $2 \leq q \leq 2\bar{q}$, and $2 \leq r \leq \bar{q} + 1$ with $q \geq r$, and let $b \in \mathbb{R}$. Then we have the following.

(a) Given $\epsilon > 0$, there exists $K_\epsilon > 0$ such that

$$\left| \int_\Omega R \varphi^2 dV_g \right| \leq \epsilon \|\varphi\|_{W^{1,2}(\Omega)}^2 + K_\epsilon \|\varphi\|_{L^2(\Omega)}^2,$$

and that

$$\left| \int_\Sigma H(\gamma \varphi)^2 d\sigma_g \right| \leq \epsilon \|\gamma \varphi\|_{W^{1,2,2}(\Sigma)}^2 + K_\epsilon \|\gamma \varphi\|_{L^2(\Sigma)}^2.$$

(b) For $q > r$, if $B^{q,r}_b(\Omega, \Sigma) \neq \emptyset$, $\mathcal{Y}^{q,r}_b(\Omega, \Sigma)$ is a conformal invariant, that is, $\mathcal{Y}^{q,r}_g(\Omega, \Sigma) = \mathcal{Y}^{q,r}_{\tilde{g}}(\Omega, \Sigma)$ for any two metrics $\tilde{g} \sim g$ of class $W^{s,p}$. We refer to $\mathcal{Y}^{q,r}_g(\Omega, \Sigma)$ as the relative Yamabe invariant of $(\Omega, \Sigma)$.

(c) Again, if $q > r$, there are constants $C$ and $K$ such that

$$\|\nabla \varphi\|_{L^2(\Omega)}^2 \leq KE(\varphi) + C,$$

for all $\varphi \in B^{q,r}_b(\Omega, \Sigma)$.

(d) The quantity $\mathcal{Y}^{2q,2\bar{q}+1}_b(\Omega, \Sigma)$ is also a conformal invariant.

**Proof.** To prove (a) we first refer to the discussion on page 9 of [5] to justify that we can bound the curvature terms of $E(\varphi)$:

If $\varphi \in W^{(1-\delta),2}(M)$ for a sufficiently small $\delta > 0$, we have $\varphi^2 \in W^{2-\delta,2}(M) = [W^{s-2,p}(M)]'$ for $sp > n$ and $s \geq 1$, with $p'$ the Hölder conjugate of $p$. In particular, if $\varphi \in W^{1,2}(\Omega, \Sigma)$, there is $K_1$ such that

$$\left| \int_\Omega R \varphi^2 dV_g \right| = \left| \int_M R \varphi^2 dV_g \right| \leq K_1 \|R\|_{W^{2-2,p}(M)} \|\varphi^2\|_{W^{2-\delta,2}(M)}.$$  

However the pointwise multiplication is bounded as a map $W^{(1-\delta),2}(M) \otimes W^{(1-\delta),2}(M) \rightarrow W^{2-\delta,2}(M)$, so there is $K_2$ a constant providing

$$\|\varphi^2\|_{W^{2-\delta,2}(M)} \leq K_2 \|\varphi\|_{W^{(1-\delta),2}(M)}^2,$$

for a suitably small $\delta$.

It follows, by an interpolation argument, that one gets for all $\epsilon > 0$ a positive $K_\epsilon$ satisfying

$$\left| \int_\Omega R \varphi^2 dV_g \right| \leq \epsilon \|\varphi\|_{W^{1,2}(\Omega)}^2 + K_\epsilon \|\varphi\|_{L^2(\Omega)}^2,$$

proving the first estimate in (a).

If $q > r$, we can combine this with (7) and get that for all $\epsilon > 0$, there is $L_\epsilon > 0$ such that

$$\left| \int_\Omega R \varphi^2 dV_g \right| \leq \epsilon \|
abla \varphi\|_{L^2(\Omega)}^2 + L_\epsilon.$$
Since \( \varphi \in W^{1,2}(\Omega) \) implies \( (\gamma \varphi) \in W^{\frac{1}{2},2}(\partial M) \), Corollary A.5 of [5] says \((\gamma \varphi)^2 \in W^{\frac{1}{p} + 1 - s, p'}(\partial M)\) if

\[
\begin{align*}
\sigma &= \frac{1}{p} + 1 - s \leq \frac{1}{2} \\
\sigma - \frac{n-1}{p'} &= \frac{1}{p} + 1 - s - \frac{n}{p'} + \frac{1}{p'} = 2 - s - \frac{n}{p'} \leq \frac{1}{2} - \frac{n-1}{2},
\end{align*}
\]

which can be rewritten as

\[
\begin{align*}
\frac{ps}{n} &\geq \frac{p}{n} + 1 \\
\frac{ps}{n} &\geq 1 + \frac{p}{n} - \frac{p}{2}.
\end{align*}
\]

Now, since \( sp > n > 2 \), the second condition is satisfied since \( \frac{ps}{n} > 1 + \frac{p}{n} - \frac{p}{2} \). Adding that \( s \geq 1 \) we get that the first condition is satisfied because

\[
\frac{p}{2} + 1 < \frac{ps}{2} + 1 \leq \frac{ps}{n} < ps.
\]

So, as in the derivation of equation (19) above, there is \( K_\epsilon > 0 \) such that

\[
\left| \int_\Sigma H(\gamma \varphi)^2 d\sigma_g \right| \leq \epsilon \| \gamma \varphi \|_{L^{\frac{1}{2}, 2}(\Sigma)}^2 + \tilde{K}_\epsilon \| \varphi \|^2_{L^2(\Sigma)},
\]

which is the second estimate in (a).

Using the trace inequality followed by (8), if \( q > r \) we get that given \( \epsilon > 0 \), there is \( L_\epsilon > 0 \) providing

\[
\left| \int_\Sigma H(\gamma \varphi)^2 d\sigma_g \right| \leq \epsilon \| \nabla \varphi \|^2_{W^{1,2}(\Omega)} + L_\epsilon.
\]

We can finally prove (c), which is a lower regularity version of proposition 2.4 in [1]:

\[
\| \nabla \varphi \|^2_{L^2(\Omega)} = E(\varphi) - \frac{n-2}{4(n-1)} \int_\Omega R\varphi^2 dV_g - \frac{n-2}{2} \int_\Sigma H(\gamma \varphi)^2 d\sigma_g \\
\leq E(\varphi) + 2\epsilon \| \nabla \varphi \|^2_{L^2(\Omega)} + 2L_\epsilon,
\]

for a suitable choice of \( \epsilon \) and \( L_\epsilon \). Thus, making sure \( \epsilon < \frac{1}{2} \), we get

\[
\| \nabla \varphi \|^2_{L^2(\Omega)} \leq \frac{1}{2} E(\varphi) + \frac{2}{1 - 2\epsilon} L_\epsilon
\]

and the result follows by choosing \( K = \frac{1}{1 - 2\epsilon} \) and \( C = \frac{2}{1 - 2\epsilon} L_\epsilon \).

With this in hand, it is simple to prove (b), since for all \( \varphi \):

\[
E(\varphi) \geq \frac{1}{K} \| \nabla \varphi \|^2_{L^2(\Omega)} - \frac{C}{K} \geq - \frac{C}{K}.
\]

For (d) and (e), let \( \tilde{g} = \phi^{\frac{n-2}{2}} g \) and let us see how each element of the expression of \( E(\varphi) \) transforms between the two metrics:

\[
\begin{align*}
d\tilde{V}_\tilde{g} &= \phi^{\frac{n-2}{2}} dV_g = \phi^{2\tilde{g}} dV_g \\
d\tilde{\sigma}_\tilde{g} &= \phi^{\frac{n-2}{2}} d\sigma_g = \phi^{\tilde{g} + 1} d\sigma_g \\
R_{\tilde{g}} &= \phi^{-\frac{n-2}{2}} \left( -\frac{4(n-1)}{n-2} \Delta_g \phi + R_g \phi \right) \\
H_{\tilde{g}} &= \phi^{-\frac{n-2}{2}} \left( H_g \phi + \frac{2}{n-2} \frac{\partial \phi}{\partial \eta} \right) \\
\| \nabla \varphi \|^2_{\tilde{g}} &= \phi^{\frac{n-2}{n-2}} \| \nabla \varphi \|^2_g
\end{align*}
\]
The next step is to prove that $E_g(\varphi) = E_g(\phi \varphi)$:

$$E_g(\varphi) = \int_\Omega \left( \nabla \varphi_g^2 + \frac{n-2}{4(n-1)} R_g \varphi_g^2 \right) dV_g + \frac{n-2}{2} \int_\Sigma H_g(\gamma \varphi)^2 d\sigma_g$$

$$= \int_\Omega \left( \phi^2 \nabla \varphi_g^2 + \frac{n-2}{4(n-1)} \phi \frac{n-2}{2} \left( \Delta_g \phi + R_g \phi \right) \varphi^2 \right) \phi^{\frac{2n}{n-2}} dV_g$$

$$+ \frac{n-2}{2} \int_\Sigma \phi \frac{n-2}{2} \left( H_g \phi + \frac{2}{n-2} \frac{\partial \phi}{\partial \eta} \right) (\gamma \varphi)^2 \phi \frac{2n-2}{n-2} d\sigma_g$$

$$= \int_\Omega \left( \phi^2 |\nabla \varphi_g|^2 - \phi^2 \Delta_g \phi + \frac{n-2}{4(n-1)} R_g (\phi \varphi)^2 \right) dV_g + \int_\Sigma \frac{n-2}{2} H_g (\gamma \varphi)^2 + \phi \gamma \varphi \frac{\partial \phi}{\partial \eta} d\sigma_g$$

$$= E_g(\phi \varphi) + \int_\Omega \left( -|\nabla (\phi \varphi)|_g^2 + \phi^2 |\nabla \phi_g|^2 - \phi \varphi \Delta_g \phi \right) dV_g + \int_\Sigma \phi (\gamma \varphi)^2 \frac{\partial \phi}{\partial \eta} d\sigma_g$$

$$= E_g(\phi \varphi) + \int_\Omega \left( -|\nabla (\phi \varphi)|_g^2 + \phi^2 |\nabla \phi_g|^2 + \nabla (\phi \varphi)^2 \cdot \nabla \phi \right) dV_g$$

where we used Green’s first identity in the last equality. Then if we use the identities

$$|\nabla (\phi \varphi)|_g^2 = \phi^2 |\nabla \varphi_g|^2 + \phi^2 |\nabla \phi_g|^2 + 2 \phi \varphi \nabla \phi \cdot \nabla \varphi,$$

and

$$(\nabla (\phi \varphi)^2) \cdot \nabla \phi = \phi^2 |\nabla \phi_g|^2 + 2 \phi \varphi \nabla \varphi \cdot \nabla \phi,$$

we get that

$$E_g(\varphi) = E_g(\phi \varphi).$$

Finally, the transformation of the respective measures under the conformal change of the metric implies that

$$\int_\Omega |\phi|^2 dV_g = \int_\Omega |\phi \varphi|^2 dV_g$$

and

$$\int_\Sigma |\gamma \varphi|^{q+1} d\sigma_g = \int_\Sigma |\phi (\gamma \varphi)|^{q+1} d\sigma_g$$

so $\varphi \in B^{2q,r}_{0,\bar{g}}(\Omega, \Sigma)$ if, and only if, $\phi \varphi \in B^{2q,r}_{0,\bar{g}}(\Omega, \Sigma)$, proving (c), and $\varphi \in B^{2q,q+1}_{b,\bar{g}}(\Omega, \Sigma)$ if, and only if, $\phi \varphi \in B^{2q,q+1}_{b,\bar{g}}(\Omega, \Sigma)$, proving (d). \qed

**Theorem 2.4.** Let $M$ be a smooth connected Riemannian manifold with dimension $n \geq 3$ and with a metric $g \in W^{s,p}$, where we assume $s > n$ and $n \geq 1$. Let $q \in [2, 2\bar{q}]$, and $r \in [2, \bar{q} + 1]$ with $q > r$. Let also $b \in \mathbb{R}$ and let $\Omega$ and $\Sigma$ be relatively open sets. Then, there exists a strictly positive function $\phi \in B^{q,r}_{b}(\Omega, \Sigma) \cap W^{s,p}(M)$, such that

$$\left\{ -\Delta_\phi + \frac{n-2}{4(n-1)} R_\phi = \lambda_\phi \varphi^{q-1}, \text{ in } \Omega \right\}$$

$$\left\{ \gamma \partial_\nu \varphi + \frac{n-2}{2} H_\gamma \varphi = \lambda b (\varphi) r-1, \text{ in } \Sigma \right\}$$

where the sign of $\lambda$ is the same as that of $\gamma_\phi^{q,r}(\Omega, \Sigma)$ defined above.

**Proof.** The above equation is the Euler-Lagrange equation for the functional $E$ over positive functions with the Lagrange multiplier $\lambda$, so it suffices to show that $E$ attains its infimum $\gamma_\phi^{q,r}(\Omega, \Sigma)$ over $B^{q,r}_{b}(\Omega, \Sigma)$ at a positive function $\phi \in W^{s,p}(M)$ (notice that the existence of a minimizer does not depend on the sets $\Omega$ and $\Sigma$ being open).

Let $\{\phi_i\} \subset B^{q,r}_{b}(\Omega, \Sigma)$ be a sequence satisfying $E(\phi_i) \to \gamma_\phi^{q,r}(\Omega, \Sigma)$. Since $E(\varphi) = E(|\varphi|)$, for all $\varphi$, we can assume $\phi_i \geq 0, \forall i$. If $\varphi \in B^{q,r}_{b}(\Omega, \Sigma)$ satisfies the bound $E(\varphi) \leq \Lambda$, then inequality (7) and item (c) of Lemma 2.3 tell us there is $C(\Lambda) > 0$ such that $\|\varphi\|_{W^{1,2}(\Omega)} \leq C(\Lambda)$. Now, since $\gamma_\phi^{q,r}(\Omega, \Sigma)$ is finite, we conclude that $\{\phi_i\}$ is bounded in $W^{1,2}(\Omega)$. By the reflexivity of $W^{1,2}(\Omega)$, the compactness of $W^{1,2}(\Omega) \hookrightarrow L^2(\Omega)$, and the compactness of the trace map $\gamma : W^{1,2}(\Omega) \hookrightarrow L^2(\Sigma)$, there exists an element $\phi \in W^{1,2}(\Omega)$ and a subsequence $\{\phi'_i\} \subset \{\phi_i\}$ such that, for a fixed small $\delta > 0$: 
(i) \( \phi'_i \to \phi \) in \( W^{1,2}(\Omega) \),
(ii) \( \phi'_i \to \phi \) in \( W^{1-\delta,2}(\Omega) \),
(iii) \( \phi'_i \to \phi \) in \( L^q(\Omega) \),
(iv) \( \phi'_i \to \phi \) in \( L^2(\Omega) \),
(v) \( \gamma \phi'_i \to \gamma \phi \) in \( W^{\frac{1}{2}-\delta,2} \),
(vi) \( \gamma \phi'_i \to \gamma \phi \) in \( L^r(\Sigma) \).

Items (iii) and (vi) imply \( \phi \in B_{d,r}^{q,r}(\Omega, \Sigma) \), hence \( \phi \geq 0 \).

We have to prove that \( E(\phi) \leq \lim E(\phi'_i) = \mathcal{Y}_b^{q,r}(\Omega, \Sigma) \), because then \( E(\phi) = \mathcal{Y}_b^{q,r}(\Omega, \Sigma) \) and thus \( \phi \) satisfies (26).

Indeed, the proof of Lemma 2.3 (a) shows that \( \varphi \mapsto \langle R, \varphi \rangle_\Omega \) is continuous in \( W^{1-\delta,2}(\Omega) \) and \( \varphi \mapsto \langle H, \varphi \rangle_\Sigma \) is continuous in \( W^{\frac{1}{2}-\delta,2}(\Sigma) \). So the maps \( \varphi \mapsto \langle R, \varphi^2 \rangle_\Omega \) and \( \varphi \mapsto \langle H, \varphi^2 \rangle_\Sigma \) have, respectively, the same regularity. Therefore, by (ii) and (v), we have

\[
E(\phi) - \mathcal{Y}_b^{q,r}(\Omega, \Sigma) = E(\phi) - \lim E(\phi'_i) = \| \nabla \phi \|^2_{L^2(\Omega)} - \lim \| \nabla \phi'_i \|^2_{L^2(\Omega)}
\]

and so by (i) and (iv), \( E(\phi) \leq \mathcal{Y}_b^{q,r}(\Omega, \Sigma) \) as expected.

Corollary B.4 of [5] implies that \( \phi \in W^{s,p}(M) \), as is detailed in the proof of Lemma 4.5 below. Also, since \( \phi \in B_{d,r}^{q,r}(\Omega, \Sigma) \), we have \( \phi \neq 0 \). But, if we call \( N = (\gamma \phi)^{-1}(\{0\}) \), Lemma B.7 of [5] tells us that \( \phi > 0 \).

Finally, multiplying (26) by \( \phi \) and integrating by parts, we conclude that the sign of the Lagrange multiplier \( \lambda \) is the same as that of \( \mathcal{Y}_b^{q,r}(\Omega, \Sigma) \).

Under the conformal scaling \( \bar{g} = \varphi^{2q-2} g \), the scalar curvature and the mean extrinsic curvature transform as

\[
\begin{align*}
\bar{R} &= \varphi^{1-2q}(\frac{-4(n-1)}{n-2} \Delta \varphi + R \varphi), \\
\bar{H} &= (\gamma \varphi)^{-q}(\frac{2}{n-2} \gamma \partial_\nu \varphi + H \gamma \varphi),
\end{align*}
\]

so assuming the conditions of the above theorem we infer that any given metric \( g \in W^{s,p} \) can be transformed to the metric \( \bar{g} = \phi^{2q-2} g \) with the continuous scalar curvature \( \bar{R} = \frac{4(n-1)}{n-2} \phi^{q-2} g \) in \( \Omega \), and the continuous mean curvature \( \bar{H} = \frac{2Mg}{n-2} (\gamma \phi)^{r-q-1} \) on \( \Sigma \), where the conformal factor \( \phi \) is as in the theorem. In other words, given any metric \( g \in W^{s,p} \), there exist \( \phi \in W^{s,p}(M) \) with \( \phi > 0 \), \( \bar{R} \in W^{s,p}(M) \) and \( \bar{H} \in W^{s-\frac{q}{p}}(\Sigma) \), having constant sign, such that

\[
\begin{align*}
-\frac{4(n-1)}{n-2} \Delta \phi + R \phi &= \bar{R} \phi^{2q-1}, \\
\frac{2}{n-2} \gamma \partial_\nu \phi + H \gamma \phi &= \bar{H} (\gamma \phi)^q.
\end{align*}
\]

We will prove below that the conformal invariant \( \mathcal{Y}_b \) of the metric \( g \) completely determines the sign of \( \bar{R} \), independent of the indices \( q, r \) or \( b \), giving rise to a Yamabe classification of metrics in \( W^{s,p} \). Note that the sign of the boundary mean curvature can be controlled by the sign of the parameter \( b \in \mathbb{R} \), unless of course \( \bar{R} \equiv 0 \), in which case we are forced to have \( \bar{H} \equiv 0 \) in the above argument.

We will need a lemma.

**Lemma 2.5.** If \( q \in [2, 2\bar{q}] \), \( r \in [2, \bar{q} + 1] \), \( q > r \), then the map \( b \mapsto \mathcal{Y}_b^{q,r}(\Omega, \Sigma) \) is non-increasing.
Proof. Let $b' < b$ and $\varphi \in B^q_{b'}(\Omega, \Sigma)$. Then, as a consequence of Lemma 2.1, there exists $k_\varphi > 0$ such that $k_\varphi \varphi \in B^q_{b'}(\Omega, \Sigma)$. That means

$$
1 = k^q_\varphi \| \varphi \|^q_{L^q(\Omega)} + k^q_\varphi b' \| \gamma \varphi \|^r_{L^r(\Sigma)}
= \| \varphi \|^q_{L^q(\Omega)} + b' \| \gamma \varphi \|^r_{L^r(\Sigma)}
= \| \varphi \|^q_{L^q(\Omega)} + b' \| \gamma \varphi \|^r_{L^r(\Sigma)},
$$

and so, since $b - b' > 0$, we get

$$
k^q_\varphi \| \varphi \|^q_{L^q(\Omega)} + k^q_\varphi b' \| \gamma \varphi \|^r_{L^r(\Sigma)} \geq \| \varphi \|^q_{L^q(\Omega)} + b' \| \gamma \varphi \|^r_{L^r(\Sigma)},
$$

implying $k_\varphi \geq 1$.

Now, we have $E(k_\varphi \varphi) = k^2_\varphi E(\varphi) \geq E(\varphi)$. Hence $\mathcal{Y}_{b'}^{q,r}(\Omega, \Sigma) \geq \mathcal{Y}_{b}^{q,r}(\Omega, \Sigma)$, and thus the map is non-increasing.

\[ \square \]

**Theorem 2.6.** Let $(M, g)$ be a smooth, compact, connected, $n$-dimensional Riemannian manifold with boundary, where we assume that the components of the metric $g$ are (locally) in $W^{s,p}$, with $sp > n$, $s \geq 1$, and $n \geq 3$. Let $\Omega \subset M$ and $\Sigma \subset \partial M$ be (relatively) closed sets. Then, the sign of $\mathcal{B}_b^{q,r}(\Omega, \Sigma)$ is independent of $q \in [2, 2\bar{q}]$, $r \in [2, \bar{q} + 1]$, and $b \in \mathbb{R}$, as long as $q > r$. In particular, this sign is a conformal invariant.

**Proof.** Let $q, q', r, r' \in [2, 2\bar{q}]$, $r, r' \in [2, \bar{q} + 1]$, and $b, b' \in \mathbb{R}$, with $q > r$ and $q' > r'$.

Suppose $\mathcal{B}_b^{q,r}(\Omega, \Sigma) < 0$. Then $E(\varphi) < 0$ for some $\varphi \in B^q_{b'}(\Omega, \Sigma)$. By scaling, there is some $k > 0$ satisfying $k_\varphi \varphi \in B^q_{b'}(\Omega, \Sigma)$. Now since $E(k_\varphi \varphi) = k^2 E(\varphi)$, we infer that $\mathcal{B}_b^{q,r}(\Omega, \Sigma) < 0$.

Suppose that $\mathcal{B}_b^{q,r}(\Omega, \Sigma) \geq 0$. Then $E(\varphi) \geq 0$ for all $\varphi \in B^q_{b'}(\Omega, \Sigma)$. On the other hand, for any $\psi \in B^q_{b'}(\Omega, \Sigma)$, there is some $k > 0$ such that $k\psi \in B^q_{b'}(\Omega, \Sigma)$, and hence $E(\psi) = k^{-2} E(k\psi) \geq 0$.

This implies that $\mathcal{B}_b^{q,r}(\Omega, \Sigma) \geq 0$.

What remains is to prove that $\mathcal{B}_b^{q,r}(\Omega, \Sigma) > 0$ implies $\mathcal{B}_b^{q',r'}(\Omega, \Sigma) > 0$. Since the parameters are arbitrary, in light of the preceding paragraph, this would also establish the equivalence between $\mathcal{B}_b^{q,r}(\Omega, \Sigma) = 0$ and $\mathcal{B}_b^{q',r'}(\Omega, \Sigma) = 0$.

Let us start by fixing $q$ and $r$. Assume that $\mathcal{B}_b^{q,r}(\Omega, \Sigma) = \alpha > 0$ and, by monotonicity, we can say $b < 0$. Let $\psi \in B^q_{b'}(\Omega, \Sigma)$. Then there exists some $k > 0$ such that $k\psi \in B^q_{b'}(\Omega, \Sigma)$, and

$$
E(k\psi) = k^2 E(\psi) \geq \alpha.
$$

The value of $k$ comes from the equation

$$
k^q \| \psi \|^q_{L^q(\Omega)} + bk^r \| \gamma \psi \|^r_{L^r(\Sigma)} = 1.
$$

Let us focus first at $b' = 0$. Then $\| \varphi \|^q = 1$ for all $\varphi$ and

$$
k^q \| \psi \|^q_{L^q(\Omega)} = k^q \| \psi \|^q_{L^q(\Omega)} - b \| \gamma \psi \|^r_{L^r(\Sigma)}
$$

If $\mathcal{Y}_b^{q,r}(\Omega, \Sigma) = 0$, there is a minimizing sequence $\{ \psi_m \}_m \subset B^q_{b'}(\Omega, \Sigma)$ such that $E(\psi_m) \to 0$. But, if $k_m \psi_m \in B^q_{b}(\Omega, \Sigma)$, constraint (30) implies $k_m \to \infty$ and thus, by equation (32), $\| \gamma \psi_m \|^r_{L^r(\Sigma)} \to \infty$ for $b < 0$.

On the other hand, from $E(\psi_m) \to 0$ it follows that there is $M > 0$ such that $E(\psi_m) < M$ for all $m$ and Lemma 2.3 (c) implies there are $K$ and $C$ such that $\| \nabla \psi_m \|^2_{L^2(\Omega)} \leq KM + C$. But by (7), given $\epsilon > 0$, there exists $C_\epsilon > 0$ such that

$$
\| \psi_m \|^2_{L^2(\Omega)} \leq \epsilon \| \nabla \psi_m \|^2_{L^2(\Omega)} + C_\epsilon
$$

(33)
and hence the sequence \( \left\{ \| \psi_m \|_{W^{1,2}(\Omega)}^2 \right\}_m \) is bounded and the continuity of the trace map implies that \( \left\{ \| \gamma \psi_m \|_{\dot{W}^{1,2}(\Sigma)}^2 \right\}_m \) is bounded as well. But since \( r < \bar{q} + 1 \) the Sobolev embedding theorem implies \( \dot{W}^{1,2}(\Sigma) \hookrightarrow L^r(\Sigma) \) and there is a uniform bound on \( \| \gamma \psi_m \|_{L^r(\Sigma)} \). Contradiction. So \( \mathcal{Y}^{\bar{q},r}_0(\Omega, \Sigma) = \epsilon \) for some \( \epsilon > 0 \).

Let us look now at what happens for \( b' > 0 \). Assume \( \mathcal{Y}^{\bar{q},r}_0(\Omega, \Sigma) = 0 \) and let \( \{ \psi_m \}_m \subset B^{\bar{q},r}_0(\Omega, \Sigma) \) be a minimizing sequence. If you take \( \psi \) of strictly positive numbers such that \( \{ k \psi_m \}_m \) is uniformly bounded as well. But since \( r < \bar{q} + 1 \) the Sobolev embedding theorem implies \( \dot{W}^{1,2}(\Sigma) \hookrightarrow L^r(\Sigma) \) and there is a uniform bound on \( \| \gamma \psi_m \|_{L^r(\Sigma)} \). Contradiction. So \( \mathcal{Y}^{\bar{q},r}_0(\Omega, \Sigma) = \epsilon \) for some \( \epsilon > 0 \).

Now, fixing \( \bar{q},r \), let \( \bar{m} \) be a decreasing sequence \( \bar{m} \to 0 \) and for each \( m \), there is \( \psi_m \in B^{\bar{q},r}_0(\Omega, \Sigma) \) such that \( E(\psi_m) < \frac{1}{m} \). In particular, \( E(\psi_m) \leq 1, \forall m \). Now, since the sequence of the \( \bar{m} \)'s is bounded, the remark after the proof of lemma 2.2 allows us to use theorem 2.3, item (c) to get constants \( K, C > 0 \) such that

\[
\| \nabla \psi_m \|_{L^2(\Omega)}^2 \leq K + M
\]

which, just as above, implies \( \left\{ \| \gamma \psi_m \|_{L^r(\Sigma)} \right\}_m \) is uniformly bounded.

Finally, for each \( m \) let \( l_m > 0 \) be such that \( l_m \psi_m \in B^{\bar{q},r}_0(\Omega, \Sigma) \). Then \( E(l_m \psi_m) = l_m^2 E(\psi_m) \) and

\[
l_m^2 \| \psi_m \|_{L^2(\Omega)}^2 = 1
\]

so \( l_m \to \infty \) iff \( \| \psi_m \|_{L^2(\Omega)} \to 0 \). However

\[
\| \psi_m \|_{L^2(\Omega)}^2 + b_m \| \gamma \psi_m \|_{L^r(\Sigma)} = 1.
\]

It follows, since \( b_m \to 0 \), that \( \| \psi_m \|_{L^2(\Omega)} \to 0 \) implies \( \| \gamma \psi_m \|_{L^r(\Sigma)} \to \infty \), which cannot be. As a consequence, \( \{ l_m \}_m \) is uniformly bounded and \( E(l_m \psi_m) \to 0 \), which implies that \( \mathcal{Y}(\Omega, \Sigma) = 0 \).

Summing up, we have that if there is \( b < 0 \) such that \( \mathcal{Y}^{\bar{q},r}_0(\Omega, \Sigma) > 0 \), \( \mathcal{Y}^{\bar{q},r}_0(\Omega, \Sigma) > 0 \), while if there is \( b' > 0 \) \( \mathcal{Y}^{\bar{q},r}_0(\Omega, \Sigma) = 0 \), \( \mathcal{Y}^{\bar{q},r}_0(\Omega, \Sigma) = 0 \), and we can’t have both at the same time. So the sign of \( \mathcal{Y}^{\bar{q},r}_0(\Omega, \Sigma) \) does not depend on \( b \).

Now, fixing \( b = 0 \), by definition \( \mathcal{Y}^{\bar{q},r}_0(\Omega, \Sigma) \) does not depend on \( r \), and what we said about \( b \) holds for \( r \) as well.

To prove that the sign of the relative Yamabe invariant does not depend on \( q \) either we will also argue that the sign of \( \mathcal{Y}^{\bar{q},r}_0(\Omega, \Sigma) \) is independent of \( q \). If \( q > \bar{q}' \), there exists \( C_q > 0 \) such that \( \| \psi \|_{L^{\bar{q}'}(\Omega)} \leq C_q \| \psi \|_{L^q(\Omega)} \). On the other hand, if \( \psi \in B^{\bar{q},r}_0(\Omega, \Sigma) \), let \( k > 0 \) be such that \( k \psi \in B^{\bar{q},r}_0(\Omega, \Sigma) \), so

\[
1 = k \bar{q}' \| \psi \|_{L^{\bar{q}'}(\Omega)} \leq k \bar{q}' C_q \| \psi \|_{L^q(\Omega)} = k \bar{q}' C_q \| \psi \|_{L^q(\Omega)}
\]

and that implies

\[
k \bar{q}' = \frac{1}{\| \psi \|_{L^{\bar{q}'}(\Omega)}} \geq \frac{1}{C_q}.
\]
Hence, $E(k\psi) = k^2 E(\psi) \geq \frac{E(\psi)}{C_q}$ and $\mathcal{Y}^{q,r}_0(\Omega, \Sigma) > 0$ implies $\mathcal{Y}^{q,r}_1(\Omega, \Sigma) > 0$.

Now, let $\mathcal{Y}^{q,r}_0(\Omega, \Sigma) > 0$ and assume $\mathcal{Y}^{q,r}_0(\Omega, \Sigma) = 0$. Then we have $\mathcal{Y}^{q,r}_1(\Omega, \Sigma) = \epsilon > 0$ and $\mathcal{Y}^{q,r}_0(\Omega, \Sigma) = 0$.

Let $\{\psi_m\}_m \subset B_1^{q,r}(\Omega, \Sigma)$ be a minimizing sequence and $k_m > 0$ be such that $k_m \psi_m \in B_1^{q,r}(\Omega, \Sigma)$. So $E(k_m \psi_m) = k_m^2 E(\psi_m) \geq \epsilon$ implies $k_m \to \infty$. But $k_m$ satisfies $k_m^2 \|\psi_m\|^{q,r}_{L^{q,r}(\Omega)} + k_m \|\gamma \psi_m\|^{r}_{L^{r}(\Sigma)} = 1$, thus $\|\psi_m\|_{L^{q,r}(\Omega)} \to 0$ and $\|\gamma \psi_m\|_{L^{r}(\Sigma)} \to 0$. Also, $q' \geq 2, r \geq 2$, so

$$
\left\{ \begin{array}{l}
\|\psi_m\|_{L^{2}(\Omega)} \to 0 \\
\|\gamma \psi_m\|_{L^{2}(\Sigma)} \to 0
\end{array} \right..$$

On the other hand, $\|\gamma \psi_m\|_{L^{r}(\Sigma)} \to 0$ implies $\|\psi_m\|_{L^{q}(\Omega)} \to 1$ and thus, since $q \leq 2q$ implies there is $K_q > 0$ such that $\|\psi_m\|^2_{W^{1,2}(\Omega)} \geq \frac{\|\psi_m\|^2_{L^{q}(\Omega)}}{K_q}$:

$$
\lim \|\psi_m\|^2_{W^{1,2}(\Omega)} \geq \frac{1}{K_q} \Rightarrow \lim \|\nabla \psi_m\|^2_{L^{2}(\Omega)} \geq \frac{1}{K_q} \quad (39)
$$

Finally, since $E(\psi_m) \to 0$, item (c) of theorem 2.3 implies $\|\nabla \psi_m\|_{L^{2}(\Omega)}$ is bounded and then, along with (38), item (a) of the same theorem implies

$$
\lim \left| \int_{\Omega} R \psi_m^2 dV \right| = \lim \left| \int_{\Sigma} H(\gamma \psi_m)^2 d\sigma \right| = 0 \quad (40)
$$

thus, by definition of $E$:

$$
\lim \|\nabla \psi_m\|^2_{L^{2}(\Omega)} = \lim E(\psi_m) = 0 \quad (41)
$$

which contradicts (39). So $\mathcal{Y}^{q,r}_0(\Omega, \Sigma) > 0$ and the sign of $\mathcal{Y}^{q,r}_0(\Omega, \Sigma)$ does not depend on $q$. \qed

We finish this section by proving some general properties of $\mathcal{Y}_b^{q,r}(\Omega, \Sigma)$ that will not be necessary for the rest of the paper.

**Lemma 2.7** (Monotonicity). If $\Omega_1 \subset \Omega_2$ and $\Sigma_1 \subset \Sigma_2$, then we have

$$
\mathcal{Y}_b^{q,r}(\Omega_1, \Sigma_1) \geq \mathcal{Y}_b^{q,r}(\Omega_2, \Sigma_2).
$$

**Proof.** It follows straight from the definition since we expand the set of test functions $\varphi$. \qed

**Lemma 2.8** (Continuity from above). Let $\Omega \subset M, \Sigma \subset \partial M, q, r$ and $b$ as in theorem 2.4. Let $\Omega_k$ be a decreasing sequence of relatively open sets and let $\Sigma_k$ be a decreasing sequence of relatively closed sets such that

$$
\begin{cases}
\bigcap_k \Omega_k = \Omega \\
\bigcap_k \Sigma_k = \Sigma
\end{cases}.
$$

Then we have

$$
\lim_{k} \mathcal{Y}_b^{q,r}(\Omega_k, \Sigma_k) = \mathcal{Y}_b^{q,r}(\Omega, \Sigma). \quad (42)
$$

**Proof.** From monotonicity, $(\Omega_k \cup \Sigma_k) \supset (\Omega_{k+1} \cup \Sigma_{k+1})$ implies $\mathcal{Y}_b^{q,r}(\Omega_k, \Sigma_k) \leq \mathcal{Y}_b^{q,r}(\Omega_{k+1}, \Sigma_{k+1})$, so the sequence of the $\mathcal{Y}_k := \mathcal{Y}_b^{q,r}(\Omega_k, \Sigma_k)$ is non-decreasing. In addition, again by monotonicity, $\mathcal{Y} := \mathcal{Y}_b^{q,r}(\Omega, \Sigma) \geq \mathcal{Y}_k$, for all $k$. Hence, we can define $\Lambda = \lim_k \mathcal{Y}_k \geq \mathcal{Y}_k$, for all $k$. We also have $\mathcal{Y} \geq \Lambda$.

If $\Lambda = +\infty$, $\mathcal{Y} = +\infty$ as well and the result holds automatically.
On the other hand, assume \( \lambda \), and thus the \( Y_k \), are all finite. So, by Theorem 2.4, for each \( k \) there is \( u_k \in B^{q,r}_b(\Omega_k, \Sigma_k) \) satisfying \( E(u_k) = Y_k \leq \lambda \). Then, by lemmata 2.3 and 2.2, there is \( K > 0 \) such that \( \|u_k\|_{W^{1,2}(M)} \leq K, \forall k \). Now, all \( u_k \) are in \( W^{1,2}(\Omega_1, \Sigma_1) \), implying that the sequence of the \( u_k \) is bounded in \( W^{1,2}(\Omega_1) \) and hence, in an argument similar to the one in theorem 2.4, there is \( u \in W^{1,2}(\Omega_1, \Sigma_1) \) such that:

(i) \( u_k \to u \) in \( W^{1,2}(\Omega_1, \Sigma_1) \),
(ii) \( u_k \to u \) in \( L^q(\Omega_1) \),
(iii) \( \gamma u_k \to \gamma u \) in \( L^r(\Sigma_1) \),
(iv) \( u_k \to u \) a.e. in \( \Omega_1 \),
(v) \( \gamma u_k \to \gamma u \) a.e. in \( \Sigma_1 \).

By (iv) and (v), \( u \in W^{1,2}(\Omega, \Sigma) \). In fact, by (ii) and (iii), \( u \in B^{q,r}_b(\Omega, \Sigma) \). So \( E(u) \geq \mathcal{Y} \). But, just as in the proof of theorem 2.4, we have \( E(u) \leq \liminf E(u_k) = \lambda \). Thus we conclude that \( \lambda = \mathcal{Y} \).

As a remark, the result is not true if we drop the hypothesis on the indices being subcritical, as explained after the proof of Lemma 3.14 in [6].

3 Eigenvalue of the Laplacian

To study the more general problem of prescribing scalar curvature and mean extrinsic curvature we try to adapt the strategy of the paper [6] to the case of manifolds with boundary. In order to do so we have to study a specific instance of \( \mathcal{B}_b^{q,r}(\Omega, \Sigma) \) not covered by the results in the previous section, with \( q = r = 2 \), which corresponds to the first eigenvalue of the Laplacian relative to the pair \( (\Omega, \Sigma) \).

First we define the Raileigh quotient for functions in \( W^{1,2}(M, \partial M) \) as

\[
Q_g(\varphi) = \frac{E(\varphi)}{||\varphi||^2_{L^2(\Omega)} + ||\gamma \varphi||^2_{L^2(\Sigma)}}
\]  (43)

and the first eigenvalue of the Laplacian for the set \( \Omega \cup \Sigma \) as

\[
\lambda^{q,r}_b(\Omega, \Sigma) := \inf_{B^{q,r}_b(\Omega, \Sigma)} Q_g(\varphi)
\]  (44)

Notice that, since \( Q_g(k\varphi) = Q_g(\varphi) \), for all \( k > 0 \), Lemma 2.1 implies that \( \lambda^{q,r}_b(\Omega, \Sigma) \) does not really depend on \( q, r \) or \( b \), so we can drop the indices.

**Proposition 3.1.** If \( (M, g) \), \( \Omega, \Sigma \) are as before, there is \( u \in W^{1,2}(\Omega, \Sigma) \) such that

\[
\lambda(\Omega, \Sigma) = Q_g(u).
\]

**Proof.** We want to be able to simply take \( q = r = 2, b = 1 \) in theorem 2.4. Checking the proof, \( q > r \) is a relevant hypothesis just to show that a minimizing sequence \( \{\phi_i\}_i \subset B^{q,r}_1(\Omega, \Sigma) \) for
$E(\phi_i) \to \lambda(\Omega, \Sigma)$ will be bounded in $W^{1, 2}(\Omega, \Sigma)$. Now, if $\phi_i \in B_1^{q, r}(\Omega, \Sigma), ||\phi_i||_{L^2(\Omega)} \leq 1$. Also, Proposition 2.3 (a) does not require $q > r$, so for any $\epsilon > 0$, there is $K_\epsilon > 0$ such that

$$
\int_\Omega |\nabla \phi_i|^2 dV_g = E(\phi_i) - \frac{n-2}{4(n-1)} \int_\Omega R \phi_i^2 dV_g - \frac{n-2}{2} \int_\Omega H(\gamma \phi_i)^2 d\sigma_g \\
\leq E(\phi_i) + \epsilon ||\phi_i||_{W^{1, 2}(\Omega)}^2 + K_\epsilon ||\phi_i||_{L^2(\Omega)}^2 + K_\epsilon ||\gamma \phi_i||_{L^2(\Sigma)}^2 \\
\leq E(\phi_i) + \epsilon(1 + C) \int_\Omega |\nabla \phi_i|^2 dV_g + \epsilon + \epsilon C + 2K_\epsilon,
$$

with $C$ the constant associated to the trace inequality. So, if we choose $\epsilon$ small enough, for any $i$

$$
||\phi_i||_{W^{1, 2}(\Omega)}^2 \leq \frac{1}{1-\epsilon}(E(\phi_i) + \epsilon(1 + C) + 2K_\epsilon) + 1
$$

and the proof follows as in theorem 2.4.

Instead of dealing with the relative Yamabe invariant of a set we want to work with its linear counterpart, the first eigenvalue of the Laplacian. For our purposes, we only need $\lambda(\Omega, \Sigma)$ to coincide with $\mathcal{Y}_b^{q, r}(\Omega, \Sigma)$ in sign. In views of Theorem 2.6, it is enough to prove that the signs agree for $b = 1$.

**Theorem 3.2.** If $q > r$, we have

$$
\text{sign}(\lambda(\Omega, \Sigma)) = \text{sign}(\mathcal{Y}_1^{q, r}(\Omega, \Sigma)).
$$

**Proof.** Let us omit the sets to simplify notation.

i. $\mathcal{Y}_1^{q, r} < 0$ if, and only if, there is $\varphi \in B_1^{q, r}(\Omega, \Sigma)$ such that $E(\varphi) < 0$, which is itself true if, and only if, $\lambda < 0$.

ii. Assume $\mathcal{Y}_1^{q, r} = \epsilon > 0$. Since $r, q \geq 2$, there is $C_{q, r} > 0$ such that $||\varphi||_{L^2(\Omega)} \leq C_{q, r}||\varphi||_{L^2(\Omega)}^q$ and $||\gamma \varphi||_{L^2(\Sigma)} \leq C_{q, r}||\gamma \varphi||_{L^2(\Sigma)}^q, \forall \varphi \in B_1^{q, r}(\Omega, \Sigma)$. So, if $\varphi \in B_1^{q, r}(\Omega, \Sigma)$:

$$
||\varphi||_{L^2(\Omega)}^2 + ||\gamma \varphi||_{L^2(\Sigma)}^2 \leq C_{q, r} \Rightarrow \frac{E(\varphi)}{||\varphi||_{L^2(\Omega)}^2 + ||\gamma \varphi||_{L^2(\Sigma)}^2} \geq \frac{E(\varphi)}{C_{q, r}},
$$

and $\lambda \geq \frac{\mathcal{Y}_1^{q, r}}{C_{q, r}} = \frac{\epsilon}{C_{q, r}} > 0$.

iii. Assume $\lambda > 0$ and $\mathcal{Y}_1^{q, r} \leq 0$, hence $\mathcal{Y}_0^{q, r} \leq 0$. Let $\varphi_k$ be a minimizing sequence for $\mathcal{Y}_0^{q, r}$. Then we can assume, up to a subsequence, $E(\varphi_k) \leq \frac{1}{k}, \forall k$.

So we have that, since $\lambda > 0$:

$$
E(\varphi_k) = Q_g(\varphi_k) \left(||\varphi_k||_{L^2(\Omega)}^2 + ||\gamma \varphi_k||_{L^2(\Sigma)}^2\right) \leq \frac{1}{k} \Rightarrow \lim_{k \to \infty} \left(||\varphi_k||_{L^2(\Omega)}^2 + ||\gamma \varphi_k||_{L^2(\Sigma)}^2\right) = 0.
$$

Also

$$
E(\varphi_k) \leq \frac{1}{k} \Rightarrow ||\nabla \varphi_k||_{L^2(\Omega)}^2 \leq \frac{1}{k} - \frac{n-2}{4(n-1)} \int_\Omega R \varphi_k^2 dV_g - \frac{n-2}{2} \int_\Sigma H(\gamma \varphi_k)^2 d\sigma_g
$$

and $||\varphi_k||_{L^q(\Omega)} = 1, q \leq 2q$. As a consequence, there is $K_q > 0$ such that $||\varphi_k||_{W^{1, 2}(\Omega)} \geq \frac{1}{K_q}$ and, by (46)

$$
\lim_{k \to \infty} ||\nabla \varphi_k||_{L^2(\Omega)}^2 \geq \frac{1}{K_q}.
$$

Turning back to equations (14) and (15) we see that, given $\epsilon > 0$, there exists $K_\epsilon > 0$ such that

$$
\begin{align*}
-\frac{n-2}{4(n-1)} \int_\Omega R \varphi_k^2 dV_g \leq \frac{n-2}{4(n-1)} \epsilon ||\nabla \varphi_k||_{L^2(\Omega)}^2 + \frac{n-2}{4(n-1)} K_\epsilon ||\varphi_k||_{L^2(\Omega)}^2 \\
-\frac{n}{2} \int_\Sigma H(\gamma \varphi_k)^2 d\sigma_g \leq \frac{n}{2} \epsilon ||\nabla \varphi_k||_{L^2(\Omega)}^2 + \frac{n}{2} K_\epsilon ||\gamma \varphi_k||_{L^2(\Sigma)}^2.
\end{align*}
$$

(49)
But also, by (c) in lemma 2.3
\[ ||\nabla \varphi_k||^2_{L^2(\Omega)} \leq KE(\varphi_k) + C.\]

Plugging that into (49) we get
\[
\begin{align*}
-\frac{n-2}{4(n-1)} \int_{\Omega} R \varphi^2 dV_g & \leq \frac{n-2}{4(n-1)} \epsilon (KE(\varphi_k) + C) + \frac{n-2}{4(n-1)} K_1 ||\varphi_k||^2_{L^2(\Omega)} \\
-\frac{n-2}{2} \int_{\Sigma} (\gamma \varphi_k)^2 d\sigma_g & \leq \frac{n-2}{2} \epsilon (KE(\varphi_k) + C) + \frac{n-2}{2} K_1 ||\gamma \varphi_k||^2_{L^2(\Sigma)}
\end{align*}
\]

and if we take the limit in (47) and use the result (46) we end up finding that there is a constant
\[ L = (KE(\varphi_k) + C) \left( \frac{n-2}{4(n-1)} + \frac{n-2}{2} \right) \] such that
\[ \lim_{k \to \infty} ||\nabla \varphi_k||^2_{L^2(\Omega)} \leq \epsilon L, \]
for all \( \epsilon > 0 \). Contradiction.

iv. Gathering the results i, ii and iii we find that \( Y_{q,p}^r = 0 \) if, and only if, \( \lambda = 0 \).

\[ \square \]

4 The Prescribed Scalar Curvature and Mean Curvature Problem

Let’s define the following functional over \( W^{1,2}(M, \partial M) \)
\[ F_{q,r}(u) = E(u) - \int_M \frac{n-2}{2q(n-1)} R^q u^q dV_g - \int_{\partial M} \frac{n-2}{r} H^r \gamma u^r d\sigma_g \] (50)
and prove some of its important properties. But first we need a technical lemma.

**Lemma 4.1.** Let \( A, B, C > 0 \) be real constants, \( x, y, z \geq 0 \) be positive numbers and assume
\[ y + z > Cx. \] (51)

If \( q, r, p \) are exponents satisfying \( q \geq q_0 > 1, r \geq r_0 > 1 \) and \( r_0, q_0 > p > 1 \), there is \( J(q_0, r_0, p) > 0 \) such that if \( x \geq L \)
\[ f(y, z) = Ay^q + Bz^r \geq x^p. \]

**Proof.** If \( Ay^q \geq x^p \), there is nothing to do. So assume \( y < A^{-\frac{1}{q}} x^{\frac{p}{q}} \). Then
\[ z - B^{-\frac{1}{r}} \frac{x^p}{x^r} > Cx - y - B^{-\frac{1}{r}} \frac{x^p}{x^r} > Cx - A^{-\frac{1}{q}} \frac{x^p}{x^q} - B^{-\frac{1}{r}} \frac{x^p}{x^r} \]
(52)

Since \( \frac{p}{q}, \frac{p}{r} < 1 \), there is \( L > 0 \) such that if \( x \geq L \) then
\[ Cx - A^{-\frac{1}{q}} \frac{x^p}{x^q} - B^{-\frac{1}{r}} \frac{x^p}{x^r} > 0 \]
(53)
and hence \( z > B^{-\frac{1}{r}} x^p \) and \( Bz^r > x^p \).
\[ \square \]

For simplicity, for the rest of this section, we will use the notation
\[ ||u||^2_{L^2(M, \partial M)} = ||u||^2_{L^2(M)} + ||\gamma u||^2_{L^2(\partial M)}, \]
which defines a norm in \( W^{1,2}(M) \).

Also, we will denote \( Z := \{ s \in M | R'(s) = 0 \} \) and \( Z_0 = \{ p \in \partial M | H'(p) = 0 \} \) the zero sets of \( R' \) and \( H' \) respectively.

Finally, we can prove our first important result.
**Lemma 4.2** (Coercivity). Let \( q_0, r_0 \) be subcritical (as in theorem 2.4), \( R' \leq 0, H' \leq 0 \).

If \((Z, Z_\theta)\) is Yamabe positive (i.e. \( Y^q_0(Z, Z_\theta) > 0 \), \( \forall B \in \mathbb{R}, \exists K(q_0, r_0, B) > 0 \) such that if \( q, r \) are subcritical, \( q \geq q_0, r \geq r_0, q > r, u \in W^{1,2}(M, \partial M) \) and \( \|u\|_{L^2(M, \partial M)} \geq K \), then \( F_{q,r}(u) \geq B \).

**Proof.** Adapting the proof of proposition 4.5 of [6].

For each \( \epsilon > 0 \), let’s define

\[
A_{\epsilon} = \{ u \in W^{1,2}(M, \partial M) \mid \int_M R'|u|^2dV_g + \int_{\partial M} |H'| \gamma v^2d\sigma_g \\
\leq \epsilon\|u\|_{L^2(M, \partial M)}^2 (\int_M |R'|dV_g + \int_{\partial M} H'd\sigma_g) \}.
\]

(54)

Now, since \((Z, Z_\theta)\) is Yamabe positive, \( \lambda(Z, Z_\theta) > 0 \). So we can fix \( L \in (0, \lambda(Z, Z_\theta)) \).

**Claim:** There is \( \epsilon_0 < 1 \) such that if \( u \in A_{\epsilon_0} \)

\[
E(u) \geq L\|u\|_{L^2(M, \partial M)}^2.
\]

(55)

Assume that is not true. So if \( \epsilon_k \) is a sequence such that \( \epsilon_k \to 0 \), we can choose \( v_k \in A_{\epsilon_k} \), \( \|v_k\|_{L^2(M, \partial M)} = 1 \) violating equation (55):

\[
E(v_k) < L, \forall k.
\]

(56)

Putting this together with item 3 of lemma 2.3 we have that \( \{v_k\} \) is a bounded sequence in \( W^{1,2}(M) \).

So, just as in the proof of theorem 2.4, there is \( v \in W^{1,2}(M) \) such that \( v_k \to v \) in \( W^{1,2}(M) \) and \( v_k \to v \) in \( L^2(M, \partial M) \), and hence \( \|v\|_{L^2(M, \partial M)} = 1 \).

Also, as in the proof of theorem 2.4, changing \( R \) by \( R' \), we have that

\[
\int_M |R'|v_k^2dV_g \to \int_M |R'|v^2dV_g
\]

(57)

and

\[
\int_{\partial M} |H'| \gamma v^2d\sigma_g \to \int_{\partial M} |H'| \gamma v^2d\sigma_g
\]

(58)

But, by choice of the \( v_k \)’s

\[
0 \leq \int_M |R'|v_k^2dV_g + \int_{\partial M} |H'| \gamma v^2d\sigma_g \leq \epsilon_k\|v_k\|_{L^2(M, \partial M)}^2 \left( \int_M |R'|dV_g + \int_{\partial M} |H'|d\sigma_g \right) \to 0
\]

(59)

So

\[
\int_M |R'|v^2dV_g + \int_{\partial M} |H'| \gamma v^2d\sigma_g = 0
\]

(60)

So \( v \equiv 0 \) outside \( Z \cup Z_\theta \) and \( v \in W^{1,2}(Z, Z_\theta) \). But, since \( v_k \to v \) in \( W^{1,2} \), \( v_k \to v \) in \( L^2 \) and from the last equality

\[
E(v) \leq E(v_k) \leq L < \lambda(Z, \emptyset).
\]

Contradiction.

Now we divide the proof of the theorem itself in two cases, taking \( \epsilon_0 \) as in the claim:

**Case 1:** \( u \not\in A_{\epsilon_0} \) If \( u \not\in A_{\epsilon_0} \)

\[
\int_M |R'|u^2dV_g + \int_{\partial M} |H'| \gamma u^2d\sigma_g > \epsilon_0\|u\|_{L^2(M, \partial M)}^2 \left( \int_M |R'|dV_g + \int_{\partial M} |H'|d\sigma_g \right)
\]

(61)

Now, if \( R', H' \leq 0 \)

\[
F_{q,r}(u) = E(u) + \int_M \frac{n-2}{2q(n-1)} |R'|u^q dV_g + \int_{\partial M} \frac{n-2}{r} |H'| \gamma u^r d\sigma_g
\]

(62)
Now, using Hölder inequality on the higher power terms

$$\int_M |R'||u|^2 dV_g = \int_M |R'|^{1-\frac{2}{q}} |R'|^{\frac{2}{q}} |u|^2 dV_g \leq \left[ \int_M |R'|^q dV_g \right]^{\frac{1-2}{q}} \left[ \int_M |R'||u|^q dV_g \right]^{\frac{2}{q}}$$

(63)

and similarly

$$\int_{\partial M} |H'||\gamma u|^2 d\sigma_g \leq \left[ \int_{\partial M} |H'| d\sigma_g \right]^{1-\frac{2}{q}} \left[ \int_{\partial M} |H'||\gamma u|^q d\sigma_g \right]^{\frac{2}{q}}$$

(64)

On the other hand, from lemma 2.3 (a) and (b), given $\eta > 0$, there are $D_1(\eta)$, $D_2(\eta)$, independent of $q$ or $r$ such that

$$E(u) = \int_M |\nabla u|^2 dV_g + \frac{n-2}{4(n-1)} \int_M R\nabla u^2 dV_g + \frac{n-2}{4(n-1)} \int_{\partial M} H(\gamma u)^2 d\sigma_g$$

$$\geq \int_M |\nabla u|^2 dV_g - \frac{n-2}{4(n-1)} \left( \eta \|u\|^2_{W^{1,2}(M)} + D_1\|u\|^2_{L^2(M)} \right) - \frac{n-2}{2}\left( \eta \|u\|^2_{W^{1,2}(\partial M)} + D_2\|u\|^2_{L^2(\partial M)} \right)$$

$$\geq \left( 1 - \frac{n-2}{4(n-1)} - \frac{n-2}{2} D \right) \int_M |\nabla u|^2 dV_g - \left( \frac{n-2}{4(n-1)} \eta + D_1 + \frac{n-2}{2} \eta D \right)\|u\|^2_{L^2(M)}$$

with $D$ the constant associated to the trace inequality. By choosing $\eta$ small enough that the coefficient of $\int_M |\nabla u|^2 dV_g$ is positive and $D_3$ the largest value between $\frac{n-2}{4(n-1)}(\eta + D_1) + \frac{n-2}{2}\eta D$ and $\frac{n-2}{2}D_2$ we have

$$E(u) \geq -D_3\|u\|^2_{L^2(M,\partial M)}.$$

(65)

Plugging this together with equations (63) and (64) in (62) we have

$$F_{q,r}(u) \geq -D_3\|u\|^2_{L^2(M,\partial M)} + A_1(q) \left[ \int_M |R'| |u|^2 dV_g \right]^{\frac{2}{q}} + A_2(r) \left[ \int_{\partial M} |H'| |\gamma u|^2 d\sigma_g \right]^{\frac{2}{q}}$$

(66)

with $A_1(q) = \frac{n-2}{2q(n-1)} \left[ \int_M |R'| dV_g \right]^{1-\frac{2}{q}}$ and $A_2(r) = \frac{n-2}{r} \left[ \int_{\partial M} |H'| d\sigma_g \right]^{1-\frac{2}{q}}$ positive constants that depend on $q$ and $r$ respectively. Since both $A_1(q)$ and $A_2(r)$ are continuous on $q$ and $r$, we can define $A_1 := \min\{A_1(q)\} q \in [q_0, 2\bar{q}]$ and $A_2 := \min\{A_2(r)\} r \in [r_0, \bar{q} + 1]$. Notice that they cannot be both zero otherwise inequality (61) is not satisfied. We can then drop the dependency on $q$ and $r$ of the constants in the previous inequality and have

$$F_{q,r}(u) \geq -D_3\|u\|^2_{L^2(M,\partial M)} + A_1 \left[ \int_M |R'| |u|^2 dV_g \right]^{\frac{2}{q}} + A_2 \left[ \int_{\partial M} |H'| |\gamma u|^2 d\sigma_g \right]^{\frac{2}{q}}$$

(67)

Now, $A_2 = 0$ if, and only if, $H' \equiv 0$. In this case the right-hand side of inequality (67) becomes

$$F_{q,r}(u) \geq -D_3\|u\|^2_{L^2(M,\partial M)} + A_1 \left[ \int_M |R'| |u|^2 dV_g \right]^{\frac{2}{q}}$$

(68)

and by condition (61) we have

$$F_{q,r} \geq -D_3\|u\|^2_{L^2(M,\partial M)} + A_1 \left[ \epsilon_0 \int_M |R'| dV_g \right]^{\frac{2}{q}}\|u\|^2_{L^2(M,\partial M)}$$

(69)

As said, $\int_M |R'| dV_g > 0$, thus the coefficient of $\|u\|^2_{L^2(M,\partial M)}$ is larger than zero and, since $q \geq q_0 > 2$, there is $K$ satisfying the hypothesis of the theorem. In fact, if $K$ satisfies the hypothesis for $q = q_0$, the same $K$ satisfies for $q > q_0$. A similar thing happens if $A_2 = 0$ instead.
Finally, if we assume \( A_1, A_2 > 0 \), since \( \frac{q}{r} > \frac{p}{r} > 1 \), by lemma 4.1, there is \( p > 1 \) and \( J > 0 \), independent of \( q, r \) such that

\[
\|u\|_{L^2(M, \partial M)}^2 \geq J
\]

implies, as a consequence of condition (61)

\[
A_1 \left[ \int_M |R'| |u|^2 dV_g \right]^{\frac{q}{r}} + A_2 \left[ \int_{\partial M} |H'| |\gamma u|^2 d\sigma_g \right]^{\frac{q}{r}} \geq \|u\|_{L^2(M, \partial M)}^{2p}
\]

and replacing in (67)

\[
F_{q,r}(u) \geq -D_3 \|u\|_{L^2(M, \partial M)}^{2p} + \|u\|_{L^2(M, \partial M)}^{2p}
\]

and because \( p > 1 \) we can choose \( K > J \) satisfying the theorem.

**Case 2:** \( (u \in A_{\epsilon_0}) \) In that case, if \( R', H' \leq 0 \):

\[
F_{q,r}(u) \geq E(u) \geq L \|u\|_{L^2(M, \partial M)}^2
\]

And the result follows immediately.

Notice that in the case of inequality (72), \( F_{q,r} \geq 0 \), while in the case of inequalities (69) and (71) the right hand sides also have lower bounds, independent of \( u \). Putting all together we see that \( F_{q,r} \) has a lower bound independent of \( u \). It is natural, then, to look for minimizers.

**Proposition 4.3.** Under the hypothesis of the previous lemma, fixing \( q, r \) subcritical, assume \( R' \) and \( H' \) are bounded. Assume also that

\[
\frac{n - 2}{4(n - 1)} \int_M R dV_g + \frac{n - 2}{2} \int_{\partial M} H d\sigma_g < 0
\]

Then there is \( u_{q,r} > 0 \) a function that minimizes \( F_{q,r} \) and is a weak solution to

\[
\begin{cases}
-\Delta u_{q,r} + \frac{n - 2}{4(n - 1)} R u_{q,r} = \frac{n - 2}{4(n - 1)} R' u_{q,r}^{q - 1}, & \text{in } \Omega \\
\gamma \partial_{\nu} u_{q,r} + \frac{n - 2}{2} H \gamma u_{q,r} = \frac{n - 2}{2} H'(\gamma u_{q,r})^{r - 1}, & \text{in } \Sigma
\end{cases}
\]

**Proof.** Let \( \{u_k\}_k \) be a minimizing sequence for \( F_{q,r} \) in \( W^{1,2}(M, \partial M) \). Since \( F_{q,r}(\|u\|) = F_{q,r}(u) \), we can assume \( u_k \geq 0 \) for each \( k \).

Now, fixing a constant function \( \bar{u} \equiv A \in W^{1,2}(M, \partial M) \) we have

\[
F_{q,r}(\bar{u}) = A^2 \left[ \frac{n - 2}{4(n - 1)} \int_M R dV_g + \frac{n - 2}{2} \int_{\partial M} H d\sigma_g \right] - A^q \frac{2}{q} \int_M R' dV_g - A^r \frac{2}{r} \int_{\partial M} H' d\sigma_g := B
\]

So, since \( \{u_k\}_k \) is minimizing, we can assume \( F_{q,r}(u_k) \leq B \), \( \forall k \) and, by the previous lemma, \( \exists K_B > 0 \) such that

\[
\|u_k\|_{L^2(M, \partial M)}^2 < K_B
\]

Now, as seen in the proof of the previous lemma, \( F_{q,r}(u) \geq E(u), \forall u \), so this, together with item a of lemma 2.3, shows that

\[
\|u_k\|_{W^{1,2}(M)}^2 = E(u_k) - \frac{n - 2}{4(n - 1)} \int_M R u_k^2 dV_g - \frac{n - 2}{2} \int_{\partial M} H(\gamma u_k)^2 d\sigma_g + \|u_k\|_{L^2(M)}^2
\]

\[
\leq B + \frac{n - 2}{4(n - 1)} \int_M R u_k^2 dV_g + \frac{n - 2}{2} \int_{\partial M} H(\gamma u_k)^2 d\sigma_g + K_B^2
\]

\[
\leq B + \frac{n - 2}{4(n - 1)} \left( \epsilon \|u_k\|_{W^{1,2}(M)}^2 + K_B^2 \|u_k\|_{L^2(M)}^2 \right) + \frac{n - 2}{2} \left( \epsilon \|\gamma u_k\|_{W^{1,2}(\partial M)}^2 + K_B \|\gamma u_k\|_{L^2(\partial M)}^2 \right) + K_B^2
\]

\[
\leq B + K_B^2 \left( 1 + \frac{n - 2}{4(n - 1)} K + \frac{n - 2}{2} K_\epsilon \right) + \epsilon \left( \frac{n - 2}{4(n - 1)} + \frac{n - 2}{2} C \right) \|u_k\|_{W^{1,2}(M)}^2
\]
$C$ the constant given by the trace inequality. So, choosing $\epsilon$ small enough we finally have
\[ ||u_k||^2_{W^{1,2}(M)} \leq \frac{B + K^2_D}{B} \left( 1 + \frac{n-2}{4(n-1)} K_\epsilon \right) \cdot \frac{1 - \epsilon}{1 - \epsilon \left( \frac{n-2}{4(n-1)} + \frac{n-2}{2} C \right)} \]  
(76)
so $\{u_k\}_k$ is a bounded sequence in $W^{1,2}(M)$ and we can use the same argument to say that there is $u_{q,r}$ in $W^{1,2}(M)$ such that:

(i) $u_k \to u_{q,r}$ in $W^{1,2}(M)$;

(ii) $u_k \to u_{q,r}$ in $L^p(M)$, $p \in [2, 2\bar{q}]$;

(iii) $\gamma u_k \to \gamma u_{q,r}$ in $L^s(\partial M)$, $s \in [2, \bar{q} + 1)$.

Now, as in the proof of theorem 2.4, we have that $E(u_{q,r}) \leq \liminf E(u_k)$. Also, since $R'$, $H'$ are bounded and $u_k \to u_{q,r}$ in $L^q(M)$ and $\gamma u_k \to \gamma u_{q,r}$ in $L^{\bar{q}}(\partial M)$:
\[ \{ \int_M R' u_k^q \, dV \to \int_M R' u_{q,r}^q \, dV, \int_M H' (\gamma u_k)^r \, dV \to \int_M H' (\gamma u_{q,r})^r \, dV \} \]
(77)
So $F_{q,r}(u_{q,r}) \leq \liminf F_{q,r}(u_k)$ and, since $u_k$ is a minimizing sequence, $u_{q,r}$ is a minimizer of $F_{q,r}$ and hence a weak solution to equation (74).

Now, looking back at equation (75), we see that if condition (73) is true, since $q > r \geq 2$ we can choose $A$ small enough to guarantee that $B < 0$, hence $F_{q,r}(u_{q,r}) < 0$ and $u_{q,r} \not\equiv 0$. Thus, by lemma B.7 of [5], $u_{q,r} > 0$ everywhere.

Notice that (76) gives an uniform bound on $||u_{q,r}||_{W^{1,2}(M)}$, which, of course, gives an uniform bound on $||u_{q,r}||_{L^2(M)}$. We want to use this fact to get regularity results for the minimizers by resorting to a bootstrap argument, but we need first to increase this regularity a little.

**Lemma 4.4.** In the context of the previous lemma, there is $Q > 2\bar{q}$ and $C > 0$ independent of $q$ and $r$ such that
\[ ||u_{q,r}||_{L^Q(M)} \leq C. \]  
(78)

**Proof.** Let $u_{q,r}$ be a minimizer of $F_{q,r}$ as before and define for some $\delta > 0$ the auxiliary functions:
\[ \begin{cases} w = u_{q,r}^{1+\delta} \\ \nu = u_{q,r}^{1+2\delta} \end{cases} \]  
(79)
Since $u_{q,r}$ is a weak solution to (74), we can test it against $\nu$ to have, defining $C_\delta = \frac{1+2\delta}{(1+\delta)^2}$:
\[ C_\delta ||\nabla w||^2_{L^2(M)} = \int_M (\nabla u_{q,r}, \nabla w) \, dV_g = \frac{n-2}{4(n-1)} \int_M \left( R' u_{q,r}^{q-1} - R u_{q,r} \right) \nu \, dV_g + \frac{n-2}{2} \int_{\partial M} \left( H' (\gamma u_{q,r})^{r-1} - H \gamma u_{q,r} \right) (\gamma \nu) \, d\sigma_g \leq - \frac{n-2}{4(n-1)} \int_M R w \nu \, dV_g + \frac{n-2}{2} \int_{\partial M} H(\gamma u)(\gamma \nu) \, d\sigma_g \leq \frac{n-2}{4(n-1)} \int_M R w \nu \, dV_g + \frac{n-2}{2} \int_{\partial M} H(\gamma w)(\gamma w) \, d\sigma_g, \]
the first inequality being true because $R' \leq 0$ and $H' \leq 0$. So, using the estimates from Lemma 2.3a we have that for $\epsilon > 0$, there is $K_\epsilon > 0$ such that
\[ C_\delta ||\nabla w||^2_{L^2(M)} \leq \epsilon ||w||^2_{W^{1,2}(M)} + K_\epsilon ||w||^2_{L^2(M)} + \epsilon ||\gamma w||^2_{W^{1,2}(\partial M)} + K_\epsilon ||\gamma w||^2_{L^2(\partial M)} \]  
(80)
and hence, if $L$ is the constant associated to the trace inequality, rearranging the terms we have
\[(C_δ - ϵ - ϵL)∥∇w∥_{L^2(M)}^2 ≤ (ϵ + K_ε + ϵL)∥w∥_{L^2(M)}^2 + K_ε∥γw∥_{L^2(∂M)}^2.\] (81)

If we choose $δ$ small enough to guarantee the right hand side is controlled by $∥u_{q,r}∥_{L^2(M)}$, and then $ϵ > 0$ such that the left hand side is positive, we can use the Sobolev inequality to argue there is $C' > 0$ such that
\[∥w∥_{L^2(M)} ≤ C'.\] (82)

and the result follows by taking $Q = 2q(1 + δ)$.

Finally, we can prove the main regularity result.

**Lemma 4.5** (Regularity). Assume $R$, $R' ∈ L^∞(M)$, $H$, $H' ∈ W^{s,t}(∂M)$ with $t > 1$, $s ≥ 1$ and $st > n - 1$. If $u_{q,r}$ is a minimizer of $F_{q,r}$ as in the previous lemma, then $u_{q,r} ∈ W^{2,\frac{n+1}{2}}(M)$, $γu_{q,r} ∈ W^{2,\frac{n−1}{2}}(∂M)$ and there are constants $C, K$ independent of $q$ and $r$ such that

\[
\begin{align*}
∥u_{q,r}∥_{W^{2,\frac{n}{2}}(M)} &≤ C \\
∥γu_{q,r}∥_{W^{2,\frac{n−1}{2}}(∂M)} &≤ K
\end{align*}
\] (83)

**Proof.** Both the regularity and the uniform bounds come from a bootstrap procedure through applications of corollary B.4 of [5]. Taking $D = \emptyset$, $∃C_{p₁} > 0$ such that

\[
C_{p₁}∥u_{q,r}∥_{W^{2,p₁}(M)} ≤ ∥\Delta u_{q,r}∥_{W^{0,p₁}(M)} + ∥\partial_{ν}u_{q,r}∥_{W^{1,\frac{n+p₁}{p₁}(∂M)}} + ∥u_{q,r}∥_{W^{0,p₁}(M)}
\]

Then, doing more straightforward calculations we get

\[
C_{p₁}∥u_{q,r}∥_{W^{2,p₁}(M)} ≤ \frac{n−2}{4(n−1)}∥R′∥∥u_{q,r}∥_{L^{p₁}(M)} + \frac{n−2}{4(n−1)}∥R∥ + 1 \] q,r

because $u_{q,r}$ is a solution to equation (74). Hence

\[
C_{p₁}∥u_{q,r}∥_{W^{2,p₁}(M)} ≤ \frac{n−2}{4(n−1)}∥R′∥∥u_{q,r}∥_{L^{p₁}(M)} + (\frac{n−2}{4(n−1)}∥R∥ + 1)∥u_{q,r}∥_{L^{p₁}(M)} + \frac{n−2}{4(n−1)}∥H(γu_{q,r})∥_{W^{1,\frac{n−1}{p₁}}(M)} + ∥Hγu_{q,r}∥_{W^{1,\frac{n−1}{p₁}}(∂M)}
\]

and by corollary A.5 of [5] there is $D₁ > 0$ such that, if $D₂ > max\{∥H′∥_{W^{s,t}(∂M)}, ∥H∥_{W^{s,t}(∂M)}\}$

\[
C_{p₁}∥u_{q,r}∥_{W^{2,p₁}(M)} ≤ \frac{n−2}{4(n−1)}∥R′∥∥u_{q,r}∥_{L^{p₁}(M)} + (\frac{n−2}{4(n−1)}∥R∥ + 1)∥u_{q,r}∥_{L^{p₁}(M)} + \frac{n−2}{4(n−1)}∥D₁D₂∥∥u_{q,r}∥_{W^{1,\frac{n−1}{p₁}}(M)} + ∥u_{q,r}∥_{L^{p₁}(M)} + \frac{n−2}{4(n−1)}∥D₁D₂∥D₁D₂∥∥u_{q,r}∥_{W^{1,\frac{n−1}{p₁}}(M)} + ∥u_{q,r}∥_{W^{1,\frac{n−1}{p₁}}(M)}
\]

with $D₁$ given by the trace inequality.

Now, of course $∥u_{q,r}∥_{W^{0,p₁}(M)}^- = ∥u_{q,r}∥_{L^{p₁(q−1)}(M)}$. We can find a similar estimate for $∥u_{q,r}∥_{W^{1,\frac{n−1}{p₁}}(M)}$.

Using the fact that $∇(u^{r−1}) = (r−1)u^{r−2}\nabla u$, for any $u$:

\[
∥u^{r−1}\∥_{W^{1,\frac{n}{p₁}}(M)} = \int_M |u|^{p₁(r−2)}(|u|^{p₁} + r|\nabla u|^{p₁})dV_g ≤ r\int_M |u|^{p₁(r−2)}(|u|^{p₁} + |\nabla u|^{p₁})dV_g.
\]
because \( r > 1 \). Combining this with Hölder’s inequality we find that
\[
\|u^{r-1}\|_{W^{1,p_i}(M)} \leq r\|u^{p_i(r-2)}\|_{L^{\frac{2q-1}{q-1}}(M)} \|u\|_{p_i} + \|\nabla u\|_{L^{\frac{2q-1}{q}}(M)}.
\] (84)

So, since \( r \leq \bar{q} + 1 \), there is \( D_4 > 0 \) such that
\[
\|u^{r-1}\|_{W^{1,p_i}(M)} \leq D_4 \|u\|_{L^{\frac{2q-1}{q}}(M)}.
\] (85)

Now, coming back to the main flow of the proof, we have that
\[
\|u_{q,r}\|_{W^2,p_i(M)} \leq C_{p_i+1}^{(1)} \|u_{q,r}\|_{L^{q}}(V_{q,r}(M)) + C_{p_i+1}^{(2)} \|u_{q,r}\|_{L^{p_i}}(M) + C_{p_i+1}^{(3)} \|u_{q,r}\|_{W^{1,p_i}(M)}
\]
\[
+ C_{p_i+1}^{(4)} \|u_{q,r}\|_{L^{\frac{2q-1}{q}}(M)} \|u_{q,r}\|_{W^{1,p_i}(M)}.
\] (86)

if \( C_{p_i+1}^{(1)} = \frac{n-2}{4(n-1)} \max |R'| |V_{q,r}(M)| \), \( C_{p_i+1}^{(2)} = \left( \frac{n-2}{4(n-1)} \max |R'| + 1 \right) \), \( C_{p_i+1}^{(3)} = \frac{n-2}{4(n-1)} D_1 D_2 D_3 \) and \( C_{p_i+1}^{(4)} = \frac{n-2}{4(n-1)} D_1 D_2 D_3 D_4 \). Now, if \( \|u_{q,r}\|_{L^{q}}(V_{q,r}(M)) \leq 1 \), its corresponding terms are controlled. If not
\[
\|u_{q,r}\|_{W^2,p_i(M)} \leq C_{p_i+1}^{(1)} \|u_{q,r}\|_{L^{q}}(V_{q,r}(M)) + C_{p_i+1}^{(2)} \|u_{q,r}\|_{L^{p_i}}(M) + C_{p_i+1}^{(3)} \|u_{q,r}\|_{W^{1,p_i}(M)}
\]
\[
+ C_{p_i+1}^{(4)} \|u_{q,r}\|_{L^{\frac{2q-1}{q}}(M)} \|u_{q,r}\|_{W^{1,p_i}(M)}.
\] (87)

Finally, by Sobolev embedding theorems, there are \( K_{i+1}^{(1)}, K_{i+1}^{(2)}, K_{i+1}^{(3)} > 0 \) \( K_{i+1}^{(4)} \) such that
\[
\|u_{q,r}\|_{W^2,p_i(M)} \leq K_{i+1}^{(1)} \|u_{q,r}\|_{L^{q}}(V_{q,r}(M)) + K_{i+1}^{(2)} \|u_{q,r}\|_{L^{p_i}}(M) + K_{i+1}^{(3)} \|u_{q,r}\|_{W^{1,p_i}(M)}
\]
\[
+ K_{i+1}^{(4)} \|u_{q,r}\|_{L^{\frac{2q-1}{q}}(M)} \|u_{q,r}\|_{W^{1,p_i}(M)}.
\] (88)

with \( p_i+1 = \frac{n+2p_i(2q-1)}{n+p_i(2q-1)} \geq p_i^{(2)} \) and \( p_i+1 = \frac{nq_i(2q-1)}{nq_i+p_i(2q-1)} \geq p_i^{(3)} \). But we also have \( p_i^{(1)} > p_i^{(4)} \). So, since \( Q > 2\bar{q} \), the usual bootstrap arguments can be used to give a constant \( D > 0 \), independent of \( q, r \) subcritical such that
\[
\|u_{q,r}\|_{W^{2,\frac{q}{2}}(M)} \leq D\|u_{q,r}\|_{L^{q}}(M)
\] (89)

and Lemma 4.4 says there is \( C > 0 \), independent of \( q, r \) such that
\[
\|u_{q,r}\|_{W^{2,\frac{q}{2}}(M)} \leq C.
\] (90)

The bound on the traces come straight from the trace inequality.

We can finally prove our main theorem

**Theorem 4.6.** Let \((M, \partial M)\) be a smooth, Yamabe-negative manifold with boundary, \( g \) a \( W^{s,p} \) Riemannian metric, \( s p > n \), \( s \geq 1 \) with bounded scalar curvature \( R \) and mean extrinsic curvature \( H \in W^{r,t}(\partial M) \) along the boundary, \( t > 1 \), \( r \geq 1 \) and \( rt > n-1 \). If \( R' \), is a bounded non-positive function, \( H' \in W^{r,t}(\partial M) \), then there is a function \( u \in W^{2,\frac{q}{2}}(M) \cap L^{\infty}(\partial M) \) such that the metric \( g' = u^{\frac{q}{2} - 2}g \) has scalar curvature \( R' \) inside \( M \) and mean extrinsic curvature \( H' \) along the boundary \( \partial M \) if, and only if, \((Z, Z_{\partial})\) is Yamabe positive.
5 Examples and Consequences

Proof. First, since \((M, \partial M)\) is Yamabe-negative, equation (28) and theorem 2.4 give \(\phi > 0\) a function defined over \(\bar{M}\) such if \(\bar{g} = \phi^{2q-2}g\), \(R_{\bar{g}}H_{\bar{g}} < 0\) everywhere and condition (73) is satisfied by \(\bar{g}\). So we proceed with \((M, \partial M, \bar{g})\) instead of \((M, \partial M, g)\).

Now, if \((Z, Z_0)\) is Yamabe positive, let \((q_n, r_n)\) be a sequence, increasing on each coordinate, converging to \((2q, q + 1)\). Then we have a sequence \(\{u_{q_n, r_n}\}_n\) of minimizers of \(F_{q_n, r_n}\). Now, this sequence is bounded in \(W^{2, 2}(M)\), so there is \(u \in W^{2, 2}(M)\) such that, up to subsequences, \(u_{q_n, r_n} \to u\) in \(W^{1, 2}(M)\) and \(u_{q_n, r_n} \to u\) uniformly in \(\bar{M}\). So \(u\) is a solution to

\[
\begin{cases}
-\Delta u + \frac{n-2}{4(n-1)} R_{\bar{g}} u = \frac{n-2}{4(n-1)} R' u^{2q-1}, & \text{in } M \\
\gamma \partial_\nu u + \frac{n-2}{2} H_{\bar{g}}^\gamma u = \frac{n-2}{2} H' (\gamma u)^q, & \text{in } \partial M
\end{cases}
\]  

(91)

On the other hand, assume there is such solution \(u\). Then we can calculate the Yamabe invariant of \((Z, Z_0)\) with respect to the metric \(g' = u^{2q-2} \bar{g}\). If \(\mathcal{Y}^{2, 2}(Z, Z_0)\) is empty, \(\mathcal{Y}^{2, 2}(Z, Z_0) = +\infty\) by definition. Otherwise, there is a minimizer \(\bar{u} \in B^{2, 2}_1(Z, Z_0)\) such that \(\mathcal{Y}_1^{2, 2}(Z, Z_0) = E(\bar{u})\).

But if \(\bar{u} \in W^{1, 2}(Z, Z_0)\), \(\bar{u}\) is supported in \(Z \cup Z_0\), so

\[
\int_Z R' u^2 dV_{\bar{g}} = \int_{Z_0} H' (\gamma \bar{u})^2 d\sigma_g = 0
\]

and \(E(\bar{u}) = \int_Z |\nabla \bar{u}|^2 dV_{\bar{g}} \geq 0\). We just have to rule out \(E(u) = 0\).

If \(Z\) has positive measure, \(E(\bar{u}) = 0\) if, and only if, \(\bar{u}\) is a constant. But \(\bar{u}\) is supported in \((Z, Z_0)\), so either \(\bar{u} \equiv 0\), which is not possible because \(\bar{u} \in B^{2, 2}_1(Z, Z_0)\) or \((Z, Z_0) = (M, \partial M)\) and the manifold is Yamabe zero, which is not the case.

Now, if \(Z\) has measure zero, and \(\bar{u}\) is a function in \(W^{1, 2}(M)\) supported in \(Z\), \(\gamma \bar{u} \equiv 0\). So \(B^{2, 2}_1(Z, Z_0) = \emptyset\), which is not the case for us here. So \(E(\bar{u}) > 0\).

5 Examples and Consequences

With our main result stated, it seems worthwhile to study some specific cases in order to make a better sense of the tools we just developed.

In the next two corollaries we show some cases where we can guarantee, under weaker conditions, that \(\mathcal{Y}(Z, Z_0)\) is positive. Behind both results is the fact that test functions in \(W^{1, 2}(\Omega, \Sigma)\) in general cannot be concentrated only on the boundary. That is, if \(u \in W^{1, 2}(\Omega, \Sigma)\) is non-zero in a point \(p \in \Sigma\) in the boundary, it must be non-zero in nearby points inside the manifold. But in that case, \(u \equiv 0\) outside \(\Omega \cup \Sigma\), so that is only possible if \(p\) lies in the closure of \(\Omega\). As a result we can see that, in fact, only the set \(\Omega\) counts towards the evaluation of \(\mathcal{Y}(\Omega, \Sigma)\).

Corollary 5.1. In the context of Theorem 4.6, if \(Z_0 \cap \overline{Z} = \emptyset\), one can find the metric \(g'\) if, and only if, \(\mathcal{Y}(Z, \emptyset)\) (which equals \(\mathcal{Y}(Z)\) in the sense of [6]) is positive.

Proof. In this case, \(u \in W^{1, 2}(Z, Z_0)\) implies \((\gamma u)|_{Z_0} \equiv 0\).

Taking the same reasoning to a more extreme consequence, if \(\Omega \cup \Sigma\) has no interior in \(\bar{M}\), \(W^{1, 2}(\Omega, \Sigma)\) is trivial and \(B^{2, 2}_1(\Omega, \Sigma)\) is empty regardless of \(q, r\) or \(b\). As a consequence, if \(\Omega\) has measure zero, \(\mathcal{Y}(\Omega, \Sigma) = +\infty\).

Corollary 5.2. In the context of Theorem 4.6, if \(Z\) has measure zero, one can find the metric \(g'\) regardless of \(H'\), as long as \(H' \leq 0\).
5.1 Open Sets in $\mathbb{R}^n$

A set of cases for which we can calculate the Yamabe invariant - and compare with Escobar results in [2] for example - is when $M$ is an open bounded subset of $\mathbb{R}^n$. In that case, $R \equiv 0$ and the energy reduces to

$$E(u) = \int_{\Omega} \|\nabla u\|^2 dV_g + \frac{n-2}{2} \int_{\Sigma} H(\gamma u)^2 d\sigma_g.$$  \hfill (92)

In particular, if $\Sigma = \emptyset$, $E(u) \geq 0$ for all $u \in W^{1,2}(\Omega, \emptyset)$, with equality if, and only if, $u \equiv 0$, since there are no other constants in $W^{1,2}(\Omega, \emptyset)$. As a consequence, all open sets in the interior of flat manifolds are Yamabe positive. In particular, $Y(M, \emptyset) > 0$.

Our Theorem 4.6 then implies that if $H' < 0$ everywhere, $R' \leq 0$, $M$ is a bounded open subset of $\mathbb{R}^n$ and $\mathcal{V}(M, \partial M) < 0$, there is a metric conformal to the Euclidean metric on $(M, \partial M)$ with $R'$ as its scalar curvature inside the manifold and $H'$ its mean curvature over $\partial M$. With the appropriate hypothesis, this implies the negative case for Theorem 1 in [2]. We do not have restrictions on the dimension for the Yamabe-negative case though.

Escobar’s classification also shows that the Yamabe-negative condition cannot be dropped in Theorem 4.6, since it is not true that one can realize $R' \equiv 0$ and $H' < 0$ in Yamabe-positive manifolds with boundary that are subsets of $\mathbb{R}^n$. For example, a straightforward application of the divergence theorem shows there is no solution to

$$\begin{cases} -\Delta u \equiv 0, & \text{in } \mathbb{D}^n, \\ \gamma\partial_\nu u + \frac{n-2}{2} \gamma u = -\frac{n-2}{2}(\gamma u)^{\frac{q}{2}}, & \text{in } S^{n-1}, \end{cases}$$

what does not contradict our theorem because the unit ball with its boundary is Yamabe-positive, since for $u \in W^{1,2}(\mathbb{D}^n, S^{n-1})$

$$E(u) = \int_{\mathbb{D}^n} \|\nabla u\|^2 dV_g + \int_{S^{n-1}} (\gamma u)^2 d\sigma_g$$  \hfill (94)

which is non-negative and vanishes if, and only if, $u \equiv 0$.

5.2 Lichnerowicz Equation

The Lichnerowicz equation arises in General Relativity in the formulation of the initial value problem for Einstein equations. Briefly, one wants to find a metric in a given conformal class that satisfies the geometric constraint equations for a spacetime that solves Einstein’s equations with given matter fields. The Lichnerowicz equation then is a scalar condition on the conformal factor. A derivation can be found, for example, in section 1.3 of [4].

In [5] the authors discuss the Lichnerowicz equation in the context of manifolds with boundary and find existence conditions to a wide class of problems that can be stated as boundary value formulations of the Lichnerowicz equation. In their theorem 6.2, the authors exactly deal with Yamabe negative manifolds with boundary and prove that, in that case, the existence of solutions to the Lichnerowicz equation corresponds to the existence of solutions to a prescribed curvature problem. Our Theorem 4.6, then, solves the problem to a class of those equations.

To state it precisely, consider the Lichnerowicz equation

$$\begin{cases} -\Delta u + \frac{n-2}{4(n-1)} Ru = \frac{n-2}{4(n-1)} R' u^{2q-1} + a_w u^{-2q-1}, & \text{in } M \\ \gamma\partial_\nu u + \frac{n-2}{2} H \gamma u = \frac{n-2}{2} H'(\gamma u)^q - b_w u^{-q}, & \text{in } \partial M, \end{cases}$$

notice that there is no part of the boundary where the initial condition specified is a Dirichlet-type condition. In that case, [5] shows that, if $(M, \partial M)$ is Yamabe negative, the existence of solutions
to (95) is equivalent to the existence of solutions to (91) if \( a_w \geq 0, \ b_w \leq 0, \ R' \leq 0 \) and \( H' \leq 0 \), exactly the case studied in this paper. So the conditions on Theorem 4.6 are also the conditions on the existence of solutions to (95), provided \( a_w \geq 0 \) and \( b_w \leq 0 \).
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