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The use of quantum computation to speed-up machine learning algorithms is among the most
exciting prospective applications in the NISQ era. Here, we focus on the quantum phase learning
problem, which is crucially important in understanding many-particle quantum systems. We
prove that, under widely believed complexity theory assumptions, quantum phase learning prob-
lem cannot be efficiently solved by machine learning algorithms using classical resources and
classical data. Whereas using quantum data, we prove the universality of quantum kernel Al-
phatron in efficiently predicting quantum phases, indicating clear quantum advantages in such
learning problems. We numerically benchmark the algorithm for a variety of problems, including
recognizing symmetry-protected topological phases and symmetry-broken phases. Our results
highlight the capability of quantum machine learning in efficient prediction of quantum phases
of many-particle systems.

The complex nature of multipartite entanglement has stimulated different powerful classical techniques,
including quantum Monte Carlo [1, 2, 3, 4], density functional theory [5], density matrix renormalization
group [6, 7], etc, to study many-body quantum systems. Among them, classical machine learning techniques
have been recently considered as a means of either representing the state or learning the quantum behaviour.
From both theoretical and numerical perspectives, many works have shown that neural network quantum
state ansätze have stronger representation powers than conventional tensor networks and may solve complex
static and dynamical quantum problems [8, 9, 10, 11, 12, 13, 14]. Yet, recent quantum supremacy experi-
ments [15, 16, 17] have indicated that the sole application of these classical learning algorithms might still be
challenging for an arbitrary quantum system that possesses genuine and intricate entanglement. Therefore,
two critical questions arise: (1) where is exactly the limitation of classical machine learning in quantum
problems? and (2) do more advanced solutions exist?

Here we study these two questions. For a many-body quantum system described by a parameterized
Hamiltonian $H(a)$, we focus on a general quantum phase learning (QPL) problem [18, 19, 20], aiming
at detecting quantum phases determined by certain order parameters on an eigenstate of $H(a)$. While
QPL plays the key role to investigate tremendous behaviours in condensed-matter physics [21], it is an
inherently hard problem since the order parameter is generally unknown and estimating the order parameter
is classically hard. Indeed, under two reasonable assumptions — (1) the polynomial hierarchy does not
collapse in the computational complexity theory, and (2) the classical hardness for random circuit sampling
holds, we rigorously prove that the QPL problem is hard for any classical machine learning methods if the
training data set is generated by a classical Turing machine. We therefore answer the first question by
showing the exact limitation of classical machine learning in QPL.

For the second question, we consider the solution of QPL using quantum computers. Among different
applications of quantum computing [22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32], a variety of quantum machine
learning algorithms [20, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42] have been developed for different problems
and demonstrated the potential for solving classically intractable problems, using parameterized circuits and
classical optimization of noisy-intermediate-scale-quantum devices. Using a quantum computer, we propose
the quantum kernel Alphatron algorithm to efficiently solve the QPL problem. We show convincing numerical
results in detecting symmetry-protected topological phases of the Haldane chain and symmetry broken phases
of the XXZ model.

Recently, Rebentrost, Santha and Yang [43] proposed a quantum alphatron in training multinomial
kernel functions for fault-tolerant quantum devices, whereas our method focuses on the quantum kernel and
is designed for near-term quantum devices.

This paper is organized as follows. In Sec. 1 we review the supervised learning and quantum feature spaces, and give the definition of the quantum phase recognition learning problem. We give the hardness results for classical learning algorithms in Sec. 2. Sec. 3 gives a quantum learning algorithm for quantum phase recognition problem. Sec. 4 gives the numerical results for it, and we also provide the complexity class of the QPL problem in Sec. 5. We give a discussion in Sec. 6.

1 Preliminaries

In this section, we review the definitions of supervised learning and kernel methods, and introduce the quantum phase recognition problem.

Supervised learning with Quantum feature space

Here, we denote \((a, b)\) (or \((x, y)\)) as a pair of the datum \(a\) (\(x\)) and the corresponding label \(b\) (\(y\)) in the training set \(S\) (testing set \(T\)). Generally, the task of supervised learning is to learn a label \(y\) of the testing datum \(x \in T \subset X\) from a distribution \(D(x)\) defined on the space \(X\) according to some decision rule \(h\). The decision rule \(h\) is assigned by a selected machine learning model from the training set \(S = \{(a_i, b_i)\}_{i=1}^N\), where \(a_i \in X\) follows distribution \(D(a_i)\), the label \(b_i = h(a_i)\), and \(N\) is the size of the training set. Given the training set \(S\), an efficient learner needs to generate a classifier \(h\) in \(\text{poly}(N)\) time, with the goal of achieving low error or risk

\[
R(h) = \Pr_{x \sim D}[h(x) \neq y].
\]

Here, we assume that the datum \(x\) is sampled randomly according to \(D(x)\), in both training and testing procedure, and the size \(N\) of the training set is polynomial in the data dimension.

The kernel method has played a crucial role in the development of supervised learning [44, 45, 46], which provides an approach to increase the expressivity and trainability of the original training set. We can describe a kernel function \(K : X \times X \to \mathbb{R}\) as \(K(x, x') = \Psi(x)^T \Psi(x')\), where \(\Psi : X \to H\) is the feature map which maps the datum \(x \in X\) to a higher-dimensional space \(H\) (feature space). Tremendous classical kernel methods [46, 45] have been proposed to learn the non-linear functions or decision boundaries. With the rapid development of quantum computers, there is a growing interest in exploring whether the quantum kernel method can surpass the classical kernel [35, 39, 36, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61]. Here we leverage the quantum kernel as our kernel function, which is defined as \(Q(x, x') = |\langle \phi(x)| \phi(x') \rangle|^2\), where \(|\phi(x)\rangle\) is a quantum state associated with \(x\).

Quantum Phase Learning (QPL) problem

In this section, we introduce the quantum phase learning (QPL) problem, which is the key prerequisite to investigate a large number of behaviours in many condensed-matter systems [18, 19].

Given an \(n\)-qubit Hamiltonian \(H(a)\) with interaction parameters \(a\) and an order parameter \(M \in \mathbb{C}^{2^n \times 2^n}\), the goal of quantum phase computation is to approximate the phase value \(b = \langle \phi(a)|M|\phi(a)\rangle\) to additive error \(\epsilon = 1/\text{poly}(n)\), where \(|\phi(a)\rangle\) is the ground state of \(H(a)\). For example, considering the Ising Hamiltonian, the parameter and the order parameter could be the strength of the transverse magnetic field and the spin correlation respectively, and quantum phases include paramagnetic, ferromagnetic, and antiferromagnetic phases. In general, it would be hard to recognize quantum phases of an arbitrary many-body quantum system, owing to the hardness of obtaining the ground state and the fact that the order parameter is generally unknown. Nevertheless, there may also exist cases where the problem is exactly efficiently solvable for very specific choices of parameters. Then, a natural question is, based on the solvable or known phases, whether we could learn or predict quantum phases for other cases. Therefore, it is natural to consider the learning version of the quantum phase recognition problem.

**Definition 1.1 (QPL Problem).** Given training data \(S = \{(a_i, b_i)\}_{i=1}^N\) for which \(a_i, b_i\) indicate the classical coupling weight and phase value observed from the \(i\)-th experiment associated with Hamiltonian \(H(a_i)\), the
target is to learn a prediction model \( h(a) \) to minimize the risk
\[
R(h) = \sum_{a \sim \mathcal{X}} D(a) (h(a) - b)^2,
\]
for some fixed distribution \( D(a) \) defined on the datum space \( \mathcal{X} \).

In the following, we consider solving the QPL problem using classical and quantum computing methods.

## 2 Classical hardness for QPL problem

In this section, we show the hardness for quantum phase computation and QPL problems using classical computers.

Here we assume that the order parameter \( \mathcal{M} \) is a general \( n \)-fold tensor product of local Pauli operators. Therefore, the quantum phase computation is an instance of the mean-value problem which is the central part of the variational quantum algorithms, and “Is the quantum computer necessary for the mean value problem?” is still open, as mentioned in Ref [62]. Note that for any quantum state \( \langle \phi \rangle \), there exists a quantum circuit \( U \) associated with \( \langle \phi \rangle \) such that \( \langle \phi \rangle = U \langle 0^n \rangle \). Bravyi et al. [62] proposed an upper bound on estimating \( \langle \phi \rangle \mathcal{M} \langle \phi \rangle \) in the case of a \( \text{poly}(n) \)-depth \( U \) associated with \( \langle \phi \rangle \). Here, we provide a lower bound of this problem based on the following conjecture raised by Bouland et al. [63].

**Conjecture 1** (Ref. [63]). There exists an \( n \)-qubit quantum circuit \( U \) such that the following task is \#P-hard: approximate \( |\langle 0^n |U|0^n \rangle|^2 \) to additive error \( \epsilon \),/2\( n \) with probability \( \frac{1}{2} + \frac{1}{\text{poly}(n)} \).

Here, a candidate of the worst-case \( U \in \mathbb{C}^{2^n \times 2^n} \) is a size \( m \leq \text{poly}(n) \) unitary where each basic gate is a single- or two-qubit gate drawn from Haar-measure [63], following some fixed gate position structure \( \mathcal{A} \). We denote this distribution as \( \mathcal{H}_\mathcal{A} \), see Appendix A for the details of this distribution. The hardness result for the quantum phase calculation problem can be stated as the following lemma.

**Lemma 1.** With the assumption that Conjecture 1 holds, and the PH in the computational complexity theory does not collapse, there exists an \( n \)-qubit Hamiltonian \( H(a) \) and an order parameter \( \mathcal{M} \), such that their corresponding quantum phase computation problem cannot be efficiently calculated by any classical algorithm.

We provide detailed proof in the Appendix B. This lemma also serves for the hardness of the QPL problem. Following the “worst-to-average-case” reduction [63], we can construct a testing set \( \mathcal{T} = \{ (x_i, y_i) \}_{i=1}^{M} \) with associated feature states \( \{ |\phi(x_i)\rangle \}_{i=1}^{M} \) (ground states). Given classical training data \( \mathcal{S} \) (from classical method), we prove that no classical learning algorithm can efficiently learn the hypothesis \( h^* \) such that
\[
R(h^*(x)) \text{ is close to zero for } x \in \mathcal{T}, \text{ as shown in the following theorem.}
\]

**Theorem 1.** Given training data \( \mathcal{S} = \{ (a_i, b_i) \}_{i=1}^{N} \) (acquired from classical methods) for which \( a_i, b_i \) indicate the classical coupling weight and phase value associated with the Hamiltonian \( H(a_i) \), there exists a testing set \( \mathcal{T} = \{ (x_i, y_i) \}_{i=1}^{M} \) and corresponding ground states \( \{ |\phi(x_i)\rangle \}_{i=1}^{M} \) such that learning a hypothesis \( h \) enabling
\[
\text{Pr}[R(h) < \epsilon] > 1 - \delta \text{ on } \mathcal{T} \text{ is hard for any classical ML algorithm, with the assumption that Conjecture 1 holds and the PH does not collapse. The generalized error }\epsilon = \mathcal{O}(1/\sqrt{N}), \text{ failure probability } \delta \in (0, 1), \text{ and the scale of testing data } M = \text{poly}(N).
\]

As we discuss in Sec 5, we divide the QPL problem into four different cases in terms of training data acquiring method and learning algorithms. Theorem 1 gives hardness result for the classical data acquiring method and classical learning algorithm, using the hardness result in Lemma 1.

We give a proof sketch in the following and defer the details in Appendix B.4.

**Proof sketch.** The fundamental idea of the proof combines the ‘worst-to-average-case’ reduction of the random circuit sampling problem and the learning complexity class of classical ML algorithms.

Firstly, we design a learning instance with the same format as in Lemma 1. Since the quantum adiabatic algorithm with 2-local Hamiltonians can implement universal quantum computational tasks [32, 64], any quantum state \( |\phi(a)\rangle \) generated from the distribution \( \mathcal{H}_\mathcal{A} \) (mentioned in Conjecture 1) can be encoded as
the ground state of a 2-local Hamiltonian $H(a)$. Therefore, constructing ground states in $T$ is equivalent to constructing random quantum circuits. To give an average-case result, we replace $|\phi(a)| = U|0^{\otimes n}\rangle$ into $|\phi(x)\rangle$. Here $|\phi(x)\rangle$ is obtained by performing a circuit $\hat{U}(x)$ drawn from a distribution $\mathcal{H}_A$ to the initial state $|0^{\otimes n}\rangle$. For a circuit $U = U_n \ldots U_1 \sim \mathcal{H}_A$, $\hat{U}(x)$ is obtained by multiplying $H_j^{-1}-x$ for each $U_j$ where $H_j$ is drawn from Haar-measure distribution with structure $\mathcal{A}$, $x = \sum_j x_j 2^{-j}$ and $x = (x_1, x_2, \ldots)$. The new generated distribution is denoted as $\mathcal{H}_A$. Bouland et al. [63] proved that the distance between $|j\hat{U}(x)|0\rangle$ and $\langle j|V(x)|0\rangle$ (a low-degree polynomial function of $x$) is bounded, where $V(x) = V_n(x) \ldots V_1(x)$, and $V_j(x)$ is the approximation of $U_j H_j^{-1}-x$ by replacing $H_j^{-1}-x$ into the truncated Taylor expansion in $x$. By Aaronson and Arkhipov [65], it is $\#P$-hard to compute $\langle j|V(x)|0\rangle$ for most of $V(x)$, then it is also $\#P$-hard to compute $\langle j|\hat{U}(x)|0\rangle$ for most of $\hat{U}(x)$. Combined with the result of Lemma 1, we have the average-hardness to calculate the label $y_i$ given $x_i$.

Secondly, the power of classical ML is in $\text{BPP samp} \subseteq \text{P poly}$ class [40]. Hence with the assumption that PH does not collapse, learning with classical data is intractable even in the average-case.

Therefore we have proved that the QPL problem cannot be efficiently solved only using classical computers. Specifically, if the training data is generated classically and the learning algorithm is also classical, efficiently solving QPL would lead to an unlikely collapse of complexity classes.

3 Quantum learning algorithm

In this section, we show the possibility of solving the QPL problem with quantum data (acquiring from quantum devices) leveraging the alphatron algorithm [45] combined with the quantum kernel method. From the learning theory perspective, training can be phrased as the empirical risk minimization, and the associated learning model $h^*$ for the minimizer of the empirical risk is cast as follows.

Theorem 2 (Representer theorem [44]). Let $S = \{(a_i, b_i)\}_{i=1}^N$ and corresponding feature states $\{U(a_i)|0^n\rangle\}_{i=1}^N$ be the training data set. $Q : \mathcal{X} \times \mathcal{X} \mapsto \mathcal{R}$ is a quantum kernel with the kernel space $\mathcal{H}$. Consider a strictly monotonic increasing regularisation function $g : [0, \infty) \rightarrow \mathcal{R}$, and regularised empirical risk

$$\hat{R}_L(h^*) = \frac{1}{N} \sum_{i=1}^N (h^*(a_i) - b_i)^2 + g(||h^*||_{\mathcal{H}}).$$

(3)

Then any minimiser of the empirical risk $\hat{R}_L(h^*)$ admits a representation of the form $h^*(x) = \sum_{i=1}^N \alpha_i Q(a_i, x)$, where $\alpha_i \in \mathcal{R}$ for all $i \in \{1, 2, \ldots, N\}$, $x$ and $a_i$ are drawn from the same distribution.

This representer theorem holds since the quantum kernel matrix is positive semi-definite. Using Theorem 2, the critical point for solving the QPL problem is the selection of the quantum kernel and the training algorithm. Since the label $b$ represents the phase value (mean value) by Definition 1.1, one of the options of the kernel is $Q(a_i, x) = ||\phi(a_i)||\phi(x)||^2$, and unknown measurement $\mathcal{M}$ thus can be represented as a linear combination of feature states, that is, $\mathcal{M} \approx \sum_{i=1}^N \alpha_i |\phi(a_i)\rangle \langle \phi(a_i)|$. Given the kernel matrix $Q = [Q(a_i, a_j)]_{N \times N}$, the optimal weight parameters $\alpha_i$ in the expression of $\mathcal{M}$ has a closed-form solution by leveraging linear regression algorithms, and it requires $O(N^w)(w \approx 2.373)$ time complexity for solving the above problem [66].

Here we give a learning approach for all of $\alpha_i$, which has a polynomial speedup to the above method. In particular, we introduce the quantum kernel into the Alphatron algorithm [45], as depicted in Alg. 1. We find that the quantum kernel perfectly fit into Alphatron algorithm and hence the QPL problem can be solved in $O(N^{1.5})$ time if the kernel matrix $Q$ is provided, as depicted in Theorem 3.

Theorem 3. Let quantum kernel $Q(a_i, x) = ||\phi(a_i)||\phi(x)||^2$, and $\{(a_i, b_i)\}_{i=1}^N$ be the training set such that $E[b_i a_j] = \sum_i \alpha_i \langle \phi(a_i) | \phi(a_j) \rangle^2 + g(a_j)$, $g : [0, \infty) \rightarrow [-G, G]$ is a strictly monotonic increasing regularisation function such that $E[g^2] \leq \varepsilon G$ and $\sum_{i,j} \alpha_i \alpha_j |\phi(a_i) \rangle \langle \phi(a_j)|^2 < B$. Then for failure probability $\delta \in (0, 1)$, $O\left(N^{5/2}\right)$ copies of quantum states to estimate $Q(a_i, x)$, Alg. 1 outputs a hypothesis $\hat{h}^*$ such that
\textbf{Algorithm 1: Quantum Kernel Alphatron}

\textbf{Input}: training set \( S = \{(a_i, b_i)\}_{i=1}^N \in \mathcal{R}^d \times [0,1]\), Hamiltonian \( H(a) \) with coupling weight \( a \), parameterized quantum circuit \( U(\theta) \), quantum circuit approximation \( \hat{Q}(a_i, x) \) for quantum kernel \( Q(a_i, x) \), learning rate \( \lambda > 0 \), number of iterations \( T \), testing data \( T = \{(x_j, y_j)\}_{j=1}^M \in \mathcal{R}^d \times [0,1] \)

\textbf{Output}: \( \hat{h}^r \)

\begin{algorithmic}[1]
\For {i = 1, 2, ..., N}
\State Prepare the ground state \( | \phi(a_i^*) \rangle = U(\theta(a_i^*))|0^\otimes n \rangle \), where \( \theta(a_i^*) := \arg \min_{\theta(a_i)} \langle 0^\otimes n | U(\theta(a_i)) | H(a_i) | U(\theta(a_i)) | 0^\otimes n \rangle \);
\State \( \alpha_i^* := 0 \in \mathcal{R}^N \);
\For {t = 1, 2, ..., T}
\State \( \hat{h}^t(x) := \sum_{i=1}^N \alpha_i^t \hat{Q}(a_i, x) \);
\EndFor
\For {i = 1, 2, ..., N}
\State \( \alpha_i^{t+1} = \alpha_i^t + \lambda (b_i - \hat{h}^t(a_i)) \);
\EndFor
\State Let \( r = \arg \min_{i \in \{1,...,T\}} \sum_{j=1}^M (\hat{h}^t(x_j) - y_j)^2 \);
\EndFor
\State \( \text{return } \hat{h}^r \)
\end{algorithmic}

Figure 1: The procedure of the proposed quantum learning algorithm.

\[ \hat{R}_L(\hat{h}^*) \text{ can be bounded by} \]
\[ \mathcal{O} \left( \sqrt{g} + G \sqrt{\frac{\log(1/\delta)}{N}} + B \sqrt{\frac{\log(1/\delta)}{N}} \right) \]
(4)

by selecting \( \lambda = 1 \), \( T = \mathcal{O}(\sqrt{N} \log(1/\delta)) \) and \( M = \mathcal{O}(N \log(T/\delta)) \).

Proof sketch. Let \( w = \sum_{i=1}^N \alpha_i |\phi(a_i)\rangle \otimes |\phi(a_i)\rangle^* \), where \( |\phi\rangle^* \) is the conjugate of \( |\phi\rangle \), and the reproduced-kernel-feature-vector \( \Psi(a_i) = |\phi(a_i)\rangle \otimes |\phi(a_i)\rangle^* \). Then
\[ Q(a_i, x) = \langle |\phi(a_i)\rangle |\phi(x)\rangle |^2 = \langle \Psi(a_i) |\Psi(x)\rangle \],
(5)

and
\[ \sum_i \alpha_i \langle |\phi(a_i)\rangle |\phi(a_j)\rangle |^2 = \langle w, \Psi(x) \rangle \],
(6)

by the definition of \( w \) and \( |\Psi(a_i)\rangle \). Therefore, \( \mathbb{E}[b_j |a_j] = \langle w, \Psi(x) \rangle + g(a_j) \) and
\[ \| w \|^2 = \sum_{ij} \alpha_i \alpha_j \langle |\phi(a_i)\rangle |\phi(a_j)\rangle |^2 < B \]

Hence, this theorem followed by substituting the quantum kernel \( Q \) and feature map \( \Psi \) into Theorem 1 of Goel and Klivans [45] if we can implement \( Q \) perfectly.
Figure 2: Numerical results for predicting ground-state properties in a $S = 1/2$ XXZ spin model with 16 qubits. (a) Illustration of the concerned spin model geometry. (b) The two curves depict the tendency of $R_L(\hat{h})$ in the training procedure, where the green (blue) curve represents the number of training data $N = 15$ ($N = 10$). (c) For a fixed iterations (400), we randomly select the training data ($N = 10$ or $N = 15$) over 10 trials and plot the average performance by Alg. 1 in predicting the magnetization $M_x$.

Nevertheless, we can only approximate it with small additive error via quantum circuit. Specifically, the quantum kernel can be approximated by independently performing the Destructive-Swap-Test \[ \text{to} \] $O(\log(1/\delta)/\epsilon^2)$ copies of $2^n$-qubit state $|\phi(a_i)\rangle \otimes |\phi(x)\rangle$, with additive error $\epsilon Q$ and failure probability $\delta$, see Appendix D for the details of the circuit implementation of quantum kernel.

The main idea to bound $R_L(\hat{h}^*)$ in Theorem 3 is to prove that with polynomial copies of training states, we can bound

$$|h^t(x) - \hat{h}^t(x)| \leq O\left(t^2\sqrt{\log(1/\delta)/N^{5/4}}\right)$$

where $h^t$ is the ideal hypothesis with exact quantum kernel function $Q(\cdot, \cdot)$. We defer to Appendix B.2 for the tedious calculations.

The regularisation function $g$ is used to avoid the overfitting problem, and a general selection is to bound the norm of $\|w\|$, that is $g(\cdot) = 2L\|w\|^2 - G$ which is determined by all $a_i \in S$ and the positive parameter $L \in [0, GB^{-1}]$. According to Theorem 3, the proposed quantum learning algorithm can output a hypothesis that minimizes the empirical risk in $O(\sqrt{N\log(1/\delta)t_Q})$ classical time, where $t_Q$ is the time required to compute kernel function $Q$. The complete learning procedure is illustrated in Fig. 1.

### 4 Numerical simulation results

Here we test the capability of the quantum kernel Alphatron algorithm for several instances of QPL tasks.

Firstly, we consider a warm-up case that detects the appearance of the staggered magnetization for the $S = 1/2$ XXZ spin chain in the Ising limit \[ \text{[69]} \]. The Hamiltonian is defined as

$$H_w = \sum_{i=1}^{n} (J_1 (S_i^x S_{i+1}^x + S_i^y S_{i+1}^y) + J_2 S_i^z S_{i+1}^z) - g \sum_{i=1}^{n} S_i^z,$$  \[ \text{(7)} \]

where $S_i^\alpha$ is the $\alpha$-component of the $S = 1/2$ spin operator at the $i$-th site, and $g$ is the strength of the transverse field. The exchange coupling constant in $xy$ plane is denoted by $J_1$ and that of the $z$-axis direction by $J_2$. Here, we set $J_1 = 0.2$, $J_2 = 1$ and depict the phase diagram $M_x = \langle X \rangle$ as a function of $g$ (see the green curve in Fig. 2 (c)), where the expectation is under the ground state of Hamiltonian $H_w$. In this case, the number of qubits $n = 16$, the training data $S = \{(g_i, M_x(g_i))\}_{i=1}^{N}$ where $g_i$ is randomly sampled from
with the size of (a). Our target is to identify whether a given, unknown ground
state \( |\phi(T)\rangle \) belongs to a family of Hamiltonians
\[
H_x = -J \sum_{i=1}^{n-2} Z_i X_{i+1} Z_{i+2} - h_1 \sum_{i=1}^{n} X_i - h_2 \sum_{i=1}^{n-1} X_i X_{i+1},
\]
where \( X_i, Z_i \) are Pauli operators for the spin at site \( i \), \( n \) is the number of spins, and \( h_1, h_2 \) and \( J \) are parameters of \( H_x \). In Fig. 3 (a), the blue and red curves show the phase boundary points, and the background shading (colored tape) represents the phase diagram as a function of \( x = (h_1/J, h_2/J) \).

Secondly, we consider a \( Z_2 \times Z_2 \) symmetry-protected topological (SPT) phase \( \mathcal{P} \) which contains the \( S = 1 \) Haldane chain. The ground states \( \{ |\Phi(h_1/J, h_2/J)\rangle \} \) belongs to a family of Hamiltonians
\[
H_y = \sum_{i: \text{even}} J_1 H_i + \sum_{i: \text{odd}} J_2 H_i,
\]
where \( H_i = X_i X_{i+1} + Y_i Y_{i+1} + \delta Z_i Z_{i+1} \), and \( J_1, J_2, \delta \) are coupling parameters of \( H_y \). The XXZ model has three different phases that can be detected by the topological invariant \( Z_H(J_1/J_2, \delta) \) [68]. Here, we select totally \( N = 60 \) pairs \( \{ a = (J_1/J_2, \delta), b = Z_H(J_1/J_2, \delta) \} \) as the training data on the \( \delta = 0.5, \delta = 3.0 \) horizontal lines. In Fig. 4 (a), we utilize Alg. 1 to generate the phase diagram as a function of \( x = (J_1/J_2, \delta) \),
Figure 4: Numerical results for recognizing three distinct phases of XXZ model. (a) The system’s three distinct phases are characterized by the topological invariant $Z_R$ discussed in the Ref [68]. The invariant $Z_R = +1$ marks the Trivial phase $P_1$, $Z_R = -1$ marks the Topological phase $P_2$ and $Z_R = 0$ marks the Symmetry broken phase $P_3$. Here, the (white and blue) background shading is depicted by the Alg. and the lines $\delta = 3.0$, $\delta = 0.5$ represents 60 training points. (b) The function $Z_R(J_1/J_2)$ at cross sections $\delta = 3.2$ and $\delta = 1.0$ of the phase diagram.

Table 1: QPL categories in terms of the training data acquiring method and learning algorithms.

| Training data acquiring method | Learning Alg. | Hardness   |
|-------------------------------|---------------|------------|
| classical                     | classical     | NP-hard    |
| classical                     | quantum       | open       |
| quantum                       | classical     | open       |
| quantum                       | quantum       | BQP$^O$    |

where the colored shading background represents the phase classification results on a 16-qubit system. The data in phase diagram $P_3$ is post-processed by the averaging scheme.

5 The complexity class of QPL problem

Before concluding the results, we discuss more on the difference between “classical” and “quantum” learning. In terms of the method that produces the training data and learning algorithm being classical or quantum, we consider four categories, as shown in Table 1. We discuss the relationship between the four categories respectively.

- For the QPL problem that satisfies Lemma 1, Theorem 1 indicates that this problem is outside the “C-Learning Alg. + C-Data” class, while Theorem 3 shows that it belongs to the “Q-Learning Alg. + Q-Data” class. These results thus imply “Q-Learning Alg. + Q-Data” is strictly stronger than “C-Learning Alg. + C-Data” with suitable complexity assumptions. In Table 1, we use BQP$^O$ to denote the hardness of the QPL problem. This implies that the quantum kernel Alphatron with quantum data can efficiently solve the QPL problem if there exists an algorithm $O$ that provides the ground state of the concerned Hamiltonians.

- Our simulation results also indicate that some QPL problems are classically hard, yet they could be solved by a quantum learning algorithm with “C-Data”. Therefore, “Q-Learning Alg. + C-Data” could also be strictly stronger than “C-Learning Alg. + C-Data”.

- Another interesting class is “C-Learning Alg. + Q-Data”. Whether it is stronger than “Q-Learning Alg. + C-Data” or strictly weaker than “Q-Learning Alg. + Q-Data” is an interesting problem. Recently,
Figure 5: Visualization of the learning ability in terms of data acquiring method and learning algorithms, where “Q-Learning Alg.” (“C-Learning Alg.”) represents learning algorithms with quantum (classical) computer, “Q-Data” (“C-Data”) represents the learning data that are directly observed from physical experiments (can be efficiently simulated by classical Turing machines).

Huang et al. [14] provided a protocol that takes classical shadow representations as the input of classical MLs, and utilizes the trained classical MLs to predict properties of many-body wave functions. Their method belongs to the “C-Learning Alg. + Q-Data” class. However, the efficiency of the classical shadow depends on the locality of the concerned order parameter, whether QPL problems belong to “C-Learning Alg. + Q-Data” class is left as an open problem.

We summarize the complexity relationship of these four categories for general problems in Fig. 5.

6 Discussions

In this paper, we study the quantum phase learning (QPL) problem using classical and quantum approaches. We prove that with a reasonable conjecture in Ref. [63] that approximate $|\langle 0^n | U | 0^n \rangle|^2$ to additive error $\epsilon_c/2^n$ is $\# P$-hard, joint with the assumption that PH does not collapse, it is computationally hard to learn QPL problem with classical tractable training data set. On the other hand, we also prove that we can learn QPL problem efficiently if we have a quantum computer. We propose an effective algorithm to illustrate this quantum learning process. The quantum learning algorithm is a quantization of the Alphatron algorithm [45] by leveraging of the quantum kernel method.

Numerically, we apply the quantum learning algorithm to solving QPL problems, and numerical experiments corroborate our theoretical results in a variety of scenarios, including symmetry-protected topological phases and symmetry-broken phases. The numerical results show that our quantum kernel Alphatron algorithm has a good learning performance for quantum properties even with classical training data.

We leave an open problem on whether our quantum learning algorithm has a better performance with a more complicated quantum neural network instead of the quantum kernel. Since our numerical results hint the possibility to efficiently solve QPL problem, is there any rigorous proof to show that QPL problem belongs to “Q-Learning Alg. + C-Data” class? The capability of “C-Learning Alg. + Q-Data” is another interesting open question.
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A Architecture for Haar random circuit distribution

In this section, we give the explicit definition for the architecture of Haar random circuit distribution.

Definition A.1 (Architecture). An architecture $A$ is a collection of directed acyclic graphs, one for each integer $n$. Each graph consists of $m < \text{poly}(n)$ vertices, and the degree of each vertex $v$ satisfies $\deg_{\text{in}}(v) = \deg_{\text{out}}(v) \in \{1, 2\}$.

Definition A.2 (Haar random circuit distribution). Let $A$ be an architecture over circuits and let the gates in the architecture be $\{G_i\}_{i=1,...,m}$. Define the distribution $\mathcal{H}_A$ over circuits in $A$ by drawing each gate $G_i$ independently from the Haar measure.

B Proof of theorems

Here, we provide technical details for the proof of theorems in the main text.

B.1 Proof of Lemma 1

We first review several lemmas and assumptions which are closely related to our proof.

Lemma 2 (Stockmeyer [70]). Given as input a function $f : \{0, 1\}^n \mapsto \{0, 1\}^m$ and any $y \in \{0, 1\}^m$ there is a procedure that runs in randomized time $\text{poly}(n, 1/\epsilon)$ with access to an NP oracle that outputs an $\alpha$ such that

$$(1 - \epsilon)p \leq \alpha \leq (1 + \epsilon)p$$

for the value

$$p = \frac{1}{2^n} \sum_x f(x)$$

if the function $f$ can be computed efficiently given $x$.

Conjecture 1. (Ref. [63]) There exists an $n$-qubit quantum circuit $U$ such that the following task is $\#$P-hard: approximate $|\langle 0^n|U|0^n \rangle|^2$ to additive error $\epsilon/2^n$ with probability $\frac{3}{4} + \frac{1}{\text{poly}(n)}$.

Proof of Lemma 1. For a ground state $|\phi\rangle = U|0^n\rangle$ of $H(a)$ satisfies Conjecture 1, we can project it to any computational basis $|j\rangle$ with probability $p(j) = |\langle j|\phi\rangle|^2$. The hiding argument shows that if one can approximate the probability $p(j)$, then one can approximate $p(0^n) = |\langle 0^n|\phi\rangle|^2$. Therefore Conjecture 1 suggests that approximating the $p(j)$ to additive error $2^{-\text{poly}(n)}$ is $\#$P-hard.

Here, we can construct a series of observable $M$ enabling Lemma 1 holds. Let the observable set $\{M(s)|M(s) = Z_1 s_1 \otimes Z_2 s_2 \otimes \cdots \otimes Z_n s_n\}$, where $Z_k$ denotes Pauli-Z operator acts on the $k$-th qubit, and $s = s_1s_2...s_n \in \{0, 1\}^n$. Then we have

$$o_s = \langle \phi|M(s)|\phi\rangle = \sum_j p(j)(-1)^{j \cdot s},$$

and $o_s/2^n$ is the Fourier transformation of $p(j)$. Based on the algebra symmetry between $p(j)$ and $o_s/2^n$, we have

$$p(j) = \sum_s o_s(-1)^{j \cdot s}/2^n.$$
B.2 Proof of Theorem 3

Proof of Theorem 3. Notice that if the quantum kernel $Q$ can be exactly calculated, then by Goel and Klivans [45], Alg. 1 outputs a hypothesis $h^*$ such that

$$R(h^*) \leq \mathcal{O}\left(\sqrt{\epsilon_g} + G\sqrt{\frac{\log(1/\delta)}{N}} + B\sqrt{\frac{\log(1/\delta)}{N}}\right).$$

This inequality is obtained by leveraging of

$$R(h^*) \leq \hat{R}(h^{t^*}) + \mathcal{O}\left(B\sqrt{\frac{1}{N}} + \sqrt{\frac{\log(1/\delta)}{N}}\right),$$

and

$$\hat{R}(h^{t^*}) \leq \mathcal{O}\left(\sqrt{\epsilon_g} + G\sqrt{\frac{\log(1/\delta)}{N}} + B\sqrt{\frac{\log(1/\delta)}{N}}\right).$$

for some $t^* \leq T = \mathcal{O}(N/\log(1/\delta))$. Nevertheless, if the quantum kernel $Q$ is approximated via performing quantum circuits, Eq. (14) should be replaced with

$$\hat{R}(h^{t^*}) \leq \mathcal{O}\left(\sqrt{\epsilon_g} + G\sqrt{\frac{\log(1/\delta)}{N}} + B\sqrt{\frac{\log(1/\delta)}{N}}\right).$$

where $\hat{h}^i(x) = \sum_{i=1}^m \alpha_i^i \hat{Q}(a_i, x)$, and $\hat{Q}$ is the approximation of $Q$.

In the following, we will prove that $\left|\hat{R}(h^{t^*}) - R(h^{t^*})\right|$ is bounded, and hence $R(h^*)$ is bounded by combining Eq. (13), (14) and (15). By Theorem 3, $\hat{Q}(a_i, x)$ is an $\epsilon_Q$ approximation of $Q(a_i, x)$, i.e.,

$$\left|\hat{Q}(a_i, x) - Q(a_i, x)\right| \leq \epsilon_Q$$

with high probability.

For convenience, in the later proof we require for all $i$, $\delta_Q^i = \hat{Q}(a_i, x) - Q(a_i, x)$ are the same, and $\delta_{\alpha_i}^t = \hat{\alpha}_i^t - \alpha_i^t$ are also the same, denoted them as $\delta_Q, \delta_{\alpha_i}^t$ respectively. Since $\delta_Q$ are in the same order for $i \in [N]$ ($\delta_{\alpha_i}^t$ similarly), hence it is reasonable for the assumptions. We will have the same upper bound for $R(h^*)$ without the assumptions and with a more tedious proof. Then for any $i$, we have

$$-\delta_{\alpha_i}^t = \alpha_i^t - \hat{\alpha}_i^t$$

$$= \alpha_i^t - \hat{\alpha}_i^t + \frac{1}{N} \sum_{k=1}^{t-1} (\hat{h}^k(a_i) - h^k(a_i))$$

$$= \frac{1}{N} \sum_{k=1}^{t-1} \sum_{j=1}^{N} (\hat{\alpha}_j^k \hat{Q}(a_j, a_i) - \alpha_j^k Q(a_j, a_i))$$

$$= \sum_{k=1}^{t-1} (A^k \delta_{\alpha} + \bar{Q}_i \delta_{\alpha}^k + \delta_{\alpha}^k \delta_{Q})$$

where $A^k = \frac{1}{N} \sum_{j=1}^{N} \alpha_j^k$, and $\bar{Q}_i = \frac{1}{N} \sum_{j=1}^{N} Q(a_j, a_i)$. We can also obtain the value of $-\delta_{\alpha_i}^{-1}$ by leveraging of Eq. (17) and the recurrence relationship. The following equations follows by subtracting $-\delta_{\alpha_i}^{-1}$ by $-\delta_{\alpha_i}^t$,

$$\delta_{\alpha_i}^t = (\bar{Q}_i - 1) \delta_{\alpha_i}^{-1} + A^{t-1} \delta_{Q} + \delta_{\alpha_i}^{t-1} \delta_{Q},$$

hence with the fact that $0 \leq \bar{Q}_i \leq 1$ and $A^k \leq \frac{k-1}{N}$, the absolute value of $\delta_{\alpha_i}^t$ satisfies the inequality

$$|\delta_{\alpha_i}^t| \leq (1 + |\delta_{Q}|) |\delta_{\alpha_i}^{-1}| + \frac{t-2}{N} |\delta_{Q}|$$

$$= |\delta_{\alpha_i}^{-1}| + \frac{3(t-2)}{N} \epsilon_Q$$
By the recurrence of $|\delta^t_\alpha|$, we have
\[
|\delta^t_\alpha| \leq \frac{3\epsilon_Q}{N} \sum_{k=1}^{t-2} k \\
\leq \frac{3t^2\epsilon_Q}{2N},
\]
then we have
\[
|h^t(x) - \hat{h}^t(x)| = \left| \sum_{i=1}^{N} \left( \hat{a}^i_Q(a_i, x) - \alpha^i_Q(a_i, x) \right) \right| \\
\leq \sum_{i=1}^{N} (2|\alpha^i_t| \epsilon_Q + 2Q(a_i, x) |\delta^t_\alpha|) \\
\leq 2N \left( \frac{t-1}{N} \epsilon_Q + |\delta^t_\alpha| \right) \\
\leq 4t^2\epsilon_Q,
\]
for large where the second inequality holds since $|\alpha^i_t| \leq \frac{t-1}{N}$.
Therefore,
\[
|R(h^t) - \hat{R}(\hat{h}^t)| \leq \frac{1}{N} \left| \sum_{i=1}^{N} (h^t(a_i) - \hat{h}^t(a_i)) \right| \\
\leq 4t^2\epsilon_Q,
\]
where the first inequality holds by the definition of $\hat{R}(h^t)$ and $\hat{R}(\hat{h}^t)$ (Recall that $\hat{R}(h^t) = \frac{1}{N} \left| \sum_{i=1}^{N} (E|b_i|a_i) - h^t(a_i) \right|$).
The additive error $\epsilon_Q$ for the quantum kernel $Q(a_i, x)$ can be bounded to $O\left(\frac{\log(1/\delta)}{N^{5/4}}\right)$ with $O\left(N^{5/2}\right)$ copies of the quantum states.
Hence,
\[
R(h^*) \\
\leq O\left(\sqrt{\epsilon_Q} + G\sqrt{\frac{\log(1/\delta)}{N} + B\sqrt{\frac{\log(1/\delta)}{N} + \frac{\log(1/\delta)}{N^{1/4}}}}\right) \\
\leq O\left(\sqrt{\epsilon_Q} + G\frac{\log(1/\delta)}{N} + B\sqrt{\frac{\log(1/\delta)}{N}}\right),
\]
where the last inequality holds since $t = O\left(N/\log(1/\delta)\right)$ and $G = \Omega(1)$.

B.3 Complexity argument for the power of data

Here, we review the power of classical ML algorithms that can learn from data by means of a complexity class, which is defined as BPP/poly in Ref. [40]. A language $L$ of bit strings is in BPP/poly if and only if the following holds. Suppose $M$ and $D$ are two probabilistic Turing machines, where $D$ generates samples $x$ with $|x| = n$ in polynomial time for any size $n$ and $D$ defines a sequence of input distributions $\{D_n\}$. $M$ takes an input $x$ of size $n$ along with a set $\{\{x_i, y_i\}\}_{i=1}^{\text{poly}(n)}$, where $x_i$ is sampled from $D_n$ using $D$ and $y_i$ indicates the corresponding label. If $x_i \in L$, one have $y_i = 1$, else $y_i = 0$. Specifically, one require:
(1) The probabilistic Turing machine $M$ processes all inputs $x$ in polynomial time.
(2) For all $x \in L$, $M$ outputs 1 with probability greater than $2/3$.
(3) For all $x \notin L$, $M$ outputs 0 with probability less than $1/3$. 

B.4 Proof of Theorem 1

We first review several definitions and lemmas which are closely related to our proof.

**Lemma 3 (Ref. [72]).** Let $q$ be a degree $d$ univariate polynomial over any field $\mathbb{F}$. Suppose $k$ pairs elements $(x_i, y_i)_{i=1}^k$ in $\mathbb{F}$ are provided, where all $x_i$ distinct with the promise that $y_i = q(x_i)$ for at least $\min(d+1, (k+d)/2)$ points. Then, one can recover $q$ exactly in poly($k, d$) deterministic time.

**Lemma 4 (Ref. [63]).** There exists an architecture $A$ so that the following task is $\#P$-hard: Approximate $p(j) = |\langle j|U|0^n \rangle|^2$ to additive error $\pm \epsilon/2^n$ with probability $\frac{3}{4} + \frac{1}{\text{poly}(n)}$ over the choice of $U \sim \mathcal{H}_A$ in time $\text{poly}(n, 1/\epsilon)$.

**Proof of Theorem 1.** Firstly, we introduce how to construct a testing set $T = \{(x_i, y_i)\}_{i=1}^M$. Suppose we take a worst-case quantum state $|\phi\rangle = U|0^n\rangle$ generated by a circuit $U$ so that computing $p(j) = |\langle j|\phi\rangle|^2$ to within additive error $2^{-\text{poly}(n)}$ is $\#P$-hard. Here, the single- and two-qubit gate structures of $U = U_m U_m \ldots U_1$ is provided, where $U_k$ denotes the $k$-th single- or two-qubit gate for $k \in [m]$. Then it can multiply each gate $U_k$ by a Haar-random matrix $H_k^{1-x}$, that is, $\tilde{U}_k(x) = U_k H_k^{1-x}$, where $H_k$ drawn from $\mathcal{H}_A$, and real value $x \in [0,1]$ can represent a $d$-length bit string $x = x_1 x_2 \ldots x_d$, that is $x = \sum_{j=1}^{d} x_j 2^{-j}$. Since $H_k$ is a Haar random matrix, the quantum gate $\tilde{U}_k(x)$ is completely random. In this way, one can construct a bridge between the datum $x$ and its corresponding feature state $|\phi(x)\rangle$, that is

$$|\phi(x)\rangle = \tilde{U}(x)|0^n\rangle = \prod_{k=1}^{m} (U_k H_k^{1-x})|0^n\rangle. \quad (19)$$

Here, if $x = 1$, this gives us back the state $|\phi\rangle$, and if $x \in (0, 1/\text{poly}(n))$ the resulting state $|\phi(x)\rangle$ looks almost uniformly random. The ‘worst-to-average-case’ reduction can be achieved by proof of contradiction: Using Taylor series, the matrix $\tilde{U}_k(x) = U_k H_k^{1-x}$ can be approximated by a polynomial function $V_k(x)$ with $K = \text{poly}(n)$ degree with precision $\epsilon = O(1/K!)$ that is

$$\tilde{U}_k(x) \approx V_k(x) = U_k H_k \sum_{s=0}^{K} \frac{(-x \log H_k)^s}{s!}. \quad (20)$$

According to the Feynman path integral,

$$\langle j|V_m(x) \ldots V_1(x)|0^n\rangle = \sum_{s_1, \ldots, s_m \in \{0,1\}^n} \prod_{k=1}^{m} \langle s_k|V_k(x)|s_{k-1}\rangle \quad (21)$$

can be approximated by a $2K m$-degree polynomial function in $x$ with the truncated error $O(2^{m n}/(K!)^m)$. By Aaronson and Arkhipov [65], it is $\#P$-hard to compute $\langle j|V(x)|0\rangle$ for most of $V(x)$, then it also is $\#P$-hard to compute $\langle j|\tilde{U}(x)|0\rangle$ for most of $\tilde{U}(x)$. Then, a testing set $T = \{x_i, y_i\}_{i=1}^M$ is obtained, where $x_i \in [0, 1/\text{poly}(n))$, feature states $|\phi(x_i)\rangle = U(x_i)|0^n\rangle$, $y_i = \langle M|\phi(x_i)\rangle$ and the scale of testing set $M = \text{poly}(N)$.

Secondly, we prove that there does not exist efficient classical ML algorithm that can predict $y_i$ for $x_i \in T$. Given the training set $S$, the power of classical ML can be characterized as the BPP/samp class [40]. If $y_{s,x} = \langle \phi(x)|M(s)|\phi(x)\rangle$ can be predicted by a classical ML algorithm given $(s, x)$, based on Stockmeyer’s theorem [70], there exists a BPP$^\text{NP}$ algorithm with a BPP/poly oracle, which can approximate $p(j, x)$ with a multiplicative error $1/\text{poly}(n)$. Combining BPP/poly $\subseteq$ P/poly, we directly have $\#P \subseteq \text{BPP}^\text{NP}/\text{poly}$, and this thus yields PH collapses to the second level [71].
C QPL problem and quantum random circuit

In the main text, the proof of Theorem 1 is established on the classical hardness for random circuit sampling problem, and the feature states are thus generated by random circuit states. On other hand, the QPL problem has a similar structure to the ground state problem.

In the field of quantum computation, the Variational Quantum Eigensolver (VQE) is a popular method in approximating the ground state of $H(a)$ [73, 74, 75]. The key idea of VQE is that the parameterized quantum state $|\Psi(\theta)\rangle$ is prepared and measured on a quantum computer, and the classical optimizer updates the parameter $\theta$ according to the measurement information. The ground state can be obtained by minimizing the energy

$$E(\theta, a) = \langle \Psi(\theta) | H(a) | \Psi(\theta) \rangle$$

(23)

following the variational principle. Basically, the selection of the ansatz $|\Psi(\theta)\rangle$ is flexible, which includes the unitary coupled cluster ansatz [76], alternating layered ansatz [77] and hardware efficient ansatz [78].

The hardware efficient ansatz is composed of single- and two-qubit gates in each repeated layer and it is experimental friendly on near term quantum devices. Following the notation in the Ref. [78], a $D$-depth hardware efficient ansatz is formalized as

$$U_h(\theta) = \prod_{d=1}^{D} U_d(\theta_d) W_d,$$

(24)

in which $U_d(\theta_d)$ is the tensor product of $n$ single-qubit rotations and $W_d$ is the entanglement gate. Generally, the construction of $U_h(\theta)$ promises it will be close to a random unitary with the increasing of $D$ [79, 77].

From the above discussion, it is reasonable to assume that the QPL problem involves the quantum random circuit, and this is consistent to the condition in Conjecture 1.

D Implementation of quantum kernel with SWAP test

By leveraging of Chernoff bound, the quantum kernel can be approximated by independently performing the Destructive-Swap-Test [67] to $O(\log(1/\delta)/\epsilon_Q^2)$ copies of $2n$-qubit state $|\phi(a_i)\rangle \otimes |\phi(x)\rangle$, with additive error $\epsilon_Q$ and failure probability $\delta$. The expectation of the measurement results of the Destructive-Swap-Test is

$$\langle \phi(a_i) \otimes \phi(x) | \text{SWAP} | \phi(a_i) \otimes \phi(x) \rangle = Q(a_i, x),$$

(25)

where $\text{SWAP} | \phi(a_i) \otimes \phi(x) \rangle = |\phi(x) \otimes \phi(a_i)\rangle$ denotes the $2n$-qubit swap operator. For QPL problem, $|\phi(a_i)\rangle$ and $|\phi(x)\rangle$ can all be generated with polynomial-size circuit, hence the Destructive-Swap-Test can be performed efficiently.
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