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Abstract

We present a new gravitational lens model of the Hubble Frontier Fields cluster Abell 370 (z = 0.375) using imaging and spectroscopy from Hubble Space Telescope and ground-based spectroscopy. We combine constraints from a catalog of 909 weakly lensed galaxies and 39 multiply imaged sources comprised of 114 multiple images, including a system of multiply imaged candidates at z = 7.84 ± 0.02, to obtain a best-fit mass distribution using the cluster lens modeling code Strong and Weak Lensing United. As the only analysis of A370 using strong and weak lensing constraints from Hubble Frontier Fields data, our method provides an independent check of assumptions on the mass distribution used in other methods. Convergence, shear, and magnification maps are made publicly available through the HFF website (http://www.stsci.edu/hst/campaigns/frontier-fields). We find that the model we produce is similar to models produced by other groups, with some exceptions due to the differences in lensing code methodology. In an effort to study how our total projected mass distribution traces light, we measure the stellar mass density distribution using Spitzer/Infrared Array Camera imaging. Comparing our total mass density to our stellar mass density in a radius of 0.3 Mpc, we find a mean projected stellar to total mass ratio of (f*) = 0.011 ± 0.003 (stat.) using the diet Salpeter initial mass function. This value is in general agreement with independent measurements of (f*) in clusters of similar total mass and redshift.
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1. Introduction

Cluster lens modeling has been used for decades as a tool to retrieve intrinsic properties of lensed sources for various types of scientific study. For example, investigation into properties of high redshift (z > 6) galaxies plays an essential role in understanding early galaxy evolution and the reionization of the universe. By measuring the number counts of high-redshift sources as a function of magnitude, we can obtain the ultraviolet luminosity function (UV LF), which allows us to infer properties such as star formation rate density, an essential piece to understanding the role that galaxies played in the reionization of the universe (e.g., Schmidt et al. 2014; Finkelstein et al. 2015; Mason et al. 2015; Robertson et al. 2015; Castellano et al. 2016b; Bouwens et al. 2017; Livermore et al. 2017; Ishigaki et al. 2018). At lower redshifts (z = 0.7–2.3), it is possible to measure spatially resolved kinematics and chemical abundances for the brightest sources (e.g., Christensen et al. 2012; Jones et al. 2015; Wang et al. 2015; Leethochawalit et al. 2016; Vulcani et al. 2016; Mason et al. 2017; Girard et al. 2018; Patrício et al. 2018). Probing the faint end of both of these samples is challenging with the detection limits associated with blank fields. Using the gravitational lensing power of massive galaxy clusters, fainter sources can be studied in greater detail. To infer many of these sources’ intrinsic properties (e.g., star formation rate and stellar mass), magnification maps are needed. Using strongly lensed sources and weakly lensed galaxies as constraints, lens models produce magnification and mass density maps.

Abell 370 (z = 0.375, A370 hereafter) was the first massive galaxy cluster observed for the purpose of gravitational lensing, initially alluded to by Lynds & Petrosian (1986) with follow-up by Lynd & Petrosian (1989). The cluster was also studied in depth by Soucail (1987) and Hammer & Rigaut (1989) because of the giant luminous arc in the south, which led to the first lens model of A370 by Hammer (1987). Richard et al. (2010) provided one of the first strong lensing models of A370, which used data from HST imaging campaigns of the cluster, and weak lensing analyses followed soon after (Medezinski et al. 2011; Umetsu et al. 2011). Since then, deeper imaging data have been taken of A370 by the Hubble Frontier Fields program (HFF: PI: Lotz #13495; Lotz et al. 2017), an exploration of six massive galaxy clusters selected to be among the strongest lenses observed to date. Spectroscopic campaigns such as the Grism Lens-Amplified Survey from Space (GLASS; Schmidt et al. 2014; Treu et al. 2015) and the Multi-Unit Spectroscopic Explorer Guaranteed Time Observations (MUSE GTO, Lagattuta et al. 2017) have obtained spectroscopic redshifts for nearly all of the strongly lensed systems discovered by HFF data. In this work we use 37 spectroscopically confirmed strongly lensed background galaxies and 2 with robust photometric redshifts, totaling 39 systems, as constraints for our lens model (see Section 3.3 for
It has been shown by, e.g., Johnson & Sharon (2016) that the most important parameter in constraining cluster lens models is the fraction of high quality (i.e., spectroscopically confirmed) multiply imaged systems to total number of systems. The 37 spectroscopically confirmed strongly lensed systems out of a total of 39 combined with high quality weak lensing data in A370 has led to some of the most robust lens models of any cluster to date.

Several modeling techniques have been used to make magnification and total mass density maps of A370 (Johnson et al. 2014; Richard et al. 2014; Kawamata et al. 2018; Lagattuta et al. 2017; Diego et al. 2018), each making various assumptions about the mass distribution. For example, Richard et al. (2014), Johnson et al. (2014), and Kawamata et al. (2018) produce high resolution maps using parametric codes to constrain the mass distribution using a simple Bayesian parameter minimization and an assumption that mass traces light. Other techniques use adaptive grid models, such as Diego et al. (2018) and the model presented here (although Diego et al. 2018 assumes that mass traces light and our method does not do so beyond the choice of initial model). These have the potential to test for systematic errors that arise from assumptions about the mass distribution. A robust measurement of error using a range of magnification maps becomes essential for any measurement made at high magnification ($\mu > 20$). For example, Bouwens et al. (2017) showed that at the faint end of the UV LF (which cannot yet be probed without lensing and where sources are more likely highly magnified), magnification errors become large. In addition, Meneghetti et al. (2017) has shown that the error in magnification is proportional to magnification. In response to the need for a wide range of lens models for each cluster being studied, magnification maps from several teams, including ours, are publicly available on the Hubble Frontier Fields website.  

While our method does not produce the highest resolution maps, we include both strong and weak lensing constraints and, apart from the initial model, make no assumptions about total mass distribution. Stellar mass can be independently measured using the observed stellar light, allowing total mass density maps of galaxy clusters to be compared to stellar mass density in order to obtain a stellar mass density to total mass density ratio ($f_\ast$). This provides an independent way to see how light does or does not trace total mass in our model. In this paper, we present magnification, convergence, stellar mass density, and $f_\ast$ maps of A370.

The structure of the paper is as follows. We present a description of imaging and spectroscopic data in Section 2, a description of our gravitational lens modeling code, constraints we use in our model, and a description of our stellar mass measurement in Section 3, summarized in Table 1. Following this, we present a stellar mass density to total mass density map in Section 4 and conclude in Section 5. Throughout the paper, we will give magnitudes in the AB system (Oke et al. 1974), and we assume a $\Lambda$CDM cosmology with $h = 0.7$, $\Omega_m = 0.3$, and $\Omega_{\Lambda} = 0.7$.

## 2. Observations and Data

### 2.1. Imaging and Photometry

A combination of programs from the *Hubble Space Telescope* (HST), the *Very Large Telescope*/High Acuity Wide-field K-band Imager (VLT/HAWK-I), and the *Spitzer*/InfraRed Array Camera (IRAC) contribute to the broadband flux density measurements used in this paper. HST imaging is from HFF as well as a collection of other surveys (PI: E. Hu #11108, PI: K. Noll #11507, PI: J.-P. Kneib #11591, PI: T. Treu #13459, PI: R. Kirshner #14216), and consists of deep imaging from the Advanced Camera for Surveys (ACS) in F435W (20 orbits), F606W (10 orbits), and F814W (52 orbits) and images from the Wide Field Camera 3 (WFC3) in F105W (25 orbits), F140W (12 orbits), and F160W (28 orbits). These images were taken from the Mikulski Archive for Space Telescope and were also used for visual inspection of multiply imaged systems.

Ultra-deep *Spitzer*/InfraRed Array Camera (IRAC) images come from *Spitzer* Frontier Fields (PI: T. Soifer, P. Capak; Lotz et al. 2017; P. Capak et al. 2018, in preparation) and are used for photometry and creation of a stellar mass map. These images reach 1000 hr of total exposure time of the six Frontier Fields clusters and parallel fields in each IRAC channel. All reduction of the *Spitzer* data follows the routines of Huang et al. (2016). In addition to HST and *Spitzer*, we use data from K-band Imaging of the Frontier Fields ("KIFF", Brammer et al. 2016), taken on VLT/HAWK-I, reaching a total of 28.3 hr exposure time for A370.

### 2.2. Spectroscopy

Spectra are obtained from a combination of MUSE GTO observations and the Grism Lens Amplified Survey from Space (GLASS; PI: Treu, HST-GO-13459; Schmidt et al. 2014; Treu et al. 2015), and are used for obtaining secure redshifts for our strong lensing constraints. Spectroscopic redshifts for systems 1–4, 6, and 9 in Table 2 are provided by Diego et al. (2018), which were originally obtained from GLASS spectra. Data from MUSE (Lagattuta et al. 2017; D. J. Lagattuta et al. 2018, in preparation), provide confirmations of these as well as 31 other systems, totaling 39 spectroscopically confirmed systems, consisting of 114 multiple images. These are listed in Table 2, along with quality flags as defined in Diego et al. (2018). These range from 4 (best, determined by multiple high S/N emission lines) to 1 (worst, determined by one tentative, low S/N feature). The vast majority of the systems used in this work are quality flag (QF) 3, with only one image in one system with QF = 1 (see Section 3.3 for details).

## 3. Analysis

### 3.1. Photometry

For photometry of systems that do not have any spectroscopic constraints, we follow the procedure for the ASTRO-DEEP catalogs described by Merlin et al. (2016), Castellano et al. (2016a), and Di Criscienzo et al. (2017). Using the seven HFF wideband filters (F435W, F606W, F814W, F105W, F125W, F140W, and F160W), HAWK-I K-band imaging (Brammer et al. 2016), and *Spitzer*/IRAC [3.6] and [4.5] channels (P. Capak et al. 2018, in preparation), the ASTRO-DEEP catalogs include subtraction of intracluster light (ICL) and the brightest foreground galaxies from the images. ICL subtraction is done using T-PHOT (Merlin et al. 2015),
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designated to perform PSF-matched, prior-based, multiwave-length photometry as described in Merlin et al. (2015, 2016). This is done by convolving cutouts from a high resolution image (in this case, F160W) using a low resolution PSF transformation kernel that matches the F160W resolution to the IRAC (low-resolution) image. T-PHOT then fits a template to each source detected in F160W to best match the pixel values in the IRAC image.

After all fluxes are extracted, colors in HST and IRAC images are calculated and used to estimate a probability density function (PDF) for each source using the redshift estimation code Easy and Accurate Redshifts from Yale (EAZY, Brammer et al. 2008), which compares the observed SEDs to a set of stellar population templates. Using linear combinations of a base set of templates from Bruzual & Charlot (2003, BC03), EAZY performs χ² minimization on a user-defined redshift grid, in our case, ranging from $z = 0.1–12$ in linear steps of $\delta z = 0.1$, and computes a PDF from the minimized $\chi^2$ values.

To combine PDFs for images belonging to the same system, we follow the hierarchical Bayesian procedure introduced by Wang et al. (2015) and Dahlen et al. (2013), which determines a combined $P(z)$ from individual $P_i(z)$ by accounting for the probability that each measured $P_i(z)$ may be incorrect ($p_{bad}$). In short, the method inputs the individual $P_i(z)$ if it is reliable, and uses a uniform $P_i(z)$ otherwise. Then, assuming a flat prior in $p_{bad}$ for $p_{bad} \leq 0.5$, we marginalize over all values of $p_{bad}$ to calculate the combined $P(z)$. This method can introduce a small nonzero floor on the PDF, but this does not affect the peak in the distribution.

3.2. Weak Lensing Catalog

Using ACS F814W observations of A370 from the HFF program, ellipticity measurements of 909 galaxies are identified as weak lensing constraints. To produce and reduce this catalog, we use the pipeline described by Schrabback et al. (2018a), which utilizes the Erben et al. (2001) implementation of the KSB+ algorithm (Kaiser et al. 1995; Luppino & Kaiser 1997; Hoekstra et al. 1998) for galaxy shape measurements as detailed by Schrabback et al. (2007). In addition, the pipeline employs pixel-level correction for charge-transfer inefficiency from Massey et al. (2014) as well as a correction for noise-related biases, and does temporally and spatially variable ACS point-spread function (PSF) modeling using the principal component analysis described by Schrabback et al. (2010). Schrabback et al. (2018b) and B. Hernández-Martín et al. (2018, in preparation) have extended earlier simulation-based tests of the employed shape measurement pipeline to the non-weak shear regime of clusters (for $|g| \lesssim 0.4$ where $g$ is shear), confirming that residual multiplicative shear estimation biases are small ($|m| \lesssim 5\%$). Weak lensing galaxies extend to the edge of the ACS field of view and are individually assigned a photometric redshift from the ASTRODEEP photometry catalogs discussed in Section 3.2. Individual redshifts are used for all galaxies in the catalog as constraints on the lens model. The weak lensing catalog is publicly available along with the lens model products on the HFF archive.16

3.3. Multiple Images

Sets of multiple image candidates were visually inspected using HST color images by six independent teams in the HFF community, including ours, and are ranked based on the availability of a spectroscopic redshift and similarity of the images in color, surface brightness, and morphology. Six independent teams inspect and vote on each image on a scale of 1–4, 1 meaning the image has a secure redshift and 4 meaning the redshift measurement is poor and the image is difficult to visually associate with a system. Votes are averaged to represent the quality of the image. In this paper, we use only systems containing a majority of images with an average score of 1.5 or less. This translates to multiply imaged systems that either have a spectroscopic redshift for each image in the system, or images that have PDFs in agreement to 1σ. Alternatively, the system has at least one spectroscopically confirmed image and other images have convincingly similar colors, morphologies, and surface brightnesses. Our numbering scheme is adopted from Lagattuta et al. (2017); of our 39 multiply imaged systems, 37 are spectroscopically confirmed (systems labeled “z-spec” in Table 2, blue points in Figure 1).

These systems’ spectroscopic redshifts have been collected over time, starting with systems 1 (Kneib et al. 1993), 2 (Soucail 1987), and 3 (Richard et al. 2014). These, in addition to 10 unconfirmed systems, were used by Richard et al. (2014). With GLASS spectroscopy, Diego et al. (2018) confirmed these as well as systems 4, 6, 9, and 15. Finally, Lagattuta et al. (2017) confirmed 10 additional systems (5, 7, 14, 16, 17, 18, 19, 20, 21, and 22). Following the lead of Diego et al. (2018) and Lagattuta et al. (2017), we treat system 7 (named systems 7 and 10 in Lagattuta et al. (2017) and systems 7 and 19 in Diego et al. 2018) as a single system due to the fact that all images appear to be from the same source galaxy at the same spectroscopic redshift (measured by Lagattuta et al. 2017). We use all 39 systems as constraints in our model, including one that is lensed by a smaller cluster member on the outskirts of the field (system 37) and two others that are not spectroscopically confirmed (systems 8 and 11; see Figure 2). This is summarized in Table 2.

3.4. System 11

We note in system 11, a set of sources we believe to be multiply imaged, with photometric redshifts both peaking at $z = 7.84 \pm 0.02$ (Figure 3). This system was found to be at $z = 5.9$ in Richard et al. (2014) and Diego et al. (2018), and $z = 4.66$ in Lagattuta et al. (2017). In previous versions of our model, system 11 was found to be at $z \sim 4$. This redshift was obtained from HST only photometry, which has since been improved to include better ICL subtraction and Spitzer/IRAC fluxes, as described in Section 3.1. The photometric redshift of both images are now preferred at $z = 7.84 \pm 0.02$. For a multiply imaged system, such as system 11, which contains two images of opposite parity and similar surface brightnesses, the critical curve should appear between the images, approximately equidistant from each. Based on the critical curve placement near system 11, the new redshift is in broad agreement with all models of A370, and these results are consistent with photometric results presented by Shipley et al. (2018).

We show the SED and best-fit template from EAZY in Figure 3, where all error bars and upper limits shown are 1σ. In

16 https://archive.stsci.edu/pub/hlsp/frontier/abell370/models/
object 11.1, the covariance index is found to be $\sim 1.24$ for both IRAC channels. The covariance index is defined as the ratio between the maximum covariance of the source with its neighbors over its flux variance, which serves as an indicator of how strongly correlated the source’s flux is with its closest or brightest neighbor. Generally, a high covariance index ($>1$) is associated with more severe blending and large flux errors (Laidler et al. 2007; Merlin et al. 2015), so we treat these fluxes with caution. Because of the high confidence in visual detection of the object and its multiple image, we include the flux upper limits in our SED fit. However, when EAZY is run without these flux values included, the best-fit SED template and $z \sim 8$ solution remains, with a slightly broader PDF. The combined photometric redshift probability distributions are shown in Figure 2.

The unlensed absolute magnitudes of the images are $-18.68 \pm 0.08$ and $-18.16 \pm 0.07$ for 11.1 and 11.2, respectively, where photometric errors in AB flux measurement and statistical errors in magnification are included. While these values are not in statistical agreement, the uncertainty in magnification close to the critical curve is larger than the statistical uncertainty in our model. While our model predicts positions of the sources well, we do not use brightness of sources as constraints. Ultimately, spectra will be needed to confirm or deny the redshift of the sources. Both images in system 11 fall outside of the coverage of the MUSE GTO program (Lagattuta et al. 2017), but were observed by GLASS and with the Multi-Object Spectrometer for Infra-Red Exploration (MOSFIRE) instrument on Keck. However, these data do not constrain any noticeable spectroscopic features and therefore do not constrain the spectroscopic redshift (A. Hoag et al. 2018, in preparation).

While the images in system 11 are observed as relatively bright objects, they are intrinsically faint, which offers a unique chance to study a more representative example of a $z \sim 8$ galaxy. The source being multiply imaged will allow for better statistics on the properties inferred about it. This makes the source an ideal target for the James Webb Space Telescope, as emission lines at this observed brightness will likely be detectable.

### 3.5. Lens Modeling Procedure

The lens modeling code used in this work, Strong and Weak Lensing United (SWUnited, Bradač et al. 2005, 2009), uses an iterative $\chi^2$ minimization method to solve for the gravitational potential on a grid. The method constructs an initial model assuming a range of profiles (we use the nonsingular isothermal ellipsoid as our initial model here) and uses multiple images reconstructed in the source plane as constraints. A $\chi^2$ is calculated upon each iteration using gravitational potential values on a set of nonuniform grid points on an adaptive grid. The grid uses higher resolutions near areas where there are many constraints and is determined by a set of user-created refinement regions, which consist of circles of given radii that appointed levels of resolution. We optimize the model using a $\chi^2$ defined as:

$$\chi^2 = \chi^2_{SL} + \chi^2_{WL} + \eta R,$$

where $\chi^2_{SL}$ is a strong lensing term in the source plane, $\chi^2_{WL}$ is a weak lensing term that uses ellipticities of weakly lensed
galaxies as constraints, and \( \eta \) is a regularization parameter of the regularization function \( R \) that penalizes small-scale fluctuations in the gravitational potential. After finding a minimum \( \chi^2 \), the code produces convergence (\( \kappa \)), shear (\( \gamma \)), and magnification (\( \mu \)) from the best-fit solution.

Our method differs from other parameterized codes in that we do not make any assumptions regarding light tracing mass. It is parameterized in that there are parameters that are obtained via minimization, i.e., the gravitational potential in each cell, but they are kept as general as possible and the minimization is done on a nonuniform grid, while other codes compare strong and weak lensing constraints in parameter space using a Bayesian approach and assuming simple parameterized models. In addition, we include weak lensing constraints that extend to the center of the cluster. While the method employed by Diego et al. (2018) has the ability to use weak lensing constraints, they do not do so for A370, and no other groups from the HFF campaign use weak lensing constraints on this cluster.

3.6. Stellar Mass Map

Rest-frame K-band flux has been shown to estimate stellar mass well due to its insensitivity to dust within the observed cluster (Bell et al. 2003) and lack of dependence on star formation history (Kauffmann & Charlot 1998). Since IRAC channel 1 (3.6 \( \mu m \), [3.6] hereafter) is the closest band corresponding to rest-frame K-band of the cluster, we use it to estimate stellar mass of A370 using flux in cluster members in this channel. Cluster members are selected using the red sequence (F435W and F814W magnitudes), visually inspected to remove the obvious outliers, and redshifts are verified to be within \( \pm 0.1 \) of the mean cluster redshift \( (z = 0.375) \) with GLASS spectroscopy.

Following the procedure described by Hoag et al. (2016), we create a mask of cluster members from an F160W segmentation map of the field, convolve the map with the IRAC channel 1 PSF, and resample onto the IRAC pixel grid. We then apply this mask to the IRAC channel 1 image in order to get a [3.6] map containing only light (to a good approximation) from cluster members. After smoothing the IRAC surface brightness map with a Gaussian kernel of \( \sigma = 3 \) pixels, we calculate luminosities of the cluster members using [3.6] flux, and apply a K-correction of \(-0.33\) to bring them to K-band for the mean cluster redshift. We then multiply the map by a mass to light ratio, \( M_\star/L = 0.95 \pm 0.26 M_\odot/L_\odot \), obtained in Bell et al. (2003) assuming the diet Salpeter IMF. This choice contains 70% of the mass of the Salpeter IMF for the same photometry, and is used here for comparison of our results to previous results (Wang et al. 2015; Hoag et al. 2016; Finney et al. 2018).

Since IMF can change (\( f^* \)) by as much as 50%, this choice introduces our largest error in estimating stellar mass. Additional sources of error include our calculation of stellar mass using a single mass to light ratio and choice of template used to calculate the K-correction instead of deriving stellar mass from SED fitting. When comparing stellar mass calculations of both methods in clusters similar to A370, we find that this choice produces a 0.05 dex bias, which translates to a 10% underestimate in stellar mass using our method. Other errors include statistical errors and an underestimation of stellar mass due to not accounting for stars in the ICL. Montes & Trujillo (2018) found A370 to have 4.9\% \pm 1.7\% of total light within a radius of \( R_{500} \) residing in the ICL. However, these errors are all subdominant and negligible compared to the uncertainty related to the choice of IMF (Burke et al. 2015).

4. Results

4.1. Mass and Magnification

Convergence \( \kappa \) and magnification \( \mu \) maps for a source at \( z = 9 \) are shown in Figure 4, displaying two dominant peaks. The southernmost brightest cluster galaxy (BCG) is roughly aligned with the convergence peak; however, the northernmost \( \kappa \) peak is significantly less concentrated and shows a small offset from the stellar mass. There are less significant peaks in the \( \kappa \) map around the cluster members in the northeast and a bright cluster member in the southwest. The yellow contour in the magnification map is the critical curve, where the magnification is at a maximum. Magnification reaches up to \( \mu \sim 10–20 \) within 1–2 arcsec from the critical curve, while typical values of magnification range from \( \mu \sim 2–5 \) near the edges of the HST field.

In the absence of an ability to compare our model to truth, a comparison of parametric, free-form, and grid-based modeling codes is helpful to properly account for the systematic uncertainties of each method that can produce this spread. When comparing our magnification map to previous models of A370, we only compare to models updated since the last data release. Group names are Glauc (Oguri 2010; Kawamata et al. 2018), CATS (Lagattuta et al. 2017), Diego (Diego et al. 2018), Keeton, Merten, Sharon, and Williams. More
information about each method can be found on the HFF archive (see footnote 17). As shown in Figure 5, our critical curves are approximately of the same ellipticity and extent, with a larger radial region compared to many of the groups. With the exception of the Williams map, which has a boxy shape, the overall shapes are comparable. The critical curve at $z = 7.84 \pm 0.02$ (the redshift of System 11) for our model is shown in Figure 1 and at $z = 9$ in Figure 4. On smaller scales, the magnification levels differ greatly from group to group, particularly very close to the critical curves. The black stars in Figure 5 correspond to the multiple images in System 11, and we find that the critical curves of all models fall in a reasonable place to be consistent with the new redshift. Explicitly, Lagattuta et al. (2017) find that model constraints allow a range of $2.5 < z < 10$ when the redshift of this system is varied as a free parameter, consistent with a $z = 7.84 \pm 0.02$ solution.

In Figure 6, we compare surface mass density ($\kappa$) distributions. There are obvious differences, such as clear high residuals over cluster members in the groups who use lensing codes that assume light traces mass (Sharon, CATS, Glaicf, Keeton, Diego). There is also a large residual in the south of the Williams map, where the Williams model differs from most other models. Compared to Diego et al. (2018) and Lagattuta et al. (2017), we have smaller $\kappa$ values in the northeast.

### 4.2. Stellar to Total Mass Ratio

To study the difference in stellar mass from cluster members and total cluster mass, we look at the stellar mass to total mass fraction, $f^*$. We obtain an $f^*$ map by dividing the total stellar mass density in a 0.3 Mpc radius by the total projected mass density in the same radius, after adjusting the resolution (i.e., by smoothing) and pixel scale of the stellar mass density map to match that of the total mass density map, which was determined by the refinement region discussed in Section 3 (see Hoag et al. 2016 for details on this procedure). The resulting $f^*$ map is shown in Figure 7. There is considerable variation throughout the map, reaching values near 0.03–0.04 on top of the northern BCG. The stellar mass and $f^*$ map reflect what is expected, with higher values around the cluster members in the
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**Figure 3.** SEDs and best-fit template for the multiple images in system 11. The IRAC fluxes were extracted from T-PHOT, and the SED fitting was done with the redshift-fitting code EAZY as described in Section 3.1. Error bars and upper limits shown are 1σ. The combined PDFs of the multiple images are shown in Figure 2.

---

**Figure 4.** Left: convergence ($\kappa$) map of Abell 370 produced by our lens model for a source at $z = 9$. BCG centers are shown as crosses. Two dominant peaks in mass density near the location of the BCGs are shown, with a small offset between the southernmost BCG and mass density peak. Right: magnification ($\mu$) map of Abell 370 for a source at $z = 9$. The yellow contour corresponds to maximum magnification values; a highly elliptical and extended critical curve is revealed, similar in shape to those found by other groups (e.g., Lagattuta et al. 2017; Diego et al. 2018 and other groups on the HFF archive—https://archive.stsci.edu/pub/hlsp/frontier/abell370/models/). Orientation is the same as that in Figure 1.
Figure 5. Critical curves at $z = 7.84$, the photometric redshift of the images in System 11. Black stars mark the position of the multiple images. The CATS and Sharon groups use lenstool, which uses individual galaxies and other large parameterized mass components. Keeton and Glafic teams are also parametric models, and Diego uses a nonparametric lensing code but a light traces mass assumption. The Williams team along with ours make no such assumptions. All teams but ours used strong lensing constraints only. While shapes of critical curves vary, all groups, including ours (see Figure 1), show good agreement for the images at $z = 7.84$.

Figure 6. Kappa residuals ($\kappa_i - \kappa_{VS}$)/$\kappa_{VS}$, where $\kappa_i$ are convergence maps from six models and $\kappa_{VS}$ is the convergence map presented here, smoothed with a Gaussian filter of $\sigma = 10$. See the caption of Figure 5 and Section 4.1 for a description of the groups and lens modeling methods.
northeast and to the west over a particularly bright galaxy. There is a peak in stellar mass on top of both BCGs, as expected, but the northernmost peak is higher and offset by a modest amount from the stellar mass peak caused by the BCG. The high offset peak in combination with a less significant peak in the total mass on the northern BCG creates the highest peak in the f* map.

We find that average $f^*$ in a circular aperture of radius 0.3 Mpc is $\langle f^* \rangle = 0.011 \pm 0.003$, when centered over a midpoint in between the BCGs. We select BCG centers using flux peaks in F160W images; however, we cannot include details of how centers were chosen in other analyses presented here, as that information was not publicly available. If recalculated using a radius of the same size centered on the southern and northern BCG, we find a value of $\langle f^* \rangle = 0.011 \pm 0.003$ and $\langle f^* \rangle = 0.012 \pm 0.003$, respectively. As was the case with the stellar mass map, the choice of IMF is the largest source of error by an order of magnitude, with the ability to change our value of $\langle f^* \rangle$ by as much as 50%.

In comparing our average value of stellar to total mass to clusters of similar mass and redshift, we find good agreement. Average $f^*$ obtained for a radius of 0.3 Mpc around MACS0416 ($z = 0.396$) in Hoag et al. (2016) is $\langle f^* \rangle = 0.009 \pm 0.003$, and Finney et al. (2018) obtain a value of $\langle f^* \rangle = 0.012 \pm 0.003$ for MACS1149 ($z = 0.544$). Both calculations use SWUnited maps and a diet Salpeter IMF. Similarly, using the SWUnited maps produced by Wang et al. (2015) for Abell 2744 ($z = 0.308$), we find a value of $\langle f^* \rangle = 0.003 \pm 0.001$. In another analysis of MACS0416, Jauzac et al. (2016) find a value of $\langle f^* \rangle = 0.0315 \pm 0.0057$ using a Salpeter IMF and a radius of 200 kpc. When recalculated using the diet Salpeter IMF, we get a value of $0.0221 \pm 0.0057$ for MACSJ0416. In a study of 12 clusters near $z \sim 0.1$ with masses greater than $2 \times 10^{14} M_\odot$, Gonzalez et al. (2013) found a value of $\langle f^* \rangle$ to be $0.0015 - 0.005$ in a radius of $1.53 \pm 0.08$ Mpc. Bahcall & Kulier (2014) find a similar value of $0.010 \pm 0.004$ on all scales larger than 200 kpc, when examining $f^*$ for more than 13,823 clusters in the redshift range $0.1 < z < 0.3$, selected from the MaxBCG catalog (Koester et al. 2007); however, they use SDSS i-band to calculate stellar mass and assume a Chabrier IMF. When recalculated using a diet-Salpeter IMF, we obtain $f^* = 0.012 \pm 0.005$ for this sample. These results are summarized in Table 1.

In general, we find that stellar mass traces total mass in the center of the cluster reasonably well, with the exception of a small offset near the northern BCG. This could be due to the cluster’s bimodal distribution, which indicates a possible merger. In comparing to the smoothed light maps presented in Lagattuta et al. (2017), we see a similar distribution over each BCG and the “crown” of galaxies in the north. Our total mass over those cluster members, however, is lower than theirs, as seen in the peak in the northeast of the $f^*$ map (Figure 7). This is also reflected in the positive residual seen in the CATS panel of Figure 6.

The differences in total mass in the central part of the cluster mentioned in Section 4.1 also appear in the critical curve placement, which can be seen in Figure 1. The critical curve

Figure 7. Left: stellar mass surface density in units of $M_\odot$ kpc$^{-2}$, produced from an IRAC [3.6] image as described in Section 3.4. Right: stellar to total mass ratio ($f^*$), produced by matching the resolution of the stellar mass map to the adaptive grid from the total mass map and dividing. The center of BCGs are shown as crosses. The largest peak in this figure is over the northernmost BCG where there are high values of stellar mass due to a bright BCG and low values of total mass, from the lens model. The black crosses are centered over the peak in light from each BCG as determined from the HST image.

| $\langle f^* \rangle$ | Object | Redshift | Radius | IMF | Reference |
|----------------------|--------|----------|--------|-----|-----------|
| 0.011 ± 0.003        | A370   | 0.375    | 0.3 Mpc| diet Salpeter | This paper |
| 0.009 ± 0.003        | MACS0416 | 0.396 | 0.3 Mpc | diet Salpeter | Hoag et al. (2016) |
| 0.012 ± 0.003        | MACS1149 | 0.544 | 0.3 Mpc | diet Salpeter | Finney et al. (2018) |
| 0.0015 ± 0.005       | 12 clusters, $z \sim 0.1$ | 0.1 | 1.53 ± 0.08 Mpc | Salpeter | Gonzalez et al. (2013) |
| 0.003 ± 0.001        | A2744  | 0.308    | 0.3 Mpc | diet Salpeter | Wang et al. (2015) |
| 0.0221 ± 0.0057      | MACS0416 | 0.396 | 200 kpc | Salpeter | Jauzac et al. (2016) |
| 0.010 ± 0.004        | clusters from MaxBCG | 0.1 < $z < 0.3$ | >200 kpc | Chabrier | Bahcall & Kulier (2014) |
| ID   | R.A.   | Decl.  | $z_{\text{meas}}$ | Flag | Reference |
|------|--------|--------|-----------------|------|-----------|
| 1.1  | 39.976290 | −1.576023 | 0.8041 | 3   | D18, L17  |
| 1.2  | 39.967161 | −1.576876 | 0.8041 | 3   | D18, L17  |
| 1.3  | 39.968546 | −1.576810 | 0.8041 | 3   | D18, L17  |
| 2.1  | 39.973789 | −1.584241 | 0.7251 | 3   | D18, L17  |
| 2.2  | 39.970973 | −1.585035 | 0.7251 | 3   | D18, L17  |
| 2.3  | 39.968741 | −1.584507 | 0.7251 | 3   | D18, L17  |
| 2.4  | 39.969560 | −1.584804 | 0.7251 | 3   | D18, L17  |
| 2.5  | 39.969560 | −1.584804 | 0.7251 | 3   | D18, L17  |
| 3.1  | 39.978943 | −1.567453 | 1.9553 | 3   | D18, L18  |
| 3.2  | 39.968493 | −1.565796 | 1.9553 | 3   | D18, L18  |
| 3.3  | 39.966668 | −1.566849 | 1.9553 | 2   | D18, L18  |
| 4.1  | 39.979607 | −1.576288 | 1.2728 | 3   | D18, L17  |
| 4.2  | 39.970725 | −1.576203 | 1.2728 | 3   | D18, L17  |
| 4.3  | 39.961928 | −1.576890 | 1.2728 | 3   | D18, L17  |
| 5.1  | 39.973486 | −1.589050 | 1.2774 | 3   | L17       |
| 5.2  | 39.971018 | −1.589217 | 1.2774 | 3   | L17       |
| 5.3  | 39.969130 | −1.589050 | 1.2774 | 3   | L17       |
| 6.1  | 39.969445 | −1.577200 | 1.063  | 3   | D18, L17  |
| 6.2  | 39.964328 | −1.578246 | 1.063  | 3   | D18, L17  |
| 6.3  | 39.979593 | −1.577109 | 1.063  | 3   | D18, L17  |
| 7.1  | 39.969775 | −1.5804306 | 2.7512 | 3  | L17       |
| 7.2  | 39.969871 | −1.5807722 | 2.7512 | 3  | L17       |
| 7.3  | 39.968808 | −1.5856333 | 2.7512 | 2  | L17       |
| 7.4  | 39.965542 | −1.5775006 | 2.7512 | 2  | L18       |
| 7.5  | 39.961542 | −1.580056  | 2.7512 | 1  | L18       |
| 7.6  | 39.968567 | −1.5717611 | 2.7512 | 3  | L18 (10.1)|
| 7.7  | 39.968004 | −1.570875  | 2.7512 | 3  | L18 (10.2)|
| 8.1  | 39.964471 | −1.569825 | 2.98   | photo-z  |
| 8.2  | 39.9619 | −1.5736389 | 2.98   | photo-z  |
| 9.1  | 39.9624 | −1.5778861 | 1.5182 | 3  | D18, L18  |
| 9.2  | 39.969483 | −1.5762667 | 1.5182 | 2  | D18, L18  |
| 9.3  | 39.982017 | −1.5765333 | 1.5182 | 2  | D18, L18  |
| 11.1 | 39.963804 | −1.5693611 | 7.84   | photo-z  | Richard et al. (2014), D18, (z = 5.93), L17 (z = 4.66) |
| 11.2 | 39.960771 | −1.5741472 | 7.84   | photo-z  | Richard et al. (2014), D18, (z = 5.93), L17 (z = 4.66) |
| 12.1 | 39.984112 | −1.570880 | 3.4809 | 3   | L18       |
| 12.2 | 39.969622 | −1.566629 | 3.4809 | 3   | L18       |
| 12.3 | 39.959208 | −1.575238 | 3.4809 | 3   | L18       |
| 13.1 | 39.979521 | −1.571773 | 4.2467 | 3   | L18       |
| 13.2 | 39.975139 | −1.568811 | 4.2467 | 3   | L18       |
| 13.3 | 39.956753 | −1.5775058 | 4.2467 | 3   | L18       |
| 14.1 | 39.972283 | −1.5779833 | 3.1277 | 3   | L17       |
| 14.2 | 39.972192 | −1.5801027 | 3.1277 | 3   | L17       |
| 14.3 | 39.974183 | −1.5856083 | 3.1277 | 3   | L17       |
| 14.4 | 39.981313 | −1.5781583 | 3.1277 | 3   | L17       |
| 14.5 | 39.957671 | −1.5804472 | 3.1277 | 3   | L17       |
| 15.1 | 39.971328 | −1.580604 | 3.7085 | 3   | L17       |
| 15.2 | 39.971935 | −1.5870512 | 3.7085 | 3   | L17       |
shown in Figure 1 is for $z \sim 7.84$ but crosses the radial system 7 ($z = 2.75$), meaning there is likely a higher $\kappa$ and a larger critical curve in that region. This results in a lack of ability to recreate the system 7 images, but can be improved upon by adding a peaky mass clump to the center of the lens model. Diego et al. (2018) showed that adding a mass clump representing stellar mass improves their model in the central region of the cluster, where system 7 resides. Similarly, this addition of mass in the center of the two BCGs improves our model’s prediction of system 7 images to subarcsecond precision. While Diego et al. (2018) find that this addition of mass causes high $f^*$ values (30%–100%) in the center of the BCGs, our model predicts a more moderate value of $f^* \sim 3\%$.

### 5. Conclusions

A370 is a cluster located at $z = 0.375$ that acts as a powerful gravitational lens, behind which deep $HST$ images have revealed 39 multiply imaged source galaxies consisting of 114 images. Using spectroscopic redshifts from MUSE and GLASS, we produce a total projected mass density and magnification map with the grid-based lens modeling code SWUnited. Using IRAC [3.6] images, we calculated stellar mass and $f^*$, the stellar to total mass density fraction in the field. Our main results are as follows:

1. Using 37 multiply imaged systems that have spectroscopically confirmed redshifts and 2 systems with photometric estimates, we constrain the total mass density distribution using lens modeling code SWUnited. The convergence ($\kappa$) and magnification ($\mu$) maps that we produce broadly agree with other models in ellipticity and size. There are discrepancies in the exact placement of the critical curves, producing variations in magnification levels in regions of high magnification, but there is agreement elsewhere. Our $\kappa$ map shows two dominant peaks, the northernmost peak being more diffuse than that of the southern BCG.

2. There is a multiply imaged system consisting of two images, both with photometric redshifts peaking at $z = 7.84 \pm 0.02$. This result comes from ASTRO-DEEP-like photometry and is in agreement with photometry by Shipley et al. (2018). The unlensed absolute magnitudes of the images are not consistent with that of an individual multiply imaged source at the $3\sigma$ level, when considering only statistical errors. In order to be consistent with the same source, an additional systematic must be present, most likely in the magnification ratio.

3. The $f^*$ map that we produce using an IRAC 3.6 $\mu$m image shows considerable variation throughout the field of view. There are expected dominant peaks in the $f^*$ map near the BCGs, with higher values in the northern BCG. This is due to a modest offset in total mass and stellar mass in the northern part of the cluster, possibly due to a merger process.

4. We obtain a value of stellar to total mass ratio within 0.3 Mpc of $f^* = 0.011 \pm 0.003$ (stat.), with the largest systematic error due to our choice of IMF. This value agrees broadly with clusters of similar size and redshift, and with values found for large-scale (>1 kpc) cluster environments.
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