Organization of spatially localized structures near a codimension-three cusp-Turing bifurcation
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A wide variety of stationary or moving spatially localized structures is present in evolution problems on unbounded domains, governed by higher-than-second-order reversible spatial interactions. This work provides a generic unfolding in one spatial dimension of a certain codimension-three singularity that explains the organization of bifurcation diagrams of such localized states in a variety of contexts, ranging from nonlinear optics to fluid mechanics, mathematical biology and beyond. The singularity occurs when a cusp bifurcation associated with the onset of bistability between homogeneous steady states encounters a pattern-forming, or Turing, bifurcation. The latter corresponds to a Hamiltonian-Hopf point of the corresponding spatial dynamics problem. Such codimension-three points are sometimes called Lifshitz points in the physics literature. In the simplest case where the spatial system conserves a first integral, the system is described by a canonical fourth order scalar system. The problem contains three small parameters, two that unfold the cusp bifurcation and one that unfolds the Turing bifurcation. Several cases are revealed, depending on open conditions on the signs of the lowest-order nonlinear terms. Taking the case in which the Turing bifurcation is subcritical, various parameter regimes are considered and the bifurcation diagrams of localized structures are elucidated. A rich bifurcation structure is revealed, which involves transitions between regions of localized periodic patterns generated by homoclinic snaking, and mesa-like patterns with uniform cores. The theory is shown to unify previous numerical results obtained in models arising in nonlinear optics, fluid mechanics, and excitable media more generally.

I. INTRODUCTION

Spatial patterns emerge in a wide variety of real-life physical problems such as weather forecasting, fluid or granular flows, flame propagation, fracture dynamics, and a wealth of new optical, biological, ecological and chemical phenomena [1–3]. Such patterns often form spontaneously through a process called self-organization, where anisotropic structures form due to spatial interactions among the components of the system without any external entity engineering the process. This typically occurs in dissipative systems driven far from thermodynamic equilibrium. In this context, a variety of states may emerge as the driving increases, which can either extend over the entire spatial domain (extended patterns) or be spatially localized (localized structures). The former typically arise via the so-called Turing instability [4], whereby a spatially extended pattern with a single well-defined length scale emerges spontaneously from a spatially uniform state. Emergent structures of this type were named dissipative structures by the Nobel Laureate Ilya Prigogine in 1977, and since then have been found in a wide range of applications in the natural sciences including, but not limited to optics, hydrodynamics and systems of reaction-diffusion equations.

Spontaneous pattern formation possesses universal features that are independent of the details of the underlying system. Such general properties can be captured by prototypical models that include the simplest nonlinear terms and lowest spatial derivatives respecting the symmetries of the original problem [1, 5, 6]. Thus, for instance, the Swift-Hohenberg equation (SHE) is a prototypical model that describes systems undergoing a stationary pattern-forming (or Turing) instability. Similarly, the real Ginzburg-Landau equation describes systems undergoing a pitchfork bifurcation to a pair of nontrivial homogeneous states, while the complex Ginzburg-Landau equation describes systems undergoing a Hopf bifurcation to an oscillating homogeneous state. Each model captures the general spatio-temporal dynamics associated to the corresponding codimension-one bifurcation. More generally, a system can display two or more such bifurcations in different parameter regions and, quite possibly, a crossover between the corresponding behaviors when these bifurcations meet in a codimension-two point. The general scenarios emerging from these higher-codimension points in spatial systems have only been partially studied, but are known to involve complex spatio-temporal dynamics such as that arising in the Turing-Hopf scenario [7]. In this work we discuss the general bifurcation structure of spatially extended patterns and the associated spatially localized states in the vicinity of a codimension-three point where a system simultaneously undergoes a cusp and a Turing bifurcation.

We are interested in classes of partial differential equations (PDEs) describing the evolution of a scalar field $u(x, t)$...
whose stationary patterns $u(x)$ are governed by a fourth-order scalar operator. As we shall see in Section II below, steady states of such systems can typically be formulated in terms of an ordinary differential equation (ODE) posed on a long domain. We specifically consider a model of Swift-Hohenberg type that can be written in the form

$$\partial_t u = \eta + \mu u + \alpha u^2 - \beta u^3 - (\partial_x^4 + \nu \partial_x^2)u.$$  

(1)

Here, we take $(\eta, \mu, \nu)$ to be small unfolding parameters whereas $\alpha$ and $\beta$ are $O(1)$ constants that can be used to distinguish between different cases. Through simple scaling we can choose $\alpha^2 + \beta^2 = 1$, so that all cases can be parameterised by a single parameter $\theta$ with $\alpha = \sin \theta$, $\beta = \cos \theta$. Equation (1) is a dissipative dynamical system, with the parameter $\eta$ representing the driving or, alternatively, $\mu$ representing gain.

We seek to understand how both periodic and localized patterns are organised close to the codimension-three point $(\eta, \mu, \nu) = 0$. As we shall see in Section I A, near this point Eq. (1) is a particular case of the normal form of a codimension-three singularity that arises at a so-called Lifshitz point where a cusp and Turing point meet in a dissipative pattern-forming system. We show explicitly in Section II, this special case allows one to write (1) as a variational, or gradient system. Since we are interested in the organization of different spatial structures, i.e., steady states of (1), in parameter space rather than their stability, the stability properties of these states in time, including the transient dynamics of (1), are not of main concern. Indeed, related fourth-order ODEs arise in other pattern formation contexts and may, for example, describe the profile of a traveling wave in the wave frame, as mentioned in Section I B below, where the temporal stability properties are quite different.

Most of what follows shall be devoted to the case $\alpha = 0$, $\beta = 1$, since $\alpha \neq 0$ plays a similar symmetry-breaking role as $\eta \neq 0$. It should be noted, however, that the universal unfolding of the pitchfork bifurcation does require nonzero, albeit small, values of $\alpha$ in order to capture all possible behavior near $(\alpha, \beta) = (0, 0)$ [8, 9].

A. Dissipative localized structures

Spatially localized structures (LSs) arise due to a balance between nonlinearity and spatial coupling on the one hand, and a balance between energy dissipation and gain on the other. In general, the key ingredients for LS formation are bistability and front pinning. Bistability means that two different but potentially stable states of the system, $S_1$ and $S_2$, say, coexist over a range of parameter values (see Figs. 1(a) and (b), both with bifurcation parameter $p_1$). There are two bistable scenarios that generally lead to spatial localization, where either (i) $S_1$ and $S_2$ are uniform in space [see Fig. 1(a)], or (ii) one state is uniform while the other is a nonuniform or patterned state [see Fig. 1(b)].

The first configuration may appear through a cusp bifurcation, leading to a hysteresis bifurcation [see Fig. 1(c)]. Here, by changing a second parameter $p_2$, the system with a uniform state [see, e.g., the blue curve in Fig. 1(b)] changes to a situation where three distinct homogeneous states coexist [see Fig. 1(a)]. Indeed, the cusp bifurcation takes place when the two folds, $f_1$ and $f_2$ in Fig. 1(a), meet in a single point of the $(p_1, p_2)$ parameter space, i.e., it is a codimension-two bifurcation. In what follows, we refer to this scenario as uniform-bistability. This scenario arises in many systems including nonlinear optics, chemistry and mathematical biology [1–3].

In the second scenario [Fig. 1(b)], bistability appears when a uniform state undergoes a subcritical Turing bifurcation, creating a nonuniform spatially periodic state that emerges subcritically but subsequently turns around towards larger values of $p_1$. Here the Turing bifurcation is a codimension-1 point but one is interested in the transition from supercritical behavior to subcritical behavior, and therefore also a codimension-two problem. The resulting scenario will be referred to as Turing-bistability.

In each of these two situations, oscillatory fronts connecting $S_1$ and $S_2$ may form as shown in Figs. 1(a) and (b). Normally, these fronts move in such a way that either $S_1$ overtakes $S_2$, or vice-versa. However, typically there is a range of values $p_1$ around the so-called Maxwell point $p_1 = p_M$ of the system, where the fronts lock to one another.
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**Figure 1.** (a) Uniform-bistable scenario. (b) Turing-bistable scenario. (c) Lifshitz critical point scenario.
leading to the formation of a large variety of stationary LSs. Thus, a LS can be seen as a portion of one state embedded in the other and stationary LSs are found near \( p_1 = p_M \) [see Figs. 1(a) and (b)].

These two bistable scenarios may coexist in the same system, and even in the same parameter regime, leading to \textit{tristability}. Two uniform states then coexist with a subcritical Turing pattern, which leads to an extraordinarily great variety of new LS configurations and complex bifurcation schemes [10].

The bifurcation structure associated with LSs emerging in this context is related to the occurrence and unfolding of higher codimension bifurcations, specifically around a codimension-three point where the Turing bifurcation and the cusp meet and interact [11, 12]. In the physics literature, this point is generally referred to as the \textit{Lifshitz critical point} (hereafter \( L \)-point), in analogy with the triple point present in phase transitions of helicoidal ferromagnetic states [13]. In the following we adopt this terminology as a useful shorthand. In fact the interest in the \( L \)-point goes far beyond the pattern formation context, as it also appears in phase transitions in particle physics and even cosmology [14].

As shown in [11, 12, 15], near such an \( L \)-point, a general PDE can be reduced to the generic normal form

\[
\partial_t u = \eta + \mu u + \alpha u^2 - \beta u^3 - (\partial_x^4 + \nu \partial_x^2)u + \gamma_1 u \partial_x^2 u + \gamma_2 |\partial_x^2 u|^2 .
\]  

This equation suffices to capture all essential dynamics of the system near such a point. Here, \( u \) is a real-valued scalar field, and \( p = (\eta, \mu, \nu, \alpha, \beta) \) is the set of real parameters controlling the dynamics of the system. This model has been derived from PDEs describing pattern formation in several different areas including nonlinear optics, biology and ecology [11, 12].

Despite the fact that many authors have used this model to characterize different types of dynamics, so far a complete understanding of its bifurcation structure is lacking. Equation (2) can exhibit a broad range of patterned states including (but not limited to) LSs [16, 17], oscillons [18, 19] and spatially localized chaotic dynamics [20]. We consider three scenarios or cases associated with different versions of Eq. (2). In Case I \( \gamma_{1,2} = 0 \) and Eq. (2) is variational, that is, exhibits gradient dynamics, and therefore time-dependent attractors (so-called permanent dynamics) are excluded [1]. This variational structure is preserved in Case II \( (\gamma_1 = \gamma_2/2) \), despite increased complexity. Finally, Case III focuses on the fully nonvariational scenario that appears when \( \gamma_1 \neq \gamma_2/2 \). In this case, the system can undergo permanent temporal dynamics.

Our overarching aim is to fully understand case III. However, due to the complex nature of its behavior, the present work is restricted to case I, with Cases II and III left to future investigation.

### B. Other contexts

Models for pattern formation with similar characteristics to (2) arise in a wide variety of other contexts. The key ingredients are long domains, fourth-order (or two coupled second-order) spatial operators, and the presence of competing nonlinear terms.

In water wave theory, the so-called Kawahara equation, or 5th-order Korteweg-de Vries equation, has traveling wave solutions whose shape is governed by an equation whose form is similar to the right-hand side of (2); see, e.g., [21–23] and references therein. This model has been shown rigorously to be a normal form of the dynamics of the full water wave problem with surface tension near a critical point in Bond and Froude number parameter space [24], and the multiplicity of LSs in the model equation persists in the full problem. Of particular relevance to the present study is the work of Iooss [25] who studies the two-parameter singularity which is equivalent to the right-hand side of (1) with \( \eta = \beta = 0 \).

Other models known to feature solitary waves and localized structures governed by fourth-order nonlinear operators include the so-called extended Fisher-Kolmogorov equation [26] and nonlinear beam equations, modeling for example the motion of the deck of a suspension bridge [27]. Another key area for such complex structures includes elastic buckling problems of struts, elasticae, twisted rods and cylindrical shells. There, in the presence of a mechanically subcritical instability, localized buckle patterns have been shown to be energetically favorable compared with their spatially periodic counterparts; see e.g. [28] and references therein.

Localized patterns also emerge in activator-inhibitor systems where patterns arise through the interaction between two competing fields. These models are commonly used in mathematical biology at length scales ranging from a single cell all the way to entire ecosystems; see, e.g. [29, 30]. It was in this context, in fact, that the original concept of a Turing bifurcation first arose [4, 31]. Canonical models are of Gray-Scott and Schnakenberg type; indeed, recent work [32] shows how many of the bifurcation structures equivalent to those found in the present work can be found in a three-parameter model system that interpolates between these two types of models.

In this sense the unfolding of the localized pattern states of (1) is expected to have a far wider applicability as a normal form than as a model of dissipative structures of fourth-order pattern-forming systems.
C. Outline

The rest of this paper is organised as follows. Section II contains preliminary material and further motivation for the form of Eq. (2) we study. The simplest stationary states of this equation, the uniform or homogeneous steady states (HSSs), are studied in Section III together with their linear stability in space and time. Section IV presents multiple-scale perturbation results that approximate LSs in the weakly nonlinear limit; some results are relegated to various appendices. The next two sections of the paper contain numerical bifurcation results for opposite signs of the parameter \( \nu \): Section V is devoted to the case \( \nu > 0 \) while Section VI provides a brief summary of the differences for \( \nu < 0 \). Section VII briefly considers the case of nonzero \( \alpha \), while Section VIII draws conclusions and suggests avenues for future work.

II. PRELIMINARIES

With \( \gamma_{1,2} = 0 \), Eq. (2) reduces to the form (1). In nonlinear optics, Eq. (1) was derived from the Maxwell-Bloch equations in the nascent optical bistability regime, and used to establish the existence of spatially localized stationary patterns [33]. The equation is invariant under the transformation \((\eta, u) \rightarrow (-(\eta, u))\), and reversible under the transformation \(u(x) \rightarrow u(-x)\). The equation can be further simplified by removing the quadratic \( \alpha u^2 \) through the transformation \( u \rightarrow u + a \), \( a \in \mathbb{R} \). However, we do not do so here since the coefficient \( \alpha \) has distinct physical significance.

Equation (1) has gradient dynamics with Lyapunov functional

\[
F[u] = \int_{-\infty}^{\infty} \left[ \frac{1}{2} \left( \frac{\partial u^2 + \nu^2}{2} \right)^2 - \eta u - \frac{1}{2} \left( \mu + \frac{\nu^2}{4} \right) u^2 - \frac{1}{3} \alpha u^3 + \frac{1}{4} \beta u^4 \right] dx,
\]

such that

\[
\partial_t u = -\frac{\delta F}{\delta u},
\]

where \( \frac{\delta}{\delta u} \) represents a functional derivative. A consequence of this gradient structure is that time-dependent limit states (such as temporal oscillations and (spatio)-temporal chaos) are excluded, and the evolution of (1) settles into a time-independent state at every location. Such steady states obey the ODE

\[
u x_{xxxx} + \nu u_{xx} - \mu u - \alpha u^2 + \beta u^3 = 0.
\]

This equation forms the basis for the study in the rest of this paper. Furthermore, if we ignore boundary conditions, and consider long, formally infinite, spatial domains, we can study (5) as if \( u \) were a time-like variable, i.e. reformulating the problem as a spatial dynamics problem [23]. The steady-state equation is, moreover, Hamiltonian in space [34], with the conserved Hamiltonian

\[
H = -\frac{1}{2} (u_x)^2 + u_x u_{xx} + \frac{\nu}{2} (u_x)^2 - \eta u - \frac{\mu}{2} u^2 - \frac{\alpha}{3} u^3 + \frac{\beta}{4} u^4,
\]

a property that is useful in understanding stationary fronts as homoclinic or heteroclinic orbits of the resulting spatial dynamical system.

To understand better the different types of steady states of (1) using spatial dynamics, it is convenient to recast the steady-state ODE (5) as the four-dimensional dynamical system

\[
\frac{dy}{dx} = A(\mu, \nu) y + N(y; \alpha, \beta, \eta), \quad y = (y_1, y_2, y_3, y_4)^T \equiv (u, u_x, u_{xx}, u_{xxxx})^T,
\]

where the linear and nonlinear operators are given by

\[
A(\mu, \nu) = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\mu & 0 & -\nu & 0
\end{bmatrix}, \quad
N(y; \alpha, \beta, \eta) = \begin{bmatrix}
0 \\
0 \\
0 \\
\alpha y_1^2 - \beta y_2^2 + \eta
\end{bmatrix}.
\]

The question of steady states is thus reduced to studying the dynamics of (7) in the four-dimensional phase space. Such a study is aided by the invariance of (7) under the involution

\[
R: (x, y_1, y_2, y_3, y_4) \mapsto (-x, y_1, -y_2, y_3, -y_4),
\]
Figure 2. Analogy between the stationary solutions of Eq. (1) and the solution of the spatial dynamical system (7) in the $\nu > 0$ (left) and $\nu < 0$ (right) regimes. For Eq. (1) we plot $u(x)$, while in the spatial dynamics counterpart we show its projection on the $(y_2, y_1)$ phase plane. See text for details.

i.e., (7) is said to be spatially reversible. The analogy between solutions in the phase space of (7) and steady states governed by the fourth-order ODE is illustrated qualitatively in Fig. 2. Here a distinction can be drawn between the kind of states observed for $\nu > 0$ and for $\nu < 0$.

The left side of Fig. 2 illustrates typical states for $\nu > 0$. Here, the periodic pattern corresponds to a limit cycle $y_\gamma$, while the HSS $u_h^b$ corresponds to a fixed point labeled $y_h^b$. When these states coexist patterned fronts like that shown in Fig. 2(b) emerge. These fronts correspond to heteroclinic orbits connecting $y_h^b$ and $y_\gamma$. These connections form as a result of a transverse intersection between the unstable manifold of $y_h^b (W^u[y_h^b])$ and the stable manifold of $y_\gamma (W^s[y_\gamma])$; the robustness of this intersection is in turn a consequence of the dimensions of these manifolds, as further explained in [6]. Furthermore, spatial reversibility implies a similar intersection between $W^u[y_\gamma]$ and $W^s[y_h^b]$, and hence the presence of a heteroclinic cycle; homoclinic orbits in $W^s[y_h^b]\cap W^u[y_h^b]$ accumulate on this cycle. An example of such an orbit is shown in Fig. 2(c), where the trajectory rotates several times around $y_\gamma$ before returning to $y_h^b$. Solutions of this type correspond to localized patterns (LPs) containing a long plateau where the solution resembles the spatially periodic pattern shown in Fig. 2(a). Each rotation around $y_\gamma$ generates an additional peak in the profile of the LP. These orbits approach or leave $u_h^b$ in an oscillatory manner, leading to the appearance of oscillatory tails in the LP profile. LSs of this type correspond to Shilnikov or wild homoclinic orbits [35, 36]. In contrast, orbits where the behavior around the fixed point is monotonic are known as tame homoclinic orbits, and correspond to spikes [37].

For $\nu < 0$ the scenario is very different as $u_h^b$ and $u_h^s$ can coexist in a stable way [see Fig. 2(d)]. As a result, heteroclinic orbits can arise from the intersection between $W^u[y_h^b]$ and $W^s[y_h^b]$, forming the front shown in Fig. 2(e). In this regime, spatial reversibility is responsible for the formation of a variety of homoclinic orbits as well. One example of such an orbit and the corresponding LS is shown in Fig. 2(f).

In what follows, we shall explore the bifurcation structure of the solutions of the spatial problem using numerical computation. All such computations are carried out within the software AUTO-07p and solving the boundary value problem defined by Eq. (7) on a long domain $x \in (-L/2,L/2)$ with $L \gg 1$. Unless otherwise stated, due to the spatial reversibility of the system, we perform such computations on the half-domain using Neumann boundary conditions:

$$u_s(0) = u_{xxx}(0) = 0, \quad u_s(L/2) = u_{xxx}(L/2) = 0.$$  \hspace{1cm} (10)

When computing bifurcation diagrams of nontrivial solutions, we often choose signed $L_1$ norm

$$||u||_{L_1} \equiv \frac{1}{L} \int_{-L/2}^{L/2} u(x) dx,$$  \hspace{1cm} (11)

which, of course, can take positive or negative values. Temporal stability of the steady states we find shall not be of primary concern in this paper but can in principle be easily determined using (numerical) spectral methods. That is, on finding a steady state $u(x,t) = u_s(x)$, its temporal stability can be investigated by solving the eigenvalue problem

$$\mathcal{L}(u_s)\psi(x) = \sigma\psi(x), \quad \mathcal{L}(u_s) \equiv \mu + 2\alpha u_s - 3\beta u_s^2 - (\partial_x^4 + \nu \partial_x^2),$$  \hspace{1cm} (12)

where $\psi$ and $\sigma$ are the corresponding eigenfunction and eigenvalue associated with $\mathcal{L}$. Thus, a given state $u(x)$ is linearly stable if all eigenvalues satisfy $\text{Re}[\sigma] < 0$, and unstable otherwise.
III. HOMOGENEOUS STEADY STATES

The simplest steady state solutions are the homogeneous (or uniform) steady states (HSSs) $u_h$ obtained by setting the $x$ derivatives in Eq. (5) to zero. These states satisfy the cubic algebraic equation

$$\eta + \mu u_h + \alpha u_h^2 - \beta u_h^3 = 0.$$  \hfill (13)

Since $u_h(\eta, \mu)$ is given implicitly by (13), we sometimes use $u_h$ as a control parameter instead of $\eta$. The HSS undergo two folds or turning points at:

$$u_h = u_{l,r}^{t} \equiv \frac{\alpha \pm \sqrt{\alpha^2 + 3\beta \mu}}{3\beta},$$  \hfill (14)

such that $u_h$ is single-valued if $\alpha^2 + 3\beta \mu < 0$ and multivalued if $\alpha^2 + 3\beta \mu > 0$. The transition between these two situations in the $(\eta, \mu)$ parameter space occurs at the cusp bifurcation point

$$(\eta_C, \mu_C) \equiv \left(-\frac{\alpha^2}{3\beta}, -\frac{\alpha}{3\beta}\right).$$  \hfill (15)

Figure 3(a) shows the cusp point $C_h$ and the fold lines $\eta_{l,r}^{t}(\mu) = \eta(u_{l,r}^{t}; \mu)$, labeled as SN$^{l,r}_h$ respectively, for $\alpha = 0$. The horizontal dashed lines indicate the values of $\mu$ for which the HSS branches are shown in the right panels (i)-(iii). For $\mu \neq 0$, however, the system shows three coexisting states that we label $u_h^{b, m}$, and $u_h^{t}$, as shown in panel (iii). These configurations are symmetric with respect to the transformation $(\eta, u) \rightarrow - (\eta, u)$. For $\alpha \neq 0$, however, the symmetry $(\eta, u) \rightarrow - (\eta, u)$ is broken, resulting in the tilted scenario shown in Fig. 3(b).

A. Linear stability properties of HSSs

To determine the linear stability of these states against spatiotemporal perturbations we suppose that $u(x,t) = u_h + \epsilon \phi(x,t)$, with $\epsilon \ll 1$ and $\phi$ a perturbation. At $O(\epsilon)$ we obtain the linear equation

$$\partial_t \phi = -\partial_x^4 \phi - \nu \partial_x^2 \phi + (\mu + 2\alpha u_h - 3\beta u_h^2) \phi,$$  \hfill (16)
for the spatiotemporal evolution of the perturbation $\phi$.

To solve this equation we consider perturbations of the form $\phi(x,t) \sim e^{\sigma t} e^{ikx}$, where $\sigma$ is the growth rate of the Fourier mode with wavenumber $k$, satisfying the dispersion relation

$$\sigma(k) = -k^4 + \nu k^2 + \mu + 2\alpha u_h - 3\beta u_h^2.$$  

Thus, the HSS $u_h$ is unstable against perturbations with wavenumber $k$ if $\sigma(k) > 0$, and stable otherwise. The limiting situation, i.e. $\sigma(k) = 0$, yields to the marginal instability curve (MIC):

$$u_h = \frac{\alpha \pm \sqrt{\alpha^2 + 3\beta(\mu - k^4 + \nu k^2)}}{3\beta},$$

defining for a given set of parameters the unstable wavenumbers, and determining the dominant spatiotemporal instabilities of the system. Indeed, the threshold and critical wavenumber of such instabilities can be determined from the extrema of the MIC, which satisfy simultaneously the conditions $\sigma(k) = 0$ and $d\sigma(k)/dk = 0$. The critical wavenumber is given by $k_c^2 = k_t^2 = \nu/2$ if $\nu > 0$, and $k_c = 0$ otherwise. The threshold $u_c$ is given by Eq. (18) evaluated at $k = k_c$.

The type of instability undergone by the system thus depends on the value of $\nu$. If $\nu > 0$ the system undergoes first a Turing instability (TI), where $u_h$ becomes unstable to perturbations with wavenumber $k_c$. The onset of the TI is given by

$$u_c = u_{cT} = \frac{\alpha}{3\beta} \pm \frac{1}{3\beta} \sqrt{\alpha^2 + 3\beta \left( \mu + \frac{\nu^2}{4} \right)}.$$  

Note that TI requires that $\alpha^2 + 3\beta(\mu + \nu^2/4) > 0$, or equivalently $\mu > -\alpha^2/3\beta - \nu^2/4$. In contrast, if $\nu \leq 0$ the system undergoes an uniform stationary instability, where $u_h$ becomes unstable to uniform perturbations. The onset of the instability is then given by $u_c = u_{cT}$, corresponding to the folds, or saddle-node bifurcations $SN_{l,r}$, of the HSSs.

Figure 4 shows the stability of the HSSs as a function of $\eta$ for different values of $\nu$ and $\mu$. Figures 4(a)-(c) are drawn for $\nu = 2.5$ and three different values of $\mu$, namely $\mu = -0.5$ in (a), $\mu = 0$ in (b) and $\mu = 0.5$ in (c). Left panels show the HSS while the right panels show the associated MIC. For a fixed value of $k = \tilde{k}$, $u_h$ is unstable to perturbations with wavenumber $k$ if it lies inside the area delimited by the MIC (shaded light green area), and stable otherwise. The resulting stability of the HSS is indicated using solid (dashed) lines for stable (unstable) states.
Figure 5. Schematic unfolding of the QZ point in the $(\eta, \nu)$ parameter space. For $\nu < 0$, the fold $\eta_f^*$ corresponds to a RTB bifurcation and the BD transition corresponds to the red line. At the QZ point ($\nu = 0$), these bifurcations collide, and for $\nu > 0$, $\eta_f^*$ becomes a RTBH bifurcation and BD turns into a HH bifurcation (purple line). These four lines organize the different type of equilibria of the system. The terminology is explained in Table I.

[see Figs. 4(a).1-(c).1]. In Figs. 4(a).1,2 $u_h$ is single-valued and with increasing $\eta$ it first becomes unstable against spatiotemporal perturbations with $k_c = k_T$ between the two TI points (green dots). As the parameter $\mu$ approaches zero, the MIC expands towards smaller $k$ touching $k = 0$ at $\mu = 0$. This point corresponds to the cusp bifurcation. This is the situation shown in Figs. 4(b).1,2. For $\mu > 0$, $u_h$ becomes triple-valued and the three solution branches $u_h^b$, $u_h^m$ and $u_h^t$ appear as shown in Figs. 4(c).1,2 for $\mu = 0.5$. The middle branch $u_h^m$ is unstable against any type of perturbation including those with $k = 0$. The branches $u_h^b$ and $u_h^t$, however, are stable against $k = 0$ perturbations, but unstable to perturbation with $k \neq 0$ between the two TI points.

So far we have studied the stability and configuration of the HSS $u_h$ as a function of $\mu$ at a fixed value of $\nu$. However, one could also wonder what happens when $\mu$ is fixed and $\nu$ varies. Figures 4(d)-(f) show this scenario for $\mu = 0.5$ and different values of $\nu$. The situation shown in Figs. 4(d).1,2 for $\nu = 2.5$ is the same as that depicted in Figs. 4(c).1,2. As $\nu$ decreases towards zero, the instability onset moves towards $k = 0$ ($k_T \to 0$), and the TI points move towards the folds $\eta_f^L$. For $\nu = 0$, the TI collapses onto the folds and the wavenumber of the critical pattern arising from TI becomes $k_T = 0$. This is the situation shown in Figs. 4(e).1,2. For $\nu < 0$ (see Figs. 4(f).1,2 for $\nu = -2.5$) $u_h^b$ and $u_h^t$ are both stable against any spatiotemporal perturbation and no spatially periodic states emerge from them.

B. Linearized spatial dynamics around HSSs

Linearization of the spatial dynamical system (7) around its fixed points, and the study of its eigenspectrum yield very relevant information regarding the potential emergence of different type of LSs. The spatial eigenvalues $\lambda$ of the Jacobian matrix associated with (7) satisfy the biquadratic equation

$$\lambda^4 + \nu \lambda^2 + 3 \beta u_h^2 - 2 \alpha u_h - \mu = 0,$$

with solutions

$$\lambda^2 = \frac{1}{2} \left( -\nu \pm \sqrt{\nu^2 + 4(3 \beta u_h^2 - 2 \alpha u_h - \mu)} \right).$$

This equation is invariant under $\lambda \to -\lambda$ and $\lambda \to \lambda$ and leads to eigenvalue configurations symmetric with respect to both axes as depicted in Figure 5. The form of this equation is a consequence of spatial reversibility [6, 36, 38].

According to the values of the control parameters, one can identify four qualitatively different eigenvalue configurations:

A The eigenvalues are real: $\lambda_{1,2} = \pm a_1$, $\lambda_{3,4} = \pm a_2$

B There is a quartet of complex eigenvalues: $\lambda_{1,2,3,4} = \pm a \pm ib$
The transition from region RTBH are imaginary: $\lambda_{1,2} = \pm ib_1$, $\lambda_{3,4} = \pm ib_2$

The transitions between these possible eigenvalue configurations are shown in Figure 5, where the main spatial bifurcations and transitions of the system around SN$_r$ are shown for a fixed value of $\mu$ (the same scenario appears when considering SN$_l$). Here we adopt the nomenclature for these transitions introduced in our earlier work [39, 40], which is summarized in Table I and described below, although other conventions are possible:

BD The transition from region A to region B is through a Belyakov-Devaney (BD) [38, 41] line with eigenvalues $\lambda_{1,2} = \pm b_0$, $\lambda_{3,4} = \pm b_0$. At this transition, a broom global homoclinic bifurcation takes place [36, 41], such that the spatial period of a spatially periodic state becomes infinite and the periodic orbit becomes a tame homoclinic orbit.

HH The transition from region B to region C occurs through a Hamiltonian-Hopf (HH) bifurcation [23, 42]. At this bifurcation the spatial eigenspectrum reads $\lambda_{1,2} = \pm ib_c$, $\lambda_{3,4} = \pm ib_c$. This spatial bifurcation corresponds to a temporal Turing instability creating a spatially periodic state with wavelength $2\pi/b_c$.

RTB The transition from region A to region D takes place via a reversible Takens-Bogdanov (RTB) bifurcation with eigenvalues $\lambda_{1,2} = \pm q_0$, $\lambda_3 = \lambda_4 = 0$ [41]. Normal form theory predicts that near this point tame homoclinic orbits of the form $C_1 \text{sech}(C_2 x)$ exist. This transition can also be referred to as a Hamiltonian (or reversible) fold bifurcation.

RTBH The transition from region C to region D occurs via a reversible Takens-Bogdanov-Hopf (RTBH) bifurcation characterized by eigenvalues $\lambda_{1,2} = \pm ib$, $\lambda_3 = \lambda_4 = 0$ [41]. This transition can also be thought of as different case of the Hamiltonian (or reversible) fold bifurcation.

The transition lines in the parameter plane emanate from a codimension-two quadruple zero (QZ) point characterized by the eigenvalues $\lambda_1 = \lambda_2 = \lambda_3 = \lambda_4 = 0$ [23, 41]. Unfolding of this bifurcation is evidently essential for understanding the nonlinear behavior associated with the transitions shown in Fig. 5. The first attempt at a systematic study of this point was carried out by Iooss [25] but a complete understanding of the possible behavior near this point is essential for understanding the L-point.

Let us now analyze the spatial eigenvalues defined by Eq. (21) along the different transition curves in Fig. 5. The red and purple curves shown in the figure are defined by the equations

$$\eta_c = -\mu u_c - \alpha u_c^2 - \beta u_c^3,$$

$$u_c = \frac{\alpha}{3\beta} \pm \frac{1}{3\beta} \sqrt{\alpha^2 + 3\beta \left( \mu + \nu^2 \frac{\alpha^2}{4} \right)}.$$  \hfill (22)

Along these lines the spatial eigenvalues reduce to

$$\lambda_{1,2,3,4} = \pm \sqrt{-\frac{\nu}{2}}, \pm \sqrt{-\frac{\nu}{2}}.$$ \hfill (23)

i.e., two pairs of eigenvalues, each of double multiplicity. This expression leads to two different situations depending on the sign of $\nu$. When $\nu < 0$ the previous expression becomes

$$\lambda_{1,2,3,4} = \left( \pm \sqrt{|\nu|}, \pm \sqrt{|\nu|} \right),$$ \hfill (24)

and $\eta_c$ then corresponds to a Belyakov-Devaney (BD) transition, shown with a red line in Fig. 5. In contrast, when $\nu > 0$

$$\lambda_{1,2,3,4} = \left( \pm i \sqrt{|\nu|}, \pm i \sqrt{|\nu|} \right),$$ \hfill (25)

and $\eta_c$ then corresponds to a HH spatial bifurcation or, equivalently, the Turing bifurcation TI (purple line).

The other relevant points of this scenario correspond to the two saddle-node bifurcations of $u_l$, namely $u_l^{+,-}$. At these points, the spatial eigenvalues become

$$\lambda_{1,2,3,4} = (0, 0, \pm \sqrt{-\nu}).$$ \hfill (26)
In Fig. 5 we only plot $\eta_f^\nu$, although the situation is analogous for $\eta_f$.

As in the previous case, two different cases appear depending on the sign of $\nu$. For $\nu < 0$, the previous expression reduces to
\[
\lambda_{1,2,3,4} = \left(0, 0, \pm \sqrt{|\nu|}\right),
\]
and therefore $\eta_f^\nu$ corresponds to a reversible Takens-Bogdanov (RTB) bifurcation. In contrast, when $\nu > 0$ the spatial eigenvalues read
\[
\lambda_{1,2,3,4} = \left(0, 0, \pm i \sqrt{|\nu|}\right),
\]
and the line $\eta_f^\nu$ corresponds to a reversible Takens-Bogdanov-Hopf (RTBH) bifurcation.

A classification of the different types of fixed points and bifurcations is summarized in Table I, where the corresponding codimension, name and label are given. In the following, regions $A$ and $B$ of the $(\nu, \eta)$ phase diagram shown in Figure 5 will be of greatest interest. In these regions $u_h$ is hyperbolic, i.e. $\text{Re}[\lambda] \neq 0$, and therefore homoclinic orbits biasymptotic to $u_h$ are of codimension zero and therefore persist under small reversible perturbations.

Table II. Nomenclature used to refer to different transitions in the spatial eigenspectrum.

| Cod | $(\lambda_{1,2,3,4})$ | Name | Label |
|-----|------------------------|------|-------|
| Zero | $(\pm q_a \pm ik_b)$ | Bifocus | BiF |
| Zero | $(\pm q_1, \pm q_2)$ | Saddle | S |
| Zero | $(\pm ik_1, \pm ik_2)$ | Double-Center DC |
| Zero | $(\pm q_0, \pm ik_0)$ | Saddle-Center SC |
| One | $(\pm q_0, 0, 0)$ | Rev.Takens-Bogdanov | RTB |
| One | $(\pm ik_0, 0, 0)$ | Rev.Takens-Bogdanov-Hopf | RTBH |
| One | $(\pm q_0, \pm q_0)$ | Belyakov-Devaney | BD |
| One | $(\pm ik_1, \pm ik_2)$ | Hamiltonian-Hopf | HH |
| Two | $(0, 0, 0, 0)$ | Quadruple Zero | QZ |

IV. WEAKLY NONLINEAR ANALYSIS

Linear theory only tells us what happens before or after a given instability or bifurcation, but fails to describe the behavior at the bifurcation itself. The analysis of the system around a local bifurcation reveals the existence of periodic patterns, fronts, and LSs of different types. To perform such analysis, one can either use formal normal form theory [23, 43] or follow a multiscale perturbation approach as done in [44]. Here, we follow the latter approach.

First, we decompose the solution into a homogeneous and a space-dependent part, $u(x) = u_h + \phi(x)$, such that the problem splits in two, yielding an equation for the homogeneous part:
\[
\beta u_h^3 - \alpha u_h^2 - \mu u_h - \eta = 0,
\]
and a space-dependent equation:
\[
-\partial_x^4 \phi - \nu \partial_x^2 \phi + (\mu - 3\beta u_h^2 + 2\alpha u_h)\phi + (\alpha - 3\beta u_h)\phi^2 - \beta \phi^3 = 0.
\]
Taking $\eta$ as the control parameter of the system and the other parameters as fixed, we expand $\eta = \eta(u_h)$ about the bifurcation point $u_h = u_c$,
\[
\eta = \eta_c + \epsilon^2 \delta,
\]
with $\epsilon$ being a small expansion parameter measuring the distance from the bifurcation point.
Figure 6. Spatial bifurcations in the $(\eta, \mu)$ parameter space for $\alpha = 0$, $\beta = 1$, and three values of $\nu$: (a) $\nu = 2.5$, (b) $\nu = 0$, and (c) $\nu = -2.5$. The green and red lines are defined by $\eta_f = \eta(u_f)$ and $\eta_T = \eta(u_T)$. For $\nu > 0$, panel (a), $\eta_f$ and $\eta_T$ correspond to RTBH and HH, respectively; HH generates a supercritical (subcritical) periodic orbit when $\mu < \mu_T^c$ ($\mu > \mu_T^c$). The location of $\mu_T^c$ is marked by the red dots on the HH line. In contrast, for $\nu < 0$, panel (c), $\eta_f$ and $\eta_T$ become RTB and BD, respectively. The case $\nu = 0$, panel (b), shows that the transition between these two scenarios occurs through a degenerate QZ bifurcation. The panels below show the homogeneous steady state solutions as a function of $\eta$ for three constant values of $\mu$, namely $\mu = -0.5$ (column .1), $\mu = 0$ (column .2) and $\mu = 0.5$ (column .3), indicated by horizontal dashed lines in panel (a). The green dots signal the crossing of one of the transition lines.

In the neighborhood of a local bifurcation, the leading order contribution to a weakly nonlinear state near $u_h$ is in general captured by the ansatz

$$\phi(x, X) \sim \epsilon^m (A(X)e^{ik_c x} + c.c.),$$

(31)

where $k_c$ is the characteristic wavenumber of the marginal mode at the bifurcation (i.e. $k_c = 0$ for the fold bifurcation, and $k_c = k_T$ for the TI) and $A$ is its amplitude or envelope describing spatial modulations occurring on a larger spatial scale $X = \epsilon x$. The selection of the exponents $m$ and $l$ depends on the problem. For bifurcations in which the amplitude of the nonlinear solution grows as the square root of the distance from the threshold, such as those considered in this work, $m = 1$.

From here on, the calculation depends on the type of bifurcation and the solution that we are looking for. We first compute the weakly nonlinear steady states arising from SN\textsubscript{h}\textsuperscript{l,r} [see Sec. IV A], followed by the periodic and weakly nonlinear LSs near TI [see Sec. IV B].

A. Weakly nonlinear solutions near the fold bifurcations

We suppose that the saddle-node bifurcations SN\textsubscript{h}\textsuperscript{l,r} occur at $u_h = u_f$, and consider the expansions

$$u_h = u_f + \epsilon u_1 + \epsilon^2 u_2 + \cdots, \quad \phi = \epsilon \phi_1 + \epsilon^2 \phi_2 + \cdots,$$

(32)

where $\phi(X)$ depends on the long scale $X = \sqrt{\epsilon} x$ only, $\eta = \eta_f + \epsilon^2 \delta$ and $\epsilon \propto u_h - u_f$. Keeping the leading order terms,
Figure 7. Panel (a) shows the asymptotic approximation (36) in blue and the exact numerical solution (orange dots) close to SN₂ when (ν, µ) = (−2, 4) and η = η₂ = 0.001. We observe very good agreement between the approximate and exact solutions. In this case, SN₁ corresponds to a RTB spatial bifurcation, and the LS arising from it corresponds to a tame homoclinic orbit. Panel (b) shows a similar result for SN₂ when (ν, µ) = (2, 4) and η = η₂ = 0.001. In this case, SN₂ corresponds to a RTBH spatial bifurcation, and the LS arising from it correspond to a generalized homoclinic orbit. The inset shows a close-up view of the tails.

The weakly nonlinear LS solutions take the form

\[ u(x) = u_f + \epsilon (u_1 + \phi_1(x)) + O(\epsilon^2), \]

where \( u_1 = \pm \sqrt{\delta/(3\beta u_f - \alpha)} \), \( \phi_1(x) = u_1 A(X) \) and \( A(X) \) satisfies the second order equation

\[ c_0 A_{XX} + 2A + A^2 = 0, \quad \epsilon \frac{\nu}{\sqrt{\delta(3\beta u_f - \alpha)}}. \]

This amplitude equation supports solutions of the form

\[ A(X) = -3\text{sech}^2 \left( \frac{1}{2} \sqrt{-\frac{2}{\delta}} \sqrt{(3\beta u_f - \alpha)X} \right), \]

leading to the weakly nonlinear LS

\[ u(x) = u_f + \sqrt{\frac{\eta - \eta_f}{3\beta u_f - \alpha}} \left[ 1 - 3\text{sech}^2 \left( \frac{1}{2} \sqrt{-\frac{2}{\delta}} \sqrt{(3\beta u_f - \alpha)(\eta - \eta_f)x} \right) \right] + O(\eta - \eta_f). \]

This expression holds whenever \( \nu < 0 \), i.e., when the saddle-node bifurcations at \( u_f \) corresponds to a RTB spatial bifurcation. We label this family of solutions as \( \Sigma \). When \( u_f \) is instead a RTBH bifurcation the situation is rather more delicate [23], and new states, commonly known as generalized solitary waves, may arise. In contrast to the former, the latter states are biasymptotic to a spatially periodic state of constant but arbitrarily small amplitude. A proper computation of these states requires the application of a careful normal form approach to Eq. (7) [23, 43]. However, as found by Gandhi et al. [45], the weakly nonlinear solution (36), obtained through formal multiscale perturbation analysis that ignores the center eigenvalues, may provide a good approximation to such states provided one replaces \(-\nu\) in Eq. (36) by \(|-\nu|\). The details of this calculation are presented in Appendix A.

Figure 7(a) shows an excellent agreement between the weakly nonlinear solution (36) (blue line) and the numerically exact solution computed through a Newton-Raphson solver (orange dots) when \( u_f \) is of RTB type. Figure 7(b) shows the corresponding results near RTBH. The inset shows a detail of the small constant amplitude oscillations in the background.

B. Weakly nonlinear solutions near the Turing bifurcation

Near the Turing bifurcation, we write

\[ u_h = u_T + \epsilon^2 u_2 + \cdots, \quad \phi = \epsilon \phi_1(x, X) + \epsilon^2 \phi_2(x, X) + \epsilon^3 \phi_3(x, X) \cdots. \]

In what follows we allow \( \phi \) to depend on both the short scale \( x \) and the long scale \( X = \epsilon x \), where \( \epsilon \) is defined through the relation \( \eta = \eta_T + \epsilon^2 \delta \), with \( \delta < 0 \) for \( \eta_T^+ \) and \( \delta > 0 \) for \( \eta_T^- \).

At leading order in \( \epsilon \), the weakly nonlinear steady states around TI are described by

\[ u(x) = u_T + \epsilon \phi_1(x) + \epsilon^2 u_2, \]

where

\[ \phi = (\eta - \eta_T) \frac{2}{\sqrt{\delta}} \epsilon \sqrt{\frac{3\beta u_f - \alpha}{\delta}} \left[ \text{sech} \left( \frac{1}{2} \epsilon \sqrt{\frac{2}{\delta}} \sqrt{(3\beta u_f - \alpha)(\eta - \eta_T)x} \right) \right]. \]
where \( u_2 = -\delta/M_T \) with \( M_T \equiv \mu + 2\alpha u_T - 3\beta u_T^2 = -\nu^2/4 \), and
\[
\phi(x, X) = A(X)e^{ik_c x} + c.c. \tag{39}
\]
Here \( k_c = k_T \), and the complex amplitude can be written as \( A(X) = B(X)e^{i\varphi} \) where \( B(X) \) is real and satisfies the equation
\[
\delta B - c_1 BXX + c_3 B^3 = 0. \tag{40}
\]
Here \( c_1 \) and \( c_3 \) are two coefficients that depend on the parameters of the system [see Appendix B]. Equation (40) admits uniform solutions satisfying
\[
B(\delta + c_3 B^2) = 0, \tag{41}
\]
namely \( B = 0 \) and \( B = \sqrt{-\delta/c_3} \). The latter corresponds to the spatially periodic pattern
\[
u(x) = u_T - M_T^{-1}(\eta - \eta_T) + 2 \sqrt{\frac{\eta - \eta_T}{-c_3}} \cos(k_T x + \varphi). \tag{42}
\]
This pattern appears through a pitchfork bifurcation at \( \delta = 0 \) and is supercritical when \( c_3 > 0 \) and subcritical when \( c_3 < 0 \). The transition between these two scenarios occurs in a degenerate TI (a condimension-two bifurcation) at \( (\eta_T, \mu_T^d) \) where \( \mu_T^d \) satisfies \( c_3|\mu_T^d| = 0 \). This condition yields
\[
\mu_T^d = \frac{1}{3\beta} \left( \frac{87}{152} \beta \nu^2 + \alpha^2 \right). \tag{43}
\]
In the subcritical regime, Eq. (40) also admits pulse solutions of the form
\[
B(X) = \sqrt{-\frac{2\delta}{-c_3}} \operatorname{sech} \left( \frac{\delta}{c_1} X \right), \tag{44}
\]
leading to the LS solution
\[
u(x) = u_T - M_T^{-1}(\eta - \eta_T) + 2 \sqrt{\frac{\eta - \eta_T}{-c_3}} \operatorname{sech} \left( \frac{\eta - \eta_T}{c_1} x \right) \cos(k_T x + \varphi). \tag{45}
\]
The spatial phase \( \varphi \) of the spatially periodic states is arbitrary and reflects invariance under translations. However, this is no longer so for the LS, where a beyond all orders calculation predicts two specific values of \( \varphi, \varphi = 0, \pi \), both preserving the spatial reversibility symmetry \((x, u) \rightarrow (-x, u)\) of Eq. (1) [46–50]. Hence, there are two types of localized weakly nonlinear solutions, one with a maximum at the center of the domain \((x = 0)\), corresponding to \( \varphi = 0 \), and another with a minimum at \( x = 0 \), associated with \( \varphi = \pi \). In the following we label such families of solutions as \( \Gamma_0 \) and \( \Gamma_\pi \), respectively. Continuing these families away from HH they can develop two distinct bifurcation structures depending on the parameters, namely standard homoclinic snaking, discussed in Sec. V A, or collapsed snaking, discussed in Sec. V B. In the latter case we will refer to \( \Gamma_\pi \) as \( \Gamma'_{0,\pi} \) to distinguish the two cases.

In the present scenario \((\alpha = 0, \beta = 1)\), the weakly nonlinear spatially periodic patterns emerging from \( u_T^b \) (i.e., the bottom HH bifurcation) read
\[
u(x) = u_T^b + \frac{\eta - \eta_T}{\nu^2/4} + 2 \sqrt{\frac{\eta - \eta_T}{-c_3}} \cos(k_T x + \varphi), \quad c_3 = \frac{\sqrt{3}(29\nu^2 + 152\mu)}{36\sqrt{\nu^2 + 4\mu}^3}, \tag{46}
\]
Figure 9. The phase diagram in the $(\eta, \mu)$ parameter space for $\alpha = 0$, $\beta = 1$ and $\nu = 2$, showing the main bifurcation curves for bright LSs: HH (violet), $SN^{l,r}_h$ (green), $SN^{l,r}_s$ and $SN^{l,r}_c$ (orange), $SN^{h,s}_s$ and $SN^{h,s}_c$ (red). The cusp bifurcation $C_h$ of the uniform state, the points $C_1$, $C_3$ and the degenerate point $\mu_d$ are also shown. There are two main regions: I with standard homoclinic snaking, and II with collapsed snaking. The bifurcation lines corresponding to the dark states are related by symmetry to those for the bright states, and are shown in lighter colors.

and the degenerate HH point occurs at

$$\mu_d^T \equiv -\frac{29\nu^2}{152}.$$  \hspace{1cm} (47)

This point is marked with $\bullet$ in Fig. 6(a). Thus, the spatially periodic states arise subcritically whenever $\mu > \mu_d^T$, and supercritically otherwise.

Furthermore, for $\mu > \mu_d^T$ small amplitude homoclinic orbits of the form

$$u(x) = u_T^b + \frac{\eta - \eta_T^b}{\nu/2} + \sqrt{\frac{\eta - \eta_T^b}{-c_1^b/2}} \text{sech} \left( \sqrt{\frac{\eta - \eta_T^b}{c_1^b}} x \right) \cos(k_T x + \varphi)$$  \hspace{1cm} (48)

bifurcate together with the periodic pattern and in the same direction ($\eta > \eta_T$). Here

$$c_1^{b,t} = \frac{-\nu^3}{2f_0^{b,t}} = \frac{\nu^3}{12u_T^{b,t}}.$$  \hspace{1cm} (49)

Figure 8(a) and (b) shows an excellent agreement between the weakly nonlinear solution (48) (blue line) and the numerically exact solution computed through a Newton-Raphson solver (orange dots) for $\varphi = 0$ and $\varphi = \pi$, respectively. These approximate solutions are valid near the bifurcation point HH, but fail far from it. However, these families of states can be tracked far from HH using a numerical path-continuation algorithm \[51, 52\] resulting in their full bifurcation structure and region of existence.

V. TWO-PARAMETER BIFURCATION DIAGRAMS FOR $\nu > 0$

In this section we present a detailed study of the bifurcation structure and stability of the family of LSs emanating from the HH bifurcation when $\nu > 0$. Here and in Section VI we focus on the symmetric scenario corresponding to $\alpha = 0$. In this case, the scaling $\tilde{u} = u/\sqrt{\beta}$, $\tilde{\eta} = \eta/\sqrt{\beta}$ allows us to assume $\beta = 1$ without loss of generality. The main differences arising when $\alpha \neq 0$ are reported in Section VII.

The type of bifurcation structure that these states undergo far from HH depends on how the stability of the spatially periodic solution and of the HSSs changes with the parameters of the system. Depending on these features three different scenarios appear.
Figure 10. (a) Bifurcation diagram for $\nu = 2$ and $\mu = 0.5$, showing HSSs (green), periodic patterns arising from the HH points (red) and the branches of $\Gamma_0$ LSs for both bright and dark states (blue). (b) Close-up view of panel (a) focusing on homoclinic snaking of the bright states with $\Gamma_0$ (blue) and $\Gamma_\pi$ (orange). Sample bright profiles along $\Gamma_0$ are shown in panels (i)-(iv) and along $\Gamma_\pi$ in panels (v)-(viii). The snaking or pinning region lies between $\eta_l$ and $\eta_r$.

I. Standard homoclinic snaking

II. Collapsed homoclinic snaking

III. Transition region between the two kinds of homoclinic snaking.

Figure 9 provides a summary of the bifurcation structures of LSs in the $(\eta, \mu)$ plane. Scenario I corresponds to the light green region below the lower gray dot-dashed line. Scenario II corresponds to the region above the upper gray line. Finally, there is a crossover region between these two scenarios we label as Scenario III.

The green lines in Fig. 9 correspond to $\text{SN}^{l,r}_P$, the violet line represents TI or HH, and the red dot is the degenerate HH. Due to symmetry under the transformation $(u, \eta) \rightarrow (-u, -\eta)$, a solution $u(x; \eta)$ implies the presence of a solution $-u(x; -\eta)$; the corresponding bifurcation curves are related by the same transformation. This leads to the symmetry of the $(\eta, \mu)$ phase diagram with respect to $\eta \rightarrow -\eta$, and one can therefore limit attention to the bifurcation lines for one sign of $\eta$ only. Here we plot lines corresponding to the LSs sitting on $u^b$, hereafter bright LSs. In the following section we elucidate the nature of each of these lines.

A. Standard homoclinic snaking: Scenario I

In this section, we characterize the bifurcation structure of the LSs within the light green region of the phase diagram shown in Fig. 9.

Figure 10 shows the bifurcation diagram of LSs as a function of $\eta$ for $\mu = 0.5$ in terms of the norm (11). Note that this norm may be negative. This diagram corresponds to a slice at constant $\mu$ of the $(\eta, \mu)$ phase diagram. The stability of the different homogeneous (green line) and LS (blue and orange lines) solutions is indicated using solid (dashed) lines for stable (unstable) states. The dark red line in this diagram corresponds to the spatially periodic states P (stability not indicated). The latter states arise subcritically from HH at $u^b_T$, and stabilize at the saddle-node SN$_P$ at $\eta = \eta^I_P$. After crossing this fold, the P states remain stable until SN$_P$ ($\eta = \eta^s_P$) where the P branch folds back and terminates at a second HH point at $u^T_T$. In this way the stable pattern P and the HSS branches $u^b_h$ and $u^h$ define two Turing bistability regions, namely $\eta^I_P < \eta < \eta^s_P$ and $\eta^T_P < \eta < \eta^s_P$. In Fig. 10(a), due to the choice of parameters, $\eta^I_T = \eta^s_T = 0$. 


1. Snakes-and-ladders structure

The LSs within each bistability region fall on one of two subcritical branches $\Gamma_{0,\pi}$ as shown in Fig. 10(a). The bottom left snaking structure corresponds to bright LSs while the top right snaking structure corresponds to dark LSs. Owing to invariance under the transformation $(\eta, u) \mapsto (-\eta, -u)$, the diagram is symmetric with respect to the point $(\eta, u_0) = (0, 0)$. For this reason we focus in the following on the bottom left snaking structure. This structure is shown in close-up in Fig. 10(b), showing the solution curve $\Gamma_0$ in blue and $\Gamma_\pi$ in orange. Some representative examples of $\Gamma_0$ and $\Gamma_\pi$ profiles are shown in Fig. 10(i)-(iv) and Fig. 10(v)-(viii), respectively. These states can be seen as a slug of the spatially periodic pattern emerging from HH embedded in a $u_b^h$ background, and will be referred to in the following as localized patterns (LPs). Near HH, the $\Gamma_0$ and $\Gamma_\pi$ states are well described by the asymptotic expressions (48). Both arise subcritically from HH and are therefore initially unstable, but as $\eta$ varies they enter the snaking or pinning region $\eta_l < \eta < \eta_r$. Within this region, $\Gamma_{0,\pi}$ both undergo standard homoclinic snaking, i.e., a sequence of back-and-forth oscillations in $\eta$ around the Maxwell point $\eta^p_M$, where $F[u_p] = F[u_h]$. The oscillations in amplitude reflect the successive addition of pattern peaks at either side of the structure each time the solution passes a right saddle-node $\text{SN}_l^i$ as one proceeds up the diagram. Here the subindex $i$ indicates the number of peaks of the solution. Furthermore, temporal stability of $\Gamma_{0,\pi}$ changes at each $\text{SN}_l^{1,\pi}$ leading to intervals of stable (solid line) and unstable (dashed line) solutions as one proceeds up each snaking branch. These bifurcation points converge monotonically and exponentially to $\eta_l$ and $\eta_r$, respectively, as the number of peaks within the LP increases. For this reason the folds $\text{SN}_3^{l, \pi}$ in Fig. 9 are already very close to $\eta_l$ and $\eta_r$ (not shown in the figure). In finite domains, the pairwise peak nucleation process must terminate once the spatial domain is filled. As a result, the $\Gamma_0$ and $\Gamma_\pi$ branches connect with one of the many periodic states arising from $u_h$, between the HH bifurcations at $u_h^l$ and $u_h^r$.

The formation of LPs and their organization in a homoclinic snaking structure can be understood from a geometrical perspective in terms of a heteroclinic tangle that occurs within $\eta_l < \eta < \eta_r$. Within this range, the unstable manifold of $u_h^l$ ($W_u[u_h^l]$) intersects transversally the stable manifold of a given spatially periodic pattern ($W_s[\gamma]$) as $\eta$ varies. The first tangency $W_u[u_h^l] \cap W_s[\gamma]$ at $\eta_l$ corresponds to the birth of Shilnikov-type homoclinic orbits, which are bi-asymptotic to the bifocus equilibrium $u_h^0$. The last tangency at $\eta_r$ corresponds to their destruction.

In addition, the $\Gamma_0$ and $\Gamma_\pi$ branches are connected by a sequence of rung states (not shown) consisting of asymmetric states arising from symmetry-breaking pitchfork bifurcations that occur very close to $\text{SN}_i^{l, \pi}$. Because of its gradient structure these states are stationary, albeit unstable solutions of (1). With this set of rung branches, the standard homoclinic snaking takes the form of what is known as a snakes-and-ladders structure [53].

2. Persistence

The phase diagram of Fig. 9 shows the changes in the homoclinic snaking region as $\mu$ varies. Decreasing $\mu$, the snaking region shrinks, and the different LP states disappear in a sequence of cusp bifurcations $C_i$ where $\text{SN}_i^l$ and $\text{SN}_i^r$ annihilate one another. The cusp bifurcations $C_i$ with $i = 1, 3$ associated with the LPs of 1 and 3 peaks are shown in Fig. 9. With increasing $\mu$, however, the snaking region expands, and the saddle-node bifurcations $\text{SN}_i^r$ are destroyed in a sequence of necking bifurcations where the snakes-and-ladders structure breaks into separate isolas. The first of such bifurcations, $N_3^l$, occurs at $(\eta, \mu) \approx (0.13209, 0.98085)$ (see inset in Fig. 9) and marks an upper limit for the standard snaking region. After that point the homoclinic snaking starts to break up as its branches reconnect with other states. We explain in detail this transition in Section V C.

The dark LPs follow the same type of structure [Fig. 10(a)] related to that shown in Fig. 10(b) through the symmetry $(\eta, u) \rightarrow (-\eta, -u)$. The corresponding bifurcation curves are thus related to those in the $(\eta, \mu)$ phase diagram of Fig. 9 through the transformation $\eta \rightarrow -\eta$. For simplicity we do not show these additional curves here.

B. Collapsed homoclinic snaking: Scenario II

Above $N_3^l$, the states $\Gamma_{0,\pi}$ arising from HH organize in a different bifurcation structure. One example of such a scenario is depicted in Fig. 11 for $\mu = 1.5$ and $\varphi = 0$. The vertical dashed line at $\eta = \eta^p_M^{hT} \equiv 0$ represents the HSS Maxwell point, where $F[u_h^b] = F[u_h^l]$. Within the parameter interval $\eta^p_T < \eta < \eta^p_H$, $u_h^b$ and $u_h^T$ coexist and are stable. In the following we refer to this interval as the uniform-bistability region. Within this region, stationary fronts connecting $u_h^b$ and $u_h^T$ ($u_h^b \rightarrow u_h^T$), and vice versa ($u_h^T \rightarrow u_h^b$), may be present.

These heteroclinic orbits may approach and leave the HSS $u_h^{b,T}$ either monotonically or in an oscillatory manner, depending on the spatial stability of such equilibria. In the parameter range studied here $(\eta \in [\eta^p_T, \eta^p_H])$, $u_h^{b,T}$ are of bifocus type, and therefore the spatial eigenvalues are $\lambda_{1,2,3,4} = \pm a \pm ib$, with $a, b \in \mathbb{R}^+$. Hence, any orbit approaching
such an equilibrium does so in an oscillatory fashion described by \( u - u^{b,t}_h \sim e^{\pm ax} \cos(bx) \) whenever \( |u - u^{b,t}_h| \ll 1 \). In the following, we use the term oscillatory tail to refer to the part of a front far from its core, the part described by the preceding approximation. In the presence of such oscillatory tails, two back-to-back fronts, \( u^{b\rightarrow t}_h \) and \( u^{t\rightarrow b}_t \), may interact and lock, leading to a large number of different LSs close to \( \eta^h_M \). These states consist of a plateau of one of the HSSs embedded in the other.

### 1. Collapsed snaking structure

Before introducing the front locking mechanism, let us discuss the bifurcation structure shown in Fig. 11. Here the \( \Gamma'_0 \) states again arise subcritically from HH and hence are unstable, as in the scenario described in Sec. V A. The single peak LSs persist to high amplitude as \( \eta \) decreases to SN\(_{ls}^1 \), where it folds back to approach the front-locking region close to \( \eta^h_M \) (see inset of Fig. 11). Beyond SN\(_{ls}^1 \) this state is stable and remains so until it reaches SN\(_{c1}^r \). This LS, shown in Fig. 11(i), resembles that in Fig. 10(i) and indeed one can pass between them by continuously changing the parameters from region I to region II. Proceeding up the bifurcation diagram, \( \Gamma'_0 \) starts to oscillate around \( \eta^h_M \), approaching it asymptotically as \( ||u||_{L^1} \rightarrow 0 \). All along \( \Gamma'_0 \), the LSs undergo successive saddle-node bifurcations SN\(_{c1}^r \) lying, respectively, to the left/right of \( \eta^h_M \). Because of the exponentially decreasing amplitude of these oscillations the bifurcation structure in Fig. 11 is commonly known as collapsed homoclinic snaking [44, 54, 55]. At each SN\(_{c1}^r \) on \( \Gamma'_0 \), an additional spatial oscillation is nucleated around \( x = 0 \), leading to a continuous growth in the LS width as the inner part of the LS fills with \( u^{b}_h \). This broadening can be observed in the series of LS profiles shown in Fig. 11(i)-(viii). In the broadest states [e.g., profiles (iv)-(viii)] one can easily see the connection of \( u^{b}_h \) with \( u^{t}_h \) and back again to \( u^{b}_h \), a result of the spatial locking of the heteroclinic orbits \( u^{b\rightarrow t}_h \) and \( u^{t\rightarrow b}_h \).

Owing to the finite size of the domain, the continued broadening of the LS must terminate, as in the case of the LPs in Sec. V A. Here, however, as \( ||u||_{L^1} \) becomes positive, the extent of the plateau around \( u^{h}_t \) becomes longer than the interval occupied by \( u^{b}_h \), and the bright LSs turn smoothly into dark LSs, with \( u^{h}_t \) now embedded in a \( u^{b}_h \) background. These dark LSs also undergo collapsed homoclinic snaking as can be seen in the top part of the diagram depicted in Fig. 11. Near HH on \( u^{t}_T \) the dark LSs are again well described by (48) before their disappearance at \( u^{h}_T \).

The front locking mechanism responsible for collapsed snaking can be understood phenomenologically via the model equation [56, 57]

\[
\partial_t D = \varrho e^{-aD} \cos(bD) + \Theta \equiv f(D),
\]

(50)
describing the temporal evolution of the separation \( D \) between two fronts. Here, \( \Theta \) is proportional to the distance from the Maxwell point \( \eta^h_M \) (i.e., \( \Theta \sim \eta - \eta^h_M \)), \( \varrho \) depends on the parameters of the system and \( a (b) \) is the real
Figure 12. Schematic representation of the interaction and locking of domain walls. (a) Equilibria of Eq. (50) for different values of $\eta$: $\eta = 0$ at location (i), and $\eta_{1,2}$ with $\eta_2 > \eta_1$ at locations (ii) and (iii). Stable (unstable) states are indicated by full • (empty ◦) circles. (b) Bifurcation diagram showing the equilibrium front separation $D$ from Eq. (50) as a function of $\eta$ and the three locations (i), (ii) and (iii). (c) Same as (b) but using the norm $||u||_{L_1}$ instead of $D$. This last diagram is a schematic picture of the collapsed snaking shown in Fig. 11.

( imaginary) part of the leading spatial eigenvalue associated with the bifoci $u_{b,t}^{h,t}$. In special cases this equation can be derived by a systematic procedure [58–60]. Its equilibria and their stability are summarized in Fig. 12 and reproduce the collapsed snaking diagram in Fig. 11.

In summary, when the fronts are close to one another the interaction between them is strong and the pinning interval is broad; when the fronts are far apart the interaction is exponentially weak and the distance between successive saddle-nodes shrinks exponentially.

2. Other states and persistence

The collapsed snaking structure exists in the pink shaded area (II) shown in the $(\eta, \mu)$ phase diagram of Fig. 9. As $\mu$ increases the collapsed snaking persists, and the region of existence of the LSs expands. Decreasing $\mu$, however, leads to the break up of collapsed snaking at the necking bifurcation $N_{1s}$ as region I is approached. Below this point, isolas of LSs are present but such isolas disappear again in another sequence of necking bifurcations near $\eta_M$, labeled $N_{1c}$, as $\mu$ decreases. The extent of these isolas is determined by the forked tongues shown in Fig. 9, Fig. 13 and Fig. 14. We study this transition in the next section.

C. The transition region: Scenario III

In the previous sections we have analyzed the bifurcation structure associated with LSs arising from HH in region I, where they undergo standard homoclinic snaking, and region II where they exhibit collapsed homoclinic snaking. The transition between these two scenarios is quite complex, and is mediated by a sequence of necking bifurcations. As a result, different segments of the previous bifurcation curves merge with a number of isolas. The transition region associated with this process is depicted in two close-up views of Fig. 9, shown in Figs. 13 and 14. There are two types of necking bifurcations: those associated with the destruction of standard homoclinic snaking, labeled $N_{1s}$, and those related with the destruction of collapsed snaking, labeled $N_{1c}$. In what follows we analyze each transition separately.

Before considering these necking transitions in detail, one can ask what is the fundamental mechanism that forces this necking to happen. Here we can learn from the recent work in [32] which considers a similar transition in the context of reaction-diffusion systems. The key idea is that, as one varies a second parameter ($\mu$ in our case), one-parameter diagrams undergo collapsed snaking (for sufficiently large absolute values of $||u||_{L_1}$) whenever there exists a heteroclinic cycle, that is, a pair of symmetry-related heteroclinic connections (fronts) between the spatially homogeneous states. The transition occurs at a codimension-two point for which the heteroclinic orbits become degenerate due to a quadratic tangency between the two two-dimensional stable and unstable manifolds involved. This codimension-two bifurcation can be seen in Fig. 13, at the point marked ‘Het’. The (black) curve of heteroclinic cycles emerges from this point.

The case studied in [32] was for systems that, while reversible, did not conserve a first integral. Here the computation of heteroclinic cycles is easier, because the cycle must exist for the value of the parameters for which the two equilibria in question have the same value of $H$ given by Eq. (6). For the equilibria $u = \pm \sqrt{\mu/\beta}$, the choice $\alpha = 0$, $\beta = 1$
Figure 13. Top panel: a close-up view of the $(\eta, \mu)$ phase diagram in Fig. 9, showing the details of the transition region between regions I and II around $\eta^M_M$. Here we plot the main saddle-node, necking and cusp bifurcations of the system. See text for additional details. Labels (i)-(iv) refer to the constant-$\mu$ slices depicted in the remaining panels, corresponding to $\mu = 0.8, 0.9, 0.95$ and 0.975, respectively.

implies that $\mu > 0$ and such cycles must therefore occur along the half-line $\{\eta = 0, \mu > 0\}$. However, numerical computations reveal that such heteroclinic cycles do not exist along this whole half-line. Instead there is a finite $\mu$ value, $\mu_{Het}(\eta^M_M)$, for which the aforementioned heteroclinic tangency occurs, such that the heteroclinic cycle exists along $\{\eta = \eta^M_M = 0, \mu > \mu_{Het}\}$. This is the point marked ‘Het’ in Fig. 13.

The transition between regular and collapsed snaking can thus be explained, in the limit of wide patterns, by the resulting change in the ultimate limit state of the snaking bifurcation curve. However, from the point of view of the evolution of one-parameter bifurcation diagrams, the process is much more complex, which we shall now describe.

1. Transition mediated by $N^2_i$

Let us start with a description of the process taking place through the sequence of necking bifurcations labeled $N^2_i$. These bifurcations occur below $N^1_1$, and therefore, inside region I, where patterned LSs undergo standard snaking. A close-up view of this area is depicted in the top panel of Fig. 13. The three fork-shaped tongues show the regions of existence of LSs of different extent, bounded by the saddle-node bifurcations $SN^l_{c,i}$ and $SN^r_{c,i}$ (with $i = 1, 2, 3$). Each pair $SN^l_{c,i}$ and $SN^r_{c,i}$ collide in a cusp bifurcation labeled $C^l_{c,i}$, while $SN^r_{c,i}$ and $SN^l_{c,i}$ coalesce at the necking bifurcations $N^2_i$. The horizontal point-dashed lines in the phase diagram of Fig. 13 refer to the constant-$\mu$ slices shown in Figs. 13(i)-(iv) depicting a certain number of the isolas around the Maxwell point $\eta^M_M$.

Figure 13(i) shows the $\Upsilon_a$ isolas for $\mu = 0.8$. The LSs between $SN^l_{c,3}$ correspond to a three-peak state like that shown in Fig. 11(iii). For this value of $\mu$, a second isola, labeled $\Upsilon_b$, is also present. The states on this isola are related to the two-peak state shown in Fig. 11(ii). As $\mu$ decreases further only isolas of the broadest LSs remain, and even all these disappear below ‘Het’. In contrast, increasing $\mu$, results in a situation like that depicted in Fig. 13(ii) for $\mu = 0.9$. By this value of $\mu$, $SN^l_{c,2}$ have already formed through the cusp bifurcations $C^l_{c,2}$. A close-up view of the resulting isolas is shown in the inset, where the top part of $\Upsilon_b$ and the bottom part of $\Upsilon_a$ are depicted together with $SN^l_{c,2}$ and $SN^r_{c,2}$. The bifurcations $SN^l_{w}$, relevant for increasing $\mu$, are also labeled.

At $N^2_2$ (i.e. $\mu = \mu_{N^2_2}$), $SN^l_2$ and $SN^r_2$ collide forming the stable branch bounded by $SN^l_{c,2}$ and $SN^r_{c,2}$. As a result, $\Upsilon_a$
Figure 14. (a) Close-up view of the phase diagram shown in Fig. 9 near the standard-to-collapsed homoclinic snaking transition. The horizontal point-dashed lines (i)-(iv) correspond to the diagrams shown in Fig. 13. Panels (b) and (c) show close-up views of panel (a) around the necking bifurcations $N_{s_1}$ and $N_{s_3}$, respectively. The forked tongues around $\eta = \mu$ are related to the LSs formed through the locking of fronts connecting the two HSSs, and exhibit a cascade of necking bifurcations labeled $N_{i_c}$. The horizontal dashed lines (i)-(ii) in panel (b) correspond to the diagrams shown in Fig. 15; those in (c) correspond to the diagrams shown in Fig. 16.

Figure 15. Destruction of standard homoclinic snaking through the necking bifurcation $N_{s_1}$ occurring at $(\eta, \mu) = (0, 1.329, 0.98085)$. In (i) we show the bifurcation scenario very close to $N_{s_1}$, at $\mu = 0.98084$, and a close-up view. Panels (ii) shows the reorganization of the branches for $\mu = 0.980861$, just after the occurrence of $N_{s_1}$ and $\Upsilon_b$ merge into a single isola $\Upsilon_c$. This situation is shown in Fig. 13(iii) for $\mu = 0.95$, just after $N_{c_2}$. The inset in that figure shows a close-up view where $sn^{l,r}_z$ and $SN^{r}_{c_2}$ can easily be appreciated. Increasing $\mu$ slightly more leads to a secondary necking bifurcation $N_T$ at $(\eta, \mu) \approx (-0.01, 0.96)$ where $sn^l_z$ and $sn^r_z$ collide. Owing to this merger two new isolas $\Upsilon_d$ and $\Upsilon_e$ arise. This new configuration is depicted in Fig. 13(iv) for $\mu = 0.975$.

In what follows, we focus on the reconnections encountered by $\Upsilon_e$ as $\mu$ increases.

2. Transition mediated by $N_{s_i}$

So far, we have analyzed the entanglement of isolas $\Upsilon_a,...,\Upsilon_e$, through the necking bifurcations $N_{s_i}$ (see Fig. 13). Here, we continue that analysis and describe the process leading to the sequential destruction of standard snaking and appearance of collapsed snaking. This destruction is mediated by a new set of necking bifurcations that we label $N_{s_i}$.
Figure 16. Destruction of the isola $\Theta_{0}^{-1p}$ and the formation of $\Theta_{0}^{-7p}$ and $\Xi_{3}^{0}$, $\Xi_{5}^{0}$ and $\Xi_{7}^{0}$ when crossing $N_{s}^{3}$ and $N_{s}^{5}$. In panel (i) $\mu = 0.98084$, while panels (ii).1 and (ii).2 show the situation for $\mu = 0.997809$ after crossing $N_{s}^{3}$ and $N_{s}^{5}$.

Figure 17. Hybrid states associated with $\Xi_{5}^{0}$.

(with $i$ associated with the $SN_{s,i}^{l,r}$).

Figure 14(a) shows a detailed view of the $(\eta,\mu)$ phase diagram of Fig. 9, showing the necking bifurcations $N_{c}^{i}$ and $N_{s}^{i}$ (with $i = 1, 3, 5$). Let us first tackle the transitions mediated by $N_{s}^{1}$. An enlargement of Fig. 14(a) around $N_{s}^{1}$ is shown in Fig. 14(b), together with the saddle-node bifurcations $SN_{s,1}^{r}$, $sn_{r,1}$ and $SN_{c,1}^{r}$. To understand this transition we show in Fig. 15 two slices of Fig. 14(b) just before [see Fig. 15(i) for $\mu = 0.98084$] and after [see Fig. 15(ii) for $\mu = 0.98086$] $N_{s}^{1}$.

In Fig. 15(i) we show the standard snaking related to $\Gamma_{0}$ and the isola $\Upsilon_{e}$ previously depicted in Fig. 13(iv). At this location, $SN_{r,1}^{l}$ and $sn_{r,1}$ are very close to one another (see inset), as a consequence of the proximity of the cusp $C_{1}^{l}$ creating them. At $N_{s}^{1}$, $[[(\eta,\mu) \approx (0.1329, 0.98085)]$, $SN_{r,1}^{l}$ and $sn_{r,1}$ merge, leading to the reconnection of $\Gamma_{0}$ and $\Upsilon_{e}$. In this fusion, the first two branches of $\Gamma_{0}$ reconnect with a part of $\Upsilon_{e}$ leading to the destruction of standard snaking and consequent creation of the collapsed snaking structure shown in Fig. 15(ii).1. The remaining parts of $\Upsilon_{e}$ and the remnants of the $\Gamma_{0}$ tangle combine to yield the LP isola depicted in Fig. 15(ii).2. In what follows, we refer to this isola as $\Theta_{0}^{-1p}$. As a result of this reconnection, $SN_{c,1}^{r}$ becomes the first saddle-node on the right of $\Gamma_{0}$, while $SN_{s,1}^{r}$ is the first on the left. Hereafter, we rename $SN_{r,1}^{l}$ as $SN_{c,1}^{r}$. Conversely, in $\Theta_{0}^{-1p}$, the solution branches corresponding to the one-peak LP are absent, a fact indicated by the superscript $-1p$. Therefore, above $N_{s}^{1}$, collapsed snaking coexists with different types of isola remnants from $\Gamma_{0}$.

With increasing $\mu$, we approach $N_{s}^{3}$ and $N_{s}^{5}$ [see Fig. 14(c)], Figure 16(i) shows a slice of Fig. 14(c) just below $N_{s}^{3}$, for $\mu = 0.98084$, where three isolas are depicted, namely $\Theta_{0}^{-1p}$, $\Upsilon_{f}$ and $\Upsilon_{g}$. The panels on the right show close-up views of Fig. 16(i) around $SN_{s,3}^{l}$ and $SN_{s,5}^{r}$. At $N_{s}^{3}$, $SN_{s,3}^{l}$ collides with $sn_{f,3}$, and $SN_{s,5}^{r}$ meets $sn_{f,3}$ at $N_{s}^{5}$. Soon after
passing both necking bifurcations [see horizontal line (iv) in Fig. 14(c), μ = 0.997809], the isolas recombine forming Θ_{0}^{-7p} [see Fig. 16(ii).1] and the three hybrid isolas Ξ^{-50}, Ξ^{-30} and Ξ^{-70} shown in Fig. 16(ii).2. Increasing μ further, this process repeats until the Θ_{0}-isolas eventually disappear in the last necking bifurcation N_{s}. Once this point is passed, only the collapsed snaking branch Γ′_{0} and the hybrid Ξ^{-0}-isolas coexist.

Hybrid states belonging to Ξ^{-50} are depicted in Fig. 17, together with the isola Ξ^{-50} for comparison. Profile (i) corresponds to a localized pattern of 5 peaks, previously related to standard homoclinic snaking. Following the diagram rightwards, this state encounters a first fold where it becomes unstable, while the two outermost peaks develop small dips. After stabilizing in a second fold, this state resembles that shown in Fig. 17(ii). Proceeding further in the diagram, the dip broadens via the nucleation of spatial oscillations (SOs). At this stage, the structure looks like the profile plotted in Fig. 17(iii). This state can be seen as a combination of a localized pattern of 3 peaks and a state formed through the locking to fronts connecting \( u_{b}h \) and \( u_{t}h \).

If we now follow the diagram from the profile (i) leftwards, this state changes as illustrated in Figs. 17(iv)-(vi). In the first fold on the left, the five-peak LS becomes unstable, and the amplitude of the two outermost peaks decreases, forming the state shown in Fig. 17(iv), consisting of just 3 peaks. Proceeding up the diagram this state undergoes a morphological modification similar to that already described: the outermost peaks develop SOs leading to the formation of the states shown in Figs. 17(v) and 17(vi).

VI. TWO-PARAMETER BIFURCATION DIAGRAMS FOR \( \nu < 0 \)

In this section, we follow the procedure used in the previous section to study now the bifurcation structure of the LSs emerging from \( SN_{h}^{l,r} \) changes when \( \nu < 0 \). In this regime the \( SN_{h}^{l,r} \) correspond to the spatial bifurcations RTB. Near these points small amplitude localized solutions of the form (36) exist but asymptote to an even smaller amplitude periodic pattern in the far field. The results of numerical continuation for \( \nu = -2 \) and \( \mu = 4 \) lead to the bifurcation diagram shown in Fig. 18(a). Here \( u_{b}h \) and \( u_{t}h \) are both temporally stable, and therefore HH bifurcations are absent. Thus only collapsed snaking takes place. The bottom right part of the resulting branch \( \Sigma \) corresponds to bright LSs while the top left part corresponds to dark states. Owing to invariance under the transformation \((\eta, u) \mapsto (-\eta, -u)\), the diagram in Fig. 18(a) is symmetric with respect to the point \((\eta, u_{h}) = (0, 0)\). For this reason we focus in the following on the bottom right part of the collapsed snaking structure.

The state arising from \( SN_{h}^{r} \) does not exhibit oscillatory tails around \( u_{b}h \) and so corresponds to a tame homoclinic orbit. Decreasing \( \eta \), the system undergoes a BD transition generating oscillatory tails on \( u_{b}h \) and \( u_{t}h \), and resulting, via front-locking, in LSs resembling those in Figs. 18(i)-(iv). As a result the bifurcation diagram shown in Fig. 18(a) corresponds to collapsed snaking of the family of solutions \( \Sigma \). Following \( \Sigma \) to the left, the amplitude of LS increases, and at \( SN_{c,1}^{l} \) the state stabilizes. An example of the LS at this stage is shown in Fig. 18(i). This state remains stable until \( SN_{c,1}^{r} \). After this bifurcation, nucleation of SOs takes place as explained in Sec. V B, and as a result the LSs widen as one proceeds up along \( \Sigma \) [see profiles in Figs. 18(ii)-(viii)], asymptotically approaching \( \eta_{M}^{h} \). The oscillatory
Figure 19. Asymmetric bifurcation diagrams for $\alpha \neq 0$. Panel (a) shows the $(\eta, \mu)$ plane for $\alpha = 0.5$, while (b) shows the same diagram for $\alpha = 1$. Panels (c) and (d) show the bifurcation diagrams corresponding to two slices of (b), at $\mu = 1$ and $\mu = 0.25$, respectively.

tails in this case are highly damped, resulting in strongly confined collapsed snaking.

The bifurcation diagram in Fig. 18(a) corresponds to a slice at $\mu = 4$ of the $(\eta, \mu)$ phase diagram shown in Fig. 18(b). This phase diagram shows in blue some of the main bifurcation lines of the collapsed snaking branch $\bar{\Sigma}$. Increasing $\mu$, the uniform-bistability region widens, and so does the region of existence of these LSs. This region is bounded by $\text{SN}_{l,c}^1$ and $\text{SN}_{r,c}^1$. Decreasing $\mu$, however, both regions shrink and the LSs disappear through the collision of the different saddle-nodes $\text{SN}_{r,c}^{l,r}$ in a sequence of cusp bifurcations (not shown).

VII. IMPLICATION OF ASYMMETRY ON THE BIFURCATION SCENARIO

So far, we have focused on the simplest version of the model, where the different solutions are symmetric with respect to the transformation $(\eta, u) \rightarrow (-\eta, -u)$. However, generic systems will be asymmetric. In this section we analyze how the quadratic nonlinearity $u^2$ controlled through the parameter $\alpha$ may modify the bifurcation scenarios described previously.
In Figs. 19(a) and 19(b) we show the \((\eta, \mu)\) plane for two values of \(\alpha\). In both diagrams, we plot the main bifurcation lines: SN\(_{2,1}^c\), SN\(_{2,2}^c\), HH and the homogeneous folds SN\(_{h,1}^c\) and SN\(_{h,2}^c\). For \(\alpha = 0.5\) [Fig. 19(a)], all the bifurcation lines tilt towards negative values of \(\eta\), and the regions bounded by such lines are asymmetric. This can be easily appreciated by looking at the regions between SN\(_{2,1}^c\) and SN\(_{2,2}^c\). Furthermore, the lines corresponding to the Maxwell points and the heteroclinic bifurcation 'Het' are tilted with respect to the \(\alpha = 0\) scenario. Increasing \(\alpha\) further tilts these curves further, yielding the situation depicted in Fig. 19(b) for \(\alpha = 1\).

To clarify the resulting asymmetric scenario, let us consider transverse cuts of Fig. 19(b) at two constant values of \(\mu\), one in the collapsed snaking regime and the other in the standard snaking regime. These one-parameter bifurcation diagrams are plotted in Figs. 19(c) and 19(d). Figure 19(c) shows the collapsed snaking bifurcation diagram corresponding to \((\mu, \alpha) = (1, 1)\). We see that the Maxwell point is shifted towards negative values of \(\eta\), with a similar shift in the standard homoclinic snaking scenario shown in Figure 19(d) for \((\mu, \alpha) = (1.25, 1)\).

A similar configuration is obtained when \(\alpha\) takes negative values, albeit with a positive tilt. Despite these changes, the bifurcation structure is completely analogous to that reported for the fully symmetric case. Examples of asymmetric scenarios where the bifurcation structure of LSs has been studied include nonlinear cavity optics [55, 61–63] and ecological models [32].

VIII. CONCLUSION

In this work we have presented a detailed study of the bifurcation structure and stability of spatially localized states arising near a Lifshitz critical point. Around this point, the essential behavior of any system can be captured by the nonvariational normal form (2) as shown in [12]. However, owing to the complexity of this model, we have focused in this paper on the 'simplest' variational version of Eq. (2), namely Eq. (1). We have referred to this situation as Case I. This scenario was introduced in Sec. II, and its variational structure described.

One of the first things to determine when dealing with nonlinear equations describing pattern-forming systems is to understand the bifurcation structure and stability of spatially localized states arising near a Lifshitz critical point. In this work, the essential behavior of any system can be captured by the nonvariational normal form (2) as shown in [12]. However, owing to the complexity of this model, we have focused in this paper on the 'simplest' variational version of Eq. (2), namely Eq. (1). We have referred to this situation as Case I. This scenario was introduced in Sec. II, and its variational structure described.

One of the first things to determine when dealing with nonlinear equations describing pattern-forming systems is to understand its homogeneous, or uniform, states and their temporal stability properties as a function of the parameters of the system. This study was carried out in Sec. III, where we have determined the location of the Turing instability (TI) for two cases: the fully symmetric case \(\alpha = 0\), and asymmetric case \(\alpha \neq 0\). The results of this analysis define the parameter region with coexisting stable uniform states (i.e., the uniform-bistable regime) as well as the region of bistability between a uniform state and a pattern state. In each case we have focused on the accompanying stationary localized steady states, and thus, on solutions of the time-independent Eq. (5). This equation is equivalent to the 4D spatial dynamical system (7) on the real line, a reformulation that permits the use of well-known results from dynamical systems theory in the study of the spatial bifurcations generating localized coherent structures. We computed the nontrivial weakly nonlinear states in the vicinity of these bifurcation points using multiple scale perturbation methods (Sec. IV). In the case of the TI the calculation determines the parameter regime within which spatially periodic states bifurcate subcritically, and thus the Turing bistability region.

While LSs emerging from fold bifurcations always display collapsed homoclinic snaking (Sec. VI), LSs emerging from the TI can display two distinct bifurcation structures, namely standard homoclinic snaking (Sec. VA) and collapsed homoclinic snaking (Sec. V B), depending on the parameters. The former is observed in the region of coexistence between a stable periodic solution and a HSS; the latter arises when two HSSs coexist. In applications these two LS scenarios are typically observed in different regimes. However, near the Lifshitz point these two scenarios collide in the codimension-three point studied in this work, allowing us to investigate the transition between these two scenarios within a unified framework (Sec. VC).

There are many aspects of this problem that have not been fully explored here. One omission is the study of the temporal stability of the LSs we have computed. Also, as stated in the Introduction, we have only considered one particular case of the normal form (2), with the full problem likely to exhibit greater complexity, owing to its nonvariational structure.

Generalized solitary waves

In the present study we have focused only on LSs that are bi-asymptotic to a uniform or flat state. However, in a system like ours, LSs approaching asymptotically a spatially periodic state of finite, but arbitrary, amplitude are also possible. Such states are commonly known as generalized solitary waves; see, for example, [43, 45, 64].

These generalized homoclinic orbits emerge from RTBH spatial bifurcations with eigenvalues \(\lambda_{1,2,3,4} = (0, 0, \pm ia)\). Here, the RTBH point corresponds to a saddle-node bifurcation of \(u_f = u_{h}^{b,t}\) when \(\nu > 0\). Close to such points, weakly
nonlinear states are well approximated by the expression

$$u(x) = u_f + \sqrt{\frac{\eta - \eta_f}{3u_f}} \left[ 1 - 3\text{sech}^2\left( \frac{1}{2} \sqrt{\frac{2}{|\nu|}} \sqrt{3u_f(\eta - \eta_f)x} \right) \right]$$

even though this expression does not capture the precise nature of the oscillatory background.

It should be stressed that the codimension of generalized solitary waves in reversible Hamiltonian system is different to that of the other LSs we have studied. That is, for each value of the parameters, there will in general be a one-parameter family of generalized LSs, parameterized either by the amplitude of the periodic state in the far-field, or by the phase shift between the far-field oscillations on either side. See [64] and references therein. Here we report some preliminary results by performing a path-continuation computation on a fixed $L$ domain with the Neumann boundary conditions (10), starting from the initial guess (51). Thus, we only present a single member of the expected one-parameter family at each parameter value. The result leads to the bifurcation structure shown in Fig. 20(a) when $\mu = 1$. Note that this bifurcation structure overlaps with the standard snaking studied in Sec. V A.

Very close to $SN_{h}^{l}$, the LS resembles that depicted in Fig. 20(i), i.e., a localized pulse embedded in a spatially periodic state of small and constant amplitude. Increasing $\eta$ further the amplitude of the spatially periodic background increases, and the preceding state changes into that shown in Fig. 20(ii). Note the emergence of several spatial oscillations at the center of the structure. This process continues until $SN_{g,3}^{l}$ [see Fig. 20(iii)]. Passing $SN_{g,6}^{l}$, a negative peak starts to form at the boundary of the domain, i.e., at $x = \pm l/2$ [see Fig. 20(iv)]. Proceeding down
in the diagram we see that width of the central peak decreases, while that of the boundary peak increases. This occurs through the creation (destruction) of spatial oscillations around the peak at the boundary (center), while crossing the bifurcations $\text{SN}_{g,6}^{l,r}$ and $\text{SN}_{g,7}^{l,r}$. This process is depicted in Figs. 20(v)-(vii). Once $\text{SN}_{g,3}^{l}$ is crossed, the peak at the boundary undergoes the same process as that in the center, eventually disappearing at $\text{SN}_{h}^{l}$ in another RTBH bifurcation. Our linear stability analysis reveals that all these states are unstable. This is likely related to the instability of the spatially periodic background.

The bifurcation diagram shown in Fig. 20 corresponds to a slice for $\mu = 1$ of the $(\eta, \mu)$-phase diagram shown in Fig. 21. In this diagram we plot the bifurcation curves associated with those depicted in Fig. 20, and some other bifurcations emerging for other values of $\mu$.
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Appendix A: Weakly nonlinear solutions near HSS folds

In this section we compute weakly nonlinear solutions around the HSS folds occurring at \((\eta_f, u_f)\). We proceed as explained in Sec. IV by first splitting the problem into homogeneous and space-dependent Eqs. (29a) and (29b), and employing the perturbation expansion in Eq. (29a). In what follows we summarize the calculations for both the homogeneous and the space-dependent problem.

1. Homogeneous problem around the folds

From Eq. (29a) and Eq. (32) we obtain, order by order,

\[ \mathcal{O}(\epsilon^0): \quad \eta + \mu u_f + \alpha u_f^2 - \beta u_f^3 = 0 \]  
(A1a)

\[ \mathcal{O}(\epsilon^1): \quad (\mu + 2\alpha u_f - 3\beta u_f^2) u_1 = 0 \]  
(A1b)

\[ \mathcal{O}(\epsilon^2): \quad (\mu + 2\alpha u_f - 3\beta u_f^2) u_2 + (\alpha - 3\beta u_f) u_1^2 + \delta = 0. \]  
(A1c)

We use the subscript \(f\) to denote \(t\) (top fold) or \(b\) (bottom fold).

The equation at \(\mathcal{O}(\epsilon^1)\) has the nontrivial solution \(u_1 = C_f\) provided the solvability condition

\[ \mu + 2\alpha u_f - 3\beta u_f^2 = 0 \]  
(A2)

is satisfied. This leads to the two folds at

\[ u_f = \frac{\alpha}{3\beta} \pm \frac{\sqrt{\alpha^2 + 3\mu\beta}}{3\beta}, \quad \beta \neq 0. \]  
(A3)

At \(\mathcal{O}(\epsilon^2)\), the first term of the equation vanishes and one concludes that

\[ C_f = \pm \sqrt{\frac{\delta}{3\beta u_f - \alpha}}. \]  
(A4)

2. Space-dependent problem around the folds

Equation (29b) can be written as

\[ (\mathcal{L} + \mathcal{N}) \phi = 0, \]

where the linear and nonlinear operators can be expanded as

\[ \mathcal{L} = \mathcal{L}_0 + \epsilon \mathcal{L}_1 + \epsilon^2 \mathcal{L}_2 + \cdots, \quad \mathcal{N} = \epsilon \mathcal{N}_1 + \epsilon^2 \mathcal{N}_2 + \cdots, \]

with the order by order contributions

\[ \mathcal{L}_0 = \mu + 2\alpha u_f - 3\beta u_f^2, \]

\[ \mathcal{L}_1 = -\nu \partial_X^2 + 2(\alpha - 3\beta u_f) u_1, \quad \mathcal{L}_2 = -\partial_X^2 + 2(\alpha - 3\beta u_f) u_2 - 3\beta u_1^2, \]

and

\[ \mathcal{N}_1 = (\alpha - 3\beta u_f) \phi_1, \quad \mathcal{N}_2 = 2(\alpha - 3\beta u_f) \phi_2 - 3\beta u_1 \phi_1. \]

Collecting the terms at the same order in \(\epsilon\) we obtain the equations

\[ \mathcal{O}(\epsilon^1): \quad \mathcal{L}_0 \phi_1 = 0, \]  
(A5a)
The equation at $O(\epsilon^1)$ can be solved on assuming that $\phi_1(X) = u_1A(X)$. The amplitude $A(X)$ is determined from the solvability condition at $O(\epsilon^2)$:

$$c_0A_{XX} + 2A + A^2 = 0, \quad c_0 = \frac{\nu}{\sqrt{\delta(3\beta u_f - \alpha)}}. \tag{A6}$$

This amplitude equation supports small amplitude pulse solutions of the form

$$A(X) = -3\text{sech}^2\left(\frac{1}{2}\sqrt{-\frac{2}{\nu}}\sqrt{\delta(3\beta u_f - \alpha)}X\right), \tag{A7}$$

provided $\nu < 0$. With this solution, the weakly nonlinear homoclinic orbit in the neighborhood of the HSS fold is given by

$$u(x) = u_f + \sqrt{\frac{\eta - \eta_f}{3\beta u_f - \alpha}} \left[1 - 3\text{sech}^2\left(\frac{1}{2}\sqrt{-\frac{2}{\nu}}(3\beta u_f - \alpha)(\eta - \eta_f)x\right)\right] + O(\eta - \eta_f). \tag{A8}$$

**Appendix B: Weakly nonlinear analysis near the Turing bifurcation**

Here we present the details of the multiscale perturbation analysis carried out around the Turing bifurcation point $(\eta_T, u_T)$. Inserting the expansions in terms of the small parameter $\epsilon$ defined in Eq. (37) into Eqs. (29a) and (29b), we obtain the following problems.

1. **Homogeneous problem around the Turing bifurcation**

   Around the Turing bifurcation, the homogeneous problem decomposes into the two equations

   $$O(\epsilon^0) : \quad \beta u_T^3 - \alpha u_T^2 - \mu u_T - \eta = 0, \tag{B1}$$

   $$O(\epsilon^2) : \quad u_2 = -\delta/M_T, \quad M_T \equiv \mu + 2\alpha u_T - 3\beta u_T^2. \tag{B2}$$

   At $O(\epsilon^0)$ we obtain the HSS solution evaluated at the Turing point.

2. **Space-dependent problem around the Turing bifurcation**

   The space-dependent equation can be written in the form

   $$(\mathcal{L} + \mathcal{N})\phi = 0,$$

   where the linear and nonlinear operator expansions in $\epsilon$ now read

   $$\mathcal{L} = \mathcal{L}_0 + \epsilon\mathcal{L}_1 + \epsilon^2\mathcal{L}_2 + \cdots,$$

   $$\mathcal{N} = \epsilon\mathcal{N}_1 + \epsilon^2\mathcal{N}_2 + \cdots.$$

   Here, the linear operators are given by

   $$\mathcal{L}_0 = \mathcal{M}_T - \partial_x^4 - \nu\partial_x^2,$$

   $$\mathcal{L}_1 = -2(\nu\partial_x\partial_X + 2\partial_X\partial_x^3),$$

   $$\mathcal{L}_2 = -\nu\partial_X^2 + 6\partial_x^2\partial_X^2,$$

   while the nonlinear ones are

   $$\mathcal{N}_1 = (\alpha - 3\beta u_T)\phi_1,$$

   $$\mathcal{N}_2 = 2(\alpha - 3\beta u_T)u_2 + (\alpha - 3\beta u_T)\phi_2 - \beta\phi_1^2.$$

   Inserting these expansions in Eq. (B2) we have

   $$[\mathcal{L}_0 + \epsilon(\mathcal{L}_1 + \mathcal{N}_1) + \epsilon^2(\mathcal{L}_2 + \mathcal{N}_2) + \cdots] (\epsilon\phi_1 + \epsilon^2\phi_2 + \epsilon^3\phi_3 + \cdots) = 0,$$

   leading to the hierarchy of equations

   $$O(\epsilon) : \quad \mathcal{L}_0\phi_1 = 0, \tag{B3a}$$

   $$O(\epsilon^2) : \quad \mathcal{L}_0\phi_2 + (\mathcal{L}_1 + \mathcal{N}_1)\phi_1 = 0, \tag{B3b}$$

   $$O(\epsilon^3) : \quad \mathcal{L}_0\phi_3 + (\mathcal{L}_1 + \mathcal{N}_1)\phi_2 + (\mathcal{L}_2 + \mathcal{N}_2)\phi_1 = 0. \tag{B3c}$$
a. Solution at first-order in $\epsilon$

At $O(\epsilon)$ an adequate solution ansatz is

$$\phi_1(x, X) = A(X) e^{ik_T x} + \text{c.c.} \quad (B4)$$

Inserting this ansatz in Eq. (B3a) we obtain

$$L_0 \phi_1 = L_0 (A(X) e^{ik_T x} + \text{c.c.}) = (M_T - k_T^4 + \nu k_T^2) (A(X) e^{ik_T x} + \text{c.c.}) = 0.$$  

This equation has a nontrivial solution provided the solvability condition

$$M_T - k_T^4 + \nu k_T^2 = 0 \quad (B5)$$

holds.

b. Solution at second order in $\epsilon$

At $O(\epsilon^2)$, the equation reads

$$L_0 \phi_2 = -(L_1 + N_1) \phi_1. \quad (B6)$$

To solve this equation we first evaluate the forcing term, i.e., the right-hand side. This leads to

$$(L_1 + N_1) \phi_1 = (L_1 + N_1) [A(X) e^{ik_T x} + \text{c.c.}] = 2k_T (2k_T^2 - \nu) i \partial_X A e^{ik_T x} + \text{c.c.} +$$

$$(\alpha - 3 \beta u_T) [A(X) e^{ik_T x} + \text{c.c.}]^2 = f_0 |A|^2 + f_1 i \partial_X A e^{ik_T x} + f_2 A^2 e^{2ik_T x} + \text{c.c.},$$

with

$$f_0 \equiv 2(\alpha - 3 \beta u_T), \quad f_1 \equiv 2k_T (2k_T^2 - \nu), \quad f_2 \equiv f_0 / 2.$$  

The solvability condition at this order is obtained by projecting on the subspace defined by the null eigenvector of the self-adjoint operator. To obtain this condition we first define the scalar product

$$\langle f, g \rangle \equiv \int_{-l/2}^{l/2} f^\ast(x) g(x) dx. \quad (B7)$$

With this definition $L_0$ is self-adjoint and the null eigenspace is spanned by the two null eigenvectors $w = (e^{ik_T x}, e^{-ik_T x})$, such that $L_0^\dagger w = L_0 w = 0$.

The solvability condition then implies

$$\langle (L_1 + N_1) \phi, w \rangle = 0,$$

which leads to $f_1$, and therefore to the relation

$$k_T^4 = \nu / 2. \quad (B8)$$

Together with Eq. (B5) this equation determines the location of TI.

Once this condition holds, Eq. (B6) can be solved adopting the ansatz

$$\phi_2(x, X) = W_0 |A(X)|^2 + W_2 A^2(X) e^{2ik_T x} + \text{c.c.} \quad (B9)$$

Applying the operator $L_0$ and collecting terms with the same exponential dependence we obtain the equations

$$M_T W_0 = -f_0,$$

$$(M_T - 16k_T^4 + 4\nu k_T^2) W_2 = -f_0 / 2.$$  

The solutions of these equations are

$$W_0 = -f_0 / M_T,$$

$$W_2 = \frac{-f_0 / 2}{M_T - 16k_T^4 + 4\nu k_T^2}. \quad (B10)$$
Figure 22. Dependence of (a) $f^{b,t}_0$, (b) $c^{b,t}_1$ and (c) $c^{b,t}_3$ on $\mu$ for $\beta = 1$, $\alpha = 0$ and $\nu = 2$.

c. Solution at third order in $\epsilon$

At $O(\epsilon^3)$ the equation we need to solve is

$$L_0 \phi_3 = -(L_1 + N_1) \phi_2 - (L_2 + N_2) \phi_1.$$ \hspace{1cm} (B11)

The first term on the right hand side becomes

$$(L_1 + N_1) \phi_2 = g_1(X)e^{ik_T x} + g_2(X)e^{2ik_T x} + g_3(X)e^{3ik_T x} + \text{c.c.},$$

with

$$g_1(X) \equiv \frac{f_0}{2}(W_0 + W_2)|A|^2A = g_c^1|A|^2A.$$ \hspace{1cm} (B12)

At $O(\epsilon^3)$ the solvability condition only involves terms proportional to $e^{ik_T x}$, and therefore we do not need the expressions for $g_2(X)$ and $g_3(X)$.

The second term on the right leads to

$$(L_2 + N_2) \phi_1 = h_1(X)e^{ik_T x} + h_2(X)e^{2ik_T x} + h_3(X)e^{3ik_T x} + \text{c.c.},$$

where

$$h_1(X) = h^a_1A(X) + h^b_1\partial_X^2A(X) + h^c_1|A|^2A.$$ \hspace{1cm} (B13)

Here

$$h^a_1 \equiv f_0w_2 = -\delta f_0/M_T = -\delta h^b_1,$$ \hspace{1cm} (B14a)

$$h^b_1 \equiv 2\nu,$$ \hspace{1cm} (B14b)

$$h^c_1 \equiv \frac{f_0}{2}(W_0 + W_2) - 3\beta.$$ \hspace{1cm} (B14c)

Expressions for $h_2(X)$ and $h_3(X)$ are not needed.

The solvability condition at this order,

$$\langle (L_1 + N_1) \phi_2, w \rangle + \langle (L_2 + N_2) \phi_1, w \rangle = 0,$$ \hspace{1cm} (B15)

leads to the amplitude equation

$$-\delta h^a_1A + h^b_1\partial_X^2A + (g^c_1 + h^c_1)|A|^2A = 0,$$ \hspace{1cm} (B16)

which can be further simplified to

$$\delta A - c_1AXX + c_3|A|^2A = 0,$$ \hspace{1cm} (B17)
Figure 23. Dependence of (a) $f_0^{b,t}$, (b) $c_1^{b,t}$ and (c) $c_3^{b,t}$ on $\mu$ for $\beta = 1$, $\alpha = 0.9$ and $\nu = 2$.

where

$$c_1 \equiv \frac{h^b_1}{h^a_1} = \frac{2\nu T}{f_0}$$

and

$$c_3 \equiv -\frac{g^c_1 + h^c_1}{h^a_1} = -\frac{M_T}{f_0} \left( W_0 + W_2 - \frac{3\beta}{f_0} \right).$$

(B18)

Using Eqs. (B5) and (B8) the expressions $M_T$, $W_0$ and $W_2$ reduce to

$$M_T = -\nu^2/4,$$

$$W_0 = 4f_0/\nu^2,$$

$$W_2 = 2f_0/9\nu^2,$$  

(B19)

and the coefficients $c_1$ and $c_3$ can be expressed as a function of $f_0$ as

$$c_1 = -\frac{\nu^2}{2f_0},$$

$$c_3 = \frac{\nu^2}{4} \left( \frac{38f_0}{9\nu^2} - \frac{3\beta}{f_0} \right).$$

(B20)

From Eq. (19) we obtain the dependence of $f_0$ on $\mu$

$$f_0^{\pm} = \pm 2\sqrt{\alpha^2 + 3\beta (\mu + \nu^2/4)},$$

which can be used to further simplify the previous coefficients. The $\pm$ signs correspond to the two positions of the Turing instability $u_T^{b,t}$, and hereafter we write $f_0^{b,t} = f_0^{b,t}$.

Depending on the location of the TI, i.e., on $u_T^{b,t}$, we have two different expressions for the coefficients $c_1$ and $c_3$, hereafter $c_1^{b,t}$ and $c_3^{b,t}$. The dependence of these coefficients on $\mu$ for $(\nu, \beta, \alpha) = (2, 1, 0)$ and $(\nu, \beta, \alpha) = (2, 1, 0.9)$ are shown in Figs. 22 and 23, respectively.

d. Solutions of the amplitude equation

Equation (B17) admits $X$-independent solutions of the form $A = Be^{i\phi}$, where $B$ is real and satisfies

$$B(\delta + c_3B^2) = 0,$$  

(B21)

with solutions $B = 0$ and $B = \sqrt{-\delta/c_3}$. According to this equation, a pitchfork bifurcation occurs at $\delta = 0$ being supercritical when $c_3 > 0$ and subcritical otherwise. The transition between these two cases occurs at a degenerate HH bifurcation and corresponds to a codimension-two point at $(\eta, \mu) = (\eta_T^d, \mu_T^d)$, where $\mu_T^d$ satisfies the condition $c_3|\mu_T^d| = 0$. To determine the location of this bifurcation, we first solve $c_3(f_0) = 0$, obtaining $f_0^d = \pm 3\nu \sqrt{3\beta/38}$. Matching $f_0^d$ with $f_0^{b,t}$ we obtain

$$\mu_T^d = -\frac{1}{3\beta} \left( \frac{87}{152} \beta \nu^2 + \alpha^2 \right).$$  

(B22)

This degenerate value is depicted in Fig. 22(c) and Fig. 23(c) using a vertical dashed line.

The solution $B = \sqrt{-\delta/c_3}$ corresponds to a spatially periodic solution of the form

$$u(x) = u_T - M_T^{-1}(\eta - \eta_T) + 2\sqrt{\eta - \eta_T}/c_3 \cos(k_T x + \varphi),$$  

(B23)
while in the subcritical regime one also finds \( X \)-dependent solutions \( B = B(X) \) of the form

\[
B(X) = \sqrt{\frac{2\delta}{-c_3}} \text{sech} \left( \sqrt{\frac{\delta}{c_1}} X \right). \tag{B24}
\]

This solution describes the LS solutions of the form

\[
u(x) = u_T - M^{-1} \eta_T + 2 \sqrt{\eta - \eta_T} \text{sech} \left( \sqrt{\frac{\eta - \eta_T}{c_1/2}} x \right) \cos(k_T x + \varphi). \tag{B25}
\]

The coefficients of the previous solution change depending on the position of the TI. We can write \( u_T = u_T^r, \eta_T = \eta_T^r, c_1 = c_1^r \) and \( c_3 = c_3^r \), where \( r = b \) for the TI occurring at the bottom part of the HSS diagram, and \( r = t \) for the TI occurring at the top part of the HSS.
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