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We have tracked the dynamics of the martensitic transformation in a Cu-Al-Ni single crystal by means of acoustic emission and infrared imaging techniques. A Fourier equation-based post-processing of temperature maps has enabled us to reveal the inhomogeneous and discontinuous character of heat power sources and sinks during the transition. A good correlation between the dynamics of thermal and mechanical energy release has been evidenced. It has also been shown that the merging of martensitic interfaces results in an enhanced heat absorption.

Cu-based shape memory alloys undergo a thermoelastic martensitic transformation from a high symmetry cubic phase to a lower symmetry phase which can be induced either by changing temperature or by applying an external stress1. Associated with this martensitic transition there are many interesting thermo-mechanical properties such as shape memory, superelasticity, and giant elastocaloric effects which confer these alloys a high technological interest2. The martensitic transition proceeds by the nucleation and growth of martensitic domains which occurs in an inhomogeneous and discontinuous manner3. While an inhomogenous and discontinuous character may influence the performances of these alloys in diverse applications, characterization of such a behaviour with good enough temporal and spatial resolution is still challenging.

Images of the direct evolution of the strain field have been obtained by combining optical imaging with the Digital Image Correlation (DIC) method4 or the so called GRID method5.6. Sudden changes in the strain field give rise to elastic waves (which encompass a release of mechanical energy) which can be detected by acoustic emission (AE) techniques with unprecedented temporal resolution. AE has been widely used to monitor martensitic transitions in many materials7. It has been shown that the martensitic transition proceeds by an avalanche dynamics8, strongly influenced by the existence of disorder in the system. The use of several AE transducers has enabled a localization of the source of these avalanches9. On the other hand, Infrared (IR) imaging has also been used to measure temperature changes taking place in the sample during the martensitic transition4,10,11. This technique has become particularly useful in the study of shape memory materials for elastocaloric purposes. IR images reveal the inhomogeneous temperature distribution within the sample, but these temperature maps do not provide a direct picture of the time and location were thermal energy (latent heat) is released or absorbed. However, by a suitable post-processing treatment of IR data based on the Fourier equation it is possible to build up maps of the latent heat exchange12,13.

In this work we have coupled multi-transducer AE detection with IR imaging to study the mechanical and thermal energy exchange during the stress-induced martensitic transformation of a Cu-Al-Ni single crystal. These experiments have enabled us to track the dynamics of the martensitic transition by determining the time evolution of thermal and mechanical energy sources maps. While a global correlation between AE activity and latent heat exchange was established long ago14, IR and AE techniques reveal details on the microstructures formed during the martensitic transformation. The good correlation shown here at a microstructural level enables to gain insight on the dynamics of the martensitic transition. Some peculiarities found for the local release or absorption of latent heat may be useful in the potential use of shape memory alloys in cooling devices15.

We have studied a Cu-Al-Ni single crystalline wire produced by Nimesis Technology with nominal composition Cu70.6%Al35.7%Ni3% atomic percent. The initial sample dimensions are 1 mm diameter and ~ 30 mm length. Accordingly to the manufacturer the wire symmetry axis is oriented along the <100> crystallographic direction, and the sample transforms from a high temperature cubic phase to a low temperature 18R martensitic phase. From DSC experiments (see Fig. 1(a)) performed on a small sample (m = 22.43 mg) we found the transition temperatures Mf = 250 ± 1 K, Mf = 224 ± 3 K, Af = 225 ± 3 K and Af = 285 ± 3 K, and latent heat ΔH = 5.3 ± 0.2 J/g. Stress-strain experiments at room temperature (see Fig. 1(b)) result in a transition stress of ~110 MPa, and a transition strain ~ 9%. A schematic representation of the experimental setup is shown in Fig. 1(c). The wire is tightly gripped to a Zwick/Roell Z005 testing machine. The resolution of the load cell is 0.01 N and the resolution in the crosshead extension 0.01 mm. The initial length of the wire between grips (gauge length) is L = 24 mm. After thermal equilibration at room temperature (T0 ≃ 299 K), the sample has been loaded across the MT at a speed 0.1 mm/s, until reaching a maximum elongation of 2.3 mm. After waiting 10 s for equilibration the sample has been unloaded at the same speed.

Two micro-80 AE transducers are acoustically coupled to the grips, as shown in Fig.1(c) (CH1 in the upper grip and CH2 in the lower grip). The signals from the transducers are amplified (60 dB) and input into a PCI-2 acquisition system from Mistras Group working at 40 MHz. AE hits in every channel are determined as follows: when the voltage (in absolute value) exceeds a threshold (25 dB), the hit starts. When
The value $\Delta$ with vertical temperature profiles $T$ horizontal averages have been computed in order to obtain the verification is due to the tilted orientation of the IR camera. The two black lines indicate the central zone of the wire (11 pixels width), where horizontal averages have been computed in order to obtain the vertical temperature profiles $T(z)$, as well as total averages in order to obtain the sample average temperature.

The location of the AE events along the vertical $z$ axis is determined by a previous calibration. The source amplitude is determined by averaging the amplitudes of the hits in each channel.

A segment of the sample (see Fig. 1(c)) is imaged by means of an infrared thermographic camera (InfraTec 8300) with a spatial resolution of 0.03226 mm/pixel and a temperature resolution of 1 mK. A typical IR temperature map is shown in Fig. 1(d). Despite all the efforts in avoiding radiation reflections, in improving the homogeneity in the sample emissivity and after carefully calibrating the sensor, a numerical smoothing treatment is still needed. The recorded frames have first been corrected for few erroneous pixels that give temperatures out of any reasonable range. Data in these pixels are replaced by the average of the neighbouring pixels. After selecting the tilted rectangle that corresponds to the center of the wire (see the two black lines in Fig. 1(d)), we have performed horizontal averages (over 11 pixels) in order to obtain a collection of vertical profiles $T(i,k)$ with $i$ indicating the pixel and $k$ the frame number. The corresponding discretizations in the vertical direction and time are $\Delta z = 0.03226$ mm and $\Delta t = 0.01$ s.

The time evolution of the measured force and the sample average temperature is plotted in Fig. 2(a). On loading the force shows a plateau which corresponds to the MT, during which the temperature of the sample increases by 3.36 K. Upon unloading, the force also shows a plateau (at a lower value due to hysteresis) with an average temperature decrease of -3.74 K. In the bottom panel of Fig. 2, AE activity (number of events located in the imaged region, per unit time) is shown as a function of time (black line). For both, loading and unloading runs, AE activity is maximum at the beginning and at end of the transition plateau. Red and blue curves in that figure correspond to the evolution of the total power source and sink, that will be discussed later.

The location of the AE events along the vertical $z$ axis is shown as a function of time in Figures 3(a) (loading) and 3(b) unloading where the event amplitude is indicated by the colour code. The total number of located events during loading is 1713 (4775 hits in CH1 and 4221 hits in CH2) and during unloading is 1633 (8749 hits in CH1 and 6839 hits in CH2). During loading the activity concentrates in a single front that advances along the sample from bottom to top. This behaviour agrees with the fact that martensite nucleates in the bottom part of the sample and advances towards the austenitic upper part. When unloading, a first austenitic front advances from top to bottom but at a certain moment a second austenite-martensite front starts advancing upwards from the bottom. This occurs after a clear pause of activity of the top front, that was probably pinned by some defects. This coexistence of multiple martensitic fronts is related to the fact that the transformation is driven by strain control\cite{16}. Later, both fronts advance simultaneously and they merge close to the center of the sample.

It is worth noticing that inhomogeneous behaviour has been
previously observed in other Cu based single crystalline samples under loading and unloading, using AE\textsuperscript{6,9}, polarized-light optical microscopy\textsuperscript{16,17} and full-field strain measurements using an optical grid method\textsuperscript{6}.

In general, the amplitude (and energy) of the events during unloading is higher than during loading. Interestingly, it is observed that the propagation of the front is not continuous but rather it exhibits intermittencies (as evidenced by the absences of hits for some time intervals, specially during unloading at 47s and 49 s). This finding reflects the well-known jerky behaviour of the martensitic transformation.

Fig. 3 shows six examples of the vertical temperature profiles $T(z)$ obtained during unloading at different times. As can be seen the heating and cooling processes are not homogeneous on the sample as a consequence of the inhomogeneous growth and shrinkage of the austenitic regions as well as the unavoidable heat diffusion process. A clear picture of the dynamics of the inhomogeneous heating (during loading) and cooling (during unloading) of the sample can be obtained by plotting the evolution of the temperature profiles as a function of time in a color map, as shown in Fig. 5 (a) and (b). Note that only the zone imaged by the IR camera is monitored. In these plots, the progression of the phase transition fronts, where latent heat is exchanged, corresponds to the sharp knees in the isotherms, associated with the moving heat sources and heat sinks.

By a proper numerical post-processing of the thermal profile it is possible to obtain the dynamics and location of the heat power source and sink densities\textsuperscript{12,13,18}. Considering that the problem is essentially one dimensional, and neglecting heat losses towards the air, one can describe the heat transport problem by considering the Fourier equation which can be expressed as:

$$
\Sigma(z,t) = \frac{C(z,t)}{Cr} - \kappa \frac{\partial T(z,t)}{\partial z} \quad (1)
$$

where $C$ is the specific heat, $\rho$ is the density, $\kappa$ is the thermal conductivity and $\sigma$ is the heat production term. Positive values for $\Sigma$ indicate power source density and negative values indicate power sink density.

By multiplying Eq.(1) by the frame discretization $\Delta t$, one can obtain an expression for the numerical computation of the power source and sink density as:

$$
\Sigma' = \frac{\partial T}{\partial k} - \kappa \frac{\partial^2 T}{\partial z^2} \quad (2)
$$

where $\Sigma' = \frac{\sigma}{\sigma T}$, $\kappa' = \frac{\kappa M}{\sigma T z^2}$ and the first derivative refers to changes of temperature per frame and the second derivative to second order changes of temperature per square pixel. Prior to the computation of the numerical derivatives, the $T(i,k)$ profiles have been smoothed by averaging over 5 frames (from $k - 2$ to $k + 2$) in the time direction and 1101 pixels in the spatial direction (from $i - 50$ to $i + 50$). Examples of the smoothed profiles are shown in Fig. 4 with black lines on top of the original $T(i,k)$ profiles. The second numerical step is to compute the first order time derivatives and the second order spatial derivatives using 5 point formulas, considering increments of 20 frames and 30 pixels respectively.

Using $\rho = 7.12 \text{ g cm}^{-3}$, $C = 0.45 \text{ J K}^{-1} \text{ g}^{-1}$ and $\kappa = 45 \text{ W m}^{-1} \text{ K}^{-1}$ for Cu-Al-Ni alloys\textsuperscript{19} we have computed the local distribution and time dependence of $\Sigma$. Results are shown in Figure 5 (c) and (d). Numerical errors, near the upper and lower edges of the plots, are due to the bias of the smoothing algorithm due to the boundaries of the available data.

The thermal source (sink) map nicely coincides with the mechanical energy map derived from AE experiments. It is to be noticed, however, that for the loading run, the AE trace displays a clear curvature that is not observed in the IR data. This deviation (that does not occur in the unloading process) can be understood since the location of the AE events has been performed assuming uniform sound velocity in the sample. It is known that the austenitic and martensitic phase have different sound propagation speeds. In general, this error is difficult to correct because it would depend on the particular geometry of the phase fronts, but it is expected that the error would be
smaller when several fronts are present simultaneously in the sample, which is what happens during the unloading regime. It is also worth noting that the dynamic behaviour of the power source and sink densities is also coincident with the dynamics of the AE data. An interesting point to remark is the fact that the merging of two fronts (as occurs at the end of the unloading run) gives rise to a local power sink which is significantly larger than the standard power sink during the normal displacement of an individual front.

A global view of the coincidence between thermal and acoustic effects can be gained by integrating $S$ along the whole sample volume in order to compute the evolution of the total power source and sink. Results are shown in Fig. 2 as red (source) and blue (sink) lines. There is a good correlation between the two set of experiments, and this spatially averaged correlation is similar to the results derived from high sensitivity calorimetry and AE count rate techniques. An added value to the computation of heat sources and sinks is that integration over the whole duration of the loading (and unloading) processes renders the total exchanged heat in the imaged region which is related to the latent heat of the transformation. In our experiments we have obtained 0.59 J for loading and -0.42 J for unloading. These values should be compared with the theoretically available latent heat in the imaged region which is 0.48 J. The agreement is rather good given our one dimensional approximation, the numerical uncertainties in the computation, and the fact that heat transport to air and through the grips has not been considered. The fact that for loading the estimation is larger than the value expected from latent heat could be due to heat transport from the upper part of the sample that is not imaged by the IR camera.

Recently Acoustic Emission sources have been correlated with sudden changes in the strain fields (avalanches) measured by an optical grid method. Here we have extended that study by resolving the dynamics of the heat sources and sinks which have been found to be well correlated with the sources of mechanical energy. The combined results of these independent techniques showing good correlation between thermal and mechanical events, may help in understanding the dynamics of martensitic transition and its interaction with disorder and sample boundary conditions. In particular, we have revealed phenomena such as domain nucleation, and front growth through front propagation, affected by pinning and jamming.

It is finally worth mentioning that the connection between heat exchange with specific details in the martensitic microstructure (enhanced heat absorption at the merging of martensitic interfaces) may provide useful information in the potential use of shape memory alloys for elastocaloric cooling. Materials with tailored microstructures, and some control of disorder distribution, can be designed which promote interface collisions at specific sites which may enable, for instance, localized cooling at desired positions.

The data that support the findings of this study are available from the corresponding author upon reasonable request.
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