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Abstract

Hyperbolic-spaces are better suited to represent data with underlying hierarchical relationships, e.g., tree-like data. However, it is often necessary to incorporate, through alignment, different but related representations meaningfully. This aligning is an important class of machine learning problems, with applications as ontology matching and cross-lingual alignment. Optimal transport (OT)-based approaches are a natural choice to tackle the alignment problem as they aim to find a transformation of the source dataset to match a target dataset, subject to some distribution constraints. This work proposes a novel approach based on OT of embeddings on the Poincaré model of hyperbolic spaces. Our method relies on the gyrobarycenter mapping on Möbius gyrovector spaces. As a result of this formalism, we derive extensions to some existing Euclidean methods of OT-based domain adaptation to their hyperbolic counterparts. Empirically, we show that both Euclidean and hyperbolic methods have similar performances in the context of retrieval.

1 Introduction

Hyperbolic embeddings are state-of-the-art models to learn representations of data with an underlying hierarchical structure [18]. The hyperbolic space serves as a geometric prior to hierarchical structures, tree graphs, heavy-tailed distributions, e.g., scale-free, power-law [45]. A relevant tool to implement hyperbolic space algorithms is the Möbius gyrovector spaces or Gyrovector spaces [66]. Gyrovector spaces are an algebraic formalism, which leads to vector-like operations, i.e., gyrovector, in the Poincaré model of the hyperbolic space. Thanks to this formalism, we can quickly build estimators that are well-suited to perform end-to-end optimization [6]. Gyrovector spaces are essential to design the hyperbolic version of several machine learning algorithms, like Hyperbolic Neural Networks (HNN) [24], Hyperbolic Graph NN [30], Hyperbolic Graph Convolutional NN [12], learning latent feature representations [11, 40], word embeddings [62, 25], and image embeddings [29].

Modern machine learning algorithms rely on the availability to accumulate large volumes of data, often coming from various sources, e.g., acquisition devices or languages. However, these massive amounts of heterogeneous data can entangle downstream learning tasks since the data may follow different distributions. Alignment aims at building connections between two or more disparate data sets by aligning their underlying manifolds. Thus, it leverages information across datasets. This aligning is an important class of machine learning problems, with applications as ontology matching and cross-language information retrieval [3].
Nowadays, optimal transport (OT)-based similarity measures are well-suited in matching datasets tasks as they preserve the topology of the data \[53\]. They estimate a transformation of the source domain sample that minimizes their average displacement to the target domain sample. These methods assume the existence of an unknown function \( T \) in a pre-specified class \( T \), which characterizes the global correspondence between spaces source and target. In practice, we are interested in learning this transformation. Typically, the selection of \( T \) has to be informed by the application domain. There are several studies in OT-based aligning in the context of domain adaptation in Euclidean spaces \[14, 52, 59\]. Recently, \[3\] proposed to use OT-based similarity measures and a HNN as an estimator to align hyperbolic embeddings. Nevertheless, they mention the lack of stability of this approach due to the network’s initialization procedure, which is something we tackle in this paper.

**Our contributions.** In this work, we propose various novel approaches to align Poincaré embeddings based on OT. In particular, we rely on the gyrobarycenter mapping (GM) on Möbius gyrovector spaces to derive extensions to some existing Euclidean methods of OT-based domain adaptation to their hyperbolic counterparts. To our knowledge, we provide a first theoretical analysis of the consistency of the hyperbolic linear layer for the regularized hyperbolic regression problem. We establish a link within the hyperbolic linear layer and wrapped Gaussian distributions. We explore GM as a strategy to increase the stability of end-to-end minimization of the current hyperbolic OT-based approach.

**Notation.** We denote vectors as bold lower-case, e.g., \( \mathbf{a} \). We write matrices using bold capital letters, e.g., \( \mathbf{A} \). Let \( \| \cdot \| \) be the \( \ell_2 \) norm of a vector. \( \mathbf{A}^\top \) is the transpose of \( \mathbf{A} \). Letters in calligraphic, e.g., \( \mathcal{P} \) denotes sets. We denote the \((m-1)\)-dimensional probability simplex by \( \Delta^m \). Let \( n \) be the number of data points and \( \{n\} \) denotes \( \{1, \ldots, n\} \). \( \mathbf{1}_n \) is a \( n \)-dimensional vector of ones (similarly for \( \mathbf{0} \)). Let \( \mathbf{I} \) be the identity matrix, and \( \langle \mathbf{A}, \mathbf{B} \rangle_F = \text{Tr}(\mathbf{A}^\top \mathbf{B}) \).

## 2 Background

### 2.1 Optimal transport

**The Monge problem.** For two random variables \( \mathbf{x}^s \sim \alpha \) and \( \mathbf{x}^t \sim \beta \) with values in \( \mathcal{X}^s \) and \( \mathcal{X}^t \), respectively. The Monge problem seeks a transport map \( T : \mathcal{X}^s \to \mathcal{X}^t \) that assigns each point \( \mathbf{x}^s \) to a single point \( \mathbf{x}^t \), which pushes the mass of \( \alpha \) towards that of \( \beta \) (i.e., \( T \alpha = \beta \)), while minimizing the transportation cost \( c \), e.g., the squared Euclidean distance, as follows:

\[
\arg \min_T \{ \mathbb{E} \left[ c(\mathbf{x}^s, T(\mathbf{x}^s)) \right] | T \alpha = \beta \}, \quad c : \mathcal{X}^s \times \mathcal{X}^t \to \mathbb{R}^+. \tag{1}
\]

We take \( \alpha \) and \( \beta \) as empirical measures: \( \alpha = \sum_{i=1}^{n^s} a_i \delta_{\mathbf{x}_i} \) and \( \beta = \sum_{j=1}^{n^t} b_j \delta_{\mathbf{x}_j} \), where \( \delta_{\mathbf{x}} \) is the Dirac at position \( \mathbf{x} \), \( a \in \Delta^{n^s} \) and \( b \in \Delta^{n^t} \) are the weights. When \( \alpha \) is a discrete measure, a map \( T \) satisfying the constraint may not exist, e.g., when the target measure has more points than the source measure \[52\].

**Relaxation and regularization.** The Monge problem is not always relevant to studying discrete measures (i.e., histograms) like the ones presented in this paper. The idea of the Kantorovich relaxation is to use “soft” assignments defined in terms of probabilistic couplings.
\( \Pi(a, b) = \{ M \in \mathbb{R}^{n \times n} | M1 = a, M^T1 = b \} \) that solves
\[
\text{OT}(a, b) := \arg \min_{M \in \Pi(a, b)} \langle M, C \rangle_F,
\]
where \( C \in \mathbb{R}^{n \times n} \) is the cost matrix related to the cost function \( c \). The discrete optimal transport problem is a linear program that can be solved using specialized algorithms such as the network simplex or interior-point-methods. However, the current implementation of these algorithms has cubic complexity in the size of the support of \( \alpha \) and \( \beta \) \cite{franceschi2018discrete, francischi2019entropic}.

Proposed to add an entropic regularization to speed-up computations, namely
\[
W_\epsilon(a, b) := \min_{M \in \Pi(a, b)} \langle M, C \rangle_F - \epsilon H(M),
\]
where \( \epsilon \geq 0 \) is the regularization parameter, and \( H(M) \) denotes the discrete entropy of a coupling matrix \cite{franceschi2018discrete}, \( H(M) = -\sum_{i,j} M_{i,j} (\log (M_{i,j}) - 1) \), with the convention: \( H(a) = -\infty \) if \( a \) is 0 or negative. The Sinkhorn algorithm \cite{franceschi2018discrete} solves Eq. 3 and can be differentiated using automatic differentiation. However, Eq. 3 is not a divergence, i.e., \( W_\epsilon(\alpha, \alpha) \neq 0 \). \cite{cuturi2013sinkhorn} proposes a divergence that overcomes the issues of the entropic regularization, the Sinkhorn divergence: \( SD_\epsilon(\alpha, \beta) := W_\epsilon(\alpha, \beta) - \frac{1}{\epsilon} (W_\epsilon(\alpha, \alpha) + W_\epsilon(\beta, \beta)) \).

In practice, we encode supervision by enforcing \( C_{i,j} = 0 \) whenever \( x_i^s \) matches \( x_j^t \) and \( \infty \) otherwise \cite{cuturi2013sinkhorn}.

**Barycenter mapping.** Once we obtain a transport coupling \( M \) using either Eq. 2 or 3 we can express the transported samples from the source as barycenters of the target samples \cite{cuturi2013sinkhorn, franceschi2018discrete}. This barycentric projection corresponds to solving \( \hat{x}_i^s = \arg \min_{x \in \mathcal{X}} \sum_{j=1}^{n^t} M_{i,j} c(x, x_j^t) \), which has a closed-form solution if \( c \) is the squared \( \ell_2 \) distance, and it corresponds to a weighted average:
\[
\hat{X}^s = B^F_M(X^s) = \text{diag}(M1_{n^s})^{-1} M X^t.
\]
In particular, assuming uniform sampling, it reduces to \( \hat{X}^s = n^s M X^t \). Thus, we map the source sample into the convex hull of the target examples. We use the barycenter mapping as a reference to learn an approximate transport function \cite{franceschi2018discrete, francischi2019entropic}.

**2.2 Learning in Hyperbolic Spaces**

**Hyperbolic spaces.** The hyperbolic space is a Riemannian manifold of constant negative curvature. A Riemannian manifold is a smooth manifold \( \mathcal{M} \) of dimension \( d \) that can be locally approximated by an Euclidean space \( \mathbb{R}^d \). At each point \( x \in \mathcal{M} \) one can define a \( d \)-dimensional vector space, the tangent space \( T_x \mathcal{M} \). We characterize the structure of this manifold by a Riemannian metric, which is a collection of scalar products \( \rho = \{ \rho(\cdot, \cdot)_x \}_{x \in \mathcal{M}} \), where \( \rho(\cdot, \cdot)_x : T_x \mathcal{M} \times T_x \mathcal{M} \to \mathbb{R} \). The Riemannian manifold is a pair \( (\mathcal{M}, \rho) \) \cite{lawson1991foundations, gigon2002riemannian}.

The tangent space linearizes the manifold at a point \( x \in \mathcal{M} \), making it suitable for practical applications as it leverages the implementation of algorithms in the Euclidean space. We use the Riemannian exponential and logarithmic maps to project samples onto the manifold and back to tangent space, respectively. The Riemannian exponential map, when well-defined, \( \text{Exp}_x : T_x \mathcal{M} \to \mathcal{M} \) realizes a local diffeomorphism from a sufficiently small neighborhood \( 0 \) in \( T_x \mathcal{M} \) into a neighborhood of the point \( x \in \mathcal{M} \). The logarithmic map is the inverse exponential map, \( \text{Log}_x : \mathcal{M} \to T_x \mathcal{M} \).

There are five isometric models of the hyperbolic manifold \cite{lawson1991foundations}. Our focus is on the Poincaré ball model because of the Möbius gyrovector formalism (see below). The Poincaré
We obtain the Möbius matrix-vector multiplication by using a linear map
\[ g(x) = \begin{pmatrix} \lambda_x \end{pmatrix} x^p, \]
where \( \lambda_x = 2/(1 - ||x||^2/s) \), and \( p^E = I_d \) is the Euclidean metric tensor. Hence, the conformal factor \( \lambda_x \) connects the Euclidean space and the Poincaré ball.

**Gyrovector formalism.** Gyrovector spaces analogize Euclidean vector spaces and provide a non-associative algebraic formalism for the hyperbolic geometry of the Poincaré model [66, 24]. Let \([\mathbb{B}^d, \oplus_s, \otimes_s] \) be a Möbius gyrovector space with Möbius addition \( \oplus_s \) and Möbius product \( \otimes_s \). These operations and their properties are described in closed-forms in Section 4 in supp. mat. A remark, the Möbius addition \( \oplus_s \) is often non-commutative, \(- (u \oplus_s v) \oplus_s u \neq v\). However, we can subtract using this operation from the left, \(-u \oplus_s (u \oplus_s v) = v\). This is known as the left-cancellation law [66].

The Poincaré distance \( d_s : \mathbb{B}^d_s \times \mathbb{B}^d_s \to \mathbb{R}_+ \) is:
\[
d_s(x, y) = 2s \tanh^{-1} \left( \frac{\| -x \oplus_s y \|}{s} \right).
\]  

We use wrap functions to compute functions on the manifold [24]. Let \( f : \mathbb{R}^d \to \mathbb{R}^p \) then the Möbius version of \( f \) that maps from \( \mathbb{B}^d \) to \( \mathbb{B}^m \) is defined by:
\[
f^{\otimes_s}(x) = \Exp_0 (f(\Log_0(x))).
\]  

We obtain the Möbius matrix-vector multiplication by using a linear map \( Q : \mathbb{R}^d \to \mathbb{R}^p \) in Eq. 6 \( Q^{\otimes_s}x \).

**Hyperbolic neural networks (HNN).** As their Euclidean counterpart, hyperbolic neural networks [24] rely on a sequence of matrix-vector multiplications followed by an element-wise non-linearity. For \( i > 0 \) hidden layers,
\[
h^{(i)} = \sigma_B \begin{pmatrix} b^{(i)} \oplus_s \left( (W^{(i)})^{\otimes_s} h^{(i-1)} \right) \end{pmatrix},
\]
where \( W^{(i)} \in \mathbb{R}^{d^{(i)} \times d^{(i-1)}} \) is the weight matrix, \( b^{(i)} \in \mathbb{B}_d^{d^{(i)}} \) the bias term, and \( \sigma_B(\cdot) \) is a Möbius function in the form of Eq. 5 with a standard non-linearity, e.g., ReLU. The intermediate layers of the network do not need to have the same dimension. Here, we use the left Möbius addition instead of the right one [24]. As for our analysis, we rely heavily on the left-cancellation-rule (See Section 5 in supp. mat.).

**Gyrobarcenter mapping (GM).** The gyrobarcentric coordinates are the hyperbolic version of the Euclidean barycentric coordinates. The hyperbolic graph neural networks [28, 29, 4] use GM in the aggregation step. We propose a matrix version of the gyrobarcentric coordinates in Möbius Gyrovector Spaces [1],
\[
B_M^{H}(X) = \frac{1}{2} \oplus_s \text{diag}(Mg)^{-1} MG X^t,
\]
where \( g = (\gamma_X^2)^2 - \frac{1}{2}, G = \text{diag}(\gamma_X^2), \) and \( \gamma_X^2 \) denotes the Lorentz gamma factor applied sample-wise. We observe that \( \lim_{s \to \infty} B_M^{H}(X) = \frac{d}{4} B_M^{E}(X^t) \), i.e., we recover Euclidean barycenter in the limit \( \frac{d}{2} \). The factor \( \frac{d}{4} \) comes form the distortion induced by the conformal factor \( \gamma_X^2 \). See Section 5 in supp. mat.
GM is a geodesically-convex combination of target samples. Empirically, the gyromidpoint (i.e., gyrobarycenter with uniform weights) is close to the Fréchet/Karcher mean \[11\]. The Fréchet mean is the point with minimum weighted mean squared-Riemannian distance to all the set \[23\]. Contrary to the gyrobarycenter, it has no closed-solution. We rely on iterative algorithms to compute the Fréchet mean \[50\], which can be prohibitively expensive, especially when one requires gradients to flow through the solution.

Hyperbolic OT. We introduced OT problems in Section 2.1, which defines the minimum cost assignment between two Euclidean spaces. Then, the question is whether or not OT extends to hyperbolic spaces. The answer is partially positive \[3, 43\]. In hyperbolic spaces, there is no guarantee for the smoothness of the transport map for the usual cost \(d_2(x, y)^2\) for \(x, y \in \mathbb{B}^d_s\). However, we use compositions of a function \(l\) with the Riemannian distance, e.g., \(-\cosh l d\) \[35, 34\]. We provide more details in Section 3 of supp. mat. Fig. 1 shows an illustration of the Euclidean and hyperbolic OT.

![Figure 1: Illustration](image.png)

Figure 1: Illustration: We obtain the probabilistic coupling using Euclidean OT-problem (left) and Hyperbolic OT-problem (right). We set \(\epsilon = 0.01\) for both methods.

3 Related work

Mapping estimation (ME). These methods avoid direct minimization of OT-based similarity measures, like Eq. 3 or the Sinkhorn divergence. Instead, they alternate between approximating the barycenter projection and the transport plan. ME uses different and often problem-dependent estimators for the approximation. Some estimators in the literature are Nearest neighbors (OT domain adaptation, OT-DA) \[14\], Kernel methods \[52\], and Neural Networks \[59\]. A particular case is the linear mapping, which has closed-solution \[53, 22\]. As far as we know, there is no adaptation/implementation of these approaches in hyperbolic spaces, which is part of our contribution.

Direct minimization of OT-loss (OT-Direct). These methods minimize the OT-based similarity measure between target samples and transformed source samples. This idea is present in the Euclidean case in several OT-based algorithms for domain adaptation \[15, 17\]. More recently, \[3\] proposes an unsupervised approach to match points in two different Poincaré spaces. \[3\] optimizes the OT-loss and the transport map simultaneously, using as a loss either \(W_{\epsilon}(\alpha, T_{\beta}^\#(\beta))\) or \(SD_{\epsilon}(\alpha, T_{\beta}^\#(\beta))\) with a suitable hyperbolic cost, where \(T\) is a HNN. However, this approach is sensitive to initialization due to both the objective function
and HNN’s nature [25]. They propose three pre-training initialization to increase robustness to initialization:

- **Permutation.** The map approximately matches a random permutation of target samples:

  \[ T \leftarrow \arg \min_T \frac{1}{n^t} \sum_{i=1}^{n^t} d_s(x_{\sigma(i)}^t, T(x_i^t)), \tag{9} \]

  for some permutation \( \sigma(i) \).

- **Identity.** The map approximately preserves the geometry of the source space:

  \[ T \leftarrow \arg \min_T \frac{1}{n^s} \sum_{i=1}^{n^s} d_s(x_i^s, T(x_i^s)). \tag{10} \]

- **Procrustes.** The map is approximately a rotation of the source space:

  \[ T \leftarrow \arg \min_T \frac{1}{n^s} \sum_{i=1}^{n^s} d_s(P x_i^s, T(x_i^s)), \tag{11} \]

  where \( P = \arg \min_{P \in P=1} \| X^s - P X^s \|_F^2 \).

Here, we introduce the GM as initialization strategy to reduce the lack of stability due to initialization:

\[ T \leftarrow \arg \min_T l^H(T, B^H_M) := \frac{1}{n^s} \sum_{i=1}^{n^s} d_s(B^H_M(x_i^s), T(x_i^s)), \tag{12} \]

where \( l^H(T, B^H_M) \) is the fitting data term, which assess the quality of the map to reconstruct a given GM. Our motivation follows Procrustes initialization. Instead of finding a rotation, we use the GM which, represents a possibly highly nonlinear approximation encoded in the probabilistic coupling \( M \). The GM initialization requires solving Eq. 2 or 3 making it significantly more computationally expensive than the other three pre-training approaches.

4 Aligning Hyperbolic Representations

4.1 Hyperbolic OT-DA

We also extend the Euclidean OT-DA algorithm [14, 20] to its hyperbolic version. The most straightforward OT-DA algorithm uses a nearest-neighbor interpolation approach. While training, this algorithm memorizes the barycenter mapping of a given set of source samples. If a new sample does not belong to the training set, the algorithm uses the nearest-neighbor interpolation of the barycenter mapping. In our extension, we replace the barycenter by the GM and rely on a Möbius-based nearest-neighbor interpolation. Hence,

\[ T(x) = B^H_M \left( x_i^s \oplus \left( -X_i^s \oplus x \right) \right) \]

where \( i(x) = \arg \min_{i \in [n^t]} d_s(x, X_i^s) \).
4.2 Hyperbolic Mapping Estimation

Our hyperbolic mapping estimation (Hyp-ME) definition is inspired by and extends the Euclidean mapping estimation framework [52, 59] to the hyperbolic setting. Hyp-ME aims at finding a transport map between two hyperbolic representations using the GM as a proxy. We use a loss composed of two global terms: a fitting data term for the transport map and an OT-loss for the GM, each with its regularization term. Thus, the total loss of the Hyp-ME is:

\[
g(M, T) := \left( l^H(T, B^H_M) + \omega \Omega(T) \right) + \eta \left( (M, C)_F - \epsilon H(M) \right),
\]

where \( \Omega(\cdot) \) is a regularization term and \( \eta \geq 0, \omega \geq 0 \) are hyper-parameters. In particular, \( \eta \) controls the trade-off between the two groups of terms in the loss. We obtain \( T \) and \( M \) by solving the following optimization problem

\[
(M, T) \leftarrow \arg \min_{T \in T, M \in \Pi(a, b)} g(M, T),
\]

where \( T \) is the space of transformations from \( X_s \) to \( X_t \).

Optimization procedure. We rely on alternate optimization w.r.t. both parameters \( M \) and \( T \). This algorithm well-known as Block Coordinate Descent [63]. Algorithm 1 shows the steps of our optimization procedure. We note that the GM couples both groups of terms. Thus, minimizing the total loss with a fixed transport map boils down to a constrained OT-problem (see Eq. 15). We rely on a generalized conditional gradient descent algorithm (GCG) [14, 54, 9]. We repeat alternating until we satisfy some convergence criterion. We are not insured to converge to the optimal solution as the data fit term is only convex when \( s \to \infty \). However, the algorithm works well in practice.

**Algorithm 1 Hyp-ME with Block Coordinate Descent**

**Require:** Initial transport map \( \hat{T} \), cost matrix \( C \)

**Ensure:** Stationary point of Eq. 14

1. while not converge do
2. \hspace{1em} **Update M:** with a fixed estimator \( \hat{T} \),
   \[
   \hat{M} \leftarrow \arg \min_{M \in \Pi(a, b)} \eta \left( (M, C)_F - \epsilon H(M) \right) + l^H(\hat{T}, B^H_M).
   \]
3. \hspace{1em} **Update T:** with a fixed coupling \( \hat{M} \),
   \[
   \hat{T} \leftarrow \arg \min_{T \in T} l^H(T, B^H_M) + \omega \Omega(T).
   \]
4. end while

**Updating M.** In our case, the GCG algorithm uses a partial linearization of the Hyp-ME loss (Eq. 13) w.r.t. \( M \) to build a sequence of linear minimization problems. Thus, for each iteration \( k \), we compute the following linear oracle:

\[
M^* \leftarrow \arg \min_{M \in \Pi(a, b)} (M, F^k)_F - \epsilon H(M),
\]
where $F^k = \eta C + (\lambda_{GM}^k)^{-2} \nabla_{M^k} H(\hat{T}, B_M^H) \bigg|_{M=M^k}$, $\dot{\epsilon} = \eta \epsilon$, and $\lambda_{GM}^k$ is the conformal factor at the point mapped by the GM. This factor links the hyperbolic and the Euclidean gradient (see Section 2.2). Eq. 17 is a regularized OT-problem with a modified cost function. We update the map by computing $M^{k+1} = M^k + \alpha_k (M^* - M^k)$, where $\alpha_k$ is the optimal step that satisfies the Armijo rule that minimizes Eq. 13. We repeat until reaching some local convergence criterion.

Updating $T$. The Hyp-ME considers a broad set of transformations $\mathcal{T}$. We use HNN. Thus, we rely on algorithms based on Riemannian gradient descent [6] to minimize Eq. 16, which is possible given that we have access to closed-form implementations of the gyrovector and Riemannian-based operations (see Section 2.2).

4.3 Analysis: Hyperbolic Linear Layer

In this section, we propose a novel analysis of the set of hyperbolic linear transformations induced by a real matrix $L \in \mathbb{R}^{d_t \times d_s}$:

$$\mathcal{T} = \left\{ T : \exists L \in \mathbb{R}^{d_t \times d_s}, \forall x^s \in \mathcal{X}^s, T(x^s) = (L \otimes x^s) ^\top \right\}.$$  \hspace{1cm} (18)

Furthermore, we define $\Omega(T) = \| L - K \|_F^2$, where $K$ is a predefined constant matrix, e.g., $I$, which ensures that the examples are not moved far away from their initial position.

Consistency. Showing the consistency boils down to bound with high probability the true risk $R(L)$ by the empirical risk $\hat{R}_{\text{emp}}(L)$, both defined as

$$R(L) = \mathbb{E}_{(x,y)} d_s \left((L \otimes x)^\top, y\right) \quad \text{and} \quad \hat{R}_{\text{emp}}(L) = \frac{1}{n} \sum_{j=1}^n d_s \left((L \otimes x_j)^\top, y_j\right).$$

Note that the hyperbolic distance or its square is not geodesically convex w.r.t. Möbius matrix multiplication (see Lemma 9 in supp. mat.).

**Theorem 1.** Let $\|x\| \leq C_x$ and $\|y\| \leq C_y$, for any $x$ and $y$ in $\mathbb{B}^d \setminus \{0\}$ with a probability of $1-\delta$ for any matrix $L$ optimal solution of problem 14 such that $\|Lx\|^{-1} \leq L$ and $\|Ly\|^{-1} \leq L$, we have:

$$R(L) \leq \hat{R}_{\text{emp}}(L) + \frac{1}{\omega n} \left( \frac{N_x^2}{4\omega n} + 2N_x + 8K_y + 1 \right) + \left( \frac{2}{\omega} \left( \frac{N_s^2}{4\omega n} + 2N_s + 1 \right) + K_y \left( \frac{K_x + 16}{\omega} + 1 \right) \right) \sqrt{\frac{\ln(1/\delta)}{2n}},$$

where $N_s = \sqrt{8\pi n^4 L C_x^2}$, $K_x = d_s(0, C_x)$, and $K_y = d_s(0, C_y)$.

**Proof.** We present the proof in supp. mat. \hfill \Box

Our theorem shows that the hyperbolic linear layer has a sample complexity of $O(n^{-1/2})$, the same as the Euclidean version [52, 51]. However, $s \rightarrow \infty$ does not link the bounds on the Euclidean and hyperbolic settings.
Quality of the approximation. We discuss the quality of the transport map approximation for the hyperbolic layer neural network. Similarly to [52], we have the following theorem.

**Theorem 2.** Let $T^*$ be the true transport map. Let $B^H_{M_0}$ be the true GM associated with the probabilistic coupling $M_0$. Let $B^H_{\tilde{M}}$ be the empirical GM of $X^*$ using the probabilistic coupling $\tilde{M}$ learned between $X^*$ and $X^t$. Then, quality of the transport map approximation is bounded as follows

$$\mathbb{E}_{X^* \sim X^t} [d_s (T(x^*), T^*(x^*))] \leq \sum_{x^* \in X^*} d_s(T(x^*), B^H_{M_0}(x^*))$$

$$+ \sum_{x^* \in X^*} d_s(B^H_{M_0}(x^*), B^H_{\tilde{M}}(x^*))$$

$$+ \mathbb{E}_{X^* \sim X^t} [d_s(T^*(x^*), B^H_{M_0}(x^*))] + O\left(\frac{1}{\sqrt{n}}\right).$$

**Proof.** We present the proof in supp. mat. \qed

The inequality in Eq. 20 assesses the quality of the learned transformation $T$ w.r.t three principal quantities. We minimize the first quantity in Eq. 14. We foresee the first term to be small for families of functions with high representation power, e.g., deep HNN; however, we need to explore these families’ consistency. The remaining terms are theoretical quantities that are hard to bound due to GM’s lack of theory in the statistical learning context. However, we expect the second term to decrease uniformly w.r.t. the number of samples as it measures the empirical GM’s quality. Assuming that the empirical GM is a good approximation, we also expect the last term to be small. We believe understanding gyrobarycenters opens up new theoretical perspectives about OT in machine learning on hyperbolic manifolds, but these are beyond the scope of this paper.

**Link with wrapped Gaussians.** This section shows the link between the hyperbolic linear layer and wrapped Gaussian distributions in the hyperbolic space. We start by defining wrapped Gaussian distributions. Then, we state a theorem that links both models explicitly.

**Definition 1 (Wrapped Gaussian [41, 39, 58].)** Define $x \sim (\text{Exp}_\mu)_\# \mathcal{N}(0, \Sigma)$ to be a wrapped Gaussian random variable with bias $\mu \in \mathbb{B}^d$ and covariance matrix $\Sigma \in \mathbb{R}^{n \times n}$. To build a wrapped Gaussian, we draw samples at random from a zero-mean Gaussian distribution with covariance $\Sigma$, $z \sim \mathcal{N}(0, \Sigma)$. We project these samples onto the manifold at zero, $\bar{x} = \text{Exp}_\mu(z)$. Finally, we add the bias term $\mu$ using the Möbius addition, $x_i = \text{Exp}_\mu(z_i)$.

**Theorem 3.** Let $x \sim (\text{Exp}_{\mu_1})_\# \mathcal{N}(0, \Sigma_1)$ and $y \sim (\text{Exp}_{\mu_2})_\# \mathcal{N}(0, \Sigma_2)$ be two hyperbolic random variables, distributed under wrapped Gaussian with parameters $\mu_i \in \mathbb{B}^d$ for $i \in [2]$ and $\Sigma_i \in \mathbb{R}^{n \times n}$ for $i \in [2]$. Then,

$$\begin{bmatrix} x \\ y \end{bmatrix} \sim \left(\text{Exp}_{[\mu_1, \mu_2]}\right)_\# \mathcal{N}\left(\begin{bmatrix} 0 \\ \Sigma_1 \\ \Sigma_1 T \\ \Sigma_2 \end{bmatrix}, \begin{bmatrix} \Sigma_1 & \Sigma_1 T \\ T^\top & \Sigma_2 \end{bmatrix}\right),$$

where $T = \Sigma_1^{-\frac{1}{2}} \left(\Sigma_2^\top \Sigma_2 \Sigma_1^{-\frac{1}{2}}\right)^{\frac{1}{2}} \Sigma_1^{-\frac{1}{2}}$. Then, the transport map is $T(x) = y = \mu_2 \oplus x \oplus T^\top \left(-\mu_1 \oplus x\right)$. \qed

**Proof.** We present the proof in supp. mat. \qed
Observe that \( \lim_{s \to \infty} T(x) = \mu_2 + T(x - \mu_1) \), which is the transport map between two Gaussians \cite{32, 53}.

The main implication of Theorem 3 is that by definition (see Eq.7), a hyperbolic linear layer represents a linear Monge mapping between wrapped Gaussian distributions.

**The Wrapped Linear Map (W-linear map).** It is the closed-form solution given by the Theorem 3. First, we center the data by subtracting (i.e., left Möbius subtraction) the gyromidpoint of source and target, respectively. Then, we compute the Gaussian transport plan \cite{7, 40} of the covariance matrices in the tangent space at zero, \( T \). Fig. 2 shows an illustration of the wrapped linear transport.

![Figure 2: Hyperbolic mapping estimation on a toy example. Example of wrapped linear mapping estimation between empirical distributions. Lines denote the geodesics (gyrolines) of the transported samples.](image)

5 Experiments

5.1 Setup.

**Datasets.** We consider two subtasks of the OAEI 2018 ontology matching challenge \cite{2}: Anatomy, with two ontologies; Biodiv, with four \cite{4}. We use the English-French-matching task from the DBPL15k dataset \cite{61}, used for cross-lingual entity alignment (see Section 1 in the supp. mat.). For each collection, we generate embeddings in the Poincaré Ball of dimension 10 \cite{45}. We perform a 10-fold cross-validation loop. We consider a supervised aligning task, where we train with 10% of the matched data and validate on the remaining 90%.

**Baselines and metrics.** We compare several OT-based alignment methods against their proposed hyperbolic counterpart: Linear mapping estimation \cite{32}, mapping estimation (ME) \cite{52}, OT-DA \cite{14}, hyperbolic OT-direct \cite{3}, Euclidean OT-direct, hyperbolic linear layer (W-linear map), and hyperbolic OT-DA, and Hyp-ME. All models return transported embeddings. Using these, we retrieve nearest neighbors under the hyperbolic distance. We report the Hits@10, which measures the percentage of times the right matched point appears in the top 10 ranked evaluation. Additionally, we report the computation time.

We use neural networks and HNN for the Euclidean and hyperbolic cases, respectively. We set 6 hidden layers, 100 hidden units with ReLU as the activation function. We initialize the weights as in \cite{27}. We use Riemannian ADAM \cite{6} for hyperbolic models, and ADAM \cite{31} for the Euclidean

\footnote{\url{oaei.ontologymatching.org/2018/}}
ones. In all experiment, we set the number of iterations of the Sinkhorn algorithm to be less than 100. We set the regularization parameter $\epsilon = 0.01$, and $a = b = \frac{1}{n}$. For iterative methods, we set the stopping criteria to a relative tolerance of $1 \times 10^{-7}$.

**Technical aspects.** We used Gensim [57] to compute the Poincaré embeddings. We used the POT library [21] for OT related algorithms. We used the Autodiff implementation of the Sinkhorn algorithm\(^3\) for the end-to-end learning task. We relied on the geoopt package for Riemannian optimization \(^3\). Our methods are implemented in Pytorch \(^4\) and are available \(^4\). We run all the experiments on a single desktop machine with a 4-core Intel Core i7 @2.4 GHz.

### 5.2 Results

**Effect of various initialization in OT-direct:** Comparing different initialization approaches for Euclidean and hyperbolic estimators, using the Sinkhorn loss and Sinkhorn divergence.

**Effect of the initialization in OT-direct.** We explore the impact of several initialization strategies in the robustness of OT-direct: random initialization, identity mapping (Eq. 10), Procrustes alignment (Eq. 11), and barycenter/gyrobarycenter mapping (Eq. 12). We use $W_\epsilon$ and $SD_\epsilon$ as OT-based losses. The GM initialization corresponds to one step of the Algorithm 1 without taking the fitting data term ($\eta \to \infty$).

Fig. 3 displays the performance across datasets relative to the mean of both Euclidean and hyperbolic neural networks with different initialization methods with two OT-direct losses: $W_\epsilon$ and $SD_\epsilon$. The barycenter and gyrobarycenter initialization display the best performance for all losses consistently. The random and the identity strategy exhibit similar performance in Euclidean and hyperbolic methods for all losses. The gyrobarycenter with the Sinkhorn loss has the best performance with less variance. Regarding the computation time, the gyrobarycenter is approximately two times faster than other initialization procedures. In Euclidean spaces, the barycenter method improves retrieval performance without increasing computation time. Therefore, the barycenter mapping/GM initialization provides a good proxy for the transport map. Hence, closer to the optimal value.

---

\(^3\)github.com/gpeyre/SinkhornAutoDiff
\(^4\)Link to the Github repository
We then bridge the gap between the hyperbolic layer and wrapped Gaussian distributions using Theorem 3. Additionally, we proposed a closed-form solution for the transport between wrapped Gaussian distributions: the wrapped linear model. We extend to the hyperbolic space some OT-based methods for feature alignment by using gyrobarycenter mappings: Hyp-OT-DA and Hyp-ME.

In all experiments, the hyperbolic methods benefit the retrieval performance compared to the Euclidean geometry. The barycenter and gyrobarycenter initialization approaches help to avoid the estimator’s collapse while minimizing OT-based similarities directly. The wrapped linear model can align the latent space of hyperbolic wrapped variational autoencoders [41]. The analysis presented in this paper opens the door to several perspectives on machine learning on hyperbolic spaces, such as the quality and the consistency of the gyrobarycenter approximation in OT problems in hyperbolic spaces.

6 Discussion

In this paper, we show that the hyperbolic layer has a sample complexity of $O(n^{-1/2})$ (Theorem 3). We then bridge the gap between the hyperbolic layer and wrapped Gaussian distributions using Theorem 3. Additionally, we proposed a closed-form solution for the transport between wrapped Gaussian distributions: the wrapped linear model. We extend to the hyperbolic space some OT-based methods for feature alignment by using gyrobarycenter mappings: Hyp-OT-DA and Hyp-ME.

In all experiments, the hyperbolic methods benefit the retrieval performance compared to the Euclidean geometry. The barycenter and gyrobarycenter initialization approaches help to avoid the estimator’s collapse while minimizing OT-based similarities directly. The wrapped linear model can align the latent space of hyperbolic wrapped variational autoencoders [41]. The analysis presented in this paper opens the door to several perspectives on machine learning on hyperbolic spaces, such as the quality and the consistency of the gyrobarycenter approximation in OT problems in hyperbolic spaces.
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.1 Data description

DBP15K [61]. It is a subtask from DBpedia, which is a large-scale multilingual knowledge base that includes inter-language links (ILLs) from entities of English version to those in other languages. The DBP15K dataset consists of 15 thousand ILLs with popular entities from English to Chinese, Japanese, and French respectively.

|         | DBP15K | Anatomy | Biodiv |
|---------|--------|---------|--------|
|         | English (EN) | French (FR) | Human | Mouse | FLOPO | PTO | ENVO | SWEET |
| Entities | 19993 | 19661 | 3298 | 2737 | 360 | 1456 | 6461 | 4365 |
| Relations | 115722 | 105998 | 18556 | 7364 | 472 | 11283 | 73881 | 30101 |
| Matched | 14278 | 1517 | 154 | 402 |

Table 2: Dataset characteristics.

.2 Additional results

Domain adaptation on synthetic data. The aim of domain adaptation is to build a classifier such that said classifier trained on a domain (source) can be used to predict in a different domain (target). Fig. 4 shows an illustration of domain adaptation by aligning the hyperbolic embeddings of both domains.

Figure 4: Illustration on a toy example: (a) Decision boundaries for shallow hyperbolic network trained on the source domain. (b) Gyrolines between samples matched according to the transport plan. (c) Decision boundaries after fine-tuning the classifier with samples transported to the target domain. Crosses depict the source domain, while class-colored circles are the target domain samples.

.3 Optimal transport on Riemannian manifolds

Brenier and McCann mappings. Brenier’s theorem states that the solution of the Monge problem can be characterized by the existence of the gradient of a convex function. McCann’s theorem [43, 42] generalizes the Brenier’s theorem to a general compact Riemannian manifold, (M, ρ). Let μ and ν be two probability measures compactly supported on M, where μ is absolutely continuous with respect to the Riemannian volume. According to McCann, the optimal transport map T for the quadratic cost c(x, y) = 1/2d_M(x, y)^2 can be written as T(x) = Exp_x (−∇ψ(x)), for some function ψ such that ψ_c = ψ, where u_c = inf_{x∈X} {c(x, y) − u(x)} denotes the c-transform of u. A map u such that u_c = u is called c-concave.
Figure 5: *Illustration of barycenter and gyrobarycenter mappings:* (a) Original samples; (b) Euclidean Barycenter mapping; (c) Orthogonal Procrustes with data centering; (c) Hyperbolic barycenter mapping (gyrobarycenter). The gyrobarycenter mapping collapses into gyromidpoint for a large enough entropic regularization parameter.

### Some conditions for Regularity

Ma-Trudinger-Wang (MTW) conditions for regularity [37, 63] are sufficient for the optimal map to be smooth between a pair of log smooth bounded probability densities [43]. However, to use the squared-Riemannian distance of the hyperbolic space [35, 34] violates one of the MTW conditions as significant cut-locus issues arise in this context. Nevertheless, we can satisfy the MTW conditions for cost functions which are composition of a function $l$ with a Riemannian distance of constant sectional curvature [34]. The Table 3 summarizes the MTW-regular cost functions.

| cost function | MTW condition |
|---------------|---------------|
| $-\cosh \circ d$ | strong |
| $- \log \circ (1 + \cosh) \circ d$ | strong |
| $\pm \log \circ \cosh \circ d$ | weak |

### Table 3: Hyperbolic cost functions that satisfy the strong/weak MTW conditions of regularity.

#### .4 Properties of Möbius operations

**Equivalent hyperbolic distances.**

$$d_s(x,y) = 2s \tanh^{-1} \left( \frac{\| -x \oplus_s y \|}{s} \right)$$

$$= 2s \sinh^{-1} \left( \gamma_x \gamma_y \frac{\| x - y \|}{s} \right) \quad \text{(Theorem 7.4 [5])}$$

We have $\lim_{s \to \infty} d_s(x,y) = 2d(x,y)$ [65]. In particular, if we compute the distance to 0 [56, 30], it reduces to

$$d_s(0,w) = 2s \tanh^{-1} \left( \frac{\| w \|}{s} \right)$$

$$= 2s \sinh^{-1} \left( \gamma_w \frac{\| w \|}{s} \right). \quad \text{(23)}$$

**The Möbius scalar multiplication.**

It is defined as

$$r \otimes_s x = s \tanh \left( r \tanh^{-1} \left( \frac{\| x \|}{s} \right) \right) \frac{x}{\| x \|} \quad \text{(24)}$$
where \( r \in \mathbb{R} \) and \( x \in \mathbb{B}^d \). \( \lim_{s \to \infty} r \odot_s x = r x \) \[65\].

The Möbius scalar multiplication has the following identities \[66\]:

\[
\begin{align*}
1 \odot a &= a & \text{Identity scalar multiplication} \\
(r_1 + r_2) \odot a &= r_1 \odot a + r_2 \odot a & \text{scalar distributive law} \\
(r_1 \cdot r_2) \odot a &= r_1 \odot (r_2 \odot a) & \text{scalar associative law} \\
\|r\| \odot a &= \frac{a}{\|a\|} & \text{scaling property}
\end{align*}
\]

**Möbius matrix multiplication.**

\[
Q^{(c)}(x) := s \tanh \left( \frac{\|Qx\|}{\|x\|} \tanh^{-1} \left( \frac{\|x\|}{s} \right) \right) \frac{Qx}{\|Qx\|}
\]

(26)

Here, there are some properties of the Möbius matrix multiplication \[24\]: \( Q^{(c)}(x) = 0 \) if \( Mx = 0 \). \( Q \in \mathbb{M}_{m,n}(\mathbb{R}) \) and \( x \in \mathbb{B}^d \). \( Q^{(c)}(x) = Q^{(c)}x \), then \( (QQ^{(c)})x = Q^{(c)} \odot_s (Q^{(c)}x) \). \( (rQ) \odot_s x = r \odot_s (Q \odot_s x) \) for \( r \in \mathbb{R} \). \( Q \odot_s x = Qx \) for \( Q^2 = I \) (rotations are preserved). \( \lim_{s \to \infty} Q \odot_s x = Qx \).

**Möbius addition.** For any \( x, y \in \mathbb{B}^d \), the Möbius addition (hyperbolic translation \[56\]) is defined as

\[
x \oplus_s y := \left( 1 + \frac{c}{r} (x, y) + \frac{c^2}{r^2} ||y||^2 \right) x + \left( 1 - \frac{c}{r} ||x||^2 \right) y
\]

(27)

Moreover, we have \( (-x) \oplus_s x = x \oplus_s (-x) = 0 \) and \( (-x) \oplus_s (x \oplus_s y) = y \) (left cancellation law). However, this operation is usually not commutative, i.e., \( (x \oplus_s y) \oplus_s (-y) \neq y \) \[67\]. \( \lim_{s \to \infty} x \oplus_s y = x + y \).

The table [4] presents the group identities of the Möbius addition.

**Gyrolines.** Let \( v = (-x) \oplus_s y \) be a gyrovector with tail \( x \) and head \( y \). Then, the hyperbolic line or Gyroline is defined as:

\[
L(t) = x \oplus_s [t \oplus_s ((-x) \oplus_s y)], \quad -\infty < t < \infty.
\]

(28)

For \( t \in [0, 1] \), the Möbius gyrolines are identical to the geodesics of the Poincaré disc model of hyperbolic geometry connecting points \( x, y \in \mathbb{B}^d \) \[67\]. \( \lim_{s \to \infty} L(t) = x + t(y - x) \).
Exponential and Logarithmic map. We can also represent the exponential and logarithmic map using the Möbius addition [24]. For any point \(x \in \mathbb{B}_d\), the exponential map \(\text{Exp}_x : T_x \mathbb{B}_d \to \mathbb{B}_d\) and the logarithm map \(\text{Log}_x : \mathbb{B}_d \to T_x \mathbb{B}_d\) are given for \(v \neq 0\) and \(y \neq x\) by:

\[
\text{Exp}_x^s(v) = x \oplus_s \left( s \tanh \left( \frac{\lambda_s \|v\|}{2s} \right) \frac{v}{\|v\|} \right), \quad \text{Log}_x^s(y) = 2s \tanh^{-1} \left( \frac{-x \oplus_s y}{s \|x \oplus_s y\|} \right)
\]

(29)

.5 Proofs of main theorems

We first prove two useful lemmas.

**Lemma 1.** For \(x\) and \(a \in R_+\), we have:

\[
\sinh^{-1} \frac{x}{a} \leq \sqrt{\frac{x^2}{2}}
\]

(30)

**Proof.**

\[
\sinh^{-1} \frac{x}{a} = \int_0^x \frac{du}{\sqrt{a^2 + u^2}}
\]

\[
\leq \sqrt{\int_0^x du \int_0^x \frac{du}{a^2 + u^2}} \quad \text{(Cauchy Schwarz)}
\]

\[
= \sqrt{x \tan^{-1} \left( \frac{x}{a} \right)}
\]

\[
\leq \sqrt{x \frac{\pi}{2}}, \quad 0 \leq \tanh^{-1} x \leq \pi/2, \text{ and } x \geq 0
\]

\[\square\]

**Lemma 2** (Distortion of Möbius matrix multiplication). Let \(r \in R, L \in R^{n \times d}\), and \(w \in \mathbb{B}_d / \{0\}\), then we have

\[
d(0, L \otimes_s w) = \frac{\|Lw\|}{\|w\|} d(0, w)
\]

(31)

**Proof.** For completeness, we recall the scaling property of Möbius scalar multiplication on hyperbolic distances [30]. Let \(r \in R\) and \(\phi, u = s \tanh^{-1} \left( \frac{|u|}{s} \right)\) be the rapidity of \(u \in \mathbb{B}_d^d\),

\[
d_s(0, r \otimes_s w) = 2s \tanh^{-1} \left( \frac{\|r \otimes_s w\|}{s} \right)
\]

\[
= 2s \tanh^{-1} \left( \frac{1}{s} \|r \tanh(\phi, w)\| w \right)
\]

(Definition of Möbius scalar mult.)

\[
= 2s \tanh^{-1} (|r|) \tanh(|r| \phi, w))
\]

(Scaling prop. Eq. 25)

\[
= 2s \tanh^{-1} (|r|) \tanh(|r| \frac{|w|}{s})
\]

\[
= |r| d_s(0, w)
\]

Rewritting the definition of Möbius matrix multiplication (Eq.24) in terms of the Möbius scalar multiplication,

\[
M^\otimes(x) = \left( \frac{\|Mx\|}{\|x\|} \otimes_s x \right) \frac{\|x\| Mx}{\|Mx\|}
\]

(32)

Taking he norm of Eq. 32 and pluging it in Eq. 31 gives the desired result. \[\square\]
Hyperbolic linear layer

We present the consistency of the Möbius matrix multiplication. We use uniform stability to show that our approach is consistent. An Euclidean version of this proof is presented in [51] and applied to OT-mapping estimation in [52].

We denote $\| \cdot \|_F$ the Frobenius norm of a matrix. Let $x_i \in \mathcal{X}, y_i \in \mathcal{Y}$ for $i \in [n]$, and $f: \mathcal{X} \to \mathcal{Y}$. We define the loss (Eq. 33), the empirical risk (Eq. 34), the empirical regularized risk (Eq. 36), the empirical risk on truncated training set (Eq. 35), and the empirical regularized risk on truncated training set (Eq. 37).

$$\ell(f, (x, y)) = d_s(f(x), y), \quad \text{(Hyperbolic distance)} \quad (33)$$

$$\hat{R}(f) = \frac{1}{n} \sum_{j=1}^{n} \ell(f, (x_j, y_j)), \quad (34)$$

$$\hat{R}_i(f) = \frac{1}{n} \sum_{j=1}^{n} \ell(f, (x_j, y_j)), \quad (35)$$

$$\hat{R}_e(f) = \frac{1}{n} \sum_{j=1}^{n} \ell(f, (x_j, y_j)) + \omega \Omega(f), \quad (36)$$

$$\hat{R}_r(f) = \frac{1}{n} \sum_{j=1}^{n} \ell(f, (x_j, y_j)) + \omega \Omega(f), \quad (37)$$

where $\Omega(\cdot)$ is the regularization term, and $\omega \geq 0$ is the regularization parameter.

The quality loss of the hyperbolic mapping estimation is:

$$T \leftarrow \arg \min_{T \in \mathcal{T}} g(T) := \frac{1}{n} \sum_{i=1}^{n} \ell(T, (x_i, y_i)) + \omega \Omega(T), \quad (38)$$

where $y_i = B^H_M(x_i)$ for $i \in [n]$.

We use the set of hyperbolic linear transformations induced by a real matrix $L \in \mathbb{R}^{d \times p}$ in this analysis:

$$\mathcal{T} = \left\{ T : \exists L \in \mathbb{R}^{d \times p}, \forall x \in \mathcal{X}, T(x) = (L^\odot x)^\top \right\}. \quad (39)$$

In our setting, let $x \in \mathbb{B}_d$ and $v \in \mathbb{B}_d$ be in the Poincaré ball of $d$ dimensions and radius $s$. We assume $\|x\| \leq C_x < s$ and $\|y\| \leq C_y \leq s$. Then, using the definition of hyperbolic distances to zero Eq. (23) we have $d_s(0, x) \leq d_s(0, C_x) = K_x$ and $d_s(0, y) \leq d_s(0, C_y) = K_y$, as the $\tanh^{-1}(\cdot)$ is monotonically increasing.

**Lemma 3.** Let $L$ be an optimal solution of Problem 38, we have:

$$\|L\|_F \leq \frac{K_y}{\omega} \quad (40)$$

**Proof.**

$$g(L) \leq g(0)$$

$$\hat{R}(L) + \omega \|L\|_F \leq \hat{R}(0) + \omega \|0\|_F \quad (\text{optimality of } L)$$

$$\omega \|L\|_F \leq \frac{1}{n} \sum_{j=1}^{n} d_s(0, v_j) \quad (\text{problem 38 is always positive})$$

$$\|L\|_F \leq \frac{K_y}{\omega} \quad (d_s(0, v) \leq K_y)$$

$\blacksquare$
Lemma 4. The loss \( \ell(L, (x, v)) \) is bounded by \( M = K_y \left( \frac{K_x}{\omega} + 1 \right) \)

Proof. \[
\ell(L, (x, v)) = d_s(v, L^o x) \\
\leq d_s(0, L^o x) + d_s(0, v) \quad \text{(Triangle ineq.)} \\
= \|Lx\|_2 d_s(0, x) + d_s(0, v) \quad \text{(Eq. 31)} \\
\leq \|L\|_F d_s(0, x) + d_s(0, v) \quad \text{(Prop. of norms)} \\
\leq \|L\|_F K_x + K_y \quad \text{where } d_s(0, x) \leq K_x, d_s(0, v) \leq K_y \\
\leq K_y \left( \frac{K_x}{\omega} + 1 \right) \quad \text{(Lemma 3)}
\]

\( \square \)

Lemma 5. Upper bound of the Lorentz gamma factor of \( P^o x \) for \( x \in \mathbb{R}^d \) where \( d_s(0, x) \leq K_x \):

\[
\gamma_{P^o x} \leq \exp \left( \frac{\|P\|_{F}^2 K_x^2}{s^2} \right). \quad \text{(41)}
\]

Proof. \[
\gamma_{P^o x} = \frac{1}{\sqrt{1 - \frac{\|P^o x\|^2}{s^2}}} \leq \frac{1}{\sqrt{1 - \tanh^2 \left( \frac{\|P\|_{F} K_x}{s} \right)}} \quad \text{(Eq. 43)} \\
= \cosh \left( \frac{\|P\|_{F} K_x}{s} \right) \\
\leq \exp \left( \frac{\|P\|_{F}^2 K_x^2}{s^2} \right) \quad \text{(cosh } x \leq \exp(x^2/2) \text{)}
\]

\( \square \)

Lemma 6. Let \( \|x\| \leq C_x \), \( P \) and \( Q \) in \( \mathbb{R}^{n \times n} \). If the matrices \( P \) and \( Q \) satisfy \( \frac{1}{\|P\|_{F}} \leq L \), then

\[
\|P^o x - Q^o x\| \leq 2s L C_x \|P - Q\|_F. \quad \text{(42)}
\]

Proof. Let us define

\[
k_1(x) = \left( \frac{P_{x}}{\|x\|} \otimes \|x\| \right) - \frac{1}{\|x\|} S \left( \frac{1}{\|P_{x}\|} \right) \leq \frac{1}{\|x\|} S \left( \frac{1}{\|Q_{x}\|} \right), \\
k_2(x) = \left( \frac{Q_{x}}{\|x\|} \otimes \|x\| \right) - \frac{1}{\|x\|} S \left( \frac{1}{\|Q_{x}\|} \right).
\]

We assume w.l.o.g. \( k_2(x) > k_1(x) \)

\[
\|P^o x - Q^o x\| \\
= \|k_1(x)(P_x - Q_x) - (k_2(x) - k_1(x))Q_x\| \quad \text{(Rewriting)} \\
\leq k_1(x) \|P_x - Q_x\| + (k_2(x) - k_1(x))\|Q_x\| \quad \text{(Triangle ineq.)} \\
\leq s \frac{1}{\|P_{x}\|}\|P_x - Q_x\| + \left( \frac{1}{\|Q_{x}\|} - \frac{1}{\|P_{x}\|} \right)\|Q_{x}\| \quad \text{(Subadditivity of } |\cdot|) \\
\leq \frac{s}{\|P_{x}\|}\|P_x - Q_x\| + \|P_x\| - \|Q_x\| \quad \text{(Reverse triangle ineq.)} \\
\leq 2s \frac{L}{\|P_{x}\|}\|P_x - Q_x\| \quad \text{(Prop. of norms and } \|x\| \leq C_x) \\
\leq 2s \frac{L}{\|P_{x}\|}\|P_x - Q_x\| \quad \text{(Prop. of norms and } \|x\| \leq C_x) \\
\leq 2s \frac{L}{\|P_{x}\|}\|P_x - Q_x\| \quad \text{(Prop. of norms and } \|x\| \leq C_x)
\]

\( \square \)
Lemma 7 (Upper bound of the norm the Möbius matrix multiplication). Let $x \in B^d_s$ with $\|x\| \leq C_s$ and $d_s(0, x) \leq K_s$. Then,

$$\|P^x\| \leq s \tanh \left( \frac{\|P\|_F K_s}{s} \right). \quad (43)$$

Proof.

$$\|P^x\| = \frac{\|Px\|}{\|x\|} \otimes \|x\| \tag{Rewrting}$$

$$= s \tanh \left( \frac{\|Px\|}{\|x\|} \tanh^{-1} \left( \frac{\|x\|}{s} \right) \right)$$

$$\leq s \tanh \left( \frac{\|Px\| K_s}{2s^2 \|x\|} \right) \quad (d(0, x) \leq K_s)$$

$$\leq s \tanh \left( \frac{\|P\|_F K_s}{2s} \right). \quad (Prop. of norms)$$

$\square$

Lemma 8 ( $\ell_\infty$ bound of the hyperbolic loss). Let $x, v \in B^d_s \setminus \{0\}$ with $\|x\| \leq C_s$, and $P, Q$ in $\mathbb{R}^{n \times d}$, where $P$ and $Q$ satisfy $\frac{1}{\|x\|} \leq L$, then

$$|\ell(P, (x, v)) - \ell(Q, (x, v))| \leq \sqrt{2\pi s^5 LC_s^2 (\|P - Q\|_F + 1)} \quad (44)$$

Proof. Note that

$$|\ell(P, (x, v)) - \ell(Q, (x, v))| \leq d(P^x, Q^x) \quad (Reverse triangle ineq. \text{[19]})$$

$$d(P^x, Q^x) = 2s \sinh^{-1} \left( \frac{\gamma_{P^x} \gamma_{Q^x}}{s} \frac{\|P^x - Q^x\|}{\|x\|} \right) \quad (Eq. \text{[22]})$$

$$\leq 2s \sinh^{-1} \left( \exp \left( \frac{\|P\|_F^2 + \|Q\|_F^2 K_s^2}{s^2} \right) \frac{\|P^x - Q^x\|}{\|x\|} \right) \quad (Eq. \text{[41]})$$

$$\leq 2s \sqrt{\frac{s}{2} \|P^x - Q^x\|} \quad (Eq. \text{[50]})$$

$$\leq 2s \sqrt{2\pi sLC_s^2 \|P - Q\|_F} \quad (Eq. \text{[42]})$$

$$\leq \sqrt{2\pi s^5 LC_s^2 (\|P - Q\|_F + 1)} \quad (\sqrt{\alpha} \leq (a + 1)/2)$$

$\square$

Lemma 9 (Majorizer of the hyperbolic distance of linear combination of matrices in Möbius matrix multiplication). Let $x$ and $v$ in $B^d_s$ with $d_s(0, v) \leq K_y$. For $t \in [0, 1]$ we have:

$$d(v, t(P + (1 - t)Q)^x) \leq t d(v, P) + (1 - t) d(v, Q) + 2K_y \quad (46)$$

Proof.

$$d(v, t(P + (1 - t)Q)^x) \leq \left| d(0, t(P + (1 - t)Q)^x) + d(0, v) \right|.$$  \hfill (Triangle ineq.)

$$= \left| \frac{\|t(P + (1 - t)Q)x\|}{\|x\|} d(0, x) + d(0, v) \right|.$$  \hfill (Eq. \text{[51]})

$$\leq t d(0, P^x) + (1 - t) d(0, Q^x) + d(0, v) \quad (Convexity of $\| \cdot \|$)$$

$$\leq t \left[ d(0, P^x) - d(0, v) \right] + (1 - t) \left[ d(0, Q^x) - d(0, v) \right] + |2d(0, v)| \quad (Subadditivity of $| \cdot |$)$$

$$\leq t d(v, P^x) + (1 - t) d(v, Q^x) + 2|d(0, v)| \quad (Reverse triangle ineq.)$$

$$\leq t d(v, Q^x) + (1 - t) d(v, Q^x) + 2K_y$$

$\square$
Lemma 10. Let \( T(x) = L \otimes x \). We denote \( L \) a minimizer of \( \hat{R} \) and for \( i \in [n] \), let \( L^i \) denote a minimizer of \( \hat{R}^{\cong} \). Then,

\[
\|L\|_p^2 - 2 \|L^i + t \Delta L\|_p^2 + \|L^i\|_p^2 - \|L - t \Delta L\|_p^2 \leq \frac{\sqrt{8 \pi s^3 L_C r}}{\omega n} (t\|\Delta L\|_p + 1) + \frac{4K_y}{\omega n} \quad (47)
\]

Proof. Let \( \hat{R} \) and \( \hat{R}^{\cong} \) be the functions to optimize, \( L \) and \( L^i \) their respective minimizers and \( \omega \) the regularization parameter used in our algorithm. Let \( \Delta L = L - L^i \), then applying Lemma \( 8 \) for \( t \in [0, 1] \):

\[
\begin{align*}
\hat{R}^{\cong}(L - t \Delta L) &\leq t \hat{R}^{\cong}(L^i) + (1 - t) \hat{R}^{\cong}(L) + \frac{2K_y}{n} \quad (48) \\
\hat{R}^{\cong}(L^i + t \Delta L) &\leq t \hat{R}^{\cong}(L^i) + (1 - t) \hat{R}^{\cong}(L^i) + \frac{2K_y}{n} \quad (49)
\end{align*}
\]

Summing both inequalities,

\[
\hat{R}^{\cong}(L - t \Delta L) + \hat{R}^{\cong}(L^i + t \Delta L) - \hat{R}^{\cong}(L) - \hat{R}^{\cong}(L^i) - \frac{4K_y}{n} \leq 0 \quad (50)
\]

Let \( L \) and \( L^i \) be minimizer of Eq. \( 48 \) and Eq. \( 49 \) then

\[
\begin{align*}
\hat{R}(L) - \hat{R}(L - t \Delta L) &\leq 0, \\
\hat{R}^{\cong}(L^i) - \hat{R}^{\cong}(L^i + t \Delta L) &\leq 0 \quad (51)
\end{align*}
\]

Adding inequalities in Eq. \( 51 \) and Eq. \( 50 \)

\[
\begin{align*}
\hat{R}^{\cong}(L) - \hat{R}^{\cong}(L - t \Delta L) + \hat{R}^{\cong}(L - t \Delta L) - \hat{R}^{\cong}(L)
\end{align*}
\]

\[
\omega \|L\|_p^2 - \omega \|L^i + t \Delta L\|_p^2 + \omega \|L^i\|_p^2 - \omega \|L - t \Delta L\|_p^2 - \frac{4K_y}{n} \leq 0
\]

Then,

\[
\begin{align*}
\|L\|_p^2 - \|L^i + t \Delta L\|_p^2 + \|L^i\|_p^2 - \|L - t \Delta L\|_p^2 &\leq B + \frac{4K_y}{\omega n}
\end{align*}
\]

\[
B \leq \left| \hat{R}^{\cong}(L) - \hat{R}^{\cong}(L - t \Delta L) + \hat{R}^{\cong}(L - t \Delta L) - \hat{R}^{\cong}(L) \right|
\]

\[
= \frac{1}{n} \sum_{(x, v) \in S} \ell(L, (x, v)^i) - \frac{1}{n} \sum_{(x, v) \in S} \ell(L + t \Delta L, (x, v)^i)
\]

\[
+ \frac{1}{n} \sum_{(x, v) \in S} \ell(L + t \Delta L, (x, v)) - \frac{1}{n} \sum_{(x, v) \in S} \ell(L, (x, v))
\]

\[
\leq \frac{1}{n} \left| \ell(L, (x_i, v)) - \ell(L + t \Delta L, (x_i, v^i)) + \ell(L, (x_i, v^i)) - \ell(L + t \Delta L, (x_i, v^i)) \right|
\]

\[
\leq \frac{1}{n} \left| \ell(L, (x, v)) - \ell(L + t \Delta L, (x, v)) \right| + \frac{1}{n} \left| \ell(L, (x, v)) \right| + \frac{1}{n} \left| \ell(L + t \Delta L, (x, v)) \right|
\]

\[
\leq \frac{\sqrt{8 \pi s^3 L_C r}}{\omega n} (t\|\Delta L\|_p + 1)
\]

where the second inequality comes from the fact that the sums differ by the \( i \)th-element. The last inequality uses lemma \( 8 \)

Definition 2 (Uniform stability \( 8 \)). An algorithm \( A \) has uniform stability \( \beta \) with respect to the loss function \( \ell \) if the following holds

\[
\forall S \in D, \forall i \in [n], \|\ell(A_S, \cdot) - \ell(A_{S^i}, \cdot)\|_\infty \leq \beta.
\]
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Lemma 11. Our algorithm has uniform stability $\beta = \frac{1}{2\omega n} \left( \frac{N_x^2}{4\omega n} + 2N_x + 8K_y + 1 \right)$, where $N_x = \sqrt{2\pi s^3}L\bar{c}$.

Proof. Set $t = \frac{1}{2}$ on the left hand side of lemma 10.

Let $M$ be an algorithm with uniform stability $\beta$ with respect to a loss function $l$ such that $0 \leq l(A_S, z) \leq M$, for all $z \in Z$ and all sets $S$. Then, for any $n \geq 1$, and any $\delta \in (0, 1)$, the following bounds hold (separately) with probability $1 - \delta$ over the random draw of the sample $S$.

$$R \leq \hat{R}_{emp} + 2\beta + (4n\beta + M)\sqrt{\ln(1/\delta) \over 2n}.$$  

Theorem 2. Let $\|y\| \leq C_y$ and $\|x\| \leq C_x$, for any $x$ and $y$ in $\mathbb{B}_s^d \setminus \{0\}$ with a probability of $1 - \delta$ for any matrix $L$ optimal solution of problem (38) such that $\|Lx\|^{-1} \leq L$ and $\|Ly\|^{-1} \leq L$, we have:

$$R(L) \leq \hat{R}_{emp}(L) + \frac{1}{\omega n} \left( \frac{N_x^2}{4\omega n} + 2N_x + 8K_y + 1 \right) + \left( \frac{2}{\omega} \left( \frac{N_x^2}{4\omega n} + 2N_x + 1 \right) + K_y \left( \frac{K_y + 16}{\omega} + 1 \right) \right) \sqrt{\ln(1/\delta) \over 2n},$$

where $N_x = 2s \sqrt{2\pi s^3}L\bar{c}$.

Proof. As our algorithm is uniformly stable and our loss is bounded, hence we can apply Theorem 1 with $M = K_y \left( \frac{N_x^2}{4\omega n} + 1 \right)$ (lemma 10), and $\beta = \frac{1}{2\omega n} \left( \frac{N_x^2}{4\omega n} + 2N_x + 8K_y + 1 \right)$, where $N_x = \sqrt{2\pi s^3}L\bar{c}$ (lemma 11).

Hyperbolic linear layer for mapping estimation

Theorem 3. Let $f^*$ be the true transport map. Let $B_{M_0}(x)$ be the true barycentric mapping associated with the probabilistic coupling $M_0$. Let $\hat{B}_M(x)$ be the empirical barycentric mapping of $X^*$ using the probabilistic coupling $M$ learned between $X^*$ and $X'$.

$$\mathbb{E}_{x', x^*} [d(f(x^*), f'(x^*))] \leq \sum_{x' \in \mathcal{X}^*} d(f(x^*), B_M(x^*)) + \sum_{x' \in \mathcal{X}^*} d(B_M(x^*), B_{M_0}(x^*)) + O \left( \frac{1}{\sqrt{n^*}} \right) + \mathbb{E}_{x', x^*} [d(f'(x^*), B_{M_0}(x^*))]$$

(53)
Gaussian, we draw samples at random from a zero-mean Gaussian distribution with covariance 

A Gaussian random variable with bias 

Theorem 4 (Optimal transport: Wrapped linear case)

where 

Thus, 

\[
y = \mu_2 \oplus_c \mu_1 \oplus_c \bar{x} = \mu_2 \oplus_c \bar{y}
\]

\[
y \sim \mathcal{N}(0, \Sigma_2)
\]

\[
y \sim \mathcal{N}(0, \Sigma_1)
\]

\[
y = (\gamma_{\bar{x}}^2)^{\frac{1}{2}} \gamma_{\bar{x}} \mathbf{G} = \text{diag}(\gamma_{\bar{x}}^2)
\]

\[
\gamma_{\bar{x}} \text{ denotes the Lorentz gamma factor applied sample-wise. We know that } \lim_{x \to \infty} \gamma_{\bar{x}} = 2, \text{ then } \lim_{x \to \infty} \mathbf{G} = 4 \mathbf{I}, \text{ where } \mathbf{I} \text{ is the identity matrix. Similarly,}
\]

\[
\lim_{x \to \infty} \mathbf{g} = \frac{2}{5} \mathbf{1}
\]

Finally, we know that \( \lim_{x \to \infty} r \otimes_x x = r \mathbf{x} \) (see Section 4). Hence,

\[
\lim_{x \to \infty} B_{\text{M}}^H(\mathbf{X}^*) = \frac{4}{5} B_{\text{M}}^E(\mathbf{X}^*)
\]