Simulation of positive streamers in CO₂ and in air: the role of photoionization or other electron sources

Behnaz Bagheri¹,²,*, Jannis Teunissen¹ and Ute Ebert¹,²

¹ Centrum Wiskunde & Informatica (CWI), Amsterdam, The Netherlands
² Technical University of Eindhoven, Eindhoven, The Netherlands

E-mail: b.bagheri@tue.nl

Received 15 September 2020, revised 22 October 2020
Accepted for publication 10 November 2020
Published 18 December 2020

Abstract
Positive streamer discharges have been studied and modelled extensively in air. Here we study positive streamers in CO₂ with and without oxygen admixtures; they are relevant for current high voltage technology as well as for discharges in the atmosphere of Venus. We discuss that no efficient photoionization mechanism is known for gases with a large CO₂ fraction, as photons in the relevant energy range are rapidly absorbed. Hence positive streamers can propagate only due to some other source of free electrons ahead of the ionization front. Therefore we study positive streamer propagation in CO₂ with different levels of background ionization to provide these free electrons. The effect of replacing photoionization by background ionization is studied with simulations in air. Simulating streamers in background fields of 16 to 20 kV cm⁻¹ at standard temperature and pressure within a gap of 6.4 cm, we find that streamer propagation is rather insensitive to the level of photoionization or background ionization. We also discuss that the results depend not only on the value of breakdown field and applied electric field, and on preionization or photoionization, but also on the electron mobility \( \mu(E) \) and the effective ionization coefficient \( \alpha_{\text{eff}}(E) \), that are gas-dependent functions of the electron energy or the electric field.
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1. Introduction

1.1. Positive streamers in air and other N₂:O₂ mixtures

Streamers are rapidly growing ionized filaments which govern the initial phase of electric breakdown; they later can develop into a spark or a lightning leader [1–4]. Their growth is governed by the curved space charge layer around their tips which enhances the electric field in the non-ionized areas in front of them and allows them to penetrate into areas where the background electric field is below the breakdown threshold. They are weakly ionized channels, hence they do not increase the gas temperature significantly. We focus here on positive streamers that start and propagate more easily in air than negative streamers. Positive streamers propagate in the direction of the electric field with velocities comparable to the local electron drift velocity, but in the opposite direction, therefore they require a source of free electrons in front of their head to sustain their growth. In N₂:O₂ mixtures like air, these electrons are provided by photoionization [5, 6]. Background ionization, e.g., from previous discharges, can further influence their growth. In the present paper, the role of photoionization or other electron sources for positive streamer propagation will be investigated, in particular, in CO₂ with or without admixtures of other gases.

Streamers are used in numerous applications in plasma technology [7, 8], for instance for the production of chemical
1. Positive streamers in CO$_2$ with or without admixtures

In the present work, we concentrate on properties of positive streamers in CO$_2$. The study is motivated by current needs in high-voltage technology, where pressurized gas is used for insulation and current interruption purposes [12–14]. The commonly used working gas in high voltage circuit breakers and many other applications in high voltage technology is sulphur hexafluoride (SF$_6$) due to its unique insulating properties. However, it is a strong greenhouse gas with a global warming potential of 23,900 times that of CO$_2$ on a 100 years horizon [15]. Furthermore, it produces highly toxic components under switching operation.

The search for an alternative gas has revealed that CO$_2$ is a suitable replacement for SF$_6$ [14, 16–22]. ABB has introduced the first high voltage circuit breaker using CO$_2$ to the market [23]. The typical pressure range of CO$_2$ is then around 1–10 bar [14].

Knowledge on discharge dynamics in CO$_2$ [24] is also relevant for lightning on Venus that has an atmosphere of 96.5% CO$_2$ and 3.5% N$_2$. As reviewed in [25], there is compelling evidence of lightning on Venus from very low frequency radio emissions recorded beneath the clouds at a similar frequency as on earth. However, optical emissions are not consistent with terrestrial levels of activity, and their occurrence rates are qualitatively different in different observations which hints to strong temporal and/or spatial variability.

Experimental investigations of streamer stability field, streamer radius and streamer velocities in CO$_2$ at ambient temperature in the pressure range of 0.5–5 bar for both positive and negative polarities are presented in [14]. On the other hand, simulations of positive streamers in CO$_2$ have only been performed in [26]; the authors used 2D Cartesian particle-in-cell Monte Carlo and 2D Cartesian fluid simulations to study streamer branching; however a 2D Cartesian computation gives only a qualitative picture. In contrast, here we study the propagation of streamers in CO$_2$ with axisymmetric fluid simulations, and we study how the streamer properties depend on the gas composition, electric field and background electron density.

A major bottleneck in the study of positive streamers in pure CO$_2$ is that there seems to be no effective photoionization in that gas, as we review and discuss in section 2.2.1 of this paper. This is true as well for CO$_2$ with admixtures of other gases, in particular, of O$_2$ or of air. Therefore streamer propagation in CO$_2$ seems only understandable with some other source of free electrons ahead of the streamer, e.g., due to radiation or to previous discharges. Therefore we insert different values of background electron densities and study their effect on the streamer propagation. Without such an electron source, streamer inception in CO$_2$ will be difficult and streamer propagation erratic with multiple branching attempts, as is discussed further in section 3.1.

1.3. Positive streamers in other gases

Positive streamers depend essentially on three functions that are specific for the particular gas composition: on the electron mobility $\mu(E)$, on the effective ionization coefficient $\alpha_{\text{eff}}(E)$, and on the distribution of photoionization or possibly some other source of free electrons ahead of the ionization front. The breakdown field is defined as the field where $\alpha_{\text{eff}}(E) = 0$. But beyond this single value that sets a scale for the electric field, the functional dependence of electron mobility $\mu$ and effective ionization coefficient $\alpha_{\text{eff}}$ on the electric field $E$ or the electron energy determines streamer properties like velocity, radius and maximal electric field at the tip, and electric field and electron density in the streamer interior. To compare how streamer properties depend on these functions, in this paper, we study streamers in air, in CO$_2$, and in CO$_2$ with 1% or 10% admixture of O$_2$ at standard temperature and pressure. (Note that other gas densities with the same mixture ratios can be approximated by scaling laws [3, 27]).

1.4. Contents of the paper

The structure of paper is as follows: section 2 is devoted to the plasma fluid model with initial and boundary conditions. Subsection 2.2 reviews the literature on photoionization in air, in pure CO$_2$, and in CO$_2$ with admixtures of oxygen, air and other gases. Transport and reaction parameters for air and for CO$_2$ with or without admixture of oxygen are provided in section 2.3. In section 3, first the difficult propagation of CO$_2$ streamers without background ionization is discussed, and a first view on streamers in air and in CO$_2$ is given. Then the effect of replacing photoionization by background ionization in air streamers is discussed in section 3.3. In section 3.4, we characterize CO$_2$ streamers, and in section 3.5 streamers in air are compared to those in CO$_2$. The effect of oxygen admixture of 1% or 10% on CO$_2$ streamers are presented in section 3.6. Finally, the concluding remarks are presented in section 4.

2. Discharge model and conditions

We use a plasma fluid model for the densities of electrons and ions that incorporates elastic and inelastic collisions of electrons with O$_2$, N$_2$ and CO$_2$ molecules, including impact ionization and electron attachment reactions. Details on the calculation of mobility and reaction rates are given in section 2.3. Ions are considered immobile during the initial streamer phase due to their larger mass. For each gas we consider the respective reactions that are listed in table 1. Note that the rates of the three-body attachment reaction, $\text{e} + \text{O}_2 + \text{M} \rightarrow \text{O}_2^- + \text{M}$ with $\text{M} = \text{N}_2$, are about three orders of magnitude smaller than the respective rates for $\text{M} = \text{O}_2$ [28]. Therefore, we only consider the three-body attachment with $\text{M} = \text{O}_2$.

The model is implemented in afivo-streamer [29]. It is based on the afivo framework [30], which contains geometric multi-grid techniques to solve the Poisson equation, octree-based adaptive mesh refinement (AMR) and OpenMP parallelism. The fluid equations are solved using explicit second order time stepping, and a slope-limited second order accurate spatial discretization.
energies of O2, N2 and CO2 are 12.1 eV, 15.6 eV and 13.8 eV, depend on the specific gas composition, as discussed further in section 2.3, and they are provided as input files to the fluid model. Reaction 4 also depends on the O2 density, or on the gas density N, when assuming a constant fraction of O2.

|   | Reaction | Coefficient |
|---|----------|-------------|
| 1 | e + CO2 → e + e + CO2− | k1(E/N) |
| 2 | e + N2 → e + e + N2− | k2(E/N) |
| 3 | e + O2 → e + e + O2− | k3(E/N) |
| 4 | e + O2 + O2 → O3 + O2 | k4(N, E/N) |
| 5 | e + O2 → O+ + O− | k5(E/N) |
| 6 | e + CO2 → CO + O− | k6(E/N) |

2.2.1. Air.

2.2. Photoionization

Table 1. List of ionization and attachment reactions in the model used for the different gas compositions. The reaction rates depend on the reduced electric field E/N (where E is the field and N the gas density). They are calculated from elastic and inelastic cross sections as explained in section 2.3, and they are provided as input files to the fluid model. Reaction 4 also depends on the O2 density, or on the gas density N, when assuming a constant fraction of O2.

|   | Reaction | Coefficient |
|---|----------|-------------|
| 1 | e + CO2 → e + e + CO2− | k1(E/N) |
| 2 | e + N2 → e + e + N2− | k2(E/N) |
| 3 | e + O2 → e + e + O2− | k3(E/N) |
| 4 | e + O2 + O2 → O3 + O2 | k4(N, E/N) |
| 5 | e + O2 → O+ + O− | k5(E/N) |
| 6 | e + CO2 → CO + O− | k6(E/N) |

2.2.1. Air. For positive streamers in air, photoionization provides the free electrons in front of the streamer head [5, 6] that are needed for streamer propagation into gases without preionization. It is generally accepted that photoionization in air occurs when excited nitrogen molecules emit radiation, which is absorbed by oxygen molecules and ionizes them. According to Zheleznyak et al. [32] the wavelength of such radiation is in the 98 to 102.5 nm range; in this band the photon energy exceeds the ionization energy of 12.1 eV of O2, and the photon absorption by nitrogen molecules is negligible.

When the photons are emitted isotropically and not scattered in the medium, and when the photon travel time is negligible, the photoionization source term Sph(r) can be written for each photon wavelength as

$$S_{ph}(r) = \int d^3r' \frac{I(r') f(|r - r'|)}{4\pi|r - r'|^2}.$$  

Here I(r) is the source of ionizing photons, $4\pi|r - r'|^2$ is a geometric factor, and f(r) is the absorption function.

In Zheleznyak’s model an effective function f(r) for the wave length range of 98 to 102.5 nm is given by

$$f(r) = \frac{\exp(-\chi_{min} \rho_0 r) - \exp(-\chi_{max} \rho_0 r)}{\ln(\chi_{max}/\chi_{min})},$$

where $\chi_{max} \approx 1.5 \times 10^2/(\text{mm bar}),$ $\chi_{min} \approx 2.6/(\text{mm bar}),$ and $\rho_0$ is the partial pressure of oxygen. Zheleznyak’s UV photon source term I(r) is proportional to the electron impact ionization source term Sph as given in equation (4)

$$I(r) = \frac{p_0}{p + q} \xi S_{ph},$$

where the factor $p_0/(p + q)$ accounts for the collisional quenching of the excited nitrogen molecules, where p is the actual gas pressure and $p_0$ is the gas specific quenching pressure. In air at standard temperature and pressure, the corresponding absorption lengths are $[\chi_{min} \rho_0]^{-1} = 1.9 \text{ mm}$ and $[\chi_{max} \rho_0]^{-1} = 33 \mu\text{m}.$ The proportionality factor $\xi,$ which relates the impact excitation to the impact ionization, is in principle field-dependent [32], but in this paper, we set it to $\xi = 0.05.$ Furthermore, we use a quenching pressure of $p_0 = 40 \text{ mbar}.$

Having the UV photon source term calculated, we evaluate the integral in equation (6) by using a set of Helmholtz differential equations [33, 34] with Bourdon’s three-term parameters [33]. Besides to the original papers, the reader is referred to [35] and the appendix of [36] for more details.

2.2.2. CO2. Even though there have been many studies on the physics of photoionization in air as well as on its numerical implementation in discharge models [31, 33, 34, 37, 38], to the best of our knowledge there are no quantitative photoionization models for discharges in CO2 and CO2 containing gas mixtures.

Direct measurements of absorption coefficients in CO2 were only reported by Przybylski [39] and Teich [40] and retrieved by Pancheshnyi [31]; they are in the range of 0.34–2.2 cm$^{-1}$ Torr$^{-1}$ (= 25 – 165 mm$^{-1}$ bar$^{-1}$), which at standard temperature and pressure correspond to absorption lengths in the range of 6.1–40 μm. Pancheshnyi [31] attributed...
these values to the spectral range of 83–89 nm, emitted by the dissociative ionization excitation products of CO2 [41,42]. The lower energy threshold to generate such products is about 50 eV [41], hence not in a relevant energy regime for electrons in typical streamer discharges. Therefore, we expect negligible photoionization in pure CO2.

The authors of [26] also neglected photoionization of CO2, but with a different argument than above; and they included a quasi neutral plasma with density of 10⁹/m³ in their simulation.

2.2.3. CO2 with admixtures of oxygen or air. In commercial circuit breakers based on CO2, there are various contaminations with air and other impurities as well as admixtures of other gases. In particular, an admixture of O2 is used in a breaker to suppress soot formation from the CO2 discharge.

Photoionization of CO2 containing gas mixtures was studied in [43,44] with the purpose of improving the output power of transversely excited atmospheric CO2 lasers by photoionization of the gas admixtures. The measurements of Seguin et al [44] for several gas mixtures (e.g. CO2–N2–He) indicated that the photo-electron density is reduced by increasing the CO2 fractions.

In CO2 with an admixture of air, the radiation in 98–102.5 nm range that is emitted by nitrogen molecules and ionizes oxygen molecules, can be absorbed by CO2. According to figure 24 in [31], the absorption coefficient for such radiation by CO2 is in range of 0.8–2 cm⁻¹ Torr⁻¹ (= 60 – 150 mm⁻¹ bar⁻¹), corresponding to an absorption length in the range of 6.1–17 µm at standard temperature and pressure, hence the effect is quite local when considered on the scale of intrinsic streamer lengths. Furthermore, absorption of radiation in this energy range does not lead to ionization, as the CO2 ionization threshold is about 89 nm (13.8 eV) [31].

In oxygen, radiation originating from the dissociative excitation of oxygen can ionize oxygen molecules and may be important for streamers in pure oxygen if the electron energy distribution shifts such that there is a substantial number of electrons with energy above 20 eV. However, similar to the above, CO2 molecules absorb this radiation after some tens of micrometers without being ionized.

More in general, in CO2 dominated mixtures at STP, the photon absorption length is smaller than about 40 µm, at least in the photon energy range from 7.6 to 16.9 eV and probably up to higher energies, based on the shape of the absorption curve [31].

We conclude that in CO2 admixed with air, oxygen or other admixtures, photoionization is not a relevant mechanism for streamer propagation because of the short absorption length of relevant photons in CO2. In this paper, for the simulation of positive streamers in CO2, and CO2 admixed with 1% and 10% oxygen, we incorporate a background density of electrons and positive ions. Such a density could be present for example due to previous discharges in a repetitively pulsed system [45].

2.3. Transport and reaction parameters

Electron-neutral scattering cross sections for CO2 are taken from IST-Lisbon database [46] and for O2 and N2 from Phelps database [47], retrieved in May 2019. All transport and tabulated rate constants are calculated with BOLSIG+ [48], using the default temporal growth model.

The electron mobility μₑ, the diffusion coefficient Dₑ and the effective ionization coefficient |αₑ| at standard temperature and pressure are plotted in figure 1 for all gas mixtures considered in this paper. Here the effective ionization coefficient is defined as αₑ = α – η, where α = S_i/(nₑμₑ|E|) is the impact ionization coefficient and η = S_attach/(nₑμₑ|E|) the attachment coefficient.
positive ion density of 5 is the field-dependent ionization coefficient, conditions are also applied for the electron density on all boundaries.

We place a neutral seed of about 7.68 mm long with a radius of about 0.02 mm at the top boundary on the symmetry axis, \((r = 0, z = 0)\). The position of the neutral seed on the axis of symmetry \((r = 0)\) is indicated; the streamer starts from here. The boundary at \(z = 6.4\) cm is grounded. For the potential, Neumann zero boundary conditions are used at \(r = 0\) (imposed by symmetry), and at \(r = L_r\), Neumann zero boundary conditions are also applied for the electron density on all boundaries.

For CO₂, the electron mobility can be seen to be maximal at around 5.5 kV cm\(^{-1}\) and almost twice as high as in air. In the range of 5.5 kV cm\(^{-1}\) to 60 kV cm\(^{-1}\), electrons in CO₂ have a higher diffusion coefficient than in air. The breakdown field, defined as the field where \(E_{b,CO₂}^{st} = 22\) kV cm\(^{-1}\) for CO₂ and \(E_{b,air}^{st} = 28\) kV cm\(^{-1}\) for air, both at STP. The effective ionization coefficient in CO₂ is slightly higher than in air for electric fields larger than \(E_{b,air}^{st}\). By including 10% or 1% of O₂ into CO₂, the overall behaviour of the parameters does not change, however the values are slightly changed. This shows that the reaction and transport coefficients in the studied gases are dominated by the majority molecule, CO₂.

2.4. Computational domain and initial conditions

The computational domain shown and described in figure 2 is used for axisymmetric simulations. A potential difference of \(\Phi_0\) is applied over a distance of \(z = 6.4\) cm, creating a homogeneous background electric field. In this paper we employ different values for \(\Phi_0\). This leads to different background electric fields, which are indicated explicitly in each section.

We place a neutral seed of about 7.68 mm long with a radius of about 0.02 mm at the top boundary on the symmetry axis, \((r, z) = (0, 6.4)\) cm. The seed has an electron and positive ion density of \(5 \times 10^{19} \text{ m}^{-3}\) at \(t = 0\). The density decays with a smoothstep profile as \(1 - 3l^2 + 2l^3\), where \(l = \max[(0, d/(0.1 \text{ mm}) - 1)]\) and \(d\) is the distance to the line segment defining the seed.

In this paper, we use the same refinement criterion as in [29]. The grid is refined if \(\alpha(1.2 \times E) \Delta x > 0.8\), where \(\alpha(E)\) is the field-dependent ionization coefficient, \(E\) is the electric field strength, and \(\Delta x\) is the grid spacing. This gives an AMR grid with a minimum grid spacing of around 2 \(\mu\)m.

3. Results and discussion

In section 3.1, we first discuss how the absence of effective photoionization in CO₂ can affect positive streamers, due to the lack of free electrons ahead of them. Afterwards, we compare streamer properties in air and CO₂ when a sufficient number of free electrons is available due to either background or photoionization. A first overview of results is given in section 3.2. Several topics are then studied in more detail. In section 3.3, we compare the effect of photoionization versus background ionization in air. Next, the effect of different background ionization levels in pure CO₂ is studied in section 3.4, after which we compare the results in air and CO₂ in more detail. Finally, we present streamer simulations in CO₂ with an admixture of 1 or 10% of oxygen.

3.1. Positive streamers in CO₂ without background ionization

An important conclusion from section 2.2 is that there seems to be almost no photoionization in pure CO₂ or in CO₂ with a small admixture of oxygen or air. This could have a strong effect on positive streamers in such gases, since their growth depends on the presence of free electrons ahead of them. Such free electrons can also be provided by background ionization, e.g., by electron detachment from negative ions or by external radiation. However, without such electron sources, background ionization levels will be low [6]. In such cases, we expect several observable effects on positive streamers.

- The growth of the streamers would be highly irregular, as there would be few incoming electron avalanches, leading to a branched structure.
- Perhaps, the few incoming avalanches could become tiny negative streamers each extending the positive channel.
- The resulting discharge would have sharp features, leading to high local electric fields and an increased degree of ionization.

We are not aware of direct experimental evidence for such effects, probably because streamers in CO₂ emit little visible light. Some of the above effects have been observed in other gas mixtures with less photoionization than air [5, 50], such as N₂ with a small admixture of O₂. Note that a distinguishing property of CO₂ is that it is both electronegative (unlike e.g. N₂ or Ar) and that it strongly absorbs the photons responsible for photoionization in air, ruling out photoionization due to air impurities.

Simulating positive streamers under the conditions outlined above is highly challenging, and outside the scope of the present paper. In the rest of the paper we therefore compare streamer properties in different gases with a sufficient number of free electrons available, and we test how sensitively our results depend on the assumed electron density.
3.2. A first look at streamers in air and CO2

In this section, we have a first look at streamer properties when a sufficient number of free electrons is available ahead of them. In CO2 we provide such free electrons by adding a certain level of background ionization.

Figure 3 shows the dynamics of the streamer evolution in air (top) and in CO2 (bottom) in a homogeneous electric field of 18 kV cm⁻¹. For the CO2 streamer, a background density of free electrons and positive charges of 10¹³/m³ is incorporated, whereas for the air streamer photoionization is included. Initially the electric field is enhanced at the location of the seed, and within a couple of nanoseconds a positive streamer propagates downwards. The air streamer bridges the gap after 30 ns and the CO2 streamer after 25 ns. In this paper, we focus on the streamer propagation far from the electrodes, and we stop before the streamer has reached the opposite electrode.

Figure 4 shows the electric field profile of the streamers in air and CO2 when they have reached a fixed length. In the top row of panels a homogeneous electric field of 16 kV cm⁻¹ is applied, in the middle row the field is 18 kV cm⁻¹ and in the bottom row, it is 20 kV cm⁻¹. The results of air streamers with photoionization are included in the first column. In the other three columns, results in air and CO2 with background ionization are shown, as indicated. To see the differences between the streamers more clearly, the electric field profiles are shown at the same streamer length, but at different times; these times are indicated in the top of each panel.

In what follows, we provide a detailed analysis of the properties of these streamers in air and in CO2.
3.3. Streamers in air: photoionization versus background ionization

In this section, we investigate the influence of photoionization versus background ionization and of the applied electric field on streamer properties in air. We performed two sets of simulations, where all the conditions are identical except that in one case we included photoionization in continuum approximation using Bourdon’s three term parameters as described in section 2.2.1, and in the other case we incorporated a background ionization of $10^{13}/m^3$, but no photoionization.

The upper three panels in figure 5 show the streamer velocity, maximal electric field, and radius versus streamer position for cases with photoionization or background ionization in three different applied electric fields. Here, the streamer position is defined as the $z$-coordinate where the electric field is maximal, and the streamer radius is defined as the radius where the radial component of the electric field is maximal. Note that these definitions are used throughout this paper. The initial transients during streamer formation for $z > 5$ cm are not shown in the figure, and the streamer propagates towards the lower electrode at $z = 0$. Boundary effects from approaching the electrode can be seen for $z \leq 1$ cm. The lower two panels in figure 5 show on-axis electron density and electric field profiles along the $z$-axis when the streamer head is approximately at $z = 2$ cm. These two panels correspond to the left two columns of figure 4, where the times are indicated. The following observations can be made in the figure:

- **Velocity.** As the streamers propagate, their velocities increase from $1 \times 10^6$ m s$^{-1}$ to about $6 \times 10^6$ m s$^{-1}$. The streamer velocities coincide well until $z \approx 3$ cm. Then streamers with background ionization become faster in each external electric field, up to about 6% when approaching the opposite electrode. Moreover, the higher the electric field the faster the streamer travels.

- **Maximal electric field.** During the initial streamer formation from the ionization seed, the maximal electric field briefly reaches about 200 kV cm$^{-1}$ this occurs for $z > 5$ cm and is not shown in the figure. Then, during the extended streamer propagation phase, the maximal electric field at the streamer head is about 145–160 kV cm$^{-1}$ in cases with background ionization, and about 125–135 kV cm$^{-1}$ in cases with photoionization. Hence, with background ionization the field is by about 20% larger. When the applied electric field is larger, the maximal field at the streamer head is larger as well for each streamer length. Oscillations are visible in the electric field (and other quantities) for the case with the lowest field and background ionization; these oscillations are discussed below in section 3.3.1.

- **Radius.** The streamer radius increases from about 0.5 mm to about 2.2 mm as it propagates between the two electrodes. It is about 10% larger in streamers with background ionization. Furthermore, for a larger applied electric field the radius is larger for each streamer length.

- **Electron density in the streamer interior.** The streamers with background ionization have a larger electron density in the streamer interior than those with photoionization. They also have a higher maximal electric field at the streamer head. That a higher electric field at the tip creates a higher interior electron density, is established for negative streamers [51], but will require further investigations for positive streamers. There appear to be several competing effects here. Photoionization is strongest on-axis, which ‘focuses’ the growth of a positive streamer and therefore could explain the smaller radius with photoionization. Usually, a streamer with a smaller radius will

![Figure 5](image-url)
have a stronger electric field at its tip. However, here the wider streamers with background ionization have stronger electric field enhancement. This is due to their higher electron density and thus also higher conductivity, for which we currently do not have a simple explanation.

**Electric field in the streamer interior.** The interior electric field on the axis is in the range of 4–5 kV cm$^{-1}$ in simulations with background ionization and about 2 kV cm$^{-1}$ larger in simulations with photoionization. Interestingly, the applied electric field has a very minor effect on the interior electric field. Apparently, the higher electron density in the interior supports larger screening currents that compensate for the higher fields at the tip. This is a topic of future investigations. The electric field of 5 kV cm$^{-1}$ is sometimes attributed to the so-called ‘stability field’ for positive streamers in air [52–54].

We conclude that the replacement of photoionization by a background electron density of 10$^{13}$/m$^3$ in air provides a qualitative description of streamer properties. Both mechanisms create a sufficiently similar electron density profile in the active high field zone ahead of the streamer head within the parameter range explored in this paper.

3.3.1. Oscillations. In figure 5 oscillations are visible in all quantities for the 16 kV cm$^{-1}$ case with background ionization. Such oscillations were also observed in [36] when a background ionization level of 10$^9$/m$^3$ was used to compare axisymmetric streamer codes. They were attributed to numerical effects as they could be removed by using a very fine grid and corresponding small time step. However, in our present simulations these oscillations did not disappear by reducing the grid size. After an extensive search, we did observe a sensitivity on the number of points in the tabulated input data. From this data, rate coefficients are determined by linear interpolation, which leads to small interpolation errors since processes like electron impact ionization are not linear in $E/N$. To reduce such interpolation errors, high-resolution input data with 200 entries was used for all simulations presented in this paper, but as shown in figure 5, some oscillations were nevertheless present.

The fact that small numerical or interpolation errors can cause oscillations in positive streamers indicates that these streamers are also ‘physically’ unstable to some degree. Our results show that this instability is enhanced when the applied field is reduced. A reduction in the background ionization level to 10$^9$/m$^3$ (like in [36]) also led to significantly increased oscillations and branching. Branching breaks the cylindrical symmetry of single streamer channel, thus fully 3D simulations are required to properly describe the phenomenon [55]. In [35], we investigated the propagation and branching of positive streamers using fully 3D fluid model with stochastic photoionization, where we found that the streamers are very sensitive to the amount of electrons that are produced by photoionization. By reducing the amount of photoionization, stochastic fluctuations become more important and streamer branching starts to occur. Since the axisymmetric fluid model used here is not suitable for the study of stochastic fluctuations or branching, we leave a further investigation of these effects to future work.

3.4. Streamers in CO$_2$: different levels of background ionization

In this section, we characterize streamers in CO$_2$. We studied the effect of different levels of background ionization on streamer properties to explore the sensitivity of the results to this parameter. In one set of simulations we included background ionization of 10$^9$/m$^3$, and in another set background ionization of 10$^{13}$/m$^3$. Our lowest background density of 10$^9$/m$^3$ corresponds to the pre-ionization level of positive and negative ions due to terrestrial radiation [6]. Instead of negative ions we include electrons to more easily compare with the other cases. Our highest background density of 10$^{13}$/m$^3$ is 4 orders of magnitude larger and an upper estimate for the ionization level about a second after a streamer discharge. Streamers in CO$_2$ with background ionization of 10$^{13}$/m$^3$ are more stable than in air; oscillations occur but the streamers do not branch.

In figure 6 the same functions are plotted as in figure 5, but now for streamers in CO$_2$ with a background ionization of 10$^{9}$/m$^3$ or 10$^{13}$/m$^3$. The same initial conditions are used and the same three electric fields are applied. The profiles of electron density and electric field on axis in the lower two panels of figure 6 show the same situation as the right two columns in figure 4. The following observations can be made:

**Velocity.** The streamer velocity increases in time from about (1–1.5) × 10$^6$ m s$^{-1}$ to (4–4.5) × 10$^6$ m s$^{-1}$ depending on the level of background ionization and on the applied electric field. By increasing the applied electric field from 16 to 20 kV cm$^{-1}$, the streamer velocity increases by up to 50% for each streamer length. When the background electron density is increased by 4 orders of magnitude, the streamer velocity for given streamer length varies by less than 10%, i.e., it is very insensitive to such a large change. This low sensitivity to the seed density can be understood as follows: the seed electrons multiply exponentially within the active zone ahead of the space charge layer, which is located where the electron density reaches a critical value. Conversely, this location depends logarithmically on the seed density. However, it should be noted that the morphology of the discharge can change, when a particle model is used, as discussed in [35].

**Maximal electric field.** During the streamer propagation phase, the maximal electric field at the streamer head is about 125–140 kV cm$^{-1}$ in cases with background ionization of 10$^{13}$/m$^3$ and it is about 150–165 in the cases with background ionization of 10$^9$/m$^3$, i.e., it increases by about 25% when the background electron density is reduced, but only by about 10% when the applied electric field is increased.

Note that the maximal fields for streamers in applied fields of 16 and 18 kV cm$^{-1}$, and with background ionization of 10$^9$/m$^3$ strongly oscillate. Such oscillations are discussed in section 3.3.1.

**Radius.** The streamer radius increases from about 0.8 mm to about 3.5 mm in time. It is somewhat higher for the higher background ionization and the higher applied electric fields.

**Electron density in the streamer interior.** As already said above, the electron density behind a negative streamer ionization front is determined by the maximal electric field at the
Figure 6. The same plots as in figure 5, now for CO₂. The different lines indicate results with background ionization of 10⁹/m³ and 10¹³/m³ in applied electric fields of 16, 18, and 20 kV cm⁻¹.

Figure 7. The same plots as in figure 5, now for air and CO₂ with background ionization of 10¹³/m³ in an applied electric field of Eₐ = 0.73Eₖ.

A similar relation can be seen here for the positive streamers: the internal electron density depends more strongly on the shown levels of background electron density and more weakly on the applied electric field. This is the same functional dependence as for the maximal electric field discussed above.

Electric field in the streamer interior. The electric field on the axis is in the range of 2–3 kV cm⁻¹ for 10⁹/m³, and of 3–4 kV cm⁻¹ for 10¹³/m³. Again it only weakly depends on the applied electric field, but more strongly on the background electron density level.

Our main conclusion is that the streamer properties change only by up to 50% and frequently much less, when the background electron density provided at the start of the simulation is changed from 10⁹ to 10¹³/m³, i.e., by 4 orders of magnitude. As a proper estimate of such a density is challenging, it is useful to note that the results on streamer propagation are rather insensitive to this parameter.

3.5. Air streamers versus CO₂ streamers

In this section, we compare streamers in air with those in CO₂. A first view is already given in figure 4, where the CO₂ streamers are wider than air streamers for all values of the electric field. Furthermore, for the same background electron density and applied electric field, the CO₂ streamers are faster and they
Figure 8. The same plots as in figure 5, now for pure CO₂ and for CO₂ with 1% or 10% of oxygen admixture. The applied electric field is $E = 18 \text{ kV cm}^{-1}$, and background ionization is $10^{13} \text{m}^{-3}$.

have a lower maximal electric field at their head. However, the fact that the CO₂ streamer are faster and wider could be due to the fact that the breakdown field $E_b$ in air is 28 kV cm$^{-1}$ and in CO₂ only 22 kV cm$^{-1}$. The fixed electric fields of 16 to 20 V cm$^{-1}$ of the previous simulations are therefore closer to the breakdown field of CO₂.

Therefore, we here present simulations in air and in CO₂ at the same fraction $E = 0.73E_b$ of their respective breakdown fields (hence for $E = 16 \text{ kV cm}^{-1}$ for CO₂ and $E = 20 \text{ kV cm}^{-1}$ for air), and with the same background electron density of $10^{13} \text{m}^{-3}$. Figure 7 shows the same plots as the previous two figures for these two gases. According to figure 4, the air streamer then has propagated for 20.5 ns, and the streamer in CO₂ for 26 ns.

Hence the air streamer now propagates about 30% faster than the CO₂ streamer. The maximal electric field at the tip of the air streamer is about 35 kV cm$^{-1}$ larger. And the streamer radius in air is about 15% smaller. The interior electron density is larger in air than in CO₂. The interior electric field of air streamer reaches to a minimum value of about 5 kV cm$^{-1}$, whereas the interior electric field of the CO₂ streamer becomes as low as about 2.5 kV cm$^{-1}$.

3.6. Streamers in CO₂ with an oxygen admixture of 1% or 10%

As we mentioned in the introduction, in a circuit breaker, an admixture of O₂ is used to suppress soot formation in a CO₂ discharge. In this section, we investigate the effect of oxygen admixture of 10% and 1% on streamer properties in CO₂. We performed simulations using a background ionization of $10^{13} \text{m}^{-3}$ and an applied electric field of 18 kV cm$^{-1}$. Figure 8 shows similar quantities as previous sections: the streamer velocity, maximal electric field, radius, and on-axis electron density and electric field profiles when the streamer is at about $z = 2 \text{ cm}$. Streamer properties in CO₂ essentially do not change with an oxygen admixture of 1%. By increasing the oxygen admixture to 10% some small deviations start to appear. Most notable is the decay of the electron density on the streamer axis behind the ionization front in the case of the 10% O₂ admixture. This is due to the higher electron attachment rate (shown in figure 1) in the streamer interior where the field is below 4 kV cm$^{-1}$.

4. Conclusion and outlook

We have presented simulations of the evolution of positive streamers in CO₂ and in air, with an emphasis on velocity, radius and maximal electric field at the streamer head, and on the generated electron density profile and the electric field inside the streamer channel.

4.1. Lack of photoionization in CO₂ containing gases

A major challenge for understanding positive streamers in CO₂ is that one needs a source of free electrons ahead of the ionization front for the streamer to propagate. In air, it is well established that photoionization provides such a source: for the typical electron energy distribution in a streamer ionization front, a wave length band of photons is generated that has sufficient energy to ionize an oxygen molecule, and that can propagate a distance of the order of a millimeter through air at standard temperature and pressure without being absorbed. Hence, photoionization in air provides a source of free electrons extending up to millimeters ahead of the ionization front. However, as we have reviewed in section 2, no such non-local electron source is known in CO₂. Rather, the CO₂ molecule absorbs photons in the relevant energy range after a few tens of micrometers. An admixture of oxygen or air does not help either as the photons relevant for the photoionization
in nitrogen–oxygen mixtures are strongly absorbed by CO₂ as well.

A possible conclusion from this lack of non-local photoionization is that positive streamers in pure CO₂ or in CO₂ with admixtures of nitrogen and oxygen do not propagate at all, if there is no alternative source of free electrons ahead of the front. The consequences of such a lack of free electrons ahead of the streamer are described in section 3.1. As in air, such a source could be some background ionization due to previous discharges, or due to radioactive admixtures or other sources of external radiation.

4.2. Photoionization versus background ionization

Rather than searching for such specific sources, we have investigated the sensitivity of streamer simulations to photoionization or background ionization. Surprisingly, when photoionization in air is replaced by a background ionization of 10¹³/m³ of free electrons and positive charges, the observed streamer parameters vary by no more than 20% within the parameter range of our simulations.

Similarly, when we assume a density of 10⁹ or 10¹³/m³ of free electrons and positive charges in CO₂, the streamer properties (velocity, radius, maximal field, interior field and interior electron density) change by no more than 30%. From such a small change on a background electron density difference of 4 orders of magnitude, we conclude that the streamer properties during the propagation phase are rather insensitive to this parameter, hence we do not need to know it with high precision within the parameter range of our simulations. However, we expect streamer inception and branching to depend strongly on this density.

4.3. The effect of transport and reaction parameters

The internal streamer dynamics is characterized not only by this free electron source, but also by the electron mobility \( \mu \) and by the effective ionization coefficient \( \alpha_{\text{eff}} \). The breakdown field is the field where \( \alpha_{\text{eff}} \) vanishes. However, when the background field is chosen as the same fraction of the breakdown field both in air and in CO₂ and when a background electron density of 10¹³/m³ and no photoionization is used in both gases, the discharges are still not equal. Rather the air streamers have a larger velocity, a larger maximal electric field at the head, a larger interior electron density and electric field and a smaller radius. This is caused by the different functional dependence of \( \mu \) and \( \alpha_{\text{eff}} \) on the electric field, as shown in figure 1. An important difference is that the electron mobility is substantially larger in the interior of a CO₂ streamer, but somewhat lower in the active high field zone ahead of the streamer. Furthermore, the electron attachment rate in the interior of a CO₂ streamer is substantially lower than in air for fields below 10 kV cm⁻¹.

The non-linear evolution of streamer discharges makes it difficult to directly relate the observed differences to these transport coefficients. For example, a smaller radius and lower interior mobility reduce the conductivity of streamers in air, but the higher interior electron density in air has the opposite effect. The effect of the lower attachment rate in CO₂ is more clear: streamers in CO₂ will retain their conductivity for longer times/distances. This could partially explain why they obtain a larger radius in our simulations.

4.4. Quantitative results

- Replacing photoionization by a background electron density in simulations of air streamers does not drastically change streamer properties, at least within our sets of parameters.
- Streamers in air propagate faster than in CO₂ in a background electric field of 0.73 times the breakdown field of the respective gas. However, in a background electric field of 18 kV cm⁻¹ streamers are faster in CO₂ than in air.
- The interior electric field in CO₂ streamers is about 2–4 kV cm⁻¹, whereas in air it is about 4–7 kV cm⁻¹. The applied electric field has a very minor effect on the interior field. At least in air streamers the inclusion of background ionization instead of photoionization reduces the interior electric field.
- The streamer properties in CO₂ are essentially unchanged when 1% or 10% of oxygen is admixed.

4.5. Outlook

We list here a number of questions left for future studies:

- Did we miss some possible source of free electrons ahead of a positive streamer in CO₂? Or can we find experimental observations where such a streamer really does not propagate?
- Can we estimate the free electron density in repetitive discharges in CO₂ for use in simulations?
- Can we derive some more quantitative understanding of the relation between the transport and reaction parameters \( \mu(E) \) and \( \alpha_{\text{eff}}(E) \) and the streamer properties?
- We tested background electric fields of 16 to 20 kV cm⁻¹ where the streamers are expanding and accelerating. Will the same conclusions as above hold in lower electric fields or in longer gaps?
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