Influence maximization on temporal networks
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We consider the optimization problem of seeding a spreading process on a temporal network so that the expected size of the resulting outbreak is maximized. We frame the problem for a spreading process following the rules of the susceptible-infected-recovered model with temporal scale equal to the one characterizing the evolution of the network topology. We perform a systematic analysis based on a corpus of 12 real-world temporal networks and quantify the performance of solutions to the influence maximization problem obtained using different levels of information about network topology and dynamics. We find that having perfect knowledge of the network topology but in a static and/or aggregated form is not helpful in solving the influence maximization problem effectively. Knowledge, even if partial, of the early stages of the network dynamics appears instead essential for the identification of quasioptimal sets of influential spreaders.

I. INTRODUCTION

Influence maximization is a classical optimization problem in network science [1, 2]. The problem consists in finding the set of initial spreaders that maximizes the expected outbreak size of a spreading process occurring on a network. The problem is generally solved for a fixed size of the set of initial spreaders. The size of the set is small if compared to the one of the network but large enough to forbid the use of brute-force algorithms for finding exact solutions to the problem. Most of the research on the topic is devoted to the development of approximate algorithms aiming at finding good solutions in a computationally feasible manner. Examples include greedy optimization techniques with relatively high computational complexity but guaranteed performance that can be applied to medium-size networks [2, 7], and a multitude of approximate algorithms based on network centrality metrics applicable to large-scale graphs, e.g., Refs. [8, 14]. For a systematic analysis of several methods for the identification of influential spreaders in networks see Ref. [15].

Influence maximization has been traditionally studied on static graphs. However, several real-world networks display nontrivial edge temporal variability [16]. If structural variations happen on a timescale comparable with the one of the spreading dynamics, then the two processes interact in a highly nontrivial manner [17, 20]. Most of the work in the area of spreading processes on time-varying networks has been focusing on the characterization of their critical properties. Some attention has been devoted to the problem of influence maximization. Specifically, Habiba and Berger-Wolf [21] extend the work by Kempe et al. [2] to temporal networks for the susceptible-infected (SI) and linear threshold (LT) models. In their modeling framework, the optimization problem consists in maximizing of a submodular function, thus appearing similar to the one valid for static graphs. However, they show also that ignoring the time order of the interactions generate results that do not relate to the ground-truth spreading process taking place on the temporal network. Similar conclusions are reached by Osawa et al. who study the problem of influence maximization on temporal networks for the SI model [22]. Michalski et al. model the temporal network as a multilayer network and the spreading dynamics using the LT model [23]. They analyze solutions to the influence maximization problem under different granularities for the temporal network, including time-aggregated versions of the network. Murata et al. propose heuristic methods to solve the influence maximization problem on temporal networks [24]. Han et al. [25] and Zhuang et al. propose a method where it is assumed that only the topology of the first layer of a temporal network is known. The topology of the succeeding temporal layers can only be discovered based on partial probing of nodes in the network, and such partial topological information is used to select influential spreaders. Gayraud et al. focus on the independent cascade (IC) and LT models in a theoretical study about the properties of the influence maximization problem [27]. At odds with many of the influence maximization problems considered in the literature on both static and temporal networks, they show that their optimization problem does not necessarily involve the maximization of a submodular function. They further demonstrate that delaying the activation of some initial spreaders may increase their effective influence.

In this paper, we introduce a discrete-time version of the susceptible-infected-recovered (SIR) model on temporal networks [28]. We systematically study the influence maximization problem associated with SIR spreading on 12 real-world temporal networks. We test the performance of different approximate algorithms aimed at the identification of the best spreaders in the network. Approximations rely on different levels of dynamical and topological information. Results of our analysis show that having knowledge, even if partial, of the early stages of the network dynamics is essential for an effective prediction of the influential spreaders in temporal networks.

We stress that our modeling framework is very similar to the one previously used by Valdano et al. for SIS spreading on temporal networks [20]. The properties of the two spreading models are however rather different, especially because the SIR model displays a sensitivity to the temporal ordering of the network edges that is stronger than the one observed for the SIS model. Further, both the SI and IC models, previously studied by Habiba and Berger-Wolf [21] and Gayraud et al. [27], respectively, can be seen as two extreme cases of
our model. We extend and generalize those analyses in several respects. First, being able to tune our model between the two extremes, we are essentially able to change the effective level of submodularity of the function that we want to optimize. Second, we do not focus on specific values of the spreading probability for every network. Rather, we tune each network close to its own critical point and study the influence maximization problem near criticality. While studying the phase diagram of the SIR model, we show that the system behavior can be reasonably well predicted by a mean-field approximation and that such an approximation can be effectively used to solve the influence maximization problem. Finally, we do not assume that the optimization problem is solved using full information about the system. Rather, we systematically test the performance of approximations obtained under partial knowledge of the network topology and dynamics [29]. Our results, obtained on a corpus of real-word temporal networks that is significantly larger than those typically considered in previous studies, provide clear indications on the type of ingredients that one needs to rely on when available topological information is incomplete or noisy.

II. EMPIRICAL DATA AND THEIR REPRESENTATION AS TEMPORAL NETWORKS

We focus our attention on 12 empirical datasets containing time-stamped social interactions among pairs of individuals. Datasets refer to two types of interactions. In some of the datasets, interactions correspond to encounters of proximity contacts, e.g., among high school students [30, 31], conference attendees [32], and hospital staff/patients [33]. In other datasets, interactions stand for emails exchanged by coworkers [34]. In all cases, we treat contacts as undirected. All datasets considered in the study are listed in Table I.

Given a dataset, we follow a quite common modeling scheme [16, 35, 36]. We slice the dataset into time windows of identical length \( W \). We aggregate all interactions within a time slice to form a temporal network layer. Multiple interactions, between a pair of nodes in the same slice, are reduced to a single unweighted link. All layers contain exactly \( N \) nodes, where \( N \) is the number of distinct individuals involved in at least one social interaction in the dataset. By construction, some nodes may have degree equal to zero in one or more temporal layers. To avoid for the presence of layers that are too sparsely connected, we exclude from our analysis network layers containing a number of null-degree nodes greater than 0.9 \( N \). After the cleaning procedure is performed, the dataset is transformed into \( T \) temporal network layers. The \( T \) layers are chronologically ordered from 1 to \( T \).

We choose different \( W \) values depending on the dataset for the purpose. Our goal is simply ending up with a similar number \( T \) of layers across datasets. Also, the threshold value used for disregarding low-density layers is arbitrarily chosen. We are aware that both ingredients affect the construction of the network layers and the outcome of the spreading process taking place on them. We stress, however, that the goal of the paper is not understanding the dynamics of a specific temporal network and/or a specific choice of the parameters of the spreading model. Rather, we want to study the general problem of influence maximization on temporal networks, and compare different strategies to solve the problem. As far as we are concerned, the real-world datasets considered here just provide useful data for the construction of temporal network topologies, and influence maximization strategies are compared one against the other on the same test sets.

| Dataset          | \( W \) | \( T \) | \( N \) | Ref. |
|------------------|--------|--------|--------|------|
| Email, dept. 1   | 2,880  | 18     | 309    | [34] |
| Email, dept. 2   | 2,880  | 18     | 162    | [34] |
| Email, dept. 3   | 2,880  | 18     | 89     | [34] |
| Email, dept. 4   | 2,880  | 18     | 142    | [34] |
| High school, 2011| 14,400 | 11     | 126    | [38] |
| High school, 2012| 14,400 | 21     | 180    | [38] |
| High school, 2013| 14,400 | 14     | 327    | [39] |
| Hospital ward    | 14,400 | 20     | 75     | [33] |
| Hypertext, 2009  | 14,400 | 11     | 113    | [32] |
| Primary school   | 7,200  | 11     | 242    | [30, 31] |
| Workplace        | 28,800 | 20     | 92     | [40] |
| Workplace-2      | 28,800 | 20     | 217    | [41] |

Table I. Real-world temporal networks. List of the empirical datasets used to construct temporal networks. From left to right, we report: the name of the dataset, the length \( W \) of the temporal window used to slice the data (time is expressed in seconds), the number \( T \) of network layers resulting after slicing and cleaning data, the number of nodes \( N \) in the network, and the reference to the paper(s) where the data were first considered.

At the end of the above-described procedure, we have at our disposal a sequence \( \{A^{(1)}, \ldots, A^{(T)}\} \) of \( T \) temporal adjacency matrices. The adjacency matrix \( A^{(t)} \) fully encodes information about the topology of the \( t \)th temporal network layer, with its generic element \( A^{(t)}_{ij} = 1 \) if a connection exists between nodes \( i \) and \( j \) at stage \( t \) of the network dynamics, whereas \( A^{(t)}_{ij} = 0 \), otherwise.

III. SPREADING DYNAMICS

We study spreading dynamics taking place on temporal networks. In analogy with the work by Valdano et al. [20], we assume that the characteristic timescales of the spreading process and of the network evolution are identical. We consider the discrete-time version of the SIR model to mimic spreading dynamics [28], thus differentiating from the work by Valdano et al. where the SIS model was considered instead. In the SIR model, the state \( S^{(t)} \) for node \( i \) at time \( t \) can be \( S^{(t)}_i = S, I, \) or \( R \).

---

1 In some datasets, a large portion of layers, corresponding to periods of inactivity, is excluded from the analysis [34]. For example, in the high school temporal data, there are no recorded night-time interactions, and the layers corresponding to such time frames are excluded as they do not contain edges.
Every node $i$ that is infected at time $t$, i.e., $\sigma^{(t)}_i = I$, attempts to infect all its susceptible neighbors, i.e., all $j$ such that $A^{(t)}_{ij} = 1$ and $\sigma^{(t)}_j = S$. Infection is successfully transmitted with probability $\lambda$. In case of a successful attempt, the state of the newly infected node $j$ changes as $\sigma^{(t)}_j = S \rightarrow \sigma^{(t+1)}_j = I$, meaning that the node can spread the infection from time $t+1$ on. After all spreading attempts have been performed, each infected node $i$ may recover with probability $\mu$. A successful recovery attempt changes the state of node $i$ as $\sigma^{(t)}_i = I \rightarrow \sigma^{(t+1)}_i = R$. A recovered node does no longer participate in the dynamics, thus it cannot spread nor receive the infection. After all recovery attempts have been performed, time increases as $t \rightarrow t+1$.

Two standard models of spreading are obtained as special cases of our more general model. If $\mu = 1$, the model reduces to the IC model \cite{27}. If $\mu = 0$ and no nodes are initially in the recovered state, then the SIR model reduces to the discrete-time version of the SI model \cite{21}.

\begin{figure}[h]
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\caption{Susceptible-infected-recovered model on temporal networks. Illustrative example of the modeling framework proposed in this paper, where SIR spreading occurs on a temporal network. In the example, the network consists of four nodes and four temporal layers, and the spreading dynamics takes place over four discrete temporal stages. For simplicity, in the illustration we set the SIR model parameters $\lambda = \mu = 1$ so that the dynamics is deterministic. (a) The initial condition is such that only node $i$ is infected, while all others are in the susceptible state. At the end of the dynamics, all nodes are either infected or recovered. (b) Nodes $i$ and $j$ are initially infected, and they are recovered in the final configuration. Nodes $n$ and $m$ remain in the susceptible state.}
\end{figure}

Starting from a given initial configuration $\sigma^{(1)} = (\sigma^{(1)}_1, \ldots, \sigma^{(1)}_N)^\top$, we follow the dynamics of the model until the last iteration of spreading is performed, reaching the final configuration $\sigma^{(T+1)}$. Even for fixed values of $\lambda$ and $\mu$, the outcome of the spreading model is highly sensitive to the initial conditions (see Fig. 1).

We restrict our attention to special types of initial configurations where all nodes are in the $S$ state, with the exception of a set $X = \{x_1, x_2, \ldots, x_T\}$ of seed nodes that are in the $I$ state, i.e., $\sigma^{(1)}_i = I$ if $i \in X$ and $\sigma^{(1)}_i = S$ if $i \notin X$. Given the parameters of the SIR model and the topology of the temporal network, we estimate the relative outbreak size $O(\mathcal{X})$ generated by the seed set $X$ in a single realization of the SIR model. $O(\mathcal{X})$ is defined as the total number of nodes found either in the $R$ or $I$ state in the stage $T + 1$ of the process, divided by the network size $N$, i.e.,

$$O(\mathcal{X}) = \frac{1}{N} \sum_{i=1}^{N} \left( \mathbb{I}_{\sigma^{(T+1)}_i = R} + \mathbb{I}_{\sigma^{(T+1)}_i = I} \right),$$

(1)

with $\mathbb{I}_{x,y}$ identity operator, i.e., $\mathbb{I}_{x,y} = 1$ if $x = y$ and $\mathbb{I}_{x,y} = 0$, otherwise. $O(\mathcal{X})$ is a random variable, obeying some probability distribution. We stress that $O(\mathcal{X})$ strongly depends on the choice of the parameters $\lambda$ and $\mu$, the topology of the network layers and their time ordering. However, we do not report the explicit dependence on these factors for shortness of notation.

As in many of the papers on influence maximization \cite{28,33}, we use the average value of the outbreak size as the metric of influence for the seed set $X$. Specifically, we numerically estimate the influence of the seed set $X$ over a finite number $Q$ of numerical simulations as

$$\langle O(\mathcal{X}) \rangle = \frac{1}{Q} \sum_{q=1}^{Q} O_q(\mathcal{X}),$$

(2)

where $O_q(\mathcal{X})$ is the relative outbreak size of Eq. (1) obtained in the $q$th instance of the model. We use $Q = 2,000$ in all our numerical results, unless otherwise specified.
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\caption{Epidemic transition in real-world temporal networks. (a) Average value of the relative outbreak size $\langle O(\mathcal{X}) \rangle$ as a function of the spreading probability $\lambda$. The seed set corresponds to one randomly chosen node. Results are obtained on the "High school, 2011" network, and by setting $\mu = 0$. Results from numerical simulations on the real network topology (red curve) are compared against those predicted by INFMA (black curve). The dashed red line indicates the position of our best estimate of the critical value of the spreading probability, i.e., $\lambda_c$. We further display results of numerical simulations obtained on the same network topology but with the order of the temporal network layers randomized (SL, blue curve). (b) Same as in (a), but for $\mu = 0.25$. (c) Same as in (a), but for $\mu = 0.5$. (d) Same as in (a), but for $\mu = 1$.

In Fig. 2 we show typical phase diagrams obtained for seed sets of size one. In the diagrams, a data point of the outbreak size for a given pair of parameter values $\mu$ and $\lambda$ is
obtained as follows. We consider $N$ different initial conditions, each corresponding to one of the nodes selected as the initial spreader with all other nodes initially in the susceptible state, i.e., $X = \{i\}$ for all $i = 1, \ldots, N$. For each initial condition, we run $Q = 500$ simulations and estimate the influence of the node according to Eq. (2). We finally take the average value of the influence over all initial conditions as representative quantity for the system outbreak size. The system is characterized by a phase transition from a nonendemic to an endemic phase as the parameters of the spreading model are varied. Specifically, the endemic phase is obtained for sufficiently large values of the spreading probability $\lambda$. The critical $\lambda$ value, namely $\lambda_c$, where the transition occurs is a function of the recovery probability $\mu$, i.e., $\lambda_c = \lambda_c(\mu)$. We note that $\lambda_c$ increases as $\mu$ increases. We stress that the system size is finite here, so we are not facing a genuine phase transition. Nonetheless, the change in the value of average outbreak size lets us easily notice the presence of a regime where the outbreak is confined to a small part of the network and a regime where spreading involves a large portion of the system.

We estimate the critical value of the spreading probability $\lambda_c(\mu)$ for a given value of the recovery probability $\mu$ as the $\lambda$ value that maximizes the ratio between standard deviation and average value of the outbreak size, both computed over $Q = 500$ numerical simulations of the spreading process initiated by a single randomly chosen seed (we use the same procedure as described above, but for simplicity, only nodes with at least one connection in the first layer of the network are considered as possible seeds). We note that looking at the peak of the ratio standard deviation over average value is not the only possible way of defining and identifying the critical point of the transition. One, for example, may look at the position of the peak of the standard deviation only. In general, different definitions may lead to slightly different estimates of $\lambda_c$. We stress, however, that the $\lambda_c$ values we obtain seem to identify quite accurately the transition point (see Fig. 2) and that the exact value of the transition point is not very crucial for the type of analysis we are performing in this paper. In Table II, we report the $\lambda_c$ values obtained for the various networks considered in this paper.

We note that systems display sensitivity to the temporal organization of the underlying networks, and the sensitivity is more apparent for large $\mu$ values than for small $\mu$ values. Phase diagrams, and resulting values of the spreading probability where transitions occur, may dramatically vary by simply randomizing the order of the layers but without changing the actual network topology of the layers (see Fig.s 2 and 3 and 37). This is a quite remarkable difference with respect to the SIS modeling framework by Valdano et al., where the actual order of the temporal layers is not as important for the outcome of the spreading dynamics [20].

IV. INDIVIDUAL-NODE MEAN-FIELD APPROXIMATION

We can provide a relatively simple description of the spreading process using the individual-node mean-field approximation (INMFA) [28]. The approximation consists in describing the stochastic state variable $\sigma_i(t)$ for node $i$ at time $t$ with the three deterministic variables $S_i(t)$, $I_i(t)$ and $R_i(t)$. Specif-
ically, we have that $S_{t}^{(i)} = \text{Prob}[\sigma_{t}^{(i)} = S]$, i.e., the probability to find node $i$ in state $S$ at stage $t$ over an infinite number of realizations of the process. Similarly, we have that $I_{t}^{(i)} = \text{Prob}[\sigma_{t}^{(i)} = I]$ and $R_{t}^{(i)} = \text{Prob}[\sigma_{t}^{(i)} = R]$. The three deterministic variables are related by the constraint $I_{t}^{(i)} + S_{t}^{(i)} + R_{t}^{(i)} = 1$. Further, the approximation consists in neglecting dynamical correlations among two or more state variables, so that joint probabilities can be replaced by products among marginal probabilities. For example, the probability at stage $t$ of the dynamics to find nodes $i$ and $j$ respectively in the infected and recovered states is simply written as $\text{Prob}[,i][\sigma_{t}^{(i)} = I, \sigma_{t}^{(j)} = R] = I_{t}^{(i)} R_{t}^{(j)}$.

Under INMFA, we can describe SIR dynamics on the temporal network with the following set of coupled equations

$$I_{t}^{(i)} = (1 - \mu)I_{t-1}^{(i)} + \left(1 - R_{t-1}^{(i)} - R_{t-1}^{(j)}\right) \left[1 - \prod_{j} \left(1 - \lambda A_{ji}^{(t-1)} I_{t-1}^{(j)}\right)\right] \tag{3}$$

and

$$R_{t}^{(i)} = R_{t-1}^{(i)} + \mu I_{t-1}^{(i)} \tag{4}$$

The initial conditions are suitably chosen depending on the problem at hand. In our case, we set $I_{1}^{(i)} = 1$ for every $i \in X$ and $S_{1}^{(i)} = 1$ for $i \notin X$, and use the above equations to obtain solutions for $t > 1$. Equation $3$ simply tells us that the probability that node $i$ is in the infected state at time $t$ is the sum of two terms: (i) The probability that the node was already in the infected state at the previous stage of the dynamics but did not recover; and (ii) the probability that the node was not already infected but received the infection by at least one of its infected neighbors at the previous time step. Equation $4$ instead tells us that the probability that node $i$ is in the recovered state at time $t$ is the sum of the probability that the node was already recovered or just recovered at the previous stage of the dynamics. INMFA neglects dynamical correlation between nodes. Variables are treated as dynamically independent when instead they are not. In particular, there is a nonnull probability that spreading may occur simultaneously in opposite directions along the same edge, thus causing a systematic overestimation of the true probability of infection. Starting from the imposed initial conditions, one iterates Eqs. $3$ and $4$ to obtain the marginal probabilities of all nodes in the network at a given stage of the dynamics. The relative size of the outbreak at time $t$ is obtained by simply taking the sum

$$O_{\text{INMFA}}^{(t)} = \frac{1}{N} \sum_{i=1}^{N} \left(\sum_{j} I_{t}^{(i)} + R_{t}^{(i)}\right) \tag{5}$$

In Fig. 2 we compare results from the INMFA with ground-truth values obtained from numerical simulations of the spreading process. Due to the independence among variables that is assumed in INMFA, the approximation overestimates the true outbreak size, and under INMFA the phase transition is expected to happen earlier than in the true dynamical system. Nonetheless, we note that INMFA provides a relatively good prediction of the true system outcome, especially in the subcritical regime and around criticality.

V. INFLUENCE MAXIMIZATION

We consider the classical problem of influence maximization consisting in finding the set of seed nodes that maximizes the average size of the outbreak $\langle O(X) \rangle$. The maximization problem is solved with a constraint on the size of the seed set, and for a given choice of the spreading parameters $\lambda$ and $\mu$.

A. Greedy optimization

As influence maximization is a NP-hard problem [2], its solutions can only be approximated. On static networks, the best available strategy to solve the problem of influence maximization consists of a greedy algorithm [2] and [3]. The mechanism of the algorithm is quite simple and naturally extends to temporal networks [2]. Indicated with $B_{v} = \{b_{1}, b_{2}, \ldots, b_{v}\}$ the seed set identified by the algorithm at stage $v$, we minimize the algorithm with $B_{0} = \emptyset$. Then, for $v > 0$ we have

$$b_{v} = \arg \max_{x \in B_{v-1}} \langle O(B_{v-1} \cup \{x\}) \rangle \tag{6}$$

Essentially, the best seed set is built sequentially by adding one node at a time. The node $b_{v}$ selected at stage $v$ is the one providing the largest marginal increment of influence to the existing seed set. We stress that, at each stage $v$ of the algorithm, one needs to numerically estimate $\langle O(B_{v-1} \cup \{x\}) \rangle$ for all $x \notin B_{v-1}$ in order to select $b_{v}$ appropriately, and simulations must be run independently for each potential seed set $B_{v-1} \cup \{x\}$. We remark that the method requires as inputs full topological and dynamical information about the system, including the actual values of the parameters of the spreading model. In the following, we denote solutions of the influence maximization problem obtained via the standard greedy optimization method with the acronym GR.

For the SIR model in static networks, it is known that influence is a growing and submodular function [2], thus greedy solutions are guaranteed to be within a margin $1 - 1/e = 0.63$ from the true optimum [4]. On temporal networks, the two above conditions are valid only for the special case $\mu = 0$ [21]. However for $\mu > 0$, influence may decrease as the system size increases, so that the function may also violate the submodularity property (see Ref. [27] and Fig. 1 for a specific example). As a consequence, the greedy algorithm doesn’t guarantee a known optimality gap.

B. Approximate greedy optimization

The complexity of the algorithm described in Eq. $6$ grows cubically with the network size, as estimates of the influence of all seed sets are obtained via numerical simulations. Complexity reduction is possible by approximating $\langle O(X) \rangle$ in some way, so that the elementary choice of Eq. $6$ is replaced by

$$b_{v} = \arg \max_{x \notin B_{v-1}} F(B_{v-1} \cup \{x\}) \tag{7}$$
Here we indicated with \( F(B \cup \{x\}) \) a generic function that estimates the incremental importance of node \( x \notin B \) for the influence of the set \( B \), assuming that influence is not directly measured. Typical choices of \( F \) leverage parallel and/or partial computation to decrease computational complexity. For the IC model on static networks for example, the equivalence of the spreading model with static bond percolation suggests how to decrease algorithmic complexity without sacrificing performance \([4,7]\). In Ref. \([4]\), \( F(B \cup \{x\}) \) is defined as the average size of the clusters that contain node \( x \) but no nodes already in \( B \), a quantity that is equivalent to the targeted ground truth \( \langle O(B \cup \{x\}) \rangle \) and that can be computed in parallel for all nodes. Variations of the methods of Refs. \([4,7]\) are not easily implementable for the general SIR model, and the temporal nature of the network creates additional challenges. We implement, however, an approximate version of greedy optimization that uses the INMFA prediction of Eq. (5) for the definition of the function \( F \). Many other methods aiming at reducing algorithmic complexity use network centrality metrics for the definition of \( F \) such that, during the course of algorithm, the score is static (e.g., degree centrality) or can be quickly recomputed with partial computation (e.g., adaptive degree centrality). On the basis of previous analyses conducted on static networks \([15]\), we focus our attention on adaptive degree centrality only.

C. Greedy optimization under incomplete information

In the sections above, we made the strong hypothesis that optimization is performed by knowing in advance that the network is evolving, and how it exactly evolves. Further, the optimization is performed by being aware of the true spreading dynamics, including the actual values of the model parameters and the existence of a specific temporal horizon in the spreading process.

Having full knowledge of all the ingredients of the problem is, however, a strong assumption. In realistic scenarios, it is much more likely to attempt to solve the problem with limited and/or noisy information. For example, we may have at our disposal only a flat and aggregated version of the true network, where temporal information is absent. In this scenario, we would apply the greedy algorithm to a static network, disregarding completely the existence of network evolution and the time horizon for the spreading. We would further be able to identify the critical regime of spreading for the static network only. In essence, we would use still the same approach as Eq. (7) where the function \( F \) represents an approximation of the ground-truth \( \langle O \rangle \) of Eq. (6). However, the approximation would not be made with the goal of reducing computational complexity. Rather, it would be enforced by the incompleteness of the information at our disposal in the solution of the true problem.

There are many potential ways in which topological information may arrive to us incomplete or noisy. We consider several possibilities listed in Table III. The simplest setting is what we call SL, where layers are randomly reordered, but all other information required for the solution of the influence maximization problem is preserved. SL is the same setting already considered in the study of the sensitivity of the outbreak size to the temporal ordering of the network layers (Figs. 2 and 3). We remark that, in the SL setting, we still rely on the same exact scheme as described for greedy optimization. Thus, to perform the selection step of Eq. (7), we run multiple numerical simulations of SIR dynamics by assuming that we know the true values of the spreading and recovery probabilities of the spreading model, but also that we believe that the true network dynamics is given by the specific SL setting at our hand.

We then consider cases where part of the temporal information is not present in our input data. For example, we consider the setting FL where only the first temporal layer is used in the solution of the problem. The setting RL is analogous to FL with the only difference that one randomly chosen layer is selected to play the role of the static network. In these cases, we perform standard greedy optimization under the hypothesis of having a static network topology, and we assume that the critical value of the spreading probability is given by the one of the static network.

We then consider a scenario where temporal information is flattened. The solution to the influence maximization problem relies on an aggregated version of the network and no temporal horizon is provided in the estimate of the outbreak size. We name this setting ST. We perform standard greedy optimization under the hypothesis of having a static network topology, and we assume that the critical value of the spreading probability is the one valid for the aggregated static network.

Also, we consider further approximations where the optimization problem is solved using adaptive degree (AD) centrality computed using full or partial information of the system topology. AD is a metric similar to degree centrality. The only difference is that, once a node is selected as a seed, the node is considered as removed from the network and the degree values of all other nodes are recomputed before selecting the next seed. Essentially, the function \( F(B_{t_1} \cup \{x\}) \) appearing in Eq. (7) equals the number of connections of node \( x \) with nodes that do not belong to the set \( B_{t_1} \). Specifically, we consider the approximations AD-F and AD-A where respectively the first layer or the aggregation of all layers are used for the computation of the adaptive degree centrality. The method in this case relies on topological information only, and there is no need of feeding the algorithm with information about the spreading model and its parameter values.

Finally, we consider the setting RND, where the seed set is built by randomly selecting nodes. This is the only viable option in case nothing is known about the network, and should provide the worst performance possible.

D. Systematic tests of performance

We apply the different approximations of Table III in the identification of the influential spreaders in the 12 temporal networks constructed from the datasets of Table I. We consider four distinct values of the recovery probability \( \mu = 0, \mu = 0.25, \mu = 0.5, \) and \( \mu = 1 \). For each network and \( \mu \) value,
we consider the critical value \( \lambda_c(\mu) \) of the spreading probability, see Table II. We finally consider separately the cases \( \lambda = 0.5 \lambda_c(\mu), \lambda = \lambda_c(\mu), \) and \( \lambda = 2 \lambda_c(\mu) \) as representative for the subcritical, critical, and supercritical dynamical regimes, respectively. In summary, for each of the 12 temporal networks we consider 12 distinct combinations of \( \mu \) and \( \lambda \) values, so that each approximation for the solution of the influence maximization problem is tested in 144 different experimental settings.

We stress that the true values of the spreading probability are used only for predictions under the GR, INMFA and SL settings. The other methods assume different critical values for \( \lambda \), and predictions for the various regimes are made using such a value as a reference. Predictions of all approximations are tested on the ground-truth dynamics. That is, given a set of predicted seeds, we run numerical simulations of the spreading process using true parameter values on the true temporal network.

A typical outcome of the systematic analysis we perform is displayed in Fig. 4. There, we plot the average value of the relative outbreak size as a function of the relative size of the seed set. We display results only for a selection of the approximations listed in Table III and only for the critical regime of spreading. Results for the other methods, and for other dynamical regimes, are reported in Ref. [47]. The best solution is generally obtained by GR, i.e., the straight implementation of the greedy optimization strategy of Eq. (6). This is not surprising as the method relies on complete topological and dynamical information. Although \( O(N) \) is not submodular, the shape of the curve indicates an effective submodular behavior resulting from the maximization process. Results obtained under INMFA are generally very close to (sometimes even slightly better than) those of GR. As one may expect, the worst performance is obtained by random selection, i.e., RND. Using FL provides a quite good performance despite other temporal information being neglected. SL, where one is aware of network evolution, but does not know exactly how the temporal layers are ordered, displays poor performance. AD-F provides a fair approximation in terms of performance even though it has no information on spreading dynamics.

We use GR as the baseline for assessing the quality of the solutions obtained under the other approximations [15, 29]. Given a network with \( N \) nodes, we fix the targeted seed set size to \( V = 0.1 N \). For the generic approximation \( a \), we evaluate the area under the curve of the spreading impact of the seed set \( B_v^a \) that the approximation identifies, i.e.,

\[
\text{AUC}_a = \frac{1}{N} \sum_{i=1}^{N} \langle O(B_v^a) \rangle ,
\]

where \( B_v^a \) is the seed set found by the approximation \( a \) in the \( v \)th step of the optimization algorithm of Eq. (7). The definition can be clearly adapted to compute AUC_{GR}, thus leading to a metric of performance for the straight implementation of the greedy algorithm of Eq. (6). We note that the metric AUC_{GR} gives importance to the global impact of the seed set \( B_v^a \) but also to the order in which nodes are placed in the set during the optimization steps of Eq. (7). We then normalize the performance \( p_a \) of the generic approximation \( a \) with GR by simply taking the ratio

\[
p_a = \frac{\text{AUC}_a}{\text{AUC}_{GR}}.
\]

In Fig. 5 we report summary results of our systematic analysis. Performance of the various approximations highly de-
VI. CONCLUSIONS

Irreversible spreading models, such as the SIR model, display outcomes that strongly depend on the initial conditions. Such a sensitivity is apparent in static networks already, but gets amplified when the network exhibits temporal changes on a timescale comparable with the one of the spreading dynamics. While seeking solutions to the problem of influence maximization, sensitivity of the spreading outcome to initial conditions is further extremized. Indeed, our systematic analysis shows that good solutions to the influence maximization problem require accurate knowledge of the network dynamics, especially regarding the order in which network edges appear in the system. Also, one of our most important numerical findings is that having knowledge of only the first snapshot of a temporal network is still sufficient for identifying influential spreaders effectively. The topological characteristics of the nodes selected as spreaders depend on the dynamical regime. If the recovery probability $\mu$ is large, then nodes that are central in the first few layers are good spreaders. If $\mu$ is small instead, then nodes that are central on average over all layers are good spreaders. For example, we see that AD-F outperforms AD-A in all settings except for the subcritical and critical regimes when $\mu = 0$. Our entire analysis is based on the evaluation of the performance of different ex-post approximations. In practical settings, however, it may be more realistic to expect the observer to be aware of past snapshots of a temporal network, and use this information to make predictions about top influencers for a future spreading process taking place on temporal network layers with unknown topology. As an illustrative example, in Fig. [c] we show performance results obtained by comparing ex ante predictions of the influential spreaders under approximations similar to those we considered earlier in the paper. Specifically, we name as FL the approximation relying on layer $t$ as the only information available about the network, and with AD-F the approximation relying on adaptive degree centrality computed on the $r$th layer of the network. We use layers $t = 1, 2$ and $3$ to make predictions about the spreaders in the temporal network. The true dynamics starts from layer $t = 3$ in the simulations. We measure the performance of our predictions relative to the best achievable one, here named as GR. The results of Fig. [c] show that the lack of information about the initial layer of the dynamics leads to a significant drop in performance. Even a small delay between the last known layer and the start of the process may affect significantly the results. This fact indicates that further research is needed to design effective methods for the prediction of influential spreaders in temporal networks.
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