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Abstract

Objective: Digital transformation in higher education has presented medical students with new challenges, which has increased the difficulty of organising their own studies. The main objective of this study is to evaluate the effectiveness of a chatbot in assessing the stress levels of medical students in everyday conversations and to identify the main condition for accepting a chatbot as a conversational partner based on validated stress instruments, such as the Perceived Stress Questionnaire (PSQ20).

Methods: In this mixed-methods research design, medical-student stress level was assessed using a quantitative (digital-and paper-based versions of PSQ20) and qualitative (chatbot conversation) study design. PSQ20 items were also shortened to investigate whether medical students’ stress levels can be measured in everyday conversations. Therefore, items were integrated into the chat between medical students and a chatbot named Melinda.

Results: PSQ20 revealed increased stress levels in 43.4% of medical students who participated (N = 136). The integrated PSQ20 items in the conversations with Melinda obtained similar subjective stress degree results in the statistical analysis of both PSQ20 versions. Qualitative analysis revealed that certain functional and technical requirements have a significant impact on the expected use and success of the chatbot.

Conclusion: The results suggest that chatbots are promising as personal digital assistants for medical students; they can detect students’ stress factors during the conversation. Increasing the chatbot’s technical and social capabilities could have a positive impact on user acceptance.
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Introduction

Background

Increasing digitisation and the shift to digital teaching have created major challenges for universities, teachers and students.¹ As digitisation progresses, the learning environment for university students will also change. In particular, the everyday life of medical students will be influenced not only by an increased range of digital learning content but...
also by the cooperation of the agents involved. For example, electronic communication via WhatsApp groups and electronic submission systems are already ubiquitous.\textsuperscript{2,3} However, the number of personal meetings and face-to-face conversations continues to decrease. Digital learning in isolation poses a risk factor, especially for those who are already depressed or highly stressed.\textsuperscript{4} Studies show that medical students in particular have underlying and highly developed stress levels as well as high prevalence rates for mental illness.\textsuperscript{5–7} This is also evident in the increasing number of students with stress, anxiety and burnout symptoms.\textsuperscript{8–10} Studying medicine places high demands on medical students: large amounts of knowledge must be mastered in a short amount of time.\textsuperscript{11} Expectations of high academic performance can increasingly lead to stress during medical education. Increasing stress, in turn, can lead to a decline in academic performance and motivation.\textsuperscript{12,13} Previous studies have found a correlation between chronic stress among medical students and increased cynicism and reduced empathy during the course of their studies, which could impact their relationships with patients in the future.\textsuperscript{14} In addition, due to distress during their medical education, a lack of integrity and substance abuse have been identified.\textsuperscript{13} Considering the high-stress levels and the associated negative impact on both the health of medical students and the quality of their future medical work, the promotion of stress-reducing measures during studies stands to reason.

To address the challenges of education digitisation and the digital learning environment, digital-assistance systems such as chatbots could potentially provide medical students with support in organising their studies. Chatbots could be available to students independent of time and place to support them with questions relevant to their studies. At the same time, chatbots could also act as a personal assistant to whom they could confide about stressful situations. In addition, AI-based approaches were shown to be able to predict the manifestation of major depression based on the conversational behaviour of users, and the use of chatbots also showed a positive effect in already diagnosed depressed patients.\textsuperscript{15,16}

In this project, we dedicate ourselves to a chatbot named Melinda (which stands for my emotion-screening learning-supportive integrative new digital assistant).\textsuperscript{17} The Melinda project addresses the challenges in changing communication between medical students and lecturers in the context of digital university teaching. It attempts to address an important gap since comprehensive support is increasingly difficult to implement in study-centred asynchronous teaching formats. Previous results have indicated the need for a personal digital assistant embedded with routine chat that can screen for the user’s psychosocial needs and react accordingly.\textsuperscript{17}

### Chatbots as conversational agents for students

The term chatbot is not a clearly defined term in academia; other terms include bots, conversational agents, conversational interfaces and chat agents.\textsuperscript{18} What they all have in common is that they are classified as digital dialogue systems, that is software components that simulate human natural language in text form. They start a conversation with users and consumers using text-based language to facilitate human–machine communication. Chatbots can be implemented in two main categories: natural language processing (NLP) chatbots and rule-based chatbots. NLP chatbot systems enable free text input and are therefore usually based on NLP.\textsuperscript{19} In essence, NLP chatbots are artificial intelligence (AI) and can act as an intelligent conversational partner; they access text-processing systems and generate answers in text form based on available data.\textsuperscript{20} The chatbot Melinda is a rule-based chatbot that is provided with a set of responses guided by a decision tree. Rule-based chatbots use predefined conversational paths and structures and can thus only communicate using a limited knowledge base; they are not based on AI.\textsuperscript{21}

Mental-health chatbots and virtual agents for emotional support are already being used in the field of mental health\textsuperscript{22} and in learning environments using electronic devices and media.\textsuperscript{23} Chatbots can help address organisational tasks, such as providing information, helping find an appointment, counteracting long waiting times or preventing perceived stigma and mental-health barriers in a functional and empathetic way.\textsuperscript{24} Examples of such chatbots are Replika,\textsuperscript{25} a system that can optionally impersonate a friend, mentor or even a romantic partner, as well as Wysa\textsuperscript{24} and Woebot,\textsuperscript{15} both of which are digital companions that provide 24/7 exercises and are available for advice or just to talk. Both approaches have been shown in clinical studies to be effective in reducing symptoms of stress or depression.\textsuperscript{26,27}

With the Melinda project, we aimed to design a chatbot that can act as a personal digital assistant to medical students, communicate with them in an interested and empathetic way and also measure their stress levels. Accordingly, this article addresses the following two questions:

1. How effective is a conversational bot such as Melinda in assessing the stress levels of medical students and what are the conditions for being accepted as a conversational partner?
2. Can an established measurement tool, such as the Perceived Stress Questionnaire (PSQ20), be transferred into written dialogue to measure student stress levels using the chatbot Melinda? The purpose is to find out if there is a significant difference between the responses of the digital and paper PSQ20 versions.

### Methods

#### Design

We adopted a mixed-methods approach in this study to facilitate the exploration of data and research questions from different perspectives.\textsuperscript{28} First, we designed the quantitative part based on PSQ20, a standardised questionnaire measuring...
actual subjective stress. Second, qualitative analysis was used as a supplementary survey method to analyse the data. We aimed to investigate the extent to which Melinda succeeds in conducting everyday conversations with medical students while assessing their stress levels. In general, chatbot evaluation is challenging due to their complex nature. Therefore, we analysed segments of conversations with the chatbot via the International Organization for Standardization (ISO) 9241-11 usability characteristics (i.e., effectiveness, efficiency and satisfaction), which specify the user ergonomics of human–system interaction.

Procedure

To address the research questions, this study was integrated into the regular communication course for medical students. The course was conducted online due to the COVID-19 pandemic. First, students received theoretical input on psychological stress and burnout in medical school and advice on how to cope with mindfulness practices. Then, they were asked to complete exercises on coping strategies for psychological stress, after which they were invited to participate in the study. As a first step, students were asked to complete the validated paper-based PSQ20 version to determine their general stress level. They were then given an abbreviated version of the PSQ20 with selected items integrated into the chat with Melinda. The completion order of the different questionnaire versions was based on our research interest, that is we wanted to measure the stress level of the students before reducing the PSQ20 questionnaire to nine items.

Participants

Participants were medical students in their second year of study. They were invited to take part in the study during their regular communication course in the 20/21 winter term. Participation was voluntary and pseudonymised with a unique code number. The participating students were asked to complete two versions of the questionnaire (paper versus digital). The total number of participants was 136 for the paper version and 148 for the digital version.

Measurements: The perceived stress questionnaire

The subjectively perceived stress load of the medical students was assessed using PSQ20. The normal version consists of 30 items. The short version consists of 20 items that can be separated into four subscales (see Table 1). The questionnaire is reliable with a Cronbach’s alpha of 0.80–0.86 for the overall score. Questions about perceived stress were evaluated using a four-point Likert scale (almost never, sometimes, often and usually), and participants were asked to rate their subjective perception and evaluation of stressors that affected them in the previous four weeks. By completing the PSQ20 questionnaire of the medical students, a score was calculated for each of the scales and for the overall perceived stress according to the scale calculation of Fliege et al. The sum value can be between zero and 100, with high values representing an increased subjective stress load. Values above the cut-off scores indicate clinically relevant stress. Table 1 presents the cut-off scores, (sub-)scales and their dimensions for the PSQ20.

Selection of PSQ20 questions for the chatbot

We used a paper- and digital-based version of the PSQ20 for the chatbot. The Melinda chatbot was first developed at the University of Lübeck, Germany, for a qualification thesis and was further explored for our research study. Originally, 10 of the 20 PSQ20 questions were intended to be asked in the chatbot conversation to identify whether the answers allow us to draw conclusions about perceived stress prior to the study. Due to a bug in the chatbot’s program, one PSQ20 question was (incorrectly) no longer recognised as a PSQ20 question, which is why we could only use nine items. Thus, the subscale demands were incomplete with one item missing, and, based on this, we were not allowed to use the subscale lack of joy to compare the two questionnaire versions. The selected items were integrated into the conversation process for Melinda. For more information about the detailed explanation of the selection, please refer to the qualification paper.

In our study, the subscale lack of joy was reliable for both versions of the questionnaire with a Cronbach’s alpha of 0.667 for the digital version and 0.640 for the paper version.
Melinda: Bot operation and implementation in a teaching unit for medical students

The conversation content of the decision tree-based bot was based on questions about studying, the COVID-19 pandemic situation and the personal situation and well-being of the students. The chatbot was programmed to provide positive, encouraging, empathic and compassionate responses. For better conversation flow, the nine selected PSQ20 items were rephrased into questions and queried during the chat to fit into the content. The chatbot Melinda is a simple chatbot with a pre-defined conversational flow to facilitate conversation with medical students. The training data consists of 622 individual words (taken from short sentences) that are assigned to one or more intents. After reducing them to their word stems and removing stop-words using the Lancaster-Stemmer, a list of 507 tokens is left. Thus, the number of tokens is directly dependent on the size of the training vocabulary, and the vocabulary we used for the initial implementation of Melinda is rather small-sized. The intent-classifier we are using here is a multi-layer perceptron (MLP) with ReLUs as an activation function, consisting of a single hidden layer of size 253 and an output layer of 14 classes of intent (‘hobby related’, ‘greeting’, ‘goodbye’, ‘age’, ‘name’, ‘help request’, ‘consulting hours’, ‘sleep-related’, ‘university’, ‘internship’, ‘corona’, ‘neutral intent’, ‘negative intent’, and ‘positive intent’).

Our initial conversational manager was designed to talk with medical students about their learning situation during the COVID-19 pandemic. In the context of this study, the ‘positive’, ‘negative’, and ‘neutral intent’ are of particular importance. The network has been trained using a bag-of-words approach and an Adam optimiser with a training length of 5000 epochs, a 0.001 learning rate, betas of 0.9 and 0.999, an epsilon of $10^{-8}$ and a weight decay of 0.

Table 2 shows nine of 20 PSQ20 items in their original version as well as how we integrated them into the conversation with Melinda. For comparison, the possible answers to the PSQ20 questions were integrated analogously to the original questionnaire with the options ‘almost never’ through to ‘usually’; the rest could be entered as free text. After the students completed the PSQ20, they chatted with Melinda for nine of the 20 items, which were transcribed into written dialogue.

Study datasets

Statistical analyses were performed by creating two datasets with nine selected items from PSQ20 in its German-modified version. Dataset 1 presents the paper-based version of PSQ20 (PSQ20 P). Dataset 2 provides the chat with Melinda with the selected items integrated digitally into the conversation (PSQ20 M).

Data analysis

All statistical analyses were conducted using IBM SPSS version 27. For the quantitative comparison of the chat and questionnaire answers, the two data sets were coded based on the nine items and checked for usable data.

The elimination criteria included incomplete chat histories that did not contain the PSQ20 or question–answer combinations that did not make sense (for details, please see attachment). After screening according to our exclusion criteria, we obtained complete datasets from the original 136 participants for the paper questionnaire and from the 148 participants of the digital-chat version with Melinda; a total of 41 medical students fully completed both questionnaire versions and were eligible for the final analysis. For the subclasses, we focused on the subcategory lack of joy, as it was embedded completely in the conversation trees.

One purpose of this work was to identify whether a significant difference exists in the answers to the digital and paper versions. Indeed, responses could be influenced by adjusting or embedding the questions in the conversation and by embedding. Hence, we calculated the mean, standard deviation and frequencies. The data were normally distributed. The Pearson correlation coefficient was calculated to capture the linear relationships between the relevant variables of each dataset. To examine differences between the
means of the two samples, we analysed the statistically significant differences between the distributions of the different PSQ20 versions using the Wilcoxon signed-rank (WSR) test for dependent samples. The significance level in testing this hypothesis was \( \alpha = 0.05 \). We reject \( H_0 \) if \( p > \alpha = 0.05 \) if the test variable exceeds the critical value \( z \). The critical value \( z \) for \( \alpha = 0.05 \) is \( Z [1-0.025] = Z [0.975] = 1.96 \).

The fact that we had to reduce the data for the final analysis to 41 participants who completed both questionnaires suggests that we should also take a closer look at the high error rate of the chatbot. Therefore, we conducted a qualitative exploration of extreme cases in the chat processes in addition to the quantitative analysis of the perceived stress.

Chat analysis was based on thematic analysis, a flexible analysis approach according to Braun and Clarke. For this purpose, a category system was developed based on ISO 9241-11:2018 Ergonomics of human–system interaction – Part 11: Usability: Definitions and concepts. Please see the attachment for the used category system. The ISO 9241-11 standard deals with guidelines for human–computer interactions. It contains requirements for the working environment as well as for hardware and software. The aim of these guidelines is to avoid health hazards when working with a product and to make it easier for the user to solve tasks. If the specified measures of effectiveness, efficiency and satisfaction are adequately met, the product has an acceptable level of usability. Effectiveness is typically measured by task completion and accuracy; the measures of efficiency include communication effort and the measures of satisfaction include ease of use, context-dependent questions and learnability of the chatbot. Standards such as ISO 9241-11 are particularly suited for emerging technologies such as chatbots because they define best practices, are objective and ensure consistency of work.

The included usability features according to ISO 9241-11 are as follows:

- **Effectiveness**: The accuracy and completeness with which users achieve a given goal. This means that the tasks at hand are to be performed by a system as completely and correctly as possible.
- **Efficiency**: The effort used in relation to accuracy and completeness with which users achieve a specific goal. This means that the user must be able to reliably solve the tasks at hand with the existing system functionality with as little effort as possible. Efficiency is related to effectiveness. This can be measured by the time it takes a user to complete a task.
- **Satisfaction**: This criterion describes the satisfaction of the user when using an interactive system.

### Results

**PSQ20 for medical students**

For students who completed the paper version (\( N = 136 \)), the mean total score (sum of all 20 items) was 49.53 (SD 10.64), as shown in Figure 1. The range of the overall score was between 30 (lowest) and 76 (highest) points. If the cut-off score is valued (>50), 43.4% of the students have an increased stress load. The evaluation of the subscales also

| (Sub-)scale | Dimensions | Cut-off score | Number of students above the cut-off score (\( N = 136 \)) |
|-------------|------------|---------------|-----------------------------------------------------------|
| Worries     | Worries, fears about the future and feelings of frustration: | >11 | 30.1% (41/136) |
| Tension     | Exhaustion, imbalance and a lack of physical relaxation | >13 | 92.6% (126/136) |
| Lack of joy | - | <17 | 74.3% (101/136) |
| Demands     | A Lack of time, deadline pressure or task load | >13 | 70.6% (96/136) |
| Overall score | - | >50 | 43.4% (59/136) |

Figure 1. The overall score of the PSQ20 with all items (\( x \)-axis: PSQ20 overall score; \( y \)-axis: cumulated number of students, \( N = 136 \)).
suggests an increased subjective perception of stress (Table 3). Considering the respective cut-off scores for the subscales, the results in Table 3 were obtained.

**Principal results of statistical analysis**

For clarity, we limited the descriptive portrayal of the analysis to mean, standard deviation and WSR test results. Table 4 summarises these results. By comparing the means of the nine items of the two datasets, it is evident the students’ answers are very similar (Table 4). All items in the two questionnaires underwent Pearson correlation (Table 4) and WSR testing. For this, bivariate pairs were formed for the nine items and for the subscale lack of joy for datasets PSQ20 P and PSQ20 M. Pearson’s correlation coefficient for each item suggests a significant correlation between the pairs, except for Item 6 (Table 4).

**Results of the qualitative study**

Students were asked to evaluate the chat with Melinda afterward. Reported positive experiences of chatting with Melinda included that the bot was friendly, the questions were logically structured and the conversation was pleasant. Some communication elements of Melinda worked very well. For example, Melinda welcomed the students and said goodbye, and, in doing so, Melinda achieved a successful personal form that was situationally appropriate and had personalised responses. Melinda also maintained natural appearing conversation using response phrases to develop fluency in conversations.

However, a number of reported negative aspects of the conversation were predominant. For example, the students criticised Melinda’s limited ability to answer questions correctly, which is also its largest disadvantage; that is, it has a high error rate. Misinterpretations, answering without a question, duplications and wrong answers made fluent conversation impossible. Additionally, students lacked the necessary transparency as to why they were communicating with the bot and what purpose it served. Some stated they did not see any advantage of the chatbot over a simple questionnaire. Moreover, although some found the bot’s conversational style empathetic and natural, many evaluators indicated they found the conversation artificial. The bot’s responses seemed exaggerated and overly concerned and compassionate. Some felt the questions were inappropriate because they were questions about personal situations.

We evaluated the thematic analysis of the chats with Melinda according to ISO 9241-11 with the usability characteristics of chatbot effectiveness, efficiency, and satisfaction.33 See appendix for examples, please note that the conversations with the chatbot were not correct in German either, so we tried to translate this as well as possible to illustrate the problems with the chatbot.

**Table 4.** Mean, standard deviation and Pearson correlation for nine items between the PSQ20 P and PSQ20 M datasets.

| Item | PSQ20 P, mean (SD) | PSQ20 M, mean (SD) | Pearson correlation | WSR (p-value) |
|------|-------------------|--------------------|--------------------|--------------|
| 1. You are full of energy. | 2.59 (0.81) | 2.80 (1.00) | \( r = 0.70; p < .001 \) | .06 |
| 2. You are light-hearted. | 2.54 (0.90) | 2.83 (0.95) | \( r = 0.58; p < .001 \) | .04 |
| 3. You feel that too many demands are being made on you. | 2.24 (0.92) | 2.00 (0.74) | \( r = 0.83; p < .001 \) | .04 |
| 4. You feel safe and protected. | 3.54 (0.84) | 3.51 (0.78) | \( r = 0.70; p < .05 \) | .97 |
| 5. You feel under pressure from deadlines. | 2.56 (1.00) | 2.20 (1.00) | \( r = 0.75; p < .001 \) | .003 |
| 6. You have too many things to do. | 2.63 (0.94) | 2.85 (0.94) | \( r = 0.29; p > .05 \) | .26 |
| 7. You feel you are in a hurry. | 2.07 (1.06) | 2.20 (1.03) | \( r = 0.65; p < .001 \) | .40 |
| 8. You feel you are doing things you really like. | 2.88 (0.84) | 2.73 (0.81) | \( r = 0.58; p < .001 \) | .22 |
| 9. You enjoy yourself. | 3.07 (0.72) | 3.27 (0.84) | \( r = 0.34; p < .05 \) | .17 |
| 10. Lack of joy (cut-off) score: < 17. | 14.61 (3.00) | 15.15 (2.80) | \( r = 0.70; p < .001 \) | 0.11 |

The Wilcoxon signed-rank test revealed a significant difference between the two questionnaire versions (\( n = 41 \)) for Item 2 (\( Z = -2.03; p = .04 \)), Item 3 (\( Z = -2.04; p = .04 \)) and Item 5 (\( Z = -2.93; p = .003 \)). Concerning Item 2, students tended to choose lower ratings on the Likert scale for the paper version of the PSQ20 than in the conversation with Melinda. For Items 3 and 5, they tended to answer higher ratings on the Likert scale. No significant differences could be found for any of the other items in the two questionnaires.
• **Effectiveness**: We wanted to know how accurately Melinda conducts conversations with participating students and whether the conversations were completed. We found several parts where the conversation ended unanswered or where Melinda did not understand the student answers and continued following the algorithm. A lack of flexibility was also shown when Melinda did not understand the answers at some parts of the conversation.

• **Efficiency**: We wanted to explore how balanced the conversation between Melinda and the students was regarding proportion and communication effort. When analysing the chat with Melinda, most students answered questions in a very short and brief manner. At some point, Melinda encouraged the students to tell a little bit more, but they did not answer her request, did not reply or negated it. Interestingly and conversely, as students wrote in more detail, Melinda was the one who answered shortly and continued with her algorithm.

• **Satisfaction**: Satisfaction means ‘the extent to which the user experience meets the user’s needs and expectations’. First, we examined the ease of use based on whether students would chat with Melinda again. Then we examined the extent to which Melinda was able to maintain context-related dialogue. Finally, we examined whether Melinda was able to improve her conversation strategy to answer the students adequately.

The results suggest that a variety of factors are related to a non-satisfying experience with Melinda. The students seemed to frequently lose patience when chatting with Melinda because they responded in a slightly annoying way. This mainly occurred when Melinda’s answers did not match the answers of the students or when Melinda repeated a question without understanding the answers. Furthermore, we recognised some bugs in the chat outputs, where the question–answer combination was incorrect. We assumed a transmission error in the written chats. In essence, the chatbot generally succeeded in conducting a conversation, but many (technically related) errors occurred throughout the conversations, which prevented fluent exchange.

**Discussion**

**Principal findings**

We used a mixed-methods approach to evaluate the effectiveness of a chatbot in assessing the stress levels of medical students in everyday conversations and to identify the main condition for accepting a chatbot as a conversational partner. Comparing the digital and paper PSQ20 versions, it is evident that the transformation of the PSQ20 items into an everyday conversation with a chatbot was successful. Students showed a general interest in writing with our chatbot, indicating that the use of a chatbot in everyday life could be a suitable (learning) tool for students. Since there were predominantly no significant differences in the responses across both versions, we can assume that the reformulation of the items from a statement to a question (which is more suitable for everyday use) can be well-integrated into a conversation with a chatbot. In the future, a digital study assistant could also obtain information about student stress levels from everyday conversations without explicitly querying the PSQ20 items.

Due to the communication elements that worked well, Melinda was able to recognise conversation beginnings and endings, which are socially and structurally linked pair sequences. Melinda’s ability to sustain a conversation by repeating questions help to either positively or negatively reinforce one of the student’s statements or engage the student in small talk. Since we wanted to identify the success conditions of future chatbots for students, we focused on the details where the communication fails (see the Appendix for a detailed description of the dialogues). After evaluating the chatbot’s response behaviour and the students’ feedback concerning their interaction with Melinda according to the categories of effectiveness, efficiency and satisfaction, it is evident that essential elements are still missing for students to accept Melinda as a socially acting chatbot.

**Explanations for failed dialogue**

There were several well-known reasons why the conversations with Melinda failed. For example, when Melinda lacked the flexibility to respond beyond her set of rules, she revealed herself as not human and highlighted a gap in the expectation of the students that Melinda was not able to fulfil. To understand important aspects of human–machine interaction, it is necessary to have the linguistic behaviour of human–human interaction in mind. Ethnomethodological conversation analysis emerged in the United States in the 1960s; it addresses the analysis of everyday non-purposeful conversations and interactions. The fundamental theory of its founder, U.S. sociologist Harvey Sacks, was that there is ‘order at all points’ in every communication. Accordingly, every conversation follows a certain pattern of action: the turn-taking system. This means that speech contributions are always contextual; they only refer to the context of their origin or can only be understood in relation to the immediately preceding action. A successful conversation is achieved when the contributions of the participants always mutually and reflexively refer to each other. This implies that intentions, attitudes and interpretations are attuned to the other person and negotiated reciprocally. However, dialogues are sensitive to disruptions because information is constantly renegotiated between the interactors, which is called common ground. If disruptions occur, such as delays, verbal errors or misunderstandings, repairs can be initiated. This can be done by oneself or by the student,
for example, by repeating or correcting what has been said.\textsuperscript{50,51} Contrary to human beings, who develop their communicative skills over a lifetime in society, AI can only respond to dialogues in chat within the scope of its programming and cannot adequately respond to shared social knowledge.\textsuperscript{49} Since most bots cannot access common ground or reliably draw conclusions from what is written, Melinda’s awareness of disruptions to the conversation was not possible. Nevertheless, students pursue repair strategies (e.g., repeating sentences) to re-establish common ground, even though they know the system cannot access the same resources as a human counterpart.\textsuperscript{53} Besides functionality and performance, social skills, including personality and emotion, are also relevant for interacting with conversation agents.\textsuperscript{54,55} Dissatisfaction can be generated in the user if these expectations are not met.\textsuperscript{56} As stated by Mori et al., there is an uncanny valley effect regarding human empathy towards robots and other AI entities. Another term for this is the level of affinity, for example, human familiarity increases as chatbots become more human-like in appearance, but, if they become too close to human appearance, there is a risk of eliciting uncanny and uncomfortable feelings and aversive reactions.\textsuperscript{57,58} This would explain why some students found it unnatural for Melinda to seem too empathetic. Some studies also conclude that bots with more human characteristics, such as those with an animated avatar and voice, are more likely to fall into an uncanny valley compared to bots that are exclusively text-based.\textsuperscript{57,59} The bot’s social characteristics and features are dependent on the application area and conversational context.\textsuperscript{60–62} The most suitable characteristics for the academic field might be a chatbot that encourages students, helps them in stressful situations, provides them with information in a sensitive way,\textsuperscript{18} and whose personality is proactive and reliable in guiding and engaging students.\textsuperscript{15,17} The foregoing discussion implies that the user, conversational agents and context affect the results of the conversation. The evaluation of the communication behaviour of the chat with Melinda and the assessment of the students’ evaluation show various potentials for improvement for the further development of a chatbot. It quickly becomes clear that the exemplary analysis aspects can be largely attributed to limitations in Melinda’s programming. Furthermore, there is a need to understand interactional machinery behind human–human service to enable appropriate responses and activity levels to understand the interactional path.\textsuperscript{19} This study used ISO-recommended methods to assess effectiveness, efficiency and satisfaction. The methods can help to develop a better understanding of the usability of chatbots and can be adapted for use with medical students.\textsuperscript{63}

**Limitations**

This study was not without some limitations. First, since this is German-language data, the user field will presumably be limited to the German-speaking region. Furthermore, the integration of the PSQ20 items may be inadequately operationalised because factors such as gender, age, response time and conversation duration were not considered. As a result, an in-depth analysis of the participating students was not possible. Limitations regarding the interpretability of the quantitative results are possible since the PSQ20 is based on a total score that makes the subjective perceived stress comparable, which, in turn, is not calculable with our selected nine items. Due to the allocation problems of the bot and the resulting communication difficulties, we had to drastically reduce the amount of analysable data. With further bot development, we will be able to obtain more reliable data.

**Conclusion and research perspective**

Our results suggest that many students are willing to chat with a bot if it meets the minimum standards to avoid potential frustrations (e.g., ease of use or maintaining conversational flow). However, the chatbot Melinda, which was developed for this study, requires revision to meet these standards. Successful integration of a validated questionnaire, such as the PSQ20, requires careful consideration regarding item wording to ensure that it is consistent with the original content. Assuming it is possible to develop a chatbot that is capable of having a fluid and meaningful conversation, chatbots could be used to assess students’ feelings and needs that indicate potential stressors. Students’ assessment after conversing with the bot and our qualitative analysis of the chats revealed that willingness and acceptance to talk with a bot are dependent on certain preconditions. In future research, we intend to continue the development of the chatbot by reducing the error rate, which will ensure an effective flow of conversations. Therefore, in the future, the study assistant bot shall be developed in a user-centred way to create a digital infrastructure. The framework conditions of the bot (e.g., possibilities and limitations) shall be known to the students to overcome the expectation gap and to create an environment that deals with personal and health-related topics in a sensitive way. Notwithstanding, it is important to continue to foster research of personal conversation agents in medical education. The data collected with the final version of the bot can be shared with the deep-learning community and for researching study-related stress.
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Appendix
Students’ conversation with Melinda according to usability characteristics of chatbots (effectiveness, efficiency and satisfaction)

| Effectivity | Example |
|-------------|---------|
| Task completion | **Conversation ends unanswered**<br>Melinda: *Name*, would you say that your studies stress you out in general? |
| **Accuracy** | **Melinda does not understand the answers and continues to follow her algorithm**<br>Melinda: I have a few questions about your studies. Do you have courses in presence?<br>Person: Counter-question: What do I do this for?<br>Melinda: Then you have certainly had online university anyway.<br>Melinda: How did you feel about online-learning last semester, *name*?<br>Person: *Name* must work now.<br>**Melinda shares non-understanding**<br>Melinda: Do you believe that you are being prepared well for the everyday life as a doctor, *name*?<br>Person: Oh, I can’t tell that now, but that always depends on the initiative of each person.<br>Melinda: Unfortunately, I did not understand this! |
| Efficiency | **Questions from the Bot are unanswered**<br>Melinda: Do you feel under time pressure?<br>Melinda: Are you busy right now?<br>Person: Sometimes<br>**Short and brief answers of the students**<br>Melinda: How are you doing, *name*?<br>Person: well<br>Melinda: That’s nice to hear!<br>Melinda: Do you currently have a lot to do?<br>Person: yes |
| Satisfaction | **Irritated response from the students**<br>Melinda: But do you have any hobbies?<br>Person: Chess, running and weightlifting.<br>Melinda: What is your hobby?<br>Person: CHESS<br>**No talkative attitude towards the Bot**<br>Melinda: There is a lot going on right now. Do you want to tell me more about it *name*?<br>Person: There is not much to talk about<br>Melinda: Okay, then tell me.<br>Person:<br>Melinda: Yes, I understand that. I hope that soon you will be less burdened!<br>Melinda: Do you feel energetic?<br>Person: There is nothing to tell.<br>**Subliminal criticism of Melinda**<br>Melinda: And how are you currently doing with hybrid-teaching formats?<br>Person: I find it very one-sided and miss the interaction with the other students<br>Melinda: Which disadvantages do you see?<br>Person: besides, I would find it much more pleasant to talk to a real person.... |

(continued)
Appendix. Continued.

| Context-dependent questions | Question–answer mechanism incorrect |
|-----------------------------|-------------------------------------|
|                             | Melinda: Do you sometimes have the feeling that the requirements are too high for you? |
|                             | Person: No, I’m not afraid of covid |
|                             | Person: No, I don’t learn in a learning group |
| Melinda misunderstands answers | Melinda: Do you feel alone often? |
|                             | Person: No |
|                             | Melinda: That’s too bad: (The pandemic is really hard....) |

| Learnability | Repeated questioning does not lead to a learning effect |
|--------------|-------------------------------------------------------|
|              | Melinda: What’s your name? :) Please just write your name. |
|              | Person: *name* |
|              | Melinda: So *name* is your name? |
|              | Person: That’s how it is. |
|              | Melinda: Oh, did I get you wrong? Please write your name again now :) |
|              | Person: *name* |
|              | Melinda: So *name* is your name? |
|              | Person: Eric |
|              | Melinda: Oh, did I get you wrong? Please write your name again now :) |