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Abstract

Deepcode (H. Kim et al. 2018 [1]) is a recently suggested Deep Learning-based scheme for communication over the AWGN channel with noisy feedback, claimed to be superior to all previous schemes in the literature. Deepcode’s use of nonlinear coding (via Deep Learning) has been inspired by known shortcomings (Y.-H. Kim et al 2007 [2]) of linear feedback schemes. In 2014, we presented a nonlinear feedback coding scheme based on a combination of the classical Schalwijk-Kailath (SK) scheme and modulo-arithmetic [3], using a small number of elementary operations without any type of neural network. This Modulo-SK scheme has been omitted from the performance comparisons made in the Deepcode paper [1], due to its use of common randomness (dither), and in a later version [4] since it was incorrectly interpreted as a variable-length coding scheme. However, the dither in Modulo-SK was used only for the standard purpose of tractable performance analysis, and is not required in practice. In this short note, we show that a fully-deterministic Modulo-SK (without any dithering) can outperform Deepcode. For example, to attain an error probability of $10^{-4}$ at rate $1/3$ and feedforward SNR of $0$dB, Modulo-SK requires $3$dB less feedback SNR than Deepcode. To attain an error probability of $10^{-6}$ in the same setup but with noiseless feedback, Deepcode requires $150$ rounds of communication, whereas Modulo-SK requires only $15$ rounds, even if the feedback is noisy (with $27$dB SNR).

We further address the numerical stability issues of the original SK scheme reported in the Deepcode paper, and explain how they can be avoided. We augment this report with an online-available, fully-functional Matlab simulation for both the classical and Modulo-SK schemes [5]. Finally, note that Modulo-SK is by no means claimed to be the best possible solution; in particular, using deep learning in conjunction with modulo-arithmetic might lead to better designs, and remains a fascinating direction for future research.

I. AWGN with Noisy Feedback

Terminal A and Terminal B are connected by a pair of independent AWGN channels, given by:

$$Y_n = X_n + Z_n, \quad \tilde{Y}_n = \tilde{X}_n + \tilde{Z}_n,$$

where $X_n, Y_n$ (resp. $\tilde{X}_n, \tilde{Y}_n$) are the input and output of the feedforward (resp. feedback) channel at time $n$, respectively. The feedforward (resp. feedback) channel noise sequence $Z_n \sim \mathcal{N}(0, \sigma^2)$ (resp. $\tilde{Z}_n \sim \mathcal{N}(0, \tilde{\sigma}^2)$) is i.i.d., and independent of the input $X_n$ (resp. $\tilde{X}_n$). Terminal A wants to send a message $W$ to Terminal B over a fixed number of communication rounds $N$, where $W$ is uniformly distributed over a set of cardinality $M$. To that end, at time $n$, the terminals send:

$$X_n = \varphi_n(W, Y^{n-1}), \quad \tilde{X}_n = \tilde{\varphi}_n(Y^n),$$

where $\varphi, \tilde{\varphi}$ are predetermined functions, such that the average power constraint $P$ (resp. $\tilde{P}$) are satisfied:

$$\sum_{n=1}^N \mathbb{E}(X_n^2) \leq NP, \quad \sum_{n=1}^N \mathbb{E}(\tilde{X}_n^2) \leq N\tilde{P}.$$

This formulation is referred to in the literature as active feedback, whereas passive feedback is the special case where $\tilde{X}_n = Y_n$. Modulo-SK uses active feedback, while to the best of our understanding, Deepcode uses passive feedback. We denote the feedforward (resp. feedback) signal-to-noise ratio by $\text{SNR} \triangleq \frac{P}{\sigma^2}$ (resp. $\tilde{\text{SNR}} \triangleq \frac{\tilde{P}}{\tilde{\sigma}^2}$). A communication scheme $(\varphi, \tilde{\varphi})$ achieves a rate $R \triangleq \frac{\log M}{N}$ and an error probability $p_e$, which is the probability that Terminal B errs in decoding the message $W$ at time $N$, under the optimal decision rule. In the sequel we denote the number of information bits by $K \triangleq \log M = N \cdot R$.
II. Results

(a) Deepcode. [1, Figure 5 (Left)]

Fig. 1: Juxtaposing Deepcode & Modulo-SK: BER vs. feedback SNR for fixed feedforward SNR = 0dB. Deepcode uses $K = 50$ and Modulo-SK uses $K = 13$.

(b) Modulo-SK

In this section, we compare the performance of Deepcode to Modulo-SK with no dither. All the comparisons are taken at rate $R = 1/3$.

Figure [1a] is copied from [1, Figure 5 (Left)]. It depicts the BER vs. feedback SNR attained by Deepcode, for a fixed feedforward SNR = 0dB, using $N = 150$ iterations (i.e. communication rounds). Figure [1b] depicts BER vs. feedback SNR for Modulo-SK with the same setting, but using only $N = 39$ ($K = 13$ information bits). We provide both analytical error upper bounds (which bound the symbol error rate and assume dither) and simulation results (without dither, performing better). Note that by construction (see [7]), Modulo-SK requires high feedback SNR in order to be useful. Nevertheless, once exceeding a certain
threshold feedback SNR, the slope of the BER curve is much steeper than the one attained by Deepcode. For example, to attain a BER of $10^{-3}$, Deepcode requires a feedback SNR of around 19dB, whereas Modulo-SK uses less than 16dB, indicating a gap of over 3dB. Figure 2 also shows lower bounds on the BER attainable by any forward error correction code (without feedback) using block lengths of $N = 39$ and $N = 150$. These bounds were obtained from the finite-block length converse analysis in [8] (calculated using the code provided in [9]), further divided by the number of information bits. Note that the BER attained by Deepcode is higher than the corresponding no-feedback lower bound (for $N = 150$) over the entire range of feedback SNR levels given in the Deepcode paper (up to 20dB). In contrast, note that Modulo-SK attains a BER lower than the corresponding no-feedback lower bound (for $N = 39$) with feedback SNR of 15dB, thereby proving that noisy feedback can be useful.

Figure 2a is copied from [1] Figure 5 (Middle). It depicts BER vs. feedforward SNR for Deepcode with noiseless feedback. We compare its performance to Figure 2b which uses the Modulo-SK with noisy feedback where the feedback SNR = 27dB. We use three different numbers of rounds: $N = 15$, $N = 39$ and $N = 150$. It can be seen that in this regime, Modulo-SK with noisy feedback significantly outperforms Deepcode, even though the latter uses noiseless feedback. For example, at a feedforward SNR of 0dB, Deepcode attains an error probability of $10^{-6}$ using $N = 150$ with noiseless feedback, whereas Modulo-SK attains a lower error probability using one-tenth of the number of rounds ($N = 15$) with noisy feedback. Note that if feedback is noiseless, then Modulo-SK (which in this case essentially coincides with classical SK) can clearly achieve this superior performance even with passive feedback.

III. THE ISSUE OF DITHER

The classical SK scheme [10] assumes a noiseless feedback link and is known to completely fail in the presence of arbitrarily low noise in the feedback link. To remedy that, one can consider exponentially increasing the power over the feedback link to mimic the noiseless case – but this is of course not practical. Nevertheless, as we showed in [3], [7], this naive approach can be made practical via the use of modulo-arithmetic, which is a common non-linear technique used to tackle power constraint issues (see for example [11], [12], [13]).

In the analysis of the Modulo-SK scheme, we have standardly used a common dither signal known to both terminals, which is added and subtracted on both sides. The purpose of the dither is to ensure that the feedback transmission is uniformly distributed over the modulo cell, which enables calculating its average power. Although it was not emphasized in our papers, it is known (for example, in high-resolution quantization) that dither is often not required in practice, and that removing it has a negligible (and sometimes even beneficial) effect on performance. Indeed, in the Modulo-SK scheme, the output of the modulo operation is more concentrated than uniform in the first rounds (which is better), and becomes close to uniform in subsequent rounds, even without the dither. The Matlab simulation we provide in [5] does not use dither, and measures the feedback transmission in order to make sure it does not exceed its power constraint.

IV. NUMERICAL STABILITY OF SK WITH NOISELESS FEEDBACK

As explained in [7], the classical SK scheme uses the noiseless feedback in a way that, after $N$ rounds of communication, the effective signal-to-noise ratio of the system is pushed up to $\text{SNR} \cdot (1 + \text{SNR})^{N-1}$. At this level of signal-to-noise ratio, one can use very large simple constellations, such as uncoded PAM with $2^{NR}$ constellation points, to encode the information bits and facilitate reliable decoding. The idea is that the loss due to using uncoded modulation is fixed, and is divided over the communication rounds, hence the gap to capacity (in dB) is inversely proportional to the block length of the communication, thereby approaching capacity very fast.

In terms of implementation, it should be clear that the receiver must represent its decoding statistic with slightly more than $NR$ bits, simply since it eventually needs to reliably decode a $2^{NR}$-PAM constellation. In other words, the number of bits used by the receiver to store its statistics grows linearly with the number of rounds, much like the case of forward error correction. It was reported in the Deepcode paper that the SK scheme is extremely sensitive to numerical precision issues, and breaks down for example when using $K = 50$ information bits, $N = 150$ rounds, and a floating point Matlab implementation (see Figure 5a). We point out that SK can in fact be implemented in a numerically stable way for any number of information bits and iterations, by a judicious fixed point or floating point implementation that takes into account the required resolution of the signals in the system (see [7] p. 2419).
We provide such a numerically stable reference Matlab implementation in [5], which works in Matlab’s native double-precision floating point. In Figure 3b we depict the performance attained by this implementation of SK, for various numbers of rounds and SNR levels. It can be seen that the BER curves attained are very steep and match the predictions of the theory (see [7]). Note that due to run-time constraints, the simulations have been limited to error probabilities above $10^{-8}$. We also note that due to the fast decay of the error probability observed in Figure 3b a large number of rounds is typically not required, hence avoiding the numerical precision issues altogether.
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