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Adsorption is the accumulation of a solute at an interface that is formed between a solution and an additional gas, liquid, or solid phase. The macroscopic theory of adsorption dates back more than a century and is now well-established. Yet, despite recent advancements, a detailed and self-contained theory of single-particle adsorption is still lacking. Here, we bridge this gap by developing a microscopic theory of adsorption kinetics, from which the macroscopic properties follow directly. One of our central achievements is the derivation of the microscopic version of the seminal Ward-Tordai relation, which connects the surface and subsurface adsorbate concentrations via a universal equation that holds for arbitrary adsorption dynamics. Furthermore, we present a microscopic interpretation of the Ward-Tordai relation which, in turn, allows us to generalize it to arbitrary dimension, geometry and initial conditions. The power of our approach is showcased on a set of hitherto unsolved adsorption problems to which we present exact analytical solutions. The framework developed herein sheds fresh light on the fundamentals of adsorption kinetics, which opens new research avenues in surface science with applications to artificial and biological sensing and to the design of nano-scale devices.

The field of adsorption kinetics is over a century old, dating back to the seminal works of Langmuir \cite{1–3}. Back then, it was less than a decade since Perrin – based on Einstein’s theory of diffusion – provided concrete experimental evidence for the atomic nature of matter \cite{4, 5}. It is thus hardly surprising that the brilliant scientists of that era focused on macroscopic models of adsorption – it is very likely that most did not foresee single-particle and nano scale experiments becoming the tangible reality of our days \cite{6–16}. Recent decades have seen a constant improvement in single-particle technology and experimentation \cite{17–23}. However, a systematic microscopic kinetic theory of adsorption, as far as we know, is still lacking. Such theory is required since macro- and microscopic kinetics differ not only in the mathematical approach to the modeling of the problem, but also in the fundamental questions that they allow one to pose and answer. To bridge this gap, we now set to construct a detailed theory of single-particle adsorption kinetics. The potential uses of this theory and its wide applicability are illustrated by examples and discussion. The remainder of this paper is structured as follows.

In Sec. I we provide a brief review of the theory of macroscopic adsorption kinetics, from equilibrium to dynamic adsorption. The vast majority of theoretical works were conducted for the 1D model of a surface immersed in an infinite bulk, with initial uniform concentration, as illustrated in Fig. 1a. The surface concentration depends on the transport of adsorbates to the surface (e.g., via diffusion) and the adsorption kinetics at the subsurface layer. In the review section we survey fundamental results that were obtained by assuming various types of adsorption kinetics. We give special attention to the Ward-Tordai relation, which is a general relation between the surface and subsurface concentrations that holds for unspecified adsorption dynamics.

In Sec. II we develop the analogous theory for single-particle adsorption, as illustrated in Fig. 1b. Naturally, single-particle models require us to shift to a probabilistic perspective – for example, instead of the surface concentration, we are interested in the probability to find the particle on the surface. Furthermore, we derive the microscopic version of the Ward-Tordai relation and show that the macroscopic version can be derived from it. We believe that the physical basis that explains why the Ward-Tordai relation takes its form was not

![FIG. 1. a) Illustration of the most common macroscopic adsorption model. A surface of area $A$, here located at $x = L$, is immersed in an infinite solution of initial uniform concentration $c_\infty$. The surface concentration, $c(x,t)$, initially zero, and its value at later times depends on the adsorption dynamics at the surface layer $c(L,t)$. Usually, linear adsorption and desorption rates are assumed, with $k_a$ and $k_d$ taken to be the adsorption and desorption rate constants respectively. In the Langmuirian model, a maximal surface concentration that cannot be exceeded is assumed, and the adsorption rate is proportional to the surface fraction which is bare. b) The analogous microscopic adsorption model. Here $P(x,t)$ is the probability to find the particle on the surface at time $t$, and $P(x,t)$ is the probability density to find it in the bulk to the left/right of the initial position $x = 0$.](image)
adequately accounted for previously. We thus give a modern interpretation of this relation for both macro and micro adsorption dynamics.

To conclude Sec. II we exemplify the theory of single-particle adsorption by solving two fundamental adsorption models. In Sec. II.C we solve for an adsorbate diffusing in effective 1-dimensional semi-infinite tube (Fig. 1b). This problem is the analogue of the classical macroscopic adsorption model (Fig. 1a). In Sec. II.D we consider the case of an adsorbate that is diffusing in channel, effectively 1-dimensional, that is confined between two adsorbing surfaces. We also attain the solution for the analogous macroscopic problem, with uniform initial concentration (assuming a dilute enough solution such that the adsorbates do not interact with one another). Even this relatively simple macroscopic model was considered only once before [24], and we believe that the treatment presented here is clearer.

In Sec. III we draw insight from the observations made in Sec. II and generalize the theory for any dimension, geometry and adsorption kinetics. Specifically, in Sec. III.A we generalize the Ward-Tordai relation beyond its 1-dimensional version. Also, in Sec. III.B, we demonstrate how to apply the theory in high dimensions by solving explicitly for a model system where an adsorbate diffuses in a spherical shell, i.e., between two concentric spheres. By taking the radius of the inner sphere to zero, or the radius of the outer sphere to infinity, we obtain as special cases results for two systems that are of particular interest: diffusion of an adsorbate inside and outside an adsorbing sphere, respectively.

In Sec. IV we briefly recapitulate the results obtained in this paper, and discuss them in relation to sister problems from other disciplines which share some similarities. We hope that this discussion will supply ideas for further research.

I. BRIEF REVIEW OF THE THEORY OF MACROSCOPIC ADSORPTION KINETICS

A. Equilibrium Adsorption (Isotherms)

When an interface is formed between a solution and any other phase (be it gas, liquid or solid), adsorption is the accumulation of the solute at the surface phase [25, 26]. Here we will assume that the surface is well defined and of width of a few molecular layers. In macroscopic adsorption studies, the main interest is usually modeling the equilibrium adsorption isotherm, namely, a curve depicting the surface concentration (mol·m⁻²) at equilibrium, \( \Gamma_{eq} \), as function of bulk pressure (for gas adsorbates) or concentration/activity (for liquid adsorbates), where the temperature is kept constant [27]. Empirical isotherm models date back to the Freundlich equation, and are of use when theory based models fail [28]. Here, however, we will focus on isotherms that were derived from basic principles. The simplest isotherm one can conceive is a linear adsorption isotherm, also known as the Henry isotherm, in which \( \Gamma_{eq} \) is proportional to the bulk pressure/concentration (note the resemblance to Henry’s law) [29]. It takes only a simple experiment to show that the linear model naturally breaks at high pressures/concentrations, as the surface gets saturated with adsorbates.

It was Langmuir who proposed the first complete kinetic model that accounts for the saturation effect [1, 3]. In his model he assumed that: i) the desorption rate from a second layer is rapid enough to allow for a single-layer model; ii) the adsorbates do not interact with each other; and iii) the adsorption rate is homogeneous across the surface and proportional to the fraction of that surface that is bare, \( 1 - \Gamma_{eq}/\Gamma_m \), where \( \Gamma_m \) is the maximal surface concentration. By equating the adsorption term to a linear desorption term he got an expression for \( \Gamma_{eq} = \frac{K_c c}{1 + K_c \Gamma_m} \), where \( K \) is the equilibrium constant, and \( c \) is the adsorbate bulk concentration.

Langmuir’s model has proved extremely efficient when coming to understand adsorption isotherms, and it is still widely used these days. Numerous generalizations and alternative models were proposed over the years [27]. Notable are these which proposed remedies to cases in which Langmuir’s model assumptions are invalid. Examples are the BET model which treats multi-layer formation [30], and the chemisorption models of Ehrlich and Kisliuk which consider heterogeneous surfaces [31, 32]. Bulk or surface hydrolysis, protein unfolding/denaturation and aggregation of adsorbates in the solution at high concentrations can complicate the problem even further [29, 33].

B. Dynamic Adsorption

In the late 30’s a large amount of experimental data accumulated on time variations in surface tension in liquid-air interfaces before equilibrium is established [34]. In the late 30’s and early 40’s few researchers theorized that this dynamic surface tension is diffusion-influenced [35–37]. The work of Ward and Tordai is usually regarded as the first comprehensive treatment of the role of diffusion in adsorption processes [34]. Ward and Tordai borrowed from Carslaw’s treatment of heat conduction in solids [38] to model the concentration on the surface, here taken to be located at \( L \), as emanating from two contributions: i) diffusion from the bulk and ii) back-diffusion from the surface:

\[
\Gamma(t) = \sqrt{\frac{D}{\pi}} \left[ 2c_b \sqrt{\tau} - \int_0^\tau \frac{c(L, \tau)}{\sqrt{\tau - \tau'}} d\tau' \right], \tag{1}
\]

where \( c_b \) is the bulk initial uniform concentration (\( \lim_{t \to +\infty} c(x,t) = c(x,0) = c_b \)), \( D \) is the adsorbate diffusivity and \( c(L,t) \) is the adsorbate concentration at the subsurface layer. It is interesting to note that, after numerical comparison of data and theory, Ward and Tordai concluded that, for the systems they have studied, it is unlikely that diffusion is a rate-determining process, and one should consider an additional activation barrier [34, 39]. Nonetheless
they have paved the way to further theoretical work on diffusion-influenced dynamic surface tension.

The difficulty in solving Eq. (1) is due to the unknown subsurface concentration \( c(L, t) \). Essentially, Eq. (1) relates between the surface concentration and the concentration at the subsurface, but an additional relation is required for solving. This additional information is not given by the Ward-Tordai model, and should instead be introduced as an external boundary condition [40]. One approach is to assume that the surface and subsurface are in quasi-equilibrium, such that the equilibrium relation between \( c(L, t) \) and \( \Gamma(t) \) is also valid out of equilibrium. For instance, assuming that \( \Gamma(t) = Kc(L, t) \) for all times (the assumption of the Henry isotherm). This case was first solved by Sutherland [42] and later by Delahay and Trachtenberg [43] and by Hansen [44]. Note, however, that in assuming this relation, one introduces externally the kinetics that takes place on the boundary, which in this case is equivalent to the introduction of an activation barrier.

In solving, the authors of Ref. [42–44] used a straightforward approach, different from Ward and Tordai, of defining exactly what is the boundary value problem to be solved. Like Ward and Tordai, they have assumed that the bulk has an initial uniform concentration, while the surface is initially empty:

\[
\begin{align*}
\Gamma(0) &= 0, \quad \text{(2b)} \\
c(x, 0) &= c_b, \quad \text{(2a)}
\end{align*}
\]

that the bulk is so vast that it can be safely assumed that the concentration far from the boundary is unaffected by the adsorption to the surface

\[
c(x \to -\infty, t) = c_b, \quad \text{(3)}
\]

and that transport in the bulk follows the diffusion equation

\[
\frac{\partial c(x, t)}{\partial t} = D \frac{\partial^2 c(x, t)}{\partial x^2}. \quad \text{(4)}
\]

They have postulated the mass-balance condition

\[
\frac{d\Gamma(t)}{dt} = -D \frac{\partial c(x, t)}{\partial x} \bigg|_{x=L} = J(L, t), \quad \text{(5)}
\]

where \( J(L, t) \) is the diffusive flux to the surface. Finally, they supplied an additional closure relation that defines the boundary condition:

\[
\Gamma(t) = Kc(L, t). \quad \text{(6)}
\]

As discussed above, the relation in Eq. (6) assumes local quasi-equilibrium between the surface and the subsurface.

In the aforementioned works the authors proceeded to Laplace transform Eqs. (2-6) and solved the resulting linear system of equations to get an explicit expression for \( \tilde{\Gamma}(s) \). After inverse Laplace transformation the authors reported:

\[
\frac{\Gamma(t)}{\Gamma_{eq}} = 1 - e^{\frac{D}{K}} \operatorname{erfc} \left( \frac{\sqrt{D} t}{K} \right), \quad \text{(7)}
\]

where \( \Gamma_{eq} = Kc_b \) is the equilibrium surface concentration and \( \operatorname{erfc} \cdot \) is the complementary error function [29, 43, 44].

Markedly, by Laplace transforming Eqs. (2-5) only, and omitting the closure relation of Eq. (6), Hansen obtained a linear system of equations, that after some algebra gives a relation between \( \Gamma(s) \) and \( \tilde{c}(L, s) \)

\[
\Gamma(s) = \sqrt{\frac{D}{s}} c_b - \sqrt{\frac{D}{s}} \tilde{c}(L, s), \quad \text{(8)}
\]

which upon inverse Laplace transformation yields the Ward-Tordai relation of Eq. (1). In fact, in this work we will use this method to derive the analogous single-particle relation.

It is clear that the Henry isotherm (Eq. (6)) is valid only in the case of dilute solutions, and should break down at higher concentrations as the surface gets saturated. Delahay et. al. considered the case in which the closure relation is given by the Langmuir isotherm instead of the Henry isotherm [43, 45]. Although the Langmuir isotherm is more suitable for macroscopic dynamics, the resulting system of equations is non-linear and analytical solutions to it are unknown. Researches then resorted to numerical methods [46] and to a regular perturbation series method [47].

Apart from considering different isotherms as closure relations, other modifications for the scheme above were suggested. For instance, one can consider different geometries [24, 48, 49], or extend the Ward-Tordai relation to include micellar solutions [50, 51], evaporation effects [52], ionic surfactants [51] and more.

Without a closure relation that permits an analytical solution of Eq. (1), its application to experimental data must be performed numerically, while approximating the convolution integral [51–55]. For example, following Miller and Kretschmar [51], it is convenient to rewrite Eq. (1) in a different form

\[
\Gamma(t) = 2 \sqrt{\frac{D}{\pi}} \left[ c_b \sqrt{t} - \int_0^t c(L, t - \tau) d\sqrt{\tau} \right], \quad \text{(9)}
\]

where we have used the convolution property \( \int_0^t \frac{c(L, \tau)}{\sqrt{\tau-t}} d\tau = \int_0^t c(L, \tau) d\tau \), and changed variables \( \tau \to \sqrt{\tau} \). Given a closure relation, for example the Langmuir isotherm relation, Eq. (9) can be integrated numerically.

C. Diffusion-kinetic (mixed-kinetic) adsorption

By using the adsorption isotherms for the closure relation of the aforementioned boundary problem one actually assumes
diffusion-controlled adsorption. Namely, that the timescale for equilibration of the surface and subsurface is very fast compared to the diffusion timescale [56]. The introduction of the full diffusion-kinetic model is due to Baret [25, 57]. A general treatment of diffusion-kinetics adsorption was proposed by Borwankar and Wasan [58]. In their work, a general kinetic relation on the surface boundary was defined:

$$\frac{d\Gamma(t)}{dt} = r_1(t) - r_{-1}(t),$$

(10)

where $r_1(t)$ and $r_{-1}(t)$ are the adsorption (forward) and desorption (backward) terms of the kinetic expression. Borwankar and Wasan went further and postulated that it is generally true that only the adsorption term is dependent on subsurface concentration $c(L,t)$, and that this dependence is linear. Furthermore, both terms depend on the surface concentration. Equation (10) can then be re-written as:

$$\frac{d\Gamma(t)}{dt} = k_a G(\Gamma(t)) c(L,t) - k_d H(\Gamma(t)),$$

(11)

where $k_a$ and $k_d$ are the adsorption and desorption rates, and $G(\Gamma(t))$ and $H(\Gamma(t))$ are some general functions of the surface concentration. Here we have defined Eq. (11) in a slightly different manner than in the original paper, but this is a matter of notation only. An expression for $c(L,t)$ can be extracted from Eq. (11) and plugged into Eq. (1). yielding the Ward-Tordai relation for the case of diffusion-kinetic adsorption.

Two main kinetic expressions are usually considered. The first is that of linear kinetics

$$\frac{d\Gamma(t)}{dt} = k_a c(L,t) - k_d \Gamma(t).$$

(12)

It can be easily seen that at equilibrium, i.e., when $\frac{d\Gamma(t)}{dt} = 0$, one gets the Henry isotherm with $\Gamma = k_a/k_d$.

The second is consistent with the Langmuir isotherm [29]:

$$\frac{d\Gamma(t)}{dt} = k_a c(L,t) \left( 1 - \frac{\Gamma(t)}{\Gamma_m} \right) - k_d \Gamma(t),$$

(13)

where $\Gamma_m$ is the maximal surface concentration, and by setting $\frac{d\Gamma(t)}{dt} = 0$ one gets the Langmuir isotherm $\Gamma_{eq} = \frac{\Gamma_m}{1 + k_a c_m}$ with $K = k_a / k_d c_m$.

A solution for Eqs. (2-5) together with Eq. (12) as a closure relation was given by Adamczyk (Eq. 16 in Ref. [59]). Here again, using the Langmuirian relation of Eq. (13) as the closure relation leads to a non-linear integro-differential equation, and so Miura and Seki employed numerical methods and upper/lower boundary estimations [60].

II. THEORY FOR SINGLE-PARTICLE ADSORPTION

A. The Microscopic Ward-Tordai Relation

We will now derive a microscopic analogue of Eq. (1). Recall that this equation relates between the surface concentration $\Gamma(t)$ and the subsurface concentration $c(L,t)$. When we treat a single-particle, however, we move to a probabilistic view – we now aim to find a general relation between the probability to be on the surface, and the probability to be at the subsurface. The second difference is of course the initial conditions. Equation (1) holds for a 1-dimensional semi-infinite line where initially there is a uniform concentration of adsorbates that spreads out to infinity. For the single-particle analogue, we consider a particle that is initially at a certain distance from the surface with probability one, thus having zero probability to be found elsewhere. A precise formulation of the problem is given below.

Consider an adsorbate, initially at $x = 0$, diffusing on a 1-dimensional semi-infinite line, with an adsorbing surface located at $x = L > 0$ (Fig. 1b). At the subsurface, the particle is adsorbed with a constant rate $k_a$. Once adsorbed, it desorbs with a constant rate $k_d$. The probability of being on the surface at time $t$ is denoted by $\Pi(t)$. The diffusion propagator which gives the probability density to find the particle in the bulk is denoted $p(x,t)$ and divided by two restrictions, $p_{\pm}(x,t)$, where the $\pm$ determines whether the particle is right (+) or left (-) of its initial position $x = 0$.

We consider an ordinary diffusion for which the propagator obeys

$$\frac{\partial p(x,t)}{\partial t} = D \frac{\partial^2 p(x,t)}{\partial x^2},$$

(14)

with the following initial conditions

$$p(x,0) = \delta(x),$$

(15a)

$$\Pi(0) = 0,$$

(15b)

and the boundary condition

$$p_{-}(x \to -\infty, t) = 0.$$

(16)

Equations (15) and (16) are the single-particle analogues of Eqs. (2) and (3), respectively.

We retain the mass-balance condition (Eq. (5)) by simply replacing $c(x,t)$ with $p(x,t)$ and $\Gamma(t)$ with $\Pi(t)$, and noting that for $x > 0$ we have $p(x,t) = p_{+}(x,t)$:

$$\frac{d\Pi(t)}{dt} = -D \left. \frac{\partial p_{+}(x,t)}{\partial x} \right|_{x=L}.$$
\[ \Pi(t) + \int_{-\infty}^{L} p(x,t) \, dx = 1. \] (18)

In fact, Eq. (18) is equivalent to Eq. (17) and the two can be used interchangeably. To see this, take the derivative of Eq. (18) with respect to time and then use the diffusion equation.

Similarly to Hansen’s approach in Ref. [44], we Laplace transform Eqs. (14-17) and solve for \( \hat{\Pi}(s) \) to obtain (Appendix A)

\[ \hat{\Pi}(s) = \frac{e^{-L\sqrt{s}}}{sL} - \frac{D}{s} \hat{p}(L,s), \] (19)

which differs from Eq. (8) only in the first term on the right-hand side. Upon inverse Laplace transformation Eq. (19) yields:

\[ \Pi(t) = \text{erfc} \left( \frac{L}{2\sqrt{D}t} \right) - \sqrt{\frac{D}{\pi}} \int_0^t \frac{p(L,\tau)}{\sqrt{t-\tau}} \, d\tau, \] (20)

which is the single-particle analogue of the Ward-Tordai relation of Eq. (1). In the next subsection we will see how in fact Eq. (1) can be obtained from Eq. (20).

In the derivation of Eq. (20) we have assumed that the particle is initially in the bulk at a distance \( L \) from the surface. Let us consider the case were the particle starts on the surface. In this case, there is no need to divide the propagator using restrictions, and Eq. (15) is modified to

\[ p(x,0) := p_0(x) = 0, \] (21a)

\[ \Pi(0) = 1. \] (21b)

Solving (Appendix A), one gets

\[ \hat{\Pi}(s) = \frac{1}{s} - \sqrt{\frac{D}{s}} \hat{p}(L,s), \] (22)

which differs from of Eq. (19) only in the first term on the right-hand side. Inverse Laplace transforming Eq. (22) yields

\[ \Pi(t) = 1 - \sqrt{\frac{D}{\pi}} \int_0^t \frac{p(L,\tau)}{\sqrt{t-\tau}} \, d\tau. \] (23)

Finally, note that for both models considered above, we also solved for the Laplace transform of the propagator \( \hat{p}(x,s) \) in terms of \( \hat{\Pi}(s) \), or alternatively in terms of \( \hat{p}(L,s) \). These expressions and their derivations for all initial positions are given in Appendix A. When the particle starts on the surface the result is especially compact and is given by

\[ \hat{p}(x,s) = \sqrt{\frac{s}{D}} \sqrt{\frac{x}{L}} \sqrt{\frac{x}{s}} \left[ \frac{1}{s} - \hat{\Pi}(s) \right], \] (24)

where \( x < L \).

B. A modern interpretation of the Ward-Tordai relation

In hindsight, it is perhaps not surprising that the macroscopic Ward-Tordai relation (Eq. (1)) and its microscopic analogue (Eq. (20)) are similar in form, and differ only in the first term.

In their paper, Ward and Tordai explain the first term in Eq. (1) as a term corresponding to the diffusive flow of adsorbates from the bulk region (which is initially at concentration \( c_b \)) to the surface (initially at zero concentration). The second term, they say, represents the flow of adsorbates in the opposite direction, from the surface to the bulk [34]. We feel that this explanation, that prevailed in later works on adsorption dynamics, is rather vague and perhaps a tad anachronistic. Hence, we would like to offer here a modern interpretation of the relation.

Ward and Tordai borrowed relevant results from Carslaw’s book on the mathematical theory of heat conduction [38]. In here, our discussions rely upon the results in [38] and [61] which was published after Ward and Tordai’s seminal work.

First term - diffusive flow of adsorbates from the bulk

Starting from the first term on the right-hand side of Eq. (1), what did Ward and Tordai meant by “the diffusive flow of adsorbates from the bulk region”? The first term actually gives the concentration of adsorbates accumulated on the surface by time \( t \), given the initial condition, and given that every adsorbate arriving at the surface adsorbs immediately and stays adsorbed. This is exactly the problem of diffusion to an absorbing boundary (note difference between the ad- and ab-prefixes), but instead of the particles being annihilated on the boundary, they are just counted as adsorbed. Namely, while the absorbing boundary does not conserve probability, the adsorbing boundary does, as we keep counting the adsorbed particles as part of the system. Let us denote this concentration of irreversibly adsorbed particles by \( M(t) \). For the initial condition considered by Ward and Tordai, that of uniform initial concentration that spreads to infinity, it is a simple task to show that [61]

\[ M(t) = c_b \sqrt{\frac{4Dt}{\pi}}, \] (25)

which is indeed the first term of Eq. (1). This expression was first considered by Langmuir and Schaefer [36].

When considering a single-particle we move again to a probabilistic description. The quantity that we are after is simply the cumulative distribution of the so called first-passage distribution [62–64]. The first-passage density, which we will denote by \( f(t) \), is the probability density function that a particle arrives at the absorbing surface for the first time at a certain time \( t \), given the initial condition. Thus, its cumulative distribution, \( F(t) = \int_0^t f(t') \, dt' \), gives the probability that
a particle arrived at the surface by time \( t \), and was irreversibly adsorbed.

For the delta-function initial condition considered in Eq. (15) we indeed have \( F(t) = \text{erfc} \left( \frac{L}{2 \sqrt{D} t} \right) \) [62]. Of course, one can think of any other normalized initial condition and find the proper cumulative distribution. However, note that in this case \( F(t) \) will simply be given by an integration of \( \text{erfc} \left( \frac{L}{2 \sqrt{D} t} \right) \) over the initial distribution. In fact, we can calculate in this manner \( M(t) \) of unnormalizable concentration profiles as well. For example, if we assume an initial uniform concentration \( c_b \), we have

\[
M(t) = \int_0^\infty c_b \text{erfc} \left( \frac{L}{2 \sqrt{D} t} \right) dL = c_b \sqrt{\frac{4Dt}{\pi}}, \quad (26)
\]

which is indeed the expression in Eq. (25).

Thus, we can express the first term in the Ward-Tordai relation for any initial condition and surface dynamics in terms of the solution to the corresponding absorbing boundary problem with delta-function initial condition. This is not a mere coincidence – the delta function initial condition is special, its propagator is the so called Green’s function. From here onwards we will denote the Green’s function of the absorbing boundary problem by \( g(x, t | x', \tau) \), namely the probability to find a diffusing single-particle at \( x \) at time \( t \), given that it was introduced to the semi-infinite line at \( x' < L \) at time \( \tau \leq t \), and in the presence of an absorbing boundary at \( x = L \). In what follows, we will show that the Green’s function can be utilized to (re)derive, interpret, and generalize the Ward-Tordai relation.

The calculation of the Green’s function for the Ward-Tordai model turns out to be particularly simple and elegant by use of the method of images [62]. We know that a particle that diffuses freely on the 1-dimensional infinite line has a Gaussian propagator. Explicitly, the probability density to find the particle at \( x \) at time \( t \) given that the particle started at \( x' \) at time \( \tau \) is given by

\[
\frac{1}{\sqrt{4\pi Dt(t-\tau)}} e^{-\frac{(x-x')^2}{4Dt(t-\tau)}}. \quad (27)
\]

Imagine now that the initial position of our particle is \( x' < L \) and that there is another freely diffusing \textit{anti-particle} starting at the same time at \( 2L - x' \) (a mirror image with respect to the absorbing boundary which is located at \( L \)). Now, we assume that whenever the particle and anti-particle meet, they annihilate and instantly disappear. Mathematically we take this into account by putting a minus sign in front of the anti-particle Gaussian density. Note that the anti-Gaussian is also a solution of the diffusion equation, and so the linear combination of the particle and anti-particle densities is by itself a solution of the diffusion equation:

\[
g(x, t | x', \tau) = e^{-\frac{(x-x')^2}{4Dt(t-\tau)}} - e^{-\frac{(x-2L+x')^2}{4Dt(t-\tau)}}. \quad (27)
\]

Now, note that by plugging \( x' = L \) we have \( p(x, t | x' = L, \tau) = 0 \), i.e., this linear combination is zero on the boundary, which is exactly the meaning of an absorbing boundary condition. Hence, by simply ignoring the imaginary construction at \( x > L \), we see that Eq. (27) is the solution for the model of an adsorbate diffusing on the semi-infinite line \(-\infty < x < L \) with an absorbing boundary at \( L \). Thus, Eq. (27) gives the Green’s function required for the solution of the Ward-Tordai model.

Finally, note that the first-passage distribution to an absorbing surface, given an initial condition \( p_0(x', \tau) \), is simply the diffusive flux of the Green’s function into the surface,

\[
f(t) = -D \int_{-\infty}^{L} p_0(x') \frac{\partial g(x, t | x', \tau)}{\partial x} \bigg|_{x = L} dx', \quad (28)
\]

and recall that \( F(t) = \int_0^t f(t') dt' \). Thus, we can express the first-term of the Ward-Tordai relation in terms of the Green’s function, and more precisely in terms the derivative of the Green’s function with respect to the position coordinate \( x \).

**Second term - flow of adsorbates from the surface to the bulk**

We have seen that the first term of the Ward-Tordai relation gives the concentration on the surface in the limit of immediate adsorption and no desorption. Of course, the whole idea of the model is to allow for adsorption kinetics on the surface, and indeed the second term of the Ward-Tordai is a correction term that accounts for exactly that. Some of the particles that arrive at the subsurface are not immediately adsorbed, and of course some of the adsorbed particles desorbs back into the subsurface. The exact amount of these adsorbates is determined by an external boundary condition that specifies the subsurface concentration \( c(L, t) \). Out of these adsorbates, some may end up adsorbed to the surface at time \( t \), and we do not need to correct for them. The rest of the adsorbates will end up somewhere in the bulk, and these are the ones we need to correct for. We do so by subtracting their amount from the first term in the Ward-Tordai relation.

As we did in the analysis of the first term, let us first consider the single-particle picture. We want to use again the Green’s function, this time with \( x' = L \), to give the probability to start at the subsurface at time \( \tau \) and be found at some point \( x \) in the bulk after some additional time \( t - \tau \). Unfortunately, by the definition of the Green’s function the probability density at \( x' = L \) is zero at all times (the Green’s function is for a case where the boundary is absorbing, such that starting on it means instantaneous absorption). We thus need to be more careful.

Let us first examine the propagator for a case where the adsorbate starts at a very small distance from the surface. Plugging \( x' = L - \Delta x \) in Eq. (27) and expanding the exponents to first order in \( \Delta x \) we obtain:

\[
g(x, t | L - \Delta x, \tau) \simeq \frac{L - x}{2\sqrt{\pi} |D(t-\tau)|^{3/2}} e^{-\frac{(L-x)^2}{4Dt(t-\tau)}}. \quad (29)
\]


If we now take the limit $\Delta x \to 0$ we get $g(x,t \mid L - \Delta x, \tau) \to 0$, which brings us back to square one. However, a finite probability density at the subsurface requires $g(x,t \mid L - \Delta x, \tau) \to C(\tau)$, where $C(\tau)$ is some function that corresponds to the required subsurface probability density $p(L, \tau)$. To achieve this we counterbalance the loss of density as $\Delta t$ is made small by increasing the magnitude of the injected density at time $\tau$ by a factor $\varepsilon(\tau)$ such that $\lim_{\Delta x \to 0} \varepsilon(\Delta x) = C(\tau)$, and

$$\lim_{\Delta x \to 0} \varepsilon(\tau) g(x,t \mid L - \Delta x, \tau) = C(\tau) \frac{L - x}{2\sqrt{\pi} [D(t - \tau)]^{3/2}} e^{-\frac{(L-x)^2}{4D(t-\tau)}}.$$  \hfill (30)

Comparing with the Taylor expansion in Eq. (29), we note that one can re-write Eq. (30) as

$$\lim_{\Delta x \to 0} \varepsilon(\tau) g(x,t \mid L - \Delta x, \tau) = -C(\tau) \frac{\partial g(x,t \mid x', \tau)}{\partial x'} \bigg|_{x' = L}. \hfill (31)$$

In the procedure above we have merely multiplied a solution of the diffusion equation (Eq. (27)) by a constant, and took the limit $\Delta x \to 0$, where higher orders of the expansion do not contribute, and the approximation in Eq. (29) is exact. Therefore, Eq. (31) is by itself a solution of the diffusion equation with an absorbing surface. A solution of this form is called a doublet (or a dipole in electrostatics).

The external boundary condition specifies $p(L, \tau)$ for all $t > \tau$. To find the probability density at $x$ at time $t$ due the corrective density on the surface we time integrate over a doublet with time-dependent magnitude $C(\tau) = D p(L, \tau)$

$$-D \int_0^\tau p(L, \tau) \frac{\partial g(x,t \mid x', \tau)}{\partial x'} \bigg|_{x' = L} d\tau, \hfill (32)$$

where in Appendix B we show why a doule of this magnitude keeps a subsurface concentration of $C$ for all $\tau < t$. Note that Eq. (32) is in the form of a convolution. Finally, by spatial integration of Eq. (32) over the bulk, we obtain the density that was introduced at the subsurface due to the external boundary condition and is still in the bulk by time $t$,

$$-D \int_0^\tau \int_0^L p(L, \tau) \frac{\partial g(x,t \mid x', \tau)}{\partial x'} \bigg|_{x' = L} d\tau dx = \sqrt{\frac{D}{\pi}} \int_0^\tau p(L, \tau) \frac{1}{\sqrt{\tau - \tau}} d\tau. \hfill (33)$$

This is exactly the probability that needs to be subtracted from the first term of the Ward-Tordai relation to correct for the neglected surface dynamics. Thus, the second term in the Ward-Tordai relation can be expressed in terms of the Green’s function derivative as well, this time with respect to the initial position $x'$, where we recall that in the first term the derivative is with respect to $x$.

Furthermore, we can utilize the fact that the cumulative distribution below Eq. (28) can be written as $F(t) = 1 - Q(t)$, where $Q(t)$ is the survival probability, namely, the probability to find the adsorbate somewhere in the bulk by time $t$, given that the surface is absorbing. For the 1-dimensional scenario we have $Q(t) = \int_0^L \int_{-\infty}^0 g(x,t \mid x', 0) p_0(x') dx' dx$. Thus, the first term can be equivalently written in terms of the Green’s function itself.

Recapitulating, the 1-dimensional Ward-Tordai relation generalized to arbitrary initial condition $p_0(x)$ can be expressed in terms of the Green’s function as follows

$$\Pi(t) = 1 - \int_{-\infty}^L \left[ \int_{-\infty}^0 g(x,t \mid x', 0) p_0(x') dx' \right] dx.$$

$$+ D \int_{-\infty}^L \int_0^\tau p(L, \tau) \frac{\partial g(x,t \mid x', \tau)}{\partial x'} \bigg|_{x' = L} d\tau dx. \hfill (34)$$

Note that in order to obtain the macroscopic version of Eq. (34), we simply replace the probability $\Pi(t)$ and the probability densities $p(L, \tau)$ and $p_0(x)$ with the concentrations $\Gamma(t)$, $c(L, \tau)$ and $c_0(x)$, respectively, and the 1 in the first term with $N/A$, where $N$ is the overall number of adsorbates and $A$ is the surface area. Then, the second term is the surface concentration that needs to be subtracted from the first term to correct for the neglected surface dynamics.

C. Diffusion in a semi-infinite tube with an adsorbing surface

Let us consider the single-particle adsorption problem described in Sec. II.A and depicted in Fig. 1b. Specifically, we assume the validity of Eqs. (14)-(17). Let us also assume the linear kinetics of Eq. (12) as the closure relation. By Laplace transforming this system of equations and solving, we obtain (Appendix C)

$$\tilde{\Pi}(s) = \frac{K e^{-L \sqrt{s}}}{K s + (k_d + 1) \sqrt{Ds}}, \hfill (35)$$

where $K := k_o/k_d$ is the equilibrium constant for the adsorption-desorption process (See Sec. I.C).

In Sec. IV we identify and elaborate on the mapping between adsorption problems and Smoluchowski-type reversible (association-dissociation) reactions in 1-dimension. The corresponding microscopic 1-dimensional dissociation-recombination problem was solved by Agmon in Ref. [65]. Under the correct re-scaling, one minus Eq. (28) therein gives the inversion of Eq. (35) above. To show this, we analytically invert Eq. (35) in appendix D, and explain the steps involved in detail. The resulting form is quite bulky and so is
not presented in the main text. Instead, we explore the result in different limits.

There are two ways in which $K \to 0$: either $k_d \to \infty$ or $k_a \to 0$. In both cases the surface is completely non-adsorbing, and is thus akin to a reflecting surface. Indeed, in this limit the right-hand side of Eq. (35) goes to zero. In the limit of $k_a \to 0$, the particle cannot be adsorbed from the subsurface. Since, by the initial condition given in Eq. (15.b), we have $\Pi(0) = 0$, the probability $\Pi(t)$ vanishes identically for all $t > 0$. This limit can also be understood by revisiting Eq. (12). In the microscopic analogue, the adsorption term is zero because $k_a \to 0$ and the desorption term is zero because $\Pi(t) = 0$. We thus get $J(L, t) = 0$, which is exactly the reflecting boundary condition. Similarly, in the limit of $k_d \to \infty$ the desorption is immediate, and so effectively the particle spends no time on the surface.

In the limit $k_a \to \infty$ we get $\tilde{\Pi}(s) = e^{-L_\sqrt{Ds}}$. In this limit, whenever the particle desorbs back to the subsurface it is instantly re-adsorbed. Effectively, once the particle reaches the surface it is stuck there. Hence, the surface acts as a pseudo-absorbing boundary. The only difference is that the system still conserves probability, since the particle is counted even when adsorbed. Inverting $\tilde{\Pi}(s)$ in this limit we get $\Pi(t) = \text{erfc}(\frac{L}{2\sqrt{Dt}})$ [69], which is exactly the cumulative first-passage probability—from the origin to an absorbing boundary at $L$—of a particle diffusing on a semi-infinite line. Thus, in this limit, the probability to be at the boundary gradually saturates at 1.

In fact, we have already dealt and interpreted this function in Sec.II.B. In the context of that discussion, note that the second term in the microscopic Ward-Tordai equation (Eq. (20)) goes to zero after plugging in the closure relation in Eq. (12) and taking the limit $k_a \to \infty$. This makes perfect sense, as this term provides correction for imperfect adsorption or desorption which are negligible in the limit $k_a \to \infty$. Note, however, that this is not true when $k_d \to \infty$ simultaneously, in such a way that $k_a$ and $k_d$ are comparable. For instance, in the limit $k_a = k_d \to \infty$, the Laplace transform of the probability to be on surface is given by $\tilde{\Pi}(s) = \frac{e^{-L_\sqrt{Ds}}}{s + \sqrt{Ds}}$. This result can be inverted to give $\Pi(t) = e^{L_\sqrt{Dt}} \text{erfc}(\frac{L + 2Dt}{2\sqrt{D}})$, which can be used as an elegant approximation for the probability to be on the surface when $k_a$ and $k_d$ are large and equal.

By taking the limit $k_d \to 0$ we kill the desorption term in Eq. (12), which becomes a "radiating" boundary condition [70–76], where the range between the limiting reflecting and absorbing boundary conditions is spanned by tuning $k_a$ from zero to infinity. Note, however, that in contrast to the classical radiating boundary condition here probability is conserved overall by accounting for the probability to be found on the boundary.

Of course, we must also consider the possibility that both $k_d$ and $k_a$ are finite and comparable. We can gain additional understanding of the result in Eq. (35) by considering the long time asymptotics, corresponding to the limit $s \to 0$. By expanding Eq. (35) around $s = 0$ and inverse Laplace transforming the first term of the expansion, we obtain the following long-time asymptotics

$$\Pi(t) \simeq \frac{K}{\sqrt{\pi Dt}}.$$  \hspace{1cm} (36)

Note that, if $D$ is known, Eq. (36) implies that $K$ can be easily extracted from this asymptotic behaviour. Also note that the same behaviour was observed for 1-dimensional dissociation-recombination reactions in Eq. (3.4) of Ref. [77] (more on that in Sec. IV).

In Fig. 2 we plot the results of Monte-Carlo simulations for various values of $k_a$ and $k_d$. In all cases, there is a critical time $t^*$ in which $\Pi(t)$ attains its maximum, which is followed by a decay that has the asymptotics of Eq. (36). The critical time $t^*$ can be determined numerically. Knowing $t^*$ may be useful when constructing an experiment, since at this time the probability to find the particle on the surface is the highest.

Now consider a variation of this problem, where the particle is initially on the boundary itself (for the corresponding dissociation-association problem and inversion see Appendix C of Ref. [66]). Equation (15) is then replaced by Eq. (21) and there is no need to divide $p(x, t)$ using restrictions.

In Appendix C, we show that the solution to this problem is given by

$$\tilde{\Pi}(s) = \frac{K + \sqrt{Ds}}{Ks + (\frac{1}{k_a} + 1)\sqrt{Ds}},$$ \hspace{1cm} (37)

![FIG. 2. A log-linear plot of the probability to find the particle on the adsorbing surface vs. time. The adsorbate diffuses on the semi-infinite line and adsorption kinetics are linear. Full circles come from simulations, and the solid lines are plotted by inverting Eq. (35). Here we have taken $L = 1$ and $D = 1$ throughout. The blue line is for the case of $k_a = k_d = 1$, and the orange line is for the case $k_a = k_d = 10$. Both these curves show the same equilibrium constant $K = k_a/k_d = 1$. Consequently they also share the long time asymptotics of Eq. (36), which is depicted by the dashed black curve. The green and purple curves represent choices of very low $k_a$ and very high $k_d$, thus mimicking “absorbing” and “radiating” surfaces in the observation time under consideration. These also follow the large time asymptotics of Eq. (36) (not shown in plot).]
\[
\bar{p}(x,s) = \frac{1}{Ks + \left(\frac{x}{k_d^*} + 1\right)\sqrt{D^s}} e^{(x-L)\sqrt{s}}.
\]  
(38)

It can be easily seen that Eqs. (37) and Eqs. (38) are indeed related via Eq. (24).

In the limit \( K \to \infty \) we get \( \Pi(t) = 1 \). This is expected, since in this limit the particle is sure to stay adsorbed to the surface. In the limit \( k_a \to 0 \) we get \( \Pi(t) = e^{-Kt} \), i.e., the particle desorbs with rate \( k_d \) and never re-adsorbs. In the limit \( k_d \to \infty \) we get \( \Pi(t) = 0 \), i.e., the desorption is instantaneous and afterwards the surface is simply reflective. Not surprisingly, the long time asymptotics are independent of the initial position. Thus, Eq. (36) is also valid here.

Finally, we define \( \Lambda(t) \) as the ensemble averaged duration of the time spent on the surface in the course of the observation time \( t \)

\[
\Lambda(t) = \int_0^t \Pi(t') dt',
\]  
(39)

such that \( \bar{\Lambda}(s) = \frac{1}{s} \bar{\Pi}(s) \). Thus, by multiplying Eqs. (35) and (37) by \( 1/s \) we get \( \bar{\Lambda}(s) \) when starting in the bulk and on the surface respectively. While the corresponding inversions \( \Lambda(t) \) are as difficult to compute as \( \Pi(t) \), the long time asymptotics is simply given by

\[
\Lambda(t) \approx \frac{2K\sqrt{t}}{t\sqrt{\pi D}}.
\]  
(40)

### D. Diffusion in a tube confined between two adsorbing surfaces

Consider an adsorbate, initially at \(-L < x_0 < L\), diffusing in an interval of length \( 2L \) with two identical adsorbing surfaces at \(-L\) and \( L\). Let \( \Pi_\pm(t) \) be the probabilities to find the particle on the right (+) and left (-) surfaces at time \( t \). We define \( \Pi(t) = \Pi_+(t) + \Pi_-(t) \), the probability to find the particle on either of the surfaces at time \( t \). The initial condition for this problem thus reads

\[
\begin{align*}
p(x,0) &= \delta(x-x_0), \quad (41a) \\
\Pi(0) &= \Pi_\pm(0) = 0. \quad (41b)
\end{align*}
\]

Recall that the probability density to find the particle in the bulk is \( p_\pm(x,t) \), where \( \pm \) discriminates positions that are to the right (+) or left (-) of the initial position \( x_0 \). The boundary conditions for the right and left surfaces are given by a combination of Eq. (17) and the linear-kinetics closure relation of Eq. (12):

\[
\frac{d\Pi_\pm(t)}{dt} = k_a c(\pm L,t) - k_d \Pi_\pm(t).
\]  
(42)

In Appendix E we give both \( \bar{\Pi}(s) \) and the Laplace transform of the density profile. Here, we highlight results for the symmetric initial condition \( x_0 = 0 \), where \( \bar{\Pi}(s) \) simplifies to

\[
\bar{\Pi}(s) = \frac{k_a}{(k_a s) \cosh(L\sqrt{s}) + \sqrt{sD}(k_d + s) \sinh(L\sqrt{s})}.
\]  
(43)

Consider the long time asymptotics, corresponding to the limit \( s \to 0 \). By expanding Eq. (43) around \( s = 0 \) and inverse Laplace transforming the first term of the expansion we obtain

\[
\Pi(t) \approx \frac{K}{K + L},
\]  
(44)

where \( K = k_a/k_d \). Since the surfaces are taken to be identical and the result in Eq. (44) is for the long-time asymptotics, it is actually independent of the initial condition and is valid for any \( x_0 \). Also note that in the long time limit the probability to be on either surface is the same

\[
\Pi_\pm(t) \approx \frac{1}{2} \frac{K}{K + L}.
\]  
(45)

In Fig. 3 we demonstrate these results and compare them to Monte-Carlo simulations.

### Initial uniform concentration

As previously discussed, all we need to do in order to obtain a solution for a macroscopic adsorption problem is to integrate over the initial position \( x_0 \) of the single-particle solution with proper weights. In this case, we integrate the solution in Eq.
between $-L$ and $L$ with a constant weighting of $c_b$ (uniform concentration) to obtain

$$\tilde{\Gamma}(s) = \frac{2k_a\sinh(L\sqrt{\frac{s}{2}})}{k_a\sqrt{\frac{s}{2}}\cosh(L\sqrt{\frac{s}{2}})} + \left(\frac{s^2 + k_ds}{\sqrt{\frac{s}{2}}}\right)\sinh(L\sqrt{\frac{s}{2}})l_{cb}. \quad (46)$$

In Appendix F we also solve this model from scratch. Indeed, the result remains the same.

The long time asymptotics of Eq. (46), corresponding to the limit $s \to 0$, is given by

$$\Gamma(t) \simeq \frac{K}{K + L^2}2Lc_b, \quad (47)$$

which is the law of Eq. (44) multiplied by $2Lc_b$, namely, the number of particles in the interval divided by the surface area $A$. The result of Eq. (47) is an equilibrium result. It suggests that a simple surface concentration measurement at equilibrium is sufficient to determine $K$. Equation (46) is inverted numerically in Fig. 4, where it is shown to be in agreement with Monte Carlo simulations and the asymptotics of Eq. (47).

We can also invert Eq. (46) analytically. The poles are determined by the zeros of the denominator. Setting $\beta = iL\sqrt{\frac{s}{2}}$, so that $s = -\frac{\beta^2D}{L^2}$, we find the following equation for $\beta$

$$\frac{\beta}{\tan(\beta)} = \frac{D\beta^2 - L^2k_d}{Lk_a}. \quad (48)$$

There is an infinite set of solutions of this equation that we denote as $\beta_n$. The first solution $\beta_0 = 0$ corresponds to the constant term in Eq. (47), while the others lie inside $((n - 1)\pi, n\pi)$ and can be calculated numerically. In turn, the poles are $s_n = -\frac{\beta_n^2D}{L^2}$. To find the residues at the poles we first need to calculate the derivative of the denominator in Eq. (46) with respect to $s$:

$$\phi'(\beta) = \frac{\partial \phi(\beta)}{\partial s} = \frac{-i}{2L^2} \left\{ \beta \left( 3Lk_a + L^2k_d - \beta^2D \right) \cos(\beta) + \left[ 2L^2k_d - \beta^2(Lk_a + 4L) \right] \sin(\beta) \right\}. \quad (49)$$

Applying the residue theorem we obtain

$$\Gamma(t) = \frac{1}{2\pi i} \int e^{st}\tilde{\Gamma}(s)ds = \sum_n e^{\beta_n t}\text{Res}_{\beta_n}\{\tilde{\Gamma}(s)\}$$

$$= \frac{K}{K + L}2Lc_b + c_b \sum_{n=1}^{\infty} e^{-\beta_n D/L^2 - \beta_n t}k_d \sinh(\beta_n)\phi'(\beta_n). \quad (50)$$

Equation (50) can be evaluated, and the obtained solution fits the curve in Fig. 4. The $\Gamma(s)$ probabilities for the rest of the confined cases can be inverted using the same technique [67].

While Eq. (47) determines the asymptotic behaviour, the eigenvalue $s_1$ characterize the long time approach to this equilibrium. Expanding the fraction on the left hand side of Eq. (48) and retaining terms up to first order in $\beta$, when $\beta \to 0$, we obtain $\beta/\tan(\beta) \approx 1 - \beta^2/3 + O(\beta^4)$. Substituting the above expansion and $s = -\beta^2D/L^2$ into Eq. (48), and solving for $s$ we obtain

$$s_1 \simeq -\frac{k_a/Lk_d}{L^2 + 4L^2k_a/3D}. \quad (51)$$

This approximation is valid whenever $\beta_1$ is small, i.e., when the adsorption and desorption rates are small compared to the time it takes to diffuse the channel.

### III. ADSORPTION KINETICS IN HIGHER DIMENSIONS AND GENERAL GEOMETRIES

#### A. Generalization of the Ward-Tordai relation

The Ward-Tordai relation is based on a 1-dimensional model, with a specific geometry and initial condition (Fig. 1a). Now that we understand the physics behind it (concretized in Eq. (34)), we can easily generalize this relation to higher dimensions, arbitrary geometries and different initial conditions.

Let $\mathcal{D}$ be a $d$-dimensional domain in which an adsorbate is bounded by a smooth closed surface $S$ (closed in the broad sense, including infinities). Let $p(\mathbf{r},t)$ be the probability density of finding a diffusing adsorbate at $\mathbf{r}$ at time $t$, given an initial profile $p_0(\mathbf{r})$. The subsurface probability density
We denote by \( n(\mathbf{r}, t | \mathbf{r}', \tau) \) the corresponding Green’s Function, i.e., the solution to the corresponding absorbing boundary problem. We define \( \int_D^D d\mathbf{r} \) and \( \int_S d\mathbf{r} \) as the \( d \)-dimensional domain integral and the \((d - 1)\)-dimensional surface integral respectively. We further denote by \( n_i \) the inward-drawn normal to the surface, i.e. pointing towards the surface.

To get the overall probability to be on the surface we integrate over all \( \mathbf{r} \), \( S \) and obtain \( \Pi(t) := \frac{\int_S}{\int_D} \Pi(\mathbf{r}, t) d\mathbf{r} \). We can write

\[
\Pi(t) = 1 - \int_D \left[ \int_D g(\mathbf{r}, t | \mathbf{r}', 0) p_0(\mathbf{r}') d\mathbf{r}' \right] d\mathbf{r} \tag{52}
\]

where we again used \( Q(t) = 1 - F(t) \), such that the first term is written in terms of the Green’s function itself, rather than in terms of its derivative.

The first term gives the overall probability to find the adsorbate on the surface in case that the surface is completely adsorbing \( (k_d \to \infty) \) and there is no desorption taking place \( (k_d \to 0) \). This probability is then equivalent to the probability that a particle is absorbed by a perfectly absorbing surface, which can be easily written in terms of the Green’s function (we calculate the cumulative of the higher dimensional analogue of the first-passage distribution as expressed in Eq. (28)). The second term is a corrective term that accounts for the adsorption dynamics, at every time point \( \tau \in [0, t) \) prior to the observation time. We do so by setting a subsurface probability density \( p(\mathbf{r}, \tau) \) for every \( \mathbf{r} \in S \) and letting it evolve an additional \( \tau - t \) time units according to a doublet propagator up to the observation time (note that time-reversal symmetry arguments can also explain this quantity [79, 80]). We then integrate over the surface and over \( \tau \) to get the contributions from the entire surface at all times. Finally, we integrate over the entire domain \( D \) to get the overall probability that the adsorbate started at the subsurface at time \( \tau \) and ended up in the bulk at time \( t \). This amount is the second term that needs to be subtracted from the first.

Finally, note that all we need in order to express \( \Pi(t) \) are the initial probability density, the subsurface probability density and the Green’s function. In Appendix G we give a bottom-up derivation of Eq. (52) for the case of 3-dimensional domain that is based on the work of Carslaw and Jaeger [61]. The derivation can be easily adapted to lower dimensions.

Adsorption problems in higher dimensions differ significantly from the 1-dimensional theory presented above in one crucial point – the surface is no longer comprised of a single point, and so we have to treat each surface point independently. Unfortunately, it seems that a general Ward-Tordai like relation for the probability density to be on the surface at a specific point \( \mathbf{r} \) can only be written in a circular manner which involves all the other points on the surface. Note, however, that for radially symmetric problems, the probability to be at any surface point is the same, and so \( \Pi(\mathbf{r}, t) = \Pi(t)/\int_S d\mathbf{r} \). An example for such a case is that of diffusion inside an adsorbing spherical shell, which is considered next.

### B. Diffusion inside an adsorbing spherical shell

As an example for a higher dimensional problem, consider the model illustrated in Fig. 5. An adsorbate diffuses inside a spherical shell, where the radii of the inner and outer spheres are \( R_- \) and \( R_+ \) respectively and the initial distance of the adsorbate from the origin is \( r_0 \). Both spheres are taken to be homogeneously adsorbing, with \( k_a \) and \( k_d \) standing for the adsorption and desorption rate constants. The probability to find the particle somewhere on the inner/outside of a sphere at time \( t \) is denoted by \( \Pi_{\pm}(t) \). By taking the limit \( R_- \to 0 \) we get the model of an adsorbate diffusing inside an homogeneously adsorbing sphere. Similarly, by taking the limit \( R_+ \to \infty \) we get the model of an adsorbate diffusing outside a homogeneously adsorbing sphere (this limit corresponds to the Smoluchowski-type reaction solved by Kim and Shin [68]).

Starting with the equation for a freely diffusing particle in 3-dimensions, we replace the 1-dimensional Laplacian in Eq. (14) with a 3-dimensional Laplacian. Furthermore, we utilize the rotational symmetry of the model and consider the Laplacian in spherical coordinates, where the propagator is independent on the angular part of the Laplacian. Denoting the distance from the origin by \( r \equiv |\mathbf{r}| \), we are left only with the radial part of the Laplacian \( \frac{1}{r^2} \frac{\partial}{\partial r} \left( r^2 \frac{\partial}{\partial r} \right) \). The diffusion equation can thus be written as

\[
\frac{\partial p(r, t)}{\partial t} = \frac{2D}{r} \frac{\partial p(r, t)}{\partial r} + D \frac{\partial^2 p(r, t)}{\partial r^2}. \tag{53}
\]

Equation (53) is written for the propagator. In what follows, we will be interested in the probability density to be at a distance \( r \) from the origin: \( p(r, t) = 4\pi r^2 \rho(r, t) \), where \( 4\pi r^2 \) is the surface area of a 3-dimensional sphere of radius \( r \) (essentially, we are studying the 3-dimensional Bessel process [81–84] with adsorption). By plugging this relation into Eq. (53) we obtain the Fokker-Planck equation for \( p(r, t) \):

\[
\frac{\partial p(r, t)}{\partial t} = \frac{\partial}{\partial r} \left[ \left( -\frac{2D}{r} \right) p(r, t) \right] + D \frac{\partial^2 p(r, t)}{\partial r^2}. \tag{54}
\]

with the following initial conditions

\[
p(r, 0) = \delta(r - r_0), \quad \Pi(0) = \Pi_{\pm}(0) = 0. \tag{55}
\]
from the origin at time is denoted by a homogeneously adsorbing sphere. Similarly, by taking the limit which is a second order ordinary differential equation. The mass-balance boundary conditions are also slightly modified in spherical coordinates

\[
\frac{d\Pi_\pm(t)}{dt} = J(R_{\pm}, t) = \mp \left[ D \frac{\partial p(r, t)}{\partial r} - \frac{2D}{r} p(r, t) \right]_{r=R_\pm},
\]

where \( J(R_{\pm}, t) \) are the fluxes into the inner and outer adsorbing spheres. Finally, as before, we assume linear adsorption kinetics on the surfaces so the closure relations are the same as in Eq. (42) just with \( R_{\pm} \) instead of \( \pm L \).

To solve, we Laplace transform Eq. (54) and obtain

\[
\frac{d^2 \tilde{p}(r,s)}{dr^2} - \frac{d}{dr} \left[ \frac{2}{r} \tilde{p}(r,s) \right] - \frac{s}{D} \tilde{p}(r,s) + \frac{\delta(r-r_0)}{D} = 0,
\]

which is a second order ordinary differential equation. The general solution for \( \tilde{p}(x,s) \) is [62, 84]

\[
\tilde{p}(r,s) = r^{3/2} \times \begin{cases} 
A_1 I_{-\frac{1}{2}}(\sqrt{D}r) + B_1 K_{-\frac{1}{2}}(\sqrt{D}r), & r > r_0 \\
A_2 I_{-\frac{1}{2}}(\sqrt{D}r) + B_2 K_{-\frac{1}{2}}(\sqrt{D}r), & r < r_0 
\end{cases}
\]

where \( I_{-\frac{1}{2}}(\cdot) \) and \( K_{-\frac{1}{2}}(\cdot) \) are the modified Bessel functions of the first and second kinds of order \(-1/2\). To determine the coefficients \( A_1(s)A_2(s)B_1(s)B_2(s) \) we impose the Laplace transform of the above boundary conditions and the Laplace transform of the matching (continuity) condition at \( r_0 \). Yet, even in Laplace space, the coefficients in Eq. (58) and \( \Pi(s)_{\pm} \) are too bulky to be presented here and they are thus relegated to Appendix H.

Since the particle is restricted between two spheres, a steady state will eventually be attained. Taking \( s \to 0 \), and inverting the result, we obtain the long time asymptotics of the probability to be adsorbed to the surfaces

\[
\Pi_{\pm}(t) \approx \frac{3k_a R_+^3}{3k_a R_+^3 + k_d (r_0^3 - R_+^3)}.
\]

In Fig. 6 we demonstrate these results and compare them to Monte-Carlo simulations.

Of course, as in the previous examples, taking the limits \( k_a \to 0 \) or \( k_d \to \infty \) results in \( \Pi_{\pm}(t) = 0 \). In the limit of \( k_a \to \infty \) we obtain a compact formula in Laplace space

\[
\tilde{\Pi}_{\pm}(s) \doteq \frac{R_{\pm} \text{csch} \left[ -\sqrt{D}(R_+ - R_-) \right] \sinh \left[ -\sqrt{D}(R_+ - r_0) \right]}{sr_0}.
\]

The formulas in the limit \( k_d \to 0 \) are again bulky and are not given here.

As mentioned above, by taking the limits \( R_- \to 0 \) in Eq. (H1) the problem reduces from diffusion in an adsorbing

FIG. 5. Illustration of an adsorbate diffusing inside a spherical shell, where the radii of the inner and outer spheres are \( R_- \) and \( R_+ \) respectively and the initial distance of the adsorbate from the origin is \( r_0 \). Both spheres are taken to be homogeneously adsorbing, with \( k_a \) and \( k_d \) as the adsorption and desorption rate constants.

The probabilities of finding the particle on the inner, \( \Pi_{-}(t) \), or outer, \( \Pi_{+}(t) \), surfaces and their sum \( \Pi(t) \) vs. time. The solid lines were plotted using a numerical inverse Laplace transformation of Eq. (H1) [78], for an adsorbate that diffuses in a spherical shell with inner radius \( R_- = 2 \) and outer radius \( R_+ = 7 \). Here, we assume that the adsorbate starts at a distance \( r_0 = 3 \) from the origin, and that two adsorbing surfaces are identical with respect to the adsorption kinetics, which is linear with \( k_a = 0.8 \) and \( k_d = 2.7 \). The diffusion coefficient was taken to be \( D = 2.1 \). Full circles come from simulations, and the dashed lines are the long time asymptotics coming from Eq. (59).
spherical shell to that of diffusion inside an adsorbing sphere of radius \( R_+ \). Similarly, by taking the limits \( R_+ \to \infty \) in Eq. (H2) the problem reduces to that of diffusion outside an adsorbing sphere of radius \( R_- \). We will now present results for both these special cases.

**Diffusion inside an adsorbing sphere**

By taking the radius of the inner sphere to zero, \( R_- \to 0 \) in Eq. (H1), we obtain

\[
\Pi_+(s) = \frac{k_d R_+^2}{r_0} \frac{\sinh (r_0 \sqrt{D_+})}{R_+ \sqrt{D} (k_d + s) \cosh (R_+ \sqrt{D_+})} - \sinh (R_+ \sqrt{D_+}) [D (k_d + s) - sk_0 R_-].
\]  

(61)

By taking this limit in Eq. (59) we obtain the probability to be found adsorbed to the sphere at long times

\[
\Pi_+(t) \simeq \frac{3K}{3K + R_+}.
\]  

(62)

**Diffusion outside an adsorbing sphere**

By taking the radius of the outer sphere to infinity, \( R_+ \to \infty \) in Eq. (H2), we obtain

\[
\Pi_-(s) = \frac{k_d R_-^2}{r_0} \frac{e^{-\sqrt{D}r_0-R_-}}{\sqrt{2} \left[ \sqrt{3k_0} + \sqrt{D} (k_d + s) \right]} \left[ R_- (sk_0 + \sqrt{D} (k_d + s)) + D (k_d + s) \right].
\]  

(63)

This case is similar to the example of diffusion on the semi-infinite line, in the sense that steady-state is never attained. There is, however, a big difference coming from the fact that a 3-dimensional random walk is not recurrent [62]. Thus, over an infinite measurement horizon, the particle will only spend a finite amount of time adsorbed (while for the 1-dimensional case this time diverges). Let us denote the ensemble average of this time duration by

\[
\Lambda_\infty := \lim_{t \to \infty} \Lambda(t) = \int_0^\infty \Pi_-(t')dt' = \Pi_-(0),
\]  

(64)

where \( \Pi_-(0) \) is the Laplace transform of \( \Pi_-(t) \) evaluated at \( s = 0 \). Thus, taking the limit \( s \to 0 \) in Eq. (63), we obtain

\[
\Lambda_\infty = \frac{KR_-^2}{D r_0}.
\]  

(65)

It can be seen that whenever \( K \to 0 \) (the limit of a reflecting surface), the time spent on the target naturally decreases. Similarly, as the adsorbate starts further from the surface (larger \( r_0 \)) or for a smaller adsorbing sphere (smaller \( R_- \)), \( \Lambda_\infty \) decreases. Finally, \( \Lambda_\infty \) decreases as \( D \) increases. This is because the particle spends less time in the subsurface for larger diffusion coefficients, and consequently the probability to be adsorbed during this time becomes smaller.

Finally, in Appendix I, we obtain the following long-time asymptotics

\[
\Pi_-(t) \simeq \frac{KR_-^2}{\sqrt{4\pi D} t^{3/2}},
\]  

(66)

which should be compared with Eq. (36) of the analogous 1-dimensional problem.

The problem of diffusion outside an adsorbing sphere is mappable onto Smulochowski-type reversible reactions. Results corresponding to Eqs. (63)-(66) can be found in the work of Kim and Shin [68]. Notably, they have further provided an analytic inversion of Eq. (63).

**IV. DISCUSSION**

**A. Experimental considerations**

A major challenge in macroscopic adsorption kinetics studies is the proper estimation of the surface concentration. For liquid-air interfaces, as well as for liquid-liquid interfaces, this is usually done indirectly via measurement of the surface tension [85]. For an ideal dilute solution one then uses the Gibbs adsorption equation to relate the surface tension \( \gamma \) to the surface excess \( \Gamma \):  

\[
\Gamma = -\frac{1}{2RT} \left( \frac{\partial \gamma}{\partial c_b} \right)_T,
\]  

where \( R \) is the gas constant, \( T \) is the temperature, and \( c_b \) is the concentration in the bulk [26]. However, for non-ideal conditions or for out-of-equilibrium measurements, the exact relation between these
two quantities is unclear [29, 86]. Furthermore, the surface phase might be of non-negligible width and display inhomogeneous adsorbate concentration. Such complications make it harder to infer the equilibrium surface concentration \( \Gamma_{eq} \) from the surface excess \( \Gamma_{ex} \) [26, 87]. While single-particle experiments are significantly more difficult to conduct, they are usually done in a direct manner (e.g., via electron or light microscopy or via atomic force microscopy), and it should be relatively straightforward to interpret whether the molecule is on the surface or not.

However, in single-particle experiments other problems may arise. For example, the need for tracking of a single particle throughout the sample, and not merely on the surface, in order to make sure that the studied particle is not replaced by another while leaving and returning to the field of view. Perhaps performing multiple experiments can be the remedy here. For instance, one can evaluate the desorption rate \( k_d \) separately in a well-controlled single-molecule experiment, and later deduce the adsorption rate \( k_a \) from a macroscopic equilibrium measurement of a dilute solution.

A clear advantage of single-particle experiments is the very plausible circumvention of Langmuirian dynamics, as such experiments will be naturally conducted in extreme dilution, thus making surface saturation effects negligible. While these effects are the main obstacle for analytical macroscopic adsorption kinetics, it seems that for single-particle kinetics they can be safely ignored and Henry (linear) dynamics are sufficient.

Furthermore, if one still wishes to challenge the linear kinetics assumption, single-particle adsorption experiments open a new route for doing so. Implicit in the linear dynamics assumption hides the Markovian assumption, i.e., that both adsorption and desorption times are taken from an exponential distribution with mean times of \( k_a^{-1} \) and \( k_d^{-1} \). Perhaps in reality these times are distributed according to other, i.e. non-exponential, distributions. To this end, the work of Agmon and Weiss on dissociation-recombination reactions [77] stands out to be an excellent reference.

### B. Discussion and Outlook

In this work we have presented a complete and self-contained account of adsorption kinetics, from macro- to microscopic dynamics. Notably, we have shown how the former can be generalized from the latter one. One noteworthy important result of our work is the generalization of the Ward-Tordai relation to any dimension, geometry and initial conditions. This generalization was built side by side with a detailed interpretation of the Ward-Tordai relation, which was aimed to build strong intuition for the physics of the problem. From a technical point of view, we have shown that the Ward-Tordai relation can be written in terms of the Green’s function, which is the fundamental solution to the problem with an absorbing, rather than adsorbing, boundary. This is a crucial aspect to this work.

We further showcased the results obtained by analytically solving fundamental adsorption kinetics models that were not studied before – 1-dimensional diffusion inside a interval with adsorbing boundaries, and 3-dimensional diffusion inside an adsorbing sphere/spherical shell. We hope that the general discussion presented herein will inspire others to explore additional models which are governed by more complicated mass-transport processes, encompassing different surface morphologies, equipped with non-Markovian adsorption and desorption dynamics, and so on.

The theory that was presented herein decouples between the mass-transport to the surface and the adsorption kinetics actually taking place at the surface. We argue that this separation is not only a consequence of the mathematical approach we have chosen, but also is conceptually important. Indeed, when experimentally reporting on the adsorption and desorption rates \( k_a \) and \( k_d \), the measurement usually embodies the overall rates, with contributions coming from both processes. We believe that, if possible, these rates should encapture only the adsorption once at the subsurface, and the rate of desorption back to the subsurface [?].

Adsorption-desorption dynamics are similar in nature to reversible reaction (recombination-dissociation) dynamics, for which macro- and microscopic theories were developed and thoroughly investigated [65, 66, 68, 88–91]. In fact, the Henry (linear) closure relation of absorption dynamics can be identified as the “back reaction” boundary condition of recombination dynamics which was introduced by Agmon [65].

Agmon’s solution for the problem of 1-dimensional reversible reaction on the semi-infinite interval can be mapped to the solution of the semi-infinite 1-dimensional adsorption problem that we have solved and analyzed in Sec. II.C [65, 66]. Similarly, diffusion outside of an adsorbing sphere is mappable to the reversible reaction model considered by Shin and Kim [68]. An additional analytically solvable model was first suggested by Prüstel and Tachiya, and further investigated by Grebenkov: a reversible reaction where the particle is restricted to diffuse on a 3-dimensional sphere towards an reversibly-reacting/adsorbing circle [94, 95].

Adsorption-desorption and recombination-dissociation dynamics are, however, not identical. The theory of recombination-dissociation reactions can be viewed as a generalization of Smoluchowski’s spherically symmetric diffusion-influenced reaction model [70]. When studying an isolated pair of particles according to this model, one sets the origin of the coordinates system at the center of particle A, assumed spherical, such that the coordinates system moves with the particle. Particle B, assumed spherical as well, then appears to be diffusing with a diffusing coefficient \( D = D_A + D_B \). A recombination reaction can take place when the two particles are at contact, i.e., the reaction coordinate is at a distance \( R_A + R_B \) from the origin (where \( R_i \) is the radius of particle \( i \)), according to the “back reaction” boundary condition. If a reaction does not take place, the particles are reflected. Thus, by using this model one considers only closed spherical surfaces, where the particle diffuses outside of the adsorbing
sphere. For this reason, scenarios where adsorption occurs on the boundaries of an interval, box, cylinder, or spherical shell were not studied in the context of recombination-dissociation dynamics.

In contrast, the classical model of adsorption kinetics is that of a particle that adsorbs to a flat surface, with no spherical symmetry (apart from the redundant 1-dimensional case), and usually the surface is envisioned to be much larger than the particle. That said, the generalized Ward-Tordai relation given in Eq. (52) does not impose any morphological restriction on the surface, other than being closed (in the broad sense, including infinities). For example, in Sec. III we investigated the motion of a particle that diffuses inside a spherically symmetric adsorbing surface, which can perhaps be of use when considering adsorption kinetics within living or artificial cells.

In works on recombination-dissociation reactions an additional component is routinely added to the model – the particles, which are assumed to be excited, can later on decay to their lower energy state. Excited particles thus have a lifetime and the decayed/quenched particles are not counted/observed. In the same spirit, one can extend the adsorption-desorption dynamics discussed herein to include non-conservative reactions, e.g., by adding a rate of decomposition for molecules that are adsorbed to the surface (as was done for macroscopic reactions catalyzed by solid surfaces [92]). Another technique that can be borrowed is the very recently applied renewal approach to reversible binding reactions [93], which is in fact general in its derivation. By employing such a technique one forgoes the calculation of the full propagator in favour of the surface occupancy probability. However, as calculation of the propagator can be extremely difficult, a circumventing route is sometimes favourable.

Lastly, we wish to draw attention to a recent line of work which attempts to model reactions that are triggered upon a threshold crossing event, using multiple particles with reversible-binding kinetics [96–98]. In the first work of this series [96], Grebennkov formulated the problem of “impatient particles”: given $N$ independent particles diffusing in confinement in the presence of an adsorbing target (e.g., a surface, a sensor, and so on), when will $K$ particles be bound to the target for the first time? Though the problem was posed in full generality, Grebennkov introduced a way to calculate the mean reaction time for the case of $N = K = 2$ [96]. Subsequently, Lawley and Madrid proposed an approximation (very accurate for small targets with low reactivity) through which one can model the dynamics of the number of particles bound to the target as a Markovian birth-death process [97]. Very recently, Grebennkov and Kumar showed how a renewal approach can be employed to get the exact analytical distribution for the case $N = K$ [98] and an approximate solution, complementary to the Lawley-Madrid approach, for $N < K$ [99]. Though the targets in these examples are usually thought of as some biological sensor (e.g., diffusion towards calcium sensing protein inside a presynaptic bouton), it seems that the same renewal techniques can also be applied to study surface and adsorption phenomena from the type we have considered here. This line of investigation will be further pursued elsewhere.
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Appendix A: Derivation of the Single-Particle Ward-Tordai Relation by Laplace Transformation

Initial position is in the bulk

We begin by Laplace transforming the conditions in Eqs. (15–17) of the main text. Equation (15.a) can be replaced by two matching conditions, one for the continuity of the Laplace transform of the densities at the initial position of the particle

$$\tilde{\rho}_+(0,s) = \tilde{\rho}_-(0,s),$$  \hspace{1cm} (A1)

and one for the Laplace transform of the fluxes

$$-1 = D\left[ \frac{d\tilde{\rho}_+(x,s)}{dx} \bigg|_{x=0} - \frac{d\tilde{\rho}_-(x,s)}{dx} \bigg|_{x=0} \right],$$  \hspace{1cm} (A2)

which is obtained by integrating both sides of the transformed diffusion equation (Eq. 14) over an infinitesimally small interval surrounding the initial position. Note that the 1 on the left-hand side comes from the Laplace transform of the delta function initial condition in Eq. (15.a). In addition, the Laplace transform of Eq. (16) is

$$\tilde{\rho}_-(x \rightarrow -\infty, s) = 0,$$  \hspace{1cm} (A3)

and that of Eq. (17) is

$$s\Pi(s) = -D\frac{d\tilde{\rho}_+(x,s)}{dx} \bigg|_{x=L},$$  \hspace{1cm} (A4)

where in the Laplace transformation of the time derivative of $\Pi(t)$ we have used the initial condition in Eq. (15.b).

After Laplace transforming the diffusion equation (Eq. 14) we get

$$s\tilde{\rho}(x,s) = D\frac{d^2\tilde{\rho}(x,s)}{dx^2},$$  \hspace{1cm} (A5)

which is a second-order, linear, homogeneous differential equation. It has a general spatial coordinate-dependent solution.
\[ \begin{aligned}
\tilde{p}(x,s) &= \begin{cases} 
\tilde{p}_- (x,s) = C_1(s) e^{\sqrt{s} x} + C_2(s) e^{-\sqrt{s} x}, & x < 0 \\
\tilde{p}_+ (x,s) = C_3(s) e^{\sqrt{s} x} + C_4(s) e^{-\sqrt{s} x}, & x > 0
\end{cases}
\end{aligned} \]  
(A6)

Imposing the conditions in Eqs. (A1-A4) on Eq. A6, produces a system of four equations with five unknowns (\(\Pi(s)\) and \(C_i(s)\) for \(1 \leq i \leq 4\)). However, since we have more unknowns than equations, the best we can do is find a relation between the unknowns:

\[ \begin{aligned}
C_1(s) &= \frac{1+e^{-2\sqrt{s}}}{2\sqrt{sD}} - \sqrt{\frac{s}{D}} e^{-L\sqrt{s}} \Pi(s), \\
C_2(s) &= 0, \\
C_3(s) &= \frac{e^{-2\sqrt{s}}}{2\sqrt{sD}} - \sqrt{\frac{s}{D}} e^{-L\sqrt{s}} \tilde{\Pi}(s), \\
C_4(s) &= \frac{1}{2\sqrt{sD}}.
\end{aligned} \]  
(A7)

Using the fact that \(\tilde{p}(L,s) = C_3(s)e^{\sqrt{s} L} + C_4(s)e^{-\sqrt{s} L}\), and after some algebra, we get

\[ \Pi(s) = \frac{e^{-L\sqrt{s}}}{s} - \sqrt{\frac{s}{D}} \tilde{p}(L,s), \]  
(A8)

which is the Laplace transform of the single-particle analogue of the Ward-Tordai relation.

Note that the propagator in Eq. (A6) can also be expressed in terms of \(\tilde{p}(L,s)\)

\[ \begin{aligned}
C_1(s) &= \frac{1-e^{-2\sqrt{s}}}{2\sqrt{sD}} + \tilde{p}(L,s) e^{-L\sqrt{s}}, \\
C_2(s) &= 0, \\
C_3(s) &= -\frac{e^{-2\sqrt{s}}}{2\sqrt{sD}} + \tilde{p}(L,s) e^{-L\sqrt{s}}, \\
C_4(s) &= \frac{1}{2\sqrt{sD}}.
\end{aligned} \]  
(A9)

\section*{Appendix A: Heat in Solids}

Initial position is on the surface

In this case, there is no need to divide the propagator using restrictions, and the general solution is given by

\[ \tilde{p}(x,s) = C_1(s) e^{\sqrt{s} x} + C_2(s) e^{-\sqrt{s} x}. \]  
(A10)

While the Laplace transform of Eq. (16) is unchanged, the Laplace transform of Eq. (17) is

\[ s\Pi(s) - 1 = -D \frac{d\tilde{p}(x,s)}{dx} \bigg|_{x=L}. \]  
(A11)

using the fact that \(\tilde{p}(L,s) = C_1(s)e^{\sqrt{s} L} + C_2(s)e^{-\sqrt{s} L}\), and after some algebra, we get

\[ \Pi(s) = \frac{1}{s} - \sqrt{\frac{D}{s}} \tilde{p}(L,s), \]  
(A12)

and

\[ \begin{aligned}
C_1(s) &= \tilde{p}(L,s) e^{-\sqrt{s} L} = \sqrt{s} e^{-\sqrt{s} L} \left[ \frac{1}{s} - \Pi(s) \right], \\
C_2(s) &= 0,
\end{aligned} \]  
(A13)

such that the propagator can be written simply as (recall \(x < L\))

\[ \tilde{p}(x,s) = \sqrt{s} e^{(x-L)\sqrt{s}} \left[ \frac{1}{s} - \Pi(s) \right]. \]  
(A14)

\section*{Appendix B: Time integration of the doublet}

Following p.272 of Carslaw and Jaeger’s \textit{Conduction of Heat in Solids} (1959, Oxford University Press), we ask what should be the magnitude \(C(t)\) of a continuously applied doublet with the surface in its middle, such that it will be equivalent to a source of magnitude \(p(L,t)\) at the subsurface. Let us time integrate the expression in Eq. (30) with magnitude \(C(t)\) and take the limit \(x \to L^-\) (i.e. observe the density at the subsurface due to a doublet of magnitude \(C(t)\))

\[ \lim_{x \to L^-} \int_0^t C(t) \frac{L-x}{2\sqrt{\pi Dt}} e^{-\frac{(L-x)^2}{4Dt}} d\tau = \lim_{x \to L^-} -\frac{2\Pi}{D\sqrt{\pi}} \int_0^\infty C(t) e^{-\frac{L-x}{4Dt}} d\alpha \]

\[ = \frac{2\Pi}{D\sqrt{\pi}} \int_0^\infty e^{-\alpha^2} d\alpha = \frac{\Pi}{D}, \]  
(B1)

where we changed variables according to \(\alpha = \frac{L-x}{\sqrt{4Dt}}\).

Thus, to keep a subsurface density of \(p(L,t)\) we set \(C(t) = Dp(L,t)\).

\section*{Appendix C: Single-particle diffusing in a semi-infinite tube with an adsorbing surface}

Initial position is in the bulk

We assume the validity of Eqs. (A1)-(A5), and we supplement these conditions with the linear dynamics closure relation (single-particle analogue of Eq. 12), whose Laplace transform is given by

\[ -D \frac{d\tilde{p}_+(x,s)}{dx} \bigg|_{x=L} = k_d \tilde{p}_+(L,s) - k_d \tilde{\Pi}(s), \]  
(C1)
where we have made use of Eq. (A4) to rewrite the left hand side.

The general form of the solution is in Eq. (A6). The above five conditions, when imposed on Eq. (A6), produce a system of five equations with five unknowns (\(\Pi(s)\) and \(C_i(s)\) for \(1 \leq i \leq 4\)). Solving, we get

\[
\Pi(s) = \frac{Ke^{-L\sqrt{s}}}{Ks + \left(\frac{k_a}{k_d} + 1\right)\sqrt{Ds}}
\]  

(C2)

where \(K := k_a/k_d\), and

\[
\begin{align*}
C_1(s) &= \frac{(k_d + s)\cosh(L\sqrt{s}) + k_d\sqrt{s} \sinh(L\sqrt{s})}{\sqrt{Ds}k_d + k_d + k_d\sqrt{Ds}} e^{-L\sqrt{s}}, \\
C_2(s) &= 0, \\
C_3(s) &= \frac{\sqrt{Ds} - k_d + k_d\sqrt{Ds}}{2(k_d\sqrt{Ds} + D_k^*(k_d + s))} e^{-2L\sqrt{s}}, \\
C_4(s) &= \frac{1}{2\sqrt{Ds}}.
\end{align*}
\]  

(C3)

**Initial position on the surface**

Here the boundary conditions Eqs. (A3) and (A11) are supplemented by the closure relation in Eq. (C1). The propagator takes the form of Eq. (A10).

The above three conditions, when imposed on Eq. (A10), produce a system of three equations with three unknowns (\(\Pi(s)\) and \(C_i(s)\) for \(1 \leq i \leq 2\)). Solving, we get

\[
\Pi(s) = \frac{K + \sqrt{Ds}}{Ks + \left(\frac{k_a}{k_d} + 1\right)\sqrt{Ds}}
\]  

(C4)

and

\[
\begin{align*}
C_1(s) &= \frac{e^{-L\sqrt{s}}}{Ks + \left(\frac{k_a}{k_d} + 1\right)\sqrt{Ds}}, \\
C_2(s) &= 0.
\end{align*}
\]  

(C5)

**Appendix D: Inverse Laplace transform of Eq. (35)**

We hereby present two alternative approaches to the analytical inversion of Eq. (35). These yield two equivalent representations of the real-time behaviour, the second of which is identical to the solution presented by Agmon in the context of Smoluchowski-type reversible (association-dissociation) reactions [65].

Inversion method A

Let us first recall Eq. (35) from the main text

\[
\tilde{\Pi}(s) = \frac{Ke^{-L\sqrt{s}}}{Ks + \left(\frac{k_a}{k_d} + 1\right)\sqrt{Ds}},
\]  

(D1)

which we would like to invert back to the time domain. Equation (D1) can be written in the following form

\[
f(s) = \frac{e^{-a\sqrt{s}}}{s + bs\sqrt{s} + c\sqrt{s}},
\]  

(D2)

where \(a = \frac{L}{\sqrt{D}}, b = \frac{\sqrt{D}}{k_s^k}, c = \frac{\sqrt{D}}{k_a}\). Thus, we are required to Laplace invert a function of the form (D2).

To do this, let us first rewrite Eq. (D2)

\[
f(s) = \frac{e^{-a\sqrt{s}}}{\sqrt{s}} \frac{c + bs - \sqrt{s}}{(c + bs)^2 - s} = \frac{e^{-a\sqrt{s}}}{\sqrt{s}} \left[ \frac{c + bs}{(s - s_1)(s - s_2)} - \frac{\sqrt{s}}{(s - s_1)(s - s_2)} \right]
\]  

(D3)

where \((c + bs)^2 - s = b^2(s - s_1)(s - s_2)\) with \(s_1 = \frac{1 - 2bc + \sqrt{1 - 4bc}}{2bc}, s_2 = \frac{1 - 2bc - \sqrt{1 - 4bc}}{2bc}\) and where \(f_1(s) = \frac{e^{-a\sqrt{s}}}{\sqrt{s}}\) and \(f_2(s) = \frac{c + bs}{(c + bs)^2 - s}\). To invert the first term in Eq. (D3), we use the convolution property

\[
\mathcal{L}^{-1}_{s \rightarrow t} [f_1(s)f_2(s)] = \int_0^t dt' f_1(t - t') f_2(t'),
\]  

(D4)

where

\[
f_1(t) = \frac{e^{-a^2/4t}}{\sqrt{\pi t}},
\]  

(D5)

and

\[
f_2(t) = \frac{1}{b^2} \left( \frac{bs_1 + c}{s_1 - s_2} e^{s_1 t} + \frac{bs_2 + c}{s_2 - s_1} e^{s_2 t} \right),
\]  

(D6)

where we have used the well known formula for inversion of rational expressions [69].

Plugging Eqs. (D5) and (D6) in Eq. (D4) and computing the convolution integral we obtain the first term of Eq. (D3):
\[ \mathcal{L}^{-1}_{s \rightarrow t} [f_1(s)f_2(s)] = \frac{1}{2\sqrt{1-4bc}} \times \]  \hfill (D7) 

\[
\left\{ \begin{array}{l}
\text{where } 
\mu \\
-\sqrt{t} \rightarrow s
\end{array} \right.
\]

\[
\left[ e^{\mu t} - a \sqrt{s} \text{erfc} \left( \frac{a - 2 \sqrt{\mu t}}{2 \sqrt{t}} \right) - e^{\mu t} + a \sqrt{s} \text{erfc} \left( \frac{a + 2 \sqrt{\mu t}}{2 \sqrt{t}} \right) \right]
\]

\[
+ \left[ e^{\mu t} + a \sqrt{s} \text{erfc} \left( \frac{a + 2 \sqrt{\mu t}}{2 \sqrt{t}} \right) - e^{\mu t} - a \sqrt{s} \text{erfc} \left( \frac{a - 2 \sqrt{\mu t}}{2 \sqrt{t}} \right) \right]
\]

As for the inversion of the second term in Eq. (D3), it is beneficial to rewrite it as follows

\[
\frac{1}{b^2} \mathcal{L}^{-1}_{s \rightarrow t} \left[ \frac{e^{-a\sqrt{s}}}{(s-s_1)(s-s_2)} \right]
\]

\[= \frac{1}{(s-s_1)b^2} \mathcal{L}^{-1}_{s \rightarrow t} \left[ \frac{e^{-a\sqrt{s}}}{s-s_1} - e^{-a\sqrt{s}} \right]
\]

\[= \frac{1}{(s-s_1)b^2} \mathcal{L}^{-1}_{s \rightarrow t} \left[ e^{-a\sqrt{s}} \frac{s}{s-s_1} - e^{-a\sqrt{s}} \frac{s}{s-s_2} \right]. \]  \hfill (D8)

This expression is a sum of yet another two convolution terms of the same form: a term \( e^{-a\sqrt{s}} \) which has a well known inverse \( \text{erfc}(a/2\sqrt{t}) \) \cite{69}, and a term of the form \( \frac{s}{s-s_1} \), where \( \mu \) is either \( s_1 \) or \( s_2 \). We can invert the latter by using the following algebraic manipulation:

\[ \mathcal{L}^{-1}_{s \rightarrow t} \left[ \frac{s}{s-s_1} \right] = \mathcal{L}^{-1}_{s \rightarrow t} \left[ \frac{s}{s-\mu} \right] = \mathcal{L}^{-1}_{s \rightarrow t} \left( 1 + \frac{\mu}{s-s_1} \right)
\]

\[= \mathcal{L}^{-1}_{s \rightarrow t} \left[ 1 \right] + \mathcal{L}^{-1}_{s \rightarrow t} \left[ \frac{\mu}{s-s_1} \right] = \delta(t) + e^{\mu t}. \]  \hfill (D9)

After calculating the convolution integrals, Eq. (D8) reads

\[
\frac{1}{b^2} \mathcal{L}^{-1}_{s \rightarrow t} \left[ \frac{e^{-a\sqrt{s}}}{(s-s_1)(s-s_2)} \right]
\]

\[= e^{\mu t} - a \sqrt{s} \text{erfc} \left( \frac{a - 2 \sqrt{\mu t}}{2 \sqrt{t}} \right) + e^{\mu t} + a \sqrt{s} \text{erfc} \left( \frac{a + 2 \sqrt{\mu t}}{2 \sqrt{t}} \right)
\]

\[+ e^{\mu t} + a \sqrt{s} \text{erfc} \left( \frac{a + 2 \sqrt{\mu t}}{2 \sqrt{t}} \right) - e^{\mu t} - a \sqrt{s} \text{erfc} \left( \frac{a - 2 \sqrt{\mu t}}{2 \sqrt{t}} \right). \]  \hfill (D10)

Subtracting the inversion in Eq. (D10) from (D7), we obtain the inversion of Eq. (D1)

\[ \Pi(t) = \frac{1}{\sqrt{1-4bc}} \times \]  \hfill (D11) 

\[
\left[ e^{\mu t} + a \sqrt{s} \text{erfc} \left( \frac{a + 2 \sqrt{\mu t}}{2 \sqrt{t}} \right) - e^{\mu t} - a \sqrt{s} \text{erfc} \left( \frac{a - 2 \sqrt{\mu t}}{2 \sqrt{t}} \right) \right],
\]

where we recall that \( a = \frac{L}{\sqrt{Db}}, \) \( b = \frac{\sqrt{D}}{ka}, \) and \( c = \frac{\sqrt{D}}{\kappa} \) and \( s_1 = \frac{1-2bc+\sqrt{1-4bc}}{2b^2}, \) \( s_2 = 1-2bc-\sqrt{1-4bc} \).
which, under the correct re-scaling, is identical to the solution in [65] (one minus Eq. (28) therein).

\[ \Phi_+ (s) = \frac{k_a (-s k_a + k_d \sqrt{D} \phi + \sqrt{D} \psi)}{2 \sqrt{k_a} (k_d \sqrt{D} + \sqrt{D} \gamma)} \cosh \left( \sqrt{D} (L + x_0) \right) + s k_a \sqrt{2} e^{\sqrt{L + t}} + \left( \sqrt{D} \psi + \sqrt{D} \phi \right) \sinh \left( 2 L \sqrt{D} \right) \]

\[ \Phi_- (s) = \frac{e^{\sqrt{D} (L - x_0)}}{s} \left( \frac{\sqrt{D} \psi - \sqrt{D} \phi}{k_a + \frac{D}{k_a}} \right) \left( e^{2 \sqrt{D} \psi} + e^{2 \sqrt{D} \phi} \right) \left( s^{1/2} + k_d \sqrt{D} \right) \]

\[ \Phi \Phi_+ (s) = \frac{e^{-\sqrt{D} (L + x_0)} \sqrt{D} \psi}{s} \left( \frac{\sqrt{D} \psi + \sqrt{D} \phi}{k_a + \frac{D}{k_a}} \right) \left( e^{2 \sqrt{D} \psi} + e^{2 \sqrt{D} \phi} \right) \left( s^{1/2} + k_d \sqrt{D} \right) \]

\[ \Phi \Phi_- (s) = \frac{e^{-\sqrt{D} (L - x_0)} \sqrt{D} \psi}{s} \left( \frac{\sqrt{D} \psi - \sqrt{D} \phi}{k_a + \frac{D}{k_a}} \right) \left( e^{2 \sqrt{D} \psi} + e^{2 \sqrt{D} \phi} \right) \left( s^{1/2} + k_d \sqrt{D} \right) \]

**Appendix F: Single-particle diffusing in a closed tube with two identical adsorbing surfaces**

**Initial position is in the bulk**

By the exact same method employed in appendices A and C, but this time in accordance with the conditions stated in Eqs. (41) and (42), we solve for \( \Phi_+ (s) \) and \( C_i (s) \) (1 \( \leq i \leq 4 \)):

**Taking the limit \( k_d \to 0 \) we have**

\[ \Phi_+ (s) = \frac{\sqrt{D} \cosh \left( \sqrt{D} (L \pm x_0) \right) + k_a \sinh \left( \sqrt{D} (L \pm x_0) \right)}{2 \sqrt{D} \psi^{3/2} \cosh \left( 2 L \sqrt{D} \right) + s^2 \left( k_a + \frac{D}{k_a} \right) \sinh \left( 2 L \sqrt{D} \right)} \]

**Similarly, taking the limit \( k_a \to \infty \) we have**

\[ \Phi_+ (s) = \frac{e^{\sqrt{D} (M \pm x_0)} - e^{\sqrt{D} (L \pm x_0)}}{e^{4 \sqrt{D} \psi} - 1} \]

and, of course, when \( k_a \to 0 \) or \( k_d \to \infty \) we have \( \Phi_+ (t) = 0 \).

**Appendix F: Uniform initial concentration in a closed tube with two identical adsorbing surfaces**

The boundary conditions for this problem are identical to those of the single-particle problem, and so are their Laplace transforms. The initial condition, however, is different. For all \(-L < x < L\) we have:

\[ c(x, 0) = c_b. \]  

Thus, the Laplace transformation of the diffusion equation results in

\[ s \tilde{c} (x, s) - c_b = D \frac{d \tilde{c} (x, s)}{dx^2}. \]

which is a second-order, linear, non-homogeneous differential equation.
As before, the homogeneous solution for this equation can be written as

$$\tilde{c}_H(x,s) = C_1(s)e^{x\sqrt{s}} + C_2(s)e^{-x\sqrt{s}}, \quad (F3)$$

and it is easy to verify that

$$\tilde{c}_p(x,s) = \frac{c_b}{s}, \quad (F4)$$

is a particular solution. The overall solution is given by $$\tilde{c}_H(x,s) + \tilde{c}_p(x,s)$$. Imposing the conditions one gets:

$$\tilde{\Gamma}(s) = \frac{2k_a \sinh(L\sqrt{s})}{(s^2 + k_d s) \sinh(L\sqrt{s}) + \frac{k_d^2}{\sqrt{s}} k_a \cosh(L\sqrt{s})} c_b, \quad (F5)$$

and

$$C_1(s) = C_2(s) = -\frac{1}{2} k_a \cosh(L\sqrt{s}) \frac{k_d c_b}{\sqrt{D} \sinh(L\sqrt{s})}. \quad (F6)$$

**Appendix G: Derivation of the Generalized Ward-Tordai Relation by the Green’s Function Method**

Diffusion in a medium with an adsorbing surface can be modeled by the diffusion equation with non-homogeneous Dirichlet boundary conditions. More specifically, let $$D$$ be a three-dimensional domain bounded by a closed surface $$S$$ (closed in the broad sense). Let $$p(r,t)$$ be the probability density function to find the diffusing particle at $$r$$ at time $$t$$, given an initial concentration profile $$p_0(r)$$ and a time-dependent subsurface probability density $$\phi(r,t)$$. The subsurface density is an unspecified non-homogeneous boundary condition. The probability to find the adsorbate in the bulk at time $$t$$ is then simply given by $$\int_D p(r,t)dr$$. If the particle is not in the bulk, it will surely be adsorbed to the surface, and thus one has

$$\Pi(t) = 1 - \int_D p(r,t)dr. \quad (G1)$$

To find $$p(r,t)$$ we closely follow [61], with modified notation to fit our discussion here, and additional comments to clarify the calculations made. In particular, we employ the Green’s function method to solve the problem.

In our set-up, the Green’s function, denoted by $$g(r,t | \mathbf{r'}, \tau)$$, is the probability to find a diffusing single-particle at $$r$$ at time $$t$$, given that it was instantaneously introduced to the domain $$D$$ at $$\mathbf{r'}$$ at time $$\tau$$ exactly (delta function initial condition, $$\delta(r - \mathbf{r'})$$, also known as an instantaneous source). The surface $$S$$ is unchanged, but recall that the Green’s function is defined for the case where it is *absorbing*. Solving for the Green’s function in this set-up is a considerably simpler task, and in the following we will show how to express the solution for the original problem in terms of this Green’s function.

Since the particle is diffusing, $$g(r,t | \mathbf{r'}, \tau)$$ follows the ordinary diffusion equation for all $$t > \tau$$:

$$\frac{\partial g(r,t | \mathbf{r'}, \tau)}{\partial t} = D\nabla^2 g(r,t | \mathbf{r'}, \tau), \quad (G2)$$

where $$\nabla$$ is the Laplace operator with respect to $$r$$. Equation (G2) is a forward Fokker-Planck equation, the corresponding backward Fokker-Planck equation is (See pp. 47-48 in Ref. [100])

$$\frac{\partial g(r,t | \mathbf{r'}, \tau)}{\partial \tau} = -D\nabla'^2 g(r,t | \mathbf{r'}, \tau), \quad (G3)$$

where $$\nabla'$$ is the Laplace operator with respect to $$\mathbf{r'}$$. Essentially, this is a partial differential equation where the initial parameters $$(\mathbf{r'}, \tau)$$ now play the role of variables [100].

To proceed further, we note the following

$$\frac{\partial}{\partial \tau} \left[ g(r,t | \mathbf{r'}, \tau) p(\mathbf{r'}, \tau) \right] = g(r,t | \mathbf{r'}, \tau) \frac{\partial p(\mathbf{r'}, \tau)}{\partial \tau} + p(\mathbf{r'}, \tau) \frac{\partial g(r,t | \mathbf{r'}, \tau)}{\partial \tau}$$

$$= D \left[ g(r,t | \mathbf{r'}, \tau) \nabla'^2 p(\mathbf{r'}, \tau) - p(\mathbf{r'}, \tau) \nabla'^2 g(r,t | \mathbf{r'}, \tau) \right], \quad (G4)$$

where going from the second to the third line, we have used Eq. (G3) and further used the fact that $$p(r,t)$$ obeys the diffusion equation $$\frac{\partial p(r,t)}{\partial \tau} = D\nabla^2 p(r,t)$$, regardless of the notation chosen for the space and time variables. Indeed, unlike Eq. (G3), the latter is a simple forward diffusion equation for $$p(\mathbf{r'}, \tau)$$. To further clarify, while $$(\mathbf{r'}, \tau)$$ are considered to be the final variables for $$p(\mathbf{r'}, \tau)$$, they are the initial variables for $$g(r,t | \mathbf{r'}, \tau)$$.

Integrating both sides of Eq. (G4) over all the domain with respect to $$\mathbf{r'}$$ and over $$\tau$$ from 0 to some time $$t - \varepsilon$$, where $$0 < \varepsilon \ll t$$, we have

$$\int_0^{t-\varepsilon} \int_D \int_D \frac{\partial}{\partial \tau} \left[ g(r,t | \mathbf{r'}, \tau) p(\mathbf{r'}, \tau) \right] dr'd\tau$$

$$= D \int_0^{t-\varepsilon} \int_D \left[ g(r,t | \mathbf{r'}, \tau) \nabla'^2 p(\mathbf{r'}, \tau) - p(\mathbf{r'}, \tau) \nabla'^2 g(r,t | \mathbf{r'}, \tau) \right] dr'd\tau. \quad (G5)$$

On the left-hand side we interchange the order of integration and time-integrate to get

$$\int_D \int_D \int_0^{t-\varepsilon} \frac{\partial}{\partial \tau} \left[ g(r,t | \mathbf{r'}, \tau) p(\mathbf{r'}, \tau) \right] dr'd\tau$$

$$= \int_D g(r,t | \mathbf{r'}, t-\varepsilon) p(\mathbf{r'}, t-\varepsilon) dr'$$

$$- \int_D g(r,t | \mathbf{r'}, 0) p_0(\mathbf{r'}) dr', \quad (G6)$$

where
where we have used the initial condition \( p(\mathbf{r}',0) = p_0(\mathbf{r}') \). By taking the limit \( \epsilon \to 0 \) we have \( g(\mathbf{r},t | \mathbf{r}',t - \epsilon) \to \delta(\mathbf{r} - \mathbf{r}') \), and Eq. (G6) becomes

\[
\lim_{\epsilon \to 0} \iint_D \int_0^{t-\epsilon} \frac{\partial}{\partial \tau} \left[ g(\mathbf{r},t | \mathbf{r}',\tau)p(\mathbf{r}',\tau) \right] d\mathbf{r}' d\tau = p(\mathbf{r},t) - \iint_D g(\mathbf{r},t | \mathbf{r}',0)p_0(\mathbf{r}') d\mathbf{r}'.
\]

We continue to evaluate the right-hand side of Eq. (G5). To this end, we employ Green’s second identity, which is essentially the Gauss’s Divergence Theorem applied on the divergence of a multiplication of a scalar and a vector field (in our case we have the Laplace operator, which is the divergence of the gradient, where the latter is indeed a vector field). Thus the right-hand side reads (after taking the limit \( \epsilon \to 0 \))

\[
D \int_0^t \iint_D \left[ g(\mathbf{r},t | \mathbf{r}',\tau) \nabla \cdot p(\mathbf{r}',\tau) \right] d\mathbf{r}' d\tau
= D \int_0^t \iint_D \left[ -g(\mathbf{r},t | \mathbf{r}',\tau) \frac{\partial p(\mathbf{r}',\tau)}{\partial n_i} + p(\mathbf{r}',\tau) \frac{\partial g(\mathbf{r},t | \mathbf{r}',\tau)}{\partial n_i} \right] d\mathbf{r}' d\tau,
\]

where \( \frac{\partial}{\partial n_i} \) denotes differentiation along the inward-drawn normal and the volume integral has now become a surface integral. Note that in moving from the outward- to the inward-drawn normal one multiplies by \(-1\). Recall that, the Green’s function is, by definition, the solution to the problem with an absorbing surface \( S \), and so \( g(\mathbf{r},t | \mathbf{r}',\tau) = 0 \) for every \( \mathbf{r} \in S \) and the first term in the spatial integral in Eq. (G8) always contributes zero.

Collecting all the terms in Eq. (G8) and plugging them back to Eq. (G5), we have

\[
p(\mathbf{r},t) = \iint_D g(\mathbf{r},t | \mathbf{r}',0)p_0(\mathbf{r}') d\mathbf{r}' + D \int_0^t \iint_D \left[ h_0(\mathbf{r}',\tau) \frac{\partial g(\mathbf{r},t | \mathbf{r}',\tau)}{\partial n_i} \right] d\mathbf{r}' d\tau,
\]

where we have also used Eq. (G7). Recall now that for the adsorbing surface problem we want to compute \( \Pi(t) \) according to Eq. (G1). Substituting \( p(\mathbf{r},t) \) from Eq. (G9) in the above definition, we obtain

\[
\Pi(t) = 1 - \iint_D \iint_D g(\mathbf{r},t | \mathbf{r}',0) d\mathbf{r} p_0(\mathbf{r}') d\mathbf{r}'
- D \int_0^t \iint_D \left[ \iint_D \frac{\partial g(\mathbf{r},t | \mathbf{r}',\tau)}{\partial n_i} \right] d\mathbf{r}' d\tau.
\]

Note that the double triple integral in the above equation is simply the probability of finding the particle in the bulk at time \( t \) given its initial location distribution \( p_0(\mathbf{r}) \). In other words, this is the survival probability that is defined in the main text

\[
Q(t) = \iint_D \left[ \iint_D g(\mathbf{r},t | \mathbf{r}',0) p_0(\mathbf{r}') d\mathbf{r}' \right] d\mathbf{r}.
\]

Also, \( F(t) = 1 - Q(t) \), where \( F(t) \) is the cumulative of the first passage time to the boundary as was defined in the main text.

The derivation used here is quite generic. The 1- and 2-dimensional analogues relations are easily attainable by following the above steps with suitable modifications. It can be appreciated that Eq. (G10) can indeed be obtained from the general relation in Eq. (52) by assuming a 3-dimensional space.

### Appendix H: Diffusion inside an adsorbing spherical shell

Imposing the Laplace transform of the conditions in Eqs. (55) and (56), along with a linear dynamics closure relation and matching conditions on Eq. (58) we solved for \( \Pi_\pm(s) \) and \( A_1, A_2, B_1 \) and \( B_2 \). Because these terms are very cumbersome, we give here only \( \Pi_\pm(s) \) which was used to get the results in the main text:
\[ \Pi_+(s) = \left( k_a \left( -s^{3/2} \sqrt{D} R_+ - k_d R_+ \sqrt{sD} \right) \cosh \left( \sqrt{\frac{s}{D}} (r_0 - R_-) \right) - \sinh \left( \sqrt{\frac{s}{D}} (r_0 - R_-) \right) \left( D(s + k_d) + sk_a R_- \right) \right) R_+^2 \]

\[ \left\{ r_0 \left( 2sD \right)^{3/2} \cosh \left[ \sqrt{\frac{s}{D}} (R_- - R_+) \right] k_d R_- - 2sD \cosh \left[ \sqrt{\frac{s}{D}} (R_- - R_+) \right] k_d R_+ + \right. \]

\[ \sqrt{sD} \cosh \left[ \sqrt{\frac{s}{D}} (R_- - R_+) \right] \left( D(s^2 + k_d^2) R_- - \left( D(s^2 + k_d^2) + 2sk_a (s + k_d) R_- \right) R_+ \right) + \]

\[ \sinh \left[ \sqrt{\frac{s}{D}} (R_- - R_+) \right] \left( -D(s + k_d) (D(s + k_d) + sk_a R_-) + s \left( Dk_a (s + k_d) + \left( sk_a^2 + D(s + k_d)^2 \right) R_- \right) R_+ \right) \left\}^{-1}, \]

and

\[ \Pi_-(s) = \left( k_a R_-^2 \sinh \left( r_0 - R_+ \right) \sqrt{\frac{s}{D}} \right) \left( -sk_a R_+ \sqrt{\frac{s}{D}} + k_d \sqrt{D} s + \sqrt{D} s^3 \right) + sk_a R_+ \left( k_d + s \right) \cosh \left( r_0 - R_+ \right) \left( \sqrt{\frac{s}{D}} \right) \right) \]

\[ \left\{ r_0 \sqrt{\frac{s}{D}} \cosh \left( \sqrt{\frac{s}{D}} (R_- - R_+) \right) \left( 2k_a R_- k_d \sqrt{D} s + 2k_a R_- \sqrt{D} s^3 - R_- k_a \sqrt{D} s^2 - 2R_- k_a (D s)^{3/2} \right) \right. \]

\[ D^{3/2} s^{5/2} R_- + R_- k_a^2 \sqrt{D} s + 2R_- k_a (D s)^{3/2} + sR_+ (D s)^{3/2} \right) + r_0 \sqrt{\frac{s}{D}} \sinh \left( \sqrt{\frac{s}{D}} (R_- - R_+) \right) \]

\[ \left. \left( D(k_d + s) (sk_a R_- + D(k_d + s)) - sR_+ \left( R_- (sk_a^2 + D(k_d + s)^2) + Dk_a (k_d + s) \right) \right) \right\}^{-1}. \]

**Appendix I: Derivation of Eq. (66)**

Taking the \( s \to 0 \) limit of Eq. (63) we obtain

\[ \tilde{\Pi}_-(s) \simeq \Lambda_{\infty} = \frac{K R_-^2}{D^{3/2}} \sqrt{s}, \]

where \( \Lambda_{\infty} \) for this case was calculated in Eq. (65).

Inversion of Eq. (11) can be done in the following indirect manner. Let us define

\[ \Psi(t) = \int_t^{\infty} \Pi_-(t') dt'. \]

It is a simple calculation to show that the Laplace transform of \( \Psi(t) \) is

\[ \Psi(s) = \frac{\Lambda_{\infty} - \Pi(s)}{s}, \]

and plugging in Eqs. (65) and (11) gives

\[ \Psi(s) \simeq \frac{K R_-^2}{D^{3/2}} s^{-1/2}, \]

in the \( s \to 0 \) limit. Equation (I4) can be inverted using the Tauberian theorem which gives

\[ \Psi(t) \simeq \frac{K R_-^2}{\sqrt{\pi D^3}} t^{-1/2}, \]

for \( t \to \infty \).

Now note that by evoking the definition of \( \Lambda(t) \) in Eq. (39), another way to write Eq. (12) is

\[ \Psi(t) = \Lambda_{\infty} - \Lambda(t). \]

Hence,

\[ \Pi_-(t) = -\frac{d\Psi(t)}{dt}. \]

Plugging (15) into (17) we obtain the desired inversion of Eq. (11):

\[ \Pi_-(t) \simeq \frac{K R_-^2}{\sqrt{4\pi D^3}} t^{-3/2}, \]

which applies for \( t \to \infty \).
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