A set of $4d - 3$ observables to determine any pure qudit state
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We present a tomographic method which requires only $4d - 3$ measurement outcomes to reconstruct any pure quantum state of arbitrary dimension $d$. Using the proposed scheme we have experimentally reconstructed a large number of pure states of dimension $d = 7$, obtaining a mean fidelity of 0.94. Moreover, we performed numerical simulations of the reconstruction process, verifying the feasibility of the method for higher dimensions. In addition, the a priori assumption of purity can be certified within the same set of measurements, what represents an improvement with respect to other similar methods and contributes to answer the question of how many observables are needed to uniquely determine any pure state.

Quantum information processing is a field of research in constant growth since the last decades. It has been crucial both in the fundamental tests of quantum mechanics as well in the development of a vast number of technological applications [1]. A fundamental problem that transverse the entire field is that of determining the unknown state of a quantum system [2]. In this regard, the process of reconstructing a general state of dimension $d$, known as quantum tomography, consists in finding its density matrix $\rho$, a positive semidefinite matrix with unit trace that fully describes the system. As the number of independent parameters that defines an arbitrary density matrix $\rho$ is $d^2 - 1$, typical quantum tomography schemes require a number of measurement outcomes that increases as $d^2$ [3,5], leading to time consuming measurements and post processing, that can become prohibitive for high dimension systems [6,7]. Furthermore, several applications such as quantum key distribution [8–12], quantum communication complexity problems [13] or fundamental tests of quantum mechanics [14–16], can be improved by using $d$-level quantum systems of dimension grater than two (qudits). Therefore, it is of great interest to develop alternative methods that employ fewer measurement settings.

A significantly reduction in the number of measurements is feasible if a priori information about the unknown state is taken into account in the tomographic process. For example, in the case of permutationally invariant states, a set of measurements that scales polynomially with the number of qubits $n$ ($d = 2^n$) is enough to perform the reconstruction of the matrix $\rho$ [7,10], instead of applying the habitual process with exponential growth. In the case of mixed states of $n$ qudits a reconstruction scheme which employs only local measurements can efficiently give an estimation of the state [17], provided they are well approximated by matrix product operators. For low-rank states, compressed sensing techniques allow the reconstruction of $\rho$ from a number of measurement outcomes of the order of $d(\log d)^2$ by measuring the expectation values of enough observables chosen at random [18,19].

Special attention has been paid to the reconstruction of pure states. It has been shown [20] that there exists a positive-operator-valued measure (POVM) which consists of $2d$ projectors from whose probability outcomes it is possible to distinguish almost all pure states, except for a set of measure zero; when all the pure states are included, the number of required measurement outcomes increases. In Ref. [21], Wang et al. have proven that a set of $4d - 3$ fixed projectors are enough to reconstruct any pure qudit. Additionally, they showed that this number can be reduced to at most $3d - 2$ in an adaptive scheme, where the results of a first measurement of the particular unknown state in the canonical base ($d$ projections) are used to choose the remaining projectors.

A highly desirable feature of a tomographic scheme that uses a priori information, is that it also allows to verify if the initial assumption about the unknown state is true [22]. In this regard, Goyeneche et al. [23] have proposed, and experimentally tested, an adaptive method that requires a set of five measurement bases to determine any pure qudit in arbitrary dimension, and additionally certify the assumption of purity without extra measurement outcomes. In addition, Carmelli et al. have constructed in [24] a set of five fixed bases for the tomography of any pure state.

Recently [25], we have reported a quantum tomography method to reconstruct any pure photonic spatial qudit of arbitrary dimension from a set of only 4$d$ measurement outcomes, in case of a fixed measurement settings, or $4d - 3$ when the procedure is performed in an adaptive way. In that work, the qudits were codified in the discretized transverse momentum of single photons (slit states) [26]. The proposed experimental setup exploited the spatial nature of the codification to set a Mach-Zehnder interferometer in the state-estimation stage. This interferometer is used to implement the three-step Phase Shifting Interferometry technique (PSI) [27], which is ideally suited to find the phase of a light wave-
front. As the method allows to reconstruct the whole wavefront from the interference pattern, the \(4d\) measurement outcomes can be obtained in parallel by means of an image detector, reducing the measurement settings to only four, independently of the dimension \(d\) of the quantum system \[24\]. This measurement scheme is extremely efficient, and work properly for spatial qudits where it is straightforward to parallelize the measurements. However, still missing an experimental implementation of such tomographic method for more general encoding systems.

In this Letter we generalize that result to reconstruct any unknown pure qudit of arbitrary dimension \(d\) from the outcome frequencies of \(4d-3\) projectors, which do not depend on the physical representation of the state. While this amount of projectors represents approximately \(d^2\) more measurement outcomes than reported in Ref. \[24\] for an adaptive scheme, our method allows us to certify the assumption of purity. Conversely, our method requires in the order of \(d\) measurements less than the method reported in Ref. \[24\], but at the expense of using adaptive measurements. Then, our scheme close the gap in the number of measurement between both kind of methods suggesting that, in order to have a fixed set of observables, the number of measurements has to be increased to \(5d\). Instead of that, if the number of measurements is expected to be reduced to \(~3d\), the possibility of discriminate pure from mixed states is lost.

Let us to start by describing the reconstruction process scheme. Any pure quantum state of dimension \(d\) can be expressed as

\[
|\Psi\rangle = \sum_{k=0}^{d-1} c_k |k\rangle,
\]

where the \(c_k\)’s are complex coefficients and \(|k\rangle\) denotes one of the \(d\) states of some base of the Hilbert space, in particular the canonical base. These complex coefficients can be explicitly written as 

\[
c_k = |c_k|^2 \exp(i\varphi_k), \]

being \(\varphi_k\) a real number. For each element \(|k\rangle\) of the canonical base such that \(k = 0, 2, 3, ..., d - 1\), we can define a set of \(d\)-dimensional states

\[
|\Psi^{(k)}_\ell\rangle = \left(0 + e^{i\pi/2 \times (\ell - 1/2) |k\rangle}\right) / \sqrt{2}, \quad \ell = 1, 2, 3
\]

from which \(3d - 3\) projectors \(\hat{P}^{(k)}_\ell = |\Psi^{(k)}_\ell\rangle\langle\Psi^{(k)}_\ell|\) are obtained. The outcome probabilities of these projectors \(P^{(k)}_\ell = \langle\Psi^{(k)}_\ell|\langle\Psi^{(k)}_\ell|\) are obtained. The probabilities of measuring every state \(|\Psi^{(k)}_\ell\rangle\) in the state \(|\Psi\rangle\), are related to the coefficients \(c_k\)'s by the set of \(d-1\) equations

\[
\sqrt{2}c_0c_k^* = \left(p_{1}^{(k)} - p_{2}^{(k)}\right) + i \left(p_{3}^{(k)} - p_{2}^{(k)}\right),
\]

where, without loss of generality, we have define \(c_0\) as real. Thus, with the knowledge of \(c_0 \equiv +\sqrt{\rho_0}\), which is obtained from the probability \(|\langle0|\Psi|^2| = \rho_0\), the remaining \(c_k\) are determined. These \(3d-2\) measurement outcomes are sufficient for determining a generic pure state, with the exception of a set of measure zero, corresponding to those with a null value of \(c_0\). This limitation can be overcome with the addition of a previous measurement of the unknown state onto the canonical base, from which we redefine the element \(|0\rangle\) to satisfy the condition \(|c_0| = \text{Max}\{|c_k|\}\). This leads to require determining the average values of \(4d-3\) observables to completely solve the the pure-states reconstruction problem.

A remarkable feature of the method is that the same set of \(4d-3\) measurement outcomes allows to verify the a priori assumption of purity. Following a similar argument to the one in Ref. \[24\], lets us consider a quantum state of dimension \(d\) represented by the density matrix \(\rho\). If the state is pure, there is an unitary matrix \(U\) that diagonalizes \(\rho\) such that \(\rho = U\rho U^\dagger\), with \(\rho_{kl} = 1\) for \(k = l = 1\) and 0 in any other case. Hence, it is easy to see that:

\[
\rho \text{ is pure } \Leftrightarrow |\rho_{k,k}|^2 = |\rho_{k,k}||\rho_{l,l}| \quad \forall k, l = 0,\ldots, d - 1
\]

Additionally, being \(\rho\) a Hermitian matrix it can be written as \(\rho = AA^\dagger\) for some operator \(A\). As a consequence, its elements can be expressed as \(\rho_{k,l} = \langle\Psi_k, \Psi_l\rangle\), where \(\{|\Psi_k\rangle\}_{k=0}^{d-1}\) are the row vectors of \(A\), and \(\langle\ ,\ \rangle\) indicates the inner product. According to the Cauchy-Schwarz statement Eq. \[1\] holds iff \(\psi_k\) and \(\psi_l\) are linearly dependent, and therefore the state will be pure iff the rows of \(A\) are all parallel. Finally, to validate the purity assumption is enough to verify the \(d - 1\) equations:

\[
|\rho_{0,0}|^2 = |\rho_{0,k}||\rho_{k,k}|, \quad k = 1,\ldots, d - 1
\]

which are hold iff every \(\psi_k\) with \(k = 1,\ldots, d - 1\) is parallel to \(\psi_0\), and by transitivity, they are all parallel to each other. Physically, \(|\rho_{0,k}|\) is the visibility of the two slits interference pattern, and in the context of the present tomographic scheme, it can be calculated as

\[
|\rho_{0,k}| = \sqrt{\left(p_{1}^{(k)} - p_{2}^{(k)}\right)^2 + \left(p_{3}^{(k)} - p_{2}^{(k)}\right)^2}
\]

Besides, the right-hand side of Eq. \[3\] is the product of the relative intensities of these two slits in the encoding state, which are readily evaluated from a measurement in the canonical base. It is worth to remember the close relationship between the set of projectors \(\hat{P}^{(k)}_\ell\) and the method of three step PSI. The index \(\ell\) in Eq. \[2\] is related to an increment in steps of \(\pi/2\) of the phase difference between \(|k\rangle\) and the reference state \(|0\rangle\). For every \(k\), these three projectors correspond to the interference between the object beam and the reference beam for phase differences of \(\pi/2\), \(\pi\) and \(\pi/2\). In fact, it can be shown that Eq. \[3\] leads to:

\[
\varphi_k = \arctan \frac{p_{1}^{(k)} - p_{2}^{(k)}}{p_{3}^{(k)} - p_{2}^{(k)}},
\]

which is the explicit solution for the phases \(\varphi_k\) in the PSI method \[27\].

To experimentally test the tomographic method in the context of projective measurements we have used the setup schematically depicted in Figure \[4\]. This setup can be divided in two modules, the first one is employed for the
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**FIG. 1**: Experimental setup. The light source is a 405nm cw laser diode, attenuated down to the single photon level.

**FIG. 2**: Histogram of the experimental reconstruction fidelity for 200 random states of dimension \( d = 7 \). The mean fidelity is \( F = 0.94 \) and the standard deviation is \( \sigma_F = 0.03 \). The inset shows the experimental reconstruction fidelity, for the same 200 states using the MUB method. The mean fidelity in this case is \( F_{\text{mub}} = 0.95 \), and the standard deviation is \( \sigma_{F_{\text{mub}}} = 0.03 \). For this dimension our method only requires 25 projective measurements, while the MUB method requires 56.

We performed the reconstruction of a large number of pure states for dimension \( d = 7 \). As a figure of merit of the reconstruction process we calculated the fidelity

\[
F \equiv \text{Tr} \left( \sqrt{\rho} \sqrt{\rho} \right)
\]

between the state intended to be prepared, \( \rho \), and the density matrix of the reconstructed state, \( \rho_{\text{exp}} \). Fig. 2 shows an histogram of the reconstruction fidelity for 200 random pure states of dimension \( d = 7 \). The mean fidelity is 0.94, with a standard deviation of 0.03. For comparison, we have also reconstructed the same set of states by means of a standard quantum tomography method using mutually unbiased bases (MUBs). In this case the mean fidelity is 0.95, with a standard deviation of 0.03. However, in our method only 25 projective measurements are necessary instead of the 56 used for implementing the MUBs method.

The feasibility of this technique was also tested numerically for several dimensions of the quantum system and different levels of experimental noise. To represent a realistic experimental implementation we assumed a pulsed attenuated laser as a source of weak coherent states, with a low mean number of photons per pulse \( \mu \). We also include in our simulation a parameter \( \lambda_{\text{dc}} \) representing the mean dark counts per pulse caused by self triggering effects in the APD. As both, the photon emission process and the dark counts effect, are assumed to have a Poissonian statistic, the probability of detecting a photon after projecting \( |\Psi\rangle \) onto the state \( |\Psi^{(k)}\rangle \), within a given light pulse, is

\[
\text{Prob} \left( 1 \text{ count}; \hat{\rho}_k^{(k)} \right) = 1 - \exp \left( -\mu \hat{p}_k^{(k)} - \lambda_{\text{dc}} \right).
\]

If a fixed number of pulses \( N \) is considered, the distribution for the detected counts is a Binomial distribution.
For small $\mu$ Eq. (7) is reduced to $\overline{n_\ell^{(k)}} \approx N\mu p_\ell^{(k)} + N\lambda_{dc}$, which makes straightforward to evaluate the state-reconstruction equation (Eq. (3)). Moreover, in our simulations we have used Eq. (7) to yield a closer estimation of the projection probabilities for every value of the parameters $\mu$ and $\lambda_{dc}$.

In order to perform the numerical simulations we selected $\mu = 0.18$ what results in 84% of empty pulses and about 2% of pulses with more than one photon, and a value $N = 5 \times 10^4$ to guarantee good statistics. Figure 3 shows the mean fidelity of the simulated results as a function of the state dimension for three levels of noise: without dark counts per pulse (solid line), $\lambda_{dc} = 2 \times 10^{-4}$ (dotted line) and $\lambda_{dc} = 5 \times 10^{-4}$ (dashed line) counts per pulse respectively. These last values are consistent with typical experimental situations, i.e., a pulse duration of the order of microseconds and an APD operating in the range of 100 counts/sec. The error bar represents the standard deviation on the totality of states chosen randomly in the Hilbert space of dimension $d$. The fidelity values obtained from these simulations show that the proposed reconstruction method can be implemented in real high dimension systems.

As the Eq. (5) only holds for pure states, the difference between both sides of the equality, i.e., the visibility difference between a pure quantum state compatible with the given measurement results and the unknown state that was actually measured, can be used as a discriminator between pure and mixed states. We tested this fact by numerically simulating the reconstruction with our tomographic scheme for random states of dimension $d = 8$ affected by white noise. These states can be written as $\rho_w(\Psi, \lambda) = (1 - \lambda)|\Psi\rangle\langle\Psi| + \lambda I/d$, (8) with $\lambda$ a real parameter related to the state purity by means of $\mathcal{P}(\rho_w) \equiv \mathcal{P}(\lambda) = \frac{d^2-4}{d^2} + 1$. Figure 4 shows the maximum difference between both size of Eqs. (5) as a function of the purity of the state $\rho_w$, for a fixed value of $\lambda$. Each point in the curve represents the mean value of such a difference averaged over 2000 random states $|\Psi\rangle$. Hence, given a threshold of purity, this difference can be used to certify that the state surpass this value.

Summarizing, we have proposed a tomographic method to reconstruct any pure qudit state from only $4d - 3$ projective measurement outcomes. Experimentally, we found good reconstruction fidelities for states of dimension $d = 7$, comparable with the reconstruction fidelities obtained from the standard quantum tomography method using MUBs, but with the advantage of requiring a number of measurement outcomes that scale linearly with $d$, instead of $d^2$. Furthermore, we have shown through simulations that our scheme works properly in higher dimension systems, and it is suitable to distinguishing between pure and mixed states.
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