Dimensional reduction of the Dirac theory
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Abstract

We perform a reduction from three to two spatial dimensions of the physics of a spin-$\frac{1}{2}$ fermion coupled to the electromagnetic (EM) field, by applying Hadamard’s method of descent. We consider first the free case, in which motion is determined by the Dirac equation, and then the coupling with a dynamical EM field, governed by the Dirac–Maxwell equations. We find that invariance along one spatial direction splits the free Dirac equation in two decoupled theories. On the other hand, a dimensional reduction in the presence of an EM field provides a more complicated theory in $2+1$ dimensions, in which the method of decent is extended by using the covariant derivative. Equations simplify, but decoupling between different physical sectors occurs only if specific classes of solutions are considered.
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1. Introduction

While the most natural setting of a physical theory in spacetime is a $(3+1)$-dimensional manifold, there is no obstruction, in principle, to formulating self-consistent theories in a higher- or lower-dimensional manifold\[1, 2\]. From a strictly physical point of view, these theories can provide a description of phenomena occurring in presence of an effective dimensional reduction, or, on the other hand, encode for convenience a theory in $3 + 1$ dimensions into a larger spacetime.

Many partial differential equations of physics can be generalized to arbitrary spatial dimensions: this is notably the case for all problems where the Laplacian is the relevant differential operator acting on the spatial variables. In these cases, one can investigate how the solutions of equations appearing in the same form are affected by dimensionality, and possibly explore those properties that are peculiar to specific dimensions, $3 + 1$ in particular. A paramount example is the wave equation: around 1900, Hadamard found out qualitative differences for the propagation of a localized perturbation in odd and larger than one spatial dimensions, where the perturbation concentrates around the wavefront, and even dimensions, characterized by the presence of a trailing edge following the wavefront\[3–7\].

Apart from fundamental reasons, the interest in low-dimensional theories is twofold. On one hand, they are of tantamount importance in the formulation of quantized field theories\[8–13\], on the other hand, the technological developments of the last few years have enabled us to engineer and control truly low-dimensional systems, yielding some fascinating dimension-dependent features\[14–25\]. It is thus worth studying whether self-consistent low-dimensional theories can be obtained starting from a more familiar $(3+1)$-dimensional one.

There are two possible approaches to dimensional reduction. The first and most common one consists in formulating a lower dimensional version of the theory in $3+1$ dimensions, characterized by the same ab initio properties of the starting point, as long as they are allowed by the new dimensionality\[26–32\]. An alternative approach is represented by the method of descent. This tool was originally formulated by Hadamard to solve several evolution problems of classical physics in a generic number of spatial dimensions: according to his own words, ‘it consists in noticing that he who can do more can do less’\[3\]. The descent method represented the key to identify the aforementioned difference in the behaviour of wave equation solutions for even and odd spatial dimensions.

While the descent method was conceived as a tool for solving equations, the underlying idea can be used in the reverse direction to perform the dimensional reduction of a given physical theory. Actually, a low-dimensional model can be considered as an instance of the theory where all the relevant quantities are uniform along one or more spatial directions. The low-dimensional equations of motion then follow directly from those in $3+1$ dimensions, by imposing such invariance. Reasonably enough, dimensional reduction by descent should yield a reduced version of the original $3+1$ theory among its products. However, the application of the descent method to electromagnetism\[33\] shows us that this is not the whole story: besides the expected theory, other independent theories in the considered reduced dimensionality can emerge, sometimes with strikingly different physical properties.

Following this line of research, in this work we shall apply the descent method to the equations of motion of a charged spin-$\frac{1}{2}$ particle. We will start from the free Dirac theory, and then extend the results to the case of the minimal coupling with the electromagnetic (EM) field. After recalling, in section 2, relevant notions about the Dirac equation in $3+1$ dimensions,
we shall tackle in section 3 the problem of dimensional reduction of the free Dirac equation; we will show that the method of descent provides two independent sectors, governed by non-interacting Dirac equation in $2+1$ dimensions. Then, in section 4, after briefly recalling the results obtained for the free EM field, we shall apply the same procedure to the coupled Dirac–Maxwell equations. We will observe that it is not trivial, in the case of interacting fields, to obtain a decoupled $2+1$ version of the Dirac theory by simply requiring invariance along one direction. The usual formulation of QED in $2+1$ dimensions emerges only by considering specific classes of solutions after dimensional reduction. Our analysis will involve a nontrivial extension of Hadamard’s descent method, with the introduction of the covariant derivative.

2. Preliminaries

The starting manifold of our analysis is the familiar $(3+1)$-dimensional Minkowski spacetime with metric tensor $(\eta^{\mu\nu}) = \text{diag}(+1,-1,-1,-1)$. Unless otherwise specified, Einstein summation convention is understood. In order to clearly distinguish between a $(3+1)$- and a $(2+1)$-dimensional context, three different kinds of indices will often be used: as a common practice, Greek indices $\mu, \nu, \rho$, taking values in $\{0,1,2,3\}$, will refer to the $(3+1)$-dimensional coordinates, and Latin indices $i,j,k$, with values in $\{1,2,3\}$, to its spatial coordinates. In addition, Latin indices $a,b,c$, with values in $\{0,1,2\}$, will be reserved for the $(2+1)$-dimensional coordinates. This convention applies to free and contracted indices. Natural units will be adopted, and EM units will be rationalized.

2.1. Dirac equation in $3+1$ dimensions

In a $(3+1)$-dimensional spacetime, the Dirac Lagrangian, describing a free spin-$\frac{1}{2}$ particle of mass $m$, reads

$$\mathcal{L} = \overline{\Psi} (i \gamma^\mu \partial_\mu - m I_4) \Psi.$$  \hfill (1)

Here, $\Psi = \Psi(x)$ is a four-component wavefunction, often called Dirac spinor or bispinor, $I_4$ is the $4 \times 4$ identity matrix (that will be kept implicit in most of the equations henceforth), $(\gamma^\mu)_{\mu=0,1,2,3}$ is a quadruple of $4 \times 4$ matrices, usually referred to as the gamma matrices, satisfying the anticommutation property

$$\{ \gamma^\mu, \gamma^\nu \} = 2 \eta^{\mu\nu} I_4,$$  \hfill (2)

and $\overline{\Psi} = \Psi^\dagger \gamma^0$ is the Dirac adjoint spinor. By requiring that

$$\gamma^\mu \dagger = \gamma^0 \gamma^\mu \gamma^0,$$  \hfill (3)

one gets that $\gamma^0$ is Hermitian (hence $\overline{\Psi} = (\gamma^0 \Psi)^\dagger$), and the $\gamma^i$’s are anti-Hermitian, and the action associated to the Lagrangian $\mathcal{L}$ is real-valued. It is also useful to introduce a fifth matrix

$$\gamma^5 = i \gamma^0 \gamma^1 \gamma^2 \gamma^3,$$  \hfill (4)

which is Hermitian, involutive, and anticommuting with all the $\gamma^\mu$’s. The matrices $I_4$, $(\gamma^\mu)$, $(\gamma^\mu \gamma^\nu)_{\mu<\nu}$, $(\gamma^5 \gamma^\mu)$, and $\gamma^5$ form a basis of the space of $4 \times 4$ complex matrices [34]. The anticommutation relations (2) have the following immediate consequences: the gamma matrices
are traceless, \( \gamma^0 \) being involutive, and each \( \gamma^i \) anti-involutive (therefore, the condition (3) is equivalent to assuming the gamma matrices to be unitary).

The stationary points of the action corresponding to the Dirac Lagrangian (1) are determined by the Dirac equation [35, 36]

\[
(i \gamma^\mu \partial_\mu - mI_4) \Psi = 0.
\]

The four-component differential operator \((i \gamma^\mu \partial_\mu - mI_4)\) applied to the Dirac spinor squares to the Klein–Gordon operator, in the following sense:

\[
(i \gamma^\mu \partial_\mu - mI_4) \dagger (i \gamma^\mu \partial_\mu - mI_4) = (\partial_\mu \partial^\mu + m^2) I_4.
\]

The matrices \( S^{\mu\nu} = \frac{1}{4} [\gamma^\mu, \gamma^\nu] \) generate the \((\frac{1}{2}, 0) \oplus (0, \frac{1}{2})\) representation of the restricted Lorentz group. In particular, by introducing the six Hermitian matrices

\[
\Sigma^i = \frac{1}{2} e^{i \theta \cdot \gamma^i}, \quad \alpha^i = \gamma^0 \gamma^i,
\]

a proper rotation is represented by \( \exp(-\frac{i}{2} \theta \cdot \Sigma) \), and a boost by \( \exp(\frac{1}{2} \eta \cdot \alpha) \). The Noether current

\[
(j^\mu) = (\Psi \gamma^\mu \Psi) = (\Psi^\dagger \Psi, \Psi^\dagger \alpha \Psi),
\]

related to the U(1) symmetry \( \Psi \rightarrow e^{i \theta} \Psi \) of the Lagrangian (1), is manifestly covariant, behaving as a vector under restricted Lorentz transformations, and can be interpreted as a probability density four-current.

Distinct families of matrices satisfying equation (2) correspond to different representations of the Dirac spinors and the Dirac algebra, all of them being linked via unitary transformations \( U \in U(4) \),

\[
\Psi \rightarrow \Psi' = U \Psi, \quad \gamma^\mu \rightarrow \gamma'^\mu = U \gamma^\mu U^\dagger,
\]

preserving both the anticommutation relations (2) (as a more general similarity transformation would do) and the conditions (3) [34]. In the following, different representations will be labelled by specific labels on the spinor and the gamma matrices. Dirac’s original choice,

\[
\gamma^0_D = \begin{pmatrix} I_2 & 0 \\ 0 & -I_2 \end{pmatrix}, \quad \gamma^i_D = \begin{pmatrix} 0 & \sigma^i \\ -\sigma^i & 0 \end{pmatrix}, \quad \Psi_D = \begin{pmatrix} \phi \\ \chi \end{pmatrix},
\]

where

\[
\sigma^1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma^2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma^3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
\]

are the Pauli matrices, is known as the standard or Dirac representation. In this representation, the generators (7) take the simple forms

\[
\Sigma_D = \begin{pmatrix} \sigma & 0 \\ 0 & \sigma \end{pmatrix}, \quad \alpha_D = \begin{pmatrix} 0 & \sigma \\ \sigma & 0 \end{pmatrix}.
\]

In particular, it is worth noticing that the spin operator along the z direction, \( \Sigma^3_D \), is diagonal in the Dirac representation.

2.2. Dirac equation in arbitrary spatial dimensions

The anticommutation relations (2) can be imposed in a Minkowski spacetime of arbitrary spatial dimensionality \( n \), starting from \( n + 1 \) square matrices \( \{ \Gamma^A \} \) of order \( N = 2^{\left\lfloor \frac{n+1}{2} \right\rfloor} \) (with \( \lfloor x \rfloor \) denoting the integer part of \( x \)), satisfying the anticommutation algebra \( \{ \Gamma^A, \Gamma^B \} = \)
2\eta^{AB}I_N \ [34, 37], with (\eta^{AB}) = \text{diag}(+1, -1, \ldots, -1), and I_N being the \(N \times N\) identity matrix. Therefore, the free Dirac equation can be generalized to an arbitrary number of spatial dimensions, a feature essentially noticed from the beginning by Dirac himself \[38\]. A ‘natural’ notion of an \((n + 1)\)-dimensional Dirac theory can be achieved by following the same pattern as in section 2.1. Such a theory will be formulated in terms of \(N\)-dimensional objects, with \((i\Gamma^a\partial_a - mI_N)^2 = (i\Gamma^a\partial_a - mI_N)\) equaling the Klein–Gordon operator in \(n + 1\) dimensions.

Here, we shall focus on the case of 2 spatial dimensions, so the triple of 2 \(\times\) 2 gamma matrices \((\Gamma^a)\) will satisfy
\[
\{\Gamma^a, \Gamma^b\} = 2\eta^{ab}I_2, \quad \Gamma^a \dagger = \Gamma^0\Gamma^a\Gamma^0.
\] (13)

The corresponding Dirac Lagrangian \(\tilde{\mathcal{L}}(i\Gamma^a\partial_a - mI_2)\psi\), with \(\psi\) a two-component function of three variables and \(\tilde{\mathcal{L}} = \psi^\dagger\Gamma^0\), yields the Euler–Lagrange equation
\[
(i\Gamma^a\partial_a - mI_2)\psi = 0,
\] (14)
which will be referred to as the \((2 + 1)\)-dimensional Dirac equation. One of the possible choices of \((2 + 1)\)-dimensional gamma matrices in \(2 + 1\) dimensions is represented by \((\sigma^3, i\sigma^2, -i\sigma^1)\) \[36\].

3. Dimensional reduction of the free Dirac theory

We will perform the descent on the Dirac equation from 3 to 2 spatial dimensions along the \(z\) coordinate, but any other direction would lead to analogous results. We expect a sensible \((2 + 1)\)-dimensional free Dirac theory to be covariant with respect to the \((2 + 1)\)-dimensional Lorentz group \(O(1, 2)\) of the transformations that do not mix \(z\) with other spacetime coordinates
\[
A = \left( \begin{array}{c|c} L & 0 \\ \hline 0 & Q \end{array} \right),
\] (15)
with \(L \in O(1, 2)\), and \(Q \in O(1) = \{+1, -1\}\). In a \((2 + 1)\)-dimensional context, attributes such as ‘covariant’, ‘vector’, ‘scalar’ will always be referred to this group or one of its subgroups.

Therefore, we specialize the Dirac differential problem into a \(z\)-independent one by imposing the descent condition
\[
\partial_z \Psi = 0,
\] (16)
which is both representation-independent, and covariant. We end up with the ‘reduced Dirac equation’
\[
(i\gamma^a\partial_a - mI_4) \Psi = 0,
\] (17)
that can be regarded as the Euler–Lagrange equation of the ‘reduced Lagrangian’
\[
\mathcal{L} = \tilde{\mathcal{L}}(i\gamma^a\partial_a - mI_4) \Psi.
\] (18)

As we will show in the following, equation (17) is equivalent to the pair of uncoupled equations:
\[
(i\gamma^a\partial_a - mI_4) \Psi_+ = 0,
\] (19)
\[
(i\gamma^a\partial_a - mI_4) \Psi_- = 0,
\] (20)
where \((\gamma^a_+)_{0 \leq a \leq 2}\) and \((\gamma^a_-)_{0 \leq a \leq 2}\) are families of \(4 \times 4\) matrices satisfying
\[
\{\gamma^h_\pm, \gamma^a_\pm\} = 2\eta^{ab}P_\pm, \quad \gamma^a_\pm P_\pm = \gamma^a_\pm P_\pm = \gamma^a_\pm, \quad P_\pm = \gamma^0_\pm \gamma^3_\pm.
\] (21)
with $P_+$ and $P_-$ two complementary orthogonal projections of rank 2, thus satisfying
\[
P_+P_- = 0, \quad P_+^2 = P_+^\dagger = P_+ = 1, \quad P_-^2 = P_-^\dagger = P_-. \tag{22}
\]

Moreover, equations (19) and (20) turn out to be $(2+1)$-dimensional Dirac equations, that can be explicitly put in the form of equation (14) in a suitable basis, such that $P_+ = I_2 \oplus 0_2$ and $P_- = 0_2 \oplus I_2$. Notice that, despite the formal analogy between the equations, dimensional reduction generates two independent Dirac theories in $(2+1)$ dimensions. The derivation of two independent dimensionally-reduced models by descent was already found in the EM case, as we shall outline in the following. There, however, the theories are also formally different.

In section 3.1, we shall first discuss the problem in the standard representation (which, quite by chance, turns out to be particularly advantageous to perform the descent along $z$), and then formulate in section 3.2 a general proof of the above statement that is independent of the representation. A discussion of these results is finally given in section 3.3.

### 3.1. Descent in the standard representation

By conveniently labelling the spinor components in the standard representation as
\[
\Psi_D = \begin{pmatrix} \phi \\ \chi \end{pmatrix} = \begin{pmatrix} \phi_+ \\ \phi_- \\ \chi_+ \\ \chi_- \end{pmatrix},
\]

the Dirac equation (5) has the matrix form
\[
\begin{pmatrix}
i \partial_0 - m & 0 & i \partial_1 & i \partial_2 \\
0 & i \partial_0 - m & i \partial_1 - \partial_2 & -i \partial_3 \\
-i \partial_1 + \partial_2 & -i \partial_1 - \partial_2 & -i \partial_0 - m & 0 \\
-i \partial_1 - \partial_2 & i \partial_3 & 0 & -i \partial_0 - m
\end{pmatrix}
\begin{pmatrix}
\phi_+ \\
\phi_- \\
\chi_+ \\
\chi_-
\end{pmatrix} = 0,
\]

equivalent to the system of four equations
\[
\begin{aligned}
(i \partial_0 - m) \phi_+ + i \partial_3 \chi_+ + (i \partial_1 + \partial_2) \chi_+ &= 0, \\
(i \partial_0 - m) \phi_- + (i \partial_1 - \partial_2) \chi_- &= 0, \\
(i \partial_0 + m) \chi_+ + i \partial_3 \phi_+ + (i \partial_1 + \partial_2) \phi_+ &= 0, \\
(i \partial_0 + m) \chi_- + (i \partial_1 + \partial_2) \phi_- - i \partial_3 \phi_- &= 0.
\end{aligned}
\tag{25}
\]

Notice that all the coupling terms between $\uparrow$ and $\downarrow$ components are in the form of a derivative $\partial_3$ with respect to $z$.

Consequently, the condition $\partial_3 \Psi_D = 0$ breaks all and only the couplings between the $\uparrow$ and $\downarrow$ components, so that the Dirac equation takes the matrix form
\[
\begin{pmatrix}
i \partial_0 - m & 0 & 0 & i \partial_1 + \partial_2 \\
0 & i \partial_0 - m & i \partial_1 - \partial_2 & 0 \\
0 & -i \partial_1 - \partial_2 & -i \partial_0 - m & 0 \\
-i \partial_1 + \partial_2 & 0 & 0 & i \partial_0 - m
\end{pmatrix}
\begin{pmatrix}
\phi_+ \\
\phi_- \\
\chi_+ \\
\chi_-
\end{pmatrix} = 0,
\]

and the wavefunction is partitioned into two independently evolving sectors, respectively spanned by the $\uparrow$ components, whose dynamics is determined by
\[
\begin{aligned}
(+i \partial_0 - m) \phi_+ + (+i \partial_1 + \partial_2) \chi_+ &= 0, \\
(-i \partial_0 - m) \chi_+ + (-i \partial_1 + \partial_2) \phi_+ &= 0.
\end{aligned}
\tag{27}
\]
and the $\downarrow$ components, obeying the equations
\begin{equation}
\begin{aligned}
(+i\partial_0 - m)\phi_\uparrow + (+i\partial_1 - \partial_2)\chi_\uparrow &= 0, \\
(-i\partial_0 - m)\chi_\downarrow + (-i\partial_1 - \partial_2)\phi_\downarrow &= 0.
\end{aligned}
\end{equation}
(28)

The only difference between the $\uparrow$ and $\downarrow$ equations consists in the sign before the $\partial_2$ terms, which entails that the subsystems (27) and (28) are transformed into each other by a reflection of the $y$-axis $(t, x, y, z) \rightarrow (t, x, -y, z)$.

At this point, by observing that both the triples of $2 \times 2$ matrices
\begin{equation}
\begin{aligned}
(\Gamma^\uparrow_1) &= (\sigma^3, i\sigma^2, -i\sigma^1), \\
(\Gamma^\downarrow_1) &= (\sigma^3, i\sigma^2, +i\sigma^1),
\end{aligned}
\end{equation}
(29)
satisfy the anticommutation relations (13), and by introducing the two-components wavefunctions
\begin{equation}
\begin{aligned}
\psi_\uparrow &= \begin{pmatrix} \phi_\uparrow \\ \chi_\uparrow \end{pmatrix}, \\
\psi_\downarrow &= \begin{pmatrix} \phi_\downarrow \\ \chi_\downarrow \end{pmatrix},
\end{aligned}
\end{equation}
(30)
the subsystems (27) and (28) can be rewritten as
\begin{equation}
\begin{aligned}
(i\Gamma^\uparrow_1 \partial_0 - mI_2) \psi_\uparrow &= 0, \\
(i\Gamma^\downarrow_1 \partial_0 - mI_2) \psi_\downarrow &= 0,
\end{aligned}
\end{equation}
(31)
(32)
namely, as a pair of $(2 + 1)$-dimensional Dirac equations.

The partition of the spinor in equation (26) can be easily interpreted by looking at the generators of $SO^+(1, 2)$, which are proportional to the matrices
\begin{equation}
\begin{aligned}
\Sigma^3_D &= \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \\
\alpha^1_D &= \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix}, \\
\alpha^2_D &= \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}.
\end{aligned}
\end{equation}
(33)

Actually, the transformation generated by $(\Sigma^3_D, \alpha^1_D, \alpha^2_D)$ does not mix the $\uparrow$ and $\downarrow$ components: our partition thus coincides with the decomposition of the spinor with respect to this group, satisfying the expected $(2 + 1)$-dimensional covariance.

It is worth remarking that the pair (31) and (32) of uncoupled Dirac equations emerges naturally in the low-energy description of graphene (see e.g. equation (19) of [23]), which represents a prototypical example of $(2 + 1)$-dimensional Dirac matter.

### 3.2. Descent in a representation-independent approach

The calculations in the Dirac representation are facilitated by the fact that the generator $\Sigma_3$, representing the spin component along the descent direction $z$, is diagonal. Had we chosen a different representation, or had we performed the descent in the same representation but along a different direction, the resulting decoupling would have been less evident: of course we would have ended with two independently evolving two-dimensional subspaces, but in general their vectors would have been written in terms of linear combinations of the spinor components. Therefore, it is worth reviewing the decoupling mechanism from a representation-independent point of view.

We can say that a proper linear decoupling consists in the existence of a pair of projections on nontrivial complementary subspaces, namely two operators $P_\pm$, satisfying the properties (22), with the possible exception of Hermiticity, acting exclusively on the spinorial degrees of freedom of $\Psi$, such that the projected wavefunctions $P_+ \Psi$ and $P_- \Psi$ are mutually decoupled.
in the reduced Dirac equation (17). The latter can be decomposed, by means of the identity resolution provided by \( P_{\pm} \), into the pair

\[
P_+(i\gamma^a\partial_a - m)P_+ \Psi + i\gamma^a P_- \partial_a \Psi = 0, \tag{34}
\]

\[
P_-(i\gamma^a\partial_a - m)P_- \Psi + i\gamma^a P_+ \partial_a \Psi = 0. \tag{35}
\]

A necessary and sufficient condition for \( P_+ \Psi \) and \( P_- \Psi \) to be decoupled is the vanishing of the coupling terms \( iP_+ \gamma^a \partial_a \Psi \) and \( iP_- \gamma^a \partial_a \Psi \). Considering the property \( P_+ P_- = P_- P_+ = 0 \) and the arbitrariness of the spinor derivatives, these conditions are equivalent to

\[
[P_{\pm}, \gamma^a] = 0 \quad \text{for } a = 0, 1, 2. \tag{36}
\]

In order to determine the \( 4 \times 4 \) complex matrices \( P_{\pm} \), we decompose them in the form

\[
P_{\pm} = a_0 I + \sum_{\mu} b_{\mu} \gamma^\mu + \sum_{\mu < \nu} c_{\mu\nu} \gamma^\mu \gamma^\nu + \sum_{\mu} d_{\mu} \gamma^\mu \gamma^5 + a_5 \gamma^5, \tag{37}
\]

where we have temporarily dropped Einstein’s convention, yielding the commutators

\[
\frac{1}{2} [P_{\pm}, \gamma^a] = \sum_{\mu \neq a} b_{\mu} \gamma^\mu \gamma^a + \eta^{a\mu} \left( -\sum_{a < \nu} c_{\mu\nu} \gamma^\nu + \sum_{\mu < \nu} c_{\mu\nu} \gamma^\mu - d_{\mu} \gamma^5 \right) - a_5 \gamma^a \gamma^5. \tag{38}
\]

By imposing the commutation conditions (36), while letting the \((2 + 1)\)-dimensional index \( a \) take the values 0, 1, 2, all the coefficients but \( d_3 \) must vanish, so \( P_{\pm} = a_0 I + d_3 \gamma^3 \gamma^5 \). Finally, by imposing the idempotence condition (22),

\[
a_0 I + d_3 \gamma^3 \gamma^5 = (a_0^2 + d_3^2) I + 2a_0 d_3 \gamma^3 \gamma^5, \tag{39}
\]

we get \( a_0 = 1/2 \) and \( d_3 = \pm 1/2 \), and the projections are finally obtained:

\[
P_{\pm} = \frac{1}{2} \left[ \gamma^3 \gamma^5 \right]. \tag{40}
\]

We are thus led to consider the matrix

\[
\kappa^3 = P_+ - P_- = \gamma^3 \gamma^5 = i\gamma^0 \gamma^1 \gamma^2 = \gamma^0 \Sigma^3, \tag{41}
\]

which is traceless, because \( \text{tr} (\gamma^3 \gamma^5) = -\text{tr} (\gamma^5 \gamma^3) \), as well as Hermitian and involutive, since it is the product of the commuting Hermitian and involutive matrices \( \gamma^3 \) and \( \Sigma^3 \). Therefore, its eigenvalues are 1 and \(-1\), each with multiplicity 2, corresponding to the orthogonal projections \( P_+ \) and \( P_- \), respectively. Moreover, by construction we have \( [\gamma^a, \kappa^3] = 0 \).

Now, by setting

\[
\Psi_{\pm} = P_{\pm} \Psi, \quad \gamma^a_{\pm} = P_{\pm} \gamma^a P_{\pm}, \tag{42}
\]

the following decompositions hold:

\[
\Psi = \Psi_+ + \Psi_-, \tag{43}
\]

\[
\gamma^a = \gamma^a_+ + \gamma^a_-, \tag{44}
\]

and the reduced equation (17) can be written as the pair of uncoupled equations

\[
(i\gamma^a \partial_a - mL) \Psi_+ = 0, \tag{45}
\]

\[
(i\gamma^a \partial_a - mL) \Psi_- = 0, \tag{46}
\]

where \( (\gamma^a_{\pm}) \) are two sets of \( 4 \times 4 \) matrices satisfying
\[
\{ \gamma^a, \gamma^b \} = \{ P_\pm \gamma^a P_\pm, P_\pm \gamma^b P_\pm \} = 2 \eta^{ab} P_\pm.
\]  

(47)

At this point, we can show that equations (45) and (46) are \((2+1)\)-dimensional Dirac equations, in the following sense. First, we can always choose a representation where the projections are diagonalized in the form

\[
\hat{P}_+ = \begin{pmatrix} I_2 & 0 \\ 0 & 0 \end{pmatrix}, \quad \hat{P}_- = \begin{pmatrix} 0 & 0 \\ 0 & I_2 \end{pmatrix}
\]

(48)

According to the decompositions (43) and (44), \(\hat{\Psi}\) and \(\hat{\gamma}^a\)—the expressions, in the chosen representation, of the wavefunction and of the \(a\)th gamma matrix—have the block structure

\[
\hat{\gamma}^a = \begin{pmatrix} \Gamma^a_+ & 0 \\ 0 & \Gamma^a_- \end{pmatrix}, \quad \hat{\Psi} = \begin{pmatrix} \psi_+ \\ \psi_- \end{pmatrix}
\]

(49)

In this regard, notice that the existence of a projection commuting with each \(\gamma^a\), in turn a necessary and sufficient condition for the decoupling of the reduced Dirac equation, is also equivalent to the simultaneous block-diagonalizability of the \((\gamma^a)\).

Then the sets \((\Gamma^a_+)\) inherit their anticommutation relations from those of \((\hat{\gamma}^a)\) in equation (47), and turn out to be \((2+1)\)-dimensional gamma matrices. The decoupled equations (45) and (46) are equivalent to

\[
(i \Gamma^a_+ \partial_0 - m I_2) \psi_+ = 0,
\]

(50)

\[
(i \Gamma^a_- \partial_0 - m I_2) \psi_- = 0,
\]

(51)

which are in the form (14), hence \((2+1)\)-dimensional Dirac equations, defined on the two-dimensional images of \(\hat{P}_+\) and \(\hat{P}_-\), respectively.

3.3. Discussion of the results

3.3.1. Reconnecting the pictures. In order to check the consistency between the results of the last two subsections, we write \(\kappa^3\) in the standard representation. Since

\[
\kappa^3 = \gamma_3^D \gamma_5^D = \text{diag}(1, -1, -1, 1),
\]

(52)

its eigenspaces corresponding to 1 or \(-1\) are exactly the subspaces spanned by the \(\uparrow\) and \(\downarrow\) spinor components, respectively. Accordingly, equations (31) and (32) and equations (19) and (20) are just different expressions (in terms of algebraic objects of different orders, 2 and 4, respectively) of the same couple of \((2+1)\)-dimensional Dirac equations.

3.3.2. Properties of the decoupling. First of all, we check that the decomposition underlying our decoupling, as well as our reduced equations, are covariant with respect to the \((2+1)\)-dimensional Lorentz group (15). Indeed, let us recall that \(\gamma^5\) anticommutes with all the gamma matrices, hence commuting with all the generators of the restricted Lorentz group. As a consequence, we observe that \(\kappa^3\) is left invariant by the restricted Lorentz transformations of the form (15) with \(Q = +1\),
with \( D \) denoting the \((\frac{1}{2},0) \oplus (0,\frac{1}{2})\) representation of the restricted Lorentz group.

The reduction of the original equation in a pair of decoupled \((2+1)\)-dimensional Dirac equations can also be interpreted at the level of Lagrangians as follows: the reduced Lagrangian (18) can be written, without any further assumption, as the sum of two independent Lagrangians,

\[
\tilde{L} = \overline{\psi}_+ (i\gamma^a \partial_a - m) \psi_+ + \overline{\psi}_- (i\gamma^a \partial_a - m) \psi_- = \tilde{L}_+ + \tilde{L}_- ,
\]

with equations (45) and (46) being their respective Euler–Lagrange equations.

### 3.3.3. ‘Block-diagonal’ representations.

Let us try to decompose \( \gamma^3 \) in a similar way as equation (44). Its behaviour with respect to the projections \( P_{\pm} \),

\[
\gamma^3 P_{\pm} = P_{\mp} \gamma^3 ,
\]

yields the decomposition

\[
\gamma^3 = \gamma^3_{+, -} + \gamma^3_{-, +},
\]

where we have set

\[
\gamma^3_{\pm, \mp} = P_{\pm} \gamma^3 P_{\mp} = \gamma^3 P_{\mp} = P_{\mp} \gamma^3 .
\]

The decompositions (44) and (56) of the gamma matrices extend to the vector current (8), since by setting

\[
\tilde{j}_a^a = \Psi_\pm \gamma^0 \gamma_a \psi_\pm ,
\]

\[
\tilde{j}_3^a = \Psi_\pm \gamma^0 \gamma^3 \psi_\pm ,
\]

We can accordingly write

\[
\overline{\psi} \gamma^a \psi = \tilde{j}_a^a + \tilde{j}_3^a ,
\]

\[
\overline{\psi} \gamma^3 \psi = \tilde{j}_3^3 + \tilde{j}_3^3 .
\]

In matrix terms, equation (56) tells us that, in the representation (48), where each \( \gamma^a \) is block-diagonal, \( \gamma^3 \) has to be off-block-diagonal, specifically:

\[
\hat{\gamma}^3 = \begin{pmatrix}
0 & \Gamma^3_{+, -} \\
\Gamma^3_{-, +} & 0
\end{pmatrix}.
\]

The decomposition, determined by the descent, of the free Dirac theory into two independent models is thus clearly visualized in any representation such that the first three Dirac matrices are block diagonal. The Dirac equation takes the form:

\[
\begin{pmatrix}
i \Gamma^a_+ \partial_a - m I_2 & i \Gamma^3_{+, -} \partial_3 \\
i \Gamma^3_{-, +} \partial_3 & i \Gamma^a_+ \partial_a - m I_2
\end{pmatrix}
\begin{pmatrix}
\psi_+ \\
\psi_-
\end{pmatrix} = 0.
\]
In this way, since the terms proportional to $\partial_3$ are cancelled by the descent condition, the reduced equation (17) can be recast in the block-diagonal form
\[
\begin{pmatrix}
i\Gamma^c \partial_3 - mI_2 \\
i\Gamma^c \partial_3 - mI_2
\end{pmatrix}
\begin{pmatrix}
\psi_+ \\
\psi_-
\end{pmatrix} = 0,
\] (64)
and the decoupling into two $(2 + 1)$-dimensional Dirac equation manifestly emerges.

The computations in section 3.1 can be used to single out a particular ‘block-diagonal representation’, that can be defined through the unitary transformation relating it to the standard representation. By permuting the standard components as
\[
\Psi = U\Psi_D = \begin{pmatrix}
\phi^\uparrow \\
\chi^\uparrow \\
\phi^\downarrow \\
\chi^\downarrow
\end{pmatrix}, \quad U = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{pmatrix},
\] (65)
the corresponding gamma matrices, $\hat{\gamma}^\mu = U\gamma^\mu U^\dagger$, explicitly read
\[
\begin{align*}
\hat{\gamma}^0 &= \begin{pmatrix}
\sigma^3 & 0 \\
0 & \sigma^3
\end{pmatrix}, \\
\hat{\gamma}^1 &= \begin{pmatrix}
i\sigma^2 & 0 \\
0 & i\sigma^2
\end{pmatrix}, \\
\hat{\gamma}^2 &= \begin{pmatrix}
-i\sigma^1 & 0 \\
0 & i\sigma^1
\end{pmatrix}, \\
\hat{\gamma}^3 &= \begin{pmatrix}
0 & \sigma^4 \\
-\sigma^4 & 0
\end{pmatrix},
\end{align*}
\] (66)
and the resulting $(2 + 1)$-dimensional equations coincide with equations (31) and (32).

The algebraic background of this discussion as well as its generalization to arbitrary dimensions will be the topic of future research.

3.3.4. Conserved $\kappa_3$-charge. An interesting consequence of the descent is that the transformation
\[
\Psi \to e^{i\kappa_3} \Psi
\] (67)
becomes a symmetry of the reduced Lagrangian (18), with Noether current
\[
j_{\kappa_3} = \overline{\Psi} \gamma^3 \kappa_3 \Psi.
\] (68)
We stress that the transformation (67) is not a symmetry of the Dirac Lagrangian (1), as $\kappa_3$ does not commute (in fact, it anticommutes) with $\gamma^3$:
\[
[\gamma^3, \kappa_3] = -2\gamma^5, \quad \{\gamma^3, \kappa_3\} = 0.
\] (69)
To better understand the physical meaning of the symmetry (67), it is useful to evaluate the Noether charge
\[
Q_{\kappa_3} = \int J_{\kappa_3} d^3x = \int (|\Psi_+|^2 - |\Psi_-|^2) d^3x,
\] (70)
whose conservation implies that, after the descent, the current $I_+ = \partial_0 \int |\Psi_+|^2 d^3x$ is always balanced by $I_- = \partial_0 \int |\Psi_-|^2 d^3x$. The theory is split in two sectors with superselection charge $\kappa_3 = P_+ - P_-$. 
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3.3.5. Analogy with the massless theory. We can draw a somewhat broad parallel between the reduced Dirac theory and the massless case. When \( m = 0 \), the Dirac equation splits into two uncoupled Weyl equations, a left- and a right-handed one, in terms of the left- and the right-handed parts of the wavefunction, which are eigenvectors of \( \gamma^5 \) corresponding to the eigenvalues 1 and \(-1\) respectively. This decomposition has a restricted covariance, and is manifest in the Weyl representation. Moreover, the chiral transformation \( \Psi \rightarrow e^{i\theta\gamma^5}\Psi \) is a symmetry of the massless Dirac Lagrangian (1), associated to the axial current \( \overline{\Psi} \gamma^\mu \gamma^5 \Psi \). The roles of mass, chirality, and the Weyl representation for the massless case are played by the \( z \)-component of the momentum, the superselection charge \( \kappa_3 \), and any block-diagonal representation in the reduced theory, respectively.

4. Dimensional reduction of the minimally coupled Dirac theory

4.1. Descent of the Maxwell equations

Let us recall the basics of EM theory in presence of non-dynamical sources. In the field formulation, the Maxwell equations,

\[
\begin{align*}
\epsilon_{\mu\nu\rho\sigma} \partial_\nu F_{\rho\sigma} &= 0, \\
\partial_\nu F^{\nu\mu} &= J^\mu,
\end{align*}
\]

are a system of eight first-order differential equations for the components of the EM field tensor \((F^{\mu\nu})\), with the source terms corresponding to the components of the four-current \((J^\mu)\):

\[
(F^{\mu\nu}) = \begin{pmatrix}
0 & -E_x & -E_y & -E_z \\
E_x & 0 & -B_z & B_x \\
E_y & B_z & 0 & -B_y \\
E_z & -B_y & B_x & 0
\end{pmatrix}, \quad (J^\mu) = \begin{pmatrix}
\rho \\
J_x \\
J_y \\
J_z
\end{pmatrix}.
\]

In the potential formulation, the homogeneous equations (71) are equivalent to the existence of a four-potential \((A^\mu) = (\Phi, A)\), determining the field components via

\[
F^{\mu\nu} = \partial^\mu A^\nu - \partial^\nu A^\mu,
\]

and the inhomogeneous equation (72) are rewritten as a system of four second-order differential equations in the four-potential components,

\[
\partial_\mu(\partial^\mu A^\nu - \partial^\nu A^\mu) = J^\mu,
\]

that can be obtained as the Euler–Lagrange equations of the EM Lagrangian

\[
L_{\text{em}} = -\frac{1}{4} F_{\mu\nu} F^{\mu\nu} - J_\mu A^\mu = \frac{1}{2} (E^2 - B^2) - \rho \Phi + J \cdot A,
\]

which is invariant with respect to gauge transformations

\[
A^\mu(x) \rightarrow A^\mu(x) - \partial^\mu \chi(x).
\]

The dimensional reduction of EM has been extensively discussed in [33]. The descent from 3 to 2 spatial dimensions of the Maxwell equations (71) and (72) is quite similar to the one of the free Dirac equation of section 3: chosen \( z \) as the descent direction, Maxwell’s differential problem is specialized into a \( z \)-independent one by imposing the conditions

\[
\partial_3 F^{\mu\nu} = 0, \quad \partial_3 J^\mu = 0,
\]

\[
(F^{\mu\nu}) = \begin{pmatrix}
0 & -E_x & -E_y & -E_z \\
E_x & 0 & -B_z & B_x \\
E_y & B_z & 0 & -B_y \\
E_z & -B_y & B_x & 0
\end{pmatrix}, \quad (J^\mu) = \begin{pmatrix}
\rho \\
J_x \\
J_y \\
J_z
\end{pmatrix}.
\]
which are covariant with respect to the $O(1,2)$ group (15). As a consequence, the original system splits up into two decoupled subsystems of four equations:

$$
\begin{align*}
\varepsilon^{abcd} \partial_b F_{cd} &= 0, \\
\partial_b F^{ba} &= F^a,
\end{align*}
$$

(79)

$$
\begin{align*}
\varepsilon^{abc} \partial_b F^c &= 0, \\
\partial_b F^{b3} &= F^3,
\end{align*}
$$

(80)

and both the EM field tensor and the four-current are partitioned into two mutually independent sectors, according to the $O(1,2)$ decomposition:

$$(F^{\mu\nu}) = \begin{pmatrix}
0 & -E_x & -E_y & -E_z \\
E_x & 0 & -B_z & B_y \\
E_y & B_z & 0 & -B_x \\
E_z & -B_y & B_x & 0
\end{pmatrix},
\begin{pmatrix}
\rho \\
J_x \\
J_y \\
J_z
\end{pmatrix}
$$

(81)

As the two Dirac equations, these two subsystems describe independent EM worlds, each evolving on its own. We label them according to the number of electric and magnetic components involved:

- the ‘EEB’ equations (79) are written in terms of the field components $(E_x,E_y,B_z)$, determining the tensor block $(F^{ab})$, and of the sources $(\rho,J_x,J_y)$, determining the vector block $(F^a)$;
- the ‘BBE’ equations (80) involve the components $(B_x,B_y,E_z)$, determining the vector block $(F^a)$, and the source $J^3 = J_z$.

This splitting is analogue to the one occurring in the description of the stationary EM phenomena, obeying the two independent theories of electrostatics and magnetostatics: while the descent (78) consists in assuming all the EM quantities to be uniform along a spatial direction, the stationary equations are obtained by requiring uniformity along the time direction.

Since the descent is performed on the equations of motion of the fields, the decoupling at the level of the potentials is not as manifest as in the field formulation. The descent conditions (78) actually do not imply $\partial_3 A^\mu = 0$, and the relations in equation (75) specialize into

$$
\begin{align*}
\partial_3 \partial^\mu A^b - \partial^\mu \partial_b A^\lambda &= F^\mu, \\
\partial_3 \partial^\mu A^3 + \partial_\mu \partial_3 A^\lambda &= F^3.
\end{align*}
$$

(82)

(83)

The EEB subsystem translates into equation (82), which involves no $z$ derivative term, and determines a $(2 + 1)$-dimensional problem in terms of the $(2 + 1)$-dimensional vectors $(A^\mu)$ and $(F^\mu)$ only, that is, of the components of the four-potential and of the four-current ‘transversal to the descent direction’. The BBE subsystem translates into equation (83), involving not only the components $A^3$ and $F^3 ‘along the descent direction’, but also $(A^\mu)$, via the term $\partial_3 \partial_\mu A^b$, which is also the only surviving $z$-derivative. Therefore, while the components $(A^\mu)$ evolve on their own, the evolution of $A^3$ is affected by the value of $(A^\mu)$, as opposed to what happens at the level of the fields, where $(F^{ab})$ and $(F^3)$ evolve irrespectively of each other.

In order to decouple the potential components into two independent theories, part of the gauge freedom must be used to impose $\partial_3 A^\mu = 0$. Then, $(F^{03})$ is determined only by $A^3$, and equation (83) reduces to $\partial_\mu \partial^\mu A^3 = F^3$, namely a $(2 + 1)$-dimensional wave equation for $A_3$. 
This choice is analogous, in the context of stationary EM, to describing fields in terms of a time-independent four-potential, decomposing into a scalar and purely electrostatic component, and a vector and purely magnetostatic one.

4.2. Descent of the coupled Dirac–Maxwell equations

The Lagrangian associated with a Dirac fermion, of mass $m$ and electric charge $q$, interacting with an EM field, is the sum of the free EM Lagrangian and a modified Dirac Lagrangian (1) in which, according to the minimal coupling prescription, $p^\mu \rightarrow p^\mu - qA^\mu$, the ordinary derivatives are replaced by the covariant ones:

$$\partial_\mu \rightarrow D_\mu = \partial_\mu + i q A_\mu.$$  \hspace{1cm} (84)

This requirement promotes the $U(1)$ invariance of the free Dirac theory to a gauge symmetry:

$$\Psi(x) \rightarrow e^{i q \chi(x)} \Psi(x), \quad A_\mu(x) \rightarrow A_\mu(x) - \partial_\mu \chi(x).$$  \hspace{1cm} (85)

Therefore, the resulting Lagrangian is the sum of the free Lagrangians (1) and (76), with an additional interaction term coupling the EM four-potential and the fermionic current (8):

$$L_{mc} = -\frac{1}{4} F_{\mu \nu} F^{\mu \nu} + \bar{\Psi} (i \gamma^\mu \partial_\mu - m) \Psi - q A_\mu \bar{\Psi} \gamma^\mu \Psi.$$  \hspace{1cm} (86)

The corresponding Euler–Lagrange equations, which will be referred to as the Dirac–Maxwell equations, read

$$\begin{cases}
( i \gamma^\mu \partial_\mu - m ) \Psi = q A_\mu \gamma^\mu \Psi, \\
\partial_\mu \partial^\nu A^\nu - \partial^\nu \partial_\mu A^\nu = q \bar{\Psi} \gamma^\nu \Psi.
\end{cases}$$  \hspace{1cm} (87, 88)

This is a system of four first-order and four second-order partial differential equations in the four complex components of $\Psi$ and the four real components of $A^\mu$, coupled to each other. Each equation has a nonlinear term of order zero, which has been written on the right-hand side, to suggest its interpretation as a dynamical source. Equation (87) is a Dirac equation minimally coupled to a dynamical EM field, whereas equation (88) represents the dynamics of an EM field with a dynamical spinor current.

We are now going to discuss the dimensional reduction of the Dirac–Maxwell equations. We require that the reduced theory retains gauge-covariance (at the level of the equations of motion). In this regard, while the descent condition for the free EM theory, $\partial_3 F^{\mu \nu} = 0$, is covariant, the one for the free Dirac theory, $\partial_3 \Psi = 0$, is not. We overcome this problem by generalizing the latter to the gauge-covariant condition $D_3 \Psi = 0$. As a consequence, the spinor is constrained to the form

$$\Psi(t, x, y, z) = \exp \left( i q \int A^3 (t, x, y, \zeta) d\zeta \right) \Phi(t, x, y),$$  \hspace{1cm} (89)

with $\Phi$ any four-component $z$-independent function. Notice that a dependence of $\Psi$ on $z$ is still allowed, as long as it is limited to a phase factor. This implies that any bilinear quantity $\Psi^\dagger M \Psi$, with $M$ a $4 \times 4$ matrix, is $z$-independent:

$$\partial_3 (\Psi^\dagger M \Psi) = 0.$$  \hspace{1cm} (90)

In particular, the spinor current is $z$-independent, consistently with the descent condition (78) for an external four-current.
Summing up, we specialize the Dirac–Maxwell differential problem to a $z$-independent one by imposing the representation-independent, Lorentz-covariant, and gauge-covariant descent conditions:

$$D_3 \Psi = 0, \quad \partial_3 (\partial^\mu A^\nu - \partial^\nu A^\mu) = 0.$$  \hfill (91)

Observe that the first equation represents a generalization of Hadamard’s method. Each condition pertains to just one of the Dirac–Maxwell equations (87) and (88), hence their respective descents will be discussed one at a time.

The Dirac equation (87) is reduced to the equation

$$\left(i \gamma^a D_a - mL\right) \Psi = 0,$$  \hfill (92)

which differs from the free equation (17) only by the replacement of the partial derivatives with the covariant ones: the fermion is now minimally coupled to the dynamical vector potential $(A^a)$, whose components appear in the covariant derivatives $D_a$, namely to the $(2+1)$-dimensional EEB model. Using the resolution of identity provided by the projections (40), equation (92) can be rewritten as

$$\left(i \gamma^a D_a - mL\right) \Psi^+ = 0,$$  \hfill (93)

$$\left(i \gamma^a D_a - mL\right) \Psi^- = 0,$$  \hfill (94)

which generalizes the pair (45) and (46) of $(2+1)$-dimensional free Dirac equations: the two fermionic sectors in $2+1$ dimensions are now minimally coupled to the same low-dimensional EM field.

The Maxwell equation (88) are reduced to

$$\partial_a F^{ab} = q \bar{\psi} \gamma^b \psi,$$  \hfill (95)

$$\partial_a F^{a3} = q \bar{\psi} \gamma^3 \psi,$$  \hfill (96)

which are respectively equal to equation (82), for the EEB model, and equation (83), for the BBE model, except that the external $(2+1)$-dimensional vector and scalar currents $(J^a)$ and $J^3$ have been replaced respectively by the $(2+1)$-dimensional blocks $(q \bar{\psi} \gamma^a \psi)$ and $q \bar{\psi} \gamma^3 \psi$ of the dynamical spinor current.

Summarizing, the reduced Dirac–Maxwell equations can be finally written as

$$\begin{cases}
(i \gamma^a \partial_a - mL) \Psi = q A^a \gamma^a \Psi, \\
\partial_a (\partial^a A^b - \partial^b A^a) = q \bar{\psi} \gamma^b \psi, \\
\partial_a (\partial^a A^3 - \partial^3 A^a) = q \bar{\psi} \gamma^3 \psi.
\end{cases}$$  \hfill (97)

in terms of $\Psi$, $(A^a)$ and $A^3$, or, equivalently, by using the decompositions (42),

$$\begin{cases}
(i \gamma^a \partial_a - mL) \Psi^+ = q A^a \gamma^a \Psi^+, \\
\partial_a (\partial^a A^b - \partial^b A^a) = p^a + p^b, \\
\partial_a (\partial^a A^3 - \partial^3 A^a) = p^3_{\pm} + \bar{p}^3_{\mp}.
\end{cases}$$  \hfill (98)

Furthermore, by a block-diagonal choice (49) for the gamma matrices, the Dirac–Maxwell equations can be recast in the form...
4.3. Discussion of the results

As opposed to what happens in the free theories, the Dirac–Maxwell equations do not split by descent into two separate, non-interacting sectors, as the variables are directly or indirectly coupled to each other. In particular, $\Psi_+$ and $\Psi_-$ are mutually coupled through the EM field. The decoupling is only partial, with equations (99)–(101) forming a subsystem in which only $\Psi$ and $(A^\mu)$ explicitly appear, although $A^3$ is still coupled to $(A^\mu)$ via the term $\partial_0 \partial_\mu A^\mu$ (which retains a residual $z$-dependence allowed by gauge invariance), and to $\Psi$ via $J^3$. However, one can identify two classes of solutions in which decoupling effectively occurs throughout the evolution:

(a) The solutions in which $\Psi_-$ identically vanishes, and the remaining fields consistently evolve according to

$$
\begin{align*}
(\slashed{D}_a - mI_2) \Psi_+ &= 0, \\
\partial_a F_{ab} &= J^b, \\
\partial_a F_{a3} &= 0.
\end{align*}
$$

(b) The solutions in which $\Psi_+$ identically vanishes, and the remaining fields consistently evolve according to

$$
\begin{align*}
(\slashed{D}_a - mI_2) \Psi_- &= 0, \\
\partial_a F_{ab} &= J^b, \\
\partial_a F_{a3} &= 0.
\end{align*}
$$

Notice that, in order to obtain the above classes of solutions, it is sufficient to impose the initial conditions $\Psi_-(t = 0) = 0$ and $\Psi_+(t = 0) = 0$, respectively. We remind that the above set of equations can be used to describe the physics of graphene interacting with an EM field \cite{23} (see comments on equations (31) and (32) in section 3.1).

Formally, both these theories describe a two-component spinor in $2 + 1$ dimensions interacting with an EEB theory, plus a non-interacting BBE sector which evolves freely. We remark that this result provides a justification a posteriori of the traditional formulation of QED in $2 + 1$ dimensions, in term of two-component spinors.

On the other hand, a solution with $F_{\mu\nu}$ identically vanishing would also entail, for $q \neq 0$, an identically vanishing spinor, since

$$
\partial_\mu F^{\mu0} = 0 \Rightarrow \Psi \dagger \Psi = 0,
$$

leaving the free BBE sector as the only nontrivial theory.
Figure 1. Relationship between descent and minimal coupling. The solid straight lines represent the descent from a $3+1$ theory to a $2+1$ one, the solid wavy lines represent the minimal coupling, whereas the dotted line represents the restriction of a theory to a particular class of solutions.

All the results discussed in this work are schematically summarized in figure 1, where the sectors $D_+$ and $D_-$ respectively refer to the free $(2+1)$-dimensional Dirac equations (19) and (20), whereas the $EEB+D_+$ and $EEB+D_-$ denote the above decoupled theories obtained when $\Psi^- = 0$ and $\Psi^+ = 0$, respectively.

5. Conclusions and outlook

We have shown that dimensional reduction through the descent method entails a splitting of the Dirac theory for a free spin-$\frac{1}{2}$ particle in a $(3+1)$-dimensional flat spacetime into two noninteracting sectors in a $(2+1)$-dimensional spacetime. Each sector obeys an equation that could also be obtained \textit{ab initio} as a Dirac equation in a $(2+1)$-dimensional spacetime, when defined as a formal ‘square root’ of the Klein–Gordon equation. In this sense, Dirac’s approach and dimensional reduction prove to be mutually compatible.

We have subsequently applied the reduction procedure to a spin-particle minimally coupled to an EM field: while a complete splitting of the theory does not occur in such a case at the level of equations, two particular classes of solutions exist in which some sectors evolve trivially. In other words, the splitting occurs at the level of solutions. We emphasize that Hadamard’s method has been extended by using the covariant derivative.

Interestingly, the existence of two $(2+1)$-dimensional Dirac equations after dimensional reduction is not a mere academic curiosity, since an analogous result is obtained, although under different physical conditions, in the low-energy description of the electronic properties of graphene close to the Dirac points [23].
We have shown that the dimensional reduction implies the emergence of a superselection charge, which is the analogous of chirality in the massless case. As it is well-known, the chiral symmetry of the $(3 + 1)$-dimensional massless Dirac Lagrangian is actually broken at the level of quantum field theory, a phenomenon which is usually referred to as chiral anomaly $[39, 40]$. Therefore, an interesting open question is whether our newly found symmetry (67) is still conserved in a corresponding $(2 + 1)$-dimensional quantum field theory.

Among the possible directions of future investigation, we mention the possibility of providing a coordinate-free description of the descent method in terms of exterior differential calculus and Hodge-$\star$ operators. Here the reduction may be performed with respect to any closed Lie subgroup of the Poincaré group. Such an extension can be carried on along the lines of equation (5) of $[41]$. One can also conceive an extension beyond Minkowski space-time, by making use of the Fock-Ivanenko connection, the vierbeins introduced by Ricci and Levi-Civita $[41]$, and the seminal work by Kahler $[42]$. Within such a formulation, the reduction procedure may be carried on in a completely coordinate-free manner.
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