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Abstract—In this paper, we study a linear bandit optimization problem in a federated setting where a large collection of distributed agents collaboratively learn a common linear bandit model. Standard federated learning algorithms applied to this setting are vulnerable to Byzantine attacks on even a small fraction of agents. We propose a novel algorithm with a robust aggregation oracle that utilizes the geometric median. We prove that our proposed algorithm is robust to Byzantine attacks on fewer than half of agents and achieves a sublinear \( \tilde{O}(T^{3/4}) \) regret with \( O(\sqrt{T}) \) steps of communication in \( T \) steps. Moreover, we make our algorithm differentially private via a tree-based mechanism. Finally, if the level of corruption is known to be small, we show that using the geometric median of mean oracle for robust aggregation further improves the regret bound.

I. INTRODUCTION

Recommendation systems have been a workhorse of e-commerce [1] and operations management applications [2] for more than a decade. The explosion of interest in personalized recommendation systems, however, has raised critical ethics and privacy issues. These trends, together with recent advances in federated and distributed computation, have given rise to new challenges and opportunities for the design of new recommendation systems that are developed using a secure, private, and federated architecture.

A key ingredient of such a system, at its core would be a bandit optimization engine. To this end, the current paper is motivated by the consideration of data corruption in a federated recommendation system. The recommendation system is modeled by a linear bandit with time-varying decision sets [3, 4, 5]. The data corruption is modeled by the Byzantine attack [6], a famous error model in distributed systems where parts of the system fail and there is imperfect information about the occurrences of the failures. How does one design provably robust algorithms in such a scenario?

More specifically, consider the scenario where one has to make recommendations to many devices. It is natural to assume that a device is continually used by the same user and that the users at different devices share similarity (e.g., from the same user group) so that at time step \( t \), the decision sets \( D_i^t \) for the devices are drawn i.i.d. from a distribution where \( i \) denotes a device index. The distribution is unknown and can change over time, modeling the fact that the preferences of the user group may be influenced by certain events as time goes by. We take the linear bandit model [3], according to which after making recommendation \( x_i^t \in D_i^t \), the reward we receive satisfies \( \mathbb{E}[r_i^t|x_i^t] = x_i^t \cdot \theta^t \). Such a model is a special case of federated linear bandits [7, 8, 9].

We consider a centralized federated learning setup [10, 11, 12], where devices are distributed and communicate with a central controller. Either due to noncooperative user behaviors or due to hijacking of the device by some adversary, the communications from some devices to the controller may be corrupted. Hence, it is vital that the federated recommendation system is robust to such corruptions. Here we consider a rather general and classical data corruption scheme called the Byzantine attack [6], where the corrupted information is arbitrary and we have no knowledge about whether the corruption happens at a particular device. Such a scenario has been considered in federated optimization [13, 14], where the performance of an algorithm is measured by the convergence rate. However, it is unclear how federated recommendation systems can be made robust to such attacks, where the performance of an algorithm is measured by the notion of regret.

An immediate question is how we should define regret in such a scenario. Since corrupted devices may fail arbitrarily under the Byzantine attack, a reasonable way is to consider the regret defined on the uncorrupted devices, which we call robust regret. A robust algorithm is then one that achieves sublinear robust regret. Since the controller has no information about which device has failed, it is challenging to design algorithms robust to the Byzantine attack.

In this paper, we design an algorithm that is robust to such attacks under the above federated linear bandit model. Notably, we show that so long as more than half of the devices are consistently reliable, our algorithm, called Byzantine-UCB, achieves \( \tilde{O}(dNT^{3/4}) \) robust regret for \( N \) federated linear bandits of dimension \( d \) in \( T \) steps with \( O(\sqrt{T}) \) steps of communication. Essential to achieve robustness is the i.i.d. assumption on the decision sets for different devices. Under such an assumption, reliable information can be obtained via robust estimation [15, 16], specifically, by using the (geometric) median estimator in place of the mean estimator [17].

Although existing works show that geometric median provably robustifies the convergence of federated optimiza-
tion, things are very different for the federated bandit problem. Unlike optimization where the geometric median is used to robustly estimate the mean of gradients, the linear bandit problem does not involve gradients. Instead, the challenge of the bandit problem is the well-known exploration-exploitation dilemma, where the agent attempts to acquire new knowledge (called “exploration”) or to optimize its decisions based on existing knowledge (called “exploitation”). It becomes more challenging in a federated setting with Byzantine attacks.

The Byzantine-UCB algorithm has the advantage of being agnostic to the proportion of devices that are corrupted. If the corruption proportion \( \alpha \) is small and its upper bound is known, another robust estimation can be obtained by the median of mean approach [18] to further reduce the regret. Specifically, the algorithm Byzantine-UCB-MoM, with a different aggregation oracle based on median of mean, interpolates the robust regret between \( \tilde{O}(dNT^{1/2}) \) and \( \tilde{O}(dNT^{3/4}) \) for \( 0 \leq \alpha \leq 1/2 \).

Privacy preservation is another concern in federated learning [19]. Our algorithms, equipped with the tree-based mechanism [20, 21], simultaneously achieve differential privacy and a slightly worse regret with an extra factor of \( \sqrt{d} \). Our algorithms, equipped with the tree-based mechanism [19], simultaneously achieve differential privacy and a slightly worse regret with an extra factor of \( \sqrt{d} \).

Two recent papers [22, 23] also study fault-tolerant federated bandit or reinforcement learning problems. However, we focus on very different settings and aspects. First, Dubey and Pentland [22] study the multi-armed bandit problem instead of the linear bandit problem we consider and use a different corruption model. Fan et al. [23] study the more general federated reinforcement learning problem. However, they only consider convergence to stationary points which is weaker than the regret bounds considered in this paper.

II. PRELIMINARIES

Notation. For any integer \( n \in \mathbb{N} \), let \([n]\) be the set \( \{1, \ldots, n\} \). For a vector \( x \), we use \( x_i \) to denote its \( i \)-th coordinate and \( \|x\|_2 \) to denote its \( \ell_2 \) norm. Given a positive semi-definite matrix \( A \), we denote \( \|x\|_A = \sqrt{x^T A x} \). For a matrix \( A \), we denote its spectral norm and Frobenius norm by \( \|A\|_2 \) and \( \|A\|_F \) respectively. Given two symmetric matrices \( A \) and \( B \) with the same size, we write \( A < B \) or \( B > A \) if \( B - A \) is positive definite. We also write \( A \leq B \) or \( B \geq A \) if \( B - A \) is positive semi-definite. Finally, we use the standard \( O(\cdot) \), \( \Theta(\cdot) \) and \( \Omega(\cdot) \) notation, with \( \tilde{O}(\cdot) \), \( \Theta(\cdot) \), and \( \Omega(\cdot) \) further hiding logarithmic factors.

A. Problem setup

a) Federated learning under Byzantine attacks: We consider the federated environment where there is one central server and \( N \) distributed agents. We assume that communication happens only between the controller and each agent. Let \( \mathcal{N} \) be the set of all agents with \( |\mathcal{N}| = N \). At each time \( t \in [T] \), several agents may be subject to a Byzantine attack and try to send arbitrarily corrupted information to the controller. Let \( \mathcal{N}_0 \) and \( \mathcal{N}_1 \) denote the set of noncorrupted and corrupted agents at time \( t \) respectively. Here we say an agent is reliable if it does not get attacked and corrupted otherwise.

Let \( \mathcal{N}_0 = \bigcap_t \mathcal{N}_0^t \) be the set of consistently reliable agents and \( \mathcal{N}_0 = |\mathcal{N}_0| \). Also define \( \mathcal{N}_1 = \bigcup_t \mathcal{N}_1^t \) as the complement of \( \mathcal{N}_0 \) and \( \mathcal{N}_1 = |\mathcal{N}_1| \). Assume at least half of the agents are consistently reliable, i.e., the corruption level \( \alpha \triangleq \mathcal{N}_1/N \) satisfies \( \alpha < 1/2 \).

b) Federated linear bandits: At every time \( t \in [T] \), each noncorrupted agent \( i \in \mathcal{N}_0^t \) is presented with a decision set \( D_i^t \subseteq \mathbb{R}^d \). It selects an action \( x_i^t \) from \( D_i^t \) and receives a reward \( r_i^t = \langle x_i^t, \theta^* \rangle + \eta_i^t \), where \( \theta^* \in \mathbb{R}^d \) is some unknown parameter and \( \eta_i^t \) is a noise. We assume the decision set and the true parameter are bounded, i.e., \( \max_{x \in D_i^t} \|x\|_2 \leq 1 \), \( \|\theta^*\|_2 \leq \sqrt{d} \). To see why the assumption that \( \|\theta^*\|_2 \leq \sqrt{d} \) is reasonable, consider multi-armed bandits, a special case of linear bandits, where standard bounded average reward assumption implies that \( \|\theta^*\|_2 = \mathcal{O}(\sqrt{d}) \).

The randomness of the model comes from \( D_i^t \) and \( \eta_i^t \) on which we make the following assumptions: at every time step \( t \), the pairs \( \{(D_i^t, \eta_i^t)\}_{i \in \mathcal{N}_0^t} \) are i.i.d. sampled from the an unknown distribution \( P_t \) conditioned on previous \( \{(D_i^s, \eta_i^s)\}_{i \in \mathcal{N}_0^s} \) for all \( s < t \). Also, assume that \( D_i^t \) and \( \eta_i^t \) are independent for each \( t \in [T] \) and \( i \in \mathcal{N}_0^t \). Let \( P^t_\alpha \) be the marginal distribution of \( \eta_i^t \). We assume \( P^t_\alpha \) is \( R \)-subGaussian. Note that the independence between \( D_i^t \) and \( \eta_i^t \) is assumed for ease of exposition and can be relaxed as in [3].

Since we should not expect to pull the right arm on the corrupted steps, the objective of the agents is thus to minimize the cumulative pseudo-regret on the steps where they are not attacked. Formally, we define the regret as follows:

\[
R_T = \sum_{t=1}^T \sum_{i \in \mathcal{N}_0^t} \left( \max_{x \in D_i^t} \langle x, \theta^* \rangle - \langle x_i^t, \theta^* \rangle \right). \tag{1}
\]

Note that in the presence of corruptions, if each agent learns its own problem without collaborating with others, the regret will be linear in \( T \), as shown in Proposition 1.

Proposition 1: For a given set of agents \( \mathcal{N} \), corruption level \( \alpha > 0 \), there exists an instance of a federated linear bandit problem with corruptions under our assumptions such that without communication, \( R_T \geq c \alpha N T \) for some absolute constant \( c > 0 \).

Proof: Consider the setting that \( D_i^t = \{-1, 1\} \) for every \( t \in [T] \) and \( i \in \mathcal{N}_0^t \). Let \( |\theta^*| = 1 \). For any \( i \in \mathcal{N}_1^t \), at each time \( t \), agent \( i \) is attacked with probability \( 1/2 \) independently with other time steps or other agents. When it is attacked, it receives a reward according to a fake parameter \( \theta^\text{fake} = -\theta^* \).

Then any algorithm on agent \( i \) which does not communicate with other agents or the controller cannot distinguish between the two models \( \theta^* = 1 \) or \( \theta^* = -1 \). Then we can always choose one of them to make the algorithm perform no better than a random guess. Therefore the regret on agent \( i \) is at least \( T \). Noting that there can be \( \alpha N \) such agents, we complete the proof.

Therefore, it is necessary to learn in a federated way. In the next section, we propose a federated algorithm which achieves a regret of \( \tilde{O}(T^{3/4}) \).
B. Robust aggregation

Standard federated learning algorithms cannot be applied in the current setting because they are vulnerable to Byzantine attacks. For example, Dubey and Pentland [7] proposed an algorithm for federated linear bandits without corruptions. In their algorithm, the updates collected from agents are aggregated by a simple arithmetic mean, which is known to be vulnerable to Byzantine attacks on even a single agent.

To robustify the algorithm, we utilize the geometric median in our aggregation rule. For a collection of vectors \( z_1, \ldots, z_n \in \mathbb{R}^d \), let \( g(z) = \frac{1}{n} \sum_{i=1}^n \| z - z_i \|_2 \). We define \( \text{GM}_{[n]}(z_i) = \arg\min_{z \in \mathbb{R}^d} g(z) \) as their geometric median. In practice, this minimization problem is usually solved approximately. Hence, we further define the \( \epsilon \)-approximate geometric median as an approximate solution \( \hat{z} \) satisfying \( g(\hat{z}) \leq \min_{z \in \mathbb{R}^d} g(z) + \epsilon \) which we will denote by \( \text{GM}_{[n]}^\epsilon(z_i) \). Note that if some attacked \( z_i \) is even not a vector in \( \mathbb{R}^d \), we view it as 0 in \( \mathbb{R}^d \) when computing the geometric median. We can also define the geometric median of matrices by replacing the \( \ell_2 \) vector norm with the Frobenius norm. Recently, Pillutla et al. [13] proposed a robust oracle based on a smoothed Weiszfeld algorithm which returns an approximate geometric median with only a small number of calls to the average oracle. We will also adopt this robust oracle in our algorithm.

III. The Byzantine-UCB Algorithm and Its Robust Regret Bound

In this section, we present our algorithm Byzantine-UCB with the achieved regret bound. In general, our algorithm obtains a regret bound using a reasonable amount of communication between the agents and the controller while being robust to Byzantine attacks. Before introducing Byzantine-UCB, we first introduce our general algorithmic framework (Algorithm 1) for Byzantine-robust federated linear bandit optimization.

A. Algorithmic framework.

In Algorithm 1, to reduce the amount of communication, we divide the \( T \) steps into \( K \) episodes of length \( L \), where \( K, L \in \mathbb{N} \). Assume \( T = KL \) exactly holds for simplicity; in general we can round up \( K \) to the closest integer. At the start of each episode, the controller synchronizes the parameters \( \theta_k \) and \( \Lambda_k \) with all agents. Define \( T_{\text{sync}} = \{ 1, L+1, \ldots, (K-1)L+1 \} \) as the set of steps when communication happens. For each \( k \in [K] \), define \( T_k = \{ (k-1)L+1, \ldots, kL \} \) as the set of steps between the \( k \)-th and \( (k+1) \)-th communication.

During the \( k \)-th episode, agent \( i \) runs in the same fashion as the celebrated LinUCB algorithm [3]. The idea is to construct a confidence region which contains \( \theta^* \) with high probability, and then to follow the principle of optimism in the face of uncertainty. Specifically, the confidence region is constructed as \( \Theta_k = \{ \theta \in \mathbb{R}^d : \| \theta - \theta_k \|_{\Lambda_k} \leq \beta_k \} \), where \( \beta_k \) is stored locally and specified by the algorithmic instantiation. Then, on receiving the decision set \( D_i^k \) from the environment, the agent picks the most optimistic choice

\[
x_i^k = \arg\max_{x \in D_i^k} \sup_{\theta \in \Theta_k}(x, \theta) = \arg\max_{x \in D_i^k} \langle x, \theta_k \rangle + \beta_k \| x \|_{\Lambda_k}^{-1}.
\]

At the end of the \( k \)-th episode, the central controller receives all the Gram matrices \( \{U_i^k\}_{i \in N} \) and the weighted feature sums \( \{ \bar{v}_i^k \}_{i \in N} \) for the \( k \)-th episode from the agents. The controller first checks if \( U_i^k \) is symmetric (if differential privacy is required, it further checks \( \| U_i^k \|_F, \| U_i^k \|_2 \leq L \)). If they are clearly corrupted, set \( U_i^k = 0 \) and \( u_i^k = 0 \). Then the controller updates the existing Gram matrices \( \widehat{V}_i^{k+1} \) and feature sums \( \widehat{v}_i^{k+1} \). The key to achieve Byzantine-robustness is
the robust aggregation oracle (Aggregate) which computes $\Lambda_k$ and $b_k$ from the sets $\{\hat{V}^i_k + \lambda_k I\}_{i \in \mathbb{N}}$ and $\{\hat{v}^i_k\}_{i \in \mathbb{N}}$. Then $\Lambda_{k+1}$ and the latest estimation $\theta_{k+1}$ are broadcast to all agents at the beginning of the $(k+1)$-th episode.

In Algorithm 1, we use the function Privatize to guarantee differential privacy. For now, we assume differential privacy is not required and first focus on the regret analysis. We will talk about privacy issues in detail in Section VI.

To tightly characterize how much the decisions taken $x^i_t$ vary from its expectation, we make the following assumption.

**Assumption 1:** Assume for every $t \in [T]$ and $i \in \mathcal{N}_t$, we have $\|x^i_t(x^i_t) - E[x^i_t(x^i_t)]\|_2^2 \leq \sigma^2$, where the randomness of $x^i_t = \arg\max_{x \in \mathcal{D}^i_t}(\langle x, \theta^* \rangle + \beta_k \|x\|_{\mathcal{D}^i_{t-1}})$ comes from the randomness in $\mathcal{D}^i_t$.

All theorems henceforth hold under Assumption 1. Note that $\|x^i_t\|_2 \leq 1$ directly implies $\|x^i_t(x^i_t) - E[x^i_t(x^i_t)]\|_2^2 \leq 4$. Thus in the worst case, $\sigma \leq 2$. On the other hand, if for every fixed $t \in [T]$, the decision sets for different agents are the same, we have $\sigma = 0$.

### B. The Byzantine-UCB algorithm.

Byzantine-UCB instantiates the algorithmic framework (Algorithm 1) with Aggregate chosen to be an oracle that computes the $\epsilon$-approximate geometric median of the input set and without the requirement of differential privacy. Its regret bound is shown in the following theorem.

**Theorem 2 (Robust regret bound of Byzantine-UCB):**

Let $C_\alpha = \frac{2-2\alpha}{1-2\alpha}$. For any given $\delta \in (0,1)$, let $t_\alpha = \log\left(\frac{2\alpha N T}{\delta}\right)$. Choose $\lambda_k = 2C_\alpha \epsilon + \max\{\lambda_0, \Lambda_1\}$ where $\lambda_0 = L$ and $\lambda_1 = 8\sqrt{La_\alpha}$. Choose $\beta_k = 3\sqrt{\lambda_k d} + \frac{4\sqrt{(k-1)Lda_\alpha (\sigma + R) + C_\alpha \epsilon}}{\sqrt{k}} + 2R\sqrt{\frac{d \ln N}{k}}$. Then with probability at least $1 - \delta$, the regret of Byzantine-UCB is bounded by $O\left(R \sqrt{d N T + N d \ln T} \left(\sqrt{L + C_\alpha \epsilon + C_\alpha \sigma \sqrt{T} + \frac{\sqrt{T} \ln C_\alpha (\sigma + R)}{L + C_\alpha \epsilon + C_\alpha \sigma \sqrt{T}}\right)\right)$.

In particular, if choosing $L = C_\alpha (\sigma + R) \sqrt{T} / \epsilon$ and $\epsilon$ is sufficiently small, then we have $R_T = O\left(d N T^{3/4}\right)$.

The above theorem implies a sublinear rate in $T$ and also demonstrates the relationship between the number of communication rounds $K$, the size of the corruption $\alpha$, the variance of the decision set $\sigma^2$ and the upper bound of the regret achieved by Algorithm 1. First, note that although the regret bound depends on $\alpha$, the algorithm is completely agnostic to it. Next, it is easy to see that the larger the size of the corruption or the variance term is, the larger the regret bound is. However, the dependence of regret upper bound on the number of communication rounds $K$ is more intricate. As long as $K = \Omega(\sqrt{T})$, the regret bound stays at $O(T^{3/4})$. However, if we further reduce $K$, the regret bound will increase. Therefore, the best number of communication rounds without affecting the convergence rate is $\Theta(\sqrt{T})$.

**Comparison to previous works.** When there are no corruptions, several existing works (e.g. [7]) achieve an $O(\sqrt{T})$ which is nearly optimal. However, it is not clear whether the $O(T^{3/4})$ regret bound under Byzantine attacks is optimal and we leave answering the question as future work. Note that our regret bound does not reduce to the $O(\sqrt{T})$ bound when the level of corruption $\alpha$ goes to 0 because the algorithm is agnostic to $\alpha$. We will provide a corruption level aware algorithm in Section V which improves the regret when an upper bound of $\alpha$ is known. The improved rate does reduce to $O(\sqrt{T})$ when $\alpha \to 0$.

The number of communications rounds in Theorem 2 is $O(\sqrt{T})$, whereas in [7] is $O(N \log T)$. Our communication complexity does not depend on $N$ but has a worse dependence on $T$ compared to theirs. They are able to obtain a $\log T$ communication because in their algorithm, the agent adaptively decides when to communicate with the controller. However, if the agents can be arbitrarily attacked, we can not really allow the agent to decide the communication rounds. Otherwise, an attacked agent may choose to communicate every round which is highly communication-inefficient. Therefore, reducing the communication complexity becomes more challenging in presence of corruptions. We will see in Section VI that it becomes even more challenging with privacy constraints.

### IV. ANALYSES FOR THEOREM 2

In this section, we provide the analyses for Theorem 2. For convenience, we introduce $W_k = \sum_{t=1}^{(k-1)L} \sum_{i \in \mathcal{N}_0} x^i_t(x^i_t)^\top, \ s_k = \sum_{t=1}^{(k-1)L} \sum_{i \in \mathcal{N}_0} x^i_t$ where the summations are over consistently noncorrupted agents only. Then the least square estimate of $\theta^*$ can be written as $\theta^*_k = W_k^{-1} s_k$ which is widely used in previous noncorrupted linear bandit algorithms [3]. However, since we do not know $\mathcal{N}_0$, the least square estimate is not computable. Instead, we use another estimate $\theta_k = \Lambda_k^{-1} b_k$ where $\Lambda_k = \lambda_k I + GM_{\mathcal{N}_0} (\hat{V}^k) = \lambda_k I + W_k / N_0 + E_k$, $b_k = GM_{\mathcal{N}_0} (\hat{v}^k) = s_k / N_0 + e_k$,

where $\lambda_k > 0$ is a time-varying regularization parameter to ensure the positive definiteness and also to control the regret. $E_k$ and $e_k$ are the error terms of using geometric median instead of arithmetic mean:

$$E_k \equiv GM_{\mathcal{N}_0} (\hat{V}^k) - \frac{1}{N_0} \sum_{t=1}^{(k-1)L} \sum_{i \in \mathcal{N}_0} x^i_t(x^i_t)^\top, \ e_k \equiv GM_{\mathcal{N}_0} (\hat{v}^k) - \frac{1}{N_0} \sum_{t=1}^{(k-1)L} \sum_{i \in \mathcal{N}_0} x^i_t.$$

We can bound these two error terms as follows.

**Lemma 3:** Using the same parameter choices as in Theorem 2, with probability at least $1 - \delta/2$, for all $k \in [K]$,

$$\|E_k\|_2 \leq 4C_\alpha \sigma \sqrt{(k-1)L} + C_\alpha \epsilon,$$

$$\|e_k\|_2 \leq 4C_\alpha (\sigma + R) \sqrt{(k-1)Ld} + C_\alpha \epsilon.$$
Proof: We first bound \( \|E_k\|_2 \). We have with probability at least \( 1 - \delta / 4 \),
\[
\|E_k\|_F = \|\sum_{i \in \mathcal{N}_0} V_i^k \|_F = 2C_0 \sigma \sqrt{2(1 - \delta)} + C_0 \epsilon ,
\]
where (i) is due to Lemma 6, (ii) is by triangle inequality and Jensen’s inequality on the convex operator \( \|\cdot\|_F \).

Then by [24, Theorem 1.8], with probability at least \( 1 - \delta / 4 \),
\[
\|E_k\|_2 = \|\sum_{i \in \mathcal{N}_0} V_i^k \|_2 = 2C_0 \sigma \sqrt{2(1 - \delta)} + C_0 \epsilon ,
\]
where (i) is due to Lemma 6, (ii) is by triangle inequality and Jensen’s inequality on the convex operator \( \|\cdot\|_F \).

Then we bound the three terms separately. First, we choose \( \lambda_k = K \sqrt{\sigma} \sqrt{T} \), where \( \lambda_0 = L \) and \( \lambda_1 = K \sqrt{\sigma} \sqrt{T} \). Then Lemma 3 guarantees \( \lambda_k \geq 2 \|E_k\|_2 \). It is easy to verify \( \Lambda_k \) is symmetric. It is also positive definite since \( \lambda_k \geq 2 \|E_k\|_2 \). Therefore \( \|\Lambda_k^{-1}\| \) is well-defined. Then,
\[
\|E_k\|_2 \leq 2C_0 \sigma \sqrt{2(1 - \delta)} + C_0 \epsilon .
\]

Then we can similarly bound \( \|E_k\|_2 \) with probability at least \( 1 - \delta / 8 \). We complete the proof by noting that the total failure probability considered in this lemma is less than \( \delta / 2 \).

Then we can bound the difference between \( \theta_k \) and \( \theta_k^{\text{be}} \) and thus also bound the difference between \( \theta_k \) and \( \theta^* \).

Lemma 4 (Approximation error): Using the same parameter choices as in Theorem 2, with probability at least \( 1 - 3\delta / 4 \), for all \( x \in \mathbb{R}^d \) and \( k \in [K] \), we have \( |x^T (\theta_k - \theta^*)| \leq \beta_k \|x\|_{\Lambda_k^{-1}} \).

Proof: For every \( x \in \mathbb{R}^d \), we have
\[
x^T (\theta_k - \theta^*) = x^T \Lambda_k^{-1} b_k - x^T \Lambda_k^{-1} \lambda_k \theta^*
= x^T \Lambda_k^{-1} \frac{\lambda_k}{N_0} + x^T \Lambda_k^{-1} e_k - x^T \Lambda_k^{-1} (\lambda_k I + E_k + \frac{W_k}{N_0}) \theta^*
= -x^T \Lambda_k^{-1} (\lambda_k I + E_k) \theta^* + x^T \Lambda_k^{-1} e_k + x^T \Lambda_k^{-1} (s_k - W_k) \theta^*
\]
\[\triangleq R_1 + R_2 + R_3.\]

Then we bound the three terms separately. First, we choose \( \lambda_k = 2C_0 \sigma + \max \{\lambda_0, \lambda_1 \sqrt{K} \} \), where \( \lambda_0 = L \) and \( \lambda_1 = K \sqrt{\sigma} \sqrt{T} \). Then Lemma 3 guarantees \( \lambda_k \geq 2 \|E_k\|_2 \). Therefore \( \|\Lambda_k^{-1}\| \) is well-defined. Then,
\[
|R_1| = |x^T \Lambda_k^{-1} (\lambda_k I + E_k) \theta^*| \leq \sqrt{\|x\|_{\Lambda_k^{-1}}.}
\]

Similarly, we can bound the second term
\[
|R_2| \leq \frac{4C_0 (\sigma + R) \sqrt{(k - 1) / 4} + C_0 \sigma \sqrt{\|x\|_{\Lambda_k^{-1}}.}}{\sqrt{\lambda_k}}.
\]

To bound \( R_3 \), first note that
\[
s_k - W_k \theta^* = \sum_{i=1}^{(k-1)/k} \sum_{i \in \mathcal{N}_0} x_i^k (x_i^k - (x_i^k)^\top \theta^*)
= \sum_{i=1}^{(k-1)/k} \sum_{i \in \mathcal{N}_0} x_i^k e_i.
\]

By [3, Theorem 1], with probability at least \( 1 - \delta / 4 \),
\[
\|s_k - W_k \theta^*\|_{(W_k + \lambda_0 N_0 I)/2} \leq 2R^2 dt
\]
for any \( k \). Note that since \( \lambda_k \geq 2 \|E_k\|_2 \), we have
\[
N_0 \Lambda_k - W_k - N_0 (\lambda_k I + E_k) \geq \frac{N_0}{2} \lambda_k I \geq \frac{N_0}{2} \lambda_0 I.
\]

Then we have
\[
(W_k + \frac{N_0}{2} \lambda_0 I)^{-1} \geq \frac{1}{N_0} \Lambda_k^{-1}
\]
and
\[
|R_3| \leq \frac{1}{N_0} \|x\|_{\Lambda_k^{-1}} \|s_k - W_k \theta^*\|_{\Lambda_k^{-1}}
\]
\[\leq \frac{1}{N_0} \|x\|_{\Lambda_k^{-1}} \|s_k - W_k \theta^*\|_{(W_k + \lambda_0 N_0 I)/2} \leq 2R \sqrt{\frac{\lambda_k}{N_0}} \|x\|_{\Lambda_k^{-1}}.
\]

Thus we can show that for every \( x \in \mathbb{R}^d \),
\[
|x^T (\theta_k - \theta^*)| \leq |R_1| + |R_2| + |R_3| \leq \beta_k \|x\|_{\Lambda_k^{-1}}.
\]

In previous papers like [3], a constant \( \beta \) is used to obtain a regret of \( \mathcal{O}(\sqrt{T}) \). Here, Lemma 4 shows that \( \beta_k = \mathcal{O}(1) \).

Therefore, we can obtain an \( \mathcal{O}(T^{3/4}) \) regret bound at best.

A. Bounding the regret

With some standard analyses, we can bound the regret by
\[
R_T \leq 2\beta_{\max} \sqrt{NT} \sqrt{\sum_{t=1}^{T} \sum_{i \in \mathcal{N}_0} (x_i^t)^\top \Lambda_k^{-1} x_i^t},
\]
where \( \beta_{\max} = \max_{k \in [K]} \beta_k \). To get an \( \mathcal{O}(T^{3/4}) \) regret bound, we also need to show
\[
\sum_{t=1}^{T} \sum_{i \in \mathcal{N}_0} (x_i^t)^\top \Lambda_k^{-1} x_i^t = \mathcal{O}(1).
\]

Previously works like [3] also bounded some quantity like this. But we have some additional issues here to deal with.

First, \( \Lambda_k \) contains corrupted data. We need to use Lemma 4 to deal with it. In addition, the summation is taken over \( \mathcal{N}_0 \) which is time-varying. We use a concentration argument to bound the difference between the summation over \( \mathcal{N}_0 \) and that over \( \mathcal{N}_0^T \). Finally, communication does not happen every step, which results in an additional error term. Due to this, we need more careful analyses and to choose \( \lambda_0 = L \). The full proof of Theorem 2 is deferred to Appendix B.

V. CORRUPTION LEVEL AWARE ALGORITHM AND ITS IMPROVED REGRET

So far we use the geometric median oracle for robust aggregation (Aggregate). One advantage of this choice is that it is agnostic to the corruption level \( \alpha \). However, it may also turn into a disadvantage if we know \( \alpha \) is small and we have a good estimate of its bound. This prior knowledge, if utilized effectively, can improve the performance of an algorithm. In this section, we introduce the geometric median of mean oracle, which can be viewed as an interpolation between geometric median and arithmetic mean. We then show that the resulting Byzantine-UCB-MoM algorithm,
based on an approximate geometric median of mean oracle, has a better robust regret bound.

Suppose $\alpha \leq 1/4$ is known. Right after the algorithm starts, the oracle randomly splits the set of all agents $\mathcal{N}$ into $P = 3N_1$ groups, $\mathcal{P} = \{G_i\}_{i \in [P]}$, as equally as possible. Therefore we have $\left[\frac{1}{3}\right] \leq |G_i| \leq \left[\frac{2}{3}\right]$. At each time $t \in [T]$, we say a group is noncorrupted if all its agents are noncorrupted; say it is corrupted otherwise. Then at the group level, we can also define the set of consistently noncorrupted groups $\mathcal{P}_0$ with $\mathcal{P}_0 = |\mathcal{P}_0|$ and its complement $\mathcal{P}_1$ with $\mathcal{P}_1 = |\mathcal{P}_1|$. Let $\gamma = P_1/P$ be the fraction of possibly corrupted groups. We know $\gamma \leq 1/3$ and thus $C_\gamma \leq 4$.

At each synchronization step, the oracle first computes arithmetic means within each group and then uses the approximate geometric median oracle to aggregate these means. Formally, given a set of vectors or matrices $\{z_j\}_{j \in \mathcal{N}}$, the oracle returns

$$GM_{1 \leq i \leq P} \left( \frac{1}{|G_i|} \sum_{j \in G_i} z_j \right).$$

A. The Byzantine-UCB-MoM algorithm.

Aware of $\alpha$, Byzantine-UCB-MoM instantiates the algorithmic framework (Algorithm 1) by choosing $\text{Aggregate}$ to be an $\epsilon$-approximate geometric median of mean oracle (2) and without the requirement of differential privacy. Since geometric median of mean is an interpolation between geometric median and arithmetic mean, the error between the geometric median of mean and the mean is smaller. Therefore, we obtain the following tighter regret bound when $\alpha$ is small.

**Theorem 5 (Regret Bound of Byzantine-UCB-MoM):** Suppose $\alpha \leq 1/4$. For any given $\delta \in (0, 1)$, let $\epsilon = \log \left( \frac{128\alpha N_T}{\delta} \right)$. Choose $\lambda_k = 8\epsilon + \max \left\{ \lambda_0, \lambda_1 \sqrt{k} \right\}$ where $\lambda_0 = L$ and $\lambda_1 = 128\alpha \sqrt{\alpha L}$. Choose $\beta_k = 3\sqrt{\lambda_k d} + \frac{64(\sigma + R)\sqrt{\alpha(k-1) Ld + \epsilon} \epsilon}{\sqrt{\lambda_k}} + 2R \sqrt{\frac{d}{\beta_k}}$.

Then with probability at least $1 - \delta$, the regret of Byzantine-UCB-MoM is bounded by

$$R_T = \mathcal{O} \left( R_{D\epsilon} \sqrt{NT} + ND \sqrt{T} \left( \sqrt{L + \epsilon + \sigma} \sqrt{\alpha T} + \frac{\sqrt{\alpha T (\sigma + R)}}{\sqrt{L + \epsilon + \sigma} \sqrt{\alpha T}} \right) \right).$$

In particular, if we choose $\epsilon$ small enough and $L = \max \{ (\sigma + R) \sqrt{\alpha T}, 1 \}$, then we have

$$R_T = \mathcal{O} \left( d N \left( \alpha^{1/4} T^{3/4} + \sqrt{T} \right) \right).$$

This bound is much tighter than that in Theorem 2 when $\alpha$ is very small. For example, when $\alpha = 0$, the oracle reduces to the arithmetic mean oracle and the regret is bounded by $\mathcal{O}(\sqrt{T})$, matching the lower bound in $T$ dependence.

VI. Differential privacy guarantees

In this section, we talk about the differential privacy guarantees. Note that in Algorithm 1, the function $\text{Privatize}$ is executed by the controller other than by each agent locally as in [7]. This is because when an agent is Byzantine-attacked, even after privatizing the data it intends to send to the controller, the attacker can still deprivatize it or even send other private information to the controller. Since in our algorithm, the controller has access to the original data of agents without privatizing, we assume the controller is trustable for all agents.

To guarantee differential privacy, we need to further make the following standard bounded reward assumption.

**Assumption 2:** $|r_i| \leq 1$ for every $t \in [T]$ and $i \in \mathcal{N}_t$.

As each user only trusts the controller and the agent that it is interacting with, the decision sets $\{D_i\}_{i \in [T]}$ and rewards $\{r_i\}_{i \in [T]}$ of each agent $i$ must be made private to all other agents. Moreover, when an agent is attacked, it may also send private information to the controller, which also needs to be made private. No matter if agent $i$ is attacked or not, it suffices to make each update it sends to the server private to other agents.

To guarantee convergence, the function $\text{Privatize}$ in our algorithm effectively returns

$$\tilde{V}_i^k = V_i^k + H_i^k, \quad \tilde{v}_i^k = v_i^k + h_i^k,$$

where $H_i^k$ and $h_i^k$ are some Gaussian noise according to the tree-based mechanism. To make the algorithm differentially private, based on the tree-based mechanism, we have with probability $1 - \delta/4$,

$$\|H_i^k\|_2, \|h_i^k\|_2 \leq BL,$$

where $B = \mathcal{O}(\sqrt{d})$, for every $i \in \mathcal{N}$ and $k \in [K]$. Note that the above bound is linear in $L$, the number of rounds between two communications. Therefore, the less frequently the communication happens, the harder to guarantee privacy, which makes it more challenging to reduce the communication complexity. Besides, the $\sqrt{d}$ dependence in $B$ makes the regret worst by such a factor.

VII. Conclusion

In this paper, we proposed a novel setup for linear bandit algorithms for use in modern recommendation systems with the following properties 1) A federated learning architecture: the algorithm allows the data to be stored in local devices; 2) Robustness to Byzantine attacks: the algorithm has sublinear regret even if some agents send arbitrarily corrupted messages to the controller; and 3) Differential privacy: the agents do not want to reveal their identities to other agents. Furthermore, we propose an algorithm that meets all three objectives and takes advantage of a known small proportion of corrupted agents to obtain an improved robust regret. All our algorithms achieve an $\mathcal{O}(T^{3/4})$ regret which does not match the $\Omega(\sqrt{T})$ lower bound. It is an interesting open problem to close this gap.
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APPENDIX

A. Auxiliary lemmas

The following lemma modifies [14, Lemma 2] and can be used to bound the difference between geometric median and arithmetic mean if choosing $z_0$ as the arithmetic mean of noncorrupted vectors.

**Lemma 6:** Let $\{z_i\}_{i \in \mathcal{N}}$ be a set of vectors or matrices and $\tilde{z} = \text{GM}_{i \in \mathcal{N}}(z_i)$. Given $\mathcal{N}_1 \subseteq \mathcal{N}$ with $\alpha = \frac{|\mathcal{N}_1|}{|\mathcal{N}|} < 1/2$ and any fixed $z_0$, letting $C_\alpha = \frac{2 - 2\alpha}{1 - 2\alpha}$, then

$$\|\tilde{z} - z_0\| \leq C_\alpha \left( \frac{1}{|\mathcal{N}_1| - |\mathcal{N}_0|} \sum_{i \in \mathcal{N}_0} \|z_i - z_0\| + \epsilon \right).$$

**Proof:** The proof is similar to that of [14, Lemma 2]. $\blacksquare$

B. Proofs of Theorem 2

**Proof:** Let $x_{t, i}^* \triangleq \arg\max_{x \in \mathcal{D}_i} \langle x, \theta^* \rangle$ be the optimal action. According to the algorithm, $x_t^i = \arg\max_{x \in \mathcal{D}_i} \langle x, \theta_k \rangle + \beta_k \|x\|_{\Lambda_k}^{-1}$. Therefore,

$$\langle x_t^i, \theta_k \rangle + \beta_k \|x_t^i\|_{\Lambda_k}^{-1} \geq \langle x_{t, i}^*, \theta_k \rangle + \beta_k \|x_{t, i}^*\|_{\Lambda_k}^{-1}.$$
\[ |\langle x_i^t, \theta_k \rangle - \langle x_i^t, \theta^* \rangle| \leq \beta_k \|x_i^t\|_{\Lambda_k^{-1}}, \]
\[ |\langle x_i^{*t}, \theta_k \rangle - \langle x_i^{*t}, \theta^* \rangle| \leq \beta_k \|x_i^{*t}\|_{\Lambda_k^{-1}}. \]

Combining the above three inequalities, we obtain
\[ \langle x_i^{*t}, \theta^* \rangle - \langle x_i^{*t}, \theta^* \rangle \leq 2\beta_k \|x_i^{*t}\|_{\Lambda_k^{-1}} \leq 2\beta_{\max} \|x_i^{*t}\|_{\Lambda_k^{-1}}, \]
where we define \( \beta_{\max} \triangleq \max_{k \in [K]} \beta_k \). Therefore the regret is bounded by
\[ R_T \leq 2\beta_{\max} \sum_{k=1}^{K} \sum_{t \in T_k} \sum_{i \in N_0} \|x_i^t\|_{\Lambda_k^{-1}} \leq 2\beta_{\max} \sqrt{NT} \sum_{k=1}^{K} \sum_{t \in T_k} \sum_{i \in N_0} (x_i^t)^\top \Lambda_k^{-1} x_i^t. \]

Note that
\[ \sum_{i \in N_0} (x_i^t)^\top \Lambda_k^{-1} x_i^t \]
\[ = \frac{N_0}{N_0} \sum_{i \in N_0} (x_i^t)^\top \Lambda_k^{-1} x_i^t + N_0^2 \]
\[ \leq 2 \sum_{i \in N_0} (x_i^t)^\top \Lambda_k^{-1} x_i^t + \xi_t, \]
where
\[ \xi_t \triangleq N_0 \left( \frac{1}{N_0} \sum_{i \in N_0} (x_i^t)^\top \Lambda_k^{-1} x_i^t - \frac{1}{N_0} \sum_{i \in N_0} (x_i^t)^\top \Lambda_k^{-1} x_i^t \right) \]
\[ = N_0 \left( \frac{1}{N_0} \sum_{i \in N_0} \text{Trace} \left( \Lambda_k^{-1} \left[ (x_i^t)^\top (x_i^t)^\top - E[(x_i^t)^\top (x_i^t)^\top)] \right] \right) \]
\[ - \frac{1}{N_0} \sum_{i \in N_0} \text{Trace} \left( \Lambda_k^{-1} \left[ (x_i^t)^\top (x_i^t)^\top - E[(x_i^t)^\top (x_i^t)^\top)] \right] \right) \]

Note that by Assumption 1, we have
\[ |\text{Trace} \left( \Lambda_k^{-1} \left[ (x_i^t)^\top - E[(x_i^t)^\top)] \right] \right)| \leq \sigma d \|\Lambda_k^{-1}\|_2, \]
By our i.i.d. assumption on decision sets, it is straightforward to verify that \( \xi_t \) is a \( \left( 3\sigma^2 d^2 N \|\Lambda_k^{-1}\|_2^2 \right) - \text{subGaussian random variable} \). Then by Azuma’s inequality for martingales with subGaussian tails [25, Theorem 2], with probability at least \( 1 - \delta/4 \),
\[ |\sum_{k=1}^{K} \sum_{t \in T_k} \xi_t| \leq \sigma d \sqrt{6NL \sum_{k=1}^{K} \|\Lambda_k^{-1}\|_2^2} \log \frac{8}{\delta} \]
\[ \leq 6\sigma d \sqrt{NL} \sqrt{\sum_{k=1}^{K} \lambda_k^{-2}} \]
\[ \leq 6\sigma d \sqrt{NL} \sqrt{\sum_{k=1}^{K} \lambda_k^{-2}} \leq d \sqrt{NL} \leq N d \sqrt{\ell}. \]

Then we can obtain that
\[ R_T \leq 4\beta_{\max} \sqrt{NT} \sqrt{\sum_{k=1}^{K} \sum_{t \in T_k} \sum_{i \in N_0} (x_i^t)^\top \Lambda_k^{-1} x_i^t + N d \sqrt{\ell}} \]
\[ \leq 4\beta_{\max} \sqrt{NT} \sqrt{I_1 + I_2 + N d \sqrt{\ell}}, \]
where we define
\[ I_1 = \sum_{k=1}^{K} \sum_{t \in T_k} \sum_{i \in N_0} (x_i^t)^\top (\Lambda_k^{-1} - \Lambda_{k+1}^{-1}) x_i^t \]
\[ = \sum_{k=1}^{K} \sum_{t \in T_k} \sum_{i \in N_0} \|\Lambda_k^{-1} - \Lambda_{k+1}^{-1}\|_2 \]
\[ \leq \sum_{k=1}^{K} \sum_{t \in T_k} \sum_{i \in N_0} \text{Trace} \left( \Lambda_k^{-1} - \Lambda_{k+1}^{-1} \right) \]
\[ = L N_0 \text{Trace} \left( \Lambda_k^{-1} - \Lambda_{k+1}^{-1} \right) \leq \frac{L N_0}{\lambda_0}, \]
\[ I_2 = \sum_{k=1}^{K} \sum_{t \in T_k} \sum_{i \in N_0} (x_i^t)^\top \Lambda_{k+1}^{-1} x_i^t \]
\[ \leq N_0 \sum_{k=1}^{K} \sum_{t \in T_k} \sum_{i \in N_0} (x_i^t)^\top (W_{k+1} + \lambda_0 N_0/2)^{-1} x_i^t \]
\[ \leq 2 N_0 d \text{log} \left( 1 + 2T/\lambda_0 \right) \leq 2 N_0 d \ell, \]
where the second last inequality is due to [3, Lemma 11]. Choosing \( \lambda_0 = L \) and combining all the inequalities above, we get the desired regret bound with probability at least \( 1 - \delta \). \hfill \blacksquare

### C. Proof of Theorem 5

If we use the geometric median of mean oracle, the estimate is \( \theta_k = \Lambda_k^{-1} b_k \) where \( \Lambda_k \) and \( b_k \) are defined as
\[ \Lambda_k = \lambda_k I + GM_{1,\xi_{\leq}} \left( \frac{1}{|T|} \sum_{j \in G_k} (v_j^k) \right) \]
\[ = \lambda_k I + \frac{W_k}{N_0} + E_{\alpha}^k, \]
\[ b_k = GM_{1,\xi_{\leq}} \left( \frac{1}{|T|} \sum_{j \in G_k} (v_j^k) \right) = \frac{W_k}{N_0} + e_{\alpha}^k, \]
where \( E_{\alpha}^k \) and \( e_{\alpha}^k \) are the error terms of using geometric median of mean instead of arithmetic mean:
\[ E_{\alpha}^k \triangleq GM_{1,\xi_{\leq}} \left( \frac{1}{|T|} \sum_{j \in G_k} (v_j^k) \right) - \frac{1}{N_0} \sum_{i \in N_0} v_i^k, \]
\[ e_{\alpha}^k \triangleq GM_{1,\xi_{\leq}} \left( \frac{1}{|T|} \sum_{j \in G_k} (v_j^k) \right) - \frac{1}{N_0} \sum_{i \in N_0} v_i^k. \]
Similar to Lemma 3, we can bound these two error terms in the following lemma:
**Lemma 7**: Using the same parameter choices as in Theorem 5, with probability at least \( 1 - \delta/2 \), for all \( k \in [K] \),
\[ \|E_{\alpha}^k\|_2 \leq 64 \sigma / \sqrt{\alpha (k-1) L d + 4 \epsilon}, \]
\[ \|e_{\alpha}^k\|_2 \leq 64 \sigma (R) / \sqrt{\alpha (k-1) L d + 4 \epsilon}. \]
**Proof**: The proof is similar to that of Lemma 3 and is omitted. \hfill \blacksquare

With Lemma 7, we can bound the difference between \( \theta_k \) and \( \theta^* \) for Byzantine-UCB-MOM.

**Lemma 8 (Approximation error)**: Using the same parameter choices as in Theorem 5, with probability at least \( 1 - \delta/4 \), for all \( x \in \mathbb{R}^d \) and \( k \in [K] \), we have \( |x^\top (\theta_k - \theta^*)| \leq \beta_k \|x\|_{\Lambda_k^{-1}} \).

Lemma 8 and its proof are the same as Lemma 4 except that we choose different parameters \( \lambda_k \) and \( \beta_k \) here. Now we are ready to prove Theorem 5.

**Proof** [Proof of Theorem 5] The proof is the same as that of Theorem 2 except that we use different parameter choices and that we need to bound the following term more carefully:
\[ I_\alpha \triangleq \left| \sum_{k=1}^{K} \sum_{t \in T_k} \xi_t \right|. \]
First, when \( \alpha = 0 \), by the definition of \( \xi_t \), we know \( \xi_t = 0 \) for every \( t \in [T] \) and thus \( I_\alpha = 0 \). When \( \alpha > 0 \), by its definition, we must have \( \alpha \geq 1/N \). Then following the proof of Theorem 2, we can bound that with probability at least \( 1 - \delta/4 \),
\[ I_\alpha \leq 6 \sigma d \sqrt{NL} \sqrt{\sum_{k=1}^{K} \lambda_k^{-2}} \leq d \sqrt{NL} \sqrt{\sum_{k=1}^{K} \lambda_k^{-2}} \leq N d \sqrt{\ell}. \]
This bound is tight enough for the theorem. We can complete the proof following that of Theorem 5. \hfill \blacksquare