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Although DEM occupies an important basic position in spatial analysis, so far, the quality of DEM modeling has still not reached a satisfactory accuracy. This research mainly discusses the influence of interpolation parameters in the inverse distance-weighted interpolation algorithm on the DEM interpolation error. The interpolation parameters to be studied in this paper are the number of search points, the search direction, and the smoothness factor. In order to study the optimization of IDW parameters, the parameters that have uncertain effects on DEM interpolation are found through analysis, such as the number of search points and smoothing factor. This paper designs an experiment for the optimization of the interpolation parameters of the polyhedral function and finds the optimal interpolation parameters through experimental analysis. Of course, the “optimum” here is not the only one, but refers to different terrain areas, which makes the interpolation results relatively good. The selection of search points will be one of the research focuses of this article. After determining the interpolation algorithm, the kernel function is also one of the important factors that affect the accuracy of DEM. The value of the smoothing factor in the kernel function has always been the focus of DEM interpolation research. Different terrains, different interpolations, and functions will have different optimal smoothing factors. The search direction is to ensure that the sampling points are distributed in all directions when the sampling points are sparse and to improve the contribution rate of the sampling points to the interpolation points. The selection of search shape is to improve computing efficiency and has no effect on DEM accuracy; the search radius is mainly controlled by the number of search points, and there are two methods: adaptive search radius and variable length search radius. When the weight coefficient \( k = 1, 2, 3, 4 \), the number of sampling points involved in the interpolation calculation is different, and the error in the residual varies greatly, and both increase with the increase of the number of sampling points in the parameter interpolation calculation. This research will help improve the quality evaluation of DEM.

1. Introduction

DEM error comes from two aspects: data error and approximation error. Most of the existing error models only take into account one aspect of the error, so they cannot truly and objectively describe the local pixel accuracy of DEM. Therefore, the DEM error is comprehensive analysis and modeling is the unavoidable tasks of DEM error model.

Interpolation method is a core issue in digital elevation model. The interpolation method always plays an important role in the DEM production process. For example, in accuracy evaluation and accuracy analysis, interpolation algorithms often play an important role. Therefore, the research of DEM interpolation algorithm has practical significance.

Topographic analysis is the key to understanding surface processes. Herrero-Hernández et al. examined the subsurface sedimentary sequence of the Iberian Trough in Spain using geophysical techniques (simulated seismic profiles) and an inverse distance-weighted (IDW) interpolation
algorithm implemented in gvSIG open source software. They obtained digital data and quantitative isopachic maps of DS-1 and DS-2 from simulated seismic profiles. They concluded that the ancient coastline was in the direction of 150 N. Several blocks intersecting and parallel to this direction are demarcated by faults in directions between 30 N and 65 N. The thickness of sediment in these blocks varies in the nW-SE direction, with the hanging wall settling and depositing and the footwall uplifting [1]. The purpose of the Sowka study was to determine the usefulness of spatial data interpolation methods in analyzing the effects of odor on livestock facilities. The interpolation methods for the data obtained by his field olfactory measurements are the ordinary kriging (OK) method and the inverse distance weighting (IDW) method. The quality of analysis he has obtained suggests that the OK method may be better used in the presentation of spatial odor concentration distributions [2].

Zhang et al. believed that traditionally, the peak overpressure of multipoint shock wave was obtained through sensor array using electrical measurement method, and then, surface interpolation was carried out through mathematical model to draw the contour line of shock wave overpressure field. They proposed a cross-validation method of mean absolute error (MAE), mean relative error (MRE), and root mean square error (RMSE) to achieve high accuracy and effective interpolation of contour lines. They validated quantitative tests of the Kinney-Graham formula, obtaining peak multipoint shock wave overpressures for 7.62 mm guns and naval guns using polar coordinate-based sensor arrays. Then, the shock wave overpressure field was interpolated by inverse distance-weighted (IDW) interpolation, ordinary kriging interpolation (OK), radial basis function (RBF) interpolation, and cubic spline (CS) interpolation. Finally, MAE, MRE, and RMSE were analyzed by cross-validation. MAE and MRE of RBF interpolation are 0.038 and 0.001, respectively. The error is minimum, the accuracy is highest, and the interpolation effect is closest to the shock wave field model. They provided reference for isoline drawing of shock wave overpressure field [3].

Yao et al. believe that the Global Navigation Satellite System (GNSS) is now widely used for continuous ionospheric observations. 3D computer ionospheric tomography (3D CIT) is an important tool to reconstruct ionospheric electron density distribution by using GNSS data effectively. More specifically, 3D CIT enables analytical reconstruction of three-dimensional electron density distributions over a region based on GNSS tilted total electron content (TEC) observations. They proposed an improved constrained synchronous iterative reconstruction technique (ICSIRT) algorithm, which is different from traditional ionospheric tomography in three aspects [4]. Shi et al. believed that the air quality index (AQI) monitoring stations were sparsely distributed and the spatial interpolation was less accurate than the existing methods. They proposed a new algorithm based on the extended field strength model. In the single-parameter model, the strength attenuation is controlled by parameter C, while in the two-parameter model, the strength range is adjusted by additional parameter K. The optimal c and K are calculated by iterative bilinear interpolation based on the relationship between C, K, and deviation data. They took 50 groups of AQI values monitored in Beijing, Tianjin, Wuhan, and Zhengzhou from August 2014 to April 2015 as experimental data. Based on the cross-validation and evaluation criteria RMSE, AME, and PAEE, the single-parameter model and the two-parameter model were implemented with their optimal parameters. Then, the extended field intensity model was compared with kriging and InVE using the RSE distance weighting method [5].

The Mondal et al.'s study illustrates the estimation of soil organic carbon (SOC) distribution from point survey data (prepared after laboratory test) by mixed interpolation method. In their study, they used eight selected prediction variables, such as brightness index (BI), greenness index (GI), humidity index (WI), normalized vegetation index (NDVI), vegetation temperature condition index (VTCI), digital elevation model (DEM), slope, and composite terrain index (CTI). In terms of accuracy, RK method has given satisfactory results [6]. Qin et al. report a novel nonlinear algorithm that uses support vector machines with satellite remote sensing and other types of data to retrieve near-surface temperatures over a large range. These steps include the following: (1) establish the first submodel learning data set and validation data set and then obtain the 25th submodel learning data set and validation data set by using unmanned weather station data and predefined influence variables, (2) retrieve Ta of the target region, and (3) using inverse range-weighted interpolation to correct the Ta image generated according to the prediction error. The novelty of the algorithm lies in the application of multisource remote sensing data combined with data of unmanned weather stations, topography, land cover, DEM, astronomy, and calendar rules [7].

This research mainly discusses the influence of interpolation parameters in the inverse distance-weighted interpolation algorithm on the DEM interpolation error. The interpolation parameters to be studied in this paper are the number of search points, the search direction, and the smoothness factor. In order to study the optimization of IDW parameters, the parameters that have uncertain effects on DEM interpolation are found through analysis, such as the number of search points and smoothing factor. After determining the interpolation algorithm, the kernel function is also one of the important factors that affect the accuracy of DEM. The value of the smoothing factor in the kernel function has always been the focus of DEM interpolation research. Different terrains, different interpolations, and functions will have different optimal smoothing factors.

2. Methods

2.1. Essence and Characteristics of DEM Generation. As one of the basic data of national geographic information, DEM contains a variety of important information such as terrain surface morphology. Both users and producers hope that the higher the accuracy of DEM, the better. For a long time, the reasonable selection of interpolation function is one of the methods to improve the accuracy of DEM. The interpolation essence of the commonly used interpolation methods is the same; that is, the elevation value of the point to be
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The method, irregular grid method, and regular grid method. Method of DEM into three categories, namely, contour and research. Generally, we divide the representation industry, has produced huge demands in both application characteristics of DEM that DEM has been widely used in all walks of scale characteristics. It is precisely because of these characteristics and the real-time update of map information. (4) It has multiple to achieve graphic processing and expression automation of graphic maps, the accuracy is not easy to lose. (3) It is easier in various forms. (2) Compared with traditional paper topographics: (1) Surface morphology information can be presented tantant surface morphology, DEM also has its own characteristics. For the expression of topographic surface morphology, on dimensional real world in a two-dimensional environment. Image, it is a simulation and expression of the three-dimension model. Expression value of any point can be obtained through the established model.

Whether it is an ordinary map, a contour map, or an image, it is a simulation and expression of the three-dimensional real world in a two-dimensional environment. For the expression of topographic surface morphology, DEM also has its own characteristics: (1) Surface morphology information can be presented in various forms. (2) Compared with traditional paper topographic maps, the accuracy is not easy to lose. (3) It is easier to achieve graphic processing and expression automation of and the real-time update of map information. (4) It has multiscale characteristics. It is precisely because of these characteristics of DEM that DEM has been widely used in all walks of life in social production activities. The basic principle of DEM is shown in Figure 1.

Digital elevation model, as the basic data for the development of various industries, especially the local information industry, has produced huge demands in both application and research. Generally, we divide the representation method of DEM into three categories, namely, contour method, irregular grid method, and regular grid method.

The relationship between the difference in accuracy of data with and without additional feature points and grid spacing is as follows [8]:

$$\Delta \sigma = \sigma_f - \sigma_e = A + B \times d^2,$$  \hspace{1cm} (1)

where $d$ represents the grid spacing and $A$ and $B$ are the constants. The data accuracy of the bilinear interpolation of the grid is divided into isosceles right angle TIN [9]:

$$\sigma^2 = \frac{1}{3} \sigma_p^2 + \frac{7}{12} (K \times Dx \tan \beta)^2.$$  \hspace{1cm} (2)

$K$ is a constant smaller than $Dx$. Use the difference between the elevation of a point in the grid and the average of the elevations of the four vertices of the grid to describe the terrain descriptive error [10]:

$$E = H - H_O = \frac{H_O - (H_A + H_B + H_C + H_D)}{4}.$$ \hspace{1cm} (3)

Suppose the area of the Thiessen polygon $P$ to be inserted is $a$, then [11]:

$$Z_P = \sum_{i=1}^{n} \frac{a_i}{a} z_{p_i},$$ \hspace{1cm} (4)

The triangulated irregular network is a sampling representation system specially designed for generating DEM data. The TIN model connects these discrete points (the vertices of each triangle) into mutually continuous triangles according to the discrete data obtained by all sampling points in the area, and according to the principle of optimal combination, make each triangle as an acute triangle or as possible when connecting. The lengths of the three sides are approximately equal. The expression of the plane equation is follows [12]:

$$z = ax + by + c.$$ \hspace{1cm} (5)

The solving equation of coefficients $a$, $b$, and $c$ is follows [13]:

$$\begin{bmatrix} a \\ b \\ c \end{bmatrix} = \begin{bmatrix} x_A & y_A & 1 \\ x_C & y_C & 1 \\ x_B & y_B & 1 \end{bmatrix}^{-1} \begin{bmatrix} z_A \\ z_B \\ z_C \end{bmatrix}.$$  \hspace{1cm} (6)

So, the estimated value of $Z_p$ is as follows [14]:

$$Z_p = \begin{bmatrix} x_p \\ y_p \end{bmatrix} \begin{bmatrix} x_A & y_A & 1 \\ x_B & y_B & 1 \\ x_C & y_C & 1 \end{bmatrix}^{-1} \begin{bmatrix} z_A \\ z_B \\ z_C \end{bmatrix},$$ \hspace{1cm} (7)

$$A = \begin{bmatrix} x_p \\ y_p \end{bmatrix}.$$ \hspace{1cm} (8)

The function expression of the quadratic polynomial is as follows [15]:

$$z_p = \beta_0 + \beta_1 x + \beta_2 y + \beta_3 x^2 + \beta_4 y^2 + \beta_5 xy.$$ \hspace{1cm} (9)

Then, based on the principle of least squares, it is not difficult to obtain the coefficient vector [16]:

$$B = [P^T P]^{-1} P^T Z.$$  \hspace{1cm} (10)

So, the height of the point to be inserted is as follows [17]:

$$z_p = AB = A [P^T P]^{-1} P^T Z.$$  \hspace{1cm} (11)
It is to introduce a basis function \( g(x) \) for each known point \( P \):

\[
 f(x) = \sum_{i=1}^{n} g(x) y_i .
\]  

The basis function can be constructed like this [18]:

\[
 g(x) = \frac{(x - x_1)(x - x_2) \cdots (x - x_n)}{(x_1 - x_2)(x_2 - x_3)(x_3 - x_4) \cdots (x_i - x_n)}
\]  

2.2. Main Sources of DEM Data. Topographic map is a main data source of DEM. As we all know, almost all countries in the world have their own topographic maps. In many developing countries, topographic maps do not cover all their territories. In most developed countries, the topographic map with high-quality contour information basically covers all land, which provides a rich and cheap data source for DEM construction. The same is true of some developing countries, such as China. However, there are also the following deficiencies:

1. The reality of topographic maps is poor: the production process of paper topographic maps is relatively complicated, which makes its update relatively slow. For the rapidly changing high-tech development zones, the paper topographic maps cannot reflect the real elevation information in time; for sparsely populated, basic unchanging topography and landforms with slow development of modernization, the existing topographic maps will be the data source of high quality and low price.

2. Due to environmental factors such as temperature and humidity, the topographic map produces various deformations. The accuracy of the existing topographic maps may not necessarily meet the actual needs.

3. Photogrammetry and remote sensing image data collect (measure) electromagnetic wave information radiated or reflected by ground objects through sensors installed on the platform and convert them into images, and then according to the spectral characteristics of various ground objects that have been mastered, analyze and process this information to get the required information. For example, synthetic aperture radar interferometry, airborne laser scanning, vehicle-mounted mobile laser scanning, and aerial photogrammetry are all effective methods for DEM data acquisition.

4. The DEM structure scale includes the horizontal direction scale and the vertical direction scale. The horizontal direction scale is the horizontal resolution, also known as the horizontal sampling interval, grid unit, grid spacing, etc., which is commonly referred to as DEM resolution, which is the most basic of DEM. One of the variables of its size directly determines the accuracy of DEM’s description of the ground. The vertical dimension is the vertical resolution of the DEM. There are many methods to collect DEM data directly from the ground, such as global positioning system (GPS). However, this data acquisition method has a large workload, long cycle, low efficiency, difficult updating, and high cost, so it cannot be used when the acquisition area is large. The DEM data processing method in this study is shown in Figure 2.

2.3. Inverse Distance-Weighted Interpolation. The basic principle of inverse distance-weighted (IDW) interpolation method is the similar principle: each interpolation point has an influence on the interpolation point, and its influence is called weight. The weight is assigned by the distance between the point to be interpolated and the interpolation point, that is, the smaller the distance, the greater the weight, and vice versa, the smaller the weight. At the same time, when the distance between the two is outside a certain range, the contribution of the interpolation point to the elevation of the interpolation point can be ignored; that is, the weight is zero. The formula of the inverse distance-weighted interpolation method is as follows [19]:
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Figure 2: DEM data processing method in this study.

\[
Z(p) = \sum_{i=1}^{n} \beta Z(s),
\]

where \(Z(p)\) is the elevation value of the point to be interpolated; \(n\) is the number of interpolation points used when calculating the elevation of the point to be interpolated; \(\beta\) is the weight of the corresponding interpolation point; \(Z(s)\) is the elevation value of each interpolation point. The calculation formula for determining the weight is as follows [20]:

\[
\beta_i = \frac{d_i^{-u}}{\sum_{i=1}^{n} d_i^{-u}},
\]

\[
\sum_{i=1}^{n} \beta_i = 1.
\]

Among them, \(u\) has the effect of reducing the influence of other locations as the distance increases. When \(u = 0\), the distance does not affect the specific choice of the power index which depends on the specific conditions of the study area. The influencing factors of inverse distance-weighted interpolation are shown in Figure 3.

The weight coefficient in the inverse distance-weighted interpolation is \(d_i^{-u}\), which is an important factor that affects the accuracy of the interpolation, and it assigns the size of the sampling point to participate in the interpolation. The weight coefficient for \(d_i^{-u}\) is a decay function. It can be seen from Figure 3 that as the distance between the sampling point and the interpolation point increases, the weight coefficient decreases, indicating that the correlation between the two points also decreases as the distance increases.

When performing inverse distance-weighted interpolation of terrain data, when \(k\) is the best value, the interpolation effect can be determined by cross-validation method. Know the sampling point, obtain its elevation value through inverse distance-weighted interpolation, and compare the measured elevation value with the elevation prediction value [21]:

\[
Q = \frac{\sum_{i=1}^{n} (Z(p) - Z^*(p))^2}{n}.
\]

The smaller the \(Q\) value, the more reasonable the value of \(u\). Whether the number of sampling points \(m\) involved in the interpolation calculation will also affect the interpolation accuracy, is also determined by the cross-validation method. Assuming \(N\) sampling points, \(Z(p)\) and \(Z^*(p)\) are the actual values and inverse distance-weighted interpolation prediction values of \(N\) sampling points, respectively, and the residuals are as follows [22]:

\[
\Delta_i = Z(p) - Z^*(p).
\]

Residual mean the following:

\[
p = \frac{\sum_{i=1}^{N} \Delta_i}{N}.
\]

Error in residual is as follows:

\[
\sigma = \sqrt{\frac{\sum (\Delta - p)^2}{N-1}}.
\]

2.4. IDW Parameter Optimization Experiment. DEM is a digital terrain model. The digital elevation model expresses the continuously changing terrain surface in a discrete manner, which is bound to be constrained by various scales. Different scales of DEM have significant differences in the degree of refinement of terrain expression, and the research objects of different geographic scales DEM of the corresponding scale should be selected with the content. DEM and terrain analysis have obvious scale dependence.

In order to study the optimization of IDW parameters, the parameters that have uncertain effects on DEM interpolation are found through analysis, such as the number of search points and smoothing factor. This paper designs an experiment for the optimization of the interpolation parameters of the polyhedral function and finds the optimal interpolation parameters through experimental analysis. Of course, the “optimum” here is not the only one, but refers to different terrain areas, which makes the interpolation results relatively good. A fuzzy value of a parameter, or a range of values, can provide a reference for the user to select appropriate interpolation parameters for different terrains.
and interpolation kernel functions in the process of multifaceted function interpolation. The topography of different test areas is shown in Figure 4.

Scale up is that geographic information obtains coarse spatial resolution from fine spatial resolution. Its essence is the generalization and synthesis of information, the reduction of resolution and the increase of breadth, and the reduction of spatial heterogeneity. Scale down is that geographic information obtains fine spatial resolution from coarse spatial resolution. Its essence is to express spatial targets more finely and microscopically. As spatial information increases, spatial heterogeneity increases, which is the redistribution of information. According to our country’s topographic undulations, it is divided into plains (undulations < 30 m), mesa (undulations > 30 m), hills (undulations < 200 m), low mountains (undulations of 200-500 m), middle mountain (undulations of 500-1000 m), high mountain (undulation degree is 1000-2500 m), and extremely high mountain (undulation degree > 2500 m). The data of these five regions are selected based on this, and the results of the division are shown in Table 1.

2.5. Uncertainty of Interpolation Parameters. After determining the interpolation algorithm, the main factor that affects DEM accuracy is the interpolation parameters. In the search mode, both the search shape and the search radius are determined to meet the requirements of the number of search points. The selection of search shape is to improve computing efficiency and has no effect on DEM accuracy; the search radius is mainly controlled by the number of search points, and there are two methods of adaptive search radius and variable length search radius; these two parameters are determined; right DEM interpolation accuracy has no big impact. Considering the influence of contour lines, fracture lines, boundary lines, and other characteristic lines in the interpolation process will inevitably improve the DEM accuracy. This is no doubt, but it is more complicated to consider the influence of characteristic lines in the interpolation algorithm. The search direction is to ensure that the sampling points are distributed in all directions when the sampling points are sparse and to improve the contribution rate of the sampling points to the interpolation points. The selection of search points will be one of the research focuses of this article. After determining the interpolation algorithm, the kernel function is also one of the important factors that affect the accuracy of DEM. The value of the smoothing factor in the kernel function has always been the focus of DEM interpolation research. Different terrains, different interpolations, and functions will have different optimal smoothing factors. In summary, the interpolation parameters to be studied in this paper are the number of search points, search direction, and smoothness factor.

3. Results

Digital elevation model data is the most important source of spatial information in the geographic information system database and is the core database for three-dimensional
spatial processing and terrain analysis. A variety of topographic factors can be derived from it, such as microtopographic factors: slope, aspect, slope length, slope variability, aspect variability, plane curvature, profile curvature, etc.

This experiment uses the 16 sampling points closest to the known sampling points as the interpolation calculation points to perform cross-validation to obtain the Q values under $k = 1, 2, 3, 4$, where $Q_1 = 0.1624$, $Q_2 = 0.2576$, $Q_3 = 0.1036$, and $Q_4 = 0.4366$. The comparison of Q values shows that when $u = 3$ in the weight coefficient, the inverse distance-weighted interpolation algorithm has the best interpolation effect. When $u$ takes different values, the scatter relationship between the actual measured value and the predicted value of the sampling point is shown in Figure 5. It shows that when the number of points involved in the interpolation calculation is certain, the value of $u$ in different weight coefficients affects the accuracy of the interpolation, so the inverse distance-weighted interpolation needs to choose a suitable value of $u$.

Assuming that the weight coefficient $u = 3$ in the inverse distance-weighted interpolation parameter, the number of sampling points $m$ participating in the interpolation calculation is 4, 10, 16, 22, 28, 34, 40, 46, 52, and 58, respectively, and cross-validation calculation is performed. Take the error in the residual to compare and determine the influence of the number of sampling points $m$ participating in the interpolation calculation on the interpolation effect. Cross-validation is performed to obtain the residual errors in different situations. The calculation results are shown in Table 2. It can be seen from Table 2 that when the number of sampling points involved in the calculation is 10 and 16, the error in the residual is close to the smallest. It shows that the number of sampling points involved in the interpolation calculation should take an appropriate value, more or less, will have an adverse effect on the interpolation effect and reduce the interpolation accuracy.

When studying the influence of the number of points involved in the interpolation calculation on the accuracy of the inverse distance-weighted interpolation, the value of $u$ in the weight coefficient is kept unchanged. When studying the interactive effects of the two parameters in this study, when $u = 1, 2, 3, 4$, the number of sampling points $m$ participating in the interpolation is taken as 4, 10, 16, 22, 28, and 34 for cross-validation. The errors in the residuals are compared in various situations, and the comparison results are shown in Figure 6. Because the difference between the errors in the calculated residuals is very small, when drawing, the error values in the residuals are uniformly multiplied by 10.

When the weight coefficient $k = 1, 2, 3, 4$, the number of sampling points involved in the interpolation calculation is different, and the error in the residual varies greatly, and both increase with the increase of the number of sampling points in the parameter interpolation calculation. When the number of sampling points involved in the interpolation calculation is fixed, when the value of $k$ in the weight coefficient is different, the error in the residual is different, and when $k = 3$, the error in the residual reaches the minimum. Experiments show that when inverse distance-weighted interpolation is performed on the point cloud data in this study, the interpolation accuracy is affected by both the $k$ value in the weight coefficient and the number of sampling points participating in the interpolation calculation $m$. The
The number of sampling points \( m \) is determined by the cross-validation method to determine the optimal parameters for the inverse distance-weighted interpolation of the point cloud data in this paper: the number of sampling points involved in the interpolation calculation is 10-16, and the weight coefficient \( k \) is 3.

This article introduces the three interpolation methods of kriging, inverse distance weighting, and nearest neighbor points to spatially interpolate the attribute values of the grid points in the area where the point cloud data is located and compare the obtained results with the original point cloud data. Due to the amount of point cloud data huge, this study only extracted a small part of the point cloud data interpolation results shown in Table 3.

The maximum residual error in the inverse distance-weighted interpolation result is 1.89 m, the maximum residual error in the kriging interpolation result is 4.9 m, and the maximum residual error in the nearest neighbor interpolation result is 6.99 m. According to statistical data, we draw its residual histogram as shown in Figure 7. From the distribution of the residual distribution histogram, the residual distribution in the inverse distance-weighted interpolation result is better than the kriging interpolation and nearest neighbor interpolation residual distribution.

The smaller the values of the three evaluation indexes MAE, MRE, and RMSE are, the higher the interpolation accuracy is. Calculate the average absolute error, average relative error, and median error between the predicted elevation value and the actual elevation value of the original point cloud data. The statistical results are shown in Table 4.

Among the three methods of kriging interpolation, inverse distance-weighted interpolation, and nearest neighbor interpolation, the three evaluation indicators of the kriging interpolation method are less than the other two methods, indicating that the inverse distance-weighted interpolation has the highest accuracy, and the kriging interpolation is the second. The nearest neighbor interpolation has the lowest accuracy.

Use the inverse distance-weighted interpolation algorithm to interpolate the experimental point cloud data, compare the interpolation results with the original point cloud data, and use the relevant evaluation indicators to evaluate the accuracy of the interpolation results. The results are shown in Table 5.

To study the effect of the number of search points on DEM accuracy, first determine the search direction as nondirection search (that is, the search direction is not tested, and the total number of search points meets the requirements), and the smoothing factor is determined (the values are 0, 60, 100, 600, and 1000) to conduct experiments in different experimental areas. Taking the number of search points \( h \) as the horizontal axis and the error in the global residual as the vertical axis, each curve represents the influence of the number of search points on the DEM interpolation accuracy when the smoothness factor is different.

In the plain experimental area, as the number of search points increases, when the smoothing factor is 0, the median error first decreases rapidly (the number of search points is

### Table 2: Do not find the residual error in different situations.

| Participated in the calculation of points | 4   | 10  | 16  | 22  | 28  |
|------------------------------------------|-----|-----|-----|-----|-----|
| Error in residual \( \sigma \) (m)       | 0.3510 | 0.3216 | 0.3220 | 0.3258 | 0.3271 |
| Participated in the calculation of points | 34  | 40  | 46  | 52  | 58  |
| Error in residual \( \sigma \) (m)       | 0.3291 | 0.3303 | 0.3339 | 0.3359 | 0.3372 |

Figure 6: Comparison of residual errors in various situations.
4-10), then slowly decreases (the number of search points is 10-30), and then basically remains stable. When the smoothing factor is selected other four values, the overall trend of the error is the same; that is, it decreases first, and it basically reaches the minimum when the number of search points is 10, and then increases at a different speed. It can be seen that if the influence of the smooth factor is not considered, the number of search points is 10 which is the most appropriate, but this is not the number of search points corresponding to the minimum error; when the number of search points is 30 or greater, there is a corresponding smooth factor that can make the middle error smaller. The results of the search points in the plain experimental area are shown in Figure 8.

As the basic data of national geographic information, digital elevation model (DEM) is the framework data of National Spatial Data Infrastructure (NSDI), which has important applications in the national economy and national defense construction. With the coexistence of

### Table 3: Interpolation results of a small number of point cloud data.

| ID | Coordinate value | Raw point cloud data | Inverse distance-weighted data | Kriging interpolation data | Nearest neighbor data |
|----|------------------|----------------------|-------------------------------|--------------------------|----------------------|
|    | X (m) Y (m) Z (m) | Z (m)                | Z (m)                        | Z (m)                    | Z (m)                |
| 1  | 179.5 94.5 66.3289 | 66.6764              | 67.8528                      | 66.8078                  |
| 2  | 179.5 95.5 68.2345 | 67.3349              | 67.5963                      | 68.5148                  |
| 4  | 179.5 96.0 67.9607 | 67.9414              | 67.758                       | 68.5148                  |
| 5  | 179.5 96.5 67.6036 | 67.8058              | 68.0744                      | 67.4243                  |
| 6  | 179.5 97.0 67.4243 | 67.4243              | 67.7572                      | 67.4243                  |

**Figure 7**: Histogram of residuals.
DEM is an expression of the surface morphology and should reflect the amount of terrain information to the greatest extent. This needs to start with the original data and explore the method of determining DEM resolution. Using fractal to quantitatively express the characteristics of terrain self-similarity and complexity, the relationship between DEM resolution and fractal information dimension is established, and the inflection point that describes the terrain information to the maximum is sought through the slope difference of the straight line, so as to determine the horizontal resolution of DEM [25].

In the low mountain experimental area, similar results were obtained in the plain and hilly experimental area. The number of search points of about 30 is obviously better than that of 10 search points (when a reasonable smoothing factor is obtained). In other words, when there are 30 search points, there is a smaller median error than when there are 10 search points. Similarly, take the search points as 15, 20, 30, 40, and 50 to make a graph. With the increase of the smoothing factor, the median error increases first, decreases after reaching a certain value, and then increases rapidly. There are two intervals with better smoothness factors: one is near 0 and the other is between 200 and 400. You can observe the changes in errors more clearly. Obviously, when \( c = 0 \), no matter what the number of search points is, a small median error is obtained, especially when the number of search points is 40-50. In addition, when the number of search points is about 50 and the smoothing factor is about 250, the median error value is the smallest. The DEM analysis result of the low mountain experimental area is shown in Figure 10.

### 4. Discussion

The DEM scaling algorithm based on multiband wavelet decomposition is studied. Starting from the actual application requirements of DEM, the basic principle of DEM scale up is established. Taking into account the accuracy factors of DEM scale upscaling, a DEM scale upscaling algorithm based on random numbers is constructed. Using the characteristics of multiresolution analysis and multiscale analysis of multifrequency wave, a method of DEM scale-up reduction based on multiband wavelet decomposition is proposed [26]. In essence, a map is a scientific generalization (synthesis) and abstraction of the objectively existing features and changing rules. For the most typical and important topographic map in the map, because the objective world describes is a colorful and varied three-dimensional space entity, there is an insurmountable relationship between the expression of its two-dimensional space and the three-dimensional real world it represents. Because of this, cartographic scholars have been devoted to the three-dimensional representation of topographic maps for thousands of years, trying to find a representation method that can not only conform to people’s visual and physiological habits but also restore the real topographical world. DEM is a mathematical model of the terrain surface. Mathematically speaking, the elevation model is a two-dimensional continuous function. Therefore, DEM is the discrete representation of the elevation model. The representation methods of DEM can be divided into three categories, namely, regular grid model, contour model, and irregular triangulation method. Among them, regular grid model is the most commonly used model. In data collection, many of the original data obtained are in the form of discrete points. In practical applications, it is necessary to use the DEM interpolation algorithm to generate a regular grid model. Using spatial interpolation algorithm to interpolate terrain can effectively analyze geological body information. With the continuous development of computer visualization technology in recent years, the expression of ore bodies is realized through three-dimensional modeling. Some discrete sample points with known grade and other information can

| Interpolation method                      | Mean absolute error (m) | Average relative error | Medium error (m) |
|-------------------------------------------|-------------------------|------------------------|------------------|
| Inverse distance-weighted interpolation   | 0.0840                  | 0.0012                 | 0.15             |
| Kriging interpolation                      | 0.2453                  | 0.0034                 | 0.41             |
| Nearest neighbor interpolation             | 0.2705                  | 0.0038                 | 0.52             |

Table 4: Comparison of average absolute error, average relative error, and median error.

| Analysis scope      | Mean absolute error (m) | Average relative error | Medium error (m) |
|---------------------|-------------------------|------------------------|------------------|
| Void area           | 0.900                   | 0.0128                 | 1.2588           |
| Area outside the cavity | 0.063               | 0.0009                 | 0.1217           |
| All areas           | 0.085                   | 0.0012                 | 0.2408           |

Table 5: Comparison of interpolation results and original point cloud data.
be used to perform sample points with unknown information within a certain range [27, 28].

Before using the DEM error model, the terrain data should be preprocessed to make it conform to the assumption of a stable random process, so as to improve the reliability of DEM accuracy estimation. The surface usually has a specific overall trend, such as the slope of the terrain, the trend of the slope, the depression of the basin, and the uplift of the mountains and hills; the trend is a certain amount of definite analytical formula, which can be determined by the trend surface analysis. After removing the trend, what remains is the random residual, including the correlated random part and the uncorrelated random part (white noise). The correlated random part has a specific spatial autocorrelation (the closer the distance, the more similar the value). For terrain data, the residual amount after removing the trend can be considered as a stationary random process, and the covariance function of the random process can be estimated through statistical analysis. The covariance function is a function of distance, usually a monotonically decreasing positive even function. When the local table changes more complexly, its trend surface is relatively more complicated. When selecting the trend surface equation, a preliminary analysis of the terrain data should be carried out, and a visualization method should be used, that is, by comparing the covariance cloud diagrams of various trend surfaces, the more convergent the covariance cloud diagram, better the fit with the empirical covariance function, the better the stability of the terrain data, and the higher the reliability in the DEM accuracy prediction [29].

Obtaining the accuracy of DEM pixels is the basic goal of DEM error model research, and its ultimate goal is the application of error model, that is, how to provide theoretical support for the reliability evaluation of DEM data modeling strategy and DEM engineering application and analysis. First, the DEM error model can in turn guide DEM data sampling. DEM terrain data sampling is one of the main
factors that cause DEM errors. DEM data sampling should take into account the characteristics of the terrain itself. Of the same amount of data collection, a good terrain data sampling strategy can significantly reduce DEM errors. Like traditional topographic field surveying, the basic principle of digital elevation model data sampling points is to restore and reconstruct the terrain surface through the fewest sampling points. Whether it is random distribution sampling, regular distribution sampling, progressive sampling, selective sampling, or mixed sampling, although it is designed for terrain elevation sampling based on the above principles, it has universal significance; that is, they are also suitable for collection of nonelevation data in geographic information systems such as geology, soil, climate, and other data [30, 31].

A DEM scaling algorithm based on the combination of multiband wavelet and interpolation is proposed. First, use multiband wavelet decomposition to perform bilinear interpolation of the obtained high-frequency part and use it as the low-frequency part with the original DEM data. Through multiband wavelet inverse transformation, the scale-down DEM data is obtained, and the experimental results of subjective and objective evaluations were made. Second, the study of DEM error model will provide decision support and evaluation criteria for DEM application and analysis. In the evaluation of DEM data applicability, DEM error model can solve the accuracy evaluation problems of various applications, so the model accuracy can provide decision support for users in the evaluation of DEM applicability; in the evaluation of DEM interpolation model, DEM error model generates DEM accuracy fields of various interpolation models, and finally, the advantages and disadvantages of DEM interpolation model can be found according to comparison and statistics. In the evaluation of inverse distance-weighted interpolation algorithm, because DEM error model can generate accuracy field, it can evaluate the advantages and disadvantages of IDW algorithms more scientifically and objectively [32].

5. Conclusion

People live on the earth and are in contact with the earth’s surface everywhere. Although people from all walks of life have different needs and research focuses, they have a common hope: to express actual surface phenomena in a convenient and accurate way. In the early stage, surveying knowledge and technology were relatively scarce, and people could not truly reproduce the surface shape and mainly used pictograms to depict the terrain. Based on the in-depth and systematic study of DEM model establishment and contour formation, this paper uses different terrain feature data to conduct experiments. Resample the contour map, generate DEM data, and establish contour lines. A new method for judging the quality of contour lines is adopted. The data fusion of DEM has been analyzed theoretically and experimentally to test the influence of data fusion on the final quality of DEM. Based on the inverse distance-weighted interpolation algorithm, efforts have been made to improve the quality of DEM. As the foundation of geospace science, DEM has huge development prospects. At the same time, DEM is also playing an important role; for example, it plays an important role in analyzing terrain data in geographic information system (GIS) database. The DEM error model can theoretically complete the modeling and expression of the local accuracy of the DEM and analyze the spatial structure of the DEM error. However, due to the multisource nature of the DEM data source and the wide range of DEM applications, the DEM accuracy research work faces new research content.
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