Cubic B20 helimagnets with quenched disorder in magnetic field
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We theoretically address the problem of cubic B20 helimagnets with small concentration \( c \ll 1 \) of defect bonds in external magnetic field \( \mathbf{H} \), which is relevant to mixed B20 compounds at small dopant concentrations. We assume that Dzyaloshinskii-Moriya interaction and the exchange coupling constant are changed on imperfect bonds which leads to distortion of the conical spiral ordering. In one-impurity problem, we find that the distortion of the spiral pitch is long-ranged and it is governed by the Poisson equation for an electric dipole. The variation of the cone angle is described by the screened Poisson equation for two electric charges with the screening length being of the order of the spiral period. We calculate corrections to the spiral vector and to the cone angle at finite \( c \). The correction to the spiral vector is shown to be independent of \( H \). We demonstrate that diffuse neutron scattering caused by disorder appears in the elastic cross section as power-law decaying tails centered at magnetic Bragg peaks.

PACS numbers: 75.10.Jm, 75.10.Nr, 75.30.-m, 75.30.Ds

I. INTRODUCTION

More than fifty years ago it was shown that lacking of inversion center between two magnetic ions leads to an antisymmetric exchange called Dzyaloshinskii-Moriya interaction (DMI).\(^{[12]}\) Competition between Heisenberg symmetrical exchange interactions and DMI can result in spiral magnetic structures.\(^{[3]}\) Despite many years passed since the spiral magnetic ordering was observed for the first time in magnets with DMI, helimagnets attract great interest in the present time. This interest is stimulated, in particular, by rich phase diagrams and exotic spin structures which arise due to DMI in some helimagnets. Phases with such topological states as chiral soliton lattices\(^{[2]}\) (e.g., in layered helimagnet \( \text{CrNb}_3\text{S}_4 \)) and skyrnion lattices consisting of close-packed magnetic vertices in B20 cubic chiral magnets (e.g., in \( \text{MnSi} \))\(^{[3]}\) are widely discussed now. These materials are attractive not only from a fundamental but also from a technological point of view owing to their potential applications in spintronic devices.

Such mixed B20 compounds as \( \text{Mn}_{1-x}\text{Fe}_x\text{Ge} \) and \( \text{Fe}_{1-x}\text{Co}_x\text{Ge} \) attract significant attention now due to some interesting features. For instance, a quantum critical point was observed\(^{[8]}\) in \( \text{Mn}_{1-x}\text{Fe}_x\text{Si} \) at certain \( x^* \) which separates phases with long and short range orderings.\(^{[2]}\) Then, it was found experimentally that the spiral vector \( \mathbf{q} \) depends on the dopant concentration \( x \). At some critical value \( x_c \), it becomes zero and \( \mathbf{q} \) reverses upon \( x \) variation across this point. This effect arises due to different relations between structural and magnetic chiralities of the pure compounds with \( x = 0 \) and \( x = 1 \).\(^{[3,10]}\) Microscopically, this behavior should be a result of a spin interaction change near the dopant ions. At \( x \ll 1 \) and \( x \approx 1 \), dopant ions can be naturally considered as defects inside an ordered matrix, and the system can be described by a model of B20 helimagnet with small amount of defect bond.\(^{[22]}\) In our recent paper,\(^{[11]}\) we discussed in detail the spiral phase at zero magnetic field in this model. We found a remarkable electrostatic analogy in this problem: the distortion of the spiral ordering by a single defect is given by a Poisson equation for an electric dipole. The electrostatic analogy allowed us to find that a small concentration \( c \) of impurities leads to a correction to the spiral vector proportional to \( c \) as it was recently observed\(^{[12,13]}\) in \( \text{Mn}_{1-x}\text{Fe}_x\text{Si} \) at small \( x \).

In the present paper, we extend our previous analysis\(^{[11]}\) by introducing an external magnetic field \( \mathbf{H} \). We find that the distortion of the conical spiral ordering by a single defect is described now by two coupled equations. The first equation governs the variation of the spiral pitch at each site which arose also in our previous research\(^{[11]}\) and has the form of the Poisson equation for an electric dipole. The second equation describes the variation of the cone angle and is governed by the screened Poisson equation for two electric charges, where the “screening length” is of the order of the spiral period. At finite but small defects concentration, we calculate a correction to the spiral vector and find that it does not depend on \( H \). A correction to the conical angle is also derived. We analyze the impact of the disorder on elastic neutron scattering. It is shown that Bragg peaks acquire power-law decaying tails due to a diffuse scattering caused by impurities.

The rest of the paper is organized as follows. In Sec.\(^{[11]}\) we discuss the model and the technique we use in our calculations. In Sec.\(^{[11]}\) we present our analysis of B20 helimagnets with defect bonds in the external magnetic field. Sec.\(^{[15]}\) contains a summary of results and our conclusions.
II. PURE B20 HELIMAGNET

We use below the well-known Bak-Jensen model of a cubic B20 helimagnet\(^\text{[13]}\) in the form proposed in Ref\(^\text{[15]}\). The system without defects is described by the following Hamiltonian which includes the exchange interaction, DMI, the anisotropy and the Zeeman energy:

\[
\mathcal{H}_0 = \mathcal{H}_{\text{ex}} + \mathcal{H}_{\text{dm}} + \mathcal{H}_{\text{an}} + \mathcal{H}_z, \tag{1}
\]

\[
\mathcal{H}_{\text{ex}} = -\frac{1}{2} \sum_{\mathbf{R}, \mathbf{R}'} J_{\mathbf{RR}'} (\mathbf{S}_\mathbf{R} \cdot \mathbf{S}_{\mathbf{R}'}) ,
\]

\[
\mathcal{H}_{\text{dm}} = -\frac{1}{2} \sum_{\mathbf{R}, \mathbf{R}'} \mathbf{D}_{\mathbf{RR}'} \cdot [\mathbf{S}_\mathbf{R} \times \mathbf{S}_{\mathbf{R}'}] ,
\]

\[
\mathcal{H}_{\text{an}} = K \sum_{\mathbf{R}} \left( (S^x_{\mathbf{R}})^4 + (S^y_{\mathbf{R}})^4 + (S^z_{\mathbf{R}})^4 \right)
\]

\[
\mathcal{H}_z = \sum_{\mathbf{R}} \mathbf{h} \cdot \mathbf{S}_\mathbf{R} ,
\]

where \(\mathbf{h} = g\mu_B \mathbf{H}\). Without loss of generality, we consider only the nearest neighbor ferromagnetic exchange interaction with the constant \(J > 0\). DMI arises between nearest spins and \(\mathbf{D}_{\mathbf{RR}'}\) is parallel to \(\mathbf{R} - \mathbf{R}'\) (see Fig. 1). We assume below the standard situation when the following hierarchy of the model constants holds: \(J \gg |D| \gg |K|\).

Notice that the anisotropy can be introduced to the Hamiltonian either in the form of an exchange anisotropy or in the single-site form (as in Eq. \((1)\)). It is easy to show, however, that the anisotropy energy depends and does not depend on the spiral vector magnitude in the case of the exchange and the single-site anisotropies, respectively. As it is shown below, defects change the spiral vector. On the other hand, the critical field \(H_{c1}\) of a transition from the helical state to the conical one, which is determined by anisotropic interactions, was shown experimentally (see Ref\(^\text{[13]}\)) to be almost independent of the dopant concentration. That is why it is reasonable to consider the single-site cubic anisotropy as the main anisotropic interaction in the system. It is the anisotropy that can describe also destroying of the spiral ordering in pure and mixed B20 helimagnets\(^\text{[15]}\).

Following Refs\(^\text{[17,18]}\) we introduce a local orthogonal basis at each site

\[
\hat{c}_\mathbf{R} = (\hat{a} \cos q_\mathbf{R} + \hat{b} \sin q_\mathbf{R}) \cos \alpha + \hat{c} \sin \alpha ,
\]

\[
\hat{\eta}_\mathbf{R} = -\hat{a} \sin q_\mathbf{R} + \hat{b} \cos q_\mathbf{R} ,
\]

\[
\hat{\xi}_\mathbf{R} = -(\hat{a} \cos q_\mathbf{R} + \hat{b} \sin q_\mathbf{R}) \sin \alpha + \hat{c} \cos \alpha ,
\]

where \(\hat{a}, \hat{b}, \text{ and } \hat{c}\) are unit, mutually orthogonal, vectors and \(\alpha\) is the cone angle (\(\alpha = 0\) for a plane spiral). Spin at the site \(\mathbf{R}\) is expressed as

\[
\mathbf{S}_\mathbf{R} = S^c_{\mathbf{R}} \hat{c}_\mathbf{R} + S^\eta_{\mathbf{R}} \hat{\eta}_\mathbf{R} + S^\xi_{\mathbf{R}} \hat{\xi}_\mathbf{R} \tag{3}
\]

and we use the Holstein-Primakoff transformation\(^\text{[19]}\) for

\[
\begin{aligned}
S^c_{\mathbf{R}} &= S - a^R_\mathbf{R} a^\dagger_\mathbf{R} , \\
S^\eta_{\mathbf{R}} &= \sqrt{2} \left( a^R_\mathbf{R} + a^+_{\mathbf{R}} \right) , \\
S^\xi_{\mathbf{R}} &= \frac{i}{\sqrt{2}} (a^R_\mathbf{R} - a^+_{\mathbf{R}}) ,
\end{aligned}
\tag{4}
\]

where the square roots a replaced by unity.

Previous analysis\(^\text{[9]}\) of the classical energy of the model shows that \(q \parallel \hat{c}\) and \(q = D/J\) in the helical phase. Besides, \(\hat{c} \parallel (111)\) for \(K > 0\) and \(\hat{c} \parallel (100)\) for \(K < 0\) at \(H = 0\). A competition arises between the anisotropy and an arbitrary directed magnetic field because \(\hat{c} \parallel \mathbf{H}\) at \(K = 0\) (the cone axis defined by \(\hat{c}\) is parallel to \(\mathbf{H}\)). We consider the conical spiral phase with \(\hat{c} \parallel \mathbf{H}\) thus assuming that the Zeeman energy overcomes the anisotropy which we neglect below.

By substituting Eqs. \((2)\)–\((4)\) to Eq. \((1)\) we obtain for the term in the Hamiltonian not containing Bose-operators (i.e., for the classical energy \(E\))

\[
\frac{E}{N} = -JS^2 \left( 3 - \frac{q^2}{2} \cos^2 \alpha \right) - DS^2 (q \cdot \hat{c}) \cos^2 \alpha - hS \sin \alpha ,
\tag{5}
\]

where we put the lattice parameter to be equal to unity. Henceforth we retain only terms up to the second order in small parameter \(D/J\). Minimization of Eq. \((5)\) with respect to \(q\) and \(\alpha\) yields

\[
q = \frac{\hat{c}}{J} D ,
\tag{6}
\]

\[
\sin \alpha = \frac{h}{h_{c2}^{(0)}}, \quad h_{c2}^{(0)} = SD^2/J ,
\tag{7}
\]

where \(h_{c2}^{(0)}\) is the critical field of the second order transition to the fully saturated phase.

By virtue of conditions \((6)\) and \((7)\), terms linear in Bose-operators cancel each other in the Hamiltonian \((1)\).
For terms bilinear in Bose-operators, we obtain within the second order in \( D/J \)
\[
\mathcal{H}^{(2)} = \mathcal{H}^{(2)}_{ex} + \mathcal{H}^{(2)}_{dm} + \mathcal{H}^{(2)}_{z},
\]
\[
\mathcal{H}^{(2)}_{ex} =SJ \sum_{\nu R} \left[ 2a^+_{R}a_{R} \left( 1 - \frac{q^2}{2} \cos^2 \alpha \right) \right.
- (a^+_{R}a_{R+e_\nu} + a^+_{R+e_\nu}a_{R}) \left( 1 + \frac{q^2}{4} (1 + \sin^2 \alpha) \right)
+ (a^+_{R}a^+_{R+e_\nu} + a^+_{R+e_\nu}a_{R}) \frac{q^2}{4} \cos^2 \alpha \right],
\]
where \( \nu = x, y, z \) denote components in the coordinate system shown in Fig. 1. \( e_\nu \) are vectors of coordinate translations,
\[
\mathcal{H}^{(2)}_{dm} = SD \sum_{\nu R} q_\nu (e^\nu \cdot \hat{\epsilon}) \left[ 2a^+_{R}a_{R} \cos^2 \alpha \right.
- (a^+_{R}a_{R+e_\nu} + a^+_{R+e_\nu}a_{R}) \frac{1 + \sin^2 \alpha}{2}
- (a^+_{R}a^+_{R+e_\nu} + a^+_{R+e_\nu}a_{R}) \frac{\cos^2 \alpha}{2} \left. \right],
\]
\[
\mathcal{H}^{(2)}_{z} = h \sin \alpha \sum_{R} a^+_{R}a_{R}.
\]
We omit in Eq. (10) the so-called umklapp terms (see, e.g., Ref. [53]), because our calculations show that their impact on the ground state properties is negligible.

One obtains at \( h < h_{c2}^{(0)} \) from Eqs. (9) and (11)
\[
\mathcal{H}^{(2)} = JS \sum_{\nu R} \left[ 2a^+_{R}a_{R} \left( 1 + \frac{\zeta^2 q^2}{2} \cos^2 \alpha \right) \right.
- (a^+_{R}a_{R+e_\nu} + a^+_{R+e_\nu}a_{R}) \left( 1 + \frac{\zeta^2 q^2}{4} (1 + \sin^2 \alpha) \right)
+ (a^+_{R}a^+_{R+e_\nu} + a^+_{R+e_\nu}a_{R}) \frac{\zeta^2 q^2}{4} \cos^2 \alpha \left. \right].
\]

After the Fourier transform, bilinear Hamiltonian yields the well-known classical spectrum
\[
\varepsilon(k) = S|D|k \cos \alpha.
\]
In the fully saturated phase (i.e., at \( h \geq h_{c2}^{(0)} \), \( \cos \alpha = 0 \) and the spin-wave spectrum
\[
\varepsilon(k) = h - h_{c2} + SJk^2
\]
aquires a gap.

**III. DISORDERED SYSTEM**

We introduce now a disorder in model by changing \( J_{RR'} \) and \( D_{RR'} \) (so that it remains parallel to the bond) on some randomly distributed bonds which concentration in the system is c. The model constants are \( J' = J + u_{cx} \) and \( D' = D + u_{dm} \) on defect bonds. We assume below only the smallness of \( c \ll 1 \) whereas \( |u_{dm}| \) and \( |u_{cx}| \) can be of the order of \( D \) and \( J \), respectively.

Let us begin with the one-impurity problem and consider a single defect bond between sites \( R_0 = (0,0,0) \) and \( R_1 = (0,0,1) \). Corresponding perturbation to the Hamiltonian reads as
\[
V = V_{ex} + V_{dm} = -u_{cx} S_{R_0} \cdot S_{R_1} - u_{dm} e_\nu \cdot [S_{R_0} \times S_{R_1}].
\]
The analysis below shows that one needs to take into account only terms up to the first order in \( D/J \) in Eq. (15) to obtain accurate results in the leading order in \( D/J \). Then, we have for the perturbation from Eqs. (2)–(4), (6), and (15)
\[
V_{dm} = -S u_{dm} \xi_\nu \sqrt{\frac{S}{2}} \left( a^+_{R_1} + a^-_{R_1} - a^+_{R_0} - a^-_{R_0} \right) \cos \alpha
- i \xi_\nu q (a^+_{R_1} - a^-_{R_1} + a^+_{R_0} - a^-_{R_0}) \cos \alpha \sin \alpha
+ i S u_{dm} \xi_\nu (a^+_{R_1} - a^-_{R_1} + a^+_{R_0} - a^-_{R_0}) \sin \alpha,
\]
\[
V_{ex} = S u_{cx} \xi_\nu q \sqrt{\frac{S}{2}} \left( (a^+_{R_1} + a^-_{R_1} - a^+_{R_0} - a^-_{R_0}) \cos \alpha
- i \xi_\nu q (a^+_{R_1} - a^-_{R_1} + a^+_{R_0} - a^-_{R_0}) \cos \alpha \sin \alpha \right)
+ S u_{ex} \left( (a^+_{R_1} + a^+_{R_1} - a^+_{R_0} - a^+_{R_0}) - a^+_{R_1} - a^-_{R_0} - a^+_{R_0} - a^-_{R_0} \right)
+ i \xi_\nu q (a^+_{R_1} - a^-_{R_1} + a^+_{R_0} - a^-_{R_0}) \sin \alpha.
\]

One can see from Eqs. (16) and (17) that defect bonds provide linear terms in Bose-operators. This signifies that the bare ground state (conical spiral) is modified by impurities. To eliminate the linear terms in the Hamiltonian, we perform the following shift in Bose-operators:
\[
a^+_{R_1} = b^+_{R_1} + \rho^+_{R_1} = b^+_{R_1} + \rho^+_R + \rho'_R + i \rho''_R,
\]
\[
a^+_{R_0} = b^+_{R_0} + \rho^+_{R_0} = b^+_{R_0} + \rho'_R + i \rho''_R.
\]
where real parameters \( \rho'_R \) and \( \rho''_R \) has to be chosen such that linear terms in Bose-operators vanish in the Hamiltonian. Notice that spin representation [4] with the truncated square roots can be used only if the “condensate densities” are small, i.e., if \( |\rho_R| \ll \sqrt{S} \). The physical meaning of \( \rho'_R \) and \( \rho''_R \) can be revealed from an analysis of Eqs. (2) and (18). It is easy to show that an additional rotation of spins arises at site \( R \) in the spiral plane (i.e., in the plane in which spins rotate) by an angle having the form (see also Fig. 2a)
\[
\rho'_R = \frac{1}{\cos \alpha} \sqrt{\frac{2}{S}} \rho''_R
\]
Appearance of \( \rho''_R \) leads to a correction \( \delta \alpha_R \) to the conical angle \( \alpha \) which can be found from the equation
\[
S \sin(\alpha + \delta \alpha_R) = (S - (\rho'_R)^2 - (\rho''_R)^2) \sin \alpha + \sqrt{2S} \rho''_R \cos \alpha.
\]
FIG. 2: Parameters $\rho_R'$ and $\rho_R''$ arising in Eqs. (18) due to the defects lead, correspondingly, to (a) additional spin rotation in the spiral plane shown by arrows and (b) to a correction $\delta\alpha$ to the cone angle $\alpha$.

It is seen from the results below that the last term in Eq. (20) is much greater than $(\rho_R')^2 + (\rho_R'')^2$ by the parameter $D/J$ at not very large field (i.e., at $\cos\alpha \sim 1$). As a result, one obtains from Eq. (20)

$$\delta\alpha_R = \rho_R'' \sqrt{\frac{2}{S}}$$

(21)

(see also Fig. 2(b) for an illustration).

### A. Defects in DMI only

We begin with the technically simpler case of $u_{xx} = 0$ and $u_{dm} \neq 0$. One infers from Eqs. (12), (16)–(18) that the following system of equations should hold on every site in order to eliminate terms linear in Bose-operators:

$$J \sum_\nu \left[ (2\rho_R' - \rho_R'_{e_+} - \rho_R'_{e_-}) \left( 1 + \frac{c^2 q^2}{2} \right) + 2i\rho_R'' \left( 1 + \frac{c^2 q^2}{2} \right) - i(\rho_R'_{e_+} + \rho_R''_{e_-}) \left( 1 + \frac{c^2 q^2 \sin^2\alpha}{2} \right) \right]$$

$$= u_{dm} c \left[ \sqrt{\frac{S}{2}} \cos\alpha (1 - i\xi_\nu q \sin\alpha) + i\rho_{R_{1\nu}} \sin\alpha \right] \delta_{\nu R_{1\nu}} + u_{dm} c \left[ -\sqrt{\frac{S}{2}} \cos\alpha (1 + i\xi_\nu q \sin\alpha) - i\rho_{R_{1\nu}} \sin\alpha \right] \delta_{\nu R_{0\nu}}.$$  

In the absence of the “source” in the right hand side (i.e., at $u_{dm} = 0$), Eqs. (22) yield $\rho_R'' \equiv 0$. One concludes that the “source” provides $\rho' \sim u_{dm}/J$ and $\rho'' \sim (u_{dm}/J)/D/J$. The real part of Eqs. (22) reads in the leading order in $D/J$ as

$$\sum_\nu (2\rho_R' - \rho_R'_{e_+} - \rho_R'_{e_-}) = (\delta_{R_{1\nu}} - \delta_{R_{0\nu}}) \frac{u_{dm}}{J} c \left[ S \frac{1}{2} \cos\alpha \right] \delta_{\nu R_{1\nu}} + u_{dm} c \left[ -\sqrt{\frac{S}{2}} \xi_\nu q \cos\alpha (\delta_{\nu R_{1\nu}} + \delta_{\nu R_{0\nu}}) - \rho_{R_{0\nu}} \delta_{\nu R_{1\nu}} + \rho_{R_{1\nu}} \delta_{\nu R_{0\nu}} \right].$$

One recognizes in Eq. (23) a discrete (lattice) variant of a Poisson equation for an electric dipole which reads in the continuous limit as

$$\Delta \rho' = -\frac{u_{dm} c}{J} \cos\frac{\alpha}{\sqrt{2}} \left[ \delta(r - R_{1\nu}) - \delta(r - R_{0\nu}) \right].$$

(24)

The well-known solution of Eq. (24) has the form

$$\rho'(r) = \frac{u_{dm} c \cos\alpha}{4\pi J} \sqrt{\frac{S}{2}} \left( \frac{1}{|r - R_{1\nu}|} - \frac{1}{|r - R_{0\nu}|} \right).$$

(25)

If the concentration of defects is finite, we have a system with randomly distributed electric dipoles. Using the electrostatic superposition principle, one concludes that the contribution to average “electric polarization” per unit volume $P$ from each of these dipole is proportional to $\delta q$, so that we have

$$P = \frac{c u_{dm} \cos\alpha}{3} \sqrt{\frac{S}{2}} \frac{\pi J}{4\pi}$$

(26)

Then, we find using the well-known electrostatic relation $\nabla^2 \rho' = 4\pi P$

$$\langle \rho'(r) \rangle = \frac{c u_{dm} \cos\alpha}{3} \sqrt{\frac{S}{2}} \frac{\pi J}{4\pi}$$

(27)

that results in a correction to the spiral vector $\delta q || q$. Using Eqs. (19) and (27), one obtains

$$\delta q = \frac{c u_{dm}}{3} \frac{\pi J}{4\pi}$$

(28)

that is independent of the magnetic field. Such a linear in dopant concentration correction to the spiral vector was observed recently experimentally in Mn$_12$Fe$_{12}$Si [12,13].

It should be pointed out that solution (27) lies in contradiction with the requirement $|\rho_R''| \ll \sqrt{S}$ at large enough $R$. It happens because the finite concentration of defects changes the spiral vector. As a result, orientation of some spins differ significantly from their orientation in the pure system. However, Eq. (28) for the correction to the spiral vector is correct. To show this, one has to repeat the above derivations for finite $c$ trying the spiral vector in the form $q' = q + \delta q$ from the very beginning. This leads to additional “charges” in system (32) whose values are proportional to $\delta q$. As a result, one obtains $P = 0$ and $\langle \rho_R'' \rangle = 0$ instead of Eqs. (20) and (20) if the value of $\delta q$ is given by Eq. (28) (see also Ref. [11] for more details). Then, we conclude again (not violating the requirement $|\rho_R''| \ll \sqrt{S}$) that in average defects result in correction (28) to the spiral pitch (6).

Now we turn to the imaginary part of Eqs. (22) which can be rewritten in the form

$$\sum_\nu \left[ 1 + \frac{c^2 q^2 \sin^2\alpha}{2} \right] [2\rho_R'' - \rho_R'_{e_+} - \rho_R''_{e_-})$$

$$= -\frac{u_{dm}}{J} c \sin\alpha \left[ \sqrt{\frac{S}{2}} \xi_\nu q \cos\alpha (\delta_{\nu R_{1\nu}} + \delta_{\nu R_{0\nu}}) - \rho_{R_{0\nu}} \delta_{\nu R_{1\nu}} + \rho_{R_{1\nu}} \delta_{\nu R_{0\nu}} \right].$$

(29)
It follows from Eqs. (29) that \( \rho'' = 0 \) at \( h = 0 \) (i.e., at \( \sin \alpha = 0 \)). It means that the spiral remains plane at \( h = 0 \) and Eq. (28) recovers the result of our previous consideration\(^{13}\) devoted to B20 helimagnets at zero field.

At \( h \neq 0 \), \( \rho''_{R_0} \) and \( \rho''_{R_1} \) arising in Eqs. (29) can be found from Eqs. (30) for \( R = R_0 \) and \( R = R_1 \) which have the form

\[
\begin{align*}
6\rho''_{R_0} - 4\rho'_{R_0 + e_x - e_z} - \rho'_{R_0 - e_z} & = -\frac{u_{dm}}{J} e_x \sqrt{\frac{S}{2}} \cos \alpha, \\
6\rho''_{R_1} - 4\rho'_{R_1 + e_x - e_z} - \rho'_{R_0 - e_z} & = -\frac{u_{dm}}{J} e_x \sqrt{\frac{S}{2}} \cos \alpha,
\end{align*}
\]

where we assume that \( \rho'_{R_0 \pm e_x} = \rho'_{R_0 \pm e_y} \) and \( \rho'_{R_1 \pm e_x} = \rho'_{R_1 \pm e_y} \) by symmetry. By numerical solution of Eqs. (30) we observe that Eq. (23) obtained in the continuum limit starts working well right from sites neighboring to the defect bond in a broad range of parameters \( |u_{dm}| \lesssim D \) (see also Ref\(^{11}\)). Then, using Eq. (25) for \( \rho''_{R_0 + e_x - e_z} \) and subtracting the first equation (30) from the second one, we find

\[
\rho''_{R_1} - \rho''_{R_0} = \frac{2u_{dm} e_x \sqrt{\frac{S}{2}} \cos \alpha}{7J} \left( 4 - 1/\sqrt{2} \right) + 1/2 + 4\pi.
\]

Also taking into account that \( \rho''_{R_1} = -\rho''_{R_0} \) one obtains from Eq. (31)

\[
\rho''_{R_1} = -\rho''_{R_0} \approx 0.16 \frac{u_{dm}}{J} e_x \sqrt{\frac{S}{2}} \cos \alpha.
\]

Using Eq. (32), we come from Eqs. (29) to the following equation in the continuum limit:

\[
\begin{align*}
\Delta \rho'' - q^2 \cos^2 \alpha \rho'' & = \frac{u_{dm}}{J} e_x \sqrt{\frac{S}{2}} \cos \alpha \sin \alpha \\
\times \left( q + 0.16 \frac{u_{dm}}{J} \right) \left[ \delta(r - R_1) + \delta(r - R_0) \right],
\end{align*}
\]

which is a screened Poisson equation for two point charges (cf. Eq. (24)). The well-known solution of this equation has the form

\[
\rho''(r) = -\frac{u_{dm}}{4\pi J} e_x \sqrt{\frac{S}{2}} \cos \alpha \sin \alpha \left( q + 0.16 \frac{u_{dm}}{J} \right) \times \left[ e^{-|r - R_1| \cos \alpha} - e^{-|r - R_0| \cos \alpha} \right].
\]

One can see that the quantity

\[
\lambda = \frac{1}{|q| \cos \alpha}
\]

plays a role of the “screening length”.

For finite defect concentration \( c \) we use the superposition principle of electrostatics and perform averaging over disorder configurations utilizing formula \( \int d^3 r e^{-r/\lambda} / r = 4\pi \lambda^2 \). As a result we obtain

\[
\langle \rho'' \rangle = \frac{2c u_{dm}}{3 J q^2} \left( q + 0.16 \frac{u_{dm}}{J} \right) \frac{\sin \alpha}{\cos \alpha}.
\]

This should be an intermediate state called Bose-glass between the ordered and the fully saturated states similar in our system to a percolation transition as it is the case for transitions to Bose-glass phases\(^{20}\).

Interestingly, in Eq. (37) there is a possibility to change the sign of \( \delta \) by varying \( u_{dm} \). Let’s consider \( q > 0 \) and let’s assume that \( u_{dm} > 0 \). The in-plane angle between spins on defect bonds increases in this case so that it is harder to magnetize such bonds. Then, it is intuitively clear that such defects lead to a negative correction to the conical angle in agreement with Eq. (37).

There are two possibilities for negative \( u_{dm} \). First, if \( 0 > 0.16 u_{dm}/J > -q \), the absolute value of the in-plane angle between spins on the defect bond is smaller than that in the pure system. Thus, it is easier to magnetize such bonds and the conical angle increases in accordance with Eq. (37). Second, if \( 0.16 u_{dm}/J < -q \), the spins on the defect rotate in the opposite direction in comparison with the pure system and the absolute value of the angle of rotation is larger than that in the pure system (cf. Eq. (32)). This should lead to \( \rho'' < 0 \) and, in turn, to a negative \( \delta \alpha \) in agreement with Eq. (37).
B. Defects in both DMI and exchange interaction

Let us consider now a general situation when both $u_{ex}$ and $u_{dm}$ can be nonzero. In comparison with the analysis made in the previous section, calculations become more cumbersome. The counterpart of Eqs. (23) has the form

$$
\sum_{\nu} (2\rho_R - \rho'_{R+e_x} - \rho'_{R-e_x}) = (\delta R_{R,1} - \delta R_{R,0})
$$

$$
\times \left[ \frac{u_{dm} - u_{ex}q}{J} \times \frac{\alpha}{2} \cos \alpha - \frac{u_{ex}}{J} (\rho'_{R,1} - \rho'_{R,0}) \right].
$$

(39)

This equations can be solved self-consistently as in Ref. [34].

Denoting $\rho'_{R,1} - \rho'_{R,0} = \gamma$, the solution of Poisson equation [39] reads as

$$
\rho'(r) = \left( \frac{u_{dm} - u_{ex}q}{J} \times \frac{\alpha}{2} \cos \alpha - \frac{\gamma u_{ex}}{J} \right) \frac{1}{4\pi J} \times \left( \frac{1}{|r - R_1|} - \frac{1}{|r - R_0|} \right).
$$

(40)

To find $\gamma$, we write down two equations from system [39] for sites $R_1$ and $R_0$ (cf. Eq. [40])

$$
\begin{align*}
6\rho'_{R,0} - 4\rho'_{R+e_x} + \rho'_{R-e_x} &= -\left[ \frac{u_{dm} - u_{ex}q}{J} \times \frac{\alpha}{2} \cos \alpha - \frac{\gamma u_{ex}}{J} \right], \\
6\rho'_{R,1} - 4\rho'_{R+e_x} + \rho'_{R-e_x} &= \left[ \frac{u_{dm} - u_{ex}q}{J} \times \frac{\alpha}{2} \cos \alpha - \frac{\gamma u_{ex}}{J} \right].
\end{align*}
$$

(41)

As in the previous section, we observe by numerical solution of Eqs. (39) that Eq. (40) obtained in the continuous limit starts working well right from sites neighboring to the defect bond in a broad range of parameters $|u_{dm}| \lesssim D$ and $|u_{ex}| \lesssim J$. Then, using Eq. (40) for $\rho'_{R+e_x}$, $\rho'_{R-e_x}$ and $\rho'_{R+e_x}$ in Eqs. (41) and subtracting the first equation from the second one, we obtain

$$
\rho'_{R,1} - \rho'_{R,0} = \frac{2(u_{dm} - u_{ex}q)\alpha \sqrt{\frac{\alpha}{2}} \cos \alpha - \gamma u_{ex}}{7J} \times \frac{4(1 - 1/\sqrt{2}) + 1/2 + 4\pi}{4\pi} \approx 0.16 \frac{2(u_{dm} - u_{ex}q)\alpha \sqrt{\frac{\alpha}{2}} \cos \alpha - \gamma u_{ex}}{J} = \gamma.
$$

(42)

The last equality in Eq. (42) is the condition of the self-consistency of our derivation, which gives

$$
\rho'_{R,1} - \rho'_{R,0} = \gamma = \frac{32}{J (1 + 0.32u_{ex}/J)}.
$$

(43)

Using this expression, we obtain from Eq. (40)

$$
\rho'(r) = \frac{Q \times \alpha \cos \alpha \sqrt{\frac{\alpha}{2}}}{4\pi J} \left( \frac{1}{|r - R_1|} - \frac{1}{|r - R_0|} \right).
$$

(44)

$$
Q = \frac{u_{dm} - u_{ex}q}{1 + 0.32u_{ex}/J}.
$$

(45)

As it is done in the previous section, we derive the following analog of Eq. (28):

$$
\delta q = \frac{c}{3J (1 + 0.32u_{ex}/J)}.
$$

(46)

One can see from Eq. (46) that correction $\delta q$ is zero if $u_{dm} = u_{ex}q$. It is quite expected because this condition means that the ratio $D/J = q$ on the defect bond is equal to its value $D/J = q$ in the matrix.

The counterpart of Eqs. (29) has the form

$$
q^2 \cos^2 \alpha \rho'' + \sum_{\nu} \left[ 1 + c^2 q^2 \sin^2 \alpha \right]
$$

$$
\times \left[ 2\rho''_{R,1} + (\delta R, R_1) - (\delta R, R_0) \right] + \frac{\alpha}{2} \cos \alpha \sin \alpha \rho''_{R,0} \delta R, R_1 - \rho''_{R,1} \delta R, R_0
\right.

$$

(47)

$$
- \frac{u_{ex}q}{J} (\rho'_{R,1} - \rho'_{R,0}) (\delta R, R_1 - \delta R, R_0),
$$

where $\rho''_{R,1} = -\rho''_{R,0} = \gamma/2$ and $\gamma$ is given by Eq. (43). Values $\rho'_{R,1}$ and $\rho'_{R,0}$ appearing in the right-hand side of Eq. (47) can be found in a self-consistent manner as it is done above. As a result, we come again to the screened Poisson equation (similar to Eq. (33)) for equal charges located at $R_1$ and $R_0$. Its solution has the form (cf. Eq. (34))

$$
\rho''(r) = \frac{Q \times \alpha \cos \alpha \sin \alpha}{4\pi J} \times \left[ e^{-|q||r - R_1| \cos \alpha} / |r - R_1| + e^{-|q||r - R_0| \cos \alpha} / |r - R_0| \right],
$$

(48)

$$
Q = q \left( u_{dm} - u_{ex}q \right)^2 + \frac{1}{(1 + 0.32u_{ex}/J)^2}.
$$

(49)

Using Eq. (48), we obtain for the correction to the conical angle

$$
\delta \alpha = -\frac{2c}{3q^2} \left[ q \frac{u_{dm} - u_{ex}q}{J} \frac{1}{(1 + 0.32u_{ex}/J)^2} \sin \alpha \cos \alpha \right].
$$

(50)

In contrast to $\delta q$, $\delta \alpha \neq 0$ at $u_{dm} = u_{ex}q$ due to the first term in the brackets in Eq. (50). This effect originates from the nonlinear dependence of the cone angle on $D$ (cf. Eq. (4)). Then, even if $q$ is not affected by impurities, there is a distortion in the conical angle.

C. Elastic neutron scattering

We perform an analysis similar to that presented in Ref. [22] to find the elastic neutron scattering cross section given by the general expression

$$
\frac{d\sigma}{d\Omega} \propto \sum_{R_1, R_2} e^{iQ(R_1 - R_2)} \sum_{\chi, \eta} (\delta \chi \eta - \tilde{Q} \chi \tilde{Q} \eta) \langle S_{R_1}^\chi / S_{R_2}^\eta \rangle.
$$

(51)
where $Q$ is the momentum transfer, $\hat{Q} = Q/Q$, $\chi, \eta = a, b, c$, and $\langle \ldots \rangle$ denotes an average over quantum and thermal fluctuations (it should not be confused with averaging over disorder realizations). Using Eqs. (2)–(4) and (18), one derives the following expressions for spin components in Eq. (51):

$$
\langle S^c_R \rangle = [S - (\rho'_R)^2 - (\rho''_R)^2] \cos \alpha \cos q' R \quad (52)
$$

$$
- \sqrt{2} S \rho'_R \sin q' R - \sqrt{2} S \rho'_R \sin \alpha \cos q' R,
$$

$$
\langle S^c_R \rangle = [S - (\rho'_R)^2 - (\rho''_R)^2] \cos \alpha \sin q' R \quad (53)
$$

$$
+ \sqrt{2} S \rho'_R \cos q' R - \sqrt{2} S \rho'_R \sin \alpha \sin q' R,
$$

$$
\langle S^c_R \rangle = [S - (\rho'_R)^2 - (\rho''_R)^2] \sin \alpha \quad (54)
$$

$$
+ \sqrt{2} S \rho'_R \cos \alpha
$$

which have to be used in averaging over the disorder realizations (see, e.g., Ref[14] for more details). The main results of the particular calculations are the following. There are magnetic Bragg peaks at momenta transfer $Q = \pm (q + \delta q) + \tau = \pm q + \tau$ and $Q = \tau$, where $\tau$ is a reciprocal lattice vector. In the conical phase, their spectral weights are proportional to $\cos^2 \alpha$ and $\sin^2 \alpha$, respectively. There are also small corrections proportional to $c$ to these spectral weights due to the disorder. Then, there is a diffuse scattering from defects. In the first order in $c$, it is related with the double Fourier transforms of $\rho_{R,1}^c, \rho_{R,2}^c, \rho_{R,3}^c$, and $\rho_{R,4}^c$ from a single defect, where the line denotes averaging over disorder realizations (see Ref[14] for more details) and we also neglect terms containing products of more than two $\rho$. Due to the long-ranged character of the dipole field, the contribution from $\rho_{R,1}^c, \rho_{R,2}^c$ is the most singular one. We obtain for it after tedious calculations

$$
\left( \frac{d\sigma}{d\Omega} \right)' \propto N^c \frac{3}{3} S^2 \left( \frac{Q}{J} \right)^2 \frac{1 + Q^2}{2} \cos^2 \alpha \sum_{\nu \neq x,y,z} \sum_{\nu = x,y,z} \frac{c_{\nu}^c}{(Q + q' - \tau)^4} + \frac{1 - \cos (Q - q' - \tau)}{(Q - q' - \tau)^4} + \frac{1 - \cos (Q + q' - \tau)}{(Q + q' - \tau)^4},
$$

(55)

where $Q_0$ is the “charge” given by Eq. (44). Thus, we conclude that the disorder leads to power-law singularities at Bragg peaks positions with $Q = \pm q' + \tau$. In contrast, there are only regular corrections from $\rho_{R,1}^c, \rho_{R,2}^c$ to spectral weights of Bragg peaks at $Q = \tau$. Our analysis shows that with the accuracy of our calculations $\rho_{R,1}^c, \rho_{R,2}^c$ gives zero. We derive the following correction to the cross-section from $\rho_{R,1}^c, \rho_{R,2}^c$:

$$
\left( \frac{d\sigma}{d\Omega} \right)'' \propto N^c S^2 \left( \frac{Q}{J} \right)^2 \frac{1 + Q^2}{2} \sin^4 \alpha \cos^2 \alpha
$$

$$
\times \sum_{\nu \neq x,y,z} \sum_{\nu = x,y,z} \frac{c_{\nu}^c}{(Q + q' - \tau)^2 + q^2 \cos^2 \alpha}
$$

$$
+ \frac{1 + \cos (Q + q' - \tau)}{(Q - q')^2 + q^2 \cos^2 \alpha},
$$

(56)

where the “charge” $Q_0$ is given by Eq. (49). Thus, all Bragg peaks acquire power-law decaying tails originating from the diffuse scattering cross section

$$
\left( \frac{d\sigma}{d\Omega} \right)_{diff} = \left( \frac{d\sigma}{d\Omega} \right)' + \left( \frac{d\sigma}{d\Omega} \right)''.
$$

(57)

IV. SUMMARY AND CONCLUSION

In the present paper we theoretically discuss B20 helimagnets with defect bonds in external magnetic field $H$ in the conical phase. We assume that both exchange coupling and DMI are changed on defect bonds. In pure system a conical spiral ordering appears with the spiral vector $q$ directed along the field. We show that impurities lead to a distortion of the magnetic order which can be represented at each site as variations of the spiral pitch and of the cone angle. In one-impurity problem, the distortion in the spiral pitch is long-ranged and it is governed by the Poisson equation for electric dipole whose solution is given by Eq. (40). The variation of the cone angle arises at finite magnetic field only and it is described by the screened Poisson equation for two electric charges, which solution has the form (48).

At finite defect concentration $c \ll 1$, in the first order in $c$ by averaging over disorder realizations we calculate corrections to the spiral vector and to the cone angle. We find that the spiral vector direction remains unchanged and the correction magnitude is independent on the magnetic field being given by Eq. (40). This lies in agreement with recent experimental findings of Refs. [12,13] in Mn$_{1-x}$Fe$_x$Si at small $x$. The sign of the correction can be either positive, negative or zero, depending on the model parameters. The variation of the cone angle is given by Eq. (50).

Cross section of the elastic neutron scattering is discussed. It is obtained that there are magnetic Bragg peaks at momenta transfer $Q = \pm q' + \tau$ and $Q = \tau$, and
where $q'$ is renormalized spiral vector and $\tau$ is a reciprocal lattice vector. It is shown that disorder leads to a diffuse elastic scattering having the form of power-law decaying tails centered at the Bragg peaks positions (see Eqs. (55), (57)). Unfortunately, the available experimental results on neutron scattering do not allow a detailed comparison with our findings. We hope that the latter can be useful in interpretation of further experiments.

Our results are inapplicable at strong magnetic fields, when the system is close to the transition to a glassy phase intervening between the ordered and the fully saturated states.
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