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Abstract

For a large class of non-negative initial data, the solutions to the quasilinear viscous Hamilton-Jacobi equation \( \partial_t u - \Delta_p u + |\nabla u|^q = 0 \) in \((0, \infty) \times \mathbb{R}^N\) are known to vanish identically after a finite time when \(2N/(N+1) < p \leq 2\) and \(q \in (0, p-1)\). Further properties of this extinction phenomenon are established herein: instantaneous shrinking of the support is shown to take place if the initial condition \(u_0\) decays sufficiently rapidly as \(|x| \to \infty\), that is, for each \(t > 0\), the positivity set of \(u(t)\) is a bounded subset of \(\mathbb{R}^N\) even if \(u_0 > 0\) in \(\mathbb{R}^N\). This decay condition on \(u_0\) is also shown to be optimal by proving that the positivity set of any solution emanating from a positive initial condition decaying at a slower rate as \(|x| \to \infty\) is the whole \(\mathbb{R}^N\) for all times. The time evolution of the positivity set is also studied: on the one hand, it is included in a fixed ball for all times if it is initially bounded (localization). On the other hand, it converges to a single point at the extinction time for a class of radially symmetric initial data, a phenomenon referred to as single point extinction. This behavior is in sharp contrast with what happens when \(q\) ranges in \([p-1, p/2)\) and \(p \in (2N/(N+1), 2]\) for which we show complete extinction. Instantaneous shrinking and single point extinction take place in particular for the semilinear viscous Hamilton-Jacobi equation when \(p = 2\) and \(q \in (0, 1)\) and seem to have remained unnoticed.
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1 Introduction and results

We perform a detailed study of the finite time extinction phenomenon for a class of diffusion equations with a gradient absorption term, of the form

$$\partial_t u - \Delta_p u + |\nabla u|^q = 0, \quad u = u(t, x), \quad (t, x) \in (0, \infty) \times \mathbb{R}^N,$$

(1.1)

where, as usual,

$$\Delta_p u = \text{div}(|\nabla u|^{p-2} \nabla u),$$

supplemented with the initial condition

$$u(0) = u_0, \quad x \in \mathbb{R}^N.$$  

(1.2)

Throughout the paper we assume that

$$u_0 \in W^{1,\infty}(\mathbb{R}^N), \quad u_0 \geq 0, \quad u_0 \not\equiv 0.$$  

(1.3)

The range of exponents under consideration is

$$p_{c} := \frac{2N}{N+1} < p \leq 2, \quad 0 < q < p - 1,$$

(1.4)

in which it is already known that extinction in finite time takes place for initial data decaying sufficiently rapidly as $|x| \to \infty$, that is: there exists $T_e \in (0, \infty)$ such that $u(T_e, x) = 0$ for any $x \in \mathbb{R}^N$, but $\|u(t)\|_\infty > 0$ for any $t \in (0, T_e)$. The time $T_e$ is usually referred to as the extinction time of the solution $u$. Let us notice at this point that the range of exponents includes both the semilinear case $p = 2$ (with $q \in (0, 1)$), and the singular diffusion case $p \in (p_c, 2)$ (with $q \in (0, p - 1)$). These two diffusion operators usually depart strongly in their qualitative properties, but in the range (1.4), the gradient absorption term is dominating the evolution, thus explaining the similarity of the results for the linear and singular diffusions.

The main feature concerning equations such as (1.1) is the competition between the two terms in the equation: a diffusion one and an absorption one, in form of a gradient term. As the properties of the diffusion equation and of the Hamilton-Jacobi equation (without diffusion) are very different, it is of interest to study the effects of their merging in the equation, depending on the relative positions of the exponents $p$ and $q$.

For the semilinear case $p = 2$, a number of results are available by now, due to the possibility of using semigroup theory or linear techniques. Thus, it has been shown that there appear two critical values for the exponent $q$, namely $q = q_* := (N + 2)/(N + 1)$ and $q = 1$. The qualitative theory, including the large time behavior, is now well understood for exponents $q > 1$ after the series of works [2, 3, 4, 5, 9, 10, 19, 20, 22]. In this range $q > 1$, the diffusion has an important influence on the evolution: either completely dominating, when $q > (N+2)/(N+1)$, leading to asymptotic simplification, or having a similar effect to the Hamilton-Jacobi part for $q \in (1, q_*)$, leading to a resonant, logarithmic-type behavior for $q = q_*$. [19], or a behavior driven by very singular solutions for $q \in (1, q_*)$ [4]. Much less is known for the complementary range of $q$, that is, $0 < q \leq 1$, where the Hamilton-Jacobi term starts to have a very strong influence on the dynamics. The limit exponent $q = 1$ is highly critical and not yet fully understood though optimal temporal decay estimates are established in [8], while extinction in finite time has been shown for $q \in (0, 1)$, see [6, 7, 22]. Still, a complete understanding of the extinction phenomenon is missing and requires a
deeper study. So far, the class of initial data for which finite time extinction takes place has not yet been identified and more qualitative information on the behavior of the support of the solution and on the rate and shape of the extinction are still lacking. The purpose of the present work is to shed some further light on the extinction phenomenon for (1.1) and provide more detailed information on the above mentioned issues, not only in the semilinear case $p = 2$ but also when the diffusion is nonlinear and singular corresponding to $p \in (p_c, 2)$.

Indeed, considering the quasilinear diffusion operator $\Delta_p$ is a natural nonlinear generalization, but due to the fact that linear techniques are not available anymore, its study is more involved and results were obtained only recently. We are interested in the fast diffusion case $p \in (p_c, 2)$, for which the qualitative theory is developed starting from [25], where all exponents $q > 0$ are considered. In particular, two critical exponents are identified in [25]: $q = q_+ := p - N/(N + 1)$ and $q = p/2$. These critical values limit ranges of parameters with different behaviors: diffusion dominates for $q > q_+$, while there is a balance between diffusion and absorption for $q \in [p/2, q_+]$ leading to logarithmic decay for $q = q_+$, algebraic decay for $q \in (p/2, q_+)$, and exponential decay for $q = p/2$. Finally, finite time extinction occurs for $0 < q < p/2$ and this is the range of the parameter $q$ we are interested in. We actually perform a deeper study of the extinction range $0 < q < p/2$ with $p \in (p_c, 2)$ which reveals very interesting and surprising features having not been observed before, as far as we know. We mention at this point that we restrict the analysis to $p > p_c$ as there is a competition in this range between the diffusion term which aims at positivity and the gradient absorption term which is the driving mechanism of extinction. We left aside the critical case $p = p_c$ which is trickier to handle, as well as the case $p \in (1, p_c)$, for which a different competition takes place. Indeed, finite time extinction is also known to take place for the diffusion equation without the gradient absorption term when $p \in (1, p_c)$, and there is then a competition between two extinction mechanisms stemming from the diffusion and the gradient absorption, respectively.

Before describing more precisely our results, let us recall that the finite time extinction phenomenon has already been observed as the outcome of a competition between diffusion and absorption effects, in particular for another important diffusive model, the porous medium equation with zero order absorption

$$\partial_t u - \Delta u^m + u^q = 0, \quad (t, x) \in (0, \infty) \times \mathbb{R}^N, \quad (1.5)$$

with $m > 0$ and $q \in (0, 1)$. A striking feature is the instantaneous shrinking of the support for non-negative solutions, that is, the solution $u(t)$ to (1.5) at time $t$ is compactly supported for all $t > 0$ even though the initial condition $u(0)$ is positive in $\mathbb{R}^N$. This phenomenon was first noticed in [14] for $m = 1$ and later extended to (1.5) and its variants (including variable coefficients in front of the absorption term and/or an additional convection term) for $q \in (0, 1)$ and $m > q$ in [1, 11, 14, 17, 21, 23, 26, 27, 28], as well as to other equations such as

$$\partial_t u - \Delta_p u + |u|^{q-1} u = 0, \quad (t, x) \in (0, \infty) \times \mathbb{R}^N,$$

for suitable ranges of the parameters $p$ and $q$, see [12, 29] and the references therein. More precise information on the behavior near the extinction time are available for (1.5) in one space dimension $N = 1$ when $0 < m \leq 1$ and $0 < q < 1$, [15, 16, 24]. It is shown that the case $q = m$ is critical and the mechanism of extinction is different whether $m < q < 1$ or $0 < q < m$: in the former, simultaneous or complete extinction occurs, that is, the solution...
is positive everywhere in $\mathbb{R}^N$ prior to the extinction time and vanishes identically at the extinction time. In the latter, single point extinction takes place as shown in [16], that is, the positivity set of $u(t)$ shrinks to a point as $t$ approaches the extinction time. The limit case $q = m$ is simpler and explicit, being the only case studied also for $N > 1$ [13].

The purpose of this paper is to investigate the occurrence of the above mentioned phenomena for Eq. (1.1). Concerning instantaneous shrinking, we show that it takes place in the range $q \in (0, p - 1)$, but only for initial conditions which decay sufficiently fast as $|x| \to \infty$. On the contrary, for positive initial data with a slow decay as $|x| \to \infty$, the solution is positive everywhere in $\mathbb{R}^N$ for all times. This is in sharp contrast with the situation for (1.5), where it is sufficient that the initial condition decays to zero as $|x| \to \infty$ for instantaneous shrinking to take place [1, 11, 14]. The occurrence of instantaneous shrinking in (1.1) thus not only depends on the parameters $p$ and $q$ but also on the shape of the initial condition. Coming back to complete extinction, we also show that this is the generic behavior when $q \in [p - 1, p/2)$, while we identify a class of initial data for which single point extinction occurs when $q \in (0, p - 1)$.

**Main results.** We denote in the sequel the (spatial) positivity set $P(t)$ at time $t \geq 0$ of a solution $u$ to (1.1)-(1.2) by

$$P(t) := \{x \in \mathbb{R}^N : u(t, x) > 0\}. \quad (1.6)$$

We begin with some features of the time evolution of the positivity set according to the decay of $u_0$ at infinity.

**Theorem 1.1** (Instantaneous shrinking and localization). Let $u$ be a solution to the Cauchy problem (1.1)-(1.2) with an initial condition $u_0$ satisfying (1.3) and

$$u_0(x) \leq C(1 + |x|)^{-\theta}, \quad x \in \mathbb{R}^N, \quad \theta > \frac{q}{1 - q} \quad (1.7)$$

for some $C > 0$, and exponents $p$, $q$ as in (1.4). Then:

(i) Instantaneous shrinking: for any $t > 0$, $P(t)$ is a bounded subset of $\mathbb{R}^N$.

(ii) Localization: for any $\tau > 0$ there exists $\varrho_\tau > 0$ such that $P(t) \subseteq B(0, \varrho_\tau)$ for all $t \geq \tau$.

(iii) Extinction: there is $T_e > 0$ such that $u(t) \equiv 0$ for all $t \geq T_e$.

In other words, the dynamics forces the support of the solution to become compact immediately (at any time $t > 0$) even if $u_0$ is positive in $\mathbb{R}^N$, that is, $P(0) = \mathbb{R}^N$. It then remains confined inside a ball for $t \geq \tau > 0$, the radius of the ball depending only on $\tau$. Two steps are needed to prove Theorem 1.1: we first construct a supersolution to (1.1) on $(0, t_0) \times \mathbb{R}^N$ for a sufficiently small time $t_0$ which is positive for $t = 0$ but has compact support for $t \in (0, t_0)$. Due to the gradient absorption term, it does not seem to be possible to adapt the approach used for (1.5) and the supersolution has to be constructed in a different way. The second step is to establish that solutions to (1.1)-(1.2) emanating from compactly supported initial data enjoy the localization property, that is, their support stays forever in a fixed ball of $\mathbb{R}^N$. Combining these two steps provides the first two assertions of Theorem 1.1, the last assertion being a straightforward consequence of the compactness of the support for positive times, [22, Corollary 9.1], and [25, Theorem 1.2(iii)].
Theorem 1.1 turns out to be false under a sole condition of decay to zero at infinity of \( u_0 \) and the following result shows a strikingly different behavior for initial data with a sufficiently slow spatial decay at infinity.

**Theorem 1.2 (Non-extinction and non-localization).** Let \( u \) be a solution to the Cauchy problem (1.1)-(1.2) with an initial condition \( u_0 \) satisfying (1.3) and
\[
\lim_{|x| \to \infty} |x|^{q/(1-q)} u_0(x) = \infty, \quad u_0(x) > 0 \text{ for any } x \in \mathbb{R}^N, \tag{1.8}
\]
and exponents \( p, q \) as in (1.4). Then
\[
\mathcal{P}(t) = \mathbb{R}^N \quad \text{for any } t > 0.
\]

Theorem 1.2 means that, when the initial condition has a sufficiently fat tail at infinity, it has enough mass to remain positive everywhere for all times in spite of the dominating absorption effect. When \( p = 2 \) and \( q \in (0, 1) \) it is established in [7] with the help of suitable subsolutions and we extend here this approach to the whole range (1.4).

A consequence of Theorem 1.2 is that the decay condition (1.7) on \( u_0 \) is optimal for instantaneous shrinking to take place when the parameters \( p \) and \( q \) satisfy (1.4). The optimality of the range (1.4) of the exponents \( p \) and \( q \) requires a different argument: we show in Proposition 4.4 that, when \( p \in (p_c, 2) \) and \( q \in \left[p-1, p/2\right) \), only complete extinction takes place, that is,
\[
\mathcal{P}(t) = \mathbb{R}^N \quad \text{for any } t \in (0, T_e).
\]

The finiteness of the extinction time \( T_e \) for that range being proved in [25] for initial data decaying sufficiently rapidly at infinity.

Returning to finite time extinction, we are able to improve Theorem 1.1 as well as [25, Theorem 1.2(iii)], showing that solutions vanish after a finite time even in the limit case for the decay \( \theta = q/(1-q) \) in (1.7), which is excluded in Theorem 1.1. However, no information on the evolution of the positivity set is provided.

**Theorem 1.3 (Improved finite time extinction).** Let \( u \) be a solution to the Cauchy problem (1.1)-(1.2), with an initial condition \( u_0 \) satisfying (1.3) and
\[
u_0(x) \leq C_0 (1 + |x|)^{-q/(1-q)}, \quad x \in \mathbb{R}^N, \tag{1.9}
\]
for some \( C_0 > 0 \) and \( p, q \) as in (1.4). Then extinction in finite time takes place: there exists \( T_e \in (0, \infty) \) such that \( u(T_e, x) = 0 \) for any \( x \in \mathbb{R}^N \), but \( \|u(t)\|_\infty > 0 \) for any \( t \in (0, T_e) \).

Theorem 1.3 is proved in [7] when \( p = 2 \) and \( q \in (0, 1) \) and we extend it here to the whole range (1.4). Its proof relies on the construction of self-similar supersolutions vanishing identically after a finite time.

We now delve deeper in the extinction mechanism and aim at studying how extinction takes place. Let \( u \) be a solution to (1.1) and \( T_e \in (0, \infty) \) its extinction time, assuming that \( u \) vanishes in finite time. Recalling the definition (1.6) of the positivity set \( \mathcal{P}(t) \), we define the extinction set of \( u \) by
\[
\mathcal{E}(u) := \left\{ x \in \mathbb{R}^N : \text{there exist } \{x_n : n \geq 1\} \subset \mathbb{R}^N, \{t_n : n \geq 1\} \subset (0, T_e) \text{ such that } x_n \to x, t_n \to T_e \text{ as } n \to \infty, u(t_n, x_n) > 0 \text{ for all } n \right\}.
\]
We say that \( u \) presents *simultaneous or complete extinction* if \( E(u) = \mathbb{R}^N \) while it presents *single point extinction* when \( E(u) \) is a singleton. Simultaneous extinction is the most common phenomenon; for example, it occurs for the standard subcritical fast diffusion equation (without absorption terms). Here, it happens that the opposite and less standard phenomenon occurs. More precisely:

**Theorem 1.4** (Single point extinction). Let \( u \) be a solution to the Cauchy problem (1.1)-(1.2) with an initial condition \( u_0 \) satisfying (1.3), and exponents \( p, q \) as in (1.4). Assume further that:

(a) \( u_0 \in C^1(\mathbb{R}^N) \) is radially symmetric and radially non-increasing,

(b) \( u_0 \) is compactly supported in \( B(0, R_0) \) for some \( R_0 > 0 \) and satisfies the following condition

\[
|\nabla u_0(x)|^{(p-q-1)/(p-q)} \geq \delta_0 |x|^{1/(p-1-q)}, \quad x \in B(0, R_0) .
\]

(c) and there exists \( \delta_0 > 0 \) such that

\[
|\nabla u_0(x)|^{(p-q-1)/(p-q)} \geq \delta_0 |x|^{1/(p-1-q)}, \quad x \in B(0, R_0) .
\]

Let \( T_e \in (0, \infty) \) be the extinction time of \( u \), which is finite according to Theorem 1.1. Then, there exist \( \rho_1 > 0 \) and \( \rho_2 > 0 \) such that

\[
B(0, \rho_1(T_e - t)^\sigma) \subseteq \mathcal{P}(t) \subseteq B(0, \rho_2(T_e - t)^\nu) \quad \text{for any } t \in (T_e/2, T_e),
\]

where

\[
\sigma := \frac{p - q - 1}{(p-q)(1-q)}, \quad \nu := \frac{p(p-q-1)^2}{2(p-q)(p-2q)} .
\]

Consequently, \( u \) presents single point extinction at the origin: \( E(u) = \{0\} \).

As we shall see below the first inclusion in (1.13) holds true for any radially symmetric and radially non-increasing initial condition \( u_0 \) with compact support. The second inclusion requires the more restrictive conditions (1.10) and (1.12) on \( u_0 \), the former guaranteeing that the positivity set of \( u \) stays inside the ball \( B(0, R_0) \).

As far as we know, Theorem 1.4 is the first example of single point extinction for equations with gradient absorption. Single point extinction was already observed for the heat equation with zero order absorption term in a bounded domain \( \Omega \) of \( \mathbb{R}^N \) with homogeneous Dirichlet boundary conditions

\[
\partial_t u = \Delta u - u^q, \quad (t, x) \in (0, \infty) \times \Omega,
\]

when \( q \in (0, 1) \), the result being valid for a specific class of initial conditions [17]. In space dimension \( N = 1 \), similar results are available for (1.5) in the range \( 0 < q < m < 1 \) [16].

The proof of Theorem 1.4 is technically involved, following the general strategy used by Friedman and Herrero [17], but with new and decisive contributions of the optimal
gradient estimates established in [25, Theorem 1.3]. Notice also that we are able to drop any restriction of the type $\partial_t u(0, x) = \Delta u_0(x) - u_0(x)^q \geq 0$ on the initial data, as required in [17].

**Organization of the paper.** After recalling the well-posedness of (1.1)-(1.2) and a few properties of solutions in Section 2, we begin with proving the instantaneous shrinking phenomenon, as stated in Theorem 1.1, to which we devote Section 3. The proof of Theorem 1.1 is completed in Section 4, where we prove the localization of $P(t)$, $t \geq 0$, for compactly supported initial data, as well as some side results showing that the range (1.4) is optimal for localization to take place. The localization property allows us to derive upper and lower bounds at the extinction time which are gathered in Section 5. We go on with the proof of Theorem 1.2, performed in Section 6, and the proof of Theorem 1.3, done in the subsequent Section 7. All these proofs have in common the fact that they rely on the maximum principle, used in suitable ways according to the case to be dealt with. In particular, subsolutions and supersolutions of different kinds with suitable behaviors are constructed along these sections. Finally, we devote Section 8 to the proof of Theorem 1.4, which is the most involved technically and is further divided into several subsections. The paper ends with a technical Appendix where we provide rigorous proofs for some estimates and calculations performed only at a formal level in Section 8 for the simplicity of the reading.

**Notation.** We introduce the parabolic operator $L$ defined by

$$Lz := \partial_t z - \Delta p z + |\nabla z|^q$$

in $(0, \infty) \times \mathbb{R}^N$. (1.14)

If $z$ is radially symmetric with respect to the space variable then, setting $r := |x|$ and $z(t, r) = z(t, |x|)$, an alternative formula for $Lz$ is the following:

$$Lz = \partial_t z - (p - 1) |\partial_r z|^{p - 2} \partial_r^2 z - \frac{N - 1}{r} |\partial_r z|^{p - 2} \partial_r z + |\partial_r z|^q.$$ (1.15)

2 Well-posedness

We collect in this section some properties of the Cauchy problem (1.1)-(1.2) and its solutions. We first recall the well-posedness of (1.1)-(1.2), established in [20] for $p = 2$ and in [25] for $p \in (1, 2)$.

**Proposition 2.1.** Let $p \in (p_c, 2]$ and $q > 0$. Given an initial condition $u_0$ satisfying (1.3), there is a unique nonnegative viscosity solution

$$u \in \mathcal{BC}([0, \infty) \times \mathbb{R}^N) \cap L^\infty(0, \infty; W^{1,\infty}(\mathbb{R}^N))$$

to (1.1)-(1.2) which is also a weak solution if $p \in (p_c, 2)$ and a classical solution if $p = 2$. In addition, it satisfies

$$0 \leq u(t, x) \leq \|u_0\|_{\infty}, \quad (t, x) \in (0, \infty) \times \mathbb{R}^N.$$

We next show that radial symmetry and radial monotonicity are both preserved by (1.1).

**Lemma 2.2.** Let $u$ be a solution to (1.1) such that its initial condition $u_0$ satisfies (1.3) and is radially symmetric and non-increasing (that is, for $y \in \mathbb{R}^N$ and $z \in \mathbb{R}^N$, there holds $u_0(y) \geq u_0(z)$ whenever $|y| \leq |z|$). Then $x \mapsto u(t,x)$ is radially symmetric and non-increasing for any $t > 0$. 7
Proof. The radial symmetry is immediate from the rotational invariance of Eq. (1.1) and the uniqueness statement in Proposition 2.1.

Consider next \( y \in \mathbb{R}^N \) and \( z \in \mathbb{R}^N \) such that \( |y| < |z| \) and define \( x_0 := (z - y)/2 \), the hyperplane \( \mathcal{H} := \{x \in \mathbb{R}^N : \langle x, x_0 \rangle > 0\} \), and the functions \( v_\pm(t, x) := u(t, x \pm x_0) \) for \( (t, x) \in (0, \infty) \times \mathcal{H} \). On the one hand, for \( x \in \partial \mathcal{H} \), there holds \( \langle x, x_0 \rangle = 0 \), so that

\[
|x + x_0|^2 = |x|^2 + |x_0|^2 = |x - x_0|^2,
\]

and the radial symmetry of \( u \) entails that

\[
v_+(t, x) = u(t, x + x_0) = u(t, x - x_0) = v_-(t, x) \quad \text{for all } t > 0 \quad \text{and } x \in \partial \mathcal{H}.
\]

On the other hand, if \( x \in \mathcal{H} \), then

\[
|x + x_0|^2 = |x|^2 + |x_0|^2 + 2\langle x, x_0 \rangle \geq |x|^2 + |x_0|^2 - 2\langle x, x_0 \rangle = |x - x_0|^2,
\]

and the radial monotonicity of \( u_0 \) implies that

\[
v_+(0, x) = u_0(x + x_0) \leq u_0(x - x_0) = v_-(0, x).
\]

Since \( v_+ \) and \( v_- \) both solve (1.1) in \( (0, \infty) \times \mathcal{H} \), we infer from the comparison principle and the previous properties that \( v_+ \leq v_- \) in \( (0, \infty) \times \mathcal{H} \). In particular, \( (y + z)/2 \in \mathcal{H} \) and we obtain

\[
u(t, y) = v_-(t, \frac{y + z}{2}) \geq v_+(t, \frac{y + z}{2}) = u(t, z)
\]

as claimed. \( \square \)

We finally recall that extinction in finite time occurs for \( p \in (p_c, 2] \) and \( q \in (0, p/2) \) when the initial condition \( u_0 \) is compactly supported.

Proposition 2.3. Let \( p \in (p_c, 2] \) and \( q \in (0, p/2) \). Let \( u_0 \) be an initial condition satisfying (1.3) and denote the corresponding solution to (1.1)-(1.2) by \( u \). Assume further that \( u_0 \) is compactly supported. There exists \( T_e > 0 \) depending on \( N \), \( p \), \( q \), and \( u_0 \) such that

\[
\mathcal{P}(t) = \emptyset \quad \text{for } t \geq T_e, \quad \mathcal{P}(t) \neq \emptyset \quad \text{for } t \in (0, T_e).
\]

Proposition 2.3 is shown in [22, Corollary 9.1] for \( p = 2 \) and in [25, Theorem 1.2(iii)] for \( p < 2 \). It is actually proved in the latter that finite time extinction takes place for a broader class of initial data, namely, if there exist \( C_0 > 0 \) and \( Q > 0 \) such that

\[
u_0(x) \leq C_0 |x|^{-(p-Q)/(Q-p+1)}, \quad x \in \mathbb{R}^N,
\]

where

\[
Q = q \text{ if } q \in (q_1, p/2), \quad Q \in (q_1, p/2) \text{ if } q \in (0, q_1), \quad \text{and } q_1 := \max \left\{ p - 1, \frac{N}{N + 1} \right\}.
\]

Remark 2.4. It is worth pointing out here that Theorem 1.3 includes [25, Theorem 1.2(iii)] when the range of \( (p, q) \) is (1.4). Indeed, if \( u_0 \) satisfies (2.2) then it satisfies (1.9).
3 Instantaneous shrinking

In this section, we show that the phenomenon of instantaneous shrinking takes place, thus proving the first assertion in Theorem 1.1. Its proof will be completed in the next section, which deals with the localization part, once the support is known to be compact. More precisely, we show here the following result.

Proposition 3.1. Let \( u \) be a solution to the Cauchy problem (1.1)-(1.2) with an initial condition \( u_0 \) satisfying (1.3) and (1.7) for some \( C > 0 \), and exponents \( p, q \) as in (1.4). There exists \( t_0 > 0 \) such that \( P(t) \) is bounded for \( t \in (0, t_0) \).

Proof. We look for a supersolution to Eq. (1.1) of the form

\[
\Sigma(t, x) = \left[ \frac{A}{1 + |x|^\alpha} - \eta(t) \right]^\gamma, \quad (t, x) \in (0, \infty) \times \mathbb{R}^N, \tag{3.1}
\]

where \( z_+ := \max\{z, 0\} \) denotes the positive part of the real number \( z \), the positive parameters \( A > 0, \alpha \in (0, 1), \gamma > 1 \), and the function \( \eta \) being to be determined. For further use, we set

\[
r := |x|, \quad y := \frac{A}{1 + r^\alpha} - \eta(t).
\]

Owing to the radial symmetry of \( \Sigma \), it follows from (1.15) that

\[
\mathcal{L}\Sigma = \partial_t \Sigma - (p - 1)|\partial_r \Sigma|^{p-2}\partial_r^2 \Sigma - \frac{N-1}{r} |\partial_r \Sigma|^{p-2} \partial_r \Sigma + |\partial_r \Sigma|^q.
\]

We further require that \( \eta(0) = 0 \) and that \( \eta \) is non-decreasing, that is, \( \eta' \geq 0 \). In the previous notation, we notice that

\[
\partial_t \Sigma(t, x) = -\gamma y_+^{\gamma-1} \eta'(t),
\]

\[
\partial_r \Sigma(t, x) = -A\alpha \gamma y_+^{\gamma-1} \frac{r^{\alpha-1}}{(1 + r^\alpha)^2},
\]

and

\[
\partial_r^2 \Sigma(t, x) = A^2 \alpha^2 \gamma(\gamma - 1)y_+^{\gamma-2} \frac{r^{2\alpha-2}}{(1 + r^\alpha)^4}
\]

\[
- A\alpha \gamma y_+^{\gamma-1} \frac{r^{\alpha-2}}{(1 + r^\alpha)^3} [\alpha - 1 - (\alpha + 1)r^\alpha],
\]
whence, we get

\[
\mathcal{L} \Sigma = -\gamma y_+^{\gamma-1} \eta'(t) + (A\alpha \gamma)^q y_+^{q(\gamma-1)} \frac{r^{q(\alpha-1)}}{(1 + r^\alpha)^{2q}} - (A\alpha \gamma)^{p-2} y_+^{(\gamma-1)(p-2)} \frac{r^{(\alpha-1)(p-2)}}{(1 + r^\alpha)^{2(p-2)}} \\
\times \left[ (p-1)A^2 \alpha^2 \gamma(\gamma-1)y_+^{\gamma-2} \frac{r^{2\alpha-2}}{(1 + r^\alpha)^4} - (p-1)A\alpha \gamma y_+^{\gamma-1} \frac{r^{\alpha-2}}{(1 + r^\alpha)^3} (\alpha - 1 - (\alpha + 1)r^\alpha) \right] - A\alpha \gamma(N-1)y_+^{\gamma-1} \frac{r^{\alpha-2}}{(1 + r^\alpha)^2} \\
= (A\alpha \gamma)^q y_+^{q(\gamma-1)} \frac{r^{q(\alpha-1)}}{(1 + r^\alpha)^{2q}} - \gamma y_+^{\gamma-1} \eta'(t) + (A\alpha \gamma)^{p-1} y_+^{(\gamma-1)(p-1)-1} \frac{r^{(\alpha-1)(p-1)-1}}{(1 + r^\alpha)^{2(p-1)}} \\
\times \left[ (N-1)y_+ + (p-1)y_+ \frac{2\alpha - (1 + \alpha)(1 + r^\alpha)}{1 + r^\alpha} - A\alpha(\gamma - 1)(p-1) \frac{\gamma}{1 + r^\alpha} \right] \\
\geq (A\alpha \gamma)^q y_+^{q(\gamma-1)} \frac{r^{q(\alpha-1)}}{(1 + r^\alpha)^{2q}} - \gamma y_+^{\gamma-1} \eta'(t) + (A\alpha \gamma)^{p-1} y_+^{(\gamma-1)(p-1)-1} \frac{r^{(\alpha-1)(p-1)-1}}{(1 + r^\alpha)^{2(p-1)}} \\
\times \left[ -(1 + \alpha)(p-1) - \frac{A\alpha(\gamma - 1)(p-1)}{1 + r^\alpha} \right],
\]

or, equivalently,

\[
\mathcal{L} \Sigma \geq (A\alpha \gamma)^q y_+^{q(\gamma-1)} \frac{r^{q(\alpha-1)}}{(1 + r^\alpha)^{2q}} - \gamma y_+^{\gamma-1} \eta'(t) \\
- (A\alpha \gamma)^{p-1} A\alpha(\gamma - 1)(p-1) y_+^{(\gamma-1)(p-1)-1} \frac{r^{(\alpha-1)(p-1)-1}}{(1 + r^\alpha)^{2(p-1)+1}} \\
- (1 + \alpha)(p-1)(A\alpha \gamma)^{p-1} y_+^{(\gamma-1)(p-1)-1} \frac{r^{(\alpha-1)(p-1)-1}}{(1 + r^\alpha)^{2(p-1)}}.
\]

We now choose

\[
\gamma = \frac{p - q}{p - q - 1} > 1,
\]

so that

\[
\gamma - 1 = \frac{1}{p - 1 - q} \quad \text{and} \quad (\gamma - 1)(p - 1) - 1 = q(\gamma - 1).
\]

Since \(\gamma > 1\) and \(\eta \geq 0\), we notice that

\[
y_+ \leq \frac{A}{1 + r^\alpha}, \quad \text{and} \quad y_+^{\gamma-1} = y_+^{q(\gamma-1)} y_+^{(1-q)(\gamma-1)} \leq y_+^{q(\gamma-1)} \frac{A^{(1-q)(\gamma-1)}}{(1 + r^\alpha)^{(1-q)(\gamma-1)}}.
\]

Consequently, owing to the fact that \(\eta'(t) \geq 0\) for all \(t > 0\) and plugging (3.3) into (3.2),
we deduce

\[
\mathcal{L} \Sigma \geq y_+^{q(\gamma-1)} \left[ (A\alpha \gamma)^q \frac{r^q}{(1 + r^\alpha)^2} - \frac{A^{(1-q)(\gamma-1)} \gamma}{(1 + r^\alpha)^{(1-q)(\gamma-1)}} \eta'(t) \right] - (p-1) (\alpha \gamma)^p A^p (1+\alpha \gamma)^r \left( 1+ \frac{1}{(1 + r^\alpha)^{2(p-1)+1}} \right) \\
\geq y_+^{q(\gamma-1)} \left[ \frac{(A\alpha \gamma)^q}{2} \frac{r^q}{(1 + r^\alpha)^2} - \frac{A^{(1-q)(\gamma-1)} \gamma}{(1 + r^\alpha)^{(1-q)(\gamma-1)}} \eta'(t) \right] + (A\alpha \gamma)^q \frac{r^q}{(1 + r^\alpha)^{2(p-1)+1}} \\
= y_+^{q(\gamma-1)} \left[ \frac{(A\alpha \gamma)^q}{2} \frac{r^q}{(1 + r^\alpha)^{(1-q)(\gamma-1)}} S_1 + y_+^{q(\gamma-1)} \frac{(A\alpha \gamma)^q}{2} \frac{r^q}{(1 + r^\alpha)^{(1-q)(\gamma-1)}} S_2 \right],
\]

where

\[
S_1 := \left( \frac{(\alpha \gamma)^q}{2} \frac{A^{(q-1)\gamma+1} r^q}{(1 + r^\alpha)^{(q-1)\gamma+1-\gamma}} - \eta'(t) \right)
\]

and

\[
S_2 := \frac{r^{1+(\alpha-1)(q-p-1)}}{(1 + r^\alpha)^{2(q-p-1)+1}} - 2(p-1) (\alpha \gamma)^{p-1-q} A^p q (1 + \alpha \gamma)
\]

Our goal is now to show that \( \Sigma \) is a supersolution to the Cauchy problem (1.1)-(1.2) in \((0,t_0) \times (\mathbb{R}^N \setminus B(0,R))\) for some \( t_0 > 0 \) small enough and \( R > 1 \) sufficiently large. To this end, we estimate separately \( S_1 \) and \( S_2 \). On the one hand, since \( 2(p-1-q) > 0 \) by (1.4),

\[
S_2 = r^{1+(\alpha-1)(q-p-1)} \left[ (1 + r^\alpha)^{1+2(p-1-q)} - 2(p-1) (\alpha \gamma)^{p-1-q} A^p q (1 + \alpha \gamma) \right] \\
\geq r^{(\alpha+1)(p-\gamma)} - 2(1 + \alpha \gamma)(p-1) (\alpha \gamma)^{p-1-q} A^p q \\
\geq R^{(\alpha+1)(p-\gamma)} - 2(1 + \alpha \gamma)(p-1) (\alpha \gamma)^{p-1-q} A^p q,
\]

provided \( r > R \). On the other hand, for \( r > R \) such that \( y > 0 \),

\[
\left( \frac{r^\alpha}{1 + r^\alpha} \right)^{q(\alpha-1)/\alpha} \geq 1 \quad \text{and} \quad \frac{1}{1 + r^\alpha} \geq \eta(t) / A,
\]

since \( \alpha \in (0,1) \), hence

\[
S_1 \geq \frac{(\alpha \gamma)^q}{2} A^{(q-1)\gamma+1} \left( \frac{1}{1 + r^\alpha} \right)^{(\alpha(1+q\gamma-\gamma)+q)/\alpha} - \eta'(t) \\
\geq \frac{(\alpha \gamma)^q}{2} A^{(q-1)\gamma+1} \left( \eta(t) / A \right)^{(\alpha(1+q\gamma-\gamma)+q)/\alpha} - \eta'(t),
\]

provided that \( \alpha(1+q\gamma-\gamma) + q > 0 \). Since \( q+1 < p \leq 2 \),

\[
1 + q\gamma - \gamma = \frac{q(p-q-1)}{p-q} - \frac{1}{p-q-1} \leq \frac{q(2-q)}{p-q} - \frac{1}{p-q-1} = -\frac{(1-q)^2}{p-q-1} < 0,
\]

and the previous condition on \( \alpha \) reads

\[
\alpha < \alpha_2 := \min \left\{ \frac{q}{\gamma(1-q)}, 1 \right\}.
\]
The lower bound on $S_1$ then becomes
\[ S_1 \geq \frac{\alpha \gamma q}{2 \gamma} A^{-q/\alpha} \eta(t)^{(\alpha + q(\gamma - \gamma_0) + q)/\alpha} - \eta'(t). \] (3.6)

We thus choose $\eta$ as the solution to the differential equation
\[ \eta'(t) = \frac{\alpha \gamma q}{2 \gamma} A^{-q/\alpha} \eta(t)^{(\alpha + q(\gamma - \gamma_0) + q)/\alpha}, \quad \eta(0) = 0, \] (3.7)
which is possible when $(\alpha + q(\gamma - \gamma_0) + q)/\alpha < 1$. Taking into account the precise value of $\gamma$, this condition reads
\[ \alpha > \alpha_1 := \frac{p - 1 - q}{p - q} \frac{q}{1 - q} = \frac{q}{\gamma(1 - q)}. \]

It is easy to check that $\alpha_1 < \alpha_2$, so that, any $\alpha \in (\alpha_1, \alpha_2)$ satisfies the conditions we assumed up to now. Since $S_1 \geq 0$ by (3.6) and (3.7), we infer from (3.4) and (3.5) that $\Sigma$ is a supersolution to (1.1) in $(0, \infty) \times \mathbb{R}^N \setminus B(0, R)$, provided that
\[ R^{(\alpha + 1)(p - q)} \geq 2(1 + \alpha \gamma)(p - 1)(\alpha \gamma)^{p - 1 - q} A^{p - q}. \] (3.8)

It remains to check that $\Sigma$ is a supersolution also for the initial and boundary conditions, that is
\[ \Sigma(0, x) = \left( \frac{A}{1 + r^\alpha} \right)^\gamma \geq u_0(x) \quad \text{for any } x \in \mathbb{R}^N \setminus B(0, R), \] (3.9)
and
\[ \Sigma(t, x) \geq u(t, x), \quad \text{for any } t \in (0, t_0), \ |x| = R. \] (3.10)

In order to check (3.9), we first readily notice that in the range given by (1.4)
\[ \gamma = \frac{p - q}{p - 1 - q} > \frac{q}{1 - q}, \]
so that, owing to (1.7), there exists $\theta' > 0$ such that
\[ u_0(x) \leq C(1 + |x|)^{-\theta}, \quad \frac{q}{1 - q} = \gamma \alpha_1 < \theta' < \gamma \alpha_2 = \min \left\{ \frac{\gamma q}{\gamma(1 - q) - 1}, \gamma \right\}. \]

Indeed, if the initial decay exponent $\theta$ satisfies $\theta < \gamma \alpha_2$, then we take $\theta' = \theta$, while, if $\theta \geq \gamma \alpha_2$, we anyway have
\[ u_0(x) \leq C(1 + |x|)^{-\theta} \leq C(1 + |x|)^{-\theta'}, \quad x \in \mathbb{R}^N, \]
for any $\theta' \in (q/(1 - q), \gamma \alpha_2)$. Then, we define
\[ \alpha := \frac{\theta'}{\gamma} \in (\alpha_1, \alpha_2), \] (3.11)
and we have
\[ u_0(x) \leq C(1 + |x|)^{-\theta'} = \frac{C}{(1 + r)^{\alpha \gamma}} \leq \frac{C}{2^\gamma (\alpha - 1)(1 + r^\alpha)^{\gamma}} \]
\[ = \left( \frac{C^{1/\gamma}}{2^\alpha - 1} \frac{1}{1 + r^\alpha} \right)^\gamma, \]
after using the elementary inequality

\[(1 + r)\alpha \geq 2^{\alpha - 1}(1 + r^\alpha).\]

We thus derive the inequality in (3.9) by requiring that

\[A \geq \frac{C^{1/\gamma}}{2^{\alpha - 1}}.\]  \hspace{1cm} (3.12)

In order to establish (3.10), we further prescribe the following condition:

\[A > (1 + R^\alpha)\|u_0\|^{1/\gamma}_{\infty},\]  \hspace{1cm} (3.13)

with \(\alpha\) already chosen in (3.11). By a direct integration of the differential equation (3.7), we obtain

\[\eta(t) = \left[ \frac{(\alpha \gamma)^q (1 - \beta)}{2\gamma} A^{-q/\alpha} \right]^{1/(1-\beta)} t^{1/(1-\beta)}, \quad \beta := \frac{\alpha (1 + q \gamma - \gamma) + q}{\alpha} \in (0, 1),\]

for \(t \geq 0\). Taking into account that \(\eta(t) \to 0\) as \(t \to 0\), there exists \(t_0 > 0\) sufficiently small such that, for \(t \in [0, t_0]\) and \(x \in \mathbb{R}^N, |x| = R,\)

\[\left( \frac{A}{1 + R^\alpha} - \eta(t) \right)^\gamma \geq \left( \frac{A}{1 + R^\alpha} - \eta(t_0) \right)^\gamma > \|u_0\|_{\infty} \geq u(t, x),\]

which implies (3.10). It only remains to show that the conditions (3.8), (3.12) and (3.13) are compatible. To this end, we first choose \(R > 0\) sufficiently large such that it satisfies simultaneously the following estimates:

\[R^\alpha > \frac{C^{1/\gamma}}{2^{\alpha - 1}\|u_0\|^{1/\gamma}_{\infty}} - 1,\]  \hspace{1cm} (3.14)

\[R^\alpha + 1 > 2 \left[ 2(p - 1)(1 + \alpha \gamma)(\alpha \gamma)^{p-1-q} \right]^{1/(p-q)} (1 + R^\alpha)\|u_0\|^{1/\gamma}_{\infty},\]

then choose \(A > 0\) such that

\[(1 + R^\alpha)\|u_0\|^{1/\gamma}_{\infty} < A < 2(1 + R^\alpha)\|u_0\|^{1/\gamma}_{\infty}.\]  \hspace{1cm} (3.15)

It is immediate to check that these choices of \(R\) and \(A\) satisfy (3.8), (3.12), and (3.13). Thus, letting \(\gamma = (p - q)/(p - q - 1), \alpha\) as in (3.11), \(R\) as in (3.14), and \(A\) as in (3.15), the function \(\Sigma\) introduced in (3.1) is a supersolution to the Cauchy problem (1.1)-(1.2) in \((0, t_0) \times \mathbb{R}^N \setminus B(0, R).\) By the comparison principle, we get

\[u(t, x) \leq \Sigma(t, x), \quad t \in (0, t_0), \ |x| \geq R.\]

Consequently, for \(t \in (0, t_0],\) we infer from the definition (3.1) of \(\Sigma\) that \(\Sigma(t, x) = 0\) for \(|x|^\alpha > A/\eta(t) - 1,\) so that \(P(t)\) is bounded. \(\square\)

4 Propagation of the support. Localization

In this section, we complete the proof of Theorem 1.1 by showing the second statement, observing that it readily implies the third one by Proposition 2.3. To this end we actually establish that, if \(u_0\) vanishes sufficiently rapidly at \(x_0 \in \mathbb{R}^N,\) then \(u(t, x_0) = 0\) for all \(t \geq 0.\)
Proposition 4.1. Let $u_0$ be an initial condition satisfying (1.3) and denote the corresponding solution to (1.1)-(1.2) by $u$. Assume further that $(p, q)$ satisfies (1.4) and that there is $x_0 \in \mathbb{R}^N$ such that (1.10) holds true, with constants $\kappa_{p,q}$ and $\omega$ given in (1.11). Then $u(t, x_0) = 0$ for all $t \geq 0$.

**Proof.** Owing to the invariance by translation of (1.1) we may assume without loss of generality that $x_0 = 0$. Setting $\Sigma(x) := \kappa_{p,q}^p x$ and $r := |x|$ for $x \in \mathbb{R}^N$, we infer from the radial symmetry of $\Sigma$ and (1.15) that

$$\mathcal{L}\Sigma(x) = (\omega\kappa_{p,q})^q r^{(\omega-1)} - (\omega\kappa_{p,q})^p - [(p - 1)(\omega - 1) + N - 1] r^{(\omega-1)(p-1)-1}.$$

Since

$$q(\omega - 1) = \frac{q}{p - 1 - q} = (\omega - 1)(p - 1) - 1 \quad \text{and} \quad (p - 1)(\omega - 1) + N - 1 = (\omega\kappa_{p,q})^{q+1-p} ,$$

we end up with

$$\mathcal{L}\Sigma(x) = (\omega\kappa_{p,q})^q r^{(\omega-1)} \left[1 - (\omega\kappa_{p,q})^{p-1-q(\omega\kappa_{p,q})^{q+1-p}}\right] = 0 .$$

Consequently $\Sigma$ is a solution to (1.1) and we infer from (1.10) and the comparison principle that $u(t, x) \leq \Sigma(x)$ for $(t, x) \in [0, \infty) \times \mathbb{R}^N$. In particular, $u(t, 0) \leq \Sigma(0) = 0$ for $t \geq 0$ as claimed. \Box

The localization property is then a straightforward consequence of Proposition 4.1.

**Proposition 4.2.** Let $u_0$ be an initial condition satisfying (1.3) and denote the corresponding solution to (1.1)-(1.2) by $u$. Assume further that $(p, q)$ satisfies (1.4) and that $u_0$ is compactly supported. There exists $R > 0$ such that

$$\mathcal{P}(t) \subseteq B(0, R), \quad \text{for any } t \geq 0 .$$

**Proof.** Let $R > 0$ be such that $\mathcal{P}(0) \subseteq B(0, R_0)$ and set $R := R_0 + (\|u_0\|_\infty \kappa_{p,q}^{-1})^{1/\omega}$ with $\kappa_{p,q}$ and $\omega$ defined in (1.11). Consider $x_0 \in \mathbb{R}^N$ such that $|x_0| \geq R$. On the one hand, for $x \in B(x_0, R - R_0)$,

$$|x| \geq |x_0| - |x - x_0| \geq R - (R - R_0) = R_0$$

and $u_0(x) = 0 \leq \kappa_{p,q} |x - x_0|^{\omega}$. On the other hand, for $x \notin B(x_0, R - R_0)$,

$$u_0(x) \leq \|u_0\|_\infty = \kappa_{p,q} (R - R_0)^\omega \leq \kappa_{p,q} |x - x_0|^{\omega} .$$

We are then in a position to apply Proposition 4.1 and conclude that $u(t, x_0) = 0$ for all $t \geq 0$. Since $x_0$ is arbitrary in $\mathbb{R}^N \setminus B(0, R)$ we have shown that $\mathcal{P}(t) \subseteq B(0, R)$ for all $t \geq 0$ and the proof is complete. \Box

Theorem 1.1 is now an immediate corollary of Propositions 2.3, 3.1 and 4.2. Indeed, there is $t_0 > 0$ such that $\mathcal{P}(t)$ is bounded for $t \in (0, t_0]$ by Proposition 3.1. Proposition 2.3 applied to $u(\cdot + t_0)$ then implies the finite time extinction of $u$ while Proposition 4.2 guarantees the localization property for $t \geq \tau$ and $\tau > 0$.

Another consequence of Proposition 4.1 is the infinite waiting time phenomenon, that is, the fact that the positivity set might not expand with time.
Proposition 4.3. Let $u_0$ be an initial condition satisfying (1.3) and denote the corresponding solution to (1.1)-(1.2) by $u$. Assume further that $(p, q)$ satisfies (1.4) and that $u_0$ is compactly supported in $B(0,R_0)$ for some $R_0 > 0$ and satisfies (1.10) for all $x_0 \in \partial B(0,R_0)$. Then

$$\mathcal{P}(t) \subseteq \mathcal{P}(0), \quad t \geq 0.$$  

Proof. In view of Proposition 4.1 it is sufficient to check that $u_0$ satisfies (1.10) for all $x_0 \in \mathbb{R}^N$ such that $|x_0| > R_0$. Indeed, consider $x_0 \in \mathbb{R}^N$ with $|x_0| > R_0$. Set $\xi := x_0/|x_0|$. Since (1.10) is satisfied for $R_0\xi$, there holds

$$u_0(x) \leq \kappa_{p,q}|x - R_0\xi|^\omega, \quad x \in \mathbb{R}^N.$$  

Consider now $x \in B(0,R_0)$. Then $x = \langle x, \xi \rangle \xi + y$ and, since $|\langle x, \xi \rangle| \leq |x| < R_0$,

$$|x - R_0\xi|^2 = (R_0 - \langle x, \xi \rangle)^2 + |y|^2 \leq (|x_0| - \langle x, \xi \rangle)^2 + |y|^2 = |x - x_0|^2.$$  

Consequently, $u_0(x) \leq \kappa_{p,q}|x - x_0|^\omega$ for all $x \in B(0,R_0)$. This inequality being obviously true for $x \notin B(0,R_0)$ since $u_0(x) = 0$, we have thus shown that $u_0$ satisfies (1.10) for all $x_0 \notin B(0,R_0)$ and Proposition 4.3 readily follows from Proposition 4.1. \qed

The last result of this section is devoted to the optimality of the range (1.4) of the parameters $p$ and $q$ for instantaneous shrinking to take place.

Proposition 4.4. Consider an initial condition $u_0$ satisfying (1.3) and denote the corresponding solution to (1.1)-(1.2) by $u$. Let $p \in (p_0, 2)$ and assume that $u_0$ satisfies (2.2). If $q \in [p - 1, p/2)$ then $u$ vanishes identically after a finite time $T_e$ and

$$\mathcal{P}(t) = \mathbb{R}^N \quad \text{for} \quad t \in (0,T_e).$$  

Observe that Proposition 4.4 does not apply to $p = 2$ as the range $[p - 1, p/2)$ is empty in that case.

Proof. The occurrence of finite time extinction is a consequence of the discussion after Proposition 2.3. Fix $t_0 \in (0,T_e)$. By Proposition 2.3, there exists $x_0 \in \mathbb{R}^N$ such that $u(t_0, x_0) > 0$. Let $B(x_0, \varrho)$ be the largest ball centered at $x_0$ and included in $\mathcal{P}(t_0)$. We split the analysis into two cases:

- $q \in (p - 1, p/2)$: it follows from the gradient estimates [25, Theorem 1.3(iii)] that for any $x \in B(x_0, \varrho)$, we have

$$|\nabla u^{-(q-p+1)/(p-q)}(t_0, x)| \leq K_0 := C \left(1 + \|u_0\|_{L^\infty}^{(p-2q)/p(p-q)}t_0^{-1/p}\right),$$  

hence

$$u^{-(q-p+1)/(p-q)}(t_0, x) \leq u^{-(q-p+1)/(p-q)}(t_0, x_0) + K_0|x - x_0|,$$

or equivalently

$$\left[K_0|x - x_0| + u^{-(q-p+1)/(p-q)}(t_0, x_0)\right]^{-(p-q)/(q-p+1)} \leq u(t_0, x).$$

Assuming now for contradiction that $\varrho < \infty$, there exists $y \in \partial B(x_0, \varrho)$ such that $u(t_0, y) = 0$, contradicting the previous lower bound. Consequently, $\varrho = \infty$ and thus $\mathcal{P}(t_0) = \mathbb{R}^N$. 
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\[ q = p - 1: \text{it follows from [25, Theorem 1.3(iv)] that, for } x \in B(x_0, \varrho), \]
\[ |\nabla \log u(t_0, x)| \leq K_0 := C \left( 1 + \|u_0\|_{\infty}^{(2-p)/p} t_0^{-1/p} \right), \]
whence
\[ \log u(t_0, x_0) \leq \log u(t_0, x) + K_0 |x - x_0|, \]
which implies
\[ 0 < u(t_0, x_0) e^{-K_0 |x - x_0|} \leq u(t_0, x), \]
for any \( x \in B(x_0, \varrho) \). Arguing as in the previous case, this readily implies that \( q = \infty \) and thus \( \mathcal{P}(t_0) = \mathbb{R}^N \). \( \square \)

5 Upper and lower bounds at the extinction time

An interesting consequence of the localization property established in the previous section is the derivation of temporal upper and lower bounds for the \( L^\infty \)-norm of solutions to (1.1)-(1.2) with compactly supported initial data.

**Proposition 5.1.** Let \( u_0 \) be an initial condition satisfying (1.3) and denote the corresponding solution to (1.1)-(1.2) by \( u \). Assume further that the exponents \( p \) and \( q \) satisfy (1.4) and that \( u_0 \) is compactly supported. Then \( u \) vanishes identically at a finite time \( T_e > 0 \) and there is \( C_1 > 0 \) such that
\[ \|u(t)\|_{\infty} \geq C_1 (T_e - t)^{1/(1-q)}, \quad t \in [0, T_e]. \]
In addition, given \( \vartheta \in (0, 1) \), there is \( C_2(\vartheta) > 0 \) such that
\[ \|u(t)\|_{\infty} \leq C_2(\vartheta) (T_e - t)^{\vartheta/(p-q)/(p-2q)}, \quad t \in [T_e / 2, T_e]. \]

**Proof.** We first infer from the compactness of the support of \( u_0 \), Proposition 2.3, and Proposition 4.2 that the extinction time \( T_e \) of \( u \) is positive and finite and that there exists \( R > 0 \) such that
\[ \mathcal{P}(t) \subseteq B(0, R), \quad t \in [0, T_e]. \]
We next recall the following gradient estimates, the first one being proved in [25, Theorem 1.3(v)] for \( p \in (p_c, 2) \) and in Proposition A.1 for \( p = 2 \):
\[ \left| \nabla u^{(p-q-1)/(p-q)}(t, x) \right| \leq C_1 \left( 1 + \|u(s)\|_{\infty}^{(p-2q)/p(p-q)} (t-s)^{-1/p} \right), \]
and the next one proved in [25, Theorem 1.7] for \( p \in (p_c, 2) \) and in [20, Theorem 2] for \( p = 2 \):
\[ \left| \nabla u(t, x) \right| \leq C_2 \|u(s)\|_{\infty}^{1/q} (t-s)^{-1/q} \]
for \( (t, x) \in (0, \infty) \times \mathbb{R}^N \) and \( s \in [0, t) \), the constants \( C_1 \) and \( C_2 \) depending only on \( N, p \), and \( q \). Thanks to (5.3) and (5.5), we may argue as in [30, Proposition 3.5] and establish that
\[ \|u(t)\|_{\infty} \geq C(T_e - t)^{1/(1-q)}, \quad t \in (0, T_e). \]
We next deduce from (5.4) that
\[ \left| \nabla u^{(p-q-1)/(p-q)}(t, x) \right| \leq C, \quad (t, x) \in [T_e / 2, T_e] \times \mathbb{R}^N, \]
so that
\[
|\nabla u(t, x)| \leq C u(t, x)^{1/(\varrho - q)}, \quad x \in \mathcal{P}(t), \quad t \in [T_e/2, T_e].
\] (5.6)

Consider \( \varrho \geq 1 \) and \( t \in [T_e/2, T_e] \). We infer from (1.1) that
\[
\frac{1}{\varrho + 1} \frac{d}{dt} ||u(t)||_{\varrho + 1}^{\varrho + 1} = - \int_{\mathbb{R}^N} (p u^{\varrho - 1} |\nabla u|^p + u^{\varrho} |\nabla u|^q) \, dx
= - \int_{\mathcal{P}(t)} (p u^{\varrho - 1} |\nabla u|^p + u^{\varrho} |\nabla u|^q) \, dx.
\]

Integrating with respect to time over \((t, T_e)\) and using (5.6), we obtain
\[
||u(t)||_{\varrho + 1}^{\varrho + 1} = (\varrho + 1) \int_t^{T_e} \int_{\mathcal{P}(s)} (p u^{\varrho - 1} |\nabla u|^p + u^{\varrho} |\nabla u|^q) \, dx ds
\leq C(1 + \varrho)^2 \int_t^{T_e} \int_{\mathcal{P}(s)} u^{(\varrho(p - q) + q)/(\varrho - q)} \, dx ds.
\]

It then follows from (5.3), the Hölder inequality, and the time monotonicity of \( s \mapsto ||u(s)||_{\varrho + 1} \) that
\[
||u(t)||_{\varrho + 1}^{\varrho + 1} \leq C(1 + \varrho)^2 \|B(0, R)|^{(p-2q)/(\varrho + 1)(p-q)} \int_t^{T_e} ||u(s)||_{\varrho + 1}^{(\varrho(p - q) + q)/(\varrho - q)} \, ds
\leq C(\varrho)(T_e - t)||u(t)||_{\varrho + 1}^{(\varrho(p - q) + q)/(\varrho - q)}.
\]

Consequently,
\[
||u(t)||_{\varrho + 1} \leq C(\varrho)(T_e - t)^{1/(\varrho - 2q)}, \quad t \in [T_e/2, T_e].
\] (5.7)

We finally combine (5.6) and the Gagliardo-Nirenberg inequality to obtain, for \( t \in [T_e/2, T_e] \),
\[
||u(t)||_{\infty} \leq C(\varrho)||\nabla u(t)||_{\infty}^{N/(\varrho + 1 + N)} ||u(t)||_{\varrho + 1}^{(\varrho + 1)/(\varrho + 1 + N)}
\leq C(\varrho)||u(t)||_{\infty}^{N/(\varrho + 1 + N)(p-q)} ||u(t)||_{\varrho + 1}^{(\varrho + 1)/(\varrho + 1 + N)}.
\]

Consequently
\[
||u(t)||_{\infty} \leq C(\varrho)||u(t)||_{\varrho + 1}^{(\varrho + 1)(p-q)/(\varrho + 1)(p-q) + N(p-1-q)},
\]
which, together with (5.7), gives (5.2) as \( \varrho \) can be chosen arbitrarily large. \( \square \)

When \( p = 2 \) the upper bound (5.2) can be improved, allowing the value \( \varrho = 1 \) in (5.2).

**Proposition 5.2.** Let \( u_0 \) be an initial condition satisfying (1.3) and denote the corresponding solution to (1.1)-(1.2) by \( u \). Assume further that \( p = 2 \), \( q \in (0, 1) \), and that \( u \) has a finite extinction time \( T_e > 0 \). Then there is \( C_3 > 0 \) depending on \( q, T_e \), and \( u_0 \) such that
\[
||u(t)||_{\infty} \leq C_3(T_e - t)^{(2-q)/(2-2q)}, \quad t \in [0, T_e].
\]

**Proof.** We adapt the proof of [24, Proposition 2.2]. Assume for contradiction that, for each \( n \geq 1 \), there are \( x_n \in \mathbb{R}^N \) and \( t_n \in (0, T_e) \) such that
\[
u(t_n, x_n) \geq n(T_e - t_n)^{(2-q)/(2-2q)}.
\] (5.8)
Since \( u \leq \|u_0\|_\infty \) and \( q < 1 \), it readily follows from (5.8) that

\[
\lim_{n \to \infty} t_n = T_e.
\]  

(5.9)

As \( u(T_e) \equiv 0 \), we infer from the variation of constants formula for (1.1) that for \( t \in (0, T_e) \)

\[
0 = u(T_e) = e^{(T_e-t)\Delta} u(t) - \int_t^{T_e} e^{(T_e-s)\Delta} |\nabla u(s)|^q ds .
\]  

(5.10)

Now, for \( t \in (T_e/2, T_e) \), it follows from Proposition A.1 and the properties of the fundamental solution of the heat equation that there is \( c_1 > 0 \) such that

\[
I(t, x) := \left( \int_t^{T_e} e^{(T_e-s)\Delta} |\nabla u(s)|^q ds \right)(x)
= \int_t^{T_e} \frac{1}{(4\pi(T_e-s))^{N/2}} \int_{\mathbb{R}^N} \exp \left( -\frac{|x-y|^2}{4(T_e-s)} \right) |\nabla u(s, y)|^q dy ds
= \left( \frac{2-q}{1-q} \right) \int_t^{T_e} \frac{1}{(4\pi(T_e-s))^{N/2}} \int_{\mathbb{R}^N} \exp \left( -\frac{|x-y|^2}{4(T_e-s)} \right) u^{q/(2-q)}(s, y) |\nabla u(t)}{(2-q)}(s, y) dy ds
\leq c_1 \int_t^{T_e} \frac{1}{(4\pi(T_e-s))^{N/2}} \int_{\mathbb{R}^N} \exp \left( -\frac{|x-y|^2}{4(T_e-s)} \right) u^{q/(2-q)}(s, y) dy ds
\leq c_1 \int_t^{T_e} \left[ \frac{1}{(4\pi(T_e-s))^{N/2}} \int_{\mathbb{R}^N} \exp \left( -\frac{|x-y|^2}{4(T_e-s)} \right) u(s, y) dy \right]^{q/(2-q)} ds ,
\]  

(5.11)

where we use Jensen’s inequality for concave functions in the last step in view of \( q < 2-q \).

Introducing

\[
h(t, x) := \left( e^{(T_e-t)\Delta} u(t) \right)(x) = \frac{1}{(4\pi(T_e-t))^{N/2}} \int_{\mathbb{R}^N} \exp \left( -\frac{|x-y|^2}{4(T_e-t)} \right) u(t, y) dy ,
\]

\[
H(t, x) := \int_t^{T_e} h^{q/(2-q)}(s, x) ds
\]

for \((t, x) \in (T_e/2, T_e) \times \mathbb{R}^N\), we infer from (5.10) and (5.11) that

\[
h(t, x) = I(t, x) \leq c_1 H(t, x), \quad (t, x) \in (T_e/2, T_e) \times \mathbb{R}^N .
\]  

(5.12)

This implies that

\[-\partial_t H(t, x) = h^{q/(2-q)}(t, x) \leq c_2 H^{q/(2-q)}(t, x)\]

with some \( c_2 > 0 \), whence an integration shows that

\[-\frac{2-q}{2-2q} \left( H^{(2-2q)/(2-q)}(T_e, x) - H^{(2-2q)/(2-q)}(t, x) \right) \leq c_2(T_e-t) ,
\]

for \((t, x) \in (T_e/2, T_e) \times \mathbb{R}^N\). Consequently, using \( H(T_e) \equiv 0 \) and (5.12), we obtain \( c_3 > 0 \) such that

\[
h(t, x) \leq c_1 H(t, x) \leq c_3(T_e-t)^{(2-q)/(2-2q)} , \quad (t, x) \in (T_e/2, T_e) \times \mathbb{R}^N .
\]  

(5.13)
Now in view of (5.9) there is $n_0 \in \mathbb{N}$ such that $t_n \in (T_e/2, T_e)$ for all $n \geq n_0$. We use once more Proposition A.1 along with (5.8) to obtain $c_4 > 0$ such that, for all $n \geq n_0$ and $x \in \mathbb{R}^N$,

$$u^{(1-q)/(2-q)}(t_n, x) \geq u^{(1-q)/(2-q)}(t_n, x_n) - c_4|x - x_n| \geq n^{(1-q)/(2-q)}(T_e - t_n)^{1/2} - c_4|x - x_n| \geq \frac{n^{(1-q)/(2-q)}}{2}(T_e - t_n)^{1/2},$$

provided that $x \in B\left(x_n, \frac{n^{(1-q)/(2-q)}}{2c_4}(T_e - t_n)^{1/2}\right)$. We then infer from the latter estimate, (5.13), the definition of $c$, and the nonnegativity of $u$ that

$$c_3(T_e - t_n)^{(2-q)/(2-2q)} \geq h(t_n, x_n) \geq \frac{1}{(4\pi(T_e - t_n))^{N/2}} \int_{B\left(x_n, \frac{n^{(1-q)/(2-q)}}{2c_4}(T_e - t_n)^{1/2}\right)} \exp\left(-\frac{|x_n - y|^2}{4(T_e - t_n)}\right) \times \frac{n}{2^{(2-q)/(1-q)}(T_e - t_n)^{(2-q)/(2-2q)}} dy$$

for all $n \geq n_0$. We conclude that

$$c_3 \geq \frac{n}{2^{(2-q)/(1-q)}(4\pi)^{N/2}} \int_{B\left(x_n, \frac{n^{(1-q)/(2-q)}}{2c_4}\right)} \exp\left(-\frac{|z|^2}{4}\right) dz$$

for all $n \geq n_0$, and a contradiction. \qed

6 Non-extinction

This section is devoted to the proof of Theorem 1.2. As in [7] (which only deals with the case $p = 2$), it relies on the comparison principle, this time with suitable subsolutions which we construct now.

**Lemma 6.1.** Assume that $(p, q)$ satisfies (1.4). There exists $b_0 > 0$ depending only on $p$ and $q$ such that, given $T > 0$, $a > 0$, and $b \in (0, b_0)$, the function

$$w(t, x) := (T - t)^{1/(1-q)} \left(a + b|x|^\theta\right)^{-\gamma}, \quad \theta = \frac{p}{p-1}, \quad \gamma = \frac{q(p-1)}{p(1-q)}, \quad (6.1)$$

is a subsolution to (1.1) in $(0, T) \times \mathbb{R}^N$ provided $a$ is large enough.

**Proof.** Since $w$ is radially symmetric and letting $r = |x|$ as usual, we note that

$$\mathcal{L}w = \partial_t w - |\partial_r w|^{p-2}\left[(p-1)\partial_r^2 w + \frac{N-1}{r}\partial_r w\right] + |\partial_r w|^q.$$

Setting $y := a + b|x|^\theta$, we easily have:

$$\partial_t w(t, x) = -\frac{1}{1-q}(T - t)^{q/(1-q)} y^{-\gamma}r^{-1}, \quad \partial_r w(t, x) = -\gamma \theta b(T - t)^{1/(1-q)} r^{-\gamma-1} y^{-\gamma-1},$$

and

$$\partial_r^2 w(t, x) = -\gamma \theta b(T - t)^{1/(1-q)} y^{-\gamma-2} r^{-2} - \left[(\theta - 1)y - (1 + \gamma)\theta br^\theta\right],$$

$$\partial_r^3 w(t, x) = -\gamma (\theta - 1) y^{-\gamma-2} r^{-3} - \left[(\theta - 1)y - (1 + \gamma)\theta br^\theta\right] \partial_r w(t, x) = -\gamma \theta b(T - t)^{1/(1-q)} r^{-\gamma-1} y^{-\gamma-1}.$$
or equivalently,
\[
\begin{align*}
\mathcal{L}w &= (T - t)^{q/(1 - q)}y^{-\gamma} \left[ (\gamma \theta b)^{q(\theta - 1)} y^{\gamma(1 - q) - q} - \frac{1}{1 - q} \right] \\
&\quad + (\gamma \theta b)^{p - 1}(T - t)^{(p - 1)/(1 - q)} y^{(p - 1)\gamma - p} \\
&\quad \times \left[ ((p - 1)(\theta - 1) + N - 1 - (p - 1)\theta(1 + \gamma))y + (1 + \gamma)\theta(p - 1)a \right] \\
\end{align*}
\]

whence, after easy manipulations,
\[
\begin{align*}
\mathcal{L}w &= (T - t)^{q/(1 - q)}y^{-\gamma} \left[ (\gamma \theta b)^{q(\theta - 1)} y^{\gamma(1 - q) - q} - \frac{1}{1 - q} \right] \\
&\quad + (\gamma \theta b)^{p - 1}(T - t)^{(p - 1)/(1 - q)} y^{(p - 1)\gamma - p} \\
&\quad \times \left[ ((p - 1)(\theta - 1) + N - 1 - (p - 1)\theta(1 + \gamma))y + (1 + \gamma)\theta(p - 1)a \right] \\
\end{align*}
\]

or equivalently,
\[
\begin{align*}
(T - t)^{-q/(1 - q)}y^{\gamma} \mathcal{L}w &= (\gamma \theta b)^{q(\theta - 1)} y^{\gamma(1 - q) - q} - \frac{1}{1 - q} \\
&\quad + (\gamma \theta b)^{p - 1}(T - t)^{(p - 1)/(1 - q)} y^{(p - 1)\gamma - p} \\
&\quad \times \left[ ((p - 1)(\theta - 1) + N - 1 - (p - 1)\theta(1 + \gamma))y + (1 + \gamma)\theta(p - 1)a \right] \\
\end{align*}
\]

Recalling now the values of \( \theta \) and \( \gamma \) from (6.1) and that \( q < p - 1 \), we obtain
\[
\begin{align*}
(T - t)^{-q/(1 - q)}y^{\gamma} \mathcal{L}w &= (\gamma \theta b)^{q(\theta - 1)} y^{\gamma(1 - q) - q} - \frac{1}{1 - q} \\
&\quad + (\gamma \theta b)^{p - 1}(T - t)^{(p - 1)/(1 - q)} y^{(p - 1)\gamma - p} \\
&\quad \times \left[ (1 + \gamma)pa + \left( N - 1 - \frac{p - 1}{1 - q} \right) y \right] \\
&\leq (\gamma \theta b)^{q/\theta} - \frac{1}{1 - q} \\
&\quad + (\gamma \theta b)^{p - 1}T^{(p - 1)/(1 - q)} y^{(p - 1)\gamma - p + 1} + (1 + \gamma)p + N - 1 \\
&\leq (\gamma \theta b)^{q/\theta} - \frac{1}{1 - q} \\
&\quad + (\gamma \theta b)^{p - 1}T^{(p - 1)/(1 - q)} a^{(p - 1)\gamma - p + 1} + (1 + \gamma)p + N - 1,
\end{align*}
\]

where we have used in the last inequality the fact that
\[
(2 - p)\gamma - p + 1 = \frac{(p - 1)(2q - p)}{p(1 - q)} < 0 \quad (6.3)
\]
due to \( q < p - 1 \leq p/2 \). Setting
\[
b_0 := (2(1 - q)(\gamma \theta)^q)^{-\theta/q},
\]
it follows from (6.2) that, for \( b \in (0, b_0) \),
\[
(T - t)^{-q/(1 - q)}y^{\gamma} \mathcal{L}w \leq (\gamma \theta b)^{p - 1}T^{(p - 1)/(1 - q)} a^{(p - 1)\gamma - p + 1} + (1 + \gamma)p + N - 1
\]
\[
- \frac{1}{2(1 - q)}
\]
We use once more (6.3) to conclude that the right hand side of the previous inequality is negative for \( a \) large enough, that is, \( w \) is a subsolution to (1.1) in \((0, T) \times \mathbb{R}^N\). □
With this technical lemma, we are in a position to complete the proof of Theorem 1.2.

**Proof of Theorem 1.2.** Let \( u_0 \) be an initial condition satisfying (1.3) and (1.8). Fix \( b \in (0, b_0) \) and \( T > 0 \). Since \( \lim_{|x| \to \infty} u_0(x)|x|^{q/(1-q)} = \infty \), there exists \( R > 0 \) sufficiently large such that

\[
\begin{align*}
  u_0(x) & \geq T^{1/(1-q)} b^{-q/(p(1-q))} |x|^{q/(1-q)} \\
  & \geq T^{1/(1-q)} \left( a + b|x|^{p/(p-1)} \right)^{-q/(p(1-q))} - q/(1-q),
\end{align*}
\]

for any \( a > 0 \) and \( x \in \mathbb{R}^N \setminus B(0,R) \). It remains to show that it is possible to choose \( a > 0 \) such that (6.4) also holds true inside \( B(0,R) \). Since \( u_0 > 0 \) in \( \mathbb{R}^N \) and \( \overline{B}(0,R) \) is a compact set, we infer from the continuity of \( u_0 \) that

\[
\delta := \inf \{ u_0(x) : x \in B(0,R) \} > 0.
\]

Choose then \( a > 0 \) sufficiently large such that

\[
T^{1/(1-q)} a^{-q/(p(1-q))} < \delta,
\]

and set

\[
w(t, x) := (T - t)^{1/(1-q)} \left( a + b|x|^{p/(p-1)} \right)^{-q/(p(1-q))}, \quad (t, x) \in (0, T) \times \mathbb{R}^N.
\]

Then

\[
u_0(x) \geq \delta > T^{1/(1-q)} a^{-q/(p(1-q))} \geq w(0, x),
\]

for any \( x \in B(0,R) \) and we combine (6.4) and (6.5) to conclude that \( u_0(x) \geq w(0, x) \) for any \( x \in \mathbb{R}^N \). Owing to the choice \( b \in (0, b_0) \), the function \( w \) is a subsolution to (1.1) according to Lemma 6.1, and the comparison principle ensures that

\[
u(t, x) \geq w(t, x) > 0, \quad \text{for any } t \in (0, T), \ x \in \mathbb{R}^N.
\]

Consequently, \( \mathcal{P}(t) = \mathbb{R}^N \) for all \( t \in (0, T) \) and, since \( T > 0 \) is arbitrarily chosen, we conclude that \( \mathcal{P}(t) = \mathbb{R}^N \) for any \( t > 0 \), as stated.

\[\square\]

7 Improved finite time extinction property

This section is devoted to the proof of Theorem 1.3, which improves the range of initial data for which finite time extinction takes place. As in the previous section, the main argument is again the comparison principle, this time with suitable supersolutions. The idea to construct them is adapted from [7, Lemma 7], where similar supersolutions are built in the semilinear case \( p = 2 \) and \( q \in (0, 1) \). To this end we define

\[
\alpha := \frac{p - q}{p - 2q} > 0, \quad \beta := \frac{q - p + 1}{p - 2q} < 0,
\]

which are the usual self-similar exponents associated to Eq. (1.1) and look for self-similar supersolutions of (1.1).
Lemma 7.1. Assume that \((p, q)\) satisfies (1.4) and that \(p < 2\). There exists \(A_0 > 0\) depending only on \(N, p,\) and \(q\) such that, for all \(T > 0\) and \(A \in (0, A_0)\), the function

\[
W(t, x) := (T - t)^\alpha f(|x|(T - t)^\beta), \quad (t, x) \in (0, T) \times \mathbb{R}^N,
\]

(7.2)

with

\[
f(y) := A(1 + y^2)^{-\gamma}, \quad y \in \mathbb{R}, \quad \gamma := \frac{q}{2(1 - q)},
\]

is a supersolution to (1.1) in \((0, T) \times \mathbb{R}^N\).

Proof. Since \(W\) is radially symmetric, we again have (with \(r = |x|\))

\[
\mathcal{L}W = \partial_t W - (p - 1)|\partial_r W|^p - \frac{N - 1}{r} |\partial_r W|^{p - 2} \partial_r W + |\partial_r W|^q.
\]

Setting \(y := |x|(T - t)^\beta = r(T - t)^\beta\) and taking into account that

\[
\alpha - 1 = (p - 1)(\alpha + \beta) + \beta = q(\alpha + \beta) = \frac{q}{p - 2q} > 0,
\]

we readily find

\[
\mathcal{L}W = (T - t)^{\alpha - 1} \left[ -\alpha f(y) - 2A\gamma y(1 + y^2)^{-\gamma - 1} - \frac{N - 1}{y} |\partial_y f(y)|^{p - 2} \partial_y f(y) + |\partial_y f(y)|^q \right].
\]

Since

\[
\partial_y f(y) = -2A\gamma y(1 + y^2)^{-\gamma - 1}
\]

and

\[
\partial_y^2 f(y) = -2A\gamma(1 + y^2)^{-\gamma - 1} \left[ 1 - \frac{2(\gamma + 1)y^2}{1 + y^2} \right],
\]

we further obtain

\[
\mathcal{L}W = (T - t)^{\alpha - 1}(1 + y^2)^{-(\gamma + 1)} \left[ -\alpha A - (\alpha - 2\beta\gamma)Ay^2 + (p - 1)(2A\gamma)^{p - 1} \left( \frac{1 + y^2}{y^2 - p} \right)^{(2 - p)(\gamma + 1)} + (N - 1)(2A\gamma)^{p - 1} \left( \frac{1 + y^2}{y^2 - p} \right)^{(1 - \gamma)(\gamma + 1)} \right]
\]

\[
= (T - t)^{\alpha - 1}(1 + y^2)^{-(\gamma + 1)} H(y),
\]

where

\[
H(y) := (2A\gamma)^{p - 1} \left( \frac{1 + y^2}{y^2 - p} \right)^{(2 - p)(\gamma + 1)} \left[ p + N - 2 - \frac{2(p - 1)(\gamma + 1)y^2}{1 + y^2} \right]
\]

\[
+ (2A\gamma)^q y^q (1 + y^2)^{(1 - q)(\gamma + 1)} - A\alpha - (\alpha - 2\beta\gamma)Ay^2.
\]

We first note that

\[
\frac{1}{2}(2A\gamma)^q y^q (1 + y^2)^{(1 - q)(\gamma + 1)} - (\alpha - 2\beta\gamma)Ay^2
\]

\[
\geq \frac{(2A\gamma)^q}{2} y^q y^{2(1 - q)(\gamma + 1)} - (\alpha - 2\beta\gamma)Ay^2
\]

\[
\geq Ay^2 \left[ \frac{(2\gamma)^q}{2} - (\alpha - 2\beta\gamma) \right].
\]

(7.3)
In order to estimate the remaining terms in the expression of $H(y)$, we have to split the analysis into two cases according to the values of $y$. More precisely, set

$$y_0 := \frac{1}{\sqrt{4(\gamma + 1)}}.$$ 

- If $y \in [0, y_0]$, we find

  $$(2A\gamma)^{p-1}\frac{(1 + y^2)^{(2-p)(\gamma+1)}}{y^{2-p}} \left[p + N - 2 - \frac{2(p - 1)(\gamma + 1)y^2}{1 + y^2}\right] - A\alpha$$

  $$\geq (2A\gamma)^{p-1}y^{p-2} \left[p - 1 - \frac{2(p - 1)(\gamma + 1)y^2}{1 + y^2}\right] - A\alpha$$

  $$\geq (2A\gamma)^{p-1}(p - 1)y^{p-2} \left[1 - 2(\gamma + 1)y_0^2\right] - A\alpha$$

  $$\geq (2A\gamma)^{p-1}\frac{p - 1}{2}y^{p-2} - A\alpha$$

  $$(7.4)$$

  $$\geq A \left[\frac{(p - 1)(2\gamma)^{p-1}}{2y_0^{2-p}}A^{p-2} - \alpha\right].$$

- If $y \geq y_0$, we have

  $$(2A\gamma)^{p-1}\frac{(1 + y^2)^{(2-p)(\gamma+1)}}{y^{2-p}} \left[p + N - 2 - \frac{2(p - 1)(\gamma + 1)y^2}{1 + y^2}\right]$$

  $$+ \frac{1}{2}(2A\gamma)^{q}y^{q} \left[1 + y^2\right]^{(1-q)(\gamma+1)} - A\alpha$$

  $$\geq -2(p - 1)(1 + \gamma)(2A\gamma)^{p-1}\frac{(1 + y^2)^{(2-p)(\gamma+1)}}{y^{2-p}} \frac{y^2}{1 + y^2}$$

  $$\geq -2(p - 1)(1 + \gamma)(2A\gamma)^{p-1}\frac{(1 + y^2)^{(2-p)(\gamma+1)}}{y^{2-p}} + \frac{(2A\gamma)^{q}}{2}y^2 - A\alpha$$

  $$\geq \frac{(2A\gamma)^{q}}{4}y_0^2 - A\alpha + \frac{(2A\gamma)^{q}}{4}y^2$$

  $$- 2(p - 1)(\gamma + 1)(2A\gamma)^{p-1}\left(1 + \frac{1}{y_0^2}\right)y^{2-p}(2(\gamma+1)-1)$$

  $$\geq A \left[\frac{(2\gamma)^{q}}{4}y_0^2A^{q-1} - \alpha\right] + (2A\gamma)^{p-1}y^{2-p/(1-q)}$$

  $$\times \left[\frac{(2\gamma)^{q-p+1}}{4}y_0^{(p-2q)/(1-q)}A^{q-p+1} - 2(p - 1)(\gamma + 1)\left(\frac{1 + y_0^2}{y_0^2}\right)^{(2-p)(\gamma+1)}\right].$$

Since $0 < q < p - 1 < 1$ and $p < 2$, we realize that the right-hand sides of (7.3), (7.4), and (7.5) are simultaneously positive provided $A$ is sufficiently small. It then follows that $W$ defined in (7.2) is a supersolution to (1.1) in $(0, T) \times \mathbb{R}^N$ for $A$ small enough.

Completing the proof of Theorem 1.3 becomes now an easy task. A noteworthy fact to be mentioned is that the choice of $A > 0$ in Lemma 7.1 is independent of the fixed extinction time $T > 0$. 23
Proof of Theorem 1.3. For $p = 2$ and $q \in (0, 1)$ Theorem 1.3 is proved in [7, Theorem 2]. Consider now $p < 2$. Let $u_0$ be an initial condition satisfying (1.3) and (1.9) and $T > 1$. We fix $A \in (0, A_0)$ so that the function

$$W(t, x) = (T - t)^\alpha A \left(1 + (T - t)^{2\beta} |x|^2\right)^{-\eta/2(1-q)}, \quad (t, x) \in (0, T) \times \mathbb{R}^N,$$

is a supersolution to (1.1) in $(0, T) \times \mathbb{R}^N$ according to Lemma 7.1. We notice that, for any $x \in \mathbb{R}^N$,

$$W(0, x) = T^\alpha A \left(1 + T^{2\beta} |x|^2\right)^{-\eta/2(1-q)} \geq T^\alpha A \left(T^{2\beta} + T^{2\beta} |x|^2\right)^{-\eta/2(1-q)} = T^{\alpha - \beta q/(1-q)} A \left(1 + |x|^2\right)^{-\eta/2(1-q)} = T^{1/(1-q)} A \left(1 + |x|^2\right)^{-\eta/2(1-q)}.$$

Since $1 + |x|^2 \leq (1 + |x|)^2$, for any $x \in \mathbb{R}^N$, we further obtain that

$$W(0, x) \geq T^{1/(1-q)} A (1 + |x|)^{-\eta/(1-q)} = \frac{T^{1/(1-q)} A}{C_0} C_0 (1 + |x|)^{-\eta/(1-q)} \geq \frac{T^{1/(1-q)} A}{C_0} u_0(x),$$

for any $x \in \mathbb{R}^N$. Letting $T > 0$ to be sufficiently large such that

$$\frac{T^{1/(1-q)} A}{C_0} > 1,$$

we have $W(0, x) \geq u_0(x)$ for any $x \in \mathbb{R}^N$. Consequently, by the comparison principle,

$$W(t, x) \geq u(t, x), \quad (t, x) \in (0, T) \times \mathbb{R}^N.$$

Noting that $W(t, 0) = A(T - t)^\alpha$ and $W(t, x) \leq A(T - t)^{1/(1-q)} |x|^{-\eta/(1-q)}$ for $x \neq 0$, we realize that $W(t, x) \to 0$ as $t \to T$ for all $x \in \mathbb{R}^N$, which in particular implies that $u$ vanishes in finite time. Moreover, its extinction time satisfies $T_e \leq T$. \qed

8 Single point extinction

This rather long section is devoted to the proof of Theorem 1.4. The single point extinction is an immediate consequence of the double inclusion (1.13), which is the main result to prove. This is divided into several steps, corresponding to subsections in the sequel.

8.1 Lower bound for the positivity set

We begin with the first inclusion in (1.13).

Lemma 8.1. Let $u$ be a solution to the Cauchy problem (1.1)-(1.2) with an initial condition $u_0$ satisfying (1.3) which is radially symmetric and non-increasing. Assume further that
\(u_0\) is compactly supported and denote its finite extinction time by \(T_e\). There exists \(\rho_1 > 0\) such that

\[
B(0, \rho_1(T_e - t)^\sigma) \subseteq \mathcal{P}(t) \quad \text{for any } t \in (T_e/2, T_e) \quad \text{with} \quad \sigma := \frac{p-q-1}{(p-q)(1-q)},
\]

where \(\mathcal{P}(t)\) denotes the positivity set of \(u\) at time \(t\), see (1.6).

**Proof.** Since \(\|u(t)\|_\infty = u(t, 0)\) due to the radial symmetry and monotonicity of \(u(t)\) provided by Lemma 2.2, we infer from Proposition 5.1 that

\[
u(t, 0) \geq C_1(T_e - t)^{1/(1-q)}, \quad t \in (0, T_e).
\]

Next, it readily follows from the mean-value theorem and the gradient estimate (5.4) that

\[
u^{(p-q-1)/(p-q)}(t, x) - \nu^{(p-q-1)/(p-q)}(t, 0) \geq -C|x|, \quad t \in [T_e/2, T_e],
\]

whence, using the above lower bound for \(u(t, 0)\),

\[
u^{(p-q-1)/(p-q)}(t, x) \geq C_1^{(p-q-1)/(p-q)}(T_e - t)^\sigma - C|x| > 0,
\]

provided

\[|x| < C\sigma^{(1-q)}(T_e - t)^\sigma, \quad t \in (T_e/2, T_e),\]

ending the proof. \(\square\)

As already pointed out in the Introduction, Lemma 8.1 holds true without requiring the assumptions (1.10) and (1.12) on \(u_0\). It is in the next subsection where they will be needed.

### 8.2 Upper bound for the positivity set

We move now to the more involved part, that is, to prove the second inclusion in (1.13) which turns out to be rather technical. Let \(u_0\) be a radially symmetric and non-increasing initial condition satisfying (1.3). Assume further that \(u_0\) is compactly supported in \(B(0, R_0)\) for some \(R_0 > 0\) and satisfies (1.10) for all \(x_0 \in \partial B(0, R_0)\) as well as (1.12). Denoting the corresponding solution to the Cauchy problem (1.1)-(1.2) by \(u\) we infer from Theorem 1.1 and Proposition 4.3 that there is \(T_e > 0\) such that

\[
\mathcal{P}(t) \subseteq B(0, R_0), \quad t \in (0, T_e), \quad \text{and} \quad \mathcal{P}(t) = \emptyset, \quad t \geq T_e. \quad (8.1)
\]

Furthermore, Lemma 2.2 and the assumptions on \(u_0\) guarantee that

\[
\partial_t u(t, r) \leq 0, \quad (t, r) \in (0, T_e) \times (0, R_0).
\]

**Lemma 8.2.** There exists \(\delta > 0\) such that

\[
|\nabla u(t, x)| \geq \delta^{1/(p-1)}|x|^{1/(p-1-q)}u(t, x)^{1/(p-q)}, \quad (t, x) \in (0, T_e) \times B(0, R_0).
\]

**Proof.** We adapt an idea from [17, Lemma 2.2] which takes its origin in the study of blow-up problems, see [18, Lemma 2.2]. For \(z > 0\), we set

\[
a(z) := z^{(p-2)/2}, \quad b(z) := z^{q/2},
\]
so that, using the radial variable \( r := |x| \), Eq. (1.1) reads
\[
\partial_t (r^{N-1} u) = \partial_r \left( r^{N-1} a(\partial_r u^2) \partial_r u \right) - r^{N-1} b(\partial_r u^2) , \quad (t, r) \in (0, T_c) \times (0, R_0) .
\] (8.4)

We define the auxiliary function
\[
J(t, r) := r^{N-1} a(\partial_r u(t, r)^2) \partial_r u(t, r) + c(r) F(u(t, r)) , \quad (t, r) \in (0, T_c) \times (0, R_0),
\]
where the functions \( c \geq 0 \) and \( F \geq 0 \) are to be determined later and assumed to satisfy
\[
c(0) = 0 , \quad F(0) = 0 , \quad F' \geq 0 , \quad F'' \leq 0 .
\] (8.5)

We aim at finding \( c \) and \( F \) such that \( J \leq 0 \) in \((0, T_c) \times (0, R_0)\). Since \( F(0) = 0 \), we first note that (8.1) and (8.2) imply that
\[
J(t, 0) = 0 , \quad J(t, R_0) = R_0^{-1}|\partial_r u(t, R_0)|^{p-2} \partial_r u(t, R_0) \leq 0 , \quad t \in (0, T_c) ,
\] (8.6)
as well as
\[
J(t, r) = -r^{N-1}|\partial_r u(t, r)|^{p-1} + c(r) F(u(t, r)) , \quad (t, r) \in (0, T_c) \times (0, R_0) .
\]
The following calculations are performed at a formal level. A rigorous justification requires some approximating procedures and will be completed in the Appendix, a detailed account of the formal calculations being given for the easiness of the reading. Introducing
\[
g := -\partial_r u \geq 0 \quad \text{and} \quad a_1(z) := 2z a'(z) + a(z) , \quad z > 0 ,
\]
we infer from (8.4) that
\[
\partial_t J = a_1(g^2) \partial_t \left( r^{N-1} \partial_r u \right) + c(r) F'(u) \partial_t u
\]
\[
= a_1(g^2) \partial_t \left[ \partial_r \left( r^{N-1} u \right) - (N - 1)r^{N-2} u \right] + \frac{c(r)}{r^{N-1}} F'(u) \partial_t (r^{N-1} u)
\]
\[
= a_1(g^2) \partial_t \left[ \partial_r \left( r^{N-1} a(g^2) \partial_r u \right) - r^{N-1} b(g^2) \right]
\]
\[
+ \left( \frac{c(r)}{r^{N-1}} F'(u) - \frac{N - 1}{r} a_1(g^2) \right) \left[ \partial_r \left( r^{N-1} a(g^2) \partial_r u \right) - r^{N-1} b(g^2) \right]
\]
\[
= a_1(g^2) \partial_t ^2 \left( r^{N-1} a(g^2) \partial_r u \right) - 2r^{N-1}(a_1 b') (g^2) \partial_r u \partial_r ^2 u
\]
\[
+ \left( \frac{c(r)}{r^{N-1}} F'(u) - \frac{N - 1}{r} a_1(g^2) \right) \partial_r \left( r^{N-1} a(g^2) \partial_r u \right) - c(r) F'(u) b(g^2) .
\]

Next
\[
\partial_r J = \partial_r \left( r^{N-1} a(g^2) \partial_r u \right) + c'(r) F(u) + c(r) F'(u) \partial_r u ,
\]
\[
\partial_r ^2 J = \partial_r ^2 \left( r^{N-1} a(g^2) \partial_r u \right) + c''(r) F(u) + 2c'(r) F'(u) \partial_r u
\]
\[
+ c(r) F''(u) g^2 + c(r) F'(u) \partial_r ^2 u ,
\]
and it follows from the formulas for \( \partial_r J \) and \( \partial_r ^2 J \) that
\[
\partial_t J - a_1(g^2) \partial_r ^2 J = 2r^{N-1}(a_1 b')(g^2) g \partial_r ^2 u
\]
\[
+ \left( \frac{c(r)}{r^{N-1}} F'(u) - \frac{N - 1}{r} a_1(g^2) \right) \partial_r \left( r^{N-1} a(g^2) \partial_r u \right)
\]
\[
- c(r) F'(u) b(g^2) - a_1(g^2) c''(r) F(u) + 2a_1(g^2) c'(r) F'(u) g
\]
\[
- c(r) F''(u) a_1(g^2) g^2 - a_1(g^2) c(r) F'(u) \partial_r ^2 u .
\]
We now use the formula for $\partial_r J$ to replace the terms involving $\partial^2_r u$ in the above identity and obtain

$$
\partial_r J - a_1(g^2)\partial_r^2 J = \left(2b'(g^2)g - \frac{c(r)}{rN-1}F'(u)\right)r^{N-1}\partial_r \left(a_1(g^2)\partial_r u\right)
$$

$$
+ \left(\frac{c(r)}{rN-1}F'(u) - \frac{N-1}{r}a_1(g^2)\right)\partial_r \left(r^{N-1}a_1(g^2)\partial_r u\right)
$$

$$
- c(r)F'(u)b(g^2) - a_1(g^2)c''(r)F'(u) + 2a_1(g^2)c'(r)F'(u)g
$$

$$
- c(r)F''(u)a_1(g^2)g^2
$$

$$
= 2b'(g^2)g \left[\partial_r J - c'(r)F'(u) + c(r)F''(u)g\right] + 2(N-1)r^{-2}(ab')'(g^2)g^2
$$

$$
- \frac{N-1}{r}c(r)F'(u)a_1(g^2) + \frac{N-1}{r}a_1(g^2)\left[\partial_r J - c'(r)F'(u) + c(r)F''(u)g\right]
$$

$$
- c(r)F'(u)b(g^2) - c'(r)F'(u)a_1(g^2) + 2c'(r)F''(u)a_1(g^2)g
$$

$$
- c(r)F''(u)a_1(g^2)g^2.
$$

Consequently

$$
\partial_r J - a_1(g^2)\partial_r^2 J + \left(\frac{N-1}{r}a_1(g^2) - 2b'(g^2)g\right)\partial_r J
$$

$$
= 2 \left[\partial_r J - a_1(g^2)F''(u) + c'(r)F'(u)\right]b'(g^2)g + \left[\frac{N-1}{r}c'(r) - c''(r)\right]F(u)a_1(g^2)
$$

$$
+ \left[2c'(r)a_1(g^2) - \frac{N-1}{r}c(r)(a_1(g^2))\right]F'(u)g - c(r)F''(u)a_1(g^2)g^2
$$

$$
- \left[b(g^2) - 2b'(g^2)g^2\right]c(r)F''(u).
$$

Since

$$
a_1(z) = (p-1)a(z) \leq a(z) \quad \text{and} \quad b(z) - 2zb'(z) = (1-q)b(z), \quad z > 0,
$$

we infer from the non-negativity of $c$ and $g$, and the monotonicity (8.5) of $F$, that

$$
\partial_r J - a_1(g^2)\partial_r^2 J + \left(\frac{N-1}{r}a_1(g^2) - 2b'(g^2)g\right)\partial_r J \leq \sum_{i=1}^{3} R_i , \quad (8.7)
$$

where

$$
R_1 := 2 \left[(N-1)r^{N-2}a(g^2)g - c'(r)F(u)\right]b'(g^2)g ,
$$

$$
R_2 := \left[\frac{N-1}{r}c'(r) - c''(r)\right]F(u)a_1(g^2) ,
$$

$$
R_3 := 2 \left[c'(r) - \frac{N-1}{r}c(r)\right]F'(u)a_1(g^2)g - c(r)F''(u)a_1(g^2)g^2
$$

$$
- (1-q)c(r)F''(u)b(g^2) .
$$

We now choose

$$
c(r) = r^\lambda , \quad r \geq 0 , \quad F(z) = \delta z^\beta , \quad z \geq 0 ,
$$

where $\lambda > N$, $\delta \in (0,1)$, and $\beta \in (0,1)$ are yet to be determined. Note that the latter constraint on $\beta$ complies with (8.5). With this choice,

$$
R_2 = -\lambda(\lambda - N)\delta(p-1)r^{\lambda-2}u^\beta g^{p-2} , \quad (8.8)
$$
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while
\[ R_1 = 2r^{\lambda-1}b'(g^2)g \left[(N-1)r^{N-1-\lambda}a(g^2)g - \delta \lambda u^\beta \right]. \] (8.9)

Moreover, since \( \lambda > N \) and \( \beta \in (0,1) \),
\[ R_3 = \delta \left[2(\lambda - N + 1)\beta (p-1)r^{\lambda-1}u^{\beta-1}g^{p-1} + \beta(1 - \beta)(p-1)r^{\lambda}u^{\beta-2}g^p - (1 - q)\beta r^{\lambda}u^{\beta-1}g^q\right] \leq \beta \delta \left[\frac{2(\lambda - N + 1)}{r}g^{p-1-q} + \frac{1 - \beta}{u}g^{p-q} - (1 - q)\right]r^{\lambda}u^{\beta-1}g^q. \] (8.10)

Now let \( \kappa > 0 \) and define
\[ J_\kappa := \{(t,r) \in (0,T_e) \times (0,R_0) : J(t,r) \geq \kappa\}. \]

Owing to the definition of \( J \) there holds
\[ r^{N-1}g^{p-1} = r^{N-1}a(g^2)g \leq \kappa + r^{N-1}g^{p-1} \leq c(r)F(u) = \delta r^\lambda u^\beta \quad \text{in} \quad J_\kappa. \] (8.11)

A first consequence of (8.11) and the positivity of \( \kappa \) is that \( r > 0 \) and \( u > 0 \) in \( J_\kappa \), so that (8.8) yields
\[ R_2 = -\lambda(\lambda - N)\delta (p-1)r^{\lambda-2}u^\beta g^{p-2} < 0 \quad \text{in} \quad J_\kappa \] (8.12)
in view of \( \lambda > N \) and \( p \in (1,2] \). Moreover, we deduce from (8.9), (8.10), and (8.11) that, in \( J_\kappa \),
\[ R_1 \leq 2r^{\lambda-1}b'(g^2)g \left[(N-1)r^{-\lambda}\delta r^\lambda u^\beta - \delta \lambda u^\beta \right] \leq -2(\lambda - N + 1)\delta r^{\lambda-1}u^\beta b'(g^2)g \leq 0 \] (8.13)

and
\[ R_3 \leq \beta \delta \left[\frac{2(\lambda - N + 1)}{r}\left(\delta r^{\lambda-N+1}u^\beta\right)^{(p-1)-q)/(p-1)} + \frac{1 - \beta}{u}\left(\delta r^{\lambda-N+1}u^\beta\right)^{(p-q)/(p-1)} - (1 - q)\right]r^{\lambda}u^{\beta-1}g^q \]
\[ \leq \beta \delta \left[2(\lambda - N + 1)\delta (p-1-q)/(p-1)\|u_0\|_{L^\infty}^{(p-1)-q)/(p-q)} + (1 - \beta)\delta (p-q)/(p-1)\|R_0^{(p-q)/(p-q-1)} - (1 - q)\right]r^{\lambda}u^{\beta-1}g^q. \]

In order to ensure \( R_3 \leq 0 \) in \( J_\kappa \), we choose
\[ \beta := \frac{p-1}{p-q} \in (0,1) \quad \text{and} \quad \lambda := N + \frac{q}{p-1-q} > N. \]

Recalling that \( q < p - 1 \), we use (2.1) and (8.1) to obtain that, in \( J_\kappa \),
\[ R_3 \leq \beta \delta \left[2(\lambda - N + 1)\delta (p-1-q)/(p-1)\|u_0\|_{L^\infty}^{(p-1)-q)/(p-q)} + (1 - \beta)\delta (p-q)/(p-1)\|R_0^{(p-q)/(p-q-1)} - (1 - q)\right]r^{\lambda}u^{\beta-1}b(g^2) \leq 0, \] (8.14)
Appendix.

the equation solved by $J$.

By choosing $\delta > 0$ even smaller. Consequently, $t_0 > 0$ and we conclude that

$$\partial_t J(t_0, r_0) \geq 0, \quad \partial_r J(t_0, r_0) = 0, \quad \partial_r^2 J(t_0, r_0) \leq 0,$$

which contradicts (8.15), since $(t_0, r_0) \in J_\kappa$. Therefore, $J \leq \kappa$ in $[0, T_e] \times [0, R_0]$. Since $\kappa$ is an arbitrary positive number, we have shown that $J \leq 0$ in $[0, T_e] \times [0, R_0]$ from which (8.3) follows.

We stress once more that this proof holds only at formal level as the coefficients in the equation solved by $J$ may be singular. A complete justification is postponed to the Appendix.

The proof of Theorem 1.4 is now an easy consequence of the previous analysis as shown below.

**Proof of Theorem 1.4.** We wish to prove (1.13), from which the single point extinction follows readily. The left inclusion in (1.13) has been proved in Lemma 8.1 and we are thus left with the proof of the right inclusion. Fix $t \in (T_e/2, T_e)$. Taking into account the radial symmetry and monotonicity of $u(t)$, we deduce from Lemma 8.2 that

$$|\nabla u(t, x)| \geq \delta^{1/(p-1)}|x|^{1/(p-1-q)} \ u(t, x)^{1/(p-q)}, \quad x \in B(0, R_0),$$

hence, recalling (8.1),

$$\frac{p-1-q}{p-q} \delta^{1/(p-1)}|x|^{1/(p-1-q)} \leq \left| \nabla u^{(p-1-q)/(p-q)}(t, x) \right|, \quad x \in \mathcal{P}(t). \quad (8.16)$$

For $x \in \mathcal{P}(t)$, the monotonicity properties of $u(t)$ guarantee that $gx \in \mathcal{P}(t)$ for all $g \in [0, 1]$.
and, for any \( q \in (0, 1) \), we infer from (1.4) and (8.16) that
\[
\begin{align*}
  u^{(p-1-q)/(p-q)}(t, x) &= u^{(p-1-q)/(p-q)}(t, qx) + \int_0^1 \left\langle \nabla u^{(p-1-q)/(p-q)}(t, \sigma x), x \right\rangle d\sigma \\
  &= u^{(p-1-q)/(p-q)}(t, qx) - \int_0^1 \left| \nabla u^{(p-1-q)/(p-q)}(t, \sigma x) \right| |x| d\sigma \\
  &\leq \|u(t)\|^{(p-1-q)/(p-q)} - C|x| \int_0^1 |\sigma x|^{1/(p-1-q)} d\sigma \\
  &\leq \|u(t)\|^{(p-1-q)/(p-q)} - C|x|^{(p-1-q)/(p-q)} \left(1 - \vartheta^{(p-q)/(p-1-q)}\right).
\end{align*}
\]

We now apply Proposition 5.1 and let \( \vartheta \to 0 \) to obtain that, given \( \vartheta \in (0, 1) \),
\[
  u^{(p-1-q)/(p-q)}(t, x) \leq C_2(\vartheta)^{p-1-q}/(p-q) (T_\varepsilon - t)^{\vartheta(p-1-q)/(p-2q)} - C|x|^{(p-1-q)/(p-q)}.
\]

Since \( x \in \mathcal{P}(t) \), this implies in particular that the right-hand side of the previous inequality is positive, that is,
\[
  |x| < C(\vartheta)(T_\varepsilon - t)^{\vartheta(p-1-q)/(p-q)(p-2q)}.
\]

Consequently, choosing \( \vartheta = p/2 \),
\[
  \mathcal{P}(t) \subseteq B(0, \varrho_2(T_\varepsilon - t)^\nu), \quad \nu = \frac{p(p - q - 1)^2}{2(p - q)(p - 2q)},
\]
for some \( \varrho_2 > 0 \). Since \( t \in (T_\varepsilon/2, T_\varepsilon) \) is arbitrary, we have established the right inclusion in (1.13) and thereby completed the proof. \( \square \)

**A Proofs of Lemma 8.2 and gradient estimates for \( p = 2 \)**

In this technical section we provide a fully rigorous proof of Lemma 8.2, as well as a gradient estimate for solutions to (1.1) for \( p = 2 \). The latter, besides of its interest as an independent result, provides an essential technical tool in the proofs of our main results, and complements the gradient estimates in [25, Theorem 1.3], valid for \( p \in (p_c, 2) \).

Lemma 8.2 was proved in Section 8 at a formal level, presenting the essential calculations that give the ideas and essence of the proof, but allowing us at that point, for the simplicity of the exposition, to use results such as the maximum principle (or comparison principle) that are not automatically granted when we deal with singular coefficients. This is why we include the rigorous proof of this lemma here. To this end, we introduce a regularization of (1.1), already successfully used by the authors in [25, Section 6], in order to avoid the difficulties coming from the singularity at points where \( \nabla u = 0 \). Let then \( u \) be a solution to the Cauchy problem (1.1)-(1.2) associated to an initial condition \( u_0 \) satisfying the assumptions (a)-(c) of Theorem 1.4. We recall that \( u \) vanishes identically after a finite time \( T_\varepsilon \) and that its positivity set \( \mathcal{P}(t) \) is included in \( B(0, R_0) \) for all \( t \geq 0 \), see (8.1).

For \( \varepsilon \in (0, 1/2) \), we define:
\[
  a_\varepsilon(z) := (z + \varepsilon^2)^{(p-2)/2}, \quad b_\varepsilon(z) := (z + \varepsilon^2)^{p/2}, \quad z \geq 0,
\]
and consider the following Cauchy problem:
\[
  \begin{cases}
    \partial_t \tilde{u}_\varepsilon - \text{div} \left( a_\varepsilon(|\nabla \tilde{u}_\varepsilon|^2) \nabla \tilde{u}_\varepsilon \right) + b_\varepsilon \left(|\nabla \tilde{u}_\varepsilon|^2\right) - \varepsilon^\gamma = 0, & (t, x) \in (0, \infty) \times \mathbb{R}^N, \\
    \tilde{u}_\varepsilon(0) = u_{0,\varepsilon} + \varepsilon^\gamma, & x \in \mathbb{R}^N,
  \end{cases}
\]
where \( \gamma \in (0, p/4) \cap (0, q/2) \) is a small positive parameter such that \( \gamma < \min\{p - 1, 1 - q\} \) and \( u_{0,\varepsilon} \in C^\infty(\mathbb{R}^N) \) is a non-negative smooth approximation of the initial condition \( u_0 \), in the sense that it converges to \( u_0 \) uniformly on compact sets in \( \mathbb{R}^N \) and satisfies

\[
0 \leq u_{0,\varepsilon} \leq \|u_0\|_\infty, \quad \|\nabla u_{0,\varepsilon}\|_\infty \leq (1 + C(u_0)\varepsilon)\|\nabla u_0\|_\infty. \tag{A.3}
\]

It is proved in [5] and [25, Section 6] that (A.2) has a unique classical solution \( \tilde{u}_{\varepsilon} \) and that, as \( \varepsilon \to 0 \), it is an approximation of the solution \( u \) to (1.1)-(1.2) with initial condition \( u_0 \) in the following sense:

\[
u(t, x) = \lim_{\varepsilon \to 0} \tilde{u}_{\varepsilon}(t, x), \quad \nabla u(t, x) = \lim_{\varepsilon \to 0} \nabla \tilde{u}_{\varepsilon}(t, x), \tag{A.4}\]

for almost every \((t, x) \in (0, \infty) \times \mathbb{R}^N\), the first convergence being actually uniform in compact sets of \((0, \infty) \times \mathbb{R}^N\). In addition, if \( u_0 \) is radially symmetric and non-increasing, then \( u_{0,\varepsilon} \) can be chosen to be radially symmetric and non-increasing as well, so that \( x \mapsto \tilde{u}_{\varepsilon}(t, x) \) is radially symmetric and non-increasing for any \( t \geq 0 \) and \( \varepsilon \in (0, 1/2) \). We next define

\[
u_{\varepsilon}(t, x) := \tilde{u}_{\varepsilon}(t, x) - \varepsilon^q t, \quad (t, x) \in (0, \infty) \times \mathbb{R}^N,
\]

and observe that the comparison principle and (A.2) imply that

\[
u_{\varepsilon}(t, x) \geq \varepsilon^\gamma - \varepsilon^q t \geq \frac{\varepsilon^\gamma}{2}, \quad (t, x) \in (0, \tau_{\varepsilon}) \times \mathbb{R}^N, \tag{A.5}\]

with \( \tau_{\varepsilon} := \varepsilon^{q-1}/2 \) and that \( u_\varepsilon \) solves

\[
\begin{align*}
  \partial_t u_{\varepsilon} - \text{div} \left( a_{\varepsilon}(|\nabla u_{\varepsilon}|^2) \nabla u_{\varepsilon} \right) + b_{\varepsilon}(|\nabla u_{\varepsilon}|^2) &= 0, \quad (t, x) \in (0, \infty) \times \mathbb{R}^N, \\
  u_{\varepsilon}(0) &= u_{0,\varepsilon} + \varepsilon^\gamma, \quad x \in \mathbb{R}^N.
\end{align*}
\tag{A.6}
\]

Since \( \tau_{\varepsilon} \to \infty \) as \( \varepsilon \to 0 \), we may assume that \( \varepsilon \) is taken sufficiently small to ensure \( T_{\varepsilon} \leq \tau_{\varepsilon} \). With these approximations in mind, we are ready to give the complete proof of Lemma 8.2 as well as that of the gradient estimate (5.4) for \( p = 2 \).

### A.1 Proof of Lemma 8.2

Owing to the \( C^1 \)-smoothness of \( u_0 \), the gradient convergence in (A.4) is also uniform on compact subsets of \( \mathbb{R}^N \). Consequently,

\[
m_{\varepsilon} := \varepsilon + \|u_{0,\varepsilon} - u_0\|_{C^1(B(0,R_0))} \to 0 \quad (\varepsilon \to 0). \tag{A.7}
\]

Introducing

\[
r_{\varepsilon} := \min\{r \in [0, R_0) : u_0(r) \leq m_{\varepsilon}^{1/4}\},
\]

the properties of \( u_0 \) assumed in Theorem 1.4 and (A.7) ensure that there is \( \varepsilon_0 \in (0, 1/2) \) such that

\[
r_{\varepsilon} > s_{\varepsilon} := m_{\varepsilon}^{(p-1-q)/4(p-q)} \quad \text{and} \quad m_{\varepsilon} \in (0, 1) \quad \text{for any} \quad \varepsilon \in (0, \varepsilon_0). \tag{A.8}
\]
We then infer from the radial monotonicity of $u_0$, (1.12), (A.7), and (A.8) that, for $r \in [s, r]$,

$$
|\partial_r u_{0, \varepsilon}(r)| \geq |\partial_r u_0(r)| - m
\geq \delta_0^{r^{1/(p-1-q)}u_0(r)^{1/(p-q)}} - m
$$

$$
\geq \frac{\delta_0}{2} r^{1/(p-1-q)}u_{0, \varepsilon}(r) + \frac{\delta_0}{2} r^{1/(p-1-q)}(u_0^{1/(p-q)} - u_{0, \varepsilon}^{1/(p-q)}) (r)
$$

$$
+ \frac{\delta_0}{2} m^{1/2(p-q)} - m
\geq \frac{\delta_0}{2} r^{1/(p-1-q)}u_{0, \varepsilon}(r) - \frac{\delta_0}{2} R_0^{1/(p-1-q)}m^{1/(p-q)} + \frac{\delta_0}{2} m^{1/2(p-q)} - m
$$

$$
\geq \frac{\delta_0}{2} r^{1/(p-1-q)}u_{0, \varepsilon}(r) + \frac{\delta_0}{2} R_0^{1/(p-1-q)}m^{1/2(p-q)} - m^{(2(p-q)-1)/(2-p)}
.$$ 

Since $p - q > 1$, we infer from (A.7) and the above inequality that, taking $\varepsilon_0$ smaller if necessary, there holds

$$
|\partial_r u_{0, \varepsilon}(r)| \geq \frac{\delta_0}{2} r^{1/(p-1-q)}u_{0, \varepsilon}(r)^{1/(p-q)} , \quad r \in [s, r] , \quad \varepsilon \in (0, \varepsilon_0) . \quad (A.9)
$$

Now fix $\varepsilon \in (0, \varepsilon_0)$. Recalling that $a_c$ and $b_c$ are given by (A.1), we define

$$
a_{1, \varepsilon}(z) := 2za_c'(z) + a_c(z) , \quad z \geq 0 ,
$$

and the auxiliary function

$$
J_\varepsilon(t, r) := r^{N-1}a_c(\partial_r u_c(t, r))^2\partial_r u_c(t, r) + c(r)F(u_c(t, r)) , \quad (t, r) \in (0, T) \times (0, R_0) .
$$

Since $u_c$ solves (A.6) and

$$(p - 1)a_c(z) \leq a_{1, \varepsilon}(z) = (z + \varepsilon^2)^{(p-4)/2}[(p-1)z + \varepsilon^2] \leq a_c(z) ,$$

$$b_c(z) - 2z b_c'(z) = (z + \varepsilon^2)^{(q-2)/2}[(1-q)z + \varepsilon^2] \geq (1-q)b_c(z)$$

for $z \geq 0$, we may perform the same computations as in the proof of Lemma 8.2 with $(a_c, b_c)$ instead of $(a, b)$ and derive the analogue of (8.7):

$$
\partial_t J_\varepsilon - a_{1, \varepsilon}(g_\varepsilon^2)\partial_r^2 J_\varepsilon + \left(\frac{N-1}{r} a_{1, \varepsilon}(g_\varepsilon^2) - 2b_c'(g_\varepsilon^2)g_\varepsilon\right) \partial_r J_\varepsilon \leq \sum_{i=1}^{3} \mathcal{R}_{i, \varepsilon} , \quad (A.10)
$$

where $g_\varepsilon := -\partial_r u_c \geq 0$ and

$$
\mathcal{R}_{1, \varepsilon} := 2 \left[(N-1)r^{N-2}a_c(g_\varepsilon^2)g_\varepsilon - c'(r)F(u_c)\right] b_c'(g_\varepsilon^2)g_\varepsilon ,
$$

$$
\mathcal{R}_{2, \varepsilon} := \left[\frac{N-1}{r} c'(r) - c''(r)\right] F(u_c)a_{1, \varepsilon}(g_\varepsilon^2) ,
$$

$$
\mathcal{R}_{3, \varepsilon} := 2 \left[c'(r) - \frac{N-1}{r} c(r)\right] F'(u_c)a_{1, \varepsilon}(g_\varepsilon^2)g_\varepsilon - c(r)F''(u_c)a_{1, \varepsilon}(g_\varepsilon^2)g_\varepsilon^2
$$

$$
- (1-q)c(r)F''(u_c)b_c(g_\varepsilon^2) .$$
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Observe that the positivity (A.5) of $u_\varepsilon$ guarantees that $F'(u_\varepsilon)$ and $F''(u_\varepsilon)$ are well-defined, even if $F$ is not twice differentiable at zero. As in the proof of Lemma 8.2 we choose

$$c(r) = r^\lambda, \quad r \geq 0,$$

$$F(z) = \delta z^\beta, \quad z \geq 0,$$

where $\delta > 0$ is to be determined and

$$\lambda = N + \frac{q}{p - 1 - q} > N, \quad \beta = \frac{p - 1}{p - q} \in (0, 1).$$

With this choice,

$$R_{2,\varepsilon} \leq -\lambda(\lambda - N)\delta(p - 1)r^{\lambda - 2}u_\varepsilon^\beta a_\varepsilon(g_\varepsilon^2),$$

while

$$R_{1,\varepsilon} = 2r^{\lambda - 1}b_\varepsilon'(g_\varepsilon^2)g_\varepsilon \left[(N - 1)r^{N - 1 - \lambda}a_\varepsilon(g_\varepsilon^2)g_\varepsilon - \delta \lambda u_\varepsilon^\beta\right]$$

and

$$R_{3,\varepsilon} \leq \beta \delta \left[2\lambda - 1\lambda^2 \beta^2 a_\varepsilon^2 (g_\varepsilon^2) + \frac{1}{u_\varepsilon} (g_\varepsilon^2 + \varepsilon^2)^{(p-1)/2} + (1 - q)\right]r^{\lambda - 1}b_\varepsilon(g_\varepsilon^2).$$

Now let $\kappa > 0$ and define

$$\mathcal{J}_{\kappa,\varepsilon} := \{(t, r) \in (0, T_\varepsilon) \times (0, R_0) : J_\varepsilon(t, r) \geq \kappa\}.$$

Then

$$\kappa + r^{N - 1}a_\varepsilon(g_\varepsilon^2)g_\varepsilon \leq c(r)F(u_\varepsilon) = \delta r^{\lambda - 1}u_\varepsilon^\beta \text{ in } \mathcal{J}_{\kappa,\varepsilon},$$

from which we deduce that, if $\kappa \geq R_0^{N - 1}e^{p - 1}$, then

$$r^{N - 1}(g_\varepsilon^2 + \varepsilon^2)^{(p - 1)/2} \leq r^{N - 1}a_\varepsilon(g_\varepsilon^2)g_\varepsilon + R_0^{N - 1}e^{p - 1} \leq \delta r^{\lambda - 1}u_\varepsilon^\beta \text{ in } \mathcal{J}_{\kappa,\varepsilon}.$$ (A.14)

This inequality implies in particular that $r > 0$ and $u_\varepsilon > 0$ in $\mathcal{J}_{\kappa,\varepsilon}$ and (A.11) yields

$$R_2 \leq -\lambda(\lambda - N)\delta(p - 1)r^{\lambda - 2}u_\varepsilon^\beta (g_\varepsilon^2 + \varepsilon^2)^{(p - 2)/2} < 0 \text{ in } \mathcal{J}_{\kappa,\varepsilon}$$

in view of $\lambda > N$ and $p \in (1, 2)$. We then infer from (A.12), (A.13), and (A.14) that, in $\mathcal{J}_{\kappa,\varepsilon}$,

$$R_{1,\varepsilon} \leq -2(\lambda - N + 1)\delta r^{\lambda - 1}u_\varepsilon^\beta b_\varepsilon'(g_\varepsilon^2)g_\varepsilon \leq 0$$

and

$$R_{3,\varepsilon} \leq \beta \delta \left[2\lambda - 1\lambda^2 \beta^2 a_\varepsilon^2 (g_\varepsilon^2) + \frac{1}{u_\varepsilon} (g_\varepsilon^2 + \varepsilon^2)^{(p-1)/2} + (1 - q)\right]r^{\lambda - 1}b_\varepsilon(g_\varepsilon^2)$$

$$\leq \frac{-\beta \delta (1 - q)}{2}r^{\lambda - 1}b_\varepsilon(g_\varepsilon^2),$$

provided $\delta$ is chosen suitably small (depending on $\|u_0\|_\infty$ and $R_0$) and independent of $\varepsilon \in (0, \varepsilon_0)$ as $\|u_0\|_\infty + \varepsilon^\gamma \leq \|u_0\|_\infty + 1$. Collecting (A.10), (A.15), (A.16), and (A.17), we end up with

$$\partial_t J_\varepsilon - a_{1,\varepsilon}(g_\varepsilon^2)\partial_r^2 J_\varepsilon + \left(\frac{N - 1}{r} - a_{1,\varepsilon}(g_\varepsilon^2) - 2b_\varepsilon'(g_\varepsilon^2)g_\varepsilon\right)\partial_r J_\varepsilon < 0 \quad \text{for } (t, r) \in \mathcal{J}_{\kappa,\varepsilon},$$

(A.18)
this inequality being true only for \( \kappa \geq R_0^{-1} \varepsilon^{p-1} \).

Next, introducing
\[
M_\varepsilon := \sup_{t \in [0, T_\varepsilon]} u_\varepsilon(t, R_0) ,
\]
we infer from the monotonicity of \( r \rightarrow u_\varepsilon(t, r) \) that
\[
J_\varepsilon(t, 0) = 0 , \quad J_\varepsilon(t, R_0) \leq \delta R_0^\lambda M_\varepsilon^\beta , \quad t \in [0, T_\varepsilon] . \tag{A.19}
\]
In addition, given \( r \in (0, R_0) \),
\[
J_\varepsilon(0, r) \leq r^{N-1} u_\varepsilon(\vert \partial_r u_\varepsilon(r) \vert^2) \partial_r u_\varepsilon(r) + \delta r^\lambda u_\varepsilon^\beta + \delta R_0^\lambda \varepsilon^\gamma \beta .
\]
As \( \partial_r u_\varepsilon(r) \leq 0 \), we obtain from (A.3) and (A.7) that
\[
J_\varepsilon(0, r) \leq \delta s_\varepsilon^\lambda \| u_\varepsilon \|_\infty^\beta + \delta R_0^\lambda \varepsilon^\gamma \beta , \quad r \in (0, s_\varepsilon) , \tag{A.20}
\]
as well as
\[
J_\varepsilon(0, r) \leq \delta R_0^\lambda \left( m_\varepsilon + m_\varepsilon^{1/4} \right)^\beta + \delta R_0^\lambda \varepsilon^\gamma \beta , \quad r \in (r_\varepsilon, R_0) . \tag{A.21}
\]
For \( r \in [s_\varepsilon, r_\varepsilon] \), we now divide the analysis into two regions with respect to the magnitude of \( \vert \partial_r u_\varepsilon(r) \vert \). Either \( \vert \partial_r u_\varepsilon(r) \vert \leq \varepsilon \) and we deduce from (A.9) that
\[
u_\varepsilon(r)^{1/(p-q)} \leq \frac{2\varepsilon}{\delta_0} r^{-1/(p-q-1)} .
\]
Thus, taking also into account that \( \partial_r u_\varepsilon(r) \leq 0 \) for any \( r \geq 0 \), we realize that
\[
J_\varepsilon(0, r) \leq \delta r^\lambda (2\varepsilon)^{p-1} \delta_0^{1-p} r^{-(p-1)/(p-1-q)} + \delta R_0^\lambda \varepsilon^\gamma \beta
\leq \delta \delta_0^{1-p} R_0^{N-1}(2\varepsilon)^{p-1} + \delta R_0^\lambda \varepsilon^\gamma \beta . \tag{A.22}
\]
Or \( \vert \partial_r u_\varepsilon(r) \vert > \varepsilon \) which implies that
\[
a_\varepsilon(\vert \partial_r u_\varepsilon(r) \vert^2) \geq 2^{(p-2)/2} \vert \partial_r u_\varepsilon(r) \vert^{p-2} .
\]
Therefore, using again (A.9),
\[
J_\varepsilon(0, r) \leq \delta r^\lambda u_\varepsilon^\lambda \beta - 2^{(p-2)/2} \delta R_0^{N-1}(\vert \partial_r u_\varepsilon(r) \vert^{p-1} + \delta R_0^\lambda \varepsilon^\gamma \beta
\leq \left( \delta - 2^{-p/2} \delta_0^{-1} \right) r^\lambda u_\varepsilon^\lambda \beta + \delta R_0^\lambda \varepsilon^\gamma \beta \tag{A.23}
\]
provided \( \delta < 2^{-p/2} \delta_0^{-1} \). In view of (A.8) and (A.20)-(A.23) we have thus shown that, if \( \delta \) is sufficiently small,
\[
J_\varepsilon(0, r) \leq \delta \delta_0^{1-p} R_0^{N-1}(2\varepsilon)^{p-1} + \delta \| u_\varepsilon \|_\infty^\beta s_\varepsilon^\lambda + \delta R_0^\lambda \left( (2m_\varepsilon)^{3/4} + \varepsilon^\gamma \beta \right) , \quad r \in (0, R_0) .
\]
Consequently, if \( \delta \) is sufficiently small and
\[
\kappa = \kappa_\varepsilon := \delta \delta_0^{1-p} R_0^{N-1}(2\varepsilon)^{p-1} + \delta \| u_\varepsilon \|_\infty^\beta s_\varepsilon^\lambda + \delta R_0^\lambda \left( (2m_\varepsilon)^{3/4} + \varepsilon^\gamma \beta \right)
+ R_0^{N-1} \varepsilon^{p-1} + \delta R_0^\lambda M_\varepsilon^\beta ,
\]
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Then the parabolic boundary \{0\} × (0, R_0) and \{0, T_ε\} × \{0, R_0\} of (0, T_ε) × (0, R_0) contains no point in \(J_{\kappa_ε, \varepsilon}\). Recalling (A.18) we may then argue as in the proof of Lemma 8.2 to conclude that

\[ J_ε \leq \kappa_ε \quad \text{in} \quad (0, T_ε) \times (0, R_0). \]  

(A.24)

To complete the proof, we observe that \(M_ε \to 0\) as \(\varepsilon \to 0\) due to the uniform convergence (A.4) and the vanishing of \(u\) on \((0, T_ε) \times \partial B(0, R_0)\). Combining this fact with (A.7) and (A.8) yields

\[ \lim_{\varepsilon \to 0} \kappa_ε = 0, \]

and we may let \(\varepsilon \to 0\) in (A.24) and use (A.4) and (A.7) to obtain the expected result.

A.2 Proof of (5.4) for \(p = 2\).

Finally, we prove the gradient estimate (5.4) for \(p = 2\).

Proposition A.1. Consider an initial condition \(u_0\) satisfying (1.3) and denote the corresponding solution to (1.1)-(1.2) by \(u\). Assume further that \(p = 2\) and \(q \in (0, 1)\). Then there is \(C_1 > 0\) depending only on \(q\) such that

\[ \left| \nabla u^{(1-q)/(2-q)}(t, x) \right| \leq C_1 \left( 1 + \|u_0\|^{(1-q)/(2-q)} t^{-1/2} \right), \]

for \((t, x) \in (0, \infty) \times \mathbb{R}^N\).

Proof. We fix \(\varepsilon \in (0, 1/2)\) and denote the classical solution to (A.2) by \(\tilde{u}_ε\). Observe that \(a_ε \equiv 1\) due to \(p = 2\). In view of (A.3), the comparison principle implies

\[ \varepsilon \gamma \leq \tilde{u}_ε(t, x) \leq \|u_0\|_\infty + \varepsilon \gamma, \quad (t, x) \in [0, \infty) \times \mathbb{R}^N. \]  

(A.26)

We further set

\[ f(\xi) := \frac{1 - q}{2 - q} \xi^{(2-q)/(1-q)}, \quad \xi \geq 0, \quad v_ε := f^{-1}(\tilde{u}_ε), \quad w_ε := |\nabla v_ε|^2, \]

and note that \(f \in C^2([0, \infty)) \cap C^\infty((0, \infty))\) is strictly increasing. Hence, according to [5, formula (10)], we have

\[ \mathcal{P}_ε w_ε \leq 2 \left( \frac{f''}{f'} \right)'(v_ε)w_ε^2 - 2 \left( \frac{f''}{(f')^2} \right)(v_ε)\Theta_ε((f')^2(v_ε)w_ε) \]

in \((0, \infty) \times \mathbb{R}^N\), where

\[ \mathcal{P}_ε w_ε := \partial_t w_ε - \Delta w_ε + 2 \left( f'(v_ε)b'_ε \left( (f')^2(v_ε)w_ε \right) - \left( \frac{f''}{f'} \right)(v_ε) \right) \nabla v_ε \cdot \nabla w_ε, \]

\[ \Theta_ε(\xi) := 2\xi b'_ε(\xi) - b_ε(\xi) + \varepsilon^q, \quad \xi \geq 0. \]

Since \(q \in (0, 1)\), we have

\[ \Theta_ε(\xi) = q\xi(\xi + \varepsilon^2)(q-2)/2 - (\xi + \varepsilon^2)q/2 + \varepsilon^q \]

\[ = -(1 - q)(\xi + \varepsilon^2)q/2 - q\varepsilon^2(\xi + \varepsilon^2)(q-2)/2 + \varepsilon^q \]

\[ \geq -(1 - q)(\xi + \varepsilon^2)q/2 + (1 - q)\varepsilon^q \]

\[ \geq -(1 - q)\xi q/2, \quad \xi \geq 0. \]
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Hence, (A.27), the choice of $f$, the nonnegativity of $w_\varepsilon$, and Young’s inequality imply

\[ P_\varepsilon w_\varepsilon \leq -\frac{2}{(1-q)v_\varepsilon^2}w_\varepsilon^2 + \frac{2}{1-q}v_\varepsilon^{(q-2)/(1-q)} \cdot (1-q) \left( v_\varepsilon^{2/(1-q)}w_\varepsilon \right)^{q/2} w_\varepsilon \]

\[ \leq -\frac{2}{(1-q)v_\varepsilon^2}w_\varepsilon^2 + \frac{2}{(1-q)v_\varepsilon^2}w_\varepsilon^{1+q/2} \]

\[ \leq -\frac{2}{(1-q)v_\varepsilon^2} \left( -w_\varepsilon^2 + \frac{2+q}{4} w_\varepsilon^2 + \frac{2-q}{4} \right) \]

\[ = -\frac{2-q}{2(1-q)v_\varepsilon^2} (w_\varepsilon^2 - 1). \]

(A.28)

Considering next

\[ W(t) := 1 + \frac{a}{t}, \ t > 0, \quad \text{with} \quad a := 2 \left( \frac{1-q}{2-q} \right)^{q/(2-q)} (\|u_0\|_\infty + 1)^{2(1-q)/(2-q)}, \]

noticing that (A.26) implies

\[ v_\varepsilon = \left( \frac{2-q}{1-q} \right)^{(1-q)/(2-q)} \leq \left( \frac{2-q}{1-q} (\|u_0\|_\infty + 1) \right)^{(1-q)/(2-q)}, \]

and using the fact that $a > 0$, we obtain

\[ P_\varepsilon W + \frac{2-q}{2(1-q)v_\varepsilon^2} (W^2 - 1) \geq \frac{a}{t^2} + \frac{2-q}{2(1-q)v_\varepsilon^2} \cdot \frac{a^2}{t^2} \]

\[ \geq \frac{a}{t^2} \left[ -1 + \frac{a}{2} \left( \frac{2-q}{1-q} \right)^{q/(2-q)} (\|u_0\|_\infty + 1)^{-2(1-q)/(2-q)} \right] \]

\[ \geq 0 \]

for any $t > 0$. Since $w_\varepsilon(0, x) < W(0) = \infty$ for $x \in \mathbb{R}^N$, we deduce from (A.28) and the comparison principle that

\[ \left( \frac{2-q}{1-q} \right)^{(1-q)/(2-q)} \left| \nabla u_\varepsilon^{(1-q)/(2-q)}(t, x) \right| = \left| \nabla v_\varepsilon(t, x) \right| = w_\varepsilon^{1/2}(t, x) \leq \left( 1 + \frac{a}{t} \right)^{1/2} \]

in $(0, \infty) \times \mathbb{R}^N$. Letting $\varepsilon \searrow 0$ and recalling (A.4), we end up with (A.25).

\[ \square \]
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