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Abstract
Non-negative Matrix Factorization (NMF) is an intensively used technique for obtaining parts-based, lower dimensional and non-negative representation of non-negative data. It is a popular method in different research fields. Scientists performing research in the fields of biology, medicine and pharmacy often prefer NMF over other dimensionality reduction approaches (such as PCA) because the non-negativity of the approach naturally fits the characteristics of the domain problem and its result is easier to analyze and understand. Despite these advantages, it still can be hard to get exact characterization and interpretation of the NMF's resulting latent factors due to their numerical nature. On the other hand, rule-based approaches are often considered more interpretable but lack the parts-based interpretation. In this work, we present a version of the NMF approach that merges rule-based descriptions with advantages of part-based representation offered by the NMF approach. Given the numerical input data with non-negative entries and a set of rules with high entity coverage, the approach creates the lower-dimensional non-negative representation of the input data in such a way that its factors are described by the appropriate subset of the input rules. In addition to revealing important attributes for latent factors, it allows analyzing relations between these attributes and provides the exact numerical intervals or categorical values they take. The proposed approach provides numerous advantages in tasks such as focused embedding or performing supervised multi-label NMF.

1 Introduction
Data analysis, as performed in various scientific fields, usually involves applying various techniques from statistics, data mining, machine learning and signal processing to obtain satisfactory results and insights in the given domain. Since the data typically has high dimensionality, it is often useful to decompose it into smaller components [6]. Multiple decomposition techniques have been developed for this task (e.g. SVD, PCA, NMF and ICA), each with its specific properties and goals [6].

Non-negative matrix factorization (NMF) [19,20,24] provides parts-based representation of the non-negative input data, often found in domains such as image processing, computer vision, biology, medicine or pharmacy. Many parameters in these domains have a natural representation with non-negative values, thus it makes sense to use the NMF approach to obtain latent factors. Non-negativity of the produced latent factors allows to partially obtain their meaning as the weighted sum of the attributes contained in the input data.
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Although very useful in many applications, this level of factor understanding is inadequate in some domains (e.g. biology or medicine), where more fine-grained interpretation – for instance, understanding a valid range of values in an attribute – is crucial for making informed decisions and appropriate conclusions. This problem has been slightly alleviated by the introduction of sparsity constraints, which aim to obtain adequate lower-dimensional data representation by keeping weights in factor representation either very close to 1 or very close to 0.

Sparsity, however, is not enough, and often identifying interesting groups of observations is preferable from interpretability’s point of view. Methods for this include, but are not limited to, clustering [7], inductive learning [21], subgroup discovery [18], redescription mining [26], anomaly detection [14] and many others. Each of these approaches have their special properties and advantages, which mostly provide deeper, interpretable understanding of some aspects of the studied domain. They identify groups of entities with some properties and many in addition offer rule-based descriptions. Although highly interpretable, these approaches are not without problems. Majority of the unsupervised rule-producing approaches construct very large rule-sets that are ultimately hard to explore. Structuring them is very beneficial when performing analyses. Predictive rule sets aim to produce smaller sets of rules, but this is not always achieved in practice. In addition, using rules as features, although shown to provide benefits for predictive models, necessarily increases the dimensionality of the original problem.

In this work, we aim to combine the advantages of both types of data analysis. The goal is to obtain non-negative part-based representation of the input data in such a way that the resulting factors are fully interpretable and represented by a number of rules obtained by any rule-producing approach. We propose a regularized NMF approach that takes a non-negative input data and a set of rules as input and produces a lower-dimensional data representation, where each latent factor is described by a number of input rules. Rules are either represented as a matrix, where rows denote entities and columns denote rules or the constraints derived from rules are written in the clustering matrix, where rows denote entities and columns denote clusters derived from rules. The approach provides novel insights and data analysis capabilities that were previously either hard or impossible to obtain, but
are at the same time highly desirable and needed for research conducted in various scientific domains. These capabilities include exact interpretation of NMF latent factors (including exact numeric intervals or categorical values of attributes with the ability of observing and analyzing relations between attributes associated with a given factor), ability to perform guided embedding, combining multiple sources of information (for example, embedding genes belonging to a selected subset of organisms and having a selected subset of gene functions by following predefined criteria on phenotypes etc.), and ability to perform multi-label classification and utilize information about overlapping target variables (each target label can be modelled as one rule in the set of constraints). We provide a detailed analysis of the approach pointing out scenarios that potentially lead to some shortcomings but we also offer solutions to these problems.

2 Background

The NMF methodology factorizes a non-negative matrix \( X \in \mathbb{R}^{m \times n} \) into two non-negative matrices of smaller rank \( F \in \mathbb{R}^{m \times k} \) and \( G \in \mathbb{R}^{n \times k} \), where \( k \ll \min(m, n) \), so that \( X \approx FG^\dagger \). The non-negativity and parts-based interpretation is important in many applications [6].

There are many optimization approaches to compute the NMF [6], the most popular being the multiplicative updates approach [19][20]. In general, the NMF factorization is not unique. Thus, it produced unsatisfiable results in some applications. One approach to alleviate the problem, allowing a tradeoff between different requirements, is by adding regularization or penalty terms [6]. The general form of the regularised NMF optimization function is:

\[
\min_{F \geq 0, \ G \geq 0} \|X - FG^\dagger\|_F^2 + \sum_{i=0}^l \lambda_i \varphi_i(P_i). \tag{2.1}
\]

Variables \( \lambda_i \geq 0, \ i = 1, \ldots, l \) are regularization parameters and \( \varphi_i: \{0, \ldots, m\} \rightarrow \mathbb{R} \) are penalty terms enforcing predefined constraints; \( D_1, \ldots, D_{|P_i|} \) are the domains of parameters contained in \( P_i \). Usually only one penalty term constrains \( F \) or \( G \).

Rule learning [11] is one of the fundamental, extensively researched, fields of machine learning. The overall interpretability of the output results of all methods in this field makes it ideal for data mining and knowledge discovery. We focus on two aspects of rule learning, supervised rule induction [11] and descriptive rule induction (rule-based conceptual clustering) [11][31]. The main goal in supervised rule induction is to obtain a small set of comprehensible rules that are highly predictive, given some target property. The rule-based conceptual clustering algorithms construct rules describing related groups of examples, given some quality function (without using information about target label).

3 NMF with describable latent factors

Given a rule set \( \mathcal{R} \) obtained on some input dataset \( \mathcal{D} \), we use \( \text{supp}(r) \) to denote a support set of a rule \( r \in \mathcal{R} \), that is, the set of all entities described by a rule \( r \). We also use \( \text{cov}(\mathcal{R}) = |\bigcup_{r \in \mathcal{R}} \text{supp}(r)|/|\mathcal{D}| \) to denote the fraction of entities from an input dataset described by at least one rule from \( \mathcal{R} \).

To describe the NMF factors with rules, we must somehow match them. To that end, recall that clustering can be depicted as a particular kind of a matrix.

**Definition 3.1.** Let \( C_1, \ldots, C_k \) denote a clustering of the entities of \( \mathcal{D} \) (where entity might belong to multiple clusters). Matrix \( F \in \{0, 1\}^{m \times k} \) is a clustering assignment matrix if \( F_{i,j} = 1 \) exactly when entity \( e_i \in \mathcal{D} \) belongs to cluster \( C_j \). We call clustering assignment matrices ideal matrices.

As the ideal matrices are special cases of nonnegative matrices, NMF can itself be seen as a generalization of clustering. We will utilize this connection in our definition, but to get from NMF to clustering, we need to turn the non-negative values into binary assignments.

**Definition 3.2.** A non-negative matrix \( F \in \mathbb{R}^{m \times k} \) assigns row \( i \) (entity \( e_i \)) to cluster \( j \) if \( F_{i,j}/\max_{\ell} F_{i,\ell} \geq 0.5 \). If \( C_{f_1}, \ldots, C_{f_k} \) is a clustering such that \( C_{f_\ell} \) corresponds to the \( \ell \)-th column of \( F \), we say that \( F \) induces \( C_{f_1}, \ldots, C_{f_k} \) and that \( C_{f_\ell} \) is associated to \( f_\ell \).

Notice that our definition of clustering assignment might assign the same entity into multiple clusters. We can now define our main problem.

**Definition 3.3.** Given a non-negative matrix \( X \in \mathbb{R}^{m \times n} \) (with \( m \) entities and \( n \) attributes), a set of rules \( \mathcal{R} \) obtained on \( X \), such that \( \text{cov}(\mathcal{R}) \approx 1 \), and a number of factors \( k \in \mathbb{N} \), the goal of the NMF with describable factors is to find matrices \( F \in \mathbb{R}_{\geq 0}^{m \times k} \) and \( G \in \mathbb{R}_{\geq 0}^{n \times k} \) such that \( (1) \ X \approx FG^\dagger \) and \( (2) \) if \( C_{f_\ell}, \ z \in \{1, \ldots, k\} \), is induced by \( F \), then \( \bigcup_{r \in \mathcal{R}^z} \text{supp}(r) \approx C_{f_\ell} \) for some \( S \subseteq \mathcal{R} \).

The crux of the above definition is that the induced clustering highlights the important entities in the factor \( f_\ell \) and the set \( S \) of rules will then provide the explanation on why these entities are important in this factor. Alternatively, it is possible that the user already knows some important clusters and wants to explain the NMF factors using them. In that case, we can change the second condition to

\[
(2) \text{Given pre-defined clusters } C_{z_1}^*, C_{z_2}^*, \ldots, C_{z_k}^* \text{ each } C_{z_k}^* \text{ must have a factor } f_{z_k}^* \text{ such that } C_{z_k}^* \approx C_{f_{z_k}^*}. \tag{3.1}
\]

### 3.1 Algorithms

Next, we define two optimization functions that can be used to solve this task. To optimize these functions and find the desired decomposition of matrix \( X \), we
use the multiplicative updates approach. We apply the rectified version with \( e = 10^{-9} \) to avoid convergence problems reported in the literature. The first optimization function requires predefined ideal matrix \( \tilde{F} \) (see Def. 3.1) and a regularization parameter \( \lambda \geq 0 \):

\[
(3.2) \quad \min_{F \geq 0, \ G \geq 0} \|X - FG^\top\|_F^2 + \lambda \|F - \tilde{F}\|_F^2.
\]

The second optimization function uses regularization parameter \( \lambda \geq 0 \), a rule constraint matrix \( P \in \{0,1\}^{m \times |R|} \) and a factor cost matrix \( A \in \mathbb{R}^{n \times |K|} \). \( P \) is a binary matrix whose rows represent entities and columns represent rules from \( R \). For \( e_i \in D \) and \( r_j \in R \), \( P_{ij} = 1 \) iff \( e_i \in \text{supp}(r_j) \). Rows of \( A \) represent factors and columns represent rules. Values of this matrix affect the number of non-zero elements and their magnitude in the appropriate rows of the \( F \) matrix, depending on the available rule-set constraints. Defining these costs as the intersections size between each rule and the entity cluster associated to some latent factor (\( A_{ij} = |C_k \cap \text{supp}(r_j)| \)) ideally leads to obtaining \( F \) that provides clustering as provided by the ideal matrix. This approach provides more flexibility than the one using the ideal matrix and its optimization function is defined as

\[
(3.3) \quad \min_{F \geq 0, \ G \geq 0} \|X - FG^\top\|_F^2 + \lambda \|A - F^\top P\|_F^2.
\]

We define the multiplicative update rules for both optimization functions, although we provide thorough theoretical analysis only for the second proposed optimization function. Matrix \( G \) is unaffected by the imposed constraints in both functions, thus the multiplicative update rules for \( G \) remain unchanged:

\[
(3.4) \quad G_{j,k} \leftarrow \max \left( e, G_{j,k} \cdot \frac{(X^\top F)_{j,k}}{(G^\top F)_{j,k}} \right).
\]

To find the multiplicative update rules for matrix \( F \) from (3.3), we search for the local minima of the function

\[
(3.5) \quad J(F) = \|X - FG^\top\|_F^2 + \lambda \|A - F^\top P\|_F^2.
\]

This is achieved by computing \( \frac{\partial J}{\partial F}(F) = 2FG^\top G - 2XG + 2\lambda (PP^\top F - PA^\top) \) and solving \( FG^\top G = XG + \lambda (PP^\top F - PA^\top) \). From this and applying a rectifier function, we get:

\[
(3.6) \quad F_{i,k} \leftarrow \max \left( e, F_{i,k} \cdot \frac{(XG^\top + \lambda \cdot PA^\top)_{i,k}}{(FG^\top G + \lambda \cdot PP^\top F)_{i,k}} \right).
\]

The convergence proof of the proposed multiplicative updates follows the steps laid out in (6,13) (which directly prove the convergence of multiplicative updates for \( G \)).

Theorem 3.1. The function \( J \) of (3.5) is monotonically decreasing under the update rule (3.6) for any constant \( e > 0 \), \( F \geq e \), \( G \geq e \). Every limit point obtained using multiplicative updates (3.6) is a stationary point of the strengthened optimization problem (3.3).

Proof. By definition \( P \geq 0 \). Given positively initialized matrices \( F \) and \( G \) it follows that the denominator in (3.6) is positive at each multiplicative update step. To prove that \( J \) is monotonically decreasing, we define an auxiliary function \( Z(H, H) \) as in [9], so that \( Z(H, H) \geq J(H) \) and \( Z(H, H) = J(H) \) for all \( H, H \). Let \( H(t+1) = \min H Z(H(t+1), H(t)) \), from which it follows that \( L(H(t)) = Z(H(t), H(t)) \geq Z(H(t+1), H(t)) \). Thus, the function \( J \) is monotonically decreasing. Next, we show that every limit point obtained using the proposed multiplicative updates is a stationary point of the strengthened optimization problem. Following the proof from [13], given a limit point \( \{F, G\} \) of a sequence \( \{F^k, G^k\} \) and using the fact that \( J \) is bounded from below, due to monotonicity, function \( J \) converges to \( \|X - FG^\top\|_F^2 + \lambda \|A - F^\top P\|_F^2 \). Also, \( \tilde{F}_{i,k} = \max(e, \alpha_{i,k} \tilde{F}_{i,k}) \) for all \( i, k \) where \( \alpha_{i,k} = \frac{\tilde{F}_{i,k}}{(FG^\top G + \lambda PP^\top F)_{i,k}} \) \( \tilde{F} \geq G \), so the update is well defined. By observing the stationarity conditions (KKT optimality conditions), it must be that \( \alpha_{i,k} \geq 0 \), \( \alpha_{i,k} - 1 \leq 0 \). The proposed updates preserve these properties.

The derivation of the update rules and the corresponding convergence proof for \( F \) from (3.2) follow the same logic as for \( F \) from (3.3) thus they are omitted. Update rules for \( F \) from (3.2) are:

\[
(3.7) \quad F_{i,k} \leftarrow \max \left( e, F_{i,k} \cdot \frac{(XG^\top + \lambda \cdot P_{i,k})_{i,k}}{(FG^\top G + \lambda \cdot P_{i,k})_{i,k}} \right).
\]

3.2 Numerical compensations in NMF with describable factors. In this section we explore a phenomenon of numerical compensations in \( F \) from equation (3.3) during the optimization process.

Definition 3.4. Assume \( F \) is an ideal matrix, thus \( A_{i,j} = \sum_{z=0}^n F_{i,z} P_{z,j} \), \( P_{z,j} \in \{0,1\} \), and \( C_1, \ldots, C_k \) are clusters induced by \( F \). Numerical compensation occurs in some step
of the optimization process if there exists an entity \( e_r \) s.t. \( e_r \in C_i, e_r \in \text{supp}(r_j) \), \( \| r \| r \| P \| _{F} < 1 \) and there exists \( S \subset \text{idx}(\text{supp}(r_j)) \setminus \{ r \} \) s.t. \( \| r \| _{F}^{(i)} = F_{z,i} + e_z, e_z \in S, e_z > 0 \).

The effects of compensations are two-fold: a) they allow greater flexibility during optimization which allows obtaining better solutions and b) in extreme cases compensations can lead to solutions of low descriptive quality but also low value of \( \| A - F^*P \| _{F}^2 \) (which is not desirable). Compensations can be removed by normalizing matrix \( F \) at each iteration of the optimization process.

We analyze two possible scenarios: a) support sets of rules represented by \( P \) are mutually disjoint and b) support sets of rules represented by \( P \) can intersect.

a) Assume that \( \text{supp}(r_i) \cap \text{supp}(r_j) = \emptyset \) for all \( i \neq j \). Hence \( P_{r,c} = 0 \) for all \( c \neq j \). Let’s assume that the numerical compensation occurred at a step \( s \), as described above (\( \| F \| _{F}^{(i)} < 1 \)). Since all rules have disjoint support sets, the defined numerical compensation affects only element \( A_{i,j} \).

\( A_{i,j} \) can be written as \( A_{i,j} = \sum_{z \in S}(F_{z,i} F_{z,i} + F_{z,i}^{(i)} P_{r,j} + \sum_{z \in S}(F_{z,i} F_{z,i} + e_z), z \in S, e_z > 0 \). Notice that \( S \) contains only indexes \( z \) for which \( P_{z,i} = 1 \) (that is entities \( e_z \in \text{supp}(r_j) \)). By construction, \( P_{r,j} = 1 \) and it follows that it is possible to obtain \( A_{i,j} \) exactly if the following holds:

\[ \sum_{z \in S} e_z = F_{z,i}^{(i)} - F_{z,i}^{(i)} . \]

Now \( F_{z,i}^{(i)} - F_{z,i}^{(i)} > 0 \), since \( F_{z,i}^{(i)} < 1 \). This equation can be satisfied in infinitely many ways, thus in this particular case, numerical compensations can occur often. Having more than one compensation generalizes to \( \sum_{z \in S} e_z = \sum_{z \in S}(F_{z,i}^{(i)} - F_{z,i}^{(i)}) \), where the set \( S \) contains all indexes where numerical compensations occurred. Luckily, the phenomenon of having a rule set containing rules with disjoint support sets occurs very rarely for rule sets produced on real datasets.

b) In case there exists non-trivial intersection between support sets of rules represented by \( P \), compensation \( F_{z,i}^{(i)} \) (as described above) can only affect elements at the indexes of \( A_{i,j} \) such that \( \text{supp}(r_j) \cap \text{supp}(r_i) \neq \emptyset \). To obtain \( A_{i,j} \) exactly, stronger conditions must be satisfied. \( A_{i,j} \) can be obtained exactly even though numerical compensation occurred if:

a) \( S \subset \text{idx}(\text{supp}(r_j)) \setminus \{ r \} \) such that \( e_z > 0, z \in S \); b) assuming \( D \) is a set of indexes of all rules such that \( S I_D = \text{idx}(\text{supp}(r_D)) \setminus S \neq b, D \in D \), it follows:

\[
A_{i,D_i} = \sum_{y \in S I_D} F_{i,y}^{(i)} P_{y, D_i} + F_{i,y}^{(i)} P_{r, D_i} + \sum_{z \in S I_D} (F_{z,i}^{(i)} P_{z, D_i} + e_z).
\]

\[
A_{i,D_2} = \sum_{y \in S I_D} F_{i,y}^{(i)} P_{y, D_2} + F_{i,y}^{(i)} P_{r, D_2} + \sum_{z \in S I_D} (F_{z,i}^{(i)} P_{z, D_2} + e_z).
\]

Two cases can occur:

1. There exist \( D_y \) such that \( P_{r, D_y} = 0 \). In this case, we get \( \sum_{z \in S I_D} e_z = 0 \) which contradicts \( e_z > 0 \). Thus in this case, numerical compensations without penalty are not possible.

2. \( P_{r, D} \neq 0 \), for all \( y \in D \). It can easily be seen that it is not possible to satisfy the conditions without introducing additional compensations. The only compensations that allow solving these equations without causing new compensations are for entities contained in sets of a form \(((C_i \setminus \{ e_r \}) \cap \text{supp}(r_b)) \cup c \in D, c \neq b \text{ supp}(r_c)\), for some \( b \in D \).

Normalizing matrix \( F \) removes possibility of numerical compensations. Since every compensation introduces a number of elements of a form \( \| F \| _{F} \) which is not possible since \( F \) is normalized. Correctness proofs of the approaches are provided in Lemma 3.1 and Thm. 3.2.

**Lemma 3.1.** Let \( \bar{F} \in \mathbb{R}^{m \times k} \) be an ideal matrix. \( F \in \mathbb{R}^{m \times k} \) such that \( \| F - \bar{F} \| _{F}^2 = 0 \) is an ideal matrix.

**Proof.** \( \| F - \bar{F} \| _{F}^2 = 0 \) iff \( F = \bar{F} \), which proves the claim.

**Theorem 3.2.** Suppose \( R \) is a rule set such that \( \text{cov}(R) = 1 \), and that either \( F \in \mathbb{R}^{m \times k}_{\geq 0} \) is normalized, or \( P \in \{ 0,1 \}^{m \times |\text{R}|} \) is defined so that no entities are described by only one rule associated to any given factor. Then \( \| A - F^*P \| _{F}^2 = 0 \) implies \( F \) is an ideal matrix.

**Proof.** Suppose that \( \| A - F^*P \| _{F}^2 = 0 \) but there exists an index \((i,j)\) such that \( F_{i,j} \neq \bar{F}_{i,j} \). If \( \bar{F}_{i,j} = 1 \), it means that
We will also present some example results (Section 4.3) evaluated the proposed approaches using thirteen different datasets. In the main paper, we report results for eight datasets, described in Table 1: the remaining data sets are covered in the supplementary material. The goal of our experiments is to assess the trade-off between representation accuracy, descriptive accuracy, correspondence and sparsity achieved by the proposed approaches. We will also present some examples results (Section 4.3) to show how our model interprets the interpretability of the results.

| name          | code | #row | #col | #class | ref. |
|---------------|------|------|------|--------|------|
| Abalone       | AB   | 4177 | 7    | 2      | [17] |
| Arrhythmia    | AR   | 452  | 106  | 2      | [10] |
| Heart disease | HD   | 4238 | 15   | 2      | [10] |
| Nomao         | NM   | 34465| 89   | 2      | [5]  |
| Sports articles | SA  | 1000 | 57   | 2      | [15] |
| 4News         | N    | 4N   | 400  | 800    | 22   |
| Gene functions | BO  | 3475 | 4523 | 0      | [23] |
| World Countries | WC | 141  | 328  | 0      | [12] |

Table 1: Dataset information.

4 Experiments

We evaluated the proposed approaches using thirteen different datasets. In the main paper, we report results for eight datasets, described in Table 1: the remaining data sets are covered in the supplementary material.

Elements of $A$ were defined as $A_{ij} = |C_i \cap \text{supp}(r_j)|$. For these experiments, we use the second version Def. 3.3. The correspondence $corr(f_i)$ between data representation and a set of provided rules for a factor $f_i$ is obtained by computing the Jaccard between $C_{f_i}$ and $C_{C_j}$, the cluster associated to $f_i$ of the corresponding ideal matrix $\tilde{F}$. NMF algorithms are evaluated using the data representation error $100 \cdot \|X - \tilde{F}^*\|_F / \|X\|_F$ and the constraint representation error $100 \cdot \|\tilde{F}_{x} - \tilde{F}_{x}^*\|_F / \|\tilde{F}_{x}\|_F$, where $\tilde{F}_{x}$ is the clustering assignment matrix obtained by the NMF approach. A pair of NMF algorithms ($nmf_1$, $nmf_2$) is compared using the average pairwise difference in correspondence between data representation and the provided rules: $\sum_{i=1}^{k}(corr(f_{i,nmf_1}) - corr(f_{i,nmf_2})) / k \in [-1, 1]$. We use $nmf_1 = \text{NMF}_{DF}$ and $nmf_2$ is the algorithm to be evaluated.

We evaluated the performance of twelve proposed NMF approaches: $\text{NMF}_{DF}$ is a multiplicative updates version without normalization of matrix $F$ and $\text{NMF}_{DE}$ is multiplicative updates version using strict optimization function, $\text{NMF}_{GD}$, $\text{NMF}_{GDE}$ are gradient descent versions using the same regularizers as $\text{NMF}_{DF}$ and $\text{NMF}_{DE}$ respectively, $\text{NMF}_{GDDB}$, $\text{NMF}_{GDBDE}$ gradient descent with bold driver heuristics, $\text{NMF}_{ORD}$, $\text{NMF}_{OBDE}$ are oblique NMF implementations, $\text{NMF}_{ORD}$, $\text{NMF}_{OBDE}$, $\text{NMF}_{HD}$, $\text{NMF}_{HDE}$ are HALS NMF implementations, $\text{NMF}_{DFE}$, $\text{NMF}_{DFE}$ use multiplicative updates and sparse coding and the closest clustering which eliminates the need to specify number of groups per target label when supervised rules are used. Only a subset of results is presented, the rest can be found in the supplementary material. $\text{NMF}_{DF}$ with normalized $F$ showed considerably worse performance due to additional constraints imposed on $F$ and was thus left out from this evaluation. The proposed approaches were compared with the regular NMF (multiplicative updates) algorithm ($\text{NMF}_{sp}$), to get the estimate of data representation error without using the proposed regularizer, the NMF algorithm (multiplicative updates) guarantees a predefined sparseness level ($\text{NMF}_{sp}$) on $F$ [16], to assess the impact
of sparseness constraints on data representation (since the proposed regularizer enforces sparseness as well as additional interpretability-related constraints), and the approach proposed by Slawski et al. [29] (NMFbd) that factorizes initial matrix so that \( F \) contains Boolean components, which are more interpretable than numeric components, to compare the quality of representation with the most related methodology from the interpretability viewpoint. Sparseness constraint imposed on \( F \), for the approach guaranteeing a predefined sparseness level, equals the average row sparseness of the ideal matrix \( \bar{F} \) for a given problem. The NMF algorithms were run for 50,000 iterations, except on the Nomao dataset, where they were run for 10,000 iterations. The tolerance was set to \( 10^{-8} \).

The number of latent factors used for each dataset (split by the target label value in case of supervised rules) and the values of the evaluation measures for all performed experiments are provided in Tables 2, 3, 4 and 5. All approaches except NMFs (which computes the initial matrices internally) were computed using the same initial randomly generated matrices \( F \) and \( G \). Regularization parameter \( \lambda \), used in the experiments, for the NMFd approach is of the form \( c ||X||_F / ||A||_F \) and for the NMFde of a form \( c ||X||_F \), where \( c \in \mathbb{R} \geq 0 \). The exact values of \( c \) and the average row sparseness (as defined in [16]) of ideal matrices for the datasets can be seen in the supplementary material. Experimental results were first obtained for the NMFm and the NMFs, and the regularizer for the NMFd was chosen to obtain an accurate factor description as possible with a decent representation error (\( < 0.15 \cdot ||X||_F \) or \( < 5 \cdot RE_{\text{NMFm}} \)). Regularizers for the NMFde were chosen to dominate the performance results of NMFd or to get similar descriptive performance with as small as possible decrease in representation accuracy.

### 4.2 Results

Results presented in Tables 2, 3, 4 and 5 are divided into four parts, NMF performance when the supervised rules, the unsupervised rules, subgroups and redescriptions are used as constraints. We present the results for each dataset and for each of the twelve tested algorithms.

Unconstrained NMF is the most accurate methodology with respect to the data representation (see Tables 2, 3, 4 and 5), however it has a large description error. All proposed approaches create latent factors that are represented much better by the available set of rules compared to the NMF approaches that do not use constraints related to factor descriptions (see the Supplementary document for all approaches, deviations and all datasets). The effect is large with the average increase in correspondence of 0.2 to 0.3 for the supervised rules, 0.3 to 0.5 increase for descriptive rules, and redescriptions between the NMFd and NMF approaches not optimizing descriptive constraints. Subgroups are specific in that they mostly have large overlaps and very large supports. The approach with sparsity constraints performs well in such conditions and outperforms the NMFd approach on two datasets (although NMFde approach outperforms the NMFs on all datasets). The approach NMF_GDBD is especially efficient on SA when subgroups are used with ACD of \(-0.42\) and RE of 0.11. Gradient descent based approaches are hard to tune and prone to divergence. HALS approaches are generally faster than multiplicative updates-based approaches with comparable performance. NMFde and NMFOFF approaches outperform NMFd on majority of datasets (or offer different representation/description accuracy trade-off).

The approach NMFde achieves additional 0.2 to 0.3 gain compared to the NMFd. This means that if the regular NMF creates latent factors that have around 10% entities in common with the associated set of rules, using our approach, losing some accuracy (mostly \(<10\% \) of \( ||X||_F \)), the domain expert can gain factors that have 60% to 80%
entities in common with these rules. This allows performing scientific analyses and interpreting the obtained factors. We notice a serious effect of sparseness-related constraints on representation accuracy, however the proposed approaches mostly manage to balance between these constraints and representation/descriptive accuracy to achieve better results in both aspects. Methodology provides better correspondence when descriptive (unsupervised) rules and redescriptions are used. Descriptive rule sets are larger, having higher rule diverse with larger deviation in support set sizes. They offer better part-based representation than predicative rules with large support sets or subgroups with very large support sets.

Factor description accuracy comparative line plots drawn for a subset of datasets (see Figure 3) display the correspondence of factors, obtained using different NMF approaches, with a predefined set of rules. We chose two datasets (Arrhythmia and Sports articles) that allowed computing all four types of rules. It can be seen that NMF$_{DE}$ contains a large number of highly accurate factors, however it also produces small amount of factors whose accuracy varies greatly between different runs. NMF$_{D}$ mostly creates factors with average or high correspondence with rule descriptions and has small variability between runs (descriptive accuracy can be increased on majority of datasets using higher regularization at the expense of representation accuracy). NMF$_{bf}$ has worse descriptive performance than the proposed approaches and similar or worse representation error. NMF$_{sp}$ performs well when subgroups are used as constraints. This probably occurs due to very large support sets of discovered subgroups, thus assigning all entities to all factors yields very good results.
Table 5: Comparative results of different NMF approaches, using 10 different random initializations, when redescriptions are used as constraints. Column names are as in Table 2.

| D   | k   | #iters | RE  | DE  | ACD | algorithm |
|-----|-----|--------|-----|-----|-----|-----------|
| AB  | 5   | 8 647  | 3.68| 46.17| 0.00| NMF_D     |
|     |     | 1 353  | 3.43| 47.02| 0.04| NMF_D     |
|     |     | 1 553  | 1.94| 104.90| 0.43| NMF_MU    |
|     |     | 1 941  | 9.83| 98.55| 0.58| NMF_sp    |
|     |     | 834.0  | 21.62| 99.58| 0.42| NMF_bf    |
| AR  | 10  | 1 516  | 20.31| 65.53| 0.00| NMF_D     |
|     |     | 4 092  | 19.73| 31.34| 0.18| NMF_MU    |
|     |     | 1 266  | 15.48| 115.25| 0.43| NMF_MU    |
|     |     | 3 400  | 19.00| 106.59| 0.51| NMF_sp    |
|     |     | 440.0  | 22.04| 117.48| 0.32| NMF_bf    |
| HD  | 8   | 23 051 | 5.95| 68.44| 0.00| NMF_D     |
|     |     | 1 175  | 5.80| 23.72| 0.39| NMF_MU    |
|     |     | 3 854  | 0.42| 94.92| 0.17| NMF_MU    |
|     |     | 4 200  | 7.25| 97.90| 0.30| NMF_sp    |
|     |     | 528.0  | 14.28| 90.86| 0.18| NMF_bf    |
| NM  | 10  | 9 999  | 11.59| 56.52| 0.00| NMF_D     |
|     |     | 3 650  | 10.55| 23.20| 0.28| NMF_MU    |
|     |     | 9 999  | 5.08| 102.10| 0.36| NMF_MU    |
|     |     | 10 000 | 7.10| 101.15| 0.49| NMF_sp    |
|     |     | 3 445  | 16.24| 106.71| 0.38| NMF_bf    |
| SA  | 10  | 12 428 | 4.78| 69.25| 0.00| NMF_D     |
|     |     | 1 621  | 4.86| 29.79| 0.37| NMF_MU    |
|     |     | 2 814  | 3.01| 106.58| 0.31| NMF_MU    |
|     |     | 5 000  | 3.51| 103.73| 0.35| NMF_sp    |
|     |     | 99.0   | 33.42| 106.11| 0.29| NMF_bf    |
| 4N  | 60  | 1 531  | 52.27| 86.41| 0.00| NMF_D     |
|     |     | 1 171  | 51.50| 47.94| 0.35| NMF_MU    |
|     |     | 1 445  | 37.12| 111.30| 0.27| NMF_MU    |
|     |     | 3 727  | 41.25| 116.25| 0.27| NMF_sp    |
|     |     | 5.0    | 67.74| 237.56| 0.20| NMF_bf    |
| WC  | 20  | 31 800 | 0.75| 54.26| 0.00| NMF_D     |
|     |     | 3 922  | 1.06| 49.81| 0.05| NMF_MU    |
|     |     | 5 085  | 0.61| 118.37| 0.66| NMF_MU    |
|     |     | 1 507  | 31.23| 163.32| 0.45| NMF_sp    |
|     |     | 6.0    | 4.40| 109.77| 0.67| NMF_bf    |
| BO  | 30  | 49 999 | 5.68| 71.34| 0.00| NMF_D     |
|     |     | 43 196 | 6.10| 14.15| 0.32| NMF_MU    |
|     |     | 16 694 | 5.45| 184.66| 0.36| NMF_MU    |
|     |     | 338.6  | 28.58| 112.21| 0.39| NMF_sp    |
|     |     | 114.0  | 6.99| 211.77| 0.34| NMF_bf    |

Table 6: Factor descriptions obtained on the Abalone (AB) and Sports Articles (SA) dataset one the first run. Columns are factor id (f), rule type (t), correspondence value (corr) written in the format (corr_{NMF_D}, corr_{NMF_MU}), the factor description (Description) and the rule id (r).

| D   | f   | r   | t   | corr                  | Description                                                                 | r   |
|-----|-----|-----|-----|-----------------------|-----------------------------------------------------------------------------|-----|
| AB  | 4   | S   | (0.73, 0.12) | ShWeight ≤ 0.2 | r_0  |
|     | 1   | D   | (0.68, 0.96) | Diameter > 0.4 | r_1  |
|     |     |     |       | ∧ ShWeight ≤ 0.4   |     |
|     |     |     |       | ∧ ShcWeight > 0.2  |     |
|     |     |     |       | ShcWeight > 0.2   | r_2  |
|     |     |     |       | ∧ Diameter ≤ 0.4   |     |
| HD  | 2   | R   | (0.61, 0.94) | q_{0.1} : (−0.4 ≤ ShWeight ≤ 1) R_{0.1} | r_{0.1} |
|     |     |     |       | ∧ 0 ≤ Height ≤ 0.2 |     |
|     |     |     |       | ∧ (0 ≤ ShWeight ≤ 0.4) |     |
|     |     |     |       | q_{0.2} : 0.1 ≤ Diameter ≤ 0.5 | r_{0.2} |
|     |     |     |       | ∧ 0 ≤ ShcWeight ≤ 0.5 |     |
|     |     |     |       | ∧ 0 ≤ VisWeight ≤ 1.1 |     |
|     |     |     |       | ∧ 0.1 ≤ Length ≤ 0.6 |     |
| NM  | 13  | S   | (0.47, 1.0)  | NNPS ≤ 42          | r_3  |
|     | 0   | D   | (0.49, 1.0)  | POS ≤ 18 ∧ FW ≤ 42 | r_4  |
|     |     |     |       | ∧ pronounsIst > 0.0 |     |
|     |     |     |       | ∧ totalWordsCount ≤ 400 |     |
|     |     |     |       | Quotes ≤ 22 |     |
|     |     |     |       | ∧ pronounsIst > 0 |     |
|     |     |     |       | ∧ semanticsSubscore ≤ 4 |     |
| SA  | 1   | S   | (0.40, 1.0)  | 0 ≤ questionmarks ≤ 1 | r_5  |
|     |     |     |       | ∧ ellipsis = 0 |     |
|     |     |     |       | ∧ TOs = 0 ∧ JJS = 0 |     |
|     | 0   | R   | (0.48, 1.0)  | q_{0.3} : 29 ≤ past ≤ 220 | R_{0.3} |
|     |     |     |       | ∧ q_{1,3} : 0 ≤ colon ≤ 4 ∧ 22 ≤ INs ≤ 89 ∧ 107 ≤ MD ≤ 315 ∧ 29 ≤ VB ≤ 104 |     |

4.3 Example factor descriptions In this section, we show several examples of factor descriptions and explain the relation between latent factors and their associated rules. Several factor descriptions are presented in Table 6.

All rules that form factor descriptions, presented in the used use-cases, have a form of monotone conjunctions, redescriptions also contain negations and disjunctions. Presented factors have a correspondence at least 0.4 with their set of rules, with the exception of NMF_{DE} on Abalone (this is the example of factor where NMF_{D} outperforms the NMF_{DE}). All factors are described with one or two rules (redescriptions). Factor f_1 obtained on Abalone dataset with descriptive rule-based constraints, is described with two rules: r_1 and r_2, which makes its full description r_1 ∨ r_2. The relation between
For instance, supervised rules describing factor with precision are not associated with rules and recall are associated to NMF.

Figure 2: Relation between factor $f_1$ and the rules $r_1$, $r_2$ for the NMF$_D$ method (left) and the NMF$_{DE}$ method (right).

(Not visible in the image)

Figure 1: Factor correspondence accuracy achieved by the NMF$_D$, NMF$_{DE}$, NMF$_{MU}$ and NMF$_{sp}$ approaches on three different datasets using supervised rules (above) and descriptive rules (below).

Descriptions of obtained factors can be analysed further. For instance, supervised rules describing factor $f_{1,2}$, $r_{f_{1,2},1} \lor r_{f_{1,2},2} \lor r_{f_{1,2},3}$, where $r_{f_{1,2},1} = \text{heartRate} \leq 55$, $r_{f_{1,2},2} = \text{heartRate} \leq 59 \land \text{RWaveDI} \leq 8.9$ and $r_{f_{1,2},3} = \text{heartRate} \leq 57 \land \text{SwaveAVR} \leq 0 \land \text{sex} = 1$, obtained on the first run, on the Arrhythmia dataset describe the heart condition of 38 individuals from which five are diagnosed as normal and 33 as not normal. It can be seen from the rules that the heart rate of the described subjects is below normal. This condition, called bradycardia, can be found in young and healthy adults (especially athletic) but there also exist a serious condition called the sick sinus syndrome. Indeed, a majority 22 patients contained in this group are diagnosed with sinus bradycardia, one with left and four with right bundle branch block, two with ischemic changes and four with other unspecified conditions. Descriptive rules do not use target label information and are not necessarily highly homogeneous with respect to the target label. This applies to $r_{A,tar} = \text{RWaveV4} \leq 17.1 \land \text{RWaveV3} \leq 12.9 \land \text{RWaveV2} \leq 6.7 \land \text{RWaveV1} > 24.0$, obtained on the Arrhythmia dataset, describing 70 subjects with normal heart condition and 47 with not normal condition.

5 Use case

Our use case example demonstrates the benefits of using the proposed methodology in a task of gene function prediction [28]. This very important task in computational biology includes developing techniques, representations and using machine learning algorithms with the goal of obtaining more accurate predictions of gene functions. The ultimate goal is to understand the role, importance and impact of genes and gene groups on the functioning and structure of the organism.
The task is being tackled using a multitude of different approaches that use data describing different aspects of organisms containing genes of interest [23]. There is also a competition aimed at developing better approaches to solve this task [4]. We focus on one sub-area that aims to develop computational models for gene function prediction using information about genomes of different organisms [25].

Our datasets contain 3475 Clusters of Orthologous Groups (COGs) and Non-supervised Orthologous Groups (NOGs) [33]. These are groups of related genes that are known to share many functions. Gene functions are organized in a hierarchy known as Gene Ontology (GO) [2]. Each gene is assigned a number of functions (GO-terms), forming a hierarchical multi-label classification problem [34]. Our datasets contain 1047 different gene functions.

We use three different representations for gene function prediction using genomes of 1669 prokaryotic organisms. The first representation called the phyletic profiles [35] describes OGs by their membership in different bacterial organisms (2731 Boolean features). The gene neighbourhood approach uses information about physical distances of OGs in genomes of different bacterial organisms (3475 numerical features) and the neighbourhood function profiles [23] measure the average occurrence of gene functions in a neighbourhood of each OG throughout genomes of different bacteria (1048 numerical features). Thus, we have three different data sources that normally constitute three different approaches for predicting gene functions using information about genomes of different organisms.

The proposed approach retains benefits such as dimensionality, sparsity reduction and non-negativity often found useful in prediction tasks where interpretation is also desirable. We will show that additionally, it can: a) achieve data fusion in an interpretable manner, b) produce representation that allows creating classifiers with better prediction of a number of gene functions compared to the original phyletic profiles approach. This is achieved by utilizing information obtained from all three data sources. This is important since such, potentially complementary approaches can be used in synergy to achieve overall, globally better predictions [23,35] than achievable by individual components.

We created 10 non-negative NMF_MU and NMF_DE representations of the phyletic profiles, containing 30 factors. Different random initialization is used in each run. Redescriptions obtained on gene neighbourhood and neighbourhood function profiles are used as constraints to create the NMF_DE representation of the phyletic profiles of the 3475 OGs. We aim to extract knowledge that is supported by both sources, thus getting more robust knowledge. Using different types of rules allows obtaining different representations targeting different aspects of the problem.

The phyletic profiles representation is sparse containing Boolean values, thus both representations have relatively high representation errors \( R_{NMF_{MU}} = 43.2 \pm 0.05 \) and \( R_{NMF_{DE}} = 49.2 \pm 0.5 \), but the NMF_DE has significantly higher correspondence 0.62 ± 0.04 compared to 0.04 ± 0.01 obtained by the NMF_MU. We conclude that NMF_DE contains knowledge from all three data sources whereas the NMF_DE contains only knowledge from phyletic profiles.

Finally, we compare the number of functions per run for which we measure improvement in the AUPRC score [4] of the Predictive Clustering tree algorithm [32] of at least 0.05 using features obtained from NMF_MU and NMF_DE compared to the performance this algorithm achieved using original phyletic profiles representation (See Figure 5). Since both NMF representations contain equivalent number of features, these are directly comparable. The difference in the number of improved functions is significant according to the one-sided Wilcoxon signed-rank test [36] (\( p = 0.00256 \)).

The proposed approach also offers potential to use described data fusion in an interpretable manner. The factor \( f_{13} \) of the obtained representation using NMF_DE is described with redescription \( R_{f_{13}} = (q_{1, f_{13}}, q_{2, f_{13}}) \), where \( q_{1, f_{13}} = \gamma(10.69 \leq \text{NOG091082} \leq 25.0 \land 5.65 \leq \text{COG2965} \leq 25.0 \land 11.49 \leq \text{COG00050} \leq 14.5 \land 9.72 \leq \text{COG2882} \leq 25.0 \land 11.98 \leq \text{COG1344} \leq 14.29 \land 5.3 \leq \text{COG0806} \leq 14.31) \), \( q_{2, f_{13}} = 0.0 \leq \text{GO0046483} \leq 2.82 \land 1.83 \leq \text{GO0043228} \leq 5.88 \). \( R_{f_{13}} \) describes \( f_{13} \) with maximum correspondence 1.0 which means that both queries are valid for all OGs that correspond to factor \( f_{13} \). From these queries, one obtains knowledge about gene and functional composition of neighbourhoods of described OGs. But, there is a third information, that of procaryotic organisms that are associated with \( f_{13} \). There are in total 18 organisms such that their corresponding attributes contribute towards \( f_{13} \) with intensity larger than 0.1. Among these, there are 4 strains of Buchnera genus (Gram-negative bacteria that is a symbiont of aphids), 2 strains of Bordetella (Gram-negative bacteria that can infect humans), Wigglesworthia glossinidia (Gram-negative bacteria that is endosymbiont of tsetse fly), a strain of Thermodesulfovibrio (Gram-negative bacteria that is able to reduce...
sulfate, thiosulfate or sulfite with a limited range of electron donors, found in hot springs), 5 strains of Burkhodera (Gram-negative, aerobic, rod-shaped, motile bacteria), Ammonifex degensii (Gram-negative bacteria isolated from volcanic hot springs), Candidatus Desulfuris (the only example of Gram-positive bacteria, sulfate-reducing, found in groundwater at high depths), Thermovibrio ammonificans (Gram-negative, thermophilic, anaerobic, chemolithoautotrophic bacterium found in deep-sea hydrothermal vent), Thermodesulfobacterium (Gram-negative thermophilic sulfate-reducing bacteria) and Desulfurobacterium (Gram-negative, thermophilic, anaerobic, strictly autotrophic, sulphur-reducing bacterium). As we can see, the members are mostly Gram-negative bacteria or bacteria living in very high temperature equipped to process different chemical elements (mostly sulfates). This is reflected in the GO-functions that describe OGS associated to \( f_{13} \), GO0043228 describes non-membrane-bounded organelle (not bounded by a lipid bilayer membrane) which is a definition of Gram-negative bacteria, whereas GO0046483 describes heterocycle metabolic process (the chemical reactions and pathways involving heterocyclic compounds, those with a cyclic molecular structure and at least two different atoms in the ring (or rings)) which corresponds to heavy chemical activity performed by many strains associated with \( f_{13} \). From the query describing OG neighbourhood of OGS associated to \( f_{13} \), the most understandable are COG2882 and COG1344 which are connected to cell motility (and there indeed are a number of strains like Burkhodera that are motile). COG0050 and COG0806 are connected to translation, ribosomal structure and biogenesis and COG2965 with replication, recombination and repair. The rule describing OG neighbourhood is complicated (containing logical negation), thus all OGS that have the occurrence of any of the specified OGS outside the interval, marked inside the rule, are described by this rule.

6 Related Work

Non-negative matrix factorization \cite{19,24} was primarily designed to enable obtaining part-based representations in different tasks, especially where non-negativity was in a problem nature. Various tasks in image and signal processing, different problems in biology, bioinformatics, pharmacy, physics, medicine etc. contain non-negative data and have been analyzed using the NMF (see \[3\] and references therein). It was argued that non-negativity is important in human perception and as it turns out non-negative factors are often easier to understand and interpret than factors containing negative values \cite{8,25}. NMF is now a mature research field with multiple developed optimization procedures, loss functions and different regularizers specifically suited for different tasks \cite{8}.

Among these regularizers, sparseness constraints \cite{16} and ortogonality constraints \cite{9} significantly increase overall interpretability of the NMF-produced latent factors (see \[8\]). The main advantage of the sparseness constraints, with respect to interpretability, is that it allows reducing the number of non-zero elements used to represent the data. Orthogonality constraint allows obtaining clear clustering assignments equivalent to that obtainable by the K-means clustering algorithm. Although very useful, orthogonality constraints are often too strict and sparseness constraints can still be hard to understand because they contain non-negative real values in the constructed matrices. Slawski et al. \cite{30} propose the NMF approach in which the basis elements are constrained to be binary. This allows detecting overlapping clusters and it provides latent factors with binary values, which are naturally easy to understand.

7 Conclusions

This work presents a methodology for creating non-negative matrix factorization in such a way that the resulting latent factors are described by a set of input rules. The need for such methodology, which allows easy use of data fusion, is evident in various fields of science and is the addition to the continued research in interpretable non-negative factorization approaches. Two regularization terms specifically designed to model rule-based constraints are presented, each integrated in 6 different NMF algorithms and evaluated in this manuscript. First regularization term, utilizing information about the final entity-factor assignment without using information about rule support sets explicitly, and an approach that uses explicit information about the entity membership in support sets of different rules and the input entity-factor cost matrix. This matrix expresses the descriptive constraints as the intersection size between rule support set and the entity cluster associated to the latent factor.

Experimental results performed on four different types of rules (using supervised rules, descriptive conceptual rules, subgroups and redescriptions) show that the regularizer using final entity-factor assignment mostly works better when rule clusters are predefined and associated to the latent factors. However, the approach using the cost matrix usually has lower deviation in description accuracy between factors. Algorithms using both types of regularizer create latent factors that correspond much better to the input rule set than the competing approaches. The overall representation accuracy achieved by the proposed approaches is somewhat lower compared to the regular NMF (depending on the rule-set and the input dataset). Despite the fact that the proposed approach enforces sparseness on a matrix \( F \), it substantially outperforms the approach that guarantees a predefined sparseness level of this matrix. The approach using entity-factor cost matrix shows large improvement when used with descriptive rules and redescriptions.

There are obvious benefits of using the proposed approach in all presented scenarios. In the unsupervised tasks, such
as performing clustering with NMF, using the proposed methodology allows obtaining conceptual clusters. In the supervised tasks, the latent factors are often used as features which are further used to increase accuracy of a machine learning model. This is evident in the presented use-case where the proposed approach fusing information from multiple sources managed to improve upon an existing representation significantly larger number of functions than regular NMF approach. In this use-case, understanding the obtained features and their connection to the target label is of utmost importance for efficient study of the underlying problem and making further research decisions. We have demonstrated the in-depth knowledge provided by the proposed approach.
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