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Abstract. Let $\mathcal{F}$ be the completion, with respect to the degree valuation, of the field of rational functions $\mathbb{F}_q(x)$ over $\mathbb{F}_q$, the Galois (finite) field of $q$ elements. A function $f : \mathcal{F} \to \mathcal{F}$ is integer-valued if $f(\mathbb{F}_q[x]) \subseteq \mathbb{F}_q[x]$. An integer-valued function $f$ is called a pseudo-polynomial if $f(M + K) \equiv f(M) \pmod{K}$ for all $M \in \mathbb{F}_q[x]$ and $K \in \mathbb{F}_q[x] \setminus \{0\}$. Based on an interpolation series introduced by Carlitz in 1935, explicit shapes of pseudo-polynomials are established. Using an asymptotic characterization of polynomials, it is also proved that the set of all pseudo-polynomials is an integral domain but not a unique factorization domain.

1. Introduction

In the classical case, an integer-valued function is a real-valued function that sends the set $\mathbb{N}_0$ of non-negative rational integers to the set $\mathbb{Z}$ of rational integers. An integer-valued function $f(t)$ satisfying $f(t + m) \equiv f(t) \pmod{m}$ for all $t \in \mathbb{N}_0$ and all $m \in \mathbb{N}$ is called pseudo-polynomial. In [1] and [2], de Bruijn and Hall showed that if $f(t)$ is an integer-valued function, then it is a pseudo-polynomial if and only if it can be expressed as an interpolation series

$$f(t) = c_0 + \sum_{i=0}^{\infty} s_i c_i \left(\begin{array}{c} t \\ i \end{array}\right)$$

where $c_i \in \mathbb{Z}$, $s_i = \text{lcm}(1, 2, \ldots, i)$ and $\left(\begin{array}{c} t \\ i \end{array}\right) = \frac{t(t-1)(t-2)\cdots(t-i+1)}{i!}$. This representation enables to refer to the set $\{s_i t^i\}$ as a basis for the set of pseudo-polynomials. Hall also showed, using asymptotic argument, that the set of pseudo-polynomials is an integral domain but it is not a unique factorization domain.

In the case of positive characteristic $p$, let $\mathbb{F}_q(x)$ be the ring of polynomials over a finite field $\mathbb{F}_q$ where $q$ is a power of $p$, and let $\mathbb{F}_q(x)$ denote the quotient field of $\mathbb{F}_q(x)$. The
degree valuation $| \cdot |$ over $\mathbb{F}_q(x)$ is defined by

$$|0| = 0 \text{ and } \left| \frac{f(x)}{g(x)} \right| = q^d f(x)^{-\deg g(x)} \quad \text{for } f(x), g(x) \in \mathbb{F}_q(x) \setminus \{0\}.$$ 

Let $\mathcal{F}$ be the completion of $\mathbb{F}_q(x)$ with respect to this valuation. A function $f : \mathcal{F} \to \mathcal{F}$ is called an integer-valued function (over $\mathbb{F}_q[x]$) if $f(\mathbb{F}_q[x]) \subset \mathbb{F}_q[x]$, and it is a pseudo-polynomial (over $\mathbb{F}_q[x]$) if it also satisfies $f(M + K) \equiv f(M) \pmod{K}$ for all $M \in \mathbb{F}_q[x]$ and $K \in \mathbb{F}_q[x] \setminus \{0\}$.

Throughout denote the set of all integer-valued functions over $\mathbb{F}_q[x]$ by $\mathcal{I}$, and denote the set of all pseudo-polynomials over $\mathbb{F}_q[x]$ by

$$\mathcal{P} = \{ f : \mathbb{F}_q[x] \to \mathbb{F}_q[x] \mid f(M + K) \equiv f(M) \pmod{K} \text{ for all } M \in \mathbb{F}_q[x] \text{ and } K \in \mathbb{F}_q[x] \setminus \{0\} \}.$$

In [3], Carlitz introduced a set of polynomials, which play a role analogous to the binomial expansions, by

$$\psi_0(t) = t \quad \text{and} \quad \psi_k(t) = \prod_{\deg M < k} (t - M) \quad \text{for } k \in \mathbb{N}$$

where the product extends over all polynomials $M$ in $\mathbb{F}_q[x]$ (including 0) of degree less than $k$. The polynomials $\psi_k(t)$ can also be expressed in the form

$$\psi_k(t) = \sum_{j=0}^{k} (-1)^{k-j} \left[ \begin{array}{c} k \\ j \end{array} \right] t^j$$

where $\left[ \begin{array}{c} k \\ j \end{array} \right] = \frac{F_k}{F_j L_{k-j}}$, $F_k = \langle k \rangle (k-1)^q \cdots (1)^q^{-1}$, $L_k = \langle k \rangle (k-1) \cdots (1)$, $F_0 = 1$, $L_0 = 1$ and $\langle r \rangle = x^r - x$. As mentioned in [3], $\psi_k(x^q) = \psi_k(M) = F_k$ for each monic polynomial $M$ of degree $k$, $F_k$ is the product of all monic polynomials in $\mathbb{F}_q[x]$ of degree $k$, and $L_k$ is the lcm of all polynomials in $\mathbb{F}_q[x]$ of degree $k$.

The polynomials $\psi_k(t)$ are special cases of the polynomials $G_k(t)$ defined as follows:

Let $G_0(t) = 1$. For $k > 1$, if its $q$-adic expansion is $k = \alpha_0 + \alpha_1 q + \cdots + \alpha_{d(k)} q^{d(k)}$, where $d(k)$ is referred to as its upper $q$-index, then define

$$G_k(t) = \psi_0^{\alpha_0}(t) \psi_1^{\alpha_1}(t) \cdots \psi_d^{\alpha_d}(t) \quad \text{and} \quad \deg G_k = \alpha_0 \deg \psi_0 + \cdots + \alpha_d \deg \psi_d = k.$$

It is also convenient to define

$$G'_k(t) = \prod_{i=0}^{d(k)} G'_{\alpha_i q^i}(t), \quad G'_{\alpha_i q^i}(t) = \begin{cases} \psi_0^{\alpha_i}(t) & \text{for } 0 \leq \alpha_i < q - 1 \\ \psi_1^{\alpha_i}(t) - F_i^{\alpha_i} & \text{for } \alpha_i = q - 1 \end{cases}$$

and

$$g_k = F_0^{\alpha_0}(t) F_1^{\alpha_1}(t) \cdots F_d^{\alpha_d}(t).$$

Remark that for $0 \leq i < 2q$, we have $d(i) = 0$ or 1 and $i = \alpha_0 + \alpha_1 q$ with $\alpha_1 = 0$ if $d(i) = 0$ and $\alpha_1 = 1$ if $d(i) = 1$. In this case, we see that $L_{d(i)} = F_0$ or $\langle 1 \rangle = F_1$ which are identical with the corresponding $g_i = F_0^{\alpha_0} = F_0$ or $F_0^{\alpha_0} F_1^{\alpha_1} = F_1$.

By using the above notation of Carlitz, Laohakosol and Kongsakorn [4] gave the conditions for elements in $\mathbb{F}_q(x)[t]$ and their higher derivatives to be integer-valued functions.

In [5], Wagner studied linear pseudo-polynomials over $\mathbb{F}_q[x]$. In this case, the congruence condition reduces to $f(K) \equiv 0 \pmod{K}$ for all $K \in \mathbb{F}_q[x] \setminus \{0\}$. In his proof,
Wagner made use of an interpolation series for linear pseudo-polynomial, analogous to that of de Bruijn [1] and Hall [2], but expressed instead in terms of Carlitz polynomials \( \psi_k(t) \), namely,
\[
f(t) = \sum_{i=0}^{\infty} L_i A_i \frac{\psi_i(t)}{F_i}
\]
where \( A_i \in \mathbb{F}_q[x] \). This shows that the set \( \{ L_i \psi_i(t)/F_i \} \) forms a basis for the set of linear pseudo-polynomials over \( \mathbb{F}_q[x] \). In addition, Wagner proved that the non-commutative ring of linear pseudo-polynomials over \( \mathbb{F}_q[x] \) (with respect to addition and composition) has no zero divisor, and he also considered integer-valued polynomials in \( \mathbb{F}_q(x)[t] \) whose divided differences remain integer-valued.

In this paper, we first derive interpolation series for \( \mathcal{I} \) and \( \mathcal{P} \), and use them to determine a basis for general pseudo-polynomials over \( \mathbb{F}_q[x] \) extending the linear case of Wagner and in the last part we prove that \( \mathcal{P} \) is an integral domain but not a unique factorization domain.

2. Results

Our results are distributed into two parts. The first part deals with explicit interpolation series for elements of \( \mathcal{I} \) and \( \mathcal{P} \). The second part contains the proof that \( \mathcal{P} \) is an integral domain but not a unique factorization domain.

2.1. Interpolation series for \( \mathcal{I} \) and \( \mathcal{P} \)

We begin with interpolation series for \( \mathcal{I} \).

Theorem 1. Let \( f : \mathcal{F} \rightarrow \mathcal{F} \). If \( f(t) \in \mathcal{I} \), then it is uniquely representable as an interpolation series of the form \( \sum_{i=0}^{\infty} A_i G_i(t)/g_i \), where \( A_i \in \mathbb{F}_q[x] \). This representation is well-defined because the sum \( \sum_{i=0}^{\infty} A_i G_i(M)/g_i \) reduces to a finite sum as \( G_i(M) = 0 \) whenever \( d(i) > \deg M \), for each \( M \in \mathbb{F}_q[x] \), and the representation is interpreted as yielding the same value of \( f(M) \) on both sides.

Proof. Assume that \( f(t) \) is an integer-valued function. We will show that for \( n \in \mathbb{N} \), there exists a unique polynomial \( P_n^f(t) \in \mathbb{F}_q(x)[t] \) of degree \( q^n - 1 \), such that \( P_n^f(M) = f(M) \) for all polynomials \( M \in \mathbb{F}_q[x] \) of degree less than or equal to \( n - 1 \). For a polynomial \( P_n(t) = c_0 + c_1 t + \cdots + c_{q^n-1} t^{q^n-1} \), let \( M_1, M_2, \ldots, M_{q^n-1} \in \mathbb{F}_q[x] \setminus \{0\} \) be all the distinct polynomials of degree less than or equal to \( n - 1 \). Set \( c_0 := f(0) \). To fulfill the requirement that \( P_n(M_i) = f(M_i) \) for all \( i \), it suffices to show that the following system of equations is solvable for the coefficients \( c_i \)’s,
\[
\begin{align*}
f(0) &= c_0 \\
f(M_1) &= c_0 + c_1 M_1 + \cdots + c_{q^n-1} M_1^{q^n-1} \\
& \vdots \\
f(M_{q^n-1}) &= c_0 + c_1 M_{q^n-1} + \cdots + c_{q^n-1} M_{q^n-1}^{q^n-1},
\end{align*}
\]
i.e.,
\[
\begin{bmatrix}
M_1 & M_1^2 & M_1^3 & \cdots & M_1^{q^n-1} \\
M_2 & M_2^2 & M_2^3 & \cdots & M_2^{q^n-1} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
M_{q^n-1} & M_{q^n-1}^2 & M_{q^n-1}^3 & \cdots & M_{q^n-1}^{q^n-1}
\end{bmatrix}
\begin{bmatrix}
c_1 \\
c_2 \\
\vdots \\
c_{q^n-1}
\end{bmatrix}
= \begin{bmatrix}
f(M_1) - f(0) \\
f(M_2) - f(0) \\
\vdots \\
f(M_{q^n-1}) - f(0)
\end{bmatrix}.
\]
Clearly, the determinant of coefficient matrix is equal to \(M_1 M_2 \cdots M_{q^n - 1} \prod_{1 \leq i < j \leq q^n - 1} (M_i - M_j) \neq 0\), showing that the system is uniquely solvable; we denote this particular polynomial by \(P_n^{(f)}(t)\). Invoking upon Theorem 2 of [6], this polynomial can also be uniquely expressed as

\[
P_n^{(f)}(t) = \sum_{i=0}^{q^n - 1} B_i G_i(t),
\]

where

\[
B_i = (-1)^{m_i} \frac{L_{m_i}}{F_{m_i}} \sum_{\deg M < m_i} G_{q^{m_i - 1 - i}(M)} P_n^{(f)}(M)
\]

with \(m_i = d(i) + 1\), \(d(i)\) being the upper \(q\)-index of \(i\). For each \(0 \leq i \leq q^n - 1\), note that \(d(i) \leq n - 1\). Since \(f(M) = P_n^{(f)}(M)\) for all \(M\) of degree \(< m_i\), it follows that

\[
B_i = (-1)^{m_i} \frac{L_{m_i}}{F_{m_i}} \sum_{\deg M < m_i} G_{q^{m_i - 1 - i}(M)} f(M),
\]

or

\[
g_i B_i = (-1)^{m_i} \sum_{\deg M < m_i} G_{q^{m_i - 1 - i}(M)} \frac{f(M)}{g_{q^{m_i - 1 - i}}} \]

and so

\[
P_n^{(f)}(t) = \sum_{i=0}^{q^n - 1} A_i G_i(t), \quad A_i = (-1)^{m_i} \sum_{\deg M < m_i} G_{q^{m_i - 1 - i}(M)} \frac{f(M)}{g_{q^{m_i - 1 - i}}}
\]

By Lemma 2 of [6], \(G_{q^{m_i - 1 - i}(M)}/g_{q^{m_i - 1 - i}} \in \mathbb{F}_q[x]\) implying that \(A_i \in \mathbb{F}_q[x]\).

With the above preparation, we proceed now to derive our interpolation series. Consider

\[
P_n^{(f)}(t) = \sum_{i=0}^{q^n - 1} A_i \frac{G_i(t)}{g_i} \quad \text{and} \quad P_{n+1}^{(f)}(t) = \sum_{i=0}^{q^{n+1} - 1} A_i' \frac{G_i(t)}{g_i}
\]

where \(A\) and \(A'\) are defined as above. For \(0 \leq i \leq q^n - 1\), we have \(m_i = d(i) + 1 \leq n\). So for each \(M \in \mathbb{F}_q[x]\) with \(\deg M < m_i \leq n\), we have \(P_n^{(f)}(M) = f(M) = P_{n+1}^{(f)}(M)\). Thus,

\[
A_i = (-1)^{m_i} \frac{L_{m_i}}{F_{m_i}} \sum_{\deg M < m_i} G_{q^{m_i - 1 - i}(M)} P_n^{(f)}(M)
\]

\[
= (-1)^{m_i} \frac{L_{m_i}}{F_{m_i}} \sum_{\deg M < m_i} G_{q^{m_i - 1 - i}(M)} f(M)
\]

\[
= (-1)^{m_i} \frac{L_{m_i}}{F_{m_i}} \sum_{\deg M < m_i} G_{q^{m_i - 1 - i}(M)} P_{n+1}^{(f)}(M)
\]

\[
= A_i'.
\]

This implies that

\[
\sum_{i=0}^{q^{n+1} - 1} A_i' \frac{G_i(t)}{g_i} = P_n^{(f)}(t) + \sum_{i=q^n}^{q^{n+1} - 1} A_i' \frac{G_i(t)}{g_i}.
\]
Since $G_i(M) = 0$ for all $i$ with $d(i) > \deg M$, for $M \in \mathbb{F}_q[x]$ of degree $n - 1$, we have

$$
\sum_{i=0}^{\infty} A_i \frac{G_i(M)}{g_i} = \sum_{i=0}^{q^n-1} A_i \frac{G_i(M)}{g_i} + \sum_{i=q^n}^{\infty} A_i \frac{G_i(M)}{g_i} = \sum_{i=0}^{q^n-1} A_i \frac{G_i(M)}{g_i} + 0 = f(M),
$$

showing that the function $f(t)$ can be so represented by the stated interpolation series. □

Modifying the preceding proof, we next derive interpolation series for pseudo-polynomials.

**Theorem 2.** A function $f : \mathcal{F} \to \mathcal{F}$ is a pseudo-polynomial over $\mathbb{F}_q[x]$ if and only if it is representable as an interpolation series of the form $\sum_{i=0}^{\infty} B_i L_d(i) G_i(t)/g_i$, where $B_i \in \mathbb{F}_q[x]$ and $d(i)$ denotes the upper $q$-index of $i$.

**Proof.** From the proof of Theorem 1, we know that the unique polynomial of degree $\leq q^n - 1$ which takes the same values as $f$ over the set of all polynomials $M \in \mathbb{F}_q[x]$ with $\deg M < n$ is $P(t) = \sum_{r=0}^{n-1} A_r G_r(t)/g_i$, where for $r \in \mathbb{N}$ with $q^r > i$, we have $A_r = (-1)^r \sum_{\deg N < r} G_{q^r - 1 - i}(N) f(N)/g_{q^r - 1 - i}$. Moreover, if $f$ is a pseudo-polynomial, then

$$
P(M + K) = f(M + K) \equiv f(M) = P(M) \pmod{M}
$$

for all $M \in \mathbb{F}_q[x]$, $K \in \mathbb{F}_q[x] \setminus \{0\}$ and $\deg M, \deg K < n$. By Theorem 3.1 of [7], this holds if and only if $P$ and its first order difference are integer-valued and this is the case if and only if each $A_i \in \mathbb{F}_q[x]$ is divisible by $L_{d(i)}$. Since the degree bound, $n$, is arbitrary, the congruence relation holds for all $M \in \mathbb{F}_q[x]$, $K \in \mathbb{F}_q[x] \setminus \{0\}$ and the desired result follows. □

2.2. Factorization in $\mathcal{P}$

We begin by recalling the following definitions,

**Definition 1.** An element $u(t) \in \mathcal{P}$ is called a unit if there is $v(t) \in \mathcal{P}$ such that $u(t)v(t) = 1$ for all $t \in \mathbb{F}_q[x]$.

**Definition 2.** A non-unit element $f \in \mathcal{P} \setminus \{0\}$ is called an irreducible element in $\mathcal{P}$ if $f = gh$ for some $g, h \in \mathcal{P}$, then either $g$ or $h$ is a unit.

**Definition 3.** Denote by $\mathcal{U(\mathcal{P})}$ the set of all units in $\mathcal{P}$.

Now, we produce the properties of $\mathcal{U(\mathcal{P})}$ as follows.

**Lemma 1.** We have $\mathcal{U(\mathcal{P})} = \mathbb{F}_q^* := \mathbb{F}_q \setminus \{0\}$.

**Proof.** Let $c \in \mathbb{F}_q^*$. Clearly, the constant function $f(t) = c$ is a unit in $\mathcal{P}$ (its inverse being $g(t) = 1/c$), showing that $\mathbb{F}_q^* \subseteq \mathcal{U(\mathcal{P})}$. Conversely, let $f(t) = \sum_{i=0}^{\infty} B_i L_d(i) G_i(t)/g_i$ be a unit in $\mathcal{P}$. Then there exists $g(t) \in \mathcal{P}$ such that $g(t)f(t) = 1$. Substituting for $t$ by any $M \in \mathbb{F}_q[x]$, we arrive at $g(M) = 1/f(M) \in \mathbb{F}_q[x]$. This implies that $f(\mathbb{F}_q[x]) \subseteq \mathbb{F}_q^*$. To show that $f(t) \in \mathbb{F}_q^*$, it suffices to show that $f(N) = B_0$ for any $N \in \mathbb{F}_q[x]$. We have

$$
f(N) = f(0 + N) \equiv f(0) = B_0 \pmod{N} \quad (*)
$$

If $N \in \mathbb{F}_q[x] \setminus \mathbb{F}_q$, using $f(\mathbb{F}_q[x]) \subseteq \mathbb{F}_q^*$, the relation (*) show that $f(N) = B_0$. If $N \in \mathbb{F}_q^*$, since

$$
f(N) \equiv f(N + x) \pmod{x}
$$

and $f(N + x) = B_0$ by the previous case, we conclude again that $f(N) = B_0$. This can hold for all $M \in \mathbb{F}_q[x]$ only when $f(t)$ is a constant function with value in $\mathbb{F}_q^*$, showing then that $\mathcal{U(\mathcal{P})} \subseteq \mathbb{F}_q^*$. □
By Lemma 1, it is easy to see that for each \( E \in \mathbb{F}_q[x] \), the elements \( t - E \) and \( x \) are irreducible in \( \mathcal{P} \).

**Theorem 3.** The set \( \mathcal{P} \) is an integral domain.

**Proof.** The fact that \( \mathcal{P} \) is a ring with respect to addition and multiplication is easily checked. There remains to check that it has no zero divisors. Assume that \( f \) and \( g \in \mathcal{P} \setminus \{0\} \). Then there are \( M_1, M_2 \in \mathbb{F}_q[x] \) such that \( f(M_1) = K_1 \neq 0 \) and \( g(M_2) = K_2 \neq 0 \). Let \( P_1 \) and \( P_2 \) be two distinct irreducible elements in \( \mathcal{P} \) such that \( P_1 \nmid K_1, P_2 \nmid K_2 \). Since \( \gcd(P_1, P_2) = 1 \), there are \( A, B \in \mathbb{F}_q[x] \) such that \( AP_1 - BP_2 = 1 \). If \( M_1 \neq M_2 \), then \((M_2 - M_1)AP_1 - (M_2 - M_1)BP_2 = M_2 - M_1 \), i.e.,

\[
M_2 + h_2 P_2 = M_1 + h_1 P_1
\]

where \( h_1 = (M_2 - M_1)A \neq 0 \) and \( h_2 = (M_2 - M_1)B \neq 0 \). Then

\[
f(M_1 + h_1 P_1) \equiv f(M_1) \equiv K_1 \pmod{h_1 P_1}, \quad g(M_2 + h_2 P_2) \equiv g(M_2) \equiv K_2 \pmod{h_2 P_2},
\]

indicating that both \( f(M_1 + h_1 P_1) \) and \( g(M_2 + h_2 P_2) \) are not zero. We have

\[
(f \cdot g)(M_1 + h_1 P_1) = f(M_1 + h_1 P_1) \cdot g(M_1 + h_1 P_1) = f(M_1 + h_1 P_1) \cdot g(M_2 + h_2 P_2) \neq 0.
\]

If \( M_1 = M_2 \), then

\[
(f \cdot g)(M_1) = f(M_1)g(M_1) = f(M_1)g(M_2) = K_1 K_2 \neq 0.
\]

The two possibilities show that \( f \cdot g \) is not a zero map, and so \( \mathcal{P} \) has no zero divisor. \( \square \)

To show that \( \mathcal{P} \) is not a unique factorization domain, we need three more lemmas.

**Lemma 2.** Let \( f(t) \in \mathcal{P} \) with the expansion in Theorem 2. If \( A_i = 0 \) for all \( i \geq 2q \), then \( f \in (\mathbb{F}_q[x])[t] \).

**Proof.** If \( A_i = 0 \) for \( i \geq 2q \), then the interpolation series reduces to

\[
f(t) = \sum_{i=0}^{2q-1} \frac{B_i L_{d(i)} G_i(t)}{g_i}.
\]

We have that \( g_i = L_{d(i)} \) for \( 0 \leq i \leq 2q - 1 \), and so \( f \in (\mathbb{F}_q[x])[t] \). \( \square \)

**Lemma 3.** Let \( f(t) \in \mathcal{P} \) and \( m \in \mathbb{N} \). If \( f(t) \) is of order \( x^{m \deg t} \), i.e., if there exists \( c > 0 \), \( N \in \mathbb{N} \) such that

\[
|f(M)| \leq cq^{m \deg M} \quad \text{for all } M \in \mathbb{F}_q[x] \text{ with } \deg M \geq N,
\]

briefly written as \( f(t) = O(x^{m \deg t}) \), then \( f(t) \in \mathbb{F}_q(x)[t] \).

**Proof.** From the hypothesis, there exist \( c > 0 \) and \( N \in \mathbb{N} \) such that \( |f(M)| \leq cq^{m \deg M} \) for all \( M \in \mathbb{F}_q[x] \), with \( \deg M \geq N \). Since \( q^{d(n)+1} > n \), by [6, Theorem 3], we have

\[
A_n = (-1)^{d(n)+1} \frac{L_{d(n)+1}}{F_{d(n)+1}} \sum_{K=d(n)+1}^{d(n)+1} G'_{q^{d(n)+1}-1-n(K)} f(K).
\]

We show now that \( A_n \) is of order \( x^{(m-1)(d(n)+1)} \). Let \( N' = \max\{N, 2q\} \), and choose \( j \) so that \( d(j) \geq N' \). Then

\[
j = \gamma_0 + \gamma_1 q + \gamma_2 q^2 + \cdots + \gamma_d q^d(j)
\]
where $0 \leq \gamma_k \leq q - 1$ and $\gamma_{d(j)} \neq 0$. Since $q^{d(j)+1} - 1 = (q - 1)(q^{d(j)} + q^{d(j)-1} + \cdots + 1)$,

\[
q^{d(j)+1} - j - 1 = (q - 1)(q^{d(j)} + q^{d(j)-1} + \cdots + 1) - j
\]

\[
= (q - 1)\left(q^{d(j)} + q^{d(j)-1} + \cdots + 1\right) - (\gamma_0 + \gamma_1 q + \cdots + \gamma_{d(j)} q^{d(j)})
\]

\[
= \beta_0 + \beta_1 q + \cdots + \beta_{d(j)} q^{d(j)}\text{ where } \beta_k = (q - 1) - \gamma_k.
\]

For a monic polynomial $K$ of degree $d(j) + 1$, we have

\[
G'_{q^{d(j)+1} - 1} (K) = \prod_{k=0}^{d(j)} G'_{\beta_k} (K) = \prod_{k=0}^{d(j)} \psi_{\beta_k} (K) \prod_{k=0}^{d(j)} \{\psi_k^{q-1} (K) - F_k^{q-1}\}.
\]

For $0 \leq k \leq d(j)$, we have

\[
\deg \psi_k (K) = \deg \prod_{\deg E < k} (K - E) = q^k (d(j) + 1) \text{ and } \deg F_k = k q^k.
\]

Since $d(j) + 1 > k$, we see that $\deg \{\psi_k^{q-1} (K) - F_k^{q-1}\} = \deg \psi_k^{q-1} (K)$, and so

\[
\deg G'_{q^{d(j)+1} - 1} (K) = \deg \prod_{k=0}^{d(j)} \psi_{\beta_k} (K)
\]

\[
= (d(j) + 1)(\beta_0 + \beta_1 q + \cdots + \beta_{d(j)} q^{d(j)})
\]

\[
= (d(j) + 1)(q^{d(j)+1} - j - 1).
\]

Thus,

\[
\deg A_j \leq \deg L_{d(j)+1} - \deg F_{d(j)+1} + \deg G'_{q^{d(j)+1} - 1} (K) + \deg f (K)
\]

\[
< (q + q^2 + \cdots + q^{d(j)+1}) - (d(j) + 1)q^{d(j)+1} + (d(j) + 1)(q^{d(j)+1} - j - 1) + c' + m(d(j) + 1) \text{ (for some } c', c < q^{c'})
\]

\[
< 2q^{d(j)+1} - (j + 1)(d(j) + 1) + c' + m(d(j) + 1)
\]

\[
< 2q^{d(j)+1} - q^{d(j)}(2q) + c' + (m - 1)(d(j) + 1) \text{ (since } j \geq q^{d(j)} \text{ and } d(j) + 1 > 2q)
\]

\[
= c' + (m - 1)(d(j) + 1).
\]

Consequently, for sufficiently large $k$, we have $\deg A_k < c' + (m - 1)(d(k) + 1)$ for some $c' > 0$. Since $f \in \mathcal{P}$, we know then that $L_{d(k)} | A_k$. Therefore, $\deg L_{d(k)} \leq \deg A_k$ or $A_k = 0$. If some $A_k \neq 0$, then for $k$ sufficiently large, we get

\[
q^{d(k)} < q^1 + q^2 + \cdots + q^{d(k)} = \deg L_{d(k)} \leq \deg A_k < c' + (m - 1)(d(k) + 1),
\]

which is a contradiction, and so $A_k = 0$, i.e., $f$ is a polynomial over $\mathbb{F}_q (x)$. \hfill \Box

**Lemma 4.** Let $f \in \mathcal{P}$. If $f(t) \in \mathbb{F}_q (x)[t]$ and if there exist $g, h \in \mathcal{P}$ such that $f(t) = g(t)h(t)$ for all $t \in \mathbb{F}_q [x]$, then $g(t)$ and $h(t)$ are $\mathbb{F}_q (x)[t]$.

**Proof.** Write $f(t) = a_0 t^n + a_{n-1} t^{n-1} + \cdots + a_0$. Let $M \in \mathbb{F}_q [x]$. Then, $|f(M)| \leq A q^{n \deg M}$, where $A = \max \{|a_0|, |a_1|, \ldots , |a_n|\}$. If $g(t)$ is not a polynomial, Lemma 3 yields $g(t) \neq O(x^{n \deg t})$, which in turn implies that there exists an increasing sequence $\{n_j\}$ with $\deg M_j = n_j$ such that $|g(M_j)| > A q^{n \deg M_j} = A q^{n_j}$, and so

\[
A q^{n_j} \geq |f(M_j)| = |g(M_j)||h(M_j)| > A q^{n_j},
\]

which is contradiction. \hfill \Box
Theorem 4. $\mathcal{P}$ is not a unique factorization domain.

Proof. Let us first treat the case $q = 2$. Consider $g(t) := \psi_2(t)/x$. By Theorem 2, $g(t)$ has an interpolation of the form $g(t) = A_4G_4/g_4$, where $A_4 = F_2/x$, and so $g(t) \in \mathcal{P}$. Since $g(t) = \frac{1}{2} \prod_{\deg E < 2} (t - E)$, we see that $g(t) \in \mathbb{F}_q(x)[t]$ with degree $q^2 = 4 = 2q$. If $g(t)$ could be factored in $\mathbb{F}_q(x)[t] \cap \mathcal{P}$, then by Lemma 4, each factor would be a polynomial over $\mathbb{F}_q(x)$ having degree less than $2q$, with one of its factors having leading coefficient in $\mathbb{F}_q(x) \setminus \mathbb{F}_q[x]$, which is impossible by Lemma 2. Thus, $g(t)$ is irreducible in $\mathcal{P}$. We have $\psi_2(t) \in \mathcal{P}$ and

$$xg(t) = \psi_2(t) = \prod_{\deg E < 2} (t - E)$$

where $x$, $g(t)$ and $t - E$ are irreducible in $\mathcal{P}$. This implies that $\psi_2(t)$ can be factored as a product of irreducible elements in more than one way.

As for the case $q > 2$, consider $g(t) := \psi_1^2(t)/x$. Proceeding in the same manner as above, we deduce that $g(t) \in \mathbb{F}_q(x)[t] \cap \mathcal{P}$ and $g(t)$ is irreducible over $\mathcal{P}$. From $\psi_1^2(t) \in \mathcal{P}$ and

$$xg(t) = \psi_1^2(t) = \prod_{\deg E < 2} (t - E)^2,$$

where $x$, $g(t)$ and $t - E$ are irreducible in $\mathcal{P}$, we arrive at the fact that $\psi_1^2(t)$ can be factored as a product of irreducible elements in more than one ways. \qed
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