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We present a comprehensive study of the interaction of human serum albumin (HSA) with two uremic toxins, namely phenylacetic acid (PhAA) and indoxyl sulfate (IDS) in aqueous solution. The interaction of HSA with PhAA is studied for a series of salt concentrations (20–150 mM) and temperature (25, 30 and 37 °C). The effect of in vitro urea modification of HSA upon its binding affinity towards the uremic toxins, is studied under the highest and lowest salt concentrations and the different temperatures. Isothermal titration calorimetry (ITC) is used to study the interaction by analyzing binding affinities and related thermodynamic data. It is found that two PhAA molecules bind to HSA in a sequential binding process with a binding constant \( k_b \) in the order of \( \approx 10^4 \) and \( \approx 10^3 \) for the first and second binding respectively. In contrast, IDS binds much stronger to HSA with a total of \( \approx 3 \) molecules to a high and low affinity binding site in the order of \( \approx 10^5 \) and \( \approx 10^3 \). Binding of uremic toxins to HSA in all cases show a decreasing binding affinity trend with increasing temperature and higher ionic strength. Thus binding of a second uremic toxin is strongly weakened at 37 °C and 150 mM. Urea induced HSA modification have only minor effect on the binding interaction of the uremic toxins.

1 Introduction

Uremic toxins accumulate in patients with declining renal function which is typically observed in chronic kidney disease (CKD). Uremic toxins are associated with a cardiovascular morbidity and mortality in CKD-patients. The risk is excessive in patients with end-stage renal disease (ESRD), where highest concentrations of uremic toxins occur. Patients with ESRD need renal replacement therapy to eliminate toxic substances.1 High concentrations of toxins are reported in patients with end-stage CKD.2–4 In general, toxins are subdivided into three classes, namely (1) small molecular weight (MW) water-soluble compounds, (2) protein-bound compounds, and (3) larger MW compounds or “middle molecules”.1

It has been recognized that several toxins mainly bind to the transport protein human serum albumin (HSA).1,5,6 These small molecules are composed of an aromatic hydrophobic moiety bearing an ionic group. Well studied toxins and their interaction to HSA are p-cresyl sulfate (PCS), hippuric acid (HA) and indoxyl sulfate (IDS).7,8 Bound to HSA, these toxins will inhibit the transport ability of the protein and may lead to structural modifications.5,5,9 Most toxins are found to interact with either one or both of the hydrophobic binding sites Sudlow I and II of HSA located in the subdomains IIA and IIIA.10–13 Due to their tight binding, these small protein-bound and hydrophobic molecules are poorly cleared during conventional dialysis.14,15 The insufficiency of conventional dialysis in the removal of protein-bound toxins presents therefore a major challenge and improving renal dialysis by solving this problem is thus a central task of clinical nephrology.15–17 For this purpose an improved thermodynamic understanding of the interaction of toxins with HSA is absolutely necessary.

The obvious clinical importance of toxins has led to a number of studies of their interaction with proteins. Isothermal titration calorimetry (ITC) is the method of choice to measure enthalpy, entropy and binding affinity directly.18–21 Thus, calorimetric and spectroscopic methods have proven to be very suitable to characterized binding thermodynamics of ligands to proteins, namely ITC18,19,11,12,22–25 and fluorescence spectroscopy.10,12,11,22–25 Other groups characterized binding isotherms by equilibrium dialysis (ED),26,27 capillary electrophoresis (CE)28–30 and chromatographic techniques.6,27,31 Up to now, however, only a few studies have explored the dependence on temperature.11,13,22,24 Much less is known about the dependence of the binding strength on ionic strength29,12 in detail. However, Böhringer et al. have recently demonstrated in...
an in vitro study that the fraction of uremic toxins was significantly decreased through hypertonic predilution hemodialfiltration. This finding underscores clearly the importance of ionic strength for the binding of toxins to HSA.

In a previous investigation we have explored both the effect of temperature and ionic strength on the binding of a polymeric toxin to HSA. There we studied the interaction between an oligomeric poly(acrylic acid) (PAA) and HSA using ITC. PAA provides a model molecule for a charged middle molecular weight toxin bearing carboxylic groups. We found a strong dependence of the binding strength (near the Sudlow II site) on ionic strength which clearly revealed the importance of ionic contributions to polyelectrolyte binding to protein.

In the present study we present a comprehensive study of the binding of small hydrophobic uremic toxins to HSA, again using ITC. Phenylacetic acid (PhAA) is a toxin that has not yet attracted much attention so far. The importance of this toxin derives from the fact that quantitative experiments using equilibrium dialysis (ED) and chromatographic methods have revealed a considerable amount of PhAA present in dialysis patients prior and after dialysis. Furthermore, in a high performance liquid chromatography experiment (HPLC), it has been shown that PhAA accumulation in CKD patients inhibits the expression of inducible nitric oxide synthase and therefore might contribute to the higher cardiovascular risk of these patients. The importance of ionic contributions to the binding of this toxin is demonstrated in an in vitro study by Böhringer et al. and forms the basis for establishing a more effective clearance of PhAA by raising the ionic strength. Certainly, the binding behavior in an in vivo environment of blood plasma is more a complex process where the specific binding mechanisms cannot be identified anymore.

Indoxyl sulfate is studied as a second toxin because it bears a strong acidic (SO₄⁻) group and studies have found that that 94% of IDS is protein bound and the removal after dialysis is only around 50%. Hence, a comparison of the thermodynamic data of PhAA bearing a weak acidic group (COO⁻) with the ones obtained from IDS can reveal details of the ionic interaction and its relation to toxin binding.

It is furthermore known from literature that HSA is modified in pathophysiological conditions caused by chronic renal failure. Thus, urea-induced carbamylation of proteins, including HSA, on multiple lysine- and arginine-containing chains occurs. The concentration of urea is chronically elevated in patients with renal failure and the subsequent protein modification was identified as risk factor for mortality. The modification of serum albumin might affect binding affinities of uremic toxins and therefore impair its dialysis condition and its subsequent chronically elevated plasma concentrations. We therefore explored the effect of urea-modification on binding affinities of PhAA and IDS to HSA and their structure upon complex formation. The entire thermodynamic analysis based on a comprehensive investigation by ITC will provide a firm basis for further clinical studies related to an improved dialysis technique.

2 Experimental

2.1 Materials

Phenylacetic acid (PhAA) and indoxyl sulfate potassium salt (IDS) were purchased from Sigma-Aldrich (Schnelldorf, Germany) and used as received. Human serum albumin (HSA) was also purchased from Sigma-Aldrich (lyophilized powder, fatty acid free, globulin free, 99%) with molecular weight calculated as MW = 66 400 g mol⁻¹ and its purity verified by SDS-gel electrophoresis. The buffer morpholin-N-oxide (MOPS) was purchased from Sigma-Aldrich and used as received.

2.2 In vitro urea modification of albumin

Albumin as purchased by Sigma-Aldrich was dissolved and dialysed against buffer prior to use. In vitro modification of HSA was done in a 10 mM MOPS buffer solution with 15 g L⁻¹ HSA and 10 mM urea at 37 °C and pH 7.4 for 18 h. After incubation, the mixture was dialyzed against buffer using centrifugation dialysis several times.

2.2.1 Isothermal titration calorimetry. ITC experiments were performed using a VP-ITC instrument (Microcal, Northampton, MA). All samples were prepared in a pH 7.4 buffer solution using 10 mM MOPS and 10 mM or 140 mM NaCl to adjust ionic strength. The correct pH for PhAA solutions were adjusted by adding minor amount of NaOH. All samples were degassed prior to experiment and protein solutions were dialyzed against a 10 mM buffer solution with corresponding pH using the dialysis-system Float-a-Lyzer by Spectrum Labs with molecular weight cut-off (MWCO) 20 kDa. The concentration of the protein solution after dialysis was determined using the characteristic absorption at 280 nm by UV-vis spectroscopy. Thus concentration errors are within the range of ±0.1 g L⁻¹. The samples were thermostatted and the instrument stabilized for 30 minutes to ensure thermal equilibrium and stability of the system. A total of 276 µL PhAA solution was titrated with 20 successive 3 µL injections followed by 36 successive 6 µL injections, to acquire accurate binding data for low molar ratios. Stirring was performed with 307 rpm and a time interval of 300–350 s was set between each injection into the cell containing 1.4 mL protein solution. The concentration of PhAA, IDS and HSA were 0.8 g L⁻¹, 0.5 g L⁻¹ and 1 g L⁻¹ respectively. The concentration of HSA was determined using UV. The experiments were performed at 25, 30, 37 °C and ionic strengths of 20 mM and 150 mM.

As a first step of the ITC data analysis, the integration of the measured heat Q over time is carried out to obtain the incremental heat ΔQ as a function of the molar ratio x between toxin and protein. For each experiment, the heat of dilution of PhAA and IDS were measured separately by titrating the equivalent uremic toxin into blank buffer solution and subtracted from adsorption heats. After correction, the resulting binding isotherm are fitted using a supplied module for Origin® 7.0 (Microcal). A brief overview of the fitting models used will be given below, however, the interested reader is referred to the manual by Origin for the details of the fitting procedure.

Errors in concentrations when preparing the samples are seen as a very common source of error directly affecting the
2.2.2 Analysis of ITC data. When the protein P has only one binding site to which a single ligand L binds, the Single Set of Identical Sites model (SSIS) is used, and the binding process can be expressed by: \[ P + L \leftrightarrow K_b \text{PL} \]

where \( K_b \) is the binding constant and characterizes the binding process, \([P]\) the concentration of free sites on the protein, [L] the free ligand concentration and [PL] the concentration of the complex. This model is related to the Langmuir adsorption model which assumes an equilibrium between the empty adsorption sites, the number of proteins in solution and the occupied adsorption sites. This leads to the definition of a saturation parameter \( \Theta \), that denotes the fraction of sites occupied by the ligand and the concentration of free ligand [L] in solution. \( \Theta \) is related to the binding affinity \( K_b \) as follows:

\[
\Theta = \frac{K_b[L]}{1 + K_b[L]}
\]

Since only the total concentrations of ligand \([L]_t\) and protein \([P]_t\) in the solution is known, \([L]\) is expressed as:

\[
[L] = [L] + N\Theta[P]_t
\]

with \( N \) as the number of sites per protein.

For a more complicated binding process, where the protein has two non-identical binding sites, we choose to use a step-wise binding model, which is referred to as Sequential Binding Sites (SBS) model. Here macroscopic binding constants \( K_{b1} \) and \( K_{b2} \) refer to a first equilibrium state where one ligand binds to any of the two sites with \( K_{b1} \) followed by a second stage where the second ligand binds to the remaining free site with \( K_{b2} \):

\[
K_{b1} = \frac{[PL]}{[P][L]} \quad K_{b2} = \frac{[PL_2]}{[PL][L]}
\]

The interpretation of this model must be carried out with care, as misinterpretations of \( K_{b1} \) and \( K_{b2} \) being “high” and “low affinity” respectively, are found in literature.\[45\]

Binding processes that involve more than exactly one ligand to a corresponding site can be described by the Two Sets of Independent Sites (TSIS) model. Two independent binding constants with corresponding saturation parameters are defined as follows:

\[
k_{b1} = \frac{\Theta_1}{(1 - \Theta_1)[L]} \quad k_{b2} = \frac{\Theta_2}{(1 - \Theta_2)[L]}
\]

The total ligand concentration in eqn (3) then becomes:

\[
[L]_t = [P] + [P]_t (n_1\Theta_1 + n_2\Theta_2)
\]

In contrast to the SBS model above, in this case \( k_{b1} \) and \( k_{b2} \) are microscopic binding constants describing the binding affinity of a ligand to the corresponding site. In this model, six free parameters are involved. Namely for each site two enthalpies \( \Delta H_{iT} \), the binding numbers \( n_i \) to each site \( i \) and binding constants \( k_{bi} \) respectively.

In an ITC experiment, the total heat of adsorption \( q \) is measured typically as a differential heat \( dq \) divided by the moles of ligand in the \( j \)-th titrant injected \( dQ \) with \( dQ = V_i[d][L]_i \). The incremental heat \( Q \) can be expressed as a differential equation:\[44\]

\[
Q = \frac{dQ}{V_i[d][L]_i} = \sum_{i=1}^{n} \Delta H_{it} \frac{d[PL_m]}{d[L]_i}
\]

where \( n \) is the number of binding sites, \( V_i \) the cell volume and \( \Delta H_{it} \) the molar heat of the reaction.

The fitting of the experimental data is performed by calculating the incremental heat \( Q \) released with each titration and a correction for the displaced volume \( dV \) after each injection \( i \):

\[
Q_i = Q_{i-1} + \frac{dV_i}{V_i} \left[ \frac{Q_i + Q_{i-1}}{2} - Q_{i-1} \right]
\]

Manually set initial values are used to compare with the measured isotherm. The initial values are then improved by using the standard Marquardt method. These steps are repeated iteratively until a satisfactory fit is achieved.\[46\]

The free energy of binding can be calculated for the corresponding binding process using the binding constant:

\[
\Delta G_b = -RT \ln K_b
\]

Furthermore, the van’t Hoff enthalpy can be derived from a series of experiments conducted at different temperature:

\[
-R \frac{\partial \ln K_b}{\partial (1/T)} = \Delta H_b
\]

where the binding enthalpy \( \Delta H_b \) can be obtained from the slope of the linear fit and \( \Delta S_b \) from the intercept of the integrated form:

\[
\ln K_b = \frac{\Delta H_b}{RT} + \frac{\Delta S_b}{R}
\]
3 Results and discussion

3.1 Binding of phenylacetic acid to native HSA

We performed systematic series of ITC experiments with high ($I = 150 \text{ mM}$) and low ($I = 20 \text{ mM}$) ionic strengths and three different temperatures comprising room temperature 25 °C, an intermediate temperature 30 °C, and the physiological temperature 37 °C. The experiments were performed at pH 7.4 in buffer solution. Typical raw data with ITC titration peaks for adsorption (black curves and points) and dilution (blue curves and points) is shown exemplarily for the adsorption of PhAA to native HSA in Fig. 2a. The integrated isotherms were fitted after subtraction of the heat of dilution with either a Single Set of Independent Sites (SSIS) model, Sequential Binding Sites (SBS) model or Two Set of Independent Sites (TSIS) model† in Fig. 2b.

All measured signals were weakly exothermic and exhibit similar monotonic curve progression as shown in Fig. 2b. This result is typically observed in the adsorption of small hydrophobic molecules to HSA in other studies as well. Because the overall heat is rather small, dilution must be subtracted as a additional heat signal may affect the results of the fits.

3.1.1 Evaluation of ITC data. The evaluation of the ITC data is demonstrated on the example of PhAA adsorption to native HSA. In Fig. 2c we show the binding isotherm for adsorption at 25 °C and 20 mM salt and corresponding fits with the two models described in the section ITC data analysis to evaluate the quality of the fits. Two fitting curves for fixed $N = 1$ and $N = 2$ (dotted and broken line respectively) with the SSIS model are compared to the SBS model for two sites. As the curves can hardly be discriminated in the common ITC diagram (as shown in the top of Fig. 2c), we plot the absolute value of ITC heats $|Q|$ on a logarithmic axis (bottom figure). At low molar ratio, all fitted curves coincide with the data. However, at higher PhAA concentrations, deviation of the different fits becomes more obvious and the importance of the high molar ratio data is evident. For the given case, data points are clearly best described by the SBS model, pointing towards the existence of two different binding sites of the HSA for PhAA. In the following we used this semi-logarithmic plot to determine the best fit available.

A few more examples are shown in Fig. S1 of the ESI.† Comparing the different binding isotherms and their fitting, it becomes evident that binding behavior is different for different temperature and ionic strength. At high temperature, both models converge towards each other (see Fig. S1b and c†). The affinity $K_{b2}$ to bind a second PhAA molecule to HSA becomes very weak for 20 mM salt and 37 °C and vanishes for higher ionic strength at the same temperature (Fig. S1c and Tables S1, 2) in the ESI.† In this case, the data can be well described with the SSIS model with $N = 1$. For other cases, where two binding sites are present, the SSIS model permanently underestimates binding affinity and enthalpy and produce a rather large error as seen in $\chi^2$. A comparison of the results of the fits is given in Table S1 of the ESI.†

† All models were fitted using the implemented ITC data analysis software for Origin by MicroCal.
Table 1  Binding free energies $\Delta G_i$ of PhAA binding to native and modified HSA calculated according to eqn (9). $i$ denotes the first and second binding process in the SBS model.

| HSA state | $I$, mM | $T = 25 \degree C$ | $T = 30 \degree C$ | $T = 37 \degree C$ |
|-----------|--------|-------------------|-------------------|-------------------|
|           | $\Delta G_{b1}$, kJ mol$^{-1}$ | $\Delta G_{b2}$, kJ mol$^{-1}$ | $\Delta G_{b1}$, kJ mol$^{-1}$ | $\Delta G_{b2}$, kJ mol$^{-1}$ |
| Native    | 20     | $-24.7 \pm 0.1$  | $-16.9 \pm 0.8$ | $-24.6 \pm 0.1$  | $-17.4 \pm 0.7$ |
|           | 50     | —                 | —                 | —                 | —                 |
|           | 70     | —                 | —                 | —                 | —                 |
|           | 100    | —                 | —                 | —                 | —                 |
|           | 150    | $-23.2 \pm 0.5$  | $-20.9 \pm 0.1$ | $-22.8 \pm 0.3$  | $-18.7 \pm 0.6$ |
| Modified  | 20     | $-24.8 \pm 0.1$  | $-18.8 \pm 0.4$ | $-25.1 \pm 0.1$  | $-17.5 \pm 0.4$ |
|           | 150    | $-22.6 \pm 0.1$  | $-15.4 \pm 0.9$ | $-22.5 \pm 0.1$  | $-16.0 \pm 0.4$ |

Table 2  Binding free energies $\Delta G_i$ of IDS binding to native and modified HSA, where $i$ denotes the two binding sites, respectively.

| HSA state | $I$, mM | $T = 25 \degree C$ | $T = 30 \degree C$ | $T = 37 \degree C$ |
|-----------|--------|-------------------|-------------------|-------------------|
|           | $\Delta G_{b1}$, kJ mol$^{-1}$ | $\Delta G_{b2}$, kJ mol$^{-1}$ | $\Delta G_{b1}$, kJ mol$^{-1}$ | $\Delta G_{b2}$, kJ mol$^{-1}$ |
| Native    | 20     | $-31.59 \pm 0.06$ | $-20.68 \pm 0.05$ | $-31.60 \pm 0.05$ | $-20.98 \pm 0.09$ |
|           | 150    | $-29.04 \pm 0.05$ | $-16.0 \pm 0.3$   | $-28.6 \pm 0.1$   | $-15.6 \pm 0.6$   |
| Modified  | 20     | $-30.64 \pm 0.06$ | $-19.96 \pm 0.08$ | $-31.20 \pm 0.08$ | $-20.2 \pm 0.1$   |
|           | 150    | $-29.19 \pm 0.08$ | $-16.9 \pm 0.3$   | $-29.1 \pm 0.1$   | $-17.4 \pm 0.3$   |

3.1.2 Influence of temperature on the strength of binding.

The dependence of the adsorption of PhAA onto HSA on ionic strength and temperature were studied to conduct a full thermodynamic analysis. Measurements at different temperatures are depicted exemplarily in Fig. 3 for $I = 20$ mM ionic strength (isotherms for $I = 150$ mM are shown in ESI Fig. S2†). The best fits determined as explained before are depicted as lines. In contrast to the adsorption of polyelectrolytes (PE) to HSA that has been investigated in earlier studies, the present binding curves do not exhibit a strong temperature dependence for either 20 mM or 150 mM ionic strength. Nevertheless, a consistent change in the curvature of the isotherms is obvious and also reflected in the binding parameters listed in Tables 1 and S2 of the ESI.†

In general, the binding affinity decreases with increasing temperature as has been observed in several cases of adsorption of small molecules to HSA. For example, Zaidi et al.
studied interaction between hippuric acid (HA) and HSA and their dependence on temperature using steady state fluorescence quenching measurements and ITC. The ITC data was analyzed using the SBS model likewise and reveal common trends for the temperature dependence of binding constant.

In a direct comparison of the literature data with the present results, binding affinity of the first binding site very much coincides in trend and magnitude as shown in Fig. 4 (brown triangle and spheres).13 For the second binding site, a minor dependence on temperature was observed in the case of PhAA adsorption to HSA. The dependence on temperature can be analyzed according to van’t Hoff’s law using eqn (10). This equation applies to a system where the change of heat capacity of the system Δc_p is small (see Table S2 of the ESI†).

van’t Hoff plots of the first and second ligand binding process are displayed in Fig. 4 and the results summarized in Table S2 of the ESI.† The analysis of the van’t Hoff enthalpy done here is only semi-quantitative since a fully quantitative determination would require measurements at far more temperatures than done here. For the toxin IDS, the enthalpy as measured directly by ITC and van’t Hoff enthalpy coincide quite well and ΔH_RT is in the present study a good measure for the enthalpy of the binding. In the following, we focus on analysis of the binding free energy ΔG_0, calculated using eqn (9).

Another interesting feature is observed for I = 150 mM, where a decrease of a second ligand binding with temperature is measured. At high ionic strength and temperature both binding enthalpy and binding constant almost vanishes pointing towards an increased Coulombic screening and thus a weakening of the interaction. This is a plausible explanation for the results obtained recently by Jankowski et al. who measured almost a doubling of released PhAA during hypertonic predilution hemodialfiltration.16 Furthermore, we have shown in previous studies, that ionic strength does contribute significantly towards charge–charge interaction between protein and a short polyelectrolyte.23

3.1.3 Influence of ionic strength on binding. To gain more detailed insight into the effect of ionic strength, we performed three additional measurements at 37 °C and I = 50 mM, 70 mM and 100 mM (with ITC parameters listed in Table 1). We present exemplary isotherms in Fig. 5, while in the inset we plot the binding constant K Binding against ionic strength. We find that the binding energy ΔG Binding is lowered only by 1.5 kJ mol⁻¹ when adding salt in a wide range from 20 to 150 mM concentration. This small effect due to ionic screening demonstrates that the net electrostatic contribution to binding is rather weak when compared, for instance, to the interaction of a polyelectrolyte (PE) chain to HSA.23 Hence, we tentatively conclude that hydrophobic binding plays the dominant role.

A simple Debye–Hückel (DH) perspective for screened electrostatic interactions sketched in the following supports this conclusion. For this, consider the DH interaction between two spherical molecules i and j of valence z_i and z_j and radii R_i and R_j, respectively, at a binding distance r_bind = R_i + R_j, which reads47–50

\[
\Delta G_{DH}^{\parallel}/k_B T = \frac{z_i z_j \lambda_B}{(R_i + R_j)(1 + \kappa R_i)(1 + \kappa R_j)}.
\]

Here, \( \kappa = \sqrt{8\pi \lambda_B C_{salt}} \) is the inverse Debye screening length and \( \lambda_B = 0.7 \) nm is the relevant Bjerrum length. We now assume two competing, leading order electrostatic contributions: first, the local attraction of the negatively charged ligand to the binding site at which a few positively charged amino acids are clustered together. Our previous work on the binding of a negative PE chain, for instance, suggested about 2–3 positive charges involved near the Sudlow II site.24 Second, the overall repulsion of the ligand to the sum of all the other charges on HSA which we assume to be located in the HSA center for simplicity. For the attractive term we take that the size of the charged groups at the binding site is on atomistic scales and the same as the ligand, i.e., \( R_{PhAA} = R_{site} \approx 0.2 \) nm, such that the binding distance is \( R_{site} + R_{PhAA} \approx 0.4 \) nm. The ligand valency is \( z_{PhAA} = −1 \), and we assume \( z_{site} = +2 \). According to eqn (12) then the attractive term contributes approximately −7 kJ mol⁻¹ to the binding energy, decreasing in absolute magnitude with increasing ionic strength to about −5.5 kJ mol⁻¹. For the repulsive contribution, we model the protein as a charged sphere of radius \( R_{HSA} = 3.25 \) nm (ref. 51 and 52) and a net charge of −14e.§ Thus, to compensate for the positive site, we obtain a remaining net valency of \( z_{HSA} = −16 \) which we define to be located in the center of HSA. Due to the relatively large size of HSA, the electrostatic coupling25 is weak and within the validity of the DH treatment. The distance between the bound ligand and the protein center-of-charge is \( R_{HSA} = R_{PhAA} = 3.45 \) nm. According to eqn (12) this leads to a repulsive contribution of \( ≈ +3 \) kJ mol⁻¹ at the lowest, and decreasing rapidly to only \( ≈ +1.5 \) kJ mol⁻¹ at the highest ionic strength.

§ The number of charges of the protein can be calculated from the crystal structure.
mol$^{-1}$ at the highest salt concentration. Hence, the net electrostatic interaction $\Delta G_{0} = \Delta G_{\text{HSA-PhAA}} + \Delta G_{\text{HSA-Urea-PhAA}} = -4 \pm 1$ kJ mol$^{-1}$ is attractive and small compared to the total experimental binding energies that are in the range between $-25$ and $-23$ kJ mol$^{-1}$ (cf. Table 1, rounded), decreasing with increasing salt concentration.

Clearly, these numbers are highly approximative as, for instance, HSA is non-spherical and detailed charge asymmetry and excluded-volume effects on screening have been neglected. However, our estimates exemplify at least some order of magnitude and trends. The estimated attractive electrostatic contribution (between PhAA-site) to the binding is actually similar to monovalent ion pairing affinities found in explicit-water computer simulations. While the salt concentration dependence should be qualitatively correct, quantitative details are expected to be more complex than in our simple DH perspective due to very local hydration and polarization effects.

We conclude that the electrostatic interaction is small and thus the major contribution must be of hydrophobic nature, stemming from interactions of the aromatic compound of PhAA (cf. Fig. 1) with the binding site. The total binding free can then be formally expressed as:

$$\Delta G_{0} = \Delta G_{\text{phob}} + \Delta G_{\text{el}}$$

where $\Delta G_{\text{phob}}$ is the attractive hydrophobic contribution and $\Delta G_{\text{el}}$ the net electrostatic interaction. Using the $\Delta G_{b1}$ values in Table 1 and subtracting the approximated values for $\Delta G_{\text{el}}$ mentioned above, we obtain a hydrophobic contribution of the order of $-19 \pm 1$ kJ mol$^{-1}$. The latter has comparable magnitude than the binding free energy calculated in explicit-water computer simulations of hydrophobic pocket-ligand binding at 298 K in pure water and with similar ligand size as in our study. It is also of comparable magnitude than the transfer free energy of a single benzene molecule from liquid water into its own liquid phase. Interestingly, the enthalpy calculated in the explicit-water simulations is $\Delta H = -29 \pm 17$ kJ mol$^{-1}$ and thus has the same sign and order of magnitude than $\Delta H_{\text{calc}} = -20.3 \pm 0.6$ kJ mol$^{-1}$ measured in our experiments with 20 mM salt (see ESI). This enthalpic signature is the reason for the inverse temperature dependency of $\Delta G_{b1}$ where the effect of hydrophobic attraction weakens with increasing temperature. Note that this is actually in contrast to what is typically known for hydrophobic association of simpler systems, which are entropy-driven and is argued to be due to the concave geometry of typical hydrophobic binding pockets.

### 3.2 Binding of phenylacetic acid to modified HSA

In the following we study the effect of carbamylation of HSA through urea under the same conditions as in the previous section. This in vitro modification of HSA is known to be found in patients suffering from chronic renal failure conditions, where the urea plasma concentration is chronically elevated. To study the urea-modification on the binding behavior of PhAA to HSA, we perform experiments again at $I = 20$ mM and $I = 150$ mM at the same three temperatures as before. Binding isotherms and corresponding fits are displayed in the ESI Fig. S2†. Results from the fits are summarized in Table S2 in the ESI† and corresponding binding energies $\Delta G_{b}$ using eqn (9) in Table 1.

For low ionic strength, binding to urea modified HSA apparently loses its temperature dependence while the strength of binding is principally unchanged. At high ionic strength and physiological condition, binding is even more weakened compared to $I = 20$ mM for the modified system.

Binding isotherms are equally exothermic and exhibit similar curve shape as in Fig. 3 (data are shown in the ESI†). The binding affinity of the urea modified system to the native HSA system is compared for the first binding process and represented in a van’t Hoff plot in Fig. 6.

For the binding of the second ligand at 20 mM salt, no pronounced temperature dependence is observed in both of the systems (see Table 1). In both cases, binding of the second ligand is associated with a rather small affinity compared to the error of fitting. As a result, it is difficult to resolve a difference in binding affinities in the modified or native system or a corresponding temperature dependence.

### 3.3 Binding of indoxyl sulfate to native and modified HSA

The adsorption of IDS to native and modified HSA was systematically studied at two ionic strengths $I = 20$ mM and 150 mM and at three temperatures using ITC. Raw data and integrated heats for the adsorption of IDS to native HSA is depicted in Fig. S4 of the ESI†.

Again all adsorption processes show similar exothermic isotherms as observed for PhAA adsorption in the section above. An increase in ionic strength from 20 mM to 150 mM show the same effect but overall weaker as observed before (Fig. S3b) in the ESI†. However, in the standard ITC plot, temperature differences between different isotherms are not clearly visible (Fig. S4c) in the ESI†. Therefore logarithmic plots of isotherms and corresponding fits are shown exemplarily for $I = 150$ mM and three temperatures in Fig. 7a.
Here the necessity to use a two site adsorption model is clear. As demonstrated in the case of IDS adsorption to native HSA at 37 °C and I = 150 mM in Fig. 7b, the data can neither be described by the SSIS (dotted line) nor the SBS (dashed line) model. There are clearly two binding sites present for IDS with different binding stoichiometry. Using the two set of independent sites TSIS model (solid line), ITC isotherms can be very well described at all measuring conditions. However, the number of IDS molecules adsorbed at the second site N2 cannot be well determined by a fit of the ITC data. Residual errors for fits with different fixed parameter N2 (ranging from one to three) show no significant change. It is however not surprising that fitting a monotonic curve with six parameters implies the risk of fitting of too many free parameters.65

Several studies on the adsorption of IDS to HSA confirm the existence of two binding sites with different binding affinity.33 Crystalllographic analysis of IDS complexed with HSA suggests that one IDS molecule bind to subdomain IIIA while two molecules bind to subdomain IIa of HSA.66 Sakai et al. measured IDS adsorption on HSA at 25 °C and 67 mM phosphate buffer at pH 7.4 using equilibrium dialysis. They found two binding sites with \( N_1 = 1 \) and \( N_2 = 3 \) for high and low affinity binding site, respectively. A more recent study from Watanabe et al. using ultrafiltration found at same pH and temperature but different buffer, a slightly lower \( N_2 = 1.6^{27} \). Based on these findings, it appears reasonable to fix \( N_2 \) between one and three and average the results. As the residuals between each fits are small (see Fig. 7b), we use the standard deviation as error for each averaged parameter. Thus, even with an uncertainty of \( N_2 = 2 \pm 1 \), the binding affinity \( K_{b2} \) obtained are robust and reliable. However, the binding enthalpy \( \Delta H_2 \) is strongly correlated with the fitting parameter \( N_2 \) and errors for \( \Delta H_2^{ITC} \) and consequently \( \Delta S_2 \) are accordingly large. All results obtained from the fits are summarized in Table S3 of the ESL†.

Binding of IDS to HSA is generally an order of magnitude stronger than PhAA to HSA in all measured cases. However, caution is required when comparing a macroscopic binding affinity \( K_b \) to a microscopic binding affinity \( k_b \). The microscopic affinity \( k_b \) for example describes explicitly the binding process of \( N_1 \) ligands to site 1 while the macroscopic affinity \( K_{b1} \) assumes binding of either one of the two potential ligands to any of the two sites.

The effect of urea modification is rather small. van’t Hoff analysis comparing native to urea modified HSA reveal temperature dependence of binding for both binding sites, while the dependency is more pronounced for the high affinity site rather than the low affinity site (Fig. 8). The binding enthalpies for the high affinity site measured directly by ITC \( \Delta H_1^{ITC} \) agree well with the binding enthalpies derived from the van’t Hoff plot (see Table S3 of the ESL†).

A plot of all results comparing the effect of urea modification on the adsorption of PhAA and IDS is shown in Fig. 9. Additionally, the presented results are put into context to earlier investigations on the interaction between a multiply charged "middle molecule", namely a polyvalent polyacrylic acid (PAA) chain with HSA, to gain a deeper insight into different contributions to binding.23 In Fig. 9 the binding affinity of the small toxins IDS and PhAA to HSA exhibit in all cases moderate decreasing binding affinities to both native and modified HSA while binding of PAA is strongly weakened due to a decreasing counterion-release entropy with rising salt concentration.33 For the present ligands, the hydrophobic interaction plays an dominant role in the binding process as expected.
4 Conclusions

We presented a study of the binding of two representative protein-bound uremic toxins indoxyl sulfate (IDS) and phenylacetic acid (PhAA) to native and urea modified HSA using ITC. Binding of these ligands to HSA were in all cases exothermic and thus enthalpy driven. Analyzing the isotherms with appropriate binding models reveal that there are two binding sites for both of the two uremic toxins with different binding affinities and stoichiometry. Binding of PhAA to native HSA feature a subtle ionic strength dependency which can be estimated approximately by a Debye–Hückel approach.\(^47\) The main contribution towards binding is attributed to favorable hydrophobic interaction that can be well compared to computer simulations for a ligand-protein model system.\(^58\) The influence of urea modification of HSA towards binding appears to be rather weak and does not in principal alter interaction between ligand and protein.
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