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Predictions of sports games have been recognized as an important area of study for its economic significance. The majority of models for such games cover two-player games and the resulting championships or study individual players or teams and their resulting comparative position. However, many sports involve race-type multi-contestant games, which are more complex in modeling. In this paper we outline the difficulties associated with the study of such races.
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Introduction

Predictions of sports games have been recognized as an important area of study for its economic significance. The majority of models for such games cover two-player games and the resulting championships or study individual players or teams and their resulting comparative position. Most popular sports involve predictions of the final score, by fans and bookmakers, making necessary the creation of a performance index for athletes or teams.

Most of the research and the literature have been concerned with two contestant games, in many cases with a score, where one wins and one loses or there can be a tie. The models developed try to predict whether the result will be a win, loss, or a tie, and other even going as far as guessing a score-line for the matches. A whole variety of parameters can be considered to make predictions for a match, such as the previous results for both teams (scores, historical classification), previous meetings between the teams, and so on, even a simulation engine can be developed, to use factors related to training, players in team and other physiological and psychological agents.

* Adjunct Assistant Professor, Dept. of Industrial & Systems Engineering, University of Florida, USA.
† Distinguished Professor, Dept. of Industrial & Systems Engineering, University of Florida, USA.
‡ Post-Doctoral Researcher, Kinesmetrics Laboratory & Center for Performance and Sports Analysis, Korea National Sport University, Korea.
⁺ Associate Professor, Kinesmetrics Laboratory & Center for Performance and Sports Analysis, Korea National Sport University, Korea.

https://doi.org/10.30958/ajs2po.3-2-1 doi=10.30958/ajs2po.3-2-1
In several sports, such as football, tennis and basketball, ranking indices have been developed to better shape the classification of individual player qualities. It is common these days to rank sports performance of the athletes. Ranking system is typically used in team sports such as soccer, baseball, and basketball as well as in individual sports such as badminton, tennis, and tae-kwon-do. It derives from the curiosity of “Who is the best player?” We would like to be aware of a certain player’s generalized performance ability even if players do not compete against each other. Different ranking system are used depending on sports teams or individual athletes. Examples include accumulative point system of International Federation of Association Football (FIFA) to rank national performance, Terry-Bradley model to rank players competing pairwise, Elo Systems of International Chess Federation (ICF) to calculate the players’ relative skill. There are two basic tournament systems: round robin system and cup system. As tournaments generate the results of wins, losses, or ties mostly in individual tournaments, ranking models have been developed on the basis of individual games. About these sports, several methods were developed to predict match results. The most recent research is based on several machine learning techniques [2,6,9], but also statistical inference [1,3] and Page Rank method [8].

These methods use a relatively simple model that relies on a limited amount of data, for example by monitoring previous matches. Other kinds of sports are not based on one-to-one matches and the results is a classification. These are characterized as “multi-contestant races” or “games.” For such games, prediction models become more complex and usually they are based on physiological information about athletes [7]. However, often it is necessary to predict results based only on easily available data, such as previous results, keeping a reliable model.

The main aim of this paper is to build a theoretical stochastic model for predicting results of multi-contestant games. For this reason we consider the case when the times of the athletes is exponentially distributed. Although this is not realistic in most of the known cases, the assumption leads to the built-up of a model that provides valuable insight to the problem.

The initial assumption is that the athletes’ performance is independent of each other and their performance capacity is steady over time. We are proposing an approach that can allow us to relax the assumption of independence and introduce some correlation between the performances of athletes.

General Description

The outcome of a multi-contestant race or game is basically a ranking problem. Let’s assume that we have seven athletes competing in a race. The outcome will depend on the individual performance of each athlete. Let’s say that the race outcomes are running times, in which case the winner is the athlete that comes first, i.e. the one that achieves the minimum of the times. So,
let $X_{i}, i = 1, ..., m$ (assuming $m$ athletes are competing) be the times (which are random variables) achieved by the athletes in a particular game. Then, the probability of a particular outcome would be expressed as, for e.g. $m = 4$

$$\Pr\{X_1 < X_2 < X_3 < X_4\}$$

or the probability of athlete 1 being the first

$$\Pr\{\text{athlete 1 terminates first}\} = \Pr \{X_1 < X_2, X_3, X_4\}$$

The simplest case would be to assume that running times are independently distributed. Then the fact that several athletes compete in a race is really irrelevant. What would matter is just individual performance. From experience we know that this is not true. The fact that athletes are competing against each other makes a difference in the running times and thus the assumption of independence cannot be realistic. We clearly need a more complex assumption. Since for the prediction we only need probability for the relative performance, i.e. the ranking and not the absolute times, we can assume as an approximation that the simultaneous presence of many athletes in the same competition just reduces the time scale but not the final ranking probabilities. So, when our sample from races is large and we have results for all possible combinations of athletes from the pool, we can build a prediction model that would yield good results in terms of predictive power. If this is the case and we have races of $m$ athletes out of a pool of $n > m$, then to express the probability of a particular outcome it would suffice to know the relative strength of each athlete in the form of a dominance vector $D = \{d_1, ..., d_n\}$ that not only ranks the athletes, but quantifies the dominance as well.

We can deduce the relative strength indirectly from their relative strength compared to other athletes. In this case we make the assumption that:

Let “$:$” denote “better than”

When $A:$ B $\land$ B $:$ C $\Rightarrow$ A $:$ C \hspace{1cm} (1)

If this were so, then a simple ranking would provide a sound basis for prediction.

Our analysis of bicycling races data, however, suggests that the above proposition cannot be a realistic assumption. Thus, we have to seek for a way to introduce the element of dependence in outcomes depending on the composition of the racing athletes group. When studying real sets of data from multi-contestant races we encounter three significant difficulties that complicate the problem of developing a model and estimating its parameter values:

- The first difficulty is the fact that in many case we have the rank and not the actual race time performance available.
The second difficulty is related to the fact that we do not have historical data about contests between all pairs of athletes, thus we cannot even answer the question “who is better, athlete A or athlete B?”

The third difficulty stems from the fact that there are several cases that paired comparisons seemingly lead to inconsistent results, such as when $A:B \land B:C$ but $C:A$.

In our model we propose some ways of overcoming these difficulties.

**Independently Distributed Exponential Race Times**

*The Basic Problem*

We have a pool of $N, N = 1, 2, ..., \text{athletes competing in groups of } M, M = 1, 2, ..., N \text{athletes each time. We have data results from } K, K \gg N, \text{races.}*

In this first approach we assume independently and identically distributed negative exponential random variables (“expo r.v.’s”) for the individual race time of each athlete. Say the individual parameters of the distributions are $i, i = 1, ..., N$.

With knowledge of the actual ranks, without knowing the actual race times, we can obtain an estimate of the relative rank. We know that when comparing two iid expo r.v.’s, then the probability of 1 coming ahead of 2 is

$$p_{12} = \frac{\lambda_1}{\lambda_1 + \lambda_2}$$

With a large data set we can have the actual proportion of times athlete 1 came ahead of athlete 2, $\hat{p}_{12}$ and thus set

$$\lambda_2 = \frac{1 - \hat{p}_{12}}{\hat{p}_{12}} \lambda_1$$

An immediate difficulty comes from the fact that if we add a third player we will have

$$\lambda_3 = \frac{1 - \hat{p}_{13}}{\hat{p}_{13}} \lambda_1$$

and

$$\lambda_3 = \frac{1 - \hat{p}_{23}}{\hat{p}_{23}} \lambda_2$$

or

$$\lambda_3 = \frac{1 - \hat{p}_{23}}{\hat{p}_{23}} \frac{1 - \hat{p}_{12}}{\hat{p}_{12}} \lambda_2$$

That would entail that
which in general will not be the case!

Thus, we have to perform a maximum likelihood estimation (MLE) for the parameters based on the distribution function of the order statistics of the exponential distribution (for a discussion of the problem, the reader is referred to [11]).

Note that to have a solution to the problem we need a sample that does not have \( \hat{p}_{ij} = 0 \) or 1, \( i \neq j \) for any pair of \( i, j \). This approach allows us to rank the athletes and thus make predictions based on the estimated parameters expressed only relative to one of the parameters. It would be simpler if we picked as basis the best or fastest athlete and express all others’ ranks as fractions of that best athlete.

Problems Related to This Approach

Although the approach we presented can yield practical results in all cases where \( \hat{p}_{ij} \neq 0 \) or 1, for \( i \neq j \), there is a series of theoretical problems associated:

- The data set for every pair may not be of the same in size, thus introducing a serious element of imbalance in the significance of the estimators. The effect of sample size should be investigated in order to be aware about the possible shortcomings of the model.
- As the mix of athletes is different in every case, what exactly is the maximum likelihood function? Is the solution of ignoring non-participating athletes a good solution?
- Although the problem of estimation of the maximum likelihood estimators is simple for a small number of observations and athletes, it may become very tedious for larger numbers. The study of these problems is part of our current research.

Non-Independently Distributed Exponential Race Times

A next step is to relax the assumption of independence. This relaxation seems to better fit actual race data as the relative performance of athletes differs to a significant degree depending on the mix of athletes in each race.

Gumbel [10] presented a series of jointly distributed non-independent random variables with negative exponential marginal distributions. One such joint distribution of two random variables \( X_1 \) and \( X_2 \) is defined by the (bivariate) probability density function:

\[
f(x, y) = e^{-(x+y)} \left[ 1 + \alpha (2e^{-x} - 1)(2e^{-y} - 1) \right]
\]
where 
\[-1 \leq \alpha \leq 1\]

Gumbel [9] shows that for this distribution the correlation coefficient is 
\[\rho = \alpha/4.\]

We generalize this distribution for \(m = 1, 2, \ldots\):

\[
f(x_1, x_2, \ldots, x_m) = e^{-\sum_{i=1}^{m} x_i} \left[ 1 + \sum_{i=1}^{m-1} \sum_{j=i+1}^{m} \alpha_{ij} (2e^{-x_i} - 1)(2e^{-x_j} - 1) \right]
\]

(2)

where again we require that 
\[-1 \leq \sum_{i=1}^{m-1} \sum_{j=i+1}^{m} \alpha_{ij} \leq 1\]

We call \(\alpha_{ij} = \alpha_{ji}\) the interaction coefficient factor among athlete \(i\) and athlete \(j\). This distribution offers a useful tool to study races with exactly the same participants. In order to study the broader problem of races with \(m\) athletes from a pool of \(n\) athletes, we can introduce a set of new parameters, the dominance factor \(i, i = 1, 2, \ldots, n\), where \(n\) is the total number of athletes in the pool of athletes. We also define the interaction factor \(\alpha_{ij}\), which expresses the relative interaction among two athletes in general and not in the context of a particular race. For particular races, the factor is scaled to a coefficient taking into account the make-up of the race. Also, let for every race define

\[
\alpha_{ij} = \frac{\delta_{ij}}{\delta^*}
\]

\[\delta^* = \sum_{i=1}^{m-1} \sum_{j=i+1}^{m} \delta_{ij}\]

\[\lambda^* = \prod_{i=1}^{m} \lambda_i\]

Then we can redefine Expression (2) as

\[
f(x_1, x_2, \ldots, x_m) = \lambda^* e^{-\sum_{i=1}^{m} \lambda_i x_i} \left[ 1 + \sum_{i=1}^{m-1} \sum_{j=i+1}^{m} \frac{\delta_{ij}}{\delta^*} (2e^{-\lambda_i x_i} - 1)(2e^{-\lambda_j x_j} - 1) \right]
\]

(3)

Our current research focuses on the study of the order statistics of this distribution, which will enable the application of parameter estimation techniques such as Maximum Likelihood Estimation to determine the relative values of the parameters \(\lambda_i, i = 1, 2, \ldots, n\) and \(\delta_{ij}, i = 1, 2, \ldots, n\) and \(j = 1, 2, \ldots, n\).
Further Steps

In this paper we have stated briefly the problem of multi-contestant races and we presented a formulation of the problem that does not appear in the literature so far.

We explained why the problem is very complex and it requires large sets of data. Existing methods do not allow the estimation of the parameters and new methods, which will necessarily rely on heavy iterative computing algorithms, will have to be developed.

Next steps will include estimation of the parameters for the data-set and further theoretical elaboration of the probability law of the joint distribution of the random variables that were presented.
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