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Abstract

Myeloproliferative Neoplasms (MPN) are blood cancers that appear after acquiring a driver mutation in a hematopoietic stem cell. These hematological malignancies result in the overproduction of mature blood cells and, if not treated, induce a risk of cardiovascular events and thrombosis. Pegylated IFNα is commonly used to treat MPN, but no clear guidelines exist concerning the dose prescribed to patients. We applied a model selection procedure and ran a hierarchical Bayesian inference method to decipher how dose variations impact the response to the therapy. We inferred that IFNα acts on mutated stem cells by inducing their differentiation into progenitor cells, the higher the dose, the higher the effect. We found that when a sufficient (patient-dependent) dose is reached, the treatment can induce a long-term remission. We determined this minimal dose for individuals in a cohort of patients and estimated the most suitable starting dose to give to a new patient to increase the chances of being cured.

1 Introduction

Myeloproliferative Neoplasms (MPN) are malignant hematological pathologies resulting in the overproduction of mature blood cells and the deregulation of hematopoiesis. The disease is often detected belatedly after complications such as thrombosis or cardiovascular events and can progress to acute leukemia. These blood cancers occur following the acquisition of a specific somatic mutation in a hematopoietic stem cell (HSC). The most frequent driver mutation of the MPN disease affects the JAK2 protein (mutation JAK2⁰⁶¹⁷F) that plays a crucial role in cell signaling [32]. Following homologous recombination, homozygous malignant subclones can develop in parallel to heterozygous subclones. Advances in understanding this hematological malignancy are crucial to developing treatments that will lead to disease cure. Interferon alpha (IFNα), a natural inflammatory cytokine that has long been used to treat many diseases, has shown promising results in MPN. Indeed, pegylated IFNα induces a hematological response, i.e., a normalization in blood cell counts, and a molecular response, i.e., a reduction of the number of mutated cells [35, 16].

Understanding and quantifying the impact of this treatment on (mutated) hematopoietic cells is essential for developing personalized medicine. With their potential power to predict cell population dynamics, mathematical models are promising tools to guide clinical decisions [21]. Several mathematical models have been proposed to model the effect of a given treatment against hematological malignancies [27, 28, 25, 6], but none of them study the impact of dose variations during long-term therapies, while in clinical routine, physicians rarely prescribe a constant posology over several years. Instead, they often continuously increase the dose until reaching a maximum tolerated dose (or reaching a sufficient hematological response) and then proceed to a dose de-escalation. Such dosage strategies were observed by Mosca et al. [26]. To study the effect of IFNα on hematopoietic stem cells, Mosca
et al. proposed a hierarchical model they calibrated based on data from a cohort of MPN patients followed over several years. Better molecular responses were obtained in JAK2V617F patients treated on average with higher IFNα doses. However, the model did not account for dose variations over time, and consequently, the minimal IFNα dose to administrate to the patients to improve their chance of getting a long-term molecular remission could not be determined.

Here, we aim to accurately model the changes of posology in IFNα therapy and derive appropriate dose-response relationships. We propose a two-step selection procedure to determine the best model, starting with a very large set of potential models. Considering the high number of models that we choose to compare (225), it is computationally too expensive to estimate the parameters of these models in a hierarchical framework as done in [20]. Therefore, our two-step procedure is designed to first eliminate most models with a coarser but computationally feasible strategy and then conduct a more refined statistical analysis for the few selected models. First, the estimation considers all individuals independently, and models are compared based on the Akaike Information Criterion (AIC). In a second step, we perform a hierarchical Bayesian estimation on a subselection of models to find the best one according to the Deviance Information Criterion (DIC), as defined by Spiegelhalter et al. [29]. Finally, we analyze the selected model to characterize better how the dose impacts the response to the IFNα therapy for MPN patients and to determine for each of them which would be the minimal dose under which a remission might not be reached. In addition, taking advantage of the hierarchical framework that allows us to estimate the population effect, we can determine the most suitable starting IFNα dose for a new MPN patient. Altogether, this work aims to improve clinicians’ decision-making regarding the doses of IFNα to be prescribed, be it for the initial dose or the lower limit when de-escalating the dose.

2 Methods

2.1 Modelling the dose-response to IFNα

2.1.1 Base model

To understand how variations of pegylated IFNα (Pegasys) doses precisely impact mutated HSCs for MPN patients, we extend the model of Mosca et al. [26] that describes the dynamics of mutated hematopoietic cells.

Briefly, this base model considers quiescent HSCs (compartment 1) that can become active at a rate γ, active HSCs (compartment 2) that can return to quiescence at a rate β or be recruited to divide at a rate α. In this latter case, according to the type of division the HSC will encounter, the cell generates 0, 1, or 2 progenitor cells (compartment i). Parameter Δ models the balance between differentiated and symmetrical division; that is, Δ is equal to the probability that an HSC generates two HSCs minus the probability that it generates two progenitor cells. Δ ∈ [−1, 1], and under homeostatic conditions we have Δ = 0. Progenitor cells exit their compartment at rate δi to become, after expansion at a rate κm, mature cells (compartment m). Mature cells are fully differentiated cells that die at a rate δm. In this work, only granulocytes are considered, i.e., we study granulopoiesis. Yet, the model itself remains general and valid for other types of mature hematopoietic cells (depending mainly on the value we set for δm). Other differentiated cells are also produced during hematopoiesis, as for example platelets, erythrocytes, or lymphocytes. Some mathematical models have focused on describing the production of a given mature cell type (megakaryopoiesis [4], erythropoiesis [11], lymphopoiesis [9]) when others have modeled multiple cell lineages [10] [34].

In our case, the hematopoietic dynamics is described by the following system of (linear) ordinary differential equations (ODEs):

\[
\begin{align*}
\frac{dN_1(t)}{dt} &= -\gamma N_1(t) + \beta N_2(t) \\
\frac{dN_2(t)}{dt} &= \gamma N_1(t) + (\alpha - \beta) N_2(t) \\
\frac{dN_i(t)}{dt} &= \alpha (1 - \Delta) \kappa_i N_2(t) - \delta_i N_i(t) \\
\frac{dN_m(t)}{dt} &= \delta_i \kappa_m N_i(t) - \delta_m N_m(t)
\end{align*}
\]

where N1(t), N2(t), Ni(t), and Nm(t) describe respectively the numbers of inactive HSCs, active HSCs, progenitors and mature cells, respectively. To avoid a numerical resolution of these equations, that would result in an additional computational cost when dealing with the parameter estimation
procedure, we derive an analytical solution of this ODE system (see Appendix A.1).

Actually, several genotypes are considered according to whether the cells are wild-type (subscript wt) or have the JAK2 Val617F mutation in one (heterozygous, subscript het) or two (homozygous, subscript hom) alleles. For each genotype, a system of ODEs is derived as presented previously. In terms of notation, corresponding subscripts refer to wt, het, or hom quantities, and superscript * indicates parameters impacted by IFNα. More details of the base model, its simplifications and its parameters to estimate are presented in Appendix A. After such simplifications, Mosca et al. ended up with 7 parameters to estimate.

Furthermore, we also verify the practical identifiability of the model. As highlighted by Duchesne et al. [12], testing the identifiability cannot be avoided if we aim to further use the model for predicting purposes. In Appendix C, we use a classical approach based on model identification from synthetic datasets to verify identifiability.

### 2.1.2 Dose-response relationships

Mosca et al. [26] found that IFNα might increase the exit of quiescence of homozygous and heterozygous HSCs, and increase their propensity to differentiate into progenitors. In other terms, a potential dose effect was identified on parameters ∆het, ∆hom, γhet and γhom. In their base model, following the idea from Michor et al. [25], it was only considered that the treatment acted by modifying parameters values from the start of the therapy, without considering further variations of posology, which corresponds to a constant dose-response relationship. However, patients under therapy generally undergo many variations of dosage, and sometimes even temporary treatment interruptions (as we can see, for example, in Fig. [1]). To describe the effect of IFNα on MPN patients more precisely, we should incorporate these variations of posology as model inputs and derive appropriate dose-response relationships. For that purpose, we introduce the variable \( d(t) \in [0, 1] \) which describes the weekly IFNα dose at time \( t \) (\( t = 0 \) corresponds to the start of the therapy) normalized by the maximal observed dose (equal to 180 μg/week). \( \Delta_{het}^{*}, \Delta_{hom}^{*}, \gamma_{het}^{*} \) and \( \gamma_{hom}^{*} \) are now functions of the variable \( d \) - a model input - and no longer parameters. We make the distinction between functions and parameters by using the bar notation, corresponding subscripts refer to wt, het, or hom quantities, and superscript * indicates mutation in one (heterozygous, subscript het) or two (homozygous, subscript hom) alleles. For each genotype, a system of ODEs is derived as presented previously. In terms of dose at time

\[
\bar{\Delta} = \frac{-2}{1 + e^{-\Delta_{het}^{*}d}} + 1,
\]

Then, we get \( \bar{\Delta}_{het}(d = 0) = \Delta_{het} \); that is, we study the possibility that mutated JAK2 Val617F HSCs naturally invade the stem cell pool (assuming \( \Delta_{het} > 0 \)) in the absence of treatment, as evidenced in [26, 33]. In eq. (2) and (4) on the opposite, we explicitly force \( \Delta_{het} \) to be equal to zero, as done in [26], with thus one less degree of freedom. We must have \( \forall d \in [0, 1], \bar{\Delta}_{het}(d) \in [-1, 1] \). This condition is ensured by a proper choice of prior distributions (more precisely, by the choice of the lower and upper bound for the support of the prior distributions) in the case of the constant, linear,
and affine relations and is automatically verified in both sigmoid relations.

For $\bar{\gamma}_{\text{het}}^*$ (and equivalently for $\bar{\gamma}_{\text{hom}}^*$) that models the quiescence exit of mutated HSCs, in addition to the constant relationship $\bar{\gamma}_{\text{het}}^*: d \mapsto \gamma_{\text{het}}^*$ used in the base model, we consider an affine relation:

$$\bar{\gamma}_{\text{het}}^*: d \mapsto \gamma_{\text{het}}^* \cdot d + \gamma_{\text{het}},$$  \hspace{1cm} (6)

and an inverse relation:

$$\bar{\gamma}_{\text{het}}^*: d \mapsto \frac{1}{\gamma_{\text{het}}^* \cdot d + 1/\gamma_{\text{het}}},$$  \hspace{1cm} (7)

which corresponds to an affine relation for the inverse of $\bar{\gamma}_{\text{het}}^*$. Actually, there is no particular reason for preferring the parameter $\gamma$, which corresponds to a quiescence exit rate, to its inverse $\tau = 1/\gamma$, that would correspond to an average time of quiescence exit.

Following Mosca et al. [26], we consider that $\bar{\gamma}_{\text{het}}(d = 0) = \gamma_{\text{het}} = 1/300 \text{[days}^{-1}]$, and thus, we do not study linear relations as we do for $\bar{\Delta}_{\text{het}}^*$. Here again, proper prior distributions are chosen to ensure that $d \mapsto \bar{\gamma}_{\text{het}}^*(d)$ is a decreasing and positive function.

Many other dose-response relationships could have been studied, as done for example in [5], but since we combine the dose-response relationships for four different parameters in our dynamic model, it would result in a very large set of models to calibrate. Thus, we have chosen to restrict ourselves to some standard relations.

### 2.2 Two-step model selection procedure

#### 2.2.1 Selection based on AIC

Given the dose-response relationships in §2.1.2, we end up with a large set of different mathematical models to compare. Indeed, we study 5 relations for $\bar{\Delta}_{\text{het}}^*$ and $\bar{\Delta}_{\text{hom}}^*$, and 3 for $\bar{\gamma}_{\text{het}}^*$ and $\bar{\gamma}_{\text{hom}}^*$. Since it would be possible to have different dose-response relationships according to the genotype (het or hom), we end up with $5^2 \times 3^2 = 225$ models to compare. For $j \in \{1, \cdots, 225\}$, model $j$ ($M_j$) corresponds to the dynamic model (described by three independent ODE systems [1], one for each genotype) with a particular combination of dose-response relationships for the four previous parameters. In a first approach, given the large number of models we want to compare, we first use a coarse but quick method based on the Akaike Information Criterion (AIC) [1, 7], to compare the different models. In a first approach, given the large number of models we want to compare, we first use a coarse but quick method based on the Akaike Information Criterion (AIC) [1, 7], to compare the different models.

In a first approach, given the large number of models we want to compare, we first use a coarse but quick method based on the Akaike Information Criterion (AIC) [1, 7], to compare the different models. In a first approach, given the large number of models we want to compare, we first use a coarse but quick method based on the Akaike Information Criterion (AIC) [1, 7], to compare the different models. In a first approach, given the large number of models we want to compare, we first use a coarse but quick method based on the Akaike Information Criterion (AIC) [1, 7], to compare the different models. In a first approach, given the large number of models we want to compare, we first use a coarse but quick method based on the Akaike Information Criterion (AIC) [1, 7], to compare the different models.

For each patient $i$ and model $j$, we compute an AIC (Fig. 1):

$$AIC_{i,j} = -2 \log(L_{i,j}) + 2k_j$$  \hspace{1cm} (8)

with $L_{i,j}$ the maximum of likelihood and $k_j$ the number of parameters to estimate with model $j$. To note that we could also have used the Bayesian Information Criterion [15], which would have led, in our case, to the same conclusions. The statistical model used for expressing the likelihood is the same as in the base model (see Appendix [3]). The maximum of the likelihood is computed using the CMA-ES (Covariance Matrix Adaptation - Evolution Strategy) algorithm [18]. The CMA-ES algorithm is a stochastic method for optimization that gives good results in a wide range of problems, including problems that are non-linear, non-separable and in high dimension [17]. Briefly, this algorithm searches for the maximum of a function (here, the likelihood) over generations. At each generation, a sample of $\lambda$ individuals (i.e. parameter vectors) is generated, according to a multidimensional normal distribution whose mean and variance-covariance matrix is computed from the selected individuals of the previous generation. Among these $\lambda$ offsprings, $\mu$ of them are selected (those which give the highest values for the likelihood) and are used for the next generation. It continues until convergence.

Finally, to compare how the different models perform on the whole cohort, we compute a global AIC (Fig. D.2) that sums the contribution of all patients:

$$AIC_j = \sum_{1 \leq i \leq N} AIC_{i,j}$$  \hspace{1cm} (9)
It corresponds to the likelihood of a model considering all the patients altogether but as independent observations and with independent individual parameters. Based on this global criterion, we can sort the different models and select the ones that give the best results (i.e. the smaller values for the global AIC).

2.2.2 Model selection based on a hierarchical Bayesian estimation

One drawback with the statistical model upon which criterion [9] is built is that all patients are considered independently. No population effect is considered, with a risk of overfitting [23]. Therefore, in a second step, we apply a hierarchical Bayesian estimation method to infer the distributions of the parameters for each patient as well as population parameters (referred to as hyper-parameters). Besides, compared to standard Bayesian methods, hierarchical models tend to improve the robustness of the estimations by reducing variance between individuals [13, 23]. Briefly, if we consider a population \( P = \{1, \cdots, N\} \) of \( N \) patients, whose hematopoietic dynamics are described according to model \( M_j, \theta = \{\theta^{(i)}\}_{i \in P} \) denotes the set of all patient parameters with:

\[
\begin{align*}
\theta^{(1)} &= (\theta_1^{(1)}, \cdots, \theta_P^{(1)}) \\
& \vdots \\
\theta^{(N)} &= (\theta_1^{(N)}, \cdots, \theta_P^{(N)})
\end{align*}
\]

where \( P \) is the number of parameters to estimate for model \( M_j \). With the hierarchical inference method, instead of estimating each \( \theta^{(i)} \) independently, we assume that all individual parameter vectors are realizations of the same random variable of unknown distribution in a statistical model. Thus, the hierarchical model (also known as random-effect model) can account for inter-individual variability but also similarity between patients. In practice, we consider here:

\[
\forall i \in P, \forall k \in \{1, \cdots, P\}, \theta_k^{(i)} \mid \tau_k, \sigma_k^2 \sim \mathcal{N}_{c,k} \left( \tau_k, \sigma_k^2 \right) \tag{10}
\]

where the population distribution for each component is a truncated Gaussian distribution \( \mathcal{N}_{c,k} \) (over a range that depends on the considered parameter \( k \)), and \( \tau = (\tau_1, \cdots, \tau_P) \) and \( \sigma^2 = (\sigma_1^2, \cdots, \sigma_P^2) \) are the hyper-parameters.

We can thus estimate the joint posterior distributions of \( \theta \) and hyper-parameters \( \tau \) and \( \sigma^2 \) (as done for the base model in [26] and detailed in Appendix C.2):

\[
P \left[ \theta, \tau, \sigma^2 \mid D \right] \propto P \left[ D \mid \theta^{(1)}, \cdots, \theta^{(N)}, \tau, \sigma^2 \right] P \left[ \theta^{(1)}, \cdots, \theta^{(N)}, \tau, \sigma^2 \right] \propto \prod_{i \in P} \left( P \left[ D_i \mid \theta^{(i)} \right] \right) \left( P \left[ \theta^{(i)} \mid \tau, \sigma^2 \right] \right) \left( P \left[ \tau \right] P \left[ \sigma^2 \right] \right) \tag{11}
\]

Then, we sample from the posterior distribution using a Markov Chain Monte Carlo (MCMC) method, namely the Metropolis-Hastings within Gibbs algorithm [19, 14]. Conditionally on the hyper-parameters, patients are independent and their parameters can be sampled using a standard Metropolis-Hastings scheme. When increasing the parameter space dimension, the Metropolis-Hastings algorithm can become inefficient: too many iterations might be required to reach convergence. Indeed, the algorithm relies on the choice of a proposal, usually a multivariate distribution whose covariance matrix \( \Sigma_i \) (related to patient \( i \)) has to be finely tuned before running the algorithm, to get proper acceptance rates. Adaptive algorithms [2] can be used to circumvent this difficulty. Here, we adopt another approach and choose for \( \Sigma_i \) the covariance matrix (up to a multiplication factor) learnt from the CMA-ES algorithm. The rationale behind this approach is that learning the covariance matrix in CMA-ES is analogous to learning the inverse Hessian matrix in a quasi-Newton method [18]. Concerning the hyper-parameters, they are sampled using the Gibbs method, that consists in sampling from the marginal conditional posterior distribution of the hyper-parameters. Details of the calculations are presented in Appendix C.2. Model calibration was achieved by implementing the previous methods in Julia programming language. The framework used for parameter estimation (and that can be used for a wide range of problems) is available at:

https://gitlab-research.centralesupelec.fr/2012hermangeg/bayesian-inference
Because of the high computational cost of the hierarchical inference method, we only use it for the comparison of a limited number of models: the base model and those that we first selected based on the AIC.

After running the parameter estimation procedure until convergence, we compute the Deviance Information Criterion (DIC) of each model to select the best one \[29\] (Tab. 1). For model \( M_j \), DIC \(_j\) is defined by:

\[
DIC_j = D(E[\theta|\mathcal{D}, M_j]) + 2p_D,
\]

With the deviance defined by \( D(\theta) = -2 \log \{ P(\mathcal{D}|\theta, M_j) \} \) and \( p_D \), the effective number of parameters defined, following Gelman et al. \[13\], by \( p_D = 0.5V[D(\theta)] \). Finally, we select the model with the lowest DIC value.

### 2.3 Inferring the impact of IFN\( \alpha \) and determining its minimal dose in MPN

Once we have run our model selection procedure and selected the best model (that is, the most appropriate dose-response relationships for \( \Delta^*_\text{het}, \Delta^*_\text{hom}, \gamma^*_\text{het} \) and \( \gamma^*_\text{hom} \)), we can analyze the results of this procedure in more details (section 3.1). We can study if heterozygous and homozygous malignant clones respond differently to variations of IFN\( \alpha \) doses. Indeed, our method allows the comparison of models with dose-response relationships that might be different depending on the genotype, following Tong et al. \[30\] who suggested that heterozygous HSCs might respond to IFN\( \alpha \) differently from homozygous cells. Besides, for the best model (that we now denote by \( \mathcal{M} \)), we can compare the posterior distributions of our hyper-parameters \( \tau = (\tau_1, \cdots, \tau_P) \) and study how they differ between heterozygous or homozygous cells (Fig. 2).

Moreover, from the results of model \( \mathcal{M} \) calibration, we can study how the patients individually respond to the treatment (section 3.2). We can first compare the posterior distributions of their individual parameters (Fig. 3). Then, by sampling from these distributions using a Monte-Carlo method, we can propagate the uncertainty from the input parameters to the output of the models (that is, the dynamics of the CF in each hematopoietic compartment), and display the inferred dynamics and a 95% credibility interval for each patient (Fig. 4).

More interestingly, we can study for each patient how \( \Delta^*_\text{het} \) and \( \Delta^*_\text{hom} \) depend on the IFN\( \alpha \) dose \( d \) (section 3.3). \( \Delta^*_\text{het} \) and \( \Delta^*_\text{hom} \) are actually key quantities of our model. Indeed, a molecular remission can only be achieved if negative values are reached for both quantities, meaning, according to our model, that \( JAK2^{617F} \) HSCs will encounter more differentiated divisions than self-renewal ones, leading to a depletion of the mutant stem cell pool. Since IFN\( \alpha \) might potentially induce some side effects, notably major depression \[24, 31\], it would be a key progress in therapy to know the minimal dose that is necessary and sufficient to eliminate the malignant clones, i.e., such that \( \Delta^*_\text{het} \) and \( \Delta^*_\text{hom} \) are negative.

A too high dose might increase the toxicity of the therapy when a too low dose might not be able to induce a (major) molecular response for the patient. Thus, we introduce \( d^{(i)}_{\text{min}} \) as the minimal value of dose \( d \), for patient \( i \), such that \( P_{\text{rem}}(d) > 95\% \) with:

\[
P_{\text{rem}}(d) = P[\Delta^*_\text{het}(d) < 0, \Delta^*_\text{hom}(d) < 0 | \mathcal{M}, \mathcal{D}]
\]

By computing this quantity, we can estimate for each patient of our cohort the lower limit of IFN\( \alpha \) dose to be given (Fig. 7). Since these patients are still under treatment, this information might be helpful for clinicians.

One advantage of the hierarchical Bayesian framework is that we do not only estimate individual parameters, but we also infer a population effect. Assuming that the patients from our cohort are representative of the population of MPN patients, especially regarding the range of IFN\( \alpha \) doses that were given, we can consider that the population effect we inferred (through the estimation of the posterior distribution of the hyper-parameters) can be generalized for other MPN patients outside our cohort. More precisely, we assumed that the individual model parameters \( \theta_k^{(i)} \) (parameter \( k \), patient \( i \in \{1, \cdots, N\} \)) followed a (truncated) Gaussian distribution \[10\] of mean and variance \( \tau_k \) and \( \sigma_k^2 \) respectively: \( \theta_k^{(i)} \sim \mathcal{N}_{c,k}(\tau_k, \sigma_k^2) \), where \( \tau_k \) and \( \sigma_k^2 \) were hyper-parameters to be estimated and for
which we had only vague priors. After the estimation on data $D$, we get the posterior distribution of $\tau_k$ and $\sigma_k^2$, such that we can update our knowledge at the population level. For a new patient $N + 1$, we can now consider as new prior:

$$\theta_k^{(N+1)} \sim N_{c,k} \left( E[\tau_k|D], E[\sigma_k^2|D] \right)$$

By sampling from the previous distribution we can infer the general (that is, at the population level) dose-response relationships for $\Delta^*_{het}$ and $\Delta^*_{hom}$ (section 3.4, Fig. 8) and estimate the minimal dose $d_{\text{min}}$ that should be given to a new patient having either heterozygous, or homozygous, or both mutated HSCs (and prior to any other relevant medical information or clinical observations) to maximize his chances of getting a long-term molecular remission (Fig. 9). We can also evaluate, for increasing posologies, the proportion of patients that might be ultimately cured, and confront our results to standard dose escalation strategies starting from 45 $\mu$g/week up to 135 $\mu$g/week [22, 35, 16, 3].

3 Results

3.1 Differences between genotypes: from the model selection procedure to the analysis of hyper-parameter posterior distributions

To better decipher how IFN$\alpha$ impacts the dynamics of mutated HSCs in MPN patients, and particularly understand its impact depending on the genotype (het vs hom), we apply our two-step model selection procedure.

We first compute the AIC (eq. 8) for each model and each patient. Results are displayed in Figure 1. For almost all patients, the base model is improved by considering more complex dose-response relationships than the constant ones.

$$\text{AIC}_j = -2 \ln L_j + 2k$$

$$L_j = P(D_j|\theta_j)$$

$$k = \text{number of parameters}$$

Actually, the best model for a given patient is not necessarily the best one for another. Therefore, to compare the different models on the whole cohort, we compute the global AIC (eq. 9). Results are displayed in Fig. D.2. Three models (presented in Tab. 1) stand out with a global AIC around 2,000 when the global AIC of the base model is about 2,700.

For each of them (as well as for the base model), we run a hierarchical Bayesian estimation procedure and compute the DIC value (see eq. 12). Results are presented in Table 1. Both AIC and DIC are in agreement and lead us to select the model with a constant dose-effect relationship for both $\gamma^*_{het}$ and $\gamma^*_{hom}$ (same as in the base model) and an affine sigmoid (eq. 5) relation for both $\Delta^*_{het}$ and $\Delta^*_{hom}$.

Interestingly, the results of this model selection procedure suggest that IFN$\alpha$ has a similar mechanism of action against heterozygous and homozygous malignant subclones, because we end up with dose-response relationships that do not depend on the genotype. By comparing in Fig. 2 the posterior distributions of hyper-parameters $\tau = (\tau_1, \ldots, \tau_P)$, which corresponds to the means of the population distributions (10) associated to $1/\gamma^*_{hom}$ and $1/\gamma^*_{het}$ (related to quiescence exit), $\Delta_{hom}(0)$ and $\Delta_{het}(0)$ (related to the initial propensity of mutated HSCs to invade the stem cell pool), and $\Delta_{het}$ and $\Delta_{hom}$.
Table 1: Best models based on AIC and DIC criteria and comparison with the base model (constant dose-response relationships).

| $\Delta^*_\text{hom}$ | $\Delta^*_\text{het}$ | $\gamma^*_\text{hom}$ | $\gamma^*_\text{het}$ | global AIC | DIC |
|------------------------|------------------------|------------------------|------------------------|-------------|-----|
| affine sigmoid          | affine sigmoid          | constant               | constant               | 2,016       | 2,292 |
| affine sigmoid          | affine                 | constant               | constant               | 2,040       | 2,423 |
| affine sigmoid          | affine                 | constant               | constant               | 2,060       | 2,309 |
| constant                | constant               | constant               | constant               | 2,659       | 2,878 |

(related to the slope of the decreasing self-renewal capacity over IFNα dose), we find that the magnitude of the response to IFNα differs between heterozygous and homozygous mutated cells. As already evidenced by Mosca et al. [26], overall, the quiescence exit under IFNα is increased in homozygous subclones compared to in heterozygous ones (Fig. 2 left). At the population level, the dose-related response concerning the differentiation of HSCs into progenitor cells does not significantly differ between genotypes (Fig. 2 right). Finally, we find a higher propensity of homozygous mutated cells to encounter self-renewal divisions, compared to heterozygous HSCs (Fig. 2 middle). This result is biologically consistent since homozygous HSCs present the mutation on two alleles so that the selective advantage conferred by the mutation $JAK2^{V617F}$ should be increased compared to heterozygous HSCs.

![Image of Table 1 and Figures 2 and 3](image)

3.2 Individual responses to the therapy

In the selected model $\mathcal{M}$, variations of IFNα impact $\Delta^*_\text{het}$ and $\Delta^*_\text{hom}$ through the affine sigmoid relationship (5) which involves two parameters: the initial value $\Delta$ (without IFNα, that we also write for clarity: $\Delta(0)$) and $\Delta^*$ that can be interpreted as a slope for the dose-response relationship. The posterior distributions of these parameters, both for heterozygous and homozygous malignant subclones, have been estimated for each patient, as well as a population effect through our hierarchical Bayesian inference framework. Those distributions are displayed in Fig. 3. Note that not all patients in our cohort present homozygous HSCs. We observe some inter-individual heterogeneity; patients respond differently to the therapy as already evidenced by Mosca et al. [26]. The inferred population effect, described by a (truncated) Normal law (see eq. 10) with (posterior) mean $E[\tau|\mathcal{D}]$ and variance $E[\sigma^2|\mathcal{D}]$, is also displayed in Fig. 3. The estimations for the other parameters involved in model $\mathcal{M}$ are presented in Fig. E.3.

Then, for each patient, by sampling from his posterior distribution using a Monte-Carlo method, we propagate the uncertainties from the parameters to the model output and display the hematopoietic dynamics over the treatment. Figure 4 presents three examples when Fig. E.2 presents all dynamics. Compared to the previous results from Mosca et al., it is interesting to observe that some late data points (at about 2,000 days for patients #20, 25, and 32), that were previously considered as outliers,
Figure 3: Posterior distributions of the parameters involved in the dose-response relationships of $\Delta^*_\text{hom}$ (left) and $\Delta^*_\text{het}$ (right) estimated for each patient. HP indicates the population distribution, described by a (truncated) Gaussian distribution $\mathcal{N}^{10}$ with mean $E[\tau|D]$ and variance $E[\sigma^2|D]$. At the top, we display the distributions for parameter $\Delta^*$ that can be seen as the slope in the affine sigmoid relationships $\mathcal{N}^5$, and at the bottom the initial propensity of the mutated cells to invade the stem cell pool ($\Delta(0)$). For parameters related to homozygous cells, only patients that exhibit homozygous clones are presented. Horizontal lines indicate mean values.

are now with our improved model the reflect of a decrease of the dosage (or even a treatment interruption) and the sign of a relapse. Such results indicate that the dosage should not be decreased in a too large extent.
Figure 4: Examples of inferred dynamics and comparison to the data. Black lines correspond to the inferred VAF in mature cells. Blue and green lines correspond to the inferred CF in homozygous and heterozygous progenitor cells, respectively. The dots, triangles and squares are the experimental data values. The shaded areas represent 95% credibility intervals. The shaded beige areas correspond to the dose of IFNα received over time.

3.3 Estimating individual minimal doses

From the estimation results, we see that MPN patients differently respond to the treatment, and that, there is a risk of relapse if the dose of IFNα is decreased. In the selected model $\mathcal{M}$, the relapse is explained by the fact that decreasing dose $d$ also increases the propensity of mutated HSCs to invade the stem cell pool, i.e., $\Delta^*$ is a decreasing function of $d$. In Fig. 5, we display for all patients the estimated dose-response relationships $\bar{\Delta}_{\text{het}}^*$ and $\bar{\Delta}_{\text{hom}}^*$ (for the latter, only if the patient has homozygous subclones) by taking, for the parameters involved in both relations, the means of the posterior distributions for $\Delta_{\text{het}}(0)$, $\Delta_{\text{hom}}(0)$, $\Delta_{\text{het}}^*$ and $\Delta_{\text{hom}}^*$.

Figure 5: Dose-response relationships for $\bar{\Delta}_{\text{het}}^*$ (green) and $\bar{\Delta}_{\text{hom}}^*$ (blue) as function of the weekly IFNα dose $d$. Each curve represents a patient. Extremities of the curves correspond to the minimum and maximum dose they received over the treatment. Points and triangles respectively refer to the value of $\bar{\Delta}_{\text{het}}^*$ and $\bar{\Delta}_{\text{hom}}^*$ at the averaged dosage received over the 450 first days of therapy by the patient.

Since $\Delta_{\text{het}}^*(0) > 0$ and $\Delta^*$ is a decreasing function of $d$, there is, for each heterozygous patient (without homozygous HSCs), a dose $d'$ such that $\Delta_{\text{het}}^*(d') = 0$ and $\Delta_{\text{het}}^*(d) > 0$ for $d < d'$ (and we naturally extend the definition of $d'$ in the case of patients having simultaneously homozygous and heterozygous HSCs). Since we obtain the (posterior) distributions of parameters, we can give the credibility intervals of the dose-response relationships to illustrate their uncertainty, as displayed for example in Fig. 5(left) for patient #32. In particular, $d'$ cannot be known for sure, but we can estimate for all possible doses $d$ the probability of remission $P_{\text{rem}}(d)$ (see eq. 13), which is also equal to
\( P_{\text{rem}}(d) = P[d > d'] \). Such probability is displayed for patient \#32 in Figure 6 (right side). We define the minimal IFN\( \alpha \) dose for a patient \( i \) by \( d_{\min}^{(i)} \) such that \( P_{\text{rem}}(d_{\min}^{(i)}) = 0.95 \). For patient \#32, this minimal dose is estimated to 72 \( \mu \text{g/week} \).

Figure 6: On the left, dose-response relationships of \( \bar{\Delta}_{\text{het}}^{*} \) and \( \bar{\Delta}_{\text{hom}}^{*} \) for patient \#32 along with 95% credibility intervals. On the right, probability of remission \( P_{\text{rem}} \) as a function of the dose. Red dashed lines indicate the dose above which there is a 95% chance of getting a remission, which is \( d_{\min}^{(i)} = 72 \, \mu \text{g/week} \) for patient \( i := 32 \).

The minimal dose can then be computed for each patient of our cohort (Fig. 7), similarly to what was presented for patient \#32. Our results can then be used as guidelines for the clinicians: notably to discourage an abrupt dose de-escalation or a decrease of the IFN\( \alpha \) dose for a given patient under the estimated lower limit, since it would increase the risk of relapse.
Figure 7: Estimation of the minimal dose that should be given to each patient. The x-axis indicates a dose de-escalation, from 135 µg/week (left) to 0 µg/week (right). Decreasing the dose also decreases the probability of remission. Vertical black lines indicate the minimal estimated IFNα dose $d_{\text{min}}^{(i)}$ that should be given to patient $i$ such that there is a 95% chance of getting a long-term molecular remission.
3.4 Determining an initial treatment dose

In the previous section, we computed for all patients of our observational cohort a personalized minimal IFNα dose, both necessary and sufficient to get a long-term remission. Besides, owing to the hierarchical Bayesian framework, the inference is not only at the individual level, but also at the population level.

For a new patient, we can now consider, as prior distributions for his model parameters, (truncated) Gaussian distributions of means and variances the estimated posterior means of the corresponding hyper-parameters. This new prior can be used a priori, before having any observation for this patient, and can help determining a suitable starting dose. By sampling from these new prior distributions, we can determine the prior behavior of $\Delta^*_\text{het}$ and $\Delta^*_\text{hom}$ according to the dose (Figure 8 left and right respectively).

![Figure 8: Prior dose-response relationships of $\Delta^*_\text{het}$ (left) and $\Delta^*_\text{hom}$ (right) for new patients (based on the estimation made from our cohort). Lines indicate the median values, shaded areas indicate 95% credibility intervals. The black dashed horizontal line indicate $\Delta^* = 0$. Below this limit, the treatment induces a long-term remission, according to our model.]

Then, we can compute the probability of long-term remission, as a function of the dose, by considering a patient having only heterozygous, only homozygous, or both malignant subclones (Fig. 9). For a population of patients having both homozygous and heterozygous $JAK2^{V617F}$ HSCs, we estimate that a starting dose of 45 µg/week might lead to a long-term remission in 86% of the cases. Our results suggest that the minimal initial dose such that 95% of the patients would reach a remission, should be equal to 71 µg/week.
Figure 9: For a new JAK2^V617F patient, probability of having a long-term remission as a function of the initial posology. We distinguish cases where the patients only have homozygous HSCs (blue), only heterozygous HSCs (green) or both (black). The vertical dashed line indicate the initial dose used in clinical trials [35, 22].

4 Discussion

To determine the minimal dose in IFNα therapy against MPN, we proposed a method combining mathematical modelling, model selection, and hierarchical Bayesian inference. We extended the model of Mosca et al. [26] to take into account the variations of posology along treatment. We proposed several alternative models and used a two-step model selection procedure: first, we discarded most models based on the AIC, then we applied a hierarchical Bayesian inference method to calibrate the remaining models. We selected the best performing model according to the DIC. Finally, we thoroughly analyzed the results obtained for the selected model. Data used for the calibration came from 19 JAK2^V617F patients. In agreement with [26], our results suggest that IFNα increases the quiescence exit of mutated HSCs, especially the homozygous ones, but we found no evidence suggesting that this response may be sensitive to variations of dosage along therapy. A possible explanation could be that homozygous HSCs exit quiescence at the beginning of the therapy and then no longer return to this state. The identified major mechanism of action by which the stem cell pool is depleted is HSCs differentiation. IFNα may increase the propensity of mutated HSCs to differentiate into progenitor cells as the dose increases. This mechanism of action would not differ according to the genotype, in agreement with results from [26], but contrary to the finding of Tong et al. [30], who showed using single-cell RNA-seq technique, that homozygous cells are quiescent while heterozygous cells undergo apoptosis in IFNo-treated patients. When a minimal dose is reached, mutated HSCs face more differentiated than self-renewal divisions; long-term remission can be obtained. We estimated this minimal dose necessary and sufficient to ultimately deplete the malignant clones for all individuals in our cohort. Our data discourage de-escalating the dose, during therapy, below this lower limit. Our model never recommends a treatment interruption since it would result in a relapse. Indeed, we estimated that mutated HSCs have an initial propensity of invading the stem cell pool, a necessary condition for the expansion of the malignant clone and the appearance of the MPN symptoms, as described in [20, 33]. Then, in the absence of IFNo, even a tiny fraction of mutated cells (that always remain with our deterministic model) would further expand. However, when the number of mutated HSCs becomes very small, our deterministic model is no longer suitable since stochastic effects predominate. It could be taken into account by extending the model. According to our estimations, the selective advantage of homozygous cells is higher than that of heterozygous cells, meaning that homozygous HSCs encounter on average more self-renewal divisions than heterozygous ones. This result is biologically consistent with homozygous HSCs having the mutation JAK2^V617F on both alleles, increasing its effect. With our hierarchical Bayesian framework, we inferred a population effect and estimated the minimal
dose for all individuals of our cohort and determine the most suitable initial posology to prescribe to a new patient. We estimated that an initial dose of 45 µg/week, classically used in clinical trials, should only induce a long-term remission in 86% of the cases, and we advocate instead to start at about 70 µg/week. A dose escalation remains relevant. Even if we predict a remission with a low dose, it might only be reached in a very long time, and increasing the dose would improve the response to the therapy. Besides, clinicians rarely treat at low doses (e.g. 45 µg/week) during a long time, but rather rapidly increase the posology up to 90 or 135 µg/week, to achieve hematological responses. Of course, in clinical routine, physicians also have to consider additional constraints, such as the occurrence of side effects, mainly depression. The occurrence of side effects might force the clinician to decrease the posology or even temporarily interrupt the therapy. To extend this work, we aim to apply optimal control methods to study stop-and-go strategies and determine the period during which the treatment might be interrupted. Since we are dealing with long-term therapies, it might be relevant to interrupt them regularly, when a sufficiently low CF is reached (for which the risk of severe disorders is limited for the patient), and restart them when the CF increases again and before the reappearance of MPN symptoms. Such strategies would avoid treating a patient continuously over many years and might also prevent the development of malignant subclones that could acquire resistance to the treatment. Our work could also be extended for predicting purposes. The posterior distribution of the hyper-parameters (related to the population distributions of the model parameters) could now be used as prior for new individuals. Using data assimilation techniques, we could predict the response to the therapy for new patients and refine our prognostic based on new observations. This work would also entail studying the choice of the population distributions (here independent truncated Gaussian laws) in more detail and also evaluate the relevance of introducing a dependency between our hyper-parameters.

To conclude, the proposed mathematical approach, used to determine a minimal dose to prescribe, remains general and can be applied in a wide range of problems. Our method illustrates how a model selection procedure can help decipher the mechanism of action of treatment and the potential of hierarchical Bayesian statistics, both for increasing the robustness of the estimations made on an observed cohort of individuals and generalizing results to new patients.
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Appendix

The base model from Mosca et al. [26] that we extend in this work is presented in the Appendix A. We derive an analytical solution for this model in § A.1 and show its practical identifiability in Appendix C. The data used for this work are presented in B. Our inference method is detailed in § C.2. Additional results of our two-step model selection procedure are presented in Appendix D, and finally, Appendix E details the results we get for the selected model.

A Details of the base model

In the base model, as presented in brief in § 2.1.1 and detailed in Mosca et al. [26], we consider three populations of hematopoietic cells: wild-type (wt), heterozygous (het), or homozygous (hom). The cell quantities of each population follow the following ODE system (here, we do not make precise the cell genotype):

\[
\begin{align*}
\frac{dN_1(t)}{dt} &= -\gamma N_1(t) + \beta N_2(t) \\
\frac{dN_2(t)}{dt} &= \gamma N_1(t) + (\alpha \Delta - \beta) N_2(t) \\
\frac{dN_i(t)}{dt} &= \alpha (1 - \Delta) \kappa_i N_2(t) - \delta_i N_i(t) \\
\frac{dN_m(t)}{dt} &= \delta_i \kappa_m N_i(t) - \delta_m N_m(t)
\end{align*}
\]

with \( \alpha, \beta, \gamma, \kappa_i, \kappa_m, \delta_i, \delta_m > 0 \) and \( \Delta \in [-1, 1] \).

As presented in the next section, we can derive an analytical solution and thus avoid solving this system numerically.

A.1 Analytical solution for the base model

A.1.1 Solution for HSC compartments

The two first equations can be written in a matrix form:

\[
\frac{dN(t)}{dt} = AN(t)
\]

(A.1)

with \( N(t) := (N_1(t), N_2(t))^t \) and:

\[
A = \begin{pmatrix}
-\gamma & \beta \\
\gamma & -\beta + \alpha \Delta
\end{pmatrix}
\]

The characteristic polynomial of \( A \) is:

\[
p_A(X) = X^2 - \text{tr}(A)X + \det(A) = X^2 + (\gamma + \beta - \alpha \Delta)X - \gamma \alpha \Delta
\]

The eigenvectors of \( A \) are the polynomial roots of \( p_A(X) \). Its discriminant is:

\[
D = (\gamma + \beta - \alpha \Delta)^2 + 4\gamma \alpha \Delta
\]

(A.2)

Potentially, we should distinguish cases according to the sign of \( D \), but it is possible to show that \( D > 0 \) (see section A.1.2). Then, the two eigenvalues are distinct real numbers:

\[
\lambda_{\pm} = \frac{-(\gamma + \beta - \alpha \Delta) \pm \sqrt{D}}{2}
\]

with their associated eigenvectors \( P_{\pm} \):

\[
P_{\pm} = \begin{pmatrix}
1, \frac{\lambda_{\pm} + \gamma}{\beta}
\end{pmatrix}
\]

Let \( P = (P_+, P_-) \) and \( D \) be the diagonal matrix, we get:

\[
D = \begin{pmatrix}
\lambda_+ & 0 \\
0 & \lambda_-
\end{pmatrix}
\]

19
\[
P = \begin{pmatrix}
\frac{1}{\lambda_1+\gamma} & 1 \\
\frac{-\lambda_2+\gamma}{\beta} & 1
\end{pmatrix}
\]

\[
P^{-1} = \frac{-\beta}{\sqrt{D}} \begin{pmatrix}
\frac{-\lambda_2+\gamma}{\beta} & 1 \\
\frac{\lambda_1+\gamma}{\beta} & -1
\end{pmatrix}
\]

We have \( A = PDP^{-1} \). Then, system \((A.1)\) is equivalent to:

\[
N(t) = Pe^{Dt}P^{-1}N(0)
\]

\[
= \begin{pmatrix}
\frac{1}{\lambda_1+\gamma} & 1 \\
\frac{-\lambda_2+\gamma}{\beta} & 1
\end{pmatrix} \begin{pmatrix} e^{\lambda_1 t} & 0 \\
0 & e^{\lambda_2 t} \end{pmatrix} \frac{-\beta}{\sqrt{D}} \begin{pmatrix}
\frac{-\lambda_2+\gamma}{\beta} & 1 \\
\frac{\lambda_1+\gamma}{\beta} & -1
\end{pmatrix} N(0)
\]

\[
= \frac{-\beta}{\sqrt{D}} \begin{pmatrix}
\frac{-\lambda_2+\gamma}{\beta} & 1 \\
\frac{\lambda_1+\gamma}{\beta} & 1
\end{pmatrix} \begin{pmatrix} e^{\lambda_1 t} & e^{\lambda_2 t} \\
e^{\lambda_1 t} & e^{\lambda_2 t} \end{pmatrix} \begin{pmatrix} e^{\lambda_1 t} & 0 \\
0 & e^{\lambda_2 t} \end{pmatrix} N(0)
\]

Finally, the solutions of \((A.1)\) are:

\[
N_1(t) = -\frac{\beta}{\sqrt{D}} \left[ \begin{pmatrix}
\frac{\lambda_1+\gamma}{\beta} N_1(0) - N_2(0) \\
\frac{-\lambda_2+\gamma}{\beta} N_2(0)
\end{pmatrix} e^{\lambda_1 t} - \begin{pmatrix}
\frac{\lambda_1+\gamma}{\beta} N_1(0) - N_2(0) \\
\frac{-\lambda_2+\gamma}{\beta} N_2(0)
\end{pmatrix} e^{\lambda_2 t} \right] \quad (A.3)
\]

\[
N_2(t) = -\frac{\beta}{\sqrt{D}} \left[ \begin{pmatrix}
\frac{\lambda_1+\gamma}{\beta} N_1(0) - N_2(0) \\
\frac{-\lambda_2+\gamma}{\beta} N_2(0)
\end{pmatrix} e^{\lambda_1 t}
\right.
\]

\[
\left. - \begin{pmatrix}
\frac{\lambda_1+\gamma}{\beta} N_1(0) - N_2(0) \\
\frac{-\lambda_2+\gamma}{\beta} N_2(0)
\end{pmatrix} e^{\lambda_2 t} \right] \quad (A.4)
\]

**A.1.2 Proof that \( D > 0 \)**

Let be \( \alpha, \beta, \) and \( \gamma > 0 \). Let us consider \( D \) as a function of \( \Delta \):

\[
D: \mathbb{R} \rightarrow \mathbb{R}
\]

\[
\Delta \mapsto (\gamma + \beta - \alpha \Delta)^2 + 4\gamma \alpha \Delta
\]

\( D \) is continuous and even \( C^\infty \). For \( \Delta \in \mathbb{R} \), we have:

\[
D = (\gamma + \beta - \alpha \Delta)^2 + 4\gamma \alpha \Delta
\]

\[
= (\gamma + \beta)^2 + \alpha^2 \Delta^2 - 2\alpha \Delta(\gamma + \beta) + 4\gamma \alpha \Delta
\]

\[
= \alpha^2 \Delta^2 + 2\alpha \Delta(\gamma - \beta) + (\gamma + \beta)^2
\]

Discriminant of the previous polynomial (of \( \Delta \)) is:

\[
\text{Discriminant} = \frac{4\alpha^2(\gamma - \beta)^2 - 4\alpha^2(\gamma + \beta)^2}{2\alpha^2}
\]

\[
= 2 \left[ (\gamma - \beta)^2 - (\gamma + \beta)^2 \right]
\]

\[
= 2 \left[ (\gamma - \beta - \gamma + \beta)(\gamma - \beta + \gamma + \beta)^2 \right]
\]

\[
= 2 \left[ -2\beta \times 2\gamma \right]
\]

\[
= -8\beta \gamma < 0
\]

The discriminant is strictly negative, meaning that \( D \) does not cancel on \( \mathbb{R} \). Since \( D(\Delta = 0) = (\gamma + \beta)^2 > 0 \), \( D \) is strictly positive \( \forall \alpha, \beta, \gamma > 0 \) and \( \forall \Delta \in \mathbb{R} \).

**A.1.3 Solution for immature cells**

We want to derive the solution \( N_1(t) \) of the following equation:

\[
\frac{dN_1(t)}{dt} = \alpha(1 - \Delta)\kappa_1 N_2(t) - \delta_1 N_1(t) \quad (A.5)
\]
Equation (A.6) can be easily solved using Duhammel’s method, and we obtain:

\[ N_i(t) = K_i e^{-\delta_i t} + \alpha (1 - \Delta) \kappa_i \sum_{k=1}^{2} \left( A_k \frac{e^{\lambda_k t}}{\lambda_k + \delta_i} 1_{\lambda_k + \delta_i \neq 0} + 1_{\lambda_k + \delta_i = 0} \cdot B_k t e^{-\delta_i t} \right) \]

with \( K_i \) found using initial conditions, that is:

\[ K_i = N_i(0) - \alpha (1 - \Delta) \kappa_i \sum_{k=1}^{2} \left( A_k \frac{e^{\lambda_k}}{\lambda_k + \delta_i} 1_{\lambda_k + \delta_i \neq 0} \right) \]

### A.1.4 Solution for mature cells

We derive the solution \( N_m(t) \) of the following equation:

\[ \frac{dN_m(t)}{dt} = \delta_i \kappa_m N_i(t) - \delta_i N_m(t) \]  \hspace{1cm} (A.7)

For simplicity, we denote:

\[ N_i(t) = B_1 e^{\lambda_1 t} + B_2 e^{\lambda_2 t} + B_3 e^{\lambda_3 t} + C t e^{-\delta_i t} \]

with at least one of the constants \( B_1, B_2, B_3, C \), equal to 0 (and \( C = 0 \) with high probability). Remember that \( \lambda_+ \neq \lambda_- \) because \( D > 0 \).

As for the previous case, we use Duhammel’s method, and we get:

\[ N_m(t) = K_m e^{-\delta_m t} \]

\[ + \delta_i \kappa_m \sum_{k=1}^{3} \left( B_k \frac{e^{\lambda_k t}}{\lambda_k + \delta_m} 1_{\lambda_k + \delta_m \neq 0} + 1_{\lambda_k + \delta_m = 0} \cdot B_k t e^{-\delta_m t} \right) \]

\[ + C \delta_i \kappa_m \left( \frac{1}{\delta_m - \delta_i} \left( t - \frac{1}{\delta_m - \delta_i} \right) 1_{\delta_m \neq \delta_i} \right) e^{-\delta_i t} \]

with \( K_m \) found thanks to the initial conditions:

\[ K_m = N_m(0) - \delta_i \kappa_m \sum_{k=1}^{3} \left( B_k \frac{e^{\lambda_k}}{\lambda_k + \delta_m} 1_{\lambda_k + \delta_m \neq 0} \right) + C \delta_i \kappa_m \frac{1}{(\delta_m - \delta_i)^2} 1_{\delta_m \neq \delta_i} \]

### A.1.5 Summary of the analytical solution

For a given set of parameters, the solution of the system (1) is:

\[ N_1(t) = -\frac{\beta}{\sqrt{D}} \left[ \left( \frac{\lambda_+ + \gamma}{\beta} N_1(0) - N_2(0) \right) e^{\lambda_+ t} - \left( \frac{\lambda_- + \gamma}{\beta} N_1(0) - N_2(0) \right) e^{\lambda_- t} \right] \]

\[ N_2(t) = A_+ e^{\lambda_+ t} + A_- e^{\lambda_- t} \]

with:

\[ A_+ = -\frac{\beta}{\sqrt{D}} \left[ \left( \frac{\lambda_+ + \gamma}{\beta^2} N_1(0) - \frac{\lambda_+ + \gamma}{\beta} N_2(0) \right) \right] \]

\[ A_- = +\frac{\beta}{\sqrt{D}} \left[ \left( \frac{\lambda_- + \gamma}{\beta^2} N_1(0) - \frac{\lambda_- + \gamma}{\beta} N_2(0) \right) \right] \]

and:

\[ N_i(t) = K_i e^{-\delta_i t} + \alpha (1 - \Delta) \kappa_i \left( A_+ \frac{e^{\lambda_+ t}}{\lambda_+ + \delta_i} + A_- \frac{e^{\lambda_- t}}{\lambda_- + \delta_i} \right) \]
with:
\[ K_i = N_i(0) - \alpha (1 - \Delta) \kappa_i \left( \frac{A_+}{\lambda_+ + \delta_i} + \frac{A_-}{\lambda_- + \delta_i} \right) \]

and finally:
\[ N_m(t) = K_m e^{-\delta_m t} + \delta_i K_m \left[ K_i e^{-\delta_i t} + \alpha (1 - \Delta) \kappa_i \left( \frac{A_+}{\lambda_+ + \delta_i + \lambda_+ + \delta_m} + \frac{A_-}{\lambda_- + \delta_i + \lambda_- + \delta_m} \right) \right] \]

with:
\[ K_m = N_m(0) - \delta_i K_m \left[ \frac{K_i}{\delta_m - \delta_i} + \alpha (1 - \Delta) \kappa_i \left( \frac{A_+}{(\lambda_+ + \delta_i)(\lambda_+ + \delta_m)} + \frac{A_-}{(\lambda_- + \delta_i)(\lambda_- + \delta_m)} \right) \right] \]

### A.2 Normalization, initial conditions, and simplification

Data from Mosca et al. [26] do not provide information about absolute values for quantities of wt, het, or hom cells separately (that are solutions of the ODE systems), but rather their relative proportions (for more details, see Appendix B). To take this into account, we consider as outputs of our model no longer the numbers of cells but the proportions of immature heterozygous cells (and similarly for hom cells):

\[ z_{\text{het}}(t) = \frac{N_{i,\text{het}}(t)}{N_i(t) + N_{i,\text{het}}(t) + N_{i,\text{hom}}(t)} \]

as well as the mature variant allele frequency (VAF) among granulocytes:

\[ y(t) = \frac{0.5 \cdot N_{m,\text{het}}(t) + N_{m,\text{hom}}(t)}{N_m(t) + N_{m,\text{het}}(t) + N_{m,\text{hom}}(t)} \]

Following the idea of Michor et al. [25], it is considered that IFNα acts by modifying the values of some parameters in the model. Time \( t = 0 \) corresponds to the beginning of the treatment. Before that time, equations (1) are still valid, but homeostatic conditions are assumed to be satisfied, i.e., the system is in a quasi-stationary state. Homeostatic conditions are, of course, verified for wt cells as soon as \( \Delta = 0 \), leading to the following initial conditions:

\[
\begin{align*}
N_1(0) &= \frac{\beta}{\beta + \gamma} N_{HSC} \\
N_2(0) &= \frac{\gamma}{\beta + \gamma} N_{HSC} \\
N_i(0) &= \frac{\kappa_i \alpha}{\delta_i} N_2(0) \\
N_m(0) &= \frac{\kappa_m \delta_i}{\delta_m} N_i(0)
\end{align*}
\]

where \( N_{HSC} \), the total wild-type HSC number, is considered constant. For mutated cells, the base model assumes that \( \Delta_{\text{het}} \approx \Delta_{\text{hom}} \approx 0^+ \). We also introduce \( \eta_{\text{het}} = \frac{N_{i,\text{het}}(0) + N_{i,\text{hom}}(0)}{N_{HSC}} \) and \( \chi_{\text{het}} = \frac{N_{i,\text{het}}(0)}{N_{i,\text{het}}(0) + N_{i,\text{hom}}(0)} \) for expressing the initial conditions for het and hom cells. From \( t = 0 \), patients are under treatment. IFNα is assumed to modify the values of some parameters, potentially in different ways depending on the cell type. In terms of notation, the superscript * is added to parameters impacted by the drug. From \( t \geq 0 \), eq. (1) remains valid with new parameters, and there is an equilibrium shift that induces new dynamics.

Given the solutions of the ODE systems and the way we normalize them to obtain ratios, we get some simplifications. Parameter \( N_{HSC} \) is not relevant anymore: no matter its value, it will not change the final output of the model (when considering the ratios \( z_{\text{het}}, z_{\text{hom}}, \) and \( y \)). By introducing \( k_{i,\text{het}} \) and \( k_{i,\text{hom}} \) such that \( k_{i,\text{het}} = \kappa_{i,\text{het}}/\kappa_i \) and \( k_{i,\text{hom}} = \kappa_{i,\text{hom}}/\kappa_i \), parameter \( \kappa_i \) has no longer been estimated. The same goes for \( \kappa_m \).

Based on prior biological knowledge, many other assumptions are detailed and justified by Mosca et al. [26] to decrease the number of parameters to estimate for each patient. These assumptions
Figure A.1: Summary table of the parameters used in the base model (from Mosca et al. [26]). NR means: Not Relevant, i.e., after normalization, these quantities simplify and no longer intervene in the model output.

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| $\alpha$  | 1/30  | $\alpha_{\text{het}}$ | $\alpha$ |
| $\Delta$  | 0     | $\Delta_{\text{het}}$ | $\Delta$ |
| $\gamma$  | 1/300 | $\gamma_{\text{het}}$ | $\gamma$ |
| $\beta$   | $\gamma(I-\chi)/\chi$ | $\beta_{\text{het}}$ | $\beta$ |
| $\kappa_j$ | NR   | $k_j^* = k_j^*/k_1$ | NR |
| $\delta_j$ | 1/6  | $\delta_j^* = \delta_j^*/\delta_j$ | NR |
| $\kappa_m$ | NR   | $k_m^* = k_m^*/k_m$ | NR |
| $\delta_m$ | 1    | $\delta_m^* = \delta_m^*/\delta_m$ | NR |
| $\chi$    | 0.1  | $\chi_{\text{het}}$ | $\chi$ |
| $N_{\text{RSC}}$ | NR  | $\eta_{\text{het}}$ | To estimate |

| Parameter | Value | Parameter | Value |
|-----------|-------|-----------|-------|
| $\alpha_{\text{hom}}$ | $\alpha$ | $\alpha_{\text{hom}}$ | $\alpha$ |
| $\Delta_{\text{hom}}$ | 0 | $\Delta_{\text{hom}}$ | To estimate |
| $\gamma_{\text{hom}}$ | NR | $\gamma_{\text{hom}}$ | To estimate |
| $\beta_{\text{hom}}$ | $\beta_{\text{hom}}$ | $\beta_{\text{hom}}$ | $\beta$ |
| $k_{1_{\text{hom}}}$ | 1 | $k_{1_{\text{hom}}}^* = k_{1_{\text{hom}}}^*/k_1$ | $k_1^*$ |
| $\delta_{1_{\text{hom}}}$ | $\delta_{1_{\text{hom}}}^* = \delta_{1_{\text{hom}}}^*/\delta_1$ | $\delta_1^*$ |
| $k_{m_{\text{hom}}}$ | $k_{m_{\text{hom}}}^* = k_{m_{\text{hom}}}^*/k_m$ | $k_m^*$ |
| $\delta_{m_{\text{hom}}}$ | $\delta_{m_{\text{hom}}}^* = \delta_{m_{\text{hom}}}^*/\delta_m$ | $\delta_m^*$ |
| $\chi_{\text{hom}}$ | $\chi$ | $\eta_{\text{hom}}$ | To estimate |

are summarized in table A.1. For each patient, we end up with 7 parameters to estimate for the base model. To verify if these assumptions are sufficient to ensure the identifiability of the model, and before further extending the model with potentially more parameters to estimate, we generated virtual data (§ C.1) and tried to retrieve the model parameters that generated them (§ C.3).
B Data and observation model

Data $D = \{D_i\}_{i \in \{1, \ldots, N\}}$ come from Mosca et al. [26]. From the cohort of patients of Mosca et al., we consider $N = 19$ MPN patients: those for which there are enough observations, and only those having the mutation $JAK^{V_617F}$. Identical patient IDs than in [26] are used (when displaying the results). For a patient $i$, the data consist of observations at different times $t_k$, from the beginning of the therapy ($t = 0$), where Variant Allele Frequencies (VAF) $\hat{y}^{(i)}_k$ among mature cells and the clonal architecture among progenitor cells ($\hat{n}^{(i)}_k, \hat{n}^{(i)}_{k,het}, \hat{n}^{(i)}_{k,hom}$) were measured. In the following, we will omit the patient index $i$ for clarity.

We use the same observation model as Mosca et al. [26]. For mature cells, it is assumed a Gaussian noise with a variance that depends on the true VAF $y_k \in [0, 1]$ at time $t_k$:

$$\hat{y}_k \mid y_k \sim N(y_k, y_k (1 - y_k) \sigma^2_m)$$

with $\sigma_m$ to be estimated.

Concerning the observations among immature cells, we observe some counts of wt, het and hom progenitor cells at time $t_k$, respectively denoted by $\hat{n}_k, \hat{n}_{k,het}$ and $\hat{n}_{k,hom}$. These cells are assumed to be randomly sampled from an unknown but very large set of immature cells, so that the uncertainty might be modeled by a multinomial distribution, as it was also done in [20]:

$$\mathbb{P}\left[\hat{n}_k = n_1, \hat{n}_{k,het} = n_2, \hat{n}_{k,hom} = n_3 \mid z_{k,het}, z_{k,hom}\right] = \frac{(n_1 + n_2 + n_3)!}{n_1!n_2!n_3!} z^{n_1}_{k,het} z^{n_2}_{k,het} z^{n_3}_{k,hom}$$

where $z_k, z_{k,het},$ and $z_{k,hom}$ are the true CF for wt, het and hom progenitor cells respectively (with $z_k = 1 - z_{k,het} - z_{k,hom}$).
C Practical Identifiability

C.1 Generating virtual data

To verify the identifiability of the base model, we generate 30 virtual patients. We sample 30 parameter vectors (from a population distribution that we choose), leading to 30 different dynamics. For each of them, we sample observation times and add some noise to reproduce the data from the cohort of Mosca et al. [26].

We only consider 19 patients in this work, yet the number of JAK2V617F patients in the original cohort was higher, but many patients had only a few data points. We also consider such patients with little information in the virtual data generated here (see fig. C.2).

Five parameters values and two initial conditions are required to generate one patient’s virtual dynamics (see tab. A.1). The population distributions used to generate the parameters are the following:

- $\eta_{het} \sim U([0, 1])$ (uniform)
- $\eta_{hom} \sim U([0, 2.5])$ (uniform)
- $\Delta^*_het \sim N(-0.1, 0.1^2)$ (truncated over $[-1, 1]$)
- $\Delta^*_hom \sim N(-0.3, 0.1^2)$ (truncated over $[-1, 1]$)
- $\gamma^*_het \sim N(1/40, 0.01^2)$ (truncated over $[1/300, 1/10]$)
- $\gamma^*_hom \sim N(1/120, 0.01^2)$ (truncated over $[1/300, 1/10]$)
- $k_{im,het} \sim N(10, 1)$ (truncated over $[1, 20]$)

In figure C.1, we show all parameters that have been sampled and the corresponding population distributions.

Now that we have the true dynamics for 30 virtual patients (since our model is deterministic), we want to generate noisy data for each of them. Not all patients will have the same amount of data $n_i$. Indeed, to be consistent with the dataset from Mosca et al. [26], we generate a sparse data set, as depicted in figure C.2. This figure shows the distribution of the number of observation times for the virtual cohort. The mean number of observations is equal to 10 (the same as in the cohort of Mosca et al.), with some virtual patients with only 3 data points while others have 15 data points.

Then, we can generate a number $n_i$ of noisy observations from each virtual patient’s actual dynamics $i$. First, we generate the times (in days) when observations are made. We always consider that the first measure is made at the initial time. Then, we generate the others randomly according to the following method:

```python
function sample_time(n)
    t = zeros(n)
    t[1] = 0.0
    for i in 2:n
        t[i] = t[i-1] + rand(truncated(Normal(100, 10),30, 300))
    end
    return t
end
to consider observations about each trimester.

Then, from the actual ratios for immature and mature cells at this time, we add some noise. We use the same noise model as described in Appendix B.

At this stage, we have 30 dataset comparable to the ones from the cohort of Mosca et al. The objective is thus to retrieve the actual patient’s dynamics using our inference method.
Figure C.1: Generated parameters for 30 virtual patients. Points are sampled parameters. The line represents the actual population density, from which we have sampled values.

Figure C.2: Distribution of the number of data points $n$ sampled among our 30 virtual patients, from 3 to 15 observation times, with a mean value of 10, consistent with the cohort from Mosca et al. [26].
C.2 Model calibration

C.2.1 Posterior distribution

The model identification method used to retrieve the parameters of all patients and the population parameters (called hyper-parameters) is the same as the one used by Mosca et al. [26]. \( \theta = \{ \theta^{(i)} \}_{i \in \{1, \ldots, N \}} \) denotes the set of all patient-related model parameters with:

\[
\begin{align*}
\theta^{(1)} &= \left( \theta^{(1)}_1, \ldots, \theta^{(1)}_P \right) \\
\vdots \\
\theta^{(N)} &= \left( \theta^{(N)}_1, \ldots, \theta^{(N)}_P \right)
\end{align*}
\]

where \( P = 7 \) is the number of parameters to estimate. With the hierarchical inference method, instead of estimating each \( \theta^{(i)} \) independently, we introduce some hyper-parameters (HP) \( \tau = (\tau_1, \ldots, \tau_P) \) and \( \sigma^2 = (\sigma^2_1, \ldots, \sigma^2_P) \) so that, a priori:

\[
\forall i \in \{1, \ldots, N\}, \forall k \in \{1, \ldots, P\}, \theta^{(i)}_k | \tau_k, \sigma^2_k \sim \mathcal{N}_{c,k} (\tau_k, \sigma^2_k)
\]

where \( \mathcal{N}_{c,k} \) is defined as a truncated (over a range that depends on the considered parameter \( k \), as described in section C.1) Gaussian distribution. To note that, for parameters \( \eta_{het} \) and \( \eta_{hom} \), we do not consider hyper-parameters since there is no reason to have initial conditions sampled from population distributions. Now, we can estimate the joint posterior distributions of \( \theta^{(1)}, \ldots, \theta^{(N)} \) and hyperparameters \( \tau \) and \( \sigma^2 \):

\[
P \left[ \theta^{(1)}, \ldots, \theta^{(N)}, \tau, \sigma^2 | D \right] \propto P \left[ D | \theta^{(1)}, \ldots, \theta^{(N)}, \tau, \sigma^2 \right] P \left[ \theta^{(1)}, \ldots, \theta^{(N)}, \tau, \sigma^2 \right]
\]

\[
\propto P \left[ D | \theta^{(1)}, \ldots, \theta^{(N)} \right] P \left[ \theta^{(1)}, \ldots, \theta^{(N)}, \tau, \sigma^2 \right]
\]

\[
\propto \prod_{i \in \{1, \ldots, N\}} \left( P \left[ D_i | \theta^{(i)} \right] P \left[ \theta^{(1)}_i, \ldots, \theta^{(N)}_i, \tau, \sigma^2 \right] P \left[ \tau, \sigma^2 \right] \right)
\]

\[
\propto \prod_{i \in \{1, \ldots, N\}} \left( P \left[ D_i | \theta^{(i)} \right] P \left[ \theta^{(i)} | \tau, \sigma^2 \right] \right) P[\tau] P[\sigma^2] \tag{C.1}
\]

The previous relation is obtained by considering independence between patients, conditionally on the hyper-parameter values. In addition, we further simplify the relation above by assuming that the components of our parameter and hyper-parameter vectors are independent. We get for patient \( i \):

\[
P \left[ \theta^{(i)} | \tau, \sigma^2 \right] = \prod_{k \in \{1, \ldots, P\}} P \left[ \theta^{(i)}_k | \tau_k, \sigma^2_k \right]
\]

and:

\[
P[\tau] = \prod_{k \in \{1, \ldots, P\}} P [\tau_k]
\]

\[
P[\sigma^2] = \prod_{k \in \{1, \ldots, P\}} P [\sigma^2_k]
\]

Likelihood \( P \left[ D_i | \theta^{(i)} \right] \) is expressed according to the observation model described in Appendix B.

C.2.2 Conditional laws of the hyper-parameters

The resulting posterior distribution is approximated numerically using the Metropolis-Hasting within Gibbs algorithm. Before using this computational method, it is useful to express the HP conditional posterior distributions.

Concerning hyper-parameter \( \tau \), for \( k \in \{1, \ldots, P\} \), by keeping in (C.1) only the terms involving \( \tau_i \) (since we are here only interested in its distribution ignoring a multiplication factor), we get:

\[
P \left[ \tau_k | \theta^{(1)}, \ldots, \theta^{(N)}, \sigma^2, D \right] \propto P \left[ \theta^{(1)}_k | \tau_k, \sigma^2_k \right] \cdots P \left[ \theta^{(N)}_k | \tau_k, \sigma^2_k \right] P [\tau_k]
\]
Prior distributions for \( \tau_k \) are chosen uniform over intervals \([a_k, b_k]\) with the same upper and lower bounds that the ones used to truncate the Gaussian law for \( \theta_k|\tau_k, \sigma_k^2 \). Thus, we derive the (conditional posterior) probability density function \( f_{\tau_k} \) for \( t \in \mathbb{R} \):

\[
\begin{align*}
  f_{\tau_k}(t) & \propto \frac{1}{\sqrt{2\pi \sigma_k^2}} \exp \left( -\frac{1}{2\sigma_k^2} (\theta_k^{(1)} - t)^2 \right) \cdots \frac{1}{\sqrt{2\pi \sigma_k^2}} \exp \left( -\frac{1}{2\sigma_k^2} (\theta_k^{(N)} - t)^2 \right) 1_{[a_k, b_k]}(t) \\
  & \propto \exp \left( -\frac{1}{2\sigma_k^2} \left( (\theta_k^{(1)} - t)^2 + \cdots + (\theta_k^{(N)} - t)^2 \right) \right) 1_{[a_k, b_k]}(t)
\end{align*}
\]

Since we have:

\[
(\theta_k^{(1)} - t)^2 + \cdots + (\theta_k^{(N)} - t)^2 = \sum_{i \in \{1, \ldots, N\}} (\theta_k^{(i)})^2 + Nt^2 - 2t \sum_{i \in \{1, \ldots, N\}} \theta_k^{(i)}
\]

\[
= N(t - \frac{1}{N} \sum_{i \in \{1, \ldots, N\}} \theta_k^{(i)})^2 + \cdots
\]

where symbol \( \cdots \) indicate terms that do not involve \( t \), we finally get that:

\[
f_{\tau_k}(t) \propto \exp \left( -\frac{N}{2\sigma_k^2} \left( t - \frac{1}{N} \sum_{i \in \{1, \ldots, N\}} \theta_k^{(i)} \right)^2 \right) 1_{[a_k, b_k]}(t) \tag{C.2}
\]

Thus, we deduce that \( \tau_k \) (more precisely, its conditional posterior distribution) follows a Gaussian law that is truncated over interval \([a_k, b_k]\):

\[
\tau_k \sim \mathcal{N}_c \left( \frac{1}{N} \sum_{i \in \{1, \ldots, N\}} \theta_k^{(i)}, \frac{\sigma_k^2}{N} \right) \tag{C.3}
\]

Concerning hyper-parameter \( \sigma_k^2 \) (for \( k \in \{1, \ldots, P\} \)), we do the same as for hyper-parameter \( \tau_k \) to express \( \sigma_k^2 | \theta^{(1)}, \ldots, \theta^{(N)}, \tau, D \) and find for its probability density function, for \( t \in \mathbb{R} \):

\[
f_{\sigma_k^2}(t) \propto \left( \frac{1}{t} \right)^{N/2+1} \exp \left( -\frac{1}{2t} \sum_{i \in \{1, \ldots, N\}} (\theta_k^{(i)} - \tau_k)^2 \right) 1_{[a'_k, b'_k]}(t)
\]

where we considered that \( \sigma_k^2 \) followed an improper prior distribution - namely an inverse-gamma \((0,0)\) law - truncated over \([a'_k, b'_k]\) (we choose \( a'_k = 0 \) and \( b'_k = 2 \)). We recognise the expression of a (truncated) inverse-gamma law. As a reminder, a random variable \( X \) that follows an inverse-gamma law of parameters \( \alpha, \beta \) has for its density, for \( x \in \mathbb{R} \):

\[
f_X(x) = \frac{\beta^\alpha}{\Gamma(\alpha)} \left( \frac{1}{x} \right)^{\alpha+1} \exp(-\beta/x)
\]

Then, \( \sigma_k^2 | \theta^{(1)}, \ldots, \theta^{(N)}, \tau, D \) follows a (truncated) inverse-gamma law with parameters \( \alpha_k = \alpha = P/2 \) and \( \beta_k = 1/2 \sum_{i \in \{1, \ldots, N\}} (\theta_k^{(i)} - \tau_k)^2 \).

### C.2.3 Metropolis within Gibbs algorithm

The previous joint posterior distribution is estimated by generating a Markov-Chain Monte-Carlo (MCMC). We use the Metropolis within Gibbs algorithm, which allows to iteratively sample values for parameters \( \theta^{(1)}, \ldots, \theta^{(N)} \) and hyper-parameters \( \tau \) and \( \sigma^2 \). After initializing the MCMC chain, we successively sample HP values and then parameter values for each patient (independently, conditionally on the HP values).

To initialize the parameter values for each patient, we first run an optimization algorithm - namely the CMA-ES algorithm - to find the parameter vector that maximizes the likelihood. The CMA-ES
algorithm also provides a covariance matrix that we will use for the proposal in the Metropolis-Hasting scheme. HP are initialized randomly.

We use the Gibbs method for sampling values for hyper-parameters (component-wise). The proposal of the Metropolis algorithm is the conditional posterior law (that we made explicit in the previous section). With this choice, the new sample is always accepted.

Then, conditionally on the HP values previously sampled, we sample parameters values for each patient, one by one. This is achieved using a standard Metropolis-Hasting scheme, with a Multivariate Gaussian law for the proposal. As a setting of the algorithm, a proper choice for the covariance matrix has to be found. We choose to set the proposal’s covariance matrix the one estimated by the CMA-ES algorithm (adjusted by a multiplication factor tuned to get suitable acceptance rates). The algorithm pursues a huge number of iterations until achieving convergence (when the ergodic means do not vary anymore).

Model calibration was achieved by implementing the previous methods in Julia programming language. The codes used for this work are available. The framework used for parameter estimation (and that can be used for a wide range of problems) is available at:

https://gitlab-research.centralesupelec.fr/2012hermangeg/bayesian-inference

The implementation of the base model and the settings to use the previous inference framework is available at:

https://gitlab-research.centralesupelec.fr/2012hermangeg/identifiability-base-model

C.3 Results of the identifiability

We ran the previous estimation method over 13 million iterations, with a burn-in length of 2 million. All the predicted dynamics are presented in figure C.4 for our 30 patients. We also compare the predicted dynamics (solid lines) with the actual dynamics (dash lines). There is good agreement between both.

Figure C.3 compares predicted vs. actual HSC Clonal Fractions (CF) for heterozygous and homozygous cells. Values are taken at the same times like the ones in our dataset. Even if we do not have data for HSCs, the estimation method can find the true values with accuracy.

At the individual level, the parameter estimation results are shown in fig. C.5 ηhet, ηhom, γhet, γhom and ∆het are quite good inferred, with 95% credibility intervals that always contain the true value. km is poorly estimated: all values concentrate around 10.5 so that the population’s effect seems to predominate over inter-individual variability, suggesting that the model output might not be so highly sensitive to the value km. Unlike ∆het, ∆hom is not predicted with accuracy, and we see a substantial population’s effect, thus was not seen for heterozygous HSCs. This might be because true values for ∆hom are lower than those for ∆het. Low values might induce a stiffer increase within the first days of therapy, so that it is more tedious to estimate the value with accuracy since we do not have data for the very first days of therapy (except at the initial time).

We now analyze the previous results at a population level: we compare the estimated population’s density to the actual one. Results are shown in figure C.6. In orange, we have the results of the estimation. We see from this figure how we can infer not only the individual values but also the population’s density. It works very well for γhet. For ∆hom we also have good results, even if we predict less variance than in reality, but the mean of the population’s density is very well estimated. This is interesting because the estimations at the individual level were not so good. For km, the mean of the population’s density is quite well estimated, but the variance is lower than in reality.

Finally, this practical identifiability study demonstrates the ability of our estimation method to infer with accuracy the patient’s dynamics. We also see that most of the parameters are well estimated at the individual level and that the hierarchical framework can retrieve the population distributions that generate the individual parameters.
Figure C.3: Comparison of the true HSC clonal fractions and the inferred ones. The values are taken at the observations time from our virtual data set. Blue triangles refer to homozygous HSCs, green circles to heterozygous HSCs.
Figure C.4: Comparison of true and estimated dynamics for our 30 virtual patients. Dash lines are the true dynamics. Solid lines are the estimated dynamics (based on the median estimated parameter vector). The black squares, green circles and blue triangles are our noisy data for mature VAF, immature heterozygous and homozygous clonal fractions respectively. The purple line refers to the HSC mutated VAF.
Figure C.5: Comparison between true and inferred parameters values for our 30 virtual patients. Inferred values are presented with their 95% credibility intervals.
Figure C.6: Comparison of the true population’s density (black) used to generate the parameters values and the ones estimated (orange) through our hierarchical Bayesian framework. Density in orange is the estimated population’s density. That is, a truncated Gaussian law with mean and variance that are estimated hyper-parameters (mean value of their posterior distributions).
D Detailed results of the model selection procedure

The first step in our model selection procedure is to calibrate all 225 models for 19 MPN patients. This results in a vast amount of models to calibrate, and there is thus a need for an efficient inference method. For this purpose, we use the CMA-ES algorithm to compute the maximum of likelihood $L_{i,j}$ for each model $\mathcal{M}_j$, given data from patient $i$.

For all models, the likelihood is expressed using the same observation model as described in Appendix B.

Then, we compute the AIC (see eq. 8) for each combination: patient $\times$ model. Results are displayed in Fig. D.1 (and Fig. 1 to compare the models that perform the best). Each dot corresponds to a model; the horizontal line corresponds to the AIC obtained with the base model. This latter was already a good model, with very good fits for patients #6, 15, 16, 19. However, the base model had the inconvenience of resulting in very poor fits for other patients, such as patients #20, 23, 31. Thus, there was a need for a model performing better for all patients of the cohort.

![Figure D.1: AIC$_{i,j}$ for each model $j$ and each patient $i$.](image1)

![Figure D.2: Global AIC$_j$ for each model $j$. The orange horizontal line represents the global AIC of the base model.](image2)

Nevertheless, the best model for a given patient is not necessarily the best for another one. To compare the models, not at the individual level but the population (of our 19 $JAK2^{V617F}$ patients) level,
we compute a global AIC (see eq. 9) that sums the contribution of all individual AIC. In Fig. D.2, we display the global AIC of all models and compare them to the global AIC of the base model (horizontal orange line). Many models improve the base model on the whole cohort. In particular, three models stand out, with a global AIC of around 2,000. They are presented in Tab. 1 and we display how they perform for each patient in Fig. D.3. These models are the following:

- Model ”orange”: a constant dose-response relationship for \( \bar{\gamma}^*_{\text{het}} \) and \( \bar{\gamma}^*_{\text{hom}} \), a sigmoid affine one for \( \bar{\Delta}^*_{\text{hom}} \), and an affine one for \( \bar{\Delta}^*_{\text{het}} \)
- Model ”red”: constant dose-response relationship for \( \bar{\gamma}^*_{\text{het}} \), a linear one for \( \bar{\gamma}^*_{\text{hom}} \), a sigmoid affine one for \( \bar{\Delta}^*_{\text{hom}} \), and an affine one for \( \bar{\Delta}^*_{\text{het}} \)
- Model ”blue”: constant dose-response relationships for \( \bar{\gamma}^*_{\text{het}} \) and \( \bar{\gamma}^*_{\text{hom}} \), and a sigmoid affine one for \( \bar{\Delta}^*_{\text{hom}} \) and \( \bar{\Delta}^*_{\text{het}} \)

Models ”orange” and ”red” are better than the base model for 11 (over 19) patients, and model ”blue” improve the fits of 12 patients.

To note that, instead of the AIC, we could have used the Bayesian Information Criterion (BIC), defined by:

\[
BIC_{i,j} = -2 \log (L_{i,j}) + k_j \cdot \log (N_i)
\]

with \( N_i \) the number of data points (both for mature and progenitor cells) for patient \( i \). The same three best models were selected when applying this criterion.

In a second step, we only consider the three models that stand out and further compare them using a more rigorous hierarchical Bayesian inference method.

The same estimation method used for our virtual dataset (Appendix C) is used. Results are presented in Tab. 1. The selected model is model ”blue”, with constant dose-response relationships for \( \bar{\gamma}^*_{\text{het}} \) and \( \bar{\gamma}^*_{\text{hom}} \) and a sigmoid affine one for \( \bar{\Delta}^*_{\text{hom}} \) and \( \bar{\Delta}^*_{\text{het}} \). It is interesting to see how the results are consistent across the several selection criteria. The selected model is the model that has the best AIC, DIC, and that also improves the results for 12 patients instead of 11 for the two others.
E Detailed analysis of the selected model

The best model, selected after our two-steps model selection procedure, is the one with a constant dose-response relationship for \( \gamma_{het}^* \) and \( \gamma_{hom}^* \), and a sigmoid affine relation for \( \Delta_{het}^* \) and \( \Delta_{hom}^* \).

To visualize to which extent this model fits well the cohort data, we compare in Fig. E.1 the observed and inferred values, both for mature cells (VAF) and for het and hom progenitor cells (CF). We observe overall a good agreement between observations and inferred values.

Figure E.1: Comparison between the observed ratios (CF for progenitor cells, VAF for mature cells) and the estimated ones (based on the mean posterior parameter vector). With our 19 patients, we have 232 data points for mature cells and 255 for heterozygous and homozygous progenitors. The linear dotted line represents exact fit.

Fig. E.2 displays the inferred dynamics with 95% credibility intervals for the mature VAF and progenitor CF. There is a good agreement between observed and inferred values for most patients. We also display on this figure how the IFNα doses vary over therapy for each patient. It is interesting to observe how the proportion of mutated cells increases when the dose decreases to a too large extent. This model outperforms the base model of Mosca et al. [26], particularly for patients #23, 31, 20, and 25.

We also display in Fig. E.3 the posterior distributions of the model parameters (in complement to those presented in Fig. 3).
Figure E.2: Dynamics of inferred homozygous and heterozygous mutated progenitors (CF), and mature cells (VAF) are presented for 19 JAK2$^{V617F}$ patients for whom we made the parameter estimation using our hierarchical Bayesian framework and the selected model. Triangles, dots, and squares are experimental data values. The curves were determined with the model (median values). The shaded areas represent 95% credibility intervals. The shaded beige areas correspond to the dose of IFNα received overtime.
Figure E.3: Posterior distributions of the parameters. HP indicates the population distribution, described by a (truncated) Gaussian distribution $\mathbb{E}[\tau|D]$ and variance $\mathbb{E}[\sigma^2|D]$. For parameters related to homozygous cells (blue), only patients that exhibit homozygous clones are presented. Horizontal lines indicate mean values.