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Abstract—This paper considers the problem of constructing a direct coupling quantum observer for a single qubit finite level quantum system plant. The proposed observer is a single mode linear quantum system which is shown to be able to estimate one of the plant variables in a time averaged sense. A numerical example and simulations are included to illustrate the properties of the observer.

I. INTRODUCTION

In order to better understand fully quantum estimation and control, a number recent papers have introduced a class of coherent quantum observers for linear quantum stochastic systems; see [1], [2]. Also, the paper [3] considers a finite level quantum system as the quantum plant, which is described in the form of bilinear quantum stochastic differential equations (QSDEs); see [4]–[7]. This means that the combined plant observer system is a hybrid of a finite level quantum system and a linear quantum system; see [8].

The coherent observers discussed in [1]–[3] track the plant variables asymptotically in the sense of mean values. Also, entanglement can be generated in the joint plant-observer quantum systems [1].

In the papers [1], [2], the quantum plant under consideration is a linear quantum system. In recent years, there has been considerable interest in the modeling and feedback control of linear quantum systems; e.g., see [9]–[11]. Such linear quantum systems commonly arise in the area of quantum optics; e.g., see [12], [13]. For such linear quantum system models an important class of quantum control problems are referred to as coherent quantum feedback control problems; e.g., see [9], [10], [14]–[19]. In these coherent quantum feedback control problems, both the plant and the controller are quantum systems. The coherent quantum observer problem can be regarded as a special case of the coherent quantum feedback control problem in which the objective of the observer is track the system variables of the quantum plant.

In the previous papers on quantum observers such as [1]–[3], the coupling between the plant and the observer is via a field coupling. This leads to an observer structure of the form shown in Figure 1. This enables a one way connection between the quantum plant and the quantum observer. Also, since both the quantum plant and the quantum observer are open quantum systems, they are both subject to quantum noise.

In the paper [16], a coherent quantum control problem is considered in which both field coupling and direct coupling is considered between the quantum plant and the quantum controller. Also, the paper [20] considered a direct coupling quantum observer in which there is only direct coupling between the quantum plant and the quantum observer and for which both the plant and the observer are linear quantum systems corresponding to quantum harmonic oscillators. In this paper, we consider the construction of a coherent quantum observer in which there is only direct coupling between quantum plant and the quantum observer. Also, the plant is assumed to be a finite level quantum system corresponding to a single qubit and the observer is assumed to be a linear quantum system corresponding to a single quantum harmonic oscillator. Furthermore, both the quantum plant and the quantum observer are assumed to be closed quantum systems which means that they are not subject to quantum noise and are purely deterministic systems. This leads to an observer structure of the form shown in Figure 2. It is shown that for the case being considered, a quantum observer can be constructed to estimate one of the system variables of the quantum plant. In particular, an observer variable converges to the plant variable being estimated in a time averaged sense.

II. QUANTUM SYSTEMS

We first consider the dynamics of a single qubit spin system which will correspond to the quantum plant; see also [4], [5]. The quantum mechanical behavior of the system is described in terms of the system observables which are self-adjoint operators on the complex Hilbert space $\mathcal{H}_p = \mathbb{C}^2$. The commutator of two scalar operators $x$ and $y$ in $\mathcal{H}_p$ is defined as $[x, y] = xy - yx$. Also, for a vector of operators $x$ in $\mathcal{H}_p$, the commutator of $x$ and a scalar operator $y$ in $\mathcal{H}_p$ is the vector of operators $[x, y] = xy - yx$, and the commutator of $x$ and its adjoint $x^\dagger$ is the matrix of operators $[x, x^\dagger] = xx^\dagger - (x^\dagger x^T)^T$. 

![Fig. 1. Coherent Observer Structure with Field Coupling.](image1)

![Fig. 2. Coherent Observer Structure with Direct Coupling.](image2)
where \( x^\# \triangleq (x_1^\# x_2^\# \cdots x_n^\#)^T \) and * denotes the operator adjoint. In the case of complex vectors (matrices) * denotes the complex conjugate while \(^\dagger\) denotes the conjugate transpose.

The vector of system variables for the single qubit spin system under consideration is

\[
x_p = (x_1, x_2, x_3)^T \triangleq (\sigma_1, \sigma_2, \sigma_3),
\]

where \( \sigma_1, \sigma_2 \) and \( \sigma_3 \) are spin operators. Here, \( x_p \) a self-adjoint vector of operators, i.e., \( x_p = x_p^\# \). In particular \( x_p(0) \) is represented by the Pauli matrices, i.e.,

\[
\sigma_1(0) = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2(0) = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix},
\]

\[
\sigma_3(0) = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]

Products of the spin operators satisfy

\[
\sigma_i \sigma_j = \delta_{ij} + i \sum_k \epsilon_{ijk} \sigma_k.
\]

It is then clear that the commutation relations for the spin operators are

\[
[\sigma_i, \sigma_j] = 2i \sum_k \epsilon_{ijk} \sigma_k,
\]

where \( \delta_{ij} \) is the Kronecker delta and \( \epsilon_{ijk} \) denotes the Levi-Civita tensor. The dynamics of the system variables \( x \) are determined by the system Hamiltonian which is a self-adjoint operator on \( H_p \). The Hamiltonian is chosen to be linear in \( x_p \); i.e.,

\[
H_p = r_p^T x_p(0)
\]

where \( r_p \in \mathbb{R}^3 \). The plant model is then given by the differential equation

\[
\dot{x}_p(t) = -i[x_p(t), H_p];
\]

\[
x_p(0) = x_{0p};
\]

\[
\dot{z}_p(t) = C_p x_p(t)
\]

where \( z_p \) denotes the vector of system variables to be estimated by the observer and \( C_p \in \mathbb{R}^{1 \times 3}; \) e.g., see [4]. Also, \( C_p \in \mathbb{R}^{3 \times 3} \). In order to obtain an expression for the matrix \( A_p \) in terms of \( r_p \), we define the linear mapping \( \Theta : \mathbb{C}^3 \to \mathbb{C}^{3 \times 3} \) as

\[
\Theta(\beta) = \begin{pmatrix} 0 & \beta_3 & -\beta_2 \\ -\beta_3 & 0 & \beta_1 \\ \beta_2 & -\beta_1 & 0 \end{pmatrix}.
\]

Then, it is shown in [4] that

\[
x_p(t)x_p(t)^T = I + i\Theta(x_p(t)).
\]

Similarly, the commutation relations for the spin operators are written as

\[
[x_p(t), x_p(t)^T] = 2i\Theta(x_p(t)).
\]

Also, it was shown in [4] that

\[
-\dot{r}_p[t, r_p^T x_p(t)] = -2\Theta(r_p)x_p(t)
\]

and hence \( A_p = -2\Theta(r_p) \).

In addition, it is shown in [4] that the mapping \( \Theta(\cdot) \) has the following properties:

\[
\Theta(\gamma \beta) = -\Theta(\gamma)\beta, \quad (6)
\]

\[
\Theta(\beta)\beta = 0, \quad (7)
\]

\[
\Theta(\beta)\Theta(\gamma) = \gamma \beta^T - \beta^T \gamma I, \quad (8)
\]

\[
\Theta(\Theta(\beta)\gamma) = \Theta(\beta)\Theta(\gamma) - \Theta(\gamma)\Theta(\beta). \quad (9)
\]

Note that a quantum system of this form will be physically realizable which means that the commutation relation \( [4] \) will hold for all times \( t \geq 0 \).

We now describe a single quantum Harmonic oscillator system which will correspond to the quantum observer; see also [9], [16], [21]. This system is described by a differential equation of the form

\[
\dot{x}_o(t) = A_o x_o(t);
\]

\[
z_o(t) = C_o x_o(t)
\]

where the observer output \( z_o \) is the observer estimate variable and \( C_o \in \mathbb{R}^{1 \times 2} \). Also, \( A_o \in \mathbb{R}^{3 \times 3} \), and \( x_o(t) = [ q(t) \ p(t) ]^T \) is a vector of self-adjoint non-commutative system variables with \( q(t) \) being the position operator and \( p(t) \) being the momentum operator; e.g., see [9]. We assume that the plant variables commute with the observer variables.

The system dynamics \( [10] \) are determined by the system Hamiltonian which is a self-adjoint operator on the underlying infinite dimensional Hilbert space for the system \( H_o \). For the single quantum Harmonic oscillator system under consideration, the system Hamiltonian is determined by the quadratic form \( H_o = \frac{1}{2}x(0)^T R_o x(0) \) where \( R_o \) is a real symmetric matrix. Then, the corresponding matrix \( A_o \) in \( [10] \) is given by

\[
A_o = 2JR_o
\]

where \( J \) denotes the real skew-symmetric \( 2 \times 2 \) matrix

\[
J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix};
\]

e.g., see [9]. The system variables \( x_o(t) \) will then satisfy the commutation relations

\[
[x_o(t), x_o(t)^T] = 2iJ \text{ for all } t \geq 0.
\]

That is, the system will be physically realizable; e.g., see [9].

**Remark 1:** Note that the Hamiltonian \( H_o \) is preserved in time for the system \( [10] \). Indeed, \( H_o = x_o^T R_o x_o = 2x_o^T R_o J R_o x = 0 \) since \( R_o \) is symmetric and \( J \) is skew-symmetric.

### III. DIRECT COUPLING COHERENT QUANTUM OBSERVERS

In our proposed direct coupling coherent quantum observer, the quantum plant \( [2] \) will be directly coupled to the coherent quantum observer \( [10] \) by introducing a coupling Hamiltonian

\[
H_c = \frac{1}{2} x_p(0)^T R_c x_o(0) + \frac{1}{2} x_o(0)^T R_c^T x_p(0)
\]
where \( R_c \in \mathbb{R}^{3 \times 2} \). The augmented quantum linear system consisting of the quantum plant and the direct coupled quantum observer is then a quantum system described by the total Hamiltonian

\[
\mathcal{H}_a = \mathcal{H}_p + \mathcal{H}_c + \mathcal{H}_o = r_p^T x_p(0) + \frac{1}{2} x_p(0)^T R_c x_o(0) + \frac{1}{2} x_o(0)^T R_c^T x_p(0) + \frac{1}{2} x_o(0)^T R_o x_o(0)
\]

Then, it follows that the augmented quantum system is described by the equations

\[
\begin{align*}
\dot{x}_p(t) &= -i[x_p(t), \mathcal{H}_a]; x_p(0) = x_0; \\
\dot{x}_o(t) &= -i[x_o(t), \mathcal{H}_a]; x_o(0) = x_0; \\
z_p(t) &= C_p x_p(t); \\
z_o(t) &= C_o x_o(t);
\end{align*}
\]

e.g., see [4], [7].

We now formally define the notion of a direct coupled linear quantum observer.

**Definition 1:** The matrices \( R_o \in \mathbb{R}^{2 \times 2}, R_c \in \mathbb{R}^{3 \times 2}, C_o \in \mathbb{R}^{1 \times 2} \) define a direct coupled linear quantum observer for the quantum plant (2) if the corresponding augmented quantum system (15) is such that

\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T (z_p(t) - z_o(t)) dt = 0.
\]

### IV. Constructing a Direct Coupling Coherent Quantum Observer

We now describe the construction of a direct coupled linear quantum observer. In this section, we assume that \( A_p = 0 \) in (4). This corresponds to \( r_p = 0 \) in the plant Hamiltonian. It follows from (4) that the plant system variables \( x_p(t) \) will remain fixed if the plant is not coupled to the observer. However, when the plant is coupled to the quantum observer this will no longer be the case. We will show that if the quantum observer is suitably designed, the plant quantity to be estimated \( z_p(t) \) will remain fixed and the condition (16) will be satisfied.

We also assume that the matrix \( R_c \) is of the form \( R_c = \alpha \beta^T \) where \( \alpha = C_p^T \in \mathbb{R}^3 \) and \( \beta \in \mathbb{R}^2 \). Then, the total Hamiltonian (14) will be given by

\[
\mathcal{H}_a = \alpha^T x_p(0) \beta^T x_o(0) + \frac{1}{2} x_o(0)^T R_o x_o(0)
\]

since in this case the quantities \( \alpha^T x_p(0) \) and \( \beta^T x_o(0) \) are commuting scalar operators.

Now using a similar calculation as in (5), we calculate

\[
\begin{align*}
\dot{x}_p(t) &= -i[x_p(t), \mathcal{H}_a] \\
&= -2\Theta(\alpha) x_p(t) \beta^T x_o(t).
\end{align*}
\]

Also to calculate \( \dot{x}_o(t) \), we first observe that

\[
\begin{align*}
[\beta^T x_o(t), x_o(t)] &= \beta^T x_o(t) x_o(t) - x_o(t) \beta^T x_o(t) \\
&= (\beta^T x_o(t) x_o(t)^T)^T - x_o(t) x_o(t)^T \beta \\
&= (x_o(t) x_o(t)^T)^T \beta - x_o(t) x_o(t)^T \beta \\
&= -[x_o(t), x_o(t)^T] \beta \\
&= -2i \beta \beta
\end{align*}
\]

using (12). Hence, using this result and a similar approach to the derivation of (11) in [9], we obtain

\[
\begin{align*}
\dot{x}_o(t) &= i[H_a, x_o(t)] \\
&= i\alpha^T x_p(t) (-2i \beta \beta) + 2i R_o x_o(t) \\
&= 2i \beta \beta^T x_p(t) + 2i R_o x_o(t).
\end{align*}
\]

It follows from (17) and (18) that the quantity \( z_p(t) = C_p x_p(t) \) satisfies the differential equation

\[
\begin{align*}
\dot{z}_p(t) &= -2C_p \Theta(\alpha) x_p(t) \beta^T x_o(t) \\
&= -2\alpha^T \Theta(\alpha) x_p(t) \beta^T x_o(t) = 0
\end{align*}
\]

using (4) and the fact that \( \Theta(\alpha) \) is skew symmetric. That is, the quantity \( z_p(t) \) remains constant and is not affected by the coupling to the coherent quantum observer:

\[
z_p(t) = z_p(0) \quad \forall t \geq 0.
\]

Now using this result in (18), it follows that

\[
\dot{x}_o(t) = 2i \beta z_p(0) + 2i R_o x_o(t).
\]

Hence, we can write

\[
\begin{align*}
x_o(t) &= e^{2i R_o t} x_o(0) + 2 \int_0^t e^{2i R_o (t-\tau)} d\tau J z_p(0) \\
&= e^{2i R_o t} x_o(0) - e^{2i R_o t} (e^{-2i R_o t} - I) R_o^{-1} \beta z_p(0) \\
&= e^{2i R_o t} (x_o(0) + R_o^{-1} \beta z_p(0)) - R_o^{-1} \beta z_p(0).
\end{align*}
\]

At this point, we observe that the differential equations (19) and (20) defining the variables \( z_p(t) \) and \( x_o(t) \) are linear and closed. That is, we can write

\[
\begin{bmatrix}
\dot{z}_p(t) \\
\dot{x}_o(t)
\end{bmatrix} =
\begin{bmatrix}
0 & 0 \\
2i \beta & 2i R_o
\end{bmatrix}
\begin{bmatrix}
z_p(t) \\
x_o(t)
\end{bmatrix}.
\]

However, the differential equation (17) defining the complete vector of plant variables \( x_p(t) \) is nonlinear.

We now choose the parameters of the quantum observer so that \( R_o > 0 \) and \( C_o R_o^{-1} \beta = -1 \). It follows from (21) that the quantity \( z_o(t) = C_o x_o(t) \) is given by

\[
\begin{align*}
z_o(t) &= C_o e^{2i R_o t} (x_o(0) + R_o^{-1} \beta z_p(0)) \\
&= C_o e^{2i R_o t} (x_o(0) + R_o^{-1} \beta z_p(0)) \\
&= z_p(0) + C_o e^{2i R_o t} (x_o(0) + R_o^{-1} \beta z_p(0)).
\end{align*}
\]

We now verify that the condition (16) is satisfied for this quantum observer. We recall from Remark 1 that the quantity \( \frac{1}{2} x(t)^T R_o x(t) \) remains constant in time for the linear system:

\[
\dot{x}(t) = 2i R_o x(t); \quad x(0) = x_0.
\]
That is
\[
\frac{1}{2} x(t)^T R_0 x(t) = \frac{1}{2} x(t)^T R_0 x(t) \quad \forall t \geq 0. \tag{24}
\]
However, \( x(t) = e^{2iR_o t} x_0 \) and \( R_o > 0 \). Therefore, it follows from (24) that
\[
\|e^{2iR_o t} x_0\| \leq \sqrt{\frac{\lambda_{\max}(R_o)}{\lambda_{\min}(R_o)}} \|x_0\|
\]
for all \( x_0 \) and \( t \geq 0 \). Hence,
\[
\|e^{2iR_o t}\| \leq \sqrt{\frac{\lambda_{\max}(R_o)}{\lambda_{\min}(R_o)}} \tag{25}
\]
for all \( t \geq 0 \).

Now since \( J \) and \( R_o \) are both non-singular,
\[
\int_0^T e^{2iR_o t} dt = \frac{1}{2} e^{2iR_o t} R_o^{-1} J^{-1} - \frac{1}{2} R_o^{-1} J^{-1}
\]
and therefore, it follows from (25) that
\[
\frac{1}{T} \int_0^T e^{2iR_o t} dt = \frac{1}{T} \|e^{2iR_o t}\| R_o^{-1} J^{-1}
\]
\[
= \frac{1}{T} \left( \frac{1}{2} e^{2iR_o t} R_o^{-1} J^{-1} - \frac{1}{2} R_o^{-1} J^{-1} \right) \|R_o^{-1} J^{-1}\|
\]
\[
\leq \frac{1}{2T} \|e^{2iR_o t}\| \|R_o^{-1} J^{-1}\|
\]
\[
\leq \frac{1}{2T} \sqrt{\frac{\lambda_{\max}(R_o)}{\lambda_{\min}(R_o)}} \|R_o^{-1} J^{-1}\|
\]
\[
\xrightarrow{T \to \infty} 0
\]
as \( T \to \infty \). Hence, (25) implies
\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T z_o(t) dt = z_p(0).
\]
Also, (19) implies
\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T z_p(t) dt = z_p(0).
\]
Therefore, condition (16) is satisfied. Thus, we have established the following theorem.

**Theorem 1:** Consider a quantum plant of the form \( p \) where \( A_p = 0 \). Then the matrices \( R_o, \ C_o \) will define direct coupled quantum observer (10) for this quantum plant if the matrix \( R_c \) is of the form \( R_c = \alpha \beta^T \) where \( \alpha = C_p^T \in \mathbb{R}^3, \beta \in \mathbb{R}^2, \ R_o > 0 \) and \( C_o R_o^{-1} \beta = -1 \).

We now construct the solution to the differential equation (17) defining the vector of plant variables \( x_p(t) \). In particular, we wish to write down an expression for the remaining variables in \( x_p(t) \) apart from \( z_p(t) \). For simplicity, we assume \( \alpha^T \alpha = 1 \) and construct a matrix \( D \in \mathbb{R}^{3 \times 2} \) such that \( \alpha^T D = 0 \) and \( D^T D = I \). It follows that
\[
\begin{bmatrix} \alpha^T \\ D^T \end{bmatrix} \begin{bmatrix} \alpha & D \end{bmatrix} = \begin{bmatrix} I & 0 \\ 0 & I \end{bmatrix}
\]
and hence
\[
\begin{bmatrix} \alpha & D \end{bmatrix} = \begin{bmatrix} \alpha^T & D \end{bmatrix}^{-1}.
\]

Now define \( w_p(t) = D^T x_p(t) \) which represents the remaining variables in \( x_p(t) \) apart from \( z_p(t) \). Then, we have
\[
\begin{bmatrix} z_p(t) \\ w_p(t) \end{bmatrix} = \begin{bmatrix} \alpha^T & D \end{bmatrix} x_p(t)
\]
and hence
\[
x_p(t) = \begin{bmatrix} \alpha & D \end{bmatrix} \begin{bmatrix} z_p(t) \\ w_p(t) \end{bmatrix}.
\]

We now use (17) to obtain
\[
\dot{w}_p(t) = -2D^T \Theta(\alpha) \begin{bmatrix} \alpha & D \end{bmatrix} \begin{bmatrix} z_p(t) \\ w_p(t) \end{bmatrix} \beta^T x_o(t)
\]
\[
= -2 \left( D^T \Theta(\alpha) \alpha z_p(t) + D^T \Theta(\alpha) Dw_p(t) \right) \beta^T x_o(t)
\]
\[
= -2D^T \Theta(\alpha) Dw_p(t) \beta^T x_o(t) \tag{26}
\]
using (7). Now define \( A_w = -2D^T \Theta(\alpha) D \in \mathbb{R}^{2 \times 2} \) and the scalar operator \( y_o(t) = \beta^T x_o(t) \). It follows from (21) that we can write
\[
y_o(t) = -\beta^T R_o^{-1} \beta x_o(0) + \beta^T e^{2iR_o t} (x_o(0) + R_o^{-1} \beta z_o(0)) \tag{27}
\]
and (26) becomes
\[
\dot{w}_p(t) = y_o(t) A_w w_p(t) \tag{28}
\]
since \( y_o(t) \) is a scalar operator which commutes with \( w_p(t) \). Also, since we have a closed form expression (27) for \( y_o(t) \), (28) can be regarded as a time varying linear differential equation. Then, we can write the solution to this equation in the form
\[
w_p(t) = \Phi(t, 0) w_p(0) \tag{29}
\]
where the transition matrix \( \Phi(t, 0) \) satisfies the differential equation
\[
\frac{d\Phi(t, 0)}{dt} = y_o(t) A_w \Phi(t, 0); \quad \Phi(0, 0) = I;
\]
e.g., see Chapter 3 of [22]. Furthermore, we can write down
an expression for $\Phi(t,0)$ using the Peano-Baker series:

$$
\Phi(t,0) = I + \int_0^t y_0(\tau_1)A_w d\tau_1 \\
+ \int_0^t y_0(\tau_1)A_w \int_0^{\tau_1} y_0(\tau_2)A_w d\tau_2 d\tau_1 \\
+ \int_0^t y_0(\tau_1)A_w \int_0^{\tau_1} y_0(\tau_2)A_w \int_0^{\tau_2} y_0(\tau_3)A_w d\tau_3 d\tau_2 d\tau_1 \\
+ \ldots
$$

$$
= I + \int_0^t y_0(\tau_1)A_w d\tau_1 A_w \\
+ \int_0^t y_0(\tau_1) \int_0^{\tau_1} y_0(\tau_2)A_w d\tau_2 A_w^2 \\
+ \int_0^t y_0(\tau_1) \int_0^{\tau_1} y_0(\tau_2) \int_0^{\tau_2} y_0(\tau_3)A_w d\tau_3 d\tau_2 A_w^3 \\
+ \ldots;
$$

e.g., see [22]. However, as in Example 3.6 in [22], we can write

$$
\int_0^t y_0(\tau_1) \int_0^{\tau_1} y_0(\tau_2) \ldots \int_0^{\tau_j} y_0(\tau_j+1) d\tau_{j+1} \ldots d\tau_1 \\
= \frac{1}{(j+1)!} \left[ \int_0^t y_0(\tau) d\tau \right]^{j+1}.
$$

Hence,

$$
\Phi(t,0) = I + \int_0^t y_0(\tau) d\tau A_w \\
+ \frac{1}{2!} \left( \int_0^t y_0(\tau) d\tau \right)^2 A_w^2 \\
+ \frac{1}{3!} \left( \int_0^t y_0(\tau) d\tau \right)^3 A_w^3 + \ldots
$$

$$
= e^{\int_0^t y_0(\tau) d\tau A_w}. \tag{30}
$$

Also using (27), we calculate

$$
\int_0^t y_0(\tau) d\tau = -\beta^T R_\alpha^{-1} \beta x_p(0)t \\
+ \frac{\beta^T}{2} \left( e^{2JR_\alpha t} - I \right) R_\alpha^{-1} J^{-1} \left( x_o(0) + R_\alpha^{-1} \beta z_p(0) \right).
$$

Hence using (29) and (30), we obtain the following closed form expression for $w_p(t)$

$$
w_p(t) = e^{\int_0^t y_0(\tau) d\tau A_w} D^\tau \theta(\alpha) D \left( \begin{bmatrix} 2\beta^T R_\alpha^{-1} \beta x_p(0)t \\
-\beta^T \left( e^{2JR_\alpha t} - I \right) R_\alpha^{-1} J^{-1} \left( x_o(0) + R_\alpha^{-1} \beta z_p(0) \right) \end{bmatrix} \right) \begin{bmatrix} 0 \\
0 \end{bmatrix} + \begin{bmatrix} 1 \\
0 \end{bmatrix} \right). \tag{31}
$$

This expression is a nonlinear function of the vectors of operators $x_p(0)$ and $x_o(0)$.

**Remark 2:** We consider the above result for the case in which $C_p = \begin{bmatrix} 1 & 0 \end{bmatrix}$. This means that the variable to be estimated by the quantum observer is the first spin operator $\sigma_1(t)$ of the quantum plant; i.e., $z_p(t) = \sigma_1(t)$. By choosing $R_o = I$, $C_o = \begin{bmatrix} 1 & 0 \end{bmatrix}$, $\beta = \begin{bmatrix} -1 \\
0 \end{bmatrix}$, $\alpha = \begin{bmatrix} 1 \\
0 \end{bmatrix}$ and $D = \begin{bmatrix} 0 & 0 \\
1 & 0 \end{bmatrix}$, the conditions of Theorem 1 will be satisfied and the observer output variable will be the position operator of the quantum observer $q(t)$; i.e., $z_o(t) = q(t)$. Before the quantum observer is connected to the quantum plant, the quantities $\sigma_1(t)$, $\sigma_2(t)$ and $\sigma_3(t)$ will remain constant since we have assumed that $A_p = 0$. Now suppose that the quantum observer is connected to the quantum plant at time $t = 0$. According to (12), the plant variable $\sigma_1(t)$ will remain constant at its initial value $\sigma_1(t) = \sigma_1(0)$ but the other plant variables $\sigma_2(t)$ and $\sigma_3(t)$ will evolve in a time-varying and oscillatory way as defined by (31). In addition, the observer position operator $q(t)$ will evolve in an oscillatory way as defined by (19) but its time average will converge to $\sigma_1(0)$ according to (19).

Now suppose that after a sufficiently long time $T$ such that the time average of $q(t)$ has essentially converged to $\sigma_1(0)$, the observer is disconnected from the quantum plant. Then, the plant operator $\sigma_1(t)$ will remain constant at $\sigma_1(t) = \sigma_1(0)$ and the plant operators $\sigma_2(t)$, $\sigma_3(t)$ will remain constant at the values $\sigma_2(T)$, $\sigma_3(T)$ respectively which are determined by the formula (31) in terms of $x_p(0)$, $x_o(0)$ and the time $T$. This will be an essentially “random” value. If at a later time an observer with the same parameters as above is connected to the quantum plant, then time average of its output $z_o(t) = q(t)$ will again converge to $\sigma_1(0)$ and $\sigma_1(t)$ will remain constant at $\sigma_1(0)$. However, suppose that instead an observer with different parameters $R_o = I$, $C_o = \begin{bmatrix} 0 & 1 \end{bmatrix}$, $\beta = \begin{bmatrix} 0 \\
-1 \end{bmatrix}$, $\alpha = \begin{bmatrix} 1 \\
0 \end{bmatrix}$ and $D = \begin{bmatrix} 0 & 0 \\
1 & 0 \end{bmatrix}$ is used. This observer is designed so that the time average of the observer output $z_o(t) = p(t)$ converges to the operator $\sigma_2(t)$ of the quantum plant. This quantity is the essentially random value $\sigma_2(T)$ mentioned above. In addition, the previously constant value of $\sigma_1(t) = \sigma_1(0)$ will now be destroyed and will evolve to another essentially random value. This behavior of the quantum observer is similar to the behavior of quantum measurements; e.g., see [23]. This is not surprising since the behavior of the direct coupled quantum observers considered in this paper and the behavior of quantum measurements are both determined by the quantum commutation relations which are fundamental to the theory of quantum mechanics.

V. ILLUSTRATIVE EXAMPLE

We now present some numerical simulations to illustrate the direct coupled quantum observer described in the previous section. We consider the quantum observer considered in Remark 2 above where $R_o = I$, $C_o = \begin{bmatrix} 1 & 0 \end{bmatrix}$, $\beta = \begin{bmatrix} -1 \\
0 \end{bmatrix}$, $\alpha = \begin{bmatrix} 1 \\
0 \end{bmatrix}$ and $D = \begin{bmatrix} 0 & 0 \\
1 & 0 \end{bmatrix}$. As described in Remark
the variable to be estimated by the quantum observer
is the first spin operator $\sigma_1(t)$ of the quantum plant; i.e.,
$z_p(t) = \sigma_1(t)$. Also, the observer output variable will be
the position operator of the quantum observer $q(t)$; i.e.,
$z_o(t) = q(t)$ where $x_o(t) = \begin{bmatrix} q(t) \\ p(t) \end{bmatrix}$. Then the augmented
plant-observer system $^{22}$ can be described by the equations
\[
\begin{bmatrix}
\dot{\sigma}_1(t) \\
\dot{q}(t) \\
\dot{p}(t)
\end{bmatrix} = A_a
\begin{bmatrix}
\sigma_1(t) \\
q(t) \\
p(t)
\end{bmatrix}
\]
where
\[
A_a = \begin{bmatrix}
0 & 0 & 0 \\
2J\beta & 2JR_o & 0 \\
0 & 0 & 2 \\
2 & -2 & 0
\end{bmatrix}.
\]
Then, we can write
\[
\begin{bmatrix}
\sigma_1(t) \\
q(t) \\
p(t)
\end{bmatrix} = \Phi(t)
\begin{bmatrix}
\sigma_1(0) \\
q(0) \\
p(0)
\end{bmatrix}
\]
where
\[
\Phi(t) = \begin{bmatrix}
\phi_{11}(t) & \phi_{12}(t) & \phi_{13}(t) \\
\phi_{21}(t) & \phi_{22}(t) & \phi_{23}(t) \\
\phi_{31}(t) & \phi_{32}(t) & \phi_{33}(t)
\end{bmatrix} = e^{A_a t}.
\]
Thus, the plant variable to be estimated $\sigma_1(t)$ is given by
\[
\sigma_1(t) = \phi_{11}(t)\sigma_1(0) + \phi_{12}(t)q(0) + \phi_{13}(t)p(0)
\]
and we plot the functions $\phi_{11}(t)$, $\phi_{12}(t)$, $\phi_{13}(t)$ in Figure 3.

From this figure, we can see that $\phi_{11}(t) \equiv 1$, $\phi_{12}(t) \equiv 0$,
$\phi_{13}(t) \equiv 0$ and $\sigma_1(t)$ will remain constant at $\sigma_1(0)$ for all
$t \geq 0$.

We now consider the output variable of the quantum
observer $q(t)$ which is given by
\[
q(t) = \phi_{21}(t)\sigma_1(0) + \phi_{22}(t)q(0) + \phi_{23}(t)p(0)
\]
and we plot the functions $\phi_{21}(t)$, $\phi_{22}(t)$, $\phi_{23}(t)$ in Figure 4. To illustrate the time average convergence property of the
quantum observer $^{16}$, we now plot the average quantities
\[
\phi_{21}\text{ave}(T) = \frac{1}{T} \int_0^T \phi_{21}(t) dt
\]
\[
\phi_{22}\text{ave}(T) = \frac{1}{T} \int_0^T \phi_{22}(t) dt
\]
\[
\phi_{23}\text{ave}(T) = \frac{1}{T} \int_0^T \phi_{23}(t) dt
\]
\[
\phi_{24}\text{ave}(T) = \frac{1}{T} \int_0^T \phi_{24}(t) dt
\]
in Figure 5. From this figure, we can see that the time average
of $q(t)$ converges to $\sigma_1(0)$ as $t \to \infty$.

We now consider the other variable of the quantum ob-
server $p(t)$ which is given by
\[
p(t) = \phi_{31}(t)\sigma_1(0) + \phi_{32}(t)q(0) + \phi_{33}(t)p(0)
\]
and we plot the functions $\phi_{31}(t)$, $\phi_{32}(t)$, $\phi_{33}(t)$ in Figure 6. 
To investigate the time average property of the other quantum observer variable, we now plot the average quantities

\[
\phi_{31}^{\text{ave}}(T) = \frac{1}{T} \int_0^T \phi_{31}(t) dt
\]

\[
\phi_{32}^{\text{ave}}(T) = \frac{1}{T} \int_0^T \phi_{32}(t) dt
\]

\[
\phi_{33}^{\text{ave}}(T) = \frac{1}{T} \int_0^T \phi_{33}(t) dt
\]

in Figure 7.

![Graph showing coefficient functions defining p(t).](image)

Fig. 6. Coefficient functions defining p(t).

To investigate the time average property of the other quantum observer variable, we now plot the average quantities

\[
\phi_{31}^{\text{ave}}(T) = \frac{1}{T} \int_0^T \phi_{31}(t) dt
\]

\[
\phi_{32}^{\text{ave}}(T) = \frac{1}{T} \int_0^T \phi_{32}(t) dt
\]

\[
\phi_{33}^{\text{ave}}(T) = \frac{1}{T} \int_0^T \phi_{33}(t) dt
\]

in Figure 7.

![Graph showing coefficient functions defining the time average of p(t).](image)

Fig. 7. Coefficient functions defining the time average of p(t).

Note that we did not provide numerical simulations for the other plant variables \(\sigma_2(t)\) and \(\sigma_3(t)\) since the trajectories of these variables are described by the nonlinear relationship (31) which is not easily amenable to the type of simulations given above. However, it can be seen from the formula (31) that the quantities \(\sigma_2(t)\) and \(\sigma_3(t)\) will follow complex time-varying oscillatory trajectories.

VI. CONCLUSIONS

In this paper we have considered a notion of a direct coupling observer for closed quantum systems and given a result which shows how such an observer can be constructed for the case in which the plant is a single spin system and the observer is a single quantum harmonic oscillator. The main result shows the time average convergence properties of the direct coupling observer. We have also presented an illustrative example along with simulations to investigate the behavior of the direct coupling observer.
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