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Abstract—Deep speaker embedding represents the state-of-the-art technique for speaker recognition. A key problem with this approach is that the resulting deep speaker vectors tend to be irregularly distributed. In previous research, we proposed a deep normalization approach based on a new discriminative normalization flow (DNF) model, by which the distributions of individual speakers are arguably transformed to homogeneous Gaussians. This normalization was demonstrated to be effective, but despite this remarkable success, we empirically found that the latent codes produced by the DNF model are generally neither homogeneous nor Gaussian, although the model has assumed so.

In this paper, we argue that this problem is largely attributed to the maximum-likelihood (ML) training criterion of the DNF model, which aims to maximize the likelihood of the observations but not necessarily improve the Gaussianity of the latent codes. We therefore propose a new Maximum Gaussianity (MG) training approach that directly maximizes the Gaussianity of the latent codes. Our experiments on two data sets, SITW and CNCeleb, demonstrate that our new MG training approach can deliver much better performance than the previous ML training, and exhibits improved domain generalizability, particularly with regard to cosine scoring.
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I. INTRODUCTION

Speaker recognition, more precisely, speaker verification, is the task of verifying the identity of a person by their voice [1], [2], [3]. Early speaker recognition methods are based on statistical models such as the Gaussian mixture model—universal background model (GMM-UBM) [4] and the i-vector model [5]. Recently, most powerful systems are based on deep learning methods [6], [7], [8], [9], [10], [11], which exploit the power of deep neural nets (DNN) in high-level feature learning, and often deliver more robust performance compared to conventional statistical methods.

Current deep learning methods can be categorized into two approaches: the end-to-end approach [9], [10], [11] and the speaker embedding approach [6], [7], [8]. While the end-to-end approach learns a neural net that decides whether two utterances are from the same speaker, the speaker embedding approach learns a neural net that generates vector-based representation (usually called speaker vectors) for each utterance, and then employ a scoring model to make the decision. Both approaches have their own advantages, but due to the simplicity of model training and state-of-the-art performance [3], [12] of the speaker embedding approach, in this paper, we focus on this method. Recently, numerous studies have been conducted to improve the deep embedding approach [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25], [26], [27], and amongst the proposed models, the x-vector model [8] has become one of the most popular with researchers.

A. Deep normalization for speaker vectors

Compared to the end-to-end approach, a key advantage of the speaker embedding approach is that it employs a statistical model to infer the scores for test trials. By this statistical inference, the uncertainty during the decision process (e.g., uncertainty caused by limited enrollment data) is addressed in a method based on solid principles. Among all the scoring models, the probabilistic linear discriminant analysis (PLDA) [28] model has been shown to be very effective [8], [29]. This model assumes that the data are linear Gaussian, i.e., the between-class distribution and the within-class distributions of individual classes are all Gaussians, and the within-class distributions of different speakers are homogeneous (with different means but the same covariance matrix). It can be shown that if the speaker vectors are truly linear Gaussian, then optimal decisions can be made based on the PLDA score, where the optimum represents minimum Bayes risk (MBR) [30].

However, speaker vectors produced by the embedding model are not necessarily linear Gaussian, as the DNN-based embedding model does not consider the distribution of the produced speaker vectors. This means that speaker vectors can be distributed in any form, and in general are not linear Gaussian, as shown in Fig. 1. This irregular distribution will seriously degrade performance of the PLDA scoring.

Recently, we presented a deep normalization approach and achieved very promising results [31], based on a novel discriminative normalization flow (DNF) model, which transforms speaker vectors to latent codes, where within-class distributions of individual speakers are supposed to be homogeneous Gaussians. Our experiments showed that based on PLDA scoring, DNF-based normalization reduced the equal error rate (EER) by 31% on an in-domain test and 9.3% on an out-of-domain test. Fig. 1 shows the improved Gaussianity of the speaker vectors after the DNF-based normalization.
Fig. 1: Original x-vectors (left) and latent codes produced by DNF-based deep normalization (right). After the normalization, the within-class distributions of individual speakers are more Gaussian.

If the normalization is perfect, PLDA scoring will produce MBR optimal decisions, leading to the best verification performance [30]. This encourages us to focus on the normalization model, rather than more powerful scoring models (e.g., discriminative PLDA [32] or heavy-tailed PLDA [33]), or more complicated score calibration methods [34], [35].

B. Motivation and Contribution

Normalization based on our previous DNF model, although promising, is not perfect. Empirically, we found that the latent codes produced by DNFs are generally not homogeneous, although the model has assumed so (Fig. 10). This problem can be attributed to the maximum likelihood (ML) criterion used for DNF training, where the primary goal is to match the transformed Gaussian prior to the training samples, rather than the Gaussianity of the latent codes, the goal of our normalization model. In other words, ML training does not match the goal of speaker vector normalization.

To solve this issue, in this paper, we propose a Maximum Gaussianality (MG) training approach for the DNF model. Our new training approach firstly defines two Gaussian metrics to measure the Gaussianality of the latent codes, and then trains the DNF model to maximize these metrics. A length metric and an angle metric are defined in this work, to reflect the following two properties of a high-dimensional Gaussian: (1) the length of most samples concentrates on a small annulus; (2) any two samples tend to be orthogonal. Since the two properties are necessary conditions of a high-dimensional Gaussian, maximizing the length metric and the angle metric will directly optimize the Gaussianity of the latent codes. For the DNF model, our proposed MG training can be applied to optimize both the between-class distribution and the within-class distributions of individual classes, as shown in Fig. 2.

The remainder of this paper is organized as follows: Section II briefly reviews our DNF model, and Section III presents our proposed MG training approach. Experimental results and analysis are presented in Section IV, and the paper is concluded in Section V. The code will be available at https://github.com/Caiyq2019/MG.

II. DISCRIMINATIVE NORMALIZATION FLOW

Here, we briefly review the DNF model proposed in previous work which will also be used in this paper. For more details, please refer to the original paper [31].

A. Normalization flow

We first introduce to the normalization flow (NF) model. More details can be found in the review paper by Papamakarios [36]. Suppose that a latent variable \( z \) and an observation variable \( x \) are linked by an invertible transform \( x = f(z) \). Their probability densities have the following relationship [37]:

\[
\ln p(x) = \ln p(z) + \ln \left| \det \frac{\partial f^{-1}(x)}{\partial x} \right|,
\]

where the first term on the right hand side is the prior probability of the latent codes, and the second is the entropy term representing the volume change associated with the transform \( f \). It has been shown that if \( f \) is flexible enough, a simple distribution on \( z \), which we assume is a standard Gaussian, can be transformed to a complex distribution on \( x \) [36].

Usually, \( f \) is implemented as a composition of a sequence of simple invertible transforms and each transform can be a neural net with a special structure to ensure a tractable computation for the entropy term. This sequence of invertible transforms is called a normalization flow [38]. NF is invertible, and the inverse function \( f^{-1} \) will normalize a complex distribution on \( x \) to a simple distribution on \( z \).

The NF model is often trained with the maximum likelihood (ML) criterion. Note that Eq.1 formulates a density \( p(x) \) on
the observation $x$, and so the ML training can be conducted by maximizing the following objective function:

$$\mathcal{L}(\theta) = \sum_i \ln p(x_i) = \sum_i \ln p(z_i) + \sum_i \sum_{t=1}^{T+1} \ln \left| \det \frac{\partial f_{t-1}^{-1}(z_{it})}{\partial z_{it}} \right|,$$

where $\theta$ represents the parameters of the NF model. Once the model has been well trained, the NF model can be employed to transform a complex distribution on $x$ to a Gaussian distribution on $z$.

### B. Discriminative normalization flow

The NF model does not consider any class labels. Therefore, there is no class-related structure exhibited in the latent space, and so it cannot be used to normalize class-based distributions. To solve this, we previously introduced the discriminative normalization flow (DNF) model [31].

![Normalization process of vanilla NF (top) and DNF (bottom) with 2-dimensional data sampled from 3 Gaussian components. The DNF model treats each Gaussian as a single class. The plots from left to right show the output of each flow step, with the first and last plot representing the observation $x$ and latent code $z$ respectively. Vanilla NF pulls all classes together in the latent space and cannot regularize individual classes, while DNF (bottom) separates data from different classes and normalizes individual classes to be Gaussian.](image)

Compared to vanilla NF, DNF allows different Gaussian priors for different classes, and these priors share the same covariance but possess different means, formulated as follows:

$$p_y(z) = N(z; \mu_y, \Sigma),$$

where $y$ is the class label. By setting class-specific means, different classes will be separated from each other in the latent space, and each class is normalized to a Gaussian. The different behaviors of NF and DNF are shown in Fig. 3.

Training DNF follows the ML criterion, similarly to vanilla NF. The key difference is that the probability of an observation $x$ should be evaluated with the prior corresponding to its class label, defined by:

$$p(x) = p_{y_x}(z) \left| \det \frac{\partial f^{-1}(x)}{\partial x} \right|,$$

where $y_x$ is the class label of $x$, and $z = f^{-1}(x)$. Pooling all the training data, we obtain the objective function for DNF training:

$$\mathcal{L}(\Theta) = \sum_i \log(p_{y_x}(z_i)) + \log \left| \det \frac{\partial f^{-1}(x_i)}{\partial x_i} \right|.$$

where $\Theta = \{\{\mu_y\}, \Sigma, \theta\}$ involves all the parameters of the model. In practice, we set $\Sigma = I$ and let the flow handle the volume change.

After training, the DNF model will establish a latent space $Z$, where the distribution $p_y(z)$ of every class $y$ is a Gaussian with covariance $I$. With this model, an observation $x$ can be transformed to its latent code $z$ by the inverse transform $f^{-1}(x)$ without knowing its class labels, and the latent codes from the same class (maybe unknown) tend to form a Gaussian.

It should be highlighted that this DNF model only concerns the likelihood with respect to the within-class distributions. For clarity, we call this DNF objective the within-class maximum likelihood, formulated as:

$$R^{ML}_{WC} = \sum_i \log(p_{y_x}(z_i)) + \log \left| \det \frac{\partial f^{-1}(x_i)}{\partial x_i} \right|. \quad (4)$$

### III. Maximum Gaussianity DNF

The DNF model shows great potential [31], however, experimental evidence demonstrated that the DNF-based normalization is not perfect, as will be presented in detail. This can be largely attributed to the maximum likelihood criterion used for training. This paper presents a novel Maximum Gaussianity (MG) training approach to solve this problem.

#### A. Non-Gaussianity with DNF

The DNF model assumes that the within-class distributions of individual classes are homogeneous Gaussian (see, Eq. (2)), however, empirical results presented here show that the latent codes of most speakers are not Gaussian, and the distributions of different speakers are not homogeneous (ref. to Fig. 10 and Table II). One possible explanation is that if the samples of a speaker are limited, its distribution cannot be well optimized, but this does not explain why the DNF model cannot obtain the distributions that it assumes.

Secondly, the between-class distribution is generally non-Gaussian, which is unsurprising, as DNF does not set any constraints on the class means. However, when we placed a Gaussian prior on the class means, the Gaussianity of the between-class distribution was not improved significantly. Specifically, we placed the following prior on the class mean $\mu$:

$$R^{ML}_{BC} = \sum_y \left\{ p(\mu_y) + \ln \left| \det \frac{\partial f(\mu_y)}{\partial \mu_y} \right|^{-1} \right\}. \quad (5)$$

where:

$$p(\mu) = N(\mu; 0, \Sigma_\mu).$$
Note that we added the entropy term for \( \mu_z \), as the goal is to maximize the likelihood of the class centers in the observation space (represented by \( f(\mu_z) \)), rather than those in the latent space (represented by \( \mu_z \)). We will show in Section IV that this regularization does offer expected performance gains.

In both the aforementioned cases, the fundamental problem is that the latent codes are not regulated to follow the assumed distribution by the model. This is a serious problem for deep normalization, as the assumed distribution is the central goal of the normalization model.

B. Maximum Gaussianality criterion

As we have discussed, latent codes deviating from the assumed distribution is a fundamental problem of the DNF model, and we argue that this is mostly caused by the ML criterion used for the model training. For simplicity, the analysis will be conducted based on the NF model; the conclusions naturally generalize to the DNF model.

In theory, the transform implemented by the NF can be unbounded complex and can transfer the Gaussian prior to any complex distribution. Unfortunately, ML training can exploit this flexibility to improve the likelihood without constraints, leading to unbounded likelihood and unbounded complex transform. This unexpected behavior may cause multiple problems that result in irregular latent codes.

One issue is related to spurious modes. Consider an NF model that transforms an observation \( x \) to latent code \( z \). Intuitively, ML training can be regarded as a process of manipulating the Gaussian prior, with the goal of increasing the likelihood of the training data to be as large as possible, when measured by the manipulated prior. This manipulation can be in any form, and may lead to spurious modes as illustrated in Fig. 4. Since spurious modes take some volume in the latent space, the latent codes of the true observations will not be distributed like a full Gaussian. Nalisnick et al. [39] provided empirical evidence for this. They found that some out-of-domain data may be assigned even higher probability than the in-domain data by the NF model. Since the model they used was a constant-volume transform, the out-of-domain data must occupy some high-density volume of the latent space, and so the latent codes of the in-domain data cannot be a full Gaussian, despite being assumed by the NF model.

The second problem is related to under-representation and overfitting. When the training data is limited, it does not represent the full distribution of the data, meaning the trained NF model does not represent the true distribution, resulting in non-Gaussian codes for the test data, as illustrated in Fig. 5.

In summary, ML training does not guarantee a Gaussian distribution for the latent codes. Although the analysis is based on the NF model, the same problem exists for the DNF model. In this paper, we present a new Maximum Gaussianity (MG) training approach to solve this. Compared to ML training, MG training maximizes the Gaussianity of the latent codes directly, therefore avoiding the problems caused by ML training.

C. Gaussian metrics

MG training requires Gaussianity to be defined. Although high-order statistics such as Kurtosis, Skewness and Negen-
\[ p(\omega(x_1, x_2)) = N(90^\circ, \sigma), \]

where \( \sigma \) can be estimated by a simulation experiment. For simplicity, we compute the cosine distance \( \phi(x_1, x_2) \) and assume it follows a Gaussian distribution \( N(0, \xi) \), which leads to the following angle metric:

\[ R_\phi = - \sum_i \sum_j \frac{||\phi(x_i, x_j)||^2}{2\xi}, \]

where \( \xi \) can be found by a simulation experiment. A larger angle metric indicates that the samples are more Gaussian.

Our proposed MG training maximizes the length and angle metrics. According to the Radial Gaussianization (RG) theory \([43]\), MG training will result in a Gaussian distribution. RG theory states that if a distribution is spherical and symmetric, and if the length distribution is normalized to a \( \chi \) distribution, then the transformed samples will follow a Gaussian distribution. In MG training, maximizing the angle metric encourages the samples to distribute spherically and symmetrically, and maximizing the length metric regulates the length distribution to a \( \chi \) distribution. Therefore, MG training is equivalent to radial Gaussianization, and the RG theory ensures that MG training pursues a transform that produces Gaussian codes.

**D. Simulation for MG training**

Here, we verify the validity of our new MG training approach, using a simulation experiment. Two NF models are trained using data sampled from a 3-component Gaussian mixture, by employing the ML and MG criteria respectively. The models share the same architecture, with the only difference being the training objective. The MG objective is formulated as follows:

\[ \mathcal{L}(\theta) = R_\ell + R_\phi = - \sum_i ||\ell(z_i) - \sqrt{\epsilon d}||^2 - \sum_i \sum_j ||\phi(z_i, z_j)||^2, \]

where we have set \( \epsilon = 1 \). The NFs trained with the ML and MG criteria are denoted by ML-NF and MG-NF, respectively.

Fig. 7 shows the latent codes generated by ML-NF and MG-NF. By maximizing both the length and angle metrics (Fig. 7 top right), MG-NF can produce Gaussian latent codes. Compared to the latent codes produced by ML-NF (Fig. 7 top left), MG-NF is less distorted, as the samples of different clusters are less mixed up. Fig. 8 also shows that maximizing either the length or angle metrics individually is not sufficient to attain a reasonable NF model.

Fig. 8 shows the likelihood of \( p(x) \) and Gaussian metrics (length metric \( R_\ell \) and angle metric \( R_\phi \)) during ML and MG training. Firstly observe that both ML (solid black lines) and MG training (red dashed lines) improve the Gaussianity of the latent codes. This indicates that the ML criterion, although not providing a guarantee of maximum Gaussianity, generally produces Gaussian codes. Similarly MG training, although not aiming for maximum likelihood, also improves
the likelihood during the training. Compared to ML training, MG training obtains a clearly lower likelihood. More careful analysis shows that the high likelihood with ML training is mainly due to a large entropy term. This suggests that after a large number of iterations, the transform function trained by ML may have been twisted to improve the likelihood of the training samples.

We have therefore demonstrated that MG is a valid criterion, and will next demonstrate that ML training is ill-conditioned and suffers from having an unbounded objective function when the training data are limited, while MG training does not have this problem. The experimental setting is the same, but only 15 samples are used for training. The likelihood, length metric and angle metric are shown in Fig. 8 (bottom row). In this scenario, ML training is highly unstable and quickly diverges with unbounded likelihood. In contrast, the MG training is quite stable and gradually improves the three metrics. Note that the values of the two Gaussian metrics change abruptly with ML training, confirming our argument that ML training does not guarantee the Gaussianity of the latent codes, even for the training data.

E. Maximum Gaussianality training for DNF

For the DNF model, we need to normalize the between-class distribution and the within-class distributions of individual speakers. Both tasks can be performed by employing our proposed MG training.

Firstly we normalize the between-class distribution by MG training. Letting $\mu_y$ denote the class mean of the $y$-th class, the MG objective for the between-class distribution can be formulated as follows:

\[
R_{BC}^{MG} = -\alpha \max(0, \sum_y ||\mu_y - \sqrt{d}||^2 - \delta) - \beta \max(0, \sum_y \sum_{y'} ||\phi(\mu_y, \mu_{y'})||^2 - \delta').
\]  

where $\alpha$ and $\beta$ are hyper-parameters to balance the contribution of the length and angle metrics, respectively. For simplicity, the covariance of the between-class distribution $\Sigma_B$ has been set to $I$, which leads to a simple form ($\epsilon = 1$) for the length metric. The parameter $\xi$ has been absorbed by $\delta'$ and $\beta$.

We have chosen a hinge loss for the two metrics, with the tolerances set to $\delta$ and $\delta'$ respectively. This is because the two Gaussian metrics are not the true necessary conditions of the underlying Gaussian (note that they are derived from Gaussian approximations for the true length and angle distributions), and so setting a tolerance will prevent overfitting.

Similarly, the MG criterion can be applied to train the within-class distribution of each individual speaker. The objective function is:

\[
R_{WC}^{MG} = -\alpha \max(0, \sum_{y \neq y'} \sum_{z = z'} ||\phi(z - \mu_y, z' - \mu_{y'})||^2 - \delta) - \beta \max(0, \sum_{y \neq y'} \sum_{z = z'} ||\phi(z - \mu_y, z' - \mu_{y'})||^2 - \delta').
\]  

where the covariances of the within-class distributions are all set to $I$. Since the Gaussian metrics have the same form for all the speakers, the distributions of different speakers trained with this criterion tend to be homogeneous.
IV. EXPERIMENTS

A. Datasets

Three datasets were used in our experiments, VoxCeleb [45], [13], SITW [46] and CncCeleb [47]. VoxCeleb was used for training all models (x-vector systems, PLDA, DNF), while the others were used for performance evaluation.

VoxCeleb: A large-scale speaker database collected by University of Oxford. All the speech signals were collected from open-source media and therefore involve rich variation in channel, style, and ambient noise. This dataset, after removing the utterances shared by SITW, contains 2000+ hours of speech signals from 7000+ speakers. Data augmentation was applied to improve robustness, by using the MUSAN corpus [48] to generate noisy utterances, and the room impulse responses (RIRS) corpus [49] to generate reverberant utterances. The augmented data was used for x-vector model training. For PLDA/DNF training, we only use the 4000 speakers with more than 10 utterances.

SITW: A standard evaluation dataset excerpted from VoxCeleb1, which consists of 299 speakers. In our experiments, the Eval. Core, which contains 3,658 target trials and 718,130 imposter trials, were used for evaluation. Note that the acoustic condition of SITW is similar to that of the training set VoxCeleb, so this test can be regarded as an in-domain test.

CncCeleb: A large-scale free speaker recognition dataset collected by Tsinghua University, containing more than 130k utterances from 1,000 Chinese celebrities. It covers 11 diverse genres, which makes speaker recognition on this dataset much more challenging than on SITW [47]. By pair-wise compositional learning component, which involves activations of the penultimate FC layer are read out as an x-vector. Length normalization is employed before the x-vectors are fed to the normalization or scoring component.

2) Normalization model: All normalization models are based on the DNF architecture, though different criterion may be employed to normalize the between-class and within-class distributions. All models are based on the same masked autoregressive flow (MAF) architecture [51], which consists of 10 MAF blocks, with each block being an inverse autoregressive transformation. The Adam optimizer was used to train the model. More details of the model can be found in the original DNF paper [51]. The nomenclature for the DNF models is DNF-[N/L/G]-[L/G], where the first and second options are the training criterion for the between-class and the within-class distributions respectively; and N, L and G denote None, ML and MG respectively. For example, DNF-L-LG means the between-class distribution is normalized by ML, and the within-class distributions are normalized by combining ML and MG.

The ML objectives are $R_{BC}$ and $R_{WC}$ for the between-class and within-class distributions, as defined in Eq. (5) and Eq. (6) respectively; the MG objectives are $R_{BC}$ and $R_{WC}$ for the between-class and within-class distributions, as defined in Eq. (7) and Eq. (8) respectively. Note that for all the DNF-[N/L/G]-G models, the entropy term is involved in the objective as it improves numerical stability of the training process.

We will test 6 DNF variants: DNF-N-L, DNF-L-L, DNF-G-G, DNF-N-LG, DNF-G-L, DNF-G-LG. Table I summarizes the details for these models. Note that DNF-N-L is the conventional DNF model presented in [31]. In all these DNF variants, it was found the performance is not sensitive to the setting of the hyperparameters. We therefore empirically set them as follows: $\alpha = 10, \delta = 0.03, \delta' = 0.002, \beta$ is set to 10 for within-class normalization, but for between-class normalization it is set to 500 in order to enforce an even distribution of the class means.

| Models           | Between-Class Criterion           | Within-Class Criterion          |
|------------------|----------------------------------|---------------------------------|
| DNF-N-L          | N/A                              | Maximum Likelihood              |
| DNF-L-L          | Maximum Likelihood               | Maximum Likelihood              |
| DNF-G-G          | Maximum Gaussianity              | Maximum Likelihood              |
| DNF-G-L          | Maximum Gaussianity              | Maximum Likelihood              |
| DNF-G-LG         | Maximum Gaussianity & Gaussianity| Maximum Likelihood & Gaussianity|

3) Scoring model: Two scoring models were used in this study: the simple Cosine scoring which is based on the cosine distance, and more complicated PLDA scoring which is based on PLDA [28].

C. Quantitative analysis

This section will qualitatively investigate the behavior of the ML/MG training when applied to normalize the between-class and within-class distributions.

First, we study the effect of the ML/MG training on the between-class distribution by computing the variation on each dimension for the x-vectors and the latent codes produced.
by three DNF models: DNF-N-L, DNF-L-L, DNF-G-L. The curves of the sorted values are shown in Fig. 9. These curves reflect the distribution of the between-class variation over the dimensions.

It can be seen that the conventional DNF (DNF-N-L) does not change the variation distribution in a significant way. With our proposed MG training (DNF-G-L), the variation is more evenly distributed among all the dimensions, and the overall variation is increased. This is an expected result, as our MG training encourages the distribution of the class means on a spherical surface. The improved overall variation implies improved between-class discrimination, hence better performance in general; and the evenly distributed variation is mostly desirable for cosine scoring. ML training (DNF-L-L) changes the between-class distribution in the same way as MG training, which is also expected, as the Gaussian prior placed by the ML training assumes an even distribution for the between-class variation. However, the change with ML training is not as significant as with our MG training. This demonstrates that the MG criterion is stronger than the ML criterion with regard to regulating/normalizing the between-class distribution.

Our second experiment examines the effect of ML/MG training on the within-class distributions. The first analysis is for the homogeneity. To do this, we compute the dimension-averaged variation of the within-class distribution for each speaker, and then plot the distribution of variation values in Fig. 10. This distribution reflects the homogeneity of the speakers, an important property for both cosine and PLDA scoring. The distributions of the original x-vectors and the latent codes produced by the three DNF models (DNF-N-L, DNF-G-L and DNF-G-G) are plotted on Fig. 10. Here, it can be seen that for the original x-vectors, the variations of different speakers are broadly distributed, indicating that the distributions of different speakers are significantly heterogeneous. With the conventional DNF (DNF-N-L), the homogeneity is not improved, supporting our argument that ML training cannot guarantee that the latent codes are as distributed as the model assumes. MG training on the between-class distribution (DNF-G-L) does not improve this situation, but our new MG training approach used on the within-class class distributions (DNF-G-G) improves the homogeneity substantially.

Our second experiment examines the effect of ML/MG training on the within-class distributions. The first analysis is for the homogeneity. To do this, we compute the dimension-averaged variation of the within-class distribution for each speaker, and then plot the distribution of variation values in Fig. 10. This distribution reflects the homogeneity of the speakers, an important property for both cosine and PLDA scoring. The distributions of the original x-vectors and the latent codes produced by the three DNF models (DNF-N-L, DNF-G-L and DNF-G-G) are plotted on Fig. 10. Here, it can be seen that for the original x-vectors, the variations of different speakers are broadly distributed, indicating that the distributions of different speakers are significantly heterogeneous. With the conventional DNF (DNF-N-L), the homogeneity is not improved, supporting our argument that ML training cannot guarantee that the latent codes are as distributed as the model assumes. MG training on the between-class distribution (DNF-G-L) does not improve this situation, but our new MG training approach used on the within-class class distributions (DNF-G-G) improves the homogeneity substantially.

Our second experiment examines the effect of ML/MG training on the within-class distributions. The first analysis is for the homogeneity. To do this, we compute the dimension-averaged variation of the within-class distribution for each speaker, and then plot the distribution of variation values in Fig. 10. This distribution reflects the homogeneity of the speakers, an important property for both cosine and PLDA scoring. The distributions of the original x-vectors and the latent codes produced by the three DNF models (DNF-N-L, DNF-G-L and DNF-G-G) are plotted on Fig. 10. Here, it can be seen that for the original x-vectors, the variations of different speakers are broadly distributed, indicating that the distributions of different speakers are significantly heterogeneous. With the conventional DNF (DNF-N-L), the homogeneity is not improved, supporting our argument that ML training cannot guarantee that the latent codes are as distributed as the model assumes. MG training on the between-class distribution (DNF-G-L) does not improve this situation, but our new MG training approach used on the within-class class distributions (DNF-G-G) improves the homogeneity substantially.

The second analysis investigates the Gaussianity, for which we compute the mean and variance of the length metric $R_l$ and the angle metric $R_\phi$ as measures. The results shown in Table II demonstrate that the Gaussianity of the within-class distributions is greatly improved by all the DNF models, however the improvement provided by our MG training (DNF-G-G) is more significant than provided by ML training (DNF-G-L).

### Table II: Gaussianity of the within-class distributions, measured by the length metric and angle metric.

| Models      | Length Metric ($R_l$) | Angle Metric ($R_\phi$) |
|-------------|-----------------------|-------------------------|
|             | Mean      | Var       | Mean      | Var       |
| x-vector    | -177.79   | 3457.53   | -3.20e-2  | 1.35e-6   |
| DNF-N-L     | -6.50     | 77.17     | -2.09e-3  | 2.67e-10  |
| DNF-G-L     | -6.45     | 97.00     | -2.09e-3  | 2.78e-10  |
| DNF-G-G     | -1.62     | 4.33      | -2.00e-3  | 2.56e-10  |
D. Speaker recognition results

This section focuses on speaker recognition performance, using the databases discussed previously, the in-domain dataset (SITW) and the out-of-domain dataset (CNCeleb). The results in terms of the equal error rate (EER) are reported in Table III.

1) In-domain results: Firstly, looking at the in-domain results. For the cosine scoring, it can be seen that conventional DNF (DNF-N-L) shows significant improved performance over the x-vector baseline (8.53% vs 17.20%), verifying results presented in previous research [31]. This demonstrates the effectiveness of the initial ML-based within-class normalization. However, applying ML-based between-class normalization (DNF-L-L) does not offer any performance benefit, showing reduced performance (8.53% vs 10.47%). This is a little surprising as Fig. [9] has shown that the between-class discrimination is improved with this normalization. More detailed analysis shows that this is because the ML-based between-class normalization significantly reduces the length metric, thus making the between-class distribution less Gaussian (compared to DNF-N-L). This indicates that ML-based between-class normalization does not work.

When replacing the existing ML-based normalization with our new MG-based normalization for the between-class distribution, DNF-G-L obtains significant performance improvement compared to DNF-L-L (6.89% vs 10.47%) and DNF-N-L (6.89% vs 8.53%). This is an expected result, as our MG-based between-class normalization evenly distributes the class means across a spherical surface (as shown in Fig. [9]), which makes cosine scoring more applicable, compared to conventional DNF where the class means are not spherically distributed. Additional performance gains are identified when substituting the ML-based normalization for the MG-based normalization for the within-class distribution, as shown by the comparative results of DNF-G-G and DNF-G-L (6.30% vs 6.89%). Combining the ML-based and MG-based normalization for the within-class distribution does not exhibit further advantages, as shown by the comparative results of DNF-G-L and DNF-G-G (6.42% vs 6.30%).

In summary, the results above demonstrate that our proposed MG-based normalization is effective when applied to both the between-class and within-class distributions, and even more effective when compared to the ML-based normalization.

The PLDA scoring results show the same trends as cosine scoring when comparing the results with different DNF variants. One key difference is that with PLDA scoring, the performance gain offered by the MG-based between-class normalization (3.66% vs 3.45%) is not as significant as with cosine scoring (8.53% vs 6.89%). This is understandable, as PLDA scoring does not require a spherical distribution for the class means, and so the improvement contributed by our MG-based between-class normalization is limited.

2) Out-of-domain results: With regard to out-of-domain results, it can be seen that with cosine scoring, the relative performance with different DNF variants is highly consistent with the results obtained on SITW (the in-domain test). This indicates that the performance gains obtained with the DNF models, especially with the MG-based normalization (either between-class or within-class distributions), are reliable. This in turn indicates that to a large extent, the DNF-based normalization models are generalizable with respect to data mismatch.

The PLDA results are a little more complex, as the data mismatch affects not only the normalization models (i.e., DNFs), but also the scoring model (i.e., PLDA). Table III shows that there is no significant difference between the performance of different DNF variants. Arguably the only consistent observation is that normalization on the between-class distribution improves the model performance, no matter whether it is based on ML training or MG training.

Comparing the cosine scoring and the PLDA scoring results, it can be clearly seen that with DNF-based normalization, particularly with MG-based training on both the between-class and within-class distributions (DNF-G-G), the performance gap between the best performance with the two scoring methods becomes rather marginal (12.13% vs 11.39%), which is not the case in the in-domain test (6.30% vs 3.37%). This can be attributed to the fact that cosine scoring does not rely on a separate statistical model and thus suffers less from the data mismatch problem, making it more reliable in the out-of-domain test.

E. Results with different training dataset sizes

Here, we examine the performance of different DNF variants, using the in-domain test (SITW) and different volumes of data. The number of speakers used for training varies between 1000 to 4000, with the results shown in Fig. [11]. A clear benefit can be seen from using MG training in all cases. In particular, the cosine scoring is the most noteworthy (top left in Fig. [11]). This indicates that with our new MG-based normalization, good performance can be obtained with only 1000 speakers. More speakers do not offer much help with cosine scoring. This indicates that DNF models do not require too many training data, if the between-class and within-class distributions are well constrained. For PLDA scoring (Fig. [11] top right), a larger number of speakers is important to obtain a good performance. Since DNFs do not require many data, the data required here is mainly used for training a robust PLDA model.

We also investigated varying the number of utterances per speaker. Three configurations are tested, with 2, 5, and 30 utterances per speaker respectively. The results are shown in Fig. [11]. The cosine scoring performance (bottom left in Fig. [11]) shows that performance plateaus after 5 utterances per speaker with conventional DNF. However, with our proposed MG training, the performance is significantly improved in all test conditions. One interesting observation is that MG training on the within-class distributions (DNF-G-G and DNF-G-LG) improves the performance with even 2 utterances per speaker. This clearly demonstrates the advantage of our MG training in scenarios with very limited data. However, this advantage is almost entirely lost when the scoring is based on PLDA (Fig. [11] bottom right). In this case, having sufficient data for each speaker is important, as the PLDA model requires the data to obtain a reasonable estimation for the within-class variance.
TABLE III: EER(%) results on SITW and CNCeleb with DNF variants.

| Models     | Between-Class | Within-Class | SITW  | CNCeleb |
|------------|---------------|--------------|-------|---------|
|            | Criterion     | Criterion    | Cosine | PLDA    | Cosine | PLDA |
| x-vector   | N/A           | N/A          | 17.20 | 5.30    | 16.32  | 13.03 |
| DNF-N-L    | N/A           | ML           | 8.53  | 3.66    | 14.22  | 11.82 |
| DNF-L-L    | ML            | ML           | 10.47 | 3.72    | 15.83  | **11.39** |
| DNF-G-G    | MG            | MG           | 6.30  | 3.37    | 12.13  | **11.72** |
| DNF-G-L    | MG            | ML           | 6.89  | 3.45    | 13.99  | 11.46 |
| DNF-G-LG   | MG            | ML+MG        | 6.42  | 3.36    | 12.96  | 11.51 |

Fig. 11: Performance with different DNF variants and different training datasets, with varying number of speakers (top) and number of utterances per speaker (bottom).

F. Discussion

The results presented in this paper have clearly demonstrated that our new MG training approach is effective when applied to normalize both the between-class and within-class distributions. For the between-class normalization, it evenly distributes the class means to a spherical surface, leading to more regulated between-class distributions and improved between-class discrimination. For the within-class normalization, it maximises the length metric based on the same length distribution for different speakers, leading to improved homogeneity among different speakers. By these normalizations, the latent codes are enforced to be distributed as a linear Gaussian, a desirable property for both cosine scoring and PLDA scoring.

The existing ML training method cannot guarantee this property, due to the problems discussed previously in Section III-B. The remarkable performance with cosine scoring deserves more discussion. As mentioned previously, PLDA scoring is optimal if the speaker vectors are linear Gaussian and the between-class and within-class variations can be well estimated [30]. Cosine scoring is a good approximation for PLDA scoring under the linear Gaussian assumption, but it requires the between-class distribution to be spherical. Our MG-based normalization (for both between-class and within-class distributions) offers more benefit with cosine scoring, since it enforces the requirement for the between-class distribution to be spherical. This has been clearly observed from the in-domain results in Table III.

Moreover, PLDA scoring relies on an explicit statistical model while cosine scoring does not. This leads to an additional advantage for cosine scoring as it suffers less from data mismatch, as demonstrated by the out-of-domain results in Table III. Putting them together, our proposed MG-based normalization makes the cosine scoring a strong competitor to PLDA scoring, and even a more preferable choice in complex conditions.

V. Conclusions

This paper presented a new maximum Gaussianity (MG) training approach for DNF-based speaker vector normalization models. We firstly analyzed the widely used maximum likelihood (ML) training and found that an ML-based DNF cannot guarantee that the latent codes produced are linear Gaussian, a property that is essential for speaker vector normalization. Our MG training approach solves this problem by maximizing the Gaussianity of the latent codes directly. Our experiments on the SITW corpus show that significant performance improvement was obtained when applying MG training to normalize either the between-class distribution or the within-class distributions, and that additional performance improvement was obtained when both were MG normalized. Results on the CNCeleb out-of-domain dataset demonstrated that the improvement can be effectively applied to unseen datasets, especially when cosine scoring is used, demonstrating that MG-based DNFs are not only effective but also generalizable.

MG is a general criterion and can be employed to train various models that aim to establish a Gaussian latent space. Crucially, with our successfully demonstrated MG training
method, it is not necessary to compute the entropy term and so any invertible structure can be used. This eliminates the primary hindrance for flow-based models and may significantly extend their application. Future work will study the behavior of MG training, with different model structures and different training schemes. We will also investigate applying the MG training to other models and other applications, for instance speech recognition and anomaly detection.
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