What’s wrong with this video? Comparing Explainers for Deepfake Detection
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Abstract

Deepfakes are computer manipulated videos where the face of an individual has been replaced with that of another. Software for creating such forgeries is easy to use and ever more popular, causing serious threats to personal reputation and public security. The quality of classifiers for detecting deepfakes has improved with the releasing of ever larger datasets, but the understanding of why a particular video has been labelled as fake has not kept pace.

In this work we develop, extend and compare white-box, black-box and model-specific techniques for explaining the labelling of real and fake videos. In particular, we adapt SHAP, GradCAM and self-attention models to the task of explaining the predictions of state-of-the-art detectors based on EfficientNet, trained on the Deepfake Detection Challenge (DFDC) dataset. We compare the obtained explanations, proposing metrics to quantify their visual features and desirable characteristics, and also perform a user survey collecting users’ opinions regarding the usefulness of the explainers.

1. Introduction

Deepfakes are a type of video forgery consisting in replacing the face of an original subject in the video with the face of someone else. Deepfakes are generated through a deep learning technique that “learns” the look of a subject and then it is able to apply that look to different subjects with low effort [1]. Since when deepfake technology emerged on the Internet in the shape of adult content, it has got progressively better, up to the point where today human perception is often fooled into believing the new forged videos to be true.

While there exist positive use cases of this technology in the multimedia industry [8, 12], the ability of swapping someone’s face poses serious problems. Threats range from easy and effective disinfection spreading by faking public authorities, to online abuse and financial fraud. A major issue is the weakening of videos as evidences in law enforcement, as they cannot be considered reliable anymore.

A recent competition called Deepfake Detection Challenge (DFDC) has been started by Facebook in collaboration with other companies to tackle the deepfake problem. The competition contributed to the research with a new video dataset [11] and by making public several new deepfake detection systems [5].

Most of the deepfake detectors are limited to output a prediction on whether the video under analysis is fake or not. Independently of how accurate may this prediction be, it alone does not carry any additional explanations about the reasons for its output. The lack of explainability and prediction insights, typical of deep learning tools like most of deepfake detectors, will eventually hamper their use in practice by making it harder for users to trust them.

In this work we investigate the explainability problem specifically applied to the deepfake detection field. We extend and compare different explanation techniques, proposing metrics to quantify their visual features and desirable characteristics and we show the results of a user study.

The main contributions of the work are the following:

- We adapt and extend four different explanation techniques based on black-box (i.e., SHAP [22]), white-box (i.e., GradCAM [35]) and model-based approaches (i.e., LTPA [16] and Bonettini [5]). Our extensions include: (i) a novel method for segmenting videos for use with black-box techniques, (ii) the first use of the Learn to Pay Attention (LTPA) technique with the EfficientNet architecture and (iii) an adaptation of Gradient-weighted Class Activation Mapping (GradCAM) pipeline to generate complete explanations in the binary classification setting.
- We define new task-specific methods for evaluating deepfake explanation techniques. In particular, we define four different intrinsic metrics (variance, intra-frame consistency, inter-frame consistency and centredness) to compare video explanations without access to ground truth explanations. In addition, we develop an extrinsic evaluation methodology to evaluate the explanations subjectively.
- We empirically compare the explanation approaches based on the defined intrinsic measures, demonstrat-
ing the inherent effectiveness of certain techniques to provide stable and coherent explanations.

- We perform a user survey to provide a subjective assessment of the perceived quality and usefulness of different visual explanations obtained by the implemented techniques.

The rest of the paper is structured as follows. Section 2 introduces the reader to deepfake detection methods and machine learning explanation techniques. Section 3 provides the details of the investigated explanation methodologies. Section 4 illustrated our experimental campaign. Section 5 concludes the paper.

2. Related Work

The deepfake detection field has seen a high number of contributions in the past two years. While some approaches tend to rely on a specific set of hand-crafted features that can help to discriminate forged videos from real ones [18, 20, 21, 39, 24, 2, 19, 14], others prefer to rely on purely data-driven approaches in a supervised environment [1, 13, 30, 25, 10, 31]. For the latter case, Convolutional Neural Networks (CNNs) represent the most used technology, sometimes combined with Recurrent Neural Networks (RNNs) to take advantages of the temporal information present in videos [18, 13, 20, 2, 31].

Most deepfake detectors simply return a score indicating whether the video under analysis has been altered, not providing any explicit explanations for their predictions. Only a few CNN-based deepfake detectors [24, 25, 10, 19] also return a localisation mask indicating the predicted fake areas of the image with the goal of providing some sort of explanation behind the CNN decision process.

As an example, Malolan et al. [23] apply Local Interpretable Model-agnostic Explanations (LIME) [29] and LRP [3] to deepfake detection with an Xception model, showing how the network correctly focus on the face area to compute the prediction. Dang et al. [10] propose a self attention module that can be added to existing detection models, it can be trained in a supervised or unsupervised paradigms, the former leading to better performances. They achieve explainability by generating attention maps that highlight localised forgeries. Bonettini et al. in their study [5] on ensemble of different trained CNN models propose to use an attention layer. This produces a mask that shows the face areas that mostly impact on the classification output. Chen and Yang [9] combine frequency domain information behind the CNN decision process.

In a survey, Sohrawardi et al. [37] found that explainability is a key requirement in journalism for trusting a deepfake detector, they also propose a user friendly system that suggests which faces of a video are most likely fake.

The problem of explaining deep neural networks has been tackled by several works. Buhrmester et al. widely talk about the state of the art black-box explainers in their survey [6]. LIME [29] is a model agnostic explanation technique that learns an interpretable model locally around the prediction. Shapley Additive Explanation (SHAP) [22] is an explanation framework that assigns each feature an importance value for a particular prediction. GradCAM [35] is a technique for producing “visual explanations” for CNN-based models. In their work, Jetley et al. [16] propose a multi-layer attention mechanism that is able to improve the classification performance of a network and to produce multiple attention maps at different granularity.

A non-trivial question is how to evaluate explanations, some works provide qualitative [36] and quantitative [33] measures for the quality of a visual explainers, enabling the usage of sound criteria for evaluation.

In this paper we want to get deeper insights on which characteristics of a fake face are primarily considered by a classification algorithm and how different explanation techniques help achieving this goal. To this purpose we compare different techniques focusing on their application to the deepfake detection domain.

3. Approach

In order to investigate deepfake detection explainability, we consider two main actors: (i) a deepfake detector, which we consider based on CNNs motivated by the vast majority of state of the art solutions; (ii) an explanation technique, which can be independent or not from the detector. In this section we describe the main CNN backbone used as detector, as well as all the used explanation methods. We also provide some additional details about the way we specifically adapt SHAP to the case of video analysis.

3.1. Detection model employed

We use EfficientNet network [38] as backbone, as it proved to be powerful and lightweight at the same time. Indeed, the same architecture has also been used by the winner of the DFDC competition [34].

We train the network as binary video deepfake detector working on a per-frame basis and later use it as source model for getting explanations through different techniques. The EfficientNet architecture is built to be usable with different input resolution (224×224 and 380×380 in our experiments). Figure 1 shows the details of EfficientNet B4 and B7 architectures, the two versions we use. The central blocks are mobile inverted bottlenecks MBConv [32] with squeeze-and-excitation optimisation [15].

3.2. Explanation Techniques Investigated

Buhrmester et al. [6] discuss a wide variety of explanation methods, providing several formal categorisations for
them. In our work, we consider three classes of explainers:

1. **Black-box approaches**: external tools that analyse the relation between input provided to the classification model and the resulting output. The nature of the model or its internal mechanics are not relevant to the tool, which only needs input-output samples. The explanation consists in highlighting which parts of the input are likely to be more important for causing the observed output.

2. **White-box approaches**: external tools that take advantage from knowing the internal structure of a classification model. For neural networks they usually analyse the gradient function, providing neuron activation maps as explanations.

3. **Embedded approaches**: models that are designed to return not only the prediction for the given input, but also an explanation for it. This is the case for CNNs that implement an attention mechanism, since they are able to return an “attention map” that highlights the parts of the image on which the network focused more while taking its classification decision.

In this work we compare specific and different explanation techniques in order to cover all of these categories.

### 3.3. Black-box: SHAP with 3D segmentation

For the black-box category we focus on SHAP Kernel Explainer [22]. It provides a versatile model-agnostic algorithm that can be easily extended to images classification. The input image is segmented into non-intersecting “superpixels”, following the criteria of colour and spatial similarity. Several versions of the image are then created, where different superpixels are “muted” every time. In a nutshell, “muting” a superpixel means replacing its pixels with a solid colour equal to the mean of the original image, as shown in Figure 2. The model to be explained is then run for each modified version of the image and, based on the differences in the output with the original image, every superpixel is assigned a SHAP value describing the relation between that superpixel and the output class. A sample output is shown in Figure 3.

Since the considered deepfakes are videos and not images, we propose a modified way of segmenting frames into superpixels for SHAP analysis. Image segmentation step generates what can be considred 2D superpixels, their natural extension for videos would be 3D superpixels that aggregate pixels that are both spatially and temporally close. If 2D superpixels are areas in an image, 3D superpixels can be considered as volumes in a video. Advantages are:

- Segments look consistent across frames, approximately keeping their shapes also across distant frames;
- Volumes are identifiable as entities throughout the entire video, allowing cross-frame operations on derived 2D segments slices.

A visual comparison between 2D (frame-wise) and 3D (video-wise) segmentation is shown in Figure 4, where 5 consecutive frames from a video have gone through both segmentation methods.

Pairing a video-wise segmentation with a frame-wise classifier allows us to choose different ways to perform ex-
planation on the segments. In particular, SHAP values can be assigned in the following ways:

- A single SHAP value per volume segment (video-wise explanation);
- A SHAP value per segment in a frame, obtaining as many independent SHAP values per volume as the number of frames in which that volume appears (frame-wise explanation).

An example is shown in Figure 5, where we show how video-wise explanation keeps the same values in consecutive frames. The video-wise explanation is necessary when the classifying model only takes videos as input (for example RNNs). Anyway, if the classifying model accepts single frames as input, then the frame-wise explanation has the advantage to let us perform some operations on the frame-level SHAP values, such as averaging values belonging to the same 3D superpixel or computing their variance. We will use this characteristic to study the SHAP inter-frame consistency in Section 4.3.

3.4. White-box: GradCAM with binary labels

GradCAM [35] is a technique for producing "visual explanations" that uses the neural network gradients flowing from a class output neuron up to the final (or arbitrary) convolutional layer to produce a low-resolution activation map. This map highlights the spatial regions in the image that were critical for predicting that class.

In the original implementation, a ReLU layer is used during the creation of the activation map in order to highlight only the locations that positively contribute to the output class. This is suitable for a multi class problem where the output is one-hot encoded. Since deepfake detection, as a binary classification problem, only needs one output neuron to encode two opposite classes, we drop the ReLU layer obtaining an image that contains both positive and negative values for the pixels. We then produce 2 separate images representing the same information in absolute values. In this way we are able to see at the same time localised contributions to both classes. An example is shown in Figure 6.

For our experiments we use the last MBConv layer of the EfficientNet model since it contains the most semantic information. When the input size is $380 \times 380$, we obtain an activation map of resolution $12 \times 12$.

3.5. Embedded: EfficientNet with self-attention

Learn to pay attention (LTPA). Since EfficientNet does not originally embed self-explaining mechanisms, we derived a new model by combining EfficientNet architecture with the LTPA attention mechanism described in [16].

We created two different models, depending on the selected EfficientNet version: (i) EfficientNet B4 LTPA; (ii) EfficientNet B7 LTPA.

As in the original LTPA formulation, we work with 3 attention layers. We chose the layers following some simple criteria: (i) the deepest attention layer must coincide with the final MBConv layer, as recommended in the original paper; (ii) the previous layers will be the deepest MBConv layers having different spatial resolutions.

In the case of EfficientNet B4 LTPA with input size $380 \times 380$, the total number of convolutional blocks is 32 and the 3 attention layers are located at the end of the 10th, 22nd and 32nd layers, with resolutions 48, 24, 12. In the case of EfficientNet B7 LTPA with same input size, the 3 attention layers are located at the end of the 18th, 38th and 55th layers, outputting the same maps resolution. A scheme of the network is presented in Figure 7.

Bonettini’s self-attention. We also consider the model proposed by Bonettini et al. [5]. This adds an attention layer to EfficientNet trained as binary classifier. The model fea-
In order to maximise classification accuracy, every frame is cropped to a square around the face of the actor. The face location in the frame is detected using BlazeFace [4]. No additional margin was added before performing the crop, as a narrower crop on the face leads to better classification accuracy [23]. A proportional scaling (up or down) is performed on the input image when needed to match the input resolution of the networks. We use only 32 evenly-spaced frames per video as it seems enough to avoid over-fitting, while choosing more than that number would not improve the validation loss [5].

During the training and validation phases we used the same data augmentation policy and training parameters described by Bonettini et al. [5]: we use Pytorch [27] as deep learning framework, we perform random augmentations on the input (downscaling, horizontal flipping, brightness and colour tuning, noise and JPEG compression) with Albumentation [7], and we use Adam [17] optimizer with \( \beta_1 = 0.9, \beta_2 = 0.999, \epsilon = 10^{-8}, \) and initial learning rate equal to \( 10^{-5} \).

Given the dataset size, a validation loss plateau was often reached far before the end of the epoch. We use batches of 12 faces (6 real and 6 fake) randomly chosen in the train split. We stop at a maximum of 75000 iterations. Validation is performed every 1500 iterations, on 24000 samples randomly chosen in the validation split. The initial learning rate is reduced of a 0.1 factor if the validation loss does not decrease after 10 validations (15000 iterations).

We perform training combining 2 models (EfficientNet B4 and B7) and input sizes (224×224 and 380×380), starting from weights obtained after pre-training on ImageNet.

As an ablation study for the LTPA modules, equivalent baseline models without the attention module have been trained using the same training settings. Both the versions have been tested on the test split. The results are summarised at video level in Table 1.

### Explanations generation

The experiment pipeline is shown in Figure 8. We chose 100 videos to be explained, randomly sampled in the test split. For each video we extract 100 frames evenly spaced across the video, resulting in sequences 10 frames per second. For each frame we extract features and predict for each face. The actor and the face are detected using BlazeFace [4]. No additional margin was added before performing the crop, as a narrower crop on the face leads to better classification accuracy [23]. A proportional scaling (up or down) is performed on the input image when needed to match the input resolution of the networks. We use only 32 evenly-spaced frames per video as it seems enough to avoid over-fitting, while choosing more than that number would not improve the validation loss [5].

During the training and validation phases we used the same data augmentation policy and training parameters described by Bonettini et al. [5]: we use Pytorch [27] as deep learning framework, we perform random augmentations on the input (downscaling, horizontal flipping, brightness and colour tuning, noise and JPEG compression) with Albumentation [7], and we use Adam [17] optimizer with \( \beta_1 = 0.9, \beta_2 = 0.999, \epsilon = 10^{-8}, \) and initial learning rate equal to \( 10^{-5} \).

Given the dataset size, a validation loss plateau was often reached far before the end of the epoch. We use batches of 12 faces (6 real and 6 fake) randomly chosen in the train split. We stop at a maximum of 75000 iterations. Validation is performed every 1500 iterations, on 24000 samples randomly chosen in the validation split. The initial learning rate is reduced of a 0.1 factor if the validation loss does not decrease after 10 validations (15000 iterations).

We perform training combining 2 models (EfficientNet B4 and B7) and input sizes (224×224 and 380×380), starting from weights obtained after pre-training on ImageNet.

As an ablation study for the LTPA modules, equivalent baseline models without the attention module have been trained using the same training settings. Both the versions have been tested on the test split. The results are summarised at video level in Table 1.

### 4. Experiments

In this section we report the details about the conducted experiments. We introduce the considered setup, provide an insight about the used evaluation methodology, and comment on the obtained results.

#### 4.1. Experimental Setup

**Dataset.** To train and test the considered classifiers we use the DFDC dataset [11]. At the time of experiments, only the training split was publicly available, therefore we only used this part of the dataset and subsequently divided it into train, validation and test splits for our purposes. Nevertheless, even with only one part of the dataset, we could still count on 119,154 ten seconds clips and 486 unique subjects, most of them with a resolution of 1920×1080.

The dataset portion we used is not balanced since fake videos represent about 83.9% of the total videos. For training, we balanced the dataset following the strategy of [5].

**Model training.** In order to maximise classification accuracy, every frame is cropped to a square around the face of the actor. The face location in the frame is detected using BlazeFace [4]. No additional margin was added before performing the crop, as a narrower crop on the face leads to better classification accuracy [23]. A proportional scaling (up or down) is performed on the input image when needed to match the input resolution of the networks. We use only 32 evenly-spaced frames per video as it seems enough to avoid over-fitting, while choosing more than that number would not improve the validation loss [5].

During the training and validation phases we used the same data augmentation policy and training parameters described by Bonettini et al. [5]: we use Pytorch [27] as deep learning framework, we perform random augmentations on the input (downscaling, horizontal flipping, brightness and colour tuning, noise and JPEG compression) with Albumentation [7], and we use Adam [17] optimizer with \( \beta_1 = 0.9, \beta_2 = 0.999, \epsilon = 10^{-8}, \) and initial learning rate equal to \( 10^{-5} \).

Given the dataset size, a validation loss plateau was often reached far before the end of the epoch. We use batches of 12 faces (6 real and 6 fake) randomly chosen in the train split. We stop at a maximum of 75000 iterations. Validation is performed every 1500 iterations, on 24000 samples randomly chosen in the validation split. The initial learning rate is reduced of a 0.1 factor if the validation loss does not decrease after 10 validations (15000 iterations).

We perform training combining 2 models (EfficientNet B4 and B7) and input sizes (224×224 and 380×380), starting from weights obtained after pre-training on ImageNet.

As an ablation study for the LTPA modules, equivalent baseline models without the attention module have been trained using the same training settings. Both the versions have been tested on the test split. The results are summarised at video level in Table 1.

### Table 1: The test results at video level (4328 real and 20460 fake videos).

| EfficientNet Model | Bal. accuracy | ROC AUC |
|--------------------|---------------|---------|
| B4, 224×224        | 0.888         | 0.958   |
| B4, 380×380        | 0.931         | 0.980   |
| B7, 224×224        | 0.906         | 0.964   |
| B7, 380×380        | 0.926         | 0.976   |
| B4, LTPA, 224×224  | 0.879         | 0.946   |
| B4, LTPA, 380×380  | 0.929         | 0.978   |
| B7, LTPA, 224×224  | 0.893         | 0.962   |
| B7, LTPA, 380×380  | 0.904         | 0.972   |
a square containing only the face and resize it to a fixed size so that the crop size is uniform across the sequence.

For each video, explanations are generated using (i) EfficientNet B4 LTPA $380 \times 380$ (ii) EfficientNet B4 $380 \times 380$ + GradCAM (iii) EfficientNet B4 $380 \times 380$ + Kernel SHAP with 2000 samples (iv) attention mask from [5].

For each frame explanation, a gray-scale image is produced. For LTPA and Bonettini, the explanation is the output attention mask as is. For GradCAM and SHAP we choose the masks that activate for fake inputs. GradCAM and SHAP explanations must be normalised before being converted to a gray-scale image. In particular, we linearly normalise their values so that the extreme pixel (the furthest from zero, in the positive or negative direction) has absolute value equal to 1.

4.2. Evaluation methodology

We selected from the dataset test split a subset of videos that fulfil the following requirement: the mean derivative of the detected face bounding box edges, normalised to the frame resolution, should be smaller than 0.002. This selects only videos for which the face detector is stable on the position of the face, filtering out the videos for which the face detector was performing worst, jumping wildly to places that do not contain any face. In this way we selected a pool of 58 fake videos.

Some evaluation metrics have been investigated for visual explainability [28]. However, they may require a clean ground truth, or to slightly perturb the input image before metric computation. In the considered forensic scenario, we only have a fuzzy ground truth, and we cannot afford editing the input image, as manipulation is what we want to detect. For this reason, we propose an alternative set of evaluation criteria that are simple and reasonable.

Variance. We define variance $V$ of an explainer as the average pixel variance within individual frames:

$$V = \text{avg}_{\text{videos}} \left( \text{avg}_{f \in \text{frames}} \left( \text{var}(f) \right) \right)$$

where we average over our pool of fake videos. We note that higher values for $V$ could indicate (i) more specific features being identified (a positive property), or (ii) more noise in the mask (a negative property).

Inter-frame consistency. To evaluate the inter-frame consistency, we compute the Pearson Correlation Coefficient between consecutive frames $x$ and $y$:

$$\text{PCC}_{x,y} = \frac{\sum_i (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_i (x_i - \bar{x})^2 \sqrt{\sum_i (y_i - \bar{y})^2}}}$$

where $\bar{x}$ and $\bar{y}$ are the mean values of the frames. We then average this quantity over all the frames and over all the videos in our pool, defining inter-frame consistency $\tau$ as:

$$\tau = \text{avg}_{\text{videos}} \left( \text{avg}_{f \in \text{frames}} \left( \text{PCC}_{f,f+1} \right) \right)$$

The value of $\tau$ will be in a range between -1 and 1, with higher values indicating better performance.

Intra-frame consistency. We consider an explanation frame intra-consistent if the highlighted pixels are in a correlation with the neighbouring ones. Let $a_{i,j}(x)$ be the autocorrelation coefficients of an explanation frame $x$ computed for the vertical lag $i$ and the horizontal lag $j$:

$$a_{i,j}(x) = \sum_{h,w} (x_{h,w} - \bar{x})(x_{h+i,w+j} - \bar{x})$$

We define the intra-frame consistency $\rho$ as the correlation between the image and itself shifted 10% in 4 directions (up, down, left, right). Formally, $\rho$ is the mean value of $a_{i,j}(x)$ for $(i,j) \in S$, normalised by the factor $a_{0,0}(x)$:

$$\rho(x) = \frac{\text{avg}_{(i,j)\in S} (a_{i,j}(x))}{a_{0,0}(x)}.$$

where $S = \{(0,0), (\pm \frac{1}{10}, 0), (0, \pm \frac{1}{10})\}$ is a set of vertical and horizontal shifts of 10% of the image size $l$. Note that the $\rho$ computed on images of random noise tend to be close to 0. Similarly to the previous metrics, we compute
a final $\rho$ as an average over all frames and all videos. Values lie in the range $[-1,1]$ with the higher value the better.

**Centredness.** The area of the face that is subject to deep-fake manipulation is only a fraction of the entire input, and always centred, from the way we are extracting faces. We expect a good explainer to mostly highlight pixels on the face, therefore we define centredness $\mu$ as:

$$
\mu = \text{avg}_{\text{videos}} \left( \text{avg}_{f \in \text{frames}} \left( \frac{\sum_{i \in \text{inner 50\%}} f_i^2}{\sum_{i \in f} f_i^2} \right) \right)
$$

where $f_i$ is the $i$-th pixel of $f$ and “inner 50%” is a centred square crop having half the area of the full frame. In our evaluation, the higher $\mu$ the better.

**Subjective evaluation (user study).** We perform a user study to determine which explainer is preferred at visual inspection. In literature, other surveys have been performed as well to evaluate explainers [35]. We prepare a survey of 20 sections, each consisting of the following 2 questions:

1. Two videos are presented to the user, one real and one fake, the user is asked to watch them and determine which is the fake one, as show in Figure 9. This first question has the goal to make the user focus on the video details and individuate possible hints for a video being fake, as a preparation for the next question; it also gives us an idea of the users’ accuracy.

2. After the user answered the previous question, the correct answer is revealed; we show again the fake video, together with 4 explanations that highlight why the classifiers would predict the video as fake; the user is asked to pick zero or more explanations he/she agrees with, as shown in Figure 10.

The order of the answer options is randomised. Given the number of videos, the survey has been divided into two halves having 10 questions each. We propose one of the two halves to each participant.

In the second question, 5 options are presented: four explanations (shuffled for each user) and an “Other” option with a free text field (invariably at the bottom). To present the different explanations in an homogeneous way, we use a red overlay on the subject face, assigning a transparent colour to the lowest value pixels in the explanation, and full red colour for the highest value pixels in the explanation. All the explanations are normalised to have their max value equal to 1 before being overlaid on the images. Examples of generated explanations are shown in Figure 11.

We randomly chose 20 fake videos from the pool of 58 videos, and 20 real videos from the train and validation splits. All videos contain only one actor each and the same actor is never in more than one video. Among the 20 fake videos, 19 are predicted as fake with high confidence (score $>0.85$) by at least one of the classifiers.

### 4.3. Comparison based on Intrinsic Evaluation

We compute the metrics presented in Section 4.2 for all the presented explanation techniques, on the 58 fake videos pool. The results are summarised in Table 2.

Some explainers, like SHAP and our GradCAM extension produce 2 maps: one to support the real prediction and another to support the fake prediction. Since we are using fake videos, we will only take into consideration the maps supporting fake prediction. The LTPA explainer will produce 3 maps at different resolutions. Given that all the 3 maps are used for the final prediction, we decided to aggregate them into a single map, computed by up-scaling all the maps to the highest-resolution one and then summing them, finally we do a max value normalisation to bring the pixel values back in the range from 0 to 1.

### 4.4. Comparison based on User Survey

The user study was performed on 67 subject, for a total of 670 video questions answered. On average, the users correctly identified 85% of the fake/real couples. The preference results are summarised in Table 3.
Table 2: The average values of the considered metrics for different explainers. The value range for each metric is also shown in square brackets. For the last 3 columns, the higher the better.

|        | $V$  | $\tau$ | $\rho$ | $\mu$ |
|--------|------|--------|--------|--------|
|        | [0, 1] | [-1, 1] | [-1, 1] | [0, 1] |
| Bonettini | 0.0951 | 0.7390 | 0.1262 | 0.5286 |
| GradCAM  | 0.0135 | 0.8756 | 0.7489 | 0.8666 |
| LTPA    | 0.0108 | 0.7991 | 0.3333 | 0.6386 |
| SHAP    | 0.0302 | 0.4496 | 0.2326 | 0.7348 |

Table 3: Results of the user study.

| Number of answers | 67 |
|-------------------|----|
| Screen used       |    |
| Large             | 43%|
| Small             | 57%|
| Are you familiar with deepfakes? |    |
| Yes               | 37%|
| Heard of it       | 33%|
| No                | 30%|
| Correct video identification | 85%|
| Explainer choices |      |
| GradCAM           | 165| 23%|
| SHAP              | 221| 31%|
| LTPA              | 137| 19%|
| Bonettini         | 185| 26%|

Table 4: Sign Test results.

| Hypothesis (A>B) | A>B  | B>A  | 2-tail p-value | Passed |
|------------------|------|------|----------------|--------|
| SHAP > Bonettini | 212  | 176  | 0.075456       | No     |
| SHAP > GradCAM   | 210  | 154  | 0.003881       | Yes    |
| SHAP > LTPA      | 212  | 128  | 0.000006       | Yes    |
| Bonettini > GradCAM | 178  | 154  | 0.299944       | No     |
| Bonettini > LTPA | 177  | 129  | 0.007115       | Yes    |
| GradCAM > LTPA   | 156  | 128  | 0.108958       | No     |

In order to validate the statistical relevance of the survey, we perform the Sign Test on pair comparisons. To determine whether we can reject the null hypothesis for which none of the two explainers is better than the other, we compare the 2-tail $p$-value with an $\alpha$ value corrected with a Bonferroni factor. In our case $\alpha = 0.05/6 = 0.00833$. If the $p$-value is smaller than $\alpha$ we consider the test passed (i.e. the difference in votes between two explainers is statistically relevant), otherwise we consider the test not passed. The test results are presented in Table 4.

4.5. Discussion

We noticed that the preferred explainer depended mostly on the question, i.e., the video, as shown in Figure 12. This result may be related to the fact that the dataset from which we chose the videos to use in the survey, is actually built using different deepfake techniques, that eventually lead to different quality results of the final deepfake.

With respect to efficiency, explainers are different. While LTPA, Bonettini and GradCAM do not bring a relevant overhead to the underlying classification model, this is not true for Kernel SHAP, that needs thousands of runs of the classification model to produce an explanation. Therefore SHAP is more expensive than the underlying model by a factor that increases linearly with the sampling number.

From the flexibility point of view, the black-box methods are by design better than the others. GradCAM and similar white-box techniques need the model to be a convolutional network, posing limitations to their applicability. Finally, the attention methods are the least flexible, as they require the architecture to be redesigned and the model to be retrained.

5. Conclusions

Deepfakes have recently proved to be a major threat, thus multiple detectors have been proposed in the literature. However, most of these methods only return a detection score, not providing any additional information on the visual cues that make a detector take a specific decision.

In this paper, we investigated methods for deepfake detectors explainability. Given a video and a deepfake detector, we want to understand which regions of the video mostly triggered the detector decision. To do so, we adapted, extended and compared four different explainability methodologies that provide a mask that highlights which pixels are most important to a detector.

Our experimental campaign has been conducted on the DFDC dataset considering both quantitative and qualitative measures. Results have shown that the human perception of a deepfake explanation mask is not always aligned with objective metrics. Despite some methods provide explanations that are objectively better localised, other techniques tend to be preferred by many subjects. Moreover, people opinion tends to be different from video to video.

Results suggest that a single explanation method may not be sufficient to help forensic investigators. Future work will be devoted to study how much each explanation methodologies impact on investigators detection performance.
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