Identifying the Relationship between Seasonal Variation in Residential Load and Socioeconomic Characteristics
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ABSTRACT
Smart meter data analysis can provide insights into residential electricity consumption behaviors. Seasonal variation in consumption is not well understood but yet important to utilities for energy pricing and services. This paper aims to develop a methodology to measure seasonal variations in load patterns and identify the relationship between seasonal variation and socioeconomic factors, as socioeconomic characteristics often have great explanatory power on electricity consumption behaviors. We first model the seasonal load patterns using a two-stage K-Medoids clustering and evaluate the relative entropy of the load pattern distributions between seasons. Then we develop decision tree classifiers for each season to analyze the importance of different socioeconomic characteristics factors. Taking real-world data as a case study, we find that income level is an essential factor influencing the pattern variation across all seasons. The number of children and the elderly is also a significant factor for certain seasonal changes.

CCS CONCEPTS
• Computing methodologies → Machine learning; • Mathematics of computing → Information theory; • Hardware → Power and energy.
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1 INTRODUCTION
The installation of smart meters in residential premises has been growing explosively, and smart meter data recorded on an hourly basis or at minute intervals can improve the understanding of how electricity is consumed [2]. Smart meter data analysis attracts electricity utilities and suppliers for developing better energy tariffs, programs, and services through load profiling [15]. Establishing typical load patterns for consumers usually involves unsupervised learning methods like clustering [5]. Many works used clustering to find a single load pattern or load pattern distribution for consumers. However, the study in [4] showed that seasonality is the key driver to more than one significant pattern of consumers. Several studies, such as [6, 9], also discovered seasonal variations in residential load, but the factors influencing such variations are less well studied. Understanding the variations in load patterns across seasons and key factors influencing seasonal variations is of great value to electricity utilities, retailers, and policymakers to design seasonal pricing schemes and evaluate the impact on different social groups. This paper aims to measure the seasonal variation in residential load patterns and identify the link between seasonal variation and socioeconomic factors.

1.1 Related Work and Motivation
A review of related works shows the existence of seasonality in residential load patterns. In [6], load pattern shifts between seasons were found in households in China, and different households have different variations in their consumption behaviors. The study in [9] validated the importance of seasonality factor on both realistic and synthetic load profiles, where modeling seasonal variation can improve load prediction to some extent. The study in [3] suggested that the seasonal variation in load profiles should be handled in future smart grids management. However, existing studies lack insights into the driving or explanatory factors when analyzing seasonal variation in residential load. Therefore, this paper complements the existing studies in developing a methodology to identify the link between seasonal variation and socioeconomic factors.

Households characteristics have been used as features in analyzing load patterns, and some significant features are identified, though not for seasonal variations. For example, [10] used multiple linear regression models to evaluate the linkage between different socioeconomic factors and electricity consumption. The results indicated that characteristics like household age and social class have strong influences on the residential load. In [12], a strong correlation has also been identified between socioeconomic factors and
electricity consumption. The socioeconomic factors include consumers’ income level, education level, and knowledge, determining consumers’ attitudes on energy efficiency and thus changing their consumption behaviors. The study in [7] found a positive association between socioeconomic status and residential load using a latent constructor approach. From these studies, we see a strong link between socioeconomic characteristics and consumers’ habits and behaviors. This paper will show how socioeconomic factors are linked to and affect seasonal variation in load.

1.2 Main Results and Contributions

This paper develops methods to evaluate seasonal variation and study its link with socioeconomic factors. Specifically, we first develop a two-stage K-Medoids clustering method to model consumer load patterns based on our preliminary work [14]. Then, we quantify the seasonal variations by calculating the relative entropy of probability distributions of representative load patterns between adjacent seasons. Finally, by building classification models, we can establish the links between seasonal variations and socioeconomic factors and further analyze the importance of each factor. The key contributions of this paper are summarized as follows.

- Extract Load Patterns: We develop a two-stage K-Medoids method to cluster hourly load profiles on a daily basis, which can mitigate the impact of outliers and keep necessary load patterns for individual consumers.
- Quantify Seasonal Variations: We use relative entropy, which measures the divergence between two probability distributions, as the metric to quantify the variation in load patterns between adjacent seasons.
- Link Socioeconomic Characteristics: We build decision tree classifiers to estimate the variation of each seasonal change based on socioeconomic factors. We then analyze the effects according to the predictor importance.
- Generate insights using Real-world data: We train our model using realistic data and observe that income level is the essential factor to determine whether consumers tend to vary their consumption behaviors when the season changes. The number of elderly residents and children are also important factors for some particular seasons.

2 DATA DESCRIPTION

This paper uses real-world data from the Pecan Street database [1] to validate our methods. This database contains smart meter data of hourly load in kWh and socioeconomic information of households. After pre-processing the data, we obtain 417 households as the consumers with the hourly consumption data over three years from 2015 to 2017 and corresponding socioeconomic factors. The socioeconomic factors include the number of residents in different age groups, annual income level, and education level.

3 CONSUMER LOAD PATTERNS

In this section, for the purpose of enhancing the interpretability of clusters and keeping sufficient patterns for each consumer at the same time, we develop a two-stage clustering method and extract a certain number of load profiles for every consumer before conducting the overall clustering for all consumers. As shown in Figure 1, with the normalized residential load data, we adopt K-Medoids method [11] in the first-stage clustering to extract at most four typical load profiles (TLPs) for each consumer. In the second-stage clustering, we perform another K-Medoids clustering on the TLPs obtained from the first stage to produce representative daily load patterns among all consumers.

3.1 Load Data Pre-processing

The pre-processing of the residential load data includes removing outliers and normalization of load. The load data is denoted as \( I_{d,t}^n \), where \( n \in N \) is the consumer index, \( d \) is the date, and \( t \) is the hour of a day. Since we are only interested in load variations instead of the magnitude of electricity consumption, we normalize the original load data \( I_{d,t}^n \) to be \( N_{d,t}^n \) in range of \([0, 1] \) based on the minimum and maximum hourly load of consumer \( n \) on day \( d \).

3.2 Two-stage Clustering

To fit our model with real-world data that often contain outliers, we choose K-Medoids clustering [11] instead of the K-Means clustering and develop a two-stage clustering method. K-Medoids clustering uses the value of samples to be the centroids of clusters, which can help mitigate the impact of outliers and keep the original load shapes. In the first stage, we conduct K-Medoids clustering with \( K = 4 \) on each consumer to identify at most 4 typical load patterns. We choose the number of clusters to be 4, because we aim to evaluate pattern shifts over four seasons. Hence, we try to model each individual consumer’s load patterns at most 4 patterns, i.e., one for each season. For the clustering outputs, we denote the set of four typical load profiles (TLPs) as \( L^n \) and the set of profile indices as \( C^n \) for each consumer \( n \), shown as

\[
\hat{L}_n = \{\hat{i}_1^n, \hat{i}_2^n, \hat{i}_3^n, \hat{i}_4^n\}, \quad \hat{C}_n = \{\tilde{C}^n_{d,t} \forall d, \forall t\},
\]

where \( \tilde{C}^n_{d,t} \) is the cluster index of which the load instance \( I_{d,t}^n \) is grouped.

After obtaining the four TLPs for each consumer, we apply another K-Medoids clustering to find representative daily load patterns among all consumers based on \( \hat{L} = \{\hat{L}_n, n \in N\} \) in the second stage. In other words, the second stage clustering is applied to the 4N TLPs obtained in the first stage. We denote the outputs from the second stage clustering as \( \hat{L} = \{\hat{L}_n, n \in N\} \) in the second stage.
the second K-Medoids as

\[ \tilde{L} = \{\tilde{L}_1, \tilde{L}_2, \ldots, \tilde{L}_K\}, \tilde{C} = \{\tilde{C}_i, i \in \tilde{L}\}, \] (2)

where \( \tilde{C}_i \) represents the cluster index of which the TLP \( i \) is grouped.

Here, the number of clusters \( K \) in the second K-Medoids will be selected based on the Silhouette coefficient \([13]\), which measures the clustering performance. Specifically, it consists of two aspects: the cohesion factor \( a_i \) as the mean distance between \( i \) and other TLPs within the same cluster assigned for \( i \) and the separation factor \( b_i \) as the smallest average distance between \( i \) and TLPs from the rest load clusters.

After the second K-Medoids clustering, we obtain the new cluster centroids and indices as stated in Eq. (2). Based on the first-stage clustering outputs in Eq. (1), we can update the cluster assignments for original normalized load data \( L^n_{d,t} \), with final clusters in Eq. (2).

4 SEASONAL VARIATION

This section uses relative entropy to quantify and evaluate seasonal variations in residential load and then link seasonal variations to socioeconomic characteristics using classification models.

4.1 Relative Entropy

To further analyze the seasonal variation in load patterns, we need to compare the density of \( K \) representative load patterns in each season. Relative Entropy (i.e., the Kullback-Leibler divergence \([8]\)) can directly evaluate the divergence between two probability distributions, which makes it an appropriate measure in our analysis.

We define \( D_{s,n} \) as the cluster index for a random day selected from season \( s \in \{1, 2, 3, 4\} \) for consumer \( n \). The value of \( s \) from 1 to 4 represents spring, summer, fall, and winter respectively. The sampling distribution of \( D_{s,n} \) is calculated as:

\[ p(D_{s,n} = k) = \frac{I_{s,n}^k}{I_{s,n}}, \] (3)

where \( I_{s,n}^k \) is the number of days that are classified into cluster \( k \), and \( I_{s,n} \) is the total number of days in season \( s \) for consumer \( n \). Then, we calculate the relative entropy for the distributions of adjacent seasons \( s \) and \( s' \) as:

\[ RE(D_{s,n}, D_{s',n}) = \sum_{k=1}^{K} p(D_{s',n} = k) \log_k \frac{p(D_{s',n} = k)}{p(D_{s,n} = k)}. \] (4)

where the log base is set to be the number of final clusters \( K \) from the two-stage clustering.

In our case, higher \( RE(D_{s,n}, D_{s',n}) \) indicates that the distribution of representative load patterns in season \( s \) is less similar to that in season \( s' \) for consumer \( n \). This shows that consumer \( n \) tends to vary the consumption behaviors when the season changes from \( s \) to \( s' \). Hence, the value of relative entropy is a measurement of the magnitude of variations in load patterns between different seasons.

4.2 Classification Using Socioeconomic Factors

Since socioeconomic characteristics could be the factors explaining consumers’ adjustment of their consumption in different seasons, we attempt to use classification models to identify which factors are critical in deciding seasonal variations load patterns. We split the relative entropy into two classes based on its value comparing to a threshold, namely ‘variation’ and ‘no variation’. We set the splitting threshold to be the relative entropy value for two distributions where one has 25% difference from the other. The 25% threshold is chosen based on the sample distribution, where two-thirds of samples are below this threshold. For predictors, we use consumer socioeconomic factors, including the number of residents in different age ranges, education level, and annual income level.

In our classification model, all the variables are often non-linear to the outcome, i.e., varying consumption habits or not. Therefore, we adopt decision tree classifiers to predict whether consumers have variations in load patterns between seasons using socioeconomic factors. We build separate classifiers for each season change, i.e., Spring-to-Summer, Summer-to-Fall, Fall-to-Winter, and Winter-to-Spring. We use the binary decision tree model and set the maximum number of splits as 20 to avoid overfitting. After training the models, we obtain the importance of each socioeconomic factor. If a factor has higher predictor importance, it indicates that the split on this factor will have a greater effect on the determination of the output.

5 RESULTS AND DISCUSSION

5.1 Visualization of Seasonal Variation

After applying the two-stage K-Medoids clustering, we plot the distribution of representative load patterns throughout the dataset period of three years for four selected consumers as shown in Figure 2. Six representative clusters, i.e., C1-C6, are denoted with different colors. We can observe that ‘User 744’ and ‘User 1507’ have a clear seasonal variation in load patterns, comparing to ‘User 1103’ and ‘User 1879’. Therefore, from these simple illustrations, we can find that environment parameters like weather and temperature change are not the only causes for seasonal variations in residential load patterns, and we refer to socioeconomic factors.

After calculating the relative entropy to quantify the seasonal variation in load patterns, we obtain the box plot of the calculated relative entropy for four seasonal changes as shown in Figure 3. We can see that Spring-to-Summer has the largest median in relative entropy, which shows that residents are more likely to change their consumption habits when it turns hot in Summer.
6 CONCLUSION AND FUTURE WORK

This paper develops a method to analyze the relationship between socioeconomic characteristics and seasonal variations in residential load, which involves a two-stage K-Medoids clustering, relative entropy measurement, and Decision Tree classifiers. From a case study on real-world data, we find that income level is an essential factor to determine whether households tend to adjust their electricity consumption behaviors for different seasons. We also find that families with children and elderly people have variations in load patterns for particular season changes. Since we can only conjecture about the underlying mechanisms for these effects (e.g., higher temperature sensitivity among the elderly, seasonal allergies driving electricity use, etc.), this uncovered relationship merits further investigation. We acknowledge the limitations that this paper only provides some preparatory work, and the current results may be confined and short-sighted due to the specific model design.

Our future work aims to analyze different factors that may influence the seasonal variation in residential load with more datasets and evaluate the impact of seasonal electricity rates on different consumers.
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