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We present an exploratory qualitative study to understand how writers interact with next-phrase suggestions. While there has been some quantitative research on the effects of suggestion systems on writing, there has been little qualitative work to understand how writers interact with suggestion systems and how it affects their writing process—specifically for a non-native but English writer. We conducted a study where amateur writers were asked to write two movie reviews each, one without suggestions and one with. We found writers interact with next-phrase suggestions in various complex ways—writers are able to abstract multiple parts of the suggestions and incorporate them within their writing—even when they disagree with the suggestion as a whole. The suggestion system also had various effects on the writing processes—contributing to different aspects of the writing process in unique ways. We propose a model of writer-suggestion interaction for writing with GPT-2 for a movie review writing task, followed by ways in which the model can be used for future research, along with outlining opportunities for research and design.
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1 INTRODUCTION

With the recent advent of transformer-based probabilistic language models [63], text generation has become sophisticated and viable enough to be used in writing interfaces to provide synchronous next-phrase suggestions, as seen in popular products like Google Smart Compose [26] and LightKey [14]. As the writer types, the editor predicts an in-line phrase that the writer can select (Fig. 1). While there is rapid progress in natural language processing technologies that enable such interfaces, research in understanding writer interaction with such technologies and their effects is still emerging.

Recent studies have shown that writing and communication are influenced by the presence and content of suggestion systems [17] — in terms of vocabulary use [18], overall perceived sentiment [17], and interpersonal perception [53]. The focus of these studies has been the writing product.
While there has been recent research on how the writing process is affected by a suggestion system, it has primarily been done through a behavioural lens, hence not revealing the decisions writers make that lead to the observed behaviour [24]. Writing research has long studied the writing process through a cognitive lens. Hayes’ (2012) Cognitive Process Writing Model, one of the most holistic cognitive models of writing, describes writing as a complex, non-sequential interaction between various cognitive writing processes [37]. Our paper uses this model as an analytical lens to qualitatively understand how writers interact with an in-line next-phrase suggestion system and compares writing with and without suggestions. Additionally, we study how misalignment between sentiment bias in the model and the writer’s opinion affects writer-suggestion interaction. We chose a movie review writing task and a suggestion system based on GTP-2 fine-tuned on the IMDb movie reviews corpus. We quantify the writer’s opinion of the movie based on the star rating they give the movie before writing the review. Based on that, we calculate whether the writer and suggestion system are aligned or misaligned. For our study, we ask participants to watch two movies and then write a review for each, once with suggestions enabled and once without. We encouraged writers to express their personal opinions through their reviews and think aloud as they did so. Following that, we elicited retrospective protocols and analysed them with the think-aloud protocols through qualitative coding using a grounded approach. We found that writers took aid from suggestions, directly or indirectly, on various levels, such as proposing (idea generation), translating (language), and transcribing (aid in typing). We also found ways and criteria based on which writers evaluated these suggestions before incorporating them into their text. Comparing the writing sessions with and without suggestions revealed various effects suggestions had on the writing process, such as a change in the writer’s overall plan, the role of misalignment, increased distraction, and increased use of genre-specific language. Based on our observations, we propose a model of writer-suggestion interaction in our study’s particular context. Finally, we discuss how suggestion systems can be framed and analysed through the lens of our model, followed by a discussion of possible directions for research and opportunities for the design of suggestion systems.

2 BACKGROUND

Our research is motivated by a background spanning primarily two threads of research. These include theory and methods from writing research and work studying the effects of the presence and content of suggestion systems on the writing process and product.

2.1 Writing Research

Research shows that the process of writing is a complex, non-sequential process, with writers involved in different cognitive processes such as generating ideas, evaluating their ideas, converting ideas to language, etc., throughout the writing session. In a review paper, Donahue and Lillis [29] outline four types of models that have been the most influential in the contemporary study of writing. These include text-oriented, social practice, didactic, and (socio)cognitive models of writing. Donahue and Lillis suggest that while these models have a common goal of describing...
writing, their ‘empirical objects of study’ differ. The empirical focus of the text-oriented models is the product or the output of writing and is primarily concerned with its linguistics [51]. Social practice models take an anthropological approach construing writing as a social practice in a social context. The didactic process model historically marked the first focal shift toward the writing process. First proposed by Janet Emig [30], this model divides the writing process into distinct stages, such as pre-writing, planning, revising, etc., and was primarily created for pedagogical reasons. The (socio)cognitive models focus on the individual writer in a social context. These form a spectrum: from models that focus more on the ‘social’ — construing writing as a social activity to models that focus more on the ‘cognitive’ — construing writing as an individual cognitive activity.

The Hayes (2012) model is the cognitive end of the modern Socio-cognitive spectrum and tries to describe the cognitive processes an individual writer engages in during the process of writing [37]. The Hayes (2012) model is an evolution of the ‘cognitive process theory of writing’ [33] as first proposed by Hayes and Flower in 1981. Unlike the ‘staged’ didactic process model, this model viewed writing as an interaction between the writer’s internal cognitive processes, the ‘task environment’, and the writer’s long-term memory. Hayes and Flower used protocol analysis—based on the work of Ericsson and Simon— as a method to qualitatively study writing. Further studies tested, validated, and modified the model, which led to the evolution of Hayes’ Cognitive Process Model of Writing (2012).

Our paper aims to understand how individual writers interact with next-phrase suggestion systems. For this, our empirical object of study is the individual writer, and we view writing as a cognitive activity the writer engages in. To that end, the Hayes (2012) Cognitive Process Writing model acts as a suitable analytical lens for our research. We give a brief description of the model below. For a detailed description, refer to [38].

Hayes’ cognitive process model of writing (2012) consists of 3 levels—the control, the process, and the resource level (Figure). The control level includes components that direct or govern the activity of writing. The process level includes core writing processes and factors from the environment that influence the internal processes. The resource level includes crucial components for various human activities, including writing.

2.1.1 Control Level. The control level contains Motivation, Goal Setting, the current writing plan, and the writer’s writing schema. Motivation governs how engaged the writer would be in the process of writing — if the writer lacks the motive to write, writing does not happen.

The writer decides the Goal of the text before composing, whether it is a journal entry, an essay, or a thesis report. The goal of the text may also be assigned to the writer (like the writer is asked to write a movie review in our study). The goal of the text can change depending on the writing stage — during revision, for example, the goal of the text is to be an improvement over the previous draft with corrected errors, and during planning, the goal of the text is to be a plan for the writer which can be referred to later.

Writers often come up with plans for their text after they have set their initial goals (“I will start with an introduction and then make arguments”). These plans can have sub-goals that fulfill larger main goals. Depending upon its complexity, the writer may store this plan in their memory or write it down. These writing plans may also change mid-composition.

Writing schemas represent the writer’s knowledge of writing and composition. The schema informs the writer ‘how to write’ and attributes the composed text should have — like writing strategy, genre, length, format, etc. (“The review should start with a brief introduction”). Writers form such schemas through observation and experience, evolving throughout the writer’s lifetime. Writing schemas profoundly impact the writer’s style, plans, and habits.
2.1.2 **Process Level.** The process level consists of two sections: the internal writing processes and the external task environment. **Writing processes** constitute the **Proposer, Translator, Transcriber, and Evaluator.** The proposer is responsible for generating new ideas to be included in the text. The environment, collaborators, reference texts, writer’s memory and plans all help generate ideas. The **translator** converts the non-verbal, abstract ideas generated by the proposer into a string of coherent, understandable language. The **transcriber** uses the words and sentences (grammatical strings) generated by the translator and uses rules of the written form (drawing letters, capitalisation, etc.) and transcribing tools to turn it into a written form. The **evaluator** evaluates the outputs of all the above processes and decides whether they are adequate and appropriate. It may interrupt the process of text production at any stage — it can reject the idea proposed by the proposer, language translated by the translator, or the transcription done by the transcriber.

Different configurations and sequences of these processes are used in different stages of writing for more ‘complex activities’ based on the writer’s goal. **Planning** what to write in a text, for example, is defined as a complex activity that makes use of these basic processes. Like planning, **revision** is a complex activity comprising the basic four writing processes— proposing, translating, transcribing, and evaluating. **Task environment** includes the writer’s social and physical surroundings. For example, the comments and suggestions that collaborators or critics might give are part of the social task environment. Similarly, transcribing technology, reference material, written plans, text written so far, etc., become the physical task environment. Comments and suggestions given by collaborators are a part of the social task environment. The task environment of the writer, naturally, may influence how and what they write. In this study, we are interested in studying the
writer’s interaction with their task environment—i.e. the text editor enabled with next-phrase text suggestions.

2.1.3 Resource Level. The resource level includes components representing attention, long-term memory, working memory, and reading, which are more general-purpose mental resources. Attention represents our ability to maintain focus, often referred to as executive function. Long term memory includes the writer’s repertoire of knowledge, including schemas, vocabulary, grammar, spelling, and facts. Working memory is temporary storage to handle information needed to complete tasks. The proposer, translator, transcriber, and evaluator use the working memory.

Additionally, we define a Working Memory State (WMS) as an addition to the Hayes 2012 model in the context of writing with text suggestions. It represents the current composition state in the writer’s working memory when they encounter a suggestion. It may contain a partial or a complete proposal and a partial or a complete translation of the text the writer was planning to write when a suggestion appeared. The partial composition in the WMS may have different levels of completeness based on how much of the proposal and translation has been generated. For instance, a writer may have only generated a partial proposal when they encounter a suggestion, or they may have generated a complete proposal and a complete translation and is just about to transcribe it when they encounter a suggestion. The WMS helps us describe better the interactions and effects related to the suggestion system, as described in greater detail in the findings. Using the Hayes model as an analytical lens does not confine us to the concepts defined by the model. We also aim and expect to discover behaviours that cannot be explained by the Hayes model (e.g. new cognitive processes specific to interacting with suggestions). Our analysis is not purely deductive or inductive. We use the Hayes Model only as a starting point for our analysis and perform inductive open coding on our data.

2.2 Writing Interfaces and Suggestion Systems

Unlike traditional word processors, predictive text systems proactively suggest content to writers. Early ‘decoder’ text technologies aimed to save keystrokes with input devices (such as the T9 keyboard) where users had to press significantly fewer keys compared to the preceding multi-tap input technique [61]. These decoder technologies, however, did not predict what one would want to write next based on what they had written so far. Subsequent prediction technologies aimed to save keystrokes by predicting what the writer might write — if the suggestions were accurate, the writer would save the effort of typing the same. These technologies have evolved from completing a single word to suggesting next-phrases based on the preceding text. Contemporary predictive text services such as Google Smart Compose [26], and LightKey [14] suggest a single but long phrase at a time, in-line with the text written so far (like in Figure 1). Our study focuses on such inline next-phrase suggestion systems.

2.2.1 Effects on Writing Product and Process. There has been a growing body of research on how predictive text systems affect writing. In a 2020 study, Arnold et al. suggest that using next-word text prediction in image annotation tasks can lead to users choosing more AI-suggested words, thus affecting their vocabulary usage. They also found that captions written with the help of suggestion systems were smaller in length and included fewer words [18]. A separate study found that positive sentiment bias in text prediction can lead to positively biased writing. Suggestion systems have also been interpreted as communication mediating technologies. Recent work by Hancock, Naaman, and Levy [36] explores and defines AI Mediated communication as “a mediated communication between people in which a computational agent operates on behalf of a communicator by modifying, augmenting, or generating messages to accomplish communication or interpersonal goals.” A broader conception of AI-MC includes non-interpersonal communication and can accommodate
one-to-many communication tasks such as blog posts, reviews, etc., which are more relevant to our research. Mieczkowski and Hancock et al. [36] provide preliminary evidence that positivity bias in Google Smart Replies can impact and undermine some dimensions of interpersonal perception, like social attraction. This research frames the writer as a communicator in the social context of interpersonal communication. Doing so, it primarily focuses on the effects of AI-augmented writing and communication on the written product and the receiver’s perception of the same. A study by Hohenstein et al. suggests that using AIMC can increase communication efficiency and the use of positive language. They also note that receivers evaluate senders negatively if they suspect the use of AI-augmented responses[39]. The work above essentially studies the effects of suggestions on the writing product and interpersonal perceptions based on that product - but leaves out its effects on the writing process. On the other side of the product-process distinction, Buschek et al. [24] study behavioural patterns of writers while using multiple-parallel next-phrase suggestions for writing emails. Their research gives us the first peek into the writing process with suggestions. They identify writers’ writing behaviours, such as focused typing, dense suggestion use, text navigation, etc. However, they cannot reveal the cognitive decision-making processes that lead to those behaviours. This motivates us to systematically study how users use such next-phrase predictive text suggestions in the process of writing.

2.2.2 Suggestions as writing prompts. Recent studies that capture the effects of suggestions on the writing product and process also provide preliminary evidence to suggest that writers perceive predictive text suggestions as prompts for writing. In a post-task survey, Buschek et al. found that many writers used text suggestions for inspiration and help when they felt stuck [24]. Arnold et al. [19] suggest that writers perceived next-word and next-phrase suggestions as prompts for ideas and language. These studies provide evidence that writers perceive phrase suggestions as not merely tools for writing fast but also tools that aid content generation. Work by Lehman et al. presents a conceptual analysis of autocomplete as a concept in the context of interfaces with generative capabilities that enable human-ai collaboration such as autocomplete, code completion, and layout generators [48]. They describe the role of autocomplete systems as ‘extending and completing user input’ and allude to such systems possibly taking the role of ‘inspiring the user’ to generate content. The studies mentioned above suggest that writers do, in fact, consciously interact with suggestions in ways that are not limited to improving writing efficiency. Recent preliminary qualitative work on the effects of text prediction also identifies the need for a systematic qualitative study to generate a model for writer interaction with text suggestions [22]. This brings us to the first of our research questions: How do writers interact with suggestions, and what governs these interactions? Hayes and Flower’s work on studying the writing process is a promising starting point for research in writer interaction with text suggestions and the process of writing with predictive text. Feldman et al. (2020) propose that the cognitive process model for writing by Flower and Hayes can be used as a framework for studying both solo and collaborative writing [32]. While Feldman et al. use the original cognitive process model by Flower and Hayes[32], the model has undergone several revisions based on findings of subsequent empirical studies. For our study, we use the 2012 revision of the model by Hayes [37] as a lens for understanding writer-suggestion interactions. In addition to understanding how writers interact with suggestions, we are also interested in understanding how the presence and the content of suggestions affect the writing process, compared to a writing process without suggestions. We know that interfaces mediating writing have various effects on the writing process. For example, C. Haas found that writers engaged in less planning before they began writing and did more low-level planning instead of high-level planning when using a word processor compared to pen and paper [35]. There is also evidence that word processors lead to higher quality expository essays [55]. Unlike traditional word processors, predictive text
systems proactively suggest content to writers. Thus, along with studying how writers interact with suggestions, we also aim to qualitatively compare writing with suggestions with writing without suggestions. This brings us to our second research question: How do suggestions, and the subsequent writer-suggestion interactions, affect the writing compared to writing without suggestions?

2.3 Approaches to studying writing and suggestion interactions

In 2003, Perrin proposed Progression Analysis, a method for analysing the writing strategies of newsroom writers [56]. This method collects data from multiple sources such as unstructured interviews and observations, keystroke logs, and retrospective verbal protocols. Keystroke logs are a primary source of ‘ground truth’ data, which is interpreted through retrospective verbal protocols. The unstructured interviews and observations provide a context of the environment, the participant’s background, writing motivation, and so on. There has been a similar interest in understanding writer interaction with Language models through approaches proposed by Lee et al., where interaction logs and writing session replays can act as a ground truth that can be qualitatively or quantitatively studied and interpreted [47]. This approach differs from traditional HCI approaches, such as contextual inquiry, where writers are interviewed after the writing task [25, 28]. Such approaches, however, may lend themselves to validity issues as users tend to post-rationalise their decisions after making them [20], giving an accurate account of the activity in question. Qualitative writing research has used concurrent and retrospective protocol analysis—first introduced by Ericsson and Simon [31]—as a method for understanding the decisions made by writers and getting a peek into the writer’s cognitive processes. While retrospective protocols lend themselves to post-rationalisation, pairing them with concurrent protocols can help the researcher triangulate between the data to come up with better interpretations. Literature suggests that while the concurrent think-aloud method elicits more protocol segments and insight into the steps leading to the final decision, retrospective protocols provide more insight into the final decision [46]. Randsell suggests that concurrent protocols do not significantly affect the written product, as it does not reduce the syntactic complexity of the composition or the number of words written [59]. Concurrent think-aloud protocols, however, have limitations. If writers are prompted to verbalise their thoughts too often, their writing process can end up being slower than usual [59]. Thus, care needs to be taken by the researcher to find a balance between eliciting enough protocol statements while not letting the writer deviate from their usual writing process. As we want to study writer-suggestion interaction and its effects on the writing process from a cognitive lens, we collect concurrent and retrospective protocols from writers during a writing session and analyse them using a grounded approach.

2.4 Studying writer-suggestion misalignment with writer-suggestion interaction

Text suggestions based on language models have been known to inherit biases and dominant ‘views’ from the text corpus used to train the language model. Multiple studies have found that such language models may exhibit stereotypical relations and even sentiment biases against certain groups of people, owing to the datasets these models are trained on [21, 45, 60]. For example, Hutchinson et al. show that in BERT—a large-scale language model by Google—phrases referencing persons with disabilities are associated with more negative sentiment words [41].

Arnold et al. studied how sentiment bias in text prediction affects the written product and found that positively biased suggestions can lead to more positive writing [17]. They call for studying not just how the presence but the content of the suggestions affects people who use them. Controlling the content of the produced suggestions by controlling the bias for comparing how a change may affect the writing process is therefore essential to our study. That said, a bias is inherently
normative—a writer may deem a suggestion generated by a language model as good or bad based on their normative framework or social values [23]. A suggestion that may be considered offensive by one writer or community may not be considered so by another. Our interest, therefore, lies in the alignment (or lack thereof) between the writer and suggestion system and how such misalignment affects writer-suggestion interaction. This brings us to our final research question: How does the degree of misalignment of opinion affect writer/suggestion system interactions?

2.5 Working with Indian non-native English speakers

While studying writing tasks, research often categorises writers and speakers of English as either L1 speakers who are also often native speakers (typically people from the US, UK, or Australia) or L2 speakers, whose country of origin is typically a non-English speaking country (like China, Japan or Germany) [66]. Existing research has compared the writing of first language speakers (L1) against second language speakers (L2). One study on Dutch students showed that native Dutch (L1) writers had longer lengths of the P-Bursts[27] (the number of characters and the duration of a writing episode that is not interrupted by a significant pause) as compared to writing in English (L2)[49]. This finding is relevant as shorter P-bursts mean a higher probability of encountering a suggestion. Buschek et al.[24], in a different study, observed that L2 speakers accepted and used more suggestions than L1 speakers. L2 speakers also found suggestions more helpful and perceived their influence on wording, content, and inspiration for using other phrases/words as (slightly) higher than their L1 counterparts. Researchers have observed L2 writers using reference materials as language repositories[57], where they may note down potentially useful phrases from the text for later use [34]. Past research has also shown that L2 writers are more prone to ‘patchwriting’, characterised by non-malicious or unintentional appropriation of text without explicitly citing it. Although not explicitly written by a ‘person’, text generated by language models can still be appropriated by writers, especially L2 writers, in their writing. Our study is conducted in India, and since most of our participants are L2 speakers, we are motivated to answer our research questions in the context of Indian non-native English speakers, numbering 129 million according to the 2011 census [10]. However, it is important to mention that non-native English speakers in India may differ from non-native speakers in other non-English speaking countries. India is a region of immense diversity in language. Hence, English remains an official language for communication between states and is the language of choice for administrative services, law, and education. While all of our participants had a first language (or mother tongue) that was not English (e.g. Marathi, Hindi, Assamese, etc.), they had completed their K-12 schooling with English as the medium of instruction. We believe this differentiates Indian L2 English speakers and writers from L2 writers from other non-English speaking countries, and the findings should be interpreted as such. Thus, in summary, we intend to study three things. 1. Indian non-native English writers, interaction with next-phrase suggestions, 2. The qualitative differences between them writing with and without suggestions, and 3. The effect of misalignment between the writer and the suggestion system on the same. Our research aims not to test or validate particular hypotheses or approaches for giving text suggestions but to collect systematic observations and construct knowledge inductively on the writer’s interactions with text suggestions using a grounded approach. We present observations that can act as a theoretical springboard for further empirical research.

3 Method

To investigate our research questions, we developed two instances of suggestion systems - one instance fine-tuned on positive movie reviews and another on negative movie reviews. We asked participants to watch two movies and write two movie reviews — one review without suggestions and another with. We asked writers to rate the movies they watched before writing the review...
and allotted the suggestion system such that we got a distribution of writers along an ‘alignment spectrum’. We collected concurrent think-aloud protocols while the users wrote their reviews and retrospective think-aloud protocols after they had finished writing. We qualitatively analysed these with the screen recordings of the writers’ writing process. We use the Hayes Cognitive Process Model of writing (2012) as a theoretical framework to analyse our qualitative data [37].

Our primary goal was to create opportunities for diverse writer-suggestion interaction to capture how writers interacted with the suggestions and their content. We also wanted to observe instances where the writers had varying levels of misalignment with the suggestion system — to see if and how writers used these suggestions when they agreed with them and when they did not. We chose a movie review writing task for the same. A movie review task is appropriate for many reasons. Firstly, writing movie reviews involves expressing one’s opinion and arguing for it. While movie review writing may not be a usual task for most writers, it is analogous to other opinion expression and argumentation tasks that writers may engage in. Moreover, unlike other writing tasks such as creative story writing [28], movie reviews have a star rating associated with them, giving us a linear scale of sentiment that may be used to create a variety of writer-suggestion misalignments. Secondly, countless movie reviews exist on the internet, along with available datasets [50], giving us a rich resource to train a language model. Lastly, a movie watching and reviewing task is simple to assign and execute for participants. Since the task involves no travel and may be completed within the confines of the participant’s house, it was possible to conduct the study even during the pandemic and related lockdowns. We recruited amateur writers who agreed to write two movie reviews and think aloud as they did so. All writers were asked to write their first review without suggestions and the second with suggestions. In the with-suggestions condition, the writers were randomly assigned to a suggestion system trained on a corpus of movie reviews with a mean rating of either 2.5 or 8.5 (the Corpus Rating) [46]. Writers also rated each movie. Thus, this was a mixed design qualitative experiment. The within-subjects variable was the presence or absence of suggestions in the editor. The between-subjects variable was the degree of misalignment between the writer’s rating and the mean rating of the corpus, defined as the following. The Corpus Rating is a representative number calculated by averaging the ratings in the positive or negative review corpus, assuming the corpora have a uniform distribution. We acknowledge that this might not be the case, but use this as a representative number to calculate the misalignment score, which represents how misaligned the writer’s opinion is with the bias in the suggestion system. Here, DoM: degree of misalignment, WR: Writer Rating and Corpus Rating: Corpus Rating

\[
\text{DoM} = \text{WR} - \text{CorpusRating}
\]

In most cases, a degree of misalignment closer to 0 indicates that the writer’s opinion aligns with the mean rating of the corpus on which their suggestion system was trained. A negative value tells us that the writer’s opinion about that movie is worse than the mean rating, and a positive value tells us that the writer’s opinion is better.

After the writer filled out an informed consent form, they were sent a link to their first movie. The writer was requested not to read any online reviews or view online ratings of the movie. We gave the writer about 24 hours to watch the movie. After the writer had watched the movie, we asked them to fill out a form where they had to rate the movie on a scale of 1 to 10, where 1 represents that the writer did not like the movie at all, and 10 represents that they liked it very much. The writer was additionally asked to choose one among the following options to ensure that there was no misunderstanding about the scale: (1) I really liked the movie, (2) The movie was average, and (3) I did not like the movie.

Next, we fixed a time with them for a review writing session. We conducted the two sessions over Zoom calls. The link to the assigned online text editor was sent to them at the start of each writing
Table 1. The selected set of movies and their aggregate internet ratings

| Movie Name & Aggregate Internet Rating |
|----------------------------------------|
| Loqueesha [8]                           | 1.8 |
| Future World [7]                        | 2.5 |
| Glitter [3]                             | 3.2 |
| Literally, Right Before Aaron [7]       | 4.3 |
| The Last Shift [9]                      | 5.5 |
| Nothing [4]                             | 6.1 |
| Little Miss Sunshine [5]                | 8.1 |
| Hunt for the Wilderpeople [6]           | 8.1 |
| Secrets & Lies [2]                      | 8.4 |

session. The writer was asked to share their screen. The sessions were recorded for analysis. In the with-suggestions condition, we first demonstrated the suggestions interface (described below). The writer was then asked to practise writing a few sentences describing their day as a familiarisation task. After that, the writer was asked to write the movie review and think aloud as they did this.

After the writing session, we shared the video recording of the session (without audio) with the writer and asked them to explain their writing process retrospectively. If the writer forgot what they had thought or if they contradicted themselves from what they said earlier, audio from that portion of the recording was played to trigger relevant memories.

We collected concurrent and retrospective think-aloud protocols as our primary source of qualitative data. The concurrent protocols, retrospective protocols, and video recordings helped us triangulate the data to get a clear picture of the actions and decisions the writers were making and why they were doing so. During a pilot, we realised that writers often forgot to think aloud and needed nudges. This resulted in writers explaining themselves in the middle of their writing process, distracted the writers, and interrupted their flow. To counter this problem, we reframed the ‘think-aloud’. We asked the writers to ‘talk to themselves’ while writing. We also explicitly asked them not to explain their decisions to us. This resulted in suitable protocols while minimising distraction from the writing process. The Institutional Review Board of our university approved our study.

3.1 Movie selection

We chose 30 movies for our study as an initial set. We chose movies that were not widely released and ‘mainstream’, to ensure that the writers had not watched the movie previously and their reviews were not affected. We also avoided polarising genres such as historical dramas, war, political movies, animated movies, and documentaries. We picked movies from those released between 1990 and 2021. We rated the chosen movies based on ratings from three established sources: IMDb [12], Rotten Tomatoes (Critic and Audience scores) [16], and Letterboxd [13]. Ratings from all three sources were averaged on a scale of 1 to 10 and utilised for final rankings. Based on this rating, the movies were divided into three categories: Bad (1-3), Neutral (4-7), and Good (7-10). We randomly chose three movies from each category, resulting in the nine movies listed in Table 1.

3.2 Apparatus

Our interface consists of a text editor capable of providing phrase and word completion suggestions both at the end of and in between text (Figure). We built three versions of the text editor, one with
suggestions powered by a language model trained on an IMDB review corpus [50] with reviews with an average rating of 2.5, the second with an average rating of 8.5, and the third without suggestions. The design of the writing interface can be seen in (Fig. 3). The interface provided word complete as well as next-phrase suggestion capabilities. If the system’s most recently typed text without a space was deemed an incomplete word, the system completed the word followed by a phrase. Else, it only offered the phrase. The suggestion pops up as highlighted text near the top of the cursor when between text (figure) and in-line at the end (Figure). Our study used an in-line single phrase suggestion system as most widely deployed suggestion systems like Google Smart Compose[26] use a similar interface for delivering suggestions. In our initial pilots, we deployed a suggestion interface where the writer had to press tab to select the whole suggestion. However, we received feedback that writers often wanted to select only the first few words in the sentence and had to delete the last few words after they ‘tabbed’ the suggestion. To resolve this issue, we designed the interface to select only a single word from the phrase when a writer pressed tab. To visually convey this interface behaviour, we highlighted the first word and added interpuncts (·) between words to represent this stepped approach to accepting a suggestion. (Fig. 3). Through our pilot, we also tested several wait times from when the writer stops writing to when the suggestion appears. We decided on 300ms as the optimum wait time before the suggestion appeared.

![Fig. 3. The interface presented to participants, with end-of-text suggestions (left) and middle-of-text suggestions (right)](image_url)

The suggestion system takes in the last 50 words the user has written to compute the suggestion using the language model running in the back-end. We make almost all computations on the server side to maintain low latency. We have used a GPT2 [58] transformer model for text prediction. To bias the model for the specific task of writing movie reviews, we used a fine-tuned GPT2 model [?] on an IMDb movie review corpus with polar ratings [50]. The IMDb movie reviews dataset consists of 25,000 examples each of positive and negative movie reviews. These reviews are polarised; the positive reviews contain reviews with a star rating greater than 6, and the negative reviews set consists of reviews with star ratings less than 5. We fine-tuned each model for three training epochs and obtained a test perplexity score of 36.9713 for the positive model and 34.6978 for the negative model. We used the Hugging Face transformers library to train these models [11]. We used the beam search algorithm to generate the most likely next phrase. The motivation to use beam search comes from the fact that we need to generate a few word completions. While methods like Nucleus Sampling [40] produce more varied text, these methods are more relevant to tasks of arbitrating text generation where the goal is to produce paragraphs worth of human-like text. In these cases, beam search repeats its predictions over and over after a few initial words, and therefore using sampling methods creates more human-like text. However, since our goal is to find the most optimal next phrase, given a previous prompt, we opt to choose a sampled version of beam search, which generates multiple potential candidates based on the top-5 beam scores and then samples from these candidates. Furthermore, modern systems like [26] use beam search to generate completions. Using beam search in our experiment aligns our system with existing mass deployed next phrase suggestion systems, thereby adding external validity.
Table 2. Comparing the positive and negative alignments of the system to the base GPT-2 suggestions

| Sample from GPT-2 base model | I’ve been doing a lot of work on this blog over the last few years. One of the things that I’ve been working on is making sure that all of the posts that I make on this blog are written by people who have had the pleasure of writing for me in the past. |
| Sample from IMDb fine-tuned model (Corpus Rating = 8.5) | I saw this movie at the Tribeca Film Festival, and it was one of the funniest movies I’ve ever seen. The acting was good, and the story line was funny. It was a lot of fun, and I recommend it to anyone who likes comedy. |
| Sample from IMDb fine-tuned model (Corpus Rating = 2.5) | I don’t know where to begin with this movie, it’s a complete waste of time and money. I don’t know how anyone could make a movie like this. |

The confidence of beam search dictates the length of the suggestion. A beam search decoder maintains the probability score generated by the words added to the suggestion on every iteration. We empirically validate a threshold value, and new words stop being added when the probability score falls below this threshold value. We tuned the threshold value in a series of pilot tests by observing the Threshold value that does not create repetitions and aberrant words in the generations.

To verify how well the model inherits the bias, we performed a sentiment validation using a pre-trained BERT Sentiment Classifier. We provided prompts from the test set, which contained five hundred samples of reviews from both the positive and negative sections of the set and used our fine-tuned models to generate phrase completions for these prompts. We then passed these completions through a BERT-Large model trained for sentiment classification on the IMDB dataset. The reported accuracy of this pre-trained classifier on the IMDB validation set is 90%. We observed that 76% of the generations from the positively biased model were classified as positive, while 78% of the negatively biased model were classified as negative. The remaining generations in both cases, classified into the category opposite to their generator model, can be attributed to the fact that the model tries to maintain coherence. In some cases, it is impossible to generate an oppositely biased candidate. Sample text generations are shown below (Table 2). These examples demonstrate the bias embedded in the respective language models. For examples from the study, refer to the findings section.

To verify the usefulness of our model in real-time phrase completions, we follow a metric similar to the one used by [26]. We use our model on a set of pilot study data where users were asked to write reviews without a completion model. For each word that the user writes, we compute the next phrase. For every consecutive word of the phrase completion that matches what the user actually wrote, we increment the usefulness count by 1. We then add the user’s second word to the model input and repeat this process for subsequent words. We finally divide this count by the total number of words the user writes. Furthermore, we average this for five iterations of running phrase completion for each review. This score establishes how well the model can predict precisely what the user would have wanted to write. We obtain an average score of 0.3 for the positively biased GPT-2 model and a score of 0.29 for the negatively biased GPT-2 model. For a baseline comparison, the AWD-LSTM [52] model, fine-tuned on the entire IMDB corpus [50], gave us a score of only 0.23.
Table 3. Participant data on First Language, assigned movie, writer rating, system alignment, and the resulting degree of misalignment.

| Participant Code | Mother tongue | Assigned movie (for with suggestions review) | Writer Rating (WR) | Corpus Rating for the system (Corpus Rating) | degree of misalignment (DoM = WR - Corpus Rating) |
|------------------|---------------|---------------------------------------------|-------------------|--------------------------------------------|-----------------------------------------------|
| U1               | Marathi       | Loqueesha                                   | 7                 | 8.5                                        | -1.5                                          |
| U2               | Marathi       | Future World                                | 1                 | 8.5                                        | -7.5                                          |
| U3               | Hindi         | Secrets & Lies                              | 9                 | 2.5                                        | 6.5                                           |
| U4               | Hindi         | The Last Shift                              | 8                 | 2.5                                        | 5.5                                           |
| U5               | Malyalam      | Hunt for the Wilderpeople                   | 9                 | 8.5                                        | 0.5                                           |
| U6               | Telugu        | Glitter                                     | 5                 | 2.5                                        | 2.5                                           |
| U7               | Marathi       | Secrets & Lies                              | 8                 | 8.5                                        | -0.5                                          |
| U8               | Assamese      | Future World                                | 4                 | 2.5                                        | 1.5                                           |
| U9               | Gujarati      | Loqueesha                                   | 5                 | 8.5                                        | -3.5                                          |
| U10              | Gujarati      | Glitter                                     | 7                 | 2.5                                        | 4.5                                           |
| U11              | Hindi         | Future World                                | 6                 | 2.5                                        | 3.5                                           |
| U12              | Hindi         | Loqueesha                                   | 1                 | 8.5                                        | -7.5                                          |
| U13              | Marathi       | Little Miss Sunshine                        | 8                 | 8.5                                        | -0.5                                          |
| U14              | Hindi         | Future World                                | 1                 | 2.5                                        | -1.5                                          |

3.3 Participants

We recruited participants who were university students or recent graduates, who had at least ten years of education in English and frequently watched English movies. All participants were reasonably fluent desktop typists and identified themselves as non-native English speakers— whose mother tongues were Marathi, Hindi, Malayalam, Telugu, Assamese, and Gujarati. Their K-12 schooling, however, was completed with English as a medium of instruction.

Fig. 4. (1) Distribution of participant degrees of alignment, (2) Distribution of participant rating (X axis) and system rating (Y axis)

Table 3 contains the coded names of the participants along with the two movies they watched, the rating they gave for each movie, the mean rating of the corpus on which their suggestion
system was trained in the “with-suggestions” condition and the degree of misalignment. Figure 4 shows the distribution of our participants across the alignment spectrum.

3.4 Data Analysis

The study resulted in (14 users x 2 sessions = 28 sessions), each with concurrent and retrospective protocols. Four of the authors conducted coding and analysis of these protocols. Before coding, the recordings were transcribed automatically using OtterAi [15] and cleaned up manually. During coding, we referred to the recordings when necessary. We also wrote extensive memos to document observations and construct theories.

We followed a three-phase strategy for coding and analysis. In the first phase, we created a codebook. To do this, first, we inductively open-coded eight writing sessions (four with and four without suggestion) of four participants. We then compared the transcripts of each writer’s with-suggestion session and without-suggestion session to polish our codes. This also told us how the writer’s suggestion process differed from their without-suggestion writing process, highlighted habits and practices that were inherent to that particular writer’s writing process and new practices and habits resulting from the suggestions. We also generated deductive codes based on Hayes 2012 [37]. Finally, we compared and merged these two sets of codes to create a unified codebook. Thus, at the end of the first phase of our analysis, we had a codebook consistent with existing literature and codes that we had found through our study, along with extensive memos.

In the second phase, we coded 12 sessions using the codebook to validate or update the codes. We continued writing memos to create provisional theories and compare them against our previous memos.

The third phase included validating our existing codes and memos through new evidence in the remaining eight sessions. After the first four users, the data collection and analysis was done iteratively. By the time we completed 14 users, we believed we had reached saturation along with having a diverse range of alignments and stopped further data collection.

4 FINDINGS

We begin our findings by presenting a few examples of suggestions generated during the writing sessions of eight of our participants. We provide the text they had written just previously for context. The examples are presented in Table 4 as eight different writer-suggestion alignments, and each alignment led to uniquely different generations and interactions. For example, when U7 (WR: 8, DoM 0.5) was talking (the pacing of the movie is a little slow) of the movie being a little slow, the system ‘spun’ it positively and said ‘at times, but it’s a very good movie’.

Next, we report how suggestions contributed to the various writing processes as defined by Hayes(2012)[37]. We then describe how writers evaluated the suggestions they encountered for incorporating into their text and what factors governed this evaluation. Finally, we report some interesting effects that we observed.

4.1 Contribution of suggestions to the processes of composition

We found that next-phrase suggestions contributed to the three writing processes of the Hayes model, namely the **proposer, translator, and transcriber**. Of these, the writers accepted any, all, or different combinations of suggestions. These ranged from suggestions exclusively contributing to only one process (e.g. transcribing) to suggestions contributing to all three processes for a given sentence (e.g. writer tabbing through a complete sentence for which they had not generated either a proposal or a translation). They either accepted the contributions in the moment or ‘stored’ them for later use—in their mind or on their editor.
Table 4. Different writer-system alignments with examples of suggestions offered. (Text styled ‘bold’ is the suggested text, while the regular text is written by the writer.)

| System (Right) vs Writer (Down) | Positive | Negative |
|---------------------------------|----------|----------|
| Positive                        | U5 (WR:9, DoM:0.5): This movie has all the makings of **a classic** | U3 (WR:9, DoM:6.5): ..the characters were decent. **However, the movie was so bad that I..** |
| Slightly Positive               | U7 (WR:8, DoM:-0.5): the pacing of this movie is a little slow **at times,** **but it’s a very good movie** | U10 (WR:7, DoM:4.5): The lead singer is good, **but the rest of the cast..** |
| Slightly Negative               | U9 (WR:5, DoM:-4): The acting is blunt and not very well done, **but the writing is also pretty good..** | U6 (WR:5, DoM:2.5): ...made me feel attentive all the time and I would not prefer the same. **This movie is a waste of time and money.** |
| Negative                         | U12 (WR:1, DoM:-7.5): There wasn’t a single thing done right in **the film, but that doesn’t stop it from** | U14 (WR:1, DoM:-1.5): …directed by James Franco and is a terrible film. **The acting is awful and the characters...** |

4.1.1 Contributions to the proposer. Writers often extracted a theme or a topic present in a suggestion and used it as an inspiration for new sentences. Here, instead of coming up with a proposal from scratch, they would pick up a theme from the suggestion and use that as a prompt to generate a proposal for their upcoming sentence. For example, U9 (WR: 5, DoM: -3.5) was suggested “…**but the writing is also pretty good:**” by the system. They rejected the specific opinion in the suggestion but picked up the theme — “writing of the film” and expressed their own opinion, “the writing of the film was weird”. U9 (WR: 5, DoM: -3.5) later remarked: “I saw the term writing and [thought might as well write about it]”.

There were instances where writers liked the proposal and agreed with the opinion expressed in the suggestion. Yet, they translated it in their own language, without using the sentence structure or vocabulary from the suggestion, at times being more elaborate and nuanced and also expanding upon the suggestion. For example, U4 (WR: 8, DoM: 5.5) started a sentence with ‘**The protagonists...**’. The system then floated a suggestion - ‘were different from each other.’ The writer agreed with the suggestion saying “**makes sense to me**, but wanted to mention the protagonists’ names. Therefore, they continued writing the sentence ‘**The protagonists, Dave Stanley and Jevon Williams,**’ and then incorporated the opinion in the suggestion in their own argument while adding more detail as well as argumentation for why they had the opinion. They wrote ‘…**were very different from each other not just in skin colour but in every realm of life.**’ They then went on to describe how they were different from each other in detail. When asked whether they would’ve done the same if they hadn’t read the suggestion, they replied “No, had that not appeared, I would have probably gone on and given a general description of the characters.” — which meant the emphasis on the ‘difference’ between the characters came about because of the suggestion.

In some cases, suggestions triggered a completely unrelated train of thought that led to a new idea. The proposals thus generated were unrelated to the suggestion but were nonetheless an effect of the suggestion. For example, U3 (WR: 9, DoM: 6.5) stated: ‘**the suggestion said ‘it’s not funny, it’s**
not interesting’ and I think that ‘not funny’ part made me think of how the movie is not a comedy and it’s a drama”.

In the examples above, the writers either did not have a proposal for the following sentence, or it was not completely formed in their minds when they encountered the suggestion. It is important to note that we did not observe any instances where writers abandoned the proposals in the WMS to use the new proposal based on the suggestion. Thus, while we have evidence that suggestions triggered new ideas or shaped existing ideas, we don’t have evidence where suggestions oblige writers to discard their ideas. On the other hand, we did observe writers abandoning their original translations to choose the translation from the suggestion.

4.1.2 Contributions to the translator. Writers often accepted the vocabulary, phrases, and sentence structures (i.e. the translations of their proposals) from the suggestions. Here, it wasn’t always necessary for the writer to agree with the idea expressed in the suggestion. For example, in the case of U3 (WR: 9, DoM: 6.5), they got a suggestion saying ‘great acting, good storyline and a great cast’. U3 picked up this sentence structure— of talking about the different features of the movie with a single adjective, and wrote ‘great acting, effective cinematography, beautiful music’. Here, they did not necessarily pick up the opinion from the suggestion, nor did they write about the same topics - what they picked up was solely the presentation of the sentence. (The effects of this particular sort of contribution are further talked about in §5.3.4)

We found several instances where the suggestions contributed to both the proposal and the translation. For example, U8 (WR: 4, DoM: 1.5) started their review with ‘I saw no point in the plot of this movie’. Subsequently, a suggestion appeared saying ‘The movie was boring’. They then picked up the perceived opinion from the suggestion and presented it as a consequence of their previous sentence, writing ‘Thus, the movie got boring to watch’. Here, the suggestion contributed to the proposal and led the writer to use the vocabulary inspired by the language used in the suggestion. This ‘carry-forward effect’ was quite common, where the suggestions contributed to the proposal and influenced the language used in the sentence.

We found instances where writers abandoned their original translation and chose a translation provided by the suggestion. This contrasts with the observation we noted above that we did not find writers abandoning their proposals because of a suggestion. Writers abandoned their original translation because, in some cases, this saved their typing effort when the suggestion was ‘more or less faithful’ to their proposal and, in some cases, ‘the suggestion better expressed their proposal than their own translation’. For example, U5 (WR: 9, DoM: 0.5) explained how they selected a suggestion that conveyed their intentions better than their original translation: ‘I was writing ‘it was warm and funny’. [...] After writing ‘funny’, I noticed the word ‘heartwarming’ in the suggestions and I thought that was better. [So I selected] ‘and heartwarming’ [and later deleted] ‘warm and’) thus changing their original translation from ‘warm and funny’ to ‘funny and heartwarming’.

4.1.3 Contributions to the transcriber. The third kind of contribution was contribution to transcription. This is when the translation offered by the system is precisely the same as that in the WMS. In such cases, the writer pressed ‘tab’ to select the suggestion to save on the typing effort. In this case, the writer might ‘tab’ the whole sentence or parts of the sentence.

Transcription level contributions also occurred in the form of word-completes. A writer would type out the first few letters of a word, and the suggestion would complete it. For example, U4 (WR: 8, DoM: 5.5) typed ‘per’, and the system completed the word ‘perception’. The suggestion exactly matched the writer’s intended translation, and hence, the contribution was only on a transcription level.

The writer did not have to completely agree with the proposal suggested by the system, but just bits of its translation. They would also accept transcription level contributions when only a few
words, a single word, or part of a word matched. For example, U3 (WR: 9, DoM: 6.5) was talking about the plot, and had typed out ‘The movie follows the lives of a dysfunctional family that is…’ when they got the suggestion, ‘…trying to figure out what’s going on’. U3 tabbed through ‘trying to figure out’ and then typed ‘how to be happy together.’ U3 noted that they had the same translation in mind and used the suggestions to reduce typing effort.

4.1.4 Storing suggestions for later use. Sometimes, writers liked the suggestion but felt that it was in the wrong place. Here, they would ‘store’ this suggestion for later use, either by tabbing the suggestion and rearranging it at a later stage or by remembering the contents of the suggestion and using it in a ‘better’ place. For example, U2 (WR:1, DoM: -7.5) explained that they liked the suggestion, ‘I don’t want to give too much away’, but still had some content to write before that. So they accepted the suggestion. Then they pressed enter and started writing their next sentence in a new paragraph. Once they had finished writing the review, they shifted the suggestion to the end of the review. U2: ‘…For me [the suggestion] was more of a concluding sentence…’ The new paragraph served as a reminder to do the rearrangement.

In another example, U5 (WR: 9, DoM: 0.5) liked a suggestion, so they remembered it and retrieved it later when needed. U5 later remarked: ‘I was going to write ‘I recommend it’ but there was a suggestion like one-two sentences ago, which was ‘a must see for all’ so I just thought why not write this’.

As discussed in the background, L2 writers have been known to use reference materials as language repositories [57]. Flowerdew and Li observed L2 writers identifying useful phrases from reference materials and writing them down in notebooks for future use [34]. The behaviour of ‘storing suggestions for later use’ we observed is analogous to the behaviour observed by Flowerdew and Li with L2 writers. This suggests that L2 writers may also consider suggestions are language repositories for borrowing phrases from and then storing these phrases for later use.

4.2 Evaluating suggestions
Since the suggestions came from the system, writers hadn’t proposed, translated, or transcribed the suggested text themselves and had to evaluate them on several criteria. Writers also evaluated a suggestion at different levels of abstraction before incorporating it into their composition— as described in §5.2. For example, incorporating the core theme, while rejecting the vocabulary and sentence structure.

Writers evaluated the suggestions independently or against the text they had written so far, or compared them to their WMS. Their beliefs about the system also governed how they evaluated the suggestions. At times, writers did not notice the suggestions. This section presents how writers evaluated the suggestions and the criteria they used.

4.2.1 Independent evaluation of suggestions. Writers did an “independent evaluation” of a suggestion when they encountered it at a time when they had no ready proposal or translation in their WMS. This independent evaluation involved no comparison to their text written so far, and looked at each suggestion as an independent piece of text to be evaluated. When writers evaluated suggestions independently, their writing schemas, their existing plans, and their opinions about the movie informed their evaluation of that suggestion. Following were the main criteria for suggestion evaluation.

Misalignment: As expected, misalignments between the writer’s rating and the average corpus score increased the chances of writers rejecting suggestions. Writers could notice when the misalignment was huge. For example, U3 (WR: 9, DoM: 6.5) loved the movie (rating it 9) but was assigned a system with Corpus Rating 2.5 (degree of misalignment = 6.5). U3 remarked, “Suggestions were continuously telling me it was a very bad movie... I was like no, it was not a really bad movie”.
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For some users, even a small misalignment led to several rejected suggestions. U8 (WR: 4, DoM: 1.5) had given the movie a rating of 4 (degree of misalignment = 1.5). This meant they disliked the movie, but the suggestion system was more negative than their opinion. At several encounters with the suggestion, U8 exclaimed aloud “Wow!” and rejected it. They explained in the retrospective narration, “[the suggestion was] very blatant, and I didn’t want to be this blatant.” Thus, misalignment became an important criterion for evaluation. Misalignment also affected the writer’s perception of the suggestion system. We present findings related to that below.

Besides the general misalignment, writers also disagreed with specific opinions or certain details in the suggestions. For example, U3 (WR: 9, DoM: 6.5), while they were describing one of the locations from the movie, wrote ‘It’s a place where’, and were suggested ‘black people go to meet other black people.’ To this, during their retrospective protocol, U3 exclaimed: “Why does it have to be specially ‘black people [go to meet] black people? Why can’t [it] be ‘people go to meet other people?’ [...] It’s a place where two people as different as Dave and Jevon meet up. [...] I wanted the entire review to portray that they are very different people. But their skin colour is not what is dividing them. It’s actually the thing that connects them.”

**Movie review schemas:** Writers had schemas in their minds about what content was appropriate to put in a movie review, whether they were writing with suggestions or without. Suggestions going against this schema were rejected. For example, a common writing schema was to not give out spoilers in a movie review. When U3 (WR: 9, DoM: 6.5) got a suggestion saying ‘For example’, they rejected it, with the following explanation: “I was like I’ll maybe give an example but I am like no I wouldn’t want that in a movie review which I would read. I don’t want spoilers to that degree so I didn’t write”.

Writers had a schema, or a rough plan for the structure of their review. They utilised it to evaluate the position of the suggested text, independent of the text preceding it. For example, U5 (WR: 9, DoM: 0.5) was suggested ‘this is one of the few movies that I have …’ at the beginning of the review, but they had a different plan. They rejected this suggestion saying “[I want to write] a two-line plot summary of the movie. [...] that’s a good way to hook [the] audience in with a little bit of a story.” However, as discussed above, even after rejecting a suggestion for their position, writers would ‘store the suggestion for later use’ – either in their memory or on the text editor.

**Factual accuracy and truth value:** Often, suggestions were rejected because they were factually inaccurate. This includes inaccurate details about the movie, wrong dates, and inaccurate references to the real world. For example, when suggested - ‘the special effects were…’, U3 (WR: 9, DoM: 6.5) rejected the suggested text, saying “…because there were no special effects”. In another instance, U6 (WR: 5, DoM: 2.5) rejected a suggestion - ‘…waste of ticket money’, and explained that one could not watch the movie in the theatres as the world is in the middle of a pandemic: “… it’s 2020 [no movies are running in theatres right now]. So you won’t really waste your money.”

### 4.2.2 Evaluation with respect to text written so far.
Writers also evaluated the suggestions for consistency and flow with respect to the text they had written so far. For example, when U5 (WR: 9, DoM: 0.5) described the movie’s plot in their first paragraph, the system suggested ‘This is one of my favourite movies of all’. Although U5 had liked the movie, they declined the suggestion stating, “That [suggestion] seemed too abrupt a change [compared to the sentence I just completed].” Conversely, writers accepted suggestions for the same reason. U5 (WR: 9, DoM: 0.5), for instance, was just about to talk about the acting when they got a suggestion ‘The acting was top-notch’. Since it fit in perfectly with what they had already written and what they were about to write, they accepted it, saying, “I felt this [suggestion] had a good flow with the previous [text]).”

### 4.2.3 Evaluation with respect to the Working Memory State (WMS).
Writers often compared suggestions with the partial or complete composition in their working memory. (U1 (WR: 7, DoM: -1.5)
"I used to stop and think can I use this suggestion and integrate [it] into what I am thinking or not". Writers either checked whether the suggested text was ‘more or less’ compatible with their WMS and whether the suggestions provided an improvement over their WMS. For example, U5 (WR: 9, DoM: 0.5) got a suggestion ‘... story is simple yet engaging’. Here, they accepted the suggestion as the suggestion sufficiently expressed their proposal: “I was going to write something about the story being engaging in the next sentence. [...] and [the suggestion] was almost similar”. In the retrospective protocol, they then stated this as a general principle they used for accepting suggestions: “I was going to write something similar to [the suggestion] or if I was going to write that [exactly] then I would take the suggestion. [...] The basic meaning of the sentence should remain the same.”

Suggestions also helped users improve their WMS by providing alternatives, especially for their translations. For example, U5 (WR: 9, DoM: 0.5) remarked: “So I thought, [the word] ‘interaction’ again, but that didn’t feel right. Then [the system] suggested “adventure” and I thought it was better, [so I accepted it].”

Our findings echoed the distinction that Hayes et al. make between ‘reading for comprehension’ vs ‘reading for evaluation’ [62]. Reading for comprehension, as defined by Hayes et al., is the attempt to construct a “satisfactory internal representation of the meaning of the text”. Reading for evaluation usually encompasses several goals besides comprehension, such as fixing spelling or grammatical errors, vocabulary, and revision in general. We found the state of WMS paramount in deciding whether writers read for comprehension or evaluation. In cases where a proposal and translation both existed, writers were less likely to be affected by offered suggestions. (U8 (WR: 4, DoM: 1.5): “...this point was there in my mind. I was like, I don’t want any influence. I want to type it out.). If the writer was in the process of forming a proposal/translation, reading suggestions would distract them, making them lose track of their thoughts. (U4 (WR: 8, DoM: 5.5): “I was trying to form the sentence, and then I looked up [at the screen]. That’s when the suggestion distracted me.”)

To counter this problem, some writers deliberately ignored the suggestions. (U8: “I wasn’t reading [the suggestions]...If I had read them my flow would have been broken.”) On the other hand, if the writer did not have any proposal, they were more open, and in some cases, would even rely on the system for their next proposal and translation(see § Effects). U3 (WR: 9, DoM: 6.5): “Partly because [...] I didn’t know what to write. I didn’t know where to go after the first sentence and I was thinking, [...] what do I write, but then the suggestion showed up, and I’m like yeah, that option works. So then, I went with that because I didn’t have anything else in mind... like any definitive thing in mind. That’s why I did it.”

4.2.4 Evaluation influenced by the beliefs about the suggestion system. Writers had at least two beliefs about how the system worked, influencing how they evaluated the suggestions and how much they trusted them. A few writers believed (wrongly) that the suggestions reflected what most people on the internet thought about that specific movie. This belief made the suggestions seem grounded in reality and trustworthy.

For example, U8 (WR: 4, DoM: 1.5) reasoned that they got all these negative suggestions because they wrote the name of the movie at the top, so the system searched Google (which has access to several reviews of the movie) and ‘knew’ that it was a bad movie. Likewise, U6 (WR: 5, DoM: 2.5) echoed “I think it starts with a search for that keyword [in this case, the title of the film] and then suggests related sentences or something like that”. Believing that many people have talked negatively about the movie may have influenced U6 into writing more negatively. (“[...] the suggestions were obviously related to how bad the movie was. And when I started writing about the movie, I did not think it was that bad of a movie. And when I was about to complete it, I found the reason why it was bad.”) These writers were more likely to believe the suggestions were true representations of other people’s opinions on that movie, and were thus more open to accepting them.
On the other hand, some users (partially correctly) believed that the system would generate suggestions based on their initial few sentences. For example, U5 (WR: 9, DoM: 0.5) decided to ignore all suggestions (except word-completes) for their first two sentences while they established context for the movie and the review so that the system would be able to come up with ‘more accurate’ suggestions. (U5 (WR: 9, DoM: 0.5): *I just started writing the review, right? So then it’ll [give me] generic sentences. [...] Yeah, so my rationale was that the [system] probably doesn’t have any context for writing about [movie reviews]. So I thought I’ll ignore them for the first two lines where I’m talking about the movie. Because [the suggestions] won’t make sense anyway*)

Mirroring the same expectation, U9 (WR: 5, DoM: -3.5) was enraged when the system kept giving negative suggestions, even after they had written positively about the movie. Because of this, they deemed the system incompetent, and said, “The first, like this time it was fine, but later I was annoyed. *Just read what I have written, [mate]!*” As U9 trusted the system less, it led to a decrease in their openness to suggestions.

U5 and U9 believed that the suggestion system would adapt to their writing by either making the suggestion more specific or more in line with their sentiment found the suggestions given enough context. These writers’ openness to suggestions decreased over time as the suggestions did not meet their expectations.

4.2.5 *Missing suggestions.* When writers were either focussed on their writing or were looking at their keyboard while typing, they often did not select a suggestion even if the suggestion exactly matched what they went on to transcribe manually. (U9 (WR: 5, DoM: -3.5): “I didn’t see this [suggestion]...I wrote the same thing. If I had seen [the suggestion], I would have accepted it”). Suggestions were also ephemeral— the system would generate a new suggestion as soon as the writer pressed a different key and suggestions would disappear when the writer pressed a backspace. Often, writers ‘lost’ these suggestions, with no possible way to retrieve them.

4.3 *Effects on the writing process*

4.3.1 *The role of alignment.* Without a suggestion system, writers found no reason to deviate from their original translation and the sentiment it conveyed - if they liked the movie, they wrote as much; if they hated it, they wrote as such. However, the existence of suggestions led to changes in the criticality in the expression for many writers. We found that these changes depended heavily on the degree of misalignment with the corpus on which the system was trained.

**Aligned:** In the case that the writer’s sentiment was exactly aligned to that of the system (with DoM roughly from -2 to 2), we observed that writers did not realise that the system was biased. We told our participants during the debriefing about the bias in the system (positive/negative). Most writers claimed that they did not notice a bias. (U5 (WR: 9, DoM: 0.5): “I didn’t notice any bias”). Only when told that the system had a bias did they realise in retrospect that the suggestions did seem to be too positive/negative. (U5 (WR: 9, DoM: 0.5): “Now that you say [the system was biased], I notice there was nothing negative about the movie when [the system] suggested.”). U14 (WR: 1, DoM: -1.5) described their writing experience as “I felt like [the system] and I were having a conversation and both hating on the movie together”. When explicitly asked if they noticed that most suggestions were negative, they replied, “I didn’t think [the system] was biased, I thought [it] was because the system knew [the movie] was bad”.

On the other hand, in cases where the alignment was not perfect, writers noticed that the system was biased. For example, U2 (WR: 1, DoM: -7.5), who was writing a critical review, mentioned noticing a bias: “Even if I was putting in negative views, it was coming out positively”.

**Slightly Misaligned:** As part of our distribution, a few writers were aligned with the system’s bias, but not quite as strongly (degree of misalignment roughly between -3.5 to -0.5 and 0.5 to 3.5).
In these cases, it seems that the writers were persuaded to write more strongly than they originally intended to.

U7 (WR: 8, DoM: -0.5), who liked the assigned movie and had a positively biased system, was initially critical of the film ("the pacing of this movie is very slow [...] 2hrs 20 minutes is a bit much"), despite liking it and giving it an 8-star rating. However, the text suggested by the system reminded them that they were being too negative. While thinking aloud, U7 said: "I’m being too much of a downer", and altered their writing after that to be less critical and more positive ("the plotline is well fleshed-out, the story is very immersive and believable").

As mentioned above, U6 (WR: 5, DoM: 2.5) was one of the writers who believed that the system’s suggestions were “reflective of the internet’s opinion on the movie”. U6 began their review with almost no criticism, writing a weakly positive review (U6: The movie was good but [I initially thought] it was a horror movie). While they did not particularly like the movie, they stated that “all movies are a type of art”, and felt it would be “rude” to begin the review with criticism. Midway, however, their sentiments changed, and they began writing more negatively. ("And when I started writing about the movie, I did not think it was that bad of a movie. And when I was about to complete it, I found the reason why it was bad."). The constant negative suggestions convinced them to become more negative (“I was convinced”), and that if there had been no suggestions at all, “[the review] would have been more positive”

But such misalignment did not affect everybody. U8 (WR: 4, DoM: 1.5), who also believed the system was getting its information from the internet and received substantially negative suggestions, felt that they themselves were “not qualified to be so critical”, since they weren’t an expert in the field. U8 rejected many strongly negative suggestions such as “the movie is just boring” and modified them to statements such as “the movie did get boring to watch”. Thus U8 could retain control and did not get swayed by the misalignment.

**Completely Misaligned** However, when the system and the writer were completely misaligned (DoM roughly greater than 3.5 and lesser than -3.5), the suggestions did not particularly affect any writer’s sentiment— in most cases, it caused frustration with the system. U3 (WR: 9, DoM: 6.5) responded verbally to the system “No, it is not a bad movie!”. Most writers in this category dismissed such suggestions with a completely opposite sentiment. However, some did partially accept the sentence and flipped the sentiment of the sentence. U2 (WR: 2, DoM: -7.5) was offered: “..made it all the more interesting”. They accepted most of the suggestion, but changed the last word to “tiresome”. U3 (WR: 9, DoM: 6.5) was almost about to accept the suggestion “this is one of the worst movies I have ever seen” and flip the sentiment but realised that would result in a more positive sentiment than they intended (“this is one of the best movies I’ve seen”), and settled on a toned down version to match their intent (“it is a pretty good film”). While this was true for most writers, we found one interesting case where even suggestions with completely misaligned sentiment affected a writer’s strength of opinion. U9 (WR: 5, DoM: -3.5) began the review with fairly neutral sentiment (“The movie was okay-ish”). When the suggestion system repeatedly offered up positive suggestions, they ended up frustrated (“[..why doesn’t it read what I have written...]”), and when given (“this movie is very good”), they exclaimed (“NO! It is not a good movie!”) and wrote down “this movie is not good...” as a reaction to the suggestion, ending up with a decidedly negative sentence. This polarisation can be attributed to their reaction to the misalignment with the system.

4.3.2 Changes in plan due to suggestions. Suggestions often affected the writer’s plans. For example, in the without-suggestion condition, U3 (WR: 9, DoM: 6.5) expected to start the review by introducing the plot in the first paragraph, followed by their opinion on the movie—according to their schema for the structure of a movie review. (U3: “you can’t really begin a review by saying, “Oh this sucked” or like “This was good”, so [I wanted to write] an introduction just to sum up the
In their with-suggestion task, however, U3 was offered the suggestion "this is one of the worst movies I have ever seen" right after their first clause, followed by "the acting is terrible". The writer evaluated based on 'sentiment match', disagreed, and wrote "This is a pretty good movie". They did not evaluate the suggestion for its position here, though they had explicitly stated that starting a movie review with opinions did not match their schema. U3 later realised that they had changed their intended structure for the review and mentioned, somewhat self-critically: "It is now [that] I’m doing the thing which I probably would have done in the second sentence, which is actually explaining the plot".

Other times, the participants willingly accepted this change in plan for reasons like saving time and effort. U5 (WR: 9, DoM: 0.5), for example, accepted - 'the acting was top-notch', because they felt it was "good enough to go with". When probed about the change in plan, they said that they "would have written about the acting in the next few sentences anyway". U5 reflected, "I would [normally] spend a little bit more time thinking about sentences, but here when it starts suggesting, I thought I would use those and try to incorporate the rest around it to save more time."

4.3.3 Distraction. When writing without suggestions, writers generated proposals and translations themselves, with minimal external influence on the proposer and the translator. The strategies they usually used to propose ideas were recounting movie details from their long-term memory (U7 (WR: 8, DoM: -0.5): I was kinda just mentally going through the entire movie), creating a plan before writing (U3 (WR: 9, DoM: 6.5): Oh yeah, I’m thinking of where to begin. It’s a lot of facets to cover), or reading the text written so far (U8 (WR: 4, DoM: 1.5): So whenever there’s a break in thought, I usually go back and re-read what I wrote). Similarly, writers used strategies like 'blurting' to capture ideas quickly and then iterating and revising (U8: "I just typed to keep my thoughts going. Because if I stop typing, then it feels like a proper block.") for translating their ideas into language.

However, in the with-suggestions condition, constantly reading and evaluating suggestions led to higher cognitive load and distraction (U4 (WR: 8, DoM: 5.5): "I was trying to form the sentence. That’s when I looked up. And I saw the suggestion, and I got distracted. To be honest with you, I was kind of judging this suggestion."). Suggestions also hindered the writers' proposal generation process. (U8: "I feel like if I’m thinking of something as I’m trying to form that thought, and I see something, which is completely different, I lose that thought which I was going with."). Especially when the content of the suggestions was unrelated to the proposal. (U8: "the suggestions are in a totally different direction and that kind of threw my flow off"). To avoid this, U8 deliberately ignored the suggestions when coming up with proposals and translations. (U8: "I didn’t want to compromise on the phrasing of it, I think, which is why I was like, kind of trying to ignore the suggestions.") The persistent and distracting nature of suggestions tended to hurry U8(WR: 4, DoM: 1.5) up. To avoid this, they would quickly develop translations and move on to the following sentence. They feared that the longer they took to form a sentence, the more chances there would be of accidentally reading and subsequently getting distracted by the suggestion. (U8: "The fact that I was getting suggestions [...] that made me want to finish the point quickly and go to the next point."). Due to this, it was difficult for a few writers to use an iterative approach to writing. (U6(WR: 5, DoM: 2.5): How I write is like, I write whatever I get into my mind and then correct it. [...] I had an issue while thinking because I’ve been reading all these suggestions, and I couldn’t think straight because of the suggestions).

As mentioned earlier, writers evaluated suggestions using various criteria (currently typed text, the position of text, WMS, degree of misalignment, factual accuracy etc.). However, they may not use all criteria all the time. They may identify certain problems with a suggestion but miss others. This could be because they weren’t per chance used to evaluating suggestions that appeared so frequently, and got distracted. For example, when evaluating a suggestions, U1 (WR:7, DoM: -1.5)
Table 5. Comparing U8 and U5’s without and with-suggestion tasks, and how suggestions influenced language. Outputs in without-suggestion trials were longer, more nuanced and structurally complex, while their with-suggestion trial outputs were shorter, single-noun-single-adjective sentences.

| Participants | Without Suggestions | With Suggestions |
|--------------|---------------------|-----------------|
| U8           | (WR: 7.5) The actors were phenomenal in their portrayal of the characters, it was truly brilliant acting and they were what really brought the film together. It really showed that the actors had a great understanding of their characters. All of them having such distinct personalities, this was another possible trainwreck in the sense of it becoming too much for the viewers, again was dealt with expertise. The dialogues really helped to fully realise these characters-it revealed their inner motivations, thoughts, insecurities. (WR: 4, DoM: 1.5) The acting was flat and the writing was terrible. |
| U5           | (WR: 8) A nicely paced slice of life movie, it was a nice break amongst all the action, adventure, and sci-fi I’ve seen lately. It’s deeply grounded in reality and offers commentary on things like racism, which is sort of shown from the eyes of both Jevon and Stanley. Even though it was a slow-ish drama, the pacing was nice, and I did not feel bored while watching it. And being a slice of life movie just added to its simplicity. (WR: 9, DoM: 0.5) The acting is top-notch and the story is simple yet engaging. |

explained: "Makes you think more, you are already thinking something and there are tonnes of words in front of you [...] can I use this suggestion and integrate [it] into what I am thinking or not."

4.3.4 Increased use of Genre Specific Language. The system also caused an increase in the instances of typical ‘movie review language’ by offering suggestions with similar vocabulary and translation as movie reviews from its dataset. Though the language was different from their own, writers accepted these suggestions.

For example, U5 (WR: 9, DoM: 0.5) and U9 (WR: 5, DoM: -3.5) did not recommend watching the movie or not in their without-suggestion reviews. But in their with-suggestion review, U5 wrote "a must-see for all movie lovers", after getting suggestions like “I recommend it...” and “a must-see for all...”. U5 also acknowledged that they wrote this because it was “classic movie-review language.” Similarly, after getting "I recommend..." suggestions from the system, U9 (WR: 5, DoM: -3.5) ended up recommending that readers not watch the movie (“Nonetheless, this is not a very good movie, and I wouldn’t really recommend it”).

While many writers gave opinions on specific filmmaking elements in both their reviews, their sentences in the without-suggestion trials were longer, more nuanced, structurally complex, descriptive, personalised / localised in time, and with rationale. On the other hand, the suggestion system largely and frequently offered sentences that were single-noun-single-adjective (“the acting was [...]”, “the writing was [...]”, “the story was [...]”), and this language was adopted by most authors in the with-suggestion trials. See Table 5.

We found it interesting that two of our writers, U5 (WR: 9, DoM: 0.5) and U7 (WR: 8, DoM: -0.5)), ended up with the exact same phrase in their reviews - “the acting was top-notch”, coming from a suggestion. Buschek’s (2021) findings corroborate our findings that corpus-specific wordings replaced participants’ own style of writing when they wrote with suggestions [24].
5 DISCUSSION

5.1 A writer-suggestion interaction Model

We found that writers interacted with inline next-phrase suggestions in various ways. They, directly and indirectly, used suggestions as aids for proposing, translating and transcribing. They also evaluated suggestions on several criteria before incorporating them into their writing. This use of suggestions affected their writing process in various unexpected ways. Past work on suggestion systems has conceptualised suggestions as 'transcription aids' whose goal is improving writing speed and preventing errors.[44] This 'transcription-centric' model of writer-suggestion interaction, as implied by past studies, assumes that writers have a concrete, translated proposal ready in mind when they encounter a suggestion, and the suggestion system merely helps them transcribe it. Our findings illustrate that is often not the case, as suggestions also affect the content of the writer's composition in various ways. This calls for a more holistic conceptualisation of writer-suggestion interaction.

The Hayes CPMW provides the most comprehensive model of the writing process through the cognitive processes of writing. The CPMW, through years of development, has also tried to accommodate and account for various factors that contribute to the writing process, such as collaborators, critics and transcription technologies. It, however, does not have a clear place for suggestion systems—which are neither passive transcription aids nor 'collaborators or critics'.[37] Our findings show that, at least in the context of our study, it is possible to look at writer-suggestion interaction as an interaction between the cognitive processes of writing and the suggestions generated by the language model. Based on our findings, we propose a model that builds upon the categories and concepts proposed by Hayes and articulates the findings of our study. The flow of information in the model starts when the writer encounters a suggestion. (Fig 5) The model consists of 3 parts: the writer, the interface and the language model.

Language Model: The language model (LM) sends suggestions to the interface (arrow 1) based on the text written so far by the writer in the writing interface. The LM, which in this case is GPT-2, is trained on a particular corpus (IMDb movie review) and may be aligned with the writer's intent to a lesser or greater extent. Interface: The interface is part of the task environment and consists of the text written so far and the suggestions presented through a specific interface design (refer to apparatus for the design of our writing interface) Writer: As we described in our findings, a suggestion may contribute new ideas to the proposer (arrow 2), vocabulary and sentence constructs to the translator (arrow 3), and reduce typing and spelling effort, thereby contributing to the transcriber (arrow 4). We also observed that a single suggestion might contribute to a combination of these processes. This process of suggestions contributing to the processes of writing may happen subconsciously, where the writer (and the processes of writing) may get 'influenced' by the visible suggestion, or consciously, when a writer may aid their processes of writing with the help of a suggestion. We also define the writer's 'working memory state' as the state of their writing processes when they encounter and attend to a suggestion. This state may contain a partial or complete proposal, or a partial or complete translation. Our model also borrows the 'evaluator' from the Hayes model, but evaluates the outcomes of the three writing processes along with the outcomes of the language model, i.e. the suggestions (arrow 5). Writers may evaluate the suggestions based on their writing schema and writing plans, as well as compare the suggestions with the text they have written so far (arrow 9). Writers also may compare their current 'working memory state' with the suggested text (arrow 10), check for consistency and whether the suggestion improves the partial or complete composition they have in mind. Writers may be less open to suggestions if they already have a concrete composition in mind. Finally, the writers' beliefs about how the suggestion system works may impact how open they are to the suggestions and how they evaluate...
Fig. 5. Our Writer-Suggestion Interaction model

them (arrow 11). For example, a writer who thinks the suggestion system reflects the views of other writers on the internet may be more willing to accept it.

5.2 Using the model as a lens for analysis and further research

The proposed model, to our knowledge, is the first attempt to articulate writer-suggestion interaction from a cognitive lens. It is derived from qualitative analysis of a specific type of writing task - movie reviews, with a particular language model - GPT-2, fine-tuned on a specific data set - IMDb movie reviews, with a one-dimensional bias - positive and negative sentiment and using a particular suggestion interaction modality - single inline next-phrase suggestions. While not a definitive model of writer-suggestion interaction, it can still act as a theoretical starting point for further research in this area. Further research can happen in three directions. 1. Testing and validating the concepts and relationships proposed by the model. 2. Theoretically expanding and generalising the model through empirical research. 3. Using the model as a lens for formulating research questions and interpreting qualitative and quantitative data. Lee et al. propose a tool to document the writing process and observe writer-suggestion interaction through interaction logging [47]. They suggest that their tool and the datasets generated can allow designers and researchers to analyse writer-suggestion interaction by generating writing process replays using the interaction logs. Our proposed model
can act as an analytical lens for interpreting this data, generating hypotheses, and providing vocabulary to articulate complex interactions. Similar to the approach proposed by Perrin et al. [56], interaction logs can act as the ‘ground-truth’ of the writing process, and our proposed model can be used as a theoretical starting point for interpreting these logs.

5.3 Framing interaction with the writer as interaction with writing processes

Our model conceptualises the written artefact composed with the aid of suggestions as the product of the interaction between the suggestions and the cognitive processes of writing. Hence, a suggestion system’s effects on the cognitive processes of writing would manifest in the written product. Prior work by Arnold et al. points out that the content of suggestions can affect the final written output. They show that a positive bias in the suggestion system skews the sentiment of the final written product positively [17]. However, it remains unclear whether this effect was on a language or idea level, i.e. on the translator or the proposer. Future studies can benefit from this distinction to measure where the sentiment shift is taking place by choosing appropriate analysis strategies and different units of analysis. For example, a comparison between topics suggested through the suggestions and the topic a writer has written about could measure a shift in ideas, i.e. the influence on the proposer. In contrast, a language-level analysis of sentiment (as performed by [17]), vocabulary (similar to [18]), sentence structure etc., could be more suited for measuring the influence on the translator. Making a distinction between the cognitive processes can also help in designing writing aids specifically targeted to particular writing processes. In a 2016 study, Arnold et al. compared the impact of suggesting phrases vs words for writing restaurant reviews. They found that while phrases aided writers more with ideas (what to say) and language (how to say it), writers reported that phrases provided them with more ideas than single-word suggestions [19]. In a separate study, Arnold et al. also observed that suggesting single words led to writers using vocabulary presented by the suggestions instead of coming up with words themselves [18]. Our findings echo this observation, with several participants attempting to align with genre-specific language and textual structure for the movie reviews. Studying how such design choices might aid or influence individual cognitive processes of writing can help develop design parameters that can be controlled to specifically aid the translator, proposer or transcriber. One such parameter could be the sampling strategy used for generating suggestions from the language model. In our study, we observed that some writers found the suggestions generic; this echoes the findings of Arnold et al [17]. This could be because the suggestions were generated using beam search, which optimises for the most likely next word to construct a phrase. Different sampling strategies like nucleus or temperature sampling could be used and manipulated to generate more divergent suggestions that may be more helpful in generating proposals, while strategies like beam search could be used for aiding translation and transcription. Along with designing tools that can explicitly aid specific writing processes, the proposed model can be used to evaluate how well competing tools aid a single writing process while not influencing the other processes as much as possible. Future tools can allow writers to choose which cognitive process they want to support. When the writers find themselves short on proposals, they could ask for innovative ideas that differ from what they have been writing. Or, when they struggle to come up with suitable translations, writers could ask for suggestions more compliant with a particular style of writing (e.g. movie reviews) or simply alternative translations. Writers who have decided what they want to write could ask for fewer distractions and more transcription help. Providing writers with this choice and control can potentially make AI-enabled writing interfaces more transparent and explainable.
5.4 The evaluator needs attention.

In our model, we represent the evaluator as a cognitive process that, along with evaluating the outputs of the three processes of writing — i.e. proposer, translator and transcriber — also follows the same function for evaluating suggestions. The evaluator evaluates based on various evaluation criteria. These include comparing the Working memory state and the text written so far, writers’ writing plan and schema, and writers’ beliefs about how the suggestion system works. Unlike the other three processes of writing, the evaluator interrupts the cognitive processes to accept or reject their outputs. With suggestions in the picture, the evaluator has to do the same for the suggestions, along with comparing the outputs of the suggestion system and the cognitive processes to determine the best fit. While suggestions aid the proposer, the translator and the transcriber, they do not aid the evaluator. Instead, demand the writer to engage in more evaluation, which can lead to evaluator fatigue. Arnold et al. [17] suggest that writers often found next-word and next-phrase suggestions distracting, a phenomenon we also observed. A potential cause could be the increased load on the evaluator — when writers already have a semi-formed composition in their working memory and are compelled to evaluate it against the encountered suggestion or evaluate the suggestion by itself, thus forgetting their semi-formed compositions. Our observations echo results reported by Arnold et al., where people who were going to write ‘mildly’ positive content ended up writing content that was ‘clearly’ positive [17]. We, too, observed this phenomenon where writers who were slightly misaligned with the suggestion system shifted their writing to conform with the suggestion sentiment. Our paper suggests that studying how writers evaluate suggestions can help understand the underlying mechanism and decision-making that occurs when such sentiment shift happens. Writers evaluated suggestions on one or more criteria but left out other potentially critical criteria due to evaluation fatigue. This may be one of the ways sentiment bias might have crept into their writing, where they might have evaluated the suggestions for, say, their position in the review, but overlooked if the suggestion’s sentiment exactly fit with theirs. A (potentially) more severe effect of evaluator fatigue could be writers evaluating suggestions less critically over their writing session and writers conforming with the suggestions to save evaluation effort. We also found that writers did not have a clear understanding of the functioning of the suggestion system. They came up with theories, which led to unclear or false beliefs. In literature, such theories have been defined as algorithmic folk theories [43]. These beliefs directly affected how writers evaluated the suggestions and how open they were to changing their compositions and direction while writing. Some writers (Like U6) conformed to the suggestions despite the original misalignment because they thought the suggestions reflected the majority opinion on the internet about the specific movie being reviewed. They believed the AI had access to all the data on the internet and could query and source accurate and contextual data— in some ways like a search engine. This led to writers giving AI a sense of authority— perhaps because of their prior experience with and general perception of search engines like Google— making them more open to suggestions. A similar attitude of giving AI authority based on analogising its underlying functionality with other technologies (a search engine in our case) was noted by Kapania et al. [42]. Our study confirms these findings in the context of next-phrase suggestion systems, where such false beliefs about the suggestion system may persuade writers to be more open to the suggestions and potentially conform to the suggestions. We believe future systems should find ways to aid the evaluator along with the other three processes: by decreasing the evaluation load and providing relevant and correct information so that writers’ evaluation criteria are better informed. Future suggestion systems could have a language model that is personalised to the writer’s writing style based on their previous written content, and users could control how personalised they want their suggestions to be. A personalised model may need less evaluation from the writer’s end as most suggestions would
already comply with their writing style — i.e. the model would not generate texts which the writer would’ve rejected anyway. Further research could focus on whether personalisation decreases evaluator load and thus decreases evaluator fatigue. There could be several ways of informing the writer’s evaluation criteria to help them make better decisions. The goal would be to give writers relevant and correct information so that they are better equipped to evaluate these suggestions. To begin with, providing writers with an explanation of how the suggestion system functions may help them build an accurate mental model—avoiding the mal-effects of incorrect beliefs about the system. Writing interfaces could be better designed to accurately reflect how suggestions are generated. Informing writers of the capabilities and limitations of the language models can help them evaluate the suggestions generated by the model better. Solutions such as Model Cards proposed by Mitchell et al. [54] can be helpful. These model cards could be simplified and made more user-facing. Attention visualisation techniques such as BertViz [64] may be implemented in text editors to highlight words written by the writer that contributed to the generation of the suggestion. Future language models could explore novel architectures and training techniques such that the final output could cite its ‘sources’ —as to which sources from the dataset contributed how much to the generated text. Generation-specific source citing could be more helpful than simply describing the model’s training data. Each data source could get a score which reflects how much that source contributed to the generated text, which would help writers make a more informed evaluation based on the language and alignment prevalent in the sources. Along with making text generation transparent, helping the writers measure the impact the acceptance of a particular suggestion may have on how their overall composition can be perceived can also be useful. One way may be to give writers an overall sentiment score for their product. This score could be set to update as the text is written and when a suggestion is accepted, giving real-time feedback on how certain language choices impact overall sentiment. A Grammarly-like approach to evaluating the tone of a piece of text may be put in place to evaluate the tone and effects of individual suggestions. However, as noted by Winans, Grammarly does not indicate which words or phrases should be the focus of tone-based revisions [65]. We suggest that a writing interface inform the writer of the effect a particular suggestion can have on their product’s overall tone and sentiment before they accept the suggestion.

6 LIMITATIONS AND FUTURE WORK

This study has several limitations.

6.0.1 Apparatus. Our goal was to design our text editor and suggestion system to reflect the design and functionality of mass deployed suggestion systems such as Google Smart Compose. However, based on our pilot study, we made a few design choices that differed from mass deployed systems. Instead of accepting the whole suggestion on tabbing, we limited the acceptance to one word per tab (reasons for the same are described in the apparatus section). We acknowledge that interaction between writers and the suggestion system may change if tabbing leads to writers accepting the whole sentence, similar to Google Smart Compose. Secondly, we generated suggestions after the writer paused for 300ms, against generating suggestions only when the confidence value is very high — like in deployed systems. This decision helped us create more opportunities for observing writer suggestion interaction. However, we acknowledge that showing suggestions more often would have affected how writers interacted with suggestions, and our findings would’ve been slightly different if the suggestions weren’t as frequent. We came up with the design of our writing interface and suggestion system through a pilot test with a writing interface identical to google smart compose. Feedback from the same helped us to redesign the interface and suggestions into a slightly novel design. However, we could not empirically evaluate the usability of the new writing
interface and the suggestion system. Although, qualitative feedback about the new design was generally positive.

6.0.2 Issues with misalignment. We fine-tuned two GPT-2 language model instances on positive and negative movie reviews. To calculate a representative misalignment score, we assumed that the positive and negative corpora had a uniform distribution allowing us to approximate the Corpus Rating to be 2.5 and 8.5. This, however, may not be true, and the Corpus Rating values and the Degree of Misalignment scores should only be considered representative measures and not accurate ones. Secondly, due to limitations in time and budget, we could not consider an 'unaligned' condition, where writers would be given a suggestion system trained on the whole IMDb review corpus from ratings spanning from 1-10. The behaviour of such a system would’ve differed from the biased suggestion systems. In our pilot studies, we observed that such a system adapted to the writer’s sentiment as the writer wrote the review and created higher chances of ‘aligned’ conditions. Future work could study unaligned writer suggestion conditions and expand, validate or contest our models and findings.

6.0.3 Writing task. We selected movie review writing as our writing task. We have stated the reasons for doing so in the method section. However, we acknowledge that writing movie reviews in itself are an uncommon and relatively benign writing task, with fewer implications for the writer. Other forms of writing in the real world can be more nuanced and sensitive, like writing personal emails or opinion pieces on political issues. The writer-suggestion misalignment in examples such as political pieces would also be multidimensional, unlike single-dimensional positive and negative sentiment. We call for further research using more multidimensional writer-suggestion alignments.

6.0.4 Methodological Limitations. As we have briefly discussed in the background, think-aloud protocol elicitation, if done at a high frequency, can change the way writers write and make them write content they usually might not have written. We ensured we did not interrupt the writer much and tried to ask them not to justify their decisions, only verbalise their thoughts. Despite our best efforts, some writers at times started justifying their decisions. However, this phenomenon was rare because we reframed think-aloud as ‘talk to yourself’. Future studies should keep in mind these methodological observations while using think-aloud protocols. Secondly, while eliciting some of the retrospective protocols, we asked some writers (like U4) questions such as ‘would you have done that if the suggestions weren’t there?’ While we showed the writers the recording of the writing session and played the concurrent protocols for reference when needed, such hypotheticals can run the risk of post-rationalisation, and we acknowledge that possible limitation. Finally, we did not conduct a systematic quantitative analysis of the writing product to validate our observations about genre-specific language. Future studies can conduct an in-depth quantitative analysis to find whether this effect is statistically significant.

6.0.5 Limitations of the Findings and the Proposed Model. We would finally like to acknowledge that our findings and the proposed model are a result of a qualitative analysis of a specific type of writing task - movie reviews, with a particular language model - GPT-2, fine-tuned on a specific data-set - IMDb movie reviews, with a one-dimensional bias - positive and negative sentiment and using a particular suggestion interaction modality - single inline next-phrase suggestions. Therefore, this paper’s findings cannot be generalised across different writing tasks, language models, biases and interaction modalities. Finally, we would like to remind the reader that this was a qualitative study, so the findings should be interpreted as provisional and contestable.

Studying writer-suggestion interaction
7 CONCLUSION

We conducted a qualitative study with 14 writers who wrote two movie reviews each, one with a system that offered next-phrase suggestions and one that did not. In the with-suggestions condition, authors were randomly given a system with a corpus rating of 2.5 or 8.5 out of 10. Writers had varying ratings before writing the review, thus resulting in a range of positive and negative alignments between the user intent and the system. Analysis of the think-aloud and retrospective protocols collected from the users gave us insights into how the suggestions affected the different parts of the writing process. Our findings suggest that writers use suggestions in multiple, nuanced ways, and even in cases when they don’t directly accept the suggestions. Writers took aid from suggestions, directly or indirectly, on various levels, such as proposing (idea generation), translating (language), and transcribing (aid in typing). We also found various ways and criteria in which writers evaluated these suggestions and that writer-suggestion misalignment primarily impacted the evaluation process. The presence and content of the suggestions had several effects on the writing process, such as a change in the writer’s overall plan, the role of misalignment, increased distraction, and increased use of genre-specific language. We propose a model of writer-suggestion interaction in our study’s context, followed by ways in which the model can be used for future research, along with outlining opportunities for research and design.
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