Evaluation of cloud computing resource scheduling based on improved optimization algorithm
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Abstract
Cloud computing, as a new computing mode in recent years, has been pursued by many users who have computational requirements, and the service quality of cloud computing depends largely on the efficiency of resource scheduling. In this study, an improved particle swarm optimization (IPSO) algorithm was proposed to improve the efficiency of resource scheduling, and simulation experiments were carried out on the IPSO algorithm and the traditional particle swarm optimization using CloudSim simulation platform. The phenomenon of premature appeared with the increase of the number of iterations, and the globally optimal solution was not found. The IPSO algorithm was more efficient in exploring the globally optimal solution, and the phenomenon of premature did not appear. As the number of tasks increased, the operation time of both algorithms increased, but the IPSO algorithm increased more slowly. The IPSO algorithm had more advantages when there were a large amount of tasks. Virtual machines in the two algorithms had different loads, and the load of the virtual machine in the IPSO algorithm was more balanced.
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Introduction
As a new technology, cloud computing can accomplish the computing resource service using an easy extension method according to the user’s need for computing [1]. Users can access various services provided by cloud computing through the Internet. Unlike traditional information technology patterns, cloud computing services do not require users to install and operate applications on their own, thus reducing the cost required by user services. Besides, the resources and operations required by users are on the cloud terminal of the Internet; as a result, the operation load on the user terminal is greatly reduced, which reduces the requirement on the configuration of computer and saves the cost of users. With the development of computer information technology, users’ demands for cloud computing platform are also increasing. How to schedule resources based on demands has become a major problem. Bölöni et al. [2] made cloud computing analysis of real estate investment opportunities based on scheduling information value and found that the operation can be greatly simplified. Chen et al. [3] proposed an improved ant colony system (IACS) method and carried out extensive experiments based on workflows with different sizes and different cloud resources. The experimental results showed that IACS could find better solutions and was more cost-effective than basic particle swarm algorithm and dynamic object genetic algorithm under different scheduling scales and time limits. Abdullahi et al. [4] proposed a symbiotic organisms search (SOS) algorithm based on simulated annealing (SA) to improve the convergence speed and quality of SOS solutions. The results of CloudSim simulation showed that SASOS was superior to SOS in convergence speed, response time, imbalance and MAK. Aiming at the cloud computing programming model, Zhang et al. [5] put forward an improved cross-generation heterogeneous recombination cataclysmic mutation (CHC) algorithm which inherited the advantages of standard genetic algorithm (SGA) and CHC algorithm. The improved CHC algorithm took into account both the resource allocation and the completion time of tasks, which improved the convergence speed of the algorithm. The experimental results demonstrated that the improved CHC algorithm had better
efficiency and convergence, and the average time of task scheduling and completion time were short. In this study, an improved particle swarm optimization (IPSO) algorithm was put forward to enhance the efficiency of resource scheduling, and moreover, simulation experiments were carried out on the IPSO algorithm and the traditional PSO algorithm on CloudSim simulation platform.

**Scheduling of cloud computing resources**

The resource scheduling model in cloud computing is divided into three layers: service request, virtual resource pool, and physical resource pool [6]. The cloud computing resource scheduling is generally divided into two steps. First, tasks in service requests are assigned to the virtual machine in the virtual resource pool, and then the allocated virtual machines are deployed on the physical machine of the physical pool, as shown in Fig. 1.

Its mathematical model [7] is as follows. Tasks in service requests are divided into n subtasks which are independent from each other, and the set of the subsets is \( M = \{ m_1, m_2, m_3 \ldots m_b \} \). The i-th task was denoted as \( m_i \). One subtask can only run on one virtual node. Suppose there are \( b \) virtual nodes (\( b < n \)), then the set of virtual nodes is \( V = \{ v_1, v_2, v_3 \ldots v_b \} \), where \( v_j \) stands for the j-th virtual node. Then the allocation situation can be expressed as matrix \( A \):

\[
A = \begin{pmatrix}
a_{11} & a_{12} & \cdots & a_{1n} \\
a_{21} & a_{22} & \cdots & a_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{b1} & a_{b2} & \cdots & a_{bn}
\end{pmatrix}
\]  

(1)

In matrix \( A \), \( a_{ji} \) stands for the relationship between subtask \( m_i \) and virtual node \( v_j \). When the i-th task runs on the j-th node, \( a_{ji} \) is 1; otherwise it is 0. For convenience, suppose one node only runs one task once, and one task only runs on one node. Then, the time consumed in completing task \( M \) is:

\[
\text{time} = \max \left( \sum_{i=1}^{n} a_{ji} t_{ji} \right) \quad (1 \leq i \leq n, 1 \leq j \leq b).
\]

(2)

An excellent resource scheduling algorithm should complete a task with the least time, i.e.,

\[
\text{Cost} = \min \left( \text{time} \right).
\]

(3)

Equations (1), (2) and (3) are the mathematical models of cloud computing resource scheduling.

**IPSO algorithm**

**The traditional PSO algorithm**

The traditional PSO algorithm is derived from behaviors of foraging and migration of birds; hence, it is also called bird foraging algorithm [8]. Its principle is to obtain globally optimal solution through tracing the current optimal solution. The traditional swarm particle algorithm is one of the evolutionary algorithms [9]. Similar to other evolutionary algorithms, it solves the set of solutions in a space based on population and then performs iterative operation through randomly initializing population and setting termination condition to obtain optimal solution. In the process of operation, the exploration direction of optimal solution is determined by fitness value, and whether the solution is good or not is determined by the size of fitness; globally optimal solution is obtained by comparing the previously optimal solution with the currently searched optimal solution. Compared to other evolutionary algorithms, PSO algorithm is simpler in coding and involves less parameters which need to be maintained. Only one core formula is needed in PSO algorithm. In PSO algorithm, individual updating is affected by historical particles rather than random. Suppose the number of particles in PSO algorithm as \( n \), the vector position of the i-th particle as \( p_i \) in a M-dimensional space, i.e., \( p_i = (p_{i1}, p_{i2}, p_{i3} \ldots p_{iM}) \), and the speed of particles as \( v_i \), i.e., \( v_i = (v_{i1}, v_{i2}, v_{i3} \ldots v_{iM}) \). The optimal position of the i-th particle was set as \( p_{best_i} \), and the optimal position of particle swarm as \( g_{best} \). Then, the formula of velocity change of the i-th particle [10] is:

\[
v_{i+1} = \mu \cdot v_i + a_1 \cdot x_1 \cdot (p_{best_i} - p_i) + a_2 \cdot x_2 \cdot (g_{best} - p_i),
\]

(4)

where \( \mu \) is the numerical value of element, \( a_1 \) and \( a_2 \) are learning factors, \( x_1 \) and \( x_2 \) are random numbers which evenly distributes between 0 and 1, \( a_1 \cdot x_1 \cdot (p_{best_i} - p_i) \) is a cognitive term, and \( a_2 \cdot x_2 \cdot (g_{best} - p_i) \) is a social term.

The expression of the position change of the particle [11] is
The optimal solution with the largest fitness was found out by repeatedly updating Eqs. (4) and (5) and analyzing the fitness of the particle.

**Improved PSO algorithm**

Currently, there are many ways to improve the traditional PSO, but the ultimate goal is to make up for the two shortcomings of the traditional PSO algorithm. One is that when the test object is a complex function, the algorithm is very likely to fall into the local extremum with the increase of the number of iterations, and it is difficult to get the real optimal under such a condition. The other is the selection of algorithm parameters; inertia factor and learning factor have the largest influence on the change of algorithm capability. In the traditional PSO algorithm, cognitive term coefficient $\alpha_1$ and social term coefficient $\alpha_2$ are kept constant; the two coefficients are learning factors. Therefore, the algorithm is greatly influenced by individual cognition when the number of iterations is small, and the social influence is large when the number of iterations is large, and it cannot reflect the above changes, which will make the algorithm get local optimal solution and induce premature phenomenon. To solve the above problems, the traditional PSO algorithm was improved, and the expression after improvement [12] is:

$$S_{i+1} = \mu \cdot V_i + b \cdot \frac{1}{n} \cdot x_1 \cdot (p_{besti} - P_i) + c \cdot n^2 \cdot x_2 \cdot (g_{besti} - P_i).$$

(6)

It was found from the comparison between Eqs. (4) and (6) that the improvement was changing cognitive term coefficient $\alpha_1$ into $b \cdot \frac{1}{n}$ to make the proportion of individual cognition decrease with the increase of number of iteration and changing social term coefficient $\alpha_2$ into $c \cdot n^2$ to make the proportion of mass society term increase with the increase of number of iteration. Then, $b$ was assigned with a larger value, $c$ with a smaller value to satisfy the fact that individual cognition dominated in the initial stage and the proportion of the social term gradually became the dominant factor with the increase of number of iteration. The improved algorithm was more in accordance with the objective law of solution of optimal solution and more practical and could avoid local optimal solution.

The flow of the improved particle swarm algorithm [13] is shown in Fig. 2.

**Simulation experiment**

**Experimental environment**

The performance of the IPSO algorithm was tested by taking CloudSim3.0 [14] as the simulation platform of cloud computing resource scheduling, and it was compared with the
traditional PSO to verify that the improved PSO algorithm had improved cloud computing resource scheduling ability. In this study, experiments were carried out on Windows10 operating system with 16 G memory and 1000 G hard disk storage. CloudSim3.0, JDK1.7 and development tool MyEclipse were also used.

**Experimental parameters**

Relevant parameters of virtual machine resources are shown in Table 1. The executive force of virtual machines in the experiment was determined by the number of processor.

Relevant parameters of some tasks are shown in Table 2. The size of the task was randomly generated, and the unit is MI. In general, time is the main factor affecting the quality of service for the users; so, the weight of the completion time was set as the highest, 0.4, and the other factors were set as 0.2 in the experiment.

The values of relevant parameters of the PSO were as follows. The total particle swarm scale $N$ was 60, the maximum and minimum values of inertia factor, $\mu_{\text{max}}$ and $\mu_{\text{min}}$, were 0.8 and 0.3, respectively; the maximum and minimum values of learning factor, $a_{\text{max}}$ and $a_{\text{min}}$, were 2 and 1, respectively, and the maximum speed of particles, $V_{\text{max}}$, was 1.

**Experimental results**

**Comparison of convergence sped**

According to the parameters given above, the convergence performance of the traditional PSO algorithm and IPSO algorithm was tested, and the results are shown in Fig. 3. The parameters setting of the two algorithms was basically the same in the experiment; therefore, Fig. 3 could reflect the ability of the two algorithms in searching task solution.

It could be noted from Fig. 3 that both algorithms explored the optimal solution when the number of iterations was between 0 and 100, and the exploration speed of the IPSO algorithm was faster. It was because that the parameters of the IPSO algorithm were optimized, i.e., a larger inertia factor was set at the beginning of the operation, and the initial value of the IPSO algorithm was generated by the chaos process rather than randomly, which avoided the loss of solution direction. The convergence of the PSO algorithm fluctuated when the number of

| No. of virtual machine | Number of processor/n | Virtual memory/MB | Bandwidth/Kbps |
|-----------------------|-----------------------|-------------------|----------------|
| 0                     | 5                     | 2048              | 400            |
| 1                     | 5                     | 512               | 700            |
| 2                     | 3                     | 1024              | 700            |
| 3                     | 3                     | 512               | 800            |
| 4                     | 2                     | 1024              | 900            |
| 5                     | 3                     | 2048              | 600            |
| 6                     | 5                     | 2048              | 600            |
| 7                     | 2                     | 1024              | 500            |
| 8                     | 5                     | 512               | 900            |
| 9                     | 3                     | 1024              | 1000           |

| No. of task | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
|-------------|---|---|---|---|---|---|---|
| Category of task | Compute mode | Storage mode | Transmission mode | Compute mode | Storage mode | Transmission mode | Compute mode |
| Size of task/MI | 4000 | 2000 | 4000 | 5000 | 7000 | 3000 | 1000 |
| Expected completion time/ms | 450 | 200 | 250 | 350 | 500 | 250 | 300 |
| Expected memory/MB | 1024 | 2048 | 1024 | 1024 | 2048 | 1024 | 1024 |
| Expected bandwidth/Kbps | 450 | 550 | 550 | 750 | 350 | 450 | 650 |
| Energy consumption/W | [40,55] | [45,55] | [35,50] | [30,40] | [25,45] | [45,55] | [35,55] |
iterations was between 100 and 140. It could be found from Fig. 3 that there was a stationary phase in the operation of the two algorithms; the PSO algorithm entered a stationary phase when the number of iterations was 300, while the IPSO algorithm entered a stationary phase when the number of iterations was 240. In general, the stationary phase means that the optimal solution has been found and the calculation can be stopped. However, it could be seen from Fig. 3 that the IPSO algorithm began to explore the direction of the optimal solution when the number of iteration was larger than 360, which was because that the IPSO algorithm researched the solution space in the stationary phase. With the increase of the number of iterations, the PSO algorithm had not found the optimal solution in the exploration of the global solution, was less efficient than the IPSO algorithm, and entered the stationary phase earlier.

Simulation time

There were 10 virtual machines in this experiment, and the speed of the PSO and IPSO algorithms was tested with different numbers of tasks. The result is shown in Fig. 4. It could be noted from Fig. 4 that the increase of tasks resulted in longer computation time in both algorithms. When the number of tasks was 20, the time difference of the two algorithms was small, and the PSO algorithm completed tasks about 5 ms earlier. But as with the increase of tasks, the complexity of the scheduling increased, and the IPSO algorithm tended to be better in the operation time.

As shown in Fig. 4, when the number of tasks was 100, the IPSO algorithm completed tasks about 8 ms earlier. Therefore, it could be concluded that the IPSO algorithm was superior in scheduling a large number of task resources.

Load at different nodes

The resource load of the two algorithms at 10 nodes of virtual machine is shown in Fig. 5. The loads on different virtual machines were different, which was attributed to the difference of processing ability. The comparison of the load between the two algorithms suggested that the load of the IPSO algorithm was more even, and the nodes with strong processing ability were allocated with more tasks; the load of the PSO algorithm was not even. Therefore, the IPSO algorithm was more excellent in resource optimal scheduling.

Conclusion

Aiming at the problem of virtual machine resource scheduling in cloud computing environment, an IPSO algorithm was proposed in this study. The algorithm was improved based on the traditional PSO algorithm. The improvement made was to change the constant coefficients of cognition and social items to coefficients that could change with the number of iterations in the formula of velocity variation. In this study, the simulation experiments of the IPSO and traditional PSO algorithms were carried out using CloudSim. The following results were obtained. When the number of iterations was between 0 and 100, both algorithms were searching the optimal solution, and the IPSO algorithm was more efficient; but the convergence of the traditional PSO had a fluctuation when the number of iteration was between 100 and 140. When the number of iterations was 300, the traditional PSO algorithm had premature phenomenon and entered a stationary phase without finding the global optimal solution; the IPSO algorithm entered a stationary phase when the number of iterations was 240, but it began to explore the optimal solution when the number of iterations exceeded 360. In operation time, when the number of tasks was 20, the traditional PSO algorithm was slightly superior.
and was 5 ms faster; when the number of tasks increased, the operation time of the two algorithms also increased, but the improved PSO algorithm began to dominate; when the number of tasks was 100, the improved PSO algorithm was about 8 ms faster. The loads of different virtual machines were different when the two algorithms were used; the virtual machine load under the IPSO algorithm was more balanced, and the virtual machine with stronger processing ability was allocated with more tasks.
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