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1. Introduction

A problem that has been the focus of interest is to determine whether a domain $\Omega$ in a complex Euclidean space $\mathbb{C}^N$ ($N \geq 2$) admits closed complex curves containing a given closed discrete subset of $\Omega$ (see, among others, [17, 18, 12, 26, 13]). In this paper we are interested in the particular case of embedded curves in domains of $\mathbb{C}^2$.

To the best of the author’s knowledge, the most general result so far in this direction dates back to 1996 and says that for any pseudoconvex Runge domain $\Omega \subset \mathbb{C}^2$ and any closed discrete subset $\Lambda \subset \Omega$ there is a proper holomorphic embedding from the open unit disc $\mathbb{D} \subset \mathbb{C}$ to $\Omega$ whose image contains $\Lambda$ (see Forstnerič, Globevnik, and Stensønes [14]). Such disc was found as a leaf in a holomorphic foliation on $\Omega$ by holomorphic discs. It is moreover very likely that a slight refinement of the construction in [14] provides, for any such $\Omega$ and $\Lambda$, properly embedded complex curves in $\Omega$, containing $\Lambda$, with any finite topology; a trickier question is whether there are such curves with arbitrary (possibly infinite) topology. This paper gives an affirmative answer; here is a simplified version of our main result (Theorem 3.1).

Theorem 1.1. Let $\Omega \subset \mathbb{C}^2$ be a pseudoconvex Runge domain, $M$ be an open Riemann surface, and $E \subset M$ be a closed discrete subset. For any proper injective map $f: E \to \Omega$ there is a Runge domain $D \subset M$ such that $E \subset D$, $D$ is a deformation retract of $M$, and the map $f$ extends to $D$ as a proper holomorphic embedding into $\Omega$.

If we choose $M = \mathbb{D}$, then the domain $D$ furnished by Theorem 1.1 is Runge in $\mathbb{C}$ and relatively compact, hence biholomorphic to the unit disc $\mathbb{D}$; we thereby recover the above mentioned result from [14]. However, in general, one cannot choose $D$ to be biholomorphic to $M$ in the theorem; for instance, whenever that $\Omega$ is bounded and $M$ is Liouville (also called parabolic, i.e., carrying no negative non-constant subharmonic functions). On the other hand, we shall prove that the domain $D \subset M$ can always be chosen of hyperbolic type (i.e., carrying negative non-constant subharmonic functions).
The subset \( f(E) \subset \Omega \) given in Theorem 1.1 is closed and discrete; reciprocally, every closed discrete subset \( \Lambda \subset \Omega \) is of the form \( \Lambda = f(E) \) for some \( E \) and \( f \) as in the theorem. Moreover, the furnished domain \( D \) is homeomorphic, hence also diffeomorphic, to the arbitrarily given open Riemann surface \( M \). We therefore obtain the following corollary.

**Corollary 1.2.** Let \( \Omega \subset \mathbb{C}^2 \) be a pseudoconvex Runge domain and \( \Lambda \subset \Omega \) be a closed discrete subset. On each open connected orientable smooth surface \( M \) there is a complex structure \( J \) such that the open Riemann surface \( R = (M, J) \) admits a proper holomorphic embedding into \( \Omega \) whose image contains \( \Lambda \).

Theorem 1.1 is already known in the particular cases when the domain \( \Omega \) is \( \mathbb{C}^2 \) (see Ritter [25]) and when it is the open unit ball in \( \mathbb{C}^2 \) (see Globevnik and the author [1]). We point out that the assumptions on \( \Omega \) (i.e., pseudoconvexity and having the Runge property) cannot be entirely removed from the statement of the theorem. Indeed, there are smoothly bounded relatively compact domains \( \Omega \subset \mathbb{C}^2 \) for which there is no proper holomorphic map from \( \mathbb{D} \) to \( \Omega \) passing through a certain point \( z \in \Omega \) (see Forstnerič and Globevnik [12]); and also bounded domains in \( \mathbb{C}^2 \) containing no proper images of \( \mathbb{D} \) (see Dor [6]). It is an open question whether Theorem 1.1 remains valid when \( \Omega \) is an arbitrary (non-Runge) pseudoconvex domain in \( \mathbb{C}^2 \), even in case \( M = \mathbb{D} \) (see [14, p. 559]). To this respect, it is known that the conclusion of Theorem 1.1 holds true for the pseudoconvex domains \( \Omega = \mathbb{C} \times (\mathbb{C} \setminus \{0\}) \) and \( \Omega = (\mathbb{C} \setminus \{0\})^2 \) (see Ritter [25] and also Lárusson and Ritter [21]), which are not Runge in \( \mathbb{C}^2 \).

The main achievement of Theorem 1.1 is of course the embeddedness of the examples. Recall that self-intersections of complex curves in \( \mathbb{C}^2 \) are stable under small deformations; this is why, in general, constructing embedded complex curves in \( \mathbb{C}^2 \) is a much more demanding task than in \( \mathbb{C}^N \) for \( N \geq 3 \). Regarding this, we point out that the main result in [14], which we recalled at the beginning of this introduction, is actually established for pseudoconvex Runge domains in \( \mathbb{C}^N \) for arbitrary dimension \( N \geq 2 \). Furthermore, the analogue of Theorem 1.1 for arbitrary (possibly non-Runge) pseudoconvex domains in \( \mathbb{C}^N \) for \( N \geq 3 \) easily follows from the results by Forstnerič and Slapar in [15] (see also [11, §9.10]) and by Drinovec Drnovšek and Forstnerič in [7, 8], even choosing the domain \( D \) to agree with \( M \) provided that \( M \) is a bordered Riemann surface. Elaborating from the same results also shows that the conclusion of Theorem 1.1 holds true for pseudoconvex domains in \( \mathbb{C}^2 \) if one allows the holomorphic curves to have self-intersections. Previous partial results in this direction can be found in Globevnik [17, 18] and Forstnerič and Globevnik [12]. Looking at more general targets than pseudoconvex domains in \( \mathbb{C}^N \), the analogue of Theorem 1.1 holds true for holomorphic embeddings into any Stein manifold, of dimension at least three, having the density property; in fact, in this framework there is no need to shrink the initial open Riemann surface and one may choose \( D = M \) (see Andrist and Wold [1] and Andrist, Forstnerič, Ritter, and Wold [3]). The same is valid for holomorphic immersions into any Stein surface with the density property (see [11, 18] and also Forstnerič [10]). Even more generally, in light of the results in [7] one is led to expect that the analogue of Theorem 1.1 should also hold true for holomorphic immersions into an arbitrary Stein surface and
for holomorphic embeddings into an arbitrary Stein manifold of dimension greater than two (without asking them to enjoy the density property).

Our proof follows the usual strategy of adding either a handle or an end at each step in a recursive process used in the construction of complex curves with arbitrary topology (see [2]), but with nontrivial modifications which enable to ensure the hitting condition and the properness in the given pseudoconvex Runge domain. Besides some of the nice properties of these domains (see Section 2), our method relies on the classical Mergelyan approximation theorem for holomorphic functions and the theory of holomorphic automorphisms of complex Euclidean spaces. The latter has already shown to be a powerful tool for constructing embedded complex submanifolds in \(\mathbb{C}^N\) for \(N \geq 2\), in particular, holomorphic curves in \(\mathbb{C}^2\) (we refer to [11, Chapter 4] for a survey of results in the subject). In particular, the use of holomorphic automorphisms was crucial in the method, different from ours, developed by Forstnerič, Globevnik, and Stensønes in [14].

Outline of the paper. Section 2 is devoted to introduce some notation and recall the basic concepts, definitions, and results that will be needed throughout this paper. In Section 3 we state the main result of the paper (Theorem 3.1) and show how it implies Theorem 1.1. Finally, we prove Theorem 3.1 in Section 4.

2. Preliminaries

Given subsets \(A\) and \(B\) of a topological space \(X\) we shall use the notation \(A \Subset B\) to mean that the closure \(\overline{A}\) of \(A\) is contained in the interior \(\overset{\circ}{B}\) of \(B\). We also denote by \(bA = \overline{A} \setminus \overset{\circ}{A}\) the frontier of \(A\) in \(X\). A subset \(E \subset X\) is said to be \(\text{discrete}\) if every point in \(E\) is isolated; if \(E\) is closed, then this is equivalent to that no point of \(X\) is a limit point of \(E\). By a \(\text{domain}\) in \(X\) we mean an open connected set, and the closure of a relatively compact domain shall be said to be a \(\text{compact domain}\).

We denote \(\mathbb{N} = \{1, 2, 3, \ldots\}\) and \(\mathbb{Z}_+ = \mathbb{N} \cup \{0\}\). For any \(N \in \mathbb{N}\) we denote by \(|\cdot|\) and \(\text{dist}(\cdot, \cdot)\) the Euclidean norm and distance in the \(\mathbb{C}^N\), respectively.

Let \(N \in \mathbb{N}\). A domain \(\Omega \subset \mathbb{C}^N\) is said to be \(\text{pseudoconvex}\) if it carries a strictly plurisubharmonic exhaustion function; this happens if and only if \(\Omega\) is holomorphically convex, if and only if \(\Omega\) is a domain of holomorphy, and if and only if \(\Omega\) is Stein. See Range [24] for a brief introduction to pseudoconvexity, and e. g. Hörmander [20] or Range [23] for further developments.

A domain \(\Omega \subset \mathbb{C}^N\) is said to be \(\text{Runge}\) if every holomorphic function on \(\Omega\) may be approximated, uniformly on compact subsets in \(\Omega\), by holomorphic polynomials on \(\mathbb{C}^N\). Likewise, a compact subset \(L \subset \mathbb{C}^N\) is said to be \(\text{polynomially convex}\) if for each point \(z \in \mathbb{C}^N \setminus L\) there is a (holomorphic) polynomial \(P\) such that \(|P(z)| > \sup\{|P(w)| : w \in L\}\); equivalently, if every holomorphic function on a neighborhood of \(L\) may be approximated, uniformly on \(L\), by polynomials on \(\mathbb{C}^N\). We refer to Stout [28] for a monograph on polynomial convexity.

Given a pseudoconvex Runge domain \(\Omega \subset \mathbb{C}^N\), a smooth plurisubharmonic exhaustion function \(\varrho\) for \(\Omega\), and a number \(c \in \mathbb{R}\), the set

\[\Omega_c = \{z \in \Omega : \varrho(z) < c\}\]
is relatively compact in $\Omega$ and a (possibly disconnected) Runge domain in $\Omega$ (the latter meaning that every holomorphic function on $\Omega_c$ may be approximated, uniformly on compact subsets in $\Omega_c$, by holomorphic functions on $\Omega$; see [28, Theorem 1.3.7]). Moreover, the set 
\[ \{ z \in \Omega : \varrho(z) \leq c \} \]
is a polynomially convex compact set in $\mathbb{C}^N$ (see [28, p. 25-26]).

A compact set $K$ in an open Riemann surface $M$ is said $O(M)$-convex (also called holomorphically convex or Runge in $M$) if every continuous function from $K$ to $\mathbb{C}$ being holomorphic on $K$ may be approximated, uniformly on $K$, by holomorphic functions on $M$. By the Runge-Mergelyan theorem (see [27 [22 [5]], this happens if and only if $M \setminus K$ has no relatively compact connected components in $M$.

A connected complex manifold is said to be Liouville if it does not carry non-constant negative plurisubharmonic functions; open Riemann surfaces which are not Liouville (i.e., carrying negative non-constant subharmonic functions) are called hyperbolic (see Farkas and Kra [9, p. 179]). If a connected open Riemann surface is hyperbolic, then so is every connected domain on it (viewed as an open Riemann surface). Throughout the paper, we shall always assume that Riemann surfaces are connected unless the contrary is stated.

A compact bordered Riemann surface is a compact Riemann surface $R$ with nonempty boundary $bR \subset R$ consisting of finitely many pairwise disjoint smooth Jordan curves; the interior $\bar{R} = R \setminus bR$ of $R$ is said to be a bordered Riemann surface. Every bordered Riemann surface is hyperbolic. It is classical that every compact bordered Riemann surface is diffeomorphic to a smoothly bounded compact domain in an open Riemann surface. We shall denote by $\mathscr{A}^1(R)$ the space of functions from $R$ to $\mathbb{C}$ of class $C^1$ which are holomorphic on $\bar{R}$.

### 3. Statement of the main result and proof of Theorem 1.1

The main result of the present paper may be stated as follows.

**Theorem 3.1.** Let $\Omega \subset \mathbb{C}^2$ be a pseudoconvex Runge domain, $M$ be an open Riemann surface, $K \subset M$ be a connected, smoothly bounded, $O(M)$-convex compact domain, $E \subset M$ be a closed discrete subset, and $f : K \cup E \to \Omega$ be a proper injective map such that $f|_K$ is a holomorphic embedding. Then, given a number $\epsilon > 0$ and a connected polynomially convex compact set $L \subset \Omega$ satisfying
\[ L \cap f(bK) = \emptyset \quad \text{and} \quad L \cap f(E \setminus K) = \emptyset, \]
there are a Runge domain $D \subset M$ and a proper holomorphic embedding $\tilde{f} : D \to \Omega$ enjoying the following conditions:

(a) $K \cup E \subset D$ and the domain $D$ is a deformation retract of (and hence homeomorphic to) $M$.

(b) $|\tilde{f}(p) - f(p)| < \epsilon$ for all $p \in K$. 
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(c) \( \tilde{f}(p) = f(p) \) for all \( p \in E \).
(d) \( \tilde{f}(D \setminus K) \cap L = \emptyset \).

Furthermore, the domain \( D \) may be chosen of hyperbolic type.

Note that, since \( E \subset M \) is closed and discrete, \( K \subset M \) is compact, and \( f|_K \) is continuous, the map \( f \) is continuous as well. Thus, by compactness of \( K \), the assumption that \( f: K \cup E \rightarrow \Omega \) is proper is equivalent to that \( f|_E: E \rightarrow \Omega \) is a proper map; i.e., \( (f|_E)^{-1}(C) \subset E \) is finite for any compact set \( C \subset \Omega \).

We defer the proof of Theorem 3.1 to Section 4. Let us first see that it implies Theorem 1.1.

Proof of Theorem 1.1 assuming Theorem 3.1. Let \( \Omega \subset \mathbb{C}^2 \) be a pseudoconvex Runge domain, \( M \) be an open Riemann surface, \( E \subset M \) be a closed discrete subset, and \( f: E \rightarrow \Omega \) be a proper injective map. Choose a simply-connected, smoothly bounded, compact domain \( K \) in \( M \) with \( K \cap E = \emptyset \), and extend \( f \) to \( K \cup E \) as an injective map that is a holomorphic embedding on \( K \). Also choose a connected polynomially convex compact set \( L \subset \Omega \setminus f(K \cup E) \). Theorem 3.1 applied to these objects and any number \( \epsilon > 0 \) furnishes a Runge domain \( D \subset M \) and a proper holomorphic embedding \( \tilde{f}: D \hookrightarrow \Omega \) such that \( D \) contains \( E \), \( D \) is a deformation retract of \( M \), and \( \tilde{f}(p) = f(p) \) for all points \( p \in E \). This completes the proof of Theorem 1.1 under the assumption that Theorem 3.1 is valid. □

Furthermore, since the domain \( D \subset M \) in Theorem 3.1 may be chosen of hyperbolic type, the argument in the above proof shows that the same holds true (as we claimed in the introduction) for the domain \( D \) in Theorem 1.1.

We finish this section with the following corollary of Theorem 3.1, which is a more precise version of Corollary 1.2.

Corollary 3.2. Let \( \Omega, M, K, E, \) and \( f \) be as in Theorem 3.1 and denote by \( J_0 \) the complex structure on \( M \). Then there exists a complex structure \( J \) on \( M \) such that \( J = J_0 \) on a connected neighborhood of \( K \cup E \) in \( M \) and there is a map \( \tilde{f}: M \rightarrow \Omega \) that is a proper holomorphic embedding with respect to \( J \), approximates \( f \) uniformly on \( K \), and \( \tilde{f}|_E = f \). Furthermore, the complex structure \( J \) may be chosen so that the open Riemann surface \((M, J)\) is hyperbolic.

Proof. Let \( D \subset M \) and \( \tilde{f}: D \hookrightarrow \Omega \) be the domain and the holomorphic embedding provided by Theorem 3.1 applied to the given data. It is then clear that the complex structure \( J \) on \( M \) which makes \( D \) biholomorphic to \( D \) and the map \( \tilde{f}: D = (M, J) \rightarrow \Omega \) satisfy the conclusion of the corollary. Note that the fact that \( J = J_0 \) on a connected neighborhood of \( K \cup E \) is implied by condition (a) in the theorem. □

4. Proof of Theorem 3.1

Let \( \Omega, M, K, E, f, \) and \( L \) be as in the statement of Theorem 3.1 and fix a positive number \( \epsilon > 0 \). Set \( L_0 := L \) and choose an increasing sequence of (connected)
polynomially convex compact domains

\begin{equation}
L_1 \Subset L_2 \Subset \cdots \Subset \bigcup_{j \in \mathbb{N}} L_j = \Omega
\end{equation}

in \(\mathbb{C}^2\) such that \(L_0 \subset \hat{L}_1\) and

\begin{equation}
f(E) \cap bL_j = \emptyset \quad \text{for all } j \in \mathbb{N}.
\end{equation}

Such a sequence may be constructed as follows. Take a smooth plurisubharmonic exhaustion function \(\rho: \Omega \to \mathbb{R}\) (recall that \(\Omega\) is pseudoconvex) and a sequence of real numbers \(c_1 < c_2 < \cdots\) such that \(\lim_{j \to \infty} c_j = +\infty\) and each \(c_j\) is a regular value of \(\rho\) that satisfies \(f(E) \cap \{z \in \Omega: \rho(z) = c_j\} = \emptyset\) (recall that \(f(E) \subset \Omega\) is closed and discrete). Choose \(c_1\) large enough so that \(L_0 \subset \{z \in \Omega: \rho(z) < c_1\}\). Thus, it suffices to define \(L_j\) as the connected component of \(\{z \in \Omega: \rho(z) \leq c_j\}\) containing \(L_0\), \(j \in \mathbb{N}\).

Consider the following exhaustions of \(f(E) \subset \Omega\) and \(E \subset M:\)

\begin{equation}
\Lambda_j := f(E) \cap L_j = f(E) \cap \hat{L}_j \quad \text{and} \quad E_j := f^{-1}(\Lambda_j) \subset, \quad j \in \mathbb{N}
\end{equation}

(see (4.2) and recall that \(f: K \cup E \to \Omega\) is injective.) Thus, (4.1) ensures that \(\Lambda_j \subset \Lambda_{j+1}\) for all \(j \in \mathbb{N}\) and

\begin{equation}
E_1 \subset E_2 \subset \cdots \subset \bigcup_{j \in \mathbb{N}} E_j = E.
\end{equation}

Set \(E_0 := E \cap K\) and \(\Lambda_0 := f(E_0)\) and assume without loss of generality that \(L_1\) is chosen large enough so that \(f(K) \subset \hat{L}_1\). We then have that \(\Lambda_0 \subset \Lambda_1\) and \(E_0 \subset E_1\). It is clear that if \(E_j \neq \emptyset\) for a given \(j \in \mathbb{Z}_+\), then \(E_j\) is finite and \(f|_{E_j}: E_j \to \Lambda_j\) is a bijection; recall that the set \(E \subset M\) is closed and discrete and the map \(f|_E: E \to \Omega\) is proper and injective. In the open Riemann surface \(M\) we choose an increasing sequence of (connected) smoothly bounded \(\mathcal{O}(M)\)-convex compact domains

\begin{equation}
K_0 := K \Subset K_1 \Subset K_2 \Subset \cdots \Subset \bigcup_{j \in \mathbb{N}} K_j = M
\end{equation}

with the property that the Euler characteristic

\begin{equation}
\chi(K_j \setminus K_{j-1}) \in \{-1, 0\} \quad \text{for all } j \in \mathbb{N}.
\end{equation}

Such can be constructed by standard topological arguments; we refer for instance to [2] Lemma 4.2 for a detailed proof.

Finally, set \(M_0 := K_0\) and \(f_0 := f|_{M_0}: M_0 \to \Omega\) and fix a number \(0 < \epsilon_0 < \epsilon/2\).

The main step in the proof of the theorem is enclosed in the following result.

**Lemma 4.1.** There are

(A) an increasing sequence of (connected) smoothly bounded \(\mathcal{O}(M)\)-convex compact domains \(M_1 \Subset M_2 \Subset \cdots\) with \(M_0 \subset M_1\),

(B) a sequence of holomorphic embeddings \(f_j: M_j \to \Omega\) \((j \in \mathbb{N})\), and

(C) a decreasing sequence of numbers \(\epsilon_j > 0\) \((j \in \mathbb{N})\),

such that the following conditions are satisfied for all \(j \in \mathbb{N}\):
(1) \( M_j \) is homeomorphically isotopic to \( K_j \), meaning that
\[
(\iota_{M_j})_*(H_1(M_j; \mathbb{Z})) = (\iota_{K_j})_*(H_1(K_j; \mathbb{Z})) \subset H_1(M; \mathbb{Z})
\]
where \((\iota_{M_j})_* : H_1(M_j; \mathbb{Z}) \to H_1(M; \mathbb{Z})\) and \((\iota_{K_j})_* : H_1(K_j; \mathbb{Z}) \to H_1(M; \mathbb{Z})\) are the homomorphisms between the first homology groups with integer coefficients induced by the inclusion maps \( \iota_{M_j} : M_j \to M \) and \( \iota_{K_j} : K_j \to M \), respectively. (Notice that \((\iota_{M_j})_*\) and \((\iota_{K_j})_*\) are injective homomorphisms since \( M_j \) and \( K_j \) are \( \mathcal{O}(M) \)-convex.)

(2) \( M_j \cap E = E_j \).

(3) \(|f_j(p) - f_{j-1}(p)| < \epsilon_{j-1}\) for all \( p \in M_{j-1} \).

(4) \( f_j(p) = f(p) \) for all \( p \in E_j \).

(5) \( f_j(M_j) \cap f(E \setminus E_j) = \emptyset \).

(6) \( f_j(M_j) \subset \hat{L}_{j+1} \).

(7) \( f_j(bM_j) \cap L_j = \emptyset \).

(8) \( f_j(M_i \setminus \hat{M}_{i-1}) \cap L_{i-1} = \emptyset \) for all \( i = 1, \ldots, j \).

(9) \( 0 < \epsilon_j < \epsilon_{j-1}/2 \).

(10) If \( g : M \to \mathbb{C}^2 \) is a holomorphic map such that \(|g(p) - f_j(p)| < 2\epsilon_j\) for all \( p \in M_j \), then \( g|_{M_{j-1}} : M_{j-1} \to \mathbb{C}^2 \) is an embedding with \( g(M_{j-1}) \subset \Omega \) and \( g(M_i \setminus \hat{M}_{i-1}) \cap L_{i-1} = \emptyset \) for all \( i = 1, \ldots, j-1 \).

Condition (1) in the lemma is equivalent to the existence of a compact domain \( K'_j \subset M \) such that both \( M_j \) and \( K_j \) are strong deformation retracts of \( K'_j \).

We defer the proof of Lemma 4.1 to the next subsections. Now, let us assume for a moment that the lemma holds true and let us show that it enables to complete the proof of Theorem 3.1. Set
\[
D := \bigcup_{j \in \mathbb{Z}_+} M_j \subset M.
\]
Properties (1), (A), (1), and (2) guarantee that \( D \) is a Runge domain in \( M \) and satisfies condition (a); recall that \( K = K_0 = M_0 \). On the other hand, by properties (3) and (9) in the lemma, there is a limit holomorphic map
\[
\bar{f} := \lim_{j \to \infty} f_j : D \to \mathbb{C}^2
\]
such that
\[
|\bar{f}(p) - f_j(p)| < 2\epsilon_j < \epsilon\quad\text{for all } j \in \mathbb{Z}_+.
\]
Thus, taking into account properties (1), (4), (4), and (10), \( j \in \mathbb{N} \), we infer that \( \bar{f} \) is a proper holomorphic embedding from \( D \) into \( \Omega \) and meets conditions (b), (c), and (d); recall that \( L_0 = L \).

Summarizing, the domain \( D \) and the embedding \( \bar{f} \) satisfy the conclusion of the theorem except for the final assertion that the domain \( D \) can be chosen to be an open Riemann surface of hyperbolic type. In order to guarantee this condition it suffices to choose a Runge domain \( M' \subset M \) of hyperbolic type such that \( K \cup E \subset M \) and \( M' \) is a deformation retract of \( M \) (existence of such is well known, it can be easily proved, for instance, by a straightforward modification of the arguments in
and apply the first part of Theorem 3.1 (which we have just checked that holds true) to the same data but replacing the given open Riemann surface \( M \) by \( M' \). It follows that the domain \( D \subset M' \subset M \) and the map \( \tilde{f} : D \to \Omega \) which we obtain in this way satisfy the first part of Theorem 3.1 with respect to the open Riemann surface \( M' \). Since \( M' \) is of hyperbolic type and a deformation retract of \( M \), we infer that \( D \) is also of hyperbolic type and, by condition (a), a deformation retract of \( M \).

Moreover, since \( M' \) is a Runge domain in \( M \) and \( D \) is a Runge domain in \( M' \), \( D \) is also a Runge domain in \( M \). Therefore, the hyperbolic-type domain \( D \) and the map \( \tilde{f} \) satisfy the conclusion of the theorem with respect to the open Riemann surface \( M \) as well.

This completes the proof of Theorem 3.1 granted Lemma 4.1.

4.1. Proof of Lemma 4.1 We proceed by induction. The basis is given by the already fixed \( M_0, f_0 \), and \( \varepsilon_0 \); notice that, taking into account (4.1) and that \( f(K \cup E) \subset \Omega \), these objects satisfy conditions (1) \((1_0)\), \((2_0)\), \((4_0)\), \((5_0)\), and \((7_0)\), while the other ones are vacuous for \( j = 0 \).

For the inductive step assume that for some \( j \in \mathbb{N} \) we already have sets \( M_i \), maps \( f_i \), and numbers \( \varepsilon_i \) satisfying the required properties for \( i = 0, \ldots, j - 1 \), and let us provide \( M_j, f_j \), and \( \varepsilon_j \). We distinguish cases depending on the Euler characteristic of \( K_j \setminus K_{j-1} \), which, by \((4.6)\), is either \(-1\) or \(0\).

Case 1: Assume that the Euler characteristic \( \chi(K_j \setminus K_{j-1}) \) equals \(-1\). In this case \( K_j \setminus K_{j-1} \) is composed of finitely many compact annuli and exactly one pair of pants, i.e., a compact domain in \( M \) which is homeomorphic to a topological sphere from which three open topological discs whose closures are pairwise disjoint have been removed. Thus, taking into account \((1_{j-1})\), there is a smooth Jordan arc \( \gamma \subset M \setminus (E \cup M_{j-1}) \), with the two endpoints in \( bM_{j-1} \) and being otherwise disjoint from \( M_{j-1} \), such that \( M_{j-1} \cup \gamma \) is \( \mathcal{O}(M) \)-convex and the image of the injective group homomorphism

\[
(\iota_{M_{j-1} \cup \gamma})_* : H_1(M_{j-1} \cup \gamma; \mathbb{Z}) \to H_1(M; \mathbb{Z})
\]
equals \((\iota_K)_*(H_1(K_j; \mathbb{Z}))\), where \( \iota_{M_{j-1} \cup \gamma} : M_{j-1} \cup \gamma \to M \) denotes the inclusion map. By properties \((6_{j-1})\) and \((7_{j-1})\) we may extend \( f_{j-1} \), with the same name, to a smooth embedding \( f_{j-1} : M_{j-1} \cup \gamma \to \mathbb{C}^2 \) such that

\[
f_{j-1}(\gamma) \subset \hat{L}_j \setminus (L_{j-1} \cup f(E)).
\]

Thus, if we are given a number \( \varepsilon' \ > 0 \), then, by Mergelyan’s theorem with interpolation (see e.g. [11] Corollary 5.4.7]), there are a small compact neighborhood \( M'_{j-1} \) of \( M_{j-1} \) and a holomorphic embedding \( f'_{j-1} : M'_{j-1} \to \Omega \) satisfying the following properties:

- \( M'_{j-1} \) is homeomorphically isotopic to \( K_j \) in the sense of \((1_j)\).
- \( M'_{j-1} \cap E = E_{j-1} \).
- \( |f'_{j-1}(p) - f_{j-1}(p)| < \varepsilon' \).
- \( f'_{j-1}(p) = f(p) \) for all \( p \in E_{j-1} \). (Take into account \((4_{j-1})\).)
- \( f'_{j-1}(M'_{j-1}) \cap f(E \setminus E_{j-1}) = \emptyset \). (Take into account \((5_{j-1})\).)
Case 2: Assume that the Euler characteristic $\chi$.

In view of (4.6), this reduces the proof of the inductive step to the case when $\chi(K_j \setminus \hat{K}_{j-1}) = 0$, which we now explain.

Case 2: Assume that the Euler characteristic $\chi(K_j \setminus \hat{K}_{j-1})$ equals 0. In this case $K_{j-1}$ is a strong deformation retract of $K_j$. We shall proceed in three steps, each one consisting of a different deformation procedure.

Step 1. Catching the points in $E_j \setminus E_{j-1}$. The aim of this step is to approximate $f_{j-1}$ on $M_{j-1}$ by a holomorphic embedding which is defined on a compact domain in $M$ containing $M_{j-1} \cup E_j$ in its relative interior and which matches with $f$ everywhere on $E_j$ (see property (vi) below). Our main tool in this step will be, again, the classical Mergelyan theorem with interpolation.

Assume that $E_j \setminus E_{j-1} \neq \emptyset$; otherwise we skip this step and proceed directly with Step 2 below. Since $E_j$ is finite then so is $E_j \setminus E_{j-1}$. For each point $p \in E_j \setminus E_{j-1} \subset M \setminus M_{j-1}$ (see (2j-1)), choose a smooth embedded Jordan arc $\gamma_p \subset M \setminus M_{j-1}$ having an endpoint in $bM_{j-1} \setminus E$ and meeting $bM_{j-1}$ transversely there, having $p$ as the other endpoint, and being otherwise disjoint from $M_{j-1} \cup E$. Choose the arcs $\gamma_p$, $p \in E_j \setminus E_{j-1}$, to be pairwise disjoint. Obviously, for each $p \in E_j \setminus E_{j-1}$ the arc $\gamma_p$ lies in the connected component of $M \setminus M_{j-1}$ containing the point $p$. Set

$$\Gamma := \bigcup_{p \in E_j \setminus E_{j-1}} \gamma_p \subset M \setminus M_{j-1}$$

and observe that

$$(4.8) \quad (M_{j-1} \cup \Gamma) \cap E = E_j$$

(take into account (2j-1)). Extend the holomorphic embedding $f_{j-1}$, with the same name, to a smooth embedding $f_{j-1} : M_{j-1} \cup \Gamma \to \Omega$ such that:

(i) $f_{j-1}(\Gamma) \subset \hat{L}_j \setminus L_{j-1}$.

(ii) $f_{j-1}(p) = f(p)$ for all $p \in E_j \setminus E_{j-1}$.

Existence of such extension is clear from (5j-1), (6j-1), (7j-1), and the fact that $\hat{L}_j \setminus L_{j-1}$ is a connected open set which contains $f(E_j \setminus E_{j-1}) = \Lambda_j \setminus \Lambda_{j-1}$ (see (4.1) and (4.2)). In view of (6j-1), (7j-1), and (i) we have that

$$(4.9) \quad f_{j-1}(M_{j-1} \cup \Gamma) \subset \hat{L}_j \quad \text{and} \quad f_{j-1}(\Gamma \cup bM_{j-1}) \cap L_{j-1} = \emptyset.$$

Since $M_{j-1} \cup \Gamma$ is an $\mathcal{O}(M)$-convex compact set, given a small number $\delta > 0$ which will be specified later, Mergelyan’s theorem with interpolation applied to $f_{j-1} : M_{j-1} \cup \Gamma \to \mathbb{C}^2$ furnishes a (connected) smoothly bounded $\mathcal{O}(M)$-convex compact domain $R \subset M$ and a holomorphic embedding $\phi : R \to \mathbb{C}^2$ meeting the following requirements:
(iii) \( R \cap E = E_j \subset M_{j-1} \cup \Gamma \subset \hat{R} \) and \( M_{j-1} \) is a strong deformation retract of \( R \). (See (4.9).)

(iv) \( |\phi(p) - f_{j-1}(p)| < \delta \) for all \( p \in M_{j-1} \cup \Gamma \).

(v) \( \phi(R \setminus M_{j-1}) \cap L_{j-1} = \emptyset \). (Take into account the second part of (4.9).)

(vi) \( \phi(p) = f(p) \) for all \( p \in E_j \). (See (4.9.1) and (ii).)

Moreover, in view of (iv) and the first part of (4.9) and assuming that \( \delta > 0 \) is chosen sufficiently small, we may and shall take \( R \) close enough to \( M_{j-1} \cup \Gamma \) so that

\[
\phi(R) \subset \hat{L}_j.
\]

On the other hand, since \( \phi(R \setminus M_{j-1}) \) is compact and \( L_{j-1} \) is compact and polynomially convex, in view of (v) there is a polynomially convex compact set \( L \subset \mathbb{C}^2 \) such that

\[
L_{j-1} \subset \mathcal{L} \subset L_j \quad \text{and} \quad \phi(R \setminus M_{j-1}) \cap \mathcal{L} = \emptyset.
\]

Indeed, since \( L_{j-1} \) is a polynomially convex compact set, we have that for any neighborhood \( U \) of \( L_{j-1} \) there is another neighborhood \( V = V(U) \) of \( L_{j-1} \) such that if \( Y \) is a compact subset of \( V \), then the polynomial convex hull \( \hat{Y} \) of \( Y \) is contained in \( U \). Thus, if the neighborhood \( U \) is chosen to lie in \( \hat{L}_j \setminus \phi(R \setminus M_{j-1}) \), which is an open neighborhood of \( L_{j-1} \) by (4.11) and (v), and the compact set \( Y \subset V(U) \) is chosen with \( L_{j-1} \subset \hat{Y} \), then the polynomially convex compact set \( \mathcal{L} := \hat{Y} \) meets the requirements in (4.11).

This concludes the first deformation stage in the proof of the inductive step.

**Step 2: Pushing the boundary out of \( L_j \).** In this second step we shall deform \( \phi(R) \) near its boundary in order to obtain an embedded complex curve whose boundary is disjoint from \( L_j \) (see condition (x) below). In order to do that we shall use the following approximation result by proper holomorphic embeddings into \( \mathbb{C}^2 \).

**Lemma 4.2.** Let \( L \subset \mathbb{C}^2 \) be a polynomially convex compact set, let \( R = \hat{R} \cup bR \) be a compact bordered Riemann surface, let \( K \subset \hat{R} \) be a smoothly bounded compact domain, and assume that there is an embedding \( \phi : R \to \mathbb{C}^2 \) of class \( A^1(R) \) such that

\[
\phi(R \setminus K) \cap L = \emptyset.
\]

Then, for any \( \epsilon > 0 \) there is a proper holomorphic embedding \( \tilde{\phi} : \hat{R} \to \mathbb{C}^2 \) satisfying the following properties:

(I) \( |\tilde{\phi}(p) - \phi(p)| < \epsilon \) for all \( p \in K \).

(II) \( \tilde{\phi}(\hat{R} \setminus \hat{K}) \cap L = \emptyset \).

Lemma 4.2 is an extension of Lemma 3.2 in Alarcón and López [2], where the polynomially convex compact set is assumed to be a round ball. We shall prove the lemma by adapting the methods developed by Wold in [29] and by Forstneriˇ c and Wold in [19], for embedding bordered Riemann surfaces in \( \mathbb{C}^2 \), in order to guarantee condition (II).
In order to keep the story thread in the proof Lemma 4.1, we defer the proof of Lemma 4.2 to later on. Hence, assume that Lemma 4.2 holds true and let us continue the proof of the inductive step.

Let $R_0 \subset M$ be a smoothly bounded compact domain such that

$$M_{j-1} \cup \Gamma \Subset R_0 \Subset R.$$  

Note that $\phi(R \setminus \tilde{R}_0) \cap L = \emptyset$ by (4.11), and hence Lemma 4.2 may be applied to the polynomially convex compact set $L$, the compact bordered Riemann surface $R$, the domain $R_0$, and the embedding $\phi$. This furnishes, given a small number $\tilde{\delta} > 0$ which will be specified later, a proper holomorphic embedding $\tilde{\phi} : \tilde{R} \rightarrow \mathbb{C}^2$ such that:

(vii) $|\tilde{\phi}(p) - \phi(p)| < \tilde{\delta}$ for all $p \in R_0$.

(viii) $\tilde{\phi}(R \setminus \tilde{R}_0) \cap L = \emptyset$.

Assuming that $\tilde{\delta} > 0$ is chosen sufficiently small, (4.10) and (vii) guarantee that

$$\tilde{\phi}(M_{j-1}) \subset \tilde{\phi}(R_0) \subset \tilde{L}_j.$$  

On the other hand, since $R \subset M$ is a compact domain and $M_{j-1}$ is a strong deformation retract of $R$ (see (iii)), $R \setminus M_{j-1}$ consists of finitely many, pairwise disjoint, smoothly bounded, compact annuli in $M$. By (4.14), $\tilde{\phi}$ maps the boundary components of these annuli which lie in $bM_{j-1}$ into $\tilde{L}_j$. Hence, since $\tilde{\phi} : \tilde{R} \rightarrow \mathbb{C}^2$ is a proper map, given a number

$$0 < \tau < \frac{1}{2} \text{dist}(L_j, \mathbb{C}^2 \setminus \tilde{L}_{j+1})$$  

there is a (connected) smoothly bounded $O(M)$-convex compact domain $M_j$ with the following properties:

(ix) $R_0 \Subset M_j \Subset R$ and $M_{j-1}$ is a strong deformation retract of $M_j$.

(x) $\text{dist}(\tilde{\phi}(M_j), \mathbb{C}^2 \setminus \tilde{L}_{j+1}) > \tau$ and $\text{dist}(\tilde{\phi}(bM_j), L_j) > \tau$. In particular, we have $\tilde{\phi}(M_j) \subset \tilde{L}_{j+1}$ and $\tilde{\phi}(bM_j) \cap L_j = \emptyset$.

(xi) $\tilde{\phi}(M_j) \cap (\Lambda_{j+1} \setminus \Lambda_j) = \emptyset$.

Indeed, since the set $\Lambda_{j+1} \setminus \Lambda_j = f(E_{j+1} \setminus E_j) \subset \tilde{L}_{j+1} \setminus L_j$ is finite (see (4.3)), condition (xi) may be achieved by a slight deformation of $\tilde{\phi}$ (for instance, by composing it with a small translation in $\mathbb{C}^2$). Alternatively, we may simply choose the domain $M_j \subset M$ such that $\tilde{\phi}(M_j)$ is contained in a small neighborhood of $L_j$ in $\tilde{L}_{j+1}$ being disjoint from $\Lambda_{j+1} \setminus \Lambda_j$. (For the latter approach we have to choose $\tau > 0$ in (4.15) sufficiently small to make possible the second inequality in (x), to be precise, we need $\tau < \text{dist}(L_j, \Lambda_{j+1} \setminus \Lambda_j)$.)

This concludes the second deformation stage.

Step 3: Matching up with $f$ on $E_j$. We shall now slightly perturb $\tilde{\phi}$ to make it agree with $f$ everywhere on $E_j$. In order to do that we shall use the following existence result for holomorphic automorphisms of $\mathbb{C}^2$. 
Lemma 4.3. If $r > 0$ is a number and $\Lambda \subset r\mathbb{B} = \{z \in \mathbb{C}^2 : |z| < r\}$ is a finite set, then there are numbers $\eta > 0$ and $\mu > 0$ such that the following condition holds true. Given a number $0 < \beta < \eta$ and a map $\varphi : \Lambda \to \mathbb{C}^2$ such that
\begin{equation}
|\varphi(z) - z| < \beta \quad \text{for all } z \in \Lambda,
\end{equation}
there is a holomorphic automorphism $\Psi : \mathbb{C}^2 \to \mathbb{C}^2$ satisfying the following conditions:

(I) $\Psi(\varphi(z)) = z$ for all $z \in \Lambda$.

(II) $|\Psi(z) - z| < \mu \beta$ for all $z \in r\mathbb{B}$.

Lemma 4.3 for $r = 1$ is due to Globevnik (see [19, Lemma 7.2]); we shall prove the general case as an application of this particular one. (We point out that, alternatively, the proof given in [19, Lemma 7.2] may be easily adapted to work for arbitrary radius.) Note that the number $\eta > 0$ provided by the above lemma must be small enough so that every map $\varphi : \Lambda \to \mathbb{C}^2$ satisfying the inequality (4.16) for any $0 < \beta < \eta$ is injective; otherwise condition (I) would lead to a contradiction.

We postpone the proof of Lemma 4.3 to later on. Hence, assume that Lemma 4.3 holds true and let us continue the discussion of the inductive step in the proof of Lemma 4.1.

Since $L_{j+1} \subset \mathbb{C}^2$ is compact, there is a number $r > 0$ such that
\begin{equation}
L_{j+1} \subset r\mathbb{B} = \{z \in \mathbb{C}^2 : |z| < r\}.
\end{equation}
Recall that the set $\Lambda_{j+1} = f(E_{j+1}) \subset \hat{L}_{j+1}$ given in (4.3) is finite and let $\eta > 0$ and $\mu > 0$ be the numbers provided by Lemma 4.3 applied to $r$ and $\Lambda_{j+1}$ (take into account (4.17)). It is clear that
\begin{equation}
\text{neither } \eta \text{ nor } \mu \text{ depend on the choice of the constants } \delta \text{ and } \tilde{\delta}.
\end{equation}

Also recall that $E_j \subset M_j$ (see (iii)) and that $f|_{E_{j+1}} : E_{j+1} \to \Lambda_{j+1}$ is a bijection. Consider the map $\varphi : \Lambda_{j+1} \to \mathbb{C}^2$ given by
\[\Lambda_{j+1} \ni f(p) \mapsto \varphi(f(p)) = \begin{cases} \tilde{\phi}(p) & \text{if } p \in E_{j}, \\ f(p) & \text{if } p \in E_{j+1} \setminus E_{j}. \end{cases}\]
In view of property (xi) and the facts that $\tilde{\phi} : M_j \to \mathbb{C}^2$ is injective and that $f|_{E_j} : E_j \to f(E_j) = \Lambda_j \subset \Lambda_{j+1}$ is a bijection, we have that $\varphi$ is well defined and injective. Notice that $\varphi|_{\Lambda_{j+1}\setminus \Lambda_j}$ is the inclusion map. Moreover, conditions (vi) and (vii) ensure that
\[|\varphi(z) - z| < \tilde{\delta} \quad \text{for all } z \in \Lambda_{j+1};\]
note that $E_j \subset M_j$ by (iii), (4.13), and (ix). Thus, assuming as we may that $\tilde{\delta} > 0$ has been chosen to be smaller than $\eta$ (see (4.18)), Lemma 4.3 furnishes a holomorphic automorphism $\Psi : \mathbb{C}^2 \to \mathbb{C}^2$ enjoying the following conditions:

(xii) $\Psi(\varphi(z)) = z$ for all $z \in \Lambda_{j+1}$.

(xiii) $|\Psi(z) - z| < \mu \tilde{\delta}$ for all $z \in r\mathbb{B}$.
This finishes the third (and final) deformation procedure in the proof of the inductive step.

We now prove the following.

Claim 4.4. If the numbers $\delta > 0$ and $\tilde{\delta} > 0$ are chosen sufficiently small, then the smoothly bounded $\mathcal{O}(M)$-convex compact domain $M_j$ and the holomorphic embedding

$$f_j := \Psi \circ \tilde{\phi}: M_j \to \mathbb{C}^2$$

meet requirements $(1_j)$–(8$_j$) in the statement of the lemma.

Indeed, conditions $(1_j)$ and $(2_j)$ are ensured by $(1_{j-1})$, $(iii)$, $(4.13)$, $(vi)$, and the initial assumption that the Euler characteristic $\chi(K_j \setminus K_{j-1})$ equals 0. Notice now that $(iv)$, $(vii)$, $(x)$, and $(4.17)$ give

$$|f_j(p) - \tilde{\phi}(p)| < \mu \tilde{\delta} \quad \text{for all } p \in M_j,$$

$$|f_j(p) - \phi(p)| < (1 + \mu) \delta \quad \text{for all } p \in R_0,$$

$$|f_j(p) - f_{j-1}(p)| < \delta + (1 + \mu) \tilde{\delta} \quad \text{for all } p \in M_{j-1} \setminus \Gamma.$$
exists by the Cauchy estimates, the compactness of \( M \); embedding (see properties (A) and (B) in the statement of the lemma), such number retract of \( R \) polynomially convex compact set, we have that

\[
\text{Assume without loss of generality that} \quad R \quad \text{around} \quad j \quad \text{in an open Riemann surface, } \tilde{R}, \text{ and, by Mergelyan’s theorem and a shrinking of } \tilde{R} \text{ into a holomorphic embedding (see properties (A) and (B) in the statement of the lemma), such number exists by the Cauchy estimates, the compactness of } M_j, \text{ and the openness of } \Omega.
\]

This concludes the proof of the inductive step in case \( \chi(K_j \setminus K_j-1) = 0 \), thereby proving the inductive step and completing the proof of Lemma 4.1 under the assumption that Lemma 4.2 and Lemma 4.3 hold true.

Completion of the proof. In order to complete the proof of Lemma 4.1 we shall now prove Lemma 4.2 and Lemma 4.3.

Proof of Lemma 4.2. Let \( L, R, K, \phi, \) and \( \epsilon \) be as in the statement of Lemma 4.2. Assume without loss of generality that \( R \) is a smoothly bounded compact domain in an open Riemann surface, \( \tilde{R}, \) and, by Mergelyan’s theorem and a shrinking of \( \tilde{R} \) around \( R \) if necessary, that \( \phi \) is a holomorphic embedding \( \phi: R \to \mathbb{C}^2. \) Also, up to enlarging \( K \) if necessary, we may and shall assume that \( K \) is a strong deformation retract of \( R. \)

Let \( \pi_i: \mathbb{C}^2 \to \mathbb{C} \) be the projection \( \pi_i(\zeta_1, \zeta_2) = \zeta_i, i = 1, 2. \) For each \( z \in \mathbb{C}^2, \) denote

\[
\Lambda_z := \pi_i^{-1}(\pi_1(z)) = \{ (\pi_1(z), \zeta) : \zeta \in \mathbb{C} \}.
\]

Denote by \( C_1, \ldots, C_m \) the connected components of \( bR. \) Since \( L \subset \mathbb{C}^2 \) is a polynomially convex compact set, we have that \( \mathbb{C}^2 \setminus L \) is a connected open set in \( \mathbb{C}^2, \) and hence path-connected. Thus, (4.12) enables us to choose pairwise disjoint smoothly embedded Jordan arcs \( \lambda_1, \ldots, \lambda_m \) in \( \mathbb{C}^2 \setminus L \) meeting the following requirements for all \( j \in \{1, \ldots, m\}: \)

- (a1) \( \lambda_j \) has an endpoint \( w_j \) in \( \phi(C_j) \) and is otherwise disjoint from \( \phi(R). \)
- (a2) The other endpoint \( z_j \) of \( \lambda_j \) is an exposed point (with respect to the projection \( \pi_1 \)) for the set \( \phi(R) \cup (\bigcup_{k=1}^m \lambda_k) \) in the sense of [16, Def. 4.1].
- (a3) \( \Lambda_{z_j} \cap L = \emptyset. \) (Recall that \( L \) is compact.)

Set \( a_j := \phi^{-1}(w_j) \) and note that \( a_j \) is a well-defined point in \( C_j, j = 1, \ldots, m. \) Let \( V \subset R \setminus K \) be an open neighborhood of \( \{a_1, \ldots, a_m\} \) in \( R \) and \( \epsilon_0 > 0 \) be a number which will be specified later. Reasoning as in [16, Proof of Theorem 4.2] or
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[2] Proof of Lemma 3.2, we obtain, up to slightly deforming \( \lambda_j \) near \( w_j \) if necessary, a holomorphic embedding \( \psi: R \to \mathbb{C}^2 \) enjoying the following properties:

(b1) \( |\psi(p) - \phi(p)| < \epsilon_0 \) for all \( p \in R \setminus V \).
(b2) \( \text{dist}(\psi(p), \lambda_j) < \epsilon_0 \) for all \( p \in V_j \), where \( V_j \) is the component of \( V \) containing \( a_j \), \( j = 1, \ldots, m \).
(b3) \( \psi(a_j) = z_j \) is an exposed boundary point of \( \psi(R) \), \( j = 1, \ldots, m \).

Moreover, choosing \( \epsilon_0 > 0 \) small enough, properties (b1), (b2), and (4.12) ensure that

(b4) \( \psi(R \setminus \hat{K}) \cap L = \emptyset \).

Now, given a number \( \epsilon_1 > 0 \) which will be specified later, arguing as in [16, Proof of Theorem 5.1] or [2, Proof of Lemma 3.2], there are numbers \( \alpha_1, \ldots, \alpha_m \in \mathbb{C} \setminus \{0\} \) such that the rational shear map \( g \) of \( \mathbb{C}^2 \) defined by

\[
g(\zeta_1, \zeta_2) = \left( \zeta_1, \zeta_2 + \sum_{j=1}^{m} \frac{\alpha_j}{\zeta_1 - \pi_1(z_j)} \right)
\]

satisfies the following conditions:

(c1) The projection \( \pi_2 \) maps the curve \( \mu_j := g(\psi(C_j \setminus \{a_j\})) \subset \mathbb{C}^2 \) into an unbounded curve \( \delta_j \subset \mathbb{C} \) and \( \pi_2|_{\mu_j}: \mu_j \to \delta_j \) is a diffeomorphism near infinity, \( j = 1, \ldots, m \).
(c2) The complement of the set \( rD \cup \left( \bigcup_{j=1}^{m} \delta_j \right) \subset \mathbb{C} \) in \( \mathbb{C} \) has no relatively compact connected components for any large enough \( r > 0 \).
(c3) \( |g(z) - z| < \epsilon_1 \) for all \( z \in \psi(R \setminus V) \).
(c4) \( g(\psi(W \setminus \hat{K})) \cap L = \emptyset \) where \( W := R \setminus \{a_1, \ldots, a_m\} \).

In order to ensure condition (c4) we use (a3) and (b4). Furthermore, setting \( \tilde{\psi} := g \circ \psi|_W \),

it also holds that

(c5) there is a polynomially convex compact set \( L_0 \subset \tilde{\psi}(W) \in \mathbb{C}^2 \) such that \( L \cup L_0 \) is polynomially convex and \( \tilde{\psi}(K) \subset L_0 \).

By the results in [29] (see also [16, Proof of Theorem 5.1]), given \( \epsilon_2 > 0 \) to be specified later, there are a Fatou-Bieberbach domain \( D \subset \mathbb{C}^2 \) and a biholomorphic map \( \varphi: D \to \mathbb{C}^2 \) (i.e., a Fatou-Bieberbach map) such that \( \tilde{\psi}(W) \cup L \subset D \), the boundaries \( b(\tilde{\psi}(W)) \subset bD \), and

\[
|\varphi(z) - z| < \epsilon_2 \quad \text{for all } z \in L \cup (D \cap L_0).
\]

We claim that the map

\[
\tilde{\phi} := \varphi \circ \tilde{\psi}|_R: \hat{R} \to \mathbb{C}^2
\]

is a proper holomorphic embedding \( \hat{R} \hookrightarrow \mathbb{C}^2 \) which satisfies the conclusion of the lemma. Indeed, provided that the positive numbers \( \epsilon_0, \epsilon_1, \) and \( \epsilon_2 \) are chosen sufficiently small, condition (I) is ensured by (b1), (c3), (c4), and (4.24), while condition (II) is implied by (c4), (c5), and (4.24). This concludes the proof. \( \square \)
Proof of Lemma 4.3. Let \( r \) and \( \Lambda \) be as in the statement of Lemma 4.3. Notice that if the lemma holds true for some \( r > 0 \), then it also holds true for all numbers \( r' \in (0, r) \); hence, we may and shall assume without loss of generality that \( r \geq 1 \).

Since \( \frac{1}{r}\Lambda \) is a finite set in \( B \), [19, Lemma 7.2] provides numbers \( \eta > 0 \) and \( \mu > 0 \) with the property that given \( 0 < \delta < \eta \) and a map \( \phi: \Lambda \to \mathbb{C}^2 \) such that

\[
|\phi(z) - z| < \delta \quad \text{for all} \quad z \in \frac{1}{r}\Lambda,
\]

there exists a holomorphic automorphism \( \Phi: \mathbb{C}^2 \to \mathbb{C}^2 \) meeting

(a) \( \Phi(\phi(z)) = z \) for all \( z \in \frac{1}{r}\Lambda \), and

(b) \( |\Phi(z) - z| < \mu\delta \) for all \( z \in B \).

We claim that \( \eta \) and \( \mu \) satisfy the conclusion of Lemma 4.3. Indeed, let \( 0 < \beta < \eta \) and \( \varphi: \Lambda \to \mathbb{C}^2 \) be as in the statement of the lemma. In particular, the inequality (4.16) is satisfied. Consider the map \( \phi: \frac{1}{r}\Lambda \to \mathbb{C}^2 \) given by

\[
\phi(z) = \frac{1}{r}\varphi(rz), \quad z \in \frac{1}{r}\Lambda.
\]

Since \( r \geq 1 \) and \( 0 < \beta < \eta \), it turns out that for any \( z \in \frac{1}{r}\Lambda \) we have

\[
|\phi(z) - z| = \left| \frac{1}{r}\varphi(rz) - z \right| = \frac{1}{r}|\varphi(rz) - rz| \leq \frac{\beta}{r} < \eta,
\]

and hence there is a holomorphic automorphism \( \Phi: \mathbb{C}^2 \to \mathbb{C}^2 \) enjoying conditions (a) and (b) above with \( \delta \) replaced by \( \beta/r \). Consider the holomorphic automorphism \( \Psi: \mathbb{C}^2 \to \mathbb{C}^2 \) given by

\[
\Psi(z) = r\Phi\left(\frac{z}{r}\right), \quad z \in \mathbb{C}^2.
\]

Given \( z \in \Lambda \) we have

\[
\Psi(\varphi(z)) = r\Phi\left(\frac{\varphi(z)}{r}\right) = r\Phi\left(\phi\left(\frac{z}{r}\right)\right) = r\frac{z}{r} = z,
\]

which proves condition (I) in the statement of Lemma 4.3. On the other hand, for \( z \in r\mathbb{B} \) we infer that

\[
|\Psi(z) - z| = \left| r\Phi\left(\frac{z}{r}\right) - z \right| = r\left| \Phi\left(\frac{z}{r}\right) - \frac{z}{r}\right| \leq r\mu \frac{\beta}{r} = \mu\beta.
\]

This shows condition (II), thereby concluding the proof of Lemma 4.3. \( \square \)

This completes the proof of Lemma 4.1. The proof of Theorem 3.1 is complete. Theorem 1.1 is proved.
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