Abstract — This paper studies the detection performance of a multiple-input-multiple-output (MIMO) multifunction radio frequency (MFRF) system, which simultaneously supports radar, communication, and jamming. We show that the detection performance of the MIMO MFRF system improves as the transmit signal-to-interference-plus-noise-ratio (SINR) increases. To analyze the achievable SINR of the system, we formulate an SINR maximization problem under the communication and jamming functionality constraint as well as a transmit energy constraint. We derive a closed-form solution of this optimization problem for energy-constrained waveforms and present a detailed analysis of the achievable SINR. Moreover, we analyze the SINR for systems transmitting constant-modulus waveforms, which are often used in practice. We propose an efficient constant-modulus waveform design algorithm to maximize the SINR. Numerical results demonstrate the capability of a MIMO array to provide multiple functions, and also show the tradeoff between radar detection and the communication/jamming functionality.
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I. INTRODUCTION

MULTIFUNCTION radio frequency (MFRF) systems integrate several functions, including radar, communications and electronic warfare (EW), through shared aperture, radio frequency (RF) components, and signal processing hardware [2]. Compared with traditional RF systems, which lack the level of integration of MFRF systems, the latter systems have many advantages, some of which can be summarized as follows: 1) the number of antennas and the radar cross section of the platform is reduced; 2) the weight of the platform is decreased and the maneuverability is enhanced; 3) the mutual interference among nearby systems (e.g., radar and communication systems) is minimized and the spectral compatibility is improved [2]. Due to their great potential, the MFRF systems have received considerable attention from both academia and industry [2], [3], [4], [5].

A. Background and Related Work

The idea of using a single RF system to provide multiple functions dates back to 1960s [6]. In [6], the authors proposed a radar communication system, which can measure the target range as well as transmit information to a transponder. However, the number of data bits conveyed in a pulse group was low. In [2], [3], [4], [5], wideband antenna arrays were developed to support radar, communication, and EW simultaneously. The aperture of the developed antenna was split into several parts, and each part was configured to support a single RF function (radar, communication, or EW). However, the split aperture resulted in a reduced equivalent isotropic radiated power and thus a poorer performance (e.g., a shorter range for radar detection). Moreover, the emission of multiple waveforms in separated frequency bands consumed more spectral resources and lead to spectral congestion. To fully utilize the antenna aperture and improve the spectral compatibility, many studies have been devoted to designing a shared waveform to support multiple functions (more precisely, a dual function). In [7], the authors used amplitude modulation (AM) to encode data onto a frequency modulated continuous wave (FMCW) radar signal. In [8], [9], orthogonal frequency division multiplexing (OFDM) signals were proposed for simultaneous radar sensing and data communication. However, OFDM signals suffer from the envelope variation problem, which might cause non-linear effects in the transmitters. In addition to the AM-FMCW signals and the OFDM signals, there are also attempts of modulating a chirp signal (i.e., a linear frequency modulated signal) with a communication signal (see, e.g., [10], [11]). Compared with the OFDM signals, the constant-modulus mixed-modulated signals allow the radio frequency amplifier to operate at maximum efficiency. However, such signals have high autocorrelation sidelobes, meaning that weak target reflections might be obscured by returns from strong targets. In [12], an intrapulse radar-embedded communication scheme was proposed to covertly deliver the information bits. Through the elaborate design of communication waveforms (e.g., by multi-objective optimization algorithms), the proposed scheme can achieve a low probability of interception by eavesdroppers

More recently, there has been a growing interest in using multiple-input-multiple-output (MIMO) arrays to realize dual-function radar-communication systems [13], [14], [15], [16],
Compared with conventional phased-array systems, the waveform diversity provided by MIMO systems enables emitting different signals in different directions. In [13], the authors proposed to deliver information bits to the users by properly designing the transmit beampattern of the MIMO array. In [15], the authors suggested a waveform design algorithm for simultaneous transmission of radar and communication signals using a shared MIMO array. Different from [15], the authors in [16] considered the design of multiple waveforms, with the aim of matching a desired beampattern for radar sensing and synthesizing modulated signals for data delivery (see also [19], [20] for similar studies). To improve the radar detection performance in clutter and ensure communication capabilities, the authors in [21] proposed joint design of the transmit waveform and receive filter for a MIMO array. In [22], the authors showed that with the aid of intelligent reflecting surface, it was possible to detect a non-line-of-sight target as well as communicate with multiple users simultaneously.

B. Contributions

Note that the studies reviewed above mainly focus on realizing a dual function (typically, radar detection and communication). In this paper, we show that it is possible to realize an MFRF system based on a MIMO array. We call this system, which simultaneously supports radar, communication, and jamming, a MIMO MFRF system. Such a system is useful if we would like to detect a target of interest, and communicate with multiple friendly targets. To communicate covertly, we may also want to transmit jamming signals toward the hostile targets (which can be eavesdroppers trying to intercept the communication signals).

The main focus of our study is on analyzing the target detection performance of a MIMO MFRF system. To this end, we formulate a hypothesis testing problem and derive the detection probability of the associated Neyman-Pearson (NP) detector. We show that the detection probability is a monotonically increasing function of the transmit signal-to-interference-plus-noise ratio (SINR). Consequently, we formulate an SINR maximization problem under the communication and the jamming functionality constraints. Through tackling the formulated optimization problem, we analyze the achievable SINR of the system and design the associated waveforms. Results are provided to demonstrate the impact of using multiple waveforms on the detection performance of MFRF systems.

C. Organization

The rest of this paper is organized as follows. Section II presents the signal model and formulates the problem. Section III derives the optimal waveforms maximizing the SINR under the multifunction constraint. Section IV studies the achievable SINR of MIMO MFRF systems in detail. Section V derives an efficient algorithm to design waveforms under a low peak-to-average-power ratio (PAPR) constraint. Section VI analyzes the computational complexity of the proposed algorithm and the examples of the system. Section VII provides numerical examples to demonstrate the performance of MIMO MFRF systems. Finally, we draw the conclusions in Section VIII.

D. Notation

Matrices are denoted by bold uppercase letters and vectors are denoted by bold lowercase letters. \( \mathbb{C}^{m \times n} \) and \( \mathbb{C}^k \) are the sets of \( m \times n \) matrices and \( k \times 1 \) vectors with complex-valued entries. \( \mathbf{I} \) and \( \mathbf{0} \) denote the identity matrix and the matrix of zeros, with the size determined by a subscript or from the context. Superscripts \( (\cdot)^T \), \( (\cdot)^* \), and \( (\cdot)^\dagger \) denote the transpose, the complex conjugate, and the conjugate transpose. The symbol \( \text{tr}(\cdot) \) indicates the trace of a square matrix. \( \| \cdot \| \) denotes the Euclidean norm (for a vector) or the spectral norm (for a matrix). \( \otimes \) represents the Kronecker product. \( \text{vec}(\mathbf{X}) \) indicates the vector obtained by column-wise stacking of the entries of \( \mathbf{X} \). \( \text{Re}(\mathbf{X}) \) denotes the real part of the matrix \( \mathbf{X} \). \( \text{arg}(x) \) represents the argument of \( x \). \( \lambda_{\text{max}}(\mathbf{X}) \) denotes the largest eigenvalue of \( \mathbf{X} \), and \( \mathbf{e}_{\text{max}}(\mathbf{X}) \) is the associated eigenvector. \( \mathbf{x} \sim \mathcal{C} \mathcal{N}(\mathbf{m}, \mathbf{R}) \) means that \( \mathbf{x} \) obeys a circularly symmetric complex Gaussian distribution with mean \( \mathbf{m} \) and covariance matrix \( \mathbf{R} \). Finally, \( \mathbb{E}(x) \) denotes the expectation of the random variable \( x \).

E. Acronyms

A list of acronyms used in this paper can be found in Table I.

| Acronym | Meaning                        |
|---------|--------------------------------|
| RF      | radio frequency               |
| MFRF    | multifunction radio frequency |
| EW      | electronic warfare            |
| AM      | amplitude modulation          |
| FMCW    | frequency modulated continuous wave |
| OFDM    | orthogonal frequency division multiplexing |
| MIMO    | multiple-input-multiple-output |
| NP      | Neyman-Pearson                |
| SNR     | signal-to-noise ratio         |
| SINR    | signal-to-interference-plus-noise ratio |
| PAPR    | peak-to-average-power ratio   |
| BCM     | electronic countermeasure      |
| ADMM    | alternating direction method of multipliers |
| MM      | majorization minimization      |
| SER     | symbol error rate             |

II. SIGNAL MODEL AND PROBLEM FORMULATION

Consider a MIMO system with as transmit antennas and \( N_R \) receive antennas. Let \( \mathbf{S} = [s_1, s_2, \ldots, s_{N_T}]^T \in \mathbb{C}^{N_T \times L} \) denote the discrete-time baseband waveform matrix and let \( \mathbf{a}(\theta) \) be the transmit array steering vector for direction \( \theta \), where \( s_m \) denotes the waveform of the \( m \)th transmitter, and \( L \) is the code length. Following [23], the emitted signal at \( \theta \) is given by

\[
\mathbf{a}(\theta) = \sum_{m=1}^{N_T} a_m^*(\theta) s_m^*,
\]

where \( a_m^*(\theta) \) is the \( m \)th element of \( \mathbf{a}(\theta) \). The above expression shows that the emitted signal is a linear combination of the transmit waveforms, the coefficients of which vary with the angle. Therefore, utilizing the waveform diversity of MIMO systems, it is possible to transmit different signals in given directions.

Typically, a MIMO system can be configured to operate in various modes. In a searching mode, the MIMO system can
transmit quasi-orthogonal waveforms to achieve an omnidirectional coverage. Then the system can detect the targets from the returns and estimate their parameters (including range and directions) [24], [25]. In a tracking mode, the MIMO system can transmit partially correlated waveforms and refine the target estimates from the echoes (see, e.g., [26]). In addition to target searching and tracking, we also assume that the system is able to identify the friendly targets using coded “interrogating” signals.

For the scenario of interest in this paper, we assume that the MIMO system must communicate with the friendly targets in the presence of hostile targets (e.g., eavesdroppers). Meanwhile, the system must also detect a target of interest and estimate its parameters. As a result, we aim to design waveforms for this MIMO system such that it can simultaneously detect the target, communicate with the friendly targets (we call them communication users in the sequel), and jam the hostile targets, as illustrated in Fig. 1. Assume that $N_c$ communication receivers and $N_{jam}$ hostile targets are present. Let $\Theta_c = \{\theta_{c,1}, \theta_{c,2}, \ldots, \theta_{c,N_c}\}$ denote the set of the directions of the communication receivers. Then the signals transmitted to the communication receivers can be written as

$$Y_c = A^\dagger(\Theta_c)S,$$

where $A(\Theta_c) = [a(\theta_{c,1}), a(\theta_{c,2}), \ldots, a(\theta_{c,N_c})] \in \mathbb{C}^{N_r \times N_c}$, $Y_c = [Y_{c,1}, Y_{c,2}, \ldots, Y_{c,N_c}]^\top$, and $Y_{c,n}$ represents the communication signal sent to the $n$th receiver, $n = 1, 2, \ldots, N_c$. To communicate with these receivers, we aim to design $S$ such that

$$A^\dagger(\Theta_c)S \approx D_c,$$

where $D_c = [d_{c,1}, d_{c,2}, \ldots, d_{c,N_c}]^\top \in \mathbb{C}^{N_r \times L}$, and $d_{c,n}$ denotes the desired signal for the $n$th communication receiver, $n = 1, 2, \ldots, N_c$.

Similarly, the signals transmitted toward the hostile targets can be written as

$$A^\dagger(\Theta_{jam})S,$$

where $\Theta_{jam} = \{\theta_{jam,1}, \theta_{jam,2}, \ldots, \theta_{jam,N_{jam}}\}$ is the set of the directions of the hostile targets, and $A(\Theta_{jam}) \in \mathbb{C}^{N_r \times N_{jam}}$ is defined similarly to $A(\Theta_c)$. Thus, to jam the hostile targets, $S$ should satisfy

$$A^\dagger(\Theta_{jam})S \approx D_{jam},$$

where $D_{jam} = [d_{jam,1}, d_{jam,2}, \ldots, d_{jam,N_{jam}}]^\top \in \mathbb{C}^{N_{jam} \times L}$, and $d_{jam,m}$ denotes the signal intended for the $m$th hostile target, $m = 1, 2, \ldots, N_{jam}$.

Let $\theta_i$ denote the target direction. Then the target signals received by the MIMO systems can be written as

$$Y_t = \alpha_t b(\theta_t) a^\dagger(\theta) S + \mathbf{n},$$

where $b(\theta_t) \in \mathbb{C}^{N_r \times 1}$ is the receive array steering vector for $\theta_t$, $S = \text{vec}(\mathbf{S})$, and $\mathbf{n} = \text{vec}(\mathbf{N})$. We can now formulate the following binary hypothesis testing problem for target detection:

$$\begin{cases} H_0 : \quad y = \mathbf{n}, \\ H_1 : \quad y = \alpha_t b(\theta_t) a^\dagger(\theta) S + \mathbf{n}. \end{cases}$$

Assume that $\mathbf{n} \sim \mathcal{C}\mathcal{N}(\mathbf{0}, \mathbf{R})$. According to the Neyman-Pearson criterion [28], we decide $H_1$ if

$$\text{Re}(\alpha_t y^\dagger H(\theta_t) s) > T_h,$$

where $T_h$ is the detection threshold. The detection probability of this detector is given by [28]

$$P_D = \frac{1}{2} \text{erfc} \left\{ \text{erfc}^{-1}(2P_{FA}) - \sqrt{\text{SINR}} \right\},$$

where $\text{erfc}(x) = \frac{2}{\sqrt{\pi}} \int_x^\infty e^{-t^2} dt$ is the complementary error function, $P_{FA}$ is the probability of false alarm, and the SINR

![Fig. 1. Illustration of a MIMO multifunction RF system.](image-url)
is defined by
\[
\text{SINR} = \frac{|\alpha|s^\top H(\theta)s}{w^\top E(nm^\top)n} = \frac{|\alpha|s^\top H(\theta)s|}{w^\top Rw}.
\]
We note that the definition (11) coincides with the SINR at the output of an optimum spatial-temporal filter. To see this, let \( w \in \mathbb{C}^{L_{N_0} \times 1} \) denote the spatial-temporal filter at the receiver. According to the signal model in (7), the SINR that corresponds to \( w \) is given by
\[
\text{SINR} = \frac{|\alpha|w^\top H(\theta)s|}{w^\top E(nm^\top)n} = \frac{|\alpha|w^\top H(\theta)s|}{w^\top Rw}.
\]
It can be checked that
\[
w^{\text{opt}} = \alpha_0 R^{-1} H(\theta)s
\]
maximizes the SINR (\( \alpha_0 \) is an arbitrary nonzero constant), and the associated maximum SINR is given by (11). This fact implies that (11) is rather insensitive to clutter. Indeed, the filter \( w^{\text{opt}} \) will adaptively form deep nulls at the directions of the clutter and consequently, we will reduce the clutter power to a low level.

Note from (10) that \( P_2 \) is a monotonically increasing function of SINR. Therefore, the maximization of SINR is equivalent to the maximization of the detection probability. Making use of this observation as well as the constraints in (3) and (5), we formulate the following optimization problem to maximize the target detection performance of the MIMO multifunction system:
\[
\max_s s^\top Ms \\
\text{s.t.} \quad A^\top(\Theta)S = D, s^\top s = e_t, \\
\]
where
\[
M = H^\top(\theta)R^{-1}H(\theta), \quad A(\Theta) = [a(\theta_1), a(\theta_2), \ldots, a(\theta_{N_0})] = [A(\Theta_1), A(\Theta_{\text{jam}})] \in \mathbb{C}^{N_1 \times N_0}, \\
D = [d_1, d_2, \ldots, d_{N_0}]^\top = [D_c^\top, D_{\text{jam}}^\top]^\top \in \mathbb{C}^{N_0 \times L}, \quad N_0 = N_c + N_{\text{jam}}, \text{ and } e_t \text{ is the available transmit energy. Moreover, to make the optimization problem in (12) feasible, we assume in the following that } N_T > N_0.
\]

**Remark 1:** In the formulation of (12), we have assumed that \( R \) and \( \Theta \) are known. \( R \) can be estimated from target-free secondary data. Regarding \( \Theta \), we assume that the system has access to estimates of the locations of the communication receivers and hostile targets obtained in the previous stages. To update the information about \( \Theta \), the system can transmit probing waveforms and estimate \( \Theta \) from the echoes (e.g., by the methods in [24], [25], [26]).

**Remark 2:** For a radar-only system based on the same array, the achievable SINR can be obtained by ignoring the multifunction constraint (i.e., the first equality constraint in (12)) and solving the following problem:
\[
\max_s s^\top Ms \\
\text{s.t.} \quad s^\top s = e_t.
\]
Considering (13), it is evident that the maximum SINR of a radar-only system is \( e_t \lambda_{\text{max}}(M) \), which is achieved for \( s = \sqrt{e_t}e_{\text{max}}(M) \).

**Remark 3:** In addition to the SINR performance of the MFRF system, one may also be interested in the information rate and the electronic countermeasure (ECM) capability that can be achieved by the system. According to [29], for a Gaussian broadcast channel, if the input information bits are drawn from a Gaussian alphabet, the achievable sum-rate for the communication users can be written as
\[
R = \sum_{n=1}^{N} \log_2(1 + \chi_n),
\]
where \( \chi_n \) is the SINR associated with the \( n \)-th communication receiver:
\[
\chi_n = \frac{\mathbb{E}[d_{c,n}(k)]^2}{\sigma_n^2 + \mathbb{E}[d_{c,n}(k)]^2}.
\]
Here \( d_{c,n}(k) \) is the \( k \)-th element of \( d_{c,n} \), \( S(:,k) \) denotes the \( k \)-th column of \( S \), \( \mathbb{E}[a^\top(\theta_{\text{jam},m})S(:,k) - d_{c,n}(k)]^2 \) stands for the multiuser interference, and \( \sigma_n^2 \) is the noise power for the \( n \)-th communication receiver. Note that if the constraint in (12) is satisfied, i.e., the synthesized signals perfectly match the desired signals, \( \chi_n \) reduces to
\[
\chi_n = \frac{\mathbb{E}[d_{c,n}(k)]^2}{\sigma_n^2} \leq \text{CSNR}.
\]
Thus, the achievable sum-rate is determined by the signal-to-noise ratio (SNR) of the desired communication signals (i.e., CSNR). Regarding the ECM capability, it is usually determined by the energy of the jamming signals, i.e., the energy transmitted toward the hostile targets. Hence, we can use \( ||a^\top(\theta_{\text{jam},m})S||_2^2 \) (i.e., \( ||d_{\text{jam},m}||_2^2 \), if the constraint in (12) is satisfied) to measure the ECM capability of the MFRF system, \( m = 1, 2, \ldots, N_{\text{jam}} \).

III. OPTIMAL WAVEFORMS FOR GENERAL R

It is a well-known result that any matrix \( S \) satisfying the constraint \( A^\top(\Theta)S = D \) can be written as \([30, \text{Result R29}]\)
\[
S = \hat{S} + BV,
\]
where \( \hat{S} = A(\Theta)(A^\top(\Theta)A(\Theta))^{-1}D \), \( B \in \mathbb{C}^{N_1 \times (N_T - N_0)} \) is a unitary matrix that spans the null space of \( A^\top(\Theta) \) (i.e., \( A^\top(\Theta)B = 0 \) and \( B'B = I \)), and \( V \in \mathbb{C}^{(N_T - N_0) \times L} \) is arbitrary (note that, for \( N_T > N_0 \), the inverse matrix in \( S \) exists under mild conditions). As a consequence, making use of (17), we can eliminate the first equality constraint in (12). Also, the transmit energy can be rewritten as
\[
s^\top s = tr(S^\top S) \\
= tr(S^\top \hat{S} + S^\top V) \\
= \tilde{s}^\top \tilde{s} + \tilde{v}^\top \tilde{v},
\]
where \( \tilde{s} = \text{vec}(\hat{S}) \), and \( \tilde{v} = \text{vec}(V) \). Thus, the maximization problem in (12) can be reformulated as
\[
\max_v (\tilde{s} + \tilde{v}^\top) M(\tilde{s} + \tilde{v}^\top) \\
\text{s.t.} \tilde{v}^\top \tilde{v} = \tilde{e}_t,
\]
where \( \tilde{B} = I_L \otimes B \), and \( \tilde{e}_t = e_t - \tilde{s}^\top \tilde{s} \). Note that \( \tilde{e}_t \) must be a positive number. Hence, to ensure that the waveform design
problem is feasible, the transmit energy \( e_t \) should be larger than the energy of \( \hat{s} \), which is \( \text{tr}(D^\dagger(A^\dagger(\Theta)A(\Theta))^{-1}D) \). It follows, for example, from [31] that the optimization problem in (19) is hidden-convex, and thus it can be solved by the Lagrange multiplier method. The Lagrangian for (19) is the following:

\[
L_\nu(v) = - (\hat{s} + B\nu)^\dagger M(\hat{s} + B\nu) + \nu(v^\dagger v - \tilde{e}_t),
\]  

(20)

where \( v \) is the multiplier associated with the energy constraint. Consequently, the optimal solution, obtained by setting the first-order derivative of \( L_\nu(v) \) w.r.t. \( v \) to zero, is given by

\[
v^* = (\nu^\dagger I - \hat{B}^\dagger MB^\dagger)^{-1}\hat{B}^\dagger M\hat{s},
\]  

(21)

where \( \nu^* > \lambda_{\max}(\hat{B}^\dagger MB^\dagger) \) is obtained by solving the following equation:

\[
\hat{s}^\dagger MB^\dagger (\nu^\dagger I - \hat{B}^\dagger MB^\dagger)^{-2}\hat{B}^\dagger M\hat{s} = \tilde{e}_t.
\]  

(22)

To solve (22), we let \( \hat{B}^\dagger MB^\dagger = \text{USU}^\dagger \) be the eigenvalue decomposition of \( \hat{B}^\dagger MB^\dagger \), where \( U \subset \mathbb{C}^{M \times M} \) is a unitary matrix, \( \Sigma \subset \mathbb{C}^{M \times M} \) is a diagonal matrix, and \( M = (N_T - N_0)L \). Thus, letting \( \hat{s} = U\hat{B}^\dagger M\hat{s} \), we can rewrite (22) as

\[
\sum_{m=1}^{M} \frac{|\hat{s}(m)|^2}{(\nu - \tau_m)^2} = \tilde{e}_t,
\]  

(23)

where \( \hat{s}(m) \) is the \( m \)th element of \( \hat{s} \), and \( \tau_m \) is the \( m \)th diagonal element of \( \Sigma \) (which we assume without loss of generality that \( \tau_1 \geq \tau_2 \geq \cdots \geq \tau_M \)). Recall that \( \nu^* > \lambda_{\max}(\hat{B}^\dagger MB^\dagger) = \tau_1 \), and note that the left hand side of (23), denoted by \( f(\nu) \), is a monotonically decreasing function for \( \nu \in (\tau_1, \infty) \). Moreover, as \( \nu \to \tau_1, f(\nu) \to \infty \), and as \( \nu \to \infty, f(\nu) \to 0 \). We can obtain that there is a unique solution for \( \nu \in (\tau_1, \infty) \). To find the solution of interest, we also note that

\[
\frac{\|\hat{s}\|_2^2}{(\nu^* - \tau_M)^2} \leq \tilde{e}_t \leq \frac{\|\hat{s}\|_2^2}{(\nu^* - \tau_1)^2},
\]

indicating that

\[
\frac{\|\hat{s}\|_2^2 + \tau_M}{\sqrt{\tilde{e}_t}} \leq \nu^* \leq \frac{\|\hat{s}\|_2^2}{\sqrt{\tilde{e}_t} + \tau_1}.
\]  

(24)

Using the above observation, we can use, e.g., a bisection method or a Newton’s method, to easily solve (22).

**IV. Optimal Waveforms for Structured \( R \)**

To gain more insights into the optimal solution to (12), we assume that the columns of \( N = \text{vec}(N) \) can be written as \( N = I_L \otimes R \). Note that such an assumption is justified, e.g., when the disturbance is dominated by internal white noise and external hostile jamming signals. In this situation, \( N \) can be modeled as

\[
N = N_1 + \sum_{n=1}^{N_J} b(\theta_{j,n}) s_{j,n}^\dagger,
\]

(25)

where \( N_1 \) denotes the internal white noise, \( N_J \) is the number of jammers, and \( \theta_{j,n} \) and \( s_{j,n} \) denote the direction and the jamming signals of the \( n \)th jammer, \( n = 1, \ldots, N_J \). Then

\[
n = \text{vec}(N) = n_l + \sum_{n=1}^{N_J} s_{j,n} \otimes b(\theta_{j,n}),
\]  

(26)

where \( n_l = \text{vec}(N_l) \). Assuming that the jamming signals are white and uncorrelated with one another, we have

\[
R = E(n_l n_l^\dagger) = \sigma^2 I_{L N_k} + \sum_{n=1}^{N_J} \sigma_{n,n}^2 I_L \otimes (b(\theta_{j,n}) b(\theta_{j,n})^\dagger) = I_L \otimes \left( \sigma^2 I_{N_k} + \sum_{n=1}^{N_J} \sigma_{n,n}^2 b(\theta_{j,n}) b(\theta_{j,n})^\dagger \right)
\]

\[
\triangleq \hat{I}_L \otimes R,
\]  

(27)

where \( \sigma^2 \) is the power of the white noise, and \( \sigma_{n,n}^2 \) is the power of the \( n \)th jammer, \( n = 1, \ldots, N_J \). Using the above expression for \( R \), we can write \( M \) as

\[
M = H^\dagger(\theta_l) R^{-1} H(\theta_l) = I_L \otimes \left( b(\theta_l) H^{-1} b(\theta_l) a(\theta_l) a(\theta_l)^\dagger \right),
\]  

(28)

By using the identity \( \text{tr}(ABCD) = \text{vec}(D)(A \otimes C')\text{vec}(B) \) [34], we obtain

\[
\text{SINR} = \frac{\|s\|_2^2}{\sigma^2 M \nu^*}.
\]

(29)

Using (17), we have \( s^\dagger a(\theta_l) = q + V^\dagger u \), where \( q = \hat{S}^\dagger a(\theta_l) \), and \( u = B^\dagger a(\theta_l) \). Then the problem in (30) becomes

\[
\max_{s} a(\theta_l) S^\dagger s a(\theta_l)
\]

s.t. \( A(\Theta) S = D, s^\dagger s = e_t \).

(30)

The objective in (31) can be rewritten as

\[
\text{u}^\dagger VV^\dagger u + 2\text{Re}(\text{u}^\dagger Vq) + q^\dagger q.
\]  

(32)

Note that

\[
\text{u}^\dagger VV^\dagger u = \|V^\dagger u\|_2^2 \leq \|V\|_2^2 \|u\|_2^2 \leq \tilde{e}_t \|u\|_2.
\]

(33)

The upper bound is achieved for

\[
V = \sqrt{\tilde{e}_t u^\dagger u},
\]

(34)

where \( u = \|u\|_2 \), and \( x \in \mathbb{C}^{L \times 1} \) is an arbitrary normalized vector (i.e., \( x^\dagger x = 1 \)). In addition, we can verify that

\[
\text{Re}(u^\dagger Vq) \leq \|u\|_2 \|V\|_2 \|q\|_2 \leq \sqrt{\tilde{e}_t \|u\|_2 \|q\|_2},
\]

(35)
and the equality holds for

\[ V = \sqrt{\epsilon_i} \hat{u}q^1, \]  

(36)

where \( \hat{q} = q/\|q\|_2 \). Combining the results in (34) and (36), we conclude that the maximum of (31) is achieved for the \( V \) given by (36). Therefore, the optimal waveform matrix can be written as

\[
S = \hat{S} + \sqrt{\epsilon_i} Buq^1
\]

(37)

where \( \hat{S} = (I + \beta_0 BB^\dagger a(\theta_t)a^\dagger(\theta_t))S \).

\[
S = \hat{S} + \beta_0 BB^\dagger a(\theta_t)a^\dagger(\theta_t)S
\]

(38)

Note that \( S = \hat{S} + \beta_0 BB^\dagger a(\theta_t)a^\dagger(\theta_t)S \) where \( \beta_0 = \sqrt{\epsilon_i/\|u\|_2^2 \|q\|_2^2} \). The associated objective value is given by

\[
SINR_T = a^\dagger(\theta_t) \hat{S} S a(\theta_t) \| \theta_t \|_2^2.
\]

(39)

A. The Rank of Optimal Waveform Matrix

From (37), we can see that the rank of \( S \) satisfies

\[
\text{rank}(S) \leq \text{rank}(\hat{S}) \leq \text{rank}(D) \leq N_0.
\]

(40)

As a result, the optimal waveform matrix tends to have a low rank (under the working assumption that \( N_0 < N_T \)). In particular, for the case of \( N_0 = 1 \) (which corresponds to a dual-function system integrating radar detection and either communication or jamming), rank(\( S \)) = 1, indicating that the dual-function system should transmit coherent waveforms to maximize the SINR (In other words, the phased array maximizes the SINR; see [35] for other cases in which the phased array maximizes the SINR.). In this case, \( S \) can be written as (see the Appendix for a derivation)

\[
S = wd^\top,
\]

(41)

where \( w = \alpha_1 a(\bar{\theta}) + \alpha_2 a(\theta_t) \), \( \bar{\theta} \) denotes the direction of the communication receiver or the hostile target, \( a(\bar{\theta}) \triangleq A(\bar{\theta}) \), \( d \triangleq D^\top \) (note that \( A(\Theta) \) and \( D^\top \) are vectors in this case), \( \alpha_1 = N_T^{-1} - \beta_0 G^2(\bar{\theta}, \bar{\theta}), \alpha_2 = \beta_0 B^\dagger(\bar{\theta}, \bar{\theta}), B(\bar{\theta}, \bar{\theta}) = a^\dagger(\bar{\theta})a(\bar{\theta})/N_T \) is the normalized beampattern of the transmit array at \( \bar{\theta} \) when the array is pointing to \( \bar{\theta} \), and \( G(\bar{\theta}, \bar{\theta}) = |B(\bar{\theta}, \bar{\theta})| \) is the associated normalized gain. Observe from (41) that each of the coherent waveforms is a scaled version of the desired waveform \( d \), and the associated beamformer \( w \) is a linear combination of \( a(\bar{\theta}) \) and \( a(\theta_t) \).

B. The Achievable SINR

Using (38), we can show after straightforward calculations that

\[
a^\dagger(\theta_t) \hat{S} S a(\theta_t) \leq SINR_T \leq \epsilon_t N_T,
\]

(42)

where the upper bound (i.e., \( \epsilon_t N_T \)) is the SINR achieved by a radar-only system (that is, a radar system working in a phased-array mode). Moreover, if we assume that the transmit array is sufficiently large (i.e., \( N_T \gg 1 \)) and the angles \( \{\theta_k\}_{k=1}^{N_0} \) are not too close to one another, then [36]

\[
A^\dagger(\Theta) A(\Theta) \approx N_T I.
\]

(43)

As a result,

\[
BB^\dagger = I - A(\Theta) (A^\dagger(\Theta) A(\Theta))^{-1} A^\dagger(\Theta)
\]

\[
\approx I - N_T^{-1} A(\Theta) A^\dagger(\Theta)
\]

(44)

and

\[
\|u\|_2^2 = a^\dagger(\theta_t) BB^\dagger a(\theta_t) \approx N_T (1 - G_{\text{sos}}),
\]

(45)

where \( G_{\text{sos}} = \sum_{k=1}^{N_0} G_k^2 \) and \( G_k = G(\theta_t, \theta_k) \) is the normalized gain of the array at \( \theta_k \) when pointing to \( \theta_t \). Moreover,

\[
\|q\|_2^2 \approx N_T^{-2} a^\dagger(\theta_t) A(\Theta) DD^\dagger A^\dagger(\Theta) a(\theta_t). \]

(46)

Assume that the desired waveforms are such that \( d_m \parallel_{d_n} \), \( m \neq n, 1 \leq m, n \leq N_0 \). Then \( DD^\dagger \approx \text{Diag}(\|e_1\|^2, \ldots, \|e_{N_0}\|^2) \), where \( e_k = \|d_k\|^2 \) is the energy of the \( k \)-th desired waveform, \( k = 1, 2, \ldots, N_0 \). Under this assumption,

\[
\|q\|_2^2 \approx \sum_{k=1}^{N_0} \hat{e}_k G_k^2.
\]

(47)

Therefore, \( SINR_T \) can be approximated by (see (39))

\[
SINR_T \approx \left( \sqrt{\sum_{k=1}^{N_0} \hat{e}_k G_k^2} + \sqrt{\epsilon_i N_T (1 - G_{\text{sos}})} \right)^2.
\]

(48)

- **Case 1**: The communication receivers and the hostile targets all fall on sidelobes such that the normalized gain \( G_k \approx 0, k = 1, 2, \ldots, N_0 \). In this case, \( SINR_T \) can be simplified to

\[
SINR_T \approx \epsilon_t N_T.
\]

(49)

Note that

\[
\hat{e}_t = e_t - \hat{S}^\dagger \hat{S} \approx e_t - N_T^{-1} \sum_{k=1}^{N_0} \hat{e}_k.
\]

(50)

Hence, if the sum of the energy of the desired signals is large, the achievable \( SINR_T \) of the MFRF system can be much smaller than that of the radar-only system.

- **Case 2**: \( \hat{e}_t = \hat{e}_2 = \cdots = \hat{e}_{N_0} \approx \hat{e} \). In this case, \( SINR_T \) can be approximated by

\[
SINR_T \approx \left( \sqrt{\hat{e} G_{\text{sos}} + \epsilon_t N_T (1 - G_{\text{sos}})} \right)^2.
\]

(51)

Let \( G_{\text{sos}} = \sin^2 \alpha \). Then \( SINR_T \approx \left( \sqrt{\hat{e} \sin \alpha + \epsilon_t N_T \cos \alpha} \right)^2 \) and it can be checked that

\[
SINR_T \leq e_t N_T - (N_0 - 1) \hat{e},
\]

(52)

where the equality holds if \( G_{\text{sos}} = \hat{e}/(N_t e_t - (N_0 - 1) \hat{e}) \).

Therefore, if \( N_0 \geq 2 \), the multifunction system will always satisfy (i.e., \( N_T \gg 1 \)) and the angles \( \{\theta_k\}_{k=1}^{N_0} \) are not too close to one another, then [36]

\[
A^\dagger(\Theta) A(\Theta) \approx N_T I.
\]

(43)

As a result,
suffer some SINR loss. Interestingly, a dual-function system (which corresponds to \( N_0 = 1 \)) can attain the same SINR as the radar-only system (i.e., there is no SINR loss).

- **Case 3**: One of the communication receivers or hostile targets is close to the mainlobe, and the others are on sidelobes, i.e., we assume without loss of generality that \( G_1 \approx 1 \), and \( G_k \approx 0, k = 2, \ldots, N_0 \). Then we have

\[
\text{SINR}_T \approx \bar{e}_1, \tag{53}
\]

which indicates that the SINR loss can be significant if \( \bar{e}_1 \) is small.

**V. OPTIMAL WAVEFORMS UNDER PAPR CONSTRAINT**

In practical systems, for the radio frequency amplifier to operate at maximum efficiency and avoid nonlinear effects in transmitters, waveforms with low PAPR are desirable. To control the PAPR of the waveforms, we enforce the constraint

\[
s_i^T s_n = e_t / N_T, \quad \text{PAPR}(s_n) \leq \rho, \quad n = 1, \ldots, N_T, \quad (54)
\]

where \( 1 \leq \rho \leq L \), the PAPR of \( s_n \) is defined as follows:

\[
\text{PAPR}(s_n) = \max_i |s_n(l)|^2 \frac{1}{L} \sum_{l=1}^L |s_n(l)|^2, \quad n = 1, \ldots, N_T, \quad (55)
\]

and \( s_n(l) \) is the \( l \)-th element of \( s_n \). In the special case of \( \rho = 1 \), the PAPR constraint in (54) becomes the constant-modulus constraint:

\[
|s_n(l)| = a_s, \quad n = 1, \ldots, N_T, l = 1, \ldots, L, \quad (56)
\]

where \( a_s = \sqrt{e_t/(LN_T)} \).

To design optimal waveforms under the PAPR constraint for the MIMO multifunction system, we formulate the following problem:

\[
\begin{align*}
\text{max} & \quad s^T M s \\
\text{s.t.} & \quad \|a^T(\theta_k)\mathbf{S} - \mathbf{d}_k\|^2 \leq \varepsilon_k, \quad k = 1, \ldots, N_0, \\
& \quad s_i^T s_n = e_t / N_T, \quad \text{PAPR}(s_n) \leq \rho, \quad n = 1, \ldots, N_T,
\end{align*}
\]

where \( \varepsilon_k \) is a user-defined upper bound on the matching error between \( a^T(\theta_k) \mathbf{S} \) and \( \mathbf{d}_k, k = 1, 2, \ldots, N_0 \).

Note that

\[
\text{vec}(a^T(\theta_k) \mathbf{S}) = \mathbf{G}^T(\theta_k) s, \quad (58)
\]

where \( \mathbf{G}(\theta_k) = \mathbf{I}_L \otimes a(\theta_k) \). Therefore, the optimization problem in (57) can be reformulated as

\[
\begin{align*}
\text{max} & \quad t \\
\text{s.t.} & \quad \|\mathbf{G}^T(\theta_k) s - \mathbf{d}_k\|^2 \leq \varepsilon_k, \quad k = 1, \ldots, N_0, \\
& \quad s^T M s \geq t, \\
& \quad s_i^T s_n = e_t / N_T, \quad \text{PAPR}(s_n) \leq \rho, \quad n = 1, \ldots, N_T, \quad (59)
\end{align*}
\]

where \( t \) is an auxiliary variable.

We will use an alternating direction method of multipliers (ADMM)-based approach to tackle the optimization problem in (59) (we refer to [37] for a comprehensive survey on ADMM and its applications). To this end, we define \( \mathbf{M} = \mathbf{M}^{1/2} \) (note that \( \mathbf{M} \) is positive semi-definite so that its square root exists), and use the variable splitting trick:

\[
\begin{align*}
\min_{s, t} & \quad -t \\
\text{s.t.} & \quad \mathbf{y}_k = \mathbf{G}^T(\theta_k) s - \mathbf{d}_k, \quad \|\mathbf{y}_k\|^2 \leq \varepsilon_k, \quad k = 1, \ldots, N_0, \\
& \quad \mathbf{v} = \mathbf{M}_s s, \quad \|\mathbf{v}\|^2 \geq t, \\
& \quad s_i^T s_n = e_t / N_T, \quad \text{PAPR}(s_n) \leq \rho, \quad n = 1, \ldots, N_T. \quad (60)
\end{align*}
\]

The augmented Lagrangian associated with (60) is given by

\[
L = -t + \frac{\mu}{2} \left( \sum_{n=1}^{N_0} \left( \|\mathbf{y}_k - \mathbf{G}^T(\theta_k) s + \mathbf{d}_k + \gamma_k\|^2 - \|\gamma_k\|^2 \right) \right) + \frac{\mu}{2} \left( \|\mathbf{v} - \mathbf{M}_s s + \mathbf{L} \mathbf{v}\|^2 - \|\mathbf{L}\|^2 \right), \tag{61}
\]

where \( \mu \) is the penalty parameter.

The ADMM algorithm then consists of the following steps at the \( (m + 1) \)-th iteration (shown at the bottom of the next page).

Next we present solutions to the optimization problems in (62a), (62b), and (62c). For simplicity, we omit the variable superscript if doing so leads to no confusion.

- **Update of \( s \)**: Define

\[
\mathbf{T} = \sum_{k=1}^{N_0} \mathbf{G}(\theta_k) \mathbf{G}^T(\theta_k) + \mathbf{M} \quad (63)
\]

and

\[
\mathbf{t} = \sum_{k=1}^{N_0} \mathbf{G}(\theta_k) (\mathbf{y}_k + \mathbf{d}_k + \gamma_k) + \mathbf{M}_s (\mathbf{v} + \mathbf{L}). \quad (64)
\]

Then (62a) can be reformulated as:

\[
\begin{align*}
\min_{s} & \quad s^T \mathbf{T} s - 2 \text{Re}(\mathbf{t}^T s) \\
\text{s.t.} & \quad s_i^T s_n = e_t / N_T, \quad \text{PAPR}(s_n) \leq \rho, \quad n = 1, \ldots, N_T. \quad (65)
\end{align*}
\]

The optimization problem in (65) can be tackled using the majorization-minimization (MM) method (see, e.g., [38], [39] for similar problems). To this end, we note that \( s^T \mathbf{T} s \) is majorized by \([38], \text{Equation (67)}\]

\[
2 \text{Re}(s^T \mathbf{T} s) + 2 \lambda_{\max}(\mathbf{T}) e_t - (s^T)^T \mathbf{T} s, \quad (66)
\]

where \( \mathbf{T} = \mathbf{T} - \lambda_{\max}(\mathbf{T}) \mathbf{I} \), and we use the superscript \( t \) to denote the \( t \)-th inner iteration. Therefore, the surrogate MM problem at the \( (t + 1) \)-th iteration is given by

\[
\begin{align*}
\min_{s} & \quad -2 \text{Re}(\mathbf{t}^T s) \\
\text{s.t.} & \quad s_i^T s_n = e_t / N_T, \quad \text{PAPR}(s_n) \leq \rho, \quad n = 1, \ldots, N_T, \quad (67)
\end{align*}
\]

where \( t = \mathbf{t} - \mathbf{T} s^T \). The optimization problem in (67) can be split into \( N_T \) independent problems, the \( n \)-th of which is given by

\[
\begin{align*}
\min_{s_n} & \quad -2 \text{Re}(\mathbf{t}_n^T s_n) \\
\text{s.t.} & \quad s_i^T s_n = e_t / N_T, \quad \text{PAPR}(s_n) \leq \rho, \quad (68)
\end{align*}
\]
Algorithm 1: MM Algorithm for the Problem in (65).

Input: $T$, $t$.
Output: $s^{(m+1)}$.

1. Initialize: $s^{(m,0)}$ (e.g., $s^{(m,0)} = s^{(m)}$),
   $\bar{T} = T - \lambda_{\text{max}}(T)I$.
2. repeat
3. $\bar{t} = t - \bar{T}s^{(m,t)}$.
4. Obtain $s^{(m,t+1)}$ by solving the problem in (68).
5. $t = t + 1$.
6. until convergence;
7. $s^{(m+1)} = s^{(m,t)}$.

where $\bar{t}_n(l)$, i.e., the $l$th element of $\bar{t}_n$, satisfies $\bar{t}_n(l) = \bar{t}(n + (l - 1)N_T)$. The problem in (68) can be solved by Algorithm 2 in [40]. Moreover, if $\rho = 1$, the solution is simply given by

$$s_n(l) = a_s \exp(j \arg(\bar{t}_n(l))).$$  (69)

Algorithm 1 summarizes the procedure for solving problem (65); we terminate the algorithm if the relative change of the objective is smaller than a predefined threshold. Note that one can employ the FISTA method [41] or the SQUAREM method [42] to accelerate Algorithm 1.

- Update of $y_k$:
  Let $z_k = G^i(\theta_k)s - d_k - \gamma_k$. Then the optimization problem in (62b) can be written as

$$\min_{y_k} \|y_k - z_k\|^2_2$$

s.t. $\|y_k\|^2_2 \leq \varepsilon_k$.  (70)

It can be readily checked that the solution to (70) is given by

$$y_k = \begin{cases} z_k, & \text{if } \|z_k\|^2_2 \leq \varepsilon_k, \\ \sqrt{\varepsilon_k \|z_k\|^2_2}, & \text{otherwise}. \end{cases}$$  (71)

- Update of $\{v, t\}$:
  Let $\bar{z} = M_t s - \lambda$. Then the optimization problem in (62c) can be written as

$$\min_{v, t} \frac{\mu}{2}\|v - \bar{z}\|^2_2 - t$$

s.t. $\|v\|^2_2 \geq t$.  (72)

For fixed $v$, the minimizer $t$ of (72) is

$$t = \|v\|^2_2.$$  (73)

Inserting (73) into (72) leads to the following problem in $v$:

$$\min_v \frac{\mu}{2}\|v - \bar{z}\|^2_2 - \|v\|^2_2.$$  (74)

For $\mu > 2$ (which we assume), the minimizer of the above problem is given by

$$v = \frac{\mu \bar{z}}{\mu - 2}.$$  (75)

We summarize the steps of the proposed ADMM algorithm in Algorithm 2, in which we stop the iterations if the change of the SINR is insignificant.

Remark 4: In the formulation of (57), the values of the matching errors (i.e., $\varepsilon_k, k = 1, \ldots, N_0$) should be set according to practical considerations (e.g., the allowed matching error for communication signals is usually smaller than that for jamming signals). Note that these values are set too small, the optimization problem in (57) may be infeasible. In such a situation, we should increase the values of $\varepsilon_k$ for $k = 1, \ldots, N_0$ to make the problem feasible.

VI. ANALYSIS AND DISCUSSIONS

A. Computational Complexity Analysis

In this section, we analyze the per-iteration computational complexity of the proposed ADMM algorithm. Table II summarizes the computational complexity associated with each step of Algorithm 2, where $N_{\text{papr}}$ is the number of iterations needed to reach convergence for Algorithm 1, and we note that the update of $\gamma_k^{(m+1)}$ and $\lambda^{(m+1)}$ can share the matrix multiplication result in the computation of $z_k$ and $\bar{z}$, respectively. In addition, we have used the fact that for any matrix $X = I \otimes \bar{X}$, the multiplication of $\bar{X}$ with a vector $q$ of appropriate size can be efficiently done as follows:

$$Xq = (I \otimes \bar{X})q = \text{vec}(XQ),$$  (76)

where $q = \text{vec}(Q)$. Therefore, the per-iteration complexity of the proposed algorithm is $O(N_0N_T L + N_{\text{papr}}N^2 T L^2)$. Note that if $R$ has the structure discussed in Section IV, then the computational complexity of the proposed algorithm can be further reduced. Specifically, in such a case, $T$ can be written as

$$T = I_L \otimes \left[ \sum_{n=1}^{N_0} a(\theta_k) a^\dagger(\theta_k) + \text{SINR} \alpha(\theta_k) a^\dagger(\theta_k) \right].$$  (77)

$$s^{(m+1)} = \arg \min_s L_s(s, t^{(m)}, \{y_k^{(m)}\}, \{v^{(m)}\}, \{\gamma_k^{(m)}\}, \lambda^{(m)})$$  (62a)

$$y_k^{(m+1)} = \arg \min_{y_k} L_y(s^{(m+1)}, t, y_k, \{y_n\}_{n=1,n\neq k}^{N_0}, \{v^{(m)}\}, \{\gamma_k^{(m)}\}, \lambda^{(m)})$$  (62b)

$$\{v^{(m+1)}, t^{(m+1)}\} = \arg \min_{v, t} L_v(s^{(m+1)}, t, \{y_k^{(m+1)}\}, \{v, \{\gamma_k^{(m)}\}, \lambda^{(m)}\})$$  (62c)

$$\gamma_k^{(m+1)} = \gamma_k^{(m)} + y_k^{(m+1)} - G^i(\theta_k)s^{(m+1)} + d_k$$  (62d)

$$\lambda^{(m+1)} = \lambda^{(m)} + v^{(m+1)} - M_t s^{(m+1)}$$  (62e)
Algorithm 2: ADMM Algorithm for the Problem in (57).

Input: $R$, $\theta_n \{\gamma_k\}_{k=1}^{N_0}$, $\{d_k\}_{k=1}^{N_0}$, $\epsilon_t$, $\rho$.
Output: $s^*$.

1. Initialize:
2. $\mu_k \{y_k^{(0)}\}_{k=1}^{N_0} = 0$, $v^{(0)} = 0$, $\{\gamma_k^{(0)}\}_{k=1}^{N_0} = 0$, $\lambda = 0$;
3. Compute $T$ and its largest eigenvalue.
4. $m = 0$.
5. repeat
   // Update of $s^{(m+1)}$
   6. Compute $t$ using (64).
   7. Update $s^{(m+1)}$ via Algorithm 1.
   // Update of $y^{(m+1)}_k$
   8. for $k = 1, 2, \cdots, N_0$ do
      9. $z_k = G^\dagger(\theta_k)s^{(m+1)} - d_k - \gamma^{(m)}_k$.
     10. $y^{(m+1)}_k = \min(\sqrt{\varepsilon/\|z_k\|^2}, 1) \cdot z_k$.
   // Update of $v^{(m+1)}$
   11. $\tilde{z} = M_s s^{(m+1)} - \lambda^{(m)}$.
     12. $v^{(m+1)} = \mu^{(m)} \tilde{z}^\dagger$.
     13. $\xi^{(m+1)} = \|v^{(m+1)}\|^2_2$.
     // Update of $\gamma^{(m+1)}_k$
     15. $\gamma^{(m+1)}_k = \gamma^{(m)}_k + y^{(m+1)}_k - G^\dagger(\theta_k)s^{(m+1)} + d_k$.
     // Update of $\lambda^{(m+1)}$
     16. $\lambda^{(m+1)} = \lambda^{(m)} + v^{(m+1)} - M_s s^{(m+1)}$.
     17. $m = m + 1$.
until convergence;
19. $s^* = s^{(m)}$.

TABLE II

| Computation                  | Complexity |
|------------------------------|------------|
| $\tilde{z}$                  | $O(N_0 N_T L)$ |
| $s^{(m+1)}$                  | $O(N_0 N_T^2 L^2)$ |
| $y^{(m+1)}_k$                | $O(N_0 N_T L^2)$ |
| $\gamma^{(m+1)}_k$          | $O(N_0 N_T^2 L^2)$ |
| $v^{(m+1)}$                  | $O(N_0 N_T L^2)$ |
| $\xi^{(m+1)}$               | $O(N_0 N_T^2 L^2)$ |

Using this observation, the complexity of updating $s^{(m+1)}$ is $O(N_{\text{papr}} N_T^2 L)$, and the per-iteration computational complexity of the proposed algorithm can be reduced to $O(N_0 N_T^2 L + N_{\text{papr}} N_T^2 L)$.

B. The Achievable Rate

Assume that $L \gg 1$. Then according to the law of large numbers, we can write:

$$\|a^\dagger(\theta_{c,n})S - d_{c,n}\|^2 \leq L E[|a^\dagger(\theta_{c,n})S(:, k) - d_{c,n}(k)|^2] \leq \varepsilon_n, n = 1, \ldots, N_c.$$  

As a result,

$$\lambda_n \geq \frac{\text{CSNR}}{1 + \varepsilon_n/L}. \quad (78)$$  

and the achievable sum rate satisfies (see Remark 2 in Section II)

$$R \geq \sum_{n=1}^{N_c} \log_2 \left(1 + \frac{\text{CSNR}}{1 + \varepsilon_n/L} \right). \quad (79)$$  

C. The Jamming Power

Let $y_{\text{jam},n} = S^\dagger a^\dagger(\theta_{c,n})$ be the emitted jamming waveform in the direction $\theta_n$, $n = N_c + 1, N_c + 2, \ldots, N_0$. Note that

$$\|y_{\text{jam},n}\|^2_2 \leq \|y_{\text{jam},n} - d_n\|^2_2 \leq \varepsilon_n. \quad (80)$$

Therefore, the jamming power at $\theta_n$ satisfies (assuming that $\|d_n\|^2_2 \gg \varepsilon_n$)

$$\|d_n\|^2_2 - \sqrt{\varepsilon_n} \leq \|y_{\text{jam},n}\|^2_2 \leq (\|d_n\|^2_2 + \sqrt{\varepsilon_n})^2. \quad (81)$$

VII. NUMERICAL EXAMPLES

In this section, we demonstrate the results and the performance of the proposed algorithm through several numerical examples. We consider a MIMO MFRF system with $N_T = 12$ transmit antennas and $N_R = 12$ receive antennas. Both antenna arrays are uniform linear arrays. The inter-element spacings of the transmit array and the receive array are $d_T = d_R = \lambda/2$, where $\lambda$ is the wavelength. The target direction is $\theta = 0^\circ$. The disturbance covariance matrix $R$ has the Kronecker-product structure discussed in Section IV. For such a structure, the receive SINR does not depend on the waveform matrix $S$. Thus, unless otherwise stated, the SINR mentioned in this section is the transmit SINR. Finally, all the numerical simulations are performed on a standard laptop with CPU CoRe i7-8550U and 8GB memory.

A. Performance of Energy-Constrained Waveforms

First, we assume that the directions of the communication receiver and the hostile target are $\theta = -25^\circ$ and $\theta_{\text{jam}} = 20^\circ$, respectively. We want to send a 8-phase-shift keying (PSK) signal to the communication receiver and a noise-like jamming signal to the hostile target. The amplitude of the desired PSK signal to the communication receiver and a noise-like jamming signal is 1 and the symbol bits are randomly generated. The noise-like signal is randomly generated with elements drawn from a Gaussian distribution with zero mean and variance of 1. Fig. 2(a) and (b) show the real part and the imaginary part of the synthesized signals at $\theta = -25^\circ$, for a code length $L = 128$, and transmit energy $e_\varepsilon = 4L/N_T$. We can see that the synthesized signals and the desired ones overlap with each other. Moreover, Fig. 2(c) shows that the synthesized signal has a distortionless constellation diagram. Fig. 3(a) and (c) plot the synthesized signals at $\theta_{\text{jam}} = 20^\circ$. The noise-like property of these signals is confirmed by the normal probability plots in Fig. 3(b) and (d). The results in these figures indicate that the synthesized signals follow a normal distribution with zero mean and variance of 1. Fig. 4(b) shows the SINR of the MFRF system versus the transmit energy of the desired communication signals and noise-like jamming signals. We use the same parameter setting as
for Figs. 2 and 3, but vary the amplitude of the transmitted waveforms to satisfy the energy constraint. Fig. 4(b) and (c) show the cut of Fig. 4(a) at $\bar{e}_1 = 128$ and $\bar{e}_2 = 128$, respectively. One can see that the increase of the transmit energy of the desired communication signals and noise-like signals decreases the SINR. Recall the dependence of the achievable sum-rate and the ECM capability on the transmit energy of the two kinds of signals (see Section IV). As expected, there is a tradeoff between the SINR and the transmit energy of the desired communication signals and noise-like signals. Fig. 4(d) presents the SINR loss of the MFRF system compared with the radar-only system, versus the transmit energy of the system (i.e., $e_t$), where the transmit energy of the desired communication signals and noise-like signals is fixed (the same as for Figs. 2 and 3). The figure shows that increasing the transmit energy of the system reduces the SINR loss, which is consistent with the result in Section IV-B.

Next we assess the impact of the locations of the communication receiver and the hostile target on the achievable SINR of the MFRF system. Fig. 5 shows the transmit SINR of the system (including both the exact expression in (38) and the approximation in (48)) versus the direction of the communication receiver, where we assume that the directions of the communication receiver and the hostile target satisfy $\theta_{jam} - \theta_c = 24^\circ$; the other parameter settings are the same as in Figs. 2 and 3. We observe that there is a good agreement between the exact SINR and the approximate one, implying that the approximations in Section IV-B can provide a simple and useful guideline for analyzing the performance of MFRF.
systems. Also note that, the achievable SINR varies significantly with the directions of the communication receiver and the hostile target. For the present parameter setting, if the direction of the communication receiver or the hostile target is the same as that of the target, then the achievable SINR is the lowest (i.e., $\text{SINR}_T \approx \bar{e}_1 \approx \bar{e}_2 \approx L$, indicating an SINR loss of 6 dB). On the other hand, for $\theta_c$ of $-29^\circ$, $-19^\circ$, $-5^\circ$, or $5^\circ$, the achievable SINR reaches its highest value (note that $\bar{e}_1 \approx \bar{e}_2$ and for these angles $G_{\text{max}} \approx \bar{e}/(N_T e_t - \bar{e})$). Specifically, the highest SINR is about $e_t N_T - (N_0 - 1)\bar{e} \approx 3L$, with a corresponding SINR loss of 1.25 dB.

Finally, we investigate the performance of the MFRF system when the numbers of communication receivers and hostile targets are varied. Table III shows the SINR of the system with the transmit energy $e_t = 500$ and $L = 128$, for different numbers of communication receivers and hostile targets. The desired communication signals and jamming signals are generated like in Figs. 2 and 3. The directions of these communication receivers and hostile targets are listed in Table III. The SINR decreases with the number of communication receivers and hostile targets, which was as expected and is also consistent with the analysis in Section IV-B.
Fig. 7. The synthesized 8PSK signals at $\theta_c = -25^\circ, \rho = 1$. (a) The real part. (b) The imaginary part. (c) The constellation diagram.

Fig. 8. The synthesized noise-like signals at $\theta_{jam} = 20^\circ, \rho = 1$. (a) The real part. (b) The imaginary part.

### TABLE III

| $N_c$ | $N_{jam}$ | $\Theta_c$ | $\Theta_{jam}$ | SINR (dB) |
|-------|-----------|------------|----------------|-----------|
| 1     | 1         | $-25^\circ$| $20^\circ$     | 37.09     |
| 2     | 1         | $-25^\circ, -30^\circ$ | $20^\circ$ | 37.57     |
| 2     | 2         | $-25^\circ, -30^\circ$ | $20^\circ, 25^\circ$ | 37.33     |
| 3     | 2         | $-25^\circ, -30^\circ, -35^\circ$ | $20^\circ, 25^\circ$ | 35.42     |
| 3     | 3         | $-25^\circ, -30^\circ, -35^\circ$ | $20^\circ, 25^\circ, 30^\circ$ | 33.47     |

### B. Performance of Constant-Modulus Waveforms

In this subsection, we analyze the performance of low PAPR waveforms. Fig. 6 illustrates the convergence of the proposed algorithm for synthesizing constant-modulus waveforms (i.e., waveforms with PAPR $\rho = 1$), when we use the same parameter setting as in Figs. 2 and 3, except that the transmit energy is $e_t = 500$. In the algorithm, the maximum allowed matching errors are $\varepsilon_1 = 10^{-3}$ and $\varepsilon_2 = 0.2$, and the penalty parameter is set to $\mu = 5$. In addition, we initialize the algorithm with a constant-modulus waveform with modulus equal to $\alpha_s$ and randomly generated phases. Note the fast convergence of the proposed algorithm. The transmit SINR at convergence is 37.53 dB. Compared with the radar-only system, whose achievable SINR is 37.78 dB, the SINR loss is 0.25 dB (for the energy-constrained waveforms in Fig. 4(d), the SINR loss is 0.095 dB). Fig. 7 shows the synthesized communication signals for $\theta_c = -25^\circ$. Observe that even for the challenging constant-modulus constraint, the difference between the synthesized signals and the desired signals is small. Moreover, the synthesized signals have a perfect constellation diagram. Fig. 8 displays the synthesized noise-like jamming signals at $\theta_{jam} = 20^\circ$. Again, the synthesized signals and the desired signals almost overlap with one another.

Next we assess the performance of the signals received by the (cooperative) communication receiver and the hostile target. We assume that the hostile target is also receiving the 8PSK signals from its peer nodes. Thus, the signals received by the hostile target include both the 8PSK signals and the noise-like signals sent by the MFRF system. Fig. 9(a) shows the symbol error rate (SER) of the communication receiver versus the CSNR, where the SER associated with the desired communication signals is also included as a benchmark; the SERs are obtained from 1000 independent Monte Carlo trials, and the parameters of the setup are the same as in Fig. 6. It can be seen that the performance of the synthesized communication signals is identical to that of the desired signals. Fig. 9(b) plots the SER associated with the hostile target, when it is jammed by the signals transmitted by the MFRF system, and the jammer-to-noise-ratio is 0 dB. For comparison, the SER curves associated with the case of sending the desired noise-like signals and the case without jamming are also presented. The jamming signals transmitted by the MFRF system significantly degrade the performance of the hostile target. Moreover, the performance of the transmitted signals is close to that of the desired noise-like signals.

To conclude this section, we compare the SINR of the MFRF system with that of the radar-only system. Fig. 10 shows the SINR loss of the synthesized constant-modulus waveforms, compared with the radar-only system, versus the transmit energy. The SINR loss associated with the energy-constrained
waveforms is also shown as a benchmark. The results indicate that for this parameter setting, if the transmit energy is larger than 150, the SINR loss will be less than 0.83 dB, and the performance degradation compared with the energy-constrained waveforms will be smaller than 0.42 dB.

VIII. CONCLUSION

This paper has investigated the target detection performance of MIMO MFRF systems. To study the fundamental limits of the detection performance, we formulated an optimization problem for the waveform design and derived the optimal solution. For the case of a structured interference covariance matrix (having a Kronecker product structure), we obtained a simplified solution and analyzed the achievable SINR of the system. Moreover, we studied the system performance when transmitting constant-modulus waveforms. Our results demonstrated that by carefully synthesizing the transmit waveforms, the MIMO MFRF system can provide multiple functions, including radar detection, communication, and jamming of hostile targets. Moreover, the detection performance of the MFRF system can approach that of the radar-only system, if the transmit energy of the desired communication and jamming signals is reasonably small.

Possible topics for future research include the design of low-PAPR waveforms for MIMO MFRF systems in the presence of clutter; robust waveform design in the presence of angle estimation errors (i.e., the direction estimates of the target, communication receivers, and the hostile targets are inaccurate); derivation of computationally efficient algorithms that would allow the MFRF systems to optimize the waveforms in real time; and investigation of information-theoretic bounds for MIMO MFRF systems (see, e.g., [43], [44] for some discussions on this topic).

APPENDIX A

DERIVATION OF (41)

For the case of $N_0 = 1$, $\hat{S} = N_T^{-1}a(\hat{\theta})d^\top$. Moreover, $BB^\dagger$ can be written as

$$BB^\dagger = I - N_T^{-1}a(\hat{\theta})a(\hat{\theta})^\dagger. \tag{82}$$

Then, after some algebraic manipulations, we can verify that

$$BB^\dagger a(\theta_\ell)a(\theta_\ell)^\dagger \hat{S} = [a(\theta_\ell) - B(\theta_\ell, \hat{\theta})a(\hat{\theta})] \cdot B^\ast(\theta_\ell, \hat{\theta})d^\top = a(\theta_\ell)d^\top - G^2(\theta_\ell, \hat{\theta})a(\hat{\theta})d^\top. \tag{83}$$

Substituting the result in (83) and the expression for $\hat{S}$ into (37), we obtain (41).
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