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ABSTRACT
We derive minimax adaptive rates for a new, broad class of Tikhonov-regularized learning problems in Hilbert scales under general source conditions. Our analysis does not require the regression function to be contained in the hypothesis class, and most notably does not employ the conventional a priori assumptions on kernel eigendecay. Using the theory of interpolation, we demonstrate that the spectrum of the Mercer operator can be inferred in the presence of “tight” $L^\infty(X)$ embeddings of suitable Hilbert scales. Our analysis utilizes a new Fourier isocapacitary condition, which captures the interplay of the kernel Dirichlet capacities and small ball probabilities via the optimal Hilbert scale function.
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1 Introduction
Consider the classical learning problem:

$$Y = f^*(X) + \epsilon$$

where we wish to estimate the regression function $f^*$ in the presence of additive noise $\epsilon$ using a dataset $D = \{(X_1, Y_1), (X_2, Y_2), \ldots (X_n, Y_n)\}$ sampled i.i.d from a distribution $P$ over $X \times Y$. Here, we focus on kernel-based regularized least-squares (ridge) regression, i.e. we wish to solve the optimization problem

$$f_{D, \lambda} = \arg \min_{f \in H_K} \frac{1}{n} \sum_{i=1}^{n} (Y_i - f(X_i))^2 + \lambda ||f||_K^2$$

where $H_K \subset L^2(P_X)$ is a reproducing kernel Hilbert space (RKHS) with kernel $K(\cdot, \cdot)$.

The performance of a regularization scheme is typically quantified using the expected risk:

$$R(f_{D, \lambda}) = ||f_{D, \lambda} - f^*||_{L^2(P)}^2$$

This problem has been studied extensively in the statistics and machine learning literature $[7, 14, 19, 48]$. These works primarily focus on establishing optimal convergence rates for $R(f_{D, \lambda})$ under light-tailed noise (typically subgaussian
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or subexponential) and various source conditions, which characterize the regularity/smoothness of the learning target \( f^* \). The two main approaches for this task have included the integral operator technique (e.g. \([7, 14, 19]\)) and empirical process technique \([42, 55]\). While the latter approach enjoys easy adaptability to general convex losses, the former technique more directly exploits the Hilbertian structure of the hypothesis space, and aligns seamlessly with the method of real interpolation between \( \mathcal{H}_K \) and \( L^2(\nu) \) (see section 2.1).

We consider the hard-learning scenario, where \( f^* \notin \mathcal{H} \). This setting has been treated in previous works \([7, 19, 33, 48, 49]\) both for the Hölder source condition \([7, 19]\) where \( f^* \) lies in some interpolation space \([L^2(\nu), \mathcal{H}_K]|_{\theta,2}\) (for \( \theta \in (0,1) \)) and the general source condition \([49]\) where \( f^* \) lies in a suitable Hilbert scale (defined in section 2.1), which correspond to more general interpolation spaces between \( L^2(\nu) \) and \( \mathcal{H}_K \) obtained using a function parameter. While these works treat the problem of misspecification, their analysis hinges on a kernel eigendecay assumption, which characterizes the capacity of the hypothesis space \( \mathcal{H}_K \) by the decay rate of the eigenvalues of the kernel Mercer operator. While this spectral assumption has been ubiquitous in the statistical analysis of kernel ridge regression \([7, 14, 36]\), it depends crucially on the data-generating measure \( \nu \), which is typically unknown in practice.

In this paper, we replace the classical kernel eigendecay condition with a new Fourier capacity condition which characterizes the decay of the Fourier power spectrum of the kernel \( (P\text{-independent}) \) as opposed to its Mercer spectrum \( (P\text{-dependent}) \). Indeed, our capacity assumption relates to \( P \) only through the eigenbasis of the Mercer operator, which may be shared by several different kernels and whose asymptotic behavior often depends only on the infimal volume decay of \( P \) for small balls (see Lemmas 3.4 and Corollary 3.1 in \([24]\) and discussion therein). Fourier analytic approaches have been applied previously to study the capacity of the hypothesis class \([53, 63, 67]\). However, these works typically either assume a uniform (Lebesgue-equivalent) data-generating measure or particular RKHS structure \( (i.e. \text{a Sobolev space}) \) in order to apply Fourier transform techniques. In this paper, we demonstrate that Fourier techniques remain powerful over general probability spaces, in the presence of the embedding of a suitable Hilbert scale in \( L^\infty(\mathcal{X}) \). Indeed, we demonstrate that if the embedding of an intermediate Hilbert scale is sufficiently “sharp” \( \text{characterized by the suitability of its index function as an isocapacitary profile; see Lemma 3} \), then a Gagliardo-Nirenberg type inequality between the scales enables us to estimate kernel eigendecay via the Gelfand widths of the RKHS in \( L^\infty(\mathcal{X}) \). To the best of our knowledge, this is the first work to establish minimax learning rates under general source conditions without appealing to any direct assumptions on the eigendecay or statistical dimension of the Mercer operator. We demonstrate that the optimal rates in the mean-squared error can be completely characterized in terms of three geometric quantities: the “spectral distances” of the hypothesis class \( \mathcal{H}_K \) to \( L^\infty(\mathcal{X}) \) and the learning target \( f^* \), and the “effective dimension” \([61] \) of the metric measure space \( (\mathcal{X}, P|_{\mathcal{X}}, |||\cdot|||_2) \), where the latter coincides with measure dimension considered by \([24, 32, 61]\) in \( \text{CD}(0,N) \) spaces.

2 Preliminaries

We recall our learning problem:

\[
    f_{\lambda,D} = \arg\min_{f \in \mathcal{H}_K} \frac{1}{n} \sum_{i=1}^{n} (Y_i - f(X_i))^2 + \lambda ||f||_2^2
\]

where \( \mathcal{H}_K \) be a separable reproducing kernel Hilbert space (RKHS) on \( \mathcal{X} \) (see e.g. \([55]\) for a definition). A solution to this problem can be computed in closed form:

\[
    f_{\lambda,D} = (C_D + \lambda)^{-1} g_D
\]

where \( C_D = \mathbb{E}_D[k(X_i, \cdot) \otimes k(X_j, \cdot)] \) is the empirical covariance, and \( g_D = \sum_{i=1}^{n} y_i k(x_i, \cdot) \). Before discussing our model framework and results, we begin with an overview of some mathematical preliminaries required for this section.

2.1 Hilbert Scales

Suppose the imbedding \( I_\nu : \mathcal{H}_K \to L^2(\nu) \) of \( \mathcal{H}_K \) into \( L^2(\nu) \) is injective (here \( \nu = P_X \) is the marginal on \( \mathcal{X} \)). Let \( S_\nu = I_\nu^* \) be its adjoint. Then, it can be shown that \( S_\nu \) is an integral operator given by:

\[
    S_\nu f(x) = \int_{\mathcal{X}} K(x, \cdot) f(y) d\nu(y)
\]

(4)

Using \( S_\nu \) and \( I_\nu \), we construct the following positive self-adjoint operators on \( \mathcal{H}_K \) and \( L^2(\nu) \), respectively:

\[
    C_\nu = S_\nu I_\nu = I_\nu^* I_\nu
\]

\[
    T_\nu = I_\nu S_\nu = I_\nu I_\nu^*
\]
We observe that $C_\nu$ and $T_\nu$ are nuclear (see Lemma 2.2/2.3 in [56]) since $T_\nu$ is nuclear and self-adjoint, it admits a spectral representation:

$$T_\nu = \sum_{j=1}^{\infty} \mu_j e_j \langle e_j, \cdot \rangle_{L^2(\nu)}$$

where $\{\mu_j\}_{j=1}^{\infty} \in (0, \infty)$ are nonzero eigenvalues of $T_\nu$ (ordered nonincreasingly) and $\{e_j\}_{j=1}^{\infty} \subset L^2(\nu)$ form an orthonormal system of corresponding eigenfunctions. Note that formally, the elements $e_j$ of $L^2(\nu)$ are equivalence classes $[e_j]_\nu$ whose members only differ on a set of $\nu$-measure zero—notationally, we consider this formalism to be understood here and simply write $e_j$ to refer to elements in both $H_K$, $L^2(\nu)$, and their interpolation spaces (with the residence of $e_j$ understood from context). Given a nonincreasing index function $\phi : (0, ||T_\nu||) \to \mathbb{R}_+$, we define the Hilbert scales $H^\phi_K$ as ![image](image)

**Definition 2.1.** Let $\phi : (0, ||T_\nu||) \to \mathbb{R}_+$ be nondecreasing, continuous, with $\phi(0) = 0$. Then, the Hilbert scale $H^\phi_K$ is the completion of the space:

$$H^\phi_K = \left\{ f \in L^2(\nu) : \sum_{i=1}^{\infty} \frac{\langle f, e_i \rangle_{L^2(\nu)}^2}{\phi(\mu_i)} < \infty \right\}$$

with respect to the inner product $\langle f, g \rangle_{\phi} = \sum_{i} \frac{\langle f, e_i \rangle_{L^2(\nu)} \langle g, e_i \rangle_{L^2(\nu)}}{\phi(\mu_i)}$.

It is easy to see that $H^\phi_K \cong \text{ran}(\phi^H(T_\nu))$. The subscript $K$ in $H^\phi_K$ reflects that $\phi$ is acting on the spectrum of $K$, when the kernel is fixed and understood from context, we will omit this subscript and simply denote the Hilbert scale $H^\phi$.

We define:

$$||k^\phi||_\infty^2 = \sup_{x \in \mathcal{X}} \sum_{i=1}^{\infty} \phi(\mu_i) e_i^2(x)$$

where we allow $||k^\phi||_\infty = \infty$. If $||k^\phi||_\infty < \infty$, then it is easy to show that $H^\phi_K$ is continuously embedded in $L^\infty(\mathcal{X})$ with norm $||k^\phi||_\infty$ (see e.g. Theorem 9 in [19] for the case of Holder source conditions).

The Hilbert scale $H^\phi_K$ generalizes the notion of RKHS interpolation (power) spaces discussed in [56], which result from the specific choice of $\phi(t) = t^\alpha$ for some $\alpha \in (0, 1)$. Intuitively, the Hilbert scales can be viewed as a nonlinear transformation of the infinite-dimensional RKHS ellipsoid $B(H_K)$, realized by transforming the axes lengths with the index function $\phi$. As we will see later, the growth properties of $\phi$ play a fundamental role in specifying the smoothness of the elements of $H^\phi_K$.

We now define **weak embeddings** of Hilbert scales, a notion which will feature prominently in the remainder of the paper:

**Definition 2.2.** For a given Banach space $B$, We say that $H^\phi_K$ is weakly embedded in $B$ (denoted as $H^\phi_K \overset{w}{\hookrightarrow} B$) if $H^{\phi^{1+\epsilon}}_K \hookrightarrow B$ compactly for all $\epsilon > 0$.

Note that in the above definition it is entirely possible that $H^\phi_K \overset{w}{\hookrightarrow} B$ and $H^\phi_K \not\hookrightarrow B$. In fact, in most scenarios of interest, this is indeed the case, where $H^\phi_K$ is merely the limit of a sequence of Hilbert scales $H^{\phi^{1+\epsilon}}_K$ contained compactly in $B$. A classical (and guiding) example of the latter phenomenon involves the canonical Sobolev spaces over a sufficiently regular domain $\mathcal{X} \subset \mathbb{R}^d$, where, $s > \frac{d}{2}$, $H_K = H^s(\mathcal{X})$, $\psi(t) = t^s$, and $B = L^\infty(\mathcal{X})$ in Definition 2.2. Then $H^\phi^{1+\epsilon}(\mathcal{X}) \overset{w}{\hookrightarrow} L^\infty(\mathcal{X})$ by the Sobolev embedding theorem (see e.g. Corollary 5.6 in [54] or Theorem 4.12 in [1] for a more detailed discussion).

### 2.2 Approximation Widths

We review some standard widths in approximation theory that describe the compactness of spaces in various norms. The $n^{th}$ entropy number $\epsilon_n(\mathcal{X})$ of a compact subset $\mathcal{X}$ of a metric space, is informally the smallest radius $\epsilon$ such that there exists an $\epsilon$-covering of $\mathcal{X}$ of at most $n$ metric balls. Precisely, we have:

$$\epsilon_n(\mathcal{X}) = \inf \{ \epsilon > 0 : \exists \{x_i\}_{i=1}^{n} \subset \mathcal{X}; \text{ s.t. } \mathcal{X} \subset \bigcup_{i=1}^{n} B(x_i, \epsilon) \}$$

(5)
Let $X, Y$ be two Banach spaces with $X \subset Y$. We further define the $n$-Gelfand width $X$ embedded in $Y$ as:

$$c_n(X, Y) = \inf_{Z \subset X, \text{codim}(Z) \leq n} \sup_{z \in Z} \frac{||z||_Y}{||z||_X}$$  \hspace{1cm} (6)$$

where the infimum in (6) is taken over all subspaces $Z \subset X$ of codimension at most $n$. The Gelfand widths play a pivotal role in the study of compressed sensing, where they have been demonstrated to characterize the worst-case errors of optimal measurement/reconstruction schemes \[20\]. We further define the $n$-Kolmogorov widths:

$$d_n(X, Y) = \inf_{A: X \rightarrow Y, \text{rank}(A) \leq n} \sup_{z \in X} \frac{||z - A z||_Y}{||z||_X}$$  \hspace{1cm} (7)$$

where the infimum is taken over all (possibly nonlinear) operators $A$ with rank at most $n$. Intuitively, the Kolmogorov widths describe the distance of $X$ to the closest $n$-dimensional subspace in $Y$. The Gelfand widths are dominated by the Gelfand widths, and hence, despite their more natural definition, are often suboptimal for our purposes. Finally, we define the $n$-Bernstein widths.

$$b_n(X, Y) = \sup_{Z \subset X, \text{dim}(Z) \geq n+1} \inf_{z \in Z} \frac{||z||_Y}{||z||_X}$$  \hspace{1cm} (8)$$

Intuitively, the Bernstein width gives the radius of the largest $|| \cdot ||_Y$-ball that may be inscribed in a unit $|| \cdot ||_X$-ball in subspaces of dimension greater than $n$. These are the smallest of the three widths, and are typically employed to obtain lower estimates for the singular numbers. When $X$ and $Y$ are both Hilbert spaces, then $b_n$ coincides with the $(n + 1)^n$ singular number of the embedding $X \hookrightarrow Y$. Moreover, if $X \hookrightarrow Y$ is compact, then $d^{\infty}(X, Y), d_n(X, Y), b_n(X, Y) \to 0$. Intuitively, the rate of the latter convergence quantifies the “degree” of compactness of $X \hookrightarrow Y$ (a significant effort in the paper is devoted to obtaining tight estimates for this rate when $X$ is our hypothesis class). For a detailed discussion of the relationships between various approximation widths and function space embeddings, we direct the reader to \[15\] and \[46\].

2.3 Potential Theory

We will employ some basic constructions of potential theory, primarily to provide a geometric perspective into the analytic conditions outlined in section 2.4. In the interest of space, we mostly focus here on offering intuition behind these constructs, and forego a fully self-contained development. An excellent, comprehensive introduction to potential theory and its relationship with Markov processes can be found in \[21\]. Throughout this section, we make the standard assumption that when considering a generic measure space $(Z, \mu)$, $Z$ is a locally compact separable metric space and $\mu$ has full support $Z$. Note, that we will sometimes refer to the couple $(Z, \mu)$ as a metric measure space, where the metric is understood to be Euclidean $|| \cdot ||_d$ in the ambient topological dimension $d \geq 1$.

**Definition 2.3.** Let $\mathcal{H} \subset L^2(Z, \mu)$ be a Hilbert space. A closed symmetric form $\mathcal{E}$ with domain $\mathcal{H}$ is called a **Dirichlet form** on $L^2(Z, \mu)$ if there exists a nonnegative-definite, self-adjoint operator $A$ on $L^2(Z, \mu)$ such that:

$$\mathcal{E}(u, v) = \int_Z (Au)v d\mu$$

and the associated semigroup $T_t = e^{-At}$ is Markovian. Moreover, $\mathcal{H}$ is complete with respect to the inner product:

$$\mathcal{E}_1(u, v) = \mathcal{E}(u, v) + (u, v)_{L^2(\mu)}$$

We note that the identification of the symmetric form $\mathcal{E}$ with a nonnegative-definite, self-adjoint operator is automatic from the $\mathcal{E}_1$-closedness of $\mathcal{H}$ in $L^2(Z, \mu)$ (Theorem 1.3.1 in \[21\]); hence the only restriction in Definition 2.3 is the Markovian nature of the associated semigroup. In this paper, typically $\mathcal{H} = \mathcal{H}_K(X)$, $Z = X$ and $\mu = dx$ is the Lebesgue measure (see Remark 1). We identify $\mathcal{E}_1$ with $\langle \cdot, \cdot \rangle_K$ up to norm-equivalence. Observe that if instead, $\mathcal{H} = \mathcal{H}_K(X)$, $Z = X$ and $\mu = v$ then $A$ is simply the inverse of the Mercer operator $T_v$. The Markovian property of a Dirichlet form could equivalently be defined via closure of $\mathcal{H}$ under normal contractions (Theorem 1.4.1 in \[21\]), however we eschew this formulation in order to highlight the association of the inner product with the Hunt process $\{X_t\}_{t \geq 0}$ generated by $T_t$. When $K(x, y) = \kappa(x - y)$ is radial, $T_t$ is a convolution semigroup. In section 2.4.1 we examine how the probabilistic properties of $X_t$ can characterize the geometry of $\mathcal{H}_K$.

**Remark 1.** We note that when $Z \subset \mathbb{R}^d$ is a proper compact subdomain, $\mathcal{H}_K(X)\text{ is slightly different from our RKHS } \mathcal{H}_K$. Recall that the domains of elements of $\mathcal{H}_K$ are not restricted to $X$, however by the assumed injectivity of $I_\nu : \mathcal{H}_K \rightarrow L^2(\nu)$, we have that for each $f \in I_\nu(\mathcal{H}_K)$, there exists a unique $\tilde{f} \in \mathcal{H}_K$ such that $f = \tilde{f}|_X$
almost surely on $\mathcal{X}$ (with respect to either $dx$ or $\nu$, due to the absolute continuity of the latter). On the other hand, the domains of elements of $\mathcal{H}_K(\mathcal{X})$ are restricted to $\mathcal{X}$ by definition; hence $\mathcal{H}_K(\mathcal{X}) = \{f = \tilde{f}|_{\mathcal{X}}; \tilde{f} \in \mathcal{H}_K\}$ and $\langle f, g \rangle_{\mathcal{H}_K(\mathcal{X})} = \langle \tilde{f}, \tilde{g} \rangle_{K}$ (where $\tilde{f}, \tilde{g} \in \mathcal{H}_K$ and $f = \tilde{f}|_{\mathcal{X}}$ and $g = \tilde{g}|_{\mathcal{X}}$). Moreover, $\mathcal{H}_K$ is itself typically obtained from $\mathcal{H}_K(\mathbb{R}^d)$ via projection. Namely, $\mathcal{H}_K$ is the orthogonal complement in $\mathcal{H}_K(\mathbb{R}^d)$ of the subspace of $\mathcal{H}_K(\mathbb{R}^d)$ containing functions supported on $\mathbb{R}^d \setminus \mathcal{X}$ (recall we always assume $\mathcal{X}$ is the support of $\nu$). Here, the Hunt process associated with $\mathcal{H}_K(\mathcal{X})$ is simply that associated with $\mathcal{H}_K(\mathbb{R}^d)$ with killing at the boundary $\partial \mathcal{X}$. Hence, in this case we abuse notation and simply express the Dirichlet form as $\langle \cdot, \cdot \rangle_{\mathcal{H}_K(\mathcal{X})}$ instead of the more cumbersome $\langle \cdot, \cdot \rangle_{\mathcal{H}_K(\mathcal{X}), \mathcal{H}_K(\mathcal{X})}$ with the aforementioned convention understood. See Appendix F and section 6.2 of [21] for more details on the trace of Dirichlet forms.

**Definition 2.4.** A Dirichlet form $(\langle \cdot, \cdot \rangle_{\mathcal{H}}, \mathcal{H})$ on $L^2(\mathcal{Z}, \mu)$ is called regular if $C_0(\mathcal{Z}) \cap \mathcal{H}$ is dense in both $C_0(\mathcal{Z})$ and $\mathcal{H}$ in the respective norms. Further, $\langle \cdot, \cdot \rangle_{\mathcal{H}}$ is local if $\langle u, v \rangle_{\mathcal{H}} = 0$ for $u, v \in \mathcal{H}$ with disjoint compact supports.

We note that when $\mathcal{Y}$ is itself compact, the regularity condition above is not particularly restrictive, as $C_0(\mathcal{Y})$ simply coincides with $C(\mathcal{Y})$, the space of continuous functions on $\mathcal{Y}$. Hence, when $\mathcal{H}_K$ contains continuous functions, regularity of the kernel inner product $\langle \cdot, \cdot \rangle_{K}$ is equivalent to the universality of the kernel $K(\cdot, \cdot)$, a classical assumption in the application of kernel methods [43]. See Chapter 1 of [21] for further details on Dirichlet forms, and [43] [55] for more on universal kernels.

**Definition 2.5.** Suppose $(\langle \cdot, \cdot \rangle_{\mathcal{H}}, \mathcal{H})$ is a local, regular Dirichlet form on $L^2(\mathcal{X})$. Let $E \subset F \subset \mathcal{X}$ be two precompact open sets. The relative $\mathcal{H}$-capacity of $E$ in $F$ is:

$$\text{cap}_{\mathcal{H}}(E, F; H) = \inf \{ \| f \|_{\mathcal{H}}^2 : f \in \mathcal{H}; f \geq 1 \text{ on } E; f \equiv 0 \text{ on } \mathcal{X} \setminus F \}$$

with $\text{cap}_{\mathcal{H}}(E, F; H) = \infty$ if no such admissible $f \in \mathcal{H}$ exists.

It is easy to verify that for a fixed open subset $F \subset \mathcal{X}$, $\text{cap}(E, F; \mathcal{H})$ is a Choquet capacity in $E$; namely it is an increasing set function that is continuous with respect to countable unions and closures. Moreover, if $E$ is compact, $F$ is a relatively compact open set, and $\langle \cdot, \cdot \rangle$ is regular, we can ensure the existence of an admissible $f$ and hence the finiteness of the capacity. Note that here, following convention, we simply require $f \geq 1$ on $E$ in Definition 2.5, however, for practical purposes, we can restrict our consideration to $f \equiv 1$ on $E$ and $0 \leq f \leq 1$ on $\mathcal{X}$ by the assumed Markovian property of the kernel inner product. Moreover, note that when $\mathcal{H} = \mathcal{H}_K(\mathcal{X})$, the norm $\| \cdot \|_{\mathcal{H}_K(\mathcal{X})}$ in Definition 2.5 can be replaced by $\| \cdot \|_K$ since the admissible cutoff functions $\phi$ have compact support in $\mathcal{X}$, vanish at the boundary, and hence can be identified with their zero-extension $\tilde{\phi}$ to $\mathbb{R}^d$ (note that if $\phi \in C_c(\text{int} \mathcal{X}))$, then $\langle \tilde{\phi}, f \rangle_K = 0$ for $f \in \mathcal{H}_K(\mathbb{R}^d)$ with $f = 0$ a.s. on $\mathcal{X}$ by locality, hence $\phi \in \mathcal{H}_K$ by Remark 1).

Geometrically, $\text{cap}(E, F; \mathcal{H})$ characterizes a generalized perimeter of $E$ relative to $F$. A possibly more intuitive interpretation of $\text{cap}(E, F; \mathcal{H})$ stems from physics, where the relative capacity can be viewed as the generalized conductance across the field $F \setminus E$ given electrodes placed at $\partial F$ and $\partial F$ [47]. Analogously, we consider the reciprocal $\frac{1}{\text{cap}(E, F; \mathcal{H})}$ as the resistance across the field $F \setminus E$. In the subsequent section, we will be particularly concerned with estimating $\text{cap}(B(x, K_r), B(x, r); \mathcal{H}_K(\mathcal{X}))$ for $x \in \mathcal{X}$ and $K \equiv (0, 1)$ as $r \to 0$, i.e. the conductance across a contracting annulus. In the classical case (where $\mathcal{H}_K(\mathcal{X})$ is replaced by $W^{1,p}(\Omega)$ for $p \geq 1$ and $\Omega \subset \mathbb{R}^d$ with smooth boundary), the asymptotics of $\text{cap}(B(x, K_r), B(x, r); W^{1,p}(\Omega))$ play a crucial role in the behavior of generalized Green’s functions near their singularity [27]. It is important to note that the $\mathcal{H}_K(\mathcal{X})$-capacity is completely independent of the measure $\nu$, and purely a characteristic of the RKHS $\mathcal{H}_K$ and the domain $\mathcal{X}$. In Lemma 3 we demonstrate that it is precisely the interplay of the $\mathcal{H}_K(\mathcal{X})$-resistance and $\nu$-volume growth of balls that determines optimal Sobolev-type embeddings and minimax learning rates.

**Remark 2** (Notation). For any two Banach spaces $A$ and $B$, we write $A \hookrightarrow B$, if $A$ is continuously embedded in $B$, and $A \hookrightarrow B$ if this embedding is further compact. We denote by $B(A)$ the unit ball in $A$ and $\mathbb{D}$ denotes the complex open unit disk. For $x \in \mathcal{X}$, $B(x, r)$ denotes the open unit ball of radius $r > 0$ in the the metric space $(\mathcal{X}, d)$. $\mathbb{E}_D[\cdot]$ denotes the sample expectation, and $C_D = \mathbb{E}_D[\mathbb{E}[X, \cdot)] = \mathbb{E}_D[X, \cdot]$ denotes the sample covariance. We will denote by $f_{D, \lambda}$ the solution to (2) and $f_{\lambda} = (C_{\nu} + \lambda)^{-1}S_{\nu}f^*$, the regularized population solution. $F$ denotes the Fourier transform on $\mathbb{R}^d$, while $\mathcal{F}_D$ denotes the $d$-dimensional Fourier transform of a univariate positive definite function (see e.g. Theorem 5.26 in [62]). $L^p(\mathbb{Z}, \mu)$ denotes the $L^p$ space on the measure space $(\mathbb{Z}, \mu)$ — the domain $\mathbb{Z}$ will be omitted in the notation if it is understood from context (i.e. when $\mathbb{Z} = \mathcal{X}$); likewise the measure $\mu$ will be omitted if it is equivalent to Lebesgue measure $dx$. $\| \cdot \|_2$ or $\| \cdot \|_{L^2(\mu)}$ are used for norms in $L^2(\mu)$ (the latter if we want to make the space explicit); $\| \cdot \|_\nu$ for the norm in Hilbert space $\mathcal{H}_\nu$, and $\| \cdot \|_K$ for the RKHS $\mathcal{H}_K$. $\| \cdot \|_d$ will be used to denote the Euclidean norm in $\mathbb{R}^d$. Typically, we will take $\nu = P_X = P|_{\mathcal{X}}$ where $P$ is the data-generating measure, and $\| \cdot \|_\nu$ denotes the “marginal on” the space $\mathbb{Z}$. When $\mathbb{Z} \subset \mathbb{R}^d$, unless stated otherwise, we will always assume $\nu$ is Lebesgue absolutely continuous and Radon. Finally, we will write $a(x) \leq b(x) \equiv b(x)$ if $a(x) \leq Kb(x)$
We say that a function $\xi$ satisfies $\Delta_2$ condition if there exists constants $D_1, D_2 > 0$, such that:
\[
D_1 \xi(\lambda) \leq \xi(2\lambda) \leq D_2 \xi(\lambda) \quad \forall \lambda > 0
\]  (9)

Further, for any positive monotonic function $\phi : (0, \infty) \rightarrow (0, \infty)$, we define the dilation function $d_\phi : (0, \infty) \rightarrow (0, \infty)$ as:
\[
d_\phi(t) = \sup_{s \in (1, \infty)} \frac{\phi(st)}{\phi(s)}
\]  (10)

We define the extension indices:
\[
\alpha_\phi = \lim_{t \to 0} \frac{\log d_\phi(t)}{\log t}
\]  (11)
\[
\beta_\phi = \lim_{t \to \infty} \frac{\log d_\phi(t)}{\log t}
\]  (12)

We say a measure $\mu$ on $\mathcal{X}$ is doubling if for each $x \in \mathcal{X}$, there exists a $r_x > 0$, such that $\mu(B(x, \cdot))$ is $\Delta_2$ on $(0, r_x)$ with constants $D_{1,x}$ and $D_{2,x}$.

2.4 Assumptions

Let $\phi$ and $\psi$ be two admissible index functions (i.e. $\phi$ and $\psi$ are nondecreasing, nonnegative, and continuous, with $\phi(0) = \psi(0) = 0$)

**Assumption 1.** $H_K \overset{\zeta}{\rightarrow} H^\phi \overset{\zeta}{\rightarrow} H^\psi \overset{\psi}{\rightarrow} L^\infty(\mathcal{X})$

**Assumption 2.** (a) $\frac{t}{\phi(t)}$ and $\frac{\psi(t)}{\psi(t)}$ are nondecreasing, and $\frac{t}{\psi(t)}$ is concave; (b) $\phi, \psi$ satisfy the $\Delta_2$ condition [9] for some $D_1^0, D_2^0, D_1^0, D_2^0 > 1$

**Assumption 3.** $f^* \in \mathcal{H}^\phi$

**Assumption 4.** $\sup \left\{ \left\| \sum_{i=1}^n c_i e_i(\cdot) \right\|_{\infty} : \sum_{i=1}^n c_i^2 = 1 \right\} \asymp \sqrt{s(n)}$ for some increasing functions $s$ that satisfies [9] for some $D_1^0, D_2^0 > 1$.

**Assumption 5.** There are constants $\sigma, L > 0$ such that:
\[
\int_{\mathbb{R}} |y - f^*(x)|^m dP(y|x) \leq \frac{m!\sigma^2L^{m-2}}{2}
\]
for $\nu$-almost all $x \in \mathcal{X}$

**Assumption 6*.** $\mathcal{X} \subset \mathbb{R}^d$ is connected, relatively compact where $\epsilon_n(\mathcal{X}) \asymp n^{-\frac{1}{d}}$ as $n \to \infty$.

**Assumption 7*.** $K$ is radial, i.e. $K(x, y) = \kappa(|x - y|)$ for some strictly positive definite function $\kappa \in L^1(\mathbb{R})$, such that $\mathcal{F}_{\kappa}^m(t)$ is nonincreasing, continuous and $\alpha_{\mathcal{F}_{\kappa}}^m, \beta_{\mathcal{F}_{\kappa}}^m \in (-\infty, \infty)$.

**Assumption 8*.** $\psi \left( \frac{t_{\mathcal{F}_{\kappa}^m(t)}}{s(t)} \right) \asymp \frac{1}{s(t)}$ as $t \to \infty$

Assumptions [1] and [2] dictates the relative growth rates of the index functions $\phi$ and $\psi$. Indeed, the compactness of the embedding $H^\phi \overset{\zeta}{\rightarrow} H^\psi$ ensures that $\frac{\phi(t)}{\psi(t)} \rightarrow 0$ as $t \to 0$. Moreover, the first embedding $H_K \overset{\zeta}{\rightarrow} H^\phi$ ensures that both $\frac{t}{\phi(t)} \rightarrow 0$ and $\frac{\psi(t)}{\phi(t)} \rightarrow 0$ as $t \to 0$. Intuitively, this condition implies that the norms in $\mathcal{H}_\phi$ and $\mathcal{H}_\psi$ are weaker than those in our hypothesis class $\mathcal{H}_K$, allowing us to study convergence in these larger spaces of sample estimators constructed in $\mathcal{H}_K$. The third embedding, $H^\psi \overset{w}{\rightarrow} L^\infty(\mathcal{X})$ occurs only in the weak sense (recall Definition 2.2 and examples therein), i.e. $H^\psi$ is the limit of Hilbert scales embedded compactly in $L^\infty(\mathcal{X})$. The second part of the assumption requiring $\frac{\psi(t)}{\phi(t)}$ to be nondecreasing extends this behavior as $t \to \infty$; collectively the two growth conditions characterize $\phi^{-1}$ and $\psi^{-1}$ as resembling Young’s functions; a requirement commonly imposed in the study of Orlicz
The requirement that \( \frac{1}{\kappa} \) is additionally concave enables the application of a Gagliardo-Nirenberg type interpolation inequality \([59]\) that relates \( L^\infty(\mathcal{X}) \) norms to those in \( \mathcal{H}_K \) and \( L^2(\nu) \), which will be crucial in our analysis of uniform error rates. Finally, the condition that index functions are \( \Delta_\nu \) is found quite commonly in the literature on statistical inverse problems \([40, 51]\), where it has been used to demonstrate adaptivity of balancing strategies to unknown source conditions. It should be noted that all the growth conditions in Assumption 2 are satisfied when \( \phi(t) = t^\beta \) and \( \psi(t) = t^\alpha \) are power functions with \( 0 < \alpha < \beta < 1 \) (the so-called Hölder source conditions).

Assumption 3 characterizes the smoothness of the learning target \( f^* \). Note a distinctive feature of our analysis is that we allow \( f^* \) to lie outside the hypothesis class \( \mathcal{H}_K \) (in light of Assumption 1), while still in \( L^\infty(\mathcal{X}) \) (see Assumption 1). Assumption 5 is standard subexponential noise condition in kernel regression \([19, 58]\).

Assumption 4 characterizes the embedding of \( L^\infty(\mathcal{X}) \) in \( L^2(\nu) \) via the eigenspaces of \( T_\nu \). The “Lebesgue” function \( M_n(x) = \sum_{i=1}^n e_i(x) \) was first considered by Littlewood \([24]\) for the Fourier basis; later its \( L^p \)-norms were studied in several works \([9, 10, 32]\), primarily in the context of finding roots for various generalized polynomials. \([59]\) and \([29]\) later explored the intimate connection between such Lebesgue-type inequalities and the greedy approximation properties of the basis \( \{e_i\}_{i=1}^\infty \). Indeed, it can be seen directly from the definition \([8]\) that assumption 4 implies a lower bound of \( s(n)^{-\alpha} \) on the Bernstein widths \( b^\alpha_{n-1}(L^\infty(\mathcal{X}), L^2(\nu)) \) of \( L^\infty(\mathcal{X}) \) in \( L^2(\nu) \). Note, that although the orthonormality of \( \{e_i\}_{i=1}^\infty \) in \( L^2(\nu) \) is \( \nu \)-dependent, this system is always an orthonormal basis in \( \mathcal{H}_K \) by separability and the injectivity of \( I_\nu \) (see Theorem 3.3 in \([56]\)). Moreover, Assumption 4 is independent of the Mercer eigenvalues \( \{\mu_i\}_{i=1}^\infty \) and is hence applicable to any RKHS with a common eigenbasis (e.g. the popular Fourier basis in \( L^2([\pi, -\pi]^d]\)). Indeed, we will see in Lemma 3 that the growth rate in Assumption 4 can often be wholly characterized by the “highest-dimensional” small balls in the measure space \((\mathcal{X}, \nu)\), without requiring any explicit knowledge of the eigenfunctions \( \{e_i\}_{i=1}^{\infty} \). In approximation theory, the square reciprocal of the left-hand side in Assumption 4 is known as the \textit{Christoffel function}, whose asymptotic growth (and its interaction with the measure \( \nu \)) is an active area of research \([38, 44, 64]\) with diverse applications to quadrature/interpolation and random matrices \([60]\) and \([44]\). Moreover, it is important to note that Assumption 3 is significantly more general than the more typical assumption of uniformly bounded bases, which has been shown to be violated by several common kernels (see discussion in \([54, 66]\)).

As we will see in Lemma 1, the Christoffel function encodes highly relevant information regarding the support and singularities of the measure \( \nu \), and has been central to the study of orthogonal polynomials \([52]\), Schrödinger operators \([28]\), and spectral theory \([63]\) over the last half century. Recently, data-driven applications of the Christoffel function have been explored for outlier detection \([5]\), leverage scoring \([45]\), and sampling \([17]\). These works have notably demonstrated that the population Christoffel function can be strongly approximated by its empirical counterpart, which can be constructed in linear sample complexity and enjoys uniform convergence guarantees \([53]\). Moreover, the empirical Christoffel function may be evaluated globally on the domain, with its asymptotic properties providing key insights into structure and support of the measure \( \nu \) (see Lemma 1). These features of the Christoffel function hence suggest that it may be a more natural object to study than the Mercer spectrum or operator-theoretic “statistical” (“effective”) dimension \([7]\), which are notoriously intractable to data-driven estimation for non-(quasi)uniform measures, yet are almost always preconditioned in the kernel regression literature \([7, 8, 19]\).

While Assumptions 6, 7, 8 are not necessary for establishing the upper bound in Theorem 5 they are required to demonstrate its optimality. Namely, the radiality assumption on the kernel \( K \) in Assumption 7 enables the tight estimation of the approximation widths of \( \mathcal{H}_K \) in \( L^\infty(\mathcal{X}) \) via the compactness properties of the domain \( \mathcal{X} \), the latter of which are characterized by the entropy numbers specified in Assumption 6. In section 2.4.1 we discuss how we can relax this radiality condition, when our RKHS is the domain of a local, regular Dirichlet form — in these settings it is sufficient that the associated Hunt process on \( L^2(\mathcal{X}, dx) \) escapes “uniformly fast” from small balls (see Corollary 4.1 in section 2.4.1 and \([22]\) for details). The dilation condition on \( F_{dK} \) essentially imposes polynomial Fourier decay of the kernel \( K \) (a notable example of the latter being the popular Matérn kernel). This dilation condition is primarily intended for streamlining the analysis, it could be removed at the expense of requiring Assumption 8 to be satisfied instead by a dilation of the Fourier transform \( F_{dK} \) (this tradeoff is highlighted in Remark 6 in the Appendix 3) note however the dilation condition is critical for the expository Lemmas 1 and 3. Similarly, the precise asymptotic behavior of the entropy numbers of \( \mathcal{X} \) is only included for simplicity; the general case would require replacing \( t F_{dK}(t^2) \) with \( e_1(\mathcal{X})^{-d} F_{dK}(e_1(\mathcal{X})^{-1}) \) in Assumption 8. In Lemmas 5 and 6 we see how the growth rate encodes the topological dimension of \( \mathcal{X} \) (in contrast to the effective dimension of the weighted space \((\mathcal{X}, \nu)\)). The requirement \( \mathcal{X} \subset \mathbb{R}^d \) is also primarily made for simplicity; it suffices for \( \mathcal{X} \subset \mathcal{H} \) where \( \mathcal{H} \) is a \( d \)-dimensional locally compact Abelian group which, via Pontryagin duality, admits a Fourier transform. Indeed, we will briefly violate Assumption 6 in Lemmas
and 2 when we allow \( X = \partial D \). Assumption 8* ensures that the index function \( \psi \) is indeed the “optimal” choice for characterizing the embedding of our hypothesis class \( \mathcal{H}_K \) in \( L^\infty(X) \). It is important to note that while Assumptions 1 and 3 implicitly depend on the ambient measure \( \nu \) (as the index functions act spectrally on the Mercer operator \( T_\nu \)), the optimality condition is independent of this measure (which is typically unknown in practice and determined by the data-generating process) given the orthonormal basis \( \{ e_i \}_{i=1}^\infty \) of \( \mathcal{H}_K \) in Assumption 4 (or equivalently the effective dimension \([6, 1]\) of the measure space \((X, \nu)\) as in Lemma 2). This contrasts with the exact decay rates of the eigenvalues \( \mu_i(T_\nu) \) \([7, 19]\) traditionally required to establish minimax optimal learning rates. Indeed, as is shown in Appendix C, the combination of Assumptions 1, 2, 4, 6*, 7, and 8* enable us to infer that \( \psi^{-1}(c(i)) \leq \mu_i \leq \psi^{-1}(s(i)) \) (for all \( \epsilon > 0 \)) via a comparison of \( d_{\mathcal{E}}(\mathcal{H}_K, \mathcal{L}^\infty(X)) \) (estimated by \( n \mathcal{F}_dK(n^\frac{1}{2}) \)) and \( \mathcal{B}_d((\mathcal{L}^\infty(X), \mathcal{L}^2(\nu)) \) (estimated by \( s(n)^{-1} \)). As we will see, these assumptions collectively imply \( \frac{d_{\mathcal{E}}(\mathcal{H}_K, \mathcal{L}^\infty(X))}{s(i)} \leq \mu_i \leq \left( \frac{s(n)^{-1}}{\mathcal{B}_d((\mathcal{L}^\infty(X), \mathcal{L}^2(\nu))} \right) \) for all \( \epsilon > 0 \), i.e. there is a gap between the Fourier spectrum \((\mathcal{F}_dK(i^\frac{1}{2}))\) of \((K(x, y)\) and the Mercer spectrum \((\mu_i)\) in \( L^2(\nu) \) quantified by the Christoffel function \( s(i)^{-1} \). When such a gap occurs, Assumption 8* characterizes the “tightness” of the weak embedding \( H^\infty \hookrightarrow L^\infty(X) \) in terms of the index function \( \psi \). In the following result, we demonstrate that a gap can be produced when the density \( d\nu \) decays rapidly near zero. Intuitively, such measures possess “higher-dimensional” small balls in the vicinity of discrete (\( \nu \)-negligible) sets that can cause \( T_\nu \) to betray the Fourier spectrum.

**Lemma 1.** Let \( \nu \) be the unique probability measure on the Riemannian circle \( \partial D \) with \( d\nu \propto |1 - e^{i\theta}|^{2k}d\theta \) for some \( k \in \mathbb{N} \). Suppose \( \{ e_i \}_{i=1}^\infty \) is a basis of polynomials. Then, \( \mu_i \sim \frac{(\mathcal{F}_dK(i^{\frac{1}{2}}))}{s(i)} \). Additionally, there exists a function \( \psi \) satisfying Assumptions 1, 2, and 8*.

Measures of this form play a pivotal role in probability theory, statistical physics, and econometrics \([12, 50]\). Most notably, in time-series analysis, \( d\nu \propto |1 - e^{i\theta}|^{2k}d\theta \) is the spectral density of a moving average process with unit root at zero frequency. These processes form the canonical example of a noninvertible ARMA model, where the present state of the process cannot be expressed in terms of its past values. In such settings, \( \nu \) may also arise from the differencing operation, in which the characteristic polynomial of an ARMA process is multiplied by \((1 - z)^\ell \) to difference the data \( \ell \) times and remove an unit roots in the autoregressive component that are causing nonstationarity. When a time series is “overdifferenced”, this transformation may instead produce unit root(s) in the moving average component, leading to a spectral density such as \( \nu \) above. Intuitively, differencing “smooths” the data and removes any non-constant trend. Analogously, the Mercer operator \( T_\nu \) (for \( d\nu \propto |1 - e^{i\theta}|^{2k}d\theta \)) can be perceived as smoothing (or differencing) its argument before convolving the result with the kernel \( (K(x, y) = \kappa(x - y) \) in the following lemma. We characterize Assumption 8* in terms of the range space of \( T_\nu \):

**Lemma 2.** Let \( d\nu \) be as in Lemma 1 and suppose \( \psi(t) = t^\beta \) for some \( \beta \in (0, 1) \), and \( L^2(\partial D) \subset L^2(\partial D, \nu) \). Let \( s = \frac{1}{2} + \frac{\rho(1-\beta)}{2} \). Then Assumption 8* is equivalent to \( K_1||P_\beta f||_{L^2(\nu)} \leq ||T_\nu f||_{H^\infty(\partial D)} \leq K_2||P_\beta f||_{L^2(\nu)} \) for some \( K_1, K_2 > 0 \) (where \( H^m(\partial D) \) denotes the Sobolev space of order \( m \) on the unit circle \( \partial D \) and \( P_m : L^2(\partial D, \nu) \to H^m(\partial D) \) is the orthogonal projection in \( L^2(\partial D, \nu) \)).

Indeed, we observe that a larger result of \( k \) results in a smoother range space for \( T_\nu \), while the scale \( \beta \in (0, 1) \) exhibits an inverse effect. Recall, that for power scales \( \psi(t) = t^\beta \), \( \beta \) characterizes the distance between \( \mathcal{H}_K \) and \( L^\infty(X) \), with a smaller \( \beta \) reflecting a more compact embedding \( \mathcal{H}_K \hookrightarrow L^\infty(X) \) and hence a smoother RKHS \( \mathcal{H}_K \). In Lemma 2 we consider a similar interpretation of Assumption 8* for nonperiodic domains, and demonstrate the latter condition characterizes “optimal” range space for the Mercer operator (the general case requires some additional technicalities and hence is deferred to Appendix D).

**Remark 3.** Note that in Lemmas 1 and 2 we briefly violate Assumption 6* as the Riemannian circle \( \partial D \not\subseteq \mathbb{R} \); however we see that this does not cause any complications as \( \partial D \) is a locally compact Abelian group (and hence admits a Fourier transform by Pontryagin duality) and one-dimensional (so we do not have to worry about radiality).

In Lemma 1 it is notable that the “corruption” to the Fourier spectrum by a factor of \( \frac{1}{s(i)} \) in the Mercer spectrum is produced only by the volume growth of \( \nu \) at the \( \theta = 0 \) \((z = 1) \). Indeed, as observed in the proof in Appendix A and elaborated in \([37]\), for doubling measures, such as the \( \nu \) in Lemmas 1 and 2, the Christoffel function at a given point is precisely characterized by the local volume growth of \( \nu \). Observe that while for any \( \theta \in \left[-\pi, \pi\right) \), \( \nu([\theta - r, \theta + r]) \propto C(\theta)^r \), at \( \theta = 0 \), we have \( \nu([0, r]) \propto r^{2k+1} \) (here the constant \( C(\theta) \) depends on \( \theta \) with \( C(0) \to 0 \) as \( \theta \to 0 \)). Hence, at \( \theta = 0 \), the one-dimensional measure \( d\nu \) exhibits high-dimensional volume growth. This behavior can be attributed to \( d\nu \) arising from the projection of a uniform measure in \( S^{2k+1} \). Indeed, it can be readily shown that if \( z \sim d\nu \), then \( Re(z) \sim 2X \cdot e_{2k+1}^2 \), where \( X \) is a uniformly distributed random vector on the unit sphere \( S^{2k+1} \) and \( e_{2k+2} \in S^{2k+1} \) is the standard basis vector with 1 in its last entry.
While for general, high-dimensional measures, tight estimates for the Mercer spectrum cannot typically be explicitly computed as in Lemma 1 without additional assumptions, the spectral function \( s(n,x) \) still plays a useful role as a gauge function [3] on diagonal bounds for the heat kernel on \((\mathcal{X},\nu)\) [18]. In the following result, we consider metric measure spaces \((\mathcal{X},\nu,||\cdot||_d)\) that satisfy an \(\text{RCD}^+(0,N)\) curvature-dimension condition, which roughly requires them to possess a Hilbertian Sobolev space \(\mathcal{H}^1(\mathcal{X},\nu)\), nonnegative weighted Ricci curvature, and dimension bounded above by \(N\) (see [3] for a formal definition). Here \(s(n,x)\) does indeed coincide with the local volume growth of \(\nu\) at \(x\) (when \(\nu\) is doubling), and on-diagonal heat kernel bounds may be applied to derive isoperimetric inequalities for the Dirichlet capacity of the RKHS. In Lemma 3 we demonstrate that the weak embedding in Assumption 1 implies an isocapacitary inequality for the \(\mathcal{H}_K\)-capacity and Assumption 8* ensures this inequality is tight.

**Lemma 3.** Suppose \(\mathcal{X} \subset \mathbb{R}^d\). Let \((\mathcal{X},\nu,||\cdot||_d)\) be an \(\text{RCD}^+(0,N)\) metric measure space without boundary and \(\nu(dx) = w(x)dx\). Suppose:

\[
\lim_{r \to 0} \int_{\mathcal{X}} \frac{\nu^d}{\nu(B(x,r))} d\nu(x) < \infty
\]  

(13)

and \(\nu\) is doubling, with \(\{\epsilon_i\}_{i \geq 1}\) the eigenfunctions of the Neumann Laplacian \(\Delta_{\nu} \equiv \Delta + \sum_{i} \frac{\epsilon_i}{w} \nabla\nabla\) on \(L^2(\mathcal{X},\nu)\). Suppose \(\langle \cdot,\cdot \rangle_{K}\) is a local, regular Dirichlet form on \(L^2(\mathcal{X},dx)\) with domain \(\mathcal{H}_K(\mathcal{X})\), with \(\alpha_{\frac{1}{2d}} < \infty\) and \(\beta_{F,d,K} = -\beta_{\frac{1}{2d}}\). Then, Assumption 1 implies:

\[
\psi^{1+\epsilon} \left( \frac{tF_{dx}(\frac{1}{t})}{s(t)} \right) \leq \frac{1}{s(t)} \text{ as } t \to \infty
\]  

(14)

for all \(\epsilon > 0\). Moreover, Assumption 8* is equivalent to the isocapacitary inequality:

\[
\frac{1}{\text{cap}_{\mathcal{X}}(B(x,\frac{r}{2}) \setminus B(x,r); K)} \leq \inf_{y \in \mathcal{X}} \psi^{-1}(\nu(B(y,r))) \text{ as } r \to 0
\]  

(15)

for all \(x \in \mathcal{X}\).

**Remark 4.** The factor \(\frac{1}{2}\) in (15) is not important and can indeed be replaced by any \(K \in (0,1)\), as can be seen from the proof in Appendix A. Moreover, the additional assumption of \(\beta_{F,d,K} = -\beta_{\frac{1}{2d}}\) is needed to ensure uniform integrability in evaluating norms \(||\cdot||_K\) at potential functions as \(r \to 0\). This is not particularly restrictive, and is satisfied, for example, by Matérn kernels.

From Lemma 3, we see that Assumption 8* is indeed an optimality condition that ensures that the weak embedding \(H^\psi \overset{w}{\to} L^\infty(\mathcal{X})\) in Assumption 1 is sharp. Indeed, Assumption 1 and therefore (14) can always be satisfied by choosing a \(\psi\) with sufficiently rapid decay at 0 as long as \(\psi(t) \geq t\) as \(t \to 0\) (for example, the trivial choice \(\psi(t) = t\) simply produces the obvious embedding \(\mathcal{H}_K \to L^\infty(\mathcal{X})\)). However, Assumption 8* ensures that this embedding is sharp by requiring the \(\preceq\) in (14) to be an asymptotic equivalence \(\simeq\). In (15), we see that this equivalence is simply a geometric isocapacitary condition, where \(\frac{1}{\psi^{-1}(1)}\) is the profile function that relates the \(\mathcal{H}_K\)-resistance of the annulus \(B(x,r) \setminus B\left(x,\frac{r}{2}\right)\) to its infimal \(\nu\)-volume growth as it contracts toward its center. As the annulus shrinks, it encounters less resistance and the associated Hunt process (recall \(\langle \cdot,\cdot \rangle\) is Markovian) started at \(x \in \mathcal{X}\) visits \(\partial B\left(x,\frac{r}{2}\right)\) less frequently before exiting the larger ball \(B(x,r)\). The isocapacitary relation in (15) relates this escape behavior from \(B(x,r)\) to its \(\nu\)-volume growth. Note that in (15), we only take an infimum over \(\mathcal{X}\) on the RHS, as the resistance on the LHS is uniform in \(\mathcal{X}\) by the radiality of the kernel \(K\).

The condition (13) was employed in [3] to demonstrate that the Laplacian \(\Delta_{\nu}\) on \((\mathcal{X},\nu)\) obeys Weyl asymptotics, i.e. its eigenvalue counting function \(N(\lambda) = \{#i: \lambda_i \leq \lambda\}\) behaves like \(\lambda^\frac{d}{2}\) (which we need to ensure agreement with Assumption 8* on our domain). Intuitively, (13) ensures that the \(\nu\)-volume growth is Euclidean, \(\nu\)-almost everywhere (this is notably satisfied by the \(\nu\) in Lemmas 1 and 2). High-dimensional volume growth is restricted to a singleton, which is \(\nu\)-negligible. Hence, together, Lemmas 1, 2, and 3 suggest a curious phenomenon: a measure \(\nu\) can perturb the Mercer spectrum of \(K(x,y)\) without disturbing the asymptotics of the Laplacian \(\Delta_{\nu}\). This phenomenon can be attributed to the fact that Dirichlet capacities provide a much finer notion of size than Lebesgue-absolutely continuous Radon measures; indeed the embedding \(\mathcal{H}_K \to L^\infty(\mathcal{X})\) implies [3], [41] that every nonempty set has positive \(\mathcal{H}_K\)-capacity (even singletons!). Hence, although high-dimensional regular sets may be \(\nu\)-negligible and not disturb condition (13) (and the asymptotic spectrum of the Laplacian), they are still nontrivial in \(\mathcal{H}_K\)-capacity and hence disturb the Mercer spectrum.

Finally, the exponent \(N = \lim_{r \to 0} \frac{\log \inf_{x \in \mathcal{X}} \nu(B(y,r))}{\log r}\) of the infimal volume growth in (15) is precisely the smallest \(N\) for which the Bakry-Emery curvature condition is satisfied on \(RCD^+(0,N)\) spaces [8], [57], and can alternatively...
be viewed as the volume exponent realizing the Bishop-Gromov lower bound (Theorem 2.3 in [57]). Hence, in these settings, we see that the optimality of the embedding $H^\psi \hookrightarrow L^\infty(\Omega)$ can be completely characterized by the interaction between the kernel $(\kappa)$, topological dimension $(d)$, and the “effective dimension” $N$ of the metric measure space $(\Omega, \nu, ||\cdot||_d)$.

### 2.4.1 Moving Past Radiality

While the tight spectral estimates derived in Appendix C assume the radiality of $K(x, y)$ (or at least equivalence to a radial kernel), here we demonstrate that in the general case, the Mercer spectrum can alternatively be estimated by only requiring cap$_X(B(x, r^2), B(x, r); \mathcal{H}_K)$ be independent of $x \in \Omega$, which under an elliptic Harnack inequality, is equivalent to uniform escape times of the Hunt process associated with $(\langle \cdot, \cdot \rangle_K, \mathcal{H}_K)$ on $L^2(\Omega, dx)$ (elaborated below); it is immediate that these escape times are uniform when $K$ is radial.

**Lemma 4.** Suppose $C_1 n^{-\frac{d}{d+2}} \leq \epsilon_n(\Omega) \leq C_2 n^{-\frac{d}{d+2}}$ in Assumption 6* Assume the hypotheses of Lemma 3 and suppose

$$
\inf_{y \in X} \psi^{-1}\left(\frac{\nu(B(y, r))}{\nu(B(y, r))}\right) \leq \frac{1}{\text{cap}_X\left(B\left(x, \frac{C_1 r}{8}\right), B\left(x, \frac{C_2 r}{8}\right); \mathcal{H}_K\right)}
$$

as $r \to 0$ for all $x \in \Omega$. Then, under Assumptions 1, 4, 6* we obtain:

$$
\psi^{-1}(s(n)^{-1}) \leq \mu_n \leq \psi^{-1}(s(n)^{-\frac{1}{d+2}})
$$

for all $\epsilon > 0$.

Our proof of Lemma 4 in Appendix C relies on estimating $\mu_n$ from below using the geometric approach of Grigor’yan, Netrusov, and Yau [24, 25]. Namely, we construct a candidate eigenspace for $\mu_n$ spanned by the potentials of a collection of disjoint annuli that sufficiently cover $\Omega$. The Courant-Fisher minimax principle then gives us a lower bound for $\mu_n$ characterized by the ratio of the annulus capacity to $\nu$-volume growth (note that when annuli $\mathcal{H}_K$-resistances satisfy a $\Delta_2$ condition [22], the constants $\frac{C_1}{4}$ and $\frac{C_2}{8}$ in (16) are not important). We note that (16) significantly simplifies our lower bound proof, and we may completely avoid developing the interpolation theory employed in Appendix C.

When the expected small ball escape times of the $\mathcal{H}_K$-associated Hunt process $\{X_t\}_{t \geq 0}$ on $L^2(\Omega, dx)$ (see Definition 2.3 and Remark 1) depend only on the ball’s radius and not its position, we obtain translation invariant estimates for the capacity (Theorem 3.12 in [22], and (16) can be further explicated in terms of the exit time function using the so-called “Einstein’s relation” (equation 3.3 in [22]). If the exit time function further satisfies the $\Delta_2$ condition, then the factors $\frac{C_1}{4}$ and $\frac{C_2}{8}$ in (16) can be absorbed into the $\inf$. We summarize these observations in the following corollary.

**Corollary 4.1.** Assume the hypotheses of Lemma 4 and suppose further that the Dirichlet form $(\langle \cdot, \cdot \rangle_K, \mathcal{H}_K(\Omega))$ satisfies an elliptic Harnack inequality (see Definition 3.2 in [22]). Let $\{X_t\}_{t \geq 0}$ be the Hunt process associated with $(\langle \cdot, \cdot \rangle_K, \mathcal{H}_K(\Omega))$ on $L^2(\Omega, dx)$ and consider its exit time function:

$$
E^\Omega(x) = \mathbb{E}_x[\tau_{\Omega}]
$$

where $\tau_{\Omega}$ is the exit time of $X_t$ from $\Omega \subset \Omega$ and $x \in \Omega$. Let $B = B(x, r) \subset \Omega$ and suppose there exists a nondecreasing function $F$ such that:

$$
\sup_{y \in B} E^B(y) \leq C F(r)
$$

$$
\inf_{y \in \delta B} E^B(y) \geq C^{-1} F(r)
$$

for some $\delta \in (0, 1)$ and $C > 0$. If

$$
\inf_{y \in X} \psi^{-1}\left(\frac{\nu(B(y, r))}{\nu(B(y, r))}\right) \leq \frac{F(r)}{r^d}
$$

as $r \to 0$ for all $x \in \Omega$, then, under Assumptions 1, 4, 6* we obtain:

$$
\psi^{-1}(s(n)^{-1}) \leq \mu_n \leq \psi^{-1}(s(n)^{-\frac{1}{d+2}})
$$

for all $\epsilon > 0$.  
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The proof of this result follows directly from Lemma 4 and Theorem 3.12 in [22] upon noting that in the proof of the former (see Appendix D) the factor \( \frac{C}{n} \) in (16) can be replaced by any \( \delta_1 < \frac{C}{n} \). Observing that \( r^d \approx \text{Vol}(B(x, r)) \) in (17), we see how Assumption 8* directly characterizes a change of measure (from Lebesgue to \( \nu \)) via the scale function \( \psi \) and the dynamics of the \( \mathcal{H}_K \)-associated Hunt process \( X_t \). We emphasize the Hunt process \( X_t \) is completely independent of the measure \( \nu \), and symmetric with respect to the Lebesgue measure on \( \mathcal{X} \) (note that since the small balls in (17) are compactly supported in \( \mathcal{X} \), we can equivalently consider the \( \mathcal{H}_K \)-associated Hunt process on \( (\mathbb{R}^d, dx) \)). We will further develop this probabilistic perspective on misspecification will in an upcoming paper.

**Remark 5.** It is worth noting that the choice of Laplacian eigenfunctions \( \{e_i\}_{i \in \mathbb{N}} \) in Lemmas 3, 4 and Corollary 4.1 is not special, indeed, in light of (12), the proofs of these lemmas may be adapted for the eigenfunctions of any compact self-adjoint operator on \( L^2(\nu) \) which enjoys sharp upper and lower on-diagonal heat kernel estimates. See [23] for sufficient conditions.

### 2.4.2 Related Work

Assumptions 1 and 5 can be viewed as a generalization of those in [19] to Hilbert scales. Namely, these assumptions reduce to the corresponding source and embedding conditions in [19] with the choice of \( \phi(t) = t^\beta \) and \( \psi(t) = t^\gamma \) (using their notation). The additional embedding \( H^s \hookrightarrow H^\psi \) in Assumption 4 is not strictly necessary for the derivation of minimax rates, but helps simplify the analysis. Intuitively, this embedding ensures that \( f^* \) is bounded.

We emphasize that a distinctive feature of our analysis is that we do not make any direct assumption on the eigendecay of \( T_\nu \) or its effective dimension. Indeed, while [7, 8] established learning rates in the stronger \( \| \cdot \|_K \) norm for more general regularization schemes, their analysis only considered Holder-type source conditions and hinged on a particular asymptotic eigendecay of \( T_\nu \) (which depends on the unknown measure \( \nu = P|_X \)). 48 and 49 consider general source conditions similar to this paper (and for more general regularization schemes), although they too place conditions on the statistical dimension of \( T_\nu \) (which is strongly related to its eigendecay). Recently, [36] considered Lepski-based parameter selection strategy for general regularization schemes, and demonstrated that known estimates on the statistical dimension of \( T_\nu \) can be effectively leveraged for adapting to misspecification.

To the best of our knowledge, this is the first work to establish minimax learning rates under general source conditions without appealing to any direct assumptions on the eigendecay or statistical dimension of the Mercer operator \( T_\nu \). The primary focus of this work is to elucidate the precise interaction of the kernel \( K(x, y) \) and the sampling measure \( \nu \) in determining the Mercer eigendecay, and the robustness of this spectrum to modifications of the measure \( \nu \). In the process, we aim to identify the most generic characterization of \( \nu \) which, in conjunction with \( K \), completely establishes the Mercer spectrum. Our approach leverages the \( L^\infty(\mathcal{X}) \) embedding of the Hilbert scale \( \mathcal{H}^\nu \), the distance between \( L^\infty(\mathcal{X}) \) and \( L^2(\nu) \) (Assumption 4), and a compatibility condition between \( \psi \) and the Fourier transform of the kernel (Assumption 8*) to infer spectral information on \( T_\nu \). In a sense, our analysis demonstrates that, via an interpolation inequality, evaluating the tightness of the weak embedding \( \mathcal{H}^\psi \hookrightarrow L^\infty(\mathcal{X}) \) (and thereby the Mercer spectrum) is in a sense equivalent to evaluating the optimality of \( \psi \) as an isocapacitary profile function (via Lemma 5). When \( \psi \) is indeed optimal, the interpolation inequality (Lemma 3, 1) provides the correct “change of measure” (see also Corollary 4.1). However, this delicate relationship hinges on a certain degree of local isotropy, characterized either by radiality of the kernel or the uniformity of small-ball escape times in the \( \mathcal{H}_K \)-associated Hunt process on \( L^2(\mathcal{X}, dx) \). See Section 2.4.4.

### 2.5 Results

In presenting our main results, we will always assume the validity of Assumption 8* but emphasize that, in light of section 2.4.1 we may alternatively assume (16) or (17). We first present our upper bound on the mean-square error in Theorem 5.

**Theorem 5.** Suppose Assumptions 1, 8* hold. Let \( \hat{s}(t) = s^{-1}(t^{-1}) \). Then for any sufficiently small \( \epsilon > 0 \), choosing \( \lambda_n \approx \left( \frac{d}{s_{\text{opt}}(\nu)} \right)^{-1}(n^{-1}) \), we obtain, with probability \( 1 - 2\delta \):

\[
\|f_D, \lambda_n - f^*\|_{L^2(\nu)} \leq \log(\delta^{-1}) \sqrt{\phi\left( \left( \frac{d}{s_{\text{opt}}(\nu)} \right)^{-1}(n^{-1}) \right)} \tag{18}
\]

Intuitively, the function \( \phi\left( \left( \frac{d}{s_{\text{opt}}(\nu)} \right)^{-1} \right) \) appearing in (18) captures the distance between \( \mathcal{H}^\nu \) and the hypothesis class \( \mathcal{H}_K \), i.e. the “degree of misspecification”. Indeed, since \( \psi^{-1}(s(i)^{-1}) \leq \mu_i \leq \psi^{-1}(s(i)^{-1}|\nu) \) (as shown in Appendix
the upper rate effectively compares \( \phi(\mu_\ell) \) to \( \mu_i \). For example, when \( \phi(t) = t^\beta \), \( \psi(t) = t^\alpha \), and \( \mu_i \approx \varepsilon^{-\frac{1}{p}} \) (for \( \alpha, \beta, p \in (0, 1) \)) as in [19], then \( n^{-\frac{\alpha}{\alpha + \beta}} \lesssim \phi\left( \frac{\phi}{\psi^{\alpha + \beta}} \right)^{-1} (n^{-1}) \lesssim n^{-\frac{\alpha}{\alpha + \beta}} \) for all sufficiently small \( \varepsilon > 0 \). If \( \frac{\beta}{p} \) is close to 1, then \( \mathcal{H}^\psi \) is much closer to \( L^\infty(\mathcal{X}) \) than \( \mathcal{H}_K \) and the setting is poorly specified, producing a slow rate close to \( n^{-\frac{1}{2}} \). If \( \beta \gg p \) is large, i.e. \( \mathcal{H}^\psi \) is close to \( \mathcal{H}_K \), our setting is well-specified, and we approach the fast rate of \( n^{-\frac{1}{2}} \). We note that the \( \varepsilon \)-error in [18] is an unavoidable artifact of the weak embedding \( \mathcal{H}^\psi \hookrightarrow L^\infty(\mathcal{X}) \) in Assumption 1, namely by Definition 2.2 \( \psi \) is merely an infimum of scale functions parameterizing spaces lying in \( L^\infty(\mathcal{X}) \). In other words, in order to identify the “optimal” scale function \( \psi \) (Assumption 8*), we need to consider spaces \( \mathcal{H}^\psi \) that potentially lie just outside \( L^\infty(\mathcal{X}) \).

The proof of Theorem 5 hinges on the following bias-variance decomposition, which illustrates that, up to a constant, both components of the error can be controlled purely in terms of \( \phi, \psi, \) and \( s \):

**Lemma 6.** Suppose Assumptions 1-8 hold. Then, for all sufficiently small \( \varepsilon > 0 \):

\[
\|f^*-f_D,\lambda\|_{L^2(\nu)} \lesssim \|f^*\|_{\phi} \sqrt{\phi(\lambda)} + \|k^{\psi_1+\varepsilon}\|_{\infty} \|f^*\|_{\phi} \sqrt{\frac{\log(2\delta^{-1})}{n}} \left( \frac{1}{n^{\psi_1+\varepsilon}(\lambda)} + \frac{\phi(\lambda)}{\psi_1+\varepsilon(\lambda)} + s^{-1}(\psi(\lambda)-1-\varepsilon) \right)
\]

with probability \( 1 - 3\delta \).

As noted above, we observe here that the kernel only appears in [19] via the constant term \( \|k^{\psi_1+\varepsilon}\|_{\infty} \), and hence, given the geometric functions \( \psi, \phi \), and \( s \), \( K \) does not directly influence the asymptotic behavior of the upper bound as \( \lambda \to 0 \). This surprising absence of the kernel (given the aforementioned profile functions), can be attributed to the embedding conditions in Assumption 1 which ensure that (via a Gagliardo-Nirenberg type inequality) uniform bounds on the bias depend only on the ratios between norms in \( \mathcal{H}^\psi \), and \( \mathcal{H}^\phi \) and \( \mathcal{H}_K \), respectively. Moreover, due to relative growth rates of the index functions implied by compactness, these capacity ratios depend solely on \( \phi, \psi \), and \( s \).

We now discuss the optimality of the upper bound in Theorem 5. The derivation of a minimax lower bound near-match (18) is significantly more involved and hinges crucially on the sharpness of the weak embedding \( \mathcal{H}^\psi \hookrightarrow L^\infty(\mathcal{X}) \), which in turn depends on the compactness properties of the domain \( \mathcal{X} \subset \mathbb{R}^d \) (captured by the entropy condition in Assumption 6 and the smoothness of the kernel \( \kappa \)). Unlike the derivation of the upper bound, here the analysis does not reduce simply to a comparison of the index functions, as we must demonstrate the maximality of the spectral function \( \psi \) in “stretching” the kernel class \( \mathcal{H}_K \). Informally, we need to ensure that the enlarged (infinite-dimensional) ellipsoid \( B(\psi(\mathcal{H}_K)) \) is “maximal” relative to \( L^\infty(\mathcal{X}) \), otherwise our use of \( \mathcal{H}^\psi \) as a proxy for \( L^\infty(\mathcal{X}) \) in the derivation of (18) is suboptimal (i.e. \( \psi \) is large) \( \mathcal{H}^\psi \) may provide a very coarse approximation of \( \| \cdot \|_{\infty} \). We quantify this maximality via estimating the squared Gelfand widths of \( \mathcal{H}_K \) in \( L^\infty(\mathcal{X}) \), which can then be compared to the eigenvalues \( \mu_\ell \) (the squared Gelfand widths of \( \mathcal{H}_K \) in \( L^2(\nu) \); see e.g. Prop. 5 in [39]) via the Gagliardo interpolation inequality. The former widths are independent of the measure \( \nu \) and depend only on the smoothness of the kernel \( \kappa \) (captured by its Fourier decay) and the compactness of \( \mathcal{X} \). Intuitively, the weak embedding \( \mathcal{H}^\psi \hookrightarrow L^\infty(\mathcal{X}) \) is sharp (and our learning rate in (18) is optimal) if the index function \( \psi \) provides the correct “change-of-measure” from \( \nu \) to the \( d \)-dimensional Lebesgue measure (see also Lemmas 2 and 4 and Corollary 4.1).

**Theorem 7.** There exists a distribution \( \mathcal{P} \) on \( \mathcal{X} \times \mathbb{R} \) satisfying Assumption B with \( \mathcal{P}|_{\mathcal{X} = \nu} = f_D, \| f^*_D \|_{\psi} \leq B_{\sigma}, \| f^*_D \|_{\infty} \leq B_\infty \), such that, for any learning algorithm \( D \mapsto f_D \), we have with \( P^n \) probability not less than \( 1 - \frac{4\sqrt{2} K^{\psi_1+\varepsilon}}{\sqrt{d} \cdot \phi(\lambda) \sigma^2 \log 2} > 0 \):

\[
\|f_D - f^*_D\|_{L^2(\nu)} \gtrsim \sqrt{\tau \phi\left( \frac{\phi}{\psi^{\psi_1+\varepsilon}} \right)^{-1} (n^{-1})}
\]

where \( U_{d,\infty,\phi} \) does not depend on \( n \) or \( \tau \) and \( K > 1 \) is an absolute constant.

We note that in Theorem 7 we can always ensure the probability \( 1 - \frac{4\sqrt{2} K^{\psi_1+\varepsilon}}{\sqrt{d} \cdot \phi(\lambda) \sigma^2 \log 2} > 0 \) through a sufficiently small choice of \( \tau > 0 \). Collectively, Theorems 5 and 7 demonstrate that the mean squared error of kernel ridge regression can be completely described in terms of three geometric quantities: the effective dimension of the metric measure space \( (\mathcal{X}, \nu, \| \cdot \|_{\psi}) \) (i.e. \( s(n) \), see Lemmas 3 and 4), and the “spectral distances” from the hypothesis class \( \mathcal{H}_K \) to \( L^\infty(\mathcal{X}) \) and the learning target \( f^* \) (characterized by the profile functions \( \psi \) and \( \phi \), respectively).
3 Conclusion

In this paper, we derive novel minimax learning rates for ridge regression over Hilbert scales with general source conditions. Our analysis hinges on a detailed derivation of sharp estimates for kernel eigendecay, that elucidate the precise interaction of kernel, measure, dimension, and functional geometry in characterizing the complexity of the RKHS. Our approach is based on estimating the Gelfand widths of the kernel class in $L^\infty(\mathcal{X})$ via a new Fourier capacity condition, which characterizes the complexity of the kernel through an isocapacitary condition on small balls in the metric measure space $(\mathcal{X}, \nu, ||| \cdot |||_d)$. In the process, we examine the influence of kernel Dirichlet capacities (Lemmas 3 and 4) and the local dynamics of the RKHS-associated Hunt process (Corollary 4.1) in determining the relative smoothness of the kernel class in $L^2(\nu)$. Our analysis suggests that a capacitary approach to large deviations, as opposed to a purely measure-theoretic perspective, may be promising in the context of finite-sample asymptotics for nonparametric regression. Future work involves further developing this probabilistic perspective on ridge regression in both offline and online learning settings.
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eigenfunction takes the form:

\[ \langle V_n f, \tilde{\nu} \rangle \approx \frac{1}{\sqrt{n+1}} \sum_{m=-\infty}^{\infty} f\left(\frac{(m+1)\pi}{n+1}\right) z^m \]

If \( f\left(\frac{(m+1)\pi}{n+1}\right) \neq 0 \) only for \( m \in \{0, 1, \ldots, n\} \), we write \( \tilde{V}_n f \in \mathbb{R}^{n+1} \) for the corresponding vector with entries

\( (\tilde{V}_n f)_m = f\left(\frac{(m+1)\pi}{n+1}\right) \) for \( 0 \leq m \leq n \). The constructed pseudomode in (20) resembles the approximate eigenvectors studied in [12]; we demonstrate that for a careful choice of \( f \), \( V_n f \) exhibits stronger spectral approximation properties for the particular symbol \( d\nu = |1-z|^{2k} \) than those obtained in the general case in [12] and [11]. Our result may be of independent interest for the study of Toeplitz matrices.

**Lemma A.1.** Let \( d\nu = w(\theta)d\theta \sim |1-e^{i\theta}|^{2k}d\theta \) on \( (0, 2\pi) \) and let \( T_n(\nu) \) denote the Toeplitz matrix given by \( T_n(\nu) = ((F\nu(i-j))_{i,j=1,\ldots,n} \). Then, for any \( C^\infty(\mathbb{R}) \) function \( \phi \) supported on \([0, \pi]\), we have \( (\tilde{V}_{n-1} \phi, T_n(\nu)\tilde{V}_{n-1} \phi) \approx n^{-2k} \).

**Proof.** For any \( f \in L^1(\mathbb{R}) \) we define the backward difference:

\[ \nabla_h[f](x) = f(x) - f(x-h) \]
where \( h > 0 \) and \( x \in \mathbb{R} \). When \( h = 1 \), we simply write \( \nabla[f](x) \). We first observe that for any \( g = \sum_{m=-\infty}^{\infty} c(m) z^m \) and \( k \geq 1 \):

\[
(1 - z)^k g = \sum_{m=-\infty}^{\infty} \nabla^k[c](m) z^m
\]

Hence, we have:

\[
\frac{1}{2\pi} \int_0^{2\pi} |1 - e^{i\theta})|^{2k} |g(e^{i\theta})|^2 d\theta = \sum_{m=-\infty}^{\infty} (\nabla^k[c](m))^2
\]

Now, let \( \phi \) be a \( C^\infty(\mathbb{R}) \) function supported on \([0, \pi]\) (e.g. \( \phi(x) = e^{-\left(\frac{x}{\pi}\right)^2} \) on \([0, \pi]\)). Then, we have that:

\[
\frac{1}{2\pi} \int_0^{2\pi} |1 - e^{i\theta})|^{2k} |V_n \phi(e^{i\theta})|^2 d\theta = \frac{1}{n+1} \sum_{m=-\infty}^{\infty} \left( \frac{n+1}{n+1} \right)^2 (1 - \left(\frac{m+1}{n+1}\right)^2) + \sum_{n<m\leq n+k} \frac{1}{(n+1)^{2k+2}} \leq \frac{5C}{(n+1)^{2k}}
\]

where in (21), \( C = \max_{0 \leq j \leq k} ||\phi^{(j)}||_\infty < \infty \) due to the compact support of \( \phi \).

**Proof of Lemma 7** Let \( \mathcal{P}_m = \text{span}\{1, z, \ldots, z^m\} \) denote the space of \( m \)-degree polynomials on \( \partial\mathbb{D} \). Note that \( \text{span}\{e_i\}_{i=1}^{m} = \mathcal{P}_{m-1} \) by the assumption that \( e_i \) is a degree \( i - 1 \) polynomial. Hence, by the Courant-Fisher theorem we may express the eigenvalues \( \{\mu_i\}_{i=1}^{\infty} \) of \( T_n \) as:

\[
\mu_{m+1} = \min_{p \in \mathcal{P}_m} \frac{||p||^2_{L^2(\nu)}}{||p||^2_K} = \min_{p \in \mathcal{P}_m} \frac{||p||^2_{L^2(\nu)}}{\sum_{j=0}^{m} p_j^2} (\mathcal{F}(\kappa)(j))
\]

where we have expressed \( p \in \mathcal{P}_m \) as \( p = \sum_{j=0}^{m} p_j z^j \). The last line follows from the fact that by Bochner’s theorem and the stationarity of \( K(\theta_1, \theta_2) = \kappa(\theta_1 - \theta_2) \), the Fourier basis \( \{1, z, \ldots, z^m\} \) is an orthogonal basis in \( \mathcal{H}_K \) despite not being orthogonal in \( L^2(\nu) \). We first demonstrate the lower bound. Borrowing notation from Lemma A.1 and noting that \( \mathcal{F}(\kappa) \) is nonincreasing, we have that:

\[
\mu_{m+1} = \min_{p \in \mathcal{P}_m} \frac{||p||^2_{L^2(\nu)}}{\sum_{j=0}^{m} p_j^2} (\mathcal{F}(\kappa)(j)) \geq (\mathcal{F}(\kappa)(m) \cdot \min_{p \in \mathcal{P}_m} \frac{||p||^2_{L^2(\nu)}}{\sum_{j=0}^{m} p_j^2}) = (\mathcal{F}(\kappa)(m) \cdot \lambda_{\min}(T_{m+1}(\nu)) \cdot (\mathcal{F}(\kappa)(m)(n+1)^{-2k})
\]

where the last line follows from the well-known asymptotic behavior of the smallest eigenvalue of \( T_n(\nu) \); see e.g. Proposition 6.1 in [6] or Theorems 4.11 and 4.32 in [13]. We now derive a matching upper bound using the test function constructed in Lemma A.1. Indeed, let \( \phi \) be a \( C^\infty(\mathbb{R}) \) function supported on \([0, \pi]\). By the previous lemma,
we have that:

\[ \mu_{m+1} = \min_{p \in P_m} \frac{||p||^2_{\mathcal{L}_2(\nu)}}{\sum_{j=0}^{m} \phi_j^2(F_{\kappa}(j))} \]

\[ \leq \frac{||V_m \phi||^2_{\mathcal{L}_2(\nu)}}{\sum_{j=0}^{m} \phi_j^2(F_{\kappa}(j))} = (V_m \phi, T_{m+1}(\nu)V_m \phi) \left( \sum_{j=0}^{m} \phi_j^2(F_{\kappa}(j)) \right)^{-1} \]

\[ \approx (m+1)^{-2k} \left( \frac{1}{m+1} \sum_{j=0}^{m} \phi_j^2 \left( \frac{(j+1)\pi}{m+1} \right) \left( \frac{j}{m} \right)^{-2\alpha_{\mathcal{F}(\kappa)}} \right) \]

(22)

where (22) follows since \( V_m \phi \) is an analytic degree \( m \) polynomial and (23) is Lemma A.1. Then, from the condition \( 0 \geq \alpha_{\mathcal{F}(\kappa)}(t) > -\infty \) in Assumption 7, we may write the above inequality and set \( \delta \) as a constant. Then, plugging in \( s = \frac{t}{m} \) and \( t = m \) into (23), we have by the boundedness of \([\delta, 1]\) that:

\[ \frac{1}{m+1} \sum_{j=0}^{m} \phi_j^2 \left( \frac{(j+1)\pi}{m+1} \right) \left( \frac{j}{m} \right)^{-2\alpha_{\mathcal{F}(\kappa)}} \]

\[ \leq \frac{1}{(m+1)(F_{\kappa}(m))} \sum_{j=0}^{m} \phi_j^2 \left( \frac{(j+1)\pi}{m+1} \right) \left( \frac{\pi(j+1)}{m+1} \right)^{-2\alpha_{\mathcal{F}(\kappa)}} \]

\[ \approx \frac{1}{(F_{\kappa})(m)} \left( \int_0^\pi \phi_j^2(t)^{-2\alpha_{\mathcal{F}(\kappa)}} dt + o(1) \right) \]

Substituting the last line into (23), we obtain:

\[ \mu_{m+1} \leq (F_{\kappa})(m)(m+1)^{-2k} \]

Now observing that for the specified measure \( d\nu \propto |1-z|^{2k}, s(n) = n^{2k+1} \) by Theorem 4.3 in [7], we obtain our result. Verifying that there exists a \( \psi \) satisfying Assumptions 8 and 2 is straightforward: this follows immediately from the fact that \( \frac{t(t-s)}{s} \leq \frac{1}{s} < 1 \) as \( t \to \infty \) (as \( t(F_{\kappa}(t)) \to 0 \) by \( \mathcal{H}_K \hookrightarrow L^\infty(\mathcal{X}) \)) — hence we may choose \( \psi \) such that \( \psi^{-1}(t) \approx t^{-1} s^{-1}(t^{-1})(F_{\kappa})(s^{-1}(t^{-1})) \) as \( t \to 0 \). The concavity of \( \frac{1}{\psi(t)} \) follows immediately from the fact that both \( \psi^{-1}(t) \) (and hence \( \psi \)) and \( \frac{1}{\psi(t)} \) are nonincreasing. To verify that \( H_{\psi} \overset{w}{\to} L^\infty(\mathcal{X}) \), we first, abusing notation, denote by \( s(t, x) \) the measure on \( (0, \infty) \) given by \( s(t, x) = \sum_{j \leq t} e_j^2(x) \) for \( t \geq 1 \) and \( s(t, x) \to 0 \) for \( t \in [0, 1) \). Then, observe that for any for any \( \epsilon > 0 \), we may write \( f \in H_{\psi}^{1+\epsilon} \) as \( f = \sum_{i=1}^\infty a_i \psi^{1+\epsilon} (\mu_i) e_i \) for \( \{a_i\} \in \ell^2 \). Since, as we have just shown, \( \mu_i \approx \frac{t(F_{\kappa}(i))}{s(i)} \), we have that:

\[ f(x) = \sum_{i=1}^\infty a_i \psi^{1+\epsilon} (\mu_i) e_i(x) \]

\[ \leq \sum_{i=1}^\infty a_i \left( \frac{1}{s(i)} \right) \sum_{i=1}^\infty \frac{1}{s(i)^{1+\epsilon}} e_i^2(x) \]

\[ = ||f||_{H_{\psi}^{1+\epsilon}}^2 \int_0^\infty \frac{1}{s(i)^{1+\epsilon}} ds(i, x) \]

\[ \leq ||f||_{H_{\psi}^{1+\epsilon}}^2 \int_0^\infty \frac{1}{s(i)^{1+\epsilon}} ds(i) \]

\[ \leq C||f||_{H_{\psi}^{1+\epsilon}}^2 \]

(27)
where (25) follows from Assumption 8* and (26) follows from \(ds(n, x) \leq ds(n)\) by definition. Taking the supremum of the LHS, we verify the weak embedding \(H^\psi \hookrightarrow L^\infty(\mathcal{X})\).

**Proof of Lemma 2** We recall from Lemma 1 that \(s(n) \asymp n^{2k+1}\) for \(L^2(\nu)\). Let \(f = \sum_{m \in \mathbb{Z}} f_m z^m \in L^2(\nu)\) and set \(s = \frac{1}{2\pi} + \frac{k(1-\beta)}{\beta}\). Analogously to Lemma 4.13 in [13] for \(g \in L^2(\mathbb{R})\), we define the discrete Laplacian operator as:

\[
\Delta_k[g](x) = 2g(x) - g(x+h) - g(x-h)
\]

for \(x \in \mathbb{R}\) and \(h > 0\) (with a similar abbreviation of \(\Delta[g](x)\) when \(h = 1\)). Observe that for \(w(\theta) = |1 - e^{i\theta}|^2k\) and \(g \in L^1(\partial\mathbb{D}) \cap L^2(\partial\mathbb{D}), \mathcal{F}[wg] = \Delta^k[Fg]\). It is easy to see that for \(s > 0\), \(H^s(\partial\mathbb{D}) \subset L^2(\partial\mathbb{D}) \subset L^2(\nu)\) (see e.g. Theorem 4.13 in [13]). Then, we obtain that for any \(g \equiv \sum_{m \in \mathbb{Z}} g_m z^m \in H^s(\mathbb{D})\):

\[
\langle g, T \nu f \rangle_{H^s(\partial\mathbb{D})} = \sum_{m \in \mathbb{Z}} (1 + m^2)^s g_m(T \nu f)_m \\
\geq \sum_{m \in \mathbb{Z}} m^{2s} g_m(T \nu f)_m \\
= \sum_{m \in \mathbb{Z}} m^{\frac{2k-1}{2}} m^{2k+1} g_m(T \nu f)_m \\
= \sum_{m \in \mathbb{Z}} \psi^{-1}(m^{-2k-1}) m^{2k+1} g_m(T \nu f)_m \\
\geq \sum_{m \in \mathbb{Z}} g_m(\Delta^k[Ff])(m) \\
= \langle g, f \rangle_{L^2(\nu)}
\]

where \(23\) follows from the Fourier convolution formula and in \(29\) we have applied Assumption 8* (noting \(s(n) \asymp n^{2k+1}\) as in Lemma 1). Taking the supremum of both sides over all \(g \in B(H^s(\partial\mathbb{D}))\), we obtain our result.

**Proof of Lemma 3** We first begin with some preliminary calculations of the relative \(H_K\)-capacity. We first note that since our cutoff functions considered here will have compact support in \(\mathcal{X}\) and vanish at the boundary we can simply work with \(H_K\) norms as opposed to \(H_K(\mathcal{X})\) by the discussion after Definition 2.3 (and hence will omit this specification here notationally). By Lemma 2.1.1 in [1], we can reformulate \(\text{cap}_X(E, F; H_K)\) in Definition 2.3 as:

\[
\text{cap}_X(E, F; H_K) = \inf \{||f||_K^2 : f \in H_K; f = 1 \text{ on } E; f = 0 \text{ on } \mathcal{X}\setminus \text{int}(F); 0 \leq f \leq 1\}
\]

(30)

Let \(\text{Adm}_X(E, F; H_K) = \{f \in H_K : f = 1 \text{ on } E; f = 0 \text{ on } \mathcal{X}\setminus \text{int}(F); 0 \leq f \leq 1\}\) denote the set of admissible functions for \(\text{cap}_X(E, F; H_K)\). Since \(\mathcal{X}\) contains no boundary points by assumption, it is easy to see that the sets \(\text{Adm}_X(B(x, \frac{r}{2}), B(x, r); H_K)\) are radial for all \(r < r_x\); i.e. there exists a \(r_x > 0\), such that for all \(0 < r < r_x\):

\[
\text{Adm}_X\left(B\left(x, \frac{r}{2}\right), B(x, r); H_K\right) = \left\{ \tilde{f}(y) = g\left(x + \frac{r_x(y - x)}{r}\right) : f \in \text{Adm}_X\left(B\left(x, \frac{r_x}{2}\right), B(x, r_x); H_K\right) \right\}
\]

We may choose \(r_x \in \left(0, \frac{1}{2 \sqrt{C_d}}\right)\), where \(C_d\) is the volume of the unit ball in \(\mathbb{R}^d\). Let \(\hat{f} \in \text{Adm}_X\left(B\left(x, \frac{r_x}{2}\right), B(x, r); H_K\right)\). Then, \(\mathcal{F}\hat{f}(\xi) = (rr_x^{-1})^d e^{-i\xi(1-rr_x^{-1})x} \mathcal{F}f(rr_x^{-1}\xi)\) for some \(f \in \text{Adm}_X\left(B\left(x, \frac{r_x}{2}\right), B(x, r_x); H_K\right)\). Hence, we have as \(r \to 0:\)

\[
||\hat{f}||_K^2 = \int_{\mathbb{R}^d} |\mathcal{F}\hat{f}(\xi)|^2 \frac{d\xi}{\mathcal{F}dK(||\xi||)} = (rr_x^{-1})^{2d} \int_{\mathbb{R}^d} |\mathcal{F}f(rr_x^{-1}\xi)|^2 \frac{d\xi}{\mathcal{F}dK(||\xi||)} = (rr_x^{-1})^{2d} \int_{\mathbb{R}^d} |\mathcal{F}f(\xi)|^2 \frac{d\xi}{\mathcal{F}dK(r_x^{-1}||\xi||)}
\]

(31)
We will demonstrate that both assumptions hold. Now, observe that, uniformly in $t \geq 1$, we have:

\[
\lim_{||\xi|| \to \infty} \frac{1}{\log ||\xi||} \cdot \log \left( \frac{\mathcal{F}_{dK}(t)}{\mathcal{F}_{dK}(||\xi||)} \right) = -\beta_{dK},
\]

which follows from the assumption that the extension indices of $\mathcal{F}_{dK}$ and $\frac{1}{\mathcal{F}_{dK}}$ (see (11) and (12)) are finite (namely $\alpha_{r_{x},r} < \alpha_{r_{x},r}$) and $\beta_{dK} = -\frac{1}{\log r_{x}}$ (note the extension indices of $\mathcal{F}_{dK}$ are nonpositive as $\mathcal{F}_{dK}$ is nonincreasing). Then, choosing $t = r_{x}r^{-1}$ and $t = 1$ in (32), and $||\xi|| = r_{x}$ in (33) we have that for any $\epsilon > 0$ (which we will choose later), there exists a $s_{1}(\epsilon) \in (0,1)$ and $s_{2}(\epsilon) \in (1,\infty)$ depending only on $\epsilon$ such that:

\[
||\xi||^{-2\epsilon} \leq \frac{\mathcal{F}_{dK}(||\xi||)}{\mathcal{F}_{dK}(r_{x}r^{-1}||\xi||)} \quad \forall \ ||\xi|| \in [s_{1}(\epsilon), s_{2}(\epsilon)) \quad (34)
\]

\[
\frac{\mathcal{F}_{dK}(r_{x}r^{-1})}{\mathcal{F}_{dK}(r_{x}r^{-1})} \geq 2^{\alpha_{r_{x},r^{-1}}} \quad \forall r \in (0,1) \quad (35)
\]

when $r_{x} \in (0, s_{1}(\epsilon))$ (note that in fact we can always choose $r_{x} < \frac{1}{2}$ sufficiently small so that (35) holds). Substituting (34) and (35) into (31), we have by the uniformity of (32-33) and the compactness of $[1, s_{2}(\epsilon)]$ that there exists constants $C_{1}, C_{2} > 0$ independent of $r > 0$ (but dependent on $r_{x}$) such that:

\[
||\tilde{f}||_{K}^{2} \geq C_{1}r^{d} \left( \int_{B(0,1)} |\mathcal{F}f(\xi)|^{2}d\xi + \frac{1}{\mathcal{F}_{dK}(r^{-1})} \int_{\mathbb{R}^{d}\setminus B(0,1)} \frac{||\xi||^{-2\epsilon}||\mathcal{F}f(\xi)||^{2}}{\mathcal{F}_{dK}(||\xi||)}d\xi \right) \quad (36)
\]

\[
||\tilde{f}||_{K}^{2} \leq C_{2}r^{d} \left( \int_{B(0,1)} |\mathcal{F}f(\xi)|^{2}d\xi + \frac{1}{\mathcal{F}_{dK}(r^{-1})} \int_{\mathbb{R}^{d}\setminus B(0,1)} \frac{||\xi||^{-2\epsilon}||\mathcal{F}f(\xi)||^{2}}{\mathcal{F}_{dK}(||\xi||)}d\xi \right) \quad (37)
\]

Let:

\[
A_{1} = \inf_{f \in \text{Adm}_{X}(B(x, \frac{r}{2}), B(x, r); \mathcal{H}_{K})} \int_{\mathbb{R}^{d}\setminus B(0,1)} \frac{||\xi||^{-2\epsilon}||\mathcal{F}f(\xi)||^{2}}{\mathcal{F}_{dK}(||\xi||)}d\xi
\]

\[
A_{2} \equiv \inf_{f \in \text{Adm}_{X}(B(x, \frac{r}{2}), B(x, r); \mathcal{H}_{K})} \int_{\mathbb{R}^{d}\setminus B(0,1)} \frac{||\xi||^{-2\epsilon}||\mathcal{F}f(\xi)||^{2}}{\mathcal{F}_{dK}(||\xi||)}d\xi
\]

We will demonstrate that both $A_{1}, A_{2} \in (0,\infty)$ with an appropriate choice of $\epsilon > 0$. Observe that it suffices to prove $A_{1} > 0$ and $A_{2} < \infty$. For the first statement, we first note that $\epsilon > 0$ can always be chosen so that $\frac{1}{\mathcal{F}_{dK}(t)}$ is asymptotically nondecreasing, i.e. with the choice $\epsilon < \epsilon_{1} \equiv -\frac{1}{2} \lim_{t \to \infty} \log \mathcal{F}_{dK}(t)$. Hence, we have that:

\[
\int_{\mathbb{R}^{d}\setminus B(0,1)} \frac{||\xi||^{-2\epsilon}||\mathcal{F}f(\xi)||^{2}}{\mathcal{F}_{dK}(||\xi||)}d\xi \geq \frac{1}{\mathcal{F}_{dK}(1)} \int_{\mathbb{R}^{d}\setminus B(0,1)} \frac{|\mathcal{F}f(\xi)|^{2}}{\mathcal{F}_{dK}(||\xi||)}d\xi
\]

\[
= \frac{1}{\mathcal{F}_{dK}(1)} \left( ||f||_{L^{2}(\mathbb{R}^{d})}^{2} - \int_{B(0,1)} |\mathcal{F}f(\xi)|^{2}d\xi \right)
\]

\[
\geq \frac{1}{\mathcal{F}_{dK}(1)} \left( ||f||_{L^{2}(\mathbb{R}^{d})}^{2} - C_{d} ||f||_{L^{1}(\mathbb{R}^{d})}^{2} \right) \quad (38)
\]

\[
\geq \frac{1}{\mathcal{F}_{dK}(1)} \left( 2^{-d}r_{x}^{d} - C_{d}r_{x}^{2d} \right) \quad (39)
\]

where (38) follows from the bound $||\mathcal{F}f||_{L^{\infty}(\mathbb{R}^{d})} \leq ||f||_{L^{1}(\mathbb{R}^{d})}$ (recalling $C_{d}$ is the volume of the unit ball) and (39) follows from the fact that by definition, $f \in \text{Adm}_{X}(B(x, \frac{r}{2}), B(x, r); \mathcal{H}_{K})$ implies $f = 1$ on $B(x, \frac{r}{2})$ (and hence $||f||_{2}^{2} \geq 2^{-d}r_{x}^{d}$) while $0 \leq f \leq 1$ on $B(x, r_{x})$ and hence $||f||_{L^{1}(\mathbb{R}^{d})} \leq r_{x}^{d}$. Finally $2^{-d}r_{x}^{d} - C_{d}r_{x}^{2d} > 0$ by the assumption $r_{x} \in \left( 0, \frac{1}{2r_{x}} \right)$. The conclusion $A_{1} > 0$ follows.

Now, let $f^{*} \in \text{Adm}_{X}(B(x, \frac{r}{2}), B(x, r_{x}); \mathcal{H}_{K})$ be the unique potential which achieves $\text{Cap}_{X}(B(x, \frac{r}{2}), B(x, r_{x}); \mathcal{H}_{K})$ (the existence of $f^{*} \in \mathcal{H}_{K}$ follows from Lemma 2.1.1 in [21]). Then, we can always choose $\epsilon > 0$, such that:

\[
\epsilon < \epsilon_{2} \equiv \frac{1}{2} \lim_{||\xi|| \to \infty} \log \mathcal{F}_{dK}(||\xi||) - \log |\mathcal{F}f^{*}(\xi)|^{2} - d
\]
so that the integral in $A_2$ converges with $f = f^*$, and therefore $A_2 < \infty$ ($A_2 > 0$ is trivial as $A_2 \geq A_1$). Hence, choosing $\epsilon < \min\{\epsilon_1, \epsilon_2\}$ and taking the infimum over $f \in \text{Adm}_X(B(x, \frac{r}{2}), B(x, r); \mathcal{H}_K)$ in (36)-(37), we have:

$$\text{Cap}_X(B(x, \frac{r}{2}), B(x, r); \mathcal{H}_K) \approx \frac{r^d}{F_dK(r^{-1})} \quad (40)$$

as $r \to 0$. We now note that it is sufficient to prove (44) for sufficiently small $\epsilon > 0$; the statement then follows for all $\epsilon > 0$ since $\frac{F_dK(t^\frac{d}{2})}{\rho(t)}$ is nonincreasing. Now, by Lemma E.1, we have:

$$\frac{\|f\|_{L^2(\nu)}^2}{\|f\|_K^2} \leq \frac{t}{\psi_{1+\epsilon}} \left( \frac{\|f\|_{L^2(\nu)}^2}{\|f\|_K^2} \right) \quad (41)$$

for sufficiently small $\epsilon > 0$. Since $\mathcal{H}_{\psi^{1+\epsilon}} \to L^\infty(\mathcal{X})$, this becomes:

$$\|f\|_{L^\infty} \leq \|f\|_K \cdot \frac{t}{\psi_{1+\epsilon}} \left( \frac{\|f\|_{L^2(\nu)}^2}{\|f\|_K^2} \right) \quad (41)$$

Since for sufficiently small $\epsilon > 0$, $\frac{\psi_{1+\epsilon}}{\rho(t)}$ is concave and nondecreasing, it follows that the right-hand side of (41) is jointly nondecreasing in $\|f\|_K^2$ and $\|f\|_{L^2(\nu)}^2$ (the latter is obvious; to see the former write $y = \frac{\|f\|_{L^2(\nu)}^2}{\|f\|_K^2}$, $\tilde{\psi}(t) = \frac{t}{\psi_{1+\epsilon}(t)}$, and observe the RHS of (44) can be expressed as $\|f\|_{L^2(\nu)}^2 \cdot \frac{\tilde{\psi}(y)}{y}$ — the statement follows from $\frac{\psi(y)}{y}$ nonincreasing as $\tilde{\psi}(t) = \frac{t}{\psi_{1+\epsilon}(t)}$ is concave by assumption). Let $f^* \in \text{Adm}_X(B(x, \frac{r}{2}), B(x, r); \mathcal{H}_K)$ be the potential at which the infimum in (30) is realized (the existence of this unique minimizer follows again from Lemma 2.1.1 in [21]). Since $f^* \in \text{Adm}_X(B(x, \frac{r}{2}), B(x, r); \mathcal{H}_K)$, it follows by definition that:

$$\|f\|_{L^2(\nu)}^2 \leq \nu(B(x, r))$$

Moreover, noting that $\|f^*\|_{L^\infty} = 1$ and substituting (40) into (41), we have:

$$1 \leq \frac{r^d}{F_dK(r^{-1})} \cdot \frac{t}{\psi_{1+\epsilon}} \left( \frac{F_dK(r^{-1})\nu(B(x, r))}{r^d} \right) \quad (42)$$

as $r \to 0$. Now we note that by the volume doubling property of $\nu$ and the RCD$^*(K, N)$ condition on $(\mathcal{X}, \nu)$, we have by Corollary 3.6 of [3] that:

$$p_X(t, x, x) \geq \frac{1}{\nu(B(x, \sqrt{t}))} \quad \text{as } t \to 0 \quad (43)$$

where $p_X(t, x, y)$ is the heat kernel on $(\mathcal{X}, \nu)$. Let $\tilde{s}(t, x)$ denote the measure given by: $\tilde{s}(t, x) = \sum_{i \leq t} e_i^2(x)$, where $\{e_i\}_{i \in \mathbb{N}}$ are the eigenvalues of the weighted Laplacian $\Delta_\nu$ on $(\mathcal{X}, \nu)$ with corresponding eigenfunctions $\{e_i\}_{i \in \mathbb{N}}$. Now, observing that:

$$p_X(t, x, x) = \int_0^\infty e^{-ty} d\tilde{s}(y, x)$$

we have by the Karamata-Tauberian theorem (e.g Theorem 2.5 in [3] and 43) that:

$$\tilde{s}(t, x) \asymp \frac{1}{\nu(B(x, t^{-\frac{d}{2}}))} \quad (44)$$

as $t \to \infty$. Now, in light of (44) and Theorem 4.3 in [3], we have that the weighted Laplacian $\Delta_\nu$ on $(\mathcal{X}, \nu)$ follows Weyl-type asymptotics and $N(\lambda) = \#\{i : \lambda_i \leq \lambda\} \asymp \lambda^{\frac{d}{2}}$ as $\lambda \to \infty$. Hence, from (44), we have that:

$$s(t, x) = \sum_{i \leq t} e_i^2(x) \asymp \sum_{\lambda_i \leq \frac{t}{2}} e_i^2(x) = \tilde{s}(t, x) \quad \text{as } t \to \infty \quad (45)$$
Now substituting the latter and \( r = t^{-\frac{1}{2}} \) (as \( t \rightarrow \infty \)) in (42), we obtain:

\[
1 \leq \frac{t^{-1}}{F_{dK}(t^{\frac{1}{2}})} \cdot \frac{t}{\psi^{1+\epsilon}} \left( \frac{F_{dK}(t^{\frac{1}{2}}) \cdot t}{s(t,x)} \right)
\]

and (14) follows by taking the supremum in \( x \in X \) of the right-hand side and noting that \( t\psi^{1+\epsilon}(t^{-1}) \) is nonincreasing in \( t > 0 \) by Assumption 2 for sufficiently small \( \epsilon > 0 \). (15) also follows directly by substituting (40) and (45) into Assumption 8* again with the choice of \( r = t^{-\frac{1}{2}} \) and taking the supremum. \( \square \)

**B Proof of Theorem 5**

The main effort in the proof of Theorem 5 involves proving Lemma 6, from which the Theorem 5 easily follows; hence we will begin with the proof of Lemma 6. We start with the following bound on the bias:

**Lemma B.1.**

\[
||f^* - f_\lambda||^2_{L^2(\nu)} \leq \phi(\lambda) ||f^*||^2_{\phi}
\]

**Proof.** Since \( f \in \mathcal{H}^\phi \), we have that there exists a \( \{a_i\}_{i=1}^\infty \in \ell^2 \) such that:

\[
f^* = \sum_{i=1}^\infty a_i \phi^{\frac{1}{2}}(\mu_i) e_i
\]

Hence,

\[
f^* - f_\lambda = \sum_{i=1}^\infty \frac{a_i \lambda \phi^{\frac{1}{2}}(\mu_i)}{\mu_i + \lambda} e_i
\]

(46)

Therefore, by the Cauchy-Schwartz inequality:

\[
||f^* - f_\lambda||^2_{L^2(\nu)} \leq \sum_{i=1}^\infty \left( \frac{a_i \lambda \phi^{\frac{1}{2}}(\mu_i)}{\mu_i + \lambda} \right)^2
\]

\[
\leq \left( \sup_i \frac{\lambda^2 \phi(\mu_i)}{(\mu_i + \lambda)^2} \right) \sum_{i=1}^\infty a_i^2
\]

\[
\leq \left( \sup_i \frac{\lambda^2 \phi(\mu_i)}{(\mu_i + \lambda)^2} \right) ||f^*||^2_{\phi}
\]

Now, observe that for \( \mu_i < \lambda \):

\[
\sup_{i: \mu_i < \lambda} \frac{\lambda^2 \phi(\mu_i)}{(\mu_i + \lambda)^2} \leq \phi(\lambda)
\]

as \( \phi \) is nondecreasing. For \( \mu_i \geq \lambda \), we have that:

\[
\sup_{i: \mu_i \geq \lambda} \frac{\lambda^2 \phi(\mu_i)}{(\mu_i + \lambda)^2} = \sup_{i: \mu_i \geq \lambda} \frac{\lambda^2 \mu_i^2 \phi(\mu_i)}{(\mu_i + \lambda)^2} \leq \sup_{i: \mu_i \geq \lambda} \frac{\lambda^2 \mu_i^2 \phi(\lambda)}{(\mu_i + \lambda)^2} \leq \phi(\lambda)
\]

where the second inequality follows from the fact that \( \frac{\phi(\lambda)}{\mu_i^2} \) is nonincreasing (from Assumption 2). Putting this together, we obtain our result. \( \square \)

**Lemma B.2.** For sufficiently small \( \epsilon > 0 \):

\[
||f^* - f_\lambda||^2_\infty \leq \frac{\phi(\lambda) ||k^{\psi^{1+\epsilon}} ||^2_{\infty} ||f^*||^2_{\phi}}{\psi^{1+\epsilon}(\lambda)}
\]
Proof. Let $\epsilon > 0$. We have from (46):

$$||f^* - f_\lambda||^2 \leq \sum_{i=1}^{\infty} \frac{a_i \lambda \phi(\mu_i) \overline{\epsilon_i^2(\cdot)}}{\mu_i + \lambda} \leq \left( \sum_i \frac{a_i^2 \lambda^2 \phi(\mu_i)}{\mu_i + \lambda} \right)^{1/2} \sum_{i=1}^{\infty} \psi^{1+\epsilon}(\mu_i) |\epsilon_i^2(\cdot)| \leq \frac{\phi(\lambda)}{\psi^{1+\epsilon}(\lambda)}$$

where the last line follows from the definition of $||k^{1+\epsilon}||$ and the same logic as in the proof of Lemma B.1, noting that $\frac{\phi(t)}{\psi^{1+\epsilon}(t)}$ is decreasing for $t \geq \lambda$ and $\frac{\phi(t)}{\psi^{1+\epsilon}(t)}$ is increasing for $t < \lambda$ for sufficiently small $\epsilon > 0$ by Assumption 2.

We now derive a bound on the variance of our estimator $f_\lambda - f_{D,\lambda}$:

Lemma B.3. For all sufficiently small $\epsilon > 0$

$$||f_\lambda - f_{D,\lambda}||_{L^2(\nu)} \leq \log(\delta^{-1}) \sqrt{\frac{1152 \sigma^2 ||k^{1+\epsilon}||^2 ||f^*||^2}{n \psi^{1+\epsilon}(\lambda)} \left( \phi(\lambda) + \frac{1}{n} \right) + \frac{s^{-1}(\psi(\lambda)^{-1-\epsilon})}{n}}$$

with probability $1 - 3\delta$

Proof. We begin with a standard decomposition applied in the proof of Theorem 16 in [19] and Theorem 7 in [58]. We first observe that:

$$f_\lambda - f_{D,\lambda} = f_\lambda - (C_D + \lambda)^{-1} g_D = (C_D + \lambda)^{-1} ((C_D + \lambda) f_\lambda - g_D)$$

(47)

where $g_D = \sum_{i=1}^{n} y_i k(x_i, \cdot) \in H_K$. Hence, we have that:

$$||f_\lambda - f_{D,\lambda}||_{L^2(\nu)} = ||C_{F/2} (f_\lambda - f_{D,\lambda})||_K$$

\leq ||C_{F/2} (C_D + \lambda)^{-1/2}|| ||(C_D + \lambda)^{1/2} (C_D + \lambda)^{-1} (C_D + \lambda)^{1/2} || ||(C_D + \lambda)^{-1/2} ((C_D + \lambda) f_\lambda - g_D)\|$$

(49)

where (48) follows from the fact that for any $f \in H_K$, $(f, f_1, f_2)_K = (f, f_1, f_2)_K$ and (4). and (49) follows from (47) and algebraic manipulation. It is easy to see that:

$$||C_{F/2} (C_D + \lambda)^{-1/2}|| \leq 1$$

We now analyze second factor in (49). Indeed, we have that:

$$(C_D + \lambda)^{1/2} (C_D + \lambda)^{-1} (C_D + \lambda)^{-1/2} = \left( I - (C_D + \lambda)^{1/2} (C_D + \lambda)^{-1/2} \right)^{-1}$$

by the same algebraic manipulation as in the proof of Theorem 16 in [19] (for the sake of space, we avoid repeating the argument verbatim here). Hence, estimating the middle factor in (49) boils down to estimating the concentration of $(C_D + \lambda)^{-1/2} (C_D + \lambda)^{-1/2}$. We first note that:

$$(C_D + \lambda)^{-1/2} (C_D + \lambda)^{-1/2} = \mathbb{E}_X [h(X, \cdot) \otimes h(X, \cdot)] - \mathbb{E}_D [h(X, \cdot) \otimes h(X, \cdot)]$$

where:

$$h(x, \cdot) \equiv (C_D + \lambda)^{-1/2} k(x, \cdot)$$

Note, by Lemma 2.3, we have that $||h(x, \cdot)||_K \leq \sqrt{\frac{||k^{1+\epsilon}||^2}{\psi^{1+\epsilon}(\lambda)}}$ for all sufficiently small $\epsilon > 0$. Then, analogously to Lemma 17 and p.26 in [19], we may demonstrate that:

$$||((C_D + \lambda)^{-1/2} (C_D + \lambda)^{-1/2} || \leq \frac{2}{3}$$
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with probability $1 - 2\delta$, when $n \geq 8 \log(\delta^{-1})||k^{\psi^{+\epsilon}}||^2_{\psi_n}g_\lambda \psi(\lambda)^{-1-\epsilon}$, with $g_\lambda = \log \left(2eN(\lambda) \left(1 + \frac{\lambda}{\|x\|_{\psi_1}}\right)\right)$, where $N(\lambda) = \text{tr}(C_\nu(C_\nu + \lambda)^{-1})$. Applying a Neumann series expansion, we obtain (like in \cite{19}):

$$||(C_\nu + \lambda)^{\frac{1}{2}}(C_D + \lambda)^{-\frac{1}{2}}(C_\nu + \lambda)^{\frac{1}{2}}|| = ||(I - (C_\nu + \lambda)^{-\frac{1}{2}}(C_D - C_\nu + \lambda)^{-\frac{1}{2}})^{-1}|| \leq 3$$

for $n \geq 8 \log(\delta^{-1})||k^{\psi^{+\epsilon}}||^2_{\psi_n}g_\lambda \psi(\lambda)^{-1-\epsilon}$. Now, it remains to bound the third factor in \cite{19}. We observe that we may write:

$$(C_\nu + \lambda)^{-\frac{1}{2}}((C_D + \lambda)f_\lambda - g_D) = (C_\nu + \lambda)^{-\frac{1}{2}}((C_D - C_\nu + \lambda)^{\frac{1}{2}}(C_\nu + \lambda)^{-\frac{1}{2}}f_\lambda + S_\nu f^* - g_D)$$

$$= E_D[h(X, \cdot)(f_\lambda(X) - Y)] - E_XY[h(X, \cdot)(f_\lambda(X) - Y)]$$

which follow by the definition of $g_D$, $f_\lambda$ (see Remark \cite{2}, $h(x, \cdot)$ in \cite{50}, and the fact that $E[Y|X] = f^*(X)$. In order to estimate this concentration, we compute absolute moments:

$$E_XY[||h(X, \cdot)(f_\lambda(X) - Y)||^2_{K}] \leq E_XY[||h(X, \cdot)(f_\lambda(X) - f^*(X) + f^*(X) - Y)||^2_{K}]$$

$$\leq 2p^{-1}E_XY[||h(X, \cdot)||^2_{K}(||f_\lambda(X) - f^*(X)||^2 + ||f^*(X) - Y||^2)]$$

$$\leq 2p^{-1}E_X \left[||h(X, \cdot)||^2_{K}(||f_\lambda(X)||^2 + ||f_\lambda(X) - f^*(X)||^2 + \frac{pLp^{-2}\sigma^2}{2})\right]$$

$$\leq 2p^{-1} \left(\phi^2(\lambda)\psi^{1+\epsilon}(\lambda)\left(\frac{||k^{\psi^{+\epsilon}}||^2_{\psi_1}||f^*||_{\phi}}{\psi^{1+\epsilon}(\lambda)}\right)^p + \frac{p\sigma^2}{2} \left(\frac{||k^{\psi^{+\epsilon}}||^2_{\psi_1}L^2}{\psi^{1+\epsilon}(\lambda)}\right)^{\frac{p^2}{2}} \text{tr}(C_\nu(C_\nu + \lambda)^{-1})\right)$$

$$\leq 2p^{-1} \left(\phi^2(\lambda)\left(\frac{||k^{\psi^{+\epsilon}}||^2_{\psi_1}||f^*||_{\phi}}{\psi^{1+\epsilon}(\lambda)}\right)^p + \frac{p\sigma^2}{2} \left(\frac{||k^{\psi^{+\epsilon}}||^2_{\psi_1}L^2}{\psi^{1+\epsilon}(\lambda)}\right)^{\frac{p^2}{2}} \text{tr}(C_\nu(C_\nu + \lambda)^{-1})\right)$$

$$\leq 2p^{-1} \left(\left(\frac{||k^{\psi^{+\epsilon}}||^2_{\psi_1}||f^*||_{\psi}L}{\psi^{1+\epsilon}(\lambda)}\right)^p - 2 \left(\frac{||k^{\psi^{+\epsilon}}||^2_{\psi_1}||f^*||_{\psi}L}{\psi^{1+\epsilon}(\lambda)}\right)^p + \frac{p\sigma^2}{2} \left(\frac{||k^{\psi^{+\epsilon}}||^2_{\psi_1}L^2}{\psi^{1+\epsilon}(\lambda)}\right)^{\frac{p^2}{2}} \text{tr}(C_\nu(C_\nu + \lambda)^{-1})\right)$$

$$\leq \frac{pLp^{-2}R^2}{2}$$

with $L_\lambda = \frac{2L||f^*||_2||k^{\psi^{+\epsilon}}||_{\psi_n}^2}{\psi^{1+\epsilon}(\lambda)}$ and $R^2 = \frac{4||f^*||_2^2||k^{\psi^{+\epsilon}}||_{\psi_n}^2}{\psi^{1+\epsilon}(\lambda)} + 4\sigma^2s^{-1}(\psi(\lambda)^{-1-\epsilon})$. Here, (51) follows from Assumption \cite{52} invokes Lemmas \cite{E2, B1, B2} and (50), the fact that $E_X[||h(X, \cdot)||^2] = \text{tr}(C_\nu(C_\nu + \lambda)^{-1})$ by \cite{50}, \cite{K3} as $\psi^{1+\epsilon}(\lambda) \to 0$ as $\lambda \to 0$, and finally (54) follows from Lemma \cite{53} and the fact that $\psi(\lambda)^{-1} \to 0$ as $\lambda \to 0$ for sufficiently small $\epsilon > 0$ by Assumption \cite{2}. Hence, applying Theorem 26 in \cite{19}, we have that, as $\lambda \to 0$:

$$||((C_\nu + \lambda)^{-\frac{1}{2}}((C_D + \lambda)f_\lambda - g_D)||^2_{K}) \leq \frac{32Lp^2(\delta^{-1})}{n} \left(\left(\frac{||k^{\psi^{+\epsilon}}||^2_{\psi_1}||f^*||_{\psi}L}{\psi^{1+\epsilon}(\lambda)}\right)^p - 2 \left(\frac{||k^{\psi^{+\epsilon}}||^2_{\psi_1}||f^*||_{\psi}L}{\psi^{1+\epsilon}(\lambda)}\right)^p + \frac{p\sigma^2}{2} \left(\frac{||k^{\psi^{+\epsilon}}||^2_{\psi_1}L^2}{\psi^{1+\epsilon}(\lambda)}\right)^{\frac{p^2}{2}} \text{tr}(C_\nu(C_\nu + \lambda)^{-1})\right)$$

with probability $1 - 2\delta$. Putting this all together, we have that:

$$||f_\lambda - f_{D,\lambda}||_{L^2(\nu)} \leq \log(\delta^{-1}) \sqrt{\frac{1152L^2||k^{\psi^{+\epsilon}}||^2_{\psi_n}||f^*||^2_{\psi_n}(\phi(\lambda) + \frac{1}{n}) + 4\sigma^2s^{-1}(\psi(\lambda)^{-1-\epsilon}) + 4L^2||k^{\psi^{+\epsilon}}||^2_{\psi_1}||f^*||^2_{\psi_1}}{n\psi^{1+\epsilon}(\lambda)}}$$

with probability $1 - 3\delta$, when $n \geq 8 \log(\delta^{-1})||k^{\psi^{+\epsilon}}||^2_{\psi_n}g_\lambda \psi(\lambda)^{-1-\epsilon}$. We demonstrate that this latter condition is eventually met, when the regularization program is $\lambda_n \approx \left(\frac{\phi}{\psi^{1+\epsilon}(\lambda)}\right)^{-1}(n^{-1})$. Indeed, we have that, as $n \to \infty$:

$$\frac{8 \log(\delta^{-1})||k^{\psi^{+\epsilon}}||^2_{\psi_n}g_\lambda}{n\psi^{1+\epsilon}(\lambda_n)} = \frac{8 \log(\delta^{-1})||k^{\psi^{+\epsilon}}||^2_{\psi_n}g_\lambda \log \left(2eN(\lambda_n) \left(1 + \frac{\lambda_n}{\|x\|_{\psi_1}}\right)\right)}{n\psi^{1+\epsilon}(\lambda_n)}$$

$$\leq \frac{8 \log(\delta^{-1})||k^{\psi^{+\epsilon}}||^2_{\psi_n}g_\lambda \log \left(4eN(\lambda_n)\right)}{n\psi^{1+\epsilon}(\lambda_n)}$$

$$\leq \frac{16 \log(\delta^{-1})||k^{\psi^{+\epsilon}}||^2_{\psi_n}g_\lambda \log \left(s^{-1}(\psi(\lambda_n)^{-1-\epsilon})\right)}{n\psi^{1+\epsilon}(\lambda_n)}$$
where the last line follows by Lemma [E.3]. Hence, it is sufficient to demonstrate that
\[
\log \left( -\frac{\lambda_n \log(\phi)}{n \psi^{1+\epsilon}(\lambda_n)} \right) \to 0
\]
for the regularization program. Indeed, since \( \lambda_n = \left( \frac{\phi}{n \psi^{1+\epsilon}(\lambda_n)} \right)^{1/(n-1)} \), we have that, for sufficiently small \( \epsilon > 0 \):
\[
\log \left( -\frac{\lambda_n \log(\phi)}{n \psi^{1+\epsilon}(\lambda_n)} \right) \leq \log \left( -\frac{\lambda_n \log(\phi)}{s^{1+\epsilon}(\lambda_n)} \right) \leq \log \left( -\frac{\lambda_n \log(\phi)}{s^{1+\epsilon}(\lambda_n)} \right)
\]
(56)
\[
= \log \left( -\frac{\lambda_n \log(\phi)}{s^{1+\epsilon}(\lambda_n)} \right) \to 0
\]
(57)
where (56) follows from Assumption 2 and (57) follows from the definition of \( s \).

**Proof of Lemma [E.1]** This follows immediately by combining Lemma [B.3] with Lemma [B.1]

**Proof of Theorem [5]** From Lemma 6, we have:
\[
\|f^* - f_{D,\lambda_n}\|_{2,\nu} \leq \|f^*\|_\phi + \log(\delta^{-1}) \sqrt{\frac{\sigma^2 \|k^{1+\epsilon}\|_\nu^2 \|f^*\|_\phi^2}{n \psi^{1+\epsilon}(\lambda_n)}} \left( \phi(\lambda_n) + \frac{1}{n} \right) + \frac{s^{-1}(\psi(\lambda_n)-1-\epsilon)}{n}
\]
\[
\leq \|f^*\|_\phi + \log(\delta^{-1}) \sqrt{\frac{s^{-1}(\psi(\lambda_n)-1-\epsilon)}{n}}
\]
(58)
where the last line follows from the fact that \( \phi(\lambda_n) \rightarrow 0 \) for sufficiently small \( \epsilon > 0 \) by Assumption 2 and \( n \psi^{1+\epsilon}(\lambda_n) \geq n \phi(\lambda_n) \approx s(\psi^{1+\epsilon}(\lambda_n)) = s^{-1}(\psi(\lambda_n)-1-\epsilon) \rightarrow \infty \) when \( \lambda_n \approx \left( \frac{\phi}{n \psi^{1+\epsilon}(\lambda_n)} \right)^{-1/(n-1)} \) as \( n \rightarrow \infty \). The result follows immediately after substituting the latter choice of regularizer into (58) (which was indeed proposed via balancing (58)).

**C Proof of Theorem [7]**

**Lemma C.1.** For all sufficiently small \( \epsilon > 0 \):
\[
e_2^{\psi^{1+\epsilon}}(\nu, L^\infty(\chi)) \leq ||k^{1+\epsilon}\|_\nu^2 \left( \frac{t}{\psi^{1+\epsilon}} \right)(\mu_n)
\]

**Proof.** We first note that, for sufficiently small \( \epsilon > 0 \), \( \frac{t}{\psi^{1+\epsilon}} \) is concave by Assumption 2, hence, we have by the Gagliardo-Nirenberg interpolation inequality (Lemma [E.1]), that for all \( f \in \mathcal{H}_K \):
\[
\frac{||f||_\nu^2}{||f||_K^2} \leq \left( \frac{t}{\psi^{1+\epsilon}} \right) \left( \frac{||f||_L^2(\nu)}{||f||_K^2} \right)
\]
By the embedding condition \( \mathcal{H}^{\psi^{1+\epsilon}} \rightarrow L^\infty(\chi) \), we have that:
\[
\frac{||f||_\nu^2}{||f||_K^2} \leq ||k^{1+\epsilon}\|_\nu^2 \left( \frac{t}{\psi^{1+\epsilon}} \right) \left( \frac{||f||_L^2(\nu)}{||f||_K^2} \right)
\]
Hence, we have that:
\[
\sup_{\text{codim}(Z) < n} \inf_{f \in \mathcal{H}_K} \frac{||f||_\nu^2}{||f||_K^2} \leq \sup_{\text{codim}(Z) < n} \inf_{f \in \mathcal{H}_K} \frac{||k^{1+\epsilon}\|_\nu^2 \left( \frac{t}{\psi^{1+\epsilon}} \right) \left( \frac{||f||_L^2(\nu)}{||f||_K^2} \right)}{||f||_K^2}
\]
\[
= ||k^{1+\epsilon}\|_\nu^2 \left( \frac{t}{\psi^{1+\epsilon}} \right) \left( \sup_{\text{codim}(Z) \geq n} \inf_{f \in \mathcal{H}_K} \frac{||f||_L^2(\nu)}{||f||_K^2} \right)
\]
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where the last step follows from the fact that \( \frac{q_{\ell}}{d_{\ell}} \) is nondecreasing and continuous for sufficiently small \( \epsilon > 0 \).
Hence, by the definition of the Gelfand width (6), and the fact that, on the RHS, Gelfand widths coincide with the singular values (\( \sqrt{\mu_n} \)) of the Hilbert space embedding \( \mathcal{H}_K \hookrightarrow L^2(\nu) \) (e.g. Proposition 5 in [39]), we obtain our result.

**Lemma C.2.**

\[
c_n(\mathcal{H}, L^\infty(\mathcal{X})) \geq \sqrt{C_d n \mathcal{F}_d \mathcal{K}(n^{\frac{1}{2}})}
\]

for some constant \( C_d > 0 \) independent of \( n \).

**Proof.** Let \( \{z_i\}_{i=1}^{2n} \subset \mathcal{X} \) be a set of \( 2n \) distinct points in \( \mathcal{X} \). By the assumption that \( \kappa \) is positive-definite on \( \mathbb{R}^d \), we have that for any \( y \in \mathbb{R}^{2n} \), we can find a unique \( f \in \text{span}\{K(z_1, \cdot), \ldots, K(z_{2n})\} \) such that \( f(z_i) = y_i \forall y \in [2n] \).

Indeed, if we let \( (K_{2n})_{i,j} = k(z_i, z_j) \) denote the kernel Gram matrix on \( \{z_i\}_{i=1}^{2n} \), then:

\[
f = \sum_{i=1}^{2n} c_i k(z_i, \cdot)
\]

where \( c = K_{2n}^{-1} y \). Let \( T : \ell_2^{2n} \rightarrow \mathcal{H}_K \) denote this bijective mapping, i.e. \( (Ty)(z_i) = y_i \) for \( y \in \mathbb{R}^{2n} \). Observe that:

\[
||T||_{\ell_2^{2n} \rightarrow \mathcal{H}_K} = \max_{||y||_2=1} \left\{ \sum_{i=1}^{2n} c_i k(z_i, \cdot), \sum_{i=1}^{2n} c_i k(z_i, \cdot) \right\}_K
\]

\[
= \max_{||y||_2=1} \sqrt{c^T K_{2n} c}
\]

\[
= \max_{||y||_2=1} \sqrt{y^T K_{2n}^{-1} y}
\]

\[
= \sqrt{||K_{2n}^{-1}||}
\]

where in the penultimate line, we recall that \( c = K_{2n}^{-1} y \). Finally, let \( J : L^\infty(\mathcal{X}) \rightarrow \ell_2^{2n} \) denote the restriction mapping \( (Jf)_i = f(z_i) \) for \( f \in L^\infty(\mathcal{X}) \) and \( i \in [2n] \). Then, we obtain the following factorization of the embedding \( \ell_2^{2n} \hookrightarrow \ell_\infty^{2n} \):

\[
\ell_2^{2n} \overset{T}{\rightarrow} \mathcal{H}_K \overset{f}{\rightarrow} L^\infty(\mathcal{X}) \overset{J}{\rightarrow} \ell_\infty^{2n}
\]

where \( I : \mathcal{H}_K \hookrightarrow L^\infty(\mathcal{X}) \) is the canonical embedding of interest. Then, by the submultiplicativity of the Gelfand numbers, we have that:

\[
c_n(\ell_2^{2n}, \ell_\infty^{2n}) \leq ||T||_{\ell_2^{2n} \rightarrow \mathcal{H}_K} ||f||_{L^\infty(\mathcal{X})} \leq \sqrt{||K_{2n}^{-1}||} ||c_n(\mathcal{H}, L^\infty(\mathcal{X}))||J|| \leq \sqrt{||K_{2n}^{-1}||} ||c_n(\mathcal{H}, L^\infty(\mathcal{X}))||J||
\]

as clearly \( ||J|| \leq 1 \). Hence, we have that:

\[
c_n(\mathcal{H}, L^\infty(\mathcal{X})) \geq \frac{c_n(\ell_2^{2n}, \ell_\infty^{2n})}{\sqrt{||K_{2n}^{-1}||}}
\]

\[
= \frac{d_n(\ell_2^{2n}, \ell_\infty^{2n})}{\sqrt{||K_{2n}^{-1}||}}
\]

\[
= \sqrt{\frac{1}{\left(1 - \frac{q_{\ell}}{2n}\right)||K_{2n}^{-1}||}}
\]

\[
= \sqrt{\frac{2}{||K_{2n}^{-1}||}}
\]

(59) (60) (61)

where in (59) we have used the duality of Gelfand and Kolmogorov numbers, and in (60) we have applied Stechkin’s identity \( d_n(\ell_2^{2n}, \ell_\infty^{2n}) = \left(1 - \frac{q_{\ell}}{2n}\right)^{-\frac{1}{2}} \) (see e.g. Lemma 4.3.19 in [16]). We now wish to upper bound \( ||K_{2n}^{-1}||_2 \) — we do this by using the following lower bound on the minimum eigenvalue of \( K_{2n} \), given in Theorem 12.3 of [62]:

\[
\lambda_{\min}(K_{2n}) \geq C_d \left(\frac{12.76 d}{q_z}\right)^d \mathcal{F}_d \mathcal{K}\left(\frac{12.76 d}{q_z}\right)
\]

\[
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where \( q_z \equiv \min_{i \neq j} \| z_i - z_j \| \) and \( C_d > 0 \) is an absolute constant depending only the dimension \( d \). We choose a maximal \( 2n \)-set \( \{ z_i \}_{i=1}^{2n} \), so that \( q_z \) is the packing number \( p_n(\mathcal{X}) \) of the domain \( \mathcal{X} \). From the standard equivalence \( p_n(\mathcal{X}) \approx \epsilon_n(\mathcal{X}) \) and Assumption 6\textsuperscript{*} we have that:

\[
\lambda_{\min}(K_{2n}) \geq C_d n \mathcal{F}_d \kappa(12.76 d(2n)^{\frac{d}{2}})
\]

From the the dilation condition \( | \beta_{\mathcal{F},K} | < \infty \) in Assumption 7\textsuperscript{*} we therefore have that:

\[
\lambda_{\min}(K_{2n}) \geq C_d n \mathcal{F}_d \kappa(n^{\frac{d}{2}})
\]

where again we recall that the overhead constant \( C_d \) depends only on the ambient dimension in Assumption 6\textsuperscript{*} and the growth parameter \( \beta_{\mathcal{F},K} \). Noting that \( \| K_{2n}^{-1} \|_2 = \lambda_{\min}(K_{2n})^{-1} \) and plugging back into (61), we have that:

\[
d_n(\mathcal{H}_K, L^\infty(\mathcal{X})) \geq \sqrt{C_d n \mathcal{F}_d \kappa(n^{\frac{d}{2}})}
\]

**Corollary C.2.1.** For all \( \epsilon > 0 \):

\[
\psi^{-1}(s(n)^{-1}) \preceq \mu_n \preceq \psi^{-1}(s(n)^{-\frac{1}{2}\epsilon})
\]

**Proof.** From Assumption 4 for any \( \alpha \in (0, 1) \), we can choose a \( c \in l_2^\infty \) with \( \sum_{i=1}^n c_i^2 = 1 \) and \( x^* \in \mathcal{X} \), such that:

\[
\sum_{i=1}^n c_i e_i(x^*) \geq \alpha \sqrt{s(n)}
\]

Hence, noting that \( \{ c_i \}_{i=1}^n \) can always be chosen such that \( c_i e_i(x^*) \geq 0 \), for all \( i \in [n] \), we have that:

\[
\alpha \sqrt{\psi^{1+\epsilon}(\mu_n)s(n)} \leq \sum_{i=1}^n \sqrt{\psi^{1+\epsilon}(\mu_i)c_i e_i(x^*)} \\
\leq || k^{\psi^{1+\epsilon}} ||_{\infty}
\]

by Cauchy-Schwartz. Observing that \( || k^{\psi^{1+\epsilon}} ||_{\infty} < \infty \) since \( H^{\psi^{1+\epsilon}} \hookrightarrow L^\infty(\mathcal{X}) \) by Assumption 11 and that \( \alpha \) was chosen arbitrarily, we obtain the upper estimate:

\[
\mu_n \preceq \psi^{-1}(s(n)^{-\frac{1}{2}\epsilon})
\]

where we can factor out any constants in the argument of \( \psi^{-1} \) by the \( \Delta_2 \) condition in Assumption 2. For the lower estimate, we apply Lemma C.1 and Lemma C.2 to obtain:

\[
\frac{t}{\psi^{1+\epsilon}}(\mu_n) \geq c_{n-1}^2(\mathcal{H}_K, L^\infty(\mathcal{X})) \geq n \mathcal{F}_d k(n^{\frac{d}{2}})
\]

(62)

Now, from Assumption 8\textsuperscript{*} we have that:

\[
\psi^{-1}(s(t)^{-1}) = \left( \frac{t}{\psi} \right)^{-1} \left( \psi^{-1}(s(t)^{-1}) \right) \\
= \left( \frac{t}{\psi} \right)^{-1} \left( \psi^{-1}(s(t)^{-1}) \right) \\
\leq \left( \frac{t}{\psi} \right)^{-1} \left( t \mathcal{F}_d k(t^{\frac{d}{2}}) \right) \\
= \left( \frac{t}{\psi} \right)^{-1} \left( t \mathcal{F}_d k(t^{\frac{d}{2}}) \right)
\]

from (62) and the fact that \( t \mathcal{F}_d k(t^{\frac{d}{2}}) \to 0 \) as \( t \to \infty \) by the assumed compactness of the imbedding \( \mathcal{H}_K \hookrightarrow L^\infty(\mathcal{X}) \). Hence, combining this with (62), we have obtain the lower estimate:

\[
\mu_n \geq \psi^{-1}(s(n)^{-1})
\]

\( \square \)
\textbf{Remark 6.} Observe, that in light of the proof of Lemma \textbf{C.2}, Corollary \textbf{C.2.1} would still hold if in Assumption \textbf{8*}, $F_{d\kappa}(t^*)$ was replaced by $F_{d\kappa}(12.76d(2t^*)^2)$. However, in order to streamline the analysis, we have chosen the simpler assumption, as also discussed in section \textbf{2.4}.

\textbf{Proof of Theorem 7.} We follow the general outline of the proof of Theorem 2 in [19] that was earlier utilized in [14] and [7]. Our goal is to construct a sequence of probability measures $\{P_j\}_{j=1}^\infty$ on $X \times \mathbb{R}$ with $P_j|_X = \nu$ (i.e. the measures share the same marginal on $X$) that are hard to learn, i.e. their regression functions $f_j$ satisfy the source conditions but are sufficiently “well spread out” in $L^2(\nu)$ so that it is sufficiently hard to distinguish between these functions given only the sample data. We make these ideas more precise in the subsequent analysis. Our candidate regression functions take the following form — for some fixed $\epsilon \in (0, 1)$ and $m \in \mathbb{N}$, we consider the element:

$$f_\omega = 2\sqrt{8\epsilon} \sum_{i=1}^m \omega_i \epsilon_i + m$$

where $\omega \in \{0, 1\}^m$ is some binary string. Since the sum is finite, we have that $f \in \mathcal{H}_K \subset L^\infty(X) \cap \mathcal{H}\phi$. We will demonstrate that $||f||_\phi \leq B_\phi$ and $||f||_\infty \leq B_\infty$ for sufficiently large choices of $m$. Indeed, we have that, for any $\delta > 0$ (which we will fix soon):

$$||f_\omega||_\phi^2 = 32 \epsilon \sum_{i=1}^m \frac{\omega_i^2}{\phi(\mu_{i+m})} \leq \frac{32\epsilon}{\phi(\mu_{2m})}$$

$$||f_\omega||_\infty^2 \leq ||k^{\psi^{1+\delta}}\nabla||_\infty^2 ||f_\omega||_\infty^2 = \frac{32}{m} \sum_{i=1}^m \frac{\omega_i^2}{\omega(i+\delta(\mu_{i+m}))} \leq \frac{32}{\phi(\mu_{2m})}$$

Now, by Corollary \textbf{C.2.1} we have that:

$$||f_\omega||_\phi^2 \leq \frac{32\epsilon}{\phi(C_d\psi^{-1}(s(m))^{-1})}$$

$$||f_\omega||_\infty^2 \leq \frac{64||k^{\psi^{1+\delta}}||_\infty^2}{C_d\psi^2(s(m))^{-1}}$$

where $C_d > 0$ depends only $d$ (and the constants in the $\Delta_2$ condition on $\phi$, $\psi$, and $s$). Hence, by the $\Delta_2$ condition on $\phi$ and $\psi$, we have that $||f||_\phi^2 \leq B_\phi^2$ and $||f||_\infty^2 \leq B_\infty^2$, when:

$$m \leq s^{-1}\left(\min\left\{\left(\frac{C_dB_\phi^2}{64||k^{\psi^{1+\delta}}||_\infty^2}\right)^{1/2},\left(\psi^{-1}\left(\frac{32\epsilon}{B_\phi^2}\right)\right)^{-1}\right\}\right)$$

(we have redefined the constant $C_d$, as we will throughout this proof). By Assumption \textbf{2} we have that $\frac{\phi(t)}{\psi(t)} \to 0$ as $t \to 0$, and thus if we fix a sufficiently small $\delta > 0$ (e.g. $\delta < \lim_{t \to 0} \log \frac{\phi(t)}{\psi(t)}/\lim_{t \to 0} \log \psi(t)$), we have $\frac{\phi(t)}{\psi^{1+\delta}(t)} \to 0$ as $t \to 0$. Hence, for sufficiently small $t > 0$, we have that $\frac{\psi^{-1}(\phi^{-1}(\epsilon))}{\phi^{-1}(\psi^{-1}(\epsilon))} \geq 1$ for this fixed choice of $\delta > 0$. Hence, we may choose $\epsilon_1 \in (0, 1)$, such that for $\epsilon \in (0, \epsilon_1)$, we have $||f||_\phi^2 \leq B_\phi^2$ and $||f||_\infty^2 \leq B_\infty^2$, when:

$$m \leq U_{d,\infty,\phi}s^{-1}\left(\frac{1}{\psi^{-1}(\epsilon)}\right) = U_{d,\infty,\phi}\frac{1}{\psi^{-1}(\epsilon)}$$

where we have recalled the definition of $\frac{1}{\psi^{-1}(\epsilon)} = s^{-1}\left(\frac{1}{\epsilon}\right)$ and $U_{d,\infty,\phi}$ is a constant depending only on $d, B_\infty, B_\phi$ that we have again extracted via the $\Delta_2$ conditions on $s, \psi$ and $\phi$. We can ensure that there is an $m \geq 1$ satisfying this bound by choosing $\epsilon \leq \epsilon_2 = \min\{\epsilon_1, \phi^{-1}(s(1d,\infty,\phi)^{-1}))\}$. Moreover, we have for any two binary strings $\omega^{(1)}, \omega^{(2)} \in \{0, 1\}^m$:

$$||f_{\omega^{(1)}} - f_{\omega^{(2)}}||_2^2 = \frac{32\epsilon}{m} \sum_{i=1}^m (\omega_i^{(1)} - \omega_i^{(2)})^2 \leq 32\epsilon$$

Now, observe that if we choose $\epsilon \leq \epsilon_3 = \min\{\epsilon_2, \phi^{-1}(s(9U_{d,\infty,\phi}^{-1})^{-1}))\}$, and choose $m_{\epsilon} = \left|U_{d,\infty,\phi}\frac{1}{\psi^{-1}(\epsilon))}\right|$ like before, we have $m_{\epsilon} \geq 9$. Then, by the Gilbert-Varshamov bound (see e.g. Lemma 24 in [19]), there exists a $M_{\epsilon} \geq 2^\frac{m_{\epsilon}}{8}$, and some binary strings $\omega^{(1)}, \omega^{(2)}, \ldots, \omega^{(M_{\epsilon})}$, such that:

$$\sum_{i=1}^{M_{\epsilon}} (\omega_i^{(k)} - \omega_i^{(l)})^2 \geq \frac{m_{\epsilon}}{8}$$
for all $k, l \in [M_{\epsilon}]$ with $k \neq l$. Therefore, we have:

$$||f_{\omega(i)} - f_{\omega(i)}||_{L^2(\nu)}^2 \geq 4\epsilon$$

(63)

for $k, l \in [M_{\epsilon}]$. We now construct measures $\{P_j\}_{j=1}^{M_{\epsilon}}$ on $\mathcal{X} \times \mathcal{Y}$ such that $P_j|_{\mathcal{X}} = \nu = P_X$, with $\mathbb{E}[Y|X] = f_{\omega(j)}(X)$ and $Y - \mathbb{E}[Y|X] \sim N(0, \sigma^2)$ for $(X, Y) \sim P_j$ and all $j \in [M_{\epsilon}]$ (where $\sigma = \max\{\sigma, L\}$). The measures $P_j$ satisfy Assumption 5 by Lemma 21 in [19]. Letting $P_0$ be such that $d_0 = 0$. Then, we have that:

$$\frac{1}{M_{\epsilon}} \sum_{i=1}^{M_{\epsilon}} \text{KL}(P_i^n||P_0^n) = \frac{n}{2\sigma^2 M_{\epsilon}} \sum_{i=1}^{M_{\epsilon}} ||f_i - f_0||_{L^2(\nu)}^2 \leq \frac{16\epsilon n}{\sigma^2} = \alpha^*$$

Thus, for any measurable function $\Theta : (\mathcal{X} \times \mathbb{R})^n \rightarrow \{0, 1, \ldots, M_{\epsilon}\}$, we have by Theorem 20 in [19] that:

$$\max_{j \in [M_{\epsilon}]} P_j(\Theta(D) \neq j) \geq \frac{\sqrt{M_{\epsilon}}}{1 + \sqrt{M_{\epsilon}}}. \left(1 - \frac{48\epsilon n}{\tilde{s}(\phi^{-1}(\epsilon)) \cdot U_{d, \infty, \psi}^2 \log 2} - \frac{1}{2 \log M_{\epsilon}} \right)$$

(64)

Note that $M_{\epsilon} \geq 2\frac{\log n}{\log 2} \geq 2\frac{e^{2\epsilon n} \log(\phi^{-1}(\epsilon))}{\tilde{s}}$ using the definition of $m_{\epsilon}$ and the fact that $m_{\epsilon} \geq 9$. Substituting this into (64), we obtain:

$$\max_{j \in [M_{\epsilon}]} P_j(\Theta(D) \neq j) \geq \frac{\sqrt{M_{\epsilon}}}{1 + \sqrt{M_{\epsilon}}} \left(1 - \frac{432\epsilon n}{\tilde{s}(\phi^{-1}(\epsilon)) \cdot U_{d, \infty, \psi}^2 \log 2} - \frac{1}{2 \log M_{\epsilon}} \right)$$

Now, we choose $\epsilon_n = \frac{\tau \phi}{\tilde{s} \phi^{n}}(1 - \frac{1}{(n+1)})$ where $\tau < 1$ has been chosen so that $\epsilon_n \leq \epsilon_3$. Define:

$$\Theta(D) \equiv \arg \min_{j \in [M_{\epsilon}]} ||f_D - f_j||_{L^2(\nu)}$$

Then for any $j \neq \Theta(D)$, we have by (63):

$$2\sqrt{\epsilon_n} \leq ||f_{\Theta(D)} - f_j||_{L^2(\nu)} \leq ||f_D - f_{\Theta(D)}||_{L^2(\nu)} + ||f_D - f_j||_{L^2(\nu)} \leq 2||f_D - f_j||_{L^2(\nu)}$$

Thus, we have:

$$\max_{j \in [M_{\epsilon}]} P_j(||f_D - f_j||_{L^2(\nu)} \geq \sqrt{\epsilon_n}) \geq \max_{j \in [M_{\epsilon}]} P_j(\Theta(D) \neq j) \geq \frac{\sqrt{M_{\epsilon}}}{1 + \sqrt{M_{\epsilon}}} \left(1 - \frac{432\epsilon_n}{\tilde{s}(\phi^{-1}(\epsilon_n)) \cdot U_{d, \infty, \psi}^2 \log 2} - \frac{1}{2 \log M_{\epsilon}} \right)$$

after substituting the choice of $\epsilon_n$ and letting $C_{\tau} = \frac{432\tau K_u}{U_{d, \infty, \psi}^2 \log 2}$ (where $u = \log \tau$ and $K = K(\psi, s, \phi) > 1$ is a constant depending only on $D_1, D_2, D_3, D_4, D_5, D_6 > 1$). Observing that $M_{\epsilon_n} \rightarrow \infty$ as $\epsilon_n \rightarrow 0$ (as $n \rightarrow \infty$), we obtain our result.

## D Relaxing Radiality

In this section, we prove Lemma 4.

**Proof of Lemma 4** The upper bound follows analogously to Corollary C.2.1 without loss of generality, suppose $0 \in \mathcal{X}$ (this can always be achieved via translation). By assumption, we have that for $n \geq (2C_1)^d$, $\epsilon_n((1 - C_1 n^{-\frac{3}{4}})X) = (1 - C_1 n^{-\frac{3}{4}})\epsilon_n(X) \geq C_1 n^{-\frac{3}{4}} \phi^{-1}(\epsilon_n)$. Hence, we can find $n$ points $\{x_i\}_{i=1}^n$ such that the annuli in the family $\mathcal{A} = \left\{ B(x_i, C_1 n^{-\frac{3}{4}}) \setminus B(x_i, C_1 n^{-\frac{3}{4}}) : i = 1, \ldots, n \right\}$ are disjoint and contained in $\mathcal{X}$ (we can choose these points in $(1 - C_1 n^{-\frac{3}{4}})\mathcal{X}$; containment in $\mathcal{X}$ is then guaranteed). Then, let $\phi_\epsilon \in \mathcal{H}_K$ be the cutoff potential for the annulus $A_i \in \mathcal{A}$, i.e., the unique minimizer such that $||\phi_\epsilon||_K^2 = \text{Cap}_X(A_i, \mathcal{H}_K) = \frac{c}{d}$.
Applying the Courant-Fisher minimax principle, we thus have:

\[
\frac{\|\phi_i\|^2_{L^2(\nu)}}{\|\phi_i\|^2_K} \geq \frac{\nu(B(x_i, \frac{n}{8}))}{\operatorname{Cap}_\mathcal{X}(A_i; \mathcal{H}_K)} \\
\geq \frac{\nu(B(x_i, n^{-\frac{1}{2}}))}{\operatorname{Cap}_\mathcal{X}(A_i; \mathcal{H}_K)} \\
\geq \frac{\inf_{x \in \mathcal{X}} \psi^{-1}(\nu(B(x, n^{-\frac{1}{2}})))}{\nu(B(x, n^{-\frac{1}{2}}))} \\
\geq \psi^{-1}(s(n)^{-1})
\]

where (65) follows from the fact that \( \phi_i = 1 \) on \( B\left(x_i, \frac{n}{8}\right) \) by definition, (66) follows from (16), and finally (67) follows from (65). Then, consider the \( n \)-dimensional subspace span \{\( \phi_i \)\}_{i \in [n]}\), and note by the disjointness of the \( A_i \) and the locality of \( \langle \cdot, \cdot \rangle_K \), we have that for each \( \phi \in \text{span}\{\phi_i\}_{i \in [n]}\):

\[
\frac{\|\phi\|^2_{L^2(\nu)}}{\|\phi\|^2_K} \geq \psi^{-1}(s(n)^{-1})
\]

Applying the Courant-Fisher minimax principle, we thus have:

\[
\mu_n \geq \psi^{-1}(s(n)^{-1})
\]

\[\square\]

### E Auxiliary Results

**Lemma E.1.** Suppose \( \frac{1}{\psi(t)} \) is concave. Then, if Assumption [I] holds, we have for all \( f \in \mathcal{H}_K \) and sufficiently small \( \epsilon > 0 \):

\[
\frac{\|f\|^2_{\psi^{1+\epsilon}}}{{\|f\|^2_K}} \leq \frac{t}{\psi^{1+\epsilon}} \left( \frac{\|f\|^2_{L^2(\nu)}}{{\|f\|^2_K}} \right)
\]

**Proof.** Observe that for sufficiently small \( \epsilon > 0 \), \( \frac{t}{\psi^{1+\epsilon}(t)} \) maintains the concavity in Lemma [2]. Then the result follows immediately from Proposition 7 in [39] with \( \kappa = \sqrt{t}, \phi = \sqrt{\psi^{1+\epsilon}(t)} \), and \( \psi(t) = 1 \) (note here \( \kappa, \phi, \) and \( \psi \) denote the variable notation used in Prop 7 of [39] and do not coincide with the objects \( \kappa, \phi, \) and \( \psi \) in this paper). \[\square\]

**Lemma E.2.** For all sufficiently small \( \epsilon > 0 \)

\[
\sup_{x \in \mathcal{X}} \| (C_\nu + \lambda)^{-\frac{1}{2}} k(x, \cdot) \|_K \leq \sqrt{\frac{\|k\psi^{1+\epsilon}\|_2}{\psi^{1+\epsilon}(\lambda)}}
\]

**Proof.** We first note that, for any linear operator \( T \) on \( \mathcal{H}_K \), we have:

\[
\sup_{x \in \mathcal{X}} \| Tk(x, \cdot) \|_K = \sup_{\|f\|_K = 1, x \in \mathcal{X}} \langle Tk(x, \cdot), f \rangle_K
\]

\[
= \sup_{\|f\|_K = 1, x \in \mathcal{X}} \langle k(x, \cdot), T^* f \rangle_K
\]

\[
= \sup_{\|f\|_K = 1, x \in \mathcal{X}} \| T^* f(x) \|_\infty
\]

\[
= \| T^* \|_{\mathcal{H} \rightarrow L^\infty(\mathcal{X})}
\]
Hence, since \((C' + \lambda)^{-\frac{1}{2}}\) is self-adjoint, we have by the interpolation inequality (Lemma E.1) and the weak embedding \(H^\psi \hookrightarrow L^\infty(\mathcal{X})\), that for sufficiently small \(\epsilon > 0\):

\[
||(C' + \lambda)^{-\frac{1}{2}} f||_2^2 \leq \frac{||k^{\psi_{1+\epsilon}}||_\infty^2 ||(C' + \lambda)^{-\frac{1}{2}} f||_2^2}{\psi^{1+\epsilon}(||(C' + \lambda)^{-\frac{1}{2}} f||_K^2)}
\]  

(68)

Taking the supremum over \(f \in B(\mathcal{H}_K)\), and noting that the RHS of (68) is jointly nondecreasing in \(||(C' + \lambda)^{-\frac{1}{2}} f||_2\) and \(||(C' + \lambda)^{-\frac{1}{2}} f||_K\) by the fact that, for sufficiently small \(\epsilon > 0\), \(\psi_{1+\epsilon}\) is concave and nondecreasing by Assumption 2 we obtain:

\[
||(C' + \lambda)^{-\frac{1}{2}}||_\mathcal{H}^2 \rightarrow L^\infty(\mathcal{X})^2 \leq \frac{||k^{\psi_{1+\epsilon}}||_\infty^2}{\psi^{1+\epsilon}(\lambda)}
\]

where we have used the fact that \(\sup_{f \in B(\mathcal{H}_K)} ||(C' + \lambda)^{-\frac{1}{2}} f||_2 = \sup_{f \in B(\mathcal{H}_K)} ||C' \psi ||_{\mathcal{H}}^2 \leq 1\) and \(\sup_{f \in B(\mathcal{H}_K)} ||(C' + \lambda)^{-\frac{1}{2}} f||_K = \lambda^{-1}\).

Lemma E.3. For any \(\epsilon > 0\)

\[
\mathcal{N}(\lambda) \equiv \psi^{-1}(C'(C' + \lambda)^{-1}) \lesssim s^{-1}(\psi(\lambda)^{-1-\epsilon})
\]

Proof. From Corollary C.2.1 we obtain \(\mu_i \lesssim \psi^{-1}(s(i)^{-\frac{1}{1+\epsilon}})\) for any \(\epsilon > 0\). Therefore, we have:

\[
\mathcal{N}(\lambda) \equiv \psi^{-1}(C'(C' + \lambda)^{-1}) = \sum_{i=1}^\infty \frac{\mu_i}{\mu_i + \lambda}
\]

\[
= \sum_{i=1}^\infty \frac{1}{1 + \lambda \mu_i^{-1}}
\]

\[
\leq \sum_{i=1}^\infty \frac{1}{1 + \frac{C_1 \lambda}{\psi^{-1}(s(i)^{-\frac{1}{1+\epsilon}})}}
\]

\[
\leq \int_0^\infty \frac{dt}{1 + \frac{C_1 \lambda}{\psi^{-1}(s(t)^{-\frac{1}{1+\epsilon}})}} + \int_{s^{-1}(\psi(\lambda)^{-1-\epsilon})}^\infty \frac{dt}{1 + \frac{C_1 \lambda}{\psi^{-1}(s(t)^{-\frac{1}{1+\epsilon}})}}
\]

We observe that, by Assumption 2 we have that:

\[
2 \psi^{-1}\left(\frac{x}{D_2^{\psi}}\right) \leq \psi^{-1}(x) \leq 2 \psi^{-1}\left(\frac{x}{D_1^{\psi}}\right)
\]

and by Assumption 3:

\[
\left(D_2^{\psi}s\left(\frac{x}{2}\right)\right)^{-\frac{1}{1+\epsilon}} \leq s(x)^{-\frac{1}{1+\epsilon}} \leq \left(D_1^{\psi}s\left(\frac{x}{2}\right)\right)^{-\frac{1}{1+\epsilon}}
\]

Putting these together, we have:

\[
2 \psi^{-1}\left(s(D_1^{\psi,s}x)^{-\frac{1}{1+\epsilon}}\right) \leq \psi^{-1}(s(x)^{-\frac{1}{1+\epsilon}}) \leq 2 \psi^{-1}\left(s(D_2^{\psi,s}x)^{-\frac{1}{1+\epsilon}}\right)
\]

where \(D_1^{\psi,s} = 2^{(1+\epsilon)log_{D_1}\psi}D_2^{\psi}\) and \(D_2^{\psi,s} = 2^{(1+\epsilon)log_{D_2}\psi}D_2^{\psi}\). Hence, for \(t > s^{-1}(\psi(\lambda)^{-1})\), we have:

\[
\frac{\lambda}{\psi^{-1}(s(t)^{-\frac{1}{1+\epsilon}})} = \psi^{-1}(s(t)^{-\frac{1}{1+\epsilon}}) \psi^{-1}(s(t)^{-\frac{1}{1+\epsilon}}) = \frac{\psi^{-1}(s(t)^{-\frac{1}{1+\epsilon}})}{\psi^{-1}(s(t)^{-\frac{1}{1+\epsilon}})} \geq 2^{-log_{D_2}\psi} t^{-1}s^{-1}(\psi(\lambda)^{-1-\epsilon})
\]
We remark that the inner product \( \langle \cdot, \tilde{\cdot} \rangle \) where \( \tilde{\cdot} \) version of our RKHS), then the extended Dirichlet space \( H \) is itself a Hilbert space in \( (\cdot, \cdot)_Z \) as in (69). Let \( \mu \) denote the extended Dirichlet space obtained by taking pointwise limits of Cauchy sequences in \( H \) (see Theorem 1.5.2 in [21] for details; this is a Hilbert space by Theorem 1.5.3 therein). We orthogonally decompose \( H \) as:

\[
\hat{H} = \hat{H}_{\mathbb{R}^d \setminus \hat{Z}} \otimes \mathcal{H}_Z
\]

(69)

where \( \hat{Z} \subset Z \) is a quasi-support of \( \mu \) defined in (5.1.21) of [21] in terms of the unique (up to equivalence) positive, continuous additive functional (PCAF) associated with \( \mu \). We note that \( \mu(Z \setminus \hat{Z}) = 0 \). In (69), \( \hat{H}_{\mathbb{R}^d \setminus \hat{Z}} = \{ f \in H : f = 0 \text{ on } \hat{Z} \} \). We are now ready to define the trace of a Dirichlet form:

**Definition F.1.** Let \( P_Z \) denote the orthogonal projection from \( \hat{H} \) to \( \mathcal{H}_Z \). The trace of \( (\cdot, \cdot)_H \) on \( L^2(\mathbb{R}^d) \) to \( (Z, \mu) \) is \( (\cdot, \cdot)_{H(Z)} \), \( H(Z) \) where:

\[
\mathcal{H}(Z) = \{ f \in L^2(Z, \mu) : f = g \text{ a.e. on } Z \text{ for } g \in \hat{H} \}
\]

\[
(f, g)_{H(Z)} = (P_Z \hat{f}, P_Z \hat{g})_H
\]

where \( \hat{f}, \hat{g} \in \hat{H} \) with \( f = \hat{f} \) and \( g = \hat{g} \) a.s. on \( Z \).

We remark that the inner product \( (\cdot, \cdot)_{H(Z)} \) in Definition F.1 is well-defined by Lemma 6.2.1 in [21]. Moreover, when \( H \) is itself a Hilbert space in ||·||_H and the imbedding \( H \hookrightarrow L^2(\mathbb{R}^d) \) is injective (as is the case for \( H_K(\mathbb{R}^d) \), the global version of our RKHS), then the extended Dirichlet space \( \hat{H} \) simply coincides with \( H \) (by Theorem 1.5.5 in [21]).

**Lemma F.1.** Assume \( L^2(\mathcal{X}) \subset L^2(\mathcal{X}, \nu) \). Suppose \( \psi(t) = t^\beta \) and \( s(t) = t^\alpha \) for \( \beta \in (0, 1) \) and \( \alpha \geq 1 \). Let \( r = \frac{d}{2} \left( \frac{\alpha(1-\beta)}{\beta} + 1 \right) \). Then, Assumption [21] is equivalent to:

\[
K_1 ||Pf||_{L^2(\nu)} \leq ||T_{r}f||_{H^r(\mathcal{X})} \leq K_2 ||Pf||_{L^2(\nu)}
\]

for some constants \( K_1, K_2 > 0 \). Here \( H^r(\mathcal{X}) \) is the trace of the Sobolev space \( H^r(\mathbb{R}^d) \) to \( (\mathcal{X}, \nu) \) (as in Definition [21]) and \( P : L^2(\nu) \rightarrow H^r(\mathcal{X}) \) is the canonical projection.

**Proof.** Let \( \hat{\mathcal{X}} \subset \mathcal{X} \) be the quasi-support of \( \nu \) defined after (69). Decompose \( H^r(\mathbb{R}^d) \) as \( H^r(\mathbb{R}^d) = H^r_{\mathbb{R}^d \setminus \hat{Z}} \otimes \mathcal{H}_\hat{Z} \) (note in this paragraph we use the same conventions as in Definition [21] simply replacing the generic \( \hat{Z} \) with \( \mathcal{X} \). Let \( I_m : H_K(\mathbb{R}^d) \rightarrow L^2(\mathbb{R}^d) \) denote the canonical imbedding. We first demonstrate that \( \text{Im}(I_m S_\nu) \subset H^r(\mathbb{R}^d) \) (where we recall \( S_\nu = I_\nu^r \) is defined in [21]). Let \( d\nu(x) = w(x)dx \). Then,
we have for $f \in \mathcal{H}_X$:

$$
\|I_m S_v f\|_{H^s(\mathbb{R}^d)}^2 = \int_{\mathbb{R}^d} (1 + |\xi|^2)^s F[I_m S_v f] (\xi)^2 d\xi \\
= \int_{\mathbb{R}^d} (1 + |\xi|^2)^s F_d\kappa(|\xi|)^2 F[f w] (\xi)^2 d\xi \\
= \int_{\mathbb{R}^d} (1 + |\xi|^2)^s \cdot \frac{s(|\xi|^d-1)}{|\xi|^d} F_d\kappa(|\xi|)^2 F[f w] (\xi)^2 d\xi \\
= \int_{\mathbb{R}^d} (1 + |\xi|^2)^s \frac{\alpha(1-\beta)}{|\xi|^d} \cdot |\xi|^d \frac{\beta}{\alpha} F_d\kappa(|\xi|) F[f w] (\xi)^2 d\xi
$$

(70)

where (70) follows from the Fourier convolution formula, (71) follows from Assumption 8, (72) follows from our assumption on $s(t)$ and $\psi(t)$, and (73) follows from the definition of $S_v$ and recalling $K(x,y) = \kappa(\|x-y\|)$.

Hence, by the boundedness of $T_v$, we have that $\|I_m S_v f\|_{H^s(\mathbb{R}^d)} < \infty$. Now, observe that $I_m S_v f|_X = T_v f$ a.s. (with respect to either $dx$ or $d\nu$, by the absolute continuity of the latter). Let $\tilde{g} \in H^s(\mathcal{X})$ — then there exists a $g \in H^s(\mathbb{R}^d)$ such that $g = \tilde{g}$ a.s. on $\mathcal{X}$ (the choice of extension does not matter by Lemma 6.2.1 in [21]). Hence, for $f \in L^2(\nu)$, we have:

$$
\langle \tilde{g}, T_v f \rangle_{H^s(\mathcal{X})} = \langle P_\mathcal{X} \tilde{g}, I_m S_v f \rangle_{H^s(\mathbb{R}^d)} \\
= \int_{\mathbb{R}^d} (1 + |\xi|^2)^s F[P_\mathcal{X} \tilde{g}] (\xi) F[I_m S_v f] (\xi) d\xi \\
= \int_{\mathbb{R}^d} (1 + |\xi|^2)^s F[P_\mathcal{X} \tilde{g}] (\xi) F_d\kappa(|\xi|) F[f w] (\xi) d\xi \\
= \int_{\mathbb{R}^d} (1 + |\xi|^2)^s \frac{\alpha(1-\beta)}{|\xi|^d} \cdot |\xi|^d \frac{\beta}{\alpha} F[P_\mathcal{X} \tilde{g}] (\xi) F[f w] (\xi) d\xi \\
= \int_{\mathbb{R}^d} F[P_\mathcal{X} \tilde{g}] (\xi) F[f w] (\xi) d\xi \\
= \int_\mathcal{X} P_\mathcal{X} \tilde{g}(x) f(x) w(x) dx \\
= \int_\mathcal{X} \tilde{g}(x) f(x) d\nu(x)
$$

where the last line follows upon recalling that $P_\mathcal{X} \tilde{g} = \tilde{g}$ a.s. on $\mathcal{X}$ and the previous lines follow analogously to above. Taking the supremum over $g \in \mathcal{B}(H^s(\mathcal{X}))$, we obtain our result.

**Remark 7.** Note that in Lemma 3.1 we may have equivalently defined $H^s(\mathcal{X})$ as the trace of $H^s(\mathbb{R}^d)$ to $(\mathcal{X}, dx)$ due to the absolute continuity of $\nu$ and its support being $\mathcal{X}$. 

32