ABSTRACT

A recent trend to recognize facial expressions in the real-world scenario is to deploy attention based convolutional neural networks (CNNs) locally to signify the importance of facial regions and, combine it with global facial features and/or other complementary context information for performance gain. However, in the presence of occlusions and pose variations, different channels respond differently, and further that the response intensity of a channel differ across spatial locations. Also, modern facial expression recognition (FER) architectures rely on external sources like landmark detectors for defining attention. Failure of landmark detector will have a cascading effect on FER. Additionally, there is no emphasis laid on the relevance of features that are input to compute complementary context information. Leveraging on the aforementioned observations, an end-to-end architecture for FER is proposed in this work that obtains both local and global attention per channel per spatial location through a novel spatio-channel attention net (SCAN), without seeking any information from the landmark detectors. SCAN is complemented by a complementary context information (CCI) branch. Further, using efficient channel attention (ECA), the relevance of features input to CCI is also attended to. The representation learnt by the proposed architecture is robust to occlusions and pose variations. Robustness and superior performance of the proposed model is demonstrated on both in-lab and in-the-wild datasets (AffectNet, FERPlus, RAF-DB, FED-RO, SFEW, CK+, Oulu-CASIA and JAFFE) along with a couple of constructed face mask datasets resembling masked faces in COVID-19 scenario. Codes will be made publicly available.
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1 Introduction

It is rightly said that face is the index of mind. The emotional states (calm, happy, anger, sad, fear, disgust, surprise, contempt) of a person can be understood from the facial expressions of the person. In communication and social interaction, facial expression and body language, together with words, make the interaction more meaningful. In analysing depression and mental related illness, longitudinal study of facial expressions play a vital role. In student-teacher interaction, facial expression can indicate attentiveness, teaching quality etc.

With the advancement in technology, there has been a continuous upsurge in the interest of researchers to enable machines to recognize facial expressions. This field of research is called as facial expression recognition (FER). Machines with FER capability has plethora of applications viz human-computer interaction [2], intelligent tutoring systems [22], automatic driver alert systems [19], mental health analysis [15], support systems for mentally retarded children [37], computer animation [8] etc.

A way to enable machines to perform FER is to make them learn the facial expressions through examples. Traditional works like [33], [6], [17], [23] focused on training machines for FER through examples collected in a controlled (in-lab) environment. Examples of such in-lab datasets are CK+ [8], Oulu-CASIA [57] and JAFFE [32]. However, machines
trained in controlled environment do not generalize well to real-world scenarios wherein the facial images contain occlusions, vary in illumination, differ in pose etc. To tackle these challenges, large datasets in the order of millions of facial images like AffectNet [36] collected from real-world scenarios (in-the-wild) have been made available. Despite this, developing algorithms that are robust to occlusion, pose and illumination variation are not trivial. For example, the object of occlusion could be internal (for eg, hands occluding the face) or external (for eg, a face mask or glasses), size of occluder could vary and that any location in the image could be occluded. Similarly, extreme pose variations like pose in profile facial images could misinform the algorithm due to loss of symmetry. Illumination variation can block information proportional to the degree of illumination. Misinformation or loss of information is heavy on algorithms as they have to search for appropriate regions containing relevant information, which could be minimal in size, to discriminate well between different facial expressions. This is where attention mechanism pitches in. Attention mechanism attempts to weigh relevant regions (for eg, non-occluded regions) heavier for further processing than less relevant regions. This enhances the discriminating power of the algorithm for FER. Local attention is particularly useful in this regard, especially in the presence of occlusions. In local attention, local patches or regions of the input are focused upon. Their relevance is subsequently quantified through the attention mechanism. Consideration of local patches make identification of relevant regions relatively easier since, for example, the object of occlusion could cover certain local patches, thereby making them less relevant eventually as the machine learns. Local attention is generally combined with global context obtained from the undivided attention weighted input for performance gain. With the introduction of graphics processing units (GPUs) and since the renaissance of neural networks through AlexNet [26] under the deep learning (DL) umbrella, deep convolutional neural networks (CNNs) have super-scaled the performance in recognition problems [26], [40], [42], [45]. An important factor that drives the success of CNNs and in fact any deep network is the large volume of data. With huge face datasets like MS-Celebrity face dataset [18], Casia webface [53], VGGFace [39], VGGFace2 [5] etc. for face recognition (FR), the current trend for FER is to transfer knowledge (weights) from pre-trained FR models to FER model and then fine-tune the weights on FER datasets like AffectNet. Further, to account for occlusions, pose and illumination variations, attention mechanism is incorporated in to the CNNs and the complete model is fine-tuned [30], [48], [13]. Specifically, local attention weighted features are combined with complementary context information like global facial features for FER. This trend has significantly improved the recognition rate in FER, for example from around 50% [54] to around 60% [13] on AffectNet dataset though there is still a wide scope for improvement. A particular issue has been with regard to how the attention mechanism is incorporated into the CNN. A very recent work [43] has illustrated that in presence of wild scenarios like presence of occlusions, that are common in real-world scenes, different channels of a CNN feature map respond differently to the input stimuli, and further that the response intensity of a channel differ across spatial locations. However, attention based CNNs [30], [48], [13] for FER have either applied constant attention weight across both channel and spatial dimensions, or applied per channel attention weight that is constant across spatial dimensions, or per position attention weight that is constant across channel dimensions. Further, some of these attention based CNNs [30], [13] define local attention based on external sources like landmark detectors [55], [14]. Erratic behaviour of such sources will naturally pull down the performance, and such anomalous behaviour is possible under challenging scenarios of presence of occlusions and pose and illumination variations. Also, these attention based CNNs do not emphasize on the relevance of features input to the part of the model that extracts complementary context information to local attention module. Leveraging on these observations, an end-to-end architecture for FER is proposed in this work that obtains both local and global attention per channel per spatial location, without seeking any information from the landmark detectors. Further, using efficient channel attention (ECA) [49], the relevance of features input to compute complementary context information is also attended to. The proposed architecture is robust to occlusion and pose variation. The branch of the proposed architecture that computes attention is called as spatio-channel attention net (SCAN). The other branch, that again operates on facial regions, is called as complementary context information (CCI) branch. The input to both the branches is the high-level semantic representation of the face in the given facial image, obtained from a backbone network (ResNet-50) that was pre-trained on a large face dataset (VGGFace 2). The details of the proposed architecture will be presented in Section 3. In summary our contributions are as follows:

- A local-global attention branch called as SCAN that computes attention weight per channel per spatial location manner across all considered local patches and the whole input to make FER model robust to occlusion and pose variation. We also illustrate that the local attention branch can be shared across all local patches without any significant performance dip. This makes the local attention branch lightweight.

- An enhanced complementary context information branch called CCI, enhanced by ECA, that provides richer complementary information to SCAN.

- An end-to-end architecture for FER devoid of dependence on external sources like landmark detectors to define attention.
• Validation of the proposed architecture on variety of datasets, both in-lab and in-the-wild cases with superior performance over the recent methods. Additionally, comparison against a baseline on a couple of constructed masked-facial datasets resembling masked faces in COVID-19 scenario.

2 Related Work

Earlier works relied on hand-crafted features like deformable features, motion features and statistical features along with traditional machine learning (ML) paradigms like SVM for FER [1], [24], [50]. These works validated their models on in-lab datasets [31], [57], [32]. However, models trained for controlled environment do not generalize well outside that environment. Current trend is being driven by DL paradigm with availability of huge volume of data collected in an uncontrolled ‘in-the-wild’ setting. It is to be noted that in-the-wild datasets, though available for FER, are not upscaled yet except for AffectNet [36]. However, as mentioned earlier, datasets for FR are very huge. So, a general strategy for FER is to adopt transfer learning [38] from FR.

CNNs have stamped their supremacy with regard to performance on recognition problems. In fact, almost two decades ago, CNNs have been found to be robust to some degree of affine transformations with regard to FER [34]. In [38], a two-stage architecture is proposed for FER. In the first stage, parameters of FR model guides the learning of convolutional layers of the FER model. In the subsequent stage, expression representation is learnt by addition of fully connected (fc) layers, and further refinement. [27] addresses FER through an ensemble network with a novel pre-processing transformation, that transforms image intensities into a 3d-space, facilitating robustness to illumination variation. While [27] used an ensemble network, [21] uses an ensemble of supervisions through supervised scoring ensemble (SSE) learning mechanism wherein, apart from the output layer, intermediate and shallow layers are also supervised. Spatial information from facial expression images and differential information from changes between neutral and non-neutral expressions have been fused together using multiple fusion strategies in [44] for FER. Multi-scale features obtained using hybrid inception-residual units with concatenated rectified linear activations enabled the architecture in [52] to capture variations in expression. A 2-channel CNN with one channel trained in an unsupervised fashion, and subsequent information merge from both the channels aid FER in [20]. Apart from stand-alone CNNs, generative models where CNNs define the generator and discriminator have also been used for FER. In [51], a facial image is viewed as a sum of neutral and expressive component, and subsequently the residual expressive component is learnt using a de-expression residual learning module under a generative model setting. Another generative model that supresses identity while preserving expression, to account for within subject variance, is proposed in [4]. While all these methods outperform traditional hand-crafted features ML based methods, most of them still validate their analysis only on in-lab datasets. They are not robust to challenges like presence of occlusions and pose variations that are common in ‘in-the-wild’ datasets. Incorporation of attention mechanism plays a vital role to face these challenges in FER.

Attention mechanism, an attempt to imitate how humans focus on salient regions in an image, has been successful in many computer vision tasks including abnormal behaviour recognition [46] and visual explanation [16]. With regard to FER robust to occlusions and pose variations, the recent works [30], [48], [13] have pushed up the performance. In [30], unobstructedness or importance scores of local patches of feature maps corresponding to certain landmark points are computed using self attention and the respective local feature maps are weighted by these scores. The expectation is that, over training, patches corresponding to occluded areas in the image will receive low importance and hence become less relevant. Parallely, global context is captured through self attention on the entire feature map. Concatenation of local-global context is passed to a classifier for expression recognition. Region attention network (RAN) [48] is conceptually similar to [30] but selects patches directly from the image input. RAN combined with a region biased loss quantifies the importance of patches. Subsequently, a relation-attention module that relates local and global context provides the expression representation for classification. It is to be noted that selection of patches directly from the image input will increase time of inference. In [13], attention weights are generated as samples from a Gaussian distribution centered at spatial locations of the feature map, corresponding to certain confident landmark points, where the confidence score is provided by an external landmark detector. Selection of local patches follow [30]. Concurrently, complementary information is gathered from non-overlapping partitions of the feature map. Together, the patch based information and the complementary information guide the classifier to report state-of-the-art results.

This work is also an attention based architecture for robust FER. It differs from [30], [48], [13] in the following aspects:

• [30] assigns a single attention weight to the entire feature map per patch. [48] assigns attention weight to every feature per input crop but it works with a flattened vector thereby losing spatial information. [13] assigns spatially varying attention weights that are constant across channel dimensions, per patch. In this work, per channel per spatial location attention weight per patch is defined through the proposed SCAN.
• [48], [13] uses landmark detector to define attention. The proposed model does not need external sources like landmark detectors to define attention.

• [13] does not emphasize on the relevance of input feature maps to collect complementary information. The proposed work uses ECA to attend to the relevance of input feature maps to CCI branch.

• [48] fixes patches at the level of image input, thereby potentially increasing the inference time, especially when the number of patches are scaled up. The proposed work does not crop the input into multiple patches.

3 Proposed Model

3.1 Motivation

The proposed model is motivated by the attention based FER detailed in [30], [48], [13] and the key observation in [43]. A generic depiction of types of attention blocks in these attention based models is shown in Fig. 1.

The three types of attention blocks, in order, are adopted in [30], [48], [13] respectively. It can be noticed from Fig. 1 that either the attention weight is constant across spatial and channel dimensions (Type 1, [30]) or it is constant across spatial dimensions (Type 2, [48]) or it is constant across channel dimensions (Type 3, [13]). However, it has been illustrated in [43], that in presence of occlusions, different channels respond differently and further that, each channel exhibits variation in intensity across spatial locations, for the given input stimuli.

For example, Fig.2 shows 8 chosen channels of the median relative difference in response between a clean image and its occluded counterpart from the output of Conv_3x block in ResNet-50. Median is computed from a sample of 100 pairs of clean and occluded images with occlusion fixed at the same location across the entire sample. Clearly, some channels display minimal response to occlusion while others show differing responses around the region of occlusion.

![Figure 1: Generic description of attention mechanism in [30], [48], [13]](image)

![Figure 2: Channel response to occlusion. Top leftmost is a sample of occluded image. Other 8 images show heatmap of median relative change in response of 8 channels across a sample of 100 clean and occluded pairs.](image)

3.2 Spatio-Channel Attention Net(SCAN)

Based on the aforementioned observation, this work proposes an attention block that provides attention per channel per spatial location for the given input feature map. This attention block is called as Spatio-Channel Attention Net. The input-output pipeline of SCAN is shown in Fig. 3. Mathematically, let $P$ be the $C \times H \times W$ dimensional input feature map to SCAN. Let $f$ be the non-linear function that models SCAN. In this work, $f$ is defined to be a ‘same’ convolution operation with number of out channels same as that of input channels, followed by parametric ReLU.
Figure 3: Input output pipeline of SCAN

(PReLU) activation, batch normalization (BN) and a sigmoid activation ($\sigma$). Let $OP$ be the attention weights of the input feature map computed by SCAN. Then

$$OP = SCAN(P) = f(P) = \sigma(BN(PReLU(Conv(P))))$$  \hspace{1cm} (1)

where Conv is the ‘same’ convolution operation that takes a $C \times H \times W$ input feature map and outputs $C \times H \times W$ attention weights.

Following the computation of attention weights, the input feature map is weighted. Let $WP$ denote the weighted input feature map. Then,

$$WP = P \odot OP$$  \hspace{1cm} (2)

where $\odot$ is the element-wise multiplication operator. For sake of convenience, it is assumed that this element-wise multiplication is merged with SCAN. Hence the output of SCAN is $WP$ for the input $P$. It is to be noted that the input $P$ could be a local patch from a feature map, or the entire feature map providing global context. For this reason, SCAN is called as local-global attention branch.

When multiple patches from a feature map are input to SCAN, the learnable parameters in SCAN can either be shared across all the input patches, or kept independent across patches. In this work, both shared as well as independent set of SCAN parameters reported similar performance. This will be illustrated in Section 6. For further presentation, it is assumed that parameters are independent across patches.

### 3.3 Complementary Context Information (CCI) Branch

While SCAN endeavours to discriminate between expressions by emphasizing on relevant features locally and globally, extra complementary information to this would surely enhance the discriminating ability of the model. Since transfer learning from FR is adopted for FER, the wealth of information available in FR could be easily leveraged upon to extract complementary context information. Particularly, information through feature maps from middle layers of the FR model could be used for this purpose. Middle layers are likely to contain features surrounding parts of the face like eyes, nose, mouth etc. that are useful for FER. Final layers generally contain identity specific features which are not suitable for FER.

Features from the middle layer may be redundant, and all the features may not be important for FER. To eliminate redundancy and emphasize the important features, ECA [49] is applied to the feature map from middle layer. ECA is a local cross-channel interaction mechanism without dimensionality reduction that computes channel-wise attention, constant across spatial dimensions. ECA has shown that dimensionality reduction decreases the performance while cross-channel interaction improves performance. It is to be noted that this philosophy is followed in SCAN as well. A natural question here would be that why ECA here and why not SCAN. It is to be noted that the goal here is to obtain complementary context information to the one provided by SCAN. Hence SCAN is not used here. Also, prior to using the information from the middle layer of FR model to perform FER, the important features need to be emphasized and the redundancy needs to be eliminated. Hence channel-wise attention suffices here. In this regard, since ECA has demonstrated its superiority over other attention methods, it is adopted here.

The CCI branch proposed in this paper is similar to the one in [13] but with prior feature emphasis by ECA. The influence of ECA is illustrated in Section 6.7. The CCI branch is described as follows: Let $F$ be the feature map from a chosen middle layer of the base model trained for FR. Let $OF$ be the output of CCI branch. Then,

$$OF = CCI(F) = GAP(PARTITION(ECA(F)))$$

$$= \{OF_1, OF_2, ..., OF_k\}$$  \hspace{1cm} (3)

where PARTITION partitions the ECA weighted feature map in to k non-overlapping blocks and GAP is global average pooling. $OF_i$ is the output of GAP on $i^{th}$ block and it is a vector of features. Following [13], $k$ is chosen to be 4 in this work.
3.4 Proposed Architecture

The complete proposed architecture is shown in Fig. 4. The input I is a 224 × 224 RGB image. It is processed by a pre-trained ResNet-50 model. For the SCAN branch, the output of Conv_3x block from ResNet-50 goes as input. This is a 28 × 28 × 512 feature map, denoted by \( F_u \). Next, \( F_u \) is partitioned into m non-overlapping blocks, each block acting as a local patch. In this work, m is chosen to be 25 based on the ablation study reported in Section 6.9. This results in 25 local patches. The output of SCAN from each of the 25 local patches is global average-pooled across spatial dimensions and subsequently max-pooled across channel dimensions to provide the summary of the local context in the form of a 512 dimensional vector, denoted by \( V_l \). Also, the whole \( F_u \) is fed to SCAN and the output is global average-pooled to capture global context in the form of another 512 dimensional vector, denoted by \( V_g \). \( V_l \) and \( V_g \) are concatenated and sent through an expression classifier based on cross-entropy loss denoted by \( L_u \). It is to be noted that the entire local and global context processing through SCAN is devoid of any information from external landmark detectors.

For the CCI branch, the output of Conv_4x block from ResNet-50, denoted by \( F_l \), goes as input. It has dimension 14 × 14 × 1024. As expressed in Eq. 3, the output of CCI is a set of k vectors \( \{OF_1, OF_2, ..., OF_k\} \). Subsequently, each of \( OF_i \) is densely connected to a 256 node layer and then goes through an expression classifier based on cross-entropy loss, denoted by \( L_i \). The total loss from the CCI branch is

\[
L_l = \sum_{i=1}^{k} L_i
\]

(4)

The overall loss from both the branches is given by

\[
L = \lambda * L_u + (1 - \lambda) * L_l
\]

(5)

where \( \lambda \) belongs to [0, 1]. In this work, we set \( \lambda \) to 0.2 based on the ablation study reported in Section 6.9.

4 Datasets

4.1 In-the-wild Datasets

AffectNet [36] is the largest facial expression dataset with around 0.4 million images manually labeled for the presence of eight (neutral, happy, angry, sad, fear, surprise, disgust, contempt) facial expressions along with the intensity of
valence and arousal. Since some papers in literature quote results only for first seven expressions (without contempt) while few others quote for all eight expressions, to do a fair comparison, this work reports results on both the cases. The former case is denoted by AffectNet-7 while the latter is denoted by AffectNet-8. Only maximum of 20000 images per expression are considered for training in both the cases. Test set sizes are 3500 and 4000 samples for both the cases, respectively. Since the dataset has class imbalance, oversampling is used for training. Challenging test subsets of AffectNet namely Occlusion-AffectNet and Pose-AffectNet provided by [48] are also considered. For the Occlusion-AffectNet, each image is occluded with at least one type of occlusion: wearing mask, wearing glasses etc. There are a total of 682 images. For the Pose-AffectNet, images with pose degrees larger than 30 and 45 are collected. The number of images are 1949 and 985, respectively. RAF-DB [28, 29] contains 29672 facial images tagged with basic or compound expressions by 40 independent taggers. In this work, only images with basic emotions are used, including 12271 images as training data and 3068 images as test data. Like in AffectNet, challenging test subsets of RAF-DB namely Occlusion-RAF-DB and Pose-RAF-DB given by [48] are also considered. The Occlusion-RAF-DB has a total number of 735 images, while Pose-RAF-DB has 1248 and 558 images with pose larger than 30 and 45 degrees, respectively. FERPlus by [3] consists of 28558 training images, 3589 validation images and 3589 test images. Each image is labeled with one of the eight expressions by 10 independent taggers. Similar to AffectNet, challenging test subsets of FERPlus namely Occlusion-FERPlus and Pose-FERPlus [48] are also considered. The Occlusion-FERPlus has a total number of 605 images, while Pose-FERPlus has 1171 and 634 images with pose larger than 30 and 45 degrees, respectively. SFEW [12] contains selected frames from AFEW [11]. It contains 891 training images and 431 validation images covering unconstrained facial expressions, different head poses, ages, and occlusions. FED-RO [30] is a recently released facial expression dataset with real world occlusions. Each image has natural occlusions including sunglasses, medical mask, hands and hair. It contains 400 images labeled with seven expressions for testing. This dataset is used only for testing the model.

4.2 In-lab Datasets

The Extended Cohn-Kanade dataset (CK+) [25, 31] contains 593 video sequences recorded from 123 subjects. The first and last three frames of each video sequence are considered as the neutral and target expressions, resulting in 1254 and 1308 images for the cases of 7 and 8 expressions, respectively. Oulu-CASIA [57] dataset contains six prototypic expressions from 80 people between 23 to 58 years old. The first and the last three frames are considered as the neutral and target expressions, resulting in 1920 images. JAFFE [32] contains 213 images of 7 facial expressions posed by 10 Japanese female models. Each image has been rated on 6 emotion adjectives by 60 Japanese subjects.

4.3 Synthetic Covid-19 mask Datasets

In the background of covid-19 pandemic where worldwide restrictions have enforced people to mask their nose and mouth regions, this work constructs two datasets from FERPlus and RAF-DB using the publicly available code\(^1\), simulating masked faces in covid-19 scenario. Performance on these datasets are also reported.

5 Implementation Details

The proposed work is implemented in PyTorch\(^2\) using a single GeForce RTX 2080 Ti GPU with 11GB memory. The backbone net of the proposed architecture is a pre-trained ResNet-50, trained on VGGFace2 [5]. Resnet-50 trained on ImageNet [10] is also considered. All images are aligned using MTCNN\(^3\) [56] and then resized to 224x224. Input to SCAN is output of Conv_3x block of backbone Resnet-50. Input to CCI is output of Conv_4x block of backbone Resnet-50. Model is optimized by stochastic gradient descent (SGD) for 60 epochs. Learning rate (lr) of backbone is initialized to 0.0001. With regard to SCAN and CCI, lr is initialized to 0.01 when trained on FERPlus and RAF-DB. For AffectNet, lr is initialized to 0.001. For SFEW training, the proposed model trained on combination of AffectNet and RAF-DB is fine tuned with lr set to 0.001 on SCAN and CCI branches. In case of in-lab datasets, lr for backbone, SCAN and CCI are all set to 0.00001 while performing 10-fold cross-validation. In all cases, lr for the backbone, SCAN and CCI branches are exponentially decayed by a factor of 0.95 every epoch. Momentum in SGD is set to 0.9 and weight-decay is set to 0.001. Batch size is fixed at 64. Evaluation metric used is overall accuracy. Since FERPlus has multiple labels per image, majority voting is adopted to choose the label.

---
\(^1\)https://github.com/X-zhangyang/Real-World-Masked-Face-Dataset/tree/master/wear_mask_to_face
\(^2\)https://pytorch.org
\(^3\)https://github.com/ZhaoJ9014/face.evoLVe.PyTorch
6 Results and Discussions

6.1 Performance comparison on in-the-wild datasets with baselines

The baselines considered are Resnet-50 trained from scratch (denoted here by Baseline1), Resnet-50 pre-trained on ImageNet (denoted here by Baseline2) and Resnet-50 pre-trained on VGGFace2 (denoted here by Baseline3). Table 1 displays the comparison results.

| Model     | FERPlus | RAFDB | AffectNet-7 | SFEW |
|-----------|---------|-------|-------------|------|
| Baseline1 | 55.82   | 53.04 | 50.99 ± 7.25 | 45.43 |
| Baseline2 | 79.75   | 78.45 | 73.87 ± 0.6  | 57.86 |
| Baseline3 | 79.31   | 78.79 | 76.25 ± 0.16 | 56.77 |
| Ours      | 89.42   | 89.13 | 88.50 ± 0.16 | 65.14 |

Clearly, the proposed model outperforms all the baselines with a minimum of around 9% (in AffectNet-7) to a maximum of around 39% (in SFEW) improvement over the best baseline. This indicates that pre-trained models from FR or ImageNet cannot be directly used for FER. Different branches (like SCAN and CCI) for processing feature maps from middle layers of the pre-trained model are necessary for enhancing performance on FER.

6.2 Comparison with state-of-the-art methods

The proposed model is compared with GACNN[30], RAN[48], OADN[13], FMPN[7] and SCN[47]. These are the most recent state-of-the-art methods published in last one year. Table 2 reports the comparison of the proposed model against these methods on in-the-wild datasets. As can be seen, except the proposed method, none of the other 5 methods have reported results on all the datasets. From Table 2, it is vivid that the proposed model has outperformed all the other models in all the datasets except RAF-DB. This clearly emphasizes that SCAN and CCI are vital for enhancing performance. It is to be noted that all the state-of-the-art methods have quoted only their best performance. For fair comparison, Table 2 highlights the best performance of our model across all the datasets. However, influence of randomness in training is clearly quantified for our model in the last row of Table 1. Even while accounting for randomness, the one standard deviation interval of accuracy of the proposed model is sharper, emphasizing its superior generalizing capability.

| Model        | FERPlus | RAF-DB | AffectNet-7 | AffectNet-8 | SFEW |
|--------------|---------|--------|-------------|-------------|------|
| GACNN[30]    | -       | 85.07  | 58.78       | -           | -    |
| RAN[48]      | 89.16   | 86.9   | -           | 59.5        | 56.4 |
| OADN[13]     | -       | 89.83  | 64.06       | -           | -    |
| FMPN[7]      | -       | -      | 61.52*      | -           | -    |
| SCN[47]      | 88.01   | 87.03  | -           | 60.23       | -    |
| Ours         | 89.42   | 89.02  | **65.14**   | **61.73**   | **58.93** |

*In FMPN, neutral images are not considered.

6.3 Performance on challenging test subsets of AffectNet, RAF-DB and FERPlus

To validate the robustness of the proposed method to presence of occlusions and pose variations, the performance of the proposed method is tested on challenging test subsets of AffectNet, RAF-DB and FERPlus. It is also compared against RAN, and OADN. Table 3 depicts the results. The proposed method exhibits superior robustness to occlusions and pose variations, with around 2 to 5% gains in case of occlusions and around 1 to 7% gains in case of pose variations, over RAN and OADN. To further validate the robustness to occlusions, the proposed method is tested on another real-world occlusions dataset, namely FED-RO. Table 4 enumerates the results. Again, the proposed method stands tall among all the state-of-the-art methods with a solid 2.3% advantage over the next best performing OADN.
Table 3: Performance comparison on occlusions and pose variations subsets.

| Model   | FERPlus | RAFDB | AffectNet-7 | AffectNet-8 |
|---------|---------|-------|-------------|-------------|
|         | Occ.    | Pose >30 | Occ.    | Pose >30 | Occ.    | Pose >30 | Occ.    | Pose >30 | Occ.    | Pose >30 |
| RAN[22] | 83.63   | 82.23 | 83.63       | 82.72       | 86.74 | 85.2 | - | - | - | 58.5 | 53.9 | 53.19 |
| OADN[23]| 84.57   | 88.52 | 87.50       | - | - | - | 64.02 | 61.12 | 61.08 | - | - | - |
| Ours    | 86.12   | 88.89 | 88.15       | 85.03       | 89.82 | 89.07 | 67.06 | 62.64 | 61.31 | 63.69 | 60.41 | 60.86 |

Table 4: Performance comparison on FED-RO

| Method       | Average Accuracy |
|--------------|------------------|
| GACNN[30]    | 66.5             |
| RAN[48]      | 67.98            |
| OADN[13]     | 71.17            |
| Ours         | 73.5             |

6.4 Expression discrimination

In order to obtain a clear picture of easily identifiable expressions and most difficult expressions to distinguish, confusion matrices with regard to AffectNet-8, RAF-DB and FERPlus are plotted in Fig 5. More confusion matrices with regard to occlusions and pose variations across all the aforementioned datasets plus confusion matrices with regard to SFEW and FED-RO are presented in supplementary material. Happiness is the easiest expression to recognize in general except in AffectNet-8 where contempt and disgust are relatively easier expressions to recognize. Fear is generally confused with surprise and vice-versa except in FERPlus where fear is easily recognized along with happy expression. Presence of contempt expression in AffectNet-8 drastically brings down recall on happy expression. Another observation is that disgust is confused with anger sometimes, fear, sad and neutral other times. In general, negative expressions are confused with negative expressions though sometimes they are confused with happy (like disgust getting confused with happy in RAF-DB) or neutral (like contempt getting confused with neutral in FERPlus). Surprise can be happily surprised positive emotion or a negative emotion. The possible reasons for such confusion could be: (i) some of the negative emotions like disgust, contempt, sad are subtle to distinguish (ii) inconsistent annotation of expressions by humans. A workaround to these issues and thereby to further enhance the performance would be to rely on a hybrid approach that has an architecture like the proposed one in this paper and a meta-learner [47] that can suppress uncertainties in annotations automatically. This is a future work to be carried out.

Figure 5: Confusion matrices for Ferplus, RAFDB and Affectnet8 datasets

6.5 Performance on in-lab datasets

Table 5 highlights the performance of the proposed method on CK+ and Oulu-CASIA datasets. 10-fold cross-validation is carried out. The proposed model trained on combination of AffectNet and RAF-DB is fine-tuned during the cross-validation. It is to be noted that there is no standard way of selection of expression images from the video sequences
of CK+ and Oulu-CASIA. This work follows [9] in this regard. In Table 5, CK+8 corresponds to consideration of all 8 expressions while CK+7 corresponds to only first 7 expressions (no contempt). Again, CK+7 for IACNN [7], DEFR [51] and FMPN [35] corresponds to 7 expressions without contempt expression. The proposed method performs

| Method               | CK+8  | CK+7  | Oulu-CASIA |
|---------------------|-------|-------|------------|
| Baseline1           | 91.72 | -     | 82.71      |
| IACNN [35]          | -     | 95.37 | -          |
| DeRF [51]           | -     | 97.30 | 88.0*      |
| FMPN [7]            | -     | 98.06 | -          |
| Teacher-ExpNet [9]  | 97.6  | -     | 87.83      |
| Ours                | 97.07 | 97.31 | 86.56      |

*Only six expressions without neutral is considered.

almost on par with the state-of-the-art methods for in-lab datasets. It is to be noted that most of the compared methods are specifically designed for in-lab datasets while the proposed method focuses on robustness to wild conditions like occlusions and pose variations in the real-world. Despite this difference, the proposed method performs well on in-lab datasets, which strengthens the generalizing capability of the proposed method. Apart from cross-validation through fine-tuning, cross-evaluation is also performed directly on in-lab datasets. For this, the best model trained on AffectNet-7 is evaluated on CK+, Oulu-CASIA and JAFFE datasets. Results are displayed in Table 6.

Table 6: Cross-evaluation performance of the proposed method

| Model            | CK+7  | Oulu-CASIA | JAFFE |
|------------------|-------|------------|-------|
| GACNN[30]        | 91.64 | 58.18      | -     |
| Ours             | 91.04 | 58.49      | 56.33 |

6.6 Influence of SCAN

To study how good SCAN is, the proposed model is trained on AffectNet by replacing SCAN using: (i) a single attention (SA), (ii) a spatial attention constant across channels (SPA), (iii) only local patch attention (LPA), (iv) only global feature map attention (GA), (v) ECA. Table 7 elicits the comparison results. Definitely, SCAN has advantage over other attention modules. Though the gain may not look pronounced, it is to be noted that the local patches input to SCAN are of size around 5x5x512. The spatial size of 5x5 is small. However, a gain of around 0.3 to 1.2% achieved by SCAN over other attention modules emphasize that even when spatial size is smaller, per channel per location attention pushes up the performance and makes the model more robust.

Table 7: Influence of SCAN

| Attention Mechanism | AffectNet-7 | AffectNet-8 |
|---------------------|-------------|-------------|
| SA                  | 64.0        | 60.7        |
| SPA                 | 64.43       | 61.35       |
| LPA                 | 64.4        | 61.23       |
| GA                  | 64.71       | 61.05       |
| ECA                 | 64.54       | 61.18       |
| SCAN                | 65.14       | 61.73       |

6.7 Influence of CCI and ECA

To study how good is CCI branch, the proposed model is trained with and without CCI. The results are tabulated in Table 8. It is very clear that without CCI, the performance drops down significantly, by 11 to 21%. This emphasizes that wealth of information available from FR model must be put to use. However, weighting the features prior to use stresses important features and eliminates redundancies. To validate this point, Table 9 shows performance of the model in the presence and absence of ECA before CCI branch. Incorporating ECA before CCI branch does attain a significant gain of 2% over ECA-less CCI branch.
Table 8: Influence of CCI

| Database   | Without CCI | With CCI |
|------------|-------------|----------|
| AffectNet-7 | 43.74       | **65.14** |
| AffectNet-8 | 42.63       | **61.73** |
| RAF-DB     | 73.79       | **89.02** |
| FERPlus    | 77.21       | **89.42** |

Table 9: Influence of ECA

|                 | AffectNet-7 | FERPlus | RAF-DB |
|-----------------|-------------|---------|--------|
| Without ECA     | 63.51       | 88.71   | 86.34  |
| With ECA        | **65.14**   | **89.42** | **89.02** |

6.8 Performance on Masked Datasets Simulating Covid-19 Scenario

Another study carried out keeping in mind the current COVID-19 pandemic is to evaluate how well the proposed model performs when the regions of mouth and nose are masked. Of course, FED-RO is an already available real-world occlusions dataset on which the proposed method had already been evaluated (see Table 4). However, it has variety of occlusions and does not predominantly contain occlusions covering mouse and nose regions. The interest here is to look at the performance of the proposed model exclusively on masked mouth and nose regions. Towards this end, using the publicly available code, two datasets have been constructed from the whole of RAF-DB and FERPlus. A sample of constructed images are shown in Fig. 6. Table 10 displays the results on these synthetic masked datasets. Row 3 in Table 10 corresponds to the performance of the proposed model initialized by weights from the associated best performing proposed model on non-masked datasets. Similarly, row 4 corresponds to the performance of the proposed model initialized by weights from the associated best performing proposed model on non-masked datasets, and subsequently fine-tuned. Row 5 corresponds to the performance of the proposed model that is trained from scratch on masked datasets.

Performance is compared with Baseline3 and RAN. Baseline1 and Baseline2 are not considered because they gave lower results than Baseline3. Compared to Baseline3, the proposed model has done exceedingly well in being robust to mask. Further, the proposed model has clearly outperformed RAN by around 3% and 10% on masked RAF-DB and masked FERPlus, respectively. However, a dip of around 13 to 14% in performance is seen when compared to performance on non-masked datasets (see Table 1). This is because some of the relevant regions like nose and mouth regions are unavailable for discriminating between expressions. Further, fine-tuning parameters of non-masked model does not perform as good as the one trained from scratch. Some kind of unlearning and fresh learning is required when certain regions are completely blocked. This is not possible in fine-tuning. This experiment clearly suggests that new ways need to be explored to tackle challenges as depicted here.

Table 10: Performance on masked RAF-DB and masked FERPlus datasets

| Method                                      | Masked RAF-DB | Masked FERPlus |
|---------------------------------------------|---------------|----------------|
| Baseline3                                   | 64.50         | 58.46          |
| RAN(Trained from scratch) [48]               | 74.41         | 64.81          |
| Ours(Pre-trained(Non-masked))               | 49.48         | 51.26          |
| Ours(Pre-trained(Non-masked)+ Finetuned)    | 75.65         | 71.6           |
| Ours(Trained from scratch)                  | **77.64**     | **74.69**      |

Figure 6: Example of synthetic masked face images for each of basic emotions from FERPlus dataset

---

4https://github.com/X-zhangyang/Real-World-Masked-Face-Dataset/tree/master/wear_mask_to_face
6.9 Other Ablation Studies

In SCAN, each local patch goes through a separate convolutional unit (see Eq.1). In this regard, an experiment is attempted where all the local patches share the convolutional parameters. The results are available in Table 11. Clearly, shared parameters almost match the performance of SCAN with non-shared parameters. In fact, in RAF-DB, shared parameters outperform the non-shared SCAN. With shared parameters, downgrade by a factor of 25 in the number of parameters for SCAN can be achieved, making SCAN lighter.

| Model          | FERPlus | RAF-DB | Affect Net-7 | Affect Net-8 | SFEW | FED-RO |
|----------------|---------|--------|--------------|--------------|------|--------|
| Non-shared SCAN| 89.42   | 89.02  | 65.14        | 61.73        | 58.93| 73.5   |
| Shared SCAN    | 89.25   | 89.11  | 64.43        | 60.47        | 56.61| 72.75  |

\( \lambda \), the loss weighting parameter (see Eq.5) is another hyperparameter to be tuned. Plot in Fig. 8 depicts the performance against various values of \( \lambda \). Setting \( \lambda = 1 \) is a worst option since the CCI branch becomes unavailable. Further, different \( \lambda \) values, between 0.2 and 0.5 gave best performances for different datasets. For example, in AffectNet-7, the model reached as high as 65.3 when \( \lambda \) equals 0.4. Similarly, in AffectNet-8, the model reached as high as 61.93 when \( \lambda \) equals 0.6. RAF-DB and FERPlus attained their best performance when \( \lambda \) is 0.2. So, to present results consistently across all datasets, in this work \( \lambda \) is set to 0.2.

Next, the number of local patches ‘m’ to consider in SCAN is a hyperparameter. Plot in Fig 7 presents the performance against number of partition blocks in SCAN that define the number of local patches ‘m’. The margin of difference between different sizes is very thin. m=25 gave the best results.

![Figure 7: Performance for different number of blocks for partition](image)

![Figure 8: Performance for different values of the loss weighting parameter(\( \lambda \))](image)

6.10 Visualizations

In order to investigate the salient regions focused upon by the proposed model in the presence of occlusions and pose variations, the attention weighted activation maps from \( conv_{3x} \) are visualized using Grad-CAM[41] for Baseline3, the proposed model without ECA and the proposed model with ECA. Fig. 9 shows the visualizations. Dark color indicates high attention while lighter color indicates negligible attention. For Baseline3, either the attention is spread over occluded parts (1st column, 2nd and 4th rows) or the attention is negligible all over. The proposed model without
ECA also sometimes focuses on irrelevant parts (ear region in 2nd column, 1st row) or misses out on relevant parts (like missing out mouth region in 2nd to 4th rows). In comparison to Baseline3 and ECA-less case, the proposed model with ECA attends on non-occluded and relevant parts for expression recognition. Though the predictions made by Baseline3 and the proposed model without ECA are correct on some of the cases in Fig. 9, it is to be noted that presence of ECA provides attention that seems more natural. Also, the proposed model without ECA still has SCAN to propel it to provide better attention weights than Baseline3. This again emphasizes the importance of SCAN in the proposed model. More visualizations are provided in the supplementary material.

Fig. 10 shows some of failure cases of the proposed method. It is to be noted that though the predictions are wrong, attention has been given to relevant regions (except may be in image 4), avoiding occluded parts. Wrong predictions are among confused pair of expressions. Usually, surprise is easily confused with happy and fear expressions and sad with disgust. Such confused pairs sometimes arise due to inconsistent labeling by human taggers, and also some expressions exhibiting compound emotions like happily surprised or fearfully sad. These failures open up more scope for research in FER domain in future.

Figure 9: Comparison of activation maps captured for FED-RO images with and without ECA and Baseline3. True label is indicated on left (in black) and predicted label on bottom of each image(in white).

Figure 10: Some examples of failures of our method from FED-RO dataset

7 Conclusions

In conclusion, the efficacy of per channel per location attention coupled with complementary context information available through the knowledge transferred from middle layers of pre-trained FR model is demonstrated across both in-the-wild and in-lab datasets through a variety of experiments and illustrations in this work. Two directions to look into future are: (i) inconsistent annotations of FER datasets can bring down the performance. A hybrid approach of suppressing uncertainties in annotations combined an attention architecture similar to the one proposed in this work can further boost performance of FER. (ii) Recognizing expressions from faces masked in mouth and nose regions that is common in current COVID-19 pandemic requires definition of expressions based only on eyes and forehead regions. The feasibility of this and subsequent incorporation of these definitions into a learning paradigm is a useful direction to venture into.
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1 Supplementary material

1.1 Effect of oversampling

In-the-wild datasets are highly imbalanced as it is difficult to annotate and collect images in categories like disgust and contempt. So, oversampling is used to overcome it. Results on AffectNet-7 with and without oversampling are shown in the Table 1 below:

| Dataset               | Accuracy |
|-----------------------|----------|
| With-oversampling     | 65.14    |
| Without-oversampling  | 62.57    |

1.2 Inference time

The average inference time per 224 x 224 RGB image on the proposed model is calculated on GPU as well as on CPU. These are displayed in the Table 2 below:

| Average time/image(sec) |
|-------------------------|
| GPU                     | 0.03      |
| CPU                     | 0.12      |

1.3 Visualizations

Additional visualizations, continuing from main text, are provided in Fig. 1. Further, visualizations, as described in main text, are also provided for masked FERPlus dataset in Fig. 2. It is clear that the proposed model did not focus on masked area while baseline spreads around.

![Activation Maps](image)

Figure 1: Activation Maps for FEDRO dataset images using Baseline3(left), our model without ECA(middle) and with ECA(right).

1.4 Confusion plots

More confusion plots for different datasets are available in Figures [2-7]. Happy expression is easily recognizable across most of the datasets. Contempt expression could not be recognized well in FERPlus as number of samples for this category is much less as compared to others. Even though oversampling has been used, it requires further enquiry how performance can be improved. In SFEW dataset, disgust and anger are poorly recognized, again probably because of imbalance. Fear and surprise are confused pair of expressions. Similarly, anger and sad are confused at times.
Figure 2: Comparison of activation maps on our masked FERPlus dataset between Baseline3 (left image in each pair) and our model (right image in each pair). Image labels are displayed on extreme left of each pair. Predicted labels are below images.

Figure 3: Confusion plots using cross-evaluation for CK+(7 classes) and OuluCASIA datasets

Figure 4: Confusion plots for SFEW and FED-RO datasets
Figure 5: Confusion plots for Occlusion, Pose30 and Pose45 subsets of FERPLUS

Figure 6: Confusion plots for Occlusion, Pose30 and Pose45 subsets of RAFDB

Figure 7: Confusion plots for Occlusion, Pose30 and Pose45 subsets of AffectNet on 7 classes
Figure 8: Confusion plots for Occlusion, Pose30 and Pose45 subsets of Affectnet on 8 classes