Apps, Places and People: strategies, limitations and trade-offs in the physical and digital worlds

Marco De Nadai,1,2,3 Angelo Cardoso,1 Antonio Lima,1 Bruno Lepri,3 and Nuria Oliver1
1 Vodafone Research, Paddington Central, London, W2 6BY, UK
2 Department of Information Engineering and Computer Science, University of Trento, Via Sommarive, 9I, 38123 Povo (TN), Italy
3 Mobs Lab, Fondazione Bruno Kessler, Via Sommarive 18, 38123 Povo (TN), Italy

Cognition has been found to constrain several aspects of human behaviour, such as the number of friends and the number of favourite places a person keeps stable over time. This limitation has been empirically defined in the physical and social spaces. But do people exhibit similar constraints in the digital space? We address this question through the analysis of pseudonymised mobility and mobile application (app) usage data of 400,000 individuals in a European country for six months. Despite the enormous heterogeneity of apps usage, we find that individuals exhibit a conserved capacity that limits the number of applications they regularly use. Moreover, we find that this capacity steadily decreases with age, as does the capacity in the physical space but with more complex dynamics. Even though people might have the same capacity, applications get added and removed over time. In this respect, we identify two profiles of individuals: app keepers and explorers, which differ in their stable (keepers) vs exploratory (explorers) behaviour regarding their use of mobile applications. Finally, we show that the capacity of applications predicts mobility capacity and vice-versa. By contrast, the behaviour of keepers and explorers may considerably vary across the two domains. Our empirical findings provide an intriguing picture linking human behaviour in the physical and digital worlds which bridges research studies from Computer Science, Social Physics and Computational Social Sciences.

INTRODUCTION

Recent studies on mobility and social interactions suggest that cognitive constraints, rather than time, might be the primary cause of the limited number of places and friends that people maintain at any point in their life time [1–5]. Thanks to the wide adoption of smartphones and the proliferation of mobile applications (apps), almost any human need—from entertainment to social connection or productivity—can be satisfied by at least one of the two million mobile apps available in the major app stores [6]. As a consequence, people spend an increasing amount of time on their smartphones, reaching an average of 3 hours per day in 2018 [7] and triggering debates about their effect on human cognition and attention [8–10]. Interestingly, despite this ever-growing digitisation of human life and availability of apps, people tend to exploit a small set of repeatedly used apps [11]. Is it the case then, that human behaviour on digital devices exhibits similar dynamics and constraints as those found in the physical world?

Similarly to mobility, we know that human behaviour on mobile phones has regular daily rhythms [12] that coexist with a bursty and highly heterogeneous usage [11], where most of the applications struggle to stay relevant longer than a fortnight [13]. The existing literature has leveraged these findings to predict short-term dynamics (e.g., next used app), understand the relationship with user’s actions and context, or recommend apps [14][19]. Only a few studies have tried to characterise the statistical properties of the adoption and use of mobile applications [11][20], relying however on fixed observation windows, which hinder the temporal variations of used and abandoned apps over time. Such a limitation has been mainly caused by the absence of data describing long-term human behaviour on mobile phones. The available data is indeed usually based on a few weeks of network traffic generated by both foreground and background applications, which sometimes are automatically launched by the phone without the user’s will [21].

In this paper, we analyse the use of foreground applications to compare human behaviour between the digital and physical worlds. To the best of our knowledge, this is the first research effort to study app usage alongside with mobility in a large population over six months. In a modern society with high adoption of smartphones, understanding applications usage has both theoretical and practical implications in a variety of fields from the design of digital services to human behaviour understanding and modelling.

RESULTS

We study six months of pseudonymized data collected through an Android application installed in hundreds of thousands of devices in a European country. Upon installation, the app—which runs in the background—asks its users for explicit consent to record at regular intervals the state of the device, its usage and the context where it is used (e.g., GPS coordinates). We consider only data generated by users having GPS locations covering at least
80% of the hours of each individual, and having application usage data for the entire period. We characterise human mobility through an individual’s set of locations, where locations are defined as places where people stop for at least 15 minutes. To uniformly analyse human behaviour on mobile devices, we consider only those apps available in the Google Play Store, which is the main store for Android devices. After the filtering, the data consists of 415,000 users that stop in 138 million locations and use 69,000 different applications that were launched for a total of around 1 billion times. We refer to the Methods and Supplementary Information (SI) for further details about the processing and sampling approaches.

As aforementioned, previous literature has mainly investigated application usage from either limited and controlled contexts, or short-term passive collection of network traffic, which limit the ability to capture app usage. Network-level measurements, in particular, include data generated by both background and foreground applications, which makes it very hard to analyse actual human behaviour [21]. Thus, we here begin by describing some statistical properties of the foreground application usage.

During the entire six-month period people used on average a total of 27 different apps, mostly belonging to the Communication and Social categories (see Supplementary Information (SI) Figure S2 (A)). The Communication category includes all the applications that allow users to send messages to other people (e.g., WhatsApp, Messenger), while the Social category includes Social Network Apps (e.g., Pinterest, Facebook, Instagram). The usage frequency and time spent on apps by an individual is heavily skewed. We find that the app usage is well described by a truncated power-law, where the frequency and time spent on apps by an individual is heavily skewed. We find that the app usage is well described by a truncated power-law, where the frequency $f_k$ of the most used $k$ applications is well approximated by: $f_k = \frac{1}{S} \frac{k}{k+1} \propto k^{-\alpha}$, with exponent $\alpha = 1.19 \pm 0.01$, $k_0 = 1.14 \pm 0.07$, and $c = 8.32 \pm 0.75$. The inset illustrates that more than 40% of the time people are found using the first two apps; (B) Zipf’s law plot showing the frequency $f_k$ of the most visited $k$ locations of users with different number of distinct total locations $S$. The grey line shows that the empirical data is well approximated by $f_k = k^{-\alpha}$, where $\alpha = 1.27 \pm 0.01$. The inset illustrates that more than 40% of the time people are found in the first two locations; (C) Average number of new apps and locations discovered by users over time.

![Figure 1](image-url) Aggregated statistics of app usage and mobility. (A) Truncated power-law plot showing the frequency $f_k$ of the most used $k$ applications. We show in red three users with a different number of distinct applications $S$. The grey line shows that the empirical data is well approximated by $f_k = k^{S} \exp(-k/c)$, where $\alpha = 1.19 \pm 0.01$, $k_0 = 1.14 \pm 0.07$, and $c = 8.32 \pm 0.75$. The inset illustrates that more than 40% of the time people are found using the first two apps; (B) Zipf’s law plot showing the frequency $f_k$ of the most visited $k$ locations of users with different number of distinct total locations $S$. The grey line shows that the empirical data is well approximated by $f_k = (k)^{-\alpha}$, where $\alpha = 1.27 \pm 0.01$. The inset illustrates that more than 40% of the time people are found in the first two locations; (C) Average number of new apps and locations discovered by users over time.

Nevertheless, human behaviour evolves over time. [Figure 1 (C)] shows the number of new locations and apps that people discover over time. We model the total number of apps as $L(t)_{apps} \propto t^{\gamma_1}$ where $t$ is the time and $\gamma_1$ a growing coefficient, and the number of locations as $L(t)_{mob} \propto t^{\gamma_2}$. We find $\gamma_2 = 0.64$ and $\gamma_1 = 0.41$, revealing a surprising fact: people explore new locations over time at a much faster pace than they add new apps (in particular, after 39 days from [Figure 1 (C)]). Thus, while people tend to use a small set of applications, they also continuously explore new applications over time at a slower rate than new locations, though.
Capacity and activity of app usage

The activity and app spaces allow to observe the evolution of the set of preferred locations and applications over time. First, for each user $i$ we define the app capacity as the number of distinct apps used by the user in a time window $t$: $C_{i}^{\text{apps}}(t) = |\text{AppS}_i(t)|$ to observe how the number of familiar apps changes over time. Then, we model the relative average capacity across the sample population as: $\bar{C}^{\text{apps}}(t) / \langle C \rangle^{\text{apps}} = \alpha^{\text{apps}} + \beta^{\text{apps}}t$. We find that the app capacity is constant in time, as the slope of this linear relation does not markedly differ from zero ($\beta^{\text{apps}} = 0.0023$).

We also test the alternative hypothesis where the capacity would be a consequence of the high heterogeneity of the sample population: with some people shrinking it and others expanding it over time. For each individual $i$ we measure the app gain $G_{i}^{\text{apps}}(t) = A_{i}^{\text{apps}}(t) - D_{i}^{\text{apps}}(t)$, defined as the difference between the number of added $A_{i}^{\text{apps}}(t)$ and removed $D_{i}^{\text{apps}}(t)$ apps over two time windows (e.g. $[t, t + d]$ and $[t + r, t + r + d]$ with a slide $r$), and we also define the net gain as the average absolute gain over time divided by the standard deviation of it $|\langle G_i \rangle^{\text{apps}}| / \sigma_{G_i^{\text{apps}}}$. People having net gain within one standard deviation (s.d.) are expected to be consistent with $(G_i) = 0$, while people with $(|G_i|^{\text{apps}}| / \sigma_{G_i^{\text{apps}}} > 1$ increase or decrease their net gain over time. We find that 97.3% of the people in our data have $(|G_i|^{\text{apps}}| / \sigma_{G_i^{\text{apps}}} \leq 1$, thus exhibiting a conserved app capacity (see Figure 2 (C)).

We also computed the same metrics for mobility. We find that the mobility capacity $C^{\text{mob}}$ is constant over time ($\beta^{\text{mob}} = 0.0064$) and that 97.5% of the users have a net gain that does not significantly differ from zero $\left\{ |\langle G_i \rangle^{\text{mob}}| / \sigma_{G_i^{\text{mob}}} \leq 1 \right\}$ (see Figure 2 (D)) These results are in agreement with the literature [4].

Interestingly, this empirical study uncovers a remarkable similarity between mobility and the application usage domains. Figure 2 (A) depicts the relationship between the average number of added and removed apps, while Figure 2 (B) shows the same relationship for the mobility domain.

By observing the categories of apps that are kept and dropped from the app space the most, we can shed light on the shift in the interests of our users. The categories kept for a longer time are Communication and Productivity, which supports the view of smartphones being used mainly for social connection and productivity. In particular, two apps are on average continuously used and kept in the app space: WhatsApp and Facebook, perhaps due to the network effect, as the number of people using a service increases so does the value of using it [21, 24]. Conversely, proprietary and niche apps such as Samsung Keyboard and Secure Folder are dropped from the app space very frequently. We refer the reader to SI Section S4 for further details about this.

Our results indicate that the app capacity is conserved for most individuals. However, it might be a direct consequence of time constraints, as common sense would suggest. People have limited time to allocate to different activities on a daily basis. Thus, we break application usage in daily modules and shuffle it through two types of randomisation.

For example, given the temporal sequence of app usage for two different users, the local randomisation shuffles the temporal order of the sequence of apps for one user, while the global randomisation shuffles the sequences across all the users. We refer to the Methods Section for further details. We find that capacity is constant even after shuffling the individual time series with both types of randomisation. Moreover, the two-sided Kolmogorov-Smirnov (KS) test rejects the hypothesis that the two random time series have a similar underlying distribution to the original one (KS-local: 0.55 $p$-value < 0.001, KS-global: 0.98 $p$-value < 0.001). As the KS distance is lower in the case of local randomisation: these results suggest that the app capacity is not just a consequence of time constraints but an inherent property of human behaviour.

Interestingly, we find that human behaviour in the app space is very similar to that of the mobility space, as shown in Figure 2. We find a significant and positive correlation (Spearman’s rank 0.21, $p$-value < 0.001) between mobility and app capacity, but also between the individual number of new locations and new apps (Spearman’s rank 0.16, $p$-value < 0.001) (see SI Figure S1). These positive and significant correlations might be a consequence of a trade-off between mobile phone usage and mobility, where people tend to decrease their mobility when they use the phone for longer times and vice-versa. Hence, we break individual behaviour into one-day modules, where each module describes the number of locations and the cumulative time spent on apps in the day. Then, we compare human dynamics through the number of visited locations and the total time spent on applications in three different time intervals.
previous work has found that people can be grouped in two groups through the regularity of their behaviour: people who tend to behave according to constant and repetitive habits and those who tend to change their behaviour over time [1, 27, 28]. This result has been found, under different names, in previous work regarding social connections [1] and mobility [28]. However, to the best of our knowledge, the literature has not yet explored this dichotomy in the behaviour regarding the use of applications.

We note that users with the same app capacity might have a very different rate of new apps discovered. To illustrate this point, we randomly select two users, namely K and E, from the set of people who have similar app capacity but exhibit a very different number of newly discovered apps. Figure 3 shows that user K used roughly the same applications during the entire period of study, whereas user E added new apps in the app space and removed some of them as well, thus maintaining constant capacity. Similarly to previous work [1], we encode this strategy through the ratio between the number of newly adopted apps and the user’s average capacity \( R_i^{\text{apps}} = \frac{\langle A_i \rangle_{\text{apps}}}{\langle C_i \rangle_{\text{apps}}} \). We define application explorers to be those users with \( R_i \gg \beta \) and application keepers to be those users with \( R_i \ll \beta \), where \( \beta \) corresponds to the average behaviour over all the users. We compute the same measure in the physical space using windows (i.e., daily, weekly, monthly). We do not find any negative correlation between these variables, which would imply the existence of a trade-off between mobile phone usage and human mobility. On the contrary, we do find a slightly positive correlation. In other words and to our surprise, the higher the mobility, the higher the usage of apps is (see SI Section S2).

Keepers and Explorers

Figure 2. Capacity and activity of application usage and mobility for all the individuals. (A-B) Density plots \( \rho(\log D_i, \log A_i) \) for users with \( \log A_i > 0 \) and \( \log D_i > 0 \) in both application usage and mobility. (C-D) Average gain of apps (locations) versus the standard deviation of the app (locations) gain. The grey area corresponds to individuals with a conserved size of applications (locations): \( \bar{C}_i \leq \sigma_{C_i} \) for user \( i \). 97.5\% of the users has a conserved capacity in application usage, and 97.3\% of them has a conserved capacity in mobility.
the mobility capacity and the new locations added to the users' activity space, defining $R_{i}^{mob} = \langle A_{i} \rangle^{mob} / \langle C_{i} \rangle^{mob}$.

Previous work has defined the explorers-keepers dichotomy in mobility through the radius of gyration, which is the radius of the circumference that encloses most of the locations usually visited by an individual. Thus, such a definition is about the size of the geographic space explored by people. However, our definition of explorers vs keepers is about the rate of adoption of new locations that are visited regularly by individuals. Therefore, our definition is consistent with our concept of explorers vs keepers in the applications domain and also to previous work in the case of social connections [1].

By defining explorers from the distribution of $R^{apps}$ as those with $R^{apps}$ higher than the 80th percentile and returners as those with $R^{apps}$ lower than the 20th percentile, we observe that explorers adopt on average one app every 28 weeks ($A_{apps} = 0.72$), while keepers adopt one new app every 500 weeks ($A_{apps} = 0.04$).

When we apply the same concept to mobility, the results are surprising. As common sense would suggest, discovering and visiting new locations costs more energy than discovering and installing new mobile applications, even if some of them are not free. However, the number of adopted and discarded locations is larger than the number of apps. On average, mobility explorers embrace a new familiar location every 17 weeks ($A_{mob} = 1.16$), while keepers adopt a new location every 181 weeks ($A_{mob} = 0.11$). Although social relations and tightly coupled with mobility [3, 29], most of the social relations might be managed by only a few apps such as Facebook, Whatsapp and Messenger, which are the most kept applications in the app space (see SI Table S2).

As both capacity and activity are correlated across domains, we also compare strategies between application usage and mobility. First, we classify individuals in one of the three classes in the app domain: namely explorer, keeper and other. This last class describes all the "average" behaviour within two standard deviations of $R^{apps}$. We do the same according to their mobility strategy. Then, we use a Random Forest Classifier with 20 estimators where the independent variable is each user's app strategy $R^{apps}$, and we predict the corresponding class in the mobility domain. We fit the model in a Stratified 5-fold Cross-Validation fashion to avoid over-fitting. While the model shows severe imbalance over the average class (other), we find that it is possible to predict the mobility strategy using as input the application strategy with an F1-score of 0.54. We obtain similar results when we train using the labels of the users’ mobility strategy $R^{mob}$ to predict their app strategy (F1-score: 0.53). Even though the strategies correlate across the app and mobility domains, we find that it is very challenging to predict one from the other.
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Figure 3. Variability of strategy. (A) Density plot showing between the app capacity and the new apps discovered. We randomly select two users with similar capacity, but different strategy, which we name E and K. (B) Individual K – an app keeper – has an average of less than 1% added and removed apps. (C) Individual E – an app explorer – explores more than user K.

Age-dependency of app usage and mobility

In this section, we shift our focus to demographic differences in the users’ app and mobility behaviour. Our data contains age information for 92.6% of the users who range from 18 to 68 years old with $\mu = 39$ years and $\sigma = 12$ years, as shown in the SI Figure S6.

We analyse the relationship between the age of the users in our data set, and their app and mobility capacities. As perhaps expected, we find a strong negative correlation between age and app usage. [Figure 4] (C) shows that
younger people –those aged between 18 and 24 years– have the highest average number of applications in their app space. From 20 years of age onward, the average app capacity declines monotonically. Interestingly, mobility behaves very differently depending on the age of our users. As illustrated in Figure 4 (C), in early adulthood individuals seem to increase their mobility capacity from around 20 to 26 preferred locations. Then, a slow decrease starts until approximately the age of 48, where the capacity plateaus for a few years to then decrease again monotonically with age. This result might be related to life events that have an impact on people’s mobility. A recent survey [30] involving 300,000 Britons, shows that the point in life where people are the most dissatisfied is 49, while the peak of satisfaction is around 30 years. Surprisingly, the results of this survey correspond to the beginning of the plateau in average mobility capacity and the highest point of mobility capacity in our data, respectively.

Additionally, we found that people’s strategy is influenced by their age. In the app space, the older the people are, the less prone they are to discover and add new apps in the app space (Spearman-r $-0.99$, $p$-value $<0.001$). In the case of mobility, such a relationship is weaker but still very significant (Spearman-r $-0.61$, $p$-value $<0.001$). Figure 4 (A) shows an evident tendency of older people to have a smaller capacity and exploration rate than younger people, while Figure 4 (B) shows that this relationship is less clear. Thus, we analyse the distribution of strategies in our users grouped by age –in bins of five-years. We find that in mobility the ratio of explorers and returners is almost constant for all groups (see SI Figure S3 (B)). However, in the case of apps we observe that young people have a low percentage of returners and a high rate of explorers ($\sim 12\%$ and $\sim 28\%$ respectively), and the percentage of returners increases with age (the last age-group has $\sim 27\%$ of returners and $\sim 19\%$ explorers) (see SI Figure S3 (A))

Figure 4. Age-variations of capacity and novelty. (A-B) Average capacity and novelty for groups of users of different age. (A) suggests a strong dependence of applications with age, while (B) is less clear. (C) shows that the average app capacity steadily decreases when age increases, while mobility capacity increases until around 28 years, then decrease until 46 where it remains constant, to decrease again from 56 years onward.
DISCUSSION

In this paper, we have studied whether the inherent properties of human behaviour found in social relations and mobility also apply to mobile application usage. We have compared the statistical properties of app usage and mobility through the analysis of a large data set containing the mobile app behaviour of hundreds of thousands of individuals over six months. We have found that, despite the high heterogeneity of application usage, individuals can be described through their app capacity and their app activity space. The former expresses the conserved and limited number of apps an individual uses in any point of their life—which remarkably is almost the same value as their mobility capacity. The latter represents the number of novel apps adopted over time. We have found that app capacity is not a direct consequence of time constraints but an individual behaviour that might be connected with our own cognitive limits, in line with the Dunbar’s social brain hypothesis [31], which fixes to around 150 the number of friends people can maintain at any point in their life. In this respect, it is interesting to note that recent preliminary results on online content consumption are aligned with our results [3].

However, people are not all alike. Previous work has found two main strategies grouping people into those who tend to exploit the same items over time, and those who tend to explore new items, where items are relationships, places or actions. While researchers have referred to these strategies with different terms—e.g. returners and explorers [28] and social keepers and explorers [1]—the findings are consistent across different domains. Here, we have found empirical evidence for the first time that people also exhibit this exploration vs exploitation dichotomy in their app usage behaviour. Moreover, we also provide a novel definition of mobility keepers and explorers, which is consistent in the app and social domains [1]. Surprisingly, the strategies do not always match across domains: keepers in the app domain could be explorers in the physical space and vice-versa. Additionally, contrarily to common sense, we also find that the number of adopted and discarded locations is larger than the number of added and discarded apps: mobility explorers adopt on average more than one new location every 17 weeks, whereas app explorers adopt on average one new app every 28 weeks.

Capacity and strategy are correlated with age in both the applications and mobility domains. Although we did not analyse the data for the same individuals over multiple decades, our result suggests that capacity is a stable property over short-term periods of time but would evolve (and mainly decrease) with age. Age-specific life events and goals profoundly influence our behaviour, especially in the social domain [22]. Also, cognitive abilities—which typically decline with age—play a role in shaping our interests, actions and our decisions regarding how we spend our time [33]. Although we identify a significant positive correlation between the mobility and the app capacity and also between new locations and new apps, these correlations, are not due to a trade-off between mobile phone usage and mobility. Thus, we do not find clear evidence on the impact of mobile phone usage on mobility.

A quantitative understanding of human behaviour on digital devices is uttermost important to interpret the profound and fast changes happening in our contemporary society. Together, our results not only extend to the mobile app domain previous empirical results on social relations [1, 34] and human mobility [4], but also shed new light on the interplay between the physical and the digital worlds.

METHODS

We analyse data concerning application usage and GPS coordinates. We use data from 400,000 users in a European country for six months, ending in July of 2018. To safeguard personal privacy, all data is pseudonymised and collected with full informed consent, in agreement with existing data privacy and data protection regulations and analysed according to our institution’s code of conduct. All results and insights are aggregated over thousands of individuals.

From the raw data we obtain two different data streams of the same users to support our analysis: the User Locations data stream, composed of (user ID, date, time, latitude, longitude); and the User Application Usage data stream, composed of (user ID, date, application name, aggregated time spent, number of times opened). For a subset of the users with also have some limited User Demographic data, consisting of their ID and self-reported age for 92.6% of the users. Note that all user IDs are hashed and randomised to preserve anonymity.

User Locations. This data has been obtained from the GPS coordinates that are collected from either actual GPS measurements with an error of less than 30m, or through a WiFi look-up performed by the device’s operating system. We do so to avoid spurious detection of locations. We filtered out all users whose locations are available less than 80% of the time, to ensure that we have enough data to characterise their mobility appropriately. The resulting data has 383,422 users with mobility information, with a median number of GPS coordinates per day per user of 96. We extract the stop events with an algorithm based on Hariharan and Toyama [35], where a stop event is defined as a temporal sequence of GPS coordinates in a radius of $\Delta s$ meters where the user stayed for at least $\Delta t$ minutes. The algorithm, its optimisation and its complexity are explained in details in the SI. The presented results are for $\Delta s = 50$
meters and $\Delta t = 15$ minutes, parameters similar to the literature [1]. For each user, we define stop locations as the sequences of stop events that can be considered part of the same place. To determine a stop location from stop events we use the DB-scan \((\text{minPoints}, \epsilon)\) algorithm [36] that groups points within $\epsilon = \Delta s - 5$ meters of distance to form a cluster with at least $\text{minPoints} = 1$ event (see SI Section S1 for more details). In sum, we characterise the users’ mobility by their sequence of stop locations.

**Application usage.** This data contains the timestamp, number of launches and the screen time of all the applications that are launched by the users. This allows the analysis of the real behaviour of the users, without the well-known problems of network traffic data [21]. To further highlight the differences between background and foreground applications we refer to the SI Figure S5. We focus our analysis on applications that are downloadable from the Google Play store, thus excluding vendor-specific applications. This allows investigating people’s behaviour uniformly across devices. At this moment, the store has 11 main categories, namely Business, Communication, Fitness, Game, Lifestyle, Music, Personalization, Photography, Reading, Social, Tools, and Travel. We filter out apps belonging to the Personalization and Tools to avoid most of the manufacturer-specific lock screen apps and custom launchers (e.g. com.htc.launcher).

To reduce the noise of the data, we also exclude those app launches that lasted less than one second, which might be related to apps opened by mistake. This rule of thumb choice exclude just a small portion of data without affecting the overall results (see the SI).

The resulting data has 92,943 users with app usage information, with a median number of 7 different apps launched per day per user.

**Global and local randomisation.** We test whether the app capacity $C^{apps}$ is a consequence of time constraints by applying two randomisation techniques previously proposed for the mobility space [4]. Let $X$ and $Y$ be two users with daily usage of apps $D_X = [d_{X,t}, d_{X,t+1}, \ldots, d_{X,t+n}]$ and $D_Y = [d_{Y,t}, d_{Y,t+1}, \ldots, d_{Y,t+n}]$ the two randomisation strategies are:

- **Local.** We permute the order of the sliding observation windows at random. For example we shuffle the two original time-series of $X$ and $Y$: $D_X = [d_{X,t+5}, d_{X,t}, \ldots, d_{X,t+n+1}]$ and $D_Y = [d_{Y,t}, d_{Y,t+1+n}, \ldots, d_{Y,t+1}]$.

- **Global.** We permute an individual’s data across the entire data. For example: $D_X = [d_{Y,t}, d_{X,t+1}, \ldots, d_{Y,t+n}]$ and $D_Y = [d_{Y,t}, d_{Y,t+1}, \ldots, d_{Y,t+n}]$ (Note the shuffle appendix of the last element in the sequence).
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Appendix A: The stop location algorithm

As described in the main manuscript, the Users Location data stream is composed of (user ID, date, time, latitude, longitude).

**Stop events.** From a sequence of ordered time events \( T = [t_0, t_1, \ldots, t_n] \), a corresponding set of GPS locations \( R = [r_0, r_1, \ldots, r_n] \), and a geographical distance function \( d(i, j) \), we define a stop event as a maximal set of locations \( S = [r_i, r_{i+1}, \ldots, r_j] \mid d(r_i, r_j) < \Delta s \land t_j - t_i \geq \Delta t \ \forall r_i, r_j \in S \). Then the set of stop events is \( S = \{ S_i \mid S_i \text{ is a stop event } \land r_i \in S_i \land r_j \in S_j \land i < j \} \). To form a stop event we heuristically choose to group locations in a time-ordered fashion. In other words, we aim at finding all those places at most \( \Delta t \) minutes large were people stopped for at least \( \Delta t \) minutes. Each stop event is composed by at least two locations and the locations can belong only to at most one stop event.

To extract stop events we base our method on Hariharan and Toyama’s work [35]. The algorithm is depicted in Algorithm 1 and can be summarised as follows: for each user, we first order his/her GPS locations by time, followed by selecting groups of GPS sequences with the desired properties to form stop events. The Diameter function computes the greatest distance between points, while Medoid selects the GPS location with the minimum distance to all other points in the set.

**Algorithm 1:** Algorithm for extracting the stop events from GPS sequences.

| Input: | Time-ordered list of a user’s raw GPS positions \( R = [r_0, r_1, \ldots, r_n] \), their time \( T = [t_0, t_1, \ldots, t_n] \), a spatial threshold \( \Delta s \) and a temporal threshold \( \Delta t \). |
|---|---|
| Output: | The set \( S \) of a user’s stop events. |

\[
\text{left} = 0; \ S \leftarrow \emptyset; \\
\text{while } \text{left} < n \text{ do} \\
\quad \text{right} \leftarrow \text{minimum } j \text{ such that } t_j \geq t_{\text{left}} + \Delta t; \\
\quad \text{if } \text{Diameter}(R, \lefttext{left}, j) > \Delta s; \\
\quad \quad \text{then} \\
\quad \quad \quad \text{left} \leftarrow \text{left} + 1; \\
\quad \quad \text{end} \\
\quad \text{else} \\
\quad \quad \text{right} \leftarrow \text{maximum } j \text{ such that } j \leq n \text{ and } \text{Diameter}(R, \text{left}, j) < \Delta s; \\
\quad \quad S \leftarrow S \cup (\text{Medoid}(R, \text{left}, \text{right}), t_{\text{left}}, t_{\text{right}}); \\
\quad \text{left} \leftarrow \text{right} + 1; \\
\quad \text{end} \\
\text{end} \\
\]

The complexity of the stop event algorithm [35] is \( O(n^3) \), because of the repeated Diameter function that computes a distance matrix, whose complexity is \( O(n^2) \). Thus, we make two optimisations to this basic algorithm in order to improve its complexity:

- Each time we compute \( \text{Diameter}(R, \lefttext{left}, j) \) we cache the computed distance matrix so that we can use it again whenever we need to compute \( \text{Diameter}(R, \lefttext{left}, j + 1) \). This reduces the complexity to \( O(n^2) \).

- We reduce the number of points that are most likely not part of a stop event. Thus, we filter out \( \forall r_i \mid d(r_{i-1}, r_i) < 10m \land d(r_i, r_{i+1}) < 10m, \text{ but also those } \forall r_j \mid d(r_{j-1}, r_j) > \Delta s \land d(r_j, r_{j+1}) > \Delta s \). Although simple, this heuristics keep the complexity on average around \( O(n) \) and in the worst case \( O(n^2) \).

The Diameter algorithm can be further optimised by converting all coordinates to a Cartesian plane, then finding the smallest convex region containing all the points and finally computing the diameter in linear time between the points of the convex hull. However, in this work we choose to have higher accuracy using the original coordinates and defining \( d(i, j) \) as the Haversine great-circle distance between \( i \) and \( j \). Given the average radius of the Earth \( r \) and two points with latitude and longitude \( \varphi_1, \varphi_2 \) and \( \lambda_1, \lambda_2 \) respectively, the Haversine distance \( d \) between them is:

\[
d = 2r \arcsin \left( \sqrt{\sin^2 \left( \frac{\varphi_2 - \varphi_1}{2} \right) + \cos(\varphi_1) \cos(\varphi_2) \sin^2 \left( \frac{\lambda_2 - \lambda_1}{2} \right)} \right)
\]

The Haversine distance does not require to project points to a plane, and it is more accurate both in short and long distances.
Stop locations. For each user, we define stop locations as the sequences of stop events that can be considered part of the same place. For example: if user A goes many times at the Colosseum in Rome, she could have many stop events (e.g., northern entrance, southern entrance) that can be grouped in a unique stop location (i.e., the Colosseum). To determine a stop location from stop events we use the DB-scan algorithm that groups points within $\epsilon = 50$ meters to avoid the creation of an extremely and incorrect long chain of sequential stop events. Thus, $\epsilon = 45$ meters. However, stop events and stop locations may be very sensible to the $\Delta s$ and $\Delta t$ parameters. Therefore, we repeated our experiments both with $\Delta s = 60$ and $\Delta t = 10$ and we found no significant differences. For this reason, in the next Sections we align our discussion to the existing literature and use $\Delta s = 50$ meters and $\Delta t = 15$ minutes.

We select $\epsilon = 50$ meters to avoid the creation of an extremely and incorrect long chain of sequential stop events. Thus, $\epsilon = 45$ meters. However, stop events and stop locations may be very sensible to the $\Delta s$ and $\Delta t$ parameters. Therefore, we repeated our experiments both with $\Delta s = 60$ and $\Delta t = 10$ and we found no significant differences. For this reason, in the next Sections we align our discussion to the existing literature and use $\Delta s = 50$ meters and $\Delta t = 15$ minutes.

Appendix B: From applications to mobility

We investigated the relationship between mobile app usage behaviour and mobility by correlating the capacity, activity, and strategy between app usage and mobility. However, temporally aggregated behaviour might hide choices people make at a smaller time scale. Thus, we break down people’s behaviour on a daily, weekly and monthly basis and test for any trade-off between the number of stop locations and the time spent on different types of apps. For each user $i$ we compute the number of visited locations $L_i = [l_{i,1}, l_{i,2}, \ldots, l_{i,n}]$, and the time spent on apps $W_i = [w_{i,1}, w_{i,2}, \ldots, w_{i,n}]$ at the chosen level of temporal aggregation. Then, we concatenate all $m$ users’ behaviours: $\Phi = [L_0, L_1, \ldots, L_m]$ and $\Gamma = [W_0, W_1, \ldots, W_m]$ and test through the Kendall’s $\tau$ three different variables:

- **Raw:** if an individual spends more time using apps, does (s)he visit fewer places? Defined as: $\tau(\Phi, \Gamma)$.
- **Average behavior:** if an individual spends more time than what other people on average use apps, does his/her mobility decrease? Defined as: $\tau(\Phi', \Gamma')$ with $\Phi' = [L_0', L_1', \ldots, L_m']$, $\Gamma' = [W_0', W_1', \ldots, W_m']$, $L_i' = L_i - L_{\bar{i}}$ and $W_i' = W_i - W_{\bar{i}}$.
- **Individual behavior:** if an individual spends exceptionally more time than his/her average or baseline on mobile apps, does his/her mobility suffer? Defined as: $\tau(\Phi'', \Gamma'')$ with $\Phi'' = [L_0'', L_1'', \ldots, L_m'']$, $\Gamma'' = [W_0'', W_1'', \ldots, W_m'']$, $L_i'' = L_i - L_{\bar{i}}$ and $W_i'' = W_i - W_{\bar{i}}$.

For a set of pairs $(i, j)$ at time $t$, the Kendall rank coefficient measures how much the rank of the pair changed from $t$ to $t+1$. The coefficient is 1 when the ranks are identical, while it is -1 when they are dissimilar. In other words, we expect the Kendall’s $\tau$ to be positive and high when application usage is very similar to mobility, while we expect it to be negative in the presence of a trade-off between the two domains.

Thus, we compare the app usage and mobility dynamics and look for any trade-off or positive correlation between these two domains. A strong negative correlation between the two domains echoes previous studies linking smartphone addiction to negative outcomes such as obesity, while a strong positive correlation mean people use phones especially when they move, or with a scale-free dynamic.

Table I summarises the results of such an analysis. As depicted in the Table, we do not find any negative correlation between these variables, which would represent the existence of a trade-off between mobile phone usage and human mobility. On the contrary, we do find a slight positive correlation. In other words, the higher the capacity in mobility, the higher the capacity in the app domain.

In summary, we find that capacity is positively correlated between the two domains, but users might adopt different strategies in each domain. Empirical results have shown that intense use of the mobile phone does not necessarily predict well-being. Similarly, our results suggest that people, on average, do not decrease (increase) their physical mobility (as measured by the number of visited places) because of the high (low) phone usage. While the correlation of capacity might be a consequence of the intense phone usage during commuting, we find exciting the fact that there is a difference in the strategies in these two domains for the same user. One could speculate that these two domains reflect different aspects of human behaviour. We leave the investigation of this hypothesis to future work.
Figure 5. Match between the mobility and digital domain. (A) Density plot showing a positive and significant correlation between users’ mobility capacity and application capacity. (B) Density plot between users’ mobility and application activity, showing a significant and positive correlation, although grouped in two dense regions. (C) Match between an individual’s label in the digital domain and the label assigned in the mobility domain. This confusion matrix shows that labels do not often match across domains. (***) stands for $p$-value < 0.001.

Table I. Kendall’s $\tau$ correlation between daily, weekly, and monthly number of locations and time spent on applications. The Raw, Average, and Individual’s average behaviour are sightly but significantly positive correlated. (***) stands for $p$-value < 0.001.

| Granularity | Raw         | Average     | Individual’s average |
|-------------|-------------|-------------|----------------------|
| Daily       | 0.003***    | 0.016***    | 0.043***             |
| Weekly      | 0.042***    | 0.068***    | 0.070***             |
| Monthly     | 0.053***    | 0.076***    | 0.073***             |
Appendix C: Additional figures

Figure 6. Description of applications launch in our data. (A) The total time spent for each applications’ category is very focused on a few categories. (B) PDF Distribution of the time spent on apps per each apps launch.

Figure 7. Strategy of people. (A) Percentage of mobility explorers and keepers per each age bin of 5 years. (B) Percentage of app explorers and keepers per each age bin of 5 years.
Figure 8. The cumulative number of locations and apps per user over time.
Figure 9. Descriptive statistics in both frequency and time domains, for mobility and application usage. (A) The application usage in terms of frequency. The most used app occupies almost 40% of users’ time. (B) The application usage in terms of frequency. The most used app occupies more than 40% of users’ time. (C) The frequency of visits for the first 15 locations. The most visited place occupies almost 40% of users’ time. (D) The time spent on places for the first 15 locations. (E-F) We compare the frequency of background and foreground apps. The background applications are more skewed than foreground ones in both time and frequency domain.
Figure 10. Age distribution in our dataset (in bins of two years). (A) Distribution of ages for those users where we have mobility information. (B) Distribution of ages for those users where we have application usage information. (C) Distribution of ages for those users where we have both mobility and application usage information.
Figure 11. Distribution of the distinct number of apps installed by the users in our data. Note that this number is computed through the applications used at least once in our time period.
Appendix D: Additional tables

Table II. Mobile applications kept for longer time.

| Package name                          | Common name     | Average n. weeks per user |
|---------------------------------------|-----------------|---------------------------|
| com.whatsapp                          | Whatsapp        | 4.81                      |
| com.facebook.katana                   | Facebook        | 4.74                      |
| com.android.chrome                    | Chrome          | 4.52                      |
| com.facebook.orca                     | Messenger       | 4.41                      |
| com.google.android.youtube            | Youtube         | 4.27                      |
| com.google.android.apps.maps          | Maps            | 3.82                      |
| com.google.android.gm                 | Gmail           | 3.18                      |
| com.instagram.android                 | Instagram       | 3.06                      |
| com.sec.android.inputmethod          | Samsung Keyboard| 2.69                      |
| com.sec.android.app.abrowser         | Samsung Internet Browser | 2.66                  |

Table III. Most dropped apps.

| Package name                          | Common name     | Number drops |
|---------------------------------------|-----------------|--------------|
| com.sec.android.inputmethod          | Samsung Keyboard| 17928        |
| com.samsung.knox.securefolder       | Secure Folder   | 17310        |
| com.samsung.android.oneconnect      | SmartThings     | 14456        |
| com.google.android.apps.docs         | Docs            | 11895        |
| com.google.android.gm                | Gmail           | 9790         |
| com.google.android.apps.maps         | Maps            | 6526         |
| com.google.android.youtube           | Youtube         | 6325         |
| com.microsoft.office.powerpoint     | Powerpoint      | 4513         |
| com.sec.android.gallery3d            | Samsung Gallery | 4376         |
| com.google.android.apps.photos       | Photos          | 4259         |

Table IV. Categories of apps kept for longer time.

| Rank | Category name      |
|------|--------------------|
| 1    | Communication      |
| 2    | Productivity       |
| 3    | Social             |
| 4    | Shopping           |
| 5    | Travel             |
| 6    | Finance            |
| 7    | Music & Audio      |
| 8    | Video Players & Editors |
| 9    | Entertainment      |
| 10   | Lifestyle          |
Table V. Most dropped categories of apps.

| Rank | Category name  |
|------|----------------|
| 1    | Productivity   |
| 2    | Lifestyle      |
| 3    | Communication  |
| 4    | Shopping       |
| 5    | Entertainment  |
| 6    | Business       |
| 7    | Travel & Local |
| 8    | Social         |
| 9    | Finance        |
| 10   | Music & Audio  |