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Abstract

Extending the quickest path problem to the network reliability, a new problem emerged which aims to assess the network reliability for transmitting at least \( d \) units of data from a source node to a sink node through one minimal path (MP) within a given \( T \) units of time. Many of the proposed approaches in the literature check all the MPs of the network for doing the job and then construct desired system state vectors based on the accepted MPs. Hence, they need to have all the MPs of the network in advance. Here, we propose a simple approach that does not need any MP in advance. The algorithm is shown to be corrected and is illustrated through an example.
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1 Introduction

A multi-state flow network (MFN) is a network in which the arcs (and possibly nodes) may have more than two states \([1, 2, 3, 4, 5, 6]\). The different states of each arc show the possible
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capacities of the arc, which are stochastic. When the network is dynamic, each arc in the
network has another attribute, the so-called lead time, that refers to the needed time for
transmitting one unit of data from the source node to the sink node \[7, 8, 9, 10, 11, 12\]. The
quickest path problem (QPP), a variant of the shortest path problem, has been an attractive
problem in the literature \[13\]. Extending the QPP to the network reliability, a new problem
called the quickest path reliability problem emerged in \[7\]. The problem aims at reliability
evaluation of the MFN for transmitting at least \(d\) units of data through one minimal path
(MP) from the source to the sink nodes within a given \(T\) units of time \[10, 14\]. Several
researchers have studied this problem and proposed different algorithms to address it so
far \[3, 5, 7, 8, 12, 9, 10, 14, 13, 16\]. However, the proposed approaches in the literature
usually need all the MPs as input. Here, we propose a simple approach that does need any
MP in advance. The rest of the paper is organized as follows. Some preliminaries and the
proposed approach are provided in Section 2. An illustrative example is given in Section 3
and finally, we conclude the work in Section 4.

2 Main block

Let \(G(N, A, M, L)\) be a multi-state flow network (MFN), where \(N = \{1, 2, \cdots, n\}\) is the
nodes’ set, \(A = \{a_1, a_2, \cdots, a_m\}\) is the arcs’ set, \(M = (M_1, M_2, \cdots, M_m)\) is a vector with
\(M_i\) denoting the maximum capacity of arc \(a_i\), for \(i = 1, 2, \cdots, m\), and \(L = (l_1, l_2, \cdots, l_m)\) is
a vector with \(l_i\) denoting the lead time of arc \(a_i\), for \(i = 1, 2, \cdots, m\). Hence, the numbers
\(n\) and \(m\) are respectively the number nodes and arcs in the network. Let node 1 be the
source and node \(n\) be the sink node in the network. Let \(x_i\) denote the current capacity of
arc \(a_i\), with the values from \(\{0, 1, \cdots, M_i\}\), for \(i = 1, 2, \cdots, m\), and hence \(X = (x_1, \cdots, x_m)\)
be the current system state vector (SSV) of the MFN. To each node \(a_i\), for \(i = 1, 2, \cdots, m\),
we assign two numbers; \(I_i\), which is the number of incoming arcs to it, and \(O_i\), which is the
number of outgoing arcs from it. As nodes 1 and \(n\) are respectively the source and the sink
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nodes, we have $I_1 = O_n = 0$, and as the considered MFNs are undirected, we have $I_i = O_i$, for $i = 2, 3, \cdots , n - 1$. A path is a set of adjacent arcs which connects the nodes 1 and $n$, and a minimal path (MP) is a path whose any proper subsets is a path. Let $h$ be the number of all the MPs in the network. For minimal path of $P_j$, let $LP_j$ be its lead time and $CP_j(X)$ be its capacity under $X$. Now, letting $P_j = \{a_{j_1}, a_{j_2}, \cdots , a_{j_n}\}$, the lead time is calculated using the following equation [10].

$$LP_j = \sum_{r=1}^{nj} l_{jr}. \tag{1}$$

And letting $X = (x_1, x_2, \cdots , x_m)$, the capacity is calculated using the following equation [17].

$$CP_j(X) = \min\{x_{j_1}, x_{j_2}, \cdots , x_{j_n}\}. \tag{2}$$

The network reliability in this problem, denoted by $R_{d,T}$, is calculating the probability of transmitting $d$ units of data from node 1 to node $n$ through one MP within the given $T$ units of time. Let $\rho(X, d)$ be the required time to send $d$ units of data through the quickest MP from node 1 to node $n$ in the network, $\Theta(d, T) = \{X \leq M \mid \rho(X, d) \leq T\}$, and $\Theta(d, T)_{\min} = \{X^1, X^2, \cdots , X^\sigma\}$ be the set of all the minimal solutions in $\Theta(d, T)$. Let also $A_r = \{X \mid X \geq X^r\}$, for $r = 1, 2, \cdots , \sigma$, $B_1 = A_1$, and $B_r = A_r - \bigcup_{j=1}^{r-1} A_j$, for $r = 2, 3, \cdots , \sigma$. Then, the network reliability can be calculated using the following equation [18].

$$R_{d,T} = \Pr \bigcup_{r=1}^{\sigma} A_r = \Pr \bigcup_{r=1}^{\sigma} B_r = \sum_{r=1}^{\sigma} \Pr(B_r), \tag{3}$$

where $\Pr(B_r) = \sum_{X \in B_r} \Pr(X)$ and $\Pr(X) = \prod_{i=1}^{m} \Pr(x_i)$.

Therefore, one needs to determine the sets $B_r$, for $r = 1, 2, \cdots , \sigma$ for calculating $R_{d,T}$, for which the solutions $X^1, X^2, \cdots , X^\sigma$ are required. Hence, this work focuses on the determination of all such solutions. To calculate $\rho(X, d)$ for any SSV $X$, one needs to first calculates the transmission time of sending $d$ units of data through an arc and then through a path. To
send \( d \) units of data through \( a_i \) with capacity of \( x_i \) and the lead time of \( l_i \), the transmission time is equal to

\[
t = l_i + \left\lceil \frac{d}{x_i} \right\rceil,
\]

where \( \left\lceil \alpha \right\rceil \) is the first integer number greater than or equal to \( \alpha \). And to send \( d \) units of data through \( P_j = \{a_{j_1}, a_{j_2}, \cdots , a_{j_n}\} \) under \( X \), the transmission time is equal to

\[
\varrho(P_j, X, d) = L_{P_j} + \left\lceil \frac{d}{C_{P_j}(X)} \right\rceil.
\]

According to the above equation, if \( T > L_{P_j} \), the minimum capacity of MP, \( P_j \), for being possible to transmit \( d \) units of data through it within \( T \) units of time is equal to

\[
\eta_j = \left\lceil \frac{d}{T - L_{P_j}} \right\rceil
\]

Therefore, if \( C_{P_j} \leq \eta_j \) and one sets the capacity of all the arcs in \( P_j \) to \( \eta_j \) and the capacity of the other arcs to zero, then a minimal SSV is at hand, which belongs to \( \Theta(d,T)_{\text{min}} \). We note that as the data can be sent through one MP from the source node to the sink node, we have \( \rho(X, d) = \min_{j=1}^h \varrho(P_j, X, d) \).

Therefore, one needs to check these conditions for each MP, determine the acceptable MPs, and calculate the corresponding SSVs. However, this approach requires all the MPs as input which is a weakness. To prevent this requirement, here we use the node-child matrix of the network introduced in [10]. Our proposed algorithm directly determines only the MPs that satisfy the required conditions without duplicates and then calculates the corresponding SSVs, which are the final solutions. Letting \( n \) be the number of nodes in the network, the node-child matrix is an \( n \times q \) matrix, where \( q = \max\{O_i \mid i = 1, 2, \cdots , n - 1\} \). Each row in the matrix corresponds to a node in the network and shows the children of that node. To
have a better understanding, the node-child matrix of Fig. 1 is given below.

\[
B = \begin{bmatrix}
2 & 3 & 4 \\
3 & 4 & 0 \\
2 & 4 & 0 \\
0 & 0 & 0
\end{bmatrix}
\] (7)

With the node-child matrix of an MFN, one can determine all the MPs of the network using a backtracking procedure [19]. The proposed algorithm here adds one more condition to this procedure for checking the lead time of the under-construction MP to find all the solution vectors in the set of \( \Theta(d, T)_{\text{min}} \). If the lead time of the under-construction MP passes \( T \), the algorithm stops the construction and goes back to construct the next MP. One notes that any obtained solution should be less than or equal to \( M \). Therefore, the algorithm checks this condition as well. Note that \( L(s,t) \) is the lead time of the arc between nodes \( s \) and \( t \).

The proposed algorithm

**Input:** \( G(N, A, M, L) \) with demand level \( d \) and time limit \( T \).

**Output:** The set \( \Theta(d, T)_{\text{min}} \).

**Step 0.** Let \( \Theta(d, T)_{\text{min}} = \{\} \), \( i = 1, s = 1, k = 1, f(r) = 1 \) for \( r = 1, \cdots, n \), \( lt = 0 \),
\( \text{kap} = \infty, \ R_p = 0, \ P = (1, 0, \cdots, 0)_{1 \times n} \) and \( K = (0, 0, \cdots, 0)_{1 \times n} \).

**Step 1.** Determine the node-child matrix \( B \).

**Step 2.** Let \( t = B(s, f(s)) \).

**Step 3.** If \( t \in P \), then let \( R_p = 1 \).

**Step 4.** If \( t \neq 0 \), then go to Step 7.

**Step 5** If \( s = 1 \), then stop. \( \Theta(d,T)_{\min} \) is the set of all the solutions. Else if \( s = n \), then let \( X_k = (0, 0, \cdots, 0)_{1 \times m} \), and update \( x_i = \eta, \) if \( a_j \in P \). Let \( \Theta(d,T)_{\min} = \Theta(d,T)_{\min} \cup \{ X_k \} \).

Now, if \( i = 2 \), then stop. Otherwise, let \( k = k+1, \ f(P(i-1)) = 1, \ lt = lt-L(P(i-1), P(i))-L(P(i-2), P(i-1)), P(i) = 0, P(i-1) = 0, K(i-1) = 0, K(i-2) = 0, s = P(i-2) \), and \( i = i-2 \). Now, if \( i = 1 \), let \( \text{kap} = \infty \), else \( \text{kap} = \min\{K(j) \mid j = 1, \cdots, i-1\} \). Go to Step 2.

**Step 6** Let \( f(s) = 1, \ lt = lt-L(P(i-1), P(i)), P(i) = 0, K(i-1) = 0, s = P(i-1) \), and \( i = i-1 \). Now, if \( i = 1 \), let \( \text{kap} = \infty \), else \( \text{kap} = \min\{K(j) \mid j = 1, \cdots, i-1\} \). Go to Step 2.

**Step 7.** If \( R_p = 1 \), then let \( f(s) = f(s) + 1, \ R_p = 0 \), and go to Step 2.

**Step 8.** If \( lt + L(s,t) < T \), then let \( \eta = \left\lceil \frac{d}{T-lt-L(s,t)} \right\rceil \). If \( lt \geq T - L(s,t) \) or \( \eta > \min\{\text{kap}, M(s,t)\} \), then let \( f(s) = f(s)+1, \) else let \( lt = lt+L(s,t), \ \text{kap} = \min\{\text{kap}, M(s,t)\} \), \( K(i) = M(s,t), \ f(s) = f(s)+1, \ i = i+1, \ P(i) = t \), and \( s = t \). Go to Step 2.

The above algorithm checks all the required conditions for the under-construction MPs to assure that only the MPs, say \( P_j \), are constructed that satisfy \( LP_j < T \) and \( \tau(P_j, d, M) \leq T \). Moreover, the algorithm checks each calculated solution for being less than or equal to \( M \). As a result, as the proposed algorithm here is based on the proposed algorithm in [19], its correctness is demonstrated, and it determines the set \( \Theta(d,T)_{\min} \) correctly. We solve a benchmark example in the next section to illustrate the proposed algorithm.
3 An illustrative example

Consider the given network in Fig. 1 with \( M = (5, 4, 6, 4, 3, 6) \) and \( L = (4, 4, 1, 4, 3, 1) \) and determines the set \( \Theta(4,7)_{\text{min}} \) by using the proposed algorithm here.

Solution:

Step 0. Let \( \Theta(4,7)_{\text{min}} = \{\} \), \( i = 1, s = 1, k = 1, f(r) = 1 \) for \( r = 1, 2, 3, 4, lt = 0, kap = \infty, Rp = 0, P = (1, 0, 0, 0) \) and \( K = (0, 0, 0, 0) \).

Step 1. The matrix \( B \) is calculated as given in Eq. (7).

Step 2. Let \( t = B(s, f(s)) = B(1, 1) = 2 \).

Step 3. \( t = 2 \notin P \).

Step 4. \( t = 2 \neq 0 \). The transfer is made to Step 7.

Step 7. \( Rp = 0 \neq 1 \).

Step 8. Since \( lt + L(1, 2) = 0 + 4 = 4 < 7 \), let \( \eta = \lfloor \frac{4}{7-0-4} \rfloor = 2 \). Since \( lt = 0 < 3 = T - L(1, 2) \) and \( \eta = 2 < 5 = \min\{kap, M(1, 2)\} \), let \( lt = lt + L(1, 2) = 0 + 4 = 4, kap = \min\{kap, M(1, 2)\} = 5, K(1) = M(1, 2) = 5, f(1) = f(1) + 1 = 2, i = i + 1 = 2, P(2) = 2, \) and \( s = 2 \). The transfer is made to Step 2.

Step 2. Let \( t = B(2, f(2)) = B(2, 1) = 3 \).

Step 3. \( t = 3 \notin P \).

Step 4. \( t = 3 \neq 0 \).

Step 7. \( Rp = 0 \neq 1 \).

Step 8. \( lt + L(2, 3) = 4 + 4 = 8 \neq 7 \). Since \( lt = 4 \geq 3 = T - L(2, 3) \), let \( f(2) = f(2) + 1 = 2 \).

The transfer is made to Step 2.

\[
\vdots
\]

The final solutions are \( \Theta(4,7)_{\text{min}} = \{(0, 0, 1, 0, 0, 0), (0, 2, 0, 0, 0, 2)\} \).
4 Conclusions

We proposed a simple efficient algorithm to address multi-state flow networks’ quickest path reliability problem. We showed the correctness of the algorithm and illustrated it through a benchmark network example. The main advantage of our proposed algorithm to the several existing approaches is that our algorithm does not need any MP as input.
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