Variational approach to thermal masses in compactified models
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ABSTRACT: We investigate by means of a variational approach the effective potential of a 5D $U(1)$ scalar model at finite temperature and compactified on $S^1$ and $S^1/Z_2$ as well as the corresponding 4D model obtained through a trivial dimensional reduction. We are particularly interested in the behavior of the thermal masses of the scalar field with respect to the Wilson line phase and the results obtained are compared with those coming from a one-loop effective potential calculation. We also explore the nature of the phase transition.
1 Introduction

Studies on field theories at finite temperature have had a regain of interest particularly to investigate the electroweak transition and baryogenesis both in the Standard Model (SM) as effective low energy theory in 4 dimensions and in its extensions in five dimensions [1–5]. These new approaches have some of their theoretical roots in finite temperature field theory [6–9]. Considering topological aspects of a thermal formalism, it is realized that the prescription results in a scheme of compactification in time of the $T = 0$ theory. That is, the Matsubara results are equivalent to a path-integral calculated on $R^{D-1} \times S^1$, where $S^1$ is a circle of circumference $\beta = 1/T$. In the case of an extra dimension corresponding to $S^1/\mathbb{Z}_2$ orbifold one should also take into account the parity projection [10]. As a consequence, the Matsubara prescription can be thought, in a generalized way, as a mechanism to deal simultaneously with spatial constraints and thermal effects in a field theory model. This concept has been developed for the Matsubara formalism by considering $R^{D-d} \times S^{l_1} \times S^{l_2} \cdots \times S^{l_d}$, with $l_1$ corresponding to inverse temperature and $l_2, \cdots, l_d$ corresponding to compactification of $d-1$ spatial dimensions. Then the Feynman rules are modified by introducing a generalized Matsubara prescription, performing the following multiple replacements (compactification of a $d$-dimensional subspace) [11],

\[
\begin{align*}
\int \frac{dk_1}{2\pi} & \to \frac{1}{\beta} \sum_{n_1 = -\infty}^{+\infty}, \quad \int \frac{dk_i}{2\pi} \to \frac{1}{L_i} \sum_{n_i = -\infty}^{+\infty} ; \quad k_1 \to \frac{2n_1\pi}{\beta} \quad k_i \to \frac{2n_i\pi}{L_i} , \quad i = 2, 3, \ldots, d - 1,
\end{align*}
\]

where $L_i, \quad i = 2, 3, \ldots, d - 1$ are the sizes of the compactified spatial dimensions.

The ideas above have found new and interesting applications in the context of field theories with extra spatial dimensions, where the Higgs field is identified as the zero mode of the fifth component of the gauge field, as for instance in [10, 12–27]. Models of this type are sometimes called models with gauge-Higgs unification. Perhaps these theories provide an interesting framework for physics beyond the SM.

In particular, there has been a resurgence of interest in these ideas, as a new way to investigate the electroweak transition and baryogenesis. The electroweak phase transition, in 5-dimensional finite-temperature field theory with a compactified extra dimension, has been investigated in [2]. These authors compare theirs results with those obtained with the...
SM at one-loop approximation. The conclusion is for a first-order transition with a strength inversely proportional to the Higgs mass, using the estimated value of the Higgs mass, of $M_H < M_W/2$. However, these authors also claim that when fermions in the uncompactified 5-D space are introduced, more realistic values of the Higgs mass are obtained. In this case the first-order phase transition becomes weaker. Another interesting result of [2] is that up to temperatures of the order of $T \approx 1/L$, reliable (low order) perturbative calculations lead to reasonable results. It has been recently noticed that a $SO(5) \times U(1)$ gauge Higgs unification in the Randall Sundrum metric can reproduce the Higgs mass at 125 GeV for three fermion spinorial representations and shown that the thermal phase transition at one loop is first order but very weak so baryogenesis could not occur [5].

From a physical and phenomenological point of view, an interest in theories with extra compactified dimensions at the inverse TeV scale arose in connection with the new LHC experiments.

In order to go beyond one-loop approximation, self-consistent approaches have been also considered. One example is the Cornwall-Jackiw-Tomboulis effective action for composite operators that has been generalized to finite temperature [28–30]. Here we follow an alternative route, which consists in developing another, non perturbative, variational technique, the Gaussian Effective Potential (GEP) [31, 32], for both finite temperature and compactified spatial dimensions applying it as a tool to investigate effective field theories.

The aim of this paper is to study, by using the GEP, the thermal masses of two models. One being the reduced model, at finite temperature, obtained from neglecting all massive Kaluza Klein modes for a 5-dimensional $U(1)$ model, thus trivially reducing it to a 4-dimensional model. The other being the full 5-dimensional $U(1)$ model, at finite temperature, compactified over $S^1$ and over the $S^1/Z_2$ orbifold. Some of our results confirm the perturbative results of [2].

In Section 2 we consider first the GEP for the reduced model where a truncation of the Kaluza Klein expansion has been performed, so that only the first KK mode is retained. In Section 3 we consider the full 5D scalar electrodynamics, deriving the GEP at finite temperature and calculating the Higgs thermal mass. We also discuss the structure of the phase transition by looking into the high temperature limit.

2 The reduced model

In this Section we review the reduced model which provides a simple exercise for studying the effective potential for the five dimensional scalar electrodynamics by truncating the Kaluza Klein tower and considering only a first scalar lower mode. Let us consider the following lagrangian:

$$\mathcal{L} = (D_\mu \varphi)^\dagger (D^\mu \varphi) + \frac{1}{2} (\partial_\mu s)^2 - g^2 s^2 \varphi^\dagger \varphi - \frac{\lambda}{4} (\varphi^\dagger \varphi)^2, \quad (2.1)$$

which corresponds to the reduced 4D model.

We introduce real fields $\hat{\phi}_1, \hat{\phi}_2$,

$$\varphi = \frac{1}{\sqrt{2}} (\hat{\phi}_1 + i \hat{\phi}_2) \quad (2.2)$$
and perform a shift on the scalar field $s$,

$$s(x) = \hat{s}(x) + s_c$$  \hspace{1cm} (2.3)

which allows to interpret $s_c$ as a constant background field.

In the canonically quantized version of the Gaussian effective potential (GEP) \[31, 32\] the quantum free fields $\hat{\phi}$ and $\hat{s}$, respectively of masses $\Omega$ and $\Delta$, are expanded in the form,

$$\hat{\phi} = \int \frac{d^3k}{(2\pi)^3} 2 \omega_k \left[a_\Omega(k) e^{-ikx} + h.c\right]$$  \hspace{1cm} (2.4)

with $\omega_k^2 = \vec{k}^2 + \Omega^2$ and

$$\hat{s} = \int \frac{d^3k}{(2\pi)^3} 2 \omega_k \left[a_\Delta(k) e^{-ikx} + h.c\right]$$  \hspace{1cm} (2.5)

with $\omega_k^2 = \vec{k}^2 + \Delta^2$. Standard commutation relations for creation and annihilation operators are assumed for $a_\Sigma, \ a_\Sigma^\dagger$:

$$[a_\Sigma(k), a_\Sigma(k')^\dagger] = 2 \omega_k (2\pi)^3 \delta^3(k - k')$$  \hspace{1cm} (2.6)

where $\Sigma$ stands for either $\Omega$ or $\Delta$. In the Gaussian effective potential approach, the effective potential is evaluated as the expectation value of the Hamiltonian

$$V_G(\alpha, \Omega, \Delta) = \langle 0 | H | 0 \rangle$$  \hspace{1cm} (2.7)

where the vacuum $|0\rangle$ is annihilated by $a_\Omega(k)$ and $a_\Delta(k)$ and $H$ is the total Hamiltonian associated to the lagrangian density (2.1). Also we have redefined $s_c = \alpha/gR$, $2\pi R$ being the length of the fifth compactified dimension. One can then minimize $V_G$ with respect to the parameters $\Sigma$ obtaining the associated gap equations which provide the values of the parameters that, when replaced in $V_G$, gives the Gaussian effective potential $V_G$.

An equivalent calculation may be performed by use of the first order $\delta$-expansion \[33, 34\], which amounts to split the Lagrangian $\mathcal{L}$ into a sum of a "free field" $\mathcal{L}_0$ term and a $\mathcal{L}_\delta$ term containing the interactions, such that when $\delta = 1$ the original Lagrangian is recovered. In the next section it will be convenient to cast our calculations into this approach. In both cases, the result for the reduced model is:

$$V_G = 2I_1(\Omega) - \Omega^2 I_0(\Omega) + I_1(\Delta) - \frac{1}{2} \Delta^2 I_0(\Delta)$$

$$+ g^2 I_0(\Delta) I_0(\Omega) + \frac{\lambda}{2} I_0^2(\Omega) + \frac{\omega^2}{R^2} I_0(\Omega).$$

where

$$I_0(\Sigma) = \int \frac{d^3p}{(2\pi)^3} \frac{1}{2 \omega_p} \quad I_1(\Sigma) = \int \frac{d^3p}{(2\pi)^3} \frac{1}{2 \omega_p}$$

(2.9)

with $\omega_p = \sqrt{p^2 + \Sigma^2}$. The $I_0$ and $I_1$ integrals are equivalent to the covariant form (in the Euclidean and for the $I_1$ case up to an infinite constant)

$$I_0(\Sigma) = \int \frac{d^4p}{(2\pi)^4} \frac{1}{p^2 + \Sigma^2} \quad I_1(\Sigma) = \frac{1}{2} \int \frac{d^4p}{(2\pi)^4} \log \left[p^2 + \Sigma^2\right]$$

(2.10)
The gap equations are:

\[ \Omega^2 = \frac{\alpha^2}{R^2} + \lambda I_0(\Omega) + g^2 I_0(\Delta), \] (2.11)

\[ \Delta^2 = 2g^2 I_0(\Omega). \] (2.12)

where use has been done of the identity

\[ \frac{d}{d\Sigma} I_1(\Sigma) = \Sigma I_0(\Sigma) \] (2.13)

Replacing the values of \( \Omega \) and \( \Delta \) from Eq. (2.11) into Eq. (2.8) gives the 'optimized' Gaussian effective potential, \( V_G \). The divergent integrals \( I_0, I_1 \) are evaluated using dimensional regularization with the minimal subtraction scheme (MS) prescription. In particular one has (in the Euclidean and using their covariant form)

\[ I_0(\Sigma) = \int \frac{d^4p}{(2\pi)^4} \frac{1}{p^2 + \Sigma^2} = \frac{\Sigma^2}{(4\pi)^2} \left( \log \frac{\Sigma^2}{\mu^2} - 1 \right) \] (2.14)

where \( \mu \) is a regularization scale. Using this regularization prescription, Eq. (2.12) is still valid and therefore the form of the gap equation is the same as Eq. (2.11).

The finite temperature result can be obtained by replacing the \( I \) integrals by their finite temperature version \( I_{FT} \), as described in [35, 36]. For \( I_{FT}^1 \), one has

\[ I_{FT}^1 = I_1 + I_1^\beta \] (2.15)

where the parameter \( \beta \) indicates, as usual, the inverse of the temperature \( T \) and

\[ I_1^\beta(\Sigma) = \frac{1}{\beta} \int \frac{d^3p}{(2\pi)^3} \log(1 - e^{-\beta u_p}) = \frac{1}{\beta^4} \left[ -\frac{\pi^2}{90} + \frac{(\beta \Omega)^2}{24} - \frac{(\beta \Omega)^3}{12\pi} - \frac{(\beta \Omega)^4}{64\pi^2} (\log \beta^2 \Omega^2 - c) \right], \] (2.16)

with \( c = 3/2 + 2(\log 4\pi - \gamma) \sim 5.41 \). It is important to observe that the structure of the Gaussian effective potential is maintained as Eq. (2.12) is also valid for the finite temperature integral \( I_{FT}^1 \). With these substitutions one is then led to a finite temperature Gaussian effective potential \( V_{GFT} \).

Having obtained the optimized finite temperature Gaussian effective potential we can calculate the Wilson line thermal mass of the field \( \alpha \), i.e.,

\[ M^2(T, \alpha) = \mathcal{N} \frac{\partial^2 V_{GFT}}{\partial \alpha^2}, \] (2.17)

where \( \mathcal{N} \) is a suitable normalization factor.

As we are dealing with an effective theory, a series of approximations are in order and so, following [2] we shall assume that \( g \) is negligible. In that case, we can consider that, from Eq. (2.11), \( \Delta = 0 \), and within the dimensional regularization scheme one can set scale-independent integrals as \( I_0(0) \) or \( I_1(0) \) equal to zero. So we are led to a simpler situation.
where only the equation for $\Omega$ needs to be satisfied. Assuming that $LT = 1$, $\lambda = 1$ and $\mu = 1/R$, the scale above which one considers that the effective theory breaks down, we plot $M^2(T, \alpha)$, in Fig. 1, for $V_{G}^{FT}$ (red line) and compare it with the results for the improved one-loop effective potential (red dashed line) and the "naive one-loop effective potential (upper dashed line) taken from [2], which, in our notation, is simply proportional to the integral $I_{1}^{FT}(\Omega)$ for a value $\Omega = \alpha/R$. The normalization factor $\mathcal{N}$ is chosen such as to make equal to 1 the thermal mass calculated from the naive one-loop effective potential when $\alpha = 0$. The main result is that the thermal mass calculated with GEP is substantially in agreement (slightly higher) with the prediction of the improved one-loop method.

3 Compactified 5D scalar QED

Let us now consider 5D $U(1)$ scalar electrodynamics, with the 5th dimension compactified on a circle $S^1$ of length $L = 2\pi R$, defined in a Euclidean space by the action

$$
S_E = \int_{-\pi R}^{\pi R} dy \int d^4x \left\{ \frac{1}{4} F_{MN} F_{MN} + (D_M \varphi)^\dagger (D_M \varphi) + \lambda \frac{\varphi^\dagger \varphi}{4} + \mathcal{L}_{gf} \right\}
$$

(3.1)

with $\mathcal{L}_{gf}$ being the gauge fixing term and

$$
D_M \varphi = \partial_M \varphi + ig_5 A_M \varphi,
$$

(3.2)

where $\varphi$ satisfies the boundary condition $\varphi(2\pi R) = \varphi(0)$ and capital letters indicate 5D indices. Notice that the change from Minkowskian to Euclidean space corresponds to $V_M T^M \rightarrow -V_M T_M$, therefore after a redefinition of sign in the action. We adopt the convention that capital Roman letter label indices running from 1 to 5, while Greek letters are used for indices which run from 1 to 4. We are interested in considering the effective potential for the vacuum solution for the 5th component of the field $A_M$. Therefore we
will consider the $A_M$ field as a background field with only $A_5(x, x_5) \neq 0$, where we have used the notation $x \equiv (x_1, \ldots, x_4)$ for the coordinates of the position vector in the non-compactified subspace. Here, as mentioned, it will be more convenient to introduce the Gaussian effective potential as the first order in the $\delta-$expansion \[33, 34\].

Introducing the real components of $\phi$, $\phi = \sqrt{2}(\hat{\phi}_1 + i\hat{\phi}_2)$, (3.3) the part of the Lagrangian quadratic in $\hat{\phi}_{1,2}$ can be rewritten as

$$\frac{1}{2} \Phi^T D^{-1} \Phi$$

with $\Phi = (\hat{\phi}_1, \hat{\phi}_2)$

$D^{-1} = \left( \begin{array}{cc} -\partial^2_M + g_5^2 A_5^2 & 2g_5 A_M \partial_M \\ -2g_5 A_M \partial_M & -\partial^2_M + g_5^2 A_5^2 \end{array} \right)$

Then we shift the field $A_5$ by a constant background field $A_5$ getting,

$$\hat{A}_5(x, x_5) = A_5(x, x_5) - A_5$$

and we split the lagrangian as

$$\mathcal{L} = (\mathcal{L}_0 + \mathcal{L}_{int})_{\delta=1}$$

where $\mathcal{L}_0$ is the sum of the quadratic lagrangian for $\hat{\phi}_{1,2}$, the electromagnetic field terms and the terms containing the variational parameter $\Omega$:

$$\mathcal{L}_0 = \frac{1}{2} \left[ \frac{\alpha}{R^2} \dot{\phi}^2 + (\partial_\mu \hat{A}_5)^2 \right]$$

with

$$\hat{D}^{-1} = \left( \begin{array}{cc} -\partial^2_M + \frac{\alpha^2}{R^2} + \Omega^2 & 2\frac{\alpha}{R} \partial_5 \\ -2\frac{\alpha}{R} \partial_5 & -\partial^2_M + \frac{\alpha^2}{R^2} + \Omega^2 \end{array} \right)$$

where we have used $g_5 A_5 = \alpha/R$ as well as $\lambda_5 = L \lambda$.

The interaction Lagrangian is then:

$$\mathcal{L}_{int} = \delta \left\{ \frac{1}{2} \left[ \frac{\alpha^2}{R^2} - \Omega^2 \right] \left( \hat{\phi}_1^2 + \hat{\phi}_2^2 \right) + \frac{L \lambda}{16} \hat{\phi}_1^4 + \frac{L \lambda}{16} \hat{\phi}_2^4 + \frac{L \lambda}{8} \hat{\phi}_1^2 \hat{\phi}_2^2 \right. \\
+ \frac{1}{2} g_5^2 A_5^2 \left( \hat{\phi}_1^2 + \hat{\phi}_2^2 \right) - \Delta^2 A_5^2 \right\}$$

In Eq.(3.10), for simplicity, we kept only the quadratic terms that survive after the functional integrations.

Introducing sources for the fields, the generating functional is written as:

$$Z[J,j] = \int D[\hat{\phi}_1, \hat{\phi}_2, \hat{A}_5] \exp \left( - \int_{-\pi R}^{\pi R} dx_5 \int d^4 x \left\{ \mathcal{L}_0 + \mathcal{L}_{int} \right\} + (J, \Phi) + \langle j, A_5(x, x_5) \rangle \right)$$

$$Z[J,j] = \int D[\hat{\phi}_1, \hat{\phi}_2, \hat{A}_5] \exp \left( - \int_{-\pi R}^{\pi R} dx_5 \int d^4 x \left\{ \mathcal{L}_0 + \mathcal{L}_{int} \right\} + (J, \Phi) + \langle j, A_5(x, x_5) \rangle \right)$$

(3.11)
and the effective action is obtained by the Legendre transformation

$$\Gamma[\alpha] = \ln Z[j] - \langle j . A_5 \rangle,$$  \hspace{1cm} (3.12)

where the brackets $\langle \rangle$ are a shorthand notation for the integral $\int dx_5 d^4x$.

One can expand the action, Eq.(3.12), to first order in $\delta$ by the usual functional techniques getting,

$$\Gamma_{GEP} = \frac{1}{2} Tr \ln (D^{-1}) + \frac{1}{2} Tr \ln (G_5^{-1}) + \delta < L(\frac{\delta}{\delta(J,j)}) > \exp[\frac{1}{2} \langle j^T . D . j > + \langle j G_5 j > \rangle] \bigg|_{J,j=0}$$  \hspace{1cm} (3.13)

where, again, the brackets are a short notation for the integrations and the summations over the compactified variables, $L(\frac{\delta}{\delta(J,j)})$ means that we have replaced the fields $\hat{\phi}_1, \hat{\phi}_2$ and $\hat{A}_5$ by their functional derivatives in $J_1, J_2$ and $j$. The inverse of $\hat{D}$ in the momentum representation is given by

$$\hat{D}^{-1} = \begin{pmatrix} p^2 + \frac{\alpha^2}{R^2} + \Omega^2 & 2i \frac{\alpha}{R} p_5 \\ -2i \frac{\alpha}{R} p_5 & p^2 + \frac{\alpha^2}{R^2} + \Omega^2 \end{pmatrix}.$$  \hspace{1cm} (3.14)

The result, after the calculation of the traces and omitting the terms in $g$ (as mentioned at the end of the previous section, $g$ is considered negligible), reduces to

$$V_G = \tilde{I}_1(\Omega) - \frac{1}{2} \Omega^2 \tilde{I}_0(\Omega) + \frac{1}{2} \alpha^2 \tilde{I}_0(\Omega) + \frac{L \lambda}{2} \tilde{I}_0^2(\Omega),$$  \hspace{1cm} (3.15)

where the integrals $I_0$ and $I_1$, prior to compactification are given by:

$$\tilde{I}_0(\Omega) = \left[ \int \frac{d^5p}{(2\pi)^5} \frac{1}{p^2 + (p_5 + \alpha R)^2 + \Omega^2} + \int \frac{d^5p}{(2\pi)^5} \frac{1}{p^2 + (p_5 - \alpha R)^2 + \Omega^2} \right],$$

$$= \sum_{q=\pm 1} \int \frac{d^5p}{(2\pi)^5} \frac{1}{p^2 + (p_5 + q \alpha R/2)^2 + \Omega^2}$$  \hspace{1cm} (3.16)

and

$$\tilde{I}_1(\Omega) = \frac{1}{2} \int \frac{d^5p}{(2\pi)^5} \log \left[ \left( p^2 + (p_5 + \frac{\alpha}{R})^2 + \Omega^2 \right) \left( p^2 + (p_5 - \frac{\alpha}{R})^2 + \Omega^2 \right) \right],$$

$$= \sum_{q=\pm 1} \frac{1}{2} \int \frac{d^5p}{(2\pi)^5} \log \left[ \left( p^2 + (p_5 + \frac{q \alpha}{R})^2 + \Omega^2 \right) \right].$$  \hspace{1cm} (3.17)

The gap equation, obtained by minimizing the potential $V_G$ with respect to the parameter $\Omega$, in this case is:

$$\Omega^2 = \frac{\alpha^2}{R^2} + 2L \lambda \tilde{I}_0(\Omega).$$  \hspace{1cm} (3.18)

As before replacing the value of $\Omega$ Eq.(3.18) into Eq.(3.15) gives the value of Gaussian effective potential, $\overline{V}_G$, now for the compactified scalar QED. Formally, when the value $\overline{\Omega}$ gives a minimum, it is possible to replace Eq.(3.18) in Eq.(3.15), such that:

$$\overline{V}_G = \tilde{I}_1(\overline{\Omega}) - \frac{L \lambda}{2} \tilde{I}_0^2(\overline{\Omega}).$$  \hspace{1cm} (3.19)
In order to introduce simultaneously the compactification of the 5th dimension over $S^1$ and a finite temperature, one has to perform the replacements,
\[
\frac{d^5p}{(2\pi)^5} \rightarrow T \int_{k,n=-\infty}^{+\infty} \frac{d^3p}{(2\pi)^3} ; \quad p_5 = \frac{2\pi k}{L}, \quad p_4 = 2\pi nT.
\] (3.20)

Remembering that $L = 2\pi R$, we finally get,
\[
\tilde{I}_0^{FT}(\Omega) = \frac{T}{4\pi R} \sum_{q = \pm 1} \sum_{k,n=-\infty}^{+\infty} \frac{1}{\left[p^2 + \left(2\pi nT\right)^2 + \Omega^2 + \frac{(k+q\alpha)^2}{R^2}\right]}.
\] (3.21)

and
\[
\tilde{I}_1^{FT}(\Omega) = \frac{T}{8\pi R} \sum_{q = \pm 1} \sum_{k,n=-\infty}^{+\infty} \frac{\log\left[p^2 + \left(2\pi nT\right)^2 + \Omega^2 + \frac{(k+q\alpha)^2}{R^2}\right]}{\left[p^2 + \left(2\pi nT\right)^2 + \Omega^2 + \frac{(k+q\alpha)^2}{R^2}\right]}.
\] (3.22)

In Eqs. (3.20) to (3.22) the sums over $n$ and $k$ refer respectively to the Matsubara and compactification modes. The motivation to go through this procedure, in order to obtain Eq.(3.22), is that this expression is much easier to manipulate by means of the Poisson summation formula,
\[
\sum_{\ell=-\infty}^{+\infty} e^{-\pi t(\ell+\alpha)^2} = \frac{1}{\sqrt{t}} \sum_{k=-\infty}^{+\infty} e^{-\frac{\pi k^2}{t}} e^{2\pi \kappa \alpha} = \frac{1}{\sqrt{t}} \left[1 + 2 \sum_{\kappa=1}^{+\infty} e^{-\frac{\pi \kappa^2}{t}} \cos(2\pi \kappa \alpha)\right],
\] (3.23)

together with the identity
\[
\operatorname{tr} \log M = - \int_0^\infty \frac{dt}{t} \operatorname{tr} e^{-tM}.
\] (3.24)

Using Eqs.(3.23), (3.24) and the representation of Bessel functions of the third kind, $K_\nu$,
\[
2(A/B)^{\nu/2} K_\nu(2\sqrt{AB}) = \int_0^\infty dx \ x^{\nu-1} e^{-(A/x)-Bx},
\] (3.25)

the integrals, $\tilde{I}_0^{FT}$ and $\tilde{I}_1^{FT}$, subtracting the divergent term corresponding to the zero mode, which however does not depend on \(\alpha\) [2], can be written as:

\[
\tilde{I}_0^{FT} = \frac{T^3}{2(2\pi)^{5/2}} \sum_{q = \pm 1} \sum_{k=1}^{+\infty} \frac{\cos(2\pi k\alpha)}{\left[\ell^2 + (LT\kappa)^2\right]^{3/2}} B_{3/2}(\frac{\Omega}{T} \sqrt{\ell^2 + (LT\kappa)^2})
\] (3.26)

and

\[
\tilde{I}_1^{FT} = -\frac{2T^5}{(2\pi)^{5/2}} \sum_{q = \pm 1} \sum_{k=1}^{+\infty} \frac{\cos(2\pi k\alpha)}{\left[\ell^2 + (LT\kappa)^2\right]^{3/2}} B_{3/2}(\frac{\Omega}{T} \sqrt{\ell^2 + (LT\kappa)^2}),
\] (3.27)

where $B_\nu(z) = z^\nu K_\nu(z)$.
In the calculations above we have performed the Poisson resummation over both the Matsubara ($\ell$) and compactification ($\kappa$) modes. Equivalently, it is possible to use this procedure only over the Matsubara modes or only over the compactification ones. The results are:

\[
\tilde{I}_{0}^{FT} = \frac{T}{8(2\pi)^2L^2} \sum_{q=\pm 1}^{+\infty} \sum_{\kappa=1}^{+\infty} \sum_{\ell=-\infty}^{+\infty} \frac{\cos(2\pi \kappa q \alpha)}{\kappa^2} B_{1}(L\kappa \sqrt{\Omega^2 + (2\pi T\ell)^2}),
\]

(3.28)

and

\[
\tilde{I}_{1}^{FT} = -\frac{2T}{(2\pi)^2 L^4} \sum_{q=\pm 1}^{+\infty} \sum_{\kappa=1}^{+\infty} \sum_{\ell=-\infty}^{+\infty} \frac{\cos(2\pi \kappa q \alpha)}{\kappa^4} B_{2}(L\kappa \sqrt{\Omega^2 + (2\pi T\ell)^2}),
\]

(3.29)

for the compactification modes, or

\[
\tilde{I}_{0}^{FT} = \frac{1}{(2\pi)^5/2 L^3} \sum_{q=\pm 1}^{+\infty} \sum_{\kappa=1}^{+\infty} \frac{\cos(2\pi \kappa q \alpha)}{\kappa^3} B_{3/2}(L\Omega \kappa)
\]

\[
+ \frac{T^2}{(2\pi)^2 L} \sum_{q=\pm 1}^{+\infty} \sum_{\kappa=1}^{+\infty} \sum_{\ell=-\infty}^{+\infty} \frac{1}{\ell^2} B_{1}(\frac{\ell}{T} \sqrt{\Omega^2 + \frac{1}{R^2}(\kappa + q \alpha)^2})
\]

(3.30)

and

\[
\tilde{I}_{1}^{FT} = -\frac{2}{(2\pi)^5/2 L^5} \sum_{q=\pm 1}^{+\infty} \sum_{\kappa=1}^{+\infty} \sum_{\ell=-\infty}^{+\infty} \frac{1}{\ell^4} B_{2}(\frac{\ell}{T} \sqrt{\Omega^2 + \frac{1}{R^2}(\kappa + q \alpha)^2})
\]

(3.31)

for the Matsubara modes.

We have then laid the setup for the calculation of the thermal mass of the field $\alpha$. In Fig.2 we compare the results of the squared thermal mass $M^2$ obtained with the GEP (red continuous line), for $LT = 1$ and $\lambda = 1$, with the improved one-loop effective potential \cite{2}. The variational calculation result is larger than the improved one-loop for small values of $\alpha$ and smaller for larger value. In fact, the variational calculation interpolates the naif one-loop and improved results for the region of small values of $\alpha$ and is more sensitive than the perturbative approaches in the larger values of $\alpha$ region.

It is also interesting to notice that, as in \cite{2} we can obtain an indication of the order of the phase transition. Using the expressions of eqs.\((3.28)\) and \((3.29)\) for the end point $\Omega = 0$ and dropping all the modes, but the zero mode, in the Matsubara expansion we arrive at:

\[
\tilde{I}_{0}^{FT} = \frac{T}{8(2\pi)^2L^2} \sum_{q=\pm 1}^{+\infty} \sum_{\kappa=1}^{+\infty} \frac{\cos(2\pi \kappa q \alpha)}{\kappa^2}
\]

(3.32)

and

\[
\tilde{I}_{1}^{FT} = -\frac{T}{\pi^2 L^4} \sum_{q=\pm 1}^{+\infty} \sum_{\kappa=1}^{+\infty} \frac{\cos(2\pi \kappa q \alpha)}{\kappa^4},
\]

(3.33)
where we have also used \( \lim_{\xi \to 0} B_{\nu}(\xi) = 2^{\nu-1} \Gamma(\nu) \).

The cosinus function in Eqs. (3.32) and (3.33) lead to ill-defined, rapidly oscillating series. Nevertheless, there is a solution in the framework of the zeta-function regularization. This procedure has already been used in [2] and it is a crucial step to these authors conclude for a first-order electroweak transition. As it is well-known, the zeta function can be analytically extended to the whole complex plane, having only one pole at \( \zeta = 1 \). This analytical extension with a strictly negative even argument vanishes: \( \zeta(-2n) = 0 \) for integer \( n \geq 1 \). Accordingly, we expand the cosinus functions above in a power series of \( \alpha \) and using \( \sum_{n=1}^{\infty} \kappa^{2n} = \zeta(-2n) = 0 \) for all positive integers \( n \geq 1 \) it is possible to get, for definite values of \( q \) (we use \( \zeta(0) = -1/2 \)):

\[
\tilde{I}_{0}^{FT} = \frac{T}{32 L^2} \left( \frac{1}{6} - q\alpha + (q\alpha)^2 \right)
\]

and

\[
\tilde{I}_{1}^{FT} = \frac{\pi^2 T}{3L^4} \left( \frac{1}{30} - (q\alpha)^2 + 2(q\alpha)^3 - (q\alpha)^4 \right)
\]

Now, the reasoning for doing these manipulations is that the \( \Omega = 0 \) endpoint corresponds to an infrared limit \([2, 31]\), also one can see that in eqs. (3.28) and (3.29) when the temperature, \( T \), is very large and for any non null \( \ell \), the generalized Bessel function \( B_{\lambda} \) approaches zero and the extremum values for the integrals occurs at the \( \Omega = 0 \) end point. Under these conditions the potential will be given by replacing eqs. (3.34) and (3.35) in Eq.(3.15) taking the endpoint \( \Omega = 0 \).

In the \( S^1 \) compactification case we keep all degrees of freedom and the odd powers of \( \alpha \) cancel out. One gets, apart from a term independent of \( \alpha \), a polynomial of order 4 in \( \alpha \) for the potential, which has the form,

\[
V_G = \frac{\pi^2}{48 L^2} (A\alpha^2 + B\alpha^4)
\]

where the coefficients \( A = 33\rho + \lambda^2/(32\pi^2) \) and \( B = 38\rho + 3\lambda^2/(32\pi^2) \) are positive and \( \rho = LT \). Since we are in the high temperature regime \( TL >> 1 \), we expect the system to
be in the disordered phase. So, for $\lambda$ positive and when we keep all degrees of freedom, the form of Eq. (3.36) indicates the system has undergone a second-order phase transition.

The $S^1/Z_2$ compactification runs in a similar way, with the caveat that one has to project the states over a definite value for the charge $q$ [10], we have to choose only one value of $q$ for the expressions in Eqs. (3.34) and (3.35); in this case the odd powers of $\alpha$ do not cancel. That means that an $\alpha^3$ term remains in the effective potential. Its form is proportional to $\alpha^3(35/48\rho + \lambda\rho^2/(32\pi)^2$ indicating that for positive values of $\lambda$ the system has undergone a first order phase transition.
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