Retinal tumor imaging and volume quantification in mouse model using spectral-domain optical coherence tomography
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Abstract

We have successfully imaged the retinal tumor in a mouse model using an ultra-high resolution spectral-domain optical coherence tomography (SD-OCT) designed for small animal retinal imaging. For segmentation of the tumor boundaries and calculation of the tumor volume, we developed a novel segmentation algorithm. The algorithm is based on parametric deformable models (active contours) and is driven by machine learning-based region classification, namely a Conditional Random Field. With this algorithm we are able to obtain the tumor boundaries automatically, while the user can specify additional constraints (points on the boundary) to correct the segmentation result, if needed. The system and algorithm were successfully applied to studies on retinal tumor progression and monitoring treatment effects quantitatively in a mouse model of retinoblastoma.

1. Introduction

Retinoblastoma is the most common ocular malignancy in children, which occurs approximately in one of every 15,000 birth. [1,2] It is a cancer that affects the light-sensitive retinal cells that enables sight. Although significant advances have been achieved in the screening and treatment of the primary cancer, serious concerns still exist regarding the significant morbidity and potential mortality associated with current therapies, therefore new therapeutic modalities are investigated. Mouse model of retinoblastoma serves as an important platform for the investigation of the progression of the disease and tests of new therapies.

In vivo noninvasive imaging and quantitative assessment of the tumor volume at different stages of the disease is essential in monitoring its progression and response to treatments. However, histology is at present the standard method for quantitative examination of the retina of small animal models. As a result, not only a large number of animals must be used but also each animal contributes to just a single data point for a study. As a novel noninvasive imaging modality, optical coherence tomography (OCT) [3–11] offers an opportunity to significantly reduce the number of animals in studies of ophthalmic diseases by monitoring of the disease
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progression through its entire course in individual animals. It will also help provide a better understanding of the pathophysiology of the diseases.

There are several challenges in the quantitative imaging of retinal tumor in mouse model. First, the small size of the mouse eye makes the alignment for light delivery into the eye formidable. Second, in longitudinal studies the same area of the retina needs to be imaged repeatedly over time and the lesions (areas of interest) need to be searched at the beginning of a study cycle. For example, there may be multiple tumors in the retina of a LHβTag mouse (a model of retinoblastoma), usually originating at the edge of the retina, and frequently a single raster OCT scan cannot capture all of them. To capture the tumors the eye must be tilted at a large angle so that the incident sample light can reach the edge of the retina, and the entire retina needs to be screened with multiple partially overlapped raster scans. Third, an anesthetized rodent can easily develop cataract due to dehydration of the cornea, [12,13] which seriously limits the time window for retinal imaging. Fourth, segmentation of the tumor boundary is more challenging than segmenting the ILM (inner limiting membrane) and RPE (retinal pigment epithelium) because of the lower contrast of the tumor image.

In this paper, we describe our work on the imaging and segmentation of retinal tumor in longitudinal studies of retinoblastoma in mouse model with high resolution SD-OCT.

2. Materials and methods

2.1 OCT system

A single mode optical fiber based SD-OCT system was built for small animal retinal imaging. A three-module superluminescent diode (SLD) (Broadlighter, T840-HP, Superlumdiodes Ltd, Moscow, Russia) with a center wavelength of 840 nm and a FWHM (full width at half maximum) bandwidth of 100 nm was used as the low coherence light source. The low coherence light was coupled into a fiber based Michelson interferometer that consists of a 2×2 3dB fiber coupler, which split the light into the reference and sample arms. The sample arm consists of a delivery system designed for small animal imaging, which consisted of an X-Y galvanometer optical scanner and the optics for delivering the sample light into the rodent retina and collecting the backreflected sample light. A double-aspheric 90D Volk lens (Volk Optics Inc., OH) was used as the objective lens. The power of the sample light was lowered to 750µW by adjusting the source power with a fiber-based attenuator to ensure that the light intensity delivered to the eye was safe to the retina. In the detection arm, a spectrometer consisting of a collimating lens (f = 50 mm), a 1200 line/mm transmission grating, an achromatic imaging lens (f = 180 mm), and a line scan CCD camera (Aviiva-M2-CL-2014, 2048 pixels with 14 micron pixel size operating in 12-bit mode) was used to detect the combined reference and sample light. The calculated spectral resolution was 0.055 nm, which corresponds to a detectable depth range of 3.1 mm in air. An image acquisition board acquired the image captured by the CCD camera and transferred it to a computer workstation (IBM IntelliStation Z Pro, dual 3.6 GHz processor, 3 GB memory) for signal processing and image display. A complete raster scan consisting of 65536 scanning steps took about 2.7 seconds when the A-line (depth scan) rate of the OCT system was set to 24 kHz. At this operating condition, the measured sensitivity was about 95dB. The calibrated axial resolution of the system was ~3.8µm in the air corresponding to ~3µm in the tissue. To calculate the scanning range of the OCT image we assumed the dioptric power of the mouse lens at wavelength of 840 nm to be 550D. This value was obtained by extrapolation from the published data of Remtulla et al. [14] The scan range was set to 6°, which allowed to image an estimated area of 1 × 1 mm² on the mouse fundus.
2.2 Animal positioning system

To meet the challenges for retinal tumor imaging in a mouse model, an multiple axis animal positioning and aligning system that can help locate the tumor quickly is the key. In a conventional animal positioning system, the axes for the rotations of the subject may not intersect and coincide with the pupil of the animal eye. As a result, a generic rotation of the animal may correspond to a change of the eye position in all directions and make the OCT image of the retina easily out of the field of view. It makes the alignment process even more formidable and time consuming when the area of interest is far away from the optic disc, which is at the center of the retina in rodents, as in the case of imaging the mouse model of retinoblastoma. We have developed an animal positioning system using the concept of gimbal in which the two orthogonal rotation axes intersect at the pupil of the animal eye. The system features five degrees of freedom: two rotational and three translational. The intersection of the two rotational axes is fixed in the space. By adjusting the animal using the three translational movements, the position of the pupil can be set at the intersection of the rotational axes. A removable animal restraint tube was built, which allows easy insertion of the animal into the positioning system.

The so designed animal aligning system made possible continuous OCT image monitoring during rotation of the subject. It allows the operator to search the retina by rotating the subject and using the real-time OCT images as guidance. It allows the operator to rapidly locate the area of interest (retinal tumor in the current study) at each imaging session. It also makes possible high throughput OCT animal imaging. For example, the aligning system allowed imaging a mouse retina within 2 minutes.

2.3 Animal model of retinoblastoma

LHβTag mouse models of retinoblastoma [15] between weeks 10 and 13 were used for the experiments. In this model, tumor appears at 4 weeks of age and fills the available orbit volume by 16 weeks of age. Two groups of LHβTag mice were imaged. One group served as control. The other group (test group) was treated with SU1498,16 which is a drug that inhibits the vascular endothelial growth factor receptor (VEGFR). The test group was treated with 6 periocular injections (given in a 10 µl volume twice weekly for 3 weeks) of SU1498 (50 mg/Kg, LC labs). The dose of SU1498 (50 mg/Kg) was based on previous studies. [16,17] The two groups were imaged once a week during the course of the experiment, and their tumor were followed.

Animals were anesthetized before the experiments with a cocktail of Ketamine (80 mg/kg body weight) and Xylazine (10 mg/kg body weight) administered intramuscularly. In the meantime, the pupils were dilated with 10% Phenylephrine solution. Drops of balanced saline solution were applied to the eyes around every 2 minutes to avoid dehydration of the cornea.

Three OCT images at the upper, middle and bottom of the scanned area were displayed simultaneously in the real-time display for assisting the alignment. By monitoring the real-time OCT images and adjusting the gimbal animal positioning system, the scanning area can be adjusted to cover the area of interest. In longitudinal studies, the scanning area was verified by comparing the OCT fundus images generated from the measured raw OCT data [18] taken at different time points. At the end of the study, the animals were humanely sacrificed with CO₂ fumes and both eyes were enucleated and immediately immersion-fixed in 10% formalin. Eyes were embedded in paraffin, sectioned serially in 5µm sections, and processed for standard hematoxylin-eosin (H&E) analysis. Microscopic images of sections were obtained with a digital camera at a magnification of 400x.
2.4 Retinal tumor segmentation

To calculate the tumor volume segmentation of the tumor boundary is the first step. Although there is a lack of clear edges that can be used to determine the boundaries of different regions in the OCT images (in our case tumor vs. normal retinal tissue), texture is a feature that can be used for the discrimination. However, the texture difference between tumor and its surrounding regions, also called background, cannot be easily captured.

We adapted a previously developed approach [19–22] to the specific segmentation problem. The approach uses a geometric deformable model driven by a collaborative Conditional Random Field (CoCRF), [23] in a simple graphical probabilistic scheme. The tumor segmentation problem is solved as a topology independent maximum a posteriori probability (MAP) problem. [20] The main advantage of our approach is that it can capture local texture variations, since it updates the tumor statistics (intensity distribution) during the model evolution—in each iteration of the MAP estimation procedure, the newly detected tumor pixels/regions contribute with new information about the tumor texture. Our recent work [19–22] has shown that this approach can provide the desired robustness and accuracy for the segmentation of different type of images, including medical images of different modalities (e.g., Ultrasound, MR, OCT etc.). We also integrated in the method a user interaction option. Thus we can correct the estimated boundaries in cases where there is increased ambiguity in the intensity information. In the following paragraph we briefly describe some key-features of the segmentation method.

The deformable model shape—Many deformable model-based methods have been used in image segmentation. They use parametric curves (for 2D data) or surfaces (for 3D data) to represent the model shape in 2D or 3D, respectively. They start from an initial estimate for the boundary of the region of interest and use image-driven (external) forces/energies to move towards the desired boundaries, while internal (smoothness) forces/energies preserve the models’ smoothness along the arc-length. During the evolution, their deformations are determined by geometry, kinematics, dynamics, as well as other constraints (if available), such as material properties. Here, we use a special case of deformable modes, namely a snake, [24] which is parametric contour $C$ defined by,

$$
\Omega=[0, 1] \rightarrow \mathbb{R}^2,
\quad s \rightarrow \mathbf{C}(s)=(x(s), y(s)),
$$

(1)

where $s$ is the parametric domain; $x$ and $y$ are the Cartesian coordinate (on the image plane) functions. During the evolution, the function that describes and controls the contour geometric properties, namely its smoothness in terms of the elasticity ($C^1$ smoothness) and rigidity ($C^2$ smoothness), is defined as,

$$
E_{\text{int}}(C)=\int_{\Omega} \left( \omega_1(s) \left| \frac{\partial C}{\partial s} \right|^2 + \omega_2(s) \left| \frac{\partial^2 C}{\partial^2 s} \right|^2 \right) \, ds
$$

(2)

The minimization of this energy term forces the curve to a smoother form during the evolution, while data driven energy terms force the curve towards the desired boundaries. Here, instead of using the traditional edge-based energy term, we use region-based criteria, namely the intensity distribution, as described below.
**The model dynamics**—We formulate the deformable model evolution as a joint MAP estimation problem for the model position and the image label field, in a similar way as in [19–22]:

\[
\langle \mathbf{C}^*, \mathbf{L}^* \rangle = \arg \max_{\mathbf{C}, \mathbf{L}} P(\mathbf{C}, \mathbf{L} | M),
\]

where \(L\) is the pixel label, i.e., \(L = \{-1, 1\}\); \(-1\) and \(1\) denote background and tumor respectively; \(M\) is the examined image. For the posterior probability \(P(\mathbf{C}, \mathbf{L} | M)\) we adopt the decomposition used in [19–22],

\[
P(\mathbf{C}, \mathbf{L} | M) \propto P(\mathbf{C}) \cdot P(M) \cdot P(L | C) \cdot P(L | M),
\]

where \(P(\mathbf{C}) = (1/z_{\text{int}}) \exp\{-E_{\text{int}}(\mathbf{C})\}\) is the model prior defined in terms of the internal energy defined above \((z_{\text{int}}\) is a normalization constant), \(P(L=\text{tumor} | \mathbf{C}) = \frac{1}{1 + \exp[-\text{dist}(x, \mathbf{C})]}\) is a likelihood term that introduces uncertainty between the classification and the deformable model position, and depends on the distance \(\text{dist}(x, \mathbf{C})\) of each image pixel \(x\) from the evolving curve \(C\). The image prior \(P(M)\) is calculated using nonparametric intensity distribution of the model interior in every instance of the evolution process. Finally, \(P(L | M)\) represents the pixel learning-based classification, and to estimate this probability field we use Collaborative Conditional Random Field (CoCRF) described in [22,23].

**The algorithm in steps**—The overall algorithm for the model evolution consists of the following steps:

1. Model initialization and learning of the tumor texture using the model interior: discriminative estimation of \(P(L | M)\), assuming conditional independence between the pixels.
2. Estimation of the probability \(P(L | M)\) using the Collaborative CRF [22,23] update the probability field calculated in (1), capturing local pixel dependencies, and to assist the weak classification of ambiguous pixels/regions.
3. Evolution of the model within a band around it, based on eq. (3) and eq. (4); we solve the optimization problem with the Expectation-Maximization algorithm.
4. For the new position of the model, update the model interior (tumor) statistics and repeat the steps (2)–(4).
5. Visualize the segmentation results and correct the boundaries if needed.

We adopt a parametric deformable model for computational efficiency, and we use our novel Collaborative formulation of the CRF (CoCRF), [22,23] with the main goal to tackle the region contrast ambiguities. The key-feature of CoCRF is to assist the classification of weakly classified image pixels and regions (due to intensity ambiguities), using the confidently (strongly) classified neighboring regions in the spatial domain.

The segmentation is done on each OCT cross sectional image first by selecting a rectangular region containing the tumor. The algorithm then gives the segmentation result with lines delineating the tumor boundaries. Manual adjustment is allowed when the segmentation is not satisfactory.
3. Results and discussion

3.1 Imaging normal mouse retina

We first tested the OCT system by imaging a Balb/c mouse with normal retina. The result is shown in Fig. 1. The image consists of 512 axial scans. The displayed depth is 0.56 mm after corrected with the refractive index of the retina. The 3D data were acquired using a raster scan pattern where the fast scan is in the X direction, the slow scan is in the Z direction, and the depth is displayed in the Y direction. The displayed cross-section is located distal to the optic disc. The image is displayed in grayscale where darker reading corresponds to lower backscattering and higher reading to higher backscattering. The quality of the OCT image is high enough to recognize all the intraretinal layers, which are labeled in the figure.

3.2 Imaging retinal tumor

To assess the capability of the OCT system in imaging retinal tumor, we first tested the system on a 10 week-old LHβTag transgenic mouse. Raster scan patterns consisting of 512 × 128 depth scans corresponding to a 1 × 1 mm² area on the retina was used for the imaging. Histologic images were obtained for comparison with OCT images. The histologic image in Fig. 2A shows that the tumor (RT) is in the retinal inner nuclear layer (IN). [15] Fig. 2B shows an OCT cross-sectional image of the same retina. The tumor can be recognized in the OCT image as a high backscattering region, and the location is in the inner nuclear layer. The OCT image agrees with the histology.

We found that for the LHβTag transgenic mouse the quality of OCT image is not as good as that of the normal Balb/c mouse. We believe the degradation of the image quality is caused by the deformation the tumor induced in the mouse eye. In fact, as shown in our longitudinal studies (Fig. 3 and Fig. 4) the quality of the images progressively deteriorates along the different stages of the tumor growth.

3.3 Tumor volume in longitudinal studies

In longitudinal studies, we monitored the retinal tumor growth in a 10 month-old LHβTag mouse that was used as a background control, and in a 10 month-old LHβTag mouse treated with SU1498. For both animals the same tumor was imaged weekly at the 10th, 11th, and 12th week. For each animal, with the guidance of the real-time OCT display and by adjusting the animal positioning system, the same tumor was rapidly located at each time point. Since the tumor located in the superior region of the retina distant to the optic disc, at each time point, two partially overlapped areas of the retina were scanned. One of the scanned areas covered the tumor while the other was close to the optic disc. The two scanned areas were registered according to the blood vessel patterns in the OCT fundus images. With this imaging strategy, it was assured that the same tumor was covered and compared among different time points.

Figure 3(a), (b), and (c) show three OCT cross-sectional images located at the same position on the registered fundus images acquired at the 10th, 11th and 12th week in the control mouse. Figure 3D, E, and F show the tumor segmentation results using our method for each cross-sectional image displayed in Figure 3(a), (b), and (c), respectively. Figure 4(a), (b), and (c) show the cross-sectional images for the SU1498 treated eye at the same location on the retina for week 10, 11 and 12. Figure 4(d), (e), and (f) show the corresponding segmentation results. The displayed depth for the images is 500 pixels, corresponding to 0.56 mm.

The segmentation method delineated the tumor boundaries accurately in about 60% of the images. Fig. 5(a) and (b) show an example where the tumor boundary was segmented accurately. The region of the tumor is first selected and highlighted by a yellow box. The result of the segmentation is displayed and no correction to the estimated boundary was needed.
There were about 40% cases where the segmentation was not 100% satisfactory. In most of these unsatisfied cases, usually parts of the upper boundary were not segmented well, which is due to the lower contrast between the tumor and the surrounding upper retina region. Fig. 5 (c), (d), and (e) show an example of tumor segmentation with inaccurate estimation of the boundaries and the manual correction.

After the tumor boundary was segmented in each OCT B-scan image, the volume of the tumor at each time point was calculated by counting the number of voxels enclosed in the boundary. The original 3D OCT image covers a retinal volume of $1 \times 1 \times 1.15$ (horizontal $\times$ vertical $\times$ depth) mm$^3$ consisting of $512 \times 128 \times 1024$ voxels, where the imaging depth has been corrected by the refractive index of the mouse retina. The volume for each voxel of the image was 17.1 $\mu$m$^3$. Tumor volumes were calculated for all the three stages of the disease in the control and treated mice. The calculated values are shown in Table 1 and plotted in Fig. 6. It is important to note that during 3 weeks of observation the measured tumor volumes increased over time for both the control and the treated animal. The growth of tumor volume in the treated mouse agrees with our previous histological study, which showed that the drug has little treatment effect. [17]

### 4. Conclusions

The results presented in this study demonstrated the capability of our OCT system to image retinal tumor in longitudinal studies in mouse models. The reported OCT system was combined with an advanced positioning system that allows the operator to rapidly locate and shift the area of interest on the retina. The advanced animal positioning system played a key role in high throughput longitudinal studies. We developed a novel method for segmenting the tumor boundaries. The method is based on parametric deformable models and is driven by machine learning-based region classification, namely a Conditional Random Field. With this method we were able to automatically obtain the tumor boundaries with good accuracy in most images, while users could specify additional constraints (points on the boundary) to correct the segmentation result, if needed. The segmentation tool was used in quantitative monitoring the tumor growth in transgenic mouse of retinoblastoma. Our OCT system was tested in a longitudinal study of one matched pair and demonstrated comparable growth of the tumor despite treatment with SU1498, which agrees with our previous histological study.
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Fig. 1.
Cross-sectional (X-Y view) OCT image of a normal Balb/c mouse retina. The spatial location of the image is distal to the optic disc. All the intraretinal layers can be recognized and labeled in the image. The 3D data (View 1) consist of 512 (X) × 500 (Y) × 128 (Z) pixels, covering a volume of $1 \times 0.56 \times 1 \text{mm}^3$. RNFL/GC: retinal nerve fiber layer/ganglion cell layer; IP: inner plexiform layer; IN: inner nuclear layer; OP: outer plexiform layer; ON: outer nuclear layer; ELM: external limiting membrane; RPE: retinal pigment epithelium.
Fig. 2. (a) Histologic image of the retinal tumor (RT) in the inner nuclear layer of an LHβTag transgenic mouse; (b) Cross-sectional OCT image crossing the tumor.
Fig. 3.
OCT images of the retina of a LHβTag transgenic mouse as control in the longitudinal study. The images are located at the same position on the registered fundus and were acquired at the 10th (a, View 2), 11th (b, View 3), and 12th (c, View 4) week of age. The estimated tumor boundaries of the OCT images (a), (b), and (c) by using our segmentation method are shown in (d), (e), and (f), respectively.
Fig. 4.
OCT cross-sectional images of the retina of a LHβTag transgenic mouse treated with SU1498 in the longitudinal study. The images are located at the same position on the registered fundus and acquired at the 10th (a, View 5), 11th (b, View 6), and 12th (c, View 7) week. The estimated tumor boundaries in (a), (b), and (c) by using our segmentation method are shown in (d), (e), and (f), respectively.
Fig. 5. (a) The region of the tumor is selected and highlighted by a yellow box; (b) The result of the segmentation is displayed and no corrections to the estimated boundary were needed. (C) – (F) Example when the tumor was not segmented 100% satisfactorily. (c) The tumor region is selected by a yellow box on the OCT image; (d) The estimated boundary in the upper right region of the tumor is not accurate due to missing contrast between the tumor and the surrounding region; (e) Manual adjustment (yellow line) allowed to correct the estimated boundary and the final result is displayed in (f).
Fig. 6.
Progressive growth of the tumor size in the retina of the control mouse and the mouse treated with SU1498. Tumor volume was measured at three different stages of the disease: the 10th, 11th and 12th week of age.
Table 1
Tumor volumes calculated from the OCT images for control and treated mice.

| Time point [Week] | Voxel Count | Tumor Volume [mm$^3$] | Voxel Count | Tumor Volume [mm$^3$] |
|------------------|-------------|------------------------|-------------|------------------------|
| 10               | 1137563     | 0.019                  | 1495833     | 0.026                  |
| 11               | 2253951     | 0.039                  | 2458593     | 0.042                  |
| 12               | 3995817     | 0.068                  | 3454842     | 0.059                  |