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Abstract

Predictive monitoring is a subfield of process mining that aims to predict how a running case will unfold in the future. One of its main challenges is forecasting the sequence of activities that will occur from a given point in time —suffix prediction—. Most approaches to the suffix prediction problem learn to predict the suffix by learning how to predict the next activity only, not learning from the whole suffix during the training phase. This paper proposes a novel architecture based on an encoder-decoder model with an attention mechanism that decouples the representation learning of the prefixes from the inference phase, predicting only the activities of the suffix. During the inference phase, this architecture is extended with a heuristic search algorithm that improves the selection of the activity for each index of the suffix. Our approach has been tested using 12 public event logs against 6 different state-of-the-art proposals, showing that it significantly outperforms these proposals.
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1. Introduction

Process mining has emerged as a discipline that aims to discover, monitor, and improve business processes by extracting knowledge from past execution data that are recorded in an event log (van der Aalst 2016). One of the process mining tasks that has received a lot of attention in the past years is forecasting how a case is going to unfold. This allows organizations to prevent undesired outcomes, issues, or delays (Francescomarino and Ghidini 2022). This task belongs to a subfield of process mining, known as predictive monitoring, which leverages machine learning techniques in order to learn a predictive model over the event log. Many predictive problems can be defined, such as forecasting the next activity, the next timestamp, the remaining time until the end of the case,
or the next sequence of activities. This paper focuses on the latter problem, aka activity suffix prediction.

Different machine learning techniques have been used in predictive monitoring (Francescomarino et al., 2019; Lee et al., 2018; Leonjveva et al., 2015; de Leoni et al., 2016), but deep learning still holds the best overall results (Tax et al., 2020). Among these latter techniques, recurrent neural networks (RNNs) are one of the most used models due to their adequacy to the sequential nature of business process logs. However, other types of deep neural networks, such as Convolutional Neural Networks (CNNs) (Pasquadibisceglie et al., 2019; Mauro et al., 2019), Graph Neural Networks (GNNs) (Venugopal et al., 2021; Rama-Maneiro et al., 2021), Generative Adversarial Networks (GANs) (Taymouri et al., 2021), or autoencoders (Mehdiyev et al., 2020) have also achieved competitive results. Regarding the suffix prediction problem, several deep learning approaches have been proposed, either based on encoder-decoder architectures (Taymouri et al., 2021; Ketykó et al., 2022; Jalayer et al., 2020; Khan et al., 2021), or not (Tax et al., 2017; Evermann et al., 2017; Francescomarino et al., 2017; Weinzierl et al., 2020; Camargo et al., 2019; Dalmas et al., 2021; Sun et al., 2021; Ketykó et al., 2022; Lin et al., 2019; Venkateswaran et al., 2021; Agarwal et al., 2022).

On the one hand, approaches based on encoder-decoder architectures do not truly exploit the capabilities of these types of neural models with attention mechanisms. The encoder and decoder of these models are trained to predict the same features so they still have the aforementioned issues, with the exception of (Jalayer et al., 2020) approach, which does not learn to predict the suffix but the next activity, so it does not have information from the whole target suffix during the training phase. In the inference phase, all approaches —except (Francescomarino et al., 2017) and (Taymouri et al., 2021)— rely on selecting the most probable activity or on randomly selecting this activity based on the activities probability distribution in the prediction. On the other hand, the approaches that are not based on encoder-decoder architectures are forced to predict the same features they use in their input. In this case, either they only use the activities as inputs (Evermann et al., 2017), losing information that is available in the event log, or they also use additional information, which accumulates errors during the inference phase by predicting features that are not relevant to the predictive task. One way to avoid this problem could be to group the whole prefixes and suffixes into categories through embeddings, but this process is bound to lose information due to the grouping process itself.

In this paper, we present ASTON, an architecture based on an encoder-decoder with an attention mechanism that helps to retain information when the input prefixes are considerably long. Furthermore, we argue that the strategy used to select the next activity during the suffix prediction phase is essential to obtain a good performance. In particular, we propose the usage of a beam search strategy because it brings a balance between a greedy search and exhaustively exploring the whole tree of possible suffixes. Unlike (Francescomarino et al., 2017), we also state that length normalization during the beam search is essential to avoid predicting suffixes that are too short. In summary, the main
contribution of our approach are as follows:

- An encoder-decoder neural model with an attention mechanism that is trained to predict the activity suffix, instead of being trained to predict the next activity. Our neural model decouples the prediction of the suffix from the representation learning of the prefix, so it does not need to learn to predict features irrelevant to the prediction task.

- A beam search strategy that selects the most promising suffix based on a heuristic search, achieving a good balance between the approach performance and the computational time to obtain a result.

- A validation of ASTON using 12 real-life event logs, comparing the results against six different approaches of the state of the art. These results show that ASTON obtains the best results and that there are statistically significant differences with the other approaches.

The remainder of this paper is structured as follows. Section 2 presents the state-of-the-art predictive monitoring techniques based on deep learning; Section 3 introduces formally the definitions and concepts that are necessary to understand the approach; Section 4 describes our approach in detail; Section 5 shows the evaluation of our approach using real-life event logs, and Section 6 highlights the conclusions of the paper and future work.

2. Related work

The first approaches that focused on predicting the activity suffix of a running case using deep learning were (Tax et al., 2017) and (Evermann et al., 2017). (Tax et al., 2017) uses an LSTM neural network to predict the next activity and the time until the next event, encoding the activities using one-hot encoding and adding multiple time features extracted from the events. Then, during the suffix prediction phase, both the time and the next activity are iteratively predicted, which penalizes the overall activity suffix prediction since errors between successive event predictions are accumulated until the end. In (Evermann et al., 2017) a similar approach is followed, but it only uses the activities of the event log, which are encoded as embeddings, meaning that relevant information for the activity suffix prediction, such as time- and resource-related features, is missing. Furthermore, both approaches use either argmax sampling (Tax et al., 2017) or random sampling (Evermann et al., 2017), which does not select the suffix with the highest probability overall.

(Francescomarino et al., 2017) is built upon the architecture of (Tax et al., 2017) but it controls the selection of the next activity during the suffix prediction phase by checking whether the prediction is compliant or not with a set of LTL-mined rules. It uses a beam search to generate the suffix prediction. (Weinzierl et al., 2020) is also built upon the work of (Tax et al., 2017), but it focuses on recommending the best action—most appropriate activity according to a key process indicator, KPI—for a running case, predicting the suffix as a support
for their system. It trains a multitask LSTM network to predict both the next activity and the KPI for a given event. Then, it predicts the suffix through the neural network and selects the most similar suffix that is compliant with a process model and maximizes the target KPI. Using that suffix, the next best action is recommended. These approaches suffer from the same drawbacks as (Tax et al., 2017). Furthermore, (Francescomarino et al., 2017) does not normalize the beam search so this approach tends to predict suffixes that are shorter than the ground truth ones.

Other approaches focus on finding novel ways to encode the information from the event log. (Camargo et al., 2019) clusters the resources into roles and then learns embeddings for both activities and roles. It iteratively predicts each activity of the suffix from a prefix by using an LSTM that is trained to predict both the next activity as well as the role that performs the activity and the time to the next event. (Dalmas et al., 2021) encodes the whole prefix into a single representation through embeddings as well as some temporal information such as the time between events, the hour and the day of the month for each event, etc. Then, a feed-forward network is trained to predict the next suffix identifier, hence achieving a one-shot suffix prediction. (Sun et al., 2021) follows a similar approach to (Weinzierl et al., 2020). First, it replays the prefixes on a Petri net in order to obtain the set of activated places —behavioral context—; then, an LSTM is trained to predict the next sequence of attributes given a prefix of attributes —data context—; and, finally, given a certain prefix during inference, the most similar suffix from the training set is selected according to both its behavioral context and data context. These approaches still suffer the same drawbacks as (Tax et al., 2017), which are even aggravated since they use more information than (Tax et al., 2017), so more errors are accumulated in the inference phase. Furthermore, in (Dalmas et al., 2021) the encoding step of both whole prefixes and suffixes into a single embedding is prone to lose a lot of information, so the predictions are bound to be inaccurate. (Venkateswaran et al., 2021) proposes to split the prefixes into buckets and then search for a set of input attributes of the event log whose prediction probability is consistent across every set of attributes —invariant set of attributes—. This search procedure is done by learning an LSTM with a technique called Invariant Risk Minimization (Arjovsky et al., 2019).

Some approaches are based on novel architectures to deal with the suffix prediction problem. (Taymouri et al., 2021) presents an encoder-decoder LSTM that is trained as a Generative Adversarial Network —GAN—. Specifically, the encoder-decoder acts as a generator of suffixes that aims to fool the discriminator, which is also an LSTM trained to distinguish between fake suffixes from the generator and real suffixes. (Ketykó et al., 2022) compares multiple architectures for suffix prediction such as LSTMs, recurrent autoencoders —either trained by maximum likelihood estimation or by using a GAN approach—, or transformers (Vaswani et al., 2017), concluding that no architecture clearly outperforms the other ones in a wide variety of event logs. (Lin et al., 2019) trains an LSTM to predict the next event, time, and attributes in a many-to-many fashion, using what authors call a modulator, which learns the importance of
each attribute in the prediction of the event. (Jalayer et al., 2020) trains an encoder-decoder to predict the next activity based on two LSTMs coupled with an attention mechanism. Then, to predict the suffix, this model is used iteratively by always selecting the most probable activity. In (Taymouri et al., 2021) and (Ketykó et al., 2022)—the transformer variant—the decoder is also trained to predict the same features that are used in the encoder, so it still accumulates errors from predicting features that are not relevant for the predictive task. While (Lin et al., 2019) still has the aforementioned drawback, (Jalayer et al., 2020) avoids it by training an encoder-decoder to predict the next activity. However, the decoder only has information about the next activity during training and it is not trained specifically to predict the entire suffix. (Khan et al., 2021) adapts the Differentiable Neural Computer to predictive monitoring by separating the encoding and decoding phase of the neural model and preventing the decoder to write into the memory during the decoding phase. (Agarwal et al., 2022) trains the GAN-LSTM proposed by (Taymouri et al., 2020) for the next activity prediction problem by using reinforcement learning so that the predictions are compliant with a process model and take into account an estimated value of a KPI for that prediction.

In order to solve the drawbacks of the current state-of-the-art approaches, this paper proposes an encoder-decoder architecture with an additive attention mechanism to predict the activity suffix. The encoder receives information about the activities, times, and resources of the input prefix, whereas the decoder only predicts the activities of the suffix. The attention mechanism helps to glue these two components together by calculating the relevance of the learned context of the prefix w.r.t. each prediction from the decoder. During training, the decoder is trained using teacher forcing in order to speed up convergence, so it receives information from the whole suffix to predict while; whereas during inference a normalized beam search is used to minimize the exposure bias resulting from training with teacher forcing.

3. Preliminaries

This section presents some basic concepts needed to understand our approach and the basic building blocks that will be used to construct our neural architecture to predict the activity suffix of a running case.

**Definition 1 (event).** Let \( A \) be the domain of activities, \( C \) the domain of case identifiers, \( T \) the domain of timestamps, and \( R \) the domain of resources. An event, \( e \in E \), is a tuple \((a, c, t, r)\), where \( a \in A \), \( c \in C \), \( t \in T \), and \( r \in R \).

**Definition 2 (projection functions).** The projection functions of an event in its activity, case identifier, and timestamp are denoted, respectively, by \( \pi_A \), \( \pi_C \), \( \pi_T \), and \( \pi_R \), i.e., \( \pi_A(e) = a \), \( \pi_C(e) = c \), \( \pi_T(e) = t \), and \( \pi_R(e) = r \).

An ordered sequence of events that belongs to the same case is denoted as a trace.
Table 1: Potential example of an event log from a hospital.

| Case ID  | Activity       | Timestamp           | Resource |
|----------|----------------|---------------------|----------|
| Case1934 | Registration   | 15-02-2021 08:34:20 | Max      |
| Case1934 | CT scan        | 16-02-2021 12:35:12 | Lewis    |
| Case1934 | Consultation   | 20-03-2021 11:23:53 | Nicholas |
| Case1934 | Blood analysis | 21-03-2021 10:54:12 | Sergio   |
| Case2032 | Registration   | 17-02-2021 12:57:25 | Charles  |
| Case2032 | Blood analysis | 17-02-2021 13:05:24 | Carlos   |
| Case2032 | Discharge      | 17-02-2021 18:46:26 | Fernando |

**Definition 3 (trace).** Let $S$ be the universe of traces, a trace $\sigma \in S$ is a non-empty sequence of events $\sigma = \langle e_1, \ldots, e_n \rangle$, which verifies that $\forall e_i, e_j \in \sigma; i,j \in [1,n] : (j > i) \land (\pi_C(e_i) = \pi_C(e_j)) \land (\pi_T(e_j) \geq \pi_T(e_i))$ where $|\sigma| = n$.

Given the previous definition of trace, if two events have exactly the same timestamp, they are ordered following the already found order in the event log.

**Definition 4 (event log).** An event log is a subset of the universe of traces, i.e., $L = \{\sigma_1, \ldots, \sigma_l\} \subseteq S$, where $|L| = l$, is the number of traces in the event log.

To illustrate these concepts, let Table 1 serve as an example of an event log that records the steps performed in the process of patient management in a hospital. In this event log, there are five different activities, each one representing a step in the process. For each event —row in the table—, the case identifier, activity, timestamp, and the resource assigned to its execution, are recorded. The sequence of events with the same case identifier is called a trace. In this example, there are two traces, with case identifiers Case1934 and Case2032. The events for each trace appear chronologically ordered according to their timestamp. Note that the only mandatory elements in an event log are the case identifiers, the activities, and a partial order over them within each trace.

Predictive monitoring approaches work by using prefixes of events as their inputs.

**Definition 5 (event prefix and suffix).** Let $\sigma \in S$ be a trace from the universe of traces $S$ such as $\sigma = \langle e_1, \ldots, e_n \rangle$ and $k \in \{1, \ldots, n\}$. Then, the $k$-event prefix is defined as $hd_k(\sigma) := \langle e_1, \ldots, e_k \rangle$ and the $k$-event suffix is defined as $tl_k(\sigma) := \langle e_{k+1}, \ldots, e_n \rangle$.

The activity, timestamp, and resource of both the event prefix and suffix can be obtained by applying the projection functions $\pi_A$, $\pi_T$, and $\pi_R$ to $hd_k(\sigma)$ and $tl_k(\sigma)$, respectively. Thus, let us first define the next activity prediction problem, which can be dealt with as the prediction of the first suffix activity, $hd^k(tl_k(\sigma))$.
Definition 6 (next activity prediction problem). Let \( h^d_k(\sigma) = \langle e_1, \ldots, e_k \rangle \) be a prefix of length \( k \). The aim of the next activity prediction problem is to find a function \( \Omega_A \) such that \( \Omega_A(h^d_k(\sigma)) = \pi_A(h^d_1(t^d_k(\sigma))) \), where \( \pi_A \) is a projection function for the activities.

Accordingly, the suffix prediction problem can be defined as a generalization of the next activity prediction problem, where the objective is to predict the \( k \) activities of the whole suffix, \( h^d_k(t^d_k(\sigma)) \), not only the first suffix activity:

Definition 7 (activity suffix prediction problem). Let \( h^d_k(\sigma) \) be a prefix of length \( k \). The aim of the suffix prediction problem is to find a function \( \Omega_{SA} \) such as \( \Omega_{SA}(h^d_k(\sigma)) = \pi_A(t^d_k(\sigma)) \).

However, the general problem of the activity suffix prediction problem can be approached by iteratively predicting the next activity until the end of the trace is found. Formally, this type of prediction can be defined as follows:

Definition 8 (iterative activity suffix prediction). The function \( \Omega_{SA} \) can be constructed by iteratively predicting the next activity using \( \Omega_A \) following the recursive definition: (1) \( \Omega_{SA}(h^d_k(\sigma)) = \sigma \) if \( \Omega_A(h^d_k(\sigma)) = [EOC] \), (2) \( \Omega_{SA} = \Omega_{SA}(h^d_k(\sigma) \oplus e) \), with \( \pi_A(e) = \Omega_A(h^d_k(\sigma)) \), otherwise.

This approach for predicting the suffix accumulates errors in each prediction of the next activity. Therefore, an alternative approach that may avoid this problem could be to learn a function \( \Omega_{SA} \) that, given a certain prefix, directly returns the whole predicted suffix thus avoiding relying on a previously learned \( \Omega_A \).

The main difference between both approaches is that for the direct prediction, the function \( \Omega_{SA} \) is trained with the information of the whole suffix —either implicitly, if predicting the whole suffix as a category, or explicitly, if predicting the suffix as a sequence of activities—, in contrast with the iterative approach, in which \( \Omega_{SA} \) is trained only to predict the next activity. The approach presented in this paper falls in the direct prediction category due to it being trained with the whole suffixes at once and not only the next activities.

4. Deep learning architecture description

4.1. ASTON architecture for training

This section describes our approach, ASTON (Activity Suffix prediction TiOn based on eNcoder-decoder), to predict the activity suffix from a given input prefix using an encoder-recurrent neural model with an attention mechanism. Figure 1 shows how the ASTON neural model works during the training phase. ASTON architecture is built upon three main modules: (i) the encoder, which learns an effective representation of the input prefix; (ii) the decoder, which predicts the suffix using the information from the encoder; and (iii) the attention mechanism, which helps glue together the encoder and the decoder by computing
how relevant is a given state from the decoder w.r.t. the input prefix in order to make a prediction.

The encoder is implemented as a Gated Recurrent Unit (GRU) \cite{Cho2014} that learns from the input prefix, which contains information about not only the activities — \(A_i\) in Figure 1 — but also the time and resources for each event of the prefix, \(e_i\). The output of this module is a sequence of hidden states for each event of the prefix, \(h_{enc}\), that will be used by the decoder and the attention mechanism to make the suffix prediction.

The decoder is also implemented as a GRU and outputs a sequence of hidden states, \(h_{dec_i}\), which, in turn, are projected into the probability distribution of the next activity of the suffix, \(P' A_n\). The input in each timestep is the
concatenation of the context vector computed using the attention mechanism and the previous activity. In order to speed up the convergence and training of the predictive model, teacher forcing (Goodfellow et al., 2016) is employed, i.e., the ground-truth activity $A_i$ in each timestep is fed instead of the predictions $A'_i$ of the decoder. Thus, the convergence of the neural network is greatly improved since, otherwise, the hidden states would be updated with potentially wrong predictions. Note that to predict the first event of the prefix, the decoder is fed with the last event of the prefix — $A_4$ in Figure 1. The attention mechanism ties together the previous two components by computing a context vector $c_i$ that represents the relevance of each hidden state of the decoder, $h_{dec_n}$, w.r.t. the full sequence of hidden states of the encoder, $h_{enc_n}$. Note that for the first event of the decoder, no previous hidden states of the decoder are available, so the last state of the encoder is used — $h_{enc_4}$ in Figure 1. In this paper, an additive attention mechanism (Bahdanau et al., 2015) is used, which will be detailed in subsequent sections.

4.1.1. Input encoding

ASTON encodes each event as a tensor resulting from the concatenation of the activity, with the time features computed from the timestamps, and the resources assigned to each activity. Activities are first encoded into integer identifiers and then into embeddings, represented by a vector assigned to each activity. Embeddings are used because they are less memory intensive than a one-hot encoding representation in event logs with a high number of activities or resources. Besides, since they are trained along the rest of the parameters of the neural network, they are susceptible to capturing the execution context of its associated activity.

On the other hand, the timestamps of the event cannot be used directly as inputs to the neural network, so the following time features are computed from these timestamps: the time elapsed between one event and its predecessor; the time elapsed between one event and the beginning of the trace; the time elapsed between one event and the midnight of the same day; and the month, the day of the week, and the hour of the day in which the event has happened. In addition, the time elapsed between one event and its predecessor and the time elapsed between one event and the start of the trace are standardized using the z-score technique (Singh and Singh, 2020):

$$Z = \frac{X - \bar{X}}{S}$$

(1)

Where $X$ is a numerical variable, $\bar{X}$ is the sample mean of the variable, and $S$ is its sample standard deviation. However, the z-score standardization is applied after a logarithmic transformation since there exists a high degree of variability in these variables; so applying the logarithm amplifies the differences in the values near zero, which in turn helps to capture the dependencies among the activities, as shown in (Camargo et al. 2019). The other time-related variables are normalized using the maximum value for each type of variable. For example,
Figure 2: Encoding of the prefix corresponding to the three first events of the trace Case1934 from the log shown in Table 1. For the sake of clarity, categorical features are shown before the embedding phase.

The time since midnight is normalized by dividing it by 86 400, i.e., the number of seconds in a day.

Figure 2 shows an example of the tensor that encodes the information of a prefix. In this tensor, columns represent the prefix events, while rows represent the features computed for each prefix event. Thus, for a given column, i.e., for an event, the feature $F_1$ refers to the activity; $F_2$ indicates, if available, the resource; and $F_3$, $F_4$, $F_5$, $F_6$, $F_7$, and $F_8$ are the normalized time-related features calculated from the event timestamp, namely: the time since the beginning of the trace, the time since the previous event, the time since midnight, the day of the week —starting from Monday as 0—, month, and hour, respectively.

4.1.2. Attention mechanism

As explained in previous sections, ASTON uses an attention mechanism to tie together the encoder and the decoder modules of the architecture. The motivation behind this is that using only the last hidden state of the encoder might not be enough to obtain an accurate prediction because we would be assuming that this vector perfectly synthesizes the execution context of the prefix. Therefore, an attention mechanism is introduced to help leverage the complete information from the encoder.

Generally, an attention mechanism performs three steps in order to compute a context vector, $c_i$, that summarizes the whole information of the encoder w.r.t. the current state of the decoder. These steps are the following:

- First, an attention score function calculates the relevance of a hidden state of the decoder, $s_{i-1}$, w.r.t. the sequence of hidden states of the decoder,
In ASTON, this score function is defined as the addition of the hidden states of the encoder and the decoder (Bahdanau et al., 2015). Therefore, the scoring operation is defined as follows:

\[ e_{t,i} = w^T \tanh(W_1 s_{t-1} + W_2 h_i) \]  

(2)

where \( W_1, W_2, \) and \( w^T \) are learnable parameters; \( s_{t-1} \) is the previous hidden state of the encoder; \( h_i \) is the \( i \)th hidden state of the encoder; and \( e_{t,i} \) is the calculated score.

- The second step explicitly calculates which parts of the input data the model will attend to (Brauwers and Frasincar, 2021). Typically, the softmax function is applied to the scores, \( e_t \) to compute the scores \( \alpha_t \) in the following way:

\[ \alpha_{t,i} = \text{softmax}(e_{t,i}) = \frac{\exp(e_{t,i})}{\sum_{j=1}^{E} \exp(e_{t,j})} \]  

(3)

where \( E \) is the sequence of hidden encoder states.

- Finally, a context vector, \( c_t \), is calculated by combining the attention scores \( \alpha_t \) with the hidden states of the encoder as follows:

\[ c_t = \sum_{i=1}^{E} \alpha_{t,i} h_i \]  

(4)

Once the context vector \( c_t \) is calculated, the decoder input \( I_t \) at each timestep \( t \) is computed as follows:

\[ I_t = c_t \oplus A'_{t-1} \]  

(5)

where \( c_t \) is the context vector calculated using the attention mechanism, \( \oplus \) is the concatenation operator, and \( A'_{t-1} \) is the predicted activity for the previous timestep — or the last activity of the prefix if \( t = 0 \) —.

Let Figure 3 serves as a graphical illustration of the attention mechanism used in ASTON. Here, \( h_{t-3}, ..., h_t \) are the hidden states of the encoder, \( s_{t-1} \) is the last state of the decoder, and \( c_t \) is the resulting context vector. The first stage of the attention mechanism, depicted in the bottom part of the picture, shows how the scores are calculated from the hidden states of the encoder and the last state of the decoder by adding them pairwise. The middle part shows how the alignment of the previously calculated scores is performed by applying a softmax operation to the previously calculated scores and, finally, the upper part shows how each of the hidden states of the encoder is combined with the aligned scores by multiplying and adding them to produce the final context vector, \( c_t \).
4.1.3. Training

As the activity suffix prediction can be viewed as a multiclass prediction problem of a sequence of activities, ASTON is trained using the cross-entropy loss function defined for activities. Thus, ASTON applies the cross-entropy loss to each predicted activity of the suffix. Formally, let $a$ be a ground-truth activity index, $a'$ its corresponding predicted probability distribution, and $C$ be the number of different activities in the event log. Then, the cross-entropy loss for activities is defined as follows:

$$l(a, a') = -\log \frac{\exp(a'_a)}{\sum_{c=1}^{C} \exp(a'_c)}$$  \hspace{1cm} (6)

Then, the aforementioned loss function is extended to the whole predicted suffix as follows:

$$L(A, A') = \sum_{k=1}^{K} l(A_k, A'_k)$$  \hspace{1cm} (7)

Where $A$ is the sequence of ground-truth activity indices of the suffix, $A'$ is the sequence of probability distributions of each predicted activity, and $K$ is the length of the suffix. Note that both $A$ and $A'$ are padded with end-of-case tokens to the maximum length of the log trace, so they are guaranteed to have the same length during training. However, these pad values are not masked in the loss function, since in the experimentation predictions were more stable in this way.
4.2. **ASTON architecture for inference**

During the inference phase, the inputs of ASTON differ slightly, as Figure 4 shows. This is due to the fact that the decoder cannot use the ground truth activities as inputs—they are only available at the training phase, meaning that they must be substituted by the predicted activities, $A'_t$, except for the first activity of the decoder, which is the last activity of the input prefix—known during inference. Thus, applying teacher forcing causes an exposure bias, since during training ground truth inputs are used, whereas during inference the predicted outputs are used as inputs in subsequent timesteps. Therefore, how the next activity of the suffix is determined during inference is an issue of capital importance.

![Figure 4: ASTON architecture for the inference phase, where the encoder is omitted for clarity.](image)

At each point of the sequence, the output of the decoder is not an activity
but a probability distribution over the set of activities \( P_{A'} \), and the predicted activity \( A'_t \) must be selected from this probability distribution. To illustrate how this selection could be performed, Figure 5 shows the output probabilities generated from the decoder after predicting the following two activities of a given prefix. Thus, in predicting process monitoring, the most commonly used strategies for the activities selection are the following:

- **Argmax** ([Camargo et al., 2019; Tax et al., 2017]), where the most likely activity is always selected at each step of the prediction. In the example of Figure 5 the activities “A” and “A” would be selected, getting the suffix “AA”, with a joint probability of \( 0.5 \cdot 0.6 = 0.3 \). As noted in [Rama-Maneiro et al., 2022], this strategy works reliably in event logs with short traces while underperforming in logs with long ones. Note that, since the training is performed using the full suffix, the predictions can also be obtained in a one-shot way—with a single call to the model—but the suffixes selected would always correspond with this strategy because the predictive model is trained by maximum likelihood estimation.

- **Random sampling** ([Camargo et al., 2019; Evermann et al., 2017]), where the next activity is randomly sampled from the probability distribution of the next activities. Thus, recalling the example of Figure 5 we might first select “B” as the next activity and then “A” as the final prediction. The

\[
\begin{align*}
A & \quad B & \quad C \\
0.5 & \quad 0.1 & \quad 0.4 \\
\text{Softmax} & \quad \text{GRU} & \quad \text{Softmax} \\
\end{align*}
\]

Assuming \( C \) was selected

Assuming \( B \) was selected

Assuming \( A \) was selected

Figure 5: Output probabilities for the next two activities of a given prefix, where \( c_t \) represents the context at timestep \( t \) computed with the attention mechanism, \( A_t \) represents the embedding for a predicted activity at timestep \( t \), \( \oplus \) is the concatenation operator, and the numbers in the top of the figure represent the probability of a given activity at a certain timestep. Depending on which activity is selected on timestep \( A_{t-2} \) —A, B, or C—, three different probability distributions for timestep \( A_{t-1} \) can be selected.
final predicted suffix, “BA”, would have a joint conditional probability of $0.1 \cdot 0.8 = 0.08$. As noted in (Rama-Maneiro et al., 2022), this strategy, unlike argmax, works better in logs with long traces while underperforming in logs with short ones. In this case, the suffix prediction cannot be obtained in a one-shot fashion because in each timestep the activity is randomly sampling, which affects the subsequent predictions.

As shown in the aforementioned examples, the discussed strategies might end up not selecting the suffix with the highest probability overall —which is “AC”—. On the one hand, the argmax strategy does not explore the solution space properly, being prone to selecting a suboptimal solution and/or getting stuck repeating the same set of activities without ever reaching the end of the case token. On the other hand, the random sampling strategy allows too much freedom during inference, which tends to predict suboptimal suffixes. These shortcomings are due to the fact that both strategies select only one activity at each step of the prediction and, therefore, the predicted suffix might not be the one with the highest joint probability.

To deal with the drawbacks of these two strategies, as Figure 4 shows, ASTON uses the beam search (Bengio et al., 2015), which is an optimization of the exhaustive search that reduces the memory and time needed to obtain a solution. Particularly, the complexity of the beam search is $O(B_w \cdot |A| \cdot |\sigma|)$, where $B_w$ is the beam width, indicating the degree of exploration of the algorithm; $|A|$ is the number of different activities in the log; and $|\sigma|$ is the maximum length of a suffix. As an example of the beam search algorithm, Figure 6 presents the graph obtained from the output probabilities shown in Figure 5. For $B_w = 2$,

![Probability tree for a suffix of two activities and three possible predictions at each step.](image)
only the two most probable activities are expanded at each step. Thus, in the first step “A” and “C” activities are selected since they have the two highest probabilities, 0.5 and 0.4, respectively; whereas “B” is not considered to explore possible suffixes because its probability is 0.1. Note that the expansions are performed in order of probability, i.e., “A” is expanded before “C” due to it is more probable than “C”. In the second step, no more expansions are made since the end of the suffix prediction is reached, and, as the search stops, the suffix with the highest joint-conditioned probability is selected, which, in this example, is “AC”.

Note that beam search, unlike both the argmax and random sampling strategies, selects the suffix with the highest joint probability instead of getting stuck in a suboptimal solution. In particular, the joint conditioned probability of a partial suffix is formally computed through the following expression:

\[
\log P(y_i, \ldots, y_0|c) = \sum_{j=0}^{i} \log P(y_j|y_{j-1}, \ldots, y_0, c)
\]  

(8)

Where \(c\) is the prefix that conditions the prediction; \(y_i\) is the \(i_{th}\) activity, with \(i \in \{0, \ldots, N-1\}\); and the logarithm operation is applied to deal with the numerical instability of consecutive products of floating-point numbers in the interval \([0, 1]\).

Nevertheless, the expression 8 tends to favor short suffixes since a negative log probability is added for each predicted event, yielding a lower score for the predicted suffix (Wu et al., 2016). Therefore, we have adopted the same normalization strategy as in (Wu et al., 2016) to fairly compare suffixes of different lengths, resulting in the following expression:

\[
\log P(y_i, \ldots, y_0|c) = \frac{(5 + 1)^\alpha}{(5 + i)^\alpha} \sum_{j=0}^{i} \log P(y_j|y_{j-1}, \ldots, y_0, c)
\]  

(9)

Where \(i\) is the current prediction step and \(\alpha\) is a factor which is set to 0.65 in our experimentation. This suffix normalization is what distinguishes the beam search implemented in ASTON from the beam search proposed by (Francescomarino et al., 2017) and (Taymouri et al., 2021). Thus, (Francescomarino et al., 2017) does not perform any kind of normalization to the output probabilities, whereas (Taymouri et al., 2021), instead of normalizing, stops the prediction if the suffix length exceeds a certain threshold related to the average trace length of the log. Therefore, their stopping strategy is too restrictive by not allowing the prediction of suffixes longer than this threshold.

5. Evaluation

5.1. Experimental setup

We compared ASTON against 5 other state-of-the-art approaches (Taymouri et al., 2021; Tax et al., 2017; Evermann et al., 2017; Francescomarino et al., 2017; Wu et al., 2016).
Camargo et al. (2019) using the same experimental conditions as in (Rama-Maneiro et al., 2022). From these approaches, (Camargo et al., 2019) supports two different modes of operation, so two results were reported in this case. ASTON has been configured with the same hyperparameters for every event log since we found during the experimentation that the ASTON architecture is pretty robust to hyperparameter changes. Thus, the neural network has been trained during 150 epochs, using a batch size of 64; 32 for the dimensionality of the embedding; a 2-layer GRU with a hidden dimension of 32; a dropout of 0.1 in both the encoder and the decoder; and the Adam optimizer with a learning rate of 0.005. Furthermore, in the inference phase, a beam width of 5 has been set for the predictions of the suffix due to its good empirical performance on the validation sets of the tested event logs.

The state-of-the-art approaches have been evaluated on the same event logs as considered in (Rama-Maneiro et al., 2022) but, to provide a fair comparison, no results were reported for the approach (Camargo et al., 2019) in the event logs Nasa and Sepsis because they do not contain information about resources and, therefore, cannot be executed in those logs. Table 2 shows some relevant statistics for the event logs used in the experimentation. It is remarkable to note the high variability among the trace length since it increases the uncertainty in predicting the end of the trace for a given prefix. Moreover, there is also a high variability in the number of trace variants, which results in more difficulties during the training phase of the neural network for identifying common patterns between executions. In addition, we performed the evaluation by following a 5-fold cross-validation, splitting each training fold in an 80%-20% fashion to obtain a training and validation set —the validation set is used to select the best-performing model in terms of its validation loss—.

To compare the results of the state-of-the-art approaches, the same evaluation metric as in (Rama-Maneiro et al., 2022) has been used: the Damerau-Levenshtein normalized distance (Gali et al., 2019). The Damerau-Levenshtein distance, $lev_{a,a'}(|a|,|a'|)$, computes the edit distance between a pair of suffixes.

Table 2: Statistics of the event logs used in the evaluation. Time-related measures are shown in days.

| Event log   | Traces | Activities | Events | Avg. case length | Max. case length | Avg. event duration | Max. event duration | Avg. case duration | Max. case duration | Variants |
|-------------|--------|------------|--------|------------------|------------------|--------------------|--------------------|--------------------|--------------------|----------|
| BPI 2012    | 13087  | 36         | 68849  | 4.65             | 2.21             | 89.55              | 0.45               | 102.85             | 8.62               | 4366     |
| BPI 2012 A  | 13087  | 10         | 68849  | 4.65             | 2.21             | 89.55              | 0.45               | 102.85             | 8.62               | 4366     |
| BPI 2012 C. | 13087  | 23         | 164506 | 12.57            | 0.74             | 30.92              | 0.74               | 30.92              | 0.74               | 4366     |
| BPI 2012 O  | 5015   | 7          | 31244  | 6.23             | 2.86             | 69.93              | 0.74               | 69.93              | 0.74               | 168      |
| BPI 2012 W  | 9658   | 19         | 170167 | 12.61            | 0.7             | 102.85             | 0.7               | 102.85             | 0.7               | 2621     |
| BPI 2012 W C.| 9658   | 6          | 72413  | 7.75             | 1.75             | 30.92              | 1.75               | 30.92              | 1.75               | 2263     |
| BPI 2013 C. | 1487   | 7          | 6660   | 4.48             | 35               | 51.42              | 4.48               | 2254.84            | 178.88             | 327      |
| BPI 2013 I. | 7554   | 13         | 65533  | 8.68             | 1.57             | 722.25             | 1.57               | 722.25             | 1.57               | 2278     |
| Env. permit | 1434   | 27         | 8577   | 5.98             | 25               | 268.97             | 1.09               | 268.97             | 1.09               | 2278     |
| Helpdesk    | 4590   | 14         | 21348  | 4.66             | 15               | 59.92              | 11.16              | 59.92              | 11.16              | 422.32   |
| Nasa        | 2566   | 94         | 73638  | 28.7             | 5.00             | 0.00               | 0.00               | 0.00               | 0.00               | 2513     |
| Sepsis      | 1049   | 16         | 15214  | 14.48            | 185              | 417.26             | 2.11               | 417.26             | 2.11               | 845      |
and $a'$, i.e., how many substitutions, transpositions, deletions, and insertions are needed to transform $a$ into $a'$. However, since suffixes are of variable lengths, it is more convenient to normalize this metric by the maximum suffix length, obtaining the Damerau-Levenshtein normalized distance as follows:

$$DL_{\text{norm}}(a, a') = 1 - \frac{lev_{a,a'}(|a|, |a'|)}{\max(|a|, |a'|)}$$

Finally, to quantify the differences among the state-of-the-art approaches and evaluate whether the results they obtain are statistically different, a two-stage statistical comparison has been applied. Following the procedure defined in (Rama-Maneiro et al., 2022) and (Rama-Maneiro et al., 2021), Bayesian statistical tests instead of null hypothesis statistical tests were applied due to their easiness of interpretation and robustness in quantifying the differences among the approaches. In the first stage of the statistical test pipeline, a Bayesian approach to rank the approaches using the Plackett-Luce model (Calvo et al., 2018) is applied, allowing the classification of multiple approaches based on their probability of being the best predictor. Then, in the second stage of the statistical test pipeline, a Bayesian hierarchical test (Benavoli et al., 2017) between the three best approaches according to the previous ranking is performed. This second stage is especially insightful because, unlike the Plackett-Luce model, it uses the results obtained for each fold of the cross-validation evaluation procedure, so it considers that an approach can perform badly on one fold but very well on the rest, and vice versa. In order to perform these statistical tests, the library scmamp (Calvo and Santafé, 2016) is used.

5.2. Results

Table 3 shows the results of the experimentation. ASTON obtains the best results in 5 out of 12 event logs, the second best result in 6 out of 12, and the third best result in 1 out of 12. Therefore, ASTON is mostly either the best or the second-best approach from the state of the art. These results seem to indicate that ASTON is highly consistent in both event logs with shorter and longer traces: specifically, for the five logs in which it obtains the best results, there exists a significant difference in performance when comparing with the second-best approach in each log —ranging from 0.0113 until 0.0787, with an average of 0.0534—; whereas for the other seven logs, it obtains results that are very close to the best approach in each log —with an average difference of 0.0242—.

However, it is difficult to evaluate which is the best approach overall, since it does not only depend on the number of event logs in which each approach is the best but also on the quantitative differences between the results obtained in each event log. Thus, to rank the approaches based on their performance, a Bayesian Plackett-Luce model is applied, the results of which are shown in Table 4. ASTON obtains the best overall ranking and the highest probability of being the best approach —43.55%—, with a difference of 23.5 percentage points over the second approach —Camargo/random—. Furthermore, Figure 7 shows
the credible intervals —quantiles 5% and 95%— and the expected probability of being the best approach. In this figure, a non-overlap of the credible intervals of a pair of approaches means that they are statistically different for the given significance level. As shown in Figure 7, ASTON only overlaps slightly with the approach of Camargo/random, proving that the results of ASTON are statistically different from those of the other tested approaches, except Camargo/random. Note that the statistical tests are performed without taking into account the event logs Sepsis and Nasa since the approaches of Camargo cannot be executed in those event logs.

To better quantify the differences between ASTON and the second and third-best approaches of the Plackett-Luce ranking —Camargo/random and

---

**Table 3: Results of the 5-fold cross-validation for the activity suffix prediction task in terms of the Damerau-Levenshtein similarity.** The best, second-best, and third-best results are highlighted in green, orange, and yellow, respectively.

| Event log       | argmax | Camargo | Evermann | Francesco | Tax | Taymouri | ASTON |
|-----------------|--------|---------|----------|-----------|-----|----------|-------|
| BPI 2012        | 0.1851 | 0.3891  | 0.1986   | 0.1321    | 0.1409 | 0.1867   | 0.4004|
| BPI 2012 A      | 0.6536 | 0.6441  | 0.5847   | 0.2871    | 0.4597 | 0.5420   | 0.6340|
| BPI 2012 C.     | 0.2218 | 0.4495  | 0.2693   | 0.0883    | 0.1717 | **0.3557** | 0.4423|
| BPI 2012 O      | 0.6845 | 0.6042  | 0.5544   | 0.4591    | 0.4972 | 0.5150   | 0.6087|
| BPI 2012 W      | 0.1941 | **0.3110** | **0.2800** | 0.1410    | 0.0975 | 0.2493   | 0.3897|
| BPI 2012 W C.   | 0.0501 | 0.3191  | 0.3372   | 0.1126    | 0.0789 | **0.3201** | 0.3366|
| BPI 2013 C. P.  | **0.6641** | 0.5337  | **0.6416** | **0.5276** | 0.5824 | 0.4358   | 0.7042|
| BPI 2013 I.     | 0.2607 | **0.5294** | **0.4730** | 0.3607    | 0.3336 | 0.2452   | 0.6069|
| Env. permit     | 0.8440 | 0.7595  | 0.5713   | 0.3924    | **0.8163** | 0.4271   | 0.8268|
| Helpdesk        | **0.9110** | 0.8524  | 0.8354   | 0.4619    | **0.8695** | 0.6298   | 0.8919|
| Nasa            | -      | -       | 0.1218   | 0.0842    | **0.2320** | 0.4844   | 0.4545|
| Sepsis          | -      | -       | **0.2693** | 0.0742    | 0.1158 | **0.3217** | 0.3811|

---

Figure 7: Credible intervals and the expected probability of winning for the tested approaches.
Table 4: Plackett-Luce rankings and posterior probabilities of the tested approaches.

|          | ASTON | Camargo/random | Evermann | Camargo/argmax | Taymouri | Tax | Francesco-martino |
|----------|-------|----------------|----------|----------------|----------|-----|------------------|
| Rank     | 1.06  | 2.29           | 2.98     | 3.91           | 5.25     | 5.57| 6.92             |
| Prob. (%)| 43.55 | 20.06          | 14.59    | 9.81           | 5.41     | 4.66| 1.89             |

Table 5: Hierarchical Bayesian tests per dataset: ASTON (A) vs Camargo/random (C).

| Event log   | A > C | A = C | A < C |
|-------------|-------|-------|-------|
| BPI 2012    | 61.51%| 0.68% | 37.81%|
| BPI 2012 A  | 11.44%| 11.56%| 76.99%|
| BPI 2012 C. | 12.35%| 7.14% | 80.51%|
| BPI 2012 O  | 39.51%| 2.22% | 58.27%|
| BPI 2012 W  | 95.04%| 0.98% | 3.97% |
| BPI 2012 W C.| 83.49%| 0.3%  | 16.20%|
| BPI 2013 C. P.| 97.58%| 0.48% | 1.93% |
| BPI 2013 I. | 99.90%| 0.01% | 0.08% |
| Env. permit | 99.48%| 0.07% | 0.44% |
| Helpdesk    | 99.97%| 0%    | 0.03% |

Evermann—a hierarchical Bayesian test has been performed. Given a pair of approaches A and B, this test obtains the probability that A is better than B (A > B), that A has the same performance as B (A = B), and that A is worse than B (A < B). Thus, the approach A is better than B if A > B is statistically significant, and, equivalently, the approach B is no worse than A if the sum of B > A and A = B is statistically significant. In this test, it is considered that a probability greater than 95% indicates statistical significance. The results of this hierarchical Bayesian test are shown in Table 5 and 6:

- Table 5 shows that ASTON significantly outperforms Camargo/random in five event logs—BPI 2012 W, BPI 2013 C.P., BPI 2013 I., Env. permit, and Helpdesk—, being close to be significantly better in BPI 2012 W C.—with 83.49% of probability—. For the other five event logs, there is a high degree of uncertainty to make any conclusion: Camargo/random does not significantly outperform ASTON in any event log, being close in BPI 2012 A and BPI 2012 C.—with 76.99% and 80.51% of probability, respectively.—. These results suggest that ASTON outperforms Camargo/random in event logs that have shorter traces, while it does not underperform Camargo/random when traces are longer, showing that ASTON is overall more robust to the underlying characteristics of the event log.

- Table 6 shows that ASTON significantly outperforms the Evermann ap-
Table 6: Hierarchical Bayesian tests for ASTON (A) vs Evermann (E).

| Event log | A > E | A = E | A < E |
|-----------|-------|-------|-------|
| BPI 2012  | 99.99%| 0.01% | 0%    |
| BPI 2012 A| 99.90%| 0%    | 1%    |
| BPI 2012 C.| 99.99%| 0.01% | 0%    |
| BPI 2012 O| 99.94%| 0%    | 0.06% |
| BPI 2012 W| 99.90%| 0%    | 1%    |
| BPI 2012 W C.| 26.98%| 5.01% | 68.01%|
| BPI 2013 C. P.| 97.76%| 0.46% | 1.78% |
| BPI 2013 I. | 100%  | 0%    | 0%    |
| Env. permit | 99.99%| 0%    | 0.01% |
| Helpdesk    | 99.99%| 0%    | 0.01% |

approach for every event log, except for BPI 2012 W C., in which Evermann does not significantly outperforms ASTON —having only the 58.28% of probability—. Therefore, an encoder-decoder learning approach with an attention mechanism is an effective method for the activity suffix prediction due to less accumulation of errors during the prediction phase.

5.3. Inference strategy comparison

We have compared the performance of ASTON using different inference strategies to select the next activity during the suffix prediction phase. In particular, we compare the performance of ASTON by selecting the most likely activity —\(\arg\max\)—, randomly sampling over the next activity probability distribution —\(\text{random}\)—, using a beam search strategy —\(\text{beam}\)—, and normalizing the beam search log probabilities according to the length of the predicted suffix —\(\text{beam norm}\).—. Table 7 shows the performance of ASTON using these inference strategies.

On the one hand, note that the results reproduce the behavior highlighted in (Rama-Maneiro et al., 2022), in which the \(\arg\max\) strategy tends to perform better in logs with short traces such as BPI 2012 A, BPI 2012 O, BPI 2012 C.P., Env. Permit or Helpdesk —with an average difference of 2.58%—, whereas the \(\text{random}\) strategy works much better in event logs with longer traces such as BPI 2012, BPI 2012 C., BPI 2012 W, Nasa or Sepsis —with an average difference of 9.21%—. This happens because \(\arg\max\) tends to get stuck predicting the same activity or set of activities when the traces are too long. On the other hand, \(\text{random}\) is able to escape this kind of behavior by randomly switching to another activity.

On the other hand, unnormalized beam search outperforms both the \(\arg\max\) and random sampling strategies for all event logs, except for BPI 2012 W, proving that, regardless of trace length, beam search is more consistent than both strategies. Furthermore, except for BPI 2013 C. P. and Helpdesk, the normalized beam search obtains better results than the unnormalized beam.
search in every event log; particularly in *BPI 2012*, *BPI 2012 C.*, *BPI 2012 W*, *BPI 2012 W C.*, *Sepsis*, and *Nasa*, which have a fairly long average trace length and where the average difference between both approaches is 3.97%. Therefore, it can be concluded that the other strategies tend to favor predicting long suffixes, whereas the unnormalized beam search is prone to predict short suffixes, although, unlike argmax, it is robust enough in event logs with long traces to avoid the problem of getting stuck predicting the same activity over and over, being able to escape from suboptimal predictions.

In order to clarify these effects, Table 8 shows the average length of the predicted suffixes for each inference strategy compared to the average length of the ground-truth suffixes. These results reveal that argmax is unable to predict the end of the case in some event logs such as *BPI 2012*, *BPI 2012 C.*, *BPI 2012 W*,

| Event log  | Argmax | Random | Beam | Beam norm. |
|------------|--------|--------|------|------------|
| BPI 2012   | 0.1787 | 0.3449 | 0.3776 | 0.4004     |
| BPI 2012 A | 0.5740 | 0.5689 | 0.6323 | 0.6340     |
| BPI 2012 C. | 0.2458 | 0.3935 | 0.4247 | 0.4423     |
| BPI 2012 O | 0.5936 | 0.5592 | 0.6179 | 0.6087     |
| BPI 2012 W | 0.1931 | 0.3262 | 0.3296 | 0.3897     |
| BPI 2012 W C. | 0.1463 | 0.2877 | 0.2918 | 0.3366     |
| BPI 2013 C. P. | 0.6938 | 0.6892 | 0.7061 | 0.7042     |
| Helpdesk   | 0.8783 | 0.8436 | 0.8922 | 0.8920     |
| Sepsis     | 0.2858 | 0.2933 | 0.3086 | 0.3811     |
| BPI 2013 I. | 0.5605 | 0.5509 | 0.6018 | 0.6069     |
| Env. permit | 0.7622 | 0.7120 | 0.8260 | 0.8268     |
| Nasa       | 0.4297 | 0.4295 | 0.4341 | 0.4545     |

| Event log  | Truth | Argmax | Random | Beam | Beam norm. |
|------------|-------|--------|--------|------|------------|
| BPI 2012   | 19.44 | 141.28 | 12.68  | 4.81 | 14.84      |
| BPI 2012 A | 2.21  | 2.72   | 2.17   | 1.34 | 1.37       |
| BPI 2012 C. | 10.90 | 61.21  | 8.00   | 3.43 | 6.86       |
| BPI 2012 O | 3.42  | 2.79   | 3.17   | 2.48 | 2.55       |
| BPI 2012 W | 15.55 | 129.18 | 14.15  | 2.60 | 13.14      |
| BPI 2012 W C. | 6.77  | 50.24  | 3.80   | 1.54 | 7.27       |
| BPI 2013 C. P. | 2.86  | 2.37   | 2.46   | 2.27 | 2.32       |
| Helpdesk   | 1.97  | 1.80   | 2.02   | 1.69 | 1.70       |
| Sepsis     | 11.11 | 16.21  | 8.75   | 2.90 | 5.46       |
| BPI 2013 I. | 7.18  | 12.19  | 5.88   | 2.99 | 3.57       |
| Env. permit | 2.88  | 2.88   | 2.83   | 2.57 | 2.59       |
| Nasa       | 14.40 | 10.49  | 10.53  | 10.45| 15.27      |
or BPI 2012 W C., where the average predicted suffix length is orders of magnitude greater than the ground truth average suffix length. Furthermore, even though the length of suffixes predicted with the random strategy is closer to the ground truth lengths than the unnormalized beam one, the results diverge from the real suffixes, as Table 7 shows, since the random strategy does not consider the overall suffix probability. Finally, Table 8 highlights that the unnormalized beam search usually predicts shorter suffixes than the normalized beam search strategy, meaning that it tends to predict the end of the case before it really occurs.

6. Conclusions and future work

This paper presents ASTON, a predictive monitoring approach that focuses on predicting the next activity suffix given a running case. Unlike most state-of-the-art approaches, ASTON addresses this problem using an encoder-decoder architecture with an attention mechanism. Thus, our model is trained to predict the suffix directly, accumulating fewer errors during inference and focusing only on predicting those elements that are relevant to the task at hand, which, in this paper, are the activities of the event log. In addition, our beam search strategy successfully balances the exploration and exploitation of candidate suffix selection during the post-training phase. Moreover, the proposed normalization for the beam search improves the performance in logs with long traces, while not degrading the performance in logs with shorter traces.

ASTON has been evaluated in 12 real-life event logs against 6 approaches from the state of the art. The results highlight that ASTON significantly outperforms all the state-of-the-art approaches but for Camargo/random, although ASTON still outperforms this approach in 5 of the event logs, whereas it is not significantly worse in the remaining 5 —Camargo/random cannot be tested in 2 of the event logs since they do not have resources—. Furthermore, ASTON proves to be more robust to the underlying characteristics of the event log, performing consistently across a wide variety of process logs.

As future work, we intend to improve both the training and inference architectures. On the one hand, in the training phase, the aim is to experiment with different attention operations, to better capture long dependencies between the prefix activities, and to introduce an attention mechanism in the outputs of the decoder, in the same fashion that transformers do it. On the other hand, in the inference phase, we plan to study new sampling techniques for improving the selection of the best suffix activities.
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