Spin-orbit interaction from low-symmetry localized defects in semiconductors
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Abstract – The presence of low-symmetry impurities or defect complexes in the zinc-blende direct-gap semiconductors (e.g., interstitials, DX-centers) results in a novel spin-orbit term in the effective Hamiltonian for the conduction band. The new extrinsic spin-orbit interaction is proportional to the matrix element of the defect potential between the conduction and the valence bands. Because this interaction arises already in the first order of the expansion of the effective Hamiltonian in powers of \(U_{\text{ext}}/E_{\text{g}} \ll 1\) (where \(U_{\text{ext}}\) is the pseudopotential of an interstitial atom, and \(E_{\text{g}}\) is the band gap), its contribution to the spin relaxation rate may exceed that of the previously studied extrinsic contributions, even for moderate concentrations of impurities.

Introduction. – The spin-orbit interaction (SOI) is a remarkable example of an “emergent interaction”. For electrons in vacuum, the SOI emerges from the projection of the Dirac equation on positive energy states. It is intrinsically weak, since its “coupling constant” contains the electron rest energy \(mc^2\) in the denominator, and thus requires strong nuclear potentials to become truly effective. For electrons in the conduction band of semiconductors, the situation is different. The spin and orbital parts of the Bloch wave functions for these electrons are already entangled by the spin-orbit interaction arising from the strong periodic potential in the atomic cores. Therefore, the potential from a symmetry-breaking defect leads to a SOI that is orders of magnitude larger [1–3] than the SOI one would expect in vacuum for the same strength of the potential. This enhanced SOI plays a crucial role in recently proposed schemes for the electric manipulation of spins in semiconductors [4,5]. So far, however, the attention has been focused on defects that break the translational symmetry of the lattice (e.g., substitutional defects, vacancies) leaving the point group intact. But the breaking of translational symmetry, as will be shown below, adds the defect potential \(U_{\text{ext}}\) to the diagonal elements of the Hamiltonian [2,6], whose conduction and valence states are already split by the band gap \(E_{\text{g}} \gg U_{\text{ext}}\), and leads only to relatively small corrections (the so-called “central cell corrections” [7]) to energy spectra, effective electron mass, etc. Contrary to that, the point-group symmetry reduction results in a correction to the off-diagonal matrix elements (between the conduction and the valence band) of the Hamiltonian, which are small to begin with; consequently the corresponding corrections are not expected to be relatively small, especially in a wide-gap semiconductor where one might expect the conduction-band SOI to be more sensitive to a lowering of the point-group symmetry of an atomic cell than to the breaking of translational symmetry.

In this letter we demonstrate that lowering the point-group symmetry leads to a novel type of spin-orbit interaction (see eq. (14) below) in direct-gap semiconductors, and we explore some implications for the practically important calculation of the spin relaxation rate [6,8–13]. The reduction in point-group symmetry provides the leading-order contribution to spin relaxation whenever the conventional D’yakonov-Perel’ (DP) mechanism [6] due to the spin-split band structure is absent (this happens, for example, in semiconductor quantum wells grown along certain directions [14]). We will demonstrate this point by explicitly comparing the spin relaxation rate produced by interstitial defects with the spin relaxation rate produced by substitutional defects with a comparable elastic relaxation time \(\tau\). Furthermore, even though the DP mechanism is frequently
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thought to be the dominant mechanism for spin relaxation in III-V semiconductors (both in the bulk and in quantum wells) [10,12,13], we find that in some cases the dominance of DP is not so clear-cut: our mechanism can compete and even dominate for strong enough disorder, so long as the disorder does not invalidate the diffusive transport regime.

A direct-gap semiconductor subjected to an extrinsic field $U_{\text{ext}}(\vec{r})$ is described by the Hamiltonian

$$\hat{H} = \frac{\vec{p}^2}{2m} + U_{\text{at}}(\vec{r}) + U_{\text{ext}}(\vec{r}),$$

where $\vec{p} = -i\hbar \nabla_{\vec{r}}$ is the momentum operator, $U_{\text{at}}$ is the periodic crystal potential and $U_{\text{ext}}$ is an “extrinsic” potential of impurities, defects, and/or other sources.

In the standard $k\cdot\vec{p}$ approach, which we adopt here, the Hamiltonian is represented as a matrix on the basis of wave functions $\psi_{nk}(\vec{r}) \equiv e^{i k \cdot \vec{r}} u_{0n}(\vec{r})$, where $u_{0n}(\vec{r})$ are the periodic parts of the Bloch wave functions of the periodic crystal at $\vec{k} = 0$. Notice that $\psi_{nk}$ are not Bloch wave functions when $\vec{k} \neq 0$: for this reason, even in the absence of the external potential, the Hamiltonian has off-diagonal matrix elements of the form $\hat{k} \cdot \vec{p} \mu \nu \delta_{k l} / m$ between $\psi_{nk}$ and $\psi_{n'k'}$, with $n \neq n'$. Here $p_{\mu\nu}$ is the matrix element of $\hat{p}$ between $u_{0n}(\vec{r})$ and $u_{0n'}(\vec{r})$. The field $U_{\text{ext}}(\vec{r})$ lowers the otherwise perfect symmetry of the crystal in two ways:

1) It breaks the translational symmetry by creating diagonal (intra-band) matrix elements of the form $U_{\text{ext}}(\vec{k} - \vec{k}') \delta_{n n'}$, where $U_{\text{ext}}(\vec{k})$ is the Fourier transform of $U_{\text{ext}}(\vec{r})$.

2) It may also lower the local point-group symmetry, producing additional off-diagonal (inter-band) matrix elements with $n \neq n'$ and $\vec{k} = \vec{k}'$.

An interstitial atom or a point defect such as a DX-center [7] or an EL2-complex [15] affects both symmetries: the translational one and the point-group one. The traditional approach to the generation of spin-orbit interaction focuses on the intra-band part of $U_{\text{ext}}$, which arises from the breaking of translational symmetry. Here we concentrate on the inter-band part of $U_{\text{ext}}$, which arises from the lowering of point-group symmetry.

Let us consider a situation in which the extrinsic field $U_{\text{ext}}$ is produced by short-range interstitial defects, e.g., DX-centers, which are known to appear spontaneously in Al$_x$Ga$_{1-x}$As for 0.22 $< x < 0.5$ [16]. We assume that the field induced by every single defect is negligibly small outside of the atomic cell in which the defect resides.

This assumption makes it convenient to separate the coordinate variable $\vec{r}$ (determining an arbitrary point inside the crystal) into a “macroscopic” ($\vec{\rho}$) and a “microscopic” (\(\vec{r}\)) part: $\vec{r}$ is a discrete variable pointing to the origin of each unit cell, while $\vec{r}$ varies within the cell. Any point inside the crystal is thus uniquely identified by the pair of variables $(\vec{\rho}, \vec{r})$ so that $\vec{r} = \vec{\rho} + \vec{r}$. With this notation our external potential can now be factorized into the product of a macroscopic part, $U(\vec{\rho})$, and a (dimensionless) microscopic part, $V(\vec{r})$:

$$U(\vec{\rho}, \vec{r}) = U(\vec{\rho}) V(\vec{r}), \quad \int V(\vec{r}) d^3r = |v|, \tag{2}$$

where $v$ denotes the unit cell centered at the origin, and $|v|$ is its volume. We note that the factorization of $U_{\text{ext}}$ in (2) corresponds to the assumption that an impurity potential is negligible outside of the atomic cell where the impurity resides, see the discussion above.

Let us also assume that the defects are placed into a randomly chosen set of unit cells, centered at positions $\vec{\rho}_j$ with $j = 1, \ldots, n$. Then we can write

$$U(\vec{\rho}) = U(0) \sum_{j=1}^n \chi(\vec{\rho} - \vec{\rho}_j), \quad \chi(\vec{\rho}) = \begin{cases} 1 / |v|, & \vec{\rho} \in v, \\ 0, & \vec{\rho} \notin v, \end{cases} \tag{3}$$

where $n$ is the total number of defects, and $U(0)$ is the amplitude of the potential.

In the macroscopic limit (which corresponds to the electron gas model) $|v| \to 0$, so we have $\chi(\vec{\rho} - \vec{\rho}_j) \to \delta(\vec{\rho} - \vec{\rho}_j)$ in (3) and the disorder potential is described by the standard Lifshitz disorder model [17]

$$U(\vec{\rho}) U(\vec{\rho}') = \frac{\hbar}{2 \pi \nu E \tau_E} \delta(\vec{\rho} - \vec{\rho}'), \tag{4}$$

where $\nu_E$ is the density of states at the considered electron energy, $\tau_E$ is the elastic momentum relaxation time at the same energy, and the overline stands for the averaging over different disorder configurations.

We also note that the model (2) is valid also in (somewhat opposite) case of the smooth external field which may be considered as a constant on the scale of a single atomic cell. This case describes Rashba field and corresponds to $V(\vec{r}) \equiv 1$.

In what follows we will be concerned with (direct-gap) zinc-blende semiconductors, for which the twofold degenerate conduction band is described by the $\Gamma_8$-irreducible representation (irrep) of the double cubic group, while the sixfold degenerate valence band is a mixture of two subbands described by irreps $\Gamma_8$ and $\Gamma_7$. In this letter we use the $8 \times 8$ $\vec{k} \cdot \vec{p}$ model, where the initial Hamiltonian (1) is reduced to the $8 \times 8$ matrix $\hat{H}_\nu$ whose elements are operators acting on $\vec{\rho}$-dependent functions (where $\vec{\rho}$ is a long-range variable defined above).

Let us divide the $8 \times 8$ matrix $\hat{H}_\nu$ into four blocks as follows:

$$\hat{H}_\nu = \begin{pmatrix} \hat{H}_c & \hat{H}_{cv} \\ \hat{H}_{vc} & \hat{H}_v \end{pmatrix}, \quad \hat{H}_v = \begin{pmatrix} \hat{H}_{v8} & 0 \\ 0 & \hat{H}_{v7} \end{pmatrix}, \tag{5}$$

$$\hat{H}_c \approx \hat{H}_{v8} + E_g, \quad \hat{H}_{v7} \approx \hat{H}_{v7} + \Delta,$$

1\footnote{We have checked that the off-diagonal elements of $\hat{H}_c$ give negligible contributions (central-cell corrections) to both Rashba SOI and the novel one (if $\Delta \neq 0$). We do not provide here the details of this check, which allows us to ignore the contribution of the off-diagonal elements of $\hat{H}_v$.}
where $\Delta$ is the spin-orbit–induced splitting between the $\Gamma_3$ and $\Gamma_7$ valence bands; the blocks $\hat{H}_c$ and $\hat{H}_{c\gamma}$ are two-dimensional, and the block $\hat{H}_{c\sigma}$ is four-dimensional. Using the well-known mathematical formula for the inverse of a block matrix, we express the $8 \times 8$ Green’s function (GF) $\hat{G}^E \equiv [E - \hat{H}]^{-1}$ in terms of the matrix blocks defined in (5).

When holes in the valence bands are absent, all transport properties are controlled by electrons in the conduction band. Under these conditions the relevant information from the full GF $\hat{G}^E$ is contained entirely in the upper-left $2 \times 2$ CB-block $\hat{G}^E_c$ of $\hat{G}^E$:

$$[\hat{G}^E_c]^{-1} = E - \hat{H}_c + \hat{H}_{cv} [E - \hat{H}_v]^{-1} \hat{H}_{cv}^\dagger. \quad (6)$$

The conduction-band GF $\hat{G}^E_c$ corresponds to the effective conduction-band Hamiltonian according to the usual rule

$$\hat{G}^E_c = [E - \hat{H}_c]^{-1}, \quad \hat{H}_c = E - \hat{G}^E_c. \quad (7)$$

The spin-dependent part of the Hamiltonian $\hat{H}_c$ is entirely contained within the last term in (6). In the absence of spin-orbit splitting of the valence bands (i.e., for $\Delta = 0$) $\hat{H}_c$ would be spin independent since the following sum (over all considered$^2$ states) is spin independent:

$$\sum_{l,n \in \Gamma_7,s} \hat{H}_{cv}[l]l [E - \hat{H}_v]^{-1} |n\rangle\langle n| \hat{H}_{cv}^\dagger, \quad (8)$$

where the sum is taken over envelope states in the valence bands. (We note that due to the diagonal form of $\hat{H}_c$ in (5) only terms with $l = n$ survive in (8).) The addition or subtraction of the expression in (8) to $\hat{H}_c$ would not alter its spin-dependent part; this permits us to rewrite the latter as a sum over either $\Gamma_7$ or $\Gamma_8$ states. We prefer to sum over $\Gamma_7$ states since the resulting expression is simpler; then the spin-dependent part of $\hat{H}_c$ is entirely contained in

$$\sum_{n \in \Gamma_7} \left[ \frac{\hat{p}^2}{m} + U_{\text{ext}}(\vec{r}) \right] |n\rangle \langle n| \left[ \frac{\hat{p}^2}{m} + U_{\text{ext}}(\vec{r}) \right], \quad (9)$$

where $\hat{G}^E$ is a scalar GF:

$$\hat{G}^E \equiv \left[ E - \frac{\hat{p}^2}{2m} - U_{\text{ext}}(\vec{r}) \right]^{-1}, \quad (10)$$

and the energy zero corresponds to the bottom of the conduction band. Different spin-orbit contributions can be obtained by expanding $\hat{G}^E = \hat{G}^E_{\text{SOI}} \equiv \hat{G}^E - E_{\gamma} - \hat{G}^E_{E_{\gamma}}$ in (9) in powers of $\langle \Gamma_7 | U_{\text{ext}} | \Gamma_7 \rangle / E_g \ll 1$ and $\langle \Gamma_7 | U_{\text{ext}} | \Gamma_7 \rangle / (E_g + \Delta) \ll 1$, where $\tilde{p}$-dependent $\langle \Gamma_7 | U_{\text{ext}} | \Gamma_7 \rangle$ is a $2 \times 2$ matrix obtained by projecting the field $U_{\text{ext}}$ onto the $\Gamma_7$ states. Thus in our calculation the quantity $\langle \Gamma_7 | U_{\text{ext}} | \Gamma_7 \rangle$ must be understood as the pseudopotential associated with the point-group-symmetry-breaking defect; the importance of these symmetry-breaking potentials extends to regimes of larger $U_{\text{ext}}(\tilde{p})$, for which the higher-order terms in the expansion of $\hat{G}^E_{\text{SOI}}$ can sometimes be analytically summed [15].

The novel spin-orbit interaction. – The zeroth order of the expansion corresponds to the approximations $| E - E_{\gamma} | \ll E_g$ (where $E_F$ is the Fermi energy) and $U_{\text{ext}} \ll E_g$ in $\hat{G}$, or, in other words,

$$\hat{G}^E_{\text{SOI}} = \frac{1}{3} \left[ \frac{1}{E_g} - \frac{1}{E_g + \Delta} \right] \hat{H}_{cv\gamma} \hat{H}_{cv\gamma}, \quad (11)$$

Substituting (11) in (9) and disregarding all spin-independent terms one obtains

$$\hat{H}_{\text{SOI}} = \frac{1}{3} \left[ \frac{1}{E_g} - \frac{1}{E_g + \Delta} \right] \hat{H}_{cv\gamma} \hat{H}_{cv\gamma}, \quad (12)$$

where $\hat{H}_{cv\gamma}$ is the rightmost $2 \times 2$ part of $\hat{H}_{cv}$ defined in (5) (in other words, $\hat{H}_{c\gamma}$ is the Hamiltonian matrix taken between the conduction band states $\Gamma_6$ and the valence band states $\Gamma_7$). Making use of eq. (2) for the external potential these matrix elements work out to be

$$[\hat{H}_{c\gamma}]_{\vec{k},L} \equiv \langle \Gamma_6 | e^{-i\vec{k} \cdot \vec{r}} \hat{H}_{c\gamma} e^{i\vec{k} \cdot \vec{r}} | \Gamma_7 \rangle = \frac{-i}{\hbar} \left[ \frac{\vec{p}}{\hbar} - i \delta_{\vec{k},\vec{k}} + U_{\vec{k},\vec{k}} \vec{V} \right], \quad (13)$$

where $\vec{P} \equiv \vec{p} = i \hbar \langle S | \hat{L}_z | \cdot \vec{r} \rangle / m$ and $\vec{V} \equiv \langle S | \vec{V} | \vec{r} \rangle$. Here $| S \rangle$ denotes the orbital part of the $\Gamma_6$ state, and the components of the (spin-independent) vector function $| \vec{R} \rangle \equiv (| \Gamma_7 \rangle, | \Gamma_7 \rangle, | \Gamma_7 \rangle)$ participate in the basis formation for the irreps $\Gamma_7$. Lastly, the vector $\vec{\sigma} \equiv (\sigma_1, \sigma_2, \sigma_3)$ denotes the set of three Pauli matrices. From eqs. (12) and (13) we extract the spin-dependent part of $\hat{H}$:

$$\hat{H}_{\text{SOI}} = -i \frac{\hbar}{\hbar} \left[ \vec{V} \times \left( \vec{\nabla} \mu(\vec{p}) + U(\vec{p}) \vec{\nabla} \vec{p} \right) \right], \quad (14)$$

where $\vec{\sigma} \equiv \hbar \vec{\sigma}/2$ is the spin operator and

$$l_1 \equiv \frac{2P}{3} \left[ \frac{1}{E_g} - \frac{1}{E_g + \Delta} \right]. \quad (15)$$

Notice that in order to arrive at eq. (14) we replaced the wave vector $\vec{k}$ of eq. (13) by the operator $\vec{\nabla} \vec{p}$. This is legitimate because the basis functions of our representation depend on $\vec{k}$ only through the plane wave factor $e^{i\vec{k} \cdot \vec{r}}$ which, in the macroscopic limit, becomes $e^{i\vec{k} \cdot \vec{p}}$, since $\vec{k} \cdot \vec{r} \ll 1$. Thus, on this basis, the operator $\vec{\nabla} \vec{p}$ is equivalent to multiplication by $i\vec{k}$.  
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The Rashba spin-orbit interaction. — The first order of the expansion of $\hat{\xi}^{E-E_s-}\Delta - \hat{\xi}^{E-E_s}$ in (9) in powers of $U_{ext}$ corresponds to the approximation

$$\hat{\xi}^{E-E_s-}\Delta \approx \frac{1}{E_g - \Delta} \left( \Gamma_\tau |U_{ext}| \Gamma_\tau \right) \frac{1}{E_g - \Delta},$$

$$\hat{\xi}^{E-E_s} \approx \frac{1}{E_g} \left( \Gamma_\tau |U_{ext}| \Gamma_\tau \right) \frac{1}{E_g}.\quad (16)$$

Similarly to how it has been done in the previous section, but using (16) instead of (11), one reproduces the Rashba spin-orbit term:

$$H_R = \frac{\hbar^2}{2m} \hat{\xi}^{\vec{k} \cdot \vec{\rho}} U(\vec{\rho}) \frac{\hat{\xi}^{\vec{k} \cdot \vec{\rho}}}{\hbar^2} \left[ \left( \nabla_\rho U(\vec{\rho}) \right) \times \hat{\xi}^{\vec{k}} \right],$$

$$l^2 = \frac{2\hbar^2}{3} \left[ E_g - (E_g + \Delta)^{-2} \right],\quad (17)$$

where we dropped spin-independent terms. The Rashba result 17 is reproduced in case when $U_{ext}(\vec{r})$ is a smooth function so that in (2) $V(\vec{r}) \equiv 1$ and $U_{ext}(\vec{r}) \equiv U(\vec{\rho})$. In a more complicated situation, when $U_{ext}$ may significantly change on the scale of a single atomic cell, central cell corrections arise, which are, however, small compared to both (14) and (17).

Discussion. — The values of the SOI lengths $l_1$ and $l_2$ for several direct-gap A$_3$B$_2$ semiconductors are listed in table 1. The spin-orbit interaction in (14) is different from the previously studied extrinsic SOI (17) in that i) its amplitude contains only one power of $E_g$ in the denominator and ii) it occurs due to defects that violate the point-group symmetry of an atomic cell. Point ii) is a consequence of the fact that the matrix elements $\hat{V}$, defined in eq. (13), are essentially null if the “form factor” $V(\vec{r})$ of the impurity potential has the symmetry of the point group of the lattice, as is the case for a substitutional impurity in a zincblende semiconductor. Thus, the spin-orbit interaction associated with substitutional impurities is of the conventional Rashba-type (17), while the spin-orbit interaction associated with symmetry-lowering defects has an additional inter-band term.

In the rest of the article we see how the new spin-orbit term (14) contributes to the spin relaxation.

| Material | $E_g$ (eV) | $\Delta$ (eV) | $P'(eV\cdot\AA)$ | $l_1$(Å) | $l_2$(Å) | $b(eV\cdot\AA^3)$ |
|---|---|---|---|---|---|---|
| GaAs | 1.52 | 0.73 | 0.34 | 0.80 | 0.11 | 0.34 |
| GaSb | 0.34 | 0.89 | 10.5 | 2.76 | 0.35 |
| InP | 1.06 | 0.89 | 3.55 | 26.7 | 3.43 |
| ZnSe | 2.82 | 1.5 | 9.01 | 13.6 | 4.18 |
| CdTe | 0.00 | 0.00 | 18.38 | 0.4 | 0.16 |

Electron spin relaxation. — We assume that the electrons are initially spin-polarized in the z-direction, with spin distribution function $f_E = f_E^{(0)} \sigma_0 + f_E^{(3)} \sigma_3$. Following the approach outlined in ref. [18] we obtain the dynamical equation for $f_E^{(3)} = f_E^{(0)} / \tau_{SOI}$. The relaxation rate $\tau_{SOI}^{-1}$ is given by

$$\tau_{SOI}^{-1} = \frac{i}{\hbar \nu E_F} \int_0^\infty \frac{dE d\omega}{(2\pi)^3} \int_0^\infty dt e^{-i\omega t}/h$$

$$\times \text{Tr} \left\{ \left( \hat{G}^{E_1}_{R} - \hat{G}^{E_1}_{A} \right)^T \left\{ \hat{H}_{SOI}, \hat{G}^{E'-\omega}_{R} \hat{H}_{SOI} \hat{G}^{E}_{A} \right\} \right\}.\quad (18)$$

where $\hat{G}^{E}_{R/A} = [E + h^2 \nabla_{\vec{r}}^2 + 2m]^{-1}$ are the Green’s functions operators for the electron gas in the presence of disorder (2). We calculate the relaxation rate (18) using the disorder averaging technique [17] together with the loop expansion [19], i.e., the expansion in powers of $h/E_F \ll 1$. In a degenerate electron gas $f_E^{(3)} \neq 0$ only in the close vicinity of the Fermi energy $E_F$, so that only electrons with energies $E$ close to $E_F$ participate in the relaxation. In this case, the spin relaxation is exponential with the relaxation rate $\tau_{SOI}^{-1}(E_F)$:

$$\tau_{SOI}^{-1}(E_F) = -\hbar \int_0^\infty f_E^{(3)} \nu E_F \tau_{SOI}^{-1}(E) dE = -\hbar \tau_{SOI}^{-1}(E_F).\quad (19)$$

Figure 1 shows the relevant diagrams in the zeroth order of the loop expansion [19]. Both diagrams have a common part: a Green’s function with two spin-orbit vertices connected by a disorder-averaging (dashed) line. First we calculate the integrals over $\omega$ and $t$ from this common part:

$$i \text{Tr} \text{Im} \int_{-\infty}^\infty dt \int_{-\infty}^\infty \frac{d\omega}{2\pi} e^{-i\omega t}/h \hat{G}^{E}_{R} = -\frac{i\hbar^2 \tau_{SOI}}{2\nu E_F},$$

(20)

where we denoted $\tau_{SOI} = V_F p h / \hbar \ll 1$, and $p = \sqrt{2mE}$. After the integration in (20), the two triangle diagrams in fig. 1 turn into two bubbles; from (18) and (20) we obtain

$$\tau_{SOI}^{-1}(E_F) = \frac{\tau_{SOI}^2}{2\nu E_F} \int_{-\infty}^\infty \frac{dE}{(2\pi)^3} \left\{ \hat{G}^{E}_{R} + \hat{G}^{E}_{A} \right\}.$$
so that the spin relaxation is

\[ \tau_{\text{SOI}}^{-1}(E) = \frac{4mE_{\text{SOI}}^2}{\hbar^2 \tau} V^2 ; \]

in 2D: \( \tau_{\text{SOI}}^{-1}(E) = \frac{4mE_{\text{SOI}}^2}{\hbar^2 \tau} V_x^2 + V_y^2 + 2V_z^2 \), \( \tau \) is the elastic relaxation time. Here by “2D” we mean the two-dimensional electron gas in a quantum well with only one subband occupied by doped electrons, while “3D” refers to the usual bulk case.

For quantum wells grown along certain particular directions (e.g., the [110] direction in GaAs) intrinsic spin precession is absent for spins oriented along a specific direction, and the extrinsic relaxation mechanism dominates. The ensuing spin relaxation rate \( 2V^2 \frac{3}{2} \tau_{\text{SOI}}^{-1} / \hbar^2 \) is proportional to the elastic scattering rate \( \tau^{-1} \equiv \tau_{\text{E}}^{-1} \). It is instructive to compare the spin relaxation time arising from the novel SOI (14) with what would be obtained from the conventional approach [8,9], in which the spin-orbit interaction is given by

\[ \tau_{\text{SOI}}^{-1}(E) = \left( \frac{2m}{\hbar^2} \right) \tau \left( \pi F \right)^{1/2} \left[ \frac{\nabla \rho}{\rho} \right] \left( \frac{\nabla \rho}{\rho} \right)^2 / \hbar, \]

with \( \tau \) being the elastic relaxation time. Hereby “2D” we refer to the usual bulk case.

Finally, let us compare our spin relaxation time with the well-known DP relaxation time, which is caused by the intrinsic spin splitting of the conduction bands due to bulk inversion asymmetry (BIA). Our calculation in this case gives

\[ \tau_{\text{BIA}}^{-1}(E) = \frac{1}{\tau_{\text{E}}} \frac{32 \pi^4}{a^4} m E b^2 ; \]

in 2D: \( \tau_{\text{BIA}}^{-1}(E) = \frac{64 b^2 m^3 E^3}{105 \hbar^8} \), \( \tau_{\text{E}} \) is the elastic relaxation time. Hereby “2D” we refer to the usual bulk case.

where the constant \( C = (\sqrt{1536}/105)(bm/l_1 \hbar^2) \) is listed in the last line of table 1 for a few semiconductors. A short elastic scattering time favors our extrinsic mechanism; on the other hand \( \tau_{\text{E}} \) cannot be made too small in our calculation since our diagrammatic approach is valid only for weak disorder, \( E_{\text{TE}} > \hbar \). The value of the constant \( C \) is reported in table 1 for several bulk zinc-blende semiconductors. Since \( C < 1 \) in all cases, we can conclude that the novel SOI (14) will dominate the spin relaxation rate in a window of parameters such that the condition \( 1 < E_{\text{TE}} / \hbar < C^{-1} \) is satisfied. As for the 2DEG in quantum wells, we find that the DP-BIA mechanism generally dominates the spin relaxation, except in those special cases in which it is absent for symmetry reasons.

We now estimate some spin relaxation times for GaAs in specific situations. For a 3D donor concentration of \( n_{\text{3D}} = 1.5 \times 10^{17} \text{ cm}^{-3} \) we find (see fig. 3-23 in ref. [20]) that the corresponding mobility is \( \mu = 4 \times 10^4 \text{ cm}^2/(\text{Vs}) \), which corresponds to a 3D elastic relaxation time \( \tau = \mu \pi / e = 1.5 \times 10^{-13} \text{ s} \). If all these donors were interstitials, with \( l_1 \) given above in table 1, then for a quantum well with a Fermi energy of 34 meV, the spin relaxation time would be \( 9 \times 10^{-11} \text{ s} \). In bulk GaAs at \( E_{\text{F}} = 26 \text{ meV} \) we estimate the spin relaxation time from this mechanism under these same assumptions as \( 2 \times 10^{-10} \text{ s} \).

**Conclusion.** — The reduction of the local point-group symmetry of an atomic cell caused, e.g., by interstitial atoms, leads to a new type of spin-orbit interaction (eq. (14)) which scales inversely to gap size in direct-gap zinc-blende \( \text{A}_3\text{B}_5 \) semiconductors. We speculate that low-symmetry defects may also play a role in enhancing the spin-orbit interaction in group IV semiconductors, and at polar interfaces between materials of cubic symmetry, such as at the \( \text{LaAlO}_3/\text{SrTiO}_3 \) interface [21]. Other quantities, which originate from off-diagonal matrix elements of the \( \hat{ \delta } \) Hamiltonian (e.g., the renormalization of the electron mass and of the \( g \) factor) will also be affected.
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