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Abstract: Cultural heritage is a very important element affecting the sustainable development. To analyze the various forms of spatial management inscribed into sustainable development, information on the location of objects and their concentration at specific areas is necessary. The main goal of the article was to show the possibility of using various GIS tools in modeling the distribution of historical objects. For spatial analysis, it is optimal to use the point location of objects. Often, however, it is extremely difficult, laborious, expensive, and sometimes impossible to obtain. Thus, various map content generalizations were analyzed in the article; the main goal was to find the level for which the data with an acceptable loss of accuracy can be generalized. Such analyses can be extremely useful in sustainable heritage management. Article also shows how cultural heritage fits into the sustainable heritage management. The research included non-movable monuments in Poland. The obtained results showed the universality of this type of research both in the thematic sense (can be used for various types of objects) and spatial sense (can be performed locally, at the country level, or even at the continental level).
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1. Introduction

Sustainable development is nowadays one of the main components used in spatial development [1–3]. It is considered a Constitutional Principle of the Republic of Poland, as well as in another European countries. The definition of sustainable development can be found in Polish legislation—it is defined in the Environmental Protection Act [4] as the socio-economic development integrating political, economic, and social actions, balanced with environmental protection and a permanence of basic natural processes, in order to ensure the possibility of satisfying the basic needs of communities or individual citizens in both the present and future generations. In The Brundtland Report “Our Common Future” [5] sustainable development is defined as “development that meets the needs of the present without compromising the ability of future generations to meet their own needs”. The report highlighted three fundamental components of sustainable development: environmental protection, economic growth, and social equity. According to Pearce and Turner [6], sustainable development is associated with maximizing the benefits of economic development, in connection with protecting the quality and usability of natural resources. Such economic development must not only mean an increase in income per capita, but also the comprehensive improvement of other social aspects. Culture, as the basis of social life, is considered to be one of the four pillars of sustainable
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development [7–10]. Culture can be both the goal of development of a given society as well as the method of that development, but above all it is the development regulator [11]. Cultural heritage is one of the main elements of such described culture and it is understood much more broadly than just in the field of the protection of monuments, it also consists of: local traditions and customs, cultural affiliation or the sources of non-material values [12–14]. A greater sense of cultural identity can also contribute to the further development of social capital, because individuals and communities with a stronger sense of place are more actively involved in social matters. People living in places with a higher concentration of significant historical areas tend to have a stronger sense of place and/or increased social capital [15]. Cultural heritage is traditionally regarded as a non-economic factor of spatial development. However, treated as a resource and properly managed, it can be transformed into capital that can play an important role in the sustainable development strategies, both at the local and national level. The term “cultural heritage” covers a broad spectrum of meanings that are not obvious and can be ambiguous [16]. Cultural heritage is important as a source of remembrance and inspiration, and at the same time contributes to national and local identity, which is essential for sense of place and social cohesion [17]. Various studies have shown the influence of cultural heritage as an element of sustainable development on spatial planning [18,19], or tourism development [20–22].

To properly manage cultural heritage within sustainable development, regardless of the specific goal, knowledge of the location of objects constituting a material element of cultural heritage is necessary. In this article, the starting point for the conducted research and analyses were non-movable monuments in Poland. The legal basis for the protection of monuments in Poland is the Act of 23 July 2003 on the protection of monument and the care of monuments [23]. According to Article 3 of the above-mentioned Act, a non-movable monument is a real estate, its part or a complex of real estate, which is the work of humankind or is related to its activity, and is a testimony to a past era or event; whose protection is in the public interest because of its historical, artistic or scientific value. Article 6 of the Act indicates that non-movable monuments may include: cultural landscapes, urban and rural systems, building units, works of architecture and construction, works of defense construction; technical objects; cemeteries; parks, gardens, and other forms of designed greenery; as well as places commemorating historical events or the activities of remarkable characters or institutions. Non-movable monuments are registered by entry in “the register of objects of cultural heritage” (pol. rejestr zabytków), kept by the Voivodeship Conservators of Monuments. Voivodeship registers of objects of cultural heritage currently contain approx. 85 thousand entries on non-movable monuments, diversified in terms of type. A non-movable monument can be entered into the register on the basis of: an ex-officio decision issued by the Voivodeship Conservator of Monuments, or at the request of the owner of the non-movable monument or perpetual usufructuary of the land on which the non-movable monument is located. In the conducted research, the authors used data obtained from The National Heritage Board of Poland. The National Heritage Board of Poland (NHBP) is a cultural institution established by the Minister of Culture and National Heritage; its present structure was formed in 2007. NHBP is a state agency that gathers and disseminates information on heritage, sets standards for its protection and conservation, and aims to raise the social awareness on cultural heritage of Poland in order to save it for future generations in accordance with the strategy for sustainable development. The generic division of non-movable monuments used by NHBP is shown in the Figure 1.
Figure 1. Types of non-movable monuments in Poland. Own elaboration using information from [23] and information sign “Monument protected by law” (pol. Zabytek chroniony prawem). Non-movable monuments entered in the register of monuments are marked by this sign, it is an international symbol of cultural heritage protection, the sign of the Blue Shield [24]. The description of the sign was included in the 1954 Hague Convention [25], for the protection of monuments during armed conflicts, and the originator of the graphic form and its author was the Polish architect, prof. Jan Zachwatowicz.

When determining the location of individual monuments, reference was made to the administrative division of Poland. This division includes [26]:

- 16 voivodeships,
- 314 poviats and 66 cities with poviat rights,
- 2477 municipalities (including 302 urban municipalities, 638 urban–rural municipalities, and 1537 rural municipalities).

The spatial distribution of the administrative division of Poland is shown in the Figure 2, and the quantitative data on the number of non-movable monuments in individual voivodeships in 2018—in Figure 3.
After obtaining location and generic data of all non-movable monuments in Poland, the authors continued the research using the Geographic Information System (GIS). GIS is an information system used to enter, collect, process, and visualize geographic data. It is a powerful tool; spatial analyses using GIS significantly support decision-making processes. Spatial data for GIS can be obtained by, among others: field measurements, digitalization of analog data (including historical data), or three-dimensional photogrammetry digitization and other methods of photogrammetry and remote sensing.
sensing. Additional data entry functions include: entering descriptive data, geometric construction, interactive editing of objects (removal, modification). Data management can be defined as a set of processes with the main purpose of keeping the information resources of the system in good condition. It is also important that the data structures and search mechanisms provides efficient information sharing. The processing functions include transforming, analyzing, aggregating, and generalizing. GIS software allows spatial analysis using a variety of methods, the most popular include: overlay analysis, spatial interpolation, spatial data exploration, hot spot analysis, or kernel density estimation; this type of research finds application in a number of areas, e.g., bathymetry [29], spatial planning [30], location selection [31,32], environmental protection and disaster reduction capability [33–37], spatial and distribution patterns [38–41], demography [42], as well as many others. Using GIS software, the data can be visualized using many cartographic visualization methods, such as: cartogram, cartodiagram, range method, dot map, etc. [43].

Analyses related to management (including sustainable heritage management) requires a reference to the spatial location of objects [44,45]. The optimal solution is to acquire point data, however, as indicated in the Section 2 Materials and Methods, in practice, visualization is applied at different levels of generalization. The aim of the conducted research was to find the grid size for which the data with an acceptable loss of accuracy can be generalized. The goal was achieved using GIS tools, confirming its usefulness in such analyses.

2. Materials and Methods

When conducting spatial analysis, the use of precise point or linear data is in the most cases a model situation and gives the possibility to obtain the most accurate, flexible results [46]. Having information about the exact location of the analyzed phenomena allows for an in-depth examination of the issue. However, the availability of such data is often a problem [47]. Usually it is caused by the cost of acquisition, laboriousness, or impossibility to carry out measurements, but can also be related to the object’s specification. In the absence of precise data, some kind of generalization is introduced. Most often, data is collected for administrative division units. The smallest administrative division is usually sufficient for spatial analyses [48]. The main advantage of using administrative division units in spatial analysis is the availability of data collected in various types of offices (state, administrative)—it usually refers to administrative units [48]. The use of this type of units also simplifies the presentation of results to non-specialists (e.g., to local government authorities).

However, the administrative division units are spatially unequal, which increases difficulty of comparability (e.g., the smallest municipality in Poland has an area equal to 3.32 km², the largest—6444 km²). The basic advantage of using geometric figures in spatial analyses is its identical surface, which facilitates comparability; it is also easy to develop it using digital techniques. The most popular geometric figures are: triangles, squares, and hexagons; these are the only regular shapes that tessellates the plane with no gaps [49]. In studies performed for the purposes of the article hexagonal grid was used—the higher usefulness of the hexagon over other figures has been repeatedly confirmed in the case of spatial analyses [50–52], as well as in other cases [53–57]. The aim of this research was to find the optimal size of the hexagonal grid, to the level of which the data can be generalized, without a significant decrease in the reliability of spatial modeling for various sustainable heritage management needs.

The practical part of the research was carried out in the Esri ArcGIS 10.6 software. All map attachments (as well as the entire practical part of the tests) were made in the Lambert Azimuthal Equal Area 52N 10E ETRS89 reference system. This projection accurately represents area in all regions of the sphere, but it does not accurately represent angles; it is commonly seen in atlases [58]. European Environment Agency (EEA) recommends the use of this reference system for storing raster data, for statistical analysis and for map display purposes (small scale mapping 1:500,000 or smaller applications) [59,60]. In the research, point data with the exact location of non-movable monuments in Poland, obtained from the National Heritage Board of Poland were used. The data has been verified
and prepared for GIS analyses. The data describe the state on 1 August 2018, and contain the exact location and description of 85,891 non-movable monuments in Poland (Figure 4).

![Figure 4. Location of non-movable monuments in Poland. Own elaboration using ArcMap component of ArcGIS 10.6, on the basis of: world data from [27], polish administrative data from [28], point data from NHBP.](image)

The research has been divided into three main stages:

1. Stage I—Creating the map of the density of non-movable monuments with kernel density estimation
2. Stage II—Choosing the optimal method of spatial interpolation
3. Stage III—Finding the optimal size of the geometric grid

In the first stage, using the point data, a map of the density of non-movable monuments in Poland was created using kernel density estimation. Kernel density estimation (KDE) is an important method of spatial data visualization; KDE presents the density of the analyzed points in a given spatial extent [61], thus showing spatial patterns [62,63]. This is a non-parametric estimation, it directly uses point data [64]. KDE calculates the density of point features around each output raster cell. The surface value is highest at the location of the point and diminishes with increasing distance from the point, reaching zero at the search radius (or ‘bandwidth’) distance from the point. The kernel function is based on the quartic kernel function described in [61]. This method finds application in many fields of science, such as: archaeology [65,66], astronomy [67–71], biology [72–75], forecasting [76,77], environmental protection [78,79], medicine and health studies [80–83], and many others. Choosing the appropriate bandwidth in KDE is the subject of many studies [84–86]. If the bandwidth is too low (the impact range of the kernels is too small), KDE can give unsmooth density; while too-large a
bandwidth can over-generalize the data, giving inaccurate picture [64]. The created map of the density of non-movable monuments in Poland will serve as a model image, to which maps created using generalized hexagons will be compared.

The second stage was to determine the optimal data visualization method for the analyzed dataset. The point data was combined with administrative division units—points contained in polygons were summed up, and assigned to appropriate polygons. Polygons were then visualized with cartogram method in order to present a spatial distribution of data. A cartogram is a very good cartographic visualization method, but it has a significant disadvantage—the need to classify data gives a distorted view of the continuity of value across the entire polygon in a specific class [43]. In order to obtain more accurate view of continuity, polygon data were converted to point data (polygon centroids), and then interpolated using nine spatial interpolation methods, available in the “Geostatistical Analyst” add-on of ArcGIS software: inverse distance weighting (IDW), global polynomial interpolation (GPI), radial basis function (RBF), local polynomial interpolation (LPI), ordinary kriging (OK), simple kriging (SK), universal kriging (UK), disjunctive kriging (DK), and empirical Bayesian kriging (EBK). Spatial interpolation effectively generates a full spatial attribute pattern in a large spatial range. This tool accurately creates a spatial pattern of attributes with spatial continuity [87]. Spatial interpolation is found useful in many fields of science, such as: environmental and pollution studies [88–91], soil science/pedology [92–95], hydrology [96], bathymetry [97,98], medicine and health studies [99,100], as well as many others. Kriging interpolation is a geostatistical method for estimating values at unmeasured locations, based on empirical spatial structure quantified in a semivariogram model [101]. The aim of this part of the research was to determine the optimal method of spatial interpolation for the analyzed data using cross-validation. The values at the measured points of the analyzed point layer were interpolated—this way, maps (models) with spatial continuity were obtained. Comparing the accuracy of these maps is possible using the difference between measured points and modeled points (cross-validation). These differences are errors that constitute the basic determinant of model accuracy. Interpolation methods were compared on the basis of root-mean-square-error (RMSE). RMSE is recommended for comparing spatial interpolation methods [102], a smaller error value means a better adjusted model [91,97]. On the basis of cross-validation, the optimal method for visualizing the analyzed data was chosen.

In the third stage, a geometric grid composed of hexagons was generated. The hexagonal grid was created using the ArcGIS ‘Generate Tessellation’ tool. For different sizes of hexagons, polygons were combined with point data (same as in the second stage) and then visualized using the chosen interpolation method. The aim of the research was to find the optimal grid size, to the level of which the data can be generalized without a significant decrease in the credibility of spatial modeling. The Pearson correlation coefficient, calculated for the density map of non-movable monuments from the first part of the study and for maps created from subsequent hexagon sizes, was selected as the reliability indicator. KDE allows to obtain density values at any point within the analysis range [103], similarly for all methods of spatial interpolation [87]. This feature was used to obtain tabular data necessary to calculate Pearson’s correlation coefficient—but a point layer was needed, to collect the raster cell values. Test layers compose of randomly generated 8589 points (created using ‘Create Random Points’ tool), which corresponds with 10% of the complete set. To each particular point, the value of the chosen raster layer was assigned (from the model map created using KDE and a map created using the optimal interpolation method). Five test layers were applied, averaging Pearson’s correlation coefficients for five measurements, thus obtaining more reliable results. Received tabular data was compared using the Pearson’s correlation coefficient. In order to find the size of the hexagon for which the correlation coefficient is the highest, the above process was carried out for three levels of accuracy (every 10 km², 5 km², and 1 km²), narrowing the scope of the analysis with each level. By comparing successive values of Pearson’s correlation coefficient, one size of the hexagon was found, for which its value is the highest—it means finding the optimal grid size to which the data can be
generalized without a significant decrease in reliability. Analyses carried out in this way allowed to draw conclusions in the field of the analyzed problem.

3. Results

3.1. Map of the Density of Non-Movable Monuments—Kernel Density Estimation

The ‘Kernel Density’ tool from ArcGIS software was used to generate a density map of non-movable monuments in Poland. The built-in algorithm for determining the optimal bandwidth was used—it is (around rounded up to thousands) 40 km. Figure 5 shows the density map of non-movable monuments in Poland, generated on the basis of point data obtained from NHBP, using the ArcGIS ‘Kernel Density’ tool.

![Map of the density of non-movable monuments in Poland](image)

*Figure 5. Map of the density of non-movable monuments in Poland. Own elaboration using ArcMap component of ArcGIS 10.6, on the basis of: world data from [27], point data from NHBP.*

The generated Figure 5 will serve as a model image of the reality to which maps created using generalized hexagons will be compared. KDE allows to show the accurate spatial pattern, but as indicated in the Materials and Methods section, the availability of point data may be limited.

3.2. Optimal Method of Spatial Interpolation

Point data were combined with administrative division units, which were then visualized using a cartogram method (Figure 6).
The information on RMSE was then collected, as shown in Table 1. Additional information on individual datasets is presented in Table 2. For three levels of administrative division, data on the number of non-movable monuments in Poland were interpolated using the nine methods, as indicated in Materials and Methods. The average size of the voivodeship in Poland is 19543.82 km$^2$. Generalization in the case of the first two divisions is very large, which can be seen in the high error rates. When performing cross-validation and comparing obtained root-mean-square errors. Own elaboration.

Table 1. Collected root-mean-square errors. Own elaboration.

| Interpolation Method            | Voivodeships | Poviats | Municipalities |
|--------------------------------|--------------|---------|---------------|
| Inverse distance weighting (IDW) | 2735.33      | 226.06  | 94.42         |
| Global polynomial interpolation (GPI) | 4709.37      | 231.23  | 91.86         |
| Radial basis function (RBF)     | 2813.37      | 225.64  | 91.77         |
| Local polynomial interpolation (LPI) | 3672.84      | 226.06  | 94.42         |
| Ordinary kriging (OK)           | 2477.61      | 228.88  | 95.89         |
| Simple kriging (SK)             | 2223.73      | 215.70  | 91.52         |
| Universal kriging (UK)          | 2477.61      | 228.88  | 95.89         |
| Disjunctive kriging (DK)        | 2477.61      | 217.65  | 91.64         |
| Empirical Bayesian kriging (EBK) | 2538.04      | 226.01  | 94.42         |

Table 2. Additional information about individual data sets. Own elaboration.

| Measure    | Voivodeships | Poviats | Municipalities |
|------------|--------------|---------|---------------|
| Skewness   | 0.34         | 5.50    | 17.08         |
| Kurtosis   | 1.85         | 49.21   | 408.73        |
| Minimum    | 2032         | 6       | 0             |
| Maximum    | 9157         | 2661    | 2661          |
| Mean       | 5368.10      | 226.03  | 34.675        |
| Standard deviation | 2295.40 | 231.68  | 92.358        |

Figure 6. Number of non-movable monuments in administrative division units: (a) voivodeships, (b) povias, (c) municipalities. Own elaboration using ArcMap component of ArcGIS 10.6, on the basis of: world data from [27], polish administrative data from [28], point data from NHBP.
The average size of the voivodeship in Poland is 19,543.82 km²; poviat—822.90 km²; and municipality—126.24 km². Generalization in the case of the first two divisions is very large, which can be seen in the high error rates. When performing cross-validation and comparing obtained root-mean-square-errors, a clear result appears—the RMSE values are the lowest for simple kriging method (2223.73 for voivodeships, 215.70 for poviats, and 91.52 for municipalities). Simple kriging method demonstrates therefore the best adjustment of the model (values at the unmeasured locations are the closest to the values at the measured locations); this method was therefore chosen as optimal for subsequent tests. The results of spatial interpolation using the simple kriging method have been shown in the Figure 7.

**Figure 7.** Number of non-movable monuments in Poland, simple kriging method, generalization for administrative division units: (a) voivodeships, (b) poviats, (c) municipalities. Own elaboration using ArcMap component of ArcGIS 10.6, on the basis of: world data from [27], polish administrative data from [28], point data from NHBP.

### 3.3. Optimal Size of the Geometric Grid

The last stage of the research was the analysis of data generalized to the series of generated hexagonal grids, in order to find the optimal grid size, to the level of which the data can be generalized without a significant decrease in reliability. The hexagonal grid was created using the ArcGIS ‘Generate Tessellation’ tool. Then, using the ‘Spatial Join’ tool, the values of the total number of points within its boundaries were assigned to the appropriate polygons. Polygon data has been converted to point data (using the ‘Feature to Point’ tool), and then it was interpolated using the simple kriging method. The above process, described in the ArcGIS ModelBuilder component, is shown in the Figure 8.
The map created using the simple kriging method was compared to the map created using the ‘Kernel Density’ tool; the Pearson correlation coefficient was used as the indicator. The above process, described in the ArcGIS ModelBuilder component, is shown in the Figure 9.

In order to find the size of the hexagon for which the correlation coefficient is the highest, the processes described in Figures 8 and 9 were performed for three levels of accuracy (ranges of values)—every 10 km², 5 km², and 1 km²—narrowing the scope of analysis with each level. On the first level of accuracy (10 km²), hexagons were generated in the range of 10-300 km². The upper range was determined empirically on the basis of test research—higher values gave ever lower values of Pearson’s correlation coefficient. Values of the correlation coefficient for particular hexagon sizes with an accuracy of 10 km are shown in the Table 3, and the distribution of mean values of the correlation coefficient in the Figure 10.
Table 3. Values of the correlation coefficient for particular sizes of hexagons, accuracy level 10 km².

Own elaboration.

| Hexagon Size | Test Layer 1 | Test Layer 2 | Test Layer 3 | Test Layer 4 | Test Layer 5 | Mean  |
|--------------|--------------|--------------|--------------|--------------|--------------|-------|
| 10           | 0.68         | 0.68         | 0.67         | 0.67         | 0.67         | 0.67  |
| 20           | 0.76         | 0.75         | 0.75         | 0.75         | 0.75         | 0.75  |
| 30           | 0.80         | 0.81         | 0.80         | 0.79         | 0.80         | 0.80  |
| 40           | 0.82         | 0.82         | 0.82         | 0.82         | 0.82         | 0.82  |
| 50           | 0.84         | 0.84         | 0.84         | 0.84         | 0.84         | 0.84  |
| 60           | 0.86         | 0.86         | 0.86         | 0.86         | 0.86         | 0.86  |
| 70           | 0.86         | 0.86         | 0.86         | 0.85         | 0.85         | 0.85  |
| 80           | 0.86         | 0.86         | 0.86         | 0.86         | 0.86         | 0.86  |
| 90           | 0.86         | 0.86         | 0.86         | 0.85         | 0.86         | 0.86  |
| 100          | 0.87         | 0.87         | 0.87         | 0.87         | 0.87         | 0.87  |
| 110          | 0.97         | 0.97         | 0.97         | 0.97         | 0.97         | 0.97  |
| 120          | 0.98         | 0.98         | 0.98         | 0.97         | 0.97         | 0.98  |
| 130          | 0.98         | 0.98         | 0.98         | 0.98         | 0.98         | 0.98  |
| 140          | 0.98         | 0.98         | 0.98         | 0.98         | 0.98         | 0.98  |
| 150          | 0.98         | 0.98         | 0.98         | 0.98         | 0.97         | 0.98  |
| 160          | 0.97         | 0.97         | 0.97         | 0.97         | 0.97         | 0.97  |
| 170          | 0.91         | 0.92         | 0.92         | 0.91         | 0.91         | 0.92  |
| 180          | 0.87         | 0.87         | 0.88         | 0.87         | 0.88         | 0.87  |
| 190          | 0.95         | 0.95         | 0.95         | 0.94         | 0.95         | 0.95  |
| 200          | 0.95         | 0.95         | 0.95         | 0.95         | 0.94         | 0.95  |
| 210          | 0.90         | 0.91         | 0.91         | 0.90         | 0.90         | 0.90  |
| 220          | 0.88         | 0.88         | 0.88         | 0.88         | 0.88         | 0.88  |
| 230          | 0.87         | 0.87         | 0.87         | 0.86         | 0.87         | 0.87  |
| 240          | 0.89         | 0.89         | 0.88         | 0.88         | 0.88         | 0.88  |
| 250          | 0.86         | 0.86         | 0.86         | 0.86         | 0.86         | 0.86  |
| 260          | 0.89         | 0.89         | 0.89         | 0.88         | 0.88         | 0.88  |
| 270          | 0.86         | 0.87         | 0.87         | 0.87         | 0.87         | 0.87  |
| 280          | 0.88         | 0.87         | 0.87         | 0.86         | 0.86         | 0.86  |
| 290          | 0.86         | 0.87         | 0.87         | 0.86         | 0.86         | 0.86  |
| 300          | 0.87         | 0.87         | 0.88         | 0.87         | 0.87         | 0.87  |

All hexagon sizes are characterized by a high correlation coefficient, however, the range of 110–200 km contains values with a coefficient above 0.95 (rounded to the hundredth level). This range was chosen for the next stage—5 km² accuracy. Values of the correlation coefficient for particular sizes of hexagons at the accuracy of 5 km² are presented in the Table 4, and the distribution of the average values of the correlation coefficient in the Figure 11.

Figure 11. Mean values of Pearson’s correlation coefficient, accuracy level 5 km². Own elaboration.
Table 4. Values of the correlation coefficient for particular sizes of hexagons, accuracy level 5 km$^2$.

| Hexagon Size | Test Layer 1 | Test Layer 2 | Test Layer 3 | Test Layer 4 | Test Layer 5 | Mean |
|--------------|--------------|--------------|--------------|--------------|--------------|------|
| 110          | 0.970        | 0.972        | 0.971        | 0.971        | 0.968        | 0.970|
| 115          | 0.979        | 0.979        | 0.981        | 0.981        | 0.980        | 0.980|
| 120          | 0.976        | 0.976        | 0.977        | 0.974        | 0.974        | 0.975|
| 125          | 0.978        | 0.979        | 0.978        | 0.978        | 0.977        | 0.978|
| 130          | 0.979        | 0.981        | 0.980        | 0.980        | 0.978        | 0.980|
| 135          | 0.983        | 0.984        | 0.983        | 0.983        | 0.982        | 0.983|
| 140          | 0.979        | 0.980        | 0.980        | 0.979        | 0.977        | 0.979|
| 145          | 0.979        | 0.978        | 0.979        | 0.978        | 0.977        | 0.978|
| 150          | 0.976        | 0.975        | 0.976        | 0.977        | 0.974        | 0.976|
| 155          | 0.962        | 0.963        | 0.960        | 0.962        | 0.960        | 0.961|
| 160          | 0.972        | 0.972        | 0.971        | 0.971        | 0.971        | 0.971|
| 165          | 0.971        | 0.970        | 0.972        | 0.972        | 0.971        | 0.971|
| 170          | 0.915        | 0.918        | 0.916        | 0.912        | 0.915        | 0.915|
| 175          | 0.880        | 0.878        | 0.879        | 0.876        | 0.878        | 0.878|
| 180          | 0.875        | 0.871        | 0.876        | 0.870        | 0.876        | 0.874|
| 185          | 0.933        | 0.933        | 0.932        | 0.929        | 0.929        | 0.931|
| 190          | 0.948        | 0.950        | 0.947        | 0.944        | 0.946        | 0.947|
| 195          | 0.898        | 0.894        | 0.899        | 0.896        | 0.897        | 0.897|
| 200          | 0.946        | 0.947        | 0.946        | 0.945        | 0.944        | 0.946|

To the next level of accuracy (1 km$^2$) a range with a correlation coefficient higher than 0.970 (rounded up to the thousandth level) was selected—hexagons with an area of 110–165 km$^2$. Values of the correlation coefficient for particular sizes of hexagons at the accuracy of 5 km$^2$ are presented in the Table 5, and the distribution of the average values of the correlation coefficient in the Figure 12.

Table 5. Values of the correlation coefficient for particular sizes of hexagons, accuracy level 1 km$^2$.

| Hexagon Size | Test Layer 1 | Test Layer 2 | Test Layer 3 | Test Layer 4 | Test Layer 5 | Mean |
|--------------|--------------|--------------|--------------|--------------|--------------|------|
| 110          | 0.9699       | 0.9719       | 0.9711       | 0.9710       | 0.9685       | 0.9705|
| 111          | 0.9689       | 0.9717       | 0.9702       | 0.9708       | 0.9681       | 0.9699|
| 112          | 0.9717       | 0.9720       | 0.9726       | 0.9714       | 0.9705       | 0.9716|
| 113          | 0.9802       | 0.9791       | 0.9785       | 0.9801       | 0.9799       | 0.9796|
| 114          | 0.9762       | 0.9753       | 0.9755       | 0.9768       | 0.9742       | 0.9756|
| 115          | 0.9795       | 0.9793       | 0.9811       | 0.9811       | 0.9795       | 0.9801|
| 116          | 0.9809       | 0.9801       | 0.9810       | 0.9799       | 0.9786       | 0.9801|
| 117          | 0.9779       | 0.9774       | 0.9784       | 0.9766       | 0.9766       | 0.9774|
| 118          | 0.8564       | 0.8542       | 0.8532       | 0.8473       | 0.8514       | 0.8525|
| 119          | 0.9793       | 0.9793       | 0.9802       | 0.9790       | 0.9777       | 0.9791|
| 120          | 0.9761       | 0.9760       | 0.9767       | 0.9744       | 0.9738       | 0.9754|
| 121          | 0.9780       | 0.9780       | 0.9798       | 0.9802       | 0.9769       | 0.9786|
| 122          | 0.9778       | 0.9764       | 0.9779       | 0.9780       | 0.9746       | 0.9769|
| 123          | 0.9815       | 0.9803       | 0.9807       | 0.9815       | 0.9785       | 0.9805|
| 124          | 0.9804       | 0.9776       | 0.9805       | 0.9798       | 0.9774       | 0.9791|
| 125          | 0.9783       | 0.9785       | 0.9781       | 0.9784       | 0.9772       | 0.9781|
| 126          | 0.9795       | 0.9779       | 0.9789       | 0.9800       | 0.9777       | 0.9788|
| 127          | 0.9805       | 0.9803       | 0.9806       | 0.9811       | 0.9789       | 0.9803|
| 128          | 0.9827       | 0.9819       | 0.9824       | 0.9822       | 0.9811       | 0.9821|
| 129          | 0.9820       | 0.9821       | 0.9819       | 0.9813       | 0.9801       | 0.9815|
| 130          | 0.9792       | 0.9810       | 0.9804       | 0.9797       | 0.9779       | 0.9796|
| 131          | 0.9778       | 0.9788       | 0.9794       | 0.9787       | 0.9769       | 0.9783|
Table 5. Cont.

| Hexagon Size | Test Layer 1 | Test Layer 2 | Test Layer 3 | Test Layer 4 | Test Layer 5 | Mean  |
|--------------|--------------|--------------|--------------|--------------|--------------|-------|
| 132          | 0.9822       | 0.9822       | 0.9843       | 0.9839       | 0.9821       | 0.9829|
| 133          | 0.9787       | 0.9791       | 0.9795       | 0.9788       | 0.9779       | 0.9788|
| 134          | 0.9811       | 0.9819       | 0.9819       | 0.9818       | 0.9808       | 0.9815|
| 135          | 0.9829       | 0.9837       | 0.9829       | 0.9825       | 0.9823       | 0.9828|
| 136          | 0.9770       | 0.9777       | 0.9776       | 0.9770       | 0.9766       | 0.9772|
| 137          | 0.9769       | 0.9769       | 0.9785       | 0.9779       | 0.9767       | 0.9774|
| 138          | 0.8902       | 0.8865       | 0.8883       | 0.8855       | 0.8873       | 0.8875|
| 139          | 0.9620       | 0.9636       | 0.9612       | 0.9594       | 0.9606       | 0.9614|
| 140          | 0.9788       | 0.9803       | 0.9797       | 0.9789       | 0.9772       | 0.9790|
| 141          | 0.9754       | 0.9789       | 0.9769       | 0.9756       | 0.9748       | 0.9763|
| 142          | 0.8726       | 0.8682       | 0.8738       | 0.8700       | 0.8718       | 0.8713|
| 143          | 0.8780       | 0.8749       | 0.8790       | 0.8733       | 0.8760       | 0.8762|
| 144          | 0.9730       | 0.9745       | 0.9740       | 0.9737       | 0.9725       | 0.9735|
| 145          | 0.9792       | 0.9777       | 0.9788       | 0.9783       | 0.9769       | 0.9782|
| 146          | 0.9797       | 0.9795       | 0.9794       | 0.9794       | 0.9772       | 0.9790|
| 147          | 0.9774       | 0.9784       | 0.9773       | 0.9777       | 0.9762       | 0.9774|
| 148          | 0.9665       | 0.9686       | 0.9665       | 0.9664       | 0.9647       | 0.9665|
| 149          | 0.9612       | 0.9619       | 0.9600       | 0.9595       | 0.9586       | 0.9602|
| 150          | 0.9756       | 0.9753       | 0.9757       | 0.9767       | 0.9744       | 0.9755|
| 151          | 0.9788       | 0.9777       | 0.9784       | 0.9790       | 0.9760       | 0.9780|
| 152          | 0.9782       | 0.9781       | 0.9783       | 0.9791       | 0.9759       | 0.9779|
| 153          | 0.9775       | 0.9771       | 0.9769       | 0.9778       | 0.9766       | 0.9772|
| 154          | 0.9674       | 0.9685       | 0.9659       | 0.9679       | 0.9667       | 0.9673|
| 155          | 0.9617       | 0.9628       | 0.9602       | 0.9616       | 0.9604       | 0.9613|
| 156          | 0.9747       | 0.9748       | 0.9754       | 0.9744       | 0.9737       | 0.9746|
| 157          | 0.9752       | 0.9748       | 0.9753       | 0.9759       | 0.9749       | 0.9752|
| 158          | 0.9764       | 0.9752       | 0.9754       | 0.9765       | 0.9752       | 0.9757|
| 159          | 0.9776       | 0.9766       | 0.9765       | 0.9773       | 0.9767       | 0.9769|
| 160          | 0.9716       | 0.9722       | 0.9712       | 0.9714       | 0.9706       | 0.9714|
| 161          | 0.9630       | 0.9641       | 0.9630       | 0.9638       | 0.9619       | 0.9632|
| 162          | 0.8575       | 0.9570       | 0.9563       | 0.9569       | 0.9564       | 0.9568|
| 163          | 0.9700       | 0.9699       | 0.9715       | 0.9692       | 0.9694       | 0.9700|
| 164          | 0.9736       | 0.9726       | 0.9745       | 0.9729       | 0.9723       | 0.9732|
| 165          | 0.9713       | 0.9704       | 0.9724       | 0.9723       | 0.9710       | 0.9715|

Figure 12. Mean values of Pearson’s correlation coefficient, accuracy level 1 km². Own elaboration.

By comparing successive values of Pearson’s correlation coefficient, one hexagon size was found, for which its value is the highest—132 km². The value of the correlation coefficient for the measurement from the third test layer is in this case 0.9843, and the average value for this hexagon size for all five test layers is 0.9829. This is the optimal grid size, to which the data can be generalized without significant decrease in reliability. A hexagon grid with an area of 132 km² is shown in the Figure 13, while a map of spatial distribution of non-movable monuments, generalized for this grid is shown in Figure 14.
Figure 13. Hexagonal grid with an area of 132 km$^2$. Own elaboration using ArcMap component of ArcGIS 10.6, on the basis of world data from [27].

Figure 14. Map of spatial distribution of non-movable monuments, generalized for 132 km$^2$ hexagon. Own elaboration using ArcMap component of ArcGIS 10.6, on the basis of world data from [27].
4. Discussion

The conducted analyses showed the possibility of using various GIS tools in spatial analysis related to sustainable heritage management. The obtained results allowed us to formulate the following:

1. With the availability of point data containing detailed information about the location of objects, kernel density estimation gives an accurate picture of reality, as shown in the Results section. This is due to the fact that KDE is a non-parametric method, taking into account only the location of objects—not affected by a generalization error.

2. With the availability of point data, which does not contain detailed information about the location of objects, containing only parameters describing it quantitatively, spatial analyses require a different approach. Conducted research has shown that spatial interpolation should be performed; from the methods analyzed in the article, the simple kriging method proved to be optimal. This was confirmed by the smallest RMSE value.

3. In the case of unavailability of point data, the literature analysis showed a solution in the form of data generalization through the use of a hexagonal grid. The research conducted in the article showed that in the range of 110–200 km² hexagons, very satisfying results are obtained (Pearson’s correlation coefficient assumes values above 0.95). The 132 km² hexagon proved to be an optimal one—the Pearson’s correlation coefficient after averaging for all five test layers is 0.9829.

5. Conclusions

1. To properly implement sustainable heritage management, thematic maps are required for various related analyses. Development of such maps (as indicated in the article) can be expensive, long, and not always possible to implement based on detailed location data. In the article, using data on non-moveable monuments in Poland, the methodology of creating more generalized maps using less data, is shown. Studies created in Poland (indicated in Conclusions, point 4) often require aggregated maps, without detailed location of the objects. The methodology presented in the article is a response to these needs.

2. The study was based on point data of non-movable monuments in Poland, and the result of the 132 km² hexagonal grid is the result only for this specific data. The methodology proposed in the article gives the possibility of universal application. Further research may be based on a comparison of different types of data using the methodology developed in this article. The hexagonal grid gave a specific result, and a comparison of other geometric figures can also become the basis for further studies.

3. The scope of the analysis is also universal. The research in the article was carried out for the area of one country—Poland, including its administrative division units. Similar analyses can be made for any other country with a different administrative division, or even for larger areas (e.g., continents). The scope of the tests may also be limited to a smaller area (e.g., regions).

4. In Poland, some studies on spatial management (part of the sustainable heritage management) directly concern the administrative areas and the analysis closes within its borders. Such documents include: National Spatial Development Concept for the country level; Voivodeship Development Strategy, and Voivodeship Spatial Management Plan for the voivodeship level; and Municipality Development Strategy, Study Of The Conditions And Directions Of The Spatial Management Of Municipality, Local Spatial Management Plans for the municipality level. For such applications, the point level of detail may even be unnecessarily high. Generalization of data may end at the level of a given administrative unit (this is also shown in the article).

5. The research conducted in the article confirmed the wide possibilities of using GIS tools for various purposes, in this particular case concerning cultural heritage, and in particular sustainable heritage management.
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