Deep learning-based models have recently outperformed state-of-the-art seasonal forecasting models, such as for predicting El Niño-Southern Oscillation (ENSO). However, current deep learning models are based on convolutional neural networks which are difficult to interpret and can fail to model large-scale atmospheric patterns. In comparison, graph neural networks (GNNs) are capable of modeling large-scale spatial dependencies and are more interpretable due to the explicit modeling of information flow through edge connections. We propose the first application of graph neural networks to seasonal forecasting. We design a novel graph connectivity learning module that enables our GNN model to learn large-scale spatial interactions jointly with the actual ENSO forecasting task. Our model, Graphilio, outperforms state-of-the-art deep learning-based models for forecasts up to six months ahead. Additionally, we show that our model is more interpretable as it learns sensible connectivity structures that correlate with the ENSO anomaly pattern.
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I. INTRODUCTION

El Niño–Southern Oscillation (ENSO) has a large influence on climate variability as it causes disasters such as floods (1), droughts (2), and heavy rains (3, 4) in various regions of the world. It also has severe implications on public health (5, 6). ENSO forecasts have remained at traditionally low skill due to the high variability of ENSO manifestations and the difficulty in capturing the global scale and complexity of the ocean-atmosphere interactions that cause it (7). Data-driven forecasting systems are additionally confronted by the limited availability of observational data. Various indices exist to measure the presence and strength of ENSO events. As in the most related work (8), we here focus on forecasting the commonly used Oceanic Niño Index (ONI). In a recent work, a deep learning system based on a convolutional neural network (CNN) was successfully applied (8) to forecasting ENSO by exploiting vast amounts of simulation data from climate models (9). The CNN model was indeed able to outperform state-of-the-art dynamical systems, and provide skillful forecasts of the ONI for up to 17 months ahead. However, some of the fundamental assumptions behind CNNs (10) are not well suited for seasonal and long range forecasting:

• Parameter-shared convolutions lead to translational equivariance, meaning that if the input is moved, its output representation will move by the same amount. In earth science applications however, the location of a certain pattern is very important. For example, sea surface temperature anomalies occurring in the tropical Pacific should be treated differently from those occurring in the north Atlantic.
• CNNs build representations from spatially close regions of the input, leading to a spatial locality bias. Many climate phenomena however, are driven by global interactions. CNNs account for large-scale patterns only through deep layers, which misses the importance of modeling predominantly large-scale patterns.
• CNNs need to use all grid cells of the input. This makes them inflexible in cases where some regions of the input are known to not be needed and must be masked out for the CNN (e.g., as in this work, all terrestrial locations could be discarded when only using oceanic variables).

Therefore, we advocate for formulating the ONI forecasting problem as a graph regression problem, and model it with Graph Neural Networks (GNN) (11). GNNs generalize convolutions to non-Euclidean data, and thus allow us to model large-scale global connections as edges of a graph. We visualize this key modeling difference in Fig. 1. Furthermore, GNNs can enhance model interpretability, given that domain knowledge can be encoded into the graph connection structure, or, if using an adaptive graph structure, we can analyze the learned edges. Our proposed model also requires 12 times less models than a state-of-the-art deep learning-based approach (8), which requires a separate model for each target season (and each number of lead months). Lastly, we note that GNNs are more efficient than recurrent neural networks and LSTMs (12), which are often used in ENSO forecasting models (13), (14), as well as significantly more efficient than dynamical models, which are compute- and resource-intensive.

Motivated by these modeling advantages that GNNs enjoy over other deep learning architectures, we can summarize our
We propose Graph Neural Networks (GNNs) to forecast El Niño–Southern Oscillation (ENSO). GNNs can extract patterns at a global scale indicative of ENSO, contrary to CNNs, which are based on spatially local feature extractors, i.e. grid convolutions, and assume translational equivariance. The right part of the figure visualizes this key difference in a toy example. In this work, the goal is forecasts the ONI, which is the averaged sea surface temperature anomalies over the ONI region (5°N-5°S, 120°-170°W) over three months. We jointly learn a global graph connectivity structure, represented by an adjacency matrix, with our proposed structure learning module.

Figure 1: We propose Graph Neural Networks (GNNs) to forecast El Niño–Southern Oscillation (ENSO). GNNs can extract patterns at a global scale indicative of ENSO, contrary to CNNs, which are based on spatially local feature extractors, i.e. grid convolutions, and assume translational equivariance. The right part of the figure visualizes this key difference in a toy example. In this work, the goal is forecast the ONI, which is the averaged sea surface temperature anomalies over the ONI region (5°N-5°S, 120°-170°W) over three months. We jointly learn a global graph connectivity structure, represented by an adjacency matrix, with our proposed structure learning module.

**II. BACKGROUND**

Methods to forecast ENSO can be broadly classified into dynamical and statistical systems [15], [16], [17]. The former are based on physical processes/climate models (e.g. atmosphere–ocean coupled models) [18], [19], [20], while the latter are data-driven, including machine learning (ML)-based approaches.

The presence of an ENSO event is commonly measured via the running mean over \(k\) months of sea surface temperature anomalies (SSTA) over the Oceanic Niño Index (ONI, \(k = 3\)) region (5N-5S, 120-170W), also known as the Niño3.4 index region (\(k = 5\)).

Code is available at https://github.com/salvaRC/Graphino

**III. RELATED WORK**

A. Machine Learning for ENSO forecasting

Recently, deep learning was successfully used to forecast ENSO 1 yr ahead [21] as well as with a lead time of up to 1.5 yrs [8], thus out-performing state-of-the-art dynamical methods. Both project the Oceanic Niño Index (ONI) for various lead times. The former only use the ONI index time series as input of a temporal Convolutional Neural Network (CNN), while the latter feed sea surface temperature (SST) and heat content anomaly maps data to a CNN. We note that the predictive skill of the model in [21] can be mostly attributed to the use of a denoising method (EEMD [22]), which is contentious since the smoothing process may be transferring information from the future (i.e. test set) to the past [23].

Most statistical methods can only predict the single-valued index, an averaged metric over SST anomalies that does not convey zonal information. A notable exception, makes use of an encoder-decoder approach [13]. An overview over other machine learning methods used to project ENSO is given in [24].

B. Climate networks

In climate networks [25], which stem from the field of complex networks, each grid cell of a climate dataset is considered a network node and edges between pairs of nodes are set up using a similarity measure. They have been used to detect and characterize SST teleconnections [26] and to successfully forecast the presence of ENSO 1 yr prior [27]. The latter exploits the observation that, a year before an ENSO event, a large-scale cooperative mode seems to link the equatorial Pacific corridor (“El Niño basin”) and the rest of the Pacific ocean [27]. Our GNN approach for ENSO forecasting builds...
Fig. 2: The learned world connectivity structure makes our proposed model \textit{Graphiño} more interpretable than other black-box statistical models, while retaining a high predictive skill. To visualize the learned connectivity, we plot the eigenvector centrality of each node as a heatmap. It measures the influence of a node on the learned graph. Nodes with the highest importance can be seen in or near the ONI region for 1 lead month, while becoming more global with more lead months, as expected. Interestingly, our 23-lead model in Fig. 2f achieves a high correlation skill of 0.408, which is considerably better than our ensemble and the main ensemble model from [8]. Please refer to Section V.C for a more detailed discussion of the learned connectivity and its benefits.

on the climate network’s precedent of describing climate as a network of nodes related by non-local connections.

C. Graph neural networks

In the past years, GNNs have surged as a popular sub-area of research within machine learning [28]. Interestingly, they have scarcely been used in earth and atmospheric sciences. A few applications use them for earthquake source detection [29], power outage prediction [30] and wind-farm power estimation [31]. The representation of data as a graph, however, makes GNNs a very promising candidate to learn distant relationships in ENSO forecasting. This work is the first to explore the performance of GNNs for seasonal forecasting. As in the CNN-based work [8], we do not explicitly model temporal relationships in the present paper, but instead build upon the standard graph convolutional network architecture [32]. A natural extension would therefore be to explicitly model the temporal patterns, e.g. with spatiotemporal GNNs that have already been extensively applied to traffic forecasting [12], [33], [34], [35], [36].

IV. METHODS

To see how we can map general climate datasets into a problem appropriate for a GNN, we note that these datasets are usually gridded. Hence, the grid cells (i.e. geographical locations) can be naturally mapped to the nodes of a GNN. The graph’s edges, which model the flow of information between nodes, are the main argument in favor of a GNN approach. Edges can be chosen based on domain expertise or on edges analyzed in climate networks research, or they can be jointly learned with the target forecasting task. The explicit modeling of interdependencies based on domain expertise, or the GNN’s choice of meaningful edges (e.g. well known patterns or teleconnections), greatly enhances the model’s interpretability. In this work, we propose a novel graph structure learning module to jointly learn the connectivity structure, and forecast
the ONI. In the following, we present the formal setup of our approach.

A. Problem formulation

Let \( \mathcal{V} = \{V_1, V_2, \ldots, V_N\} \) be the nodes of the graph \( G = (\mathcal{V}, \mathcal{E}) \), where each node \( V_i \) is a grid cell of a (flattened) climate dataset, defined by its latitude and longitude. We will later define the set of edges, \( \mathcal{E} \). For each time step, \( t \in \{1, \ldots, T\} \), we associate with each such location a feature vector \( \vec{V}^{(t)}_i \in \mathbb{R}^D \) of \( D \) climate variables. For time step \( t \) let \( \vec{X}_t = \{\vec{V}_1^{(t)}, \ldots, \vec{V}_N^{(t)}\} \in \mathbb{R}^{N \times D} \) be a snapshot measurement over all locations. Given a temporal sequence of such climate measurements \( \vec{X} = \{\vec{X}_1, \ldots, \vec{X}_T\} \in \mathcal{X} \), our goal is to forecast the ONI index \( Y = Y_{\text{ONI}} \in \mathbb{R} \) with \( h \) months of anticipation and the window size, \( w \), i.e. the number of timesteps used for prediction. In this paper, we do not explicitly model the temporal component, and instead simply concatenate \( w \) temporal sequence elements \( \vec{X}_{t-h:k}^w \in \mathbb{R}^{N \times D} \) to a single representation matrix \( \vec{X} \in \mathbb{R}^{N \times D} \).

Our dataset then consists of a timeseries of such pairs \((\vec{X}, Y)\) and our goal is to learn a neural network model \( f_{\phi} : \mathcal{X} \to \mathbb{R} \), parameterized by \( \phi \). We do so by minimizing an appropriate loss function, here the mean squared error between the predicted and true ONI index. We note that simple, but promising, extensions to this basic setup include multi-step forecasting, and forecasting of multiple values (e.g. multiple zonal SSTAs).

To finalize our graph’s definition, we also need to define the set of edges, \( \mathcal{E} \), that encodes the connectivity structure between geographical locations. This can be done through an adjacency matrix \( A \in \{0, 1\}^{N \times N} \), where \( A_{i,j} \) equals 1 when there exists an edge from node \( V_i \) to node \( V_j \), and 0 otherwise. To mirror grid-convolutions from CNNs we could choose them according to geographical neighborhood, i.e. by connecting adjacent grid cells of the climate dataset. This would, however, seriously limit the predictive power of our model, as we show in Section V-D since ENSO is inherently a large-scale phenomenon. In this paper, we choose to view the edge structure as learnable, jointly with the model’s parameters \( \phi \). This makes it possible to inspect the learned adjacency matrix during, and after model training, to validate whether it is sensible. We now introduce our structure learning component in detail.

B. Graph structure learning module

We propose a directed, end-to-end learnable edge structure represented by a continuous adjacency matrix, \( A \in [0, 1]^{N \times N} \), where each entry, \( A_{i,j} \), can be now interpreted as a weighted connection from node \( V_i \) to node \( V_j \). In the following we use tildes for variables only occurring in our structure learning module (e.g. \( \tilde{X} \)), that should not be confused with similar, but unrelated counterparts without tilde used by the GCN module (e.g. \( X \)). Concretely, we make use of static node representations, \( \tilde{X} \in \mathbb{R}^{N \times d_1} \), to compute:

\[
M_1 = \tanh(\alpha_1 \tilde{X} \tilde{W}_1) \in \mathbb{R}^{N \times d_2},
\]

\[
M_2 = \tanh(\alpha_1 \tilde{X} \tilde{W}_2) \in \mathbb{R}^{N \times d_2},
\]

\[
A = \text{sigmoid}(\alpha_2 M_1 M_2^T) \in [0, 1]^{N \times N},
\]

where \( \tilde{W}_1, \tilde{W}_2 \in \mathbb{R}^{d_1 \times d_2} \) are learnable parameters, and \( \alpha_1 \) and \( \alpha_2 \) are hyperparameters. The smaller \( \alpha_1 \) is, the more distinct values are generated, while a high \( \alpha_2 > 1 \) leads to more confident scores on whether there is an edge or not (i.e. it discourages values close to 0.5). In a final step, we set all but the largest \( e \) edge values \( A_{i,j} \) to 0 in order to enforce a sparse connectivity structure. This module is inspired by the unidirectional module from [33]. The key differences are 1) We allow for bi-directional edges, while uni-directional edges are enforced in [33]; 2) We set an upper limit, \( e \), on the total number of edges, instead of fixing a maximum number of neighbors for each node. Note that while these differences are subtle, they are absolutely key for a better performance, and it lends itself for a better interpretation of the learned connectivity structure. We discuss these advantages in more detail in Section V-D. As is standard practice, we add self-loops to the graph, so as to preserve node information, by letting the diagonal of \( A \) be non-zero.

C. Graph Neural Network

The problem of forecasting the ONI can be framed as a graph regression problem. As such, any GNN can be used to model this task. For this work, we build upon the popular graph convolutional neural network (GCN) architecture [32]. At each GCN layer \( l \), node embeddings \( \vec{Z}_l \) are generated for each node \( V_i \). The node embeddings \( \vec{Z}_l \) for node \( V_i \) are aggregated from the previous-layer embeddings of its neighbors: \( \{\vec{Z}_{j}^{(l-1)} : A_{ij} \neq 0\} \). Thus, in the deeper layers, information from more distant nodes propagates to each node embedding. This process is therefore also called message-passing. Mathematically the node embeddings \( \vec{Z}_l \) of the \( l \)-th graph convolutional layer can be written as:

\[
\vec{Z}_l = \sigma \left( A \vec{Z}_l^{(l-1)} \tilde{W}_l \right) \in \mathbb{R}^{N \times D_l},
\]
where $Z^{(l-1)} \in \mathbb{R}^{N \times D_{l-1}}$ are the node embeddings of the previous layer (with the first layer, $Z^{(0)} = X$), and the activation function, $\sigma$.

In the standard case with a discrete $A_{i,j} \in \{0, 1\}$ the aggregation $AZ^{(l-1)}$ is a simple sum, while with our continuous graph structure learning formulation, $A_{i,j} \in [0, 1]$, it becomes a weighted sum.

We then use the output of the last layer $L$ to pool a graph embedding $g \in \mathbb{R}^{D_L}$ by aggregating the node embeddings:

$$g = \text{Aggregate} \left( Z^{(L)}_1, \ldots, Z^{(L)}_N \right),$$

where the aggregation function can be, e.g., a mean or sum over the node embeddings. In a final step, the graph representation $g$ is used as input to a fully connected multi-layer perceptron, to forecast our estimate of the ONI index: $\hat{Y} = \text{MLP} \left( g \right)$.

In practice, we use a more complex formulation with jumping knowledge and residual connections, which have been shown to increase performance in a wide variety of tasks [38]. Jumping knowledge connections, means that the node embeddings from the intermediate GCN layers are concatenated to the final one from layer $L$ [38]. Please refer to the Appendix for the full mathematical formulation. Further, while the original graph convolution normalizes the input node embeddings by the in-degree, we have found that replacing it with batch normalization over the feature dimension gives better results.

V. Experiments

A. Experimental setup

To validate the predictive skill of our GNN Graphiño, we benchmark it on the same setup and in a fair comparison against the CNN and dynamical models from [8]. That is, as training set we use the same SODA reanalysis dataset (1871-1973), and climate model simulations from CMIP5, that were used in [8]. The augmentation of the dataset with potentially noisy simulations is important in order to have a sample size suitable for deep learning methods [8] (in total 30k samples, while SODA only has 1200 samples). The GODAS dataset for the period of 1984 to 2017 serves as the held-out test set. The datasets are used in a resolution of 5 degrees, and only the geographical locations that lie within $55.5-60N$ and $0-360W$ are used. This results in $N = 1345$ nodes (after filtering out all terrestrial ones). The features for each node are the sea surface temperature (SST) and heat content anomalies over $w = 3$ months (i.e., $D = 2$, $D_0 = 2 \times 3 = 6$). The prediction target is the ONI index for $h$ months ahead. This is the exact same setup from [8].

Differently than the CNN in [8] however, we

- only run a single model for a given number of target lead months, whereas they run a separate model for each target season (i.e. one for DJF, another one for JFM, etc.). This makes our approach require 12 times fewer models.
- do not use the transfer learning technique, but instead train in a single training process both on CMIP5 simulations and the SODA dataset, since we observed massive overfitting to the small SODA dataset otherwise.

Also, note that our GNN is a more natural representation for the task, since we can simply filter out all terrestrial locations, whereas the inflexible CNN grid structure requires them to be present (with all features equal to zero). Just as in [8], we report the performance of an ensemble of size four. For more details, please refer to Section [V-E].

B. Results

1) Average prediction

We find that our proposed GNN model outperforms the state-of-the-art CNN of [8] for up to 6 lead months, as well as the competitive dynamical model SINTEX-F [37] for all lead times, see Table I. Our model is able to significantly advance the state-of-the-art of machine learning for ENSO models in this seasonal forecasting range of up to six months. We hypothesize that the more rapid decrease in performance of our model for more than six lead months compared to the CNN model, can be attributed to the fact that our model also needs to learn the connectivity structure. This potentially leads to a higher sample complexity and makes the model more prone to overfitting. The ONI time series forecasted by our model, for $n = 1, 3, 6$ lead months, are plotted in Fig. 3.

Interestingly, we found that one of our ensemble members achieves a correlation coefficient of 0.408 for 23 lead months, which is very high given that the skill of both, our ensemble and the one from [8], only achieve 0.34 and 0.29 respectively. This indicates, that further research could potentially achieve skillful multi-year forecasts. We therefore include the learned connectivity structure of this model in Fig. 2f as we believe that it may be of interest to the community.

2) Rare event prediction

Fig. 4 compares Graphiño to established selected statistical and dynamical models predicting ENSO events for year 2015, during which occurred one of the strongest El Niño in past decades [41]. Graphiño considerably outperforms all of the statistical, and a vast majority of the dynamical models, being notably better than the average of both of the groups, achieving a correlation coefficient of 0.948 across the year.

C. Analysis of the connectivity structure learned by the GNN

Recall that in our experiments, we do not pre-define any edges between the nodes. Thus, the GNN model needs to learn suitable edges in addition to the actual forecasting task. Note that while we associate each node with its geographical location defined by its latitude and longitude, the GCN model has no notion of spatiality. That being said, we now analyze the learned connections and demonstrate their reasonableness, which emphasizes our argument that we can encode powerful and interpretable inductive biases into GNNs for seasonal forecasting.

1) Eigenvector centrality

Since the number of learned edges and nodes is too large to explicitly plot every learned connection in an informative way, we instead choose to analyze the assigned importance of each node, as measured by their eigenvector centrality. This quantity measures the influence of a node on the graph – a node with a high centrality score means that it is connected to many other nodes with high scores, and therefore plays a central role in the graph. In mathematical terms, the centrality score of a
node, \( i \in \{1, \ldots, N\} \), is the \( i \)-th element of the eigenvector \( \mathbf{v} \in \mathbb{R}^N \) that corresponds to the largest eigenvalue \( \lambda_{\text{max}} \) of the adjacency matrix. That is, it satisfies \( \mathbf{A} \mathbf{v} = \lambda_{\text{max}} \mathbf{v} \). [42]

2) Interpretation of learned edges in terms of ENSO models

In Fig. 2 we plot heatmaps of the computed eigenvector centrality scores of each node of our best performing model for lead times \( h \in \{1, 3, 6, 9, 12, 23\} \). These show which nodes (in darker color) play a central role in the graph and are connected to other central nodes. High eigenvector centrality scores translate to having a high influence in the GCN since the node’s information will spread more during message passing.

In order to interpret the spatial features of the edges in terms of physical processes we first need to understand the basic physics behind ENSO. El Niño or La Niña events are characterized by the Bjerknes feedback, which is a positive feedback between SST and wind anomalies [43]. Wind tends to rush towards (away from) regions of warm (cold) SST which pushes even more warm water towards (away from) that region. This further intensifies the wind, which further intensifies the SST anomaly. During EL Niño (La Niña) events warm (cold) SST anomalies form over the eastern Pacific thereby intensifying the wind towards the eastern Pacific. If the Bjerknes feedback is not interrupted, the eastern Pacific would keep on getting warm (cold). The theories of ENSO attempt to explain the processes that interrupt the feedback and cause transition from one phase to another. The most popular theories imagine the tropical Pacific as a self-sustaining oscillator. The Rossby and Kelvin waves [44], [45], two standard modes of variability observed in the ocean, play a crucial role in the graph and are connected to other central nodes. High eigenvector centrality scores translate to having a high influence in the GCN since the node’s information will spread more during message passing.

In order to interpret the spatial features of the edges in terms of physical processes we first need to understand the basic physics behind ENSO. El Niño or La Niña events are characterized by the Bjerknes feedback, which is a positive feedback between SST and wind anomalies [43]. Wind tends to rush towards (away from) regions of warm (cold) SST which pushes even more warm water towards (away from) that region. This further intensifies the wind, which further intensifies the SST anomaly. During EL Niño (La Niña) events warm (cold) SST anomalies form over the eastern Pacific thereby intensifying the wind towards the eastern Pacific. If the Bjerknes feedback is not interrupted, the eastern Pacific would keep on getting warm (cold). The theories of ENSO attempt to explain the processes that interrupt the feedback and cause transition from one phase to another. The most popular theories imagine the tropical Pacific as a self-sustaining oscillator. The Rossby and Kelvin waves [44], [45], two standard modes of variability observed in the ocean, play a crucial role in the graph and are connected to other central nodes. High eigenvector centrality scores translate to having a high influence in the GCN since the node’s information will spread more during message passing.

Yet another theory, the western Pacific oscillator [48], predicts that the SST and thermocline anomalies in the western Pacific warm pool trigger anomalous winds in the western Pacific setting off Kelvin waves towards the east. The SST and sea level pressure anomalies preceding the spring in the Niño5 (120°–140°E, 5°S–5°N) and Niño6 (140°–160°E, 8°–16°N) region trigger eastward wind anomalies in the western Pacific. These wind anomalies are deemed important according to this theory. Significant 9-month lead predictability of our model seems to originate from this region (Fig. 2c) which shows that this mechanism provides a source of predictability for our model even before the spring.

The recharge-discharge oscillator [49] is yet another theory which suggests that during the warm phase anomalous eastward wind drives poleward transport of warm water thereby shoaling the thermocline and reducing the equatorial ocean heat content in the tropical Pacific. This leads to a transition to the cold phase, which is associated with anomalous westward winds. The westward winds then drive warm water towards the tropical Pacific performing what is known as the recharge phase. The signature of the discharge (recharge) process where warm water is transported away from (towards) the equator is evident in figures Fig. 2d and Fig. 2c.

For two year lead in figure Fig. 2 we see hotspots of connectivity in the tropical Indian and Atlantic oceans. Warm SST over Indian and Atlantic ocean strengthens the trade winds from the Pacific thereby leading to weak El Niños or prolonged La Niña-like conditions [50], [51], [52]. More recently, a unified oscillator theory has been proposed [53], [54] which merges...
Fig. 4: **Graphiño** (red) outperforms all statistical models (top) and most dynamical models (bottom) in the prediction of the extreme El Niño year, 2015. The plume plot shows the ONI forecasts issued on January 2015. The entries in legends are sorted by the correlation coefficient $\rho$ with the first record being the best one (highest $\rho$). The lines correspond to the predicted ONI for various seasons, e.g., JFM being the running average of SST anomalies in the ONI region for January, February and March. Dynamical and statistical model predictions were provided by the International Research Institute for Climate and Society (IRI) [39], and the observations by the National Oceanic and Atmospheric Administration (NOAA) [40].

the effects of all the above mentioned oscillators and suggests that all of them play a role in ENSO dynamics to varying extents. It is then encouraging to see that our GNN model is able to decipher patterns of variability that can be linked to multiple known theories of ENSO.

**D. Connectivity structure ablation**

To validate the advantage of modeling distant interdependencies in our GNN with help of our proposed connectivity structure learning module, we run the same main experiments but with a fixed adjacency matrix based on geographical neighborhood. Concretely, each node is connected to all nodes within a radius of 5 degrees, i.e., a center node has 8 neighbors. We then run the same GNN as in the main experiments, but without the structure learning module. As expected, we find that incorporating information from distant parts of the world is critical. Our flexible GNN that can learn an arbitrary connectivity structure considerably outperforms the same GNN provided with a fixed, local connectivity structure only, see Table II.

Furthermore, we find that our proposed structure learning module significantly outperforms the structure learning module proposed in [33]. This can be attributed to the more appropriate inductive biases imposed by our proposed method. Concretely, [33] enforces uni-directional connections, whereas we give the module the freedom to learn arbitrary connections. Importantly, they enforce each node of the $N$ nodes to have $k$ neighbors/connections, whereas we only impose an upper limit on the total number of connections (e.g., $kN$). This is a better inductive bias for seasonal forecasting since we expect that some nodes (e.g. around the ONI region) will be considerably more important than others. Therefore, such nodes should be
more connected than other nodes (i.e. should play a more central role in the GNN message passing) whose information is less/not important for the downstream ONI forecasting task.

TABLE II: Incorporating geographical distant information is key for a strong performance. We report the correlation skill for $n$ lead months of the same GNN with 1) our structure learning module, 2) the structure learning module from [33], and 3) a fixed, local connectivity structure with edges based on spatial proximity (local).

| Edge structure | $n = 1$ | $n = 3$ | $n = 6$ | $n = 9$ |
|----------------|---------|---------|---------|---------|
| Local          | 0.9063  | 0.7752  | 0.5946  | 0.4586  |
| [33]           | 0.9117  | 0.8503  | 0.6439  | 0.4190  |
| Graphiño       | 0.9747  | 0.9170  | 0.7800  | 0.6313  |

E. Implementation details

As in [8], we report the predictive skill of an ensemble of four models. Two of them are 2-layer GCNs with layer sizes of $250 \times 100$ and $250 \times 250$. The other two are 3-layer GCNs with mean and sum pooling concatenated as the output of the graph representation. The dimensions are $200 \times 200 \times 200$, and $250 \times 250 \times 250$ respectively. To avoid overfitting with the larger, more complex 3-layer GCNs, we apply a L2-weight decay of $10^{-4}$, and $10^{-3}$ respectively, while the 2-layer GCNs are trained with a L2 weight decay of $10^{-6}$ only. Note that graph networks often perform best with few layers, differently than, e.g., CNNs. All of the GCNs are followed by a two-layer MLP. For both networks we use the ELU activation function [55]. The batch size is 64, and we use SGD with a learning rate of 0.005 and Nesterov momentum of 0.9 as the optimizer. We do not use neither a learning rate scheduler nor dropout. We report the held-out test performance on GODAS of the last checkpoint after 50 epochs of training. As indicated before, we found that batch normalization over the feature/embedding dimension gave better results than the standard in-degree normalization proposed in [32] for the GCN. The MLP uses batch normalization too. We set the static node representations, $\tilde{X}$ to be equal to the SODA timeseries of SST and heat content anomalies, plus the latitude and longitudes of the nodes. Note that when no static representations are available, $\tilde{X}$ can be learnable embeddings as in [33]. To mimic an average number of neighbors equal to the number of adjacent cells used in a 3x3 CNN filter, we choose a maximum number of edges $e = 8N$. We set $\alpha_1 = 0.1$ and $\alpha_2 = 2$. Since Graphiño is flexible enough to support additional nodes, we add an ONI node represented by the averaged out SST and heat content anomalies over the ONI region for each time step. In each optimization step (i.e. for each batch), we retrieve the adjacency matrix $A$ from our structure learning module. It is then used in the following GNN forward pass.

VI. Discussion

Our proposed GNN approach for forecasting ENSO outperforms dynamical models like the SINTEX-F [37] (in [8], the proposed CNN is also shown to outperform the North American Multi-Model Ensemble members), and is better or comparable to state-of-the-art machine learning models [8]. Furthermore, our methodology outperforms the aforementioned study for seasonal forecasts, indicating the potential for improved model performance for longer leads multi-year forecasts with the inclusion of more variables, or an extensive hyperparameter search.

Our proposed approach is easily applicable to other important complex weather and climate forecasting problems. Besides an increased predictive skill with our model, we expect that the connectivity structure encoded into our model, that is nicely interpretable in earth sciences applications, will be just as, if not more, valuable to the community. Lastly, we believe that a very promising direction is to further improve the graph structure learning module, and use the learned connectivity structure to advance our current understanding of the predictability of ENSO. Application of this ENSO model could have a significant impact on weather prediction and human preparation if leveraged as a tool by climate researchers to provide better as well as longer lead-time predictions. This would also allow global populations to better prepare for the predicted climate and its effects on industry, agriculture, safety, and human quality of life.

A limitation of our model is the underestimation of the extreme ENSO events, as can be seen in Figure 1. By definition, these events are rare, which makes it a hard task for an ML model to correctly predict them from the limited sample size. A promising research direction may therefore focus on skillfully forecasting these extreme ENSOs, e.g supported by a custom loss function.

VII. Conclusion

Our proposed Graphiño model, based on a GNN architecture and a graph connectivity learning module, outperforms state-of-the-art ENSO forecasting methods for up to 6 months lead time. Our work shows promising results for the use of a GNN architecture for ENSO forecasting and other atmospheric modeling purposes, while also enhancing the ML model interpretability. Future work using other relevant climate variables with GNNs and better architectures, e.g. that explicitly model the temporal axis, could further improve forecasting results as well as provide novel information regarding the relationship between global regions as represented by the learned connectivity structure.
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Appendix A
Full Mathematical Formulation

In this section we formally define the graph convolutional network (GCN) model in the full form that we use, with jumping knowledge and residual connections. Both of these methods aim at increasing the quality of the final node representations, and are motivated by the over-smoothing issue to which GNNs are sensitive to. Over-smoothing refers to node representations becoming increasingly similar with the number of message passing iterations (i.e. layers in our GCN) [11].

Recall that the generated node embeddings \( Z^{(l)} \) of the \( l \)-th graph convolutional layer can be written as:

\[
Z^{(l)} = \sigma \left( AZ^{(l-1)}W^{(l)} \right) \in \mathbb{R}^{N \times D_l}, \tag{6}
\]

where \( Z^{(l-1)} \in \mathbb{R}^{N \times D_{l-1}} \) are the node embeddings of the previous layer, \( Z^{(0)} = X \), and \( \sigma \) is an activation function. If we add a residual connection to layer \( l \), provided that \( D_l = D_{l-1} \), this becomes:

\[
Z^{(l)} = \sigma \left( AZ^{(l-1)}W^{(l)} \right) + Z^{(l-1)}. \tag{7}
\]

Recall that in the standard GCN setting, the final representation \( Z_i \) of each node \( i \) is simply its node embedding \( Z^{(L)}_i \in \mathbb{R}^{D_L} \) at the last layer \( L \). Jumping knowledge connections additionally incorporate the embeddings from intermediate layers [38]. That is, the final node embedding becomes the concatenation of the outputs of all layers:

\[
Z_i = [Z^{(1)}_i^T, \ldots, Z^{(L)}_i^T] \in \mathbb{R}^d, \tag{8}
\]

where \( d = \sum_{l=1}^{L} D_l \). We then use this final node representations to pool a graph embedding \( g \in \mathbb{R}^d \) by aggregating them:

\[
g = \text{Aggregate}(Z_1, \ldots, Z_N). \tag{9}
\]

The aggregation function can be a simple average, that is:

\[
g = \frac{1}{N} \sum_{i=1}^{N} Z_i. \tag{10}
\]

We indeed use this approach for two of our ensemble members, while for the other two we additionally concatenate the sum over the node representations:

\[
g = \left[ \sum_{i=1}^{N} Z_i, \frac{1}{N} \sum_{i=1}^{N} Z_i \right] \in \mathbb{R}^{2d}. \tag{11}
\]

Other possible aggregation functions can be a \( \max(\cdot) \), or an attention mechanism. The best such aggregation function often varies across the specific applications and datasets. Indeed, while we found that the simple mean gives consistently solid results, a more extensive study on the most appropriate graph pooling approaches for ENSO and seasonal forecasting is required.
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