Quantum critical benchmark for density functional theory
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Two electrons at the threshold of ionization represent a severe test case for electronic structure theory. A pseudospectral method yields a very accurate density of the two-electron ion with nuclear charge close to the critical value. Highly accurate energy components and potentials of Kohn-Sham density functional theory are given, as well as a useful parametrization of the critical density. The challenges for density functional approximations and the strength of correlation are also discussed.

The value of highly accurate benchmark calculations to first-principles electronic structure theory cannot be overstated. While comparison with experiment is the ultimate arbiter of the usefulness of prediction, the ability to control and eliminate multiple sources of error with a direct solution of the Schrödinger equation allows pure ‘apples-to-apples’ comparisons. These have proven invaluable in the development of Kohn-Sham (KS) density functional theory (DFT) [1], where the methodology is so alien to standard wave function treatments that usually only a detailed comparison of ground-state energies can be used to test approximations. For a recent example, van der Waals theories use highly accurate quantum chemical methods on small molecules to validate (or not) approximate functionals, not just at equilibrium bond lengths, but for entire binding energy curves [2]. Accurate energies and densities can also be used to distinguish energy-driven from density-driven errors in DFT [3].

Beyond ground-state energy comparisons, various energy components and potentials can be examined, once a sufficiently accurate density is available from the benchmark calculation. The pioneering work of Umrigar and coworkers [4, 5] for several spherical atoms is a case in point. The availability of the KS potential and its eigenvalues was useful for all DFT, and especially for the development of linear-response time-dependent density functional methods for finding excited state energies, where the ground-state orbitals and energies are vital inputs [6]. A similar role was played by Baerends and coworkers for the H$_2$ molecule as a function of bond length [7]. This system has since become the paradigm of strong correlation [8]. The benchmark we consider here is, in some ways, the most fundamental to electronic structure theory: two electrons bound to a single nucleus. But we study the very special case when the ionization potential is precisely zero, i.e., the nuclear charge $Z_c$ is the smallest possible value that binds two electrons. Thus the density is the most diffuse of any single-center electronic system, making it extremely difficult to extract from most methods. For example, traditional quantum chemical basis sets fall off too rapidly at large $r$ to extract the density, even if the energy is extremely accurate. This is the simplest case of a quantum-critical electronic problem [9]. Such systems have been mapped to phase transitions in statistical mechanics [10].

Recently, high-precision variational calculations have greatly expanded the accuracy to which $Z_c$ is known [11], and esoteric strong correlation methods have been tested on this system [12]. Our work shows how pseudospectral methods are ideally suited for extracting expectation values for weakly bound systems, demonstrated by an extremely accurate density at $Z_c$. We parametrize this density in a simple form, give the asymptotic density at large $r$ to order $r^{-4}$ and highly accurate KS energy components, and show the performance of popular DFT approximations.

The usefulness of our benchmark is illustrated in Fig. 1. Previous calculations [4] for two-electron ions run from $Z = 80$ (Hg$^{78+}$) down to $Z = 1$ (H$^-$. The correlation energy is almost independent of $Z$, and is roughly accounted for by modern approximations down to $Z = 2$ (He). But the slope of $E_C(Z)$ changes sign below 2, an effect completely missed by the commonly used functionals, PBE [13] and LYP [14, 15], which behave more poorly as the density becomes more diffuse. (But see the end of this letter, where this apparent catastrophe for modern approximations mysteriously becomes a triumph!).

For many $N$-electron atoms, there exists a minimum $Z_c = N - 1 - \nu$, with $0 < \nu < 1$, such that the ground...
state of $\hat{H}(Z)$ has positive ionization energy for all nuclear charges $Z > Z_c$. It is thought that $\lambda_c = 1/Z_c$ corresponds to the radius of convergence of the perturbative solution of the two-electron atom with the perturbation being the electron-electron interaction $1/r_{12}$ [16]. Baker and coworkers used 401 orders of perturbation theory to obtain $Z_c = 0.91103$ [16] and Ivanov later used better extrapolation techniques on their data to get $Z_c = 0.91102826$ [17]. From a direct variational calculation to solve for the critical charge, Sergeev and Kais obtained $Z_c = 0.911028225$ [18]. Recently, Estienne and coworkers [11] obtained $Z_c = 0.91102822475573(4)$, far surpassing the prior estimates in precision. In the present work, we obtain $Z_c = 0.91102822407(6)$, agreeing with Ref. [11] and an unpublished figure by Schwartz [19]. Although our critical charge is not as precise, our wave function is roughly as accurate as our value of $Z_c$, allowing the calculation of much more precise expectation values than a variational calculation [20].

Standard quantum methods typically have much trouble calculating states near the ionization threshold. Such difficulties stem from two reasons: an improper representation of the wave function near the electron-electron coalescence point and the mixing of energetically similar continuum states into the ground state when using an approximate method. For example, diffusion Monte Carlo calculations take advantage of the separation in energy between the ground state and excited states and fails to separate degenerate states. However, the pseudospectral method is a non-variational collocation method in which the value of the wave function is calculated on a grid in such a way that the local error in the wave function becomes exponentially small with increasing grid resolution. It allows us to accurately calculate the bound state right on the threshold of the continuum by automatically selecting normalizable states.

Pseudospectral methods [21] have their origins in fluid dynamics [22], for which they are used to evolve systems without shocks because their convergence properties only hold for $C^\infty$ functions. They have been extended to solving Einstein’s field equations for colliding black holes by the excision of the singularities from the computational domain [23, 24]. In quantum chemistry, Fiesner and others have shown orders of magnitude improvement in speed for a wide variety of methods [25–33]. Direct solution of Schrödinger’s equation has been done for one-electron problems [34, 35], but only recently has a sufficient representation of the computational domain been demonstrated for the case of fully-correlated, multi-electron atoms [20, 36]. Here we use the same implementation as in Ref. [20].

To illustrate the strength of the local convergence property, we plot in Fig. 2, $\kappa = (1/2)\alpha \ln n(r)/dr$, where $n(r)$ is the one-electron density, for $Z = Z_c$ and $Z = 1$ (H−). As $r \to \infty$, for $Z > Z_c$, the well-known analysis of the exponential decay of the density [37] yields $\kappa \to -\sqrt{2I}$, where $I$ is the ionization energy. However, for $Z = Z_c$, the behavior differs qualitatively ($\kappa \to -2\sqrt{2(1-Z_c)/r}$). For both values of $Z$, the asymptotic value is not approached until very large $r$. Even at $r = 40$ Bohr, there is a visible deviation in $\kappa(r)$ from its limits, so one must use higher order expansions to connect the limits with our numeric results.

To analyze these results, we review well-known facts from KS DFT[38]. The KS equations describe fictitious non-interacting fermions sitting in a potential, $v_s(r)$, whose density matches the real one. For two spin-unpolarized electrons, one orbital is doubly occupied and the KS equation in atomic units is

$$\left[-\frac{1}{2}\nabla^2 + v_s(r)\right] \phi(r) = \epsilon \phi(r),$$

(1)

where $\phi = \sqrt{n(r)/2}$ and $\epsilon = -I = E + Z^2/2$ are the KS orbital and its energy, respectively, while $v_s(r)$ is the Kohn-Sham potential given by

$$v_s(r) = -\frac{Z}{r} + v_n(r) + v_x(r) + v_c(r).$$

(2)

For two electrons, the Hartree and exchange potentials are trivially related,

$$v_n(r) = -2v_x(r) = \int \frac{n(r')dr'}{|r-r'|},$$

(3)

and the correlation potential is defined so as to make Eq. (1) exact. For large $r$, the exchange potential, behaves as $-1/r$ while the correlation potential decays much faster, as $-\alpha/2r^4$, where $\alpha$ is the dipole polarizability of the $N - 1$ system, here equal to 9/22$Z^4$ [4]. Amovilli and March [39] derived the asymptotic behavior of the density at large $r$ for $Z = 2$. Here, we extend their work to any $Z > Z_c$ and to the next highest order in $1/r$:

$$\sqrt{n_Z(r)} = \frac{x^\beta \sqrt{A}}{e^x} \left[\sum_{k=0}^4 \frac{a_k}{x^k} - \frac{3r^2}{4Z^4} \sum_{k=1}^2 \frac{a_k}{x^k} + O(x^{-5})\right],$$

(4)
where $\delta = Z - Z_c$, $x = \eta r$, $\eta = \sqrt{2\beta}$, $\beta = \xi/\eta - 1$, and $\xi = Z - 1$. The constant $A$ is defined as $A = \lim_{r \to \infty} n_Z(r) e^{2x / x^2 \beta}$. The formula $A = \alpha_0 \delta + \alpha_2 \delta^2 + \alpha_3 \delta^3$, with $\alpha_0 = 0.00667 48$, $\alpha_2 = 0.567 102$, and $\alpha_3 = 2/\pi$ fits our densities over the entire $Z$ range to within 0.2% with the maximum error occurring around $Z = 1$.

For two unpolarized electrons, the ground-state energy and all KS energy components can be extracted directly from the density and external potential without solving an interacting problem [4]. We perform this procedure here as a test of the accuracy of our densities. These energies are listed in Table II for $Z = Z_c$, for both our pseudospectral density and our parametrized form [Eq. (6)]. The errors in this form are $\sim 0.1\%$ or less. Thus this fit can be used to test approximate functionals on, if this level of accuracy is sufficient. In the supplemental info, we give tables of more accurate densities.
We also give expectation values of some simple operators in Tab. III, compared to those for the helium atom. We can see that at the critical value, the two-electron atom is much fatter than for \(Z = 2\). Furthermore, we can determine that it is much more likely that the two electrons are on opposite sides of the nucleus than for \(Z = 2\) from the expectation value of \(r_1 \cdot r_2\), which has a value more than an order of magnitude greater.

To conclude, we discuss whether this system ought to be considered strongly correlated, as in Ref. [12]. By several naive criteria, we would say that it is. The fact that standard density functional approximations fail so badly for the correlation energy is one. In fact, if performed self-consistently, such calculations lose a fraction of an electron to the aether [3]. Another is the fact that, in a Hartree-Fock calculation, this system would be unbound because its HF energy is above that of the single ion. Finally, the ratio of correlation to exchange energy, and of kinetic correlation to correlation energy are both smallest for \(Z = Z_c\). For weakly correlated systems, that ratio is almost 1, whereas here it is close to \(1/2\).

On the other hand, DFT requires approximating both exchange and correlation together, and is notorious for cancellations of errors between these two. For \(Z_c\), not only are the exchange and correlation potentials qualitatively incorrect in ways similar to Ref. [4], but also the exchange and correlation energies are each off by about a factor of two. However, these energy errors almost exactly cancel. The error in the exchange-correlation energy using the PBE functional on the exact density is less than a milliHartree (see Fig. 4)! All functionals become more accurate as \(Z \rightarrow Z_c\), demonstrating the mysterious power of these approximations. By this criterion, these are not strongly correlated systems, which explains why the SCE approach of Ref. [12] does not yield better energetics here.

In summary, we have calculated highly precise wave functions and near the critical value of \(Z\) which has zero ionization energy for a two-electron atom. We have shown that the correlation energy as a function of \(Z\) behaves in a qualitatively different manner than standard DFT approximations near \(Z = Z_c\). Asymptotic expressions for the densities at large \(r\) to order \(r^{-4}\) were derived for all values \(Z \geq Z_c\) and fits were given for the coefficient and ionization energies needed for these expressions. We gave an accurate fit for the critical density and showed that it reproduces all DFT energies and many expectation values of our exact numerical expression to about 0.1% or less. This fit can easily be used by others to check their DFT approximations. Of further use, are the many expectation values we calculate directly from our wave function. Lastly, we conclude that this critically bound system is not strongly correlated because its energy is well represented by commonly used GGA’s.
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\[\frac{\langle r_1^2 \rangle}{\langle r_1 \cdot r_2 \rangle} = 3.79795(20) \quad \frac{\langle r_1 \cdot r_2 \rangle}{\langle r_1 \rangle} = 81.30337(40) \quad \frac{\langle r_1 \rangle}{\langle r_1^2 \rangle} = 0.10634537053(33) \quad \frac{\langle r_1 \rangle}{\langle r_1^2 \rangle} = 0.00147398559(13) \quad \frac{\langle r_1 \cdot r_2 \rangle}{\langle r_1 \rangle} = 0.239016172(19) \]

\[\frac{\langle r_2 \rangle}{\langle r_1 \cdot r_2 \rangle} = -0.06473661660(25) \quad \frac{\langle r_1 \rangle}{\langle r_1 \cdot r_2 \rangle} = 4.14697244(58) \quad \frac{\langle r_1 \cdot r_2 \rangle}{\langle r_1 \rangle} = 1.42207025593(38) \]

\[\frac{\langle 1/r_1 \rangle}{\langle r_1 \rangle} = 0.57810861911(9) \quad \frac{\langle 1/r_1 \cdot r_2 \rangle}{\langle 1/r_1 \rangle} = 0.22337411219(15) \quad \frac{\langle 1/r_1 \cdot r_2 \rangle}{\langle 1/r_1 \rangle} = 0.15403864614(13) \]

\[\frac{\langle \delta(r_1) \rangle}{\langle 1/r_1 \cdot r_2 \rangle} = 0.15759639055(13) \quad \frac{\langle \delta(r_1) \rangle}{\langle 1/r_1 \rangle} = 0.00147398559(13) \]

\[\frac{\langle \delta(r_{12}) \rangle}{\langle 1/r_1 \cdot r_2 \rangle} = 0.000043798559(33) \]

**TABLE III.** Expectation values in atomic units.

**FIG. 4.** Error in approximate exchange-correlation energies, evaluated with the exact densities. The error in the PBE energy at \(Z = Z_c\) is \(6 \times 10^{-4}\) hartree.
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I. SUPPLEMENTAL INFORMATION

In the main body of the paper, we gave a fit to our density at $Z = Z_c$. This fit gave DFT energies to 0.1% or less. For those readers requiring more accuracy, we provide our best calculation of the one-electron density in Tab. IV. The accuracy of these data can be inferred from the value of our normalization in Tab. II, which is off by $9 \times 10^{-5}$. The majority of this error comes from the relatively large errors in the tail of the density. Since the weight for the density at the furthest out nonzero value is about $3 \times 10^6$, the error in the density values is about $3 \times 10^{-11}$, comparable to the error in our value of $Z_c$.

In order to obtain a functional form that can be easily evaluated off the grid or used to calculate derivatives, one should construct the Cardinal functions:

$$C_j(x) = \prod_{k=1, k \neq j}^{N} \frac{x-x_k}{x_j-x_k},$$  \hspace{1cm} (7)

where $x = (1 - Z_c r)/(1 + Z_c r)$ and $N = 52$, which have the property of being equal to one at one grid point and zero at all the others. The density at an arbitrary value of $x$ can then be obtained by

$$n(x) = \sum_{k=1}^{N} n_j C_j(x),$$  \hspace{1cm} (8)

the explicit values used for $n_j$ are in Tab. IV (note, values in the table are divided by $Z_c^3$).

Integration can be performed via quadrature. The values of $x_j$ are the Gaussian quadrature points (roots of the $53^{rd}$ order Legendre polynomial). For example,

$$\int d\mathbf{r}n(r) = \frac{1}{Z_c^3} \sum_{j=1}^{N} w_j n_j,$$  \hspace{1cm} (9)

where the values of $w_j$ can be found in Tab. IV. Note, that the volume element $4\pi r^2 dr$ and the conversion from the $r$-coordinate to $x$-coordinate have already been taken into account by the values of $w_j$. Since the weights get rather large when $r_j$ is big and the precision of the density is not very good in the tail, one should be careful about including such points in the quadrature. Usually some sort of truncation scheme is needed, chosen at a value of $r$ such that contributions from larger $r$ should be negligible.
| $r_j$ (a.u.) | $x_j$ (a.u.) | $n_j/Z^+_j$ (a.u.) | $w_j$ (a.u.) |
|------------|-------------|------------------|-------------|
| 0.00575961| 0.99851111 | 0.3146823519 | 4.66071275 |
| 0.00303925| 0.99477509 | 0.3127328407 | 3.00309950 |
| 0.00748935| 0.98646196 | 0.3104741016 | 2.90668438 |
| 0.01395796| 0.97848833 | 0.3071436909 | 0.00013877 |
| 0.02249735| 0.95831826 | 0.302368917 | 0.00004612 |
| 0.03316491| 0.94138536 | 0.296557964 | 0.00001228 |
| 0.04601907| 0.91862819 | 0.28969610 | 0.00002282 |
| 0.06122581| 0.89343805 | 0.28181546 | 0.00058320 |
| 0.07883324| 0.86598161 | 0.27295358 | 0.00011139 |
| 0.09902077| 0.81962819 | 0.26315516 | 0.00020565 |
| 0.12189604| 0.80007283 | 0.25247289 | 0.00033431 |
| 0.17664260| 0.72276209 | 0.24096774 | 0.00056613 |
| 0.20896787| 0.65308697 | 0.20226558 | 0.00021610 |
| 0.24497212| 0.63508697 | 0.18827327 | 0.00032537 |
| 0.32942378| 0.53832602 | 0.17391233 | 0.00048235 |
| 0.37871493| 0.48696745 | 0.15930755 | 0.00070715 |
| 0.43390213| 0.43388061 | 0.14455146 | 0.00102377 |
| 0.49486157| 0.37920629 | 0.12902374 | 0.00148266 |
| 0.56144584| 0.32319054 | 0.11543673 | 0.00182590 |
| 0.63636656| 0.26006736 | 0.10130481 | 0.00230990 |
| 0.71980547| 0.20700226 | 0.08768717 | 0.00277628 |
| 0.81219660| 0.14035508 | 0.07476691 | 0.00335562 |
| 0.91706994| 0.08963244 | 0.06263464 | 0.00425726 |
| 1.03389717| 0.02991409 | 0.05149757 | 0.00527818 |
| 1.16536596| -0.00914104 | 0.00000000 | 0.12578189 |
| 1.31383967| -0.06935246 | 0.00000000 | 0.00610202 |
| 1.48214324| -0.12045096 | 0.00000000 | 0.00610202 |
| 1.67386794| -0.20902641 | 0.00000000 | 0.00610202 |
| 1.89341612| -0.26029134 | 0.00000000 | 0.00610202 |
| 2.14599308| -0.23291500 | 0.00000000 | 0.00610202 |
| 2.43866742| -0.37092691 | 0.00000000 | 0.00610202 |
| 2.78006086| -0.43386406 | 0.00000000 | 0.00610202 |
| 3.18141249| -0.48066746 | 0.00000000 | 0.00610202 |
| 3.65745717| -0.53832602 | 0.00000000 | 0.00610202 |
| 4.22766964| -0.58776843 | 0.00000000 | 0.00610202 |
| 4.91835266| -0.63508697 | 0.00000000 | 0.00610202 |
| 5.76576297| -0.68104192 | 0.00000000 | 0.00610202 |
| 6.82088733| -0.72276097 | 0.00000000 | 0.00610202 |
| 8.15292459| -0.76729499 | 0.00000000 | 0.00610202 |
| 9.88428393| -0.80007283 | 0.00000000 | 0.00610202 |
| 12.16993611| -0.83453323 | 0.00000000 | 0.00610202 |
| 15.28364512| -0.86598162 | 0.00000000 | 0.00610202 |
| 19.67893419| -0.91438536 | 0.00000000 | 0.00610202 |
| 26.16871746| -0.94981280 | 0.00000000 | 0.00610202 |
| 36.32930634| -0.94138536 | 0.00000000 | 0.00610202 |
| 53.55560688| -0.95931826 | 0.00000000 | 0.00610202 |
| 86.30923084| -0.97488838 | 0.00000000 | 0.00610202 |
| 160.87322843| -0.98446195 | 0.00000000 | 0.00610202 |
| 396.34204754| -0.99477509 | 0.00000000 | 0.00610202 |
| 2091.89677334| -0.99851111 | 0.00000000 | 0.00610202 |

| $r_j$ (a.u.) | $x_j$ (a.u.) | $n_j/Z^+_j$ (a.u.) | $w_j$ (a.u.) |
|------------|-------------|------------------|-------------|

TABLE IV. Density at the pseuodospectral grid points and quadrature weights.