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Abstract—Alcoholism is a widely affected disorder that leads to critical brain deficiencies such as emotional and behavioural impairments. One of the prominent sources to detect alcoholism is by analysing Electroencephalogram (EEG) signals. Previously, most of the works have focused on detecting alcoholism using various machine and deep learning algorithms. This paper has used a novel algorithm named Sliding Singular Spectrum Analysis (S-SSA) to decompose and de-noise the EEG signals. We have considered independent component analysis (ICA) to select the prominent alcoholic and non-alcoholic components from the preprocessed EEG data. Later, these components were used to train and test various machine learning models like SVM, KNN, ANN, GBoost, AdaBoost and XGBoost to classify alcoholic and non-alcoholic EEG signals. The sliding SSA-ICA algorithm helps in reducing the computational time and complexity of the machine learning models. To validate the performance of the ICA algorithm, we have compared the computational time and accuracy of ICA with its counterpart, like principal component analysis (PCA). The proposed algorithm is tested on a publicly available UCI alcoholic EEG dataset. To verify the performance of machine learning models, we have calculated various metrics like accuracy, precision, recall and F1 score. Our work reported the highest accuracy of 98.97% with the XGBoost classifier. The validation of the proposed method is done by comparing the classification metrics with the latest state-of-the-art works.
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I. INTRODUCTION

Electroencephalogram signals are the most important factors to measure the electrical activity of brain, which helps in detecting various diseases like epileptic seizures, sleep disorders, alcoholism, Alzheimer’s disease, and Parkinson’s disease [1]. Nowadays, the most concerning disease in the society is alcoholism. This disease is the main cause for various incidents like road accidents, harassments, rapes, and violence. As per the reports by world health organisation (WHO), humanity witnesses over 3.3 million deaths a year because of excessive alcoholism [2]. It is seen that alcohol addicts have problem with decision making, memory loss and behavioural changes.

The detection of liquor in subjects is a difficult task on the grounds, because the standard gadgets depend on the smell of the beverage, which isn’t generally precise. As of late, it has been exhibited that EEG signals can be utilized as a symptomatic tool in the assessment of subjects with liquor addiction.

In past works, classification of alcoholic and non-alcoholic EEG signals was performed using gamma signals [3]. These signs were separated from the EEG signal, and a few boundaries were determined as the quality of the EEG signal. Another investigation in [4] utilized Wavelet Packet Decomposition (WPD), Principal Component Analysis (PCA), and Back-Propagation Neural-Network (BP-NN) enhanced by hereditary calculations for the grouping of alcoholic EEG. This work achieved an highest accuracy of 94% on the third level of decomposition. In [5] Bajaj et al. reported Short Time Fourier Transform (STFT) and non-negative least squares classifier (NNLS) for the detection of alcoholic EEG signals. In [6] Kousarrizzi et al. implemented Wavelet Transform (WT) based features extraction technique and classified the alcoholic EEG signals using SVM. Sun et al. [7] reduced the dimensions of original EEG data by employing Principal Component Analysis (PCA). They used WT based features for analysis of alcoholic and control EEG signals. In [8], alcoholic and normal EEG signals were classified using correlation dimension based features. In [9] Acharya et al. have proposed a method in which for the SVM classifier non-linear features were used as input for the classification of EEG signals as alcoholic or normal. Faust et al. [10] reported a method in which various machine learning algorithms were used with wavelet packet decomposition for the extraction of energy measures, and through this alcoholic EEG signals could be identified. For the classification of alcoholic and control EEG signals, the features used were the fast fourier transform (FFT) and auto regressive (AR) method-based power density [11].

As discussed in the above works, we can observe that all the
works are more inclined towards various wavelet transform, PCA, STFT and other energy based features. In this work, we have introduced S-SSA to decompose and de-noise the EEG signals. For the purpose of feature extraction, we implemented ICA to extract independent components from the alcoholic and non-alcoholic EEG signals. These independent components are used as an input for the binary classification of both the signals using six different machine learning models (SVM, KNN, AdaBoost, GBoost, ANN and XGBoost).

II. Literature Review

Since past few years, researchers have explored various statistical and machine learning approaches to detect the problem of alcoholism. Jiajie et al. [21] designed a GUI for feature extraction and classification of two classes. They have utilised UCI database for the implementation of their work. This is attained by using electrodes frontal, frontal polar and central for collecting raw EEG data and then calculating approximate entropy, sample entropy, standard deviation and mean. The highest accuracy was reported as 95% by quadratic SVM for the detection of alcoholic EEG signals. The GUI system is used as a proper clinical resolution support structure by clinicians, which is economical and efficient. It also helps rehabilitation centres in being acquainted with the subject.

In [22] Izawa et al. have proposed a state-of-the-art and dependable alcoholic-intake identification system that examines photoplethysmogram (PPG) signal captured from the subject. The method used in this paper uses harmonic intensity ratio of the PPG signal and the oxygen-saturation level (SpO2) in the artery. Their method can create a particular SIRZ which can cancel the outcome of smoking and exercise, and this is useful as a large amount of the data of alcohol consumption lie within the specified SIRZ and thus offer a significant prospects in PPG systems that can trace the usage of alcohol.

Anuragi et al. [23] have used machine learning models based on flexible analytical wavelet transform (FAWT) for automated alcoholic signal detection. Using FAWT, EEG signals are decomposed into elaborate and estimated wavelet coefficients. The statistical features such as standard deviation, mean, skewness, kurtosis and shannon entropy are pulled out from the determined wavelet coefficients. The features are then fed as input to numerous machine learning models which are SVM, Least Square-Support Vector Machine (LS-SVM) and Naive Bayes classifier. The performance of models were trained and tested using 10-fold cross validation by calculating all the required measures such as sensitivity, accuracy, F-measure, specificity, Matthews’s correlation coefficient (MCC), precision, and ROC. The outcome suggests that LS-SVM using polynomial kernel had the best accuracy of 99.17%, Specificity 99.44% and Sensitivity as 99.17%.

Moreover, Patidar et al. [24] have discussed a novel way for identification of alcoholism using Tunable-Q Wavelet Transform (TQWT), which is based on attributes coming from EEG signals. The attribute extraction is performed using extracted Centered Correntropy (CC) and TQWT based decomposition from the fourth decomposed detail sub-band. 10-fold cross-validation LS-SVM is implemented on PCA which is used for feature depletion followed to classify EEG signals as alcoholic or normal. Sensitivity of 96.53%, average accuracy of 97.02%, Matthews correlation coefficient of 0.9494 for Q-factor (Q) varying between 3 and 8 using Radial Basis Function (RBF) kernel and specificity of 97.50% was found. Also using three clinically significant features, they have formed a new Alcoholism Risk Index (ARI) to differentiate the given classes by means of a single number.

Siuly et al. [25] introduced an optimum allocation based sampling (OAS) method to find the most likely typical data points from each single time-window of every EEG signal taking into account the minimum variability of the observations. Statistical features are found from every set of class by amalgamating all representative samples of every time-window. The Mann-Whitney U test is used to examine whether each of the attribute is contributing independently for the binary classification. Four machine learning methods SVM, decision table, logistic regression and k-NN are considered for assessing the efficacy of the OAS-based features.

Similarly, Acharya et al. [26] presents an analysis of the familiar features of EEGs acquired from PWA and put forwards that the effect of alcoholism on the brain can be determined by computer-aided analysis of EEGs through extracting the diminutive differences in the EEG signals that can differentiate the EEGs of PWA from those of not affected people. This is attained through sensible amalgamation of signal processing methods such as non-linear dynamics, wavelet, pattern recognition and chaos theory and classification techniques. A CAD system provides the following unbiased results. Independent of the user, ease of use, efficiency, low cost and reproducible results.

All the alcoholism related works discussed above are based on FFT, AR models, STFT, PCA, WPD and MCC’s. The features were extracted using these techniques and classification is performed by using SVM, LS-SVM and KNN. The major drawback of all these works is that they have not reported about the computational time for detection of alcoholism. As we know in medical field the most important factors are
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time and efficiency. Hence, more work is needed to classify alcoholism by considering the computational time and complexity of the machine learning models. To overcome the stated problem, we have proposed an algorithm based on sliding SSA-ICA which helps in identifying the alcoholic components from the EEG signals and reduces the computational time and complexity of the machine learning models.

III. PROPOSED METHODOLOGY

The proposed method mainly consist of four steps, (i) Preprocessing of EEG signals using sliding SSA, (ii) Calculating independent components of alcoholic and non-alcoholic EEG signals using ICA, (iii) Classification of alcoholic and non-alcoholic EEG signals, (iv) Calculation of computational time for various machine learning models. The brief hierarchy of first two steps is shown in Fig. 2.

A. Data description

The dataset for the current research is from UCI [12], the EEG dataset is from the Neurodynamic Laboratory at the State University of New York. It has 77 subjects which are diagnosed with alcoholism and 45 control subjects making a total of 122 subjects. 120 separate trials were performed for every subject. All labels were labelled alcoholism for the trials in which the subject was alcoholic. All trials had 64 electrodes placed on the subjects’ scalps for 1 second and were sampled at 256Hz. The graphical representation of the alcoholic and non-alcoholic EEG signals is shown in Fig. 1.

B. Sliding singular spectrum analysis (S-SSA)

The S-SSA can be derived from the standard SSA algorithm. The SSA algorithm is a mixture of two important steps known as: (i) Decomposition and (ii) Reconstruction. The alcoholic or non-alcoholic EEG signal \( Y_n \) is usually corrupted with other artifacts. To remove these unwanted sources from the EEG signal, we perform decomposition at the first stage and the reconstruction of the noise-free EEG signal \( X_n \) is performed at the second stage.

1) Decomposition: The decomposition stage of SSA is further divided into two sub-steps named embedding and Singular Value Decomposition (SVD). Let us consider an EEG data matrix \( G \) of size \( (K \times M) \) as mentioned in (1), where \( (K = N - L + 1) \), N represents number of samples and L represents the length of the window [13].

\[
G = \begin{pmatrix}
s_1 & s_2 & \ldots & s_K \\
s_2 & s_3 & \ldots & s_{K+1} \\
\vdots & \vdots & \ddots & \vdots \\
&s_L & s_{L+1} & \ldots & s_N \\
\end{pmatrix}
\]  

\[ (1) \]

Secondly, SVD is performed on the matrix \( G \). The implementation of SVD on \( G \) can be represented as:

\[
G = VDU^T 
\]

\[ (2) \]

where, \( V \) and \( U \) are the unitary matrices and \( D \) is a diagonal matrix.

For the most part, SVD is performed to locate the symmetrical eigen vectors. The covariance matrix \( C \) for information matrix \( G \) is given by \( C = GG^T \), which speak to the relating eigenvalues and eigenvectors as \( \lambda_1, \lambda_2, \ldots, \lambda_M \) and \( V_1, V_2, \ldots, V_M \) individually. The \( i_{th} \) component of \( U \) can be expressed as in (3),

\[
u_i = \frac{G^Tv_i}{\sqrt{\lambda_i}}
\]

\[ (3) \]

where, \( i = 1, 2, \ldots, M \). Then, the trajectory matrix can be expressed as,

\[
G = \sum_{i=1}^{M} G_i = \sum_{i=1}^{M} \sqrt{\lambda_i} v_i u_i^T
\]

\[ (4) \]
where trajectory matrix $G_i$ can be defined as

$$G = v_i v_i^T G$$  \hfill (5)$$

The term $v_i v_i^T$ in (3) forms a subspace, which is formed by the eigenvector $v_i$.

2) Reconstruction: Constructing the SSA again comprises of two steps, which are mainly grouping and diagonal averaging. It has been observed that to construct again each elementary component for any value of $L$, the usual SSA fails. So in this paper we apply clustering after rebuilding each elementary component, and for reconstruction we have used the Hankelization process [14].

$$G_i = [g(k, p)] = s_i(n)$$  \hfill (6)$$

where, $k$ and $p$ are the indices of the elements of $G_i$ and $s_i(n)$ is the $i_{th}$ component of $G_i$.

To initialize this algorithm, we allocate each reconstructed elementary component to a unique class. Then to build a novel class the algorithm looks for the closest two classes and puts them together. And we keep on doing this process until the desired number of classes or the maximum dissimilitude between two classes is achieved. For comparing the classes $C_i$ and $C_j$ which have a lot of time series data, the minimum distance between the two distinct time series of each class gives the dissimilarity.

$$D(C_i, C_j) = \min_{x \in C_i, y \in C_j} d(x, y)$$  \hfill (7)$$

the distance function $d$ is: $\mathbb{R}^N \times \mathbb{R}^N \rightarrow [0, 1]$

$$d(x, y) = 1 - \frac{|<x, y>|}{||x|| ||y||}$$  \hfill (8)$$

where, $<x, y> = x^T y$ and $||x|| = \sqrt{<x, x>}$

The autoSSA function is used to perform the hierarchical clustering on the $s_i(n)$ components which are, $[s_1(n), s_2(n), s_3(n), ..., s_R(n)]$. Finally, the $j_{th}$ cluster components are assigned as indices of $J_j$ where, $j = 1, 2, 3, ..., r$. In the last step, the components within each cluster are designated as the $j_{th}$ reconstructed components [27].

C. Independent component analysis (ICA)

For blind source separation (BSS), ICA is used as it is a higher statistical algorithm. Through linear amalgamation of underlying latent variables, a set of arbitrary variables are expressed by BSS. An arbitrary vector can be denoted using $x$ whose elements are a blend of $x_1, ..., x_n$, and similarly by $s$ where the arbitrary vector is composed of elements $s_1, ..., s_n$. A matrix, let it be donated by $A$ has elements $a_{ij}$. So by using this vector-matrix notation, we can write the above model as

$$x = As$$  \hfill (9)$$

ICA is the name for the statistical model in Eq. (7). ICA describes that how by the process of mixing the components $s_i$, the observed data is created, and hence is called a generative model. Independent components cannot be directly noticed as they are latent variables. And it has been assumed that the mixing matrix is not known. So, all we observe is the arbitrary vector $x$, and using $x$ we must estimate both $A$ and $s$. This should be taken as general assumption as possible [15]. The ICs of alcoholic and non-alcoholic EEG signals are shown in Fig. 3 and Fig. 4.

IV. EXPERIMENTAL RESULTS

Initially, we took 10000 samples of alcoholic and normal EEG data and divided it into 50 channels by setting the window length (L=70). After decomposition, we have applied fastICA algorithm to extract the various independent components of alcoholic and non-alcoholic EEG signals. The output of five ICs for both alcoholic and non-alcoholic EEG signals are shown in Fig. 1 and Fig. 2. The proposed method is performed on Apple MacBook powered with M1 chip. We used autoSSA and fastICA functions on MATLAB 2020b to implement sliding SSA-ICA algorithm.
### TABLE I: Computational time for sliding SSA-ICA of various classifiers (in seconds)

| Independent components (ICs) | 5   | 10  | 15  | 20  | 25  | 30  | 35  | 40  | 45  | 50  |
|-----------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| SVM                         | 39.30 | 40 | 41.26 | 38.35 | 24.00 | 22.62 | 27.29 | 38.38 | 25.79 | 31.08 |
| KNN                         | 5.50 | 21.40 | 37.97 | 25.67 | 16.75 | 18.71 | 18.11 | 21.33 | 20.12 | 18.47 |
| Gradient Boosting           | 2.60 | 4.80 | 6.80 | 9.01 | 5.27 | 7.02 | 10.69 | 11.70 | 10.85 | 12.77 |
| Ada Boost                   | 3.60 | 5.80 | 8.60 | 10.71 | 6.35 | 8.42 | 11.85 | 12.48 | 13.73 | 17.05 |
| XGBoost                     | 0.08 | 3.78 | 4.14 | 5.57 | 4.29 | 6.60 | 7.46 | 8.77 | 8.30 | 9.65 |
| ANN                         | 77.43 | 79.37 | 79.68 | 77.79 | 47.63 | 57.37 | 62.19 | 57.76 | 49.86 | 53.22 |

### TABLE II: Computational time for sliding SSA-PCA of various classifiers (in seconds)

| Independent components (ICs) | 5   | 10  | 15  | 20  | 25  | 30  | 35  | 40  | 45  | 50  |
|-----------------------------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| SVM                         | 25.21 | 22.23 | 24.17 | 38.35 | 15.92 | 22.62 | 20.08 | 22.10 | 24.6 | 26.83 |
| KNN                         | 4.18 | 13.11 | 36.16 | 22.05 | 24.16 | 24.78 | 24.74 | 25.19 | 25.18 | 22.47 |
| Gradient Boosting           | 2.65 | 4.81 | 6.84 | 8.9 | 11.05 | 11.06 | 14.25 | 16.08 | 18.76 | 19.42 |
| Ada Boost                   | 3.63 | 6.13 | 8.91 | 10.75 | 6.35 | 16.33 | 19.31 | 19.48 | 21.6 | 24.33 |
| XGBoost                     | 0.8 | 3.77 | 3.9 | 5.57 | 6.58 | 6.15 | 7.4 | 7.26 | 7.73 | 9.23 |
| ANN                         | 85.45 | 77.68 | 79.08 | 77.79 | 76.98 | 77.03 | 78.14 | 80.48 | 78.21 | 81.22 |

### TABLE III: Comparison of different classification parameters for Sliding SSA-ICA using various machine learning models

| Author | Accuracy (XGBoost) | KNN | Gradient Boosting | Ada Boost | SVM | XGBoost | ANN |
|--------|--------------------|-----|-------------------|-----------|-----|---------|-----|
| 76.17  | 85.67              | 89.30 | 91.85              | 93.70     | 95.47 | 96.02   | 96.72 |
| 74.95  | 78.30              | 79.47 | 82.67              | 85.50     | 86.85 | 88.12   | 88.22 |
| 75.10  | 78.62              | 79.50 | 82.22              | 85.05     | 85.97 | 88.00   | 88.20 |
| 67.70  | 68.51              | 71.80 | 74.28              | 76.27     | 77.60 | 82.55   | 84.82 |
| 77.82  | 88.55              | 92.15 | 94.95              | 96.77     | 98.25 | 98.45   | 98.70 |
| 76.53  | 85.72              | 91.33 | 94.05              | 95.13     | 96.50 | 97.72   | 97.43 |

### TABLE IV: Comparison of proposed algorithm with state-of-the-art works implemented on UCI database

| Author | Models | Accuracy (%) |
|--------|--------|--------------|
| Ekaputri et al. [16] | SVM | 77.80 |
| Ethiers et al. [8] | Correlation dimension (CD) based discriminant analysis (DAC) | 88.00 |
| Kiegl et al. [17] | Random Forest | 96.07 |
| Sharma et al. [18] | LS-SVM | 97.08 |
| Malar et al. [19] | ELM | 87.60 |
| P. Dewi Purnamasari et al. [20] | BPNN | 90.00 |
| Faust et al. [28] | HOS based fuzzy sugeno classifier | 92.00 |
| Kannathal et al. [29] | CD, Lyapunov exponent, entropy with DAC | 90.00 |
| Acharya et al. [9] | Approximate entropy, SampleEn, Lyapunov exponent, Higher Order Spectra (HOS) with SVM | 91.70 |
| L. Farsi et al. [30] | PCA + ANN | 71.00 |
| | LSTM 1 | 91.00 |
| | LSTM 2 | 93.00 |
| Proposed Work | ANN | 97.37 |
| | KNN | 98.22 |
| | XGBoost | 98.97 |
We tested different machine learning models and a deep learning model to classify the EEG signals as alcoholic or non-alcoholic. The models used in for classification are AdaBoost, SVM, KNN, Gradient Boosting, XGBoost and ANN. The steps taken for implementing the models is as follows:

- The dataset was annotated and then it was shuffled so that each data point contributes independently and there is no biasing.
- The feature selection was done in steps of 5.
- Robust Scaler was used for the pre-processing of the attributes.
- The dataset was divided into training and testing data. The training data consisted of 16000 rows and the testing data consisted of 4000 rows.
- The above mentioned models were then trained and their performance metric were calculated using the testing data. For gradient boosting, we took number of estimators as 100, learning rate as 1.0, max depth as 1 and random state as 0. For AdaBoost classifier we have taken number of estimators as 100 and random state as 0. We have taken rbf kernel in SVM. For XGBoost the number of estimators taken are 100. Lastly, for ANN we have used total of 8 layers. For all the hidden layers activation function used is relu and for the output layer the activation function used is sigmoid. Further the optimizer used is adam, sparse categorical crossentropy is used for calculating the loss and sparse categorical accuracy is used for calculating the accuracy. The number of epochs and batch size is 50.

Finally, we have calculated the computational time of all the classifiers for sliding SSA-ICA algorithm which is presented in Table I. To compare the computational time of proposed algorithm, we have applied PCA algorithm and the results are shown in Table II.

The classification was done using Python 3.8.5 on a PC loaded with 8GB of RAM and powered with i5 processor. The accuracy of all the algorithms is shown in Fig. 7. All the performance metrics such as accuracy, precision, recall and F1 score are shown in Table III. To give a clear picture of classification between alcoholic and non-alcoholic EEG signals using sliding SSA-ICA we have plotted the confusion matrix for the best classifiers as shown in Fig. 5 and Fig. 6.

V. DISCUSSION

Ekatpuri et al. [16] used MWPE method for the classification of the signals, the highest accuracy was produced by the classifier Db8 with quadratic SVM. Rieg et al. [17] concluded ML models can give better accuracy if classical frequency are divided into small frequency bands. They have proved that due to this division there is a significant information content increase. In [19] Malar et al. have stated that electroencephalograph can be used to differentiate between the alcoholic and non-alcoholic signals, also it has been claimed that alcohol intake influences EEG through power spectral density analysis. For statistical feature extraction they have used wavelet transformation. Further to classify they have used Bayes, Naïve Bayes, RBNF, MLP and ELM and ELM gave the
best accuracy. Sharma et al. [18] for diagnosis of alcoholism made a new computer-aided system using DBP optimized TBOFWB. For classifying the signals, they have used LS-SVM with RBF kernel and quadratic kernels. To reduce the effect of over-fitting and redundancy they have used 10-fold cross validation. The use of CV also ensures that the system is robust enough to be used in practical setup. Authors have used features which were extracted from DBP optimal three band FB. Also using TBOFB they have obtained low energy of SB’s. P. Dewi Purnamasari et al. [20] used relative wavelet bispectrum for feature extraction and they used 2-fold cross validation to get 90% accuracy on classification. They have stated that higher is the recognition achieved if bigger is the lag setting in the correlation calculation.

To overcome the issues discussed in the above works, we have proposed a novel algorithm to classify alcoholic and non-alcoholic EEG signals by using sliding SSA and ICA. The classification parameters show that the proposed work outperforms the recent works by very huge margins.

VI. CONCLUSION

In this paper, we combined two algorithms named sliding SSA and ICA to identify the alcoholic features from the EEG signals. Initially, the EEG signals were decomposed using sliding SSA technique. Then, the independent components of decomposed EEG signal were calculated using ICA. Finally, the alcoholic and non-alcoholic components were given as an input to various machine learning classifiers. The classification metrics of all the models is shown in Table III. In this work, we have compared the computational complexity of machine learning classifiers using sliding SSA-ICA with PCA as shown in Table I and Table II. The proposed algorithm achieved an highest accuracy of 98.97% on XGBoost classifier. To validate the proposed algorithm, we have compared our work with the latest state-of-the-art works as shown in Table IV. In future, we are planning to detect alcoholism in EEG signals using deep learning algorithms based on statistical features.
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