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Abstract: As a high-tech intelligent product, the intelligent nursing bed largely meets the needs of the disabled for self-care, and saves a lot of manpower and material resources. In order to improve the safety and reliability of the intelligent nursing bed and ensure the safety of the user, this paper adds the recognition of the human body's lying posture as a part of the movement signal of the nursing bed. The Kinect sensor is used to track human bones, record human bone data, and preprocess human bone data. Use the pattern recognition toolbox in Matlab to classify the processed data to realize the recognition of the human body's lying posture. The average recognition rate of the five postures is 98.1%. The results show that the model used in this experiment has a high degree of recognition and can greatly improve the safety and reliability of the intelligent nursing bed.
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1 Introduction
The nursing of long-term bedridden patients is an inevitable and very labor-intensive task for families and nursing institutions and hospitals, especially for critically ill patients who have lost part of their body functions. It's getting more and more prominent. Therefore, people are focusing on smart nursing beds to solve the basic nursing problems of the elderly who cannot take care of themselves, the patients with mobility problems and the disabled due to diseases, and reduce the nursing pressure of medical staff and patients' families. As a medical auxiliary device, it has basic functions such as raising the back, bending the legs, and turning left and right. However, the automatic control of most nursing beds is controlled by a fixed time, and there are certain hidden safety hazards. May cause more harm to the user. Therefore, improving the safety and reliability of nursing beds is particularly important for the development of intelligent nursing beds.

Aiming at the hidden safety hazards of the intelligent nursing bed, this paper designs a human bone data preprocessing algorithm combined with the recognition system model of the pattern recognition toolbox in Matlab according to the bone data of the human body. The system can recognize the lying posture of the human body, and output the signal as a part of the motion signal of the intelligent nursing bed, which greatly improves the safety and reliability of the intelligent nursing bed.

2 Method

2.1 Recognition model design
The work flow of the human body gesture recognition model designed in this paper is shown in Figure 1. The work flow is as follows: first collect the subject’s human bone data information through the Kinect sensor, and then use the designed algorithm to select and compare the bone feature points. The coordinates of the bone points are transformed and the joint angle features are calculated. Finally, the Matlab pattern recognition toolbox is used to identify the processed features to determine the current posture of the human body.

![Model design flow chart](image)

**2.2 Data collection**

**2.2.1 Acquisition equipment**

The Kinect sensor includes a color camera, infrared transmitter and receiver, and four microphone arrays. In Kinect sensor, the RGB camera captures a color image with a resolution of 1920×1080 pixels at 30 frames per second, while an infrared camera also obtains infrared data and a depth map with a resolution of 512×424 pixels in real time at 30 frames per second. Kinect sensor has a field of view of 70 degrees horizontally and 60 degrees vertically, and the measured depth distance is 0.5 m-4.5 m. It can obtain information on 25 joint points of the human body, and can detect 6 people
at the same time. The user can also adjust the motor base The direction and angle to obtain the ideal image data.

2.2.2 Data collection

In order to obtain the data set required for training the neural network, this paper collected the human bones of 10 normal subjects (3 women and 7 men, aged between 25-60 years and height between 1.55-1.90 m) data information. When collecting data in this experiment, the subjects lay on the intelligent nursing bed and presented five postures: lying flat, raising the back, bent legs, and lying on the left and right sides. The Kinect sensor collects the human bone data information, and each posture is maintained 10 seconds. As shown in Figure 2. Part of the output data after the collection is completed is shown in Figure 3.

Fig.2 Human posture diagram

|         |   X   |   Y   |   Z   |
|---------|-------|-------|-------|
| Heel    | -0.0200 | 0.0150 | 0.0200 |
| Shoulder | -0.2000 | 0.1000 | 0.0100 |
| Spine    | 0.1000  | -0.1000| -0.0100|

Fig.3 Part of the collected data diagram

2.3 Data processing

2.3.1 Selection of bone points
By using the Kinect sensor and the corresponding development software, the spatial coordinates (x, y, z) of the standardized bone joints of 25 human bodies can be obtained. However, since some of the joint points have no effect on gesture recognition, based on the reliability of the purpose of this research and the consideration of recognition speed, this paper screens the number of bone joints and reduces the number of bone joint points from 25 to 11. As shown in Figure 5, the selected 11 joint points are: head(1), spine shoulder(2), shoulder left(3), shoulder right(4), spine base(5), hip
left(6), hip right(7), knee left(8), knee right(9), ankle left(10), ankle right(11).

### 2.3.2 Coordinate transformation

In order to determine the position of the subjects on the intelligent nursing bed, coordinate transformation of the 11 selected bone joint coordinates is needed to transform them into the absolute reference system (x, y, z) with the intelligent nursing bed as the reference. According to the imaging theory \[2\], the world coordinate system \( o_{w−xw,yw,zw} \) can be converted to the imaging coordinate system \( o_{i−xyz} \) through \( o_{i} = R o_{w} + T \), where T is the transition matrix and R is the rotation matrix. In Kinect sensor, the coordinate transformation model can be represented by Figure 6.

![Coordinate transformation model](image)

Converting the world coordinate system to the depth system and the RGB system can use equation (1) and equation (2).

\[
o_{d−x_{d},y_{d},z_{d}} = R_{d} o_{w−x_{w},y_{w},z_{w}} + T_{d}
\]

\[
o_{rgb−x_{rgb},y_{rgb},z_{rgb}} = R_{rgb} o_{w−x_{w},y_{w},z_{w}} + T_{rgb}
\]

In the imaging system, the RGB image coordinate system \([u_{rgb}, v_{rgb}, 1]^T\) can be described by equation (3).
The depth imaging system can be described by equation (4).

\[
\begin{bmatrix}
u_d \\
v_d \\
1
\end{bmatrix} = \frac{1}{z_d} H_d 
\begin{bmatrix}
x_d \\
y_d \\
z_d
\end{bmatrix}
\] (4)

Among them, \(H_{rgb}\) and \(H_d\) are the original parameters of the sensor. Through the above four formulas, the transformation from the form \([u_{rgb}, v_{rgb}, 1]^T\) to \([u_d, v_d, 1]^T\). Since the distance between the color camera and the depth camera of the Kinect sensor is very close, it can be assumed that \(z_d \approx z_{rgb}\), so:

\[
\begin{bmatrix}
u_d \\
v_d \\
1
\end{bmatrix} \approx H_d H_{rgb}^{-1} R_d R_{rgb}^{-1} 
\begin{bmatrix}
u_{rgb} \\
v_{rgb} \\
1
\end{bmatrix} + (T_d - R_d R_{rgb}^{-1} T_{rgb})
\] (5)

Since the Kinect sensor is a standardized production equipment, solving the spatial mapping problem can be solved with the calibration parameters of Kinect sensor [1]. When solving the joint point \(J(u_{rgb}, v_{rgb})\) in the color image, it can be used to obtain the depth image map \(J(u_d, v_d)\). In the depth camera coordinate system, the depth value of \(P'\) is \(z_d\). So far, the three-dimensional coordinates are based on the world. The coordinate system \(J(x_w, y_w, z_w)\) is obtained with respect to \(J(u_{rgb}, v_{rgb})\) according to equations (2) and (3).

### 2.3.3 Node angle calculation

For any two joint points \(P_i(x_i, y_i, z_i), P_j(x_j, y_j, z_j)\), the coordinates of the two joint points that need to be calculated can be obtained through the Kinect sensor. After the coordinate transformation, the formula (6) Calculate the direct distance between
two joint points. By continuing to process these distance features, the angle features between multiple joint points can be calculated.

\[ d_{x,y,z} = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2 + (z_i - z_j)^2} \] (6)

There are two main methods for calculating the angle characteristics of each group of joint points: the first is the three-point method, select the three human body joint points \( P_i, P_j \) and \( P_k \) that need to be calculated, and use the formula to calculate the relationship between the three joint points. The distances \( d_{ij}, d_{ik} \) and \( d_{jk} \), and then the law of cosines (7) can be used to find the angle between each joint point.

\[ \theta = \arccos \frac{a^2 + b^2 - c^2}{2ab} \] (7)

The second method is the two-point method. Only two joint points \( P_i \) and \( P_j \) are used for each group of angles. Using \( P_i \) as the reference point, the connection between the two key points \( P_i \) and \( P_j \) and the reference point \( X \) are calculated by formula (8) The included angle of the axis.

\[ \theta = \arccos \frac{x_j - x_i}{d_{ij}} \] (8)

Through the above algorithm, processing the acquired data, a total of 10 joint angles can be obtained. Divide all the obtained joint angles by 180 degrees for normalization. From the above 10 joint angles, select the angle features needed for lying posture recognition during the experiment. As shown in Figure 7.
2.4 Neural network recognition

2.4.1 Kinematics feature definition

This paper defines a set of characteristics that can not be affected by the body size of each subject to represent the kinematic characteristics of different human postures, that is, from the above 10 joint angles, 5 angles are selected as features for identification, they are: the angle $\mu$ between the head and the left shoulder, the angle $\alpha$ between the head and the right shoulder, the angle $\beta$ between the thigh and the calf, and

| $\mu$   | $\alpha$   | $\beta$   | $\gamma$  | $\theta$  |
|---------|------------|-----------|------------|-----------|
| 90.0284 | 89.9931   | 91.37304  | 91.3349   | 90.35371  |
| 90.03275| 89.98498  | 91.19414  | 91.79894  | 90.62031  |
| 90.03145| 89.98374  | 91.25881  | 91.89519  | 90.60405  |
| 90.04135| 89.9832   | 92.07469  | 91.25659  | 90.69108  |
| 90.04859| 89.98171  | 91.7779   | 91.0944   | 90.69484  |
| 90.05041| 89.98083  | 92.08256  | 92.56391  | 90.73667  |
| 90.05569| 89.98037  | 91.9911   | 92.45289  | 90.74591  |
| 90.06052| 89.98106  | 91.60578  | 91.9221   | 90.64708  |
| 90.06151| 89.98185  | 91.17971  | 91.73123  | 90.61282  |
| 90.05996| 89.9825   | 91.2544   | 91.94039  | 90.64067  |
| 90.05952| 89.98235  | 91.27599  | 91.84926  | 90.63621  |
| 90.05818| 89.98243  | 92.34753  | 91.96662  | 90.65388  |
| 90.05593| 89.98263  | 92.48034  | 92.0082   | 90.62893  |
| 90.05602| 89.98227  | 91.46762  | 92.24388  | 90.66315  |
| 90.05542| 89.98271  | 91.33095  | 92.14475  | 90.64034  |
| 90.05567| 89.98229  | 91.44611  | 92.3503   | 90.68249  |
| 90.05532| 89.9819   | 92.1076   | 92.2835   | 90.6965   |
| 90.0545 | 89.98232  | 92.13376  | 92.43178  | 90.67318  |
| 90.05333| 89.98237  | 92.18066  | 92.38876  | 90.6884   |
| 90.05278| 89.98222  | 91.51078  | 92.7565   | 90.72148  |
| 90.05156| 89.98221  | 91.46533  | 92.29784  | 90.67186  |
| 90.0514 | 89.98242  | 91.65727  | 92.20098  | 90.65457  |
| 90.05165| 89.98277  | 91.53299  | 92.35413  | 90.66154  |
| 90.05298| 89.98244  | 91.71138  | 92.50062  | 90.69881  |
| 90.05258| 89.9829   | 91.55824  | 92.08239  | 90.64056  |
| 90.05273| 89.99312  | 91.57112  | 92.15915  | 90.64271  |
| 90.05204| 89.9832   | 91.33385  | 92.30261  | 90.65634  |
| 90.05158| 89.98291  | 91.69997  | 92.38731  | 90.65542  |
| 90.05046| 89.98501  | 91.43953  | 92.23699  | 90.69738  |
the angle between the shoulder and the leg. The included angle $\gamma$ is the angle $\theta$ between the head and the back.

### 2.4.2 Data Classification

Mark each frame of pictures with the following 5 poses:

The first category: lying on the left

The second category: lying on the right

The third category: bent legs

The fourth category: raising back

The fifth category: lying flat

The final database obtained by Kinect sensor is composed of 51762 frames of pictures, of which 10829 frames belong to the first category, 9944 frames belong to the second category, 10329 frames belong to the third category, 10333 frames belong to the fourth category, and 10327 frames belong to the fifth category.

Recognition is based on the selected angle features, where the left side is recognized by the angle $\mu$, the right side is recognized by the angle $\alpha$, the bent leg is recognized by the angle $\beta$, the back is recognized by the angle $\gamma$, and the lying down is recognized by the angle $\theta$.

### 2.4.3 Neural Networks

![Neural network structure diagram](image)
The pose classification problem can be regarded as a static mapping problem, and the pattern recognition toolbox in the Matlab neural network toolbox can be used to realize the network required by the experiment in this paper. The Matlab pattern recognition toolbox is a two-layer feedforward network with a sigmoid hidden layer and softmax output neurons. As long as there are enough neurons in its hidden layer, the vector can be classified well. The network will be trained using the proportional conjugate gradient backpropagation algorithm, and the training function is trainscg. It is found through experiments that when the number of neurons in the hidden layer is 30, the experimental results are more accurate, and the training time is shorter, which only takes 10 seconds, as shown in Figure 9. Therefore, 30 neurons are set in the hidden layer.

![Fig. 9 Training process diagram](image)
layer, which are connected to 5 input features. In the training process, the data set is classified, of which 70% is the training set, 15% is the validation set, and 15% is the test set.

3 Discussion and experimental results

When observing the experimental results, the accuracy of the experiment can be observed through the ROC curve and the confusion matrix.

Through the ROC curve, it is easy to find out a classifier's ability to recognize samples at a certain threshold. The best diagnostic limit value of a certain diagnostic method can be selected with the help of ROC curve. The closer the ROC curve is to the upper left corner, the higher the FPR and the lower the FPR of the test, that is, the higher.

![ROC curve](image)

Fig.10  ROC curve

the sensitivity and the lower the false positive rate, the better the performance of the diagnostic method.
As shown in Figure 10 and Figure 11, the ROC curve obtained from the experiment shows that the ROC curves of the five types of postures are very close to the upper left corner, and it can be judged that the model adopted in this experiment has good performance. In addition, the confusion matrix can also be used to analyze the experimental results in more detail.
Confusion matrix is the most basic, most intuitive, and easiest method to measure the accuracy of sub-type models. Through the confusion matrix, the accuracy of each classified data set and the average accuracy of all data can be seen, and the prediction accuracy of the whole model can be judged by the accuracy.

As shown in Figure 12, the confusion matrix obtained from the experiment shows that the prediction model proposed in this experiment has achieved good results, with an overall average accuracy of 98.1%, among which the recognition efficiency of back lifting is the best, and the recognition accuracy is close to 100%. For the other four types of postures, there are two reasonable reasons at least that can be considered as the cause of the misclassification. First, the Kinect sensor acquires the bone coordinate points of the lying posture, as opposed to sitting and standing postures. Large error, some joint points need Kinect sensor system to reconstruct the joint posture, which will make the obtained result data relatively noisy, thereby affecting the accuracy of recognition. The second reason for the classification error may be that although careful principle features are used as a powerful description of body posture and are independent of the physical features of the subjects participating in the study, some similar postures will also have a greater impact on the experimental results. For the bending of the legs, the left side and the right side, when lying on the side, the degree of bending of the legs of a person will have a greater impact on the prediction results. When lying flat, the angle characteristics of the head and shoulders will also affect the recognition of the left and right side lying.

4 Conclusion
According to the results of this experiment, the human bone data preprocessing algorithm designed in this paper and the posture recognition model network obtained by the Matlab pattern recognition toolbox have good performance, with a recognition success rate of 98.1%, which is effective for the five postures of the human body. The distinction is more precise, which can make the intelligent care bed more intelligent and convenient, and greatly improve the safety and reliability of the intelligent care bed.
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