ON INVERSE SUBMONOIDS OF THE MONOID OF ALMOST MONOTONE INJECTIVE CO-FINITE PARTIAL SELFMAPS OF POSITIVE INTEGERS
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ABSTRACT. In this paper we study submonoids of the monoid $S_\omega^n(N)$ of almost monotone injective co-finite partial selfmaps of positive integers $N$. Let $S_\omega^n(N)$ be a submonoid of $S_\omega^n(N)$ which consists of cofinite monotone partial bijections of $N$ and $C_0$ be a subsemigroup of $S_\omega^n(N)$ which is generated by the partial shift $n \mapsto n + 1$ and its inverse partial map. We show that every automorphism of a full inverse subsemigroup of $S_\omega^n(N)$ which contains the semigroup $C_0$ is the identity map. We construct a submonoid $IN[N]$ of $S_\omega^n(N)$ with the following property: if $S$ is an inverse submonoid of $S_\omega^n(N)$ such that $S$ contains $IN[N]$ as a submonoid, then every non-identity congruence $\mathfrak{C}$ on $S$ is a group congruence. We show that if $S$ is an inverse submonoid of $S_\omega^n(N)$ such that $S$ contains $C_0$ as a submonoid then $S$ is simple and the quotient semigroup $S/C_0$, where $C_0$ is minimum group congruence on $S$, is isomorphic to the additive group of integers. Also, we study topologizations of inverse submonoids of $S_\omega^n(N)$ which contain $C_0$ and embeddings of such semigroups into compact-like topological semigroups.

1. INTRODUCTION AND PRELIMINARIES

In this paper all spaces will be assumed to be Hausdorff. Furthermore we shall follow the terminology of [16, 13, 22, 37, 10]. We shall denote the set of all positive integers by $\mathbb{N}$, the first infinite ordinal by $\omega$ and the cardinality of the set $A$ by $|A|$. If $A$ is a subset of a semigroup $S$ then by $\langle A \rangle$ we shall denote a subsemigroup of $S$ generated by the elements of the set $A$.

An algebraic semigroup $S$ is called inverse if for any element $x \in S$ there exists a unique $x^{-1} \in S$ such that $xx^{-1}x = x$ and $x^{-1}xx^{-1} = x^{-1}$. The element $x^{-1}$ is called the inverse of $x \in S$. If $S$ is an inverse semigroup, then the function $inv : S \to S$ which assigns to every element $x$ of $S$ its inverse element $x^{-1}$ is called an inversion.

A congruence $\mathfrak{C}$ on a semigroup $S$ is called non-trivial if $\mathfrak{C}$ is distinct from universal and identity congruences on $S$, and a group congruence if the quotient semigroup $S/\mathfrak{C}$ is a group. If $\mathfrak{C}$ is a congruence on a semigroup $S$ then by $\mathfrak{C}^e$ we denote the natural homomorphism from $S$ onto the quotient semigroup $S/\mathfrak{C}$.

If $S$ is a semigroup, then we shall denote the subset of all idempotents in $S$ by $E(S)$. If $S$ is an inverse semigroup, then $E(S)$ is closed under multiplication and we shall refer to $E(S)$ as band (or the band of $S$). Then the semigroup operation on $S$ determines the following partial order $\preceq$ on $E(S)$: $e \preceq f$ if and only if $ef = fe = e$. This order is called the natural partial order on $E(S)$. A semilattice is a commutative semigroup of idempotents.

An inverse subsemigroup $T$ of an inverse semigroup $S$ is called full if $E(S) = E(T)$.

By $(\mathcal{P}_{<\omega}(\lambda), \cup)$ we shall denote the free semilattice with identity over a set of cardinality $\lambda \geq \omega$, i.e., $(\mathcal{P}_{<\omega}(\lambda), \cup)$ is the set of all finite subsets (with the empty set) of $\lambda$ with the semilattice operation “union”.

If $S$ is a semigroup, then we shall denote the Green relations on $S$ by $R$, $L$, $J$, $D$ and $H$ (see [13]). A semigroup $S$ is called simple if $S$ does not contain proper two-sided ideals and bisimple if $S$ has only one $D$-class.
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A \textit{(semi)topological semigroup} is a topological space with a (separately) continuous semigroup operation. An inverse topological semigroup with continuous inversion is called a \textit{topological inverse semigroup}.

A topology \(\tau\) on a semigroup \(S\) is called:

- \textit{semigroup} if \((S, \tau)\) is a topological semigroup;
- \textit{semigroup inverse} if \(S\) is an inverse semigroup and \((S, \tau)\) is a topological inverse semigroup;
- \textit{shift-continuous} if \((S, \tau)\) is a semitopological semigroup.

The \textit{bicyclic semigroup} (or the bicyclic monoid) \(C(p, q)\) is the semigroup with the identity 1 generated by two elements \(p\) and \(q\), subject only to the condition \(pq = 1\).

The bicyclic semigroup is bisimple and every one of its congruences is either trivial or a group congruence. Moreover, every homomorphism \(h\) of the bicyclic semigroup is either an isomorphism or the image of \(C(p, q)\) under \(h\) is a cyclic group (see [15, Corollary 1.32]). The bicyclic semigroup plays an important role in algebraic theory of semigroups and in the theory of topological semigroups. For example a well-known Andersen’s result [11] states that a \( (0–) \)-simple semigroup with an idempotent is completely \( (0–) \)-simple if and only if it does not contain an isomorphic copy of the bicyclic semigroup.

The bicyclic monoid admits only the discrete semigroup Hausdorff topology. Bertman and West in [13] extended this result for the case of Hausdorff semitopological semigroups. Stable and \(\Gamma\)-compact topological semigroups do not contain the bicyclic monoid [3, 35]. The problem of embedding of the bicyclic monoid into compact-like topological semigroups was studied in [5, 6, 30]. Independently to Eberhart-Selden results on topological semigroups do not contain the bicyclic monoid [3, 35]. The problem of embedding of the bicyclic monoid into compact-like topological semigroups was studied in [5, 6, 30]. Independently to Eberhart-Selden results on topological semigroups do not contain the bicyclic monoid [3, 35].

Non-discrete topologizations of some bicyclic-like semigroups were studied in [7, 8, 9, 10, 11, 12, 24, 27, 36, 38, 44]. In particular in [23] it is proved that the discrete topology is the unique shift-continuous Hausdorff topology on the extended bicyclic semigroup \(C_Z\). We observe that for many \((0)-\)simple semigroups \(S\) the following statement holds: \textit{every shift-continuous Hausdorff Baire (in particular locally compact) topology on \(S\) is discrete} (see [17, 26, 28, 29, 31, 32]).

Let \(\mathcal{I}_\lambda\) denote the set of all partial one-to-one transformations of a set \(X\) of cardinality \(\lambda\) together with the following semigroup operation:

\[ x(\alpha \beta) = (x\alpha)\beta \quad \text{if} \quad x \in \text{dom}(\alpha \beta) = \{ y \in \text{dom} \alpha \mid y \alpha \in \text{dom} \beta \}, \quad \text{for} \quad \alpha, \beta \in \mathcal{I}_\lambda. \]

The semigroup \(\mathcal{I}_\lambda\) is called the \textit{symmetric inverse semigroup} over the set \(X\) (see [15]). The symmetric inverse semigroup was introduced by Wagner [17] and it plays a major role in the theory of semigroups.

\textbf{Remark 1.1.} We observe that the bicyclic semigroup is isomorphic to the semigroup \(C_N\) which is generated by partial transformations \(\alpha\) and \(\beta\) of the set of positive integers \(N\), defined as follows:

\[ \text{dom} \alpha = N, \quad \text{ran} \alpha = N \setminus \{1\}, \quad (n)\alpha = n + 1 \]

\[ \text{dom} \beta = N \setminus \{1\}, \quad \text{ran} \beta = N, \quad (n)\beta = n - 1 \]

(see Exercise IV.1.11(ii) in [42]).

Let \(N\) be the set of all positive integers. We shall denote the semigroup of monotone, non-decreasing, injective partial transformations \(\varphi\) of \(N\) such that the sets \(N \setminus \text{dom} \varphi\) and \(N \setminus \text{rank} \varphi\) are finite by \(\mathcal{I}_\infty(N)\). Obviously, \(\mathcal{I}_\infty(N)\) is an inverse subsemigroup of the semigroup \(\mathcal{I}_\omega\). The semigroup \(\mathcal{I}_\infty(N)\) is called the \textit{semigroup of cofinite monotone partial bijections} of \(N\).

In [31] Gutik and Repovš studied the semigroup \(\mathcal{I}_\infty(N)\). They showed that the semigroup \(\mathcal{I}_\infty(N)\) has algebraic properties similar to the bicyclic semigroup: it is bisimple and all of its non-trivial group
homomorphisms are either isomorphisms or group homomorphisms. Also, they proved that every locally compact inverse semigroup topology $\tau$ on $\mathcal{I}_\omega^\omega(\mathbb{N})$ is discrete and described the closure of $(\mathcal{I}_\omega^\omega(\mathbb{N}), \tau)$ in a topological semigroup.

Doroshenko in [20, 21] studied the semigroups of endomorphisms of linearly ordered sets $\mathbb{N}$ and $\mathbb{Z}$ and their subsemigroups of cofinite endomorphisms $\mathcal{O}_{fin}(\mathbb{N})$ and $\mathcal{O}_{fin}(\mathbb{Z})$. In [21] he described the Green relations, groups of automorphisms, conjugacy, centralizers of elements, growth, and free subsemigroups in these subgroups. Especially in [21] it is proved that the group of automorphisms consists only of the identity mapping, whereas the groups of automorphisms of $\mathcal{O}_{fin}(\mathbb{Z})$ is isomorphic to the semigroup of integers with operation of addition and consist only of inner automorphisms. In [20] there was shown that both these semigroups do not admit an irreducible system of generators. In their subsemigroups of cofinite functions all irreducible systems of generators are described there. Also, here the last semigroups are presented in terms of generators and relations.

A partial map $\alpha: \mathbb{N} \rightarrow \mathbb{N}$ is called almost monotone if there exists a finite subset $A$ of $\mathbb{N}$ such that the restriction $\alpha |_{\mathbb{N}\setminus A}: \mathbb{N} \setminus A \rightarrow \mathbb{N}$ is a monotone partial map.

By $\mathcal{I}_\omega^\omega(\mathbb{N})$ we shall denote the semigroup of monotone, almost non-decreasing, injective partial transformations of $\mathbb{N}$ such that the sets $\mathbb{N} \setminus \text{dom } \varphi$ and $\mathbb{N} \setminus \text{rank } \varphi$ are finite for all $\varphi \in \mathcal{I}_\omega^\omega(\mathbb{N})$. Obviously, $\mathcal{I}_\omega^\omega(\mathbb{N})$ is an inverse subsemigroup of the semigroup $\mathcal{I}_\omega$ and the semigroup $\mathcal{I}_\omega^\omega(\mathbb{N})$ is an inverse subsemigroup of $\mathcal{I}_\omega^\omega(\mathbb{N})$ too. The semigroup $\mathcal{I}_\omega^\omega(\mathbb{N})$ is called the semigroup of co-finite almost monotone partial bijections of $\mathbb{N}$.

In the paper [17] the semigroup $\mathcal{I}_\omega^\omega(\mathbb{N})$ is studied. It was shown that the semigroup $\mathcal{I}_\omega^\omega(\mathbb{N})$ has algebraic properties similar to the bicyclic semigroup: it is bisimple and all of its non-trivial group homomorphisms are either isomorphisms or group homomorphisms. Also it was proved that every Baire shift-continuous $T_1$-topology $\tau$ on $\mathcal{I}_\omega^\omega(\mathbb{N})$ is discrete, described the closure of $(\mathcal{I}_\omega^\omega(\mathbb{N}), \tau)$ in a topological semigroup and constructed non-discrete Hausdorff semigroup topologies on $\mathcal{I}_\omega^\omega(\mathbb{N})$.

A partial transformation $\alpha: (X, d) \rightarrow (X, d)$ of a metric space $(X, d)$ is called isometric or a partial isometry, if $d(\alpha x, \alpha y) = d(x, y)$ for all $x, y \in \text{dom } \alpha$. It is obvious that the composition of two partial isometries of a metric space $(X, d)$ is a partial isometry, and the converse partial map to a partial isometry is a partial isometry. Hence the set of partial isometries of a metric space $(X, d)$ with the operation of composition of partial isometries is an inverse submonoid of the symmetric inverse monoid over the set $X$.

Let $\mathbb{N}_\infty$ be the set of all partial cofinite isometries of the set of positive integers $\mathbb{N}$ with the usual metric $d(n, m) = |n - m|$, $n, m \in \mathbb{N}$. Then $\mathbb{N}_\infty$ with the operation of composition of partial isometries is an inverse submonoid of $\mathcal{I}_\omega$. The semigroup $\mathbb{N}_\infty$ of all partial co-finite isometries of positive integers is studied in [37]. There we describe the Green relations on the semigroup $\mathbb{N}_\infty$, its band and proved that $\mathbb{N}_\infty$ is a simple $E$-unitary $F$-inverse semigroup. Also in [37], the least group congruence $\mathcal{C}_\text{mg}$ on $\mathbb{N}_\infty$ is described and proved that the quotient-semigroup $\mathbb{N}_\infty / \mathcal{C}_\text{mg}$ is isomorphic to the additive group of integers $\mathbb{Z}(+)$. An example of a non-group congruence on the semigroup $\mathbb{N}_\infty$ is presented. Also we proved that a congruence on the semigroup $\mathbb{N}_\infty$ is group if and only if its restriction onto an isomorphic copy of the bicyclic semigroup in $\mathbb{N}_\infty$ is a group congruence.

In this paper we show that every automorphism of a full inverse subsemigroup of $\mathcal{I}_\omega^\omega(\mathbb{N})$ which contains the semigroup $\mathcal{C}_\mathbb{N}$ is the identity map. We construct a submonoid $\mathbb{N}_\infty^{\mathcal{I}_\omega^\omega(\mathbb{N})}$ of $\mathcal{I}_\omega^\omega(\mathbb{N})$ with the following property: if $S$ be an inverse subsemigroup of $\mathcal{I}_\omega^\omega(\mathbb{N})$ such that $S$ contains $\mathbb{N}_\infty^{\mathcal{I}_\omega^\omega(\mathbb{N})}$ as a submonoid, then every non-identity congruence $\mathcal{C}$ on $S$ is a group congruence. We show that if $S$ is an inverse submonoid of $\mathcal{I}_\omega^\omega(\mathbb{N})$ such that $S$ contains $\mathcal{C}_\mathbb{N}$ as a subsemigroup then $S$ is simple and the quotient semigroup $S / \mathcal{C}_\text{mg}$, where $\mathcal{C}_\text{mg}$ is minimum group congruence on $S$, is isomorphic to the additive group of integers. Also, we study topologizations of inverse submonoids of $\mathcal{I}_\omega^\omega(\mathbb{N})$ which contain $\mathcal{C}_\mathbb{N}$ and embeddings of such semigroups into compact-like topological semigroups.
2. Main algebraic results

We recall for a semigroup $S$ a homomorphism $\Phi: S \to S$ is called an endomorphism of $S$ and every bijective endomorphism (isomorphism) $\Phi: S \to S$ is called an automorphism of $S$. We observe that in the case when $S$ is a monoid with the unit $1_S$, then an endomorphism $\Phi: S \to S$ with $(1_S)\Phi = 1_S$ is called a monoid endomorphism. It is obvious that $(1_S)\Phi = 1_S$ for any automorphism $\Phi: S \to S$ of a monoid with the unit $1_S$.

Recall [11] a semigroup $S$ is combinatorial if it has no non-trivial subgroups. A regular (an inverse) semigroup $S$ is combinatorial if all its $\mathcal{H}$-classes are singleton. It is obvious that any subsemigroup of a combinatorial semigroup is combinatorial.

Lemma 2.1. Let $\Psi: S \to S$ be an automorphism of a combinatorial inverse semigroup $S$. If $(e)\Psi = e$ for all $e \in E(S)$ then $\Psi$ is the identity map.

Proof. Fix an arbitrary $s \in S \setminus E(S)$. Then $(ss^{-1})\Psi = ss^{-1}$ and $(s^{-1}s)\Psi = s^{-1}s$. Since in any inverse semigroup the following condition hold: $x\mathcal{H}y$ if and only if $xx^{-1} = yy^{-1}$ and $x^{-1}x = y^{-1}y$ (see [37, Section 3.2, p. 82]), we have that

$$(s)\Psi(s^{-1}) = (ss^{-1})\Psi = ss^{-1} \quad \text{and} \quad (s^{-1})\Psi(s) = (s^{-1}s)\Psi = s^{-1}s,$$

and hence $(s)\Psi \mathcal{H} s$. Since $S$ is a combinatorial inverse semigroup, $(s)\Psi = s$. \hfill $\square$

For any positive integer $i$ by $\varepsilon(i)$ we denote the identity map of the set $\mathbb{N} \setminus \{i\}$. It is obvious that $\varepsilon(i) \in E(\mathbb{N})$ for any positive integer $i$.

Lemma 2.2. Let $S$ be a full inverse submonoid of $\mathcal{J}_\infty(\mathbb{N})$ and $\Phi: S \to S$ be an automorphism. Then $(\varepsilon(1))\Phi = \varepsilon(1).

Proof. Since $\Phi: S \to S$ is an automorphism, $(\mathbb{I})\Phi = \mathbb{I}$. Suppose to the contrary that $(\varepsilon(1))\Phi \neq \varepsilon(1)$. Since the restriction $\Phi|_{E(S) \setminus \{\mathbb{I}\}}: E(S) \setminus \{\mathbb{I}\} \to E(S) \setminus \{\mathbb{I}\}$ of the automorphism $\Phi$ onto $E(S) \setminus \{\mathbb{I}\}$ is an automorphism, there exist (not necessary distinct) idempotents $\iota, \upsilon \in S \setminus \{\mathbb{I}, \varepsilon(1)\}$ such that $(\varepsilon(1))\Phi = \upsilon$, $(\iota)\Phi = \varepsilon(1)$ and $|\mathbb{N} \setminus \text{dom} \upsilon| = |\mathbb{N} \setminus \text{dom} \iota| = 1$.

We shall show that $1 \in \text{dom} \iota \cap \text{ran} \iota$ and moreover $(1)\phi = 1$ for any $\phi \in \langle (\alpha)\Phi, (\beta)\Phi \rangle$. Our assumption implies that $\varepsilon(1) = \beta\alpha$ and hence $(1)(\beta\alpha)\Phi = 1 = (1)(\alpha\beta)\Psi = (1)(\mathbb{I})\Phi = (1)\mathbb{I} = 1.$

This implies that $1 \in \text{dom}(\alpha)\Phi$ and $1 \in \text{dom}(\beta)\Phi$. If $(1)(\beta)\Phi \neq 1$ then the monotonicity of $\beta$ implies that $1 \notin \text{dom}(\alpha)\Phi$, and hence $1 \notin \text{dom}(\alpha\beta)\Phi = \mathbb{N}$, a contradiction. Since $\alpha$ is inverse of $\beta$ in $S$, the equality $(1)(\beta)\Phi = 1$ implies that

$$1 = (1)(\beta\alpha)\Phi = ((1)(\beta)\Phi)(\alpha)\Psi = (1)(\alpha)\Phi.$$ 

This implies that $(1)(\beta^i\alpha^j)\Phi = 1$ for all non-negative integers $i$ and $j$.

By Remark [11] $\langle \alpha, \beta \rangle$ is a submonoid of $\mathcal{J}_\infty(\mathbb{N})$ which is isomorphic to the bicyclic monoid, and since $\Phi: S \to S$ is an automorphism, $\langle (\alpha)\Phi, (\beta)\Phi \rangle$ is isomorphic to the bicyclic monoid, too. By Lemma 2.6 of [31] for every idempotent $\varepsilon \in \mathcal{J}_\infty(\mathbb{N})$ there exists a positive integer $n_\varepsilon$ such that $\varepsilon \cdot \beta^n\alpha^n = \beta^n\alpha^n$ for any positive integer $n \geq n_\varepsilon$. Then there exists a positive integer $n_\iota$ such that $i\beta^n\alpha^n = \beta^n\alpha^n$ and hence $(i\beta^n\alpha^n)\Phi = (\beta^n\alpha^n)\Phi$ for all $n \geq n_\iota$. Since $(\iota)\Phi = \beta\alpha$ we have that $(i\beta^n\alpha^n)\Phi = (\iota)(\beta^n\alpha^n)\Phi = (i\beta^n\alpha^n)\Phi$ and hence $1 \notin \text{dom} \beta\alpha$ for all $n \geq n_\iota$. This contradicts the previous part of the proof. The obtained contradiction implies the statement of the lemma. \hfill $\square$

Lemma 2.3. Let $S$ be a full inverse submonoid of $\mathcal{J}_\infty(\mathbb{N})$ and $\Phi: S \to S$ be an automorphism. Then $(\beta\alpha^i)\Phi = \beta^i\alpha^j$ for all non-negative integers $i$ and $j$.

Proof. By Lemma 2.2 $(\beta\alpha)\Phi = (\varepsilon(1))\Phi = \varepsilon(1) = \beta\alpha$ and since $(\mathbb{I})\Phi = \mathbb{I}$, we have that

$$(\beta\Phi)(\alpha\Phi) = \beta\alpha \quad \text{and} \quad (\alpha\Phi)(\beta\Phi) = \alpha\beta.$$
By Proposition 2.1(iii) from [31] the semigroup $\mathcal{I}_\infty(\mathbb{N})$ is combinatorial and hence $S$ is combinatorial, too. Then the arguments presented in the proof of Lemma 2.1 imply that $(\beta)\Phi = \beta$ and $(\alpha)\Phi = \alpha$. Therefore we get

$$(\beta^i\alpha^j)\Phi = (\beta^i)\Phi(\alpha^j)\Phi = ((\beta)\Phi)^i((\alpha)\Phi)^j = \beta^i\alpha^j$$

for all non-negative integers $i$ and $j$. □

**Lemma 2.4.** Let $S$ be a full inverse submonoid of $\mathcal{I}_\infty(\mathbb{N})$ and $\Phi : S \to S$ be an automorphism. Then $(\varepsilon)\Phi = \varepsilon$ for each idempotent $\varepsilon \in S$.

**Proof.** Since the restriction $\Phi|_{E(S)(\varepsilon)} : E(S) \setminus \{\varepsilon\} \to E(S) \setminus \{\varepsilon\}$ of $\Phi$ onto $E(S) \setminus \{\varepsilon\}$ is an automorphism, the equality $(\iota)\Phi = \nu$ for $\iota, \nu \in E(S) \setminus \{\varepsilon, \varepsilon(1)\}$ implies that $|N \setminus \text{dom } \iota| = |N \setminus \text{dom } \nu|$. Fix so elements $\iota, \nu \in E(S) \setminus \{\varepsilon, \varepsilon(1)\}$ with $|N \setminus \text{dom } \iota| = |N \setminus \text{dom } \nu| = 1$. Then there exist positive integers $k$ and $l$ such that $v = \varepsilon(k)$ and $\iota = \varepsilon(l)$. Suppose to the contrary that $\iota \neq \nu$. If $k > l > 1$ then

$$\beta^l\alpha^k = (\beta^l\alpha^k)\Phi^1 = (\beta^l\alpha^k \cdot \varepsilon(l)) \Phi = \beta^l\alpha^l \cdot (\varepsilon(l))\Phi = \beta^l\alpha^l \cdot (\varepsilon(k))\Phi = \beta^l\alpha^l \cdot (\nu) \neq \beta^l\alpha^l.$$ 

If $l > k > 1$ then

$$\beta^k\alpha^k = (\beta^k\alpha^k)\Phi^1 = (\beta^k\alpha^k \cdot \varepsilon(k)) \Phi^1 = (\beta^k\alpha^k \cdot (\varepsilon(k)) \Phi^1 = \beta^k\alpha^k \cdot (\varepsilon(k))\Phi = \beta^k\alpha^k \cdot (\nu) \neq \beta^k\alpha^k.$$ 

The obtained contradictions and Lemma 2.3 imply that $(\iota)\Phi = \iota$ for every $\iota \in E(S)$ with $|N \setminus \text{dom } \iota| = 1$.

By Proposition 2.1 of [31] for every idempotent $\varepsilon \in \mathcal{I}_\infty(\mathbb{N})$ there exists a finite subset $\{n_1, \ldots, n_k\}$ of positive integers such that $\varepsilon$ is the identity map of $\tilde{N} \setminus \{n_1, \ldots, n_k\}$. This implies that $\varepsilon = \varepsilon(n_1) \cdots \varepsilon(n_k)$. Hence we get that

$$(\varepsilon)\Phi = (\varepsilon(n_1) \cdots \varepsilon(n_k))\Phi = (\varepsilon(n_1))\Phi \cdots (\varepsilon(n_k))\Phi = \varepsilon(n_1) \cdots \varepsilon(n_k) = \varepsilon,$n

which completes the proof of the lemma. □

It is well known that every automorphism $\Phi$ of the bicyclic semigroup $\mathcal{C}(p, q)$ is trivial. i.e., $\Phi$ is the identity map of $\mathcal{C}(p, q)$. The following theorem shows that every full inverse subsemigroup of $\mathcal{I}_\infty(\mathbb{N})$ which contains the semigroup $\mathcal{C}_N$ has such property.

**Theorem 2.5.** Let $S$ be a full inverse submonoid of $\mathcal{I}_\infty(\mathbb{N})$ which contains the semigroup $\mathcal{C}_N$. Then every automorphism of $S$ is the identity map.

**Proof.** By Lemma 2.4 for each automorphism $\Phi : S \to S$ the band $E(\mathcal{I}_\infty(\mathbb{N}))$ is the set of fixed points of $\Phi$. By Proposition 2.1 of [31], $\mathcal{I}_\infty(\mathbb{N})$ is combinatorial inverse semigroup, and hence by Proposition 3.2.11 of [37] so is $S$. Next we apply Lemma 2.1. □

Theorem 2.5 implies the following two corollaries.

**Corollary 2.6.** Every automorphism of the semigroup $\mathcal{I}_\infty(\mathbb{N})$ is trivial.

**Corollary 2.7.** Every automorphism of the semigroup $\mathbb{IN}_\infty$ is trivial.

**Remark 2.8.** By Lemma 1.1 from [17] the band of the monoid $\mathcal{I}_\infty(\mathbb{N})$ is isomorphic to the free semilattice $(\mathcal{P}_\omega(\omega), \cup)$. Next we identify $\tilde{N}$ with $\omega$. Then every bijective transformation of $\tilde{N}$ extends to an automorphism of the free semilattice $(\mathcal{P}_\omega(\omega), \cup)$. This implies that the monoid $\mathcal{I}_\infty(\mathbb{N})$ contains a full inverse subsemigroup which has $c$ distinct automorphisms.

An example of a non-group congruence on the semigroup $\mathbb{IN}_\infty$ is presented in [34]. Later we shall establish what submonoids of $\mathcal{I}_\infty(\mathbb{N})$ admit only a group non-identity congruence.

For an arbitrary positive integer $n_0$ we denote $[n_0] = \{n \in \tilde{N} : n \geq n_0\}$. Since the set of all positive integers is well ordered, the definition of the semigroup $\mathcal{I}_\infty(\mathbb{N})$ implies that for every $\alpha \in \mathcal{I}_\infty(\mathbb{N})$ there exists the smallest positive integer $n_0^\alpha \in \text{dom } \alpha$ such that the restriction $\alpha|_{[n_0^\alpha]}$ of the partial map
\( \alpha : \mathbb{N} \rightarrow \mathbb{N} \) onto the set \([n^d_\alpha]\) is an element of the semigroup \( C_\mathbb{N} \), i.e., \( \alpha|_{[n^d_\alpha]} \) is a some partial shift of \([n^d_\alpha]\). For every \( \alpha \in \mathcal{S}_\mathbb{N}(\mathbb{N}) \) we put \( \overline{\alpha} = \alpha|_{[n^d_\alpha]} \), i.e.

\[
\text{dom} \overline{\alpha} = [n^d_\alpha], \quad (x)\overline{\alpha} = (x)\alpha \quad \text{for all} \quad x \in \text{dom} \overline{\alpha} \quad \text{and} \quad \text{ran} \overline{\alpha} = (\text{dom} \overline{\alpha})\alpha.
\]

Also, we put

\[
n^d_\alpha = \min \{ j \in \mathbb{N} : j \in \text{dom} \alpha \} \quad \text{for} \quad \alpha \in \mathcal{S}_\mathbb{N}(\mathbb{N}),
\]

and

\[
\overline{n}^d_\alpha = \max \{ j \in \text{dom} \alpha : j < n^d_\alpha \} \quad \text{for} \quad \alpha \in \mathcal{S}_\mathbb{N}(\mathbb{N}) \setminus C_\mathbb{N}.
\]

It is obvious that \( n^d_\alpha \leq n^d_\alpha \) when \( \alpha \in \mathcal{S}_\mathbb{N}(\mathbb{N}) \) and \( n^d_\alpha \leq \overline{n}^d_\alpha < n^d_\alpha \) when \( \alpha \in \mathcal{S}_\mathbb{N}(\mathbb{N}) \setminus C_\mathbb{N} \).

The following theorem is proved in 31.

**Theorem 2.9 (31 Theorem 9).** Let \( \mathcal{C} \) be a congruence on the semigroup \( \mathbb{IN}_\mathbb{N} \). Then the following conditions are equivalent:

1. \( \mathcal{C} \) is a group congruence;
2. there exists a subsemigroup \( S \) of \( \mathbb{IN}_\mathbb{N} \) which is isomorphic to the bicyclic semigroup and \( S \) contains two distinct \( \mathcal{C} \)-equivalent elements;
3. every subsemigroup of \( \mathbb{IN}_\mathbb{N} \), which is isomorphic to the bicyclic semigroup, has two distinct \( \mathcal{C} \)-equivalent elements.

The following lemma completes the statements of Theorem 2.9.

**Lemma 2.10.** Let \( \mathcal{C} \) be a congruence on the semigroup \( \mathbb{IN}_\mathbb{N} \), \( \varepsilon \in E(\mathcal{C}_\mathbb{N}), \iota \in E(\mathbb{IN}_\mathbb{N}) \setminus E(\mathcal{C}_\mathbb{N}) \) and \( \iota \subseteq \varepsilon \). Then \( \varepsilon \mathcal{C} \iota \) implies that \( \mathcal{C} \) is a group congruence on \( \mathbb{IN}_\mathbb{N} \).

**Proof.** The assumptions of the lemma imply that \( n^d_\varepsilon < n^d_\iota \). Put \( \varepsilon_{n^d_\varepsilon + 1} : \mathbb{N} \rightarrow \mathbb{N} \) and \( \varepsilon_{n^d_\iota} : \mathbb{N} \rightarrow \mathbb{N} \) are identity maps of the sets \([n^d_\varepsilon + 1]\) and \([n^d_\iota]\), respectively. It is obvious that \( \varepsilon_{n^d_\varepsilon + 1}, \varepsilon_{n^d_\iota} \in E(\mathcal{C}_\mathbb{N}), \)

\[
\varepsilon_{n^d_\varepsilon} = \varepsilon_{n^d_\varepsilon} \cdot \varepsilon_{n^d_\varepsilon + 1} = \varepsilon_{n^d_\varepsilon + 1} \cdot \varepsilon_{n^d_\varepsilon} \quad \text{and} \quad \varepsilon_{n^d_\varepsilon + 1} = \varepsilon_{n^d_\iota + 1} \cdot \varepsilon_{n^d_\iota},
\]

and hence \( \varepsilon_{n^d_\varepsilon + 1} \mathcal{C} \varepsilon_{n^d_\iota} \). Then Theorem 2.9 and Corollary 1.32 [15] imply that \( \mathcal{C} \) is a group congruence on \( \mathbb{IN}_\mathbb{N} \).

**Definition 2.11.** Put

\[
\mathbb{IN}_\mathbb{N}^{[1]} = \{ \alpha \in \mathcal{S}_\mathbb{N}(\mathbb{N}) : \text{the restriction } \alpha|_{\text{dom} \alpha \setminus \{ \omega \}} \text{ is a partial isometry of } \mathbb{N} \}.
\]

It is obvious that \( \mathbb{IN}_\mathbb{N}^{[1]} \) is an inverse submonoid of the inverse monoid \( \mathcal{S}_\mathbb{N}(\mathbb{N}) \), \( \mathbb{IN}_\mathbb{N} \) is an inverse submonoid of \( \mathbb{IN}_\mathbb{N}^{[1]} \) and \( E(\mathbb{IN}_\mathbb{N}) = E(\mathbb{IN}_\mathbb{N}^{[1]}) = E(\mathcal{S}_\mathbb{N}(\mathbb{N})) = E(\mathcal{S}_\mathbb{N}(\mathbb{N})).

**Lemma 2.12.** Let \( S \) be an inverse subsemigroup of \( \mathcal{S}_\mathbb{N}(\mathbb{N}) \) such that \( S \) contains \( \mathbb{IN}_\mathbb{N}^{[1]} \) as a submonoid. Let \( \mathcal{C} \) be a congruence on \( S \) such that two distinct idempotents \( \varepsilon \) and \( \iota \) of \( \mathbb{IN}_\mathbb{N}^{[1]} \) are \( \mathcal{C} \)-equivalent. Then \( \mathcal{C} \) is a group congruence on \( S \).

**Proof.** If \( \varepsilon \) and \( \iota \) are idempotents of the subsemigroup \( C_\mathbb{N} \) of \( \mathcal{S}_\mathbb{N}(\mathbb{N}) \) then the statement of our lemma follows from Theorem 2.9. Hence we assume that at least one of idempotents \( \varepsilon \) and \( \iota \) does not belong to \( C_\mathbb{N} \).

We consider two cases:

1) \( n^d_\varepsilon = n^d_\iota \), \quad and \quad 2) \( n^d_\varepsilon \neq n^d_\iota \).

Suppose case \( n^d_\varepsilon = n^d_\iota \) holds. Since \( \varepsilon \neq \iota \) without loss of generality we may assume that there exists a positive integer \( n_0 < n^d_\varepsilon \) such that \( n_0 \in \text{dom} \varepsilon \setminus \text{dom} \iota \). Then \( n_0 = n^d_\varepsilon - (k + 1) \) for some positive integer \( k \).

For every positive integer \( j < n^d_\varepsilon - 1 \) we define a partial bijection \( \alpha_j : \mathbb{N} \rightarrow \mathbb{N} \) in the following way:

\[
\text{dom} \alpha_j = \{ j \} \cup \{ n \in \mathbb{N} : n \geq n^d_\varepsilon \}, \quad \text{ran} \alpha_j = \{ j + 1 \} \cup \{ n \in \mathbb{N} : n \geq n^d_\varepsilon \}
\]
and
\[(n)\alpha_j = \begin{cases} n, & \text{if } n \geq n^d_i; \\ n + 1, & \text{if } n = j. \end{cases} \]

Simple verifications show that
\[\varepsilon_{n^d_i - 1} = \alpha_{n^d_i - 2}^{-1} \cdots \alpha_{n^0_0}^{-1} \varepsilon \alpha_{n^0_0} \alpha_{n^0_0} \cdots \alpha_{n^d_i - 2}^{-1}\]
and
\[\varepsilon_{n^d_i} = \alpha_{n^0_0}^{-1} \iota \alpha_{n^0_0} = \alpha_{n^0_0}^{-1} \cdots \alpha_{n^0_0}^{-1} \iota \alpha_{n^0_0} \alpha_{n^0_0} \cdots \alpha_{n^d_i - 2}^{-1}\]
are identity maps of the sets \(\{ n \in \mathbb{N} : n \geq n^d_i - 1 \}\) and \(\{ n \in \mathbb{N} : n \geq n^d_i \}\), respectively, and hence \(\varepsilon_{n^d_i - 1}\)
and \(\varepsilon_{n^d_i}\) are distinct \(C\)-equivalent idempotents of the subsemigroup \(C\mathbb{N}\) in \(\mathcal{I}_\infty^\omega(\mathbb{N})\). By Theorem 2.9 all idempotents of the semigroup \(\mathbb{IN}_\infty\) are \(C\)-equivalent, and hence \(C\) is a group congruence on the semigroup \(S\), because \(E(\mathbb{IN}_\infty) = E(S) = E(\mathcal{I}_\infty^\omega(\mathbb{N})).\)

Suppose case \(n^d_i \neq n^d_i\) holds. Without loss of generality we may assume that \(n^d_i > n^d_i\). Put \(\varepsilon_{n^d_i - 1} : \mathbb{N} \rightarrow \mathbb{N}\) is the identity map of the set \(\{ n \in \mathbb{N} : n \geq n^d_i - 1 \}\). Simple verifications show that \(\varepsilon_{n^d_i - 1} = \varepsilon_{n^d_i - 1}\) and \(\varepsilon_{n^d_i} = \varepsilon_{n^d_i - 1}\) are distinct \(C\)-equivalent idempotents of the subsemigroup \(C\mathbb{N}\) in \(\mathcal{I}_\infty^\omega(\mathbb{N})\). By Theorem 2.9 all idempotents of the semigroup \(\mathbb{IN}_\infty\) are \(C\)-equivalent, and hence \(C\) is a group congruence on the semigroup \(S\), because \(E(\mathbb{IN}_\infty) = E(S) = E(\mathcal{I}_\infty^\omega(\mathbb{N})).\)

**Theorem 2.13.** Let \(S\) be an inverse subsemigroup of \(\mathcal{I}_\infty^\omega(\mathbb{N})\) such that \(S\) contains \(\mathbb{IN}_\infty^1\) as a submonoid. Then every non-identity congruence \(C\) on \(S\) is a group congruence.

**Proof.** Let \(\alpha\) and \(\beta\) be two distinct \(C\)-equivalent elements of the semigroup \(S\).

We consider two cases:
(i) \(\alpha \mathcal{H} \beta \) in \(S\);
(ii) \(\alpha\) and \(\beta\) belong to distinct two \(\mathcal{H}\)-classes in \(S\).

Suppose that \(\alpha \mathcal{H} \beta \) in \(S\). Then Proposition 1.1(iii) of [17] and Proposition 3.2.11 of [37] imply that dom \(\alpha = \text{dom } \beta\) and ran \(\alpha = \text{ran } \beta\), and hence there exists a positive integer \(n_0 \in \text{dom } \alpha\) such that \((n_0)\alpha \neq (n_0)\beta\). Let \(\varepsilon_{n_0} : \mathbb{N} \rightarrow \mathbb{N}\) be the identity map of the set \(\{ n_0 \} \cup \{ n \in \mathbb{N} : n \geq n_0 \}\), where \(n_0 \in \text{dom } \alpha\) is an arbitrary positive integer such that \(n_0 \geq n_0 + n^d_i\). By Proposition 3(i) of [37] and Proposition 3 of [17], \(E(\mathbb{IN}_\infty) = E(\mathcal{I}_\infty^\omega(\mathbb{N})).\) By Proposition 2.9 since \(S\) is an inverse semigroup \(E(\mathbb{IN}_\infty) = E(\mathcal{I}_\infty^\omega(\mathbb{N})),\) \(\alpha \mathcal{C} \beta\) implies that \(\alpha^{-1} \mathcal{C} \beta^{-1}\), and hence we have that \(\alpha^{-1} \varepsilon_{n_0} \alpha \) and \(\beta^{-1} \varepsilon_{n_0} \beta\) are distinct idempotents of the semigroup \(S\), and hence by Lemma 2.12 \(C\) is a group congruence on \(S\).

If case (ii) holds then at least one of the following conditions holds
\[\alpha \alpha^{-1} \neq \beta^{-1} \alpha\] or \[\alpha^{-1} \alpha \neq \beta^{-1} \beta.\]

Then by Proposition 2.3.4 of [37] the semigroup \(S\) has two distinct \(C\)-equivalent idempotents. Next we apply Lemma 2.12.

Every inverse semigroup \(S\) admits the least group congruence \(\mathcal{C}_{mg}\) (see [12] Section III):
\[s \mathcal{C}_{mg} t\] if and only if there exists an idempotent \(e \in S\) such that \(se = te\).

Later we shall describe the least group congruence on any inverse subsemigroup \(S\) of \(\mathcal{I}_\infty^\omega(\mathbb{N})\) such that \(S\) contains \(C\mathbb{N}\) as a submonoid.

Definitions of inverse semigroups \(C\mathbb{N}, \mathcal{I}_\infty^\omega(\mathbb{N})\) and the congruence \(\mathcal{C}_{mg}\) imply the following lemma.

**Lemma 2.14.** Let \(S\) be an inverse subsemigroup of \(\mathcal{I}_\infty^\omega(\mathbb{N})\) such that \(S\) contains \(C\mathbb{N}\) as a submonoid. Then the following conditions hold:
(i) \(\alpha \mathcal{C}_{mg} \alpha\) for every \(\alpha \in S\);
(ii) if \(\alpha\) and \(\beta\) are elements of \(S\) such that \(\alpha = \alpha\overrightarrow{\beta}\) and \(\beta = \beta\overrightarrow{\beta}\), then \(\alpha \mathcal{C}_{mg} \beta\) if and only if \((n)\alpha = (n)\beta\) for all \(n \in \text{dom } \alpha \cap \text{dom } \beta\).
Theorem 2.15. Let $S$ be an inverse subsemigroup of $\mathscr{H}_\infty^\prime(\mathbb{N})$ such that $S$ contains $\mathscr{C}_\mathbb{N}$ as a submonoid. Then the quotient semigroup $S/\mathcal{E}_{\text{mg}}$ is isomorphic to the additive group of integers $\mathbb{Z}(+)$. 

Proof. We define a map $\bar{\mathfrak{F}}: S \to \mathbb{Z}(+), \alpha \mapsto i_\alpha$ in the following way. Put $i_\alpha = (n)\overline{\alpha} - n$, where $n \in \text{dom } \overline{\alpha}$. Simple verification implies that so defined map $\bar{\mathfrak{F}}$ is correct and it is a homomorphism. Also, Lemma 2.14 implies that $\alpha \mathcal{E}_{\text{mg}} \beta$ if and only if $(\alpha)\bar{\mathfrak{F}} = (\beta)\bar{\mathfrak{F}}$ for $\alpha, \beta \in S$. \hfill \Box

Theorems 2.13 and 2.15 imply the following corollary.

Corollary 2.16. Let $S$ be an inverse subsemigroup of $\mathscr{H}_\infty^\prime(\mathbb{N})$ such that $S$ contains $\mathbb{I}[\mathbb{N}]$ as a submonoid. Then for any non-injective homomorphism $\mathfrak{F}: S \to T$ into an arbitrary semigroup $T$ there exists a unique homomorphism $\mathfrak{H}: \mathbb{Z}(+) \to T$ such that the following diagram

$$
\begin{array}{ccc}
S & \xrightarrow{\delta} & T \\
\mathcal{E}_{\text{mg}} \downarrow & & \downarrow \mathfrak{H} \\
\mathbb{Z}(+) & & \\
\end{array}
$$

commutes.

The semigroups $\mathscr{C}_\mathbb{N}$, $\mathscr{H}_\infty^\prime(\mathbb{N})$ and $\mathscr{J}_\infty^\prime(\mathbb{N})$ are bisimple (see [15, 31, 17]). But the semigroup $\mathbb{I}[\mathbb{N}]$ is not bisimple whereas it is simple. A very amazing property about some inverse subsemigroups of $\mathscr{J}_\infty^\prime(\mathbb{N})$ illustrates the following theorem.

Theorem 2.17. Let $S$ be an inverse subsemigroup of $\mathscr{J}_\infty^\prime(\mathbb{N})$ such that $S$ contains $\mathscr{C}_\mathbb{N}$ as a submonoid. Then $S$ is simple.

Proof. Since $\alpha = \alpha \mathbb{I} = \mathbb{I} \alpha$ for any element $\alpha$ of $S$, it is sufficient to show that for every $\beta \in S$ there exist $\gamma, \delta \in S$ such that $\gamma \beta \delta = \mathbb{I}$.

Fix an arbitrary element $\beta$ in $S$. Simple verifications show that $\beta \overline{\beta}^{-1} = \overline{\beta} \overline{\beta}^{-1}$ and $\overline{\beta} \overline{\beta}^{-1}$ is an idempotent of $S$, where $\overline{\beta}^{-1}$ is inverse of $\overline{\beta}$ in $S$, because $\overline{\beta}$ and $\overline{\beta}^{-1}$ are elements of the semigroup $\mathscr{C}_\mathbb{N}$ in $S$. Next we define a partial maps $\gamma: \mathbb{N} \to \mathbb{N}$ in the following way

$$
\text{dom } \gamma = \mathbb{N}, \quad \text{ran } \gamma = \{n \in \mathbb{N}: n \geq n_\gamma^d\} \quad \text{and} \quad (i)\gamma = i - 1 + n_\gamma^d \quad \text{for } i \in \text{dom } \gamma.
$$

Then $\gamma(\overline{\beta}^{-1} \gamma^{-1}) = \mathbb{I}$. \hfill \Box

3. ON SHIFT-CONTINUOUS TOPOLOGIES ON INVERSE SUBSEMIGROUPS OF $\mathscr{J}_\infty^\prime(\mathbb{N})$

A subset $A$ of a topological space $X$ is said to be co-dense in $X$ if $X \setminus A$ is dense in $X$.

We recall that a topological space $X$ is said to be:

- compact if every open cover of $X$ contains a finite subcover;
- countably compact if each closed discrete subspace of $X$ is finite;
- feebly compact if each locally finite open cover of $X$ is finite;
- pseudocompact if $X$ is Tychonoff and each continuous real-valued function on $X$ is bounded;
- locally compact if each point of $X$ has an open neighbourhood with the compact closure;
- Čech-complete if $X$ is Tychonoff and there exists a compactification $cX$ of $X$ such that the remainder $cX \setminus c(X)$ is an $F_\sigma$-set in $cX$;
- a Baire space if for each sequence $A_1, A_2, \ldots, A_i, \ldots$ of nowhere dense subsets of $X$ the union $\bigcup_{i=1}^{\infty} A_i$ is a co-dense subset of $X$.

According to Theorem 3.10.22 of [22], a Tychonoff topological space $X$ is feebly compact if and only if $X$ is pseudocompact. Also, a Hausdorff topological space $X$ is feebly compact if and only if every locally finite family of non-empty open subsets of $X$ is finite. Every compact space is countably compact and every countably compact space is feebly compact (see [4]). Also, every compact space is locally compact, every locally compact space is Čech-complete, and every Čech-complete space is a Baire space (see [22]).
By the Eberhart-Selden theorem every Hausdorff semigroup topology on the bicyclic semigroup is discrete. It is natural to ask: Do there exists non-discrete semigroup topology on the semigroup \( \mathbb{IN}_{\infty} \)?

**Theorem 3.1.** Let \( S \) be an inverse subsemigroup of \( \mathcal{J}_{\infty}(\mathbb{N}) \) such that \( S \) contains \( \mathcal{C}_\mathbb{N} \) as a submonoid. Then every Baire shift-continuous Hausdorff topology \( \tau \) on \( S \) is discrete.

**Proof.** If no point in \( S \) is isolated, then since the space \( (S, \tau) \) is Hausdorff, it follows that \( \{\alpha\} \) is nowhere dense for all \( \alpha \in S \). But, if this is the case, then since the semigroup \( S \) is countable it cannot be a Baire space. Hence the space \( (S, \tau) \) contains an isolated point \( \mu \). If \( \gamma \in S \) is arbitrary, then by Theorem 2.17 there exist \( \alpha, \beta \in S \) such that \( \alpha \cdot \gamma \cdot \beta = \mu \). The map \( f : \chi \mapsto \alpha \cdot \chi \cdot \beta \) is continuous and so the full preimage \( \{\mu\} f^{-1} \) is open. By Proposition 1.2 from [17] for every \( \alpha, \beta \in \mathcal{J}_{\infty}(\mathbb{N}) \), both sets \( \{\chi \in \mathcal{J}_{\infty}(\mathbb{N}) \mid \alpha \cdot \chi = \beta\} \) and \( \{\chi \in \mathcal{J}_{\infty}(\mathbb{N}) \mid \chi \cdot \alpha = \beta\} \) are finite, and hence the same holds for the subsemigroup \( S \) of \( \mathcal{J}_{\infty}(\mathbb{N}) \). This implies that the set \( \{\mu\} f^{-1} \) is finite and since \( (S, \tau) \) is Hausdorff, \( \{\gamma\} \) is open, and hence isolated.

Since every Čech complete space (and hence every locally compact space) is Baire, Theorem 3.1 implies Corollary 3.2.

**Corollary 3.2.** Let \( S \) be an inverse subsemigroup of \( \mathcal{J}_{\infty}(\mathbb{N}) \) such that \( S \) contains \( \mathcal{C}_\mathbb{N} \) as a submonoid. Then every Hausdorff Čech complete (locally compact) shift-continuous topology \( \tau \) on \( S \) is discrete.

The following example shows that there exists a non-discrete Tychonoff inverse semigroup topology \( \tau_W \) on the semigroup \( \mathbb{IN}_{\infty} \).

**Example 3.3.** We define a topology \( \tau_W \) on the semigroup \( \mathbb{IN}_{\infty} \) as follows. For every \( \alpha \in \mathbb{IN}_{\infty} \) we define a family

\[
\mathcal{B}_W(\alpha) = \{U_\alpha(F) \mid F \text{ is a finite subset of } \text{dom} \alpha\},
\]

where

\[
U_\alpha(F) = \{\beta \in \mathbb{IN}_{\infty} \mid \text{dom} \beta \subseteq \text{dom} \alpha \text{ and } (x)\beta = (x)\alpha \text{ for all } x \in F\}.
\]

It is straightforward to verify that \( \{\mathcal{B}_W(\alpha)\}_{\alpha \in \mathcal{J}_{\infty}(\mathbb{N})} \) forms a basis for a topology \( \tau_W \) on the semigroup \( \mathbb{IN}_{\infty} \).

**Proposition 3.4.** \( (\mathbb{IN}_{\infty}, \tau_W) \) is a Tychonoff topological inverse semigroup.

**Proof.** Let \( \alpha \) and \( \beta \) be arbitrary elements of the semigroup \( \mathbb{IN}_{\infty} \). We put \( \gamma = \alpha \cdot \beta \) and let \( F = \{n_1, \ldots, n_i\} \) be a finite subset of \( \text{dom} \gamma \). We denote \( m_1 = (n_1)\alpha, \ldots, m_i = (n_i)\alpha \) and \( k_1 = (n_1)\gamma, \ldots, k_i = (n_i)\gamma \). Then we get that \( (m_1)\beta = k_1, \ldots, (m_i)\beta = k_i \). Hence we have that

\[
U_\alpha(\{n_1, \ldots, n_i\}) \cdot U_\beta(\{m_1, \ldots, m_i\}) \subseteq U_\gamma(\{n_1, \ldots, n_i\})
\]

and

\[
(U_\gamma(\{n_1, \ldots, n_i\}))^{-1} \subseteq U_{\gamma^{-1}}(\{k_1, \ldots, k_i\}).
\]

Therefore the semigroup operation and the inversion are continuous in \( (\mathbb{IN}_{\infty}, \tau_W) \).

Let \( N = \mathbb{N} \cup \{a\} \) for some \( a \notin \mathbb{N} \). Then \( N^N \) with the operation composition is a semigroup and the map \( \Psi : \mathbb{IN}_{\infty} \rightarrow N^N \) defined by the formula

\[
(x)(\alpha) \Psi = \begin{cases} 
(x)\alpha, & \text{if } x \in \text{dom} \alpha; \\
\alpha, & \text{if } x \notin \text{dom} \alpha
\end{cases}
\]

is a monomorphism. Hence \( N^N \) is a topological semigroup with the product topology if \( N \) has the discrete topology. Obviously, this topology generates topology \( \tau_W \) on \( \mathbb{IN}_{\infty} \). Therefore by Theorem 2.3.11 from [22] topological space \( N^N \) is Tychonoff and hence by Theorem 2.1.6 from [22] so is \( (\mathbb{IN}_{\infty}, \tau_W) \). This completes the proof of the proposition.

**Theorem 3.5.** Let \( S \) be an inverse subsemigroup of \( \mathcal{J}_{\infty}(\mathbb{N}) \) such that \( S \) contains \( \mathcal{C}_\mathbb{N} \) as a submonoid. Let \( T \) be a \( T_1 \) semitopological semigroup which contains \( S \) as a dense discrete subsemigroup. If \( I = T \setminus S \neq \emptyset \) then \( I \) is an ideal of \( T \).
Proof. By Lemma 3 \[3\], \( S \) is an open subspace of the topological space \( T \).

Fix an arbitrary element \( y \in I \). If \( x \cdot y = z \notin I \) for some \( x \in S \) then there exists an open neighbourhood \( U(y) \) of the point \( y \) in the space \( T \) such that \( \{x\} \cdot U(y) = \{z\} \subseteq S \). By Proposition 1.2 from \[17\] the open neighbourhood \( U(y) \) should contain finitely many elements of the semigroup \( S \) which contradicts our assumption. Hence \( x \cdot y \in I \) for all \( x \in S \) and \( y \in I \). The proof of the statement that \( y \cdot x \in I \) for all \( x \in S \) and \( y \in I \) is similar.

Suppose to the contrary that \( x \cdot y = w \notin I \) for some \( x, y \in I \). Then \( w \in S \) and the separate continuity of the semigroup operation in \( T \) yields open neighbourhoods \( U(x) \) and \( U(y) \) of the points \( x \) and \( y \) in the space \( T \), respectively, such that \( \{x\} \cdot U(y) = \{w\} \) and \( U(x) \cdot \{y\} = \{w\} \). Since both neighbourhoods \( U(x) \) and \( U(y) \) contain infinitely many elements of the semigroup \( S \), equalities \( \{x\} \cdot U(y) = \{w\} \) and \( U(x) \cdot \{y\} = \{w\} \) do not hold, because \( \{x\} \cdot (U(y) \cap S) \subseteq I \). The obtained contradiction implies that \( x \cdot y \in I \). \( \square \)

Theorem 3.5 implies the following corollary:

**Corollary 3.6.** Let \( T \) be a \( T_1 \) semitopological semigroup which contains \( \mathbb{IN}_\infty \) as a dense discrete submonoid. If \( I = T \setminus \mathbb{IN}_\infty \neq \emptyset \) then \( I \) is an ideal of \( T \).

**Proposition 3.7.** Let \( S \) be an inverse subsemigroup of \( J_\infty^\nu(N) \) such that \( S \) contains \( C_\mathbb{N} \) as a submonoid. Let \( T \) be a Hausdorff topological semigroup which contains \( S \) as a dense discrete subsemigroup. Then for every \( \gamma \in S \) the set

\[
D_\gamma = \{(x, \varsigma) \in S \times S \mid \chi \cdot \varsigma = \gamma\}
\]

is a closed-and-open subset of \( T \times T \).

**Proof.** Since \( S \) is a discrete subspace of \( T \) by Lemma 3 \[3\] we have that \( D_\gamma \) is an open subset of \( T \times T \).

Suppose that there exists \( \gamma \in S \) such that \( D_\gamma \) is a non-closed subset of \( T \times T \). Then there exists an accumulation point \( (\alpha, \beta) \in T \times T \) of the set \( D_\gamma \). The continuity of the semigroup operation in \( T \) implies that \( \alpha \cdot \beta = \gamma \). But \( S \times S \) is a discrete subspace of \( T \times T \) and hence by Theorem 3.5 the points \( \alpha \) and \( \beta \) belong to the ideal \( I = T \setminus S \) and hence \( \alpha \cdot \beta \in T \setminus S \) cannot be equal to \( \gamma \). \( \square \)

**Theorem 3.8.** Let \( S \) be an inverse subsemigroup of \( J_\infty^\nu(N) \) such that \( S \) contains \( C_\mathbb{N} \) as a submonoid. If a \( T_1 \) topological semigroup \( T \) contains \( S \) as a dense discrete subsemigroup then the square \( T \times T \) cannot be feebly compact.

**Proof.** By Proposition 3.7 for every \( c \in S \) the square \( T \times T \) contains an open-and-closed discrete subspace \( D_c \). If we identify the elements of the semigroup \( C_\mathbb{N} \) with the elements the bicyclic monoid \( C(p, q) \) by an isomorphism \( h : C(p, q) \to C_\mathbb{N} \), then the subspace \( D_c \) contains an infinite subset

\[
\{(q^i)h, (p^i)h) : i \in \mathbb{N}_0\}
\]

and hence the set \( D_c \) is infinite. This implies that the square \( S \times S \) is not feebly compact. \( \square \)

A topological semigroup \( S \) is called \( \Gamma \)-\textit{compact} if for every \( x \in S \) the closure of the set \( \{x, x^2, x^3, \ldots\} \) is compact in \( S \) (see \[3\]). The results obtained in \[3\], \[5\], \[6\], \[30\], \[35\] imply the following

**Corollary 3.9.** Let \( S \) be an inverse subsemigroup of \( J_\infty^\nu(N) \) such that \( S \) contains \( C_\mathbb{N} \) as a submonoid. If a Hausdorff topological semigroup \( T \) satisfies one of the following conditions:

(i) \( T \) is compact;
(ii) \( T \) is \( \Gamma \)-compact;
(iii) \( T \) is a countably compact topological inverse semigroup;
(iv) the square \( T \times T \) is countably compact;
(v) the square \( T \times T \) is a Tychonoff pseudocompact space,
then $T$ does not contain the semigroup $S$ and for every homomorphism $h: S \to T$ the image $(S)h$ is a cyclic subgroup of $T$. Moreover, for every homomorphism $h: S \to T$ there exists a unique homomorphism $u_h: \mathbb{Z}(+) \to T$ such that the following diagram

$$
\begin{array}{ccc}
S & \xrightarrow{h} & T \\
\downarrow{\epsilon_{mg}} & & \downarrow{u_h} \\
\mathbb{Z}(+) & & \\
\end{array}
$$

commutes.

Recall [19] that a Bohr compactification of a topological semigroup $S$ is a pair $(\beta, B(S))$ such that $B(S)$ is a compact topological semigroup, $\beta: S \to B(S)$ is a continuous homomorphism, and if $g: S \to T$ is a continuous homomorphism of $S$ into a compact semigroup $T$, then there exists a unique continuous homomorphism $f: B(S) \to T$ such that the diagram

$$
\begin{array}{ccc}
S & \xrightarrow{\beta} & B(S) \\
g & \downarrow & \downarrow{f} \\
T & & \\
\end{array}
$$

commutes. Then Corollary 3.9 and Proposition 2 from [2] imply the following:

**Corollary 3.10.** Let $S$ be an inverse subsemigroup of $\mathcal{I}_\infty^\vee(N)$ such that $S$ contains $\mathcal{E}_N$ as a submonoid. The Bohr compactification of the discrete semigroup $S$ is topologically isomorphic to the Bohr compactification of discrete group $\mathbb{Z}(+)$. 

**References**

[1] O. Andersen, *Ein Bericht uber die Struktur abstrakter Halbgruppen*, PhD Thesis, Hamburg, 1952.
[2] L. W. Anderson and R. P. Hunter, *On the compactification of certain semigroups*, Contrib. Extens. Theory Topol. Struct. Proc. Sympos. Berlin 1967. VEB Deutscher Verlag der Wissenschafeten, Berlin, 1969, 21—27.
[3] L. W. Anderson, R. P. Hunter, and R. J. Koch, *Some results on stability in semigroups*, Trans. Amer. Math. Soc. 117 (1965), 521–529.
[4] A. V. Arkhangel’skii, *Topological Function Spaces*, Kluwer Publ., Dordrecht, 1992.
[5] T. Banakh, S. Dimitrova, and O. Gutik, *The Rees-Suschkiewitsch Theorem for simple topological semigroups*, Mat. Stud. 31:2 (2009), 211–218.
[6] T. Banakh, S. Dimitrova, and O. Gutik, *Embedding the bicyclic semigroup into countably compact topological semigroups*, Topology Appl. 157:18 (2010), 2803–2814.
[7] S. Bardyla, *Classifying locally compact semitopological polycyclic monoids*, Math. Bull. Shevchenko Sci. Soc. 13 (2016), 21–28.
[8] S. Bardyla, *On a semitopological $\alpha$-bicyclic monoid*, Visn., Ser. Fiz.-Mat. Nauky, Kyiv. Univ. Im. Tarasa Shevchenka no. 1 (2008), 12–16.
[9] S. Bardyla, *On locally compact shift-continuous topologies on the $\alpha$-bicyclic monoid*, Topol. Algebra Appl. 6 (2018), 34–42.
[10] S. Bardyla, *On locally compact semitopological graph inverse semigroups*, Mat. Stud. 49:1 (2018), 19–28.
[11] S. Bardyla, *On locally compact topological graph inverse semigroups*, Topology Appl. 267 (2019), 106873.
[12] S. Bardyla and O. Gutik, *On a semitopological polycyclic monoid*, Algebra Discrete Math. 21:2 (2016), 163–183.
[13] M. O. Bertman and T. T. West, *Conditionally compact bicyclic semitopological semigroups*, Proc. Roy. Irish Acad. A76:21–23 (1976), 219–226.
[14] O. Bezushchak, *On growth of the inverse semigroup of partially defined co-finite automorphisms of integers*, Algebra Discrete Math. no. 2 (2004), 45–55.
[15] O. Bezushchak, *Green’s relations of the inverse semigroup of partially defined co-finite isometries of discrete line*, Visn., Ser. Fiz.-Mat. Nauky, Kyiv. Univ. Im. Tarasa Shevchenka no. 1 (2008), 12–16.
[16] J. H. Carruth, J. A. Hildebrant, and R. J. Koch, *The Theory of Topological Semigroups*, Vol. I, Marcel Dekker, Inc., New York and Basel, 1983; Vol. II, Marcel Dekker, Inc., New York and Basel, 1986.
[17] I. Ya. Chuchman and O. V. Gutik, *Topological monoids of almost monotone injective co-finite partial selfmaps of the set of positive integers*, Carpathian Math. Publ. 2:1 (2010) 119–132.
[18] A. H. Clifford and G. B. Preston, *The Algebraic Theory of Semigroups*, Vol. I., Amer. Math. Soc. Surveys 7, Providence, R.I., 1961; Vol. II., Amer. Math. Soc. Surveys 7, Providence, R.I., 1967.
[19] K. DeLeeuw, and I. Glicksberg, Almost-periodic functions on semigroups, Acta Math. 105 (1961), 99–140.
[20] V. Doroshenko, Generators and relations for the semigroups of increasing functions on \( N \) and \( Z \), Algebra Discr. Math. no. 4 (2005), 1–15.
[21] V. Doroshenko, On semigroups of order-preserving transformations of countable linearly ordered sets, Ukr. Mat. Zh. 61:6 (2009), 723–732; translation in Ukr. Math. J. 61:6 (2009), 859–872.
[22] R. Engelking, General Topology, 2nd ed., Heldermann, Berlin, 1989.
[23] I. R. Fihel and O. V. Gutik, The closure of the extended bicyclic semigroup, Carpathian Math. Publ. 3:2 (2011), 131–157.
[24] O. Gutik, On the dichotomy of a locally compact semitopological bicyclic monoid with adjoined zero, Visn. L’viv. Univ., Ser. Mekh.-Mat. 80 (2015), 33–41.
[25] O. Gutik, Topological properties of Taimanov semigroups, Math. Bull. Shevchenko Sci. Soc. 13 (2016), 29–34.
[26] O. Gutik, On locally compact semitopological \( 0 \)-bisimple inverse \( \omega \)-semigroups, Topol. Algebra Appl. 6 (2018), 77–101.
[27] O. Gutik and I. Pozdnyakova, On monoids of monotone injective partial selfmaps of \( L_\infty \times \text{lex} Z \) with co-finite domains and images, Algebra Discr. Math. 17:2 (2014), 256–279.
[28] O. Gutik and D. Repovš, On countably compact \( 0 \)-simple topological inverse semigroups, Semigroup Forum 75:2 (2007), 464–469.
[29] O. Gutik and D. Repovš, Topological monoids of monotone, injective partial selfmaps of \( \mathbb{N} \) having cofinite domain and image, Stud. Sci. Math. Hungar. 48:3 (2011), 342–353.
[30] O. Gutik and D. Repovš, On monoids of injective partial selfmaps of integers with cofinite domains and images, Georgian Math. J. 19:3 (2012), 511–532.
[31] O. Gutik and A. Savchuk, On the semigroup \( ID_\infty \), Visn. Lviv. Univ., Ser. Mekh.-Mat. 83 (2017), 5–19 (in Ukrainian).
[32] O. Gutik and A. Savchuk, The semigroup of partial co-finite isometries of positive integers, Bukovyn. Mat. Zh. 6:1-2 (2018), 42–51 (in Ukrainian).
[33] J. A. Hildebrant and R. J. Koch, Swelling actions of \( \Gamma \)-compact semigroups, Semigroup Forum 33 (1986), 65–85.
[34] J. W. Hogan, The \( \alpha \)-bicyclic semigroup as a topological \( \omega \)-semigroup, Semigroup forum 28 (1984), 265–271.
[35] M. Lawson, Inverse Semigroups. The Theory of Partial Symmetries, Singapore: World Scientific, 1998.
[36] Z. Mesyan, J. D. Mitchell, M. Morayne, and Y. H. Péresse, Topological graph inverse semigroups, Topology Appl. 208 (2016), 106–126.
[37] R. McFadden and L. O’Carroll, \( F \)-inverse semigroups, Proc. Lond. Math. Soc., III. Ser. 22 (1971), 652–666.
[38] W. D. Munn, Uniform semilattices and bisimple inverse semigroups, Quart. J. Math., 17:1 (1966), 151–159.
[39] W. D. Munn, The algebra of a combinatorial inverse semigroup, J. Lond. Math. Soc., II. Ser. 27:1 (1983), 35–38.
[40] M. Petrich, Inverse Semigroups, John Wiley & Sons, New York, 1984.
[41] W. Ruppert, Compact Semitopological Semigroups: An Intrinsic Theory, Lect. Notes Math., 1079, Springer, Berlin, 1984.
[42] A. A. Selden, A nonlocally compact nondiscrete topology for the \( \alpha \)-bicyclic semigroup, Semigroup forum 31 (1985), 372–374.
[43] A. D. Taimanov, An example of a semigroup which admits only the discrete topology, Algebra i Logika 12:1 (1973), 114–116 (in Russian), English transl. in: Algebra and Logic 12:1 (1973), 64–65.
[44] A. D. Taimanov, On the topologization of commutative semigroups, Mat. Zametki 17:5 (1975), 745–748 (in Russian), English transl. in: Math. Notes 17:5 (1975), 443–444.
[45] V. V. Wagner, Generalized groups, Dokl. Akad. Nauk SSSR 84 (1952), 1119–1122 (in Russian).

Faculty of Mathematics, Ivan Franko National University of Lviv, Universytetska 1, LViv, 79000, Ukraine
E-mail address: ogutik@gmail.com, ovgutik@yahoo.com, asavchuk1@meta.ua, asavchuk3333@gmail.com