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PREDICTING THE CONFUSION LEVEL OF TEXT EXCERPTS WITH SYNTACTIC, LEXICAL AND N-GRAM FEATURES
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Abstract

Distance learning, offline presentations (presentations that are not being carried in a live fashion but were instead pre-recorded) and such activities whose main goal is to convey information are getting increasingly relevant with digital media such as Virtual Reality (VR) and Massive Online Open Courses (MOOCs). While MOOCs are a well-established reality in the learning environment, VR is also being used to promote learning in virtual rooms, be it in the academia or in the industry. Oftentimes these methods are based on written scripts that take the learner through the content, making them critical components to these tools. With such an important role, it is important to ensure the efficiency of these scripts.

Confusion is a non-basic emotion associated with learning. This process often leads to a cognitive disequilibrium either caused by the content itself or due to the way it is conveyed when it comes to its syntactic and lexical features. We hereby propose a supervised model that can predict the likelihood of confusion an input text excerpt can cause on the learner. To achieve this, we performed syntactic and lexical analyses over 300 text excerpts and collected 5 confusion level classifications (0 – 6) per excerpt from 51 annotators to use their respective means as labels. These examples that compose the dataset were collected from random presentations transcripts across various fields of knowledge. The learning model was trained with this data with the results being included in the body of the paper.

This model allows the design of clearer scripts of offline presentations and similar approaches and we expect that it improves the efficiency of these speeches. While this model is applied to this specific case, we hope to pave the way to generalize this approach to other contexts where clearness of text is critical, such as the scripts of MOOCs or academic abstracts.

Keywords: Confusion, supervised learning, text, presentation.

1 INTRODUCTION

Distance-learning is a growing market, especially the so-called MOOCs (Massive Open Online Course) [1]. Most of these are based on video scripts where excerpts (either on the academia or the industry) teach the enrolled students about the matter of the course. However, Intelligent Tutoring Systems (ITS) are showing promising results when compared to human tutoring [2]. These systems often take place in VEs and have Animated Pedagogical Agents (APA) (see [3]–[5]) that provide visual support and enhance the learner's engagement with the course. Apart from distance-based scenarios, any pre-written script can be subject to analysis and improvement to better convey its content. This is usually done resorting to human sensibility, experience and knowledge of how to write a clear text. They can be supported by tools that detect long sentences or passive voice, but that is addressing only the tip of the problem.

In these scenarios the set of emotions is comprised of the cognitive states of engagement, confusion, frustration and boredom. Detecting when the user is in any of these states is valuable for taking action accordingly. Confusion is particularly interesting as it is in that state that the subject is triggered by stimuli that leads to a cognitive disequilibrium [6] and this confusion state and its resolution can increment the learning gain [7].

As confusion is the central subject of this work, an explanation of cognitive disequilibrium is due. Citing D’Mello and Graesser: “Cognitive disequilibrium is a state of uncertainty that occurs when an individual is confronted with obstacles to goals, interruptions of organized action sequences, impasses, contradictions, anomalous events, dissonance, incongruities, unexpected feedback, uncertainty, deviations from norms, and novelty.”. This means that this is the event that results from a stimulus applied to a learner when he/she is engaged on a learning process. Triggering this event is especially
important because there is evidence that suggests that inducing confusion to lead the learner into a deep learning state produces higher learning gains [7].

The goal of this work is to yield a tool that classifies text of how likely it will bring confusion to its consumer. Predicting the confusion likelihood of a text excerpt may help building better scripts when they are being designed, thus improving the acceptance and efficiency of the scenario.

There are two separate perspectives on produced text that can induce confusion: how it is written (syntax and lexicon) and what its content is (semantics). We believe that syntactic and lexical complexities are key factors in inducing confusion and hypothesize that it is possible to predict a sentence’s likelihood of generating confusion based on its syntactic and lexical roles. To address this problem, we set out to create a corpus of text excerpts collected from publicly available presentation transcripts. We then asked annotators to label these excerpts as to how confusing they found them. Lexical and syntactic features for each text excerpt were collected to characterise this corpus and used to feed a machine learning pipeline whose objective is to identify the best set of features and algorithm that fits the data.

In the next section we discuss the literature of confusion prediction and its current application on ITS. Next, we describe the methodology for the creation of the dataset, the sample of annotators and the application used to produce the labels we later used to train the model. After the methodology, the set of features is described, followed by a description of the machine learning pipeline. Finally, results are presented and discussed. We close this contribution with a short conclusion and guidelines for future work.

2 LITERATURE REVIEW

Much research has been conducted in affective detection on distance-learning scenarios, either to assess which affective states are most observed and relevant to this context, and how to automatically detect them. In opposition to the basic emotional states that typically occur in emotion-driven situations, in learning contexts there is a set of more complex, non-basic emotional states. Sidney D’Mello, Arthur Graesser and colleagues have been conducting extensive research on identifying and detecting learning-centred affective states and adapting their ITS, AutoTutor [8], to these states. When analysing at a fine-grained level, it is suggested that the set of emotions experienced during learning is mainly comprised of boredom, confusion, engagement/flow, frustration, delight, neutral, surprise [9]–[13].

Some studies have been trying to perform Automatic Emotion Recognition (AER) to detect some of these states through Action Unit (AU) [14] detection [8], [15], [16], physiological signals [13], learner behaviour [17], conversational cues [18] and gross body language [19]. However, there is strong evidence that a subset of emotions comprised of engagement/flow, confusion, frustration and boredom occur at a higher frequency than basic emotions [20], [21].

D’Mello and Graesser have conducted a very interesting experiment [21] that yielded a model (Fig. 1) that initially hypothesized affect transitions between engagement/flow → confusion, confusion → engagement/flow, confusion → frustration and frustration → boredom. In addition, surprise and delight were occurring in the engagement/flow → confusion and confusion → engagement/flow transitions, respectively. Results confirmed most of these transitions with exception to frustration → boredom transition, which was only partially confirmed. The experiment was devised to validate the proposed model based on four hypotheses, from which the first 3 ones are the ones relevant for this paper:

1. The disequilibrium hypothesis states that certain stimuli lead the learner into a cognitive disequilibrium that highly relates to the engagement/flow → confusion transition;
2. The productive confusion hypothesis theorizes that the confusion → engagement/flow transition yields good learning gains as the learner can resolve the stimulus that drove him/her into the cognitive disequilibrium;
3. In opposition to the previous hypothesis, the hopeless confusion aims at explaining the confusion → frustration transition stating that in the same state of confusion the learner may not be able to resolve the stimulus that caused the disequilibrium;
4. The disengagement hypothesis states that if the learner stays in a frustration state for long, it will lead to a boredom state.

Fig. 1
Fig. 1. Model of learning-centred affective states as proposed by D'Mello and Graesser. Solid lines represent main transitions between affective states while dashed lines are middle transitions that are not guaranteed to occur. Nodes represent affective states and the floating text the type of transition.

The nodes in Fig. 1 have the learning-centred affective states represented in parentheses and the associated events in bold. Solid lines represent the affect transitions that were hypothesized while the middle transitions are expressed through dashed lines and can happen or not, but that will ultimately lead to the original affective states that are connected through solid lines. This model assumes that the modelling starts when the learner is on one of the two leaf nodes (engagement/flow or boredom) and that he is actively focused on the content that is being delivered. The learner is usually in an engaged state with the content he/she is trying to master until a stimulus triggers a cognitive disequilibrium, leading him/her to a confusion state. But, on the one hand, if the stimulus is too disruptive, the middle state of surprise can be experienced before arriving at the disequilibrium. On the other hand, if the subject is already in a state of confusion and can resolve the impasse, this can generate a middle state of delight before engaging in the task again.

The reported instances of boredom, engagement/flow, confusion frustration and neutral states were significantly higher than delight or surprise for both studies, which is aligned with the findings of the described model, where delight and surprise are not essential nodes. Results show that hypotheses 1, 2 and 3 were confirmed and hypothesis 4 was only partially supported. All of the first three were gravitating around confusion, which stresses out the important role of this affective state during information acquisition. There was also evidence of additional patterns of boredom → frustration and frustration → confusion, however, this falls out of the scope of this analysis due to its lack of robustness.

With the central role and benefits of confusion for learning, some studies were carried to induce confusion in the subject, try to manage its level and keeping it at the level of productive confusion but avoiding the evolution to frustration (hopeless confusion) [22]–[24]. This regulation of confusion has been considered as the “zone of optimal confusion” [6].

3 METHODOLOGY

To our knowledge there are no publicly available datasets that serve the purpose of this study so we set out to build one according to the goal of this work. Our objective was to have a dataset composed of
training examples labelled with a confusion level and a set of features that could syntactically and lexically describe these examples. To achieve this goal, 3 tasks were required: collect and process the corpus of the dataset, extract features for each training example and label them.

The collection was carried by means of manual web scraping where 39 presentation transcripts from various fields of knowledge were collected. These transcripts contain full presentations whereas we wanted our classifier to have a granularity of excerpts with at least 50 words but the closest possible to this number. With the NLTK package for Python (https://www.nltk.org/) we split these transcripts on text excerpts with at least 50 words while keeping the full sentences (that is, splitting in the next ending punctuation after the first 50 words, resulting in text excerpts with varying lengths but as close to 50 words as possible). The splitting of these 39 transcripts resulted in a pool of 600 text excerpts from which we pulled 300.

The next task consisted in extracting features from these text excerpts. We resorted on the Lexical Complexity Analyzer (LCA) [25] and L2 Syntactical Complexity Analyzer (L2SCA) [26] available on (http://aihaiyang.com/software/) at the date this paper was written. These are web-based software that require only text strings as inputs and provides several lexical and syntactic measures. We opted to use this software because it provided the wanted features without having to produce any code or have to delve into other toolkits. The output of these strings is .csv files with the selected features for each string.

Finally, the last task was to collect classifications of confusion for each excerpt. We asked 51 annotators to classify 30 excerpts each, which gave a total of 1500 valid annotations (the annotators could skip some text excerpts if they wanted to). This sample was composed of 41 (80.39%) male and 10 (19.61%) female annotators. An application was provided for each annotator to classify these excerpts. A first slide introducing the context and goal of the task was presented to the annotator, stating the task was anonymous and only his/her answers would be recorded. Next, a more detailed description of the task was presented, stressing the task was not about the annotators reading or comprehension skills, but rather about the complexity of the test itself. One challenge with which we were faced was to clarify that the confusion evaluation was only about the syntactic and lexical shape of the text, and not about the content of the text itself. In this description slide it was also stressed that some of the content may not be familiar to the annotator, but to try to rate anyway, disregarding the content and focusing on how well he could read and understand the text in terms of the complexity of its sentences and words.

Next, a slide provided the annotator with a set of instructions for the task. He/she had a slider ranging from 0 (not confusing) to 6 (very confusing) to rate the excerpt, a button to confirm it, another to press in case it was not possible to detach the confusion state from the underlying content of the excerpt and
After the instructions were given, a screenshot was shown so the annotator could get himself accustomed with the interface, shown on Fig. 2. Before the task started, the annotators were asked if they understood the separation between syntactic and lexical text complexity and the content. From the whole sample, 46 (90.20%) stated they understood, while 5 (9.80%) said they somewhat understood and none reported they did not understand. The ones who reported they only somewhat understood were clarified until comfortable with this definition. It is noteworthy to say that all the annotators had a technological background. This detail allowed them to be easily accustomed with the application due to the intrinsic contact with digital applications, or due to the typical English language skill that is required to work in this field. However, this characteristic can introduce bias in the sample. During the task, a synthesized voice (either male or female) was reading the excerpt. When it finished the reading, the 10-sec timer was unlocked and the annotator could classify.

After performing the task, the annotator reported if he/she found it boring. The majority of the annotators, 39 (76.47%) of them reported they did not find the task boring, while 10 (19.61%) found it more or less boring and only 2 (3.92%) said it was boring. This can assure us that there was no significant bias on classifications due to the repetitiveness of the task. The confusion levels ranged from 0 to 6, where 0 corresponded to no confusion reported, and 6 to maximum confusion. Besides these levels, there was also the “Confused by content” button where, in case of confusion, the annotator could not decide if the source of confusion was the content or the lexical and syntactical complexity.

4 DATASET DESCRIPTION

4.1 Sample description

The task described in the previous section resulted in a dataset composed of 300 English text excerpts classified over 8 different categories: from 0 to 6 confusion or “confused by content” (CC). The ratio of skipped excerpts is around 1.9%, which is a good sign that annotators engaged well with the task and confirms their feedback about the boredness of the task. Also the vast majority of them are triggered by exceeding the time to answer (only one skipped excerpt was purposely skipped), which may be due to indecision or the learning curve of the application mechanics.

Due to the subjectivity of what a level of confusion is and the size of the dataset, we decided to condense the answers into four categories:

- “Low confusion” is considered when there is a majority (three or more annotations) of 0 or 1 ratings,
- “Medium confusion” is considered when there is a majority of 2 or 3 ratings,
- “High confusion” is considered when there is a majority of 4 to 6 ratings,
- “Confused by content” is considered when there is a majority of ‘CC’ ratings.

Furthermore, when there was no agreement between at least three annotators, the excerpt was classified as having no agreement. In fact, there is agreement for only 67.7% of the dataset. Our ideal goal is to achieve near-human accuracy when classifying text excerpts. For such a subjective task we would not have the means to assess if the model was performing well, motivating us to exclude the excerpts that did not meet this criterion of having agreement. In addition, for now we cannot hope that a model would be able to surpass the human skill in this particular case.

As can be stated from the bullet points above, we decided to give a higher weight to “High confusion”, and the motivation for this is two-fold. First, due to the imbalance of the dataset where, even with this weighting, the classes described above are represented in the dataset approximately by the percentages presented on Fig. 3, after dropping the excerpts that did not meet the agreement criterion. Secondly, because we consider it is more important to solve highly confusing excerpts than oversimplifying them.

From an optimistic perspective these values can tell us that the annotators understood well what the task was about. However, we cannot discard the possibility of its misinterpretation and giving high values of confusion due to content and not text complexity. Due to the negligibility of the “Confused by content” presence, we decided to remove those excerpts from the dataset, for their presence would only increase
the complexity of the problem. The Fleiss’ kappa coefficient [27] obtained from this sample ranks in the “Slight agreement” segment with only 0.16 [28]. This is not necessarily bad, but rather translates to a hard problem since even among excerpts that collected a majority (3 or more) of same categorical annotations there is only shy inter-annotator agreement.

![Fig. 3. Chart representing the class distribution of the dataset. With 62.05% the “Low confusion” class is the most represented and unbalances the dataset. “Medium confusion” and “High confusion” are equally balanced. “Confused by content” classifications are negligible.](image)

Due to its size, 80% of the dataset was taken for purposes of training with 10-fold cross-validation and the remnant made the test set. The two sets were similarly balanced class-wise according to the distribution given in Fig. 3. Feature scaling was performed to place the values between 0 and 1 and not biasing the learning towards features with higher scales.

### 4.2 Text complexity features

The LCA and L2SCA provided us with syntactic and lexical features. Coh-Metrix [29] is a similar syntactic complexity analyser that was developed for English native speakers. We have chosen L2SCA over Coh-Metrix because in our final use case, the producers of written text are not English native speakers and L2SCA was developed towards this audience. In addition to these, we vectorised each excerpt into unigrams, bigrams and trigrams, and kept those that occurred more than certain lower and upper thresholds in the entire corpus. We tested our model with unigrams up to trigrams because higher dimensional n-grams are known to become so sparse that it renders themselves unusable [30], even more in a small dataset as ours.

| Feature                              | Description                                          | Alias     |
|--------------------------------------|------------------------------------------------------|-----------|
| Mean Length of T-unit                | # of words / # of T-units                            | MLT       |
| Verb phrases per T-unit              | # of verb phrases / # of T-units                     | VP/T      |
| Dependent Clauses ratio              | # of dependent clauses / # of T-units                | DC/T      |
| Sentence coordination ratio          | # of T-units / # of sentences                        | T/S       |
| Lexical Sophistication I             | # of sophisticated lexical words / # of lexical words | LS1       |
| Verb Sophistication I                | # of different types of sophisticated verbs / # of verbs | VS1       |
| Number of Different Words (expected random 50) | Mean T of 10 random 50-word samples              | NDWERZ    |
| Noun Variation                       | # of different nouns / # of lexical words             | VV2       |
| Adjective Variation                  | # of different adjectives / # of lexical words       | AdjV      |

*Table 1. Features selected by the recursive feature elimination algorithm. For further explanation of these features refer to [25], [26].*
From a total of 56 features from we considered 40. The ones we left out are simpler features that compose other more complex ones (i.e. two of the left out features are the number of words (W) and the number of sentences(S), and a more complex feature that we included is the mean number of words per sentence, which stands for “Mean Length Sentence”, MLS) which would render them redundant. We performed automatic recursive feature elimination (RFE) with cross-validation using the scikit-learn machine learning toolkit for Python which left us with the set of features that is described on Table 1.

In addition to these features, several bigrams were also considered by the RFE algorithm. The choice of using bigrams rather than uni- or trigrams was made by performing RFE with the lexical and syntactic features plus each set of n-grams separately with bigrams yielding the best results. These results will be presented in the next section, as well as the final results from model selection and final test scores.

5 EVALUATION AND DISCUSSION

Recursive feature elimination (RFE) is a technique in which a selected estimator is tested recursively against various subsets of a feature set, eliminating features in each recursion until reaching a subset that optimizes the selected error metric (i.e. maximizing accuracy or f-score on classification, or minimizing mean squared error on regression). We chose f-score [31] as the error metric for the same two reasons we have given higher relevance to the “High confusion” class: the imbalance of the dataset and valuing the detection of highly confusing excerpts over the less confusing.

Fig. 4 presents f-score values for RFE with cross-validation for each feature space (lexical and syntactic features with unigrams, bigrams or trigrams). Bigrams hold the highest average f-score across all classes when compared with the other n-grams. It also holds the highest individual f-score for the “High confusion” class based on the same comparison. These two facts led us to include bigrams in the feature space rather than uni- or trigrams. Even so, class imbalance takes its toll on the f-score as this score is higher for “Low confusion” than for any other class across all n-grams, even with weights favoring both “High” and “Medium confusion” classes. As we would want f-score values to be as close as possible for each n-gram, trigrams’ are clearly more spread which means the weights did not work as well in this case. Trigrams are widely used but it did not fit as well in our dataset, probably due to its size. With small samples, trigrams tend to be sparser and not perform well. However, we can hypothesize that its performance may increase if more data is available since it can capture more syntax. The algorithm we used to perform the RFE was a linear support vector classifier (SVC) with balanced class weights due to the dataset imbalance, regularization term of 1.0, gamma inverse to the number of features used to fit the algorithm, tolerance for the stopping criterion of 0.001 with a ‘one-vs-all’ decision function.

![RFE for n-grams](image)

**Fig. 4.** Each n-gram is represented on the x-axis with values for each class of confusion, as well as their average. The average is higher for bigrams (2-grams) and the individual f-score for “High confusion” is also significantly higher for bigrams, in this case surpassing even “Medium confusion”.

Fig. 5 shows the results of grid search with cross-validation over several algorithms. Multilayer Perceptron (MLP) and other instance of SVC (different from the one used to perform RFE) yielded the best results. Both algorithms seem to be overfitting, especially the MLP with its training f-score of 1.0 and significant difference between training and validation f-scores reinforcing that. However, when ran over the test set, it performed better as this f-score was closer to the validation f-score than those with
SVC. SVC seemed less overfitted as it only has about 0.90 f-score for the training set and 0.72 on the validation set but it performs worse in the test set.

The MLP was trained with an identity activation function, alpha equal to 0.001, 4 hidden layers with 20 nodes, constant learning rate initialized as 0.01 and 500 max iterations until convergence. The linear SVC was trained with a regularization term of 0.1, ‘one-vs-one’ decision function shape, and gamma of 10.0.

A finer look to the test results shows that “High” and “Medium confusion” also have higher individual values of f-score, thus aligning with our objective of maximizing these values. With an average f-score of 0.47, SVC resulted in 0.57, 0.38 and 0.17 f-scores for the “Low”, “Medium” and “High confusion” classes, respectively. On the other hand, MLP yielded an average f-score of 0.57 with individual f-scores of 0.70, 0.38 and 0.33 for “Low”, “Medium” and “High confusion” classes, respectively. When compared to SVC, MLP yields significantly higher f-score for the “High confusion” class which aligns with our goal. Still, “Low confusion” f-score is significantly separated from the rest.

This work represented a first effort on trying to predict confusion from transcripts produced from spoken text with lexical, syntactic and n-gram features. The results are not near the performance of other text-related problems however, the calculated Fleiss’ kappa coefficient reminds us that we are not facing an easy problem. With this in mind, we consider these as promising results that we hope will improve with more data. There is obvious room for improvement over the size of the dataset, but also over the design of the data collection itself. The content of the text excerpts was varied and, even if the annotators could detach from it, there is possible bias coming from their personal preferences which may make them more committed to rate some excerpts than others. One possible solution for this may be collecting excerpts over a single mainstream theme.

6 CONCLUSIONS

In this paper the authors propose a model that classifies text excerpts over 3 confusion levels. We started out by collecting a dataset composed of 300 text excerpts and asking 51 annotators to classify them. This is a rather short dataset but this paper represents a first effort. Future work requires an automated system for web scraping and data labelling to easily escalate the data acquisition.

We then extracted lexical, syntactic and n-gram features to complete the dataset and build a learning model. From a pool of 40 lexical and syntactic features, 9 were chosen resorting to recursive feature elimination, plus high-performing bigrams.

The results yielded satisfactory results for a first effort with no comparison basis and for such a hard problem given the computed Fleiss’ kappa coefficient. The multilayer perceptron neural network was the best performing algorithm followed by the support vector classifier with f-score results on the test set of 0.57 and 0.47, respectively. We hope this study paves the way for more research on confusion prediction from text as we believe that as higher performance is achieved, it can prove invaluable to several applications, such as improving student retention on MOOCs, create more engaging speeches from offline scripts on virtual presentations or even escalating for other scenarios.
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