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Abstract. Proximity measures on graphs have a variety of applications in network analysis, including community detection. Previously they have been mainly studied in the context of networks without attributes. If node attributes are taken into account, however, this can provide more insight into the network structure. In this paper, we extend the definition of some well-studied proximity measures to attributed networks. To account for attributes, several attribute similarity measures are used. Finally, the obtained proximity measures are applied to detect the community structure in some real-world networks using the spectral clustering algorithm.
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1 Introduction

Many real-world systems from the fields of social science, economy, biology, chemistry, etc. can be represented as networks or graphs$^5$ [7]. A network consists of nodes representing objects, connected by edges representing relations between the objects. Nodes can often be divided into groups called clusters or communities. Members of such a cluster are more densely connected to each other than to the nodes outside the cluster.

The task of finding such groups is called clustering or community detection. There have been plenty of algorithms proposed by researchers in the past to address this problem.

---

$^4$ This is a preprint of the following chapter: Aynulin R., Chebotarev P., Measuring Proximity in Attributed Networks for Community Detection, published in Studies in Computational Intelligence, vol 943, edited by Benito R.M., Cherifi C., Cherifi H., Moro E., Rocha L.M., Sales-Pardo M., 2021, Springer, reproduced with permission of Springer Nature Switzerland AG. The final authenticated version is available online at: http://dx.doi.org/10.1007/978-3-030-65347-7_3

$^5$ Formally, graph is a mathematical representation of a network. However, hereinafter, the terms “graph” and “network” will be used interchangeably.
Some of the community detection algorithms require the introduction of distance or proximity measure on the set of graph nodes: a function, which shows, respectively, the distance or proximity (similarity) between a pair of nodes. Only the shortest path distance had been studied for a long time. Nowadays, we have a surprising variety of measures on the set of graph nodes [9, Chapter 15]. Some of the proximity measures can be defined as kernels on graphs, i.e., symmetric positive semidefinite matrices [1].

Previously, kernels have been applied mainly to analyze networks without attributes. However, in many networks, nodes are associated with attributes that describe them in some way. Thereby, multiple dimensions of information can be available: a structural dimension representing relations between objects, a compositional dimension describing attributes of particular objects, and an affiliation dimension representing the community structure [3]. Combining information about relations between nodes and their attributes provides a deeper understanding of the network structure.

Many methods for community detection in attributed networks have been proposed recently. Surveys [3,6] describe existing approaches to this problem. We provide some information on this in Section 2. However, kernel-based clustering, as already noted, has not yet been applied to attributed networks.

In this paper, we extend the definition of a number of previously defined proximity measures to the case of networks with node attributes. Several similarity measures on attributes are used for this purpose. Then, we apply the obtained proximity measures to the problem of community detection in several real-world datasets.

According to the results of our experiments, taking both node attributes and node relations into account can improve the efficiency of clustering in comparison with clustering based on attributes only or on structural data only. Also, the most effective attribute similarity measures in our experiments are the Cosine Similarity and Extended Jaccard Similarity.

2 Related Work

This section is divided into two parts. In the first one, we provide a quick overview of papers where various measures on the set of graph nodes are discussed. Then, we introduce a few studies focused on community detection in attributed networks.

For a long time, only the shortest path distance has been widely used [10]. [9, Chapter 15] provides a survey of dozens of measures that have been proposed in various studies in the last decades. Among them there are inspired by physics Resistance (also known as Electric) measure [30], logarithmic Walk measure discussed in [5], the Forest measure related to Resistance [4], and many others.

In [1], the authors analytically study properties of various proximity measure [4] and kernels on graphs, including Walk, Communicability, Heat, PageR-
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In [32], the authors numerically study the efficiency of the Corrected Commute-Time, Free Energy, Logarithmic Forest, Randomized Shortest-Path, Sigmoid Commute-Time, and Shortest-Path measures in experiments with 15 real-world datasets. In [10, 2] it was proposed to improve the efficiency of some existing proximity measures by applying simple mathematical functions like logarithm to them.

Classically, community detection algorithms used either structure information (see, e.g., [14]) or information about node attributes (e.g., [17]). Recently, the idea of detecting communities based both on the structure and attribute data has attracted a lot of attention. Taking into account that it is possible to consider also edge attributes, we will focus on the attributes of nodes.

In [36], the authors proposed the SA-Clustering algorithm. The idea of the algorithm is the following: first, an attribute node is created for each value of each attribute. An attribute edge is drawn between the “real” node and attribute node if the node has the value of the attribute specified in the attribute node. The random walk model then is used to estimate the distance between nodes. Communities are determined using the $k$-medoids method.

The CODICIL method is presented in [28]. This method adds content edges as a supplement to structure edges. The presence of a content edge between two nodes means the similarity of the node attributes. Then, the graph with content edges is clustered using the Metis and Multi-level Regularized Markov Clustering algorithms.

Reference [25] proposes the method for community detection in attributed networks based on weight modification. For every existing edge, the weight of the edge is assigned to the matching coefficient between the nodes. This coefficient equals to the number of attribute values the nodes have in common. The network with modified edges is clustered using the Karger’s Min-Cut, MajorClust, and Spectral algorithms. In [35], the CESNA method is proposed. This method assumes the attributed networks to be generated by a probabilistic model. Communities are detected using maximum-likelihood estimation on this model.

For a more detailed review of recently proposed methods for community detection in attributed networks, see [3, 6].

3 Background and Preliminaries

3.1 Definitions

Let $G = (V, E, F)$ be an undirected weighted attributed graph with the set of nodes $V$ ($|V| = n$), the set of edges $E$ ($|E| = m$), and the tuple of attribute (or feature) vectors $F$. Each of the $n$ nodes is associated with $d$ attributes, so $F = (f_1, ..., f_n)$, where $f_i \in \mathbb{R}^d$. In the experiments, we will consider networks with binary attributes.
The adjacency matrix $A$ of the graph is a square matrix with elements $a_{ij}$ equal to the weight of edge $(i, j)$ if node $i$ is connected to node $j$ and equal to zero otherwise. In some applications, each edge can also be associated with a positive value $c_{ij}$, which is the cost of following this edge. If cost does not appear naturally, it can be defined as $c_{ij} = \frac{1}{a_{ij}}$. The cost matrix $C$ contains costs of all the edges.

The degree of a node is the sum of the weights of the edges linked to the node. The diagonal degree matrix $D = \text{diag}(A \cdot \mathbf{1})$ shows degrees of all the nodes in the graph ($\mathbf{1} = (1, \ldots, 1)^T$). Given $A$ and $D$, the Laplacian matrix is defined as $L = D - A$, and the Markov matrix is $P = D^{-1}A$.

A measure on the set of graph nodes is a function $\kappa$ that characterizes proximity or similarity between the pairs of graph nodes. A kernel on graph is a similarity measure that has a Gram matrix (symmetric positive semidefinite matrix) representation $K$. Given $K$, the corresponding distance matrix $\Delta$ can be obtained from the equation

$$K = -\frac{1}{2}H\Delta H,$$

where $H = I - \frac{1}{n} \mathbf{1} \cdot \mathbf{1}^T$.

For more details about graph measures and kernels, we refer to [1].

3.2 Community Detection Algorithms

**k-means.** The $k$-means algorithm [23] is used in this study for community detection based on the attribute information.

**Spectral.** In this paper, we use the variation of the Spectral algorithm presented by Shi and Malik in [31]. The approach is based on applying the $k$-means algorithm to the eigenvectors of the Laplacian matrix of the graph. For a detailed review of the mathematics behind the Spectral algorithm, we refer to the tutorial by Ulrike von Luxburg [21].

3.3 Measures

In this study, we consider five measures which have shown a good efficiency in [13,2].

**Communicability.** $K^C = \sum_{n=0}^{\infty} \frac{\alpha^n A^n}{n!} = \exp(\alpha A)$, $\alpha > 0$ [11,13].

**Heat.** $K^H = \sum_{n=0}^{\infty} \frac{\alpha^n (-L)^n}{n!} = \exp(-\alpha L)$, $\alpha > 0$ [19].

**PageRank.** $K^{\text{PR}} = (I - \alpha P)^{-1}$, $0 < \alpha < 1$ [26,12].
**Free Energy.** Given $P$, $C$ and the parameter $\alpha$, the matrix $W$ can be defined as $W = \exp(-\alpha C) \odot P$ (the “$\odot$” symbol stands for element-wise multiplication). Then, $Z = (I - W)^{-1}$ and $S = (Z(C \odot W)) \div Z$ (the “$\div$” symbol stands for element-wise division). Finally, $\Delta^{FE} = \Phi + \Phi^T$, where $\Phi = \log(Z)$. $K^{FE}$ can be obtained from $\Delta^{FE}$ using transformation \[1\] [13].

**Sigmoid Corrected Commute-Time.** First, let us define the Corrected Commute-Time (CCT) kernel: $K^{CCT} = HD^{-\frac{1}{2}}M(I-M)^{-1}MD^{-\frac{1}{2}}H$, where $H = I - \frac{1}{n} \cdot 1^T 1$. Then, the elements of $K^{SCCT}$ are equal to $K^{SCCT}_{ij} = \frac{1}{1+\exp\left(-\alpha K^{CCT}_{ij}/\sigma\right)}$, where $\sigma$ is the standard deviation of the elements of $K^{CCT}$, $\alpha > 0$ [22,32].

### 3.4 Clustering Quality Evaluation

To evaluate the community detection performance, we employ the Adjusted Rand Index (ARI) introduced in [15]. Some advantages of this quality index are listed in [24].

ARI is based on the Rand Index (RI) introduced in [27]. The Rand Index quantifies the level of agreement between two partitions of $n$ elements $X$ and $Y$. Given $a$ as the number of pairs of elements that are in the same clusters in both partitions, and $b$ the number of pairs of elements in different clusters in both partitions, the Rand Index is defined as $\frac{a+b}{\binom{n}{2}}$.

The Adjusted Rand Index is the transformation of the Rand Index such that its expected value is 0 and maximum value is 1: $\text{ARI} = \frac{\text{Index} - \text{Expected Index}}{\text{Max Index} - \text{Expected Index}}$.

### 4 Proximity-based Community Detection in Attributed Networks

In order to apply the proximity measures described in Section 3.3 to attributed networks, we need a way to embed node attribute information into the adjacency matrix. This can be done by modifying edge weights based on the attributes:

$$a^s_{ij} = \beta a_{ij} + (1 - \beta)s_{ij},$$

where $\beta \in [0,1]$ and $s_{ij} = s(f_i, f_j)$ is an attribute similarity measure calculated for nodes $i$ and $j$. An attribute similarity measure, as the name implies, shows to what extent two nodes are similar by attributes.

By varying the coefficient $\beta$, we can make a trade-off between weighted adjacency and attribute similarity. So, when $\beta = 0$, the attributed adjacency matrix $A^s$ describes only nodes similarity by attributes, while with $\beta = 1$ it coincides with $A$. 
Given $A^s$, we can compute attributed versions of all the other matrices required to define proximity measures. Then, the proximity measures can be calculated and applied for detecting clusters using the Spectral method.

To take node attributes into account, we use various attribute similarity measures. Let $f_i = (f^1_i, \ldots, f^d_i)$ and $f_j = (f^1_j, \ldots, f^d_j)$ be the attribute vectors of nodes $i$ and $j$, respectively. The attribute similarity measures are defined as following:

- **Matching Coefficient**\[33\]:
  \[ s^{MC}(f_i, f_j) = \frac{\sum_{k=1}^{d} \mathbb{1}(f^k_i = f^k_j)}{d}, \]
  where $\mathbb{1}(x)$ is the indicator function which takes the value of one if the condition $x$ is true and zero otherwise;

- **Cosine Similarity** [34, Chapter 2]:
  \[ s^{CS}(f_i, f_j) = \frac{f_i \cdot f_j}{||f_i||_2 ||f_j||_2}; \]

- **Extended Jaccard Similarity** [34, Chapter 2]:
  \[ s^{JS}(f_i, f_j) = \frac{f_i \cdot f_j}{||f_i||^2_2 + ||f_j||^2_2 - f_i \cdot f_j}; \]

- **Manhattan Similarity** [8]:
  \[ s^{MS}(f_i, f_j) = \frac{1}{1 + ||f_i - f_j||_1}; \]

- **Euclidean Similarity** [8]:
  \[ s^{ES}(f_i, f_j) = \frac{1}{1 + ||f_i - f_j||_2}. \]

## 5 Experiments

In this section, we compare attribute-aware proximity measures with the plain ones in experiments with several real-world datasets:

- **WebKB** [20]: a dataset of university web pages. Each web page is classified into one of five classes: course, faculty, student, project, staff. Each node is associated with a binary feature vector ($d = 1703$) describing presence or absence of words from the dictionary. This dataset consists of four unweighted graphs: Washington ($n = 230$, $m = 446$), Wisconsin ($n = 265$, $m = 530$), Cornell ($n = 195$, $m = 304$), and Texas ($n = 187$, $m = 328$).

- **CiteSeer** [29]: an unweighted citation graph of scientific papers. The dataset contains 3312 nodes and 4732 edges. Each paper in the graph is classified into one of six classes (the topic of the paper) and associated with a binary vector ($d = 3703$) describing the presence of words from the dictionary.

- **Cora** [29]: an unweighted citation graph of scientific papers with a structure similar to the CiteSeer graph. The number of nodes: $n = 2708$, the number of edges: $m = 5429$, the number of classes: $c = 7$, and the number of words in the dictionary (the length of the feature vector): $d = 1433$.

These datasets are clustered using multiple methods. First, we apply the $k$-means algorithm, which uses only attribute information and ignores graph
structure. Then, each dataset is clustered with the Spectral algorithm and five plain proximity measures that do not use attribute information. Finally, communities are detected using the Spectral algorithm and attribute-aware proximity measures that employ both data dimensions (structure and attributes).

We use balanced versions of attribute similarity measures with $\beta = \frac{1}{2}$ in (2).

Each of the proximity measures depends on the parameter. So, we search for the optimal parameter in the experiments, and the results include clustering quality for the optimal parameter.

6 Results

In this section, we discuss the results of the experiments.

In Table 1, ARI for all the tested proximity measures and similarity measures on all the datasets is presented. “No” column shows the result for plain proximity measures that do not use attribute information. The table also presents ARI for the $k$-means clustering algorithm. The top-performing similarity measure is marked in red for each proximity measure.

As we can see, taking attributes into account improves community detection quality for all the proximity measures. Attribute-aware proximity measures outperform $k$-means for all the datasets except Texas. Therefore, we can conclude that in most cases, the proximity measures based on structure and attribute information perform better than both the plain proximity measures which use only structure information and the $k$-means clustering method which uses only attribute information.

Not all tested attribute similarity measures have shown good clustering quality. Figure 1 presents the average rank and standard deviation for attribute similarity measures and $k$-means. The rank is averaged over 6 datasets. The figure contains 5 graphs: one for each proximity measure.

One can see that the Cosine Similarity and Extended Jaccard Similarity measures perform the best: they have the highest ranks for all the proximity measures. As for plain proximity measures, which are not combined with any similarity measure, they have one of the lowest ranks. The performance of the Matching Coefficient, the Manhattan Similarity, and the Euclidean Similarity measures varies for different proximity measures.

In Table 2 the top-performing combinations of a proximity measure and a similarity measure are presented. As can be seen, the undisputed leader is Free Energy combined with the Cosine Similarity measure.

7 Conclusion

In this paper, we investigated the possibility of applying proximity measures for community detection in attributed networks. We studied a number of proximity measures, including Communicability, Heat, PageRank, Free Energy, and Sigmoid Corrected Commute-Time. Attribute information was embedded into
Table 1: Results of the experiments

| Prox. Measure | Similarity Measure | MC  | CS  | JS  | MS  | ES  | No |
|---------------|--------------------|-----|-----|-----|-----|-----|----|
| Communicability | Washington        | 0.048 | 0.458 | 0.352 | 0.13 | 0.24 | 0.05 |
| Heat          |                   | 0.058 | 0.457 | 0.444 | 0.093 | 0.055 | 0.043 |
| PR            |                   | 0.269 | 0.461 | 0.39  | 0.097 | 0.087 | 0.037 |
| FE            |                   | 0.291 | 0.461 | 0.322 | 0.129 | 0.243 | 0.009 |
| SCCT          |                   | 0.307 | 0.397 | 0.362 | 0.132 | 0.28  | 0.048 |
| k-means       |                   |       |       |       |       | 0.095 |     |
| Communicability | Wisconsin        | 0.089 | 0.450 | 0.41  | 0.104 | 0.064 | 0.02 |
| Heat          |                   | 0.075 | 0.472 | 0.416 | 0.111 | 0.092 | 0.082 |
| PR            |                   | 0.126 | 0.471 | 0.36  | 0.13  | 0.067 | 0.045 |
| FE            |                   | 0.081 | 0.441 | 0.398 | 0.066 | 0.066 | 0.064 |
| SCCT          |                   | 0.056 | 0.354 | 0.383 | 0.103 | 0.089 | 0.045 |
| k-means       |                   |       |       |       |       | 0.364 |     |
| Communicability | Cornell          | 0.012 | 0.2   | 0.107 | 0.034 | 0.058 | 0.035 |
| Heat          |                   | 0.064 | 0.181 | 0.109 | 0.069 | 0.046 | 0.072 |
| PR            |                   | 0.047 | 0.118 | 0.088 | 0.011 | -0.025 | 0.063 |
| FE            |                   | 0.053 | 0.308 | 0.309 | 0.046 | 0.058 | -0.013 |
| SCCT          |                   | 0.076 | 0.193 | 0.112 | 0.057 | 0.055 | 0.027 |
| k-means       |                   |       |       |       |       | 0.066 |     |
| Communicability | Texas           | 0.118 | 0.288 | 0.281 | 0.177 | 0.23  | 0.008 |
| Heat          |                   | 0.137 | 0.212 | 0.289 | 0.076 | 0.156 | -0.013 |
| PR            |                   | 0.221 | 0.174 | 0.287 | 0.073 | 0.133 | 0.0   |
| FE            |                   | 0.23  | 0.342 | 0.233 | 0.23  | 0.234 | 0.041 |
| SCCT          |                   | 0.274 | 0.344 | 0.258 | 0.21  | 0.253 | 0.15  |
| k-means       |                   |       |       |       |       | 0.409 |     |
| Communicability | CiteSeer         | 0.0   | 0.24  | 0.282 | 0.001 | 0.001 | 0.113 |
| Heat          |                   | 0.001 | 0.258 | 0.276 | 0.005 | 0.004 | 0.112 |
| PR            |                   | 0.003 | 0.242 | 0.266 | -0.0  | 0.001 | 0.109 |
| FE            |                   | 0.0   | 0.41  | 0.41  | 0.162 | 0.186 | -0.001 |
| SCCT          |                   | 0.001 | 0.252 | 0.31  | 0.051 | 0.183 | 0.018 |
| k-means       |                   |       |       |       |       | 0.1   |     |
| Communicability | Cora            | 0.0   | 0.107 | 0.119 | 0.09  | 0.027 | 0.002 |
| Heat          |                   | 0.071 | 0.083 | 0.061 | 0.076 | 0.024 | 0.002 |
| PR            |                   | 0.032 | 0.138 | 0.135 | 0.068 | 0.029 | 0.005 |
| FE            |                   | 0.023 | 0.408 | 0.404 | 0.301 | 0.236 | -0.001 |
| SCCT          |                   | 0.025 | 0.156 | 0.189 | 0.127 | 0.184 | 0.002 |
| k-means       |                   |       |       |       |       | 0.07  |     |
Fig. 1: Average rank and standard deviation for attribute similarity measures and \( k \)-means

Table 2: The top-performing pairs of proximity measure and similarity measure

| № | Proximity measure | Similarity measure | Average rank |
|---|-------------------|--------------------|--------------|
| 1 | FE                | CS                 | 2.833        |
| 2 | FE                | JS                 | 6.333        |
| 3 | Communicability   | CS                 | 6.667        |
| 4 | SCCT              | JS                 | 7.333        |
| 5 | SCCT              | CS                 | 7.667        |
| 6 | Communicability   | JS                 | 8.333        |
| 7 | PR                | CS                 | 8.333        |
| 8 | Heat              | CS                 | 8.667        |
proximity measures using several attribute similarity measures, i.e., the Matching Coefficient, the Cosine Similarity, the Extended Jaccard Similarity, the Manhattan Similarity, and the Euclidean Similarity.

According to the results of the experiments, taking node attributes into account when measuring proximity improves the efficiency of proximity measures for community detection. Not all attribute similarity measures perform equally well. The top-performing attribute similarity measures were the Cosine Similarity and Extended Jaccard Similarity.

Future studies may address the problem of choosing the optimal $\beta$ in (2). Another area for future research is to find more effective attribute similarity measures.
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