Hysteresis in anesthesia and recovery: Experimental observation and dynamical mechanism
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The dynamical mechanism underlying the processes of anesthesia-induced loss of consciousness and recovery is key to gaining insights into the working of the nervous system. Previous experiments revealed an asymmetry between neural signals during the anesthesia and recovery processes. Here we obtain experimental evidence for the hysteresis loop and articulate the dynamical mechanism based on percolation on multilayer complex networks with self-similarity. Model analysis reveals that, during anesthesia, the network is able to maintain its neural pathways despite the loss of a substantial fraction of the edges. A predictive and potentially testable result is that, in the forward process of anesthesia, the average shortest path and the clustering coefficient of the neural network are markedly smaller than those associated with the recovery process. This suggests that the network strives to maintain certain neurological functions by adapting to a relatively more compact structure in response to anesthesia.
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I. INTRODUCTION

The origin of consciousness is an unsolved mystery in nature [1–6]. To understand the neural physics of consciousness remains a challenging problem, requiring interdisciplinary efforts among researchers from disciplines such as neuroscience, physics, nonlinear dynamics, and complex systems. Anesthesia-induced loss of consciousness and the possible recovery open a door to probing into the neural, physical, and dynamical mechanisms of consciousness [7–10]. Previous experimental studies provided evidence for the existence of a hysteresis phenomenon underlying the dynamics of loss and recovery of consciousness induced by anesthesia [11–14]. For example, signatures of a hysteresis were observed in behavioral experiments on mice and drosophila subject to injection of anesthetic and it was found that pharmacokinetics alone were not sufficient to explain the emergence of the hysteresis loop [12]. The concept of neural inertia was then proposed [12]. Neural inertia and hysteresis in humans were investigated through behavior indices [15,16] such as moments of loss and recovery of responsiveness, as well as through EEG measurements [17], providing guidance to clinical anesthesia practices [18]. In the work suggesting neural inertia and hysteresis in humans based on the slow-wave activity in EEG through the dose-response relationship associated with induction and emergence [17], saturation in the slow-wave activity during anesthesia was found to depend on the age of the subject. This indicated that neural inertia and hysteresis might have a neurobiological basis in terms of the number of neurons and the synaptic density which typically deteriorate with age.

In the anesthesiology literature, hysteresis is an established phenomenon describing the changes in the patient EEG patterns as a function of drug concentration, which can be explained by the pharmacokinetic-pharmacodynamic (PKPD) model to some level. A source of debate is the extent to which the hysteresis loop can (or cannot) be nullled out via appropriate adjustments to the PKPD model used to compensate for delays between the measurement site (either blood concentration for intravenous drugs such as propofol, or end-tidal lung concentration for inhalational drugs such as isoflurane) and the effect site, i.e., the brain. There has been extensive work on direct observation of the hysteresis effect by Kuizenga et al. [19–21], which suggests that the PKPD model is likely an oversimplification of the complex...
processes involved in generating the hysteresis effect in human anesthesia. The hysteresis effect is thus likely to have additional causes. In parallel, there were modeling efforts to understand the experimental results. For example, a theory based on phase transition was proposed by Steyn-Ross et al. [22–24], providing an initial explanation of both biphasic excitation and hysteresis from the perspective of neuronal populations. Later, a percolation model based on reduced stochastic dynamics was proposed to describe the mechanism of general anesthesia [25]. Quite recently, a multistate Markov chain model was introduced to interpret neural inertia [26].

The experimental evidence supporting the concept of neural inertia was based on relatively indirect measurements, e.g., behavior indices or EEG, of the neural system through non-invasive detection. From the perspective of modeling, there is still a lack of understanding of neural inertia and the corresponding hysteresis from a network perspective. The purpose of this paper is to address the two issues. In particular, we have carried out animal experiments and obtained evidence that a hysteresis loop arises unequivocally in the processes of anesthetic administration and recovery after excluding pharmacokinetic interference effects. Our result is based on the local-field potential (LFP) data that represent direct measurement of the neural system. Our measurements have revealed that the depth of anesthesia is state dependent. Motivated by the fact that state dependence is common in complex dynamical systems [27–29] and by the existent theoretical framework of modeling general anesthesia as a first-order phase transition in the cortex [24] in which the hysteresis is associated with state dependence, we develop a complex-network based dynamical mechanism to probe into the origin of the hysteresis phenomenon. The class of networks we construct belongs to multilayer complex networks with self-similarity, which involve the interactions of hierarchical units in the neural system responsible for anesthesia and recovery. Computations reveal that, during anesthesia, the network is able to maintain its neural pathways despite the loss of a substantial fraction of the edges. A predictive and potentially experimentally testable result from our network model is that, for a given anesthesia level during the forward process, the corresponding characteristics of the network, such as the clustering coefficient and average degree, can be different from those in the recovery process. A biological implication is that the network strives to maintain certain neurological functions by adapting to a relatively more compact structure in response to dramatic external disturbances such as anesthesia—possibly a survival strategy naturally gained during evolution of the nervous system. While the hysteresis phenomenon arising in the anesthesia-recovery cycle can be explained at the population level of neurons, our paper presents an alternative approach to understanding the phenomenon from a network perspective.

II. EXPERIMENTAL PROCEDURE AND RESULTS

Our experiments were conducted on two male six to eight week old C57BL/6 mice at the time of surgery. Animals were housed in a standard environment on a 12/12-h light/dark cycle with light on at 07:00, and they were allowed ad libitum access to water and food. The use and care of animals followed the guidelines of the Xi’an Jiaotong University Animal Research Advisory Committee, and all efforts were made to minimize animal suffering.

Mice were anesthetized using isoflurane (4% for induction, 2% for maintenance in 100% O2 during surgical procedures) and were placed in a stereotaxic apparatus. A small animal heating pad was used for the maintenance of body temperature at 37.0 ± 1.0 °C. Microelectrodes of impedance 0.5 MΩ were implanted on the right medial prefrontal cortex (1.7 mm anterior to bregma, 0.4 mm lateral to the midline, and 1.5 mm below the brain surface), which were used for LFP recordings. For all the recordings, two screws implanted in the occipital bone above the cerebellum were used as the ground and reference. The whole implant was fixed with glass ionomer dental cement.

After surgery, all animals were allowed to recover for three to six days before undergoing LFP recordings. LFPs were recorded extracellularly using a 128-channel data acquisition system (Cerebus, Blackrock Microsystems, Salt Lake City, USA). Animals were placed in the induction chamber and connected to the data recording cables, and oxygen was administered. LFP recordings started 10 min before the induction of anesthesia. Isoflurane concentrations were then stabilized at 1.5, 2.5, 1.5, and 0%, each for 20 min, to allow equilibration between inspired and end-tidal concentration and thus eliminate the pharmacokinetic interference. The time duration of 20 min is sufficient to ensure the equilibration between the inspired and end-tidal concentrations to eliminate the pharmacokinetics interference factors. The burst suppression ratio (BSR) values shown in Fig. 1(b) were obtained from a 5-min time interval after a 20-min transient period so as to avoid the effect of unstable drug density during the transient phase of pharmacokinetics. More specifically, the time series of LFPs used to calculate the BSR value in Fig. 1(b) were recorded when the effect of isoflurane to the neural system already approaches equilibrium after 20 min, as verified through the statistical behaviors of the signals. LFPs were collected at a sampling frequency of 1 kHz, amplified (300×), and band-pass filtered (0.3–500 Hz).

Figure 1(a) shows the measured LFPs from one of the mice during anesthesia and recovery. In the rising and falling phases of anesthetic concentration, the BSR [30–34] of the LFPs is different at the same level of concentration, signifying a hysteresis, where BSR is defined as the fraction of the duration of the suppression state in the total time interval (a suppression state is defined as the LFP signal being between −0.1 and 0.1 mV for a continuous time of at least 100 ms [31]). As shown in Fig. 1(b), the LFP during the falling phase has a larger burst suppression ratio, suggesting that the mouse is still in deep anesthesia. The hysteresis phenomenon shown in Fig. 1 cannot be fully interpreted by pharmacokinetics, leading to the introduction of the concept neural inertia [12]. Measurements of the second mouse gave essentially the same result.

III. MODEL OF THE DYNAMICAL BRAIN NEURAL NETWORK FOR ANESTHESIA AND RECOVERY

A. Model construction

To interpret the experimental results, we develop a dynamical network model based on physical considerations of
FIG. 1. Representative experimental time series and direct evidence for the emergence of a hysteresis loop. (a) Typical time series of mouse LFPs of 60 s during anesthesia and recovery. The data correspond to isoflurane concentration rising to 1.5% (top), 2.5% (middle), and down to 1.5% (bottom), respectively. (b) The corresponding hysteresis loop, where the ordinate is the burst suppression ratio of mouse LFPs and the abscissa is the isoflurane concentration. The arrows indicate the direction of the change in the isoflurane concentration.

FIG. 2. Illustration of the proposed network model. The whole system has a hierarchical multilayer structure. Each node in a lower layer is connected to four nodes in the adjacent upper layer (as shown in the dashed box). Within each layer, the network can be scale free, small world, or random. The input signal is applied to the root node and the output signal is taken at a randomly selected node in the top layer.

We construct the network dynamics model based on the following intuitive reasoning. In a typical setting, in the forward process, as the amount of administrated anesthetic is increased, loss of consciousness occurs almost instantaneously at a certain moment rather than gradually. Likewise, during the backward (recovery) process, awakening tends to occur abruptly. The empirical observation suggests that both the forward and backward processes can be described by percolation dynamics on the underlying complex neural network [25,38,39], corresponding to progressive edge removal from and addition into the network, respectively. During the forward process, failures of connections between the neural units occur as a result of the action of anesthetic, depriving the units and those connected to them of the ability to transmit and integrate information. Intuitively, the connections among the more active nodes are more difficult to break than those among less active nodes, which correspond to the larger or smaller degrees of nodes from the aspects of topology. We thus assume that, at a certain anesthesia level, the connection failure between a pair of nodes is random with a probability determined by the degrees of both nodes. Effectively, there is mutual maintenance among the hub units to sustain the vital neural connections in the network. Neurological experiments indeed indicated that the normal release of neurons is associated with maintenance and consolidation of the synaptic connections and thus has a positive effect on the formation and stable survival of the entire neural network [40]. More
active neurons with a higher firing rate typically have a large in-degree and thus are more likely to form and maintain their connections with other nodes [41]. Similarly, during the backward process, edges are gradually restored in the network. For a pair of nodes, the probability of recovery is determined by the current connectivity of the nodes. Consequently, the connections between large-degree nodes in the presently “broken” network are easier to recover but these nodes may not appear as the potential hub node, especially in the early stage of the recovery process.

The physical reasoning supporting our construction of the dynamical neural network suggests the following breaking and recovery probabilities associated with an edge of end nodes $i$ and $j$: $p_{ij}^b = 1 - (S_i + S_j)/(S_{\text{max}} + S_{\text{submax}})$ and $p_{ij}^r = (S_i + S_j)/(S_{\text{max}} + S_{\text{submax}})$, respectively, where $S_i = \sum_k w_{ik}$ characterizes the present strength of node $i$ and $S_{\text{max}}$ and $S_{\text{submax}}$ are the maximum and the second largest strengths at the present moment in the network, respectively. The forward and reverse edge weights of the network are equal: $w_{ij} = w_{ji}$.

The level of anesthetic can be characterized by the failure ratio $\rho$—the fraction of failed edges.

B. Emergence of hysteresis loops in various aspects of the dynamical neural network

Our main point is that the experimentally observed hysteresis in Fig. 1 can be understood as the result of simultaneous emergence of hysteresis loops in the characterizing quantities of the dynamical network, which is established through a systematic analysis of the dynamical network.

We first demonstrate the emergence of a hysteresis in the network structure. We use the information transmission capability to measure the awareness of the brain’s nervous system, which can be characterized by the relative entropy, also known as Kullback-Leibler divergence [42], between the value distributions of the input and output signals: $D_{\text{KL}}(\alpha||i) = \sum_\alpha p_\alpha(i) \log [p_\alpha(i)/p_\alpha(o)]$, where $p_\alpha(i)$ and $p_\alpha(o)$ are the probabilities for the input and output signals to take on the value $\alpha$, respectively, and $\alpha$ is calculated by the bin average. Figure 3 shows the $D_{\text{KL}}(\alpha||i)$ curves for the forward and backward processes. It can be seen that the two curves form a hysteresis loop enclosing a finite area, indicating that the mechanism of mutual maintenance between the network nodes can result in quite different network structures for the forward and backward processes at the same anesthesia level, especially at the intermediate levels. In general, different network structures lead to different information transmission capabilities and further to the experimentally observed hysteresis in the burst suppression ratio of LFPs as demonstrated in Fig. 1. The hysteresis in the network structure is robust, as it arises regardless of the topology of the network layers. Nonetheless, for randomly distributed edge weights, the area of the hysteresis loop is smaller than that for fixed weights.

We next demonstrate the emergence of another type of hysteresis, one manifested as the difference in the network connectivity between the forward and backward processes. Figures 4(a) and 4(b) show $E_{\text{inter}}/E$ and $E_{\text{intra}}/E$ for the forward and backward processes versus the failure ratio $\rho$, where $E_{\text{inter}}$, $E_{\text{intra}}$, and $E$ are the numbers of interlayer and intralayer edges, and all edges in the network, respectively. In the forward process, $E_{\text{intra}}$ decreases rapidly with the deepening of anesthesia since a large number of fragile edges with small degree ends are typically intralayer edges, while $E_{\text{inter}}$ decreases quite slowly. As a result, the ratio $E_{\text{inter}}/E$ increases monotonically with $\rho$ while $E_{\text{intra}}/E$ decreases monotonically, as indicated by the dashed curves in Figs. 4(a) and 4(b), respectively. For the backward process where edges are...
gradually restored in the network, a pair of nodes with large degree values are more likely to be connected, and many such potential links are of the interlayer type to connect the hub nodes across the layers. As the value of $\rho$ gradually decreases due to continuous reduction in the anesthesia level, $E_{\text{inter}}$ increases rapidly but $E_{\text{intra}}$ exhibits a slow increase at first. However, the potential interlayer edges are not many in comparison with the total number of possible edges in the network. When most of the interlayer edges have been restored, the continued increase in $E_{\text{inter}}$ tends to slow down, leading to a rapid increase in $E_{\text{intra}}$. As a result, during the entire backward process, the restoration of edges is comparatively random, and the small cliques formed by these restored edges are not well organized to support percolation between thalamus and cortex. The underlying dynamics in the backward process are thus not compatible with the requirement of consciousness recovering. The end result is a hysteresis that emerges in the generation of network pathways between the forward and backward processes.

The hysteresis in the network structure manifests itself as hystereses in the characterizing quantities of the network, such as the average shortest path $\langle L \rangle$ from the input node to output node and the clustering coefficient $C$, as shown in Figs. 5(a) and 5(b), respectively. For intermediate values of $\rho$, the network has different edge-connecting dynamics, leading to different network structures for the two processes at the same anesthesia level (medium $\rho$). During the entire backward process, the restoration of edges is comparatively random, and the small cliques formed by these restored edges are not well organized to support percolation between thalamus and cortex. The underlying dynamics in the backward process are thus not compatible with the requirement of consciousness recovering. The end result is a hysteresis that emerges in the generation of network pathways between the forward and backward processes.
the $\rho$, the values of $\langle L \rangle$ and $C$ associated with the forward process are significantly lower than those with the backward process, indicating that, under the same anesthesia level, the underlying neural network of the forward process transmits information more rapidly with more straightforward and less redundant network connectivity than that with the backward process. Biologically, this may be interpreted as a kind of functional maintenance that the brain nervous system struggles to achieve in response to threats.

IV. DISCUSSION

To summarize, we have obtained experimental evidence of the emergence of a hysteresis loop underlying the anesthesia and recovery processes. To preclude possible interference from pharmacokinetics, we have carried out direct measurement of the local-field potentials of the neural system through invasive detection. We have developed a physical understanding based on multilayer, self-similar networks with a complex topology. The specific neurophysiological mechanism of the hysteresis is unknown at the present, but our model suggests that the mutual maintenance between certain units of the nervous system may play an important role in generating the hysteresis. The mutual interactions, due to the heterogeneous connectivity of the nervous system, can result in a significant difference in the dynamical evolution of neural connections between the anesthesia and recovery processes. The complex brain neural network is the result of long term evolution and has embodied some kind of efficiency and adaptability with functional robustness in response to external disturbances or threats [43–46]. One of our findings is that, in the forward process of anesthesia, the average shortest path and the clustering coefficient of the neural network are markedly smaller than those associated with the recovery process (Fig. 5). This suggests that the network strives to maintain certain neurological functions by adapting to a relatively more compact structure in response to anesthesia—a kind of dramatic external disturbance. This represents a survival strategy naturally gained as the result of evolution of the nervous system. Additionally, our network model predicts that the structural characteristics of the underlying network, such as the clustering coefficient and average degree, can be quite different during the anesthesia and recovery processes. An experimental test of this prediction is called for.

There has been experimental work indicating that noise tends to attenuate the hysteresis associated with the anesthesia-recovery process [26], which can actually be explained with our network approach. In particular, hysteresis is a phenomenon in multistable dynamical systems going through state transitions. Noise can enhance the probability for a state transition to occur, thereby weakening the hysteresis effect. From the point of view of either neuronal populations or network, the anesthesia-recovery process can be viewed as the transitions of the nervous system between two stable states, so the underlying system is effectively bistable. In the forward process, the robust connections among the large degree nodes mean that the main pathway between the input and output nodes can always be maintained, regardless of perturbations. In this sense, noise has little effect on the forward process. However, noise can have a significant effect on the backward process, which can be seen by noting that, in the nervous system, noise typically manifests itself as some kind of remote excitatory stimulus that specifically enhances the excitability of the neurons and accordingly synaptic connections. In our network model, conceptually the role of noise in enhancing neuronal connections is equivalent to adding extra edges into the network. The extra edges significantly increase the probability of the emergence of pathways between the input and output nodes, advancing the occurrence of a fully connected network state. The global effect of noise is thus to weaken the hysteresis.

ACKNOWLEDGMENTS

We thank Prof. Celso Grebogi and ChangSong Zhou for helpful discussions. This work was supported by the National Natural Science Foundation of China (No. 11975178, No. 11647052, and No. 6143101), the Open Project of State Key Laboratory of Cognitive Neuroscience and Learning (No. CNLYB1802), and the Project Supported by Natural Science Basic Research Plan in Shaanxi Province of China (No. 2020JM-058). Z.-G.H. acknowledges the support of the K. C. Wong Education Foundation and the Fundamental Research Funds for the Central Universities (szxd20220012). Y.-C.L. is supported by the Office of Naval Research through Grant No. N00014-16-1-2828.

[1] C. Koch, M. Massimini, M. Boly, and G. Tononi, Neural correlates of consciousness: Progress and problems, Nat. Rev. Neurosci. 17, 307 (2016).
[2] G. Tononi, Consciousness as integrated information: A provisional manifesto, Biol. Bull. 215, 216 (2008).
[3] M. N. Maldonato, R. Sperandeo, S. Dell’Orco, D. Iennaco, F. Cerroni, P. Romano, M. Salerno, A. Maltese, M. Roccella, L. Parisi, G. Tripi, F. Moscatelli, F. Sessa, S. Monica, G. Cibelli, G. Messina, M. Monda, S. Chie, I. Villano, V. Monda, A. Messina, M. Ruberto, G. Marsala, A. Valenzano, and R. Marotta, Mind, brain and altered states of consciousness, Acta Medica Mediterr. 34, 357 (2018).
[4] D. M. Mateos, R. Wennberg, R. Guevara, and J. L. Perez Velazquez, Consciousness as a global property of brain dynamic activity, Phys. Rev. E 96, 062410 (2017).
[5] E. Tagliazucchi, The signatures of conscious access and its phenomenology are consistent with large-scale brain communication at criticality, Consci. Cogni. 55, 136 (2017).
[6] R. G. Erra, D. M. Mateos, R. Wennberg, and J. L. Perez Velazquez, Statistical mechanics of consciousness: Maximization of information content of network is associated with conscious awareness, Phys. Rev. E 94, 052402 (2016).
[7] S. R. Hameroff, The entwined mysteries of anesthesia and consciousness: Is there a common underlying mechanism? Anesthesiology 105, 400 (2006).

[8] A. G. Hudetz and G. A. Mashour, Disconnecting consciousness: Is there a common anesthetic end point? Anesth. Analg. 123, 1228 (2016).

[9] P. L. Purdon, E. T. Pierce, E. A. Mukamel, M. J. Prerau, J. L. Walsh, K. F. Wong, A. F. Salazar-Gomez, P. G. Harrell, A. L. Sampson, A. Cimenser, S. Ching, N. J. Kopell, C. Tavares-Stoeckel, K. Habeek, R. Merhar, and E. N. Brown, Electroencephalogram signatures of loss and recovery of consciousness from propofol, Proc. Natl. Acad. Sci. USA 110, E1142 (2013).

[10] M. T. Alkire, A. G. Hudetz, and G. Tononi, Consciousness and anesthesia, Science 322, 876 (2008).

[11] P. L. van den Broek, C. M. van den Broek, J. Van Egmond, A. M. Coenen, and L. H. Bouij, An effective correlation dimension and burst suppression ratio of the EEG in rat. Correlation with sevo urane induced anaesthetic depth, Eur. J. Anaesth. 23, 391 (2006).

[12] E. B. Friedman, Y. Sun, J. T. Moore, H.-T. Hung, Q.-C. Meng, P. Perera, W. J. Joiner, S. A. Thomas, R. G. Eckenhoff, A. Sehgal, and M. B. Kelz, A conserved behavioral state barrier impedes transitions between anesthetic-induced unconsciousness and wakefulness: Evidence for neural inertia, PLoS One 5, e11903 (2010).

[13] L. J. Voss, M. Brock, C. Carlsson, A. Steyn-Ross, M. Steyn-Ross, and J. W. Sleigh, Investigating paradoxical hysteresis effects in the mouse neocortical slice model, Eur. J. Pharmacol. 675, 26 (2012).

[14] H. Kim, J.-Y. Moon, G. A. Mashour, and U. Lee, Mechanisms of hysteresis in human brain networks during transitions of consciousness and unconsciousness: Theoretical principles and empirical evidence, PLoS Comput. Biol. 14, e1006424 (2018).

[15] P. O. Sepúlveda, E. Carrasco, L. F. Tapia, M. Ramos, F. Cruz, P. Conget, Q. F. B. Olivares, and I. Cortínez, Evidence of hysteresis in propofol pharmacodynamics, Anaesthesia 73, 40 (2018).

[16] A. L. Ferreira, R. Correia, S. Vide, A. D. Ferreira, M. B. Kelz, J. G. Mendes, C. S. Nunes, and P. Amorim, Patterns of hysteresis between induction and emergence of neuroanesthesia are present in spinal and intracranial surgeries, J. Neurosurg. Anesthesiol. 32, 81 (2020).

[17] C. E. Warnaby, J. W. Sleigh, D. Hight, S. Jhabdi, and I. Tracey, Investigation of slow-wave activity saturation during surgical anesthesia reveals a signature of neural inertia in humans, Anesthesiology 127, 645 (2017).

[18] P. O. Sepúlveda, L. F. Tapia, and S. Monsalves, Neural inertia and differences between loss of and recovery from consciousness during total intravenous anaesthesia: a narrative review, Anaesthesia 74, 801 (2019).

[19] K. Kuizenga, C. J. Kalkman, and P. J. Hennis, Quantitative electroencephalographic analysis of the biphasic concentration-effect relationship of propofol in surgical patients during extradural analgesia, Br. J. Anaesth. 80, 725 (1998).

[20] K. Kuizenga, J. M. Wierda, and C. J. Kalkman, Biphasic EEG changes in relation to loss of consciousness during induction with thiopental, propofol, etomidate, midazolam or sevoflurane, Br. J. Anaesth. 86, 354 (2001).

[21] K. Kuizenga, J. H. Proost, J. M. Wierda, and C. J. Kalkman, Predictability of processed electroencephalography effects on the basis of pharmacokinetic–pharmacodynamic modeling during repeated propofol infusions in patients with extradural analgesia, Anesthesiology 95, 607 (2001).

[22] M. L. Steyn-Ross, D. A. Steyn-Ross, J. W. Sleigh, and D. T. J. Liley, Theoretical electroencephalogram stationary spectrum for a white-noise-driven cortex: evidence for a general anesthetic-induced phase transition, Phys. Rev. E 60, 7299 (1999).

[23] M. L. Steyn-Ross, D. A. Steyn-Ross, J. W. Sleigh, and L. C. Wilcocks, Toward a theory of the general-anesthetic-induced phase transition of the cerebral cortex. I. A thermodynamics analogy, Phys. Rev. E 64, 011917 (2001).

[24] M. L. Steyn-Ross, D. A. Steyn-Ross, and J. W. Sleigh, Modelling general anaesthesia as a first-order phase transition in the cortex, Prog. Biophys. Mol. Biol. 85, 369 (2004).

[25] D.-W. Zhou, D. D. Mowrey, P. Tang, and Y. Xu, Percolation Model of Sensory Transmission and Loss of Consciousness Under General Anaesthesia, Phys. Rev. Lett. 115, 108103 (2015).

[26] A. Proekt and A. E. Hudson, A stochastic basis for neural inertia in emergence from general anaesthesia, Brit. J. Anaesth. 121, 86 (2018).

[27] M. A. Krasnosel’skii and A. V. Pokrovskii, Systems with Hysteresis (Springer, New York, 2012).

[28] A. Berger, A. Inomata, J.-S. Jiang, J. E. Pearson, and S. D. Bader, Experimental Observation of Disorder-Driven Hysteresis-Loop Criticality, Phys. Rev. Lett. 85, 4176 (2000).

[29] V. Hassani, T. Tjahjowidodo, and T. N. Do, A survey on hysteresis modeling, identification and control, Mech. Syst. Signal Proc. 49, 209 (2014).

[30] A. Ilie, D. Ciocan, O. A. Constantinescu, A. M. Zagrean, D. A. Nita, L. Zagrean, and M. Moldovan, Endogenous activation of adenosine A1 receptors promotes post-ischemic electrocortical burst suppression, Neuroscience 159, 1070 (2009).

[31] P. C. Vijn and J. R. Sneyd, I.V. anaesthesia and EEG burst suppression in rats: Bolus injections and closed-loop infusions, Brit. J. Anaesth. 81, 415 (1998).

[32] A. G. Hudetz and O. A. Imas, Burst activation of the cerebral cortex by flash stimuli during isoflurane anesthesia in rats, Anesthesiology 107, 983 (2007).

[33] D. Kroeger and F. Amzica, Hypersensitivity of the anesthesia-induced comatose brain, J. Neurosci. 27, 10597 (2007).

[34] A. C˘alin, V. M. Kumaraswamy, D. Braver, D. G. Nair, M. Moldovan, and M. V. Simon, Intraoperative somatosensory evoked potential monitoring decreases EEG burst suppression ratio during deep general anesthesia, J. Clin. Neurophysiol. 31, 133 (2014).

[35] R. Albert and A. Barabási, Statistical mechanics of complex networks, Rev. Mod. Phys. 74, 47 (2002).

[36] D. J. Watts and S. H. Strogatz, Collective dynamics of “small-world” networks, Nature (London) 393, 440 (1998).

[37] P. Erdös and A. Rényi, On random graphs. I, Publ. Math. Inst. Hung. Acad. Sci. 5, 17 (1960).

[38] R. Albert and A. L. Barabási, Statistical mechanics of complex networks, Rev. Mod. Phys. 74, 47 (2002).

[39] A. A. Saberi, Recent advances in percolation theory and its applications, Phys. Rep. 578, 1 (2015).

[40] J.-B. Pu, H. Gong, X.-N. Li, and Q.-M. Luo, Developing neuronal networks: Self-organized criticality predicts the future, Sci. Rep. 3, 1081 (2013).
[41] G. Q. Bi and M. M. Poo, Synaptic modifications in cultured hippocampal neurons: Dependence on spike timing, synaptic strength, and postsynaptic cell type, J. Neurosci. 18, 10464 (1998).

[42] S. Kullback and R. A. Leibler, On information and sufficiency, Ann. Math. Stat. 22, 79 (1951).

[43] M. P. Van Den Heuvel, C. J. Stam, R. S. Kahn, and H. E. Pol, Efficiency of functional brain networks and intellectual performance, J. Neurosci. 29, 7619 (2009).

[44] D. Tomasi, G.-J. Wang, and N. D. Volkow, Energetic cost of brain functional connectivity, Proc. Natl. Acad. Sci. USA 110, 13642 (2013).

[45] F. G. Hillary and J. H. Grafman, Injured brains and adaptive networks: The benefits and costs of hyperconnectivity, Trends. Cogn. Sci. 21, 385 (2017).

[46] S.-L. Zhou and Y.-G. Yu, Synaptic e-i balance underlies efficient neural coding, Front. Neurosci. 12, 46 (2018).