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Abstract

The quasi-chemical organization of the potential distribution theorem — molecular quasi-chemical theory (QCT) — enables practical calculations and also provides a conceptual framework for molecular hydration phenomena. QCT can be viewed from multiple perspectives: (a) As a way to regularize an ill-conditioned statistical thermodynamic problem; (b) As an introduction of and emphasis on the neighborship characteristics of a solute of interest; (c) Or as a way to include accurate electronic structure descriptions of near-neighbor interactions in defensible statistical thermodynamics by clearly defining neighborship clusters. The theory has been applied to solutes of a wide range of chemical complexity, ranging from ions that interact with water with both long-ranged and chemically intricate short-ranged interactions, to solutes that interact with water solely through traditional van der Waals interactions, and including water itself. The solutes range in variety from monoatomic ions to chemically heterogeneous macromolecules. A notable feature of QCT is that in applying the theory to this range of solutes, the theory itself provides guidance on the necessary approximations and simplifications that can facilitate the calculations. In this Perspective, we develop these ideas and document them with examples that reveal the insights that can be extracted using the QCT formulation.

Introduction

The dissolution of a solute in a solvent or the precipitation of a solute out of a solution are central to chemical transformations in liquid solutions. For water as the solvent and the solutes being those of interest in biology, these processes of dissolution (disaggregation) or precipitation (aggregation) are central to life itself.

A key challenge in physical chemistry has been to model, with the intent to predict, how solutes behave in a solution. In this quest, the excess chemical potential of Gibbs — that part of the chemical potential that arises due to intermolecular interactions — is
of foundational importance.\textsuperscript{11,12} With the growth of computer simulations, and attendant alchemical free energy calculations, important progress has been achieved in calculating and documenting the excess chemical potential (and its derivatives) for important categories of small molecules. Over a decade ago, viewing the state of the field then, we noted “the lack of a revealing theoretical model often means that simulation results are not as informative as they might be”.\textsuperscript{3} This observation remains true even today, despite the computational progress of the intervening years. An important feature of this “...not as informative as they might be” judgement is that molecular theory is a necessary feature of a proved molecular mechanism of hydration phenomena. Molecular quasi-chemical theory (QCT) is proposed to supply the missing theory feature.\textsuperscript{4}

QCT has provided important new insights into the phenomena of hydration of important classes of solutes. In this Perspective, we highlight these developments and focus on hydration phenomena of current interest. QCT, being generally developed statistical thermodynamics, of course naturally applies to all solutes, solvents, and solution phases.

**First Steps in QCT Development**

The first steps in the development of QCT responded to the insistence that the statistical thermodynamic theory respect the results of electronic structure calculations on chemically relevant ions in water, specifically in the context of actinide molecular science.\textsuperscript{5} A first application was to Li\textsuperscript{+}(aq)\textsuperscript{6} because it was expected to be simpler than other choices, and because of available influential neutron diffraction experiments on that system.\textsuperscript{7,8} Though technically simple, QCT results for Li\textsuperscript{+}(aq) disagreed with the experiments that motivated the calculations, specifically with respect to the most probable coordination of the Li\textsuperscript{+}(aq). Furthermore, there was no ready improvement of the theory that could resolve the disagreement. The experiments were refined over several years, and eventually the disagreement vanished,\textsuperscript{9,10} an exemplary instance of the scientific method. The moral of this vignette was that the concepts underlying QCT — that chemically specific near-neighbor interactions can
be dominating, and that a defined inner-shell of a solute can be studied and characterized specifically — provided robust tools in assisting experimental work.

A lot was done immediately with that initial formulation of QCT; examples include Refs. 11–14 With accumulating experience, it was soon noticed how a more direct formulation of QCT provided a compelling statistical thermodynamic theory of liquid water itself. That formulation of QCT was thoroughly tested as a direct description of water; indeed that QCT framework currently offers the pre-eminent statistical thermodynamic theory of this most important condensed material. It is applicable to any of the force-field models that provide a physical basis for computations on liquid water, i.e., the model need not be adapted to the QCT. The principal limitation, if at all, is merely that it is simplest to implement QCT calculations in the context of standard simulation calculations. That limitation could be relieved. The enabling simulations are often still simple enough and the QCT approach does indeed provide new information that was not available from simulation alone.

We presented a unified QCT development several years ago to document the singular insights the theory brings to the problem of ion and small molecule hydration, especially in the context of biological selectivity of such molecules. (See also Ref. 3.) The perspective of the present discussion is the important extension targeting QCT on macromolecular solutes of aqueous systems. We note in passing the application of QCT to polyethylene-oxide aqueous solutions, analyzing the Flory-Huggins model descriptions of fluid phase separations of those systems. That work is distinct from the present focus in utilizing the small H$_2$O molecule as a reporter species on the solution thermodynamics, and then building from the available Flory-Huggins model.

**Biomolecular Solutes**

Molecular quasi-chemical theory (QCT) was a break-through for the molecular theory of liquid solutions, enabling entirely new computational studies ranging from biological macromolecule hydration on the one hand to studies of water and aqueous ions using computation-
ally demanding first principles calculations, on the other hand. In 2012, in a first of its kind study, Weber and Asthagiri\textsuperscript{21} tackled the challenging problem of calculating the hydration free energy of a protein, cytochrome C, in an all-atom simulation. That work culminated over a decade of research in developing QCT, and demonstrated that theoretical refinements now make it possible to calculate the hydration thermodynamics of bio-macromolecules at the same resolution as for small molecules, such as methane. Studies since then have revealed fresh insights into the assumption of additivity of free energy contributions,\textsuperscript{22-24} in explicating the unanticipated importance of long-range interactions in the role of denaturants,\textsuperscript{25} in revealing the critical role of solute-solvent attractive interactions in biomolecular hydration,\textsuperscript{26,27} and most recently, in revealing breakthrough insights into decades-old assumptions about hydrophobic hydration.\textsuperscript{28}

The molecular quasi-chemical theory is rooted in the potential distribution theorem (PDT).\textsuperscript{29} However, instead of viewing the PDT from the more conventional lens of a test particle method, we view the PDT as defining a local partition function.\textsuperscript{1-3,30} This shift in perspective together with the concepts of conditional means and the rule of averages defined below leads to the molecular quasi-chemical theory of solutions. This approach naturally reveals unexpected and clear connections to other theories of solution, an aspect that we have noted in earlier reports,\textsuperscript{2,31} and is also seen in the work by other groups.\textsuperscript{32} Importantly the molecular QCT approach provides a rigorous and physically transparent framework to conceptualize and model interactions in molecular solutions. It is this latter perspective that we emphasize here. We present key ideas of the theory and the results and refer the reader to the literature for exhaustive details of the calculations.

**Theory**

The excess chemical potential, $\mu^{(ex)}$, is that part of the Gibbs free energy that arises from intermolecular interactions and is the quantity of principle interest in understanding the
solubility of a solute in water. All other properties of interest in understanding hydration are accessible once $\mu^{(ex)}$ is known as a function of the solution conditions ($T$, $p$, and composition).

Formally, $\mu^{(ex)}$ is given by the potential distribution theorem[29] in one of two forms

$$\beta \mu^{(ex)} = \ln \langle e^{\beta \varepsilon} \rangle$$  \hspace{1cm} (1a)$$

or

$$\beta \mu^{(ex)} = -\ln \langle e^{-\beta \varepsilon} \rangle_0$$  \hspace{1cm} (1b)$$

where $\varepsilon = U_N - U_{N-1} - U_s$ is the binding energy of the solute with the rest of the fluid. $U_N$ is the potential energy of the $N$-particle system at a particular configuration, $U_{N-1}$ is the potential energy of the configuration but with the solute removed, and $U_s$ is the potential energy of the solute. In the first form, Eq. [1a] the averaging $\langle \ldots \rangle$ is over $P(\varepsilon)$, the probability density distribution of $\varepsilon$ when both the solute and the solvent are thermally coupled; in the second form, Eq. [1b] the averaging $\langle \ldots \rangle_0$ is over $P^{(0)}(\varepsilon)$, the probability density distribution of $\varepsilon$ when the solute and the solvent are thermally uncoupled. (In Eqs. [1] and in the relations to follow, for simplicity we assume a solute in a fixed conformation. All these relations are readily extended to include averaging over solute conformational states; for example, $\langle \ldots \rangle \to \langle \langle \ldots \rangle \rangle$. Here one set of brackets indicates averaging over solvent states and the other over solute conformational states.)

To appreciate the difficulties in using Eqs. [1] directly, first consider Eq. [1a]. The exponential factor weights the higher energy configurations, but these are also the configurations that are poorly sampled when the solute and solvent are thermally coupled. Indeed, when the solute and solvent are coupled, the lower binding energy configurations are the ones that are better sampled. Likewise, to succeed in using Eq. [1b] better sampling of the lower energy configurations is required, but in practice only the high energy configurations are more accessible. It is precisely to alleviate these difficulties that one resorts to some form of alchemical approach wherein the solute-solvent interaction is scaled and the system progressively driven from the fully uncoupled state to the fully coupled state. While these alchemical methods
can be quite robust, they necessarily involve unphysical solute states and can occlude the physical insights that are of first interest. Further, on a methodological level, such unphysical solute states can bedevil all-electron calculations.

**Regularization**

Let $\chi$ be a mechanical variable, a function of the coordinates of the system. Then the average of $\chi$ in the coupled solute-solvent system is

$$\langle \chi \rangle = \frac{\langle \chi e^{-\beta \varepsilon} \rangle_0}{\langle e^{-\beta \varepsilon} \rangle_0}. \quad (2)$$

This important result is the rule of averages. (As a check, note that $\chi = \exp(\beta \varepsilon)$ immediately leads to Eq. [1a], a highly nontrivial result.) Defining $\chi$ on the basis of physically meaning order parameters is an important step in the overall development.

We now introduce the idea of conditional averages. For two propositions $A$ and $B$, Bayes’ theorem teaches us that the probability of the joint $P(A \cdot B) = P(A)P(B|A)$. The same applies to the average of $\chi e^{-\beta \varepsilon}$. That is, the average of the joint is the average of $\chi$ times the average of $e^{-\beta \varepsilon}$ given $\chi$, as such

$$\langle \chi \rangle = \frac{\langle \chi \rangle_0 \cdot \langle e^{-\beta \varepsilon} | \chi \rangle_0}{\langle e^{-\beta \varepsilon} \rangle_0}, \quad (3)$$

where the notation $\langle \ldots | \chi \rangle_0$ denotes averaging in an ensemble where the solute is thermally uncoupled from the solvent and the constraint is active. Eqs. [2] and [3] are what make the PDT a practical and economical approach to the molecular theory of solutions.

One particularly useful order parameter for hydration thermodynamics is the solute hydration state defined by the number $n$ of water molecules around the solute. Defining “around” requires spatially partitioning the system into a local domain around the solute, the inner shell, and the domain outside, the outer shell. We effect the partitioning by considering the constraint $\chi$ to be an indicator function which is unity when the inner shell is devoid of
solvent and zero otherwise. Then \( x_0 = \langle \chi \rangle \), the probability of observing an empty inner shell in the coupled solute-solvent system; \( p_0 = \langle \chi \rangle_0 \) is the probability of observing a cavity of the same extent as the inner shell in the neat solvent system; and \( \beta \mu^{(\text{ex})}(n = 0) = -\ln \langle e^{-\beta \varepsilon} | \chi \rangle_0 \) is the excess chemical potential of a solute that is conditioned to have an empty \( n = 0 \) inner shell.

Rearranging Eq. 3 we thus find

\[
\beta \mu^{(\text{ex})} = -\ln p_0 + \beta \mu^{(\text{ex})}(n = 0) + \ln x_0
\]

where \(-\ln p_0\) is the free energy to create an empty cavity of the same extent as the inner shell in the solvent. This packing contribution is precisely the primitive hydrophobic contribution to hydration. \( \ln x_0 \) is the free energy gained in allowing solvent to populate an empty shell. This quantity assesses the contributions of short-range, specific interactions that can be characterized as chemical in nature; we call this the chemistry contribution. The excess chemical potential of the conditioned solute gives the long-range contribution to hydration. The chemistry and long-range contribution together give the hydrophilic contribution to hydration. Eq. 4 has a simple schematic interpretation as shown in Fig. 1.

Figure 1: Quasi-chemical organization of the excess chemical potential. The inner-shell identifies the region enclosing the solute for which the solute-solvent binding energy distribution \( P(\varepsilon|\phi) \) is accurately Gaussian. It approximately corresponds to the traditional first hydration shell of the solute. The chemistry contribution is zero for the solvent-excluded envelope. The free energy to create the cavity to accommodate the solute gives the packing (hydrophobic) contribution. The chemistry and long-range parts determine the hydrophilic contributions. Reprinted from Ref. 28, copyright (2020) American Chemical Society.
To see what we have achieved in going from Eqs. 1 to Eq. 4 by introducing an external constraint $\chi$, the statistically ill-behaved problem (Eqs. 1) has been recast as a problem involving the calculation of three well-behaved contributions. In particular, in $\beta\mu^{(ex)} \rightarrow \beta\mu^{(ex)}(n = 0)$, since we move the solute-solvent boundary outward, the solute-solvent interaction is tempered. We can chose the inner-shell domain just large enough that the conditioned binding energy distribution $P(\varepsilon|n = 0)$ is gaussian, simplifying the evaluation of $\beta\mu^{(ex)}(n = 0)$. That practical simplification has a deep physical significance: a gaussian binding energy distribution arises from small (relative to thermal energies) non-specific contributions, and by construction, the corresponding ln $x_0$ captures all the effects of specific solute-solvent interactions. Thus theory teaches us what interactions are chemically significant and what are not in considering the hydration of a solute.

Summarizing the development so far, the constraint $\chi$ helps to regularize the statistical problem posed by Eqs. 1 and in that process also teaches us about the physically meaningful partitioning of the hydration thermodynamics of the solute. We do face the problem of evaluating $x_0$ and $p_0$. Before we consider direct numerical approaches to $x_0$ and $p_0$, we highlight the partition-function perspective of these quantities, a perspective that has played an important role in studies on hydration of solutes ranging from ions to small, prototypical hydrophobes.

**Quasi-chemical organization**

Consider the chemical reaction,

$$X + n\text{H}_2\text{O} \rightleftharpoons X[\text{H}_2\text{O}]_n$$

(5)

involving the binding of $n$ water molecules to the empty inner-shell of the solute $X$. Let $x_n$ be the fraction of solute with $n$ water molecules in the inner shell; $\rho_w$ the bulk density of water; and $K_n$ the equilibrium constant for the reaction. We then have $x_n/x_0 = K_n\rho_w^n$, and
thus

\[
\ln x_0 = -\ln \left[ 1 + \sum_{n \geq 1} K_n \rho^n \right]
\]  

(6)

One can construct a similar expansion for \( p_0 \). It is this chemical organization of \( x_0 \) and \( p_0 \) that leads to the appellation ‘quasi-chemical’ applied to Eq. (4). The equilibrium constants are themselves configurational integrals, i.e. partition functions, but for the few-body problem of \( n \) solvent molecules in the inner-shell. Reducing the complexity to few-body problems allows one to use high-level quantum chemical methods with full account of multi-body interactions. Of course, care is needed in accounting for the role of the environment outside the inner shell \( 35,36 \) a topic we shall address in the section on future directions below.

**Multi-state organization**

In deriving Eq. (4) we assumed that the inner-shell was devoid of solvent. However, the development holds for any coordination state \( n \). Thus, for example, the constraint \( \chi \) can be an indicator function that selects only cases where \( n \) solvent molecules are in the inner shell. This then leads to

\[
x_n = p_n \cdot e^{-\beta [\mu^{(ex)}(n) - \mu^{(ex)}]},
\]

(7)
a relation that transparently shows how solute-solvent interactions codified by the exponential term modulate the intrinsic properties of the solvent (\( \{p_n\} \)) to give rise to the distribution of coordination states around the solute (\( \{x_n\} \)). The role intrinsic properties of the solvent plays in determining the coordination state of the solute is an aspect that is not often well-appreciated, an aspect that we consider in the applications below.

Since the occupation probabilities \( \{x_n\} \) and \( \{p_n\} \) are normalized, we immediately find
that

$$\beta \mu^{(ex)} = \ln \sum_n x_n e^{\beta \mu^{(ex)}(n)} \quad (8a)$$

$$\beta \mu^{(ex)} = -\ln \sum_n p_n e^{-\beta \mu^{(ex)}(n)} \quad (8b)$$

which are the multi-state generalizations of Eqs. [1a] and [1b] respectively. These relations provide insights on how individual coordination states contribute to the net excess chemical potential of the solute.

**Direct evaluation of \(x_0\) and \(p_0\)**

For molecular solutes and for macromolecules, obtaining \(x_0\) (or \(p_0\)) by calculating the \(n\)-body equilibrium constant appearing in Eq. [6] is a formidable challenge. One faces similar challenges in interpreting *ab initio* molecular dynamics simulations. For these cases, we facilitate the calculation of \(x_0\) (or \(p_0\)) by introducing an auxiliary field \(\phi(r; \lambda)\) that moves the solvent away from the solute, thereby tempering the solute-solvent binding energy. Thus instead of the hard constraint, the inner-outer boundary is defined by a soft-boundary.

(If required, the soft-cavity results are easily corrected to give the hard-cavity result.)

As above, the conditional distribution \(P(\varepsilon|\phi)\) is better characterized than \(P(\varepsilon)\), and more importantly, in calculations we can adjust \(\lambda\), the range of the field, to control approximation of \(P(\varepsilon|\phi)\) as a Gaussian distribution.

With the introduction of that auxiliary field \([21][23][28][39]\)

$$\beta \mu^{(ex)} = -\ln p_0[\phi] + \beta \mu^{(ex)}[P(\varepsilon|\phi)] + \ln x_0[\phi] ,$$

which is Eq. [4] but where the constraint \(\chi\) is now an auxiliary field. Thus the individual contributions are functionals of the auxiliary field, as indicated.

For the field defined by the repulsive part of the WCA potential for water-water in-
teractions, for the hydration of biomolecules, we find that $\lambda \approx 5\text{Å}$ ensures that the conditional binding energy distribution is accurately Gaussian, and we denote this range as $\lambda_G$. The largest value of $\lambda$ for which the chemistry contribution is negligible, labeled $\lambda_{SE}$, has a special meaning. It bounds the domain excluded to the solvent. We find $\lambda_{SE} \approx 3\text{Å}$, unambiguously; see also Refs. 26,27,39. With this choice, Eq. (4) can be rearranged as,

$$\beta \mu^{(ex)} = -\ln p_0(\lambda_{SE}) + \beta \mu^{(ex)}[P(\varepsilon|\lambda_G)] + \ln \left[ x_0(\lambda_G) \left( \frac{p_0(\lambda_{SE})}{p_0(\lambda_G)} \right) \right] . \quad (10)$$

The several contributions are identified by the range parameter. Thus, for example, $x_0(\lambda_G) \equiv x_0[\phi(\lambda_G)]$. The revised chemistry term has the physical meaning of the work done to move the solvent interface a distance $\lambda_G$ away from the volume excluded by the solute relative to the case when the only role played by the solute is to exclude solvent up to $\lambda_{SE}$. This term highlights the role of short-range solute-solvent attractive interactions on hydration. Interestingly, the range between $\lambda_{SE} = 3\text{Å}$ and $\lambda_G = 5\text{Å}$ corresponds to the first hydration shell for a methane carbon and is an approximate descriptor of the first hydration shell of groups containing nitrogen and oxygen heavy atoms.

**Enthalpy and entropy of hydration**

Once we determine the excess chemical potential, we can obtain both the hydration entropy and the hydration enthalpy. The excess entropy of hydration is given by

$$T s^{(ex)} = E^{(ex)} + p \left[ \langle V^{(ex)} \rangle + kT \kappa_T \right] - \mu^{(ex)} - kT^2 \alpha_p \quad (11)$$

where $\kappa_T$ is the isothermal compressibility of the solvent, $\alpha_p$ is the thermal expansivity of the solvent, and $\langle V^{(ex)} \rangle$ is the average excess volume of hydration. (Of course, the excess entropy can also be obtained from a temperature derivative of $\mu^{(ex)}$, thereby providing a rigorous consistency check of the calculations.) For discussion below, we write $E^{(ex)} = E_{sw} + E_{reorg}$
with $E_{sw}$ the average solute-water interaction energy and $E_{\text{reorg}}$ the reorganization energy. Ignoring small pressure-volume effects leads to enthalpies e.g., $h^{(ex)} = E^{(ex)}$, and the broader outlook

$$T_s^{(ex)} \approx h_{sw} + h_{\text{reorg}} - \mu^{(ex)}. \quad (12)$$

The temperature derivative of the enthalpy (or the entropy) immediately gives the heat capacity.

The above development has opened new avenues to interrogate the hydration thermodynamics of macromolecules at the same level of resolution as that possible for a small molecule, such as methane. The impact of this transformative development will be discussed in the applications below.

**Applications**

The quasi-chemical approach sketched above and its further specializations have been used to probe the structure and thermodynamics underlying the hydration of monoatomic solutes,\footnote{1-12} water,\footnote{13-19} small multi-atomic solutes,\footnote{22-33} short peptides,\footnote{34-42} and longer peptides and macromolecules.\footnote{21,25,27,28,39} These solutes span a diversity of chemical complexity ranging from those that chemically interact with water,\footnote{5,6,12-14,43-45} to cases where specific chemical bonding may be ignored but one still needs to consider strong short-range interactions,\footnote{4,9,16,16,36,37,41,46-49,52} to prototypical hydrophobes,\footnote{39-42} and to solutes which are heterogenous in terms of their chemical composition.\footnote{21,25,27,28,39,43-45} The theory has been used to enhance the interpretation of ab initio simulations\footnote{6,18,38,41,44-46,50} which are necessarily limited to short time scales, small system sizes, and the inherent limitation of the underlying electron density functionals. The theory has also been used to study non-aqueous systems such as hard-sphere fluids,\footnote{45,55} mixed solvents,\footnote{56} and in suggesting ways to incorporate multi-body effects in the description of associating patchy-colloids.\footnote{57} These
developments have been pursued primarily by groups led by the authors here, by Rempe and her collaborators at Sandia National Laboratory, and by Beck and his collaborators at the University of Cincinnati. There has also been an attempt using a different way of sampling hydration states\(^{58}\) to model the hydration free energy of a macromolecule within a less physically transparent, QCT-like framework.

The above outline already shows a great diversity of applications, but it is still rather incomplete. For brevity, we consider four examples below. In these examples, QCT in concert with simulations leads to *singularly incisive* insights that help deepen our understanding and appreciation of problems of long-standing interest in aqueous phase chemistry and biology.

**Hydration of K\(^+\)**

Understanding the hydration structure of ions is a basic requirement in developing a molecular scale theory of aqueous electrolytes, and, in the case of K\(^+\), learning how it interacts with biological material such as ion channels. In the context of the potassium channel it had been proposed that the channel selects for K\(^+\) over Na\(^+\) because the eight (8) carbonyls in the selectivity filter of the channel better compensate for the dehydration of K\(^+\) over Na\(^+\).

Comparing the population distribution of water molecules in the first hydration shell of the ion would indeed suggest that the eight (8) coordinate structure of K\(^+\) is more probable than the eight (8) coordinate structure of Na\(^+\), in apparent accord with the proposed model of selectivity. Investigations founded on the quasi-chemical approach however uncovers subtleties that ultimately leads one to reject the proposed model of selectivity. We consider this example below.

Figure 2 (top panel) shows the probability distribution of waters of hydration in a coordination shell of radius 3.5 Å around K\(^+\). These simulations show that the mean coordination number of K\(^+\) is 6.8 water molecules; the most probable coordination number is 7; and the probability of the \(n = 8\) state is about 1/3\(^{rd}\) the probability of the \(n = 7\) state. Thus, the analysis of coordination around the ion would would lend support to the hypothesis noted
Figure 2: Top panel: Coordination number distribution in the presence \( \{x_n\} \) and absence \( \{p_n\} \) of the ion in a coordination volume of radius 3.5 Å. Bottom panel: Comparison of the excess chemical potential of the ion in a given coordination state with the net excess chemical potential obtained on the basis of the quasi-chemical theory. The dotted line is the independent coupling parameter estimate of the hydration free energy of the ion. Note that by \( n = 5 \), we recover the net hydration free energy of the ion. Adapted from Figures 2 and 3 of Ref. 4, with permission from Elsevier (copyright 2010).
Theory teaches us that the occupation distribution of the observation volume in the absence of the ion, \( \{p_n\} \), is a crucial ingredient in understanding the coordination distribution in the presence of the ion, \( \{x_n\} \) (Eq. 7). Relative to the \( \{p_n\} \) distribution, the behavior of the coordination state of the ion above and below the most probable coordination state, \( n = 7 \), are strikingly different. For \( n \geq 6 \), the \( \{x_n\} \) distribution closely tracks the \( \{p_n\} \) distribution, whereas the deviations are pronounced for \( n < 6 \). From Eq. 7 we then find that for coordination states \( n \geq 6 \), the excess chemical potential of the ion is insensitive to the coordination; said differently, coordination states up to \( n = 6 \) are enough to determine the hydration free energy of the ion.

This example illustrates the insights QCT uncovers. First, the dominant coordination states, i.e. those states that determine the net free energy, typically lie below the most probable coordination state. Second, the most probable coordination state already begins to reflect the intrinsic density fluctuations of water at the scale of the coordination volume. As a corollary of these two observations, only a small number of water molecules actually sense the chemical type of the ion, an insight that is useful in understanding specific-ion effects in aqueous phase processes.

**Hydration of the peptide backbone**

The extant understanding of protein solution thermodynamics has been strongly influenced by studies on model compounds. In this spirit, to understand the role of the solvent on the peptide backbone, researchers earlier studied short segments of \((\text{Gly})_n\) residues, where \( n \) is the chain length. It both experiments and simulations the free energy of hydration is found to be linear in \( n \); experimentalists use this finding to impute the slope — the incremental change in free energy per additional residue — as the contribution of the peptide backbone. Investigations founded on the quasi-chemical approach reveals the flaw in this reasoning, one with significant consequences for how we should think about protein solution
thermodynamics.

Figure 3 shows the hydration free energy of (Gly)$_n$ in an extended conformation in both water and in a 8 M aqueous urea solution. At first glance the striking linearity seemingly supports the idea of attributing a constant free energy contribution per additional peptide group. The difference in the slopes in aqueous urea and water is then seen as the contribution of urea to the differential solvation of the peptide group. The same behavior is seen for the individual contributions in Eq. 9. But does this imply that free energy contributions due to individual peptide units are additive?

Drawing upon the QCT theory, we partition the peptide into the $i^{th}$ group and the rest ($i_{back}$ for background). Then $p_0$ for the entire peptide should be $p_0 = p_0(i)p_0(i_{back})p_c$, where $p_c$ is the correlation. If additivity holds, then log $p_c = 0$. (Similar comments apply to $x_0$ and the long-range contribution.) Table I shows that the correlation contributions are not zero but negative, indicating cooperativity. This cooperativity of hydration can also be seen by analysing binding energy distributions.\textsuperscript{22,24,54} The correlation contributions are relatively constant, and it is this feature that masks the breakdown of additivity!
Table 1: Correlation contributions to the net chemical plus packing contribution. Always $i$ is the central peptide unit; $n$ is the degree of polymerization. The $x_0/p_0$, $x_0(i)/p_0(i)$, and $x_0(i_{back})/p_0(i_{back})$ values are reported in energy units. The standard error on $k_B T \ln x_c/p_c$ is about 0.6 kcal/mol. Within this uncertainty, the correlation contribution is the same for both urea and water. All values are in kcal/mol. Reprinted from Table 5 of Ref. [23] with permission from Elsevier (copyright 2013).

| solvent | $n$ | $x_0/p_0$ | $x_0(i)/p_0(i)$ | $x_0(i_{back})/p_0(i_{back})$ | $x_c/p_c$ |
|---------|----|---------|----------------|---------------------------|----------|
| Water   | 4  | -12.4   | 3.3            | -7.4                      | -8.3     |
|         | 6  | -17.2   | 3.2            | -12.9                     | -7.5     |
| Urea    | 4  | -13.0   | 3.4            | -7.9                      | -8.5     |
|         | 6  | -18.5   | 3.5            | -14.5                     | -7.5     |

Temperature dependence of hydration free energies

Reversible unfolding of a soluble protein molecule upon cooling is a typical example of cold denaturation. The molecular structure then refolds upon heating, and the higher temperature system — with the functionally folded protein molecule — has the higher entropy. It is striking that this so-called inverse temperature behavior is exhibited in the hydration of a non-polar solute such as CH$_4$. Thus, with some notable exceptions, cold denaturation suggests another confirmation of the significance of hydrophobic effects in protein stability. But is this so?

The molecular mechanism of this inverse temperature behavior has been the subject of debate since the earliest days of statistical mechanical theory of hydrophobic effects. The most basic question was whether this inverse temperature behavior derives essentially from packing, i.e. van der Waals excluded volume interactions, and the consequent structures. Here again theory proves transformative. Using QCT we can determine whether the packing contribution dominates, but more importantly, we can straightforwardly compare that contribution to contributions from hydrophilic interactions to unambiguously resolve this long-standing question. Inverse temperature behavior is typically expressed in all the contributions to hydrophobic free energies, but typically preeminently in long-ranged contributions (Fig. 1).
Studies on polypeptide hydration founded on the QCT theory had already shown the importance, indeed dominance, of hydrophilic effects in protein hydration. That line of research culminated in a first-of-its-kind analysis (Fig. 4) that reveals surprisingly new insights that challenges dogma built over the decades.

Figure 4: Hydration thermodynamics of a deca-alanine helix (top row) and corresponding coil (bottom row). All the values are noted relative to the $T = 282.15$ K value. The rightmost panel shows the separate contributions to solute-water enthalpy $h^{(ex)}_{sw} = h^{(ex)}_{BB} + h^{(ex)}_{SC}$. $h^{(ex)}_{BB}$ is the contribution from backbone-solvent interactions and $h^{(ex)}_{SC}$ is the contribution from side chain-solvent interactions. $T S^{(ex)}$ computed as as the temperature derivative of $\mu^{(ex)}$ (middle panel, purple symbol) is in excellent agreement with the value obtained using Eq. 12; likewise the heat capacities obtained using either $s^{(ex)}$ or $h^{(ex)}$ agree, providing a strong consistency check of the calculations. Reprinted from Fig. 3 of Ref. 28, Copyright(2020) American Chemical Society.

First, consider the packing (or hydrophobic contribution). Notice that theory shows that the packing contribution for the polypeptide in fact decreases with increasing temperature. Thus hydrophobic hydration does not become stronger with increasing temperature. This is in contrast to what is seen for methane, where hydrophobic contributions become stronger with increasing temperature, a striking example of the breakdown of additivity.

Second, consider the chemistry together with the long-range contributions. These hydrophilic contributions become weaker with increasing temperature. Moreover, these hy-
hydrophilic contributions dominate the hydrophobic contributions, such that the temperature
dependence of the net chemical potential follows the trend set by the hydrophilic contributions. That temperature dependence would suggest that the entropy of hydration is negative, but as the results plainly show, this negative negative entropy of hydration and the positive heat capacity of hydration both arise from hydrophilic effects. Further, as the results in Ref. 28 show, there is no need to invoke specific structural arrangements of water to rationalize the negative entropy and positive heat capacity of hydration. Thus, the insights emerging from the QCT approach encourage a paradigm shift from dominant effects to compensating effects in bio-macromolecular folding and assembly.

**System size effects in simulations**

In the final example, we discuss how QCT has helped uncover technical subtleties in simulating macromolecules. The problem was motivated by our inconclusive efforts understanding the conformational switch in protein $G_B$. This protein is remarkable in switching conformations from a $4\beta + \alpha$ fold to a $3\alpha$ fold upon mutation of a single residue. In pursuing the reasons for the initial inconclusive result QCT revealed a rather important role played by system sizes in bio-macromolecular simulation, understanding of which would be essential in both designing and interpreting simulations.

The set $\{p_n\}$ of occupancy distribution in a cavity of size $v_o$ in a liquid can be described by its moments. The first moment gives the mean occupancy $\bar{n} = \rho v_o$, where $\rho = N/V$ is the density of the fluid, $N$ is the total number of particles in the system and $V$ the (average) volume. The first moment will not depend on the system size provided the density is constant. The second (central) moment gives the mean-squared fluctuation, $\delta^2$. For a gaussian distribution of $\{p_n\}$, a key discovery in understanding hydrophobicity was

$$-k_B T \ln p_0 = k_B T \frac{\rho^2 v_o^2}{2\delta^2} + \frac{k_B T}{2} \log 2\pi \delta^2.$$  

(13)
\( \delta^2(n, v_o; N) \) is related to the pair distribution function \( g(r; N) \) in the \( N \)-particle system and depends on both \( v_o \) and \( N \). Drawing upon the work of Lebowitz and Percus,\cite{Lebowitz1966, Percus1966} Román et al.\cite{Roman1995} derived an expression for \( \delta^2(n, v_o; N)/\bar{n} \). When the box volume \( V >> v_p \), the volume of a solvent particle, and neglecting terms containing \((v_p/V)^{1/2}\) and \(v_p/V\), we have from their work

\[
\bar{n}/\delta^2 \approx (1 + v_o V) f(\eta), \quad (14)
\]

where \( f(\eta) = 1 + 4\eta + O(\eta^3) \) and \( \eta = Nv_p/V \) is the packing fraction. Using Eq.\cite{14} in Eq.\cite{13} and ignoring the log \( \delta^2 \) factor gives

\[
-k_B T \ln p_0 \approx -\bar{n}k_B T \left(1 + \frac{v_o}{V}\right)f(\eta). \quad (15)
\]

This relation shows that as \( V \) increases the system can accommodate fluctuations better and the work to create a cavity in the liquid decreases. Thus the assessed magnitude of hydrophobic hydration will be smaller in a larger system. From Eq.\cite{4} assuming that the long-range interactions are only weakly dependent on \( V \), we can infer that \( k_B T \ln x_0 \propto -v_o/V \). Thus the assessed magnitude of (favorable) short-range hydrophilic contributions to hydration will be smaller (i.e. weaker) in a larger system.

Figure \ref{fig} shows the \( \ln p_0 \) and \( \ln x_0 \) contributions in the hydration of \( G_B \) and its analog with all partial charges turned off (\( Q = 0 \)). Just as theory predicts, the positive hydrophobic contribution to hydration becomes weaker or \textit{less stabilizing} of the folded conformation as the simulation system size is increased in size. (As an aside, this finding is in contrast to the suggestion that hydrophobic effects are strengthened in a larger simulation cell.\cite{71}) The negative hydrophilic contribution also becomes weaker or \textit{more stabilizing} of the folded conformation as the system size is increased. The net chemical potential is also dependent on the system size, but because of the competing roles of packing and hydrophilic contributions, the dependence is necessarily weaker than that displayed by the individual components. This is
Figure 5: The free energy to evacuate the hydration shell around $G_B$ (right panel) and to create the corresponding cavity in the liquid (left panel) as a function of the size of the simulation cell. The top axis shows the number of water molecules (in thousands). Energies are in kcal/mol. Reprinted from Fig. 8 of Ref. 39, Copyright(2020) American Chemical Society.

similar in spirit to what is commonly noted as entropy-enthalpy compensation. Importantly, the net free energies are dominated by the behavior of hydrophilic and not the hydrophobic contributions, emphasizing again the inversion of the hydrophobic-hydrophilic paradigm.

Conclusions and Future Directions

Molecular quasi-chemical theory of solutions is both a practical framework to obtain free energies from molecular simulations and also a generator of models of molecular solutions. In this Perspective, we have highlighted the former aspect, while the latter aspect has been discussed in-depth in a monograph.\(^2\)

As a practical framework, the theory allows one to use extant simulation approaches to interpret and model the solution thermodynamics of species ranging in complexity from simple mono-atomic solutes to complex, chemically heterogeneous macro-molecules. The theory has in-built consistency checks, such as the idea of cluster-variation, an idea with roots in the theory of phase transitions. Thus, QCT demands, and calculations show that, the results of the calculation are insensitive to how one partitions the system into local...
and long-range contributions. The theory shows that it proves illuminating to partition
the system such that the consequences of attractive solute-solvent interactions are parsed
into chemically specific, short-ranged and non-specific, long-range contributions. The latter
admits a gaussian model and aids in simplifying the calculations. This partitioning also
automatically guides us in the choice of the molecular envelope that is physically relevant in
discussions of packing (or hydrophobic) contributions.

When applied to macromolecules, the QCT studies reveal the breakdown of additivity, a
lynchpin assumption in experimental and theoretical studies on the solution thermodynamics
of macromolecules. Thus, for example, studying the hydration of peptide backbones of
various lengths, while of intrinsic interest, is not useful in isolating the hydration free energy
of a single backbone unit. More dramatically, QCT reveals that the hydration of a single
cavity and that of a collection of cavities in the shape of the peptide have different tempera-
ture dependencies. Thus, it is fundamentally incorrect to extrapolate from the hydrophobic
hydration of simple solutes to interpret the hydrophobic hydration of a macromolecule.

Applications of QCT described here lead to the finding of the importance, indeed the
dominance, of hydrophilic effects in the hydration thermodynamics of polypeptides. This
finding also provides a parsimonious explanation of cold denaturation: as temperature is
reduced, the enhanced hydrophilic interaction between solvent water and the protein serves to
pry apart the protein. This same understanding concisely explains the negative entropy and
positive heat capacity signatures that are often attributed to hydrophobic hydration, since
these same signatures are found in the hydration of prototypical, small molecule hydrophobes.
These initial studies were founded on simple, yet realistic, polypeptides. The next steps in
this line of work will require one to study more complex proteins.

QCT explicitly considers the variation in the distribution of solvent molecules in an empty
cavity (in the size and shape of the inner hydration shell of a solute) and in the inner shell of
a solute. It turns out that the variation in occupancy is sensitive to the size of the simulation
cell. Importantly, the (unfavorable) hydrophobic effects (that tend to collapse a polypeptide
chain) and (favorable) hydrophilic effects (that help unravel a folded protein) are enhanced in a smaller simulation cell. Understanding this balance will prove crucial in better modeling macromolecules and macromolecular complexes. A further challenge that can yield to theory is in modeling proteins that can switch conformations. Here, the multistate generalization of QCT will likely prove helpful.

In the hydration of highly charged ions, in the primitive QCT formulation one ignores the role of the bulk medium and treats the ion-water cluster using modern electronic structure methods. This approximation has proven remarkably successful, but for treating molecular and/or soft ions it would be essential to account bulk medium effects. Early studies on hard-sphere systems suggest that the bulk medium could be described using molecular fields, but this idea needs to be better developed for molecular liquids such as water.

The system-size dependence uncovered by QCT will also be important in studies that are based on ab initio (AIMD) simulations. Such simulations are necessarily limited to small system sizes and short times. The ideas developed in this Perspective may prove helpful in more careful and sensitive analysis of coordination state distributions found in such AIMD simulations. The QCT calculation approaches highlighted in this Perspective have been adapted within well-established packages such as NAMD, LAMMPS, Tinker, and the quantum chemistry code CP2K. Important work still remains in making the workflow easy enough for widespread use.
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