SUMMABILITY OF FORMAL SOLUTIONS FOR A FAMILY OF GENERALIZED MOMENT INTEGRO-DIFFERENTIAL EQUATIONS
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Abstract. Generalized summability results are obtained regarding formal solutions of certain families of linear moment integro-differential equations with time variable coefficients. The main result leans on the knowledge of the behavior of the moment derivatives of the elements involved in the problem. A refinement of the main result is also provided giving rise to more accurate results which remain valid in wide families of problems of high interest in practice, such as fractional integro-differential equations.

1. Introduction

The present work deals with the summability properties of the formal solutions of certain families of generalized moment integro-differential equations described by the formula

\[(1 - \sum_{i \in K} \sum_{q=0}^{p_i} a_{iq}(z) \partial_{m_1,t}^i \partial_{m_2,z}^q) u(t, z) = \hat{f}(t, z),\]

where \(K \subseteq \{1, \ldots, \kappa\}\) stands for a finite subset of natural numbers, \(p_i \geq 0\) for all \(i \in K\), \(a_{iq}(z)\) are holomorphic functions in a neighborhood of the origin and \(\hat{f}\) is a formal power series in the variables \((t, z)\). Differentiation and integration operators given in the equation are of moment nature. These operators generalize the usual derivation and integration operators, respectively.

Under certain assumptions to be precised later the first main result of the present work (Theorem 2) states that the formal solution of \(1\) is summable with respect to some strongly regular sequence (see Section 3.1) whenever \(\hat{f}\) is summable with respect to that sequence. The equivalence is attained in a refinement of the first main result (Theorem 3) under more restrictive assumptions on the strongly regular sequences involved. Such restrictive conditions are satisfied in practice in the framework of the most outstanding families of strongly regular sequences, namely when dealing with integro-differential equations (Gevrey settings) and also in the framework of fractional integro-differential equations (see Section 4.3).

The concept of a moment derivative was first described by W. Balser and M. Yoshino in 2010, in the seminal work [2]. Given a sequence of positive real numbers \(m = (m(p))_{p \geq 0}\), the operator \(\partial_{m,z} : \mathbb{C}[[z]] \to \mathbb{C}[[z]]\) is defined by

\[\partial_{m,z} \left( \sum_{p \geq 0} \frac{f_p}{m(p)} z^p \right) = \sum_{p \geq 0} \frac{f_{p+1}}{m(p)} z^p.\]

This definition generalizes the classical derivation of power series with positive radius of convergence, particularized to \(m = (p!)_{p \geq 0}\), and also Caputo \(1/k\)-fractional derivative \(\partial_t^{1/k}\) if \(m := (\Gamma(1 + \frac{1}{k}))_{p \geq 0}\) is considered. The second main result of the present study is satisfied in both situations.
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The wide range of sequences belonging to the class of strongly regular sequences allow to study a variety of operators and therefore of functional equations under more generality. This fact has caused the increasing interest of the scientific community regarding two issues: the properties of the spaces of series and functions associated with strongly regular sequences (see for example [21, 5] and the references therein) and also the summability properties of formal solutions of functional equations in the complex domain. This work approaches the second direction.

After the aforementioned work [2], the study of moment differential equations in the complex domain was followed by different studies. In [14], the second author gives a solution of families of Cauchy problems regarding moment partial differential equations with respect to different moments associated with each variable. The convergence and summability of the formal solutions of homogeneous (resp. inhomogeneous) linear moment partial differential equations with constant coefficients are considered by the second author in [15] (resp. in [16]). We also refer to [8] in this direction.

In addition to this, the theory of summability of formal solutions of generalized moment partial differential equations leans on the growth estimates of the coefficients. This concern has been discussed in [17, 22, 10]. Some problems regarding strongly regular sequences and other aspects quite related to the summability of formal solutions of functional equations have also been considered: the Stokes phenomenon in [18], or the summability properties of the formal solutions of PDEs with coefficients whose growth is governed by a strongly regular sequence, in [9].

So far, partial achievements have been accomplished regarding the summability of formal solutions of some families of generalized moment partial differential equations with variable coefficients. As a first step we cite [11], where the integral representation of functional moment derivatives allows to guarantee that the moment derivative of a summable function remains summable (see Theorem 3 and Corollary 1, [11]). This fact is applied to obtain summability results for the Cauchy problem

\[
\begin{cases}
\left( \partial_{m_1,t}^\kappa - a(z)\partial_{m_2,z}^\kappa \right) u(t,z) = \hat{f}(t,z) \\
\partial_{m_1,t}^j u(0,z) = \varphi_j(z), & j = 0, \ldots, \kappa - 1,
\end{cases}
\]

where \(a(z), \varphi_j(z)\) are holomorphic functions defined in a neighborhood of the origin, with \(a(0) \neq 0\). This problem turns out to be the moment model of the main problem under study in [19], in the framework of moment partial differential equations.

In the present study we give a further step in the theory of summability of generalized moment functional equations, by considering the moment integro-differential problem [9], which can be considered as a moment interpretation of the integro-differential equations in [20].

The first main result, Theorem 2, states that generalized summability of \(\hat{f}(t,z)\) with respect to \(t\) uniformly on \(z\), together with the summability of a finite number of formal power series related to the formal solution (see condition (9)) entail generalized summability of the formal solution of [9]. A more accurate result is also established in Theorem 3 under the more restrictive Assumption (A) regarding the strongly regular sequences involved. Assumption (A) can be read as a closeness condition of generalized summability with respect to certain moment integration. Under Assumption (A), condition (9) is satisfied, turning the result in Theorem 2 into an equivalence. The work ends with Section 4.3, where two essential examples are displayed in which Assumption (A) holds. Indeed, these two situations are related to the case of classical integro-differential equations (see Proposition 4), and fractional integro-differential equations (see Proposition 5).

Some essential differences in the approach of both works are worth mentioning. On the one hand, the moment operators describing equation (9) give more generality in the sense that the
results obtained can be particularized into concrete problems regarding not only classical integro-differential equations but also integro-differential equations involving fractional derivatives. On the other hand, the coefficients considered in the present work remain constant in time, due to the absence of appropriate tools to deal with this concern in the moment settings. This deserves attention of a future investigation.

Going back to the Cauchy problem (2), one can check that it can be transformed into a moment integro-differential equation of the form (1), and therefore be seen as an example of equation for which the first main result of the present work applies.

The paper is structured as follows. The notation is fixed in Section 2. Section 3 reviews the main concepts and properties related to strongly regular sequences, asymptotic expansions in a sectorial region of the complex plane associated with one of such sequences, and appropriate tools in order to achieve summability results in this framework. Section 3 concludes with the definition and the main properties of the Banach spaces of functions involved in the proof of the first main result. In section 4, we first recall the construction of the Newton polygon and state the problem under study. Some technical parts in the proof of the first main result (Theorem 2) are left to a final section, Section 5, for the sake of clarity of the reasoning. Assumption (A) leads to the second main result (Theorem 3) and then to Section 4.3 where the importance of Assumption (A) is put into light in several applications of the theory.

2. Notation

\( \mathbb{N} \) stands for the set of natural numbers \( \{1, 2, \cdots \} \) and \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \). We write \( \mathbb{Q}_+ \) for the set of positive rational numbers.

The symbol \( \lfloor \cdot \rfloor \) stands for the floor function.

We write \( \mathcal{R} \) for the Riemann surface of the logarithm.

For any \( r > 0 \), \( D(0, r) \) (resp. \( \overline{D}(0, r) \)) stands for the open (resp. closed) disc in the complex plane \( \{ z \in \mathbb{C} : |z| < r \} \) (resp. \( \{ z \in \mathbb{C} : |z| \leq r \} \)).

Let \( \theta > 0 \) and \( d \in \mathbb{R} \). \( S_d(\theta) \) denotes the open infinite sector in \( \mathcal{R} \)

\[ S_d(\theta) := \left\{ z \in \mathcal{R} : |\arg(z) - d| < \frac{\theta}{2} \right\}. \]

If the opening of the sector is unspecified we write \( S_d \). A sectorial region \( G_d(\theta) \subseteq \mathcal{R} \) is a set satisfying \( G_d(\theta) \subseteq S_d(\theta) \cap D(0, r) \) for some \( r > 0 \), and for all \( 0 < \theta' < \theta \) there exists \( 0 < \theta' < r \) with \( (S_d(\theta') \cap D(0, r')) \subseteq G_d(\theta) \). We denote by \( \arg(S) \) the set of arguments of \( S \), in particular \( \arg(S_d(\theta)) = (d - \frac{\theta}{2}, d + \frac{\theta}{2}) \).

We write \( \hat{S}_d(\theta; r) := S_d(\theta) \cup D(0, r) \), and \( \hat{S}_d(\theta) \) (resp. \( \hat{S}_d \)) if \( r > 0 \) (resp. \( r > 0 \) and \( \theta > 0 \)) are not specified. The symbol \( S < S_d(\theta) \) describes an infinite sector \( S \) with the vertex at the origin and \( \overline{S} \subseteq S_d(\theta) \). Analogously, \( \hat{S} < \hat{S}_d(\theta; r) \) means that \( \hat{S} = S \cup D(0, r') \), with \( S < S_d(\theta) \) and \( 0 < r' < r \). Given two sectorial regions \( G_d(\theta) \) and \( G_d'(\theta') \), we write \( G_d(\theta) < G_d'(\theta') \) in the case that the previous property holds for the sectors involved in the definition of the corresponding sectorial regions.

Given a complex Banach space \( (\mathbb{E}, \| \cdot \|_\mathbb{E}) \), the set \( \mathcal{O}(U, \mathbb{E}) \) stands for the set of holomorphic functions in a set \( U \subseteq \mathbb{C} \), with values in \( \mathbb{E} \). If \( \mathbb{E} = \mathbb{C} \), then we simply write \( \mathcal{O}(U) \). We denote the formal power series with coefficients in \( \mathbb{E} \) by \( \mathbb{E}[[z]] \).

3. Preliminary results and definitions

3.1. Strongly regular sequences and related properties. We first recall the concept of strongly regular sequence put forward by V. Thihiiez [23] together with some of the properties held by such sequences, which will be useful in the sequel. Let us consider an increasing sequence of non-negative real numbers \( M = (M_p)_{p \geq 0} \), with \( M_0 = 1 \), such that:
\(\text{(lc)}\) \(M_p^2 \leq M_{p-1}M_{p+1}\) for every \(p \geq 1\),

\(\text{(mg)}\) \(\exists A_{1} > 0:\ M_{p+q} \leq A_{1}^{p+q} M_p M_q\) for every \(p, q \in \mathbb{N}_0\),

\(\text{(snq)}\) \(\exists A_{2} > 0:\ \sum_{q \geq p} \frac{M_q}{(q+1)M_{q+1}} \leq A_{2} \frac{M_p}{M_{p+1}}\) for every \(p \in \mathbb{N}_0\).

The notation \((\text{lc})\) stands for logarithmically convex, \((\text{mg})\) for moderate growth and \((\text{snq})\) for strong non-quasianalyticity conditions, respectively.

**Definition 1.** Any sequence of positive real numbers \(\mathbb{M} = (p^a)_{p \geq 0}\), with \(M_0 = 1\) under the properties \((\text{lc})\), \((\text{mg})\) and \((\text{snq})\) is known as a strongly regular sequence.

The occurrence of strongly regular sequences has had a predominant role in the study of formal solutions of functional equations and their summability. The most outstanding example of a strongly regular sequence is the Gevrey sequence of order \(\alpha > 0\), defined by \(M_\alpha = (p^\alpha)_{p \geq 0}\), playing a crucial role in the study of summability of ordinary and partial differential equations.

Another classical example, which is a generalization of the previous one, is that of the sequence \(\mathbb{M}\) defined by

\[
\text{\(\alpha > 0\) of a strongly regular sequence is the Gevrey sequence of order \(\alpha\).}
\]

The following statements are a direct consequence of \(\exists A_{2} > 0\): for the elements of the initial sequence.

**Lemma 1.** The sequence defined by \(\left(\frac{M_p}{M_{p+1}}\right)_{p \geq 0}\) is monotone decreasing.

**Lemma 2.** For every \(p, q \in \mathbb{N}_0\) we have \(M_p M_q \leq M_{p+q}\).

As a direct consequence of the previous property one derives monotonicity of \(\mathbb{M}\), after an innocuous modification of \(M_1\), which does not vary the asymptotic behavior on the growth of the elements of the initial sequence.

**Lemma 3.** For any \(n, p, q \in \mathbb{N}_0\), \(q \neq 0\) we have

\[
\frac{M_{n+p}}{M_{n+q+p}} \leq \frac{M_p}{M_{p+q}}.
\]

**Proof.** Let us notice that

\[
\frac{M_{n+p}}{M_{n+q+p}} = \frac{M_{n+p}}{M_{n+p+1}} \cdot \frac{M_{n+p+1}}{M_{n+p+2}} \cdots \frac{M_{n+p+q-1}}{M_{n+p+q}}.
\]

From Lemma 1 it follows that

\[
\frac{M_{n+p}}{M_{n+q+p}} \leq \frac{M_p}{M_{p+1}} \cdot \frac{M_{p+1}}{M_{p+2}} \cdots \frac{M_{p+q-1}}{M_{p+q}} = \frac{M_p}{M_{p+q}}.
\]

**Lemma 4.** Let \(p, q \in \mathbb{N}\). Then:

1. There exist constants \(C_1, D_1 > 0\) such that

\[
M^{[\alpha p/q]} \leq C_1 D_1^p M^{\alpha p/q}_n\]

for every \(n \in \mathbb{N}_0\).

2. There exist constants \(C_2, D_2 > 0\) such that

\[
M^{\alpha p/q}_n \leq C_2 D_2^n M^{[\alpha p/q]}_n\]

for every \(n \in \mathbb{N}_0\).

**Proof.** From Lemma 2 and monotonicity of \(\mathbb{M}\) one gets

\[
M^{[\alpha p/q]}_n \cdot M^{[\alpha p/q]}_n \cdots M^{[\alpha p/q]}_n \leq M^{[\alpha p/q]}_n q \leq M_{np}.
\]
The first statement follows directly from here and the fact that $M_{np} \leq A_1^{np} M_p^p$. In order to give proof for the second statement, we make use of $(mg)$ condition together with Euclidean division which guarantees the existence of $j \in \{0, \ldots, q - 1\}$ such that

\[
M_n \cdot \cdots \cdot M_n \leq M_{np} = M_{[np/q]+j} \leq M_j A_1^{np} M_{[np/q]q} \leq M_j A_1^{np+[np/q]q} M_1^q.
\]

In addition to this, we consider sequences $M = (M_p)_{p \geq 0}$ under the following condition:

\begin{equation}
\forall d \in \mathbb{N} \exists C_3(d) > 0 \forall n \in \mathbb{N} \quad \frac{M_{dn}}{M_{dn-1}} \leq C_3(d) \frac{M_n}{M_{n-1}}.
\end{equation}

**Remark 1.** Gevrey and $1+$ sequences satisfy the property given by (3). Observe that for fixed $\alpha > 0$ and $\beta \in \mathbb{R}$, the property in (3) holds for $C_3(d) = d^\alpha$ (resp. $C_3(d) = d^\alpha (1 + \log(d))^\beta$) in the case of $M_\alpha$ (resp. $M_{\alpha, \beta}$). In the latter, notice that

\[
\left( \frac{\log(e + dn)}{\log(e + n)} \right)^\beta = \left( \frac{\log(e/d + n) + \log(d)}{\log(e + n)} \right)^\beta \leq \left( \frac{\log(e + n) + \log(d)}{\log(e + n)} \right)^\beta \leq (1 + \log(d))^\beta,
\]

for all $n \in \mathbb{N}$.

**Definition 2.** Let us consider a sequence $(M_p)_{p \geq 0}$ satisfying properties listed above and let $s \in \mathbb{R}$. We call $(m(p))_{p \geq 0}$ an $M_p$-sequence of order $s$ if there exist positive constants $A_3, A_4$ such that

\[
A_3 (M_p)^s \leq m(p) \leq A_4 (M_p)^s \quad \text{for every } p \in \mathbb{N}_0.
\]

**Definition 3.** We call $(m(p))_{p \geq 0}$ a regular $M_p$-sequence of order $s$ if it is an $M_p$-sequence and moreover

\[
A_3 \left( \frac{M_p}{M_p-1} \right)^s \leq \frac{m(p)}{m(p-1)} \leq A_4 \left( \frac{M_p}{M_p-1} \right)^s \quad \text{for every } p \in \mathbb{N}.
\]

$M_p$ sequences (resp. regular $M_p$ sequences) of fixed order have been previously considered by the authors in [11] [11] (resp. [10]) in the study of the estimates related to the formal solutions of moment partial differential equations, and the summability of such formal solutions. Examples of such sequences are provided in these previous works.

For any strongly regular sequence $M = (M_p)_{p \geq 0}$, one defines the function

\[
M(t) := \sup_{p \geq 0} \log \left( \frac{t^p}{M_p} \right),
\]

for $t > 0$ and $M(0) = 0$. The expression

\[
\omega(M) := \left( \limsup_{r \to \infty} \max \left\{ 0, \frac{\log(M(r))}{\log(r)} \right\} \right)^{-1},
\]

defines a positive real number.

We remark that, given any positive number $s$ and a strongly regular sequence $M = (M_p)_{p \geq 0}$, the sequence $M^s = (M_p^s)_{p \geq 0}$ remains a strongly regular sequence, with $\omega(M^s) = s \omega(M)$.

### 3.2. Generalized summability

In this subsection, we recall the main points on the theory of generalized summability for the sake of completeness. We refer to [21] [11] and the references therein for further details on the topic. In the whole subsection, $(E, \| \cdot \|_E)$ denotes a fixed complex Banach space.
Lemma 5. Let $M = (M_p)_{p \geq 0}$ be a strongly regular sequence, $\theta > 0$ and $d \in \mathbb{R}$. Let $G_d(\theta)$ be a sectorial region and let $u(z) \in \mathcal{O}(G_d(\theta), \mathbb{E})$. We say that $u$ admits the formal power series $\hat{u}(z) = \sum_{p \geq 0} a_p z^p \in \mathbb{E}[[z]]$ as its $M$-asymptotic expansion in $G_d(\theta)$ (at the origin) if for every $0 < \theta' < \theta$, $S_d(\theta'; r) \subseteq G_d(\theta)$ and every integer $N \geq 1$, there exist $C, A > 0$ such that

$$\left\| u(z) - \sum_{p=0}^{N-1} a_p z^p \right\|_{\mathbb{E}} \leq CA^N M_N |z|^N, \quad z \in S_d(\theta'; r).$$

Definition 5. Let $M = (M_p)_{p \geq 0}$ be a strongly regular sequence with $\omega(M) > 0$ and let $\hat{u}(z) = \sum_{p \geq 0} a_p z^p \in \mathbb{E}[[z]]$ be a formal power series. We say that $\hat{u}$ is $M$-summable along direction $d \in \mathbb{R}$ if there exists $\theta > \omega(M)$, a sectorial region $G_d(\theta)$ and $u(z) \in \mathcal{O}(G_d(\theta), \mathbb{E})$ such that $u$ admits $\hat{u}$ as its $M$-asymptotic expansion in $G_d(\theta)$.

Lemma 5 (Watson’s lemma). Under the assumptions of the previous definition, the function $u(z) \in \mathcal{O}(G_d(\theta), \mathbb{E})$ turns out to be unique, and it is known as the $M$-sum of $u$ along direction $d$.

We now recall an equivalent definition of $M$-summability. For that purpose, we first need to describe some formal and analytic operators.

The exponential growth at infinity is generalized from Gevrey settings to strongly regular sequences in terms of the function $M$.

Definition 6. Let $M$ be a sequence of positive real numbers, $r, \theta > 0$ and $d \in \mathbb{R}$. We write $\mathcal{O}^M(\hat{S}_d(\theta'; r), \mathbb{E})$ for the set of holomorphic functions $f$ defined in $\hat{S}_d(\theta'; r)$ with values in $\mathbb{E}$ such that for all $0 < \theta' < \theta$ and $0 < r' < r$, there exist $\tilde{c}, \tilde{k} > 0$ such that

$$\| f(z) \|_{\mathbb{E}} \leq \tilde{c} \exp \left( M(|z|/\tilde{k}) \right), \quad z \in \hat{S}_d(\theta', r').$$

An analogous definition can be stated by substituting the set $\hat{S}_d(\theta', r')$ by $S_d(\theta')$.

The methods of generalized summability lean on the existence of kernel functions under suitable properties that fit certain asymptotic necessities (see [3, 8]). The following definition can be adapted to $\omega(M) \geq 2$ after an appropriate ramification. However, we remain in the case $\omega(M) < 2$ for practical purposes.

Definition 7. Let $M$ be a strongly regular sequence with $\omega(M) < 2$. The functions $e, E$ define a pair of kernel functions for $M$-summability under these properties:

- $e \in \mathcal{O}(S_0(\omega(M)\pi))$. Moreover, $e(z)/z$ is locally uniformly integrable at 0, i.e., there exists $t_0 > 0$, and for all $z_0 \in S_0(\omega(M)\pi)$ there exists an open set $U$ such that $z_0 \in U \subseteq S_0(\omega(M)\pi)$, with

$$\int_{0}^{t_0} \sup_{z \in U} \frac{|e(z)|}{t} \, dt < \infty.$$ 

In addition to this, for all $\epsilon > 0$ there exist $c, k > 0$ such that

$$|e(z)| \leq c \exp \left( -M \left( \frac{|z|}{k} \right) \right) \quad \text{for all } z \in S_0(\omega(M)\pi - \epsilon),$$

and also $e(x) \in \mathbb{R}$ for all $x > 0$.

- $E \in \mathcal{O}(\mathbb{C})$ and there exist $\tilde{c}, \tilde{k} > 0$ such that $|E(z)| \leq \tilde{c} \exp \left( M \left( \frac{|z|}{\tilde{k}} \right) \right)$ for $z \in \mathbb{C}$.

There exists $\beta > 0$ such that for all $0 < \tilde{\theta} < 2\pi - \omega(M)\pi$ and $M_E > 0$, there exists $\tilde{c}_2 > 0$ with

$$|E(z)| \leq \frac{\tilde{c}_2}{|z|^\beta}, \quad z \in S_\pi(\tilde{\theta}) \setminus D(0, M_E).$$
• The moment function associated with $e$, defined by

$$m_e(z) := \int_0^\infty t^{\omega_e-1}e(t)dt$$

is holomorphic in \{ $z \in \mathbb{C} : \text{Re}(z) \geq 0$ \}. The analytic expression of $E$ is given by

$$E(z) = \sum_{p \geq 0} \frac{z^p}{m_e(p)}, \quad z \in \mathbb{C}.$$  

Hereinafter, the sequence of moments defined from a moment function $m_e$ by $(m_e(p))_{p \geq 0}$ will be assumed to emerge from certain fixed pair of kernel functions that will be omitted in the sequel. In addition to this, we assume that the strongly regular sequence $M$ in the previous construction admits a nonzero proximate order (see [21, 8]), which is not a restrictive assumption in practice, and moreover entails the existence of a pair of kernel functions for $M$-summability. We also recall that the sequence of moments $m_e := (m_e(p))_{p \geq 0}$ associated with a strongly regular sequence $M$ and a pair of kernel functions is indeed a strongly regular sequence, with $\omega(M) = \omega(m_e)$. It is also worth remarking that for any positive $s$ the sequence $\overline{M} = (M^s_p)_{p \geq 0}$ is a strongly regular sequence which admits a pair of kernel functions for $\overline{M}$-summability as long as $\overline{M} = (M_p)_{p \geq 0}$ is a strongly regular sequence which admits a pair of kernel functions for $\overline{M}$-summability.

**Definition 8.** Given a sequence of moments $m_e = (m_e(p))_{p \geq 0}$, the formal $m_e$-moment Borel transformation is defined by

$$\hat{B}_{m_e,z} \left( \sum_{p \geq 0} a_p z^p \right) = \sum_{p \geq 0} \frac{a_p}{m_e(p)} z^p,$$

on $E[[z]]$.

The equivalent definition to Definition 5 (see Theorem 6.18, [21]) is the following.

**Definition 9.** Let $M$ be a strongly regular sequence which admits a nonzero proximate order. Let $m_e$ be a sequence of moments associated with $M$. The series $\hat{u} \in E[[z]]$ is $M$-summable along direction $d \in \mathbb{R}$ if $\hat{B}_{m_e,z}(\hat{u}(z))$ is a series with a positive radius of convergence, and the analytic function defining such series, say $u(z)$, can be extended to an infinite sector of bisecting direction $d$, say $S_d$, with $u(z) \in \mathcal{O}^M(S_d, E)$.

**Proposition 1** (Proposition 6.20, [21] and Corollary 1, [11]). The set of $M$-summable series along direction $d \in \mathbb{R}$ is a differential algebra, which is additionally closed under $m_e$-differentiation.

The use of an $M$-analog to Laplace transform allows to describe $M$-summability algorithmically.

**Proposition 2** (see Section 6, [21]). Let $d \in \mathbb{R}$ and let $e, E$ be a pair of kernel functions for $M$-summability. Let $\theta > 0$. For every $f \in \mathcal{O}^M(S_d(\theta), E)$, we define the $e$-Laplace transform of $f$ along a direction $\tau \in \text{arg}(S_d(\theta))$ by

$$(T_{e,\tau}f)(z) = \int_0^{\infty(\tau)} e(u/z)f(u)\frac{du}{u},$$

for $|\text{arg}(z) - \tau| < \omega(M)\pi/2$, and $|z|$ small enough. One may vary $\tau \in \text{arg}(S_d)$ in order to define a holomorphic function $T_{e,d}f$ in a sectorial region $G_d(\theta + \omega(M)\pi)$. 


If $\omega(M) < 2$ let $G = G_d(\theta)$ be a sectorial region with $\theta > \omega(M)\pi$, given $f \in \mathcal{O}(G, \mathbb{E})$ continuous at 0, and $\tau \in \mathbb{R}$ with $|\tau - d| < (\theta - \omega(M)\pi)/2$, the operator $T^{-}_e,\tau$, known as the $e$-Borel transform along direction $\tau$ is defined by

$$(T^{-}_e,\tau f)(u) := -\frac{1}{2\pi i} \int_{\delta_\omega(M)(\tau)} E(u/z)f(z)\frac{dz}{z}, \quad u \in S_e,$$

where $S_e$ is an infinite sector of bisecting direction $\tau$ and small enough opening, and $\delta_\omega(M)(\tau)$ is the Borel-like path consisting of the concatenation of a segment from the origin to a point $z_0$ with $\arg(z_0) = \tau + \omega(M)(\pi + \epsilon)/2$, for some small enough $\epsilon \in (0, \pi)$, followed with the arc of circle centered at 0, joining $z_0$ and the point $z_1$, with $\arg(z_1) = \tau - \omega(M)(\pi + \epsilon)/2$, clockwise, and concluding with the segment of endpoints $z_1$ and the origin.

Let $G_d(\theta)$ and $f$ be as above. The family $\{T^-_e,\tau\}$, with $\tau$ varying among the real numbers with $|\tau - d| < (\theta - \omega(M)\pi)/2$ defines a holomorphic function denoted by $T^-_e,df$ in the sector $S_d(\theta - \omega(M)\pi)$ and $T^-_e,df \in \mathcal{O}^E(S_d(\theta - \omega(M)\pi), \mathbb{E})$.

The following result describes a generalization of Theorem 30 [11] in the framework of strongly regular sequences, generalizing the result for Gevrey sequences.

**Theorem 1.** Let $d \in \mathbb{R}$ and $\theta > 0$. We also fix a strongly regular sequence $M$ with positive $\omega(M) < 2$ which admits a nonzero proximate order. Let $e$ and $E$ be a pair of kernel functions for $M$-summability. Let $f \in \mathcal{O}^E(S_d(\theta), \mathbb{E})$ and put $g(z) = (T^-_e,df)(z)$, with $z \in G_d(\theta + \omega(M)\pi)$, a sectorial region with bisecting direction $d$ and opening $\theta + \omega(M)\pi$. Then, one has that $f = T^-_e,df$.

Finally, we recall the definition of moment differentiation.

**Definition 10.** Given a sequence of moments $(m_e(p))_{p \geq 0}$, the $m_e$-moment differentiation $\partial_{m_e,z}$ is defined on $\mathbb{E}[[z]]$ by

$$\partial_{m_e,z} \left( \sum_{p \geq 0} \frac{a_p}{m_e(p)} z^p \right) := \sum_{p \geq 0} \frac{a_p+1}{m_e(p)} z^p.$$ 

This definition can be naturally extended to holomorphic functions defined in a neighborhood of the origin, and also to the $M$-sum of a formal power series (see [11], Definition 10).

The linear operator $\partial_{m_e,z}^{-1}$, the inverse of the moment derivative, is defined by

$$\partial_{m_e,z}^{-1}(z^p) = \frac{m_e(p)}{m_e(p+1)} z^{p+1}$$

for every $p \geq 0$, and formally extended to $\mathbb{E}[[z]]$.

### 3.3. Banach spaces of holomorphic functions.

In this subsection we set out to define and state related properties concerning the Banach spaces of holomorphic functions involved in the proof of the main result, Theorem 2. By $(\mathbb{E}, \| \cdot \|_\mathbb{E})$ we will henceforth denote a complex Banach space, and we fix a positive real number $r$.

**Definition 11.** Let $0 < \tilde{r} < r$. We consider the space $\mathcal{O}(\overline{D}(0,r), \mathbb{E})$ of holomorphic functions in $\overline{D}(0,r)$, with values in $\mathbb{E}$, endowed with the norm given by

$$\left\| \sum_{n=0}^{\infty} f_n z^n \right\|_{\tilde{r}} := \sum_{n=0}^{\infty} \|f_n\|_\mathbb{E} |z|^n,$$

for every $f(z) = \sum_{n=0}^{\infty} f_n z^n \in \mathcal{O}(\overline{D}(0,r), \mathbb{E})$.

**Lemma 6.** Let us take $f, g \in \mathcal{O}(\overline{D}(0,r), \mathbb{E})$ with $f(z) = \sum_{n=0}^{\infty} f_n z^n$ and $g(z) = \sum_{n=0}^{\infty} g_n z^n$. Then,

$$\|f(z)g(z)\|_{\tilde{r}} \leq \|f(z)\|_r \|g(z)\|_{\tilde{r}}, \quad z \in \overline{D}(0,r), |z| = \tilde{r} < r.$$
Lemma 7 (Lemma 5, [11]). Let \( m(n) \) be a moment sequence and let \( f \in \mathcal{O}(\overline{D}(0,r)) \). If there exists \( C < \infty \) and \( n \in \mathbb{N}_0 \) such that

\[
\|f(z)\|_{\tilde{r}} \leq C \frac{|z|^n}{m(n)} \text{ for every } z \in \overline{D}(0,r), \ |z| = \tilde{r} < r,
\]

then

\[
\|\partial_{m,z}^n f(z)\|_{\tilde{r}} \leq C \frac{|z|^{n+k}}{m(n+k)} \text{ for every } k \in \mathbb{N}_0 \text{ and } z \in \overline{D}(0,r), \ |z| = \tilde{r}.
\]

A generalization of the previous lemma is the following:

Lemma 8. Suppose that \( f(z) = f_1(z) + \cdots + f_p(z) \) with \( f_j \in \mathcal{O}(\overline{D}(0,r)) \) for \( j = 1, \ldots, p \) and

\[
\|f_j(z)\|_{\tilde{r}} \leq C_j \frac{|z|^{n_j}}{m(n_j)} \text{ for every } z \in \overline{D}(0,r), \ |z| = \tilde{r} < r, \ j = 1, \ldots, p.
\]

Then for any \( k \in \mathbb{N}_0 \) we have

\[
\|\partial_{m,z}^k f(z)\|_{\tilde{r}} \leq \sum_{j=1}^{p} C_j \frac{|z|^{n_j+k}}{m(n_j+k)} \text{ for every } z \in \overline{D}(0,r), \ |z| = \tilde{r}.
\]

Proof. We use the previous lemma to all \( f_j(z) \) to receive the following

\[
\|\partial_{m,z}^k f(z)\|_{\tilde{r}} \leq \sum_{j=1}^{p} \|\partial_{m,z}^k f_j(z)\|_{\tilde{r}} \leq \sum_{j=1}^{p} C_j \frac{|z|^{n_j+k}}{m(n_j+k)}.
\]

4. Summability of formal solutions of moment integro-differential equations with time variable coefficients

In this central section we achieve summability results of the formal solution of certain family of integro-differential equations in the complex domain. First, we state some preliminary geometric constructions regarding the Newton polygon associated with the integro-differential equations under study.

4.1. The Newton polygon. The Newton polygon is a classical tool representing partial differential equations in a geometric fashion, introduced in [24]. In the framework of linear moment partial differential equations this concept was put forward in [10] (resp. [17]), when dealing with PDEs with constant (resp. time-dependent) coefficients, also considered in [22]. The definition provided here is a slightly modified version adapted to the framework of the family of linear integro-differential equations under consideration.

Let \( K \subset \{1, \ldots, \kappa\} \subset \mathbb{N} \) for certain integer \( \kappa \geq 1 \) and all \( p_i \geq 0 \) for \( i \in K \). For all \( i \in K \) and \( 0 \leq q \leq p_i \) we fix \( a_{i,q}(z) \in \mathcal{O}(D(0,r)) \), for some positive \( r \).

Let \( M = (M_p)_{p \geq 0} \) be a sequence of positive real numbers, and \( m_1, m_2 \) be regular \( M_p \)-sequences of positive orders \( s_1, s_2 \), respectively.

We define

\[
P(z, \partial_{m_1,t}, \partial_{m_2,z}) = 1 - \sum_{i \in K} \sum_{q=0}^{p_i} a_{i,q}(z) \partial_{m_1,t}^{-i} \partial_{m_2,z}^{q}.
\]
Remark 3. For all $\kappa \in \mathbb{N}$ have ($\kappa - i)s_1 + p_is_2$.

Proposition 3. The problem (5) admits a unique formal solution $\hat{u}(t, z) \in \mathbb{C}[[t, z]]$. 

Definition 12. The Newton polygon associated with $P$ in (4) is given by 

$$N(P, s_1, s_2) = \text{conv}\left\{ \Delta(\kappa s_1, -\kappa) \cup \left( \bigcup_{i \in \mathbb{K}, q=0}^{\mathbb{K}} \Delta((\kappa - i)s_1 + p_is_2, i - \kappa) \right) \right\},$$

where $\text{conv}\{\}$ stands for the convex hull and 

$$\Delta(a, b) = \{(x, y) \in \mathbb{R}^2 : x \leq a, y \geq b\}, \quad (a, b) \in \mathbb{R}^2.$$

4.2. Statement of the main problem. Let us consider a linear integro-differential equation of the form 

$$u(t, z) = f(t, z)$$

with $\mathbb{K} \subset \{1, \ldots, \kappa\} \subset \mathbb{N}$ for certain integer $\kappa \geq 1$ and all $p_i \geq 0$ for $i \in \mathbb{K}$. Let $\mathbb{M} = (M_p)_{p \geq 0}$ be a strongly regular sequence which satisfies (3). Sequences $m_1 = (m_1(p))_{p \geq 0}$ and $m_2 = (m_2(p))_{p \geq 0}$ are regular $M_p$-sequences of positive orders $s_1, s_2$, respectively, i.e., there exist constants $0 < a_1, a_2, b_1, b_2 < \infty$ such that for $j = 1, 2$ we have 

$$a_j \left( \frac{M_n}{M_{n-1}} \right)^{s_j} \leq m_j(n) \leq b_j \left( \frac{M_n}{M_{n-1}} \right)^{s_j} \text{ for } n \in \mathbb{N}.$$

All $a_{ij}(z)$ and moreover $\frac{1}{a_{spn}(z)}$ are assumed to be holomorphic functions in $z \in D(0, r)$, for some $0 < r < 1$, and $f(t, z) \in \mathbb{C}[[t, z]]$.

We also assume that the Newton polygon of the operator 

$$P(z, \partial_{m_1, i}, \partial_{m_2, z}) = 1 - \sum_{i \in \mathbb{K}, q=0}^{\mathbb{K}} a_{ij}(z)\partial_{m_1, i}^{-1}\partial_{m_2, z}^q$$

shows one non-horizontal segment with positive slope $k$ given by the formula 

$$\frac{1}{k} = \frac{s_2p_k - s_1k}{k} = \frac{s_2p_k}{k} - s_1.$$

Observe that (7) entails $s_2p_k > s_1k$.

The Newton polygon associated with the operator $P$ is displayed in Figure 1. Observe that the existence of a positive slope defining the Newton polygon can be read in terms of the elements involved in the definition of $P$ as follows.

Remark 2. There exists at least one $i \in \mathbb{K}$ such that we have $\frac{p_i}{k} > \frac{s_1}{s_2}$. Otherwise, one would have $(\kappa - i)s_1 + p_is_2 \leq \kappa s_1$ for all $i \in \mathbb{K}$, which entails the absence of a positive slope within the Newton polygon.

Moreover, from (7) one also arrives at the following algebraic constraint.

Remark 3. For all $i \in \mathbb{K}$ we have 

$$\frac{p_i}{k} \leq \frac{p_k}{k}.$$

Proof. Fix $i \in \mathbb{K}$. Then 

$$\frac{s_2p_i - s_1i}{k} \leq \frac{s_2p_k - s_1k}{k},$$

see Figure 1. Hence, one gets that $s_2i\kappa p_i - s_1ki \leq s_2i\kappa p_k - s_1k$, and consequently (7) holds. 

Proposition 3. The problem (5) admits a unique formal solution $\hat{u}(t, z) \in \mathbb{C}[[t, z]]$.
Theorem 2. Let \( M = (M_p^k)_{p \geq 0} \), with \( k \) given by (7). Assume that \( \hat{f}(t, z) \in \mathbb{E}[[t]] \) is \( M \)-summable along direction \( d \in \mathbb{R} \). Moreover, assume that
\[
\partial_{m_1, t}^{-i} u_n(t), \quad n \in \{0, \ldots, p_n - 1\}, \quad i \in \mathcal{K}
\]
is \( M \)-summable along direction \( d \). Then, it holds that the formal solution \( \hat{u}(t, z) \in \mathbb{E}[[t]] \) of (3) is \( M \)-summable along direction \( d \).

Proof. We observe that \( M \) is a strongly regular sequence which admits a pair of kernel functions for \( M \)-summability. Let \( e \) and \( E \) be such kernel functions.

Let \( z \in \mathcal{D}(0, r) \). For \( \hat{v}(t, z) := \partial_{m_2, z}^{p_n} \hat{u}(t, z) \) we have
\[
\hat{u}(t, z) = \sum_{n=0}^{p_n-1} u_n(t) z^n + \partial_{m_2, z}^{-p_n} \hat{v}(t, z).
\]
If we then put \( \hat{v}(t, z) = \partial_{m_1, t}^{k} \hat{w}(t, z) \) for a certain \( \hat{w}(t, z) \) then (5) takes a form
\[
\left( 1 - b_{k \eta}(z) \partial_{m_1, t}^{p_n} \partial_{m_2, z}^{-p_n} + \sum_{i \in \mathcal{K}} \sum_{q \in Q_i} b_{iq}(z) \partial_{m_1, t}^{k-i} \partial_{m_2, z}^{-p_n} \right) \hat{w}(t, z) = \hat{g}(t, z),
\]
where \( \eta = \eta_n(t) \).
with
\[ \hat{g}(t, z) = \frac{1}{a_{k_p}(z)} \left( \sum_{n=0}^{p_n-1} u_n(t)z^n - \sum_{i \in K} \sum_{q=0}^{p_i} \sum_{n=0}^{p_n-1} a_{iq}(z) \partial_{m_1,t}^{p_i} \partial_{m_2,z}^{p_n} u_n(t)z^n - \hat{f}(t, z) \right). \]

The formal power series \( \hat{g}(t, z) \in \mathbb{E}[[t]] \) turns out to be \( \overline{M} \)-summable along direction \( d \), in view of the hypotheses made on \( \hat{f}(t, z) \) and [10]. Let us denote by \( \hat{g}(t, z) \in \mathcal{O}(G \times \overline{D}(0, r)) \) its sum, with \( G \) being a sectorial region with bisecting direction \( d \) and opening larger than \( \pi \omega(M) \). In [10] we denote the set \( \{0, 1, \ldots, \kappa - 1\} \) by \( Q_\kappa \), and put \( Q_i = \{0, 1, \ldots, p_i\} \) for any \( 1 < i < \kappa \).

Note that all \( b_{iq} \) are holomorphic in \( \overline{D}(0, r) \) and moreover
\[ b_{iq}(z) = \begin{cases} \frac{1}{a_{k_p}(z)} & \text{for } i = \kappa, q = p\kappa \\ \frac{a_{iq}(z)}{a_{k_p}(z)} & \text{otherwise}. \end{cases} \]

We write \( \hat{w}(t, z) = \sum_{p \geq 0} \hat{w}_p(t, z) \) with
\[
\begin{align*}
\hat{w}_0(t, z) &= \hat{g}(t, z) \\
\hat{w}_{p+1}(t, z) &= \left( b_{k_p}(z) \partial_{m_1,t}^{p} \partial_{m_2,z}^{p_\kappa} - \sum_{i \in K} \sum_{q \in Q_i} b_{iq}(z) \partial_{m_1,t}^{p_i} \partial_{m_2,z}^{p_n} \right) \hat{w}_p(t, z) \
& \quad \text{for } p \geq 0.
\end{align*}
\]
and also \( w(t, z) = \sum_{p \geq 0} w_p(t, z) \) with
\[
\begin{align*}
\hat{w}_0(t, z) &= \hat{g}(t, z) \\
\hat{w}_{p+1}(t, z) &= \left( b_{k_p}(z) \partial_{m_1,t}^{p} \partial_{m_2,z}^{p_\kappa} - \sum_{i \in K} \sum_{q \in Q_i} b_{iq}(z) \partial_{m_1,t}^{p_i} \partial_{m_2,z}^{p_n} \right) \hat{w}_p(t, z) \
& \quad \text{for } p \geq 0.
\end{align*}
\]

We observe that \( w_p(t, z) \in \mathcal{O}(G \times \overline{D}(0, r)) \), and \( w_p \) admits \( \hat{w}_p(t, z) \in \mathbb{E}[[t]] \) as its \( \overline{M} \)-asymptotic expansion in \( G \).

Therefore, \( w_p \) is the \( \overline{M} \)-sum of \( \hat{w}_p(t, z) \) in \( G \).

Note that \( w_p(t, z) \) can be bounded from above with use of Lemma 8 for every \( p \geq 1 \). Indeed, we can describe \( w_1(t, z) \) as a finite sum of holomorphic functions of the form \( b_{iq}(z) \partial_{m_1,t}^{p_i} \partial_{m_2,z}^{p_n} w_0(t, z) \).

More precisely,
\[
w_1(t, z) = b_{k_p}(z) \partial_{m_1,t}^{p} \partial_{m_2,z}^{p_\kappa} w_0(t, z) - \sum_{i \in K} \sum_{q \in Q_i} b_{iq}(z) \partial_{m_1,t}^{p_i} \partial_{m_2,z}^{p_n} w_0(t, z).
\]

Additionally, we have \( B = \max_{i,q} \max_{r \leq \tilde{r}} \| b_{iq}(z) \|_{r} \) and
\[
\| \partial_{m_1,t}^{p} w_0(t, z) \|_{\tilde{r}} \leq C K^{\kappa} M_{n}^{r_{p_n} \kappa} \left( \frac{|z|^0}{m_2(0)} \right) \text{ for all } n \in \mathbb{N}_0, \ z \in \overline{D}, \ |z| = \tilde{r} \text{ and } t \in G.
\]

From these facts and Lemma 7 we conclude that
\[
\| b_{iq}(z) \partial_{m_1,t}^{p-i} \partial_{m_2,z}^{p_n} w_0(t, z) \|_{\tilde{r}} \leq B C^\nu K^{\kappa-
u-i} M_{n}^{r_{p_n} \kappa} \left( \frac{|z|^{p_n-q}}{m_2(0)} \right) \text{ for } |z| = \tilde{r} \text{ and } t \in G.
\]

Hence,
\[
\| w_1(t, z) \|_{\tilde{r}} \leq \sum_{i \in K} \sum_{q \in Q_i} \| b_{iq}(z) \partial_{m_1,t}^{p_i} \partial_{m_2,z}^{p_n} w_0(t, z) \|_{\tilde{r}}
\]
\[
\leq \sum_{i \in K} \sum_{q \in Q_i} B C^\nu K^{\kappa-
u-i} M_{n}^{r_{p_n} \kappa} \left( \frac{|z|^{p_n-q}}{m_2(0)} \right).
\]
and
\begin{equation}
\|\partial_{m_1,t}^p w_1(t, z)\|_{\tilde{r}} \leq \sum_{i \in K', q \in Q_i} BCK^{n+i-1} M_{[n+i-p_n]}^{s_2} \frac{|z|^{p_n-q}}{m_2(p_n-q)}.
\end{equation}

We can repeat this reasoning for all $p \geq 1$ as seen in the proof of Lemma 9 which is postponed to Section 5.

**Lemma 9.** Let $z \in D(0, r)$ with $0 < r < 1$. There exist constants $0 < C', K', B' < \infty$ such that
\begin{equation}
\|\partial_{m_1,t}^p w_p(t, z)\|_{\tilde{r}} \leq B'^p C' K'^{m+p} M_{[n+p_n]}^{s_2} \frac{|z|^{p_n}}{m_2(p_n)} F_p(z) \text{ for all } n \in \mathbb{N}_0, \tilde{r} = |z|,
\end{equation}
for all $t \in G$, where $F_p(z)$ is a polynomial given by the recursive formula
\begin{equation}
\left\{ \begin{array}{ll}
P_0(z) = 1 \\
P_{p+1}(z) = \left[ \partial_{m_2,z}^{-p_n} + \sum_{i \in K', q \in Q_i} \frac{M_{[n+p_n]}^{s_2}}{M_{[n+p_n]}^{s_2}} \partial_{m_2,z}^{-p_n} \right] P_p(z) \text{ for all } p \geq 0,
\end{array} \right.
\end{equation}
where $K' = \{ i \in K : p_i \geq 1 \}$.

**Lemma 10.** For every $z \in D(0, r)$, with $0 < r < 1$, and $p \in \mathbb{N}_0$ we have
\begin{equation}
P_p(|z|) \leq F_p \frac{|z|^p}{m_2(p_n)}
\end{equation}
for certain positive constant $F$.

**Remark 4.** The above lemmas are the moment versions of Propositions 4 and 5, [20].

We combine Lemma 9 and Lemma 10 to receive
\begin{equation}
\|\partial_{m_1,t}^p w_p(t, z)\|_{\tilde{r}} \leq B'^p C' K'^{m+p} M_{[n+p_n]}^{s_2} \frac{|z|^{p_n}}{m_2(p_n)} F_p(z) \text{ for all } n, p \in \mathbb{N}_0, \tilde{r} = |z|,
\end{equation}
and $t \in G$. Using Lemma 9 we conclude that there exist constants $C'', K'' > 0$ such that
\begin{equation}
\|\partial_{m_1,t}^p w_p(t, z)\|_{\tilde{r}} \leq B'^p C'' K'' M_{[n+p_n]}^{s_2} \frac{|z|^{p_n}}{m_2(p_n)} \text{ for all } n, p \in \mathbb{N}_0, \tilde{r} = |z|, t \in G.
\end{equation}

From this it follows that
\begin{equation}
\sum_{p \geq 0} \|\partial_{m_1,t}^p w_p(t, z)\|_{\tilde{r}} \leq C'' K'' \sum_{p \geq 0} M_{[n+p_n]}^{s_2} \frac{M_{[n+p_n]}^{s_2}}{m_2(p_n)} \left( B' K' M_{[n+p_n]}^{s_2} F(z) \right) \leq C'' K'' \sum_{p \geq 0} \left( B' K' M_{[n+p_n]}^{s_2} F(z) \right) \leq C'' K'' \sum_{p \geq 0} \left( B' K' M_{[n+p_n]}^{s_2} F(z) \right),
\end{equation}
for all $t \in G$. From Lemma 9 and condition (lc) it can be concluded that there exists a positive constant $\tilde{A}_2$ for which the inequality
\begin{equation}
\frac{M_{[n+p_n]}^{s_2}}{m_2(p_n)} \leq \tilde{A}_2^{n+p_n}
\end{equation}
holds. Hence,
\begin{equation}
\sum_{p \geq 0} \|\partial_{m_1,t}^p w_p(t, z)\|_{\tilde{r}} \leq C'' K'' \tilde{A}_2 \sum_{p \geq 0} \left( B' K' M_{[n+p_n]}^{s_2} F(z) \right)^p.
\end{equation}

Let us now put $\rho = \min \left\{ r, B'^{-1} K'^{-\kappa} \tilde{A}_2^{-\kappa} F^{-1} \right\}$. Then for all $z \in D(0, \rho)$ the last sum on the right-hand side of (20) is finite and there exists a constant $L > 0$ such that
\begin{equation}
\sum_{p \geq 0} \left( B' K' M_{[n+p_n]}^{s_2} F(z) \right)^p \leq L \text{ for } |z| < \rho.
\end{equation}
From this it follows that
\[ \sum_{p \geq 0} \left\| \partial_{m_1,t}^p w_p(t,z) \right\|_p \leq C'' L K'' M_n^\beta \] for \( z \in D(0,\rho), \ |z| = \tilde{r} \).

If we now put \( \tilde{C} = C'' L \) and \( \tilde{K} = K'' A_2 \) then we can conclude that
\[ \left\| \partial_{m_1,t}^n w_p(t,z) \right\| \leq \tilde{C} \tilde{K} M_n^\beta \] for \( z \in D(0,\rho), \ |z| = \tilde{r}, \ n \in \mathbb{N}_0 \).

At this point, we prove that \( w(t,z) \) is indeed the \( \mathbb{M} \)-sum of \( \hat{w}(t,z) \) defined by
\[ \hat{w}(t,z) = \sum_{p \geq 0} \hat{w}_p(t,z) \in \mathbb{E}[[t]] \]
following direction \( d \). Let us choose a kernel function for \( \mathbb{M} \)-summability, say \( e \). One has that
\[ w_p(t,z) = T_{e,d} \hat{B}_{m_1,t} \hat{w}_p(t,z), \quad \omega(t,z) = \sum_{q \geq 0} T_{e,d} \hat{B}_{m_2,t} \hat{w}_p(t,z) \]
In view of (21), it follows that \( T_{e,d} w(t,z) \in \mathcal{O}(D(0,r_1) \times \overline{D}(0,r)) \), for some positive \( r_1 \). In view of Proposition 2, we have that \( T_{e,d} w(t,z) \in \mathcal{O}^\mathbb{M}(S_d, E) \), for some infinite sector \( S_d \) with bisecting direction \( d \). Therefore, \( T_{e,d} w(t,z) \in \mathcal{O}^\mathbb{M}(S_d, E) \). The convergence of the series defining \( w(t,z) \) together with Theorem \( \cite{12} \) yield
\[ T_{e,d} w(t,z) = T_{e,d} \sum_{p \geq 0} T_{e,d} \hat{B}_{m_1,t} \hat{w}_p(t,z) = T_{e,d} T_{e,d} \sum_{p \geq 0} \hat{B}_{m_1,t} \hat{w}_p(t,z) = \hat{B}_{m_1,t} \hat{w}(t,z). \]
Therefore \( \hat{B}_{m_1,t} \hat{w}(t,z) \in \mathcal{O}^\mathbb{M}(S_d \times \overline{D}(0,r)) \) concluding that \( \hat{w}(t,z) \) is \( \mathbb{M} \)-summable along direction \( d \), with sum given by \( w(t,z) \).

We conclude \( \mathbb{M} \)-summability of \( u(t,z) \in \mathbb{E}[[t]] \) by observing that
\[ \hat{u}(t,z) = \sum_{n=0}^{p_n-1} u_n(t) z^n + \partial_{m_2,t}^{-p_n} \partial_{m_1,t}^n \hat{w}(t,z), \]
and the fact that \( u_n(t) \) for \( n = 0, \ldots, p_n - 1 \) and \( \partial_{m_2,t}^{-p_n} \partial_{m_1,t}^n \hat{w}(t,z) \) are \( \mathbb{M} \)-summable along direction \( d \). \( \square \)

A more accurate result can be stated under Assumption (A):

**Assumption (A):** The set of \( \mathbb{M} \)-summable formal power series along direction \( d \) is closed under the action of the operator \( \partial_{m_1,t}^{-1} \), i.e., given a complex Banach space \( \mathbb{F} \) and \( \hat{u}(t) \in \mathbb{F}[[t]] \) which is \( \mathbb{M} \)-summable along direction \( d \in \mathbb{R} \), let \( u(t) \) be its \( \mathbb{M} \)-sum along direction \( d \), then the formal power series \( \partial_{m_1,t}^{-1} \hat{u}(t) \) is \( \mathbb{M} \)-summable along direction \( d \in \mathbb{R} \), whose \( \mathbb{M} \)-sum along direction \( d \), say \( F_d(t) \), satisfies that \( \partial_{m_1,t} F_d(t) \) coincides with \( u(t) \).

Here, the application of \( \partial_{m_1,t} \) to the \( \mathbb{M} \)-sum of a formal power series is understood as in \( \cite{12} \), Definition 10. Observe that in that preceding work, the correctness and suitability of such definition has been discussed.

**Definition 13** (Definition 10, \( \cite{11} \)). Let \( \mathbb{F} \) be a Banach space. Let \( \mathbb{M} \) be a strongly regular sequence admitting a nonzero proximate order. Assume that \( \hat{u}(t) \in \mathbb{F}[[t]] \) is \( \mathbb{M} \)-summable along direction \( d \in \mathbb{R} \), with \( \mathbb{M} \)-sum given by \( u(t) \). Let \( m \) be a sequence of moments. The \( m \)-moment differentiation of \( u(t) \) is defined by
\[ \partial_{m,t} u := w, \]
with \( w \) being the \( \mathbb{M} \)-sum of the formal power series \( \partial_{m,t} \hat{u}(t) \in \mathbb{F}[[t]] \) along direction \( d \).
A first direct consequence on Assumption (A) is that a recursion argument can be followed to guarantee that, under this assumption, one has that \( \hat{u}(t) \in \mathbb{F}[t] \) which is \( \mathbb{M} \)-summable along direction \( d \in \mathbb{R} \), with \( \mathbb{M} \)-sum along direction \( d \) given by \( u(t) \), then for all \( i \in \mathbb{N} \) the formal power series \( \partial_{m_1}^{-1} u(t) \) is \( \mathbb{M} \)-summable along direction \( d \in \mathbb{R} \), whose \( \mathbb{M} \)-sum along direction \( d \), say \( F_{d,i}(t) \), satisfies that \( \partial_{m_1}^{-1} F_{d,i}(z) \) coincides with \( u(t) \).

Observe that under Assumption (A) the condition [9] is reduced to assumption that \( u_n(t) \) is \( \mathbb{M} \)-summable along direction \( d \in \mathbb{R} \) for \( n \in \{0, \ldots, p_n-1\} \).

**Theorem 3.** Under the hypotheses made on Theorem 2 and Assumption (A) the following statements are equivalent:

1. \( \hat{f}(t,z) \in \mathbb{E}[t]\) and \( u_n(t) \in \mathbb{C}[t] \) for \( n \in \{0, \ldots, p_n-1\} \) are \( \mathbb{M} \)-summable along direction \( d \).
2. The formal solution of \( \hat{f}(t,z) \in \mathbb{E}[t] \) is \( \mathbb{M} \)-summable along direction \( d \), and its sum is an analytic solution of \( \hat{f}(t,z) \), with the formal power series \( \hat{f}(t,z) \) replaced by its sum \( f(t,z) \).

**Proof.** The first part of the first implication (1. \( \Rightarrow \) 2.) is a direct consequence of Theorem 2 together with Assumption (A). For the second, we consider the function

\[
t \mapsto u(t,z) - \sum_{i \in \mathcal{K}} \sum_{q=0}^{p_i} a_{iq}(z) \partial_{m_2,z}^{q} U_i(t,z) - f(t,z),
\]

where \( U_i(t,z) \) stands for a function satisfying \( \partial_{m_1}^{-1} U_i(t,z) = u(t,z) \). Such function admits the null power series as its \( \mathbb{M} \)-asymptotic expansion in a sector of bisecting direction \( d \) and opening larger than \( \omega(\mathbb{M})\pi \). Watson’s lemma yields the conclusion.

The implication (2. \( \Rightarrow \) 1.) is a consequence of the assumption (A), and the usual properties of the set of functions admitting asymptotic expansion in a sector.

---

**4.3. On the scope of Assumption (A).** We conclude the work by providing concrete examples of families of strongly regular sequences in which Assumption (A) holds. Therefore, the stronger version of Theorem 2 and Theorem 3 holds when dealing with such sequences.

The most outstanding family of strongly regular sequences satisfying Assumption (A) is that of Gevrey sequences of a fixed positive order. The spaces of functions whose growth is related to this behavior is essential in the study of differential equations.

**Proposition 4.** Let \( \alpha > 0 \). Let \( m = (\Gamma(1+p))_{p \geq 0} \) and consider the sequence \( \mathbb{M} := \mathbb{M}_{\alpha} = (p^\alpha)_{p \geq 0} \). Then, Assumption (A) is satisfied.

The proof of the previous result can be found in Theorem 20 [1].

A second example of strongly regular sequences satisfying Assumption (A) is related to fractional derivatives and its application to the formal and analytic solutions of fractional partial differential equations. We first give some details about such operators and equations, which have been previously applied to such equations in [12, 13, 6], and also refer to [7] and the references therein in order to deepen into this theory.

**Definition 14.** Let \( \alpha \in \mathbb{Q}_+ \). The fractional derivative of order \( \alpha \) is the formal operator \( \partial_z^\alpha : \mathbb{C}[[z^\alpha]] \to \mathbb{C}[[z^\alpha]] \), defined by

\[
\partial_z^\alpha \left( \sum_{p \geq 0} \frac{a_p}{\Gamma(1+p)} z^{\alpha p} \right) = \sum_{p \geq 0} \frac{a_p + 1}{\Gamma(1+p)} z^{\alpha p}.
\]
Observe that the formal fractional derivative turns out to be the usual derivative in the case that \( \alpha = 1 \). Moreover, the fractional derivative of order \( 1/k \), for some fixed \( k > 0 \), turns out to be the Caputo fractional derivative for \( 1/k \)-analytic functions (see [7]), applying the theory to fractional partial differential equations. The previous formal operator can be related to the moment differentiation in the following way. Given \( k > 0 \), one has
\[
(\partial_{m_{1/k},z} \hat{f})(z^{1/k}) = \partial_z^{1/k}(\hat{f}(z^{1/k})),
\]
with \( m_{1/k} = (\Gamma(1 + p/k))_{p \geq 0} \).

In view of (22), the formal \( \alpha \)-integral operator should satisfy
\[
\partial_z^{-\alpha} z^{\alpha p} = \Gamma(1 + \alpha p) / \Gamma(1 + \alpha p + 1) z^{\alpha p + 1},
\]
for all \( p \in \mathbb{N}_0 \). Such property is satisfied by the Riemann-Liouville fractional integral defined by
\[
I_{0+}^{\alpha} f(z) := \frac{1}{\Gamma(\alpha)} \int_0^z f(t) dt (z-t)^{1-\alpha}.
\]
Indeed, for all \( \beta > -1 \) one has
\[
I_{0+}^{\alpha} z^{\beta} = \frac{\Gamma(1 + \beta)}{\Gamma(1 + \alpha + \beta)} z^{\alpha + \beta},
\]
see (2.2.1) and (2.2.10) in [7].

The next result generalizes Proposition 4.

**Proposition 5.** Let \( k > 0 \). Let \( m = m_{1/k} = (\Gamma(1 + p/k))_{p \geq 0} \) and consider a strongly regular sequence \( \mathbb{M} \). Then, Assumption (A) is satisfied.

**Proof.** Let us write \( \mathbb{M} = (\mathbb{M}_p)_{p \geq 0} \). Let \( G \) be a sectorial region with vertex at the origin and opening larger than \( \pi \omega(\mathbb{M}) \), and fix a sector \( T \subseteq G \). Let \( f \in \mathcal{O}(G, \mathbb{F}) \) and assume that \( f \) is the \( \mathbb{M} \)-sum of the formal power series \( \hat{f}(z) = \sum_{p \geq 0} f_p z^p \in \mathbb{F}[[z]] \) in \( G \). Taking into account (23) and (24), we estimate
\[
\left\| \frac{1}{\Gamma(\frac{1}{k})} \int_0^z f(t^{1/k}) dt - \sum_{j=1}^{N-1} \frac{f_j - 1}{\Gamma(\frac{j-1}{k} + 1)} z^{j/k} \right\|_\mathbb{F},
\]
for any \( z \in T \) and \( N \geq 2 \). Following Appendix B [1], we write
\[
z^{j/k} = \int_0^z (z-t)^{1-\frac{j-1}{k}} B\left(\frac{1}{k}, \frac{j-1}{k} + 1\right),
\]
where \( B(\cdot, \cdot) \) stands for the so-called Beta Integral, with
\[
B\left(\frac{1}{k}, \frac{j-1}{k} + 1\right) = \frac{\Gamma\left(\frac{1}{k}\right) \Gamma\left(\frac{j-1}{k} + 1\right)}{\Gamma\left(\frac{j}{k} + 1\right)}.
\]
Therefore, the expression in (25) can be rewritten in the form
\[
\left\| \frac{1}{\Gamma(\frac{1}{k})} \int_0^z t^{-\frac{N-1}{k}} \left( f(t^{1/k}) - \sum_{j=1}^{N-1} \frac{f_j - 1}{\Gamma(\frac{j-1}{k} + 1)} t^{j-1/k} \right) \right\|_\mathbb{F}.
\]
On the one hand, the existence of an asymptotic expansion yields the existence of $\tilde{C}, \tilde{A} > 0$ such that
\[
\left\| t^{-\frac{N}{k}} \left( f(t^{1/k}) - \sum_{j=1}^{N-1} \frac{\tilde{f}_{j-1}}{\Gamma \left( \frac{1}{k} + 1 \right)} t^{\frac{j-1}{k}} \right) \right\|_p \leq \left\| t^{-\frac{N}{k}} \left( f(t^{1/k}) - \sum_{j=0}^{N-2} \frac{\tilde{f}_j}{\Gamma \left( \frac{j+1}{k} \right)} t^{\frac{j}{k}} \right) \right\|_p 
\]
\[
\leq \tilde{C} \tilde{A}^{N-1} M_{N-1}^{-1}.
\]

On the other hand, the change of variable $t = zs$ yields
\[
\int_0^z t^{-\frac{N}{k}} \frac{dt}{(z-t)^{1-\frac{1}{k}}} = \int_0^1 s^{-\frac{N}{k}} \left( 1 - s \right)^{\frac{1}{k} - \frac{1}{2}} ds = \int_0^1 s^\frac{N}{k} \left( 1 - s \right)^{\frac{1}{k} - \frac{1}{2}} ds = \frac{\Gamma \left( \frac{1}{k} + \frac{N-1}{k} \right)}{\Gamma \left( 1 + \frac{N}{k} \right)},
\]
for all $z \in T$. This entails that (28) can be upper estimated by
\[
\tilde{C} \tilde{A}^{N-1} M_{N-1}^{-1} |z|^{\frac{N}{k}} \leq \tilde{C}_1 \tilde{A}_1^{N} M_{N} |z|^\frac{N}{k},
\]
for some appropriate $\tilde{C}_1, \tilde{A}_1 > 0$. This concludes the result. \qed

5. Auxiliary results

In this final section we collect the proofs of some auxiliary lemmas involved in that of Theorem 2 which have been set aside in order not to interfere with the reasonings, and for the sake of clarity. These lemmas are inspired by Propositions 4 and 5, [20].

**Proof of Lemma 4** We observe that (18) holds true for $p = 0$ if one takes into consideration the initial recursion argument involving (13)–(17) together with Lemma 4. Let us suppose that the statement is true for a fixed $p \geq 0$. Then, putting $Q_0 = \{0\}$, we get
\[
\left\| \partial_{m_1,t}^{n} w_{p+1}(t,z) \right\|_p \leq B \sum_{i \in K \cup \{0\}} \sum_{q \in Q_i} \left| \partial_{m_1,t}^{n+i} \partial_{m_2,z}^{\tilde{p}-p} w_{p}(t,z) \right|_p
\]
\[
\leq B^p C' K^{n+p+\tilde{p}} B M^{s_2}_{\left[ \tilde{n}+p,n \right]} + p_n + p_{\tilde{p}} \sum_{i \in K \cup \{0\}} \sum_{q \in Q_i} \frac{M^{s_2}_{\left[ \tilde{n}+p,n \right]} + p_n + p_{\tilde{p}}}{M^{s_2}_{\left[ n_p,n \right]} + p_n + p_{\tilde{p}}} \partial_{m_2,z}^{\tilde{p}-p} \left( P_p(\|z\|) \right).
\]

For $k' \geq 1$ we get
\[
\left\| \partial_{m_1,t}^{n} w_{p+1}(t,z) \right\|_p \leq B^p C' K^{n+p+\tilde{p}} B M^{s_2}_{\left[ \tilde{n}+p,n \right]} + p_n + p_{\tilde{p}} \sum_{i \in K \cup \{0\}} \sum_{q \in Q_i} \frac{M^{s_2}_{\left[ \tilde{n}+p,n \right]} + p_n + p_{\tilde{p}}}{M^{s_2}_{\left[ n_p,n \right]} + p_n + p_{\tilde{p}}} \partial_{m_2,z}^{\tilde{p}-p} \left( P_p(\|z\|) \right).
\]

From Remark 3 and Lemma 1 we conclude that
\[
\frac{M^{s_2}_{\left[ \tilde{n}+p,n \right]} + p_n + p_{\tilde{p}}}{M^{s_2}_{\left[ n_p,n \right]} + p_n + p_{\tilde{p}}} \leq \frac{M^{s_2}_{\left[ \tilde{n}+p,n \right]} - p_i + p_{\tilde{p}} + p_n}{M^{s_2}_{\left[ n_p,n \right]} + p_n + p_{\tilde{p}}} \leq \frac{M^{s_2}_{\tilde{n}+p,n} + p_n + p_{\tilde{p}}}{M^{s_2}_{\tilde{n}+p,n} + p_n + p_{\tilde{p}}},
\]
and we can further estimate the right-hand side of the inequality above to receive
(27)
\[
\left\| \partial_{m_1,t}^{n} w_{p+1}(t,z) \right\|_p \leq B^p C' K^{n+p+\tilde{p}} B M^{s_2}_{\left[ \tilde{n}+p,n \right]} + p_n + p_{\tilde{p}} \sum_{i \in K \cup \{0\}} \sum_{q \in Q_i} \left( \frac{M_{p_n + p_{\tilde{p}}}^{s_2}}{M_{p_n + p_{\tilde{p}} + p_i}^{s_2}} \right) \partial_{m_2,z}^{\tilde{p}-p} \left( P_p(\|z\|) \right).
\]
Now let us notice that the set $\mathcal{K} \setminus \mathcal{K}'$ has no more than $\kappa$ elements. From this observation it follows that

$$
\sum_{i \in \mathcal{K} \cup \{0\}} \sum_{q \in Q_i} \left( \frac{M_{p_q p}}{M_{p_q p + p_i}} \right)^{s_2} \partial_{m_{2, z}}^{-p_q} (P_p)(|z|) \\
\leq \left[ (1 + \kappa) \partial_{m_{2, z}}^{-p_q} + \sum_{i \in \mathcal{K}'} \sum_{q \in Q_i} \left( \frac{M_{p_q p}}{M_{p_q p + p_i}} \right)^{s_2} \partial_{m_{2, z}}^{-p_q} \right] (P_p)(|z|) \\
\leq (1 + \kappa) \left[ \partial_{m_{2, z}}^{-p_q} + \sum_{i \in \mathcal{K}'} \sum_{q \in Q_i} \left( \frac{M_{p_q p}}{M_{p_q p + p_i}} \right)^{s_2} \partial_{m_{2, z}}^{-p_q} \right] (P_p)(|z|).
$$

If we take $B' = (1 + \kappa) B$ then

$$
\left\| \partial_{m_{1, t}}^{n} p^{n + 1}(t, z) \right\|_{L} \leq B'^{n + 1} C'^{n + \kappa} M_{1^*}^{s_2} \left[ \partial_{m_{2, z}}^{-p_q} + \sum_{i \in \mathcal{K}'} \sum_{q \in Q_i} \left( \frac{M_{p_q p}}{M_{p_q p + p_i}} \right)^{s_2} \partial_{m_{2, z}}^{-p_q} \right] (P_p)(|z|),
$$

which concludes the proof of this lemma.

Proof of Lemma 16. Inequality (19) holds for $p = 0$. Let us now fix any $p \in \mathbb{N}$. Then, we have

$$
P_p(z) = \left( \partial_{m_{2, z}}^{-p_q} + \sum_{i \in \mathcal{K}'} \sum_{q \in Q_i} \left( \frac{M_{p_q p}}{M_{p_q p + p_i}} \right)^{s_2} \partial_{m_{2, z}}^{-p_q} \right) \cdots \left( \partial_{m_{2, z}}^{-p_q} + \sum_{i \in \mathcal{K}'} \sum_{q \in Q_i} \left( \frac{M_{p_q p}}{M_{p_q p + p_i}} \right)^{s_2} \partial_{m_{2, z}}^{-p_q} \right) \left( \partial_{m_{2, z}}^{-p_q} + \sum_{i \in \mathcal{K}'} \sum_{q \in Q_i} \left( \frac{M_{p_q p}}{M_{p_q p + p_i}} \right)^{s_2} \partial_{m_{2, z}}^{-p_q} \right) (P_0)(z),
$$

which can be also rewritten in the form

$$
P_p(z) = \left( \mathcal{P} \left( \partial^{-1}_{m_{2, z}} \right) \right) P_0(z),
$$

with

$$
\mathcal{P} \left( \partial^{-1}_{m_{2, z}} \right) := \partial_{m_{2, z}}^{-p_q}
\sum_{j=1}^{p} \sum_{1 \leq t_1 < t_2 < \cdots < t_j \leq p} \sum_{i_1, \ldots, i_j} \prod_{s=1}^{j} \left[ \frac{M_{p_q p (i_s - 1)}}{M_{p_q p (i_s - 1) + p_i}} \right],
$$

Hence,

$$
P_p(|z|) = \frac{|z|^{p_{q_2 p}}}{m_{2 (p_{q_2 p})}} + \sum_{j=1}^{p} \sum_{1 \leq t_1 < t_2 < \cdots < t_j \leq p} \sum_{i_1, \ldots, i_j} \prod_{s=1}^{j} \left[ \frac{M_{p_q p (i_s - 1)}}{M_{p_q p (i_s - 1) + p_i}} \right] \times \frac{|z|^{p_{q_2 p} (q_1 + \cdots + q_j)}}{m_{2 (p_{q_2 p} - (q_1 + \cdots + q_j))}}.
$$

Directly from Remark 3, we conclude that $p_i < p_\kappa$ for $i < \kappa$. From this it follows that

$$
p_{\kappa} p - (q_1 + \cdots + q_j) \geq p_{\kappa} p - (p_1 + \cdots + p_j) \geq p_{\kappa} p - (p_\kappa - 1) p = p.
$$
We can use the above and the fact that $|z| < r < 1$ to receive

$$P_p(|z|) \leq \frac{|z|^p}{m_2(p_n)} \left( 1 + \sum_{j=1}^{p} \sum_{1 \leq i_1 < i_2 < \cdots < i_j \leq p} \sum_{q_{i_j} \in Q_{i_j}} \prod_{s=1}^{j} \left[ \frac{M_{p_n(l_s-1)}}{M_{p_n(l_s-1)+p_i}} \right]^{\frac{s_2}{s_2}} \times \frac{m_2(p_{n_2})}{m_2(p_{n_1} - (q_{i_1} + \cdots + q_{i_j}))} \right).$$

Let us note that

$$\frac{m_2(p_{n_2})}{m_2(p_{n_1} - (q_{i_1} + \cdots + q_{i_j}))} \leq \frac{M_{p_n}}{M_{p_n - (p_{n_1} + \cdots + p_{j_n})}} \leq \frac{M_{p_n}}{M_{p_n - (p_{n_1} - p_{is})}} \times \left[ \frac{M_{p_n}}{M_{p_n - (p_{n_1} - p_{js})}} \right]^{\frac{s_2}{s_2}}.$$

What remains now, is to find an upper bound for

$$\prod_{s=1}^{j} \frac{M_{p_n}}{M_{p_n - (p_{n_1} - p_{js})}} \times \prod_{s=1}^{j} \left[ \frac{M_{p_n}}{M_{p_n - (p_{n_1} - p_{js})}} \right]^{\frac{s_2}{s_2}}.$$

First let us notice that

$$\prod_{s=1}^{j} \frac{M_{p_n}}{M_{p_n - (p_{n_1} - p_{is})}} \leq \prod_{s=1}^{j} \frac{M_{p_n}}{M_{p_n - (p_{n_1} - p_{js})}} = \prod_{s=1}^{j} \frac{M_{p_n}}{M_{p_n - (p_{n_1} - p_{js})}} \times \frac{M_{p_n}}{M_{p_n - (p_{n_1} - p_{js})}}.$$

We would like to rewrite the right-hand side of this inequality as a product containing a term $\frac{1}{M_{p_n}}$. To this end notice that for $s = 1, 2, \ldots, j$ we have

$$\frac{M_{p_n}}{M_{p_n - (p_{n_1} - p_{js})}} \leq \frac{M_{p_n}}{M_{p_n - (p_{n_1} - p_{js})}} \times \frac{M_{p_n}}{M_{p_n - (p_{n_1} - p_{js})}}.$$

Using this fact we can write

$$\prod_{s=1}^{j} \frac{M_{p_n}}{M_{p_n - (p_{n_1} - p_{js})}} \leq \prod_{s=1}^{j} \frac{M_{p_n}}{M_{p_n - (p_{n_1} - p_{js})}} \times \frac{M_{p_n}}{M_{p_n - (p_{n_1} - p_{js})}}.$$

Moreover, we have

$$\frac{1}{M_{p_n - (p_{n_1} - p_{js})}} = \frac{1}{M_{p_n - (p_{n_1} - p_{js})}} \times \frac{M_{p_n}}{M_{p_n - (p_{n_1} - p_{js})}} \times \frac{M_{p_n}}{M_{p_n - (p_{n_1} - p_{js})}} \times \frac{M_{p_n}}{M_{p_n - (p_{n_1} - p_{js})}}.$$


We can therefore write

\[
\left[ \frac{M_{p_\kappa,p}}{M_{p_\kappa(p-j)+(p_\kappa-p_{i_1})+\cdots+(p_\kappa-p_{i_j})}} \right]^{s_2} \prod_{s=1}^{j} \left[ \frac{M_{p_\kappa(l_s-1)}}{M_{p_\kappa(l_s-1)+p_{i_s}}} \right]^{s_2} \leq \left( \frac{M_{p_\kappa,p}}{M_{p_\kappa,j}M_{p_\kappa(p-j)}} \right)^{s_2} \prod_{s=1}^{j} B_s^{s_2}
\]

with

\[
B_s = \begin{cases} 
\prod_{\sigma=1}^{p_\kappa-p_{i_s}} M_{(p_\kappa-p_{i_1})+\cdots+(p_\kappa-p_{i_{s-1}})+\sigma-1}M_{p_\kappa(s-1)+p_{i_s}+\sigma} & \text{for } i_s = \kappa \\
\prod_{\sigma=1}^{p_\kappa-p_{i_s}} M_{(p_\kappa-p_{i_1})+\cdots+(p_\kappa-p_{i_{s-1}})+\sigma}M_{p_\kappa(s-1)+p_{i_s}+\sigma-1} & \text{for } i_s < \kappa.
\end{cases}
\]

If \( i_s < \kappa \) then from [3] and Lemma [4] it follows that

\[
B_s \leq \prod_{\sigma=1}^{p_\kappa-p_{i_s}} \frac{M_{s-1+\sigma-1}}{M_{s-1+\sigma}} \frac{M_{p_\kappa s-p_{i_s}+p_{i_s}+\sigma}}{M_{s-1} M_{p_\kappa s-1}} \leq \prod_{\sigma=1}^{p_\kappa-p_{i_s}} \frac{M_{s-1}}{M_{s}} \frac{M_{p_\kappa s}}{M_{p_\kappa s-1}} \leq C_3(p_\kappa)^{p_\kappa-p_{i_s}}.
\]

Thus, one can upper estimate \( P_p(|z|) \) by

\[
\left( 1 + \sum_{j=1}^{p} \binom{p}{j} \sum_{(i_1, \ldots, i_j) \in \mathcal{K}^j} A_{p,j}^{p_\kappa} \left( \frac{M_{p_\kappa,p}}{M_{p_\kappa,j}M_{p_\kappa(p-j)}} \right)^{s_2} \prod_{s=1}^{j} C_3(p_\kappa)^{s_2(p_\kappa-p_{i_s})} \right) \frac{|z|^p}{m_2(p_\kappa p)}
\]

\[
\leq \left( 1 + \sum_{j=1}^{p} \binom{p}{j} \sum_{(i_1, \ldots, i_j) \in \mathcal{K}^j} A_{p,j}^{p_\kappa} \left( \frac{M_{p_\kappa,p}}{M_{p_\kappa,j}M_{p_\kappa(p-j)}} \right)^{s_2} C_3(p_\kappa)^{s_2(p_\kappa-1)j} \right) \frac{|z|^p}{m_2(p_\kappa p)}
\]

\[
= \left( \sum_{j=0}^{p} \binom{p}{j} A_{p,j}^{p_\kappa} \left( \frac{M_{p_\kappa,p}}{M_{p_\kappa,j}M_{p_\kappa(p-j)}} \right)^{s_2} C_3(p_\kappa)^{s_2(p_\kappa-1)j} \sum_{(i_1, \ldots, i_j) \in \mathcal{K}^j} 1 \right) \frac{|z|^p}{m_2(p_\kappa p)}
\]

In order to find an upper bound of

\[
\sum_{(i_1, \ldots, i_j) \in \mathcal{K}^j} 1
\]

it remains to notice that \( |\mathcal{K}^j| \leq 2^j \) and \( |Q_i| \leq p_\kappa \) for every \( i \in \mathcal{K}' \). From these observations and condition (mg) it follows that

\[
P_p(|z|) \leq \tilde{A}_1^{p_\kappa} \left( 1 + A_2^{p_\kappa} C_3(p_\kappa)^{s_2(p_\kappa-1)\kappa p_\kappa} \right) \frac{|z|^p}{m_2(p_\kappa p)}
\]

for certain constant \( \tilde{A}_1 > 0 \). The result follows from here. \( \square \)
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