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1. Introduction

With the vigorous development of Internet technology, network attack methods have become more complex and diverse, and network deception [1] has become an important idea to combat network threats. As one of the important methods of network deception technology, honeypots mainly capture and monitor attackers by deploying deception nodes that provide fake services in different topological networks. The existing honeypot system design is mainly divided into two perspectives: improving the intelligent management capability and enhancing the trapping capability. The former aims to make the deployment of the honeypot more flexible, effective, and manageable, while the latter focuses on techniques that can be used to construct a deception scenario with high fidelity.

Generally speaking, honeypot deployment strategies include the static strategy and the dynamic strategy. The traditional honeypot systems are mainly based on physical devices or virtual machines, and the deployment and configuration processes are very complicated. Therefore, it is more inclined to adopt the static deployment strategies, which are usually combined with game theory [2] or graph theory [3]. Such a deployment strategy is inflexible and does not scale well, which is difficult to accurately reflect the defender’s dynamic cognitive process of the attackers. Therefore, with the development of lightweight virtualization technology, dynamic deployment strategies have gradually become the mainstream. Such strategies will adjust the deployment scenario of honeypots in different stages according to the current behaviors of the attackers. However, most of the current dynamic deployment strategies can only be deployed according to the preset scenarios, which is still a quasi-static strategy with poor adaptability. This paper mainly focuses on enhancing the trapping capability of the honeypot by introducing an intelligent deployment strategy. The main purpose is to predict the attackers’ intention based on the continuous understand of the attack behaviors and adjust the deployment strategy...
dynamically under the constraints of limited honeypot resources, so as to prevent the lateral movement in time while maximizing the benefits of trapping. Based on such an idea, this paper takes a hypothesis that we already have some means to detect the vulnerability exploitation process and to deceive the attackers inside the honeypot. And we mainly pay attention to predicting the attack path accurately and adjusting the deception resources dynamically based on the continuously collected information.

In order to enhance the self-learning ability of deployment strategies and enable it to deal with more complex scenarios, this paper combines the intelligent algorithms with the idea of dynamic deployment and proposes a multiphase dynamic deployment mechanism for virtualized honeypot (MD2VH) based on an intelligent attack path prediction. Based on the Bayesian state attack graph model, MD2VH monitors and analyzes the attackers’ attack behaviors, forms the predicted attack path, and uses the machine learning algorithms to learn the attackers’ behavior patterns online based on the attack path, so as to form a real-time deployment strategy model of the virtualized honeypots. Finally, by using the containers and SDN technologies, we also establish a loosely coupled and extensible honeypot system, which can adaptively generate and adjust the deployment of honeypots according to the intelligent deployment strategies. Generally speaking, the main contributions of this paper are as follows:

(1) By combining the attribute attack graph with the Bayesian network graph model, we propose a new type of Bayesian state attack graph model, which can describe the network vulnerabilities as well as the exploitation of these vulnerabilities, and thus provide a basis for constructing the attack path prediction models.

(2) We proposed MD2VH to solve the intelligent honeypot deployment problem. MD2VH establishes a multiphase dynamic deployment optimization model of the virtualized honeypots based on the extended Markov’s decision-making process and generates the deployment strategies dynamically by combining the BP neural network and DQN [4] algorithm strategy.

(3) By using the SDN and container technology, we also establish a loosely coupled and scalable virtual honeypot system to evaluate the trapping ability of MD2VH, which demonstrates that MD2VH is more competitive when considering the capture rate and resource consumption.

The rest of the paper is arranged as follows: Section 2 introduces the related work, Section 3 models and analyzes the intelligent trapping decision-making problem and then provides a solution method based on BP neural network and Deep Q Network, Section 4 proposes a prototype system to verify the effectiveness of the strategy, and finally, Section 5 summarizes the full-text work.

2. Related Work

Initially, honeypot systems are often built by using real hosts, but with the maturity of virtualization technology, lower-cost virtual machines have gradually become the main components of honeypot systems. HoneyV [5] judges the credibility level of all inbound traffic through IDS and puts attackers into four honeypots of different monitoring levels for analysis based on the results. INTERCEPT+ [6] changes the virtual machine migration code so that the source virtual machine remains running after the migration, ensuring the normal interaction of communication with the source virtual machine.

Although virtual machines can balance the conflict between deployment costs and interaction levels to a certain extent, the number of virtual machines that can be established on a server is still limited, making it difficult to achieve large-scale trapping network deployment. With the development of technologies such as SDN [7], lightweight virtualization technology LXC [8], and Docker [9], many teams began to combine new network and virtualization technologies with the design ideas of honeypot systems, which combine the trapping system structure of SDN [6] and the active defense of containers [10]. Sun et al. [11] proposed a dynamic hybrid honeypot system, and the architecture includes lightweight front-end decoys and high-interaction back-end decoys. The front-end decoys transparently intercept and forward malicious commands to the back-end decoys, which use a low-interaction honeypot to show a high-interaction system view. Honeyproxy [12] can copy one attack traffic to multiple trapping points and then selects the most suitable one from all of the replies to feedback to the attacker. Honeypatches [13] use LXC as a trapping point and transfer the attack session that has touched the decoy patch to a specific trapping point for attack trapping. AHEAD [10] proposed that active defense tools can be encapsulated inside Docker and installed directly into the real system, which forces the attacker to filter real and fake services during the attack, which delays the attacker’s attack time. After developing AHEAD, the authors further simplified the deployment and integration of active defense tools and proposed the ADARCH [14] architecture. HADES [15] proposed a shadow honeynet architecture combined with SDN technology. Urias et al. [16, 17] used an inspection program to monitor and configure all virtual machines and can migrate the traffic in the real host after suspicious traffic is detected. HoneyDOC [18, 19] proposed a TCP replay mechanism combined with SDN technology, which can seamlessly migrate the attacker’s traffic without reestablishing the connection after the migration.

The dynamics of these systems are mainly reflected in the dynamic migration of traffic and the dynamic generation of decoys, but there are not many discussions on how to dynamically optimize the location of honeypots in the network, and they are basically based on preset settings. The deployment is still essentially a quasi-static deployment strategy.

Therefore, in recent years, many honeypot systems have gradually introduced the idea of intelligent learning and
game. El Kamel et al. [20] proposed an algorithm based on the idea of machine learning clustering to identify the attacker in the trapping point and the result used for the configuration of the later defense strategy. Huang et al. [21] introduced a honeypot mechanism that could not be recognized by attackers based on a random forest algorithm. SMDP [22] proposes applying the Markov decision process method to attack trapping, transforms the continuous-time process into an equivalent discrete decision model, uses reinforcement learning to train the model, and finally gets the optimal strategy. Gill et al. [23] and others designed an independent GTM-CSec model, which combines the static game of complete information with the design of trapping mechanism, and simplifies the game model through inferior strategies; this model can intelligently select appropriate defense modules but reduce system energy consumption and respond to attacks intelligently. Zhou et al. [24] used the Markov to model the penetration testing process and proposed an improved DQN algorithm, which converges faster in larger networks and is more suitable for large-scale networks. Bohara et al. [25] used methods such as Principal Component Analysis and Median Absolute Deviation-based outlier detection to analyze the traffic captured by honeypots to resist lateral movement attacks. Takabi and Jafarian [26] proposed a defense idea that combines deception defense with MTD, which can be used to mitigate internal attacks. Amin et al. [27] combined POMCP and Hidden Markov Model and proposed a new path prediction method to prevent the attacker from moving laterally in the internal network. In addition, some papers introduce the theory of attack graphs based on the Markov model to optimize the modeling scenario. Zhang et al. [28] established an incomplete information random game model for the attack and defense process after the attackers entered the real system and used an improved Q_Learning algorithm to solve the problem, but the decision in this document focused on the system state transitions with different defense actions, the algorithm requires all network states to be known, but our algorithm does not require all states, there are fewer restrictions on scenario settings, and there is no need to guess the attackers’ type in advance, which reduces the difficulty of scene modeling and is more practical. Wang et al. [29] combined the two-layer threat penetration map, Q_Learning, and dynamic deployment to propose a dynamic deployment strategy of deception resources based on reinforcement learning, their strategy can also predict the attackers’ next path based on the attackers’ current alert paths, but the attackers considered by this method are a single-mode attack, the defender uses offline learning during the entire learning process, and it can only learn a known attack mode for defense based on the collected attack information. In addition, this method considers that the attacker has compromised a certain system node, so, the starting position of the attack path has been determined and cannot be predeployed. But MD2VH combines online learning with offline learning, the initial state can be based on the current strategy model to decide the deployment of the first honeypot, which increases the speed of trapping attackers and reduces attack losses, and it can also deal with multiple types of attack modes and can conduct online learning and modify models during the process.

However, most of the current intelligent honeypot systems still lack the ability of effective analysis and prediction of the attackers’ behaviors, which makes them cannot perform the fine-grained strategic deployment and adjustment of virtual honeypots intelligently. To solve these problems, in this paper, we proposed a Bayesian state attack graph-based method to analyze and predict the attackers’ behaviors and designed a dynamic deployment strategy construction algorithm under the constraint of the predicted attack graph and virtual honeypot resources. Compared with these methods, the method proposed in this paper can provide a more accurate description of the dynamic attack threats and increase the capture rate of the honeypot effectively by constructing a more strategic dynamic deception scenario.

3. Methodology

3.1. Overview. In the penetration attack stage, the attackers often firstly establish a stronghold in the internal network and then use the topological connections and vulnerability exploitation relationship to perform the lateral movement continuously and finally achieve the goal of successfully compromising the target node. In such a multiphase process of continuous reconnaissance and movement, different attackers will form different attack paths to reach the attack target based on the information of different vulnerabilities found in the network. As a result, by deploying honeypots adaptively according to the attacker’s behaviors, we can prevent the lateral movement of the attacker effectively, making it difficult to reach the target node. Based on such an idea, we give the basic design concept of MD2VH.

Firstly, we give a brief description of the network attack and defense scenario, as shown in Figure 1, where the attackers’ attack means is represented by $A_1$, and their purposes are to compromise the target node $T$. The attackers can only attack the nodes connected to the compromised nodes, and they will select the attackable nodes according to their own mode. The defense models (denoted by $D_i$) are stored in the model pool maintained by the defender, and the defender’s purpose is to capture the attackers as early as possible. The defender knows the dependencies between all vulnerable nodes in the system but does not know the probability of the attackers’ attack choice. For simplicity of the description, here, we set the defense model corresponding to $A_1$ as $D_1$ and then describe each stage as follows:

1. Before the attack begins, the defender will conduct preliminary modeling of the overall network topology and known vulnerabilities of the system and use the Bayesian state attack graphs to describe the vulnerability exploitation relationship between all nodes. Besides, the defender also infers the attack path based on the current threat alarms (i.e., as shown in Figure 1, the attack path has been inferred to be $1 \rightarrow 2$, and the attack mode chosen by the attacker at this time is $A_1$).
The defender will select the corresponding model from the defense model pool according to the currently learned strategy model and deploy the honeypots according to the model (i.e., if the defender selects model $D_1$, it will deploy the honeypot at node 4’. Otherwise, if the defender selects model $D_2$, it will deploy a honeypot at node 5’).

The attacker calculates the attack probability of the subsequent nodes of the currently compromised node according to his own preferences and then selects one of the attackable nodes according to the probability distribution (i.e., because it is the subsequent stages of the same attack process, the attacker will continually use mode $A_1$ to launch an attack on node 4).

If the defender has deployed the corresponding honeypot of the attacked mode (i.e., when the model selected by the defender corresponds to the attack mode of the attacker, the honeypot deployed in node 4’ will capture the attacker), then the defender will capture the attacker and control its behavior. Otherwise, the attack will continue and repeat steps 2~3.

There are two situations when the network attack and defense process end. One is that the attacker is captured by the honeypot, and the defender will generate a honeynet dynamically, so as to further deceive the attacker and analyze its behaviors. The other is that the attacker successfully compromises the target node $T$, the defender fails to capture the attacker, and the attack ends.

Based on the attack and defense scenario design, the following part will model and analyze the specific attack and defense process with the extended Markov process and propose an intelligent solution algorithm.

### 3.2. Network Attack and Defense Process Model

In the traditional Markov decision process, the agents’ action space is fixed and will not change during the entire learning process. However, in a real network attack and defense scenario, the defender may not know all possible occurrences before the attack and defense process begins. The attackers’ behavior preference is, therefore, considered to introduce a certain degree of dynamics in the Markov decision process. Before the attack and defense process begins, the attackers’ attack modes may be greater than the defender’s defense models, and after multiple rounds of learning, the defense models of the defender will increase as the collected attack information changes, so the action space of the defender may change during the entire attack and defense process.

**Definition 1. Network Attack and defense process:**

$G = (V, E, P)$: Bayesian state attack graph.

$V = \{A_1, A_2, A_3, \ldots, A_n\}$: the set of nodes.

$E = \{\epsilon_1^{\prime}, \epsilon_2^{\prime}, \ldots, \epsilon_n^{\prime}\}$ denotes edges between nodes;

$\epsilon_j^{\prime} = 1$ indicates that there is an edge between node $i$ and node $j$; otherwise, $\epsilon_j^{\prime} = 0$.

$V = \{1, 2, 3, \ldots, n\}$ denotes that there are $n$ nodes in the system that can be attacked and deployed honeypots. $P$ is the transition probability matrix between nodes.

$T = \{1, 2, 3, \ldots, T\}$: the number of phases of the attacks, which is an integer with a value range greater than 0.

$N = \{\text{attacker, defender}\}$: the participants.

$S = (s_1, s_2, \ldots, s_n)$: the set of network states. $n$ denotes the total number of nodes; $s_1 = 1$ indicates that node $i$ sends out an alarm signal; $s_2 = 2$ indicates that node $i$ has deployed a honeypot; otherwise, $s_i = 0$. $S'$ denotes the state of $t$ phase.
A = \{A_1, A_2, \ldots, A_{ka}\}$: attackers’ action space. \(ka\) represents the total number of actions the attackers can perform, and each action represents a pattern of aggressive behavior; \(A_i \) indicates that the attacker chooses the action \(A_i\) in the \(t\) phase.

\(D = \{D_1, D_2, \ldots, D_{kd}\}\): action space for the defender. \(kd\) represents the total number of actions the defender, and each action represents a defensive model. \(D_i \) denotes that the defender chooses the action \(A_i\) in the \(t\) phase. \(kd\) is a variable that will change as the attack information increases.

\(\pi\): strategy function. Define \(\pi_a: S \rightarrow A\) is the mixed strategy chosen by the attacker in each state; \(\pi_i(S')\) indicates the mixed strategy of the attacker in the state \(S'. \pi_d: S \rightarrow D\) denotes the mixed strategy chosen for the defender in each state; \(\pi_j(S')\) indicates the mixed strategy of the defender in the state \(S'\).

\(r\): rewards for both the attackers and defender. The value of \(r\) is related to the actions of both the offensive and defensive parties in the current state. \(r_a(S', A_k, D_k)\) denotes the reward of the attacker when the attacker takes the action \(A_k\) and the defender takes the action \(D_k\) in \(S'. r_j(S', A_k, D_k)\) denotes the reward of the defender in the same case.

### 3.2.1. Bayesian State Attack Graph

The attack graph can be denoted by \(G = (V, E)\), which includes nodes set \(V\) and directed edges set \(E\). The attack graph mainly includes the attribute attack graph and the state attack graph. Since the state attack graph has the state explosion problem when the number of nodes is large, the application of the attribute attack graph is more common. There are two types of nodes in the attribute attack graph: vulnerability nodes and condition nodes. Vulnerability nodes generally represent services that can exploit the vulnerabilities, and condition nodes represent conditions that the attacker has. Such conditions generally refer to certain permissions.

A common attribute attack graph is shown in Figure 2(a)), where the rectangle nodes represent the condition nodes, and the oval nodes represent the vulnerability nodes. The arrow pointing from the condition node to the vulnerability node indicates that the condition is a precondition for exploiting the vulnerability, and the arrow by which the vulnerability node points to the condition node indicates the postconditions. Only when all the preconditions are met, the vulnerable node may be successfully exploited.

Although the attribute attack graphs can reflect the causal relationship and attack paths between nodes, they cannot well represent the conversion probability between nodes. Therefore, many studies have begun to combine Bayesian graphs with attribute attack graphs to form the Bayesian attribute attack graph [30]. The Bayesian attribute attack graph can be modeled as \(G = (V, E, P)\), which extends the probability of successful attack \(P\) based on the attribute attack graph. Most Bayesian attribute attack graphs choose to omit the vulnerable nodes and retain attribute nodes. Such graphs generally have three structures: and, or, and hybrid (both relationships have), as shown in Figure 2(b).

### 3.2.2. The Action Space of the Attackers and the Defender

The attack action is defined as the behavior pattern of the attacker, which can be expressed as \(A = \{A_1, A_2, \ldots, A_{ka}\}\). When an attacker enters the system, it will use the compromised node as a springboard to continue to infiltrate the system. Different behavior patterns will produce different preferences and affect the attacker’s probability \(p(n_i)\) of attacking node \(n_i\); \(p(n_i)\) is related to the benefits \(U(v)\) brought by the vulnerability \(v\) and the probability of a successful attack \(J(v)\). Drawing on the evaluation system of CVSS, we believe that the value of the vulnerability positively correlated with its confidentiality (CI), integrity (II), and availability (AI). \(U(v)\) can be calculated as

\[
U(v) = \omega_1 \cdot CI + \omega_2 \cdot II + \omega_3 \cdot AI. \tag{1}
\]

The probability of a successful attack \(J(v)\) is inversely proportional to the complexity of the vulnerability (AC).

The probability of the attacker choosing the next attack node is

\[
n_{\text{attack}} = \arg \max(p(n_i)) = \arg \max(J(U_n(v), I_n(v))). \tag{2}
\]

The defense action set is \(D = \{D_1, D_2, \ldots, D_{kd}\}\). Defense action is defined as a defense model for a specific attack behavior pattern. If the defender selects action \(D_i\), the honeypot node will be calculated as

\[
n_{\text{honeypot}} = \arg \max(D_i(n_1, n_2, \ldots, n_n)). \tag{3}
\]
It should be noted that $kd$ and $ka$ are not necessarily equal; that is, the number of strategies on both sides of the attack and defense is not necessarily equal, and the attackers may have an attack method unknown to the defender. In addition, as the number of attack rounds increases, MD2VH may learn new defense models. Therefore, during the whole offensive and defensive process, the action model pool of the defender may change; that is, $kd$ is a variable. In the same attack and defense stage, we define $n_{\text{target}}$ as the target node of the attacker; then, $S'$ can be calculated as

$$S' = \begin{cases} S_{\text{final}}^\text{success}, & \text{if } n_{\text{attack}} = n_{\text{honeypot}}^\text{success} \\ S_{\text{final}}^\text{fail}, & \text{if } n_{\text{attack}} = n_{\text{honeypot}}^\text{fail} \end{cases}$$

3.2.3. The Attack and Defense Strategies. The attack and defense strategies are the rule for both offensive and defensive parties to choose actions. In the state of $S'$, the rules for the attacker or the defender to take actions are called the offensive and defensive strategies in this state. This strategy is a mixed strategy, which means that the probability distribution of each different action is taken by the attacker and the defender in $S'$:

$$\pi_d(S') = (\sigma_{al}(S',A_1'), \sigma_{al}(S',A_2'), \ldots, \sigma_{an}(S',A_{kd}')),$$

where $\sigma_{al}(S',A_i')$ represents the probability of the attacker choosing action $A_i$ in $S'$; the same is

$$\pi_d(S') = (\sigma_{dl}(S',D_1'), \sigma_{dl}(S',D_2'), \ldots, \sigma_{dn}(S',D_{kd}')).$$

The main purpose of the defender is to learn the attack strategy of all attackers in the system, which is

$$\pi_d(S') \rightarrow \pi_d(S') = (\sigma_{al}(S',A_1'), \sigma_{al}(S',A_2'), \ldots, \sigma_{an}(S',A_{kd}')).$$

Then, we calculate the best position for honeypots where the attacker is most likely to attack:

$$n_{\text{honeypot}} = \arg\max \left(D_1(n_1,n_2, \ldots, n_h)\right) \rightarrow n_{\text{attack}}.$$
**Definition 7.** The attacker’s reward \( R_a \) refers to the total reward obtained by the attacker after the end of the attack and defense. According to the previous paper, it can be calculated as

\[
R_a = \sum_{t=1}^{final} (AG^t - AC^t).
\]  

Figure 3 is a tree based on the offensive and defensive process. In the state \( S^{t-1} \), the defender will select an action \( D_i \) with a certain probability according to its own strategy. The attacker does not know the defender, it will choose a certain action \( A_j \) according to personal preference. After the actions of both sides, both offensive and defensive parties will get their own staged rewards and then enter the next state.

3.3. Algorithm. The solution MD2VH is mainly divided into two parts: defense model prediction and deployment strategy generation. The main purpose of the defense model prediction is to use the BP neural network to learn the defense models against attackers with different preferences based on the existing attack information. These defense models will be used in the defense model prediction as the action space of the defender. The deployment strategy generation part mainly uses the DQN algorithm framework. The main purpose of this part is to predict the overall strategy of the attackers based on their behavior pattern collected in the current system and to predict the behavior pattern of this round of attackers according to the current alarm and at the same time makes adaptive adjustments to the defense models. The flowchart of the algorithm is shown in Figure 4.

The neural network learning-based model prediction part is an offline learning process. This part of the work is performed before the offensive and the defensive process starts. The training dataset of the neural network is the attack information collected in other systems. The learning algorithm will first classify the attack information and then generate the corresponding defense models, which form the action space \( D \) of the defender.

The deployment strategy prediction part combines the online learning ideas with the DQN framework. The action space \( D \) of the defender will be used as the input of the strategic prediction algorithm. To simplify our discussion, we suppose the attack strategies of all the attackers form an action space \( A \). The defender will learn the corresponding defense strategy \( \pi_d \) according to the specific attack strategy. In order to enhance the adaptability of the mechanism, in the strategy prediction part, the collected attack information will be transmitted to the BP neural network. After the BP neural network processes the information, a new defense model pool is obtained, and \( D \) is updated synchronously. The main process of the deployment strategy prediction part is shown in Algorithm 1.

4. Experiments

4.1. Implementation. In order to verify the performance of MD2VH, this paper implements a corresponding prototype system based on SDN and container technology and establishes a network topology similar to Poolsappasit et al. [31]. As shown in Figure 5, the proxy server is the server of the decision-making layer and is mainly responsible for traffic monitoring, deployment decision, and flow table item management. The flow table of the SDN switch mainly forwards traffic according to the commands issued by the proxy server. Different servers on the internal network will use containers to build different services and honeypots corresponding to vulnerabilities. The container will be established based on the images stored on each server, and these images can be added and changed as needed to improve the scalability of the system.

In addition, when the proxy server transmits the honeypot deployment commands to a specific node, in order to solve the problem of inconsistent communication format and insufficient standardization caused by the complex interface requirements of Socket communication, the system uses the SOAP protocol of Web Service to write multiple API standardized interface. They are used to transfer policy files in XML format between the proxy server and the node. The combination of SOAP and XML language forms a loosely coupled communication architecture, which solves the heterogeneous problems between systems and provides a good foundation for the scalability of the overall system.

The proxy server uses the Centos system, the CPU is 4 cores and 4 threads, i5-3470, 3.2 GHz, the memory is 4G, and the hard disk is 512G. The rest of the servers use the Centos system, the CPU is 10 cores and 20 threads, i9-10900X, 3.7 GHz, the memory is 64G, and the hard disk is 1T. The honeypots and the containers of the real system are, respectively, deployed on two servers inside the trapping environment, and the SDN switch adopts the Pica8 P3297 switch.

The vulnerabilities corresponding table is shown in Table 1 [31]. The Bayesian state attack table established based on the table is shown in Figure 6.

4.2. Results and Discussion. The experiment abstracts all attack actions into an attacker’s strategic behavior. The attacker will choose different attack paths with different probabilities based on several different preferences. In an attack round, the attacker’s preferences are fixed. The defender will make assumptions about the attacker’s preferences based on the attack path obtained in real time and select the corresponding defense model to deploy honeypots based on the assumptions made.

This paper selects multiple types of attackers and sets them to be inclined to carry out SSH attacks, SMTP attacks, and BOF attacks, respectively. In each attack mode, the attacker will choose different attack paths according to different preferences and choose the corresponding attack method to attack according to the type of vulnerabilities encountered in the chosen attack path. Their attack preferences are achieved by setting different weight parameters. Attackers will choose different vulnerabilities in the attack path to exploit based on their own characteristics, and their ultimate target is the Administrative Server.
Firstly, the learning ability of the system is evaluated. The evaluation is mainly divided into two parts. In the model prediction part, the BP neural network is used to learn the preferences of the three aggressive behavior patterns; as shown in Figure 7(a), after 300 rounds of learning, the loss curve has been basically flat, which verified the learning ability of the defense model. In the deployment strategy prediction stage, three attack modes were also used, and the selection probabilities of the three attack modes were set to 0.7, 0.2, and 0.1, respectively. After 200 rounds of learning,
Input: attack graph model and the defender’s action $D$
Output: $D'$ and model $\pi_d$

(1) Initialize attack graph model $G$
(2) Initialize the attacker’s strategy model $\pi_a$ and action $A$, and the defender’s action $D$
(3) Initialize replay Memory $A$ to capacity $C$
(4) Initialize DQN parameters #Q (random weights $\omega$), target $Q^*$ (weights $\omega^- = \omega$) and replay Memory $K$ to capacity $N$
(5) For episode $= 1, M$:
   (6) $S = S^0$
   (7) $D^0 = \arg\max_{D^0} Q(S^0, D)$
   (8) While $S^i$ is not $S_{final}$:
      (9) Get the alarm
      (10) Output: $D' = \epsilon$-greedy($D$) or $D' = \arg\max_{D'} Q(S', D')$
      (11) $r_{id} = r_{id}(S', D')$
      (12) $S = S^{i+1}$
      (13) Store transition $(S^i, D^i, r_{id}, S^{i+1})$ in $K$
      (14) Sample random minibatch of transitions $(S^j, D^j, r_{id}, S^{j+1})$ from $K$
      (15) Set $y_j$: $y_j = \begin{cases} r_j, & S^{j+1} is S_{final}; \\ r_j + y \cdot \max_{D'} Q(s_j, D'; \omega^-), & S^{j+1} is not S_{final}; \end{cases}$
      (16) Perform a gradient descent step on $(y_j - Q(s_j, D_j; \omega))^2$ with respect to the network parameters $\omega$;
      (17) Every $C$ step reset $Q^* = Q$
      (18) End while
(19) Store attack information in $A$; After the attack information is full, it will be sent to the BP neural network to update models
(20) If Memory $A = C$: Memory $A \longrightarrow$ BP Network
(21) Update the defender’s action $D$ from BP Network
(22) End for
(23) Output: $\pi_d = Q^*$

**Algorithm 1:** Deployment strategy prediction algorithm.
the final convergence result is shown in Figure 7(b). It can be seen that the final strategy basically converges to the attack strategy setting.

In order to further evaluate the dynamic learning ability of the strategy model, the distribution of the attack strategy is adjusted to 0.2, 0.7, and 0.1, and the second learning is performed on the basis of the model after the first learning. It can be seen from Figure 7(c) that after 200 rounds of learning, the final policy distribution results tend to be 0.1, 0.8, and 0.1. This is because, in some cases, the honeypot deployment nodes selected by different models are the same, which leads to a relatively larger probability of model 2. But the final result is not much different from the initial set value, which can prove the dynamic learning ability of the strategy.

Next, the capturing ability of the deployment strategy was evaluated and compared with the other four strategies: static deployment, dynamic deployment following alarms, the Q_Learning method proposed in the literature [29], and the N2-DQN method proposed in the literature [24]. The experiment set up a total of 3 situations (0.7/0.2/0.1, 0.2/0.7/0.1, and 0.3/0.3/0.4), and 200 attacks were carried out in each situation. The number of honeypots of the static deployment strategy is set to 4. The dynamic deployment following the alarm is to randomly select one for deployment after the compromised node while receiving the alarm signal, so it is also called random deployment, and the random deployment prediction will deploy honeypots before the attack starts. According to the Q_Learning method, learning is only performed in the deployment strategy prediction stage and

**Table 1: Vulnerability exploitation relationship table.**

| Host          | Vulnerability                                      | CVE#           |
|---------------|----------------------------------------------------|----------------|
| Local desktops| Remote login                                       | CVE-2020-7868  |
|               | Buffer overflow (BOF)                              | CVE-2021-38166 |
|               | Stack BOF                                          | CVE-2021-38207 |
| Admin machine | Stack BOF                                          | CVE-2021-33909 |
|               | Information leakage                                | CVE-2021-20485 |
| Gateway server| Heap-based buffer overflow                         | CVE-2016-0778  |
|               | Failed cookie generation                           | CVE-2016-1908  |
| SQL server    | SQL injection                                      | CVE-2020-18746 |
|               | Remote code execution                              | CVE-2020-28020 |
| Mail server   | Buffer underrun                                    | CVE-2020-28024 |
|               | Information leakage                                | CVE-2020-28025 |
| DNS server    | DNS cache poisoning                                | CVE-2020-25685 |
| Web server    | Execute code with the privileges of the parent process | CVE-2019-0211  |

**Figure 6: Bayesian state attack diagram.**
adapts N2-DQN’s scene to the scene of this paper. Finally, since the end point of the attack graph is unique in the scenario set in this paper, the penultimate stage of the attack is regarded as the final stage. Table 2 shows the capturing rate in the case of 3 attack modes.

Figure 8(a) shows the capture rate statistics of the four algorithms in different situations. It can be seen that MD2VH has the best result, and the capture rate is between 89% and 94%, and it is still 89% when the attack strategy is relatively uniform. The method of Q_Learning has a better result when the distribution probability is quite different. It is basically maintained at about 74%, which is about 20% lower than MD2VH. The method of Q_Learning to learn when the distribution probability is relatively even, whose capture rate is greatly reduced, which is about 40% lower than MD2VH. N2-DQN is better than the Q-Learning method, but the results of the two are not much different. This shows that the learning ability of the strategy prediction algorithm can be significantly improved after the strategy learning is divided into two parts for learning. And the random deployment and static deployment are hardly affected by attack strategies and are basically around 35%.

Figure 8(b) shows the cumulative distributions of the attack capture rate in different stages while the probability distribution of the attack model is (0.7/0.2/0.1). The higher the capture rate at the same stage, the faster the attacker was captured and the higher the effectiveness of the strategy. The X-axis represents the attack phase, and the Y-axis is the cumulative capture rate. Because MD2VH will be pre-deployed according to the current model, and the model becomes more suitable as the number of online learning rounds increases, so about 50% of the attackers can be
It can be seen from the figure that MD2VH has captured 80% of the attackers in the first stage, which indicates that the capture speed of MD2VH is the fastest among several strategies.

On the basis of the previous real system, this paper uses virtual nodes to expand the network topology and uses containers to simulate 150 vulnerable nodes. This attack graph can carry out up to 9 stages of attack and defense and expands the attackers’ behavior patterns to 5. There are three attack strategies (0.2/0.2/0.2/0.2/0.2, 0.1/0.1/0.6/0.1/0.1, and 0.05/0.05/0.3/0.3/0.3), and 5000 rounds of attacks are carried out in each case. A situation where the unknown attacker mode is added is as follows. In this scenario, the defender only knows the corresponding defense models of the first three attack modes before the attack and defense begin and gradually learns the complete defense models as the number of attack rounds increases. Table 3 shows the capturing rate in the case of 3 attack modes. This situation is represented by UMA2VH, and the final result is shown in Figure 8.

In Figure 9(a), it can be seen that when the attack graph becomes more complex, the capture rate of UMA2VH is maintained at about 80%. Compared with the results in Q_Learning, it has increased by more than 36%~61%. Compared with the results in N2-DQN, it has increased by more than 30%~55%. These results reflect the adaptability and capture ability of MD2VH, while the capture rates of the random strategy are lower than 25%, and the static strategy is lower than 7%. It can be seen that the nonintelligent deployment strategies perform poorly in the complicated network topology.

Figures 9(b)–9(d), respectively, show the cumulative distributions of the attack capture rate of the three strategies. It can be seen that the MD2VH’s curve is relatively smooth as a whole, which reflects its good learning ability. After increasing the uncertainty of the attacker’s behavior, the gradient of UMA2VH’s curve increases slightly, which indicates that after adding an unknown attack model, MD2VH needs some learning stages to correctly predict the attack behavior. In the three cases, the curves of Q_Learning and N2-DQN have a sudden change, which indicates that only after a certain learning stage, the simple intelligent deployment strategy can make a more accurate prediction of the current attack behavior, so it is more sensitive to the environmental influences, and its adaptability is not strong. On the whole, regardless of whether the uncertainty of the attacker is increased, the cumulative capture rate of MD2VH at any stage is the highest, which fully illustrates its trapping effect and learning ability.
5. Conclusions

As a means of deception defense, honeypots can effectively increase the difficulty of attackers and enhance the protection capability of the network assets. However, the focus of current researches is mainly on how to improve the fidelity and interaction capability of the honeypots, and there is a lack of in-depth analysis on the honeypot deployment strategies. In fact, the deployment strategy will directly affect the protection capability of the honeypot system. In this regard, based on the Bayesian state attack graph, this paper proposed an intelligent honeypot dynamic deployment mechanism MD2VH, established an intelligent decision-making deployment model based on the multiphase attack
and defense process, and implemented the optimal deployment strategy based on the BP neural network and DQN algorithm. In addition, in order to enhance the flexibility of the honeypot deployment, a prototype system model based on SDN and virtualized containers is also implemented to support the efficient adjustment of deployment scenarios. The experimental results show that MD2VH can form a dynamic deployment strategy on the basis of continuously learning the behavior of attackers, improve the capture rate of the attackers, and reduce the deployment costs.

In the future studies, we will consider the interaction process inside the honeypot after the attacker is captured, so as to increase the deception efficiency further, and consider how to use intelligent algorithms to further improve the deception capability inside the honeypot system. Besides, we also consider introducing the ideas such as MTD (Moving Target Defense) to the honeypot deployment process, so as to increase the deception capability of the system further.
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