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ABSTRACT When integrating evolutionary algorithms into the process of the design of modular robots, the “reality gap” problem leads to the difference between simulation and reality. A modular robot transplantation method based on the improved inverse distance weighting method proxy model is presented. Based on the plane moving task, the portability of the modular robot consisting of EMERGE modules of different shapes and types was experimentally studied. The information of other real robots can be predicted according to the limited evolutionary data of real robots. It is no need to do all the evaluation experiments on a physical robot. The number and complexity of experiments are reduced. The experiment efficiency is improved. This method can effectively reduce the performance difference between the results of simulation and the real robot caused by the “reality gap” problem, and the portability of modular robots improves greatly.

INDEX TERMS Modular robot, inverse distance weighting method, reality gap, agent model, migration method.

I. INTRODUCTION A modular robot is a complex multi-module robot system. Facing the uncertain working environment, noise interference and the error of sensors and actuators. The coordination and control of each module of the system became more complicated, it is very difficult to design a precise robot controller. In recent years, some scholars have gradually tried to integrate the evolutionary algorithm into the design process of modular robots, in order to design modular robots with better performance automatically in the interaction with the working environment.

Some scholars choose to directly evolve on the real robot to seek the optimal solution. The first relevant experiment is based on the Khepera mobile robot [1], the task objective is to evolve the controller in the cruise task of the maze, so as to find the controller with good robustness. The same method was successfully applied to the SONY AIBO robot [2] and a nine-legged robot [3]. The optimization process on the physical machine takes a long time, and the long time running will bring wear and even failure of mechanical devices and driving mechanism.

In order to solve the disadvantage of applying the evolutionary algorithm directly to the real robot, it can first evolve in the simulation environment, and then we transplant the best robot obtained in the simulation to the real robot [4], however, since various parameters in the simulation environment cannot be exactly different from those in the real world, there will be a difference between the simulation and the reality. So that the performance of the robot may be good in the simulation environment, but the performance decreases in the real application. There exist a “reality gap” problem.

A variety of methods were proposed to solve the “reality gap” problem, it can be divided into simulation-based optimization method and simulation-based transplantation optimization method. The minimum modeling method [5] is the most representative in this simulation-based transplantation optimization method, the interaction characteristics of the robot environment related to the expected behavior are correctly modeled in the simulation. The robustness of the system greatly enhances. Similar methods have been successfully applied to an eight-legged robot [6], and Khepera mobile robot based on a T-shaped maze [7]–[9]. The mechanism of
the adaptive online learning [10], [11] transplants the solution of simulation to the real robot, and establish the model of a real robot and the environment interaction. Then this model, as a benchmark model, provides instruction about evolution for the next generation, as a reference of the adaptive mechanism, adjusts the difference between simulation and reality. The robustness of these two methods is not enough to overcome the problem of performance degradation, the local optimal solution obtained on the real robot may lead to performance degradation. The transplantation optimization method based on simulation is still based on simulation optimization, but transplantation experiments can be carried out in the optimization process. There are representative studies on this aspect: The first one is the transferability approach method proposed by Koos [12] et al., which uses the interpolation method to establish the agent model of the robot, but the value of the weight power index is 2, which is not scientific. When the sample points are sparse, the weight power index should be appropriately increased to improve the interpolation accuracy. One is the multi-objective optimization method proposed by Bongard [13], [14] et al., which is optimized with two objectives, one is the controller and the other is the simulation model. Transplanting a controller evolved to the real robot, then the simulation model is optimized with the observed data from the real robot, the controller has evolved again on the optimized model, ordinal iteration until evolution condition is met. Relative research work was confirmed on quadruped robot [15]. The premise of this method is to ensure a certain number of migration times and the accuracy of the simulation model. Another method is based on reinforcement learning [16]–[18]. It does not depend on an evolutionary algorithm, however, it is operated by actual professional staff, in order to get some actual data. Then an approximate agent model based on the actual data is established, it gives corresponding learning strategies, the learning strategy is transplanted to the real robot to obtain new actual data. The agent model is corrected until the learning strategy can apply to the real robot by iterating this process. The using premise of this method is to have professional staff conduct artificial demonstration operations.

In summary, when evolutionary mechanisms are used to estimate the performance of modular robots in a robotic simulation platform, the simulated performance may be good, but when it is transplanted to the physical robot, the performance is degraded, that is, the reality gap occurs. How to reduce the difference in robot performance between simulation and physical is of great significance to the practical application of modular robots. Some studies have achieved preliminary results, but the prerequisites for using are too harsh, this is reflected in several aspects: the scope of application is limited, and the performance difference is still large. Therefore, there is an urgent need to study a transplantation approach which is easy to use and has a significant improvement in performance.

Therefore, in order to effectively reduce the performance difference between simulation results and real robots caused by the “reality gap” problem. An improved inverse distance weighting method based on the azimuth relation of the sample is proposed, the agent model of the difference between robot simulation and entity behavior is established, the algorithm process of the transplant method is studied. Based on the planar movement task, the portability of a modular robot composed of EMERGE modules of different morphologies was studied. The information of other real robots can be predicted according to the limited evolutionary data of real robots, we don’t have to do all the evaluation experiments on the real robot. This method can reduce the number of experiments and the complexity of the experiment process and improve the experiment efficiency. This method can reduce the “reality gap” problem effectively, which causes the performance difference of the simulation results and the real robot and improves the portability of modular robots.

This paper is organized as follows. It is improving the inverse distance weighting method in Section II. In sequence, the transplantation method is described in Section III. The experimental results are presented in Section IV. Some conclusions are given in Section V.

II. IMPROVING THE INVERSE DISTANCE WEIGHTING METHOD

The Inverse Distance Weighting method [19] belongs to geometric methods. The value of its estimated point is equal to the weighted average of The Distance Weighting value of the known data point. The closer the known data point is to the estimated point, the greater the weight, on the contrary, the smaller the weight, that is the approximate similarity principle.

The weighted index affects the change of the weight value of the known point to the estimated point according to the exponential rule, as the distance increases, the weight value decreases following the exponential rule, which means that the spatial correlation of other data points decreases. On the contrary, as the distance decreases, the weight value increases according to the exponential rule, which increases the spatial correlation of the known data points to the estimated point. The advantage of the inverse distance weighting method is that the principle is easy to understand, simple to use, the algorithm is easy to implement and the amount of calculation is small. The difficulty lies in how to improve the accuracy of interpolation results, which is related to the optimization of weight index and search mode of reference points in interpolation parameters. It can be seen that the difficulty and key of this research on the weight index and search mode lie in how to set them adaptively according to the research situation. Therefore, based on the azimuth and distance of the sample points known [20], the method of adaptive allocation of weight index is proposed according to the orientation of the sample points. It makes the distribution of sample points average adaptively, at the same time weight index can also be allocated adaptively, so as to improve the efficiency and precision of interpolation. The agent model based on the
behavior of the robot is more precise, the portability of the modular robot is improved further.

A. A FUNDAMENTAL ASSUMPTION

The biggest difference between the method proposed in this chapter and IDW (inverse distance weighting method) lies in that, based on the harmonic weight coefficient “T” which can reflect the azimuth relation between the estimated point and the known sample point, the weight index harmonic coefficient “K” based on the azimuth relation of the sample points is introduced. The basic assumption of the method is that: when the angle between the two sample points and the estimated point is \( \beta \leq 360^\circ / n \) (“n” is the number of sample points known), the azimuth between the sample points has blocking effect, the weight value of the blocked sample points will decrease, the degree of reduction is determined “T”. The sample points blocked completely will be removed (\( T = 0 \)). When \( \beta > 360^\circ / n \), there is no blocking effect between sample points. At this time, \( T = 1 \). According to the literature [21], it can be seen that it is not scientific that the numerical value of the weight index is 2. When the sample points are sparse, the weight index should be appropriately increased to improve the interpolation accuracy. Of course, the weight index should not be too high. Considering the calculation complexity and calculation accuracy, the upper limit of the weight index is set as 5. Therefore, based on the azimuth relation between the sample points, it is stipulated that when the angle sum between a sample point and two adjacent sample points on both sides and the estimated point is \( \alpha_1 + \alpha_2 \leq 360^\circ / n \), the sample point distribution is dense, and its weight index harmonic coefficient is \( K = 2 \). Otherwise, when \( \alpha_1 + \alpha_2 > 360^\circ / n \), the sample points are sparse. In this case, according to the different sparsity, the value of the harmonic coefficient of the weight index is also different, which can be divided into the following three cases to judge sparsity. When \( \alpha_1 < 360^\circ / n \lor \alpha_2 < 360^\circ / n \), the sparsity is small, the numerical value \( K = 3 \); When \( \alpha_1 \geq 360^\circ / n \lor \alpha_2 \geq 360^\circ / n \), the sparsity is moderate, the numerical value \( K = 4 \); When \( \alpha_1 > 360^\circ / n \lor \alpha_2 > 360^\circ / n \), the sparsity is large, the numerical value \( K = 5 \).

In order to illustrate this basic hypothesis more vividly, a schematic diagram of blocking and sparse and dense distribution between the sample points is drawn. As shown in Fig.1, \( Z_1 \sim Z_5 \) is the known sample point, \( Z_0 \) is the estimated point. According to the basic assumption, the judging angle of the relation of blocking and sparsity is \( 72^\circ (360^\circ / 5) \). In figure (a), Angle between any two sample points and the estimated point is greater than \( 72^\circ \), there is no blocking between the sample points, and the distribution is sparse and uniform. In figure (b), the Angle \( \beta \) of the three groups of sample points(\( Z_1 \) and \( Z_2, Z_3 \) and \( Z_5 \), \( Z_2 \) and \( Z_3 \) and \( Z_5 \) )and the estimated points \( Z_0 \) are all smaller than \( 72^\circ \), so \( Z_1 \) occludes \( Z_2 \) and \( Z_5 \). \( Z_2 \) occludes \( Z_5 \). \( Z_3 \) and \( Z_4 \) have no occlusion relations with other sample points.

In addition, the angle sum \( \alpha \) between two groups of sample points (\( Z_1 \) and \( Z_2, Z_1 \) and \( Z_5 \)) and the estimated points are less than \( 72^\circ \), so the distribution of sample points \( Z_1 \) is dense, while the distribution of other sample points is sparse. In figure (c), all known sample points are clustered on one side, and angle \( \beta \) between any two sample points and the estimated point is less than \( 72^\circ \), so there is a blocking relationship between all sample points. In addition, the angle
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sum $\alpha$ between the sample point ($Z_1, Z_4, Z_5$) and two adjacent sample points on both sides and the estimated point is less than 72°, so their distribution is dense.

However, in figure (c), this sample point is less likely to be gathering on one side. The general distribution of sample points is shown in figure (a) and figure (b).

**B. METHOD EXPRESSION**

According to the discussion of the basic hypothesis, compared with the traditional IDW algorithm, this chapter proposes an adaptive method to allocate the weight index based on the azimuth relation between the estimated point and the known sample point. The expression of the method is shown in formula 1

$$Z_0 = \frac{\sum_{i=1}^{n} \frac{t_i}{d_i^2} Z_i}{\sum_{i=1}^{n} \frac{t_i}{d_i^2}}$$

In formula, $Z_0$ is an estimated point, $Z_i$ is the known sample point. $d_i$ is the distance between the known sample point ith and the estimated point. $t_i$ is the harmonic weight coefficient of the blocking relation between the known sample points. $k_i$ is the harmonic coefficient of the weight index. The expression of $t_i$ is shown in formula 2:

$$t_i = \begin{cases} 1 & i = 1 \\ \prod_{j=1}^{i-1} \sin^k \theta_{ij} & i = 2, 3, \ldots, n \end{cases}$$

In formula 2, $k_i$ is the harmonic coefficient of the weight index, and $i, j$ represents the known sample points ith and jth. The sequence number of the sample points is sorted according to the distance to the estimated point $Z_0$. It is that the first known sample point is the closest to the estimation point, which means that no sample point covers the first sample point, when $t_1 = 1$, the sample point nth is the most distant from the estimation point. $\theta_{ij}$ represents the angle between the line connecting of the second sample points $(i, j)$ and the midline of crossing the estimation point (taking an acute Angle or right Angle), and $\sin^k \theta_{ij}$ represents the expression of the degree to which the sample point ith is blocked by the sample point ith, as shown in formula 3:

$$\sin^k \theta_{ij} = \begin{cases} 1 & \beta_{ij} > 360°/n \\ \left(1 - \cos^2 \theta_{ij}\right)^{k/2} & \beta_{ij} \leq 360°/n \end{cases}$$

In formula 3, $k_i$ is the harmonic coefficient of the weight index, $\beta_{ij}$ represents the Angle between the $P_i$ and the $P_j$ known sample point and the estimated point. According to the basic hypothesis, when $\beta_{ij} > 360°/n$ (”n” is the number of known sample points), there is no occlusion between the $P_i$ and the $P_j$ known sample points. Otherwise, there is occlusion.

In order to clearly illustrate the relationship between the $\sin^k \theta_{ij}$ and the degree of shielding, according to $\sin^k \theta_{ij}$ varying with the position of the sample point, the degree of shielding is illustrated in figure 2. $Z_0$ represents the estimated point, $Z_i$ and $Z_j$ represents the $P_i$ and $P_j$ known sample points.

Fixed $Z_j$, the distance of $Z_i$ and $Z_0$ was gradually shorten. In this process, it is easy to see intuitively that the degree of blocking of $Z_j$ to $Z_i$ gradually decreases. From the details, the Angle between the line connecting of the two sample points and the median line of crossing the estimation point gradually increases. According to formula 2, the harmonic weight coefficient ($t_i$) reflecting the occlusion relationship gradually increases, so the degree of occlusion gradually decreases. Until the position of $Z_i, Z_j$ and $Z_0$ into an isosceles triangle, at the same time, $\theta = 90°, t_i = 1$, the occlusion relationship $Z_i$ to $Z_j$ is completely eliminated. It can be seen from this process that if two known sample points have occlusion relations, $\theta$ fall in between 0° and 90°, the occlusion relationship will gradually change with the change of $\theta$.

The harmonic coefficients of weight index ($k_i$) in formula 1, 2 and 3 are all the same, and their expressions are shown in formula 4:

$$k_i = \begin{cases} 2 & \alpha_1 + \alpha_2 \leq 360°/n \\ 3 & \alpha_1 + \alpha_2 > 360°/n \land \alpha_1 < 360°/n \land \alpha_2 < 360°/n \\ 4 & \alpha_1 + \alpha_2 > 360°/n \land \alpha_1 \geq 360°/n \lor \alpha_2 \geq 360°/n \\ 5 & \alpha_1 + \alpha_2 > 360°/n \land \alpha_1 > 360°/n \land \alpha_2 > 360°/n \end{cases}$$

In formula 4, $\alpha_1, \alpha_2$ represents the angle between the known sample point ith and the line connecting the two adjacent sample points with the estimated point. According to the literature [20], the weight index should be improved in sparse sample points to obtain more accurate interpolation accuracy. According to the explanation of the basic hypothesis, it is stipulated that when the angle sum between the line connecting of the known sample point and its two adjacent sample points or the estimated point is $\alpha_1 + \alpha_2 \leq 360°/n$, the sample point distribution is dense and its weight index harmonic coefficient is $k_i = 2$. Otherwise, when $\alpha_1 + \alpha_2 > 360°/n$, the sample points are sparse. In this case, according to the different sparsity, the harmonic coefficient of the weight index is also different.

**FIGURE 2.** The illustration of the sample point changes in the degree of occlusion with $\sin^k \theta_{ij}$. [Diagram of sample point distribution and angle]
Z_10 is blocked by Z_1, Z_8 and Z_3 is blocked by Z_2, Z_7 and Z_8 is blocked by Z_3. For the weight index, only the sum of the Angle between Z_8 and Z_2, Z_8 and Z_3 and the estimated points is less than \( \beta \), while all other sample points are greater than \( \beta \). In conclusion, according to formula 1 and 4, the calculation formula of the estimated point \( Z_0 \) is (5), as shown at the bottom of the next page.

In formula 5, \( d_1 \) represents the distance between each sample point and estimated point, and \( \theta \) represents the angle between the line connecting of two sample points and the midline of crossing the estimated point. After processing with this method, the sample points occluded completely are removed to make the distribution of the sample points more uniform. At the same time, the sparseness degree of the distribution of the sample points can also be judged to make the weight index self-adaptive configuration.

### C. PROXY MODEL BASED ON ROBOT BEHAVIOR

It is not realistic to obtain the difference \( V_d(c) \) between all the simulation behaviors and real robot behavior. Therefore, the proxy model technique is used to approximate the behavior difference \( V_d(c) \), according to the limited real behavior of difference, the difference of the unknown behavior was estimated approximately. There is no need to conduct a large number of transplantation evaluation experiments on the real robot, so as to improve the efficiency of experiments. Based on the improved the inverse distance weighting method proposed, a proxy model of the difference between simulation behavior and the behavior of real robot can be constructed, which not only guarantees the experimental efficiency but also improves the accuracy of the model. The agent model based on robot behavior is described below.

It is defined that the aggregation of a set of controllers of the robot is represented with \( \phi \) during the simulation, and \( \phi_T \) represents a set of controllers that have been migrated. The difference value \( V_d^\phi(c)|c \in \phi \) between the simulation and the real robot behavior to be estimated is regarded as the estimation point and the real behavior difference value \( V_d(c)|c \in \phi_T \) transplanted is regarded as the known sample point. The difference of behavior is caused by the difference of individual robot controller. Therefore, the distance between the known sample point and the estimated point is defined as the difference between the controllers. The difference between controllers can be calibrated by several behavior indexes \( b(c) = \{b_1, b_1, \ldots, b_n\} \) in simulation. For example, the fitness function value based on the controller in simulations and the centroid of the robot can be taken as the behavior indexes in mobile tasks. \( b(c) \) is defined as \( \{\text{fitness, center}\} \). Therefore, the difference between any two controllers c and c’ can be compared numerically by behavioral indicators, as shown in formula 6:

\[
d(c, c') = \|b(c) - b(c')\|
\]  

(6)

To sum up, combined with formula 6 of the improved the inverse distance weighting method, this agent model of a difference value between simulation and real robot behavior...
is established, as shown in formula 7:

$$V_d^*(c) \mid_{c \in \varphi} = \max \left( \frac{\sum_{c_i \in \varphi} I_i}{\sum_{c_i \in \varphi} d(c_i, c)} \right)$$

(7)

According to formula 7, the unknown behavior difference value can be estimated approximately according to the difference between the finite and accurate simulation and the behavior of the real robot, so as to improve the efficiency of the experiment. Compared with the traditional inverse distance weighting method, this proxy model is based on an improved inverse distance weighting method, the accuracy of interpolation is higher. In addition, according to the standard of transplantation, at most one controller is transplanted to the real robot in the course of evolution of every generation population. If it meets the conditions of transplantation, it would produce a new difference value between accurate simulation

$$Z_0 = \frac{Z_1}{d_1^2} + \frac{Z_2}{d_2^2} + \frac{Z_3 \sin^2 \theta_{32}}{d_3^2} + \frac{Z_4}{d_3^2} + \frac{Z_5}{d_5^2} + \frac{Z_6}{d_5^2} + \frac{Z_7 \sin^2 \theta_{10}}{d_5^2} + \frac{Z_8 \sin^2 \theta_{18} \sin^2 \theta_{38}}{d_5^2} + \frac{Z_9 \sin^2 \theta_{13}}{d_6^2} + \frac{Z_10 \sin^2 \theta_{10}}{d_{10}^2}$$

(5)
and real robot behavior. As a new known sample point, it is added to the calculation of the proxy model, so that the proxy model can be modified continuously and the accuracy can be improved gradually in the whole optimization process.

Combined with the discussion in this section, the calculation flow chart of the difference value agent model between simulation and real robot behavior based on inverse distance weight method is drawn, as shown in figure 7. The symbols of the formulas in the figure have the same meanings as the symbols mentioned in this section.

III. TRANSPLANTATION METHOD

The optimization goal of transplantation method is fitness function value and portability, in the process of evolution to evaluate a robot individually. First of all, based on the given task, the robot individuals with good fitness function values were found. Then the proxy model is used to find the individual robot whose behavior difference value between simulation and a real robot is smaller, in other words, the individual possesses good portability.

In addition, in the process of evolution assessment, the number of transplantations should be reduced to further improve the experimental efficiency. Discussed in literature [22], [23], in order to keep the behavior of robot individual species diversity and decrease the number of transplantations, and we can set up a threshold value $\delta$ that it is the behavior difference value between simulation and the real robot. Only when the difference value of behavior between the minimum approximation simulation and the real robot is greater than this threshold value, it meets the expression $\text{min}[V^*_d(c)] \geq \delta$, it can be allowed to transplant the robot individual to the real robot. If it does not meet this condition, it cannot be allowed to transplant. The threshold value is set based on human experience, it is one or two percent of the transplant number of targets.

This chapter still uses the heterogeneous modular robot evolution designer (Edmor system [24]) integrated with JEAR (Java Evolutionary Algorithm Framework) [25] and V-REP (Virtual Robot Experimentation Platform) [26] emulator as the evolution Platform. Using EMeRGE modular robot as the implementation robot [27]. The coding method, the simulation model, and the evaluation method are the same as those described before. However, due to the inclusion of the portability evaluation index, the evolutionary strategy needs to be adjusted.

There exists a trade-off relationship between fitness function value and portability. Therefore, the optimal solution based on the evolution of the transplantation method is not necessarily the highest fitness function value, but the compromise and tradeoff between fitness function value and portability, a robot individual of the better fitness function value and portability is the optimal solution. Therefore, the selection operator of evolutionary strategy is adjusted, instead of taking a single fitness function as the selection criterion for the optimal individual, portability was added as the second selection index. After the adjustment, the selection operator is that the bottom 10% of the individuals in the population were removed, and the robot individuals generated randomly with a small number of modules and robot individuals with better fitness function value and portability were supplemented.

A. ALGORITHM PROCESS

Different from the traditional evolution method in simulation, the evolution evaluation process of the transplantation method is a way of evolution of simulation combined with the real robot: In other words, the fitness function value of each robot individual and the behavior difference value between the simulation and the real robot based on the proxy model are obtained through the evolution of the individual robots of each generation in the simulation environment. According to the portability standard, the minimum behavior difference was selected to compare with the threshold value, the real robot behavior can be obtained by transferring the robot individual meeting condition to a real robot for evaluation. Based on this, the behavior difference between the new accurate simulation and the real robot is calculated, which is added to the proxy model as a new known sample point to update and modify the proxy model. Then, according to the evolutionary strategy, the evolution of the next-generation robot population was started and the process was repeated until the end of evolution. The specific algorithm process is shown as follows:

(1) After the evolution parameters are configured, the individual robots of the first-generation population are evolved based on the given task in the simulation environment, and the fitness function value of each individual robot is obtained. At least three different robot individuals were randomly selected and transplanted to the real robot, and the difference value between their accurate simulation and the behavior of the real robot was calculated as the initial sample point of the agent model.

(2) We can carry out the evolution of the second-generation robot population in the simulation environment, and obtain the fitness function value and behavior performance of each robot individual. According to the agent model, the difference value between the approximate simulation of each robot individual and the behavior of the physical robot is calculated, then, we choose the smallest behavior difference among them to compare with the threshold. An individual robot that meets the transplant criteria $\text{min}[V^*_d(c)] > \delta$ is transplanted to a real robot for evaluation to evaluate. Based on this, the behavior difference between the new accurate simulation and the real robot is calculated, which is added to the proxy model as a new known sample point to update and modify the agent model.

(3) the evolution of the next-generation robot starts in the simulation environment according to the evolutionary configuration parameters. Repeat steps (2) and (3) until evolution is complete.

The algorithm flow chart of the transplantation method is shown in figure 5. It can be seen from the transplantation
process that this method does not need strict preconditions and is widely applicable, compared with other methods to solve the “reality gap”.

B. CASE STUDY
The example task is defined as the distance that the modular robot can walk in a straight line on a plane within 30 seconds. Simulation and the real robot behavior difference is the difference between the moving distances of the two. “S” is used to indicate the distance that the modular robot moves from the origin in the simulation, and R is the distance that the modular robot moves from the origin in practice, the normalized Mean square error (nMSE) is used to represent the difference between the exact simulation and the behavior of the physical robot, as shown in formula 8:

\[ V_d(c) = \sum_{t=1}^{T} \frac{(S_t - R_t)^2}{S \cdot R} \]  

(8)

In the formula, \( \bar{S}, \bar{R} \) represents the mean value of “S” and “R”, respectively, “t” represents the evaluation time, and “T” is the set evaluation time, “c” represents the controller after the evolution of the individual robot.

The difference in the behavior of any two individual robots is the difference between their controllers, which can be calibrated by the behavioral indicators in the simulation. There are also differences in behavioral indicators for different execution tasks. This example is a straight-line movement task based on a plane. Obviously, the moving distance and the change of the centroid change of the modular robot in the moving process are important characteristics that reflect its behavior. Therefore, the moving distance and the centroid height of the robot are defined as behavioral characteristic parameters, namely \( b(c) = \{ \text{fitness}, \text{center} \} \). Based on the behavior characteristic parameters, the behavior difference of any two controllers can be obtained, as shown in formula 8. Combined with the precise behavior difference defined by formula 7, an agent model of behavior difference between simulation and a real robot can be established. Then the transplantation method is used to evolve the modular robots composed of five different modules on the evolution platform, in order to find out the modular robot special individuals with longer moving distance and better portability under each type of form.

IV. THE EXPERIMENTAL RESULTS
In section III-A, the configuration problem of evolutionary parameters is analyzed, that is, in the case of approximate convergence, based on the trade-off between the accuracy of evolutionary results and the number of iterations is determined according to prior experience and evolutionary goals. Therefore, the configuration parameters of the evolutionary algorithm in this chapter are also set based on the above principles: The evaluation time is the 30s, the population number is 24, the maximum number of modules is 9, the operation times of each type of module form is 20, and the threshold value of behavior difference is \( \delta = 0.15 \) (the transplantation times is 15 and the weight coefficient is 1%). When the evolution process reaches the target number of transplants, evolution stops.

Figure 6 shows the fitness function values of the simulated modular robot and the corresponding physical robot, based on the optimal solution of the planar linear movement task, constructed by five different types of module forms under 20 different evolutionary runs. Figure (a) is the value obtained based on an improved inverse distance weighting method, figure (b) is the value obtained based on the inverse distance weighting method. The vertical axis represents the moving distance, and the horizontal axis represents the modular robots constructed by five types of module forms. Because the data is not normally distributed, the mean and standard deviation cannot be used to plot the error graph of the two. Therefore, the error plots of the median and the first quantile (25%) and the third quantile (75%) of the fitness function values of the robot based on the optimal solution of 20 independent evolutions were drawn. Table 1 shows the simulation of the optimal robot constructed by five types of modules and the fitness function value (the moving distance) of the
FIGURE 7. Examples of video screenshot of five best physical robot assembled by Type 1 to Type 5 modules for locomotion in the simulation and reality at \( t = 5s, t = 10s, t = 15s, t = 30s \) moment.

physical robot based on the improved inverse distance weight method and inverse distance weight method.

It can be seen from the results of figure 9 and table 1, compared with the conventional inverse distance weighting method, a transplantation method based on the improved inverse distance weighting method. The fitness function value of real robot is closer to the fitness function value of its corresponding simulation, overcoming a "reality gap" problem well, narrowing the performance difference about the modular robot simulation and reality, improving the portability of modular robots.

Figure 7 respectively shows the time when \( t = 5s, t = 10s, t = 15s, \) and \( t = 30s \), the motion video screenshots of the optimal individual robots based on the evolution of the five types of modules in simulation and practice, that is, a robotic feature with good fitness function values and portability. A yellow scale with a length of two meters is placed in the figure as a reference. It can be seen from the motion video screenshot that the action behavior of the robot in the simulation is close to that of the corresponding physical robot, which proves once again that the migration method not only reduces the difference between the fitness function values of the simulation and the physical robot but also reduces the difference in action behavior between the two and indicates that this transplantation method is effective.

In addition, in order to verify that the improved inverse distance weighting method has higher interpolation precision than the traditional inverse distance weighting method. These two methods are used to establish their respective proxy models based on the behavior data generated by the above-mentioned 20 evolutionary processes, respectively to compare the approximate behavior difference value and precise behavior difference value, it is that the different degree between the estimated value and real value. During the 20 evolutionary processes with the transplantation method, the inverse distance weighting method transplanted a total
TABLE 1. Display the simulation and reality fitness of the best robots assembled by modules from type 1 to type 5 for 20 independent evolutionary runs for locomotion.

| Type   | Moving distance (unit: mm) | Improved inverse distance weighting method | Inverse distance weighting method |
|--------|---------------------------|--------------------------------------------|----------------------------------|
|        | Simulation value          | 1370                                       | 1190                             |
| one    | Actual value              | 1150                                       | 810                              |
|        | Simulation value          | 1210                                       | 1030                             |
| two    | Actual value              | 1100                                       | 820                              |
|        | Simulation value          | 1420                                       | 1120                             |
| three  | Actual value              | 1200                                       | 830                              |
| four   | Simulation value          | 2010                                       | 1810                             |
|        | Actual value              | 1810                                       | 1350                             |
| five   | Simulation value          | 1110                                       | 1000                             |
|        | Actual value              | 1020                                       | 800                              |

of 300 robot individuals (15 transplants per run, $\delta = 0.15$), and the improved inverse distance weighting method transplanted 300 robot individuals (15 transplants per run, $\delta = 0.15$). The interpolation of the inverse distance weighting method is drawn by ArcGIS Pro, which is used to analyze and predict values related to spatial or spatiotemporal phenomena, and the improved inverse distance weighting method interpolation program is completed by python.

The experimental results are shown in Fig. 8, Fig. (a) is the calculation result based on the inverse distance weighting method, and Fig. (b) is the calculation result based on the improved inverse distance weighting method. The vertical axis $Y$ represents the approximate behavior difference value of the estimate, and the horizontal axis $X$ represents the exact behavior difference value. The dotted line represents the fitting curve of the interpolation points, while the solid line represents the fitting curve of the exact value, and the more the dotted line trend coincides with the solid line, the better the interpolation effect is. It can be seen from the figure that the trend of the dotted line of the improved inverse distance weighting method is closer to the solid line, and the interpolation effect and accuracy are better than that of the inverse distance weighting method. In addition, the discrete points of the difference value in behavior are mainly concentrated in $[1 \sim 3]$, which also indirectly indicates that the behavior difference between simulation and the physical robot is narrowed. Therefore, compared with the inverse distance weighting method, the improved inverse distance transplantation method improves the portability of the robot individual and the accuracy of the agent model.

V. CONCLUSION

The improved inverse distance weighting method based on the azimuth relation of the sample is proposed in this chapter, which can make the sample points evenly distributed and can also configure the weight index adaptively, and improve the efficiency and accuracy of interpolation. Then the agent model of the difference between robot simulation and entity behavior is established. Based on agent model technology, the algorithm flow of the migration method is studied. Finally, based on the plane moving task, the portability of the modular robot consisting of EMERGE modules of different shapes and types was experimentally studied, and compared with the transplantation method based on the inverse distance weight transplantation method. The experimental results of
simulation and the physical robot show that this method is easy to use and applies widely, the information of other real robots can be predicted according to the limited evolutionary data of real robots, we don’t have to do all the evaluation experiments on a physical robot, it can effectively reduce the performance difference between the results of simulation and the physical robot caused by “reality gap” problem, and improves the portability of modular robots.
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