ERGODIC THEOREMS WITH ARITHMETICAL WEIGHTS

Christophe Cuny, Michel Weber

To cite this version:

Christophe Cuny, Michel Weber. ERGODIC THEOREMS WITH ARITHMETICAL WEIGHTS. 2016. hal-01261291

HAL Id: hal-01261291

https://hal.archives-ouvertes.fr/hal-01261291
Submitted on 25 Jan 2016

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.
ERGODIC THEOREMS WITH ARITHMETICAL WEIGHTS

CHRISTOPHE CUNY AND MICHEL WEBER

Abstract. We prove that the divisor function \( d(n) \) counting the number of divisors of the integer \( n \), is a good weighting function for the pointwise ergodic theorem. For any measurable dynamical system \((X,\mathcal{A},\nu,\tau)\) and any \( f \in L^p(\nu) \), \( p > 1 \), the limit
\[
\lim_{n \to \infty} \frac{1}{\sum_{k=1}^n d(k)} \sum_{k=1}^n d(k)f(\tau^k x)
\]
evenly exists \( \nu \)-almost everywhere. The proof is based on Bourgain’s method, namely the circle method based on the shift model. Using more elementary ideas we also obtain similar results for other arithmetical functions, like the \( \theta(n) \) function counting the number of squarefree divisors of \( n \) and the generalized Euler totient function \( J_s(n) = \sum_{d|n} d^s \mu(\frac{n}{d}) \), \( s > 0 \).

1. Introduction

Let \((X,\mathcal{A},\nu,\tau)\) be a measurable dynamical system. Birkhoff’s pointwise ergodic theorem states that for any \( f \in L^1(\nu) \), the limit
\[
\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} f(\tau^k x) = \bar{f}(x)
\]
evenly exists \( \nu \)-almost everywhere and in \( L^1(\nu) \), and \( \bar{f} = \int f d\nu \) if \( \tau \) is ergodic. This fundamental result was the object of many generalizations or extensions. We are interested in this article in extensions of weighted type, more particularly in extensions in which the weights are built based on the shift model. Using more elementary ideas we also obtain similar results for other arithmetical functions, like the \( \theta(n) \) function counting the number of squarefree divisors of \( n \) and the generalized Euler totient function \( J_s(n) = \sum_{d|n} d^s \mu(\frac{n}{d}) \), \( s > 0 \).

Definition 1.1. A function \( h : \mathbb{N} \to \mathbb{C} \) is multiplicative (resp. additive) if for every \( m, n \in \mathbb{N} \) with \( m \wedge n = 1 \), \( h(mn) = h(m)h(n) \) (resp. \( h(mn) = h(m) + h(n) \)).

Theorem A. Let \( h \) be a non-negative multiplicative function and let \( H(n) = \sum_{k=1}^n h(k) \), \( n \geq 1 \). Assume that there are positive constants \( C_1, C_2, C_3, C_4 \) and \( a > 1 \) such that
\[
(i) \sum_{p \leq x} h(p)^a \log p \leq C_1 x, \quad (ii) \sum_{p \nu \geq 2} h(p)^a \log p \leq C_2, \quad (iii) \sum_{p \leq x} h(p) \log p \geq C_3 x \text{ for } x \geq C_4.
\]
Let \( X_1, X_2, \ldots \) be i.i.d. integrable random variables. Then \( \lim_{n \to \infty} \frac{1}{H(n)} \sum_{k=1}^n h(k)X_k \overset{\text{a.s.}}{=} \mathbb{E} X_1 \).

As a consequence, the weighted strong law of large numbers holds with \( h(n) = d(n) \) (and even for \( h(n) = d(n^l) \) with \( l \geq 1 \) integer and real \( \alpha > 0 \)). Theorem A is obtained by showing that the combinatorial criterium of Jamison, Orey and Pruitt [15] is satisfied under the above set of conditions. Note the arithmetical nature of the assumptions made. Even in the particular case of the divisor function, the proof goes through elaborated arithmetical analysis.

This work was partly carried out during the first author’s visit to Ben-Gurion University, supported by its Center for Advanced Studies in Mathematics, and also during his invitation at the IRMA Institute, Strasbourg, and during the second author’s visit at the Department of Mathematical Sciences, Trondheim, Norway.
Similar results are also obtained for complex valued additive functions (see also Berkes-Muile-Werber [3]. In particular, the conclusion of Theorem A holds when \( h(n) \) is either of the following:

\[
\begin{align*}
\omega(n) &:= \sum_{p|n, p \neq \infty} 1; \\
\Omega(n) &:= \sum_{p|n, p \neq \infty} p.
\end{align*}
\]

Our goal is to study whether the a.s. convergence in Theorem A still holds when \( X_k = f \circ \tau^k \) (\( f \in L^p(\nu) \)) for either of the above mentioned choices of \( h \) as well as for other natural arithmetical functions that we shall describe later.

Introduce the necessary notations. For a sequence \((w_k)_{k \geq 1}\) of real numbers (weights) such that \( W_n := \sum_{k=1}^{\infty} |w_k| \neq 0 \) and \( W_n \to \infty \), we define the weighted averages

\[
A_n^w f := \frac{1}{W_n} \sum_{k=1}^{n} w_k f \circ \tau^k.
\]

We are interested in their almost everywhere convergence.

We say that \((w_k)_{k \geq 1}\) is a good weight for the dominated ergodic theorem in \( L^p \), \( p \geq 1 \), if there exists \( C_p > 0 \) such that for every (ergodic) dynamical system \((X, A, \nu, \tau)\) and every \( f \) in \( L^p \),

\[
\left\| \sup_{n \geq 1} \frac{\left| \sum_{1 \leq k \leq n} w_k f \circ \tau^k \right|}{W_n} \right\|_p \leq C_p \|f\|_p.
\]  

(1.1)

We say that \((w_k)_{k \geq 1}\) is a good weight for the weak dominated ergodic theorem in \( L^p \), \( p \geq 1 \), if there exists \( C_p > 0 \) such that for every (ergodic) dynamical system \((X, A, \nu, \tau)\) and every \( f \) in \( L^p \),

\[
\left( \sup_{\lambda > 0} \lambda^{p} \mu \left( \sup_{n \geq 1} \frac{\left| \sum_{1 \leq k \leq n} w_k f \circ \tau^k \right|}{W_n} \geq \lambda \right) \right)^{1/p} \leq C_p \|f\|_p.
\]  

(1.2)

We also say that \((w_k)_{k \geq 1}\) is a good weight for the pointwise ergodic theorem in \( L^p \), \( p \geq 1 \), if for every (ergodic) dynamical system \((X, A, \nu, \tau)\) and every \( f \) in \( L^p \), \((\frac{1}{n} \sum_{1 \leq k \leq n} w_k f \circ \tau^k) / W_n\)

converges \( \nu \)-a.s. Alternatively, when the weights are generated by an arithmetical function \( w \), we say that \( w \) is a good weighting function.

Before stating our results, let us introduce few arithmetical functions. We refer the reader for instance to the classical book of Hardy and Wright [13] for an introduction to arithmetical functions used here, and related results concerning their order of magnitude. For an easy introduction to the Dirichlet convolution, we also refer to [19], which further contains many examples and results. Using properties of the Dirichlet convolution, it will also follow that the above result remains true for other arithmetical weights. Recall that the Möbius function \( \mu(n) \) is defined by

\[
\mu(n) = \begin{cases} 
1 & \text{if } n = 1, \\
0 & \text{if } p^2|n, \\
(-1)^k & \text{if } n = p_1 \ldots p_k.
\end{cases}
\]  

(1.3)

Let \( \lambda(n) := (-1)^{\Omega(n)} \) be the Liouville function. For every \( s \in \mathbb{R} \), let \( \sigma_s(n) := \sum_{d|n} d^s \) the function sum of \( s \)-th powers of divisors. Let \( \theta(n) \) be the multiplicative function counting the number of squarefree divisors of \( n \), and let \( J_s(n) \) be the generalized Euler totient function. Recall that \( \theta(k) = 2^{\omega(k)} \) and \( J_s(n) = \sum_{d|n} d^s \mu(\frac{n}{d}) \). The classical Euler totient function \( J(n) \) counting the number of integers \( k \) less than \( n \) and such that \( k \wedge n = 1 \) corresponds to the case \( s = 1 \).

Theorems 1.2 and 1.3 below are based on elementary arguments from ergodic theory combined with results and/or arguments from number Theory, hence do not make use of Bourgain’s method. For the proof of Theorem 1.2, see Theorem 3.8 and Corollary 2.4. For the proof of Theorem 1.3, see Theorem 2.5 (and the remark after it). Let us notice that the conclusion of Theorem 1.2 has been first obtained by El Abdalaoui, Kulag-Przynus, Lemanczyk and de la Rue [11] in the case of \( \mu \) and by Rosenblatt and Wierdl [21] in the case of \( |\mu| \) (see remark 3.9 below).

**Theorem 1.2.** The functions \( \mu, \lambda \) and \( |\mu| \), the functions \( J_s, s > 0 \), and the function \( \sigma_s, s \neq 0 \) are good weighting functions for the dominated ergodic theorem in \( L^p \), \( p > 1 \), the weak dominated ergodic theorem in \( L^1 \) and the pointwise ergodic theorem.
Theorem 1.3. The functions $\omega$ and $\Omega$ are good weighting functions for both the dominated ergodic theorem and the pointwise ergodic theorem in $L_p$, $p > 1$.

In the next Theorem, the proof in the case of the divisor function $d$ rely on Bourgain’s method. Then, the result for the function $\theta$ is derived from the one for $d$ combined with one of our elementary result. For the proofs, see Theorem 3.11 and Section 8.

Theorem 1.4. The divisor function $d$ and the function $\theta$ are good weighting functions for both the dominated ergodic theorem and the pointwise ergodic theorem in $L_p$, $p > 1$.

Remark 1.5. A natural question concerns the validity in $L^1$ of the last two theorems. We strongly believe that Theorem 1.4 for instance, is no longer true in $L^1$, and further (basing us notably on the negative $L^1$-result for the ergodic theorem along the primes see LaVictoire [18]) that a proof of this should be very difficult.

Our work follows the general principles of ergodic theory, which we briefly recall (see for instance [25, Chapter 5]). Let $1 \leq p < \infty$. By the Banach principle, the set

$$T = \{ f \in L^p(\nu) : (A^\nu_n f)_{n \geq 1} \text{ converges } \nu - \text{almost everywhere} \}$$

is closed in $L^p(\nu)$, if and only if there exists a non-increasing function $C: \mathbb{R}^+ \to \mathbb{R}^+$, with $\lim_{\alpha \to \infty} C(\alpha) = 0$, and such that for any $\alpha \geq 0$ and any $f \in L^p(\nu)$,

$$\nu\{ \sup_{n \geq 1} |A^\nu_n f| > \alpha \| f \|_p \} \leq C(\alpha).$$

If $\tau$ is ergodic and $p > 1$, by the continuity principle $C(\alpha) = O(\alpha^{-p})$. The study thus amounts to establishing a maximal inequality and to exhibit a dense subset of $L^p(\nu)$ for which the convergence almost everywhere already holds.

The paper is organized as follows. In Section 2, we derive from the dominated and the pointwise ergodic theorem (in $L^p$, $p > 1$) several weighted ergodic theorems where the weights are mainly additive arithmetical functions. We use a Theorem of Delange [9] and the Turán-Kubilius inequality (see e.g. [24]), as well as the result of Davenport and of Bateman and Chowla for the case of the Möbius and Liouville functions respectively.

In Section 3, we consider the following problem. Given a good weighting function $a$ and another arithmetical function $b$, we study the conditions under which the Dirichlet convoluted function $a * b$ is again a good weighting function. We recall that $a * b$ is defined by $a * b(n) = \sum_{d|n} a(d) b(n/d)$. After having first proved some lemmas a bit in the spirit of Wintner’s theorem, we obtain in Proposition 3.4, a general condition showing a kind of conservation property for the dominated ergodic theorem under the action of the Dirichlet convolution product. We next apply it and show that the sum of $s$-powers of divisors of $k$, $s \neq 0$, the number of squarefree divisors of $k$, the generalized Euler totient function and the modulus of Möbius function are good weighting functions for the dominated ergodic theorem in $L^p$, $p > 1$, and for the pointwise ergodic theorem in $L^p$, $p \geq 1$.

In section 4, Bourgain’s approach is briefly described, essentially the key steps are presented. In section 5, several estimates concerning the divisor exponential sums $D_n(x) = \sum_{1 \leq k \leq n} d(k)e^{2ik\pi x}$ are proved, depending on the proximity of $x$ to rationals with small or large denominators. We proceed rather simply and will not for instance use Voronoï’s identity, nor need elaborated estimates.

In the two next sections, we apply Bourgain’s approach. In Section 6, we use Fourier analysis to establish maximal inequalities related to auxiliary kernels. In Section 7, we explain how to derive good approximation results with suitable Fourier kernels to which we can apply the previous maximal inequalities. Theorem 1.4 is proved in section 8.

2. Derivation Results from Birkhoff’s Theorem.

For a sequence $(a_n)_{n \geq 1}$, define also $\tilde{A}_n := A_n/n$. We have the following automatic dominated ergodic theorems.
Lemma 2.1. Let \((a_n)_{n \geq 1}\) be a sequence of non-negative numbers. Assume that there exists \(C > 0\) and \(m > 1\) such that for every \(n \geq 1\), \(\sum_{k=1}^{n} a_k^n \leq Cn\tilde{A}_n^m\). Then, for every \(r > m/(m-1)\), \((a_n)_{n \geq 1}\) is good for the dominated ergodic theorem in \(L^r\). Moreover, \((a_n)_{n \geq 1}\) is good for the weak dominated ergodic theorem in \(L^{m/(m-1)}\).

Proof. Let \((X, \mathcal{A}, \nu, \tau)\) be a dynamical system and let \(f \in L^r(\nu)\), for some \(r \in [m/(m-1), +\infty)\). By Hölder inequality, we have, with \(m^r := m/(m-1)\)

\[
\left| \sum_{k=1}^{n} a_k f \circ \tau^k \right| \leq \left( \sum_{k=1}^{n} a_k^m \right)^{1/m} \left( \sum_{k=1}^{n} |f \circ \tau^k|^m \right)^{1/m^r} \leq C^{1/s} n^{1/s} \tilde{A}_n \left( \sum_{k=1}^{n} |f \circ \tau^k|^m \right)^{1/m^r} = C^{1/s} A_n \left( \sum_{k=1}^{n} |f \circ \tau^k|^m \right)^{1/m^r}.
\]

The results follow from the dominated ergodic theorems for the usual ergodic averages. \(\square\)

We now give a version of Lemma 2.1 corresponding to the case where \(m = \infty\).

Lemma 2.2. Let \((a_n)_{n \geq 1}\) be a sequence of non-negative numbers. Assume that there exists \(C > 0\) such that for every \(n \geq 1\), \(\max_{1 \leq k \leq n} a_k \leq C\tilde{A}_n\). Then, for every \(r > 1\), \((a_n)_{n \geq 1}\) is good for the dominated ergodic theorem in \(L^r\). Moreover, \((a_n)_{n \geq 1}\) is good for the weak dominated ergodic theorem in \(L^1\).

Remark 2.3. Lemmas 2.1 and 2.2 do not apply to the divisor function. To see it, first notice that if \(a_k = d(k)\) then \(A_n \sim \log n\), whereas (see [13], Th. 317) \(\limsup_{n \to \infty} \frac{\log d(n)}{\log \log n} = \log 2\). Hence, Lemma 2.2 does not apply. Now, by Wilson [27, p. 242], for every integer \(m \geq 1\), \(\sum_{k=1}^{n} d(k)^m \sim Cn(\log n)^{2m-1}\) and Lemma 2.1 does not apply.

Proof. By assumption, for every \(f \in L^1(\nu)\), we have

\[
\left| \sum_{k=1}^{n} a_k f \circ \tau^k \right| \leq \frac{A_n}{n} \sum_{k=1}^{n} |f \circ \tau^k|,
\]

and the result follows. \(\square\)

Corollary 2.4. Let \((a_n)_{n \geq 1}\) be a sequence of non-negative numbers. Assume that there exists \(m > 1\) such that

\[
\sum_{k=1}^{n} |a_k - \tilde{A}_n|^m = o(n\tilde{A}_n^m).
\]

Then, for every \(r > m/(m-1)\), \((a_n)_{n \geq 1}\) is good for both the dominated and the pointwise ergodic theorem in \(L^r\). Moreover, \((a_n)_{n \geq 1}\) is good for both the weak dominated and the pointwise ergodic theorem in \(L^{m/(m-1)}\).

Proof. Using that \(a_k^m \leq 2^{m-1}(\tilde{A}_n^m + |a_k - \tilde{A}_n|^m)\), we see that there exists \(C > 0\) such that for every \(n \geq 1\), \(\sum_{k=1}^{n} a_k^m \leq Cn\tilde{A}_n^m\), and Lemma 2.1 applies. By the Banach principle, we just have to prove the pointwise convergence for bounded functions. Let \((X, \mathcal{A}, \nu, \tau)\) be a dynamical system and let \(f \in L^\infty(\nu)\). Let \(K \geq 0\) be such that \(f \leq K\nu\)-a.s.

We have, by Hölder

\[
\left| \sum_{k=1}^{n} (a_k - \tilde{A}_n) f \circ \tau^k \right| \leq Kn^{-1/m} \left( \sum_{k=1}^{n} |a_k - \tilde{A}_n|^m \right)^{1/m} = o(n\tilde{A}_n),
\]

and the result follows. \(\square\)

Theorem 2.5. Let \((g(n))_{n \geq 1}\) be an additive function with values in \(\mathbb{N}\) and such that \(g(p) = 1\) for every prime number \(p\). Assume moreover that there exists \(\beta > 0\), such that for every \(\nu \geq 1\) and every prime number \(p\),

\[
g(p^\nu) \leq \beta \nu \log p.
\]

\[(2.1)\]
Then \((g(n))_{n \geq 1}\) is a good weight for both the dominated and pointwise ergodic theorem in \(L^p\), \(p > 1\).

**Remark 2.6.** It follows from the proof that for every real number \(m \geq 1\), \((g(n)^m)_{n \geq 1}\) is a good weight for the dominated ergodic theorem in \(L^p\), \(p > 1\). When \(m\) is an integer, it is also a good weight for the pointwise ergodic theorem in \(L^p\), \(p > 1\). The theorem applies in particular with \(g(n) = \omega(n)\) and \(g(n) = \Omega(n)\).

**Proof.** Let us recall the following corollary of a deep result of Delange [9]. The corollary corresponds to Theorem 2 (p. 132) with \(\nu = m\) and \(\chi \equiv 1\), provided that (9) in [9] be satisfied. We shall check this below.

**Theorem 2.7.** Let \((g(n))_{n \geq 1}\) be as in Theorem 2.5. For every integer \(m \geq 1\), we have

\[
\sum_{1 \leq n \leq x} g(n)^m = x(\log \log x)^m + O(x(\log \log x)^{m-1}) .
\]

We see that the assumptions of Lemma 2.1 are satisfied for every integer \(m \geq 1\). Hence we have the dominated ergodic theorem.

Let us prove the pointwise convergence of the weighted averages. It suffices to prove the convergence for bounded functions. Let \((X, A, \nu, \tau)\) be a dynamical system. Let \(f \in L^\infty(\nu)\), with \(|f| \leq A\). We agree to denote here and in what follows \(\log \log x = \log(\log(2 + x))\), \(x \geq 1\). We have

\[
\sum_{n=1}^{N} g(n) f \circ \tau^n = (\log \log N) \sum_{n=1}^{N} f \circ \tau^n + \sum_{n=1}^{N} (g(n) - \log \log N) f \circ \tau^n .
\]

By Theorem 2.7 and Birkhoff’s ergodic theorem, \(\sum_{n \leq N} \log \log N \sum_{n \leq k \leq N} f \circ \tau^k\) converges \(\nu\)-a.s. To conclude it suffices to prove that the second term in (2.2) converges \(\nu\)-a.s. to 0.

By Cauchy-Schwarz’s inequality, we have

\[
\left| \sum_{n=1}^{N} (g(n) - \log \log N) f \circ \tau^n \right| \leq A\sqrt{N} \left( \sum_{n=1}^{N} (g(n) - \log \log N)^2 \right)^{1/2} .
\]

Using Theorem 2.7 with \(m = 1\) and \(m = 2\), and \((g(n) - \log \log N)^2 = g(n)^2 - 2g(n)\log \log N + (\log \log N)^2\), we see that there exists \(C > 0\) such that

\[
\left| \sum_{n=1}^{N} (g(n) - \log \log N) f \circ \tau^n \right| \leq C\sqrt{N} (N \log \log N)^{1/2} = o(\sum_{1 \leq n \leq N} g(k)) ,
\]

and the proof is completed.

Let us prove under (2.1) that the condition (9) of [9] is satisfied. We have to prove that there exists \(\rho > 1\) and \(\sigma < 1\) such that \(\sum_{k \geq 2, p \in \mathbb{P}} \frac{\omega(p^k)}{p^\rho} < \infty\). Take \(\sigma = 3/4\) and \(\rho > 1\) such that \(\gamma := 2(\sigma - \beta \log \rho) > 1\). Notice that

\[
\sum_{k \geq 2} \frac{\rho^{\log p}}{p^k} \leq \sum_{k \geq 2} \left( \frac{\rho^{\log p}}{p^\rho} \right)^k < \frac{1}{p^\gamma} - \frac{1}{1 - p^{\gamma/2}} < \frac{1}{p^\gamma} - \frac{1}{1 - 1/2^{\gamma/2}} ,
\]

and the desired result follows.

**Theorem 2.8.** Let \(g(n)_{n \geq 1}\) be an additive function such that

\[
\left( \sum_{p^\alpha \leq n} \frac{g(p^\alpha)^2}{p^\alpha} \right)^{1/2} = o \left( \sum_{p^\alpha \leq n} \frac{g(p^\alpha)}{p^\alpha} \right) .
\]

Then, \((g(n))_{n \geq 1}\) is good for both the dominated and the pointwise ergodic theorem in \(L^p\) for every \(p > 2\).
Proof. Recall the Turán-Kubilius inequality [24] p. 302. There exists an absolute constant \( \tilde{C} \) such that for any additive complex-valued arithmetic function \( f \),

\[
\frac{1}{n} \sum_{k=1}^{n} \left| f(k) - \sum_{p \leq n} \frac{f(p^n)}{p^n(1 - p^{-1})} \right|^2 \leq \tilde{C} \sum_{p \leq n} \frac{|f(p^n)|^2}{p^n}, \quad (n \geq 2).
\]

Let \( \gamma(n) = \sum_{p \leq n} \frac{g(p^n)}{p^n(1 - p^{-1})} \). By Cauchy-Schwarz’s inequality, next Turán-Kubilius inequality,

\[
\left| \frac{1}{n} \sum_{k=1}^{n} (g(k) - \gamma(n)) \right|^2 \leq \frac{1}{n} \sum_{k=1}^{n} |g(k) - \gamma(n)|^2 \leq C \sum_{p \leq n} \frac{|g(p^n)|^2}{p^n} = o(|\gamma(n)|^2).
\]

In particular, \( \tilde{G}(n) = \frac{1}{n} \sum_{k=1}^{n} g(k) = \gamma(n) + H \), where \( H = o(\gamma(n)) \). Writing \( H = h\gamma(n) \) with \( |h| \leq 1/2 \), if \( n \) is large, we have \( |\gamma(n)| \leq |\tilde{G}(n)|/(1-|h|) \leq 2|\tilde{G}(n)| \), and by Minkowski’s inequality,

\[
\left( \frac{1}{n} \sum_{k=1}^{n} |g(k) - \tilde{G}(n)|^2 \right)^{1/2} = o(|\gamma(n)|) = o(|\tilde{G}(n)|).
\]

We conclude by applying Corollary 2.4.

\[\Box\]

The case of Möbius and Liouville functions. Here we consider the \( \nu \)-a.s. behaviour of the sums \( \sum_{k=1}^{n} \mu(k)f \circ \tau^k \), \( \sum_{k=1}^{n} \lambda(f)f \circ \tau^k \) where \( \mu \) is the Möbius function and \( \lambda \) is the Liouville function. Recall that the Liouville function \( \lambda \) is given by \( \lambda(n) = (-1)^{\Omega(n)} \). We only treat the case of the Möbius function, the arguments being quite identical for the Liouville function.

It is well-known (see e.g. Theorem 9 p. 46 of [24]) that \( \sum_{k=1}^{n} \mu(k) \sim \frac{6}{\pi^2} n \). Hence, for both the Möbius and the Liouville functions, when studying dominated and/or pointwise ergodic theorems, it is enough to replace the normalizing function \( W(n) \) with \( n \).

Let us recall the following result of Davenport [7] on the behaviour of the corresponding exponential sums.

**Proposition 2.9.** For every \( h > 0 \) there exists \( C_h > 0 \) such that

\[
\sup_{x \in [-1/2, 1/2]} \left| \sum_{k=1}^{n} \mu(k)e^{2\pi i k x} \right| \leq \frac{C_h n}{(\log n)^{1/2}}.
\]

**Remark 2.10.** According to Lemma 1 in Bateman and Chowla [1], an analogous estimate holds for the Liouville function.

By the spectral theorem (see e.g. [25], Proposition 1.2.2), we easily deduce the following.

**Corollary 2.11.** For every \( h > 0 \), there exists \( C_h > 0 \) such that for every \( f \in L^2(\nu) \)

\[
|| \sum_{k=1}^{n} \mu(k)f \circ \tau^k ||_2 \leq \frac{C_h n}{(\log n)^{1/2}} ||f||_2.
\]

Notice that, trivially, for \( f \in L^p(\nu), 1 \leq p \leq \infty \), we have \( || \sum_{k=1}^{n} \mu(k)f \circ \tau^k ||_p \leq n ||f||_p \). Hence, performing interpolation between \( L^1(\nu) \) and \( L^2(\nu) \) on the one hand and between \( L^2(\nu) \) and \( L^\infty(\nu) \), on the other hand, we easily derive the following.

**Corollary 2.12.** For every \( h > 0 \) and every \( p > 1 \), there exists \( C_{h,p} > 0 \) such that or every \( f \in L^p(\nu) \)

\[
|| \sum_{k=1}^{n} \mu(k)f \circ \tau^k ||_p \leq \frac{C_{h,p} n}{(\log n)^{1/2}} ||f||_p.
\]

It is mentioned by Sarnak [22] that Bourgain’s approach allows to prove that for every \( f \in L^2(\nu), \frac{1}{n} \sum_{k=1}^{n} \mu(k)f \circ \tau^k \overset{\text{n}-\text{a.s.}}{\longrightarrow} 0, \nu\text{-a.s.} \) in view of (2.3), one could wonder whether we have a rate in this \( \nu\text{-a.s.} \) convergence. We shall prove the following.
Proposition 2.13. For every $h > 0$ and every $p > 1$ there exists $C_{h,p} > 0$ such that for every $f \in L^p(\nu)$,

$$
\| \sup_{n \geq 1} \frac{\sum_{k=1}^{n} \mu(k) f \circ \tau^k}{n/(\log n)^h} \|_p \leq C_{h,p} \| f \|_p .
$$

In particular, for every $h > 0$,

$$
\frac{(\log n)^h}{n} \sum_{k=1}^{n} \mu(k) f \circ \tau^k \xrightarrow{n \to \infty} 0 .
$$

Proof. Let $p > 1$ and $h > 0$. Let $0 < \epsilon < \frac{p-1}{p(1+h)}$. Let $h' = h + 1/\epsilon$. Let $f \in L^p(\nu)$. Denote

$$
M_n = M_{n,h}(f) := \frac{(\log n)^h}{n} \sum_{k=1}^{n} \mu(k) f \circ \tau^k .
$$

Denote also $u_n := \lfloor e^{n^\epsilon} \rfloor$. By Corollary 2.12, there exists $C_{h',p}$ such that, for every $n \geq 1$,

$$
\| M_n \|_p \leq \frac{C_{h',p}}{(\log n)^{h'-k}} \| f \|_p .
$$

In particular, we see that

$$
\| \sup_{n \geq 1} |M_{u_n}| \|_p \leq \sum_{n \geq 1} \| M_{u_n} \|_p \leq C \| f \|_p \sum_{n \geq 1} \frac{1}{n^{\log(h'-h)}} ,
$$

and the latter series converges by our choice of $h'$. Now let $n \geq 1$ and $u_n < m \leq u_{n+1}$. Write $m = u_n + k$. We have, writing $\sum_{i=1}^{u_n} = \sum_{i=1}^{u_{n+1}} + \sum_{i=u_{n+1}}^{u_{n+1}}$

$$
|M_m| \leq |M_{u_n}| + \frac{C_{h',p}}{u_n} \sum_{i=u_{n+1}}^{u_{n+1}} |f| \circ \tau^i
$$

Hence,

$$
\max_{u_n < m \leq u_{n+1}} |M_m| \leq |M_{u_n}| + \frac{C_{h',p}}{u_n} \sum_{i=u_{n+1}}^{u_{n+1}} |f| \circ \tau^i
$$

$$
\leq \sup_{\ell \geq 1} |M_{u_{\ell+1}}| + C \left( \sum_{\ell \geq 1} \left( \frac{\ell^{\epsilon h}}{u_{\ell}} \sum_{i=u_{\ell+1}}^{u_{\ell+1}} |f| \circ \tau^i \right)^p \right)^{1/p} .
$$

Now, using that $u_{\ell+1} - u_{\ell} = 0(u_{\ell}/\ell^{1-\epsilon})$, we see that there exists $C > 0$ such that

$$
\| \sum_{i=u_{\ell+1}}^{u_{\ell+1}} |f| \circ \tau^i \|_p \leq \frac{C u_{\ell} \| f \|_p}{\ell^{1-\epsilon}} .
$$

Hence

$$
\| \sup_{m \geq 1} |M_m| \|_p \leq \| \sup_{\ell \geq 1} |M_{u_{\ell}}| \|_p + C \| f \|_p \left( \sum_{\ell \geq 1} \frac{1}{\ell^{p(1-\epsilon(1+h))}} \right)^{1/p} ,
$$

and the desired result follows since $p(1-\epsilon(1+h)) > 1$.

\[ \square \]

Corollary 2.14. The Möbius function $\mu$ and the Liouville function $\lambda$ both satisfy the weak dominated ergodic theorem and the pointwise ergodic theorem in $L^1$.

Proof. The weak dominated ergodic theorems are trivial. The pointwise ergodic theorems then follow from the Banach principle (recalled in the introduction) and Proposition 2.13.

Remark 2.15. Corollary 2.14 has been proved by El Abdalaoui, Kulaga-Przymus, Lemanczyk and De La Rue [11].
3. Ergodic stability of the Dirichlet convolution.

Let us recall the following basic fact. Let \( a(n) \) and \( b(n) \) be two arithmetical functions with summatory functions \( A(x) = \sum_{n \leq x} a(n) \) and \( B(x) = \sum_{n \leq x} b(n) \). Then
\[
\sum_{n \leq x} a \ast b(n) = \sum_{n \leq x} a(n) B(\frac{x}{n}) = \sum_{n \leq x} b(n) A(\frac{x}{n}).
\]

Recall that a function \( f \) : \([0, +\infty) \to (0, +\infty) \) is slowly varying if for every \( K > 0 \),
\[
\lim_{x \to +\infty} \frac{f(Kx)}{f(x)} = 0.
\]

We start with a lemma a bit in the spirit of Wintner’s theorem [29] p. 180, and that should be known from specialists in number theory.

**Lemma 3.3.** Let \( a(n) \) be a non-negative arithmetic function such that \( A(x) \sim x^\alpha L(x) \) as \( x \to \infty \), for some \( \alpha > 0 \) and some positive non-decreasing slowly varying function \( L \). Let \( b(n) \) be an arithmetic function such that \( \sum_{n \geq 1} \frac{|b(n)|}{n^{\alpha}} < \infty \). Then
\[
\lim_{n \to \infty} \frac{1}{A(n)} \sum_{k=1}^{n} b \ast a(k) = \sum_{m=1}^{\infty} \frac{b(m)}{m^{\alpha}}.
\]

**Remark 3.2.** Note that the above lemma (as well as the next one) does not apply to the divisor function. Indeed, \( d = 1 + \mathbb{1} \), and so one has to take \( \alpha = 1 \) and \( b(n) \equiv 1 \).

**Proof.** Denote \( c(k) = b \ast a(k) \). Let \( M \geq 1 \) be an integer fixed for the moment. By assumption \( x := \sum_{m \geq 1} \frac{b(m)}{m^{\alpha}} \) is well defined. Denote also \( x_M := \sum_{m \geq M+1} \frac{b(m)}{m^{\alpha}} \).
\[
\left|x - \sum_{1 \leq k \leq n} c(k)/A(n) \right| \leq \sum_{1 \leq \ell \leq M} \left| \frac{b(\ell)}{\ell^\alpha} - \frac{b(\ell) A(n/\ell)}{A(n)} \right| + \left|x_M\right| + \sum_{M < \ell \leq n} \left| b(\ell) A(n/\ell)/A(n) \right|.
\]

By assumption, for every \( 1 \leq \ell \leq M \), \( A(n/\ell)/A(n) \to \ell^\alpha \) as \( n \to \infty \). Since \( L \) is positive and non-decreasing, there exists \( C > 0 \) such that,
\[
A(x) \leq C x^\alpha L(x) \quad \forall x \geq 1,
\]
\[
A(n/\ell) \leq C n^\alpha L(n/\ell) \quad \forall n \geq 1, \forall 1 \leq \ell \leq n.
\]

Hence \( \sum_{M < \ell \leq n} |b(\ell)| A(n/\ell)/A(n) \leq C \sum_{M < \ell \leq n} |b(\ell)|/\ell^\alpha \), and so
\[
\limsup_{n \to \infty} \left| \sum_{1 \leq k \leq n} \frac{c(k)}{A(n)} - x \right| \leq \left|x_M\right| + C \sum_{\ell > M} \frac{|b(\ell)|}{\ell^\alpha}.
\]

As the right-term tends to 0 when \( M \) tends to infinity, this proves the result. \( \square \)

**Lemma 3.3.** Let \( a(n) \) be a non-negative arithmetic function such that \( A(x) \sim x^\alpha / (\log x)^\beta \), as \( x \to \infty \), for some \( \alpha, \beta > 0 \). Let \( b(n) \) be an arithmetic function such that \( \sum_{n \geq 1} \frac{|b(n)| (\log n)^\beta}{n^{\alpha}} < \infty \). Then
\[
\lim_{n \to \infty} \frac{1}{A(n)} \sum_{k=1}^{n} b \ast a(k) = \sum_{m=1}^{\infty} \frac{b(m)}{m^{\alpha}}.
\]

**Proof.** We proceed as above, using the same notation. Let \( M \geq 1 \) be an integer fixed for the moment. We have
\[
\left|x - \sum_{1 \leq k \leq n} \frac{c(k)}{A(n)} \right| \leq \sum_{1 \leq \ell \leq M} \left| \frac{b(\ell)}{\ell^\alpha} - \frac{b(\ell) A(n/\ell)}{A(n)} \right| + \left|x_M\right| + \sum_{M < \ell \leq \sqrt{n}} \left| b(\ell) A(n/\ell)/A(n) \right| + \sum_{\sqrt{n} < \ell \leq n} \left| b(\ell) A(n/\ell)/A(n) \right|.
\]
Now,

\[ \sum_{M < \ell \leq \sqrt{n}} |b(\ell)|A(n/\ell)/A(n) \leq C \sum_{\ell > M} |b(\ell)|/\ell^\alpha, \]

and

\[ \sum_{\sqrt{n} < \ell \leq n} |b(\ell)|A(n/\ell)/A(n) \leq (\log n)^\beta \sum_{\ell > \sqrt{n}} |b(\ell)|/\ell^\alpha \xrightarrow{n \to \infty} 0, \]

by a result analogous to the Kronecker lemma. Then we conclude as above. 

\[ \square \]

**Proposition 3.4.** Let \( a(n) \) be a non-negative arithmetic function such that \( A(x) \sim x^\alpha L(x) \), as \( x \to \infty \), for some \( \alpha > 0 \) and some non-decreasing slowly varying function \( L \). Let \( b(n) \) be an arithmetic function such that \( \sum_{n \geq 1} |b(n)|/n^\beta < \infty \), \( \sum_{n \geq 1} b(n)/n^\alpha \neq 0 \) and \( a*b(n) \geq 0 \) for every \( n \geq 1 \). Let \( p > 1 \).

1. Assume that \( a(n) \) satisfies to the dominated ergodic theorem in \( L^p \). Then, \( a*b(n) \) satisfies to the dominated ergodic theorem either.
2. If moreover, \( a(n) \) satisfies to the pointwise ergodic theorem in \( L^p \) then \( a*b(n) \) satisfies to the pointwise ergodic theorem either.

**Remark 3.5.** If \( A(x) \sim x^\alpha / (\log x)^\beta \), as \( x \to \infty \), for some \( \beta > 0 \), then the conclusion of the theorem holds as soon as \( \sum_{n \geq 1} |b(n)|/n^\beta A(n) < \infty \) and \( \sum_{n \geq 1} b(n)/n^\alpha \neq 0 \). When the pointwise ergodic theorem holds, the limit may be identified for the weight \( a*b(n) \) whenever it is identified for the weight \( a(n) \).

*Proof.* Let \((X,A,\nu,\tau)\) be a dynamical system. Let \( f \in L^p(\nu) \). By Lemma 3.1, it suffices to prove a maximal inequality and the almost-everywhere convergence for \( \left( \frac{\sum_{1 \leq k \leq n} a(k)f \circ \tau^k}{A(n)} \right)_{n \geq 1} \), where, as before, \( c(n) = a*b(n) \).

Let us prove (i). Write

\[ A_\ell = A_\ell(f) = \sup_{n \geq 1} \left| \sum_{1 \leq k \leq n} a(k)f \circ \tau^k \right|/A(n). \]

By assumption, there exists \( C > 0 \) (independent on \( \ell \) and \( f \)) such that

\[ \|A_\ell\|_{p,\nu} \leq C\|f\|_{p,\nu}. \]

Using (3.1), we see that

\[ \left| \sum_{1 \leq k \leq n} a(k)f \circ \tau^k \right|/A(n) \leq \sum_{1 \leq \ell \leq n} b(\ell)\sum_{1 \leq k \leq n/\ell} a(k)\left| f \circ \tau^k \right|/A(n) \leq \sum_{1 \leq \ell \leq n} b(\ell)A(n/\ell)\alpha \leq C\sum_{\ell \geq 1} |b(\ell)|/\ell^\alpha A_\ell. \]

and we deduce the desired maximal inequality from (3.2) and the convergence of \( \sum_{\ell \geq 1} |b(\ell)|/\ell^\alpha \).

Let us prove (ii). By assumption, there exist functions \((f_\ell)_{\ell \geq 1}\), such that for every \( \ell \geq 1 \), \( \left( \sum_{1 \leq k \leq n} a(k)f \circ \tau^k / A(n) \right)_n \) converges \( \nu \)-a.s. (and in \( L^p(\nu) \) to \( f_\ell \)). Moreover, \( \|f_\ell\|_p \leq \|f\|_p \).

Hence, \( g := \sum_{\ell \geq 1} \frac{b(\ell)}{\ell^\alpha} f_\ell \) is well-defined in \( L^p \) and \( \nu \)-a.s. Let us prove that

\[ \sum_{1 \leq k \leq n} c(k)f \circ \tau^k /A(n) \xrightarrow{n \to \infty} g \quad \nu \text{-a.s.} \]

Let \( M \geq 1 \) be an integer, fixed for the moment. We have

\[ \sum_{1 \leq k \leq n} c(k)f \circ \tau^k = \sum_{1 \leq \ell \leq n} b(\ell) \sum_{1 \leq k \leq n/\ell} a(k)f \circ \tau^k = \sum_{1 \leq \ell \leq M} b(\ell) \sum_{1 \leq k \leq n/\ell} a(k)f \circ \tau^k + \sum_{M < \ell \leq n/\ell} b(\ell) \sum_{1 \leq k \leq n/\ell} a(k)f \circ \tau^k. \]
Let \( g_M := \sum_{\ell \geq M+1} \frac{b(\ell)}{\ell} f_\ell \). We have

\[
\left| \sum_{1 \leq k \leq n} c(k) f \circ \tau^k / A(n) - g \right| \leq \sum_{1 \leq \ell \leq M} \left| \frac{b(\ell)}{\ell^a} f_\ell \right| - \frac{b(\ell) A(n/\ell)}{A(n)} \sum_{1 \leq k \leq n/\ell} a(k) f \circ \tau^k + |g_M| + \sum_{M < \ell \leq n} b(\ell) \sum_{1 \leq k \leq n/\ell} a(k) f \circ \tau^k.
\]

Hence we infer that

\[
\limsup_{n \to \infty} \left| \sum_{1 \leq k \leq n} c(k) f \circ \tau^k / A(n) - g \right| \leq |g_M| + C \sum_{\ell > M} \frac{b(\ell)}{\ell^a} A_\ell(f) \rightarrow 0 \quad \nu\text{-a.s.},
\]

and the result follows.

Before giving examples, we would like to show that the previous result has a \( L^{1,\infty} \) (weak-\( L^1 \)) version. Recall that \( f \in L^{1,\infty} \) if and only if

\[
\|f\|_{1,\infty} := \sup_{\lambda > 0} \lambda \nu(\{ x \in X : |f(x)| > \lambda \}) < \infty.
\]

The vector space \( L^{1,\infty} \) equipped with \( \| \cdot \|_{1,\infty} \) is not a normed space, but we have the following estimate due to Stein and Weiss [23, Lemma 2.3]. The form stated here is quoted from [10, Lemma 4].

**Lemma 3.6.** Let \( (g_n)_{n \in \mathbb{N}} \) be functions in \( L^{1,\infty}(X, \mathcal{A}, \nu) \). Assume that

\[
\sum_{n \in \mathbb{N}} \|g_n\|_{1,\infty} \log^+\left(1/\|g_n\|_{1,\infty}\right) < \infty.
\]

Then the series \( \sum_{n \in \mathbb{N}} g_n \) converges \( \nu \)-a.s. to an element of \( L^{1,\infty}(X, \mathcal{A}, \nu) \). Moreover, writing \( L := \sum_{n \in \mathbb{N}} \|g_n\|_{1,\infty} \) and \( K := \sum_{n \in \mathbb{N}} \frac{|g_n|_{1,\infty} \log(L/\|g_n\|_{1,\infty})}{L} \), we have,

\[
\left\| \sum_{n \in \mathbb{N}} g_n \right\|_{1,\infty} \leq 2(K + 2)L.
\]

We say that \((w_k)_{k \geq 1}\) is a good weight for the dominated ergodic theorem in \( L^{1,\infty} \), if there exists \( C > 0 \) such that for every (ergodic) dynamical system \((X, \mathcal{A}, \nu, \tau)\) and every \( f \) in \( L^p \),

\[
\left\| \sup_{n \geq 1} \left| \sum_{1 \leq k \leq n} w_k f \circ \tau^k \right| / W_n \right\|_{1,\infty} \leq C_p \|f\|_{1,\infty}.
\]

**Proposition 3.7.** Let \( a(n) \) be a non-negative arithmetic function such that \( A(n) \sim n^\alpha L(n) \) for some \( \alpha > 0 \) and some non-decreasing slowly varying function \( L \). Let \( b(n) \) be an arithmetic function such that \( \sum_{n \geq 1} |b(n)|/n^\alpha \log^+(n^\alpha / b(n)) < \infty \). \( \sum_{n \geq 1} b(n)/n^\alpha \neq 0 \) and \( a \ast b(n) \geq 0 \) for every \( n \geq 1 \).

(i) Assume that \( a(n) \) satisfies the dominated ergodic theorem in \( L^{1,\infty} \). Then, \( a \ast b(n) \) satisfies to the dominated ergodic theorem either.

(ii) If moreover, \( a(n) \) satisfies to the pointwise ergodic theorem in \( L^{1,\infty} \) then \( a \ast b(n) \) satisfies to the pointwise ergodic theorem either.

**Proof.** The proof of the maximal inequality follows from (3.3) and Lemma 3.6. Let us prove the pointwise ergodic theorem. As in the proof of Proposition 3.4, (3.4) holds true. Now, the sequence \((g_M)_{M \geq 1}\) from the proof (part (ii)) of Proposition 3.4, converges \( \nu \)-almost surely to 0. Moreover, the non-increasing sequence \( \sum_{\ell \geq M} \frac{b(\ell)}{\ell^a} A_\ell(f) \) converges \( \nu \)-a.s. and its limit must be 0, since, by Lemma 3.6 it converges in probability to 0. \( \square \)

We derive from the previous "elementary" considerations the following theorem. Let us emphasize that this theorem do not rely at all on Bourgain's method.
Theorem 3.8. The arithmetical functions

\begin{align}
\{ \sigma_s(k) \} & \quad \text{the sum of } s\text{-powers of divisors of } k, \ s \neq 0, \\
J_s(k) & \quad \text{the generalized Euler totient function, } s > 0, \\
|\mu(k)| & \quad \text{where } \mu \text{ is the Möbius function,}
\end{align}

are good weighting functions for the dominated ergodic theorem in \( L^p, p > 1 \), and for the weak
-dominated ergodic theorem in \( L^1 \). Moreover, they are good weighting functions for the pointwise
-ergodic theorem in \( L^p, p \geq 1 \).

Remark 3.9. The result concerning the weighting function \(|\mu|\) is known, and for a proof of both
the dominated and pointwise ergodic theorems, we refer to Exercise 6, Chapter III of [21].

Remark 3.10. We shall derive the dominated (and pointwise) ergodic theorems in the above
cases by means of Proposition 3.4. In particular, the limit in the pointwise ergodic theorems may
be identified. For the weights \( J_s, s > 0 \) the limit is always the mean. For the weights \( \sigma_s, s \neq 0 \)
and \(|\mu|\), if moreover \( \tau \) is totally ergodic (i.e. all of its positive powers are ergodic), the limit is the
same as in Birkhoff’s ergodic theorem (i.e. the mean).

Finally, let us remark that it is possible to see that the dominated ergodic theorems follow in
a somewhat more direct way (than using Proposition 3.4) from Lemma 2.2 and Lemma 3.1 in the
following cases: \(|\mu|, J_s \) for every \( s > 0 \) and \( \sigma_s \) for every \( |s| > 1 \). However, the pointwise ergodic
theorems (with identification of the limit) cannot be derived so easily.

Proof. (i) Denote for \( s \in \mathbb{R} \) and all integers \( n, \zeta_s(n) = n^s \) and let \( \| = \varnothing \). We have \( \sigma_s = \| * \zeta_s \). If
\( s < 0 \), using Birkhoff’s Theorem, we see that Proposition 3.4 applies well. Indeed take \( a(n) = 1, b(n) = n^s, \alpha = 1 \). Obviously, \( \sum_{n \geq 1} b(n)n^{-1} = \sum_{n \geq 1} n^{-1-|s|} < \infty \) and \( \sum_{n \geq 1} b(n)n^{-1} \neq 0 \). Thus
\( \sigma_s(n) \) are good weights for the pointwise ergodic theorem in \( L^p, p \geq 1 \) and good weights for the
dominated ergodic theorem in \( L^p, p > 1 \). If \( s > 0 \), it is well-known (using Abel summation and
Birkhoff ergodic theorem) that for any \( f \in L^p(\nu), p > 1 \), \( \frac{1}{n^s} \sum_{k \leq n} k^s f \circ \tau^k f(x) \) converges almost
everywhere as \( n \to \infty \). We apply Proposition 3.4 with \( a(n) = n^s, b(n) = 1, \alpha = 1 + s \). This
shows that \( \sigma_s(n) \) are good weights for the pointwise ergodic theorem in \( L^p, p > 1 \). They are also
good weights for the dominated ergodic theorem in \( L^p, p > 1 \), since \( \frac{1}{n^s} \sum_{k \leq n} k^s f \circ \tau^k f(x) \leq \frac{1}{n} \sum_{k \leq n} |f \circ \tau^k f(x)| \).

(ii) Recall that \( J_s(n) = \zeta_s * \mu(n) = \sum_{d \mid n} d^s \mu\left(\frac{n}{d}\right) \). The proof is very similar to the one of the case
\( \sigma_s(n) = n^s, s > 0 \). We use the fact that \( (k^s), s \in \mathbb{R} \), is a good weighting sequence and apply
Proposition 3.4 with \( a(n) = n^s, b(n) = \mu(n), \alpha = 1 + s \), noticing that \( \sum_{n \geq 1} \frac{\mu(n)}{n^s} = \frac{1}{\zeta(1+s)} \neq 0 \).

(iii) Let us now consider the arithmetical function \(|\mu|\). Introduce the arithmetical functions

\( \delta(n) = \begin{cases} 1 & n = 1, \\ 0 & \text{unless.} \end{cases} \)
\( \tilde{\mu}(n) = \begin{cases} \mu(d) & n = d^2, \\ 0 & \text{unless.} \end{cases} \)

Recall the fundamental inversion formula \( \delta = \| * \mu \). Writing \( n = qm^2 \), where \( q \) is the product of
those prime factors of \( n \) with odd exponents, we first notice that

\[ \mu(n)^2 = \mu(m^2)^2 = \delta(m) = \| * \mu(m) = \sum_{d \mid m} \mu(d) = \sum_{u \mid n} \tilde{\mu}(u) = \| * \tilde{\mu}(n) \]

since \( d \mid m \) if and only if \( d^2 \mid n \). The conclusion thus follows from Proposition 3.4 and Birkhoff’s
theorem since \( \mu(n)^2 = \| * \tilde{\mu}(n) \) and \( \sum_{n \geq 1} \frac{\tilde{\mu}(n)}{n} < \infty \).

The next theorem is a combination of our elementary results and Theorem 1.4. In particular,
it relies on Bourgain’s method and is not elementary.

Theorem 3.11. The arithmetical function \( \theta := |\mu| * \| \) is a good weighting function for both the
dominated and the pointwise ergodic theorem in \( L^p, p > 1 \).
Proof. Since } \theta(n) = \sum_{d|n} |\mu(d)| = \sum_{d|n} \mu(d)^2 = \sum_{d|n} d \ast \tilde{\mu}(d) = 1 \ast 1 \ast \tilde{\mu}(n) = d \ast \tilde{\mu}(n). \\Moreover, } \sum_{n \geq 1} \frac{\tilde{\mu}(n)}{n} \leq \sum_{n \geq 1} \frac{1}{n} < \infty \text{ and } \sum_{n \geq 1} \frac{\mu(n)}{n} = \sum_{n \geq 1} \frac{\mu(n)}{n} = \frac{1}{\zeta(2)} \neq 0. \text{ Then, the result follows from Proposition 3.1 and Theorem 1.4.} \\

4. Sketch of Bourgain’s approach.

Before passing to the preparation of the proof of Theorem 1.2, it is necessary to briefly recall the essential steps of Bourgain’s method. We refer ourselves to [6]. The basic reduction (Calderon’s transference principle) to the shift model (Z, S), where } S_x = \{x_{\ell+1}, x \in Z\}, z = \{x, x \in Z\} \text{ can be presented as follows. Let } (X, \alpha, \mu, \tau) \text{ be a measurable dynamical system and let } 1 < p \leq \infty. \text{ Let } J, N \text{ be positive integers with } J \gg N. \text{ Let } f \in L^p(\mu), x \in X \text{ and define } \varphi \text{ on } Z \text{ by}

\varphi(j) = \begin{cases} f(\tau^j x) & \text{if } 0 \leq j \leq J, \\
0 & \text{otherwise.} \end{cases}

We note that

\begin{align*}
A_n^* f(\tau^j x) &= \frac{1}{W_n} \sum_{k=0}^{n-1} w_k(S^k \varphi)(j), \quad n \leq N, 0 \leq j < J - N.
\end{align*}

Hence

\begin{align*}
\sum_{0 \leq j < J - N} \sup_{n=1}^{N} |A_n^* f(\tau^j x)| &\leq \sum_{0 \leq j < J - N} \frac{1}{W_n} \sum_{k=0}^{n-1} w_k S^k \varphi(j)|.
\end{align*}

Assume that we have proved that

\begin{align}
\left\| \sup_{n \geq 1} \frac{1}{W_n} \sum_{k=0}^{n-1} w_k S^k g(j) \right\|_{\ell^p(\mathbb{Z}, \mu)} \leq C_p \|g\|_{\ell^p(\mathbb{Z}, \mu)},
\end{align}

for any } g \in \ell^p(Z). \text{ Taking } g = \varphi \text{ we deduce,}

\begin{align*}
\sum_{0 \leq j < J - N} \sup_{n=1}^{N} |A_n^* f(\tau^j x)|^p &\leq C_p \sum_{0 \leq j \leq J} |f(\tau^j x)|^p.
\end{align*}

By integrating with respect to } \mu, \text{ it follows that

\begin{align*}
\sum_{0 \leq j < J - N} \left\| \frac{1}{n} \sum_{n=1}^{N} A_n^* f \circ \tau^j \right\|^p_{\ell^p(\mathbb{Z}, \mu)} \leq C_p \sum_{0 \leq j \leq J} \|f \circ \tau^j\|^p_{\ell^p(\mathbb{Z}, \mu)}.
\end{align*}

Since } \tau \text{ is } \mu\text{-preserving, this finally leads to

\begin{align*}
\left\| \sup_{n \geq 1} A_n^* f \right\|_{\ell^p(\mathbb{Z}, \mu)} \leq C(p) \|f\|_{\ell^p(\mathbb{Z}, \mu)}.
\end{align*}

Consider the kernel } K_n : \ell^p(\mathbb{Z}) \to \ell^p(\mathbb{Z}) \text{ defined by

\begin{align*}
K_n = \frac{1}{W_n} \sum_{k=0}^{n-1} w_k \delta(k).
\end{align*}

By Fourier inversion formula, the maximal inequality on the shift model

\begin{align*}
\left\| \sup_{n \in \mathbb{N}} |K_n \ast f| \right\|_{\ell^p(\mathbb{Z}, \mu)} \leq C \|f\|_{\ell^p(\mathbb{Z}, \mu)}
\end{align*}

is equivalent to

\begin{align*}
\left\| \sup_{n \in \mathbb{N}} \left| \int_0^1 K_n(t) \tilde{f}(t)e^{2\pi j t} dt \right| \right\|_{\ell^p(\mathbb{Z}, \mu)} \leq \infty.
\end{align*}
The latter is obtained by first proving a maximal inequality relatively to another kernel $L_n$, whose Fourier transform is close to that of $K_n$, by using Fourier analysis, and next establishing an approximation result of the type

\[(4.2)\quad \|\hat{K}_n - \hat{L}_n\|_\infty \leq \frac{C}{(\log n)^p} \quad \forall n \geq 2\]

where $b$ is some positive constant. In several situations (in particular, when $w_n = d_n$), in order to deduce the maximal inequality for $K_n$, there is no loss to assume that $f \geq 0$ and to restrict $n$ to dyadic values ($n = 2^k$, $k \in \mathbb{N}$). The plain inequality

$$\sup_{k \in \mathbb{N}} |f * K_{2^k}| \leq \sup_{k \in \mathbb{N}} |f * L_{2^k}| + \left( \sum_{k \in \mathbb{N}} |f * (K_{2^k} - L_{2^k})|^2 \right)^{1/2}$$

implies since $\|f * (K_{2^k} - L_{2^k})\|_2 \leq \|K_{2^k} - L_{2^k}\|_\infty \|f\|_2$,

$$\|\sup_{k \in \mathbb{N}} |f * K_{2^k}|\|_2 \leq \|\sup_{k \in \mathbb{N}} |f * L_{2^k}|\|_2 + \left( \sum_{k \in \mathbb{N}} \|K_{2^k} - L_{2^k}\|_\infty^2 \right)^{1/2} \|f\|_2.$$

Now let $\rho > 1$ and denote $I_\rho := \{[\rho^n] : n \in \mathbb{N}\}$. The convergence almost everywhere will result from the inequality: for every $\rho > 1$ and every sequence $(N_j)_{j \geq 1}$, with $N_{j+1} \geq 2N_j$,

\[(4.3)\quad \sum_{1 \leq j \leq J} \left\| \sup_{N_{j} \leq N < N_{j+1}} |A_n f - A_N f| \right\|_2 \leq o(J) \|f\|_2,
\]

for $J$ large depending on $\rho$. Consequently, once the reduction to the shift model operated, the main steps in applying Bourgain’s approach are summarized in (4.2) and (4.3), see (7.12) and Theorem 7.5. The next sections are devoted to the necessary preparatory steps for the application of this method.

**Remark 4.1 (Maximal shift inequality).** It is well-known that for the Cesàro kernel $\kappa_n := \frac{1}{n} \sum_{k=0}^{n-1} \delta_{(k)}$, for every $p > 1$, there exists $C_p > 0$ such that

$$\left\| \sup_{n \geq 1} |\kappa_n * g|_{\ell^p} \right\| \leq C_p \|g\|_{\ell^p} \quad \forall g \in \ell^p.$$

The proof goes as follows. The above maximal shift inequality writes (after variable change),

\[(4.4)\quad \sum_{i \in \mathbb{Z}} \sum_{j \geq i \geq 1} \frac{1}{j - i + 1} \left( \sum_{l=i}^{j} g(l) \right)^p \leq C_p \sum_{i \in \mathbb{Z}} |g(i)|^p.
\]

It suffices to prove it for $g \geq 0$. Assume first that $\text{support}(g) = \mathbb{Z}_-$. Then the only sums playing a role are those with $i \leq j \leq -1$ and the left-term writes

$$\sum_{\delta \geq 2} \sum_{1 \leq \gamma \leq \delta} \left( \frac{1}{\delta - \gamma + 1} \sum_{u=\gamma}^{\delta} g(-u) \right)^p.$$

Applying Hardy and Littlewood maximal inequality ([12], Theorem 8, see also [14] Th. 326),

\[(4.5)\quad \sum_{j=1}^{\infty} \max_{1 \leq i \leq j} \left( \frac{1}{j - i + 1} \sum_{l=i}^{j} a_l \right)^p < \left( \frac{p}{p-1} \right)^p \sum_{n=1}^{\infty} a_n^p \quad (a_n \geq 0),
\]

shows that (4.4) is realized with $C_p = p/(p-1)$. Now if $\text{support}(g) = (-\infty, M]$, we apply the previous estimate to $\tilde{g}(k) = g(k + M)$ whose support is $\mathbb{Z}_-$. To pass to the general case, we use monotone convergence theorem (letting $M$ tend to $+\infty$), which is justified since $g \geq 0$. 

Recall that the divisor function is defined by \( d(n) := \#\{1 \leq d \leq n : d|n\} \). For every \( x \in [0,1] \), define
\[
D_n(x) := \sum_{1 \leq k \leq n} d(k)e^{2\pi i k x}.
\]
Then
\[
D_n(x) = \sum_{1 \leq k \leq n} e^{2\pi i k x} = 2 \sum_{1 \leq k \leq \sqrt{n}} \sum_{1 \leq \ell \leq n/k} e^{2\pi i \ell x} - \sum_{1 \leq k, \ell \leq \sqrt{n}} e^{2\pi i \ell x}.
\]
It is well-known that
\[
D_n := D_n(0) = n(\log n + 2\gamma - 1) + O(n^{1/3}),
\]
where \( \gamma \) is the Euler constant. Better estimates of the error term exist, but we shall not need them. Several asymptotics for \( (D_n(x))_n \) may be found in Jutila [17] when \( x \) is rational or in Wilton [28] for general \( x \) under conditions on the continuous fractions expansion of \( x \).

We shall need quantitative asymptotics according to the fact that \( x \) is close to rational numbers with small or large denominators. In particular, it is unclear how to derive the results that we need from the above mentioned papers.

Our estimates use very simple ideas and we do not make use of the Voronoi identity related to the problem. Actually, we shall rather estimate \( \tilde{D}_n(x) \).

**Lemma 5.1.** There exists \( C > 0 \), such that for every \( 1 \leq a \leq q \) with \( a \wedge q = 1 \), or \( a = 0, q = 1 \), and every \( n \geq 1 \), we have
\[
|D_n(a/q) - \frac{n}{q}(\log n - 2\log q + 2\gamma - 1)| \leq C(\sqrt{n} + q)(\log(q + 1)).
\]

**Proof.** The case \( a = 0, q = 1 \) follows from (5.1).

1. Assume first that \( q \leq \sqrt{n} \). We split the sum defining \( \tilde{D}_n \) according to the fact that \( k \) is a multiple of \( q \) or not. We use the following obvious facts.

   - If \( q|k \), we have
     \[
     \sum_{1 \leq \ell \leq n/k} e^{2\pi i \ell x} = [n/k].
     \]

   - If there exists \( 1 \leq s \leq q - 1 \), such that \( k \equiv s \mod q \), we have
     \[
     \left| \sum_{1 \leq \ell \leq n/k} e^{2\pi i \ell x} \right| \leq \frac{2}{|1 - e^{2\pi i s / q}|}.
     \]

Now, there are \( \lfloor \sqrt{n}/q \rfloor \) multiple of \( q \) less than \( \sqrt{n} \) and for every \( 1 \leq s \leq q - 1 \), there are at most \( \lfloor \sqrt{n}/q \rfloor \) integers smaller than \( \sqrt{n} \) and congruent to \( s \mod q \).

Notice that \( s \to as \) is a bijection of \( \mathbb{Z}/q\mathbb{Z} - \{0\} \) and that there exists \( C > 0 \), such that for every \( 1 \leq s' \leq q - 1 \),
\[
\frac{2}{|1 - e^{2\pi i s'/q}|} \leq \frac{Cq}{\min(s', q - s')}.
\]

Hence, writing \( \Gamma_n := \{1 \leq k \leq \sqrt{n} : k \not\equiv q\} \),
\[
\left| \sum_{k \in \Gamma_n} \sum_{1 \leq \ell \leq n/k} e^{2\pi i \ell x} \right| \leq \lfloor \sqrt{n}/q \rfloor \sum_{1 \leq s \leq q/2} \frac{Cq}{s} \leq \tilde{C}\sqrt{n}(\log(q + 1)).
\]

Recall (see for instance Tenenbaum [24] page 6) that there exists a universal constant \( C > 0 \), such that for every \( n \geq 1 \),
\[
\left| \sum_{1 \leq m \leq n} \frac{1}{m} - \log n - \gamma \right| \leq \frac{C}{n}.
\]
where $\gamma$ is Euler’s constant.

Then, using that $|\log(x/\sqrt{4}) - \log\left(\frac{\sqrt{n}}{q}\right)| \leq \frac{2q}{\sqrt{n}}$, we infer that,

$$\tilde{D}_n(a/q) = 2 \sum_{1 \leq m \leq \sqrt{n}/q} n/(mq) + O(\sqrt{n} \log(q + 1))$$

$$= \frac{n}{q} \left(\log n - 2 \log q + 2\gamma\right) + O(\sqrt{n} \log(q + 1)).$$

where the "big $O" are uniform in the parameters.

Similar computations give,

$$\sum_{1 \leq k, \ell \leq \sqrt{n}} e^{2i\pi k\ell n/q} = \frac{n}{q} + O(\sqrt{n} \log(q + 1)).$$

2. Assume now that $q > \sqrt{n}$. We use a similar reasoning as above. In that case no integer $k$, $1 \leq k \leq \sqrt{n}$, is a multiple of $q$ and $\{ak : 1 \leq k \leq \sqrt{n}\}$ is a set of integers with distinct residues modulo $q$.

Hence,

$$|D_n(a/q)| \leq \sum_{1 \leq k \leq \sqrt{n}} \frac{2}{1 - e^{2i\pi ka/q}} \leq C \sum_{1 \leq |\ell| \leq q/2} 2q |\ell| \leq Cq \log(q + 1).$$

Similarly,

$$\left| \sum_{1 \leq k, \ell \leq \sqrt{n}} e^{2i\pi k\ell n/q} \right| \leq Cq \log(q + 1).$$

Now, since $q > \sqrt{n}$, we see that $\frac{n}{q} |\log n - 2 \log q + 2\gamma - 1| \leq Cq \log(q + 1)$, and the lemma is proved. \hfill \Box

Now let $(P_n)_{n \geq 1}$ and $(Q_n)_{n \geq 1}$ be non-decreasing sequences of integers, such that for every $n \geq 1$, $1 \leq P_n \leq Q_n \leq n$.

**Lemma 5.2.** Let $1 \leq a \leq q \leq P_n$ with $a \land q = 1$, or $a = 0$, $q = 1$. Let $x \in [0, 1]$ be such that $|x - a/q| \leq 1/Q_n$. There exists some universal constant $C > 0$ such that, for every $n \geq 1$,

$$|D_n(x) - \frac{1}{q} \sum_{1 \leq k \leq n} \log k e^{2i\pi k(x-a/q)} - \frac{2(\gamma - 1 - \log q)}{q} \sum_{1 \leq k \leq n} e^{2i\pi k(x-a/q)}|$$

$$\leq C \left(\frac{n^{3/2} \log n}{Q_n} + \frac{n P_n \log n}{Q_n}\right).$$

In particular, there exists $\tilde{C} > 0$, such that, for every $n \geq 1$,

$$|D_n(x) - \frac{\log n}{q} \sum_{1 \leq k \leq n} e^{2i\pi k(x-a/q)}| \leq \tilde{C} \left(\frac{n^{3/2} \log n}{Q_n} + \frac{n P_n \log n}{Q_n}\right).$$

**Remark 5.3.** The simpler estimate (5.5) will allow us to prove the oscillation inequality in $L^2(\mu)$. If $K_n = \frac{1}{q} \sum_{1 \leq k \leq n} d(k) \delta_{(k)}$ and $k_n = \frac{\log n}{q} \sum_{1 \leq k \leq n} \delta_{(k)}$, it will provide (upon suitable choice of $P_n, Q_n$) the estimate

$$|K_n(x) - \frac{1}{q} k_n(x-a/q)| \leq \frac{C}{\log n}.$$

It is also sufficient to prove the maximal inequality in $L^p(\mu)$ for $3/2 < p \leq 2$. However, (5.4) seems to be needed to prove the maximal inequality for $1 < p \leq 2$.\[\]
Proof. We have, writing $R_n := \frac{n}{q}(\log n - 2\log q + 2\gamma - 1)$ and $R_0 = 0$,

$$D_n(x) = \sum_{1 \leq k \leq n} d(k)e^{2\pi ikx} = \sum_{1 \leq k \leq n} d(k)e^{2\pi ika/q}e^{2\pi k(x-a/q)}$$

$$= \sum_{1 \leq k \leq n} (d(k)e^{2\pi ika/q} - (R_k - R_{k-1}))e^{ik(x-a/q)}$$

$$+ \sum_{1 \leq k \leq n} (R_k - R_{k-1})e^{2\pi k(x-a/q)}$$

$$:= T_n + U_n.$$

Notice that

$$q(R_k - R_{k-1}) = k \log k - (k-1)\log(k-1) - 2\log q + 2\gamma - 1$$

$$= k \log k - 2\log q + 2\gamma - 2 + O(1/k).$$

Hence,

$$qU_n = \sum_{1 \leq k \leq n} \log k e^{2\pi ika(x-a/q)} + 2(\gamma - 1 - \log q) \sum_{1 \leq k \leq n} e^{2\pi ika(x-a/q)} + O(\log n).$$

To deal with $T_n$ we use Abel summation by part. Recall that by Lemma 5.1, for every $1 \leq k \leq n$, $|D_k(a/q) - R_k| \leq C\sqrt{k}(\log k + \log(q+1))$. We have

$$T_n = \sum_{1 \leq k \leq n} \left((D_k(a/q) - R_k) - (D_{k-1}(a/q) - R_{k-1})\right)e^{2\pi k(x-a/q)}$$

$$= \sum_{1 \leq k \leq n} (D_k(a/q) - R_k)e^{2\pi ika(x-a/q)}(1 - e^{2\pi (x-a/q)}) + (D_n(a/q) - R_n)e^{2\pi i(n+1)(x-a/q)}.$$ 

Hence,

$$|T_n| \leq |D_n(a/q) - R_n| + \frac{C}{Q_n} \sum_{1 \leq k \leq n} |D_k(a/q) - R_k| \leq C\frac{n^{3/2}\log n}{Q_n^2}.$$ 

Let us prove (5.5). Clearly, it suffices to handle the first term in (5.4). We have

$$\left| \sum_{1 \leq k \leq n} \log k e^{2\pi ika(x-a/q)} - \log n \sum_{1 \leq k \leq n} e^{2\pi ika(x-a/q)} \right| \leq \sum_{1 \leq k \leq n} |\log(k/n)| \leq n \int_0^1 |\log t|dt,$$

which finishes the proof. \[\square\]

Lemma 5.4. Let $x \in [0, 1]$ be such that for every $1 \leq q \leq P_n$ and every $0 \leq a \leq q$, $|x - a/q| > 1/Q_n$. There exists some absolute constant $C > 0$ such that

$$|D_n(x)| \leq C \left(\frac{n\log n}{P_n} + \sqrt{n}\log n + Q_n \log n + \frac{n^2\log n}{P_nQ_n}\right).$$

Proof. By the Dirichlet principle, there exists $1 \leq a \leq q$ with $a \wedge q = 1$, such that $|x - a/q| \leq 1/(qQ_n) \leq 1/Q_n$. By assumption, we must have $q > P_n$, hence we have

$$|x - a/q| \leq \frac{1}{P_nQ_n}.$$ 

Then, using that $|e^{2\pi ikx} - e^{2\pi ika/q}| \leq |1 - e^{2\pi ika(x-a/q)}| \leq 2\pi k|x - a/q| \leq 2\pi k/(P_nQ_n)$, we infer that

$$|D_n(x) - D_n(a/q)| \leq \frac{2\pi}{P_nQ_n} \sum_{1 \leq k \leq n} kd(k) \leq C\frac{n^2\log n}{P_nQ_n}.$$ 

To conclude, we use Lemma 5.1, noticing that $q \geq P_n$. \[\square\]
6. Maximal inequalities in $\ell^p$

In this section we recall some results of Fourier analysis that may be found in [26], see also [5] or [6] for related results.

In all that section, we denote by $\eta : \mathbb{R} \to [0,1]$ a (fixed) smooth function such that

$$\eta(x) = \begin{cases} 1 & \text{if } x \in [-\frac{1}{4}, \frac{1}{4}] \\ 0 & \text{if } x \in \mathbb{R} \setminus [-1/2, 1/2] \end{cases}$$

is $C^\infty$ on $[-1/2, 1/2] \setminus [-\frac{1}{4}, \frac{1}{4}]$.

Further, $(w_n)_{n \geq 1}$ will be a sequence of elements of $\ell^1(\mathbb{Z})$ such that for every $p > 1$, there exists $C_p(\omega) > 0$ such that

$$(6.2) \quad \| \sup_n |w_n * g| \|_{\ell^p(\mathbb{Z})} \leq C_p(w) \| g \|_{\ell^p(\mathbb{Z})} \quad \forall g \in \ell^p(\mathbb{Z}).$$

We follow here the approach of Wierdl [26]. However, as it has been noticed very recently by Mirek and Trojan [20], there is a small gap in Wierdl’s argument (on should have $q^p$ instead of $q$ in the equation after ** page 331), hence we shall sketch some of the proofs. Our first lemma is just equation (24) of Wierdl [26], which is independent from the gap.

Lemma 6.1. There exists $M > 2$ (depending solely on $\eta$) such that for every $p > 1$, there exists $C_p > 0$ such that for every $Q > 1$ and every $1 \leq d \leq Q/M$ and every $h \in \ell^p(\mathbb{Z})$ we have

$$(6.3) \quad \left\| \sup_n \int_{-1/2}^{1/2} \hat{\omega}_n(x) \eta(Qx) \hat{h}(x)e^{2\pi jd^2x} \, dx \right\|_{\ell^p(\mathbb{Z}, d)} \leq C_p C_p(w) \frac{d^{1/p}}{d^{1/p}} \| h \|_{\ell^p(\mathbb{Z})}.$$}

Our second lemma is the corrected version of Lemma 3' of Wierdl [26]. The term $d^{1-1/p}$ does not appear in Lemma 3'. Since we shall apply Lemma 6.2 for $p$ close to 1, it will turn out that this extra term will not be disturbing.

Lemma 6.2. There exists $M > 2$ (depending solely on $\eta$) such that for every $p > 1$, there exists $C_p > 0$ such that for every $Q > 1$, every $g \in \ell^p(\mathbb{Z})$,

$$\left\| \sup_n \left| \sum_{1 \leq m \leq d} \int_{-1/2}^{1/2} \hat{\omega}_n(x) \eta(Qx) \hat{g}(m/d + x) e^{2\pi sj(m/d + x)} \, dx \right| \right\|_{\ell^p(\mathbb{Z}, d,j)} \leq C_p C_p(w) d^{1-1/p} \| g \|_{\ell^p(\mathbb{Z})},$$

whenever $1 \leq d \leq Q/M$.

Proof. We proceed as in Wierdl [26]. We first assume that $g$ has finite support, i.e. there exists $N > 0$, such that $g(k) = 0$ whenever $|k| > N$. We have $\hat{g}(m/d + x) = \sum_{k=-N}^N g(k)e^{2\pi km/(d+x)}$. Notice that $\sum_{1 \leq m \leq d} e^{2\pi (k+j)m/d} = d$ if $d((k+j) > 0$ and 0 otherwise. Hence, for every $x \in [1/2, 1/2]$ and every $j \in \mathbb{Z}$, writing $j = td + r$ with $1 \leq t \leq d$, we have

$$\sum_{1 \leq m \leq d} \hat{g}(m/d + x) e^{2\pi sj m/d} = \sum_{k=-N}^N g(k) e^{2\pi (k+j)x} \sum_{1 \leq m \leq d} e^{2\pi (k+j)m/d}$$

$$= d \sum_{s \in \mathbb{Z}} g(sd - j) e^{2\pi sj dx}$$

$$= d e^{2\pi j dx} \sum_{s \in \mathbb{Z}} g(sd - r) e^{2\pi sj dx}.$$

Define $\hat{h}_{d,r} \in \ell^p(\mathbb{Z})$ (with finite support) by its Fourier transform:

$$\hat{h}_{d,r}(x) := d \sum_{s \in \mathbb{Z}} g(sd - r) e^{2\pi sj dx}.$$}

Then, using Lemma 6.1, we infer that

$$\left\| \sup_n \left| \sum_{1 \leq m \leq d} \int_{-1/2}^{1/2} \hat{\omega}_n(x) \eta(Qx) \hat{g}(m/d + x) e^{2\pi sj(m/d + x)} \, dx \right| \right\|_{\ell^p(\mathbb{Z}, d,j)} \leq C_p C_p(w) d^{1-1/p} \| g \|_{\ell^p(\mathbb{Z})},$$
\[
\sum_{1 \leq r \leq d} \left\| \sup_{n} \left| \int_{-1/2}^{1/2} \hat{w}_n(x) \eta(Qx) \hat{h}_{d,r}(x) e^{2i\pi j(x) dx} \right| \right\|_p^{p} < \frac{C_p C_p(w)}{d} \sum_{1 \leq r \leq d} \|h_{d,r}\|_p^{p} \|d\|_p.
\]

By construction, \(|h_{d,r}\|_p^{p} < d^{\delta} \sum_{q \in \mathbb{Z}} g(s \ell - r)^{p}\). Hence, \(\sum_{1 \leq r \leq d} |h_{d,r}|_p^{p} = d^{\delta} \|g\|_p^{p} \|d\|_p^{p}\), and the result follows. The case where \(g\) has no finite support may be deduced by approximation. \(\square\)

**Lemma 6.3.** There exists \(M > 2\) (depending solely on \(\eta\)) and \(C > 0\) such that for every \(Q > 1\), every \(g \in L^2(\mathbb{Z})\),

\[
\left\| \sum_{1 \leq m \leq d} \left| \int_{-1/2}^{1/2} \hat{w}_n(x) \eta(Qx) \hat{g}(m/d + x) e^{2i\pi j(m/d + x) dx} \right| \right\|_p^{p} \leq C C_2(w) \|g\|_p^{2},
\]

whenever \(1 \leq d \leq Q/M\).

**Proof.** We have

\[
\Delta := \left\| \sup_{n} \left| \sum_{1 \leq m \leq d} \int_{-1/2}^{1/2} \hat{w}_n(x) \eta(Qx) \hat{g}(m/d + x) e^{2i\pi j(m/d + x) dx} \right| \right\|_p^{2} \leq \sum_{j \in \mathbb{Z}} \left( \sum_{n} \sup_{1 \leq m \leq d} \left| \int_{-1/2}^{1/2} \hat{w}_n(x) \eta(Qx) \hat{g}(m/d + x) e^{2i\pi j(m/d + x) dx} \right| \right)^2.
\]

For \(1 \leq r \leq d\), define \(g_r\) by

\[
\hat{g}_r(x) = \sum_{1 \leq m \leq d} \hat{g}(m/d + x) e^{2i\pi r(m/d + x)}.
\]

Splitting the previous series into \(d\) series according with the residue class of \(j \ mod \ d\) we see that

\[
\Delta = \sum_{1 \leq r \leq d} \sum_{j \in \mathbb{Z}} \left( \sum_{n} \sup_{1 \leq m \leq d} \left| \int_{-1/2}^{1/2} \hat{w}_n(x) \eta(Qx) \hat{g}_r(x) e^{2i\pi j dx} \right| \right)^2.
\]

Notice that \(\eta(Q/2) \eta(Q/2) = \eta(Q)\). By Lemma 6.1 applied with \(\hat{h}(x) = \eta(Q/2) \hat{g}_r(x)\), we have, by Parseval

\[
\sum_{j \in \mathbb{Z}} \left( \sum_{n} \sup_{1 \leq m \leq d} \left| \int_{-1/2}^{1/2} \hat{w}_n(x) \eta(Qx) \hat{g}_r(x) e^{2i\pi j dx} \right| \right)^2 \leq \frac{C_2}{d} \int_{-1/2}^{1/2} |\eta(Q/2) \hat{g}_r(x)|^2 dx.
\]

Now,

\[
|\eta(Q/2) \hat{g}_r(x)|^2 = \eta^2(Q/2) \sum_{1 \leq m, m' \leq d} \hat{g}(m/d + x) \hat{g}(m'/d + x) e^{2i\pi r(m-m')/d}.
\]

Hence, using that \(\sum_{1 \leq r \leq d} e^{2i\pi r(m-m')/d}\) is equal to 0 if \(m \neq m'\) and to \(d\) if \(m = m'\), we obtain that

\[
\sum_{1 \leq r \leq d} |\eta(Q/2) \hat{g}_r(x)|^2 = \eta^2(Q/2) \sum_{1 \leq m, m' \leq d} \hat{g}(m/d + x) \hat{g}(m'/d + x) \sum_{1 \leq r \leq d} e^{2i\pi r(m-m')/d} = \eta^2(Q/2) \sum_{1 \leq m \leq d} |\hat{g}(m/d + x)|^2.
\]

Then, we infer that

\[
\Delta \leq C_2^2 \sum_{1 \leq m \leq d} \int_{-1/2}^{1/2} (\eta(Q/2))^2 |\hat{g}(m/d + x)|^2 dx = C_2^2 \sum_{1 \leq m \leq d} \int_{-1/2}^{1/2} (\eta(Q/2)(x - m/d))^2 |\hat{g}(x)|^2 dx.
\]
But, if $M > 2$, the functions $\{\eta(Q_n(-m/d))\}_{1 \leq d \leq Q/m}$ have disjoint supports. Hence,
\[ \Delta \leq C^2 \|g\|_{L^2}, \]
and the proof is complete. \hfill \Box

For every $s \geq 0$, define $\eta_s$ by
\begin{equation}
\eta_s(x) = \eta(4^s M x),
\end{equation}
where $M$ is a constant such that Lemma 6.1 and Lemma 6.3 apply.

**Corollary 6.4.** Let $p > 1$. For every $\varepsilon > 0$, there exists $C_p > 0$ such that for every $s \geq 1$ and every $1 \leq q < 4^s$ and every $g \in L^p(\mathbb{Z})$,

\[ \left\| \sup_n \left| \sum_{1 \leq a \leq q, a \not\equiv 1} \int_{-1/2}^{1/2} \widehat{\eta}_n(x) \eta_s(x) \widehat{g}(a/q + x) e^{2\pi i \gamma(a/q + x)} \, dx \right| \right\|_{L^p(\mathbb{Z},\mathbb{Z})} \leq C_p C_p(w) q^{1+\varepsilon-1/p} \|g\|_{L^p}. \]

If $p = 2$,

\[ \left\| \sup_n \left| \sum_{1 \leq a \leq q, a \not\equiv 1} \int_{-1/2}^{1/2} \widehat{\eta}_n(x) \eta_s(x) \widehat{g}(a/q + x) e^{2\pi i \gamma(a/q + x)} \, dx \right| \right\|_{L^2(\mathbb{Z},\mathbb{Z})} \leq C_2 C_2(w) q^s \|g\|_{L^2}. \]

**Proof.** As we have for any function on $\mathbb{R}$, $\sum_{k=1}^n F(\frac{k}{n}) = \sum_{q|n} \sum_{1 \leq a \leq q} F(\frac{a}{q})$, it follows from Möbius inversion formula that
\begin{equation}
F(a/q) = \sum_{d|q} \mu(q/d) \sum_{1 \leq m \leq d} F(m/d).
\end{equation}

Let $1 \leq q < 2^s$. Recall that (see e.g. Tenenbaum [24] p. 83) there exists $c > 0$ such that
\[ \sum_{d|q} |\mu(d)| = 2^\omega(q) \leq 2^\frac{\log q}{\log 2} = O(q^c), \]
where $\omega(q)$ is the number of prime divisors of $q$.

We shall apply (6.5) with $F(\frac{m}{d}) = \int_{-1/2}^{1/2} \widehat{\eta}_n(x) \eta(Qx) \widehat{g}(m/d + x) e^{2\pi i \gamma(m/d + x)} \, dx$. We combine it with Lemma 6.2 with $Q = 4^s M$ if $p \neq 2$ and Lemma 6.3 if $p = 2$. \hfill \Box

We shall now deal with families of sequences $(w_n)_{n \geq 1}$ rather than with a single sequence. In particular, $(\{w_n,q\}_{n \geq 1})_{1 \leq q < 2^s}$ will be a family of elements of $\ell^1(\mathbb{Z})$, such that for every $p > 1$, there exists $C_p > 0$ such that for every integer $s \geq 1$, there exists $K_s$ such that
\begin{equation}
\left\| \sup_{n \geq 1} |w_{n,q} \ast g| \right\|_{L^p(\mathbb{Z})} \leq C_p K_s \|g\|_{L^p(\mathbb{Z})} \quad \forall g \in L^p(\mathbb{Z}), \forall 2^{s-1} \leq q < 2^s.
\end{equation}

**Corollary 6.5.** There exists $C > 0$ such that for every $s \geq 1$, every $g \in L^2(\mathbb{Z})$ and every family $(\{w_n,q\}_{n \geq 1})_{2^{s-1} \leq q < 2^s}$ of elements of $\ell^1(\mathbb{Z})$ satisfying (6.6), we have
\[ \sum_{2^{s-1} \leq q < 2^s} \left\| \sup_n \left| \sum_{1 \leq a \leq q, a \not\equiv 1} \int_{-1/2}^{1/2} \widehat{w}_{n,q}(x) \eta_s(x) \widehat{g}(a/q + x) e^{2\pi i \gamma(a/q + x)} \, dx \right| \right\|_{L^2(\mathbb{Z},\mathbb{Z})} \leq C K_s 2^{(s-1)/2} \|g\|_{L^2}. \]

**Proof.** For every $s \geq 1$, $\eta_{s-1} \equiv 1$ on $[-1/(4^s M), 1/(4^s M)]$, hence $\eta_{s-1} \eta_s = \eta_s$. Moreover the functions $\{x \rightarrow \eta_{s-1}(x - a/q)\}_{2^{s-1} \leq q < 2^s, 1 \leq a \leq q}$ have disjoint supports.

Indeed, let $s \geq 1$, $2^{s-1} \leq q < 2^s$ and $1 \leq a \leq q$. Let $x \in [0,1]$ be such that $\eta_s(x - a/q) > 0$. Then, $|x - a/q| \leq \frac{1}{4^s M}$ and if $2^{s-1} \leq q' < 2^s$ and $1 \leq a' \leq q'$, we have
\begin{equation}
|x - a'/q'| \geq \frac{|a/q - a'/q'|}{|x - a/q|} \geq |x - a/q| \geq \frac{1}{2 \cdot 4^s} > \frac{1}{4^s M} \geq \frac{1}{2 \cdot 4^s M}.
\end{equation}
Hence \( \eta_s(x - a'/q') = 0 \). In particular, writing

\[
\hat{g}_q(x) = \sum_{1 \leq a \leq q} \eta_{s-1}(x - \frac{a}{q})\hat{g}(x),
\]
we see that

\[
\sum_{1 \leq a \leq q, a \wedge q = 1} w_n,q(x - \frac{a}{q})\eta_{s}(x - \frac{a}{q})\hat{g}(x)e^{2i\pi jx} = \sum_{1 \leq a \leq q, a \wedge q = 1} w_n,q(x - \frac{a}{q})\eta_{s}(x - \frac{a}{q})\hat{g}(x)e^{2i\pi jx}.
\]

Applying Corollary 6.4 and using that \( \|g\|_2 = \|\hat{g}\|_2 \), we infer that

\[
\sum_{2^{s-1} \leq q < 2^s} \left\| \sup_n \sum_{1 \leq a \leq q, a \wedge q = 1} \int_{-1/2}^{1/2} w_n,q(x)\eta_s(x)\hat{g}(a/q + x)e^{2i\pi j(a/q + x)} dx \right\|_{\ell^2(\mathbb{Z}, \delta)} \leq C K_s 2^{s} \left( \sum_{2^{s-1} \leq q < 2^s} \|\hat{g}\|_2^2 \right)^{1/2} = C K_s 2^{s} \left( \sum_{2^{s-1} \leq q < 2^s} \int_{-1/2}^{1/2} \left| \hat{g}(x) \right|^2 \eta_s^{-1}(x - a/q) dx \right)^{1/2} \leq C K_s 2^{s} \left\| g \right\|_{\ell^2}^s,
\]

where we used the above mentioned disjointness.

\( \square \)

**Corollary 6.6.** Let \( p > 1 \). For every \( \delta > 1/p \), there exists \( C_{p,\delta} > 0 \) such that for every \( s \geq 1 \) and every \( g \in \ell^p(\mathbb{Z}) \),

\[
\left\| \sum_{2^{s-1} \leq q < 2^s} \sup_n \sum_{1 \leq a \leq q, a \wedge q = 1} \int_{-1/2}^{1/2} \hat{w}_{n,q}(x)\eta_s(x)\hat{g}(a/q + x)e^{2i\pi j(a/q + x)} dx \right\|_{\ell^p(\mathbb{Z}, \delta)} \leq C_{p,\delta} K_s 2^{s\delta} \left\| g \right\|_{\ell^p}.
\]

**Remark 6.7.** Notice that the sum is inside the norm that time.

**Proof.** Let \( s \geq 1 \). Consider the following sub-additive and bounded (by Corollaries 6.4 and 6.5) operators on \( \ell^p(\mathbb{Z}) \), \( 1 < r \leq 2 \):

\[
L_s(g) = \sum_{2^{s-1} \leq q < 2^s} \sup_n \sum_{1 \leq a \leq q, a \wedge q = 1} \int_{-1/2}^{1/2} \hat{w}_{n,q}(x)\eta_s(x)\hat{g}(a/q + x)e^{2i\pi j(a/q + x)} dx \right|.
\]

Let \( 1 < p < 2 \) and chose any \( r \in (1, p) \). Let \( \lambda \in (0, 1) \) be the unique real number such that \( 1/p = \lambda/r + (1 - \lambda)/2 \).

By the Marcinkiewicz interpolation theorem (see e.g. Zygmund [30, Th 4.6, Ch. XII, Vol. II]), there exists \( C_{p,r} > 0 \) such that

\[
\left\| L_s g \right\|_{\ell^p} \leq C_{p,r} K_s 2^{s(2 + \varepsilon - 1/r)} 2^{s(1 - \lambda)(\varepsilon + 1/2)s} \left\| g \right\|_{\ell^p} = C_{p,r} 2^{s(1 + \varepsilon - 1/r)\lambda + (1 - \lambda)\varepsilon} 2^{s(1 + \lambda)/2} \left\| g \right\|_{\ell^p}.
\]

Taking \( r \) close enough to 1, we may assume that \( 1 + \varepsilon - 1/r)\lambda + (1 - \lambda)\varepsilon \leq 3\varepsilon \).

Notice that \( \lambda = \frac{r(2 - p)}{p(2 - r)} \) and that \( (1 + \lambda)/2 = \frac{r + p - rp}{p(2 - r)} \rightarrow 1/p \). The result follows since \( \varepsilon \) may be taken arbitrary small.

\( \square \)

7. Approximation result

In this section, we explain how to derive from the estimates on exponential sums, good approximation results with suitable Fourier kernels to which we can apply the previous maximal inequalities.
7.1. We use the notation (6.1), (6.4). Let $0 < \tau \leq 1$ be a parameter to be chosen later. Assume that we have a collection $(\psi_{n,q})_{n \geq 1, q \geq 0}$ of complex-valued 1-periodic functions on $\mathbb{R}$ such that there exists $C > 0$ such that for every $x \in [-1/2, 1/2]$

$$|\psi_{n,q}(x)| \leq \frac{C}{(q + 1)^\tau} \min(1, \frac{1}{n|x|}).$$

(7.1)

Let $(P_n)_{n \geq 1}$ and $(Q_n)_{n \geq 1}$ be two non-decreasing sequences of integers. Assume that there exist $R, S > 1$ such that for every $n \geq 2$,

$$P_n \geq R(\log n)^{S/\tau} \quad \text{and} \quad 16MP_n^2 \leq Q_n \leq \frac{n}{(\log n)^{8(1+1/\tau)}}.$$  

(7.2)

In particular,

$$Q_n \geq 16MP_n \geq 16MR(\log n)^{S/\tau} \geq (\log n)^{S/\tau}.$$  

(7.3)

Denote

$$\mathcal{M}(P_n, Q_n) = M_n := \{x \in [0, 1] \; : \; \exists 0 \leq a \leq q \leq P_n : |x - a/q| \leq 1/Q_n \}.$$  

Notice that, because of (7.2), if $x \in M_n$, $x \neq 0$, there exist unique numbers $a_n(x)$ and $q_n(x)$ with $1 \leq a_n \leq q_n$ and $a_n \wedge q_n = 1$ and such that $|x - a_n(x)/q_n(x)| \leq 1/Q_n$. Let us also define $a_n(0) = 0$ and $q_n(0) = 1$.

Finally, define functions $\varphi_n$ on $[0, 1]$ by

$$\varphi_n(x) := \psi_{n,0}(x)\eta_0(x) + \sum_{s=1}^{\infty} \sum_{2^{s-1} \leq q < 2^s} \sum_{1 \leq a \leq q, a \wedge q = 1} \psi_{n,q}(x - a/q)\eta_q(x - a/q).$$  

(7.4)

Notice that for any fixed $s$, the functions

$$x \mapsto \eta_q(x - a/q), \quad 2^{s-1} \leq q < 2^s, \quad 1 \leq a \leq q, \quad a \wedge q = 1,$$

have disjoint supports. Hence, by (7.1) the series defining $(\varphi_n)_{n \geq 1}$ are uniformly convergent.

We shall need the following technical lemma, which is essentially due to Bourgain.

**Lemma 7.1.** Let $(T_n)_{n \geq 1}$ be complex-valued functions on $[0, 1]$, such that there exists $C > 0$ and $\gamma > 0$ such that for every $n \geq 2$,

$$|T_n(x) - \psi_{n,q_n}(x - a_n/q_n)| \leq \frac{C}{(\log n)^\gamma} \quad \forall x \in \mathcal{M}_n$$  

(7.5)

$$|T_n(x)| \leq \frac{C}{(\log n)^\gamma} \quad \forall x \in [0, 1] \setminus \mathcal{M}_n.$$  

(7.6)

Then, there exists $\tilde{C} > 0$ such that for every $n \geq 2$ and every $x \in [0, 1]$,

$$|T_n(x) - \varphi_n(x)| \leq \frac{\tilde{C}}{(\log n)^{\min(\gamma, S)}}.$$  

(7.7)

**Proof.** 1. We start with the case where $x \in [0, 1] \setminus \mathcal{M}_n$. By (7.6), it suffices to estimate $|\varphi_n|$. By assumption, $\min(x, 1 - x) \geq \frac{1}{4n}$. Hence,

$$|\psi_{n,0}(x)| \leq \frac{CQ_n}{n} \leq \frac{C}{(\log n)^{8(1+1/\tau)}}.$$  

By Dirichlet’s principle, there exists $1 \leq a \leq q \leq Q_n$, with $a \wedge q = 1$ such that

$$|x - \frac{a}{q}| \leq \frac{1}{qQ_n}.$$
Let $1 \leq a' \leq q'$ with $a' \wedge q' = 1$ and $a'/q' \neq a/q$. Then, if $q' \leq \frac{(\log n)^{S/\tau}}{2}$, using (7.2) and (7.3), we have
\[ |x - \frac{a'}{q'}| \geq \frac{1}{qq'} - \frac{1}{q}q_n = \frac{1}{q} \left( \frac{1}{q'} - \frac{1}{Q_n} \right) \geq \frac{1}{q} (\log n)^{S/\tau} \geq \frac{1}{n} (\log n)^{S/\tau}. \]
Hence, when $q' \leq \frac{(\log n)^{S/\tau}}{2}$,
\[ |\psi_{n,q'}(x - \frac{a'}{q'})| \leq \frac{C}{(q' + 1)^{\tau}(\log n)^{S/\tau}}. \]
So, using (7.4), we obtain
\[ |\varphi_n(x)| \leq \frac{1}{(\log n)^{S(1+1/\tau)}} + |\psi_{n,q}(x)| + \frac{C}{(\log n)^{S/\tau}} \sum_{s: 2^s \leq (\log n)^{S/\tau}} 2^{-s\tau} + C \sum_{s: 2^s > (\log n)^{S/\tau}} 2^{-s\tau}. \]
Now, since $x \in [0,1]\setminus M_n$, $q \geq P_n$ and $|\psi_{n,q}(x)| \leq C/(q + 1)^{\tau} = O((\log n)^{S/\tau})$. Hence the lemma is proved in that case.

2. Assume now that $x \in M_n$. Suppose $x \neq 0$. By assumption, $|x - a_n(x)/q_n(x)| \leq 1/Q_n$ and $q_n(x) \leq P_n$. Hence, if $s \geq 1$, is such that $2^{s-1} \leq q_n(x) < 2^s$, we have
\[ |x - a_n(x)/q_n(x)| \leq 1/Q_n \leq \frac{8MP_n^2}{Q_n} \leq \frac{1}{2} \frac{8MP_n^2}{Q_n} \leq \frac{1}{2} \frac{2M4^s}{Q_n}. \]
In particular, $\eta_n(x - a_n(x)/q_n(x)) = 1$. If $x = 0$, $\eta_0(0) = 1$.

Let $1 \leq a' \leq q'$ with $a' \wedge q' = 1$ and $a'/q' \neq a/q$. Then, if $q' \leq P_n$, using (7.2)
\[ |x - \frac{a'}{q'}| \geq \frac{1}{q_n(x)q'} - \frac{1}{Q_n} \geq \frac{1}{P_n} \geq \frac{1}{Q_n} \geq \frac{8M - 1}{Q_n}, \]
and $|\psi_{n,q'}(x - \frac{a'}{q'})| \leq \frac{8M - 1}{(q' + 1)^{\tau}(\log n)^{S(1+1/\tau)}}$, by (7.2).

Finally, we obtain
\[ |\varphi_n(x) - T_n(x)| \leq \frac{C}{(\log n)^{\tau}} + \frac{8M - 1}{(\log n)^{S(1+1/\tau)}} \sum_{s: 2^s \leq P_n} 2^{-s\tau} + C \sum_{s: 2^s > P_n} 2^{-s\tau}, \]
which proves the lemma in that case. \qed

7.2. Let us assume from now that there exists a sequence $(w_{n,q})_{n \geq 1, q \geq 0}$ of elements of $\ell^1$ such that assumption (7.1) is satisfied with the choice
\[ \psi_{n,q} = \tilde{w}_{n,q} \quad n \geq 1, q \geq 0. \]
Introduce the following assumption.

For every $p > 1$, there exists $C_p > 0$ such that
\[ \| \sup_{n \geq 1} |w_{n,q} \ast g| \| \leq C_p \|g\|_p \quad \forall g \in \ell^p. \]

**Proposition 7.2.** Let $(K_n)_{n \geq 1} \subset \ell^1$, with $\sup_{n \geq 1} \|K_n\|_{\ell^1} < \infty$. Assume that $T_n := \tilde{K}_n$ satisfies (7.5) and (7.6), for some $\gamma > 1/2$. Assume moreover that (7.9) holds. Then, for every $p \in (\frac{1}{\gamma} + \frac{2^{1-\gamma}}{2\min(9,S/2)}, 2)$, there exists $C_p > 0$, such that
\[ \| \sup_{n \geq 1} \|K_n^{2n} \ast g\| \| \leq C_p \|g\|_p \quad \forall g \in \ell^p. \]

**Remark 7.3.** According to Section 4, Proposition 7.2 provides the maximal inequality for the kernel $K_n$, and thereby in any measurable dynamical system.

For the proof, we will need the following Lemma. Let $L_n$ be the inverse Fourier transform of $\varphi_n$, which is made possible because of the introduction of the smooth function $\eta$. 

Lemma 7.4. For every $p > 1/\tau$, there exists $C_p > 0$ such that for every $g \in \ell^p$,

\begin{equation}
\| \sup_{n \geq 1} |g * L_n| \|_{\ell^p} \leq C_p \|g\|_{\ell^p}.
\end{equation}

Proof of Lemma 7.4. Let $r > 1/\tau$. We apply Corollary 6.6 (as $\psi_{n,q} = \tilde{w}_{n,q}$) to obtain that for every $\delta > 1/r$ and every $g \in \ell^r$,

\begin{equation}
\left\| \sum_{2^{-1} \leq q < 2^n} \sup_n \sum_{1 \leq p \leq q, a \wedge q = 1} \int_{-1/2}^{1/2} \tilde{w}_{n,q}(x) \eta_p(x) \hat{g}(a/q + x) e^{2i\pi j(a/q + x)} \, dx \right\|_{\ell^r(Z, \delta)} \leq C_{r,\delta} 2^\delta \|g\|_{\ell^r}.
\end{equation}

We may choose $\delta < \tau$, so that $\sum_{s \geq 0} 2^s(\delta - \tau) < \infty$. Summing the estimates (7.11) over $s \geq 1$ we infer that for every $g \in \ell^r$, 

\begin{equation}
\| \sup_{n \geq 1} \int_{-1/2}^{1/2} \tilde{L}_n(x) \hat{g}(x) e^{2i\pi j x} \, dx \|_{\ell^r(Z)} \leq C_r \|g\|_{\ell^r(Z)}.
\end{equation}

Taking inverse Fourier transform we see that Lemma 7.4 is true. \hfill \Box

Proof of Proposition 7.2. By Lemma 7.1, since (7.5) and (7.6) are satisfied, we see that (7.7) holds. Hence, we have

\begin{equation}
\| \tilde{K}_n - \tilde{L}_n \|_{\ell^2(Z)} \leq \frac{C}{(\log n)^{\min(\gamma, S)}}, \quad \forall n \geq 2.
\end{equation}

Then, we infer that for every $f \in \ell^2(Z)$,

\begin{equation}
\|f * (K_n - L_n)\|_{\ell^2(Z)} \leq \frac{C}{(\log n)^{\min(\gamma, S)}} \|f\|_{\ell^2(Z)}, \quad \forall n \geq 2.
\end{equation}

Let $2 > p > 1/\tau$, be fixed for the moment. Since $\sup_{n \geq 1} \|K_n\|_{\ell^1(Z)} \leq C$, we see that for every $n \geq 1$ and for every $r \geq 1$ and $g \in \ell^r(Z)$ (using Young’s inequalities), $\|K_n * g\|_{\ell^r(Z)} \leq C \|g\|_{\ell^r(Z)}$. Hence, by (7.13) and Lemma 7.4, we see that, for every $n \geq 0$ and every $r > 1/\tau$,

\begin{align*}
\|K_{2^n} * g - L_{2^n} * g\|_{\ell^r(Z)} &\leq \frac{C}{n^{\min(\gamma, S)}} \|g\|_{\ell^r(Z)}, \quad \forall g \in \ell^2(Z), \\
\|K_{2^n} * g - L_{2^n} * g\|_{\ell^r(Z)} &\leq C_r \|g\|_{\ell^r(Z)}, \quad \forall g \in \ell^2(Z)
\end{align*}

Let $1/\tau < r < p$. Interpolating, we deduce that there exists $C_{p,r}$ such that for every $n \geq 0$,

\begin{equation}
\|K_{2^n} * g - L_{2^n} * g\|_{\ell^p(Z)} \leq \frac{C_{r,p}}{n^{\sigma}} \|g\|_{\ell^p(Z)}, \quad \forall g \in \ell^p(Z),
\end{equation}

with $\sigma = \frac{2\tilde{\gamma}(p-r)}{p(2-r)}$ and $\tilde{\gamma} = \min(\gamma, S)$.

Notice that

\begin{equation}
\sigma - \frac{1}{p} = \frac{1}{p} \left( \frac{2\tilde{\gamma}(p-r)}{2-r} - 1 \right) \xrightarrow{r \to 1/\tau} \frac{2\tilde{\gamma}(p-1/\tau + 1/\tau) - 2}{p(2-1/\tau)}.
\end{equation}

Since $p > \frac{1}{r} + \frac{2-1/\tau}{2\min(\gamma, S)}$, we may chose $r$ close enough to $1/\tau$, such that $\sigma > 1/p$. In particular for that choice,

\begin{equation}
\| \sup_{n \geq 0} |K_{2^n} * g - L_{2^n} * g| \|_{\ell^p(Z)} \leq \left( \sum_{n \geq 0} \|K_{2^n} * g - L_{2^n} * g\|_{\ell^p(Z)}^p \right)^{1/p} \leq C_{p,r} \|g\|_{\ell^p(Z)}, \quad \forall g \in \ell^p(Z).
\end{equation}

\hfill \Box
7.3. We now establish an estimate of the type (4.3) in order to prove the convergence almost everywhere. Recall that for $\rho > 1$, we have noted $I_\rho = \{[\rho^n] : n \in \mathbb{N}\}$. Introduce the following assumption:

For every $\rho > 1$ and every sequence $(N_j)_{j \geq 1}$, with $N_{j+1} \geq 2N_j$, there exists $C > 0$ such that,

$$
\sum_{j \geq 1} \| \sup_{N_j \leq N < N_{j+1}} \| \left( w_{N,q} - w_{N_j,q} \right) \ast g \|_{L^2(\mathbb{R})}^2 \leq C \frac{1}{q^\gamma} \| g \|_2 \quad \forall g \in L^2.
$$

(7.14)

Theorem 7.5. Let $(K_n)_{n \geq 1} \subset \ell^1$. Assume that $T_n := \tilde{K}_n$ satisfies (7.5) and (7.6), for some $\gamma > 1/2$. Assume moreover that (7.14) holds. Then, for every $\rho > 1$ and every sequence $(N_j)_{j \geq 1}$, with $N_{j+1} \geq 2N_j$,

$$
\sum_{j=1}^J \| \sup_{N_j \leq N < N_{j+1}} \| (K_N - K_{N_j}) \ast g \|_{L^2(\mathbb{R})}^2 = o(J).
$$

(7.15)

Remark 7.6. According to Section 4, the convergence almost everywhere now follows from Theorem 7.5.

Proof. The proof follows closely the argument p. 220 in Bourgain [4]. Let $\rho > 1$. Let $(N_j)_{j \in \mathbb{N}} \subset I_\rho$ be an increasing sequence with $N_{j+1} > 2N_j$. For every $j \in \mathbb{N}$, define a maximal operator by

$$
M_j f = M_{j,\rho} f := \sup_{N_j \leq N < N_{j+1}} \| f \ast K_N - f \ast K_{N_j} \| \quad \forall f \in \ell^2(\mathbb{Z}).
$$

As in the previous proof we define $L_n$ as the inverse Fourier transform of $\varphi_n$. Notice that, for every $f \in \ell^2(\mathbb{Z})$,

$$
M_j \leq \sup_{N_j \leq N < N_{j+1}} \| f \ast (L_N - f \ast L_{N_j}) \| + 2 \sup_{N_j \leq N < N_{j+1}} \| f \ast (L_N - K_N) \|.
$$

$$
= \overline{M}_j + 2 \sup_{N_j \leq N < N_{j+1}} \| f \ast (L_N - K_N) \|.
$$

Hence,

$$
\sum_{1 \leq j \leq J} \| M_j f \|_2^2 \leq 4 \left( \sum_{1 \leq j \leq J} \| \overline{M}_j f \|_2^2 + \sum_{N_j \leq N < N_{j+1}} \| f \ast (L_N - K_N) \|_2^2 \right).
$$

Using (7.12), we see that $\| \tilde{K}_j \| - \tilde{K}_j \|_2^\gamma \leq \frac{C}{n^{1/(\gamma \log \rho)}}$, with $\gamma = \min(\gamma, S) > 1/2$. Hence

$$
\sum_{N_j \leq N < N_{j+1}} \| f \ast (L_N - K_N) \|_2^2 \leq \| f \|_{\ell^2(\mathbb{Z})} \sum_{N_j \leq N < N_{j+1}} \| \tilde{K}_N - \tilde{K}_{N_j} \|_2^2 < \infty;
$$

Hence, it is enough to prove the theorem with $(\overline{M}_j)$ in place of $(M_j)$. Let $t = t(J)$ be an integer to be chosen later. Define $R_N$ through its Fourier transform, i.e.

$$
\hat{R}(x) := \hat{w}_{n,0}(x)\eta_0(x) + \sum_{1 \leq s \leq t} \sum_{2^{s-1} \leq q < 2^s} \sum_{1 \leq a \leq q} \hat{w}_{n,q}(x-a/q)\eta_s(x-a/q).
$$

It follows from (7.11) that for every $1/2 < \delta < \tau$,

$$
\| \sup_{N \in I_\rho} \| f \ast (L_N - R_N) \|_{\ell^2(\mathbb{Z})} \| \leq C 2^{(\delta-\tau)t}.
$$

In particular,

$$
\sum_{1 \leq j \leq J} \| \overline{M}_j f \|_2^2 \leq \sum_{1 \leq j \leq J} \| \sup_{N_j \leq N < N_{j+1}} \| f \ast R_N - f \ast R_{N_j} \|_2^2 + CJ 2^{(\delta-\tau)t}
$$

Define $g_{n,\frac{a}{q}}$ by $g_{n,\frac{a}{q}}(x) = \eta_s(x) (f(x + \frac{a}{q}))$ and $g_0(x) = \eta_0(x) f(x)$. Then, using the change of variable $x \to x + \frac{a}{q}$, for every $k \in \mathbb{Z}$, we have

$$
f \ast R_N(k) = \int_{-1/2}^{1/2} \hat{f}(x) \hat{R}(x)e^{-2\pi ikx} dx = \int_{-1/2}^{1/2} \hat{g}_0(x) \hat{w}_{N,0}(x)e^{-2\pi ikx} dx
$$
that we take
arbitrary close to 1 and

\[ \sum_{1 \leq k \leq n} \frac{1}{q^2} \sum_{1 \leq a \leq q, a \equiv q_1} \int_{-1/2}^{1/2} \tilde{g}_{s, q_1}(x) \tilde{w}_{N, q}(x) e^{-2i \pi x k} \, dx. \]

Hence,

\[ |f \ast R_N - f \ast R_{N_j}| \leq 2^t \max_{1 \leq \ell \leq \ell_0} \max_{1 \leq s \leq s_0} \left| g_{s, \ell_0} \ast (w_N - w_{N_j})(k) \right|. \]

Combining (7.16), (7.17), (7.18) and (7.14), we infer that

\[ \sum_{1 \leq j \leq J} \| \tilde{M}_f \|_{L^2}^2 \leq C 2^t \| f \|_{L^2} + CJ 2^{(d-t-t)} \]

which is \( o(J) \) if we chose for instance \( t(J) = [\log \log J] \), and the theorem is proved. \( \square \)

8. Proof of Theorem 1.4

Firstly, we prove the dominated ergodic theorem for the weights \( (d_n)_{n \geq 1} \). In this case, since \( D_n \) does not grow too fast, it suffices to deal with positive functions and to prove a maximal inequality along the dyadic integers.

For every \( n \geq 2 \) and every \( q \geq 1 \), define

\[ w_{n, q} := \frac{1}{qn \log n} \sum_{1 \leq k \leq n} \log k \delta_k + \frac{2(\gamma - 1 - \log q)}{n \log n} \sum_{1 \leq k \leq n} \delta_k, \]

and

\[ \psi_{n, q}(x) := \tilde{w}_{n, q}(x) = \frac{1}{qn} \sum_{1 \leq k \leq n} \log k e^{ixk} + \frac{2(\gamma - 1 - \log q)}{n \log n} \sum_{1 \leq k \leq n} e^{ixk}. \]

Using the well-known estimate \( \frac{1}{n} | \sum_{1 \leq k \leq n} e^{ikx} | \leq \min(1, \frac{1}{|x|}) \) and Abel summation to deal with the first term in (8.1), we see that (7.1) holds for any \( \tau \in [0, 1] \).

Recall that (see Remark 4.1) if \( \kappa_n := \frac{1}{n} \sum_{1 \leq k \leq n} \delta_k \), then for every \( p > 1 \), there exists \( C_p > 0 \) such that

\[ \| \sup_{n \geq 1} | \kappa_n \ast g | \|_{\ell^p} \leq C_p \| g \|_{\ell^p} \quad \forall g \in \ell^p. \]

Since \( \frac{1}{n \log n} \sum_{1 \leq k \leq n} \log k \delta_k \leq \kappa_n \), we infer that (7.9) holds far any \( \tau \in [0, 1] \).

Let \( S > 1 \). For every \( n \geq 2 \) define

\[ P_n := [(\log n)^{3S}], \quad Q_n = [n / (\log n)^{2S}]. \]

Then, by (5.4) of Lemma 5.2 and by Lemma 5.4, we see that (7.5) and (7.6) holds for \( T_n(x) := D_n(x)/D_n \), with \( \gamma = S \).

Hence, by Proposition 7.2 and Calderon’s transference principle, we see that \( (d_n)_{n \geq 1} \) is a good weight for the dominated ergodic theorem in \( L^p \) for every \( p \in [1 / \tau + \frac{2 - 1}{2\gamma}, 2] \). Since we may take \( \tau \) arbitrary close to 1 and \( S \) arbitrary large, the dominated ergodic theorem holds for every \( p > 1 \) as well.

Secondly, we shall prove an oscillation inequality in \( L^2 \). The proof is exactly as above except that we take \( w_{n, q} := \frac{1}{qn} \sum_{1 \leq k \leq n} \delta_k \), that we make use (5.5) of Lemma 5.2 and that we apply Theorem 7.5 (instead of Proposition 7.2). \( \square \)
9. Open Problems.

We conclude by listing some natural problems arising from this work.

**Problem 9.1** (Extension to $L^{1,\infty}$). Does our main Theorem 1.4 remain true in $L^1$? Same question with Theorem 1.2 with the $\theta$ function in place of the divisor function.

**Problem 9.2** (Square function). Let $N = \{n_j, j \geq 1\}$ be an increasing sequence of positive integers, and define for any $f \in L^2$,

$$S_N(f) = \left( \sum_{p=1}^{\infty} \left\| A^f_{n_j} - A^f_{n_j}\|_2^2 \right\|_2^{1/2},$$

recalling that $A_n f := \frac{1}{W_n} \sum_{k=1}^{n} w_k f \circ \tau_k$. When $w_k = d(k)$, is it true that

$$\|S_N(f)\|_2 \leq C(N) \|f\|_2$$

for any $f \in L^2$? Is this further true for any increasing sequence of positive integers $N$?

**Problem 9.3** (Spectral Regularization). Can one associate to $V_n(\theta) = \frac{1}{2\pi} \sum_{k=1}^{n} d(k) e^{2\pi i n \theta}$, a regularizing kernel $Q(\theta, y)$ on $[0,1]^2$ so that for any $f \in L^2$, with spectral measure $\mu_f$ (relatively to the operator $T f = f \circ \tau$), the new measure defined by

$$\tilde{\mu}_f(dy) = \left( \int_0^1 Q(\theta, y) \mu_f(d\theta) \right) dy$$

verifies

$$\|A^T_{n} f - A^T_{m} f\|_2^2 \leq \tilde{\mu}_f \left\{ \left\{ \frac{1}{m}, \frac{1}{n} \right\} \right\},$$

for any integers $m \geq n \geq 1$? Such an inequality immediately provides a control on the square function associated to these averages. So is the case for usual ergodic averages where the corresponding oscillations functions can be controlled similarly. We refer to [25] Part I, Section 1.4 concerning this notion and the related results.

**Problem 9.4** (Extensions to other arithmetical functions). Can one establish the validity of Theorem 1.4 for other arithmetical functions? Examples can be function $r(n)$ counting the number of ways to write $n$ as a sum of two squares, the Piltz divisor function $d_k(n)$ counting the number of ways to write $n$ as a product of $k$ factors (in the latter case we do not believe that it is an easy task). In each of these cases, the validity (in $L^1$) of the strong law of large numbers was recently established in [2]. One may also consider the same question for the multiplicative function $R(u) = \#\{\{\delta, d\} \in \mathbb{N}^2 : [d, \delta] = u\}$.

Acknowledgments: We thank an anonymous referee for the relevant reference indicated in Remark 3.9, concerning the weighted ergodic theorem with weights $|\mu(n)|$, and for several valuable suggestions.
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