Abstract. In this article we consider transient random walks on free products of graphs. We prove that the asymptotic range of these random walks exists and is strictly positive. In particular, we show that the range varies real-analytically in terms of probability measures of constant support. Moreover, we prove a central limit theorem associated with the range of the random walk.

1. Introduction

Let $V_1, V_2$ be finite or countable sets with at least two elements and with distinguished elements $o_i \in V_i$ for $i \in \{1, 2\}$, and suppose we are given transition matrices $P_1$ and $P_2$ on $V_1$ and $V_2$. The free product of the sets $V_1$ and $V_2$ is given by $V := V_1 * V_2$, the set of all finite words over the alphabet $(V_1 \cup V_2) \setminus \{o_1, o_2\}$ of the form $x_1 \ldots x_n$ such that no two consecutive letters $x_j, x_{j+1}$ arise from the same $V_i$. Consider a transient Markov chain $(X_n)_{n \in \mathbb{N}_0}$ on $V$ starting at the empty word $o$, which arises from a convex combination of the transition matrices $P_i$ on the sets $V_i$. For sake of better visualisation, we may equip $V$ with a graph structure: there is an oriented edge from $x \in V$ to $y \in V$ if and only if the single step transition probability of walking from $x$ to $y$ is strictly positive. For $n \in \mathbb{N}_0$, denote by $R_n$ the number of different states which are visited up to time $n$, that is, $R_n = |\{X_0, X_1, \ldots, X_n\}|$. We are interested whether the sequence of random variables $R_n/n$ converges almost surely to some constant and, if so, to calculate this constant and to study its behaviour when varying the parameters of the underlying random walk. If the limit exists, it is called the (asymptotic) range of the random walk $(X_n)_{n \in \mathbb{N}_0}$.

It is well-known that the asymptotic range exists for random walks on groups, which are governed by probability measures on the group elements; this is a direct consequence of Kingman’s subadditive ergodic theorem, see [10]. In particular, there is a nice formula for the asymptotic range in the group setting:

$$\lim_{n \to \infty} \frac{R_n}{n} = 1 - \mathbb{P}[\exists n \in \mathbb{N} : X_n = e],$$

(1.1)

where $e$ is the group identity; see Guivarc’h [9]. In our case of general free products Kingman’s subadditive ergodic theorem is not applicable, since we only have a partial composition law for the elements in $V$ and since vertex transitivity is, in general, missing. Hence, existence of the asymptotic range is not guaranteed. Moreover, it turns out that the above
formula does not necessarily hold in the non-group setting. Since the asymptotic range is an important random walk characteristic number like the rate of escape or the asymptotic entropy, studying existence of the asymptotic range in the non-group case deserves its own right. We note that the range is a measure of how much of the underlying graph is explored by the random walk.

Random walks on free products have been studied in large variety. Let me outline some results. Asymptotic behaviour of return probabilities of random walks on free products has been studied in many ways; amongst others, Gerl and Woess [5], Woess [20], Sawyer [16], Cartwright and Soardi [3], Lalley [11, 12] and Candellero and G. [2]. For free products of finite groups, Mairese and Mathéus [14] computed an explicit formula for the drift and the asymptotic entropy. In G. [7, 8] different formulas for the drift and also for the entropy of random walks on free products of graphs have been computed. Shi et al. [17] studied the spectral radius for random walks on some classes of free products of graphs. Finally, let me note that the importance of free products is due to Stallings’ Splitting Theorem (see Stallings [18]): a finitely generated group $\Gamma$ has more than one (geometric) end if and only if $\Gamma$ admits a non-trivial decomposition as a free product by amalgamation or an HNN extension over a finite subgroup. Both classes of groups are discussed and studied in detail, e.g., in Lyndon and Schupp [13].

While most of the articles mentioned above deal with random walks on free products of groups, which have a very homogeneous structure, this article goes a step beyond general free products, which have a much less homogeneous structure.

In the following we summarize the main results of this article. First, we are able to guarantee existence of the asymptotic range for random walks on free products under some mild assumptions:

**Theorem 1.1.** Assume that the radius of convergence of the Green function $G(o,o|z)$ defined in (2.2) is strictly bigger than 1. Then there exists some real constant $r > 0$ such that

$$r = \lim_{n \to \infty} \frac{R_n}{n}$$

almost surely.

The second main result states a central limit theorem for the sequence $(R_n)_{n \in \mathbb{N}_0}$, where we use some regeneration process which is extracted from a careful analysis of the random walk’s trajectory to “infinity”. We denote by $(T_i)_{i \in \mathbb{N}}$ the associated random times at which that process regenerates; see (4.1) for the formal definition of these regeneration times.

**Theorem 1.2.** Additionally to the assumption in Theorem 1.1, assume that there are $x \in V_1$ and $n \in \mathbb{N}$ such that $P[X_n = x \mid X_0 = x] > 0$. Then the asymptotic range $r$ satisfies

$$\frac{R_n - n \cdot r}{\sqrt{n}} \overset{D}{\to} N(0, \sigma^2),$$

where $\sigma^2 = \frac{E[(R_{T_1} - R_{T_0} - (T_1 - T_0)r)^2]}{E[T_1 - T_0]}$. 


The assumption in the theorem above just ensures that the random walk does not visit a new element in each step, which would lead to $R_n = n$ for all $n \in \mathbb{N}$; see Remarks 2.2.2.

The third main result demonstrates that the range varies real-analytically in terms of transition matrices of constant support depending on finitely many parameters. For this purpose, we assume that all strictly positive single-step transition probabilities $p(x, y)$, $x, y \in V$, satisfy $p(x, y) \in \{p_1, \ldots, p_d\} \subset (0, 1)$ for some $d \in \mathbb{N}$. Hence, for any $(p_1, \ldots, p_d) \in (0, 1)^d$ permitting a well-defined random walk on $V$, we study the mapping $(p_1, \ldots, p_d) \mapsto r = r(p_1, \ldots, p_d)$.

**Theorem 1.3.** Additionally to the assumption in Theorem 1.1, assume that the single step transition probabilities of the random walk $(X_n)_{n \in \mathbb{N}_0}$ take only finitely many non-negative values $p_1, \ldots, p_d \in (0, 1), d \in \mathbb{N}$. Then the mapping

$$(p_1, \ldots, p_d) \mapsto r = r(p_1, \ldots, p_d)$$

varies real-analytically.

Analyticity means that, for any parameter vector $p_0 = (p_{0,1}, \ldots, p_{0,d}) \in (0, 1)^d$ permitting a well-defined random walk on $V$, we can expand $r(p_1, \ldots, p_d)$ as a multivariate power series in the variables $p_1, \ldots, p_d$ in a neighbourhood of $p_0$. The details are given in Section 5.

The proofs involve, in a very crucial way, generating function techniques for free products. These techniques for rewriting probability generating functions on the free product in terms of functions on the single factors of the free product were introduced independently and simultaneously by [3], [20], Voiculescu [19] and McLaughlin [15]. In particular, in [7] heavy use of generating functions was made and that article will also serve as one of the main references.

The plan of this paper is as follows: in Section 2 we give an introduction to free products of graphs and introduce a natural class of random walks on them. In Section 3 we prove existence of the asymptotic range for random walks on free products of graphs (Theorem 1.1) by tracing the random walk’s path to infinity with the help of exit times. In Section 4 we derive the proposed Central Limit Theorem 1.2 while in Section 5 we prove Theorem 1.3. Finally, in Section 6 we give some additional remarks.

## 2. Free Products and Random Walks

We recall the definition of general free products, introduce a natural class of random walks on them, and provide several basic properties. In particular, we will introduce generating functions which will serve as a main tool for our analysis. We refer to [7], where essential prework has been done and will be used throughout this article.

### 2.1. Free Products of Graphs

Let $V_1, V_2$ be finite or countable sets with $|V_i| \geq 2$ for $i \in \mathcal{I} := \{1, 2\}$. For $i \in \mathcal{I}$, we select a distinguished element $o_i$ of $V_i$ as the “root” of $V_i$. W.l.o.g. we assume that the sets $V_i$ are pairwise disjoint. On each $V_i$ consider a (time-)homogeneous random walk with transition matrix $P_i = (p_i(x, y))_{x, y \in V_i}$. The corresponding $n$-step transition probabilities are denoted by $p_i^{(n)}(x, y)$, where $x, y \in V_i$. For
better visualization, we think of graphs \( \mathcal{X}_i \) with vertex sets \( V_i \) and roots \( o_i \) such that there is an oriented edge \( x \to y \) if and only if \( p_i(x, y) > 0 \). Furthermore, we shall assume that for every \( i \in I \) and every \( x \in V_i \) there is some \( n_x \in \mathbb{N} \) such that \( p_i^{(n_x)}(o_i, x) > 0 \). For sake of simplicity, we assume \( p_i(x, x) = 0 \) for every \( i \in I \) and \( x \in V_i \); for further remarks, see Section 6. We shall also assume that there are \( i \in I, x_1, x_2 \in V_i \) and \( m, n \in \mathbb{N} \) such that \( p_i^{(m)}(x, y) > 0 \) and \( p_i^{(n)}(y, x) > 0 \); we denote this assumption by (A) and refer to Remarks 2.2 (2) for further remarks.

For \( i \in I \), set \( V_i^* := V_i \setminus \{ o_i \} \) and \( V^* := V_1^* \cup V_2^* \). The free product of \( V_1 \) and \( V_2 \) is given by the set

\[
V := V_1 \ast V_2 := \{ x_1x_2 \ldots x_n \mid n \in \mathbb{N}, x_j \in V_i^*, x_j \in V_k^* \Rightarrow x_{j+1} \notin V_k^* \} \cup \{ o \}, \tag{2.1}
\]

the set of words over the alphabet \( V_i^* \) such that no two consecutive letters come from the same \( V_i^* \), where \( o \) describes the empty word. We have a natural partial composition law on \( V \): if \( u = u_1 \ldots u_m \in V \) and \( v = v_1 \ldots v_n \in V \) with \( u_m \in V_i^*, i \in I \), and \( v_1 \notin V_i^* \), then \( uv \in V \) stands for their concatenation as words. In particular, we set \( uo_i := u \) for all \( i \in I \) and \( o_i u := u \). Note that \( V_i^* \subseteq V \) and \( o_i \) as a word in \( V \) is identified with \( o \). Since concatenation of words is only partially defined, things are getting much more complicated than in the case of free products of groups (see, e.g., [13] for more details on free products of groups). Throughout this paper we will use the representation in (2.1) for elements in \( V \). The word length of a word \( u = u_1 \ldots u_m \) is defined as \( \| u \| := m \). Additionally, we set \( \| o \| := 0 \). The type \( \delta(u) \) of \( u \) is defined to be \( i \in I \) if \( u_m \in V_i^* \); we set \( \delta(o) := 0 \).

The set \( V \) can again be interpreted as the vertex set of a graph \( \mathcal{X} \) which is constructed as follows: take copies of \( \mathcal{X}_1 \) and \( \mathcal{X}_2 \) and glue them together at their roots to one single common root, which becomes \( o \); inductively, at each vertex \( v = v_1 \ldots v_k \) with \( v_k \in V_i \) attach a copy of \( \mathcal{X}_j \), \( j \in I \setminus \{ i \} \), where \( v \) is identified with \( o_j \) from the new copy of \( \mathcal{X}_j \). Then \( \mathcal{X} \) is the free product of the graphs \( \mathcal{X}_1 \) and \( \mathcal{X}_2 \). A path of length \( n \in \mathbb{N} \) in \( \mathcal{X} \) is then a sequence of vertices \((z_0, z_1, \ldots, z_n)\) in \( V \) such that there is an edge from \( z_{i-1} \) to \( z_i \) for each \( i \in \{1, \ldots, n\} \). This gives rise to a natural graph distance and, for \( x \in V \), we denote by \( |x| \) the length of a shortest path from \( o \) to \( x \).

**Example 2.1.** Consider the sets \( V_1 = \{ o_1, a \} \) and \( V_2 = \{ o_2, b, c \} \) with the following graph structure:
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The free product $V_1 \ast V_2$ has the following structure:

The graph structure motivates the following definition. The cone rooted at $x \in V$ is given by the set

$$C(x) := \{ y \in V \mid y \text{ has prefix } x \},$$

that is, $C(x)$ consists of all words $y \in V$ such that each path from $o$ to $y$ in the graph $\mathcal{X}$ has to pass through $x$. In particular, we have $C(o) = V$. E.g., in Example 2.1 we have $C(ac) = \{ac, aca, acab, acac, \ldots\}$.

2.2. Random Walks on Free Products. The next step is the construction of a random walk on the free product arising from $P_1, P_2$ in a natural way. For this purpose, we lift the transition matrices $P_1$ and $P_2$ to transition matrices $\bar{P}_i = (\bar{p}_i(x,y))_{x,y \in V}$, $i \in I$, on $V$: if $x \in V$ with $\delta(x) \neq i$ and $v, w \in V_i$, then $\bar{p}_i(xv, xw) := p_i(v, w)$. Otherwise, we set $\bar{p}_i(x, y) := 0$. Choose $\alpha \in (0,1)$. Then we define a new transition matrix $P$ on $V$ given by

$$P = \alpha \cdot \bar{P}_1 + (1 - \alpha) \cdot \bar{P}_2,$$

which governs a nearest neighbour random walk on $\mathcal{X}$. That is, standing at any vertex $x \in V, \delta(x) = i \in I$, we first toss a coin (with probability $\alpha$ for “head”) and decide afterwards to perform one step within the copy of $\mathcal{X}_i$ to which $x$ belongs according to $P_i$ or to perform one step into the new copy of $\mathcal{X}_j$, $j \in I \setminus \{j\}$, attached at $x$ according to $P_j$. We
assume that $P$ governs a transient random walk $(X_n)_{n \in \mathbb{N}_0}$ on $V$ starting at $X_0 = o$. For $x, y \in V$, the associated single and $n$-step transition probabilities are denoted by $p(x, y)$ and $p^{(n)}(x, y)$. Thus, $P$ governs a nearest neighbour random walk on the graph $X$, where $P$ arises from a convex combination of the nearest neighbour random walks on the graphs $X_1$ and $X_2$. This definition ensures that every path $(w_0, \ldots, w_n)$ in $X$ has positive probability $P\left[X_1 = w_1, \ldots, X_n = w_n | X_0 = w_0\right] > 0$. We use the notation $P_x[\cdot] := P[\cdot | X_0 = x]$ for $x \in V$.

In this article we are interested in the number of distinct vertices which are visited by the random walk. In particular, we study the speed at which new vertices are visited. This measures in some sense how much of the graph is explored by the random walk. The number of vertices visited by the random walk $(X_n)_{n \in \mathbb{N}_0}$ until time $n$ is given by

$$R_n := \lVert \{X_0, X_1, \ldots, X_n\} \rVert.$$

If there is a real number $r$ such that

$$r = \lim_{n \to \infty} \frac{R_n}{n} \quad \text{almost surely},$$

then $r$ is called the (asymptotic) range of the random walk $(X_n)_{n \in \mathbb{N}_0}$. While existence of the asymptotic range is well-known for random walks on groups due to Kingman’s subadditive ergodic theorem, existence for non-group random walks is not guaranteed a-priori. In particular, since we have no group operation on $V$ (we only have a partial composition law of words) we cannot apply the reasoning from the group case. This was the starting point for the present article to study existence of the asymptotic range for general free products of graphs, which form an important class of graphs.

Let us mention [7, Theorem 3.3], which demonstrates existence (including a formula) of a positive number $\ell$, the rate of escape w.r.t. the word length (or block length), such that

$$\ell = \lim_{n \to \infty} \frac{\lVert X_n \rVert}{n} \quad \text{almost surely}.$$

Denote by $V_\infty$ the set of infinite words $y_1 y_2 y_3 \ldots$ over the alphabet $V_\times^\times$ such that no two consecutive letters arise from the same $V_i^\times$. For $x \in V$ and $y \in V_\infty$, denote by $x \wedge y$ the common prefix of maximal length of $x$ and $y$. In [7, Proposition 2.5] it is shown that the random walk $(X_n)_{n \in \mathbb{N}_0}$ converges to some $V_\infty$-valued random variable $X_\infty$ in the sense that the length of the common prefix of $X_n$ and $X_\infty$ tends to infinity almost surely. In other words, $\lim_{n \to \infty} \lVert X_n \wedge X_\infty \rVert = \infty$ almost surely. We will make use of these results in the proofs later.

**Remarks 2.2.**

(1) If $|V_1| = |V_2| = 2$ and $p_i(x, y) = 1 - 1_x(y)$ for $x, y \in V_i$, $i \in \mathcal{I}$, then $V$ becomes the free product of groups

$$V = \left(\mathbb{Z}/(2\mathbb{Z})\right) * \left(\mathbb{Z}/(2\mathbb{Z})\right).$$

In this case the underlying random walk is group-invariant and $(X_n)_{n \in \mathbb{N}_0}$ is recurrent. Moreover, existence of the asymptotic range $r$ is already known in this case and a formula is given by (1.1), that is, $r = 0$. If at least one out of $P_1$ and $P_2$
is not irreducible, then the random walk on $V$ is transient and we may apply the techniques below.

(2) In Subsection 2.1 we made the assumption (A) that there are $i \in \mathcal{I}$ and $x, y \in V_i$ with $p_i^{(m)}(x, y) > 0$ and $p_i^{(n)}(y, x) > 0$ for some $m, n \in \mathbb{N}$. If this assumption does not hold, then there are no circles in the graph $\mathcal{X}$, that is, at every instant of time a new vertex is visited, yielding $R_n = n$ and therefore $r = 1$. Hence, we may exclude this case from now on.

2.3. Generating Functions. Our main tool will be the usage of generating functions, which we introduce now. The Green functions related to $P_i$ and $P$ are given by

$$G_i(x_i, y_i | z) := \sum_{n \geq 0} p_i^{(n)}(x_i, y_i) \cdot z^n \quad \text{and} \quad G(x, y | z) := \sum_{n \geq 0} p^{(n)}(x, y) \cdot z^n,$$

where $z \in \mathbb{C}$, $x_i, y_i \in V_i$ and $x, y \in V$. At this point we make the basic assumption that the radii of convergence of $G(\cdot, \cdot | z)$ are at least $R > 1$. This implies transience of our random walk on $V$. If the random walk on $V$ is irreducible, then all Green functions have common radius of convergence $R > 1$; in the reducible case one can also easily show that the Green functions $G(x, y | z)$, $x, y \in V$, have radii of convergence $R_{x, y}$ with $R_{x, y} \geq R > 1$ for some $R > 1$. For instance, if $P_1$ and $P_2$ govern irreducible and reversible random walks, then $R > 1$; see Woess [21] Theorem 10.3.

The first visit generating function related to $P$ is given by

$$F(x, y | z) := \sum_{n \geq 0} \mathbb{P}_x[\forall k < n : X_k \neq y, X_n = y] \cdot z^n,$$

while the first return generating function related to $P$ is given by

$$U(x, y | z) := \sum_{n \geq 1} \mathbb{P}_x[\forall k \in \{1, \ldots, n - 1\} : X_k \neq y, X_n = y] \cdot z^n$$

and the last visit generating function related to $P$ is given by

$$L(x, y | z) := \sum_{n \geq 0} \mathbb{P}_x[\forall k \in \{1, \ldots, n\} : X_k \neq x, X_n = y] \cdot z^n.$$ 

Analogously, we write $L_i(\cdot, \cdot | z)$, $i \in \mathcal{I}$, for the corresponding last visit generating functions associated with the random walk on $V_i$ governed by $P_i$.

Recall the following important equations (e.g., see [21] Lemma 1.13], G. [6] Lemma 1.6]):

$$G(x, y | z) = F(x, y | z) \cdot G(y, y | z), \quad (3.3)$$

$$G(x, y | z) = G(x, x | z) \cdot L(x, y | z), \quad (3.4)$$

$$G(x, x | z) = \frac{1}{1 - U(x, x | z)}. \quad (3.5)$$

If every path from $x \in V$ to $y \in V$ has to pass through $w \in V$, then

$$L(x, y | z) = L(x, w | z) \cdot L(w, y | z); \quad (3.6)$$

see [6] Lemma 1.6].
For \( i \in \mathcal{I} \), define
\[
\xi_i(z) := \sum_{n \geq 1} \mathbb{P}[X_n \in V_i^X, \forall m < n : X_m \notin V_i^X] \cdot z^n,
\]
We write \( \xi_i := \xi_i(1) \), the probability of visiting any element in \( V_i^X \) after finite time when starting at \( o \). Due to the structure of free products it is easy to check that, for all \( x \in V \setminus \{o\} \) with \( \delta(x) = i \),
\[
\xi_i = \mathbb{P}[\exists n \in \mathbb{N} : X_n \notin C(x) \mid X_0 = x];
\]
in particular, the probability on the left hand side does only depend on the type \( \delta(x) \) of \( x \). In [7, Lemma 2.3] it is shown that the important strict inequality \( \xi_i < 1 \) holds for all \( i \in \mathcal{I} \). Moreover, \( \xi_i(z) \) has radius of convergence strictly bigger than 1 due to
\[
\xi_i(z) = \sum_{n \geq 0} \mathbb{P}[X_n = o, \forall m < n : X_m \notin V_i^X] \cdot z^n \cdot \alpha_i \cdot z \leq G(o,o) \cdot \alpha_i \cdot z \quad \text{for } z > 0.
\]
Furthermore, we have the following important equation: if \( x_i, y_i \in V_i, i \in \mathcal{I} \), then
\[
L(x_i, y_i | z) = L_i(x_i, y_i \mid \xi_i(z));
\]
see [6, Proposition 2.7]. The last equation together with \( 2.4 \) yields
\[
L(x_i, y_i | z) = L_i(x_i, y_i \mid \xi_i(z)) = \frac{G_i(x_i, y_i \mid \xi_i(z))}{G_i(x_i, x_i \mid \xi_i(z))}.
\]
Finally, we observe that, for \( i \in \mathcal{I} \) and \( z \in \mathbb{C} \) with \( |z| < R \),
\[
\sum_{g \in V_i} G_i(o_i, g \mid \xi_i(z)) = \sum_{n \in \mathbb{N}_0} \sum_{g \in V_i} p_i^{(n)}(o_i, g) \cdot \xi_i(z)^n = \frac{1}{1 - \xi_i(z)}.
\]

3. Existence of the Asymptotic Range

In this section we derive existence of the asymptotic range as formulated in Theorem 1.1. The plan of this section is as follows: in the next subsection we introduce exit times and construct a related Markov chain which tracks the random walk’s trajectory to “infinity”. While we will derive some estimates for the increments of the range between two consecutive exit times in Subsection 3.2, we finally will prove existence of \( r \) in Subsection 3.3.

3.1. Exit Time Process. The idea is to trace the random walk’s path to “infinity”. Recall that the random walk converges to an infinite word in \( V_\infty \) in the sense that the prefixes of increasing length stabilize; compare with the remarks in Subsection 2.2. For \( k, n \in \mathbb{N} \), denote by \( X_n^{(k)} \) the projection of \( X_n \) onto its first \( k \) letters. The exit times are defined as follows: set \( e_0 := 0 \) and for \( k \geq 1 \):
\[
e_k := \inf \{ m > e_{k-1} \mid \forall n \geq m : X_n^{(k)} \text{ is constant} \}.
\]
In other words, \( e_k \) is the first instant of time from which on the first \( k \) letters of \( X_n \) do not change any more. Due to [7, Prop. 2.5] we have \( e_k < \infty \) almost surely, and by construction \( C(X_{e_k}) \subset C(X_{e_{k-1}}) \). The increments are defined as \( i_k := e_k - e_{k-1} \).
By [7] Proposition 3.2, Theorem 3.3, we have
\[
\ell = \lim_{n \to \infty} \frac{\|X_n\|}{n} = \lim_{k \to \infty} \frac{k}{e_k} \in (0,1] \quad \text{almost surely.} \quad (3.1)
\]
For \( n \in \mathbb{N}_0 \), define
\[
k(n) := \max\{k \in \mathbb{N}_0 \mid e_k \leq n\},
\]
the **maximal exit time** at time \( n \). If \( X_{e_k} = g_1 \ldots g_k \), then we set
\[
W_k := g_k.
\]
Observe that
\[
\lim_{k \to \infty} \frac{e_{k(n)}}{n} = 1 \quad \text{almost surely,} \quad (3.2)
\]
since (3.1) yields
\[
1 \leq \frac{n}{e_{k(n)}} \leq \frac{e_{k(n)}+1}{e_{k(n)}} = \frac{e_{k(n)+1}}{k(n)} \frac{k(n)}{e_{k(n)}} \to 1 \quad \text{almost surely.}
\]
In order to control the growth of \( R_n \) the idea is to count the number of visited elements of \( V \) in the disjoint sets \( C(X_{e_k-1}) \setminus C(X_{e_k}) \), which each is visited finitely often only. This partitioning needs further definitions. We define the random function \( \varphi_n : V \to \{0,1\} \) by
\[
\varphi_n(x) := 1_{\{X_0, \ldots, X_n\}}(x),
\]
that is, \( \varphi_n(x) = 1 \) if and only if \( x \in V \) is visited until time \( n \). Hence, \( \varphi_n \) describes the set of vertices visited up to time \( n \). The support of \( \varphi_n \) is given by \( \text{supp}(\varphi_n) = \{x \in V \mid \varphi_n(x) = 1\} \) and we have \( R_n = |\text{supp}(\varphi_n)| \).

For \( x \in V \setminus \{o\} \), we define a **shift operation** denoted by \( x^{-1} \) applied to subsets \( A \subseteq C(x) \) as follows:
\[
x^{-1}A := \{y \mid xy \in A\},
\]
that is, the shift cancels the common prefix \( x \) of all elements in \( A \subseteq C(x) \). Consider now for a moment \( \varphi_{e_k} \cdot 1_{C(X_{e_k-1})} \), which has support contained in \( C(X_{e_k-1}) \). We apply a shift operation to the support of \( \varphi_{e_k} \cdot 1_{C(X_{e_k-1})} \) and define for \( k \geq 2 \) and \( x \in V \):
\[
\psi_k(x) := \begin{cases} 1, & \text{if } X_{e_k-1}x \in C(X_{e_k-1}) \text{ and } \varphi_{e_k}(X_{e_k-1}x) = 1, \\ 0, & \text{otherwise.} \end{cases}
\]
The support of \( \psi_k \) is given by
\[
\text{supp}(\psi_k) = \{x \in V \mid \psi_k(x) = 1\} = X_{e_k-1}^{-1} \text{supp}(\varphi_{e_k} \cdot 1_{C(X_{e_k-1})}).
\]
The case \( k = 1 \) plays a distinguished role: let \( V_{o}^{\infty} \delta(X_{e_1}) \) be the set of words in \( V \) starting with a letter in \( V_{o}^{\infty} \delta(X_{e_1}) \) including the empty word \( o \). We define
\[
\psi_1 := \varphi_{e_1} \cdot 1_{V_{o}^{\infty} \delta(X_{e_1})}.
\]
Let me explain the idea behind the definitions of \( \psi_k \): as mentioned above we want to decompose \( \text{supp}(\varphi_n) \) into the disjoint parts contained in \( C(X_{e_k-1}) \setminus C(X_{e_k}) \), \( k \leq e_k(n) \), and some remaining parts. In particular, for \( n \geq e_k \) the set \( \text{supp}(\varphi_n) \cap C(X_{e_k}) \) remains
constant, where $\overline{C(X_{e_k})}$ denotes the complement of the set $C(X_{e_k})$. More precisely, for $n \geq e_k$,

$$\text{supp}(\varphi_n) \cap \overline{C(X_{e_k})} \subset \bigcup_{j=1}^{k}(C(X_{e_{j-1}}) \setminus C(X_{e_j})),$$

and $\varphi_n \cdot 1_{C(X_{e_{j-1}}) \setminus C(X_{e_j})}$ remains constant for $n \geq e_k$ and $j \leq k$. The increment $R_{e_k} - R_{e_{k-1}}$ depends only on visits of the random walk in the set $C(X_{e_{k-1}})$; thus, we just drop the common first $k - 1$ already stabilized letters in the support of $\varphi_{e_k} \cdot 1_{C(X_{e_{k-1}})}$ by the shift in the definition of $\psi_k$. This construction allows us to establish some homogeneity property for the already visited vertices in $C(X_{e_{k-1}})$ at time $e_k$, which in turn allows us to show later that $(W_k, \psi_k)_{k \in \mathbb{N}}$ is a Markov chain.

**Example 3.1.** We revisit Example 2.1 and consider the following sample path:

$\omega \rightarrow a \rightarrow ab \rightarrow aba \rightarrow abab \rightarrow abac \rightarrow abaca \rightarrow abac \rightarrow aba \rightarrow abac \sim \text{staying in } C(abac)$.

We have:

$$X_{e_1} = a, \ X_{e_2} = ab, \ X_{e_3} = aba, \ X_{e_4} = abac.$$

Furthermore, we have

$$\text{supp}(\varphi_{e_4} \cdot 1_{C(X_{e_3})}) = \{aba, abab, abac, abaca\},$$

$$\text{supp}(\psi_3) = \{o, a\}, \ \text{supp}(\psi_4) = \{o, b, c, ca\}$$

and $R_{e_4} - R_{e_3} = 4$.

We start with the following important probability invariance property under shifts:

**Lemma 3.2.** Let $w \in V$ and $(w, w_1, \ldots, w_n) \in C(w)^{n+1}$, $n \in \mathbb{N}$. Then:

$$P_w[X_1 = w_1, \ldots, X_n = w_n] = P_o[X_1 = w^{-1}w_1, \ldots, X_n = w^{-1}w_n].$$

**Proof.** It suffices to show that $p(w_i, w_{i+1}) = p(w_i^{-1}w_i, w_i^{-1}w_{i+1})$ for $i \in \{1, \ldots, n-1\}$. We write $w_i = wy_i, \ldots, y_i, m_i$, where $y_i, 1, \ldots, y_i, m_i \in V_\times$. By construction of $P$, we have

$$p(w_i, w_{i+1}) = \begin{cases} p(y_i, m_i, y_{i+1}, m_{i+1}), & \text{if } m_i = m_{i+1} \land y_i, 1 = y_{i+1}, 1, \ldots, y_i, m_i - 1 = y_{i+1}, m_i - 1, \\ p(o, y_{i+1}, m_{i+1}), & \text{if } m_i + 1 = m_{i+1} \land y_i, 1 = y_{i+1}, 1, \ldots, y_i, m_i = y_{i+1}, m_i, \\ p(y_i, m_i, o), & \text{if } m_i = m_{i+1} + 1 \land y_i, 1 = y_{i+1}, 1, \ldots, y_i, m_i - 1 = y_{i+1}, m_i + 1, \\ 0, & \text{otherwise} \end{cases}$$

$$= p(y_i, 1 \ldots y_i, m_i, y_{i+1}, 1 \ldots, y_{i+1}, m_{i+1}).$$

This proves the proposed lemma. \hfill \Box

For $k \geq 1$, denote by

$$D_k := \{(g, f) \mid g \in V_\times^+, f : V \rightarrow \{0, 1\} : P[W_k = g, \psi_k = f] > 0\},$$

the support of $(W_k, \psi_k)$. We make the following crucial observation:

**Lemma 3.3.** For all $k \in \mathbb{N}$, $D := D_1 = \text{supp}((W_k, \psi_k))$. 
Proof. First, we prove the inclusion “\(\subseteq\)”. Let be \((g, f)\) \(\in \mathcal{D}_1\) and \(k \geq 2\). W.l.o.g. we assume \(g \in V_1\). Take now any \(g_0 \in V\) with \(||g_0|| = k - 1\) and \(\delta(g_0) = 2\). Let \((o, x_1, \ldots, x_m = g_0)\) be any (shortest) path from \(o\) to \(g_0\) such that \(m = |g_0|\). In particular, we have

\[
\{o, x_1, \ldots, x_m\} \cap C(g_0) = \{g_0\}.
\]

Furthermore, let \((o, y_1, \ldots, y_n = g)\) be a path in \(V \setminus V_2^\infty\) such that \(\text{supp}(f) = \{o, y_1, \ldots, y_n\}\). This choice is possible since \(\text{supp}(f) \subseteq V \setminus V_2^\infty\) due to the assumption that \((g, f) \in \mathcal{D}_1\) holds. Then the path

\[
(o, x_1, \ldots, x_m = g_0, g_0 y_1, g_0 y_2, \ldots, g_0 y_n = g g)
\]

is a path from \(o\) to \(g_0 g\), which allows to generate \(W_k = g\) and \(\psi_k = f\) at time \(m + n\) with positive probability, that is,

\[
P[(W_k, \psi_k) = (g, f)] \
\geq \quad P \left[ X_0 = o, X_1 = x_1, \ldots, X_m = x_m = g_0, X_{m+1} = g_0 y_1, \ldots, X_{m+n} = g_0 g, \forall j \geq m + n : X_j \in C(g_0 g) \right] \\
= \quad P \left[ X_0 = o, X_1 = x_1, \ldots, X_m = x_m, X_{m+1} = g_0 y_1, \ldots, X_{m+n} = g_0 g \right] \cdot P_{g_0 g} \left[ \forall j \geq 1 : X_j \in C(g_0 g) \right] \\
= \quad P \left[ X_0 = o, X_1 = x_1, \ldots, X_m = g_0, X_{m+1} = g_0 y_1, \ldots, X_{m+n} = g_0 g \right] \cdot (1 - \xi_1) > 0.
\]

Thus, we have proven \((g, f) \in \text{supp}(W_k, \psi_k)\).

Now we show “\(\supseteq\)”; let be \((g, f) \in \mathcal{D}_k, k \geq 2\). W.l.o.g. we assume \(\delta(g) = 1\). Then there exists some \(g_0 \in V\) with \(||g_0|| = k - 1\) and \(\delta(g_0) = 2\) such that there exists a path of the form \((g_0, y_1, \ldots, y_{m-1}, y_m = g_0 g)\) in \(C(g_0)\) with \(\text{supp}(f) = \{o, g_0^{-1} y_1, \ldots, g_0^{-1} y_m\}\). This implies together with Lemma \((3.2)\) and \((2.7)\) that

\[
P[(W_1, \psi_1) = (g, f)] \
\geq \quad P \left[ X_0 = o, X_1 = g_0^{-1} y_1, \ldots, X_m = g_0^{-1} y_m = g, \forall j \geq m : X_j \in C(g) \right] \\
= \quad P \left[ X_0 = o, X_1 = g_0^{-1} y_1, \ldots, X_m = g_0^{-1} y_m \right] \cdot P_g \left[ \forall j \geq 1 : X_j \in C(g) \right] \\
= \quad P_{g_0} \left[ X_0 = g_0, X_1 = y_1, \ldots, X_m = y_m \right] \cdot (1 - \xi_1) > 0.
\]

That is, \((g, f) \in \mathcal{D}_1\). This finishes the proof. \(\Box\)

The next proposition will be an essential ingredient in our proofs later.

**Proposition 3.4.** \((W_k, \psi_k)_{k \in \mathbb{N}}\) is an irreducible, homogeneous Markov chain on the state space \(\mathcal{D}\).

**Proof.** For proving the Markov property, let be \(k \in \mathbb{N}, (g_1, f_1), \ldots, (g_{k+1}, f_{k+1}) \in \mathcal{D}\) with

\[
P[(W_1, \psi_1) = (g_1, f_1), \ldots, (W_k, \psi_k) = (g_k, f_k)] > 0.
\]

Denote by \(\Pi_n, n \in \mathbb{N}\), the set of paths \((o, x_1, \ldots, x_{n-1}, x_n = g_1 \ldots g_k)\) in \(V\) such that

\[
\left[ X_1 = x_1, \ldots, X_{n-1} = x_{n-1}, X_n = x_n, \forall n' > n : X_{n'} \in C(x_n) \right] \cap [e_k = n] \cap \bigcap_{i=1}^{k} [(W_k, \psi_k) = (g_k, f_k)] \neq \emptyset.
\]
Moreover, denote by $\Pi^*_m$, $m \in \mathbb{N}$, the set of paths $(o, v_1, \ldots, v_{m-1}, v_m = g_{k+1})$ in $V$ satisfying $v_i \notin V^\Delta_{e_i}$, where $j \in I \setminus \{\delta(g_{k+1})\}$, such that
\[
X_1 = v_1, \ldots, X_m = v_m, \forall m' > m : X_{m'} \in C(v_m) \] \neq \emptyset
\text{ and supp}(f_{k+1}) = \{v_1, \ldots, v_m\} \cup g_k^{-1}(\text{supp}(f_k) \cap C(g_k)) .
\]
We remark that supp$(f_{k+1})$ splits up into the part supp$(f_k) \cap C(g_k)$ visited before time $e_k$ (shifted by $g_k^{-1}$) and into the part $\{v_1, \ldots, v_m\}$ visited after time $e_k$.

Then we obtain by definition of $P$ and the Markov property of $(X_n)_{n \in \mathbb{N}}$:
\[
\mathbb{P}[\{W_k, \psi_1\} = (g_1, f_1), \ldots, (W_k, \psi_k+1) = (g_{k+1}, f_{k+1})] = \sum_{n \in \mathbb{N}} \sum_{(o, x_1, \ldots, x_{n-1}, x_n) \in \Pi_n} \mathbb{P}[X_1 = x_1, \ldots, X_n = x_n] \cdot \mathbb{P}[X_{n+1} = x_nv_1, \ldots, X_{n+m} = x_nv_m | X_n = x_n] \cdot \mathbb{P}[\forall j > m + n : X_j \notin C(x_nv_m) | X_{n+m} = x_nv_m] \]
\[
= \sum_{n \in \mathbb{N}} \sum_{(o, x_1, \ldots, x_{n-1}, x_n) \in \Pi_n} \mathbb{P}[X_1 = x_1, \ldots, X_n = x_n] \cdot \sum_{m \in \mathbb{N}} \mathbb{P}[X_1 = x_1, \ldots, X_m = x_m] \cdot (1 - \xi\delta(g_{k+1})).
\]

Analogously,
\[
\mathbb{P}[\{W_1, \psi_1\} = (g_1, f_1), \ldots, (W_k, \psi_k) = (g_k, f_k)] = \sum_{n \in \mathbb{N}} \sum_{(o, x_1, \ldots, x_{n-1}, x_n) \in \Pi_n} \mathbb{P}[X_1 = x_1, \ldots, X_n = x_n] \cdot (1 - \xi\delta(g_k)).
\]

Thus,
\[
\mathbb{P}[\{W_k+1, \psi_{k+1}\} = (g_{k+1}, f_{k+1}) | \{W_1, \psi_1\} = (g_1, f_1), \ldots, (W_k, \psi_k) = (g_k, f_k)] = \frac{1 - \xi\delta(g_{k+1})}{1 - \xi\delta(g_k)} \cdot \sum_{m \in \mathbb{N}} \mathbb{P}[X_1 = v_1, \ldots, X_m = v_m].
\]  \hspace{1cm} (3.3)

This shows that $(W_k, \psi_k)_{k \in \mathbb{N}}$ is indeed a homogeneous Markov chain, since the conditional probabilities depend only on $(g_k, f_k)$ and $(g_{k+1}, f_{k+1})$.

For the proof of irreducibility, let be $(g_1, f_1), (g_2, f_2) \in D$. From $(g_1, f_1)$ the process $(W_k, \psi_k)_{k \in \mathbb{N}}$ can walk with positive probability in at most $|\text{supp}(f_1)| + 1$ steps to some $(g_0, f_0) \in D$ with $g_0 \notin V^\Delta_{\delta(g_2)}$ and $f_0 = 1_0 + 1_{g_0}$. Starting at $(g_0, f_0)$ we can go to $(g_2, f_2)$ with positive probability in one step, which is easy to check and is similar to the reasoning of the proof of Lemma 3.3. This yields irreducibility. □
Observe that \((W_k, \psi_k)_{k \in \mathbb{N}}\) is not aperiodic, since \(W_k \in V_1^x\) implies \(W_{k+1} \in V_2^x\). But we have the following result:

**Lemma 3.5.** The Markov chain \((W_k, \psi_k)_{k \in \mathbb{N}}\) has period 2.

*Proof.* Let be \((g, f) \in D\) with \(g \in V_1^x\), \(p(o, g) > 0\), \(f = \mathbb{1}_o + \mathbb{1}_g\). Take any \(g' \in V_2^x\) with \(p(o, g') > 0\) and set \(f' := \mathbb{1}_o + \mathbb{1}_g'\). The formula (3.3) for the transition probabilities yields:

\[
P[(W_2, \psi_2) = (g', f') \mid (W_1, \psi_1) = (g, f)] \geq \frac{1 - \xi_2}{1 - \xi_1} p(o, g') > 0
\]

and \(P[(W_3, \psi_3) = (g, f) \mid (W_2, \psi_2) = (g', f')] \geq \frac{1 - \xi_1}{1 - \xi_2} p(o, g) > 0\).

This implies:

\[
P[(W_3, \psi_3) = (g, f) \mid (W_1, \psi_1) = (g, f)] \geq \frac{1 - \xi_2}{1 - \xi_1} P[(W_2, \psi_2) = (g', f') \mid (W_1, \psi_1) = (g, f)] > 0,
\]

that is, \((g, f)\) can be reached from \((g, f)\) within two steps, which proves the claim. \(\Box\)

We remark that the process \((W_k, \psi_k)_{k \in \mathbb{N}}\) would be aperiodic if \(|I| \geq 3\).

As an abbreviation we will denote the transition probabilities of \((W_k, \psi_k)_{k \in \mathbb{N}}\) by

\[
q((g_1, f_1), (g_2, f_2)) := P[(W_2, \psi_2) = (g_2, f_2) \mid (W_1, \psi_1) = (g_1, f_1)]
\]

for \((g_1, f_1), (g_2, f_2) \in D\), and the \(n\)-step transition probabilities by \(q^n((g_1, f_1), (g_2, f_2))\).

### 3.2. Estimates for Increments between Exit Times

In this subsection we derive some uniform upper bounds for expectations of some random quantities associated with the exit times. Those will be needed in order to ensure that the expected increase of the range between two consecutive exit times is uniformly bounded. We start with the following lemma:

**Lemma 3.6.** Let be \(R_0 \in (1, R)\). Then:

\[
\sup_{x \in V} G(x, x|R_0) < \infty.
\]

*Proof.* Since all Green functions \(G(x, x|z), x \in V\), have radii of convergence of at least \(R\), all values \(G(x, x|R_0)\) are finite. First, we show that \(\sup_{x \in V} U(x, x|1) < 1\). Let be \(x \in V\) with \(\delta(x) = 1\) and \(g_2 \in V_2^x\) such that \(p_2(o_2, g_2) > 0\). Since \(\xi_2 < 1\) we have:

\[
U(x, x|1) \leq 1 - \mathbb{P}_x [X_1 = x g_2, \forall n > 1 : X_n \text{ has prefix } x g_2] = 1 - (1 - \alpha p_2(o_2, g_2)(1 - \xi_2)) < 1.
\]

Analogously, take any \(g_1 \in V_1^x\) with \(p_1(o_1, g_1) > 0\). Then we obtain for all \(y \in V\) with \(\delta(y) = 2:\n
\[
U(y, y|1) \leq 1 - \alpha p_1(o_1, g_1) \cdot (1 - \xi_1) < 1.
\]
Transience yields $U(o,o|1) < 1$, and therefore we have
\[
\overline{U} := \sup_{x \in V} U(x,x|1) \leq \max \{1 - \alpha p_1(o_1,g_1)(1-\xi_1), 1 - (1-\alpha)p_2(o_2,g_2)(1-\xi_2), U(o,o|1)\} < 1.
\]

In view of (2.5) it suffices to show that $\sup_{x \in V} U(x,x|1) \leq \overline{U}$ yields
\[
\sup_{x \in V} U(x,x|1) \leq \frac{1 - \overline{U}}{\overline{U}} R_0 + \overline{U} - 1 - \overline{U} R_0 < 1,
\]
that is, $\sup_{x \in V} U(x,x|R_0) < 1$, from which the claim of the lemma follows. \qed

For sake of better readability in the next proof, we introduce further notation. For $i \in I$, $y \in V_j$ with $j \in J \setminus \{i\}$ and $n \in \mathbb{N}$ define
\[
k_i^{(n)}(y) := \mathbb{P}[\forall \ell \in \{1, \ldots, n\} : X_\ell \notin V_i^x, X_{n-1} \notin C(y), X_n = y].
\]
Furthermore, if $x \in V \setminus \{o\}$ then we set $\xi_{-\delta(x)} = \xi_2$, if $\delta(x) = 1$, and $\xi_{-\delta(x)} = \xi_1$, if $\delta(x) = 2$.

The following lemma ensures that the expectations of the increments between consecutive exit times are uniformly bounded.

**Lemma 3.7.** \[
\sup_{k \in \mathbb{N}} \mathbb{E}[i_k] < \infty.
\]

**Proof.** Let be $k \in \mathbb{N}$. First, recall that, by definition, $X_{e_{k-1}} \notin C(X_{e_k})$ and that $\delta(X_{e_{k-1}}) \neq \delta(X_{e_k})$. We decompose $i_k$ according to the values of $X_{e_{k-1}}$ and $X_{e_k}$:

\[
\begin{align*}
\mathbb{E}[i_k] &= \sum_{n \in \mathbb{N}} \sum_{x,y \in V} \mathbb{P}[X_{e_{k-1}} = x, X_{e_k} = y, e_k - e_{k-1} = n] \cdot n \\
&= \sum_{n \in \mathbb{N}} \sum_{x \in V : \|x\| = k-1} \sum_{y \in C(x)} \mathbb{P} \left[ \forall m \in \{1, \ldots, n\} : X_{\ell-1} \notin C(x), X_{\ell} \notin C(x), X_{\ell+m} \notin C(y), X_{\ell+n} = y, \forall \ell > n : X_{\ell} \in C(y) \right] \cdot n \\
&= \sum_{n \in \mathbb{N}} \sum_{x \in V : \|x\| = k-1} \sum_{y \in C(x)} \mathbb{P}[X_{\ell-1} \notin C(x), X_\ell = x] \cdot \sum_{y \in C(x)} k_{\delta(x)}^{(n)}(x^{-1}y) \cdot (1 - \xi_{\delta(y)}) \cdot n \\
&= \sum_{\ell \in \mathbb{N}} \sum_{x \in V : \|x\| = k-1} \mathbb{P}[X_{\ell-1} \notin C(x), X_\ell = x] \cdot (1 - \xi_{\delta(x)}) \\
&\quad \cdot \frac{\partial}{\partial z} \left[ \sum_{n \geq 1} \sum_{y \in (V_1^x \cup V_2^x) \setminus V_{\delta(x)}} k_{\delta(x)}^{(n)}(y) \cdot z^n \right]_{z=1} \\
&= : \gamma_{\delta(x)}(z)
\end{align*}
\]
The power series $\gamma_{\delta(x)}(z)$ has radius of convergence strictly bigger than 1; see [7] Proof of Prop. 3.2], where the exactly same power series are denoted by $\gamma_{i,j}(z)$. Hence,

$$
\mathbb{E}[k] \leq \sum_{\ell \in \mathbb{N}} \sum_{x \in V} \mathbb{P}[X_{\ell-1} \notin C(x), X_{\ell} = x] \cdot (1 - \xi_{\delta(x)}) \cdot \frac{1 - \xi_{\delta(x)}}{1 - \xi_{\delta(x)}} \cdot \max\{\gamma_1'(1), \gamma_2'(1)\}
$$

$$
= \sum_{x \in V} \mathbb{P}[X_{e_{k-1}} = x] \cdot \max{\left\{ \frac{1 - \xi_1}{1 - \xi_2}, \frac{1 - \xi_2}{1 - \xi_1} \right\}} \cdot \max\{\gamma_1'(1), \gamma_2'(1)\} < \infty.
$$

This proves the claim. \hfill \Box

The following lemma will be needed to ensure that the expected increase of the range by visits of elements in $C(X_{e_{k-1}})$ up to time $e_k$ is uniformly bounded.

**Lemma 3.8.**

$$
\sup_{k \in \mathbb{N}} \mathbb{E}[|\text{supp}(\psi_k)|] < \infty.
$$

**Proof.** Let be $k \in \mathbb{N}$. Denote by $S_{k-1}$ the random time of the first visit to $X_{e_{k-1}}$. Then:

$$
\mathbb{E}[|\text{supp}(\psi_k)|] \leq \mathbb{E}\left[ \sum_{j = S_{k-1}}^{e_{k-1}} \mathbf{1}_{C(X_{e_{k-1}})}(X_j) \right] + \mathbb{E}\left[ \sum_{j = e_{k-1} + 1}^{e_k} \mathbf{1}_{C(X_{e_{k-1}})}(X_j) \right].
$$

We show that both expectations on the right hand side are uniformly bounded. To this end, we make a decomposition according to the values of $X_{e_{k-1}}, S_{k-1}$ and $e_{k-1}$. For $k \in \mathbb{N}$, write $D_k := \{x \in V \mid \|x\| = k\}$. Then we obtain:

$$
\mathbb{E}\left[ \sum_{j = S_{k-1}}^{e_{k-1}} \mathbf{1}_{C(X_{e_{k-1}})}(X_j) \right]
= \sum_{m,n \in \mathbb{N}_0} \sum_{x \in D_{k-1}} \mathbf{1}_{x_1,\ldots,x_{n-1} \in V \cap C(x)}(x)
\cdot \left( \mathbb{P}\left[ X_{m+1} = x_1, \ldots, X_{m+n} = x \right] \mathbf{1}_{C(x)}(x) \right)
\cdot \sum_{i=1}^{n-1} \mathbf{1}_{C(x)}(x_i)
\leq \sum_{m,n \in \mathbb{N}_0} \sum_{x \in D_{k-1}} \mathbf{1}_{x_1,\ldots,x_{n-1} \in V}
\cdot \mathbb{P}\left[ X_{m+1} = x_1, \ldots, X_{m+n} = x \right] \mathbf{1}_{C(x)}(x)
\cdot n \mathbb{P}_x[\forall k \geq 1 : X_k \in C(x)] \cdot n
$$
Let rest follows from Feller [4, Theorem on p. 389].

This follows from the fact that transience implies \( \lim_{n \to \infty} q^{(n)}((g, f), (g, f)) = 0 \), and the rest follows from Feller [4, Theorem on p. 389].

Let \((g, f) \in \mathcal{D} \) be with \( g \in V_1^X \) and \( f = 1_{\{o, g\}} \). Choose \( M \in \mathbb{N} \) even such that

\[
\mathbb{E}[|\text{supp}(\psi_k)| \mid (W_1, \psi_1) = (g, f)] \leq M \quad \text{for all} \quad k \in \mathbb{N},
\]
which is possible due to Corollary 3.9. Then there is some $\delta > 0$ such that
\[ p_k := \mathbb{P}[|\text{supp}(\psi_k)| \leq M + 1 \mid (W_1, \psi_1) = (g, f)] \geq \delta \]
for all $k \in \mathbb{N}$; indeed, assume that there is an index sequence $(n_k)_{k \in \mathbb{N}}$ such that $p_{n_k} < 1/k$; then
\[ \mathbb{E}[|\text{supp}(\psi_{n_k})| \mid (W_1, \psi_1) = (g, f)] \geq \left(1 - \frac{1}{k}\right) \cdot (M + 1), \]
a contradiction to $\mathbb{E}[|\text{supp}(\psi_k)| \mid (W_1, \psi_1) = (g, f)] \leq M$ for $k$ large enough. Hence, for each $m \in \mathbb{N}$ we can choose a set $A_m$ of elements $(\bar{g}, \bar{f}) \in D$ with $|\text{supp}(\bar{f})| \leq M + 1$ such that
\[ \sum_{(\bar{g}, \bar{f}) \in A_m} q^{(m)}((g, f), (\bar{g}, \bar{f})) \geq \delta. \]
Now let $(\bar{g}, \bar{f}) \in D$ be with $\bar{g} \in V_1^\infty$ and $|\text{supp}(\bar{f})| \leq M + 1$, and set $(\bar{g}_0, \bar{f}_0) := (\bar{g}, \bar{f})$ and $(\bar{g}_M, \bar{f}_M) := (g, f)$. Choose $\bar{g}' \in V_1^\infty$, $\bar{g}'' \in V_2^\infty$ with $p_1(o_1, \bar{g}') > 0$ and $p_2(o_2, \bar{g}'') > 0$. Set $\bar{g}_1 := \bar{g}_3 := \cdots := \bar{g}_{M-1} := \bar{g}''$ and $\bar{g}_2 := \bar{g}_1 := \cdots := \bar{g}_{M-2} := \bar{g}'$, and define $\bar{f}_i := 1_{B_i}$ with $B_0 := \text{supp}(\bar{f})$ and
\[ B_i := \bar{g}_i^{-1}(B_{i-1} \cap C(\bar{g}_i)) \quad \text{for } i \in \{1, \ldots, M\}. \]
The idea behind this construction is to obtain a sequence of elements $(\bar{g}_i, \bar{f}_i)$ which allows to reach $(g, f)$ after $M$ steps since
\[ \mathbb{P}[(W_i, \psi_1) = (\bar{g}_i, \bar{f}_i) \mid (W_{i-1}, \psi_{i-1}) = (\bar{g}_{i-1}, \bar{f}_{i-1})] \geq \frac{1 - \xi_\delta(\bar{g}_i)}{1 - \xi_\delta(\bar{g}_{i-1})} p(o, \bar{g}_i) > 0. \]
In particular, $|\text{supp}(\bar{f}_0)|$ is reduced successively in each step, that is,
\[ |\text{supp}(\bar{f}_0)| \geq |\text{supp}(\bar{f}_1)| \geq |\text{supp}(\bar{f}_2)| \geq \ldots \geq |\text{supp}(\bar{f}_M)| = 2. \]
We set $\varepsilon_0 := \min\{\alpha \cdot p_1(o_1, \bar{g}'), (1 - \alpha) \cdot p_2(o_2, \bar{g}'')\}$ and obtain by construction of $(\bar{g}_i, \bar{f}_i)$:
\[ \prod_{i=1}^{M} q((\bar{g}_{i-1}, \bar{f}_{i-1}), (\bar{g}_i, \bar{f}_i)) \]
\[ = \prod_{j=1}^{M/2} q((\bar{g}_{2j-1}, \bar{f}_{2j-2}), (\bar{g}_{2j-1}, \bar{f}_{2j-1})) \cdot q((\bar{g}_{2j-2}, \bar{f}_{2j-2}), (\bar{g}_{2j-1}, \bar{f}_{2j})) \]
\[ = \prod_{j=1}^{M/2} \frac{1 - \xi_2}{1 - \xi_1} p(o, \bar{g}_{2j-1}) \cdot \frac{1 - \xi_1}{1 - \xi_2} p(o, \bar{g}_{2j}) \geq \varepsilon_0^M. \]
Finally, we obtain for $n \in \mathbb{N}$ even with $n \geq M + 1$:
\[ q^{(n)}((g, f), (g, f)) = \sum_{(\bar{g}, \bar{f}) \in D} q^{(n-M)}((g, f), (\bar{g}, \bar{f})) \cdot q^{(M)}((\bar{g}, \bar{f}), (g, f)) \]
\[ \geq \sum_{(\bar{g}, \bar{f}) \in A_{n-M}} q^{(n-M)}((g, f), (\bar{g}, \bar{f})) \cdot q^{(M)}((\bar{g}, \bar{f}), (g, f)) \geq \varepsilon_0^M \cdot \delta. \]
Thus, \( q^{(2n)}((g, f), (g, f)) \), \( n \geq 1 + M/2 \), is uniformly bounded away from zero, which proves the proposed claim. \( \square \)

3.3. **Existence of the Asymptotic Range.** In this subsection we finally derive existence of the asymptotic range. Recall that the support of the random functions \( \psi_k, k \in \mathbb{N} \), contain the information of the states (shifted by \( X_{e_k-1}^{-1} \)) visited by the random walk in \( C(X_{e_k-1}) \) up to time \( e_k \). By the following definitions we decompose these sets one step further. For \( k \in \mathbb{N} \), define

\[
\tilde{R}_k := |\text{supp}(\psi_k) \setminus C(W_k)|
\]

and the overhang

\[
O_k := |\text{supp}(\psi_k) \cap C(W_k)|.
\]

That is, \( \tilde{R}_k \) describes the final number of states in \( C(X_{e_k-1}) \setminus C(X_{e_k}) \) (shifted by \( X_{e_k-1}^{-1} \)) visited by the random walk, while \( O_k \) describes the number of states which are “passed” to \( \psi_{k+1} \).

**Example 3.11.** We continue Example 3.1. In view of the given sample path we have

\[
\tilde{R}_3 = \{0\},
\]

which counts the element \( ab \), and

\[
O_3 = \{a\},
\]

which corresponds to the element \( aba \). Furthermore,

\[
\tilde{R}_4 = \{0, c, ca\}
\]

represents the visited elements \( aba, abac, abaca \), and

\[
O_4 = \{b\}
\]

corresponds to the element \( abab \), which will be counted later by \( \tilde{R}_5 \).

Our aim is to apply the ergodic theorem for positive-recurrent Markov chains to \((W_k, \psi_k)_{k \in \mathbb{N}}\) and \((\tilde{R}_k)_{k \in \mathbb{N}}\), which needs the following lemma:

**Lemma 3.12.** Let \( \pi \) be the invariant probability measure of the Markov chain \((W_k, \psi_k)_{k \in \mathbb{N}}\). Then:

\[
\tilde{r} := \int \tilde{R}_1 \, d\pi < \infty \quad \text{and} \quad \int O_1 \, d\pi < \infty.
\]

**Proof.** First, observe that both integrals are well-defined since \( \tilde{R}_1 \geq 0 \) and \( O_1 \geq 0 \). Assume now for a moment that \( \int \tilde{R}_1 \, d\pi = \infty \) holds. Then, by the ergodic theorem for positive-recurrent Markov chains and the remarks made at the beginning of Subsection 3.3.1

\[
\frac{1}{n} \sum_{j=1}^{k(n)} \tilde{R}_j = \frac{e_{k(n)}}{n} \sum_{j=1}^{k(n)} \tilde{R}_j \overset{n \to \infty}{\longrightarrow} \tilde{r} \quad \text{almost surely.}
\]

On the other hand side, the random variables \( \tilde{R}_1, \ldots, \tilde{R}_{k(n)} \) decompose the range \( R_n \) into disjoint subsets, namely into the parts contained in \( C(X_{e_{j-1}}) \setminus C(X_{e_{j}}), j \in \{1, \ldots, k(n)\} \).

Therefore, \( \sum_{j=1}^{k(n)} \tilde{R}_j \leq n \), and we obtain the contradiction

\[
\frac{1}{n} \sum_{j=1}^{k(n)} \tilde{R}_j \leq 1.
\]

Thus, \( \int \tilde{R}_1 \, d\pi < \infty \). The proof for finiteness of \( \int O_1 \, d\pi \) works completely analogously. \( \square \)
The next corollary allows us to drop the overhang when considering the asymptotic range.

**Corollary 3.13.**

\[
\lim_{k \to \infty} \frac{O_k}{k} = 0 \quad \text{almost surely.}
\]

**Proof.** By Lemma 3.12 we get

\[
\lim_{k \to \infty} \frac{1}{k} \sum_{i=1}^{k} O_i = o := \int O_1 \, d\pi < \infty.
\]

Therefore, we obtain the proposed limit as follows:

\[
\lim_{k \to \infty} \frac{O_k}{k} = \lim_{k \to \infty} \left[ \frac{1}{k} \sum_{i=1}^{k} O_i \right. - \frac{k-1}{k} \left. \sum_{i=1}^{k-1} O_i \right] \to o - k^{-1} \sum_{i=1}^{k-1} O_i \to o.
\]

\[= 0 \quad \text{almost surely.} \]

\[\square\]

Finally, we can prove our first main result:

**Proof of Theorem 1.1:** For \(i \in \mathcal{I}\), denote by \(V^*_i\) the set of words starting with a letter in \(V_i^\times\), and write \(C_0 := (V^*_\delta(W_1) \setminus C(X_{e_1})) \cup \{o\}\); the complement \(\overline{C_0}\) is then the set of words starting with a letter in \(V_j\), where \(j \in \mathcal{I} \setminus \{\delta(W_1)\}\). Define \(\tilde{R}_0 := \left|\{X_0, X_1, \ldots, X_{e_1}\} \cap \overline{C_0}\right|\).

We decompose the set of states visited until time \(e_{k(n)}\) into disjoint sets contained in \(C(X_{e_{j-1}}) \setminus C(X_{e_j})\) with \(j \in \{2, \ldots, k(n)\}\), \(C(X_{e_{k(n)}})\), \(C_0\) and \(\overline{C_0}\). This gives

\[
\frac{R_{e_{k(n)}}}{e_{k(n)}} = \frac{k(n)}{e_{k(n)}} \left[ \frac{1}{k(n)} \sum_{j=1}^{k(n)} R_j + \frac{1}{k(n)} O_{k(n)} + \frac{1}{k(n)} \tilde{R}_0 \right].
\]

Positive recurrence of \((W_k, \psi_k)_{k \in \mathbb{N}}\) implies that, by the ergodic theorem for positive recurrent Markov chains together with Lemma 3.12

\[
\lim_{n \to \infty} \frac{1}{k(n)} \sum_{j=1}^{k(n)} R_j = \tilde{r} \quad \text{almost surely.} \quad (3.4)
\]

Since the random walk finally converges to some infinite word in \(V_\infty^\times\) starting with a letter in \(V^\times_\delta(W_1)\) and \(\tilde{R}_0\) counts only finitely many elements of \(V\) visited by the random walk outside of \(V^*_{\delta(W_1)} \cup \{o\}\), we have \(\lim_{n \to \infty} \tilde{R}_0/k(n) = 0\) almost surely. This yields with Corollary 3.13

\[
\lim_{n \to \infty} \frac{R_{e_{k(n)}}}{e_{k(n)}} = \tilde{r} \cdot \ell =: \tau \quad \text{almost surely.}
\]
Furthermore, we obtain with (3.2):
\[
\frac{R_n}{n} = \frac{R_n - R_{e_k(n)}}{n} + \frac{R_{e_k(n)} e_k(n)}{n} \rightarrow \frac{1}{\ell}.
\]

It remains to show that the first quotient on the right hand side tends to 0, which is obtained as follows from (3.1) and (3.2):
\[
0 \leq \frac{R_n - R_{e_k(n)}}{n} \leq \frac{R_{e_k(n)+1} - R_{e_k(n)}}{n} = \frac{R_{e_k(n)+1} - R_{e_k(n)} e_{k(n)+1}}{n} \rightarrow 0 \quad \text{almost surely.}
\]

This completes the proof. □

The proof of Theorem 1.1 gives the following formula for the asymptotic range:

**Corollary 3.14.**
\[
r = \lim_{n \to \infty} \frac{R_n}{n} = \bar{r} \cdot \ell \quad \text{almost surely.}
\]

**Remark 3.15.** The formula (1.1) for the asymptotic range in the group setting does, in general, not necessarily hold for general free products of graphs as we will demonstrate in the following example. We consider an adapted version of Example 2.1 let be \(V_1 = \{o_1, a\}, V_2 = \{o_2, b, c\}\), set \(p_1(o_1, a) = p_1(a, a) = 1\) and \(p_2(o_2, b) = p_2(b, c) = p_2(c, b) = 1\) and \(\alpha = \frac{1}{2}\). Then \(U(o, o) = 0\) by construction, that is, the formula (1.1) for the asymptotic range in the group case gives the value \(1 - U(o, o|1) = 1\). Now we show that the asymptotic range is strictly smaller than 1.

For \(x \in V_1 \ast V_2\), \(x \neq o\), denote by \([x]\) the last letter of \(x\). Since \(o \in V_1 \ast V_2\) can not be visited again, we have for \(n \in \mathbb{N}\):
\[
\mathbb{P}([X_n] = a) + \mathbb{P}([X_n] = b) + \mathbb{P}([X_n] = c) = 1.
\]

For \(n \in \mathbb{N}\), define the events
\[
A_n = \{[X_{4n}] = a, [X_{4n+1}] = b, X_{4n+1} = X_{4n+3} \cup [X_{4n}] = b, X_{4n} = X_{4n+2}\}
\]
\[
\cup [X_{4n}] = c, X_{4n} = X_{4n+2}\}.
\]

Then:
\[
\mathbb{P}(A_n) = \mathbb{P}([X_{4n}] = a) \cdot \mathbb{P}([X_{4n+1}] = b, X_{4n+1} = X_{4n+3} | [X_{4n}] = a]
+ \mathbb{P}([X_{4n}] = b) \cdot \mathbb{P}([X_{4n+2}] = b | [X_{4n}] = b]
+ \mathbb{P}([X_{4n}] = c) \cdot \mathbb{P}([X_{4n+2}] = c | [X_{4n}] = c]
\geq \mathbb{P}([X_{4n}] = a) \cdot \left(\frac{1}{2}\right)^3 + \mathbb{P}([X_{4n}] = b) \cdot \left(\frac{1}{2}\right)^2 + \mathbb{P}([X_{4n}] = c) \cdot \left(\frac{1}{2}\right)^2 \geq \left(\frac{1}{2}\right)^3.
\]
If the event $A_n$ occurs then the random walk visits at least one element of $V$ in the time interval $[4n, 4n + 3]$ twice, that is, $\{|X_{4n}, X_{4n+1}, X_{4n+2}, X_{4n+3}| \leq 4$. Hence, each occurrence of $A_n$ reduces the maximal value of $R_n$ by at least 1. Since $R_{4n} \leq 4n$ and the $A_n$’s cover disjoint time slots, we obtain:
\[
\mathbb{E}[R_{4n}] \leq 4n - \sum_{k=1}^{n} \mathbb{E}[I_{A_k}] = 4n - \sum_{k=1}^{n} \mathbb{P}(A_n) \leq 4n - \sum_{k=1}^{n} \frac{1}{8} = 4n + \frac{n}{8}.
\]
That is, an application of the Dominated convergence Theorem gives
\[
t = \lim_{n \to \infty} \frac{R_n}{n} = \lim_{n \to \infty} \frac{\mathbb{E}[R_{4n}]}{4n} \leq \lim_{n \to \infty} 1 - \frac{\frac{1}{32}}{4n} = 1 - \frac{1}{32} < 1.
\]
Hence, the asymptotic range is strictly smaller than 1, and the formula from the group setting does not hold.

4. Central Limit Theorem

In this section we derive the Central Limit Theorem [1.2]. The idea is to decompose the set of visited vertices up to time $n$ into disjoint i.i.d. subsets with the help of regeneration times. For this purpose, fix for the rest of this section any $g_0 \in V_1^x$ with $p_1(o_1, g_0) > 0$ and define the following random times (recall that $S_x$ is the random time of the first visit in $x \in V$):
\[
\tau_0 := \inf\{m \in \mathbb{N} \mid W_{e_m} = g_0, e_m = S_{X_{e_m}}\}
\]
and for $k \geq 1$
\[
\tau_k := \inf\{m > \tau_{k-1} \mid W_{e_m} = g_0, e_m = S_{X_{e_m}}\}.
\]
Due to positive-recurrence of $(W_k, \psi_k)_{k \in \mathbb{N}}$ (Proposition 3.10), we have $W_m = g_0$ for infinitely many indices $m \in \mathbb{N}$ with probability 1. Each time when the random visits for the first time some word $w \in V$ ending with $g_0$, it has probability of $\xi_1 > 0$ to stay in the cone $C(w)$ thereafter. This observation gives rise to a standard geometric argument which yields $\tau_k < \infty$ almost surely. In particular, the definition of $\tau_k$ implies
\[
g_0^{-1}(\text{supp}(\psi_{e_{\tau_k}}) \cap C(g_0)) = \{o\}.
\]
For $i \in \mathbb{N}_0$, set
\[
T_i := e_{\tau_i},
\]
and define
\[
\bar{L}_i := \sum_{j=\tau_i+1}^{\tau_{i+1}} \bar{R}_j, \quad L_i := \bar{L}_i - (T_i - T_{i-1}) \cdot \tau = (R_{T_i} - R_{T_{i-1}}) - (T_i - T_{i-1}) \cdot \tau;
\]
the last equation uses the fact that $O_{T_{i-1}} = O_{T_i} = 1_{\{o\}}$ by construction of $T_{i-1}$ and $T_i$. In the following we will show that $T_1 - T_0$ and $T_0$ have exponential moments and that $(L_i)_{i \in \mathbb{N}}$ and $(T_i - T_{i-1})_{i \in \mathbb{N}}$ form i.i.d. sequences with finite second moment.

To this end we have to introduce further notation. Set
\[
V_{g_0} := \{w_1 \ldots w_n \in V \mid n \in \mathbb{N}, w_1, \ldots, w_{n-1} \neq g_0, w_n = g_0\},
\]
the set of words in \(V\) which end with letter \(g_0\) and have no further occurrence of this letter, and
\[
V^{(2)}_{g_0} := \{ w \in V_{g_0} | w \text{ starts with a letter in } V^x_2 \}.
\]
Define for \(z \in \mathbb{C}\)
\[
\mathcal{L}(z) := \sum_{w \in V_{g_0}} L(o, w|z)
\]
and
\[
\mathcal{L}_1^x(z) := \sum_{g \in V_1^x \setminus \{g_0\}} L(o, g|z) = \sum_{g \in V_1^x \setminus \{g_0\}} L_1(o, g | \xi_1(z))
\]
\[
\mathcal{L}_2^x(z) := \sum_{g \in V_2^x} L(o, g|z) = \sum_{g \in V_2^x} L_2(o, g | \xi_2(z)).
\]
Our next goal is to prove that \(\mathcal{L}(z)\) has radius of convergence strictly bigger than 1, from which we can deduce existence of exponential moments of \(T_1 - T_0\). With the help of (2.6) we can rewrite \(\mathcal{L}(z)\) as follows:
\[
\mathcal{L}(z) = \sum_{n \in \mathbb{N}} \prod_{j=1}^{n} L_{\delta(w_j)} \left( o_{\delta(w_j)}, w_j \right) \cdot \xi_{\delta(w_j)}(z)) = L(o, g_0|z) \cdot \left( 1 + \sum_{n \geq 1} \left( \mathcal{L}_1^x(z) \cdot \mathcal{L}_2^x(z) \right)^n + \mathcal{L}_2^x(z) \cdot \sum_{n \geq 0} \left( \mathcal{L}_1^x(z) \cdot \mathcal{L}_2^x(z) \right)^n \right).
\]
In the last equation we made a case distinction whether a word \(w_1 \ldots w_n \in V_{g_0}\) equals \(g_0\), starts with any letter \(w_1 \in V_1^x\) or with any letter \(w_2 \in V_2^x\); also recall that \(w_i \in V_1^x\) (\(w_i \in V_2^x\) respectively) implies \(w_{i+1} \in V_2^x\) (\(w_{i+1} \in V_1^x\) respectively). For \(z \in \mathbb{C}\) within the disc of convergence, we simplify the above formula for \(\mathcal{L}(z)\):
\[
\mathcal{L}(z) = L_1(o_1, g_0 | \xi_1(z)) \cdot (1 + \mathcal{L}_2^x(z)) \cdot \sum_{n \geq 0} \left( \mathcal{L}_1^x(z) \cdot \mathcal{L}_2^x(z) \right)^n = L_1(o_1, g_0 | \xi_1(z)) \cdot \frac{1 + \mathcal{L}_2^x(z)}{1 - \mathcal{L}_1^x(z) \cdot \mathcal{L}_2^x(z)}. \tag{4.3}
\]
Moreover, we can rewrite \(\mathcal{L}_1^x(z)\) with the help of (2.9) and (2.10) as follows:
\[
\mathcal{L}_1^x(z) = \sum_{g \in V_1^x \setminus \{g_0\}} \frac{G_1(o_1, g | \xi_1(z))}{G_1(o_1, o_1 | \xi_1(z))} = \frac{1}{(1 - \xi_1(z)) \cdot G_1(o_1, o_1 | \xi_1(z))} - \frac{G_1(o_1, g_0 | \xi_1(z))}{G_1(o_1, o_1 | \xi_1(z))} - 1.
\]
Analogously,
\[
\mathcal{L}_2^x(z) = \sum_{g \in V_2^x} \frac{G_2(o_2, g | \xi_2(z))}{G_2(o_2, o_2 | \xi_2(z))} = \frac{1}{(1 - \xi_2(z)) \cdot G_2(o_2, o_2 | \xi_2(z))} - 1.
\]
From the formulas above follows that $L_1^x(z)$ and $L_2^x(z)$ both have radii of convergence strictly bigger than 1, since $\xi_1(z), \xi_2(z)$ have radii of convergence strictly bigger than 1 and satisfy $\xi_1(1), \xi_2(1) < 1$; see [7, Lemma 2.3].

**Lemma 4.1.** $L(z)$ has radius of convergence $R(L) > 1$.

**Proof.** First, we recall that if $X_{T_j} = x$ then $X_{T_j-1} \notin C(x)$ by definition of $T_i$. Due to positive-recurrence of $(W_k)_{k \in \mathbb{N}}$ (immediate consequence of Proposition 3.10) we have

\[
1 = \mathbb{P} \left[ \exists k \in \mathbb{N} : W_k = g_0 \right] = \sum_{w \in V_{g_0^0}} \sum_{g \in V_2^x} \mathbb{P} \left[ X_{\|w\|} = w, X_{\|w\|+1} = wg \right] = \sum_{w \in V_{g_0^0}} G(o, w|1) \cdot \sum_{g \in V_2^x, m \in \mathbb{N}} \mathbb{P}_w \left[ X_m = wg, X_{m-1} \notin C(wg), \forall k < m : X_k \neq w \right] \cdot (1 - \xi_2) \cdot \left( G(o, o|1) \cdot L(1) \cdot \sum_{g \in V_2^x, m \in \mathbb{N}} \mathbb{P}_o \left[ X_m = g, X_{m-1} \notin C(g), \forall k < m : X_k \neq o \right] \cdot (1 - \xi_2) \right).
\]

In the last equation we have used once again that there is measure-preserving bijection of paths in $C(w)$ to paths in $V$ not visiting $V_2^x$ by the shift $C(w) \ni w' \mapsto w^{-1}w'$.

The equations above imply that $L(1) < \infty$, and in particular $L_1^x(1) \cdot L_2^x(1) < 1$. Since $L_1^x(1), L_2^x(1)$ are continuous and both have radii of convergence strictly bigger than 1, Equation (4.3) provides that $L(z)$ has also radius of convergence $R(L)$ strictly bigger than 1. \qed

The last lemma implies that there exists $R_0 \in (1, R(L))$ such that $L(z)$ is arbitrarily often differentiable at $z = R_0$. This fact allows us to prove the following proposition. Recall the definition of $T_0$ which implies $T_0 = S_{X_{T_0}}$ and $O_{T_0} = \{o\}$.

**Proposition 4.2.** The power series

\[
\sum_{n \geq 1} \mathbb{P}[T_1 - T_0 = n] \cdot z^n
\]

has radius of convergence strictly bigger than 1. In particular, $T_1 - T_0$ has exponential moments.
Proof. We rewrite the power series under consideration for \( z > 0 \) by decomposing according to the values of \( T_0, T_1 - T_0, X_{T_0} \) and \( X_{T_1} : \\
\sum_{n \geq 1} \sum_{w \in V_{w_0}} \sum_{y \in V_{w_0}^{(2)}} \sum_{m,n \in \mathbb{N}} \mathbb{P} [T_0 = m, X_m = w, T_1 = m + n, X_{m+n} = wy] \\
\leq \sum_{w \in V_{w_0}} \sum_{m \in \mathbb{N}} \mathbb{P} [X_m = w, \forall m' < m : X_{m'} \neq w] \\
\quad \cdot \sum_{j \in \mathbb{N}_0} \mathbb{P}_w [X_j = w, \forall j' < j : X_{j'} \in C(w)] \cdot z^j \\
\quad \cdot \sum_{y \in V_{w_0}^{(2)}} \sum_{l \in \mathbb{N}} \mathbb{P}_w [X_l = wy, \forall l' < l : X_{l'} \neq w] \cdot z^l \cdot (1 - \xi_1) \\
= \sum_{w \in V_{w_0}} \sum_{m \in \mathbb{N}} \mathbb{P} [X_m = w, \forall m' < m : X_{m'} \neq w] \cdot (1 - \xi_1) \\
\quad \cdot \sum_{j \in \mathbb{N}_0} \mathbb{P}_w [X_j = w] \cdot z^j \cdot \sum_{y \in V_{w_0}^{(2)}} \sum_{l \in \mathbb{N}} \mathbb{P}_o [X_l = y, \forall l' < l : X_{l'} \neq o] \cdot z^l,

where we applied in the last step the same shift transformation as in the proof of Lemma 4.1. Moreover, we remark that

\[
\sum_{w \in V_{w_0}} \sum_{m \in \mathbb{N}} \mathbb{P} [X_m = w, \forall m' < m : X_{m'} \neq w] \cdot (1 - \xi_1) = \mathbb{P} [\exists n \in \mathbb{N} : W_n = g_0, e_n = S_{X_{\eta_n}}].
\]

This yields for any \( R_0 \in (1, \min \{R, R(\mathcal{L})\}) \) together with Lemma 3.6

\[
\sum_{n \geq 1} \mathbb{P} [T_1 - T_0 = n] \cdot R_0^n \\
\leq \sup_{w \in V} \sum_{j \in \mathbb{N}_0} \mathbb{P}_w [X_j = w] \cdot R_0^j \cdot \sum_{y \in V_{w_0}^{(2)}} \sum_{l \in \mathbb{N}} \mathbb{P}_w [X_l = y, \forall l' < l : X_{l'} \neq o] \cdot R_0^l \\
\leq \sup_{w \in V} G(w, w | R_0) \cdot \mathcal{L}(R_0) < \infty.
\]

Since \( \sum_{n \geq 1} \mathbb{P} [T_1 - T_0 = n] \cdot z^n \) has non-negative coefficients, Pringsheim’s Theorem yields the proposed claim.
Analogously, we have:

Lemma 4.3. $T_0$ has exponential moments.

Proof. We show that $\sum_{n \geq 1} P[T_0 = n] \cdot z^n$ has radius of convergence strictly bigger than 1, from which the claim follows. Rewriting this power series gives:

$$\sum_{n \geq 1} P[T_0 = n] \cdot z^n = \sum_{n \geq 1} \sum_{w \in V_{90}} P[X_n = w, \forall l < n : X_l \notin C(w), \forall m > n : X_m \in C(w)] \cdot z^n$$

$$\leq \sum_{n \geq 1} \sum_{w \in V_{90}} P[X_n = w] \cdot P_w[\forall m \geq 1 : X_m \in C(w)] \cdot z^n$$

$$= \sum_{w \in V_{90}} G(o, o|z) \cdot L(o, w|z) \cdot (1 - \xi_1) = G(o, o|z) \cdot L(z) \cdot (1 - \xi_1).$$

The claim follows now from Lemma 4.1. □

The last proposition implies the following important corollary:

Corollary 4.4. $\sigma^2_L := \text{Var}(L_1) < \infty$.

Proof. The claim follows from

$$0 \leq \tilde{L}_1 = R_{T_1} - R_{T_0} \leq T_1 - S_{X_{T_0}} = T_1 - T_0$$

and Proposition 4.2. □

The following proposition demonstrates that the random times $T_i, i \in \mathbb{N}$, are regeneration times:

Proposition 4.5. $(T_i - T_{i-1})_{i \in \mathbb{N}}$ and $(L_i)_{i \in \mathbb{N}}$ are i.i.d. sequences of random variables.

Proof. In the first step we show that the $L_i$’s are identically distributed. Let be $i, m \in \mathbb{N}$, $j \in \mathbb{N}_0$ and $z \in \mathbb{R}$. For $x_0 \in V$ with $P[X_{e_{r_j}} = x_0] > 0$, denote by $P_{j,x_0,m}^{(1)}$ the set of all paths $(o, w_1, \ldots, w_m = x_0) \in V^{m+1}$ of length $m$ such that

$$[X_1 = w_1, \ldots, X_{m-1} = w_{m-1}, X_m = x_0] \cap [X_m = x_0, e_{r_j} = m] \neq \emptyset,$$

that is, each path in $P_{j,x_0,m}^{(1)}$ allows to generate $e_{r_j}$ with $X_{e_{r_j}} = x_0$ at time $m$.

Furthermore, for $x_0 \in V$ with $P[X_{e_{r_{i-1}}} = x_0] > 0$, denote by $P_{i,x_0,n,z}^{(2)}$ the set of paths $(x_0, y_1, \ldots, y_n) \in V^{n+1}$ of length $n \in \mathbb{N}$ such that

$$\bigcup_{t \in \mathbb{N}} [X_t = x_0, X_{t+1} = y_1, \ldots, X_{t+n} = y_n] \cap [X_t = x_0, e_{r_{i-1}} = t, e_{r_i} = t + n, L_i = z] \neq \emptyset,$$

that is, each path in $P_{i,x_0,n,z}^{(2)}$ allows to generate $X_{e_{r_{i-1}}} = x_0$, $e_{r_i} - e_{r_{i-1}} = n$ and $L_i = z$.

In particular, we have $y_i \in C(x_0)$. By decomposing all paths until time $e_{r_i}$ into the part
Therefore, Lemma 3.2. Moreover, there is a natural 1-to-1 correspondence between paths in $P$. Observe that paths $(1)\rightarrow \tau_i \rightarrow \tau_{i+1} \rightarrow \cdots \rightarrow \tau_{i+n} \rightarrow y_n$, for all $i \geq 1 : X_i \in C(y_n)$.

$$P[L_i = z] = \sum_{x_0 \in V: P[X_{e_{\tau_{i-1}}} = x_0, L_i = z]} \sum_{n \in \mathbb{N}, (x_0, y_1, \ldots, y_n) \in \mathcal{P}_{i, x_0, n, z}(2)} \sum_{m \geq 1} \mathbb{P}[X_{e_{\tau_{i-1}}} = x_0, X_{e_{\tau_{i-1}+1}} = y_1, \ldots, X_{e_{\tau_{i-1}+n}} = y_n, \forall l \geq 1 : X_l \in C(y_n)]$$

$$= \sum_{x_0 \in V: P[X_{e_{\tau_{i-1}}} = x_0]} \sum_{n \in \mathbb{N}, (x_0, y_1, \ldots, y_n) \in \mathcal{P}_{i, x_0, n, z}(2)} \sum_{m \geq 1} \mathbb{P}[X_1 = w_1, \ldots, X_m = w_m] \cdot \mathbb{P}_y[\forall l \geq 1 : X_l \in C(y_n)]$$

$$= \sum_{x_0 \in V: P[X_{e_{\tau_{i-1}}} = x_0]} \sum_{n \in \mathbb{N}, (x_0, y_1, \ldots, y_n) \in \mathcal{P}_{i, x_0, n, z}(2)} \sum_{m \geq 1} \mathbb{P}[X_1 = w_1, \ldots, X_m = w_m] \cdot \mathbb{P}_y[\forall l \geq 1 : X_l \in C(y_n)]$$

Observe that paths $(x_0, y_1, \ldots, y_n) \in \mathcal{P}_{i, x_0, n, z}(2)$ lie completely in the set $C(x_0)$. Therefore, there is a natural 1-to-1 correspondence between paths in $\mathcal{P}_{i, x_0, n, z}(2)$ and $\mathcal{P}_{i, g_0, n, z}(2)$ established by the vertex-wise shift $C(x_0) \ni g \mapsto g_0x_0^{-1}g \in C(g_0)$, which allows an application of Lemma 3.2. Moreover,

$$= \sum_{x_0 \in V: P[X_{e_{\tau_{i-1}}} = x_0]} \sum_{m \geq 1} \mathbb{P}[X_1 = w_1, \ldots, X_m = w_m] \cdot (1 - \xi_1)$$

$$= \sum_{x_0 \in V: P[X_{e_{\tau_{i-1}}} = x_0]} \mathbb{P}[X_{e_{\tau_{i-1}}} = x_0] = \mathbb{P}[e_{\tau_{i-1}} < \infty] = 1.$$ 

Therefore,

$$P[L_i = z] = \sum_{n \geq 1} \sum_{(g_0, y_1, \ldots, y_n) \in \mathcal{P}_{i, g_0, n, z}(2)} \mathbb{P}[g_0 X_1 = y_1, \ldots, X_n = y_n]. \quad (4.4)$$
This proves that the $L_i$’s all have the same distribution. Analogously, we can show that, for $k \in \mathbb{N}$,

$$
\mathbb{P}[T_i - T_{i-1} = k] = \sum_{x_0 \in V: \mathbb{P}[X_{e_{r_{i-1}} = x_0}] > 0} \sum_{y \in V: \mathbb{P}[X_{e_{r_{i-1}}} = y] > 0} \sum_{z \in V: \mathbb{P}[X_{e_{r_{i-1}+k}} = z] > 0} \mathbb{P} \left[ \begin{array}{c} X_{e_{r_{i-1}}} = x_0, \\ X_{e_{r_{i-1}+1}} = y_1, \ldots, X_{e_{r_{i-1}+k}} = y_k, \\ \forall l \geq 1: X_l \in C(y_k) \end{array} \right],
$$

which proves that $(T_i - T_{i-1})_{i \in \mathbb{N}}$ is identically distributed.

We restrict ourselves to the proof of independence of $L_1$ and $L_2$ for sake of better readability; the general proof follows completely analogously and is therefore omitted. Let be $l_1, l_2 \in \mathbb{R}$. Then:

$$
\mathbb{P}[L_1 = l_1, L_2 = l_2] = \sum_{x_0 \in V: \mathbb{P}[X_{e_{0}} = x_0] > 0} \sum_{y \in V: \mathbb{P}[X_{e_{1}} = y] > 0} \sum_{z \in V: \mathbb{P}[X_{e_{2}} = z] > 0} \mathbb{P} \left[ \begin{array}{c} e_0 = m, X_{e_{0}} = x_0, \\ e_1 = m + n_1, X_{e_{1}} = y, \\ e_2 = m + n_1 + n_2, X_{e_{2}} = z, \\ L_1 = l_1, L_2 = l_2 \end{array} \right] \sum_{m,n,k \geq 1} \mathbb{P} \left[ \begin{array}{c} X_{e_{0}} = (o,w_1,\ldots,w_m) \in P_{0,x_0,m}^{(1)}, \\ X_{e_{1}} = (y_0,y_1,\ldots,y_{n_1}) \in P_{1,y_0,n_1}^{(2)}, \\ X_{e_{2}} = (y_{n_1},z_1,\ldots,z_{n_2}) \in P_{2,y_{n_1},n_2,l_2}^{(2)} \end{array} \right],
$$

$$
= \sum_{x_0 \in V: \mathbb{P}[X_{e_{0}} = x_0] > 0} \sum_{m,n,k \geq 1} \mathbb{P} \left[ X_1 = w_1, \ldots, X_m = w_m \right] \sum_{n_1 \geq 1} \mathbb{P}_{x_0} \left[ X_1 = y_1, \ldots, X_{n_1} = y_{n_1} \right] \sum_{n_2 \geq 1} \mathbb{P}_{y_{n_1}} \left[ X_1 = z_1, \ldots, X_{n_2} = z_{n_2} \right] \cdot \mathbb{P}_{z_{n_2}} \left[ \forall l \geq 1: X_l \in C(z_{n_2}) \right].
$$

(4.5)
By case distinction on the different values of $e_{\tau_1}$ and $X_{e_{\tau_1}}$, we get

\[
1 = \mathbb{P}[e_{\tau_1} < \infty] = \sum_{\substack{z_0 \in V: \\
p[X_{e_{\tau_1}} = z_0] > 0}} \sum_{m_1 \geq 1} \sum_{(o, w_1, \ldots, w_{m_1}) \in \mathcal{P}(1)_{z_0, m_1}} \mathbb{P}\left[X_1 = w_1, \ldots, X_{m_1} = w_{m_1}, \forall l > m : X_l \in C(z_0)\right] \quad (4.6)
\]

\[
eq \sum_{\substack{z_0 \in V: \\
p[X_{e_{\tau_1}} = z_0] > 0}} \sum_{m_1 \geq 1} \sum_{(o, w_1, \ldots, w_{m_1}) \in \mathcal{P}(1)_{z_0, m_1}} \mathbb{P}\left[X_1 = w_1, \ldots, X_{m_1} = w_{m_1}\right] \cdot (1 - \xi_1).
\]

Observe that, for $z_0 \in V$ with $\mathbb{P}[X_{e_{\tau_1}} = z_0] > 0$, the mapping

\[
\mathcal{P}_{2, y_{n_1}, n_2, l_2}^{(2)} \ni (y_{n_1}, z_1, \ldots, z_{n_2}) \mapsto (z_0, z'_1, \ldots, z'_{n_2}) \in \mathcal{P}_{2, z_0, n_2, l_2}^{(2)},
\]

where $z'_i := z_0(y_{n_1}^{-1}z_i)$ for $i \in \{1, \ldots, n_2\}$, is measure-preserving (Lemma 3.2), that is,

\[
\mathbb{P}_{y_{n_1}}[X_1 = z_1, \ldots, X_{n_2} = z_{n_2}] = \mathbb{P}_{z_0}[X_1 = z'_1, \ldots, X_{n_2} = z'_{n_2}] \quad (4.7)
\]

Furthermore, we remark that

\[
\mathbb{P}[L_1 = l_1] = \sum_{\substack{z_0 \in V: \\
p[X_{e_{\tau_1}} = z_0] > 0}} \sum_{m \geq 1} \sum_{(o, w_1, \ldots, w_m) \in \mathcal{P}(1)_{z_0, m}} \mathbb{P}[X_1 = w_1, \ldots, X_m = w_m] \cdot \sum_{n_1 \geq 1} \mathbb{P}_{x_0}[X_1 = y_1, \ldots, X_{n_1} = y_{n_1}] \cdot (1 - \xi_1),
\]

\[
\mathbb{P}[L_2 = l_2] = \sum_{\substack{z_0 \in V: \\
p[X_{e_{\tau_1}} = z_0] > 0}} \sum_{m_1 \geq 1} \sum_{(o, w_1, \ldots, w_{m_1}) \in \mathcal{P}(1)_{z_0, m_1}} \mathbb{P}[X_1 = w_1, \ldots, X_{m_1} = w_{m_1}] \cdot \sum_{n_2 \geq 1} \mathbb{P}_{z_0}[X_1 = z_1, \ldots, X_{n_2} = z_{n_2}] \cdot (1 - \xi_1).
\]

We use Equation (4.7) together with (4.6) in order to obtain the required independence equation from (4.5):
\[ \begin{align*}
\mathbb{P}[L_1 = l_1, L_2 = l_2] &= \sum_{x_0 \in V: \mathbb{P}[X_{e_0} = x_0] > 0} \sum_{m \geq 1} \sum_{(o,w_1,\ldots,w_m) \in \mathcal{P}^{(1)}_{0,x_0,m}} \mathbb{P}[X_1 = w_1, \ldots, X_m = w_m] \\
&\quad \cdot \sum_{n_1 \geq 1} \sum_{(x_0,y_1,\ldots,y_{n_1}) \in \mathcal{P}^{(2)}_{1,x_0,n_1,l_1}} \mathbb{P}[X_1 = y_1, \ldots, X_{n_1} = y_{n_1}]
\end{align*} \]

\[ \leq \] \[ \begin{align*}
&= \sum_{x_0 \in V: \mathbb{P}[X_{e_0} = x_0] > 0} \sum_{m \geq 1} \sum_{(o,w_1,\ldots,w_m) \in \mathcal{P}^{(1)}_{0,x_0,m}} \mathbb{P}[X_1 = w_1, \ldots, X_m = w_m] \\
&\quad \cdot \sum_{n_1 \geq 1} \sum_{(x_0,y_1,\ldots,y_{n_1}) \in \mathcal{P}^{(2)}_{1,x_0,n_1,l_1}} \mathbb{P}[X_1 = y_1, \ldots, X_{n_1} = y_{n_1}] \cdot (1 - \xi_1)
\end{align*} \]

The proof of independence of \((T_i - T_{i-1})_{i \in \mathbb{N}}\) works completely analogously: for \(n_1, n_2 \in \mathbb{N}\), we can rewrite

\[ \begin{align*}
\mathbb{P}[T_1 - T_0 = n_1, T_2 - T_1 = n_2] &= \sum_{x_0 \in V: \mathbb{P}[X_{e_0} = x_0] > 0} \sum_{m \geq 1} \sum_{(o,w_1,\ldots,w_m) \in \mathcal{P}^{(1)}_{0,x_0,m}} \mathbb{P}[X_1 = w_1, \ldots, X_m = w_m] \\
&\quad \cdot \sum_{(x_0,y_1,\ldots,y_{n_1}) \in \bigcup_{i \in \text{supp}(L_1)} \mathcal{P}^{(2)}_{i,x_0,n_1,l_1}} \mathbb{P}_{x_0}[X_1 = y_1, \ldots, X_{n-1} = y_{n_1}]
\end{align*} \]

\[ \leq \] \[ \begin{align*}
&= \sum_{x_0 \in V: \mathbb{P}[X_{e_0} = x_0] > 0} \sum_{m \geq 1} \sum_{(o,w_1,\ldots,w_m) \in \mathcal{P}^{(1)}_{0,x_0,m}} \mathbb{P}[X_1 = w_1, \ldots, X_m = w_m] \\
&\quad \cdot \sum_{(y_1,\ldots,y_{n_1}) \in \bigcup_{i \in \text{supp}(L_1)} \mathcal{P}^{(2)}_{i,x_0,n_1,l_1}} \mathbb{P}_{y_1}[X_1 = y_1, \ldots, X_{n_1} = y_{n_1}]
\end{align*} \]
\[ \sum_{x_0 \in V} \sum_{m \geq 1} \sum_{(o, w_1, \ldots, w_m) \in \mathcal{P}_{0, x_0, m}^{(1)}} \mathbb{P} \left[ X_1 = w_1, \ldots, X_m = w_m \right] \]
\[ \mathbb{P} \left[ X_{e_0} = x_0 > 0 \right] \cdot \mathbb{P} \left[ x_0 = y_1, \ldots, X_{n_1} = y_{n_1} \right] \cdot (1 - \xi_1) \]
\[ \sum_{z_0 \in V} \sum_{m_1 \geq 1} \sum_{(o, w_1, \ldots, w_{m_1}) \in \mathcal{P}_{1, z_0, m_1}^{(1)}} \mathbb{P} \left[ X_1 = w_1, \ldots, X_{m_1} = w_{m_1} \right] \cdot (1 - \xi_1) \]
\[ \mathbb{P} \left[ x_0 = z_1, \ldots, X_{n_2} = z_{n_2} \right] \]

\[ = \mathbb{P} \left[ T_1 - T_0 = n_1 \right] \cdot \mathbb{P} \left[ T_2 - T_1 = n_2 \right], \]

since
\[ \mathbb{P} \left[ T_1 - T_0 = n_1 \right] = \sum_{x_0 \in V} \sum_{m \geq 1} \sum_{(o, w_1, \ldots, w_m) \in \mathcal{P}_{0, x_0, m}^{(1)}} \mathbb{P} \left[ X_1 = w_1, \ldots, X_m = w_m \right] \]
\[ \mathbb{P} \left[ x_0 = y_1, \ldots, X_{n_1} = y_{n_1} \right] \cdot (1 - \xi_1) \]
\[ \mathbb{P} \left[ x_0 = z_1, \ldots, X_{n_2} = z_{n_2} \right] \]
\[ \mathbb{P} \left[ T_2 - T_1 = n_2 \right] = \sum_{z_0 \in V} \sum_{m_1 \geq 1} \sum_{(o, w_1, \ldots, w_{m_1}) \in \mathcal{P}_{1, z_0, m_1}^{(1)}} \mathbb{P} \left[ X_1 = w_1, \ldots, X_{m_1} = w_{m_1} \right], \]
\[ \mathbb{P} \left[ x_0 = z_1, \ldots, X_{n_2} = z_{n_2} \right] \cdot (1 - \xi_1). \]

Once again, the general proof for independence of \((T_i - T_{i-1})_{i \in \mathbb{N}}\) works completely analogously, and we leave it as an exercise to the interested reader. This finishes the proof of the proposition. \(\square\)

For \(n \in \mathbb{N}\), set
\[ t(n) := \max \{ m \in \mathbb{N}_0 \mid T_m \leq n \}. \]

Since \((W_k, \psi_k)_{k \in \mathbb{N}}\) is positive-recurrent, a geometric standard argument implies that \(t(n) \to \infty\) almost surely. From Propositions 4.12 and 4.15 follows that
\[ \frac{1}{t(n)} \sum_{j=1}^{t(n)} T_j - T_{j-1} \overset{n \to \infty}{\longrightarrow} \mathbb{E}[T_1 - T_0] \text{ almost surely}, \]
which in turn yields with Lemma 4.3 that
\[ \frac{e_{t(n)}}{t(n)} = \frac{T_{t(n)}}{t(n)} \overset{n \to \infty}{\longrightarrow} \mathbb{E}[T_1 - T_0] \text{ almost surely.} \quad (4.8) \]
Lemma 4.7.

We will need the following useful convergence behaviour:

We introduce further notation: for \( k \)
\( x \)
\( \text{Subsection 2.1.} \) If we can add another loop at \( g \)
\( V \)
Both paths visit the same elements of \( C \)
\( z \)
\( \text{Analogously to Theorem 1.1 and and (3.4) (replace the exit times } e_i \text{ by } T_i \) one can prove that

\[
\mathbb{E}[L_1] = 0 \quad \text{and} \quad \sigma_L^2 = \mathbb{E} \left[ \left( (R_{T_1} - R_{T_0}) - (T_1 - T_0) \cdot r \right)^2 \right] > 0.
\]

Proof. Analogously to Theorem 1.1 and and (3.4) (replace the exit times \( e_i \) by \( T_i \) one can prove that

\[
\tau = \lim_{n \to \infty} \frac{R_{e_{\tau(n)}}}{t(n)} \frac{t(n)}{e_{\tau(n)}} = \frac{\mathbb{E}[R_{T_1} - R_{T_0}]}{\mathbb{E}[T_1 - T_0]} = \frac{\mathbb{E}[\bar{L}_1]}{\mathbb{E}[T_1 - T_0]}.
\]

Therefore, \( \mathbb{E}[L_1] = 0 \) and the proposed formula for \( \text{Var}(L_1) \) follows.

It remains to show that \( (R_{T_1} - R_{T_0}) - (T_1 - T_0) \cdot r \) is not almost surely constant. To this end we construct two paths (having positive probability to be realised) of different length but which visit the same vertices. Take any \( x_0 \in V_i, i \in I, \) with \( p^{(n_i)}(x_0, x_0) > 0 \) for some \( n_x \in \mathbb{N} \); this choice is possible because of the assumption (A) made at the beginning of Subsection 2.1.

If \( x_0 \in V_2 \) (otherwise, swap the roles of \( V_1 \) and \( V_2 \), take now any path inside \( C(g_0) \) from \( g_0 \) to \( g_0x_0g_0 \) which visits \( g_0x_0 \) twice, say

\[
(g_0, g_1, \ldots, g_{j-1}, g_0x_0, g_{j+1}, \ldots, g_{j+k-1}, g_0x_0, g_{j+k+1}, \ldots, g_0x_0g_0).
\]

We can add another loop at \( g_0x_0 \) as follows:

\[
(g_0, g_1, \ldots, g_{j-1}, g_0x_0, g_{j+1}, \ldots, g_{j+k-1}, g_0x_0, g_{j+k+1}, \ldots, g_0x_0g_0).
\]

Both paths visit the same elements of \( V \), but have different lengths. That is, there are \( z_1, z_2 \in \mathbb{R}, z_1 \neq z_2 \), such that \( \mathbb{P}[L_1 = z_1], \mathbb{P}[L_1 = z_2] > 0 \), providing \( \sigma_L^2 > 0. \)

We introduce further notation: for \( k \in \mathbb{N} \), set

\[
S_k := \sum_{i=1}^{k} L_i, \quad \bar{S}_k := \sum_{i=1}^{k} \bar{L}_i.
\]

We will need the following useful convergence behaviour:

Lemma 4.7.

\[
\frac{R_n - \bar{S}_{t(n)}}{\sqrt{n}} \xrightarrow{\mathbb{P}} 0.
\]

Proof. We have the following upper bound for the nominator above:

\[
0 \leq R_n - \bar{S}_{t(n)} \leq R_{T_{t(n)}+1} - \bar{S}_{t(n)} \leq T_{t(n)+1} - T_{t(n)} + T_0.
\]
Since \((T_i - T_{i-1})_{i \in \mathbb{N}}\) is an i.i.d. sequence, we obtain for \(\varepsilon > 0\) and \(n\) large enough:

\[
\mathbb{P}\left[\frac{R_n - \tilde{S}_t(n)}{\sqrt{t(n)}} > \varepsilon \sqrt{n} \right] \\
\leq \mathbb{P}\left[T_{t(n)+1} - T_{t(n)} + T_0 > \varepsilon \sqrt{n} \right] + \mathbb{P}\left[T_0 > \varepsilon \sqrt{n} \right] \\
\leq \mathbb{P}\left[\exists k \in \{1, \ldots, n\}: T_{k+1} - T_k > \varepsilon \sqrt{n} \right] + \mathbb{P}\left[T_0 > \varepsilon \sqrt{n} \right] \\
\leq n \cdot \mathbb{P}\left[T_1 - T_0 > \varepsilon \sqrt{n} \right] + \mathbb{P}\left[T_0 > \varepsilon \sqrt{n} \right] \\
\leq n \cdot \mathbb{P}\left[(T_1 - T_0)^4 > \frac{\varepsilon^4}{2^4 n^2} \right] + \mathbb{P}\left[T_0 > \frac{\varepsilon}{2} \sqrt{n} \right] \\
\leq n \cdot \frac{\mathbb{E}[T_1 - T_0]^4}{\sqrt{\pi} n^2} + \frac{\mathbb{E}[T_0]}{\frac{\varepsilon}{2} \sqrt{n}} 
\xrightarrow{n \to \infty} 0.
\]

In the last inequality we applied Markov’s Inequality and used Proposition 4.2. As \(t(n) \to \infty\) almost surely, we have established the proposed convergence. \(\square\)

**Proof of Theorem 4.2.** First, we remark that \(\sigma^2\) as defined in Theorem 1.2 is strictly positive due to Corollary 4.6. By Billingsley [1, Theorem 14.4] together with Corollary 4.6, we obtain the following convergence in law:

\[
\frac{S_t(n)}{\sigma_L \sqrt{t(n)}} \overset{D}{\to} N(0, 1).
\]

The convergence in (4.8) implies

\[
0 \leq \frac{n - e_{t(n)}}{t(n)} \leq \frac{e_{t(n)+1} - e_{t(n)}}{t(n)} \xrightarrow{n \to \infty} 0 \text{ almost surely},
\]

from which we obtain

\[
\frac{n}{t(n)} = \frac{n - e_{t(n)}}{t(n)} + \frac{e_{t(n)}}{t(n)} \xrightarrow{n \to \infty} \mathbb{E}[T_1 - T_0] \text{ almost surely}.
\]

An application of the Lemma of Slutsky gives:

\[
\frac{S_t(n)}{\sqrt{n}} = \frac{S_t(n)}{\sigma_L \sqrt{t(n)}} \frac{\sqrt{t(n)}}{\sqrt{n}} \sigma_L \overset{D}{\to} N(0, \sigma^2),
\]

where \(\sigma^2\) is given as stated in Theorem 1.2.

Observe now that, for \(n \geq T_0\),

\[
S_t(n) = (R_{T_t(n)} - R_{T_0}) - (T_t(n) - T_0) \cdot \tau.
\]

For \(\varepsilon > 0\), we get:

\[
\mathbb{P}\left[\left|S_t(n) - (R_n - n \cdot \tau)\right| > \varepsilon \sqrt{n}\right] \\
\leq \mathbb{P}\left[R_n - R_{T_t(n)} + R_{T_0} \geq \frac{\varepsilon}{2} \sqrt{n}\right] + \mathbb{P}\left[\tau \cdot \left(n - (T_t(n) - T_0)\right) \geq \frac{\varepsilon}{2} \sqrt{n}\right].
\]

(4.11)
From Lemma 4.7 follows that
\[
\frac{R_n - R_{T(n)} + R_0}{\sqrt{n}} = \frac{R_n - \sum_{j=1}^{r_{T(n)}} R_j}{\sqrt{n}} = \frac{R_n - \bar{S}_{T(n)}}{\sqrt{n}} \overset{p}{\rightarrow} 0,
\]

hence \( P \left[ R_n - R_{T(n)} + R_0 \geq \frac{\varepsilon}{2} \sqrt{n} \right] \to 0 \) as \( n \to \infty \). For the second summand in (4.11), we obtain
\[
P \left[ r \cdot (n - (T_{r(n)} - T_0)) \geq \frac{\varepsilon}{2} \sqrt{n}, t(n) \geq 1 \right] 
\leq P \left[ r \cdot (T_{r(n)+1} - (T_{r(n)} - T_0)) \geq \frac{\varepsilon}{2} \sqrt{n}, t(n) \geq 1 \right]
\leq P \left[ \exists k \in \{1, \ldots, n\} : T_{k+1} - (T_k - T_0) \geq \frac{\varepsilon}{2r} \sqrt{n} \right]
\leq P \left[ \exists k \in \{1, \ldots, n\} : T_{k+1} - T_k \geq \frac{\varepsilon}{4r} \sqrt{n} \right] + P \left[ T_0 \geq \frac{\varepsilon}{4r} \sqrt{n} \right]
\leq P \left[ T_1 - T_0 \geq \frac{\varepsilon^4}{4r^4 n^2} \right] + P \left[ T_0 \geq \frac{\varepsilon}{4r} \sqrt{n} \right]
\leq (4r)^4 \cdot n \cdot \frac{\mathbb{E} \left[ (T_1 - T_0)^4 \right]}{\varepsilon^4 n^2} + 4r \cdot \frac{\mathbb{E} \left[ T_0 \right]}{\varepsilon \sqrt{n}} \overset{n \to \infty}{\rightarrow} 0.
\]

We applied Markov’s Inequality in the last line together with Proposition 4.2 and Lemma 4.3 As \( t(n) \to \infty \) almost surely for \( n \to \infty \), we obtain
\[
P \left[ \left| S_{t(n)} - (R_n - n \cdot r) \right| \geq \varepsilon \sqrt{n} \right] \overset{p}{\rightarrow} 0.
\]

Another application of the Lemma of Slutsky together with (4.10) proves the claim. \( \square \)

5. Analyticity of the Asymptotic Range

In this section we prove Theorem 1.3 which states that \( r \) varies real-analytically in terms of probability measures of constant support depending on finitely many parameters. First, we describe the problem more formally. From now on we assume that the transition probabilities depend on finitely many parameters \( p_1, \ldots, p_d, d \in \mathbb{N} \), taking values in \( (0, 1) \); that is, if \( p(x, y) > 0 \), \( x, y \in V_i \), then \( p(x, y) = p_j \) for some \( j \in \{1, \ldots, d\} \).

More precisely, we write \( E_i := \{(x_i, y_i) \in V_i^2 \mid x_i \to y_i\} \) for the set of edges of \( X_i \), \( i \in \{1, 2\} \). Let \( \eta : E_1 \cup E_2 \to \{p_1, \ldots, p_d\} \) be a mapping. We say that a parameter vector \( \pi := (p_1, \ldots, p_d) \in (0, 1)^d \) permits a well-defined random walk on \( V \) if
\[
\forall x_1 \in V_1 : \sum_{y_1 \in V_1 : (x_1, y_1) \in E_1} \eta(x_1, y_1) + \sum_{y_2 \in V_2 : (02, y_2) \in E_2} \eta(02, y_2) = 1 \quad \text{and} \quad \forall x_2 \in V_2 : \sum_{y_2 \in V_2 : (x_2, y_2) \in E_2} \eta(x_2, y_2) + \sum_{y_1 \in V_1 : (01, y_1) \in E_1} \eta(01, y_1) = 1.
\]
In this case we set \( \alpha := \sum_{y \in V_1} \eta(o_1, y) \), \( p_1(x_1, y_1) := \eta(x_1, y_1)/\alpha \) and \( p_2(x_2, y_2) := \eta(x_2, y_2)/(1 - \alpha) \) for \( x_1, y_1 \in V_1, x_2, y_2 \in V_2 \), which defines a well-defined random walk on the free product \( V \).

We write
\[
\mathcal{P} := \left\{ \underline{p} := (p_1, \ldots, p_d) \in (0, 1)^d \mid \underline{p} \text{ defines a well-defined random walk on } V \right\},
\]
the set of parameter vectors which allow well-defined random walks. Our aim is to show that the mapping
\[
\mathcal{P} \ni \underline{p} \mapsto r = r(\underline{p})
\]
varies real analytically in \( \underline{p} = (p_1, \ldots, p_d) \in \mathcal{P} \), that is, \( r(\underline{p}) \) can be expanded as a multivariate power series in the variables \( p_1, \ldots, p_d \) in a neighbourhood of any \( \underline{p}_0 \in \mathcal{P} \).

We have to give some preliminary remarks, before we are able to prove the proposed result.

Let \( A_n \in \sigma(X_0, X_1, \ldots, X_n), n \in \mathbb{N}_0 \), be an event which can be described by paths of length \( n \) of the Markov chain \( (X_n)_{n \in \mathbb{N}_0} \) on \( V \); e.g., \( A_n = [X_n \in V_1] \). By decomposing each such path belonging to \( A_n \) according to the number of steps which are performed w.r.t. the parameters \( p_1, \ldots, p_d \), we can rewrite \( \mathbb{P}(A_n) \) as
\[
\sum_{n_1, \ldots, n_d \geq 0: n_1 + \ldots + n_d = n} c(n_1, \ldots, n_d) \cdot p_1^{n_1} \ldots p_d^{n_d}, \tag{5.1}
\]
where \( c(n_1, \ldots, n_d) \in \mathbb{N}_0 \). If the generating function \( F(z) := \sum_{n \geq 0} \mathbb{P}(A_n) z^n, z \in \mathbb{C} \), has radius of convergence strictly bigger than 1, then, for \( \delta > 0 \) small enough,
\[
\infty > F(1 + \delta) = \sum_{n \geq 0} \sum_{n_1, \ldots, n_d \geq 0: n_1 + \ldots + n_d = n} c(n_1, \ldots, n_d) (p_1(1 + \delta))^{n_1} \ldots (p_d(1 + \delta))^{n_d}; \tag{5.2}
\]
that is, the mapping \( \underline{p} \mapsto F(1) \) varies real-analytically in a neighbourhood of any \( \underline{p}_0 = (p_1, \ldots, p_d) \in \mathcal{P} \) when considered as a power series in \( \underline{p} \).

We apply this observation to the Green functions \( G(x, y|z), x, y \in V \): since \( G(x, y|z) \) has radius of convergence strictly bigger than 1 and \( p^{(n)}(x, y) = \mathbb{P}_x[X_n = y] \) can be rewritten as in (5.1), there is some neighbourhood \( \mathcal{U} \) of \( \underline{p}_0 \) in \( \mathcal{P} \subseteq \mathbb{R}^d \) such that the Green functions w.r.t. \( p \in \mathcal{U} \) have still radius of convergence strictly bigger than 1. Hence, \( r(\underline{p}) \) exists for every \( \underline{p} \in \mathcal{U} \).

We apply the observation above also to the formula for \( r \) given in (4.9):
\[
r = \frac{\mathbb{E}[\tilde{L}_1]}{\mathbb{E}[T_1 - T_0]}.
\]
We now show that both nominator and denominator vary real-analytically in \( \underline{p} \in \mathcal{P} \).

**Lemma 5.1.** The mapping \( \mathcal{P} \ni \underline{p} \mapsto \mathbb{E}[T_1 - T_0] \) varies real-analytically.

**Proof.** First, observe that we can rewrite the expectation as
\[
\mathbb{E}[T_1 - T_0] = \sum_{n \geq 1} \mathbb{P}[T_1 - T_0 = n] \cdot n = \frac{\partial}{\partial z} \left[ \sum_{n \geq 1} \mathbb{P}[T_1 - T_0 = n] \cdot z^n \right] \bigg|_{z=1}.
\]
Recall from Proposition [4.2] that the power series \( \sum_{n \geq 1} \mathbb{P}[T_1 - T_0 = n] \cdot z^n \) has radius of convergence strictly bigger than 1. According to the remarks at the beginning of this section it suffices to show that the probabilities \( \mathbb{P}[T_1 - T_0 = n], n \in \mathbb{N} \) can be written in the form of \((5.1)\). We decompose this probability according to the values of \( T_0, T_1 - T_0, X_{T_0} \) and \( X_{T_1} \):

\[
\begin{align*}
\mathbb{P}[T_1 - T_0 = n] &= \sum_{m \in \mathbb{N}} \sum_{w \in V_{g_0}} \sum_{y \in V_{g_0}} \mathbb{P}[X_{T_0} = w, T_0 = m, X_{T_1} = wy, T_1 = m + n] \\
&= \sum_{m \in \mathbb{N}} \sum_{w \in V_{g_0}} \mathbb{P}[X_m = w, \forall m' < m : X_{m'} \neq w] \\
&\quad \cdot \sum_{y \in V_{g_0}} \mathbb{P}[X_n = wy, \forall n' \leq n : X_{n'} \in C(w) \land X_{n'} \notin C(wy)] \cdot (1 - \xi_1) \\
&= \sum_{y \in V_{g_0}} \mathbb{P}[X_n = y, \forall n' \leq n : X_{n'} \notin V_1^\times \cup C(y)]. \quad (5.3)
\end{align*}
\]

We used the equation

\[
\sum_{m \in \mathbb{N}, w \in V_{g_0}} \mathbb{P}[X_m = w, \forall m' < m : X_{m'} \neq w] \cdot (1 - \xi_1) = \mathbb{P}[T_0 < \infty] = 1 \quad (5.4)
\]

and the measure preserving shift of paths in \( C(w), w \in V_{g_0} \) to paths in \( V \setminus V_1^\times \) by the shift transformation \( g \mapsto w^{-1} g \). Since every single probability in the sum \((5.3)\) can be rewritten in the form of \((5.1)\), we finally get analyticity of \( \mathbb{E}[T_1 - T_0] \) as explained in \((5.2)\).

\( \square \)

**Lemma 5.2.** The mapping \( \mathcal{P} \ni p \mapsto \mathbb{E}[L_1] \) varies real-analytically.

**Proof.** Since \( 0 \leq L_1 \leq T_1 - T_0 \), we can rewrite the expectation as

\[
\mathbb{E}[L_1] = \sum_{m \geq 1} m \cdot \mathbb{P}[L_1 = m] = \sum_{m \geq 1} \sum_{n \geq m} m \cdot \mathbb{P}[L_1 = m, T_1 - T_0 = n] \\
= \sum_{n \geq 1} \left( \sum_{m = 1}^{n} m \cdot \mathbb{P}[L_1 = m, T_1 - T_0 = n] \cdot z^n \right)_{z=1}.
\]

For real \( z > 0 \), we have

\[
\sum_{n \geq 1} a_n \cdot z^n \leq z \cdot \frac{\partial}{\partial z} \left[ \sum_{n \geq 1} \mathbb{P}[T_1 - T_0 = n] \cdot z^n \right],
\]

which yields together with Proposition [4.2] that the power series \( \sum_{n \geq 1} a_n \cdot z^n \) has radius of convergence strictly bigger than 1. According to the remarks at the beginning of this section it suffices to show that the probabilities \( \mathbb{P}[L_1 = m, T_1 - T_0 = n], m, n \in \mathbb{N} \) can be written
in the form of \((5.1)\). To this end, we introduce further notation: for \(w \in V_{g_0}, n, m \in \mathbb{N}\), denote by \(\mathcal{P}_{w,m,n}^{(3)}\) the set of paths \((w, y_1, \ldots, y_n) \in V^{n+1}\) of length \(n\) such that
\[
\bigcup_{t \in \mathbb{N}} [X_t = w, X_{t+1} = y_1, \ldots, X_{t+n} = y_n] \cap [X_t = w, T_0 = t, T_1 - T_0 = n, \tilde{L}_1 = m] \neq \emptyset.
\]
Then we get the required form of \(\mathbb{P}[\tilde{L}_1 = m, T_1 - T_0 = n]\) by decomposition according to the values of \(T_0, X_{T_0}\) and \(X_{T_1}\):
\[
\mathbb{P}[\tilde{L}_1 = m, T_1 - T_0 = n] = \sum_{w \in V_{g_0}} \sum_{m_0 \in \mathbb{N}} \sum_{y \in V_{g_0}^{(2)}} \mathbb{P}[X_{m_0} = w, T_0 = m_0, X_{T_1} = wy, \tilde{L}_1 = m, T_1 - T_0 = n] \\
= \sum_{w \in V_{g_0}} \sum_{m_0 \in \mathbb{N}} \mathbb{P}[X_{m_0} = w, \forall m' < m_0 : X_{m'} \not\in C(w)] \\
\cdot \sum_{(w,y_1,\ldots,y_n) \in \mathcal{P}_{w,m,n}^{(3)}} \mathbb{P}_{w}[X_1 = y_1, \ldots, X_n = y_n] \cdot (1 - \xi_1) \\
= \sum_{(g_0,y_1,\ldots,y_n) \in \mathcal{P}_{g_0,m,n}^{(3)}} \mathbb{P}_{g_0}[X_1 = y_1, \ldots, X_n = y_n].
\]
In the last equation we used \((5.4)\) and the measure preserving shift of paths in \(\mathcal{P}_{w,m,n}^{(3)}\) to paths in \(\mathcal{P}_{g_0,m,n}^{(3)}\) by the transformation \(V_{g_0}^{(2)} \ni y_i \mapsto g_0(w^{-1}y_i)\). This finishes the proof. \(\square\)

**Proof of Theorem 1.3**. The proof follows now directly from Lemmas 5.1 and 5.2 in view of formula \((4.9)\). \(\square\)

### 6. Remarks

In Section 2.1 we excluded the case \(p_i(x,x) > 0\) for \(x \in V_i, i \in \mathcal{I}\). However, this was just a technical assumption in order to simplify the proofs for sake of better readability. We now explain the modifications needed if we allow \(p_i(x,x) > 0\) for some \(x \in V_i, i \in \mathcal{I}\).

For \(n \in \mathbb{N}\), we denote by \(i_n\) the index \(j \in \{1,2\}\) such that the \(n\)-th step of \((X_n)_{n \in \mathbb{N}_0}\) is performed according to \(\overline{P}_j\). For \(i \in \mathcal{I}\), define the stopping time
\[
s^{(i)} := \inf\{m \in \mathbb{N} \mid i_m = i, X_{m-1}, X_m \in V_i\}.
\]
For \(z \in \mathbb{N}\), set
\[
\zeta_i(z) := \sum_{n \geq 1} \mathbb{P}[s^{(i)} = n] \cdot z^n.
\]
Here, \(\mathbb{P}[s^{(i)} = n]\) is the probability that a step within \(V_i \subset V\) according to \(\overline{P}_i\) is performed for the first time at time \(n\). Recall also the definition
\[
\xi_i := \sum_{n \geq 1} \mathbb{P}[X_n \in V_i^x, \forall m < n : X_n \not\in V_i^x],
\]
the probability of visiting any element in $V_i^\infty$ after finite time when starting at $o$. Observe that $\xi_i = \zeta_i(1)$ if $p_j(x,x) = 0$ for all $j \in I$ and all $x \in V_j$.

**Corollary 6.1.** For all $i \in I$, we have $\xi_i < 1$ and $\zeta_i < 1$. Moreover, $\zeta_i(z)$, $i \in I$, has radius of convergence strictly bigger than 1.

**Proof.** In [7, Lemma 2.3] it is shown that $\zeta_i < 1$, $\xi_i < 1$ respectively, holds for all $i \in I$ under the assumption that $p_j(x,x) = 0$ for all $j \in I$ and all $x \in V_j$. However, the proof works completely analogously without that assumption. Thus, $\zeta_i < 1$ and $\xi_i < 1$ hold also in the setting where we allow $p_i(x,x) > 0$ for $x \in V_i$, $i \in I$. Furthermore, $\zeta_i(z)$ has radius of convergence strictly bigger than 1, since $G(o,o,z)$ has radius of convergence strictly bigger than 1 and due to the inequality

$$\zeta_i(z) \leq G(o,o,z) \cdot \alpha_i \cdot z.$$

□

The crucial point is now that Equation (2.8) becomes – in the general setting –

$$L(x_i, y_i | z) = L_i(x_i, y_i | \zeta_i(z)), \quad i \in I, x_i, y_i \in V_i.$$

The proofs of the main results work completely analogously, but one has to replace the functions $\xi_i(z)$ by $\zeta_i(z)$ at some places. However, this does not require further additional reasoning, since the involved arguments (e.g., radii of convergence of $\xi_i(z), \zeta_i(z)$ are strictly bigger than 1) still remain the same. Due to possible nasty case distinctions whether a loop step from any $x \in V$ to $x$ is performed as a step in $V_{\delta(x)}$ or not, we excluded loops.

**REFERENCES**

[1] P. Billingsley. *Convergence of Probability Measures*. Wiley, 1999.
[2] E. Candellero and L. Gilch. Phase transitions for random walk asymptotics on free products of groups. *Random Structures & Algorithms*, 40(2):150–181, 2009.
[3] D. Cartwright and P. Soardi. Random walks on free products, quotients and amalgams. *Nagoya Math. J.*, 102:163–180, 1986.
[4] W. Feller. *An Introduction to Probability Theory and Its Applications*, volume 1. Wiley, 1968.
[5] P. Gerl and W. Woess. Local limits and harmonic functions for nonisotropic random walks on free groups. *Probab. Theory Rel. Fields*, 71:341–355, 1986.
[6] L. A. Gilch. *Rate of Escape of Random Walks*. PhD thesis, University of Technology Graz, Austria, 2007.
[7] L. A. Gilch. Rate of escape of random walks on free products. *J. Aust. Math. Soc.*, 83(1):31–54, 2007.
[8] L. A. Gilch. Asymptotic entropy of random walks on free products. *Electron. J. Probab.*, 16:76–105, 2011.
[9] Y. Guivarc’h. Sur la loi des grands nombres et le rayon spectral d’une marche aléatoire. *Astérisque*, 74:47–98, 1980.
[10] J. Kingman. The ergodic theory of subadditive processes. *J. Roy. Statist. Soc., Ser. B*, 30:499–510, 1968.
[11] S. Lalley. Finite range random walk on free groups and homogeneous trees. *Ann. Probab.*, 21(4):2087–2130, 1993.
[12] S. P. Lalley. Algebraic systems of generating functions and return probabilities for random walks. In *Dynamics and Randomness II*, pages 81–122, Dordrecht, 2004. Springer Netherlands.
[13] R. Lyndon and P. Schupp. *Combinatorial Group Theory*. Springer-Verlag, 1977.
[14] J. Mairesse and F. Mathéus. Random walks on free products of cyclic groups. *J. London Math. Soc.*, 75(1):47–66, 2007.

[15] J. McLaughlin. *Random Walks and Convolution Operators on Free Products*. PhD thesis, New York Univ., 1986.

[16] S. Sawyer. Isotropic random walks in a tree. *Zeitschrift f. Wahrscheinlichkeitstheorie*, Verw. Geb. 42:279–292, 1978.

[17] Z. Shi, V. Sidoravicius, H. Song, L. Wang, and K. Xiang. On spectral radius of biased random walks on infinite graphs. *arXiv*, https://arxiv.org/abs/1805.01611, 2018.

[18] J. Stallings. *Group theory and three-dimensional manifolds*. Yale Mathematical Monographs, Yale University Press, New Haven, Conn.-London, a James K. Whittemore Lecture in Mathematics given at Yale University, 1969 edition, 1971.

[19] D. Voiculescu. Addition of certain non-commuting random variables. *J. Funct. Anal.*, 66:323–346, 1986.

[20] W. Woess. Nearest neighbour random walks on free products of discrete groups. *Boll. Un. Mat. Ital.*, 5-B:961–982, 1986.

[21] W. Woess. *Random Walks on Infinite Graphs and Groups*. Cambridge University Press, 2000.

Lorenz A. Gilch: University of Passau, Innstr. 33, 94032 Passau, Germany

Email address: Lorenz.Gilch@uni-passau.de

URL: http://www.math.tugraz.at/~gilch/