ON SPATIAL ENTROPY AND PERIODIC ENTROPIES OF TWO-DIMENSIONAL SHIFTS OF FINITE TYPE
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Abstract. Topological entropy or spatial entropy is a way to measure the complexity of shift spaces. This study investigates the relationships between the spatial entropy and the various periodic entropies which are computed by skew-coordinated systems $\gamma \in GL_2(\mathbb{Z})$ on two dimensional shifts of finite type. It is known that there are some aperiodic two dimensional shifts of finite types with positive spatial entropy without any periodic patterns. Hence, the spatial entropy is strictly greater than periodic entropy which is zero. On the other hand, when the shift spaces have some mixing properties then these two entropies are equal. In this paper, we show that some periodic mixing properties imply all of these entropies are equal. Indeed, for two dimensional shift of finite type $\Sigma(B)$ which is generated by an admissible local patterns $B \subseteq \{0,1,\ldots,r\}^{2m \times m}, r \geq 1$ and $m \geq 2$. The horizontal periodic transition matrix $T_m(B)$ is a 0-1 matrix which stores horizontal periodic patterns with period $m \geq 1$ and height 2 with the maximum eigenvalue $\rho(T_m(B))$. Sequence $\{T_m(B)\}_{m=1}^\infty$ is called uniformly dominated by $\{\rho(T_m(B))\}_{m=1}^\infty$ if $|T_m(B)| \leq c(m,k)\rho(T_m(B))^k$ with $\frac{1}{mk}\log c(m,k)$ tends to zero as $(m,k)$ tends to infinite. Uniform dominanting follows if the associated graphs of transition matrices $\{T_m(B)\}_{m=1}^\infty$ have uniformly bounded diameters or the shift space $\Sigma(B)$ has periodic-block gluing properties. The explicit formulas for the transformations between the Hermite normal forms of the finite-index subgroups of $\mathbb{Z}^2$ in different $\gamma$ coordinated system are obtained. Therefore, it can be proved that uniformly dominant conditions (0.1) and (0.2) implies the spatial entropy of the shift space $\Sigma(B)$ is equal to the periodic entropy which is computed by $\gamma$-coordinated system for all $\gamma \in GL_2(\mathbb{Z})$. In these case, the spatial entropy can also be computed as $\limsup_{q \to \infty} \log \rho(T_{\gamma^{q+1}})$ where $\gamma_q = \begin{bmatrix} 1 & q \\ 0 & 1 \end{bmatrix}$.

1. Introduction

Topological entropy or spatial entropy is a way to measure the complexity of shift spaces $X$ which has been studied extensively for many years, see [1, 3, 5, 6, 7, 8, 10, 11, 12, 13, 14, 16, 17, 18]. The periodic entropy only counts the subset $X_p$ of periodic patterns of $X$. For multi-dimensional symbolic dynamical systems $X$ (or $\mathbb{Z}^d, d \geq 2$ actions). Apart from the rectangular-periodicity, the skew-periodicity can also be considered in each coordinated systems.
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on $\mathbb{Z}^d$ [2]. This study investigates the relationships between the spatial entropy and various periodic entropies in skew-coordinated systems.

For simplicity, this study presents only the case of two-dimensional shifts of finite type. Let $\mathbb{Z}_{m \times m}$ be the $m \times m$ square lattice in $\mathbb{Z}^2$ and $\mathcal{S}$ be the finite set of symbols $\mathcal{S} = \{0, 1, ..., r - 1\}, r \geq 2$. Denote by $\mathcal{S}_{m \times m}$ be the set of all local patterns on $\mathbb{Z}_{m \times m}$. A given subset $B \subseteq \mathcal{S}_{m \times m}$ is called a basic set of admissible local patterns. $\Sigma(B)$ is the set of all admissible (global) patterns generated by $B$ on $\mathbb{Z}^2$. $\Sigma_p(B)$ is the subset of all rectangular periodic patterns of $\Sigma(B)$. The spatial entropy of $\Sigma(B)$ is defined by

$$h(B) = \lim_{(n,k) \to \infty} \frac{1}{nk} \log |\Sigma_{n \times k}(B)|,$$

where $|\Sigma_{n \times k}(B)|$ is the cardinal number of $\Sigma_{n \times k}(B)$ which is the set of all admissible patterns generated by $B$ on sublattice $\mathbb{Z}_{n \times k}$.

The skew-coordinated system can be represented by unimodular transformation $\gamma \in GL_2(\mathbb{Z})$. The modular group is defined by

$$GL_2(\mathbb{Z}) = \left\{ \begin{bmatrix} a & b \\ c & d \end{bmatrix} : a, b, c, d \in \mathbb{Z} \text{ and } |ad - bc| = 1 \right\}.$$

$\gamma_0 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \in GL_2(\mathbb{Z})$ is the standard rectangular system. The finite-index subgroup of $\mathbb{Z}^2$ can be parameterized in Hermite normal form [37, 39] as

$$L_2 = \left\{ \begin{bmatrix} n & \ell \\ 0 & k \end{bmatrix} \mathbb{Z}^2 : n \geq 1, k \geq 1 \text{ and } 0 \leq \ell \leq n - 1 \right\}.$$

In the $\gamma$-system,

$$L_2 = \left\{ \begin{bmatrix} n & \ell \\ 0 & k \end{bmatrix}_\gamma \mathbb{Z}^2 : n \geq 1, k \geq 1 \text{ and } 0 \leq \ell \leq n - 1 \right\}.$$

The spatial entropy $h_\gamma(B)$ computed in $\gamma$ system is defined by

$$h_\gamma(B) = \limsup_{(n,k) \to \infty} \frac{1}{nk} \log |\Sigma_{n \times k}(B)|.$$

The periodic entropy $h_{\gamma,p}(B)$ of basic set of admissible patterns $B$ is defined by

$$h_{\gamma,p}(B) = \limsup_{(n,k) \to \infty} \sup_{0 \leq \ell \leq n - 1} \frac{1}{nk} \log \Gamma \left( \begin{bmatrix} n & \ell \\ 0 & k \end{bmatrix}_\gamma \right).$$

When $\gamma = \gamma_0$, $h_{\gamma_0,p}(B)$ is also denoted by $h_p(B)$ for simplicity.

According to the result of Hu and Lin [24], the spatial entropy $h_\gamma(B)$ computed by any skew-system $\gamma$ is equal to the standard coordinated system $h(B)$, i.e.,

$$h_\gamma(B) = h(B).$$

for all $\gamma \in GL_2(\mathbb{Z})$.

We begin with the study by considering when $h(B) = h_p(B)$ in the standard coordinated system $\gamma_0 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$.
It is known when $r \geq 5$, there are some basic sets $B^* \subseteq S^r_{Z^{2 \times 2}}$ with $h(B^*) > 0$ and $\Sigma_p(B^*) = \emptyset$. Therefore

\begin{equation}
(1.5) \quad h(B^*) > h_p(B^*),
\end{equation}

see [17, 28] and related works [9, 13, 43, 48]. On the other hand, when $\Sigma(B)$ has some mixing property then

\begin{equation}
(1.6) \quad h(B) = h_p(B),
\end{equation}

see [10, 49] and related works [29, 35, 36, 40, 41, 42, 44, 45, 46, 47]. In this paper, we introduce a kind of periodic-mixing property to ensure (1.6) hold. In the following, we briefly introduce the relevant notations and the notation of the periodic-mixing property.

Based on our earlier studies [2, 5], we introduce the horizontal-periodic transition matrix $T_m(B)$ for all $m \geq 1$. $T_m(B)$ stores all horizontal periodic patterns which are generated by $B$ on $Z^m \times Z^2$, $m \geq 1$. Denoted by $\rho(T_m(B))$ to be the maximum eigenvalue of matrix $T_m(B)$. The sequence of horizontal periodic transition matrices $\{T_m(B)\}_{m=1}^{\infty}$ is called uniformly dominated by $\{\rho(T_m(B))\}_{m=1}^{\infty}$ if

\begin{equation}
(1.7) \quad |T_m(B)| \leq c(m, k)\rho(T_m(B))^k
\end{equation}

with

\begin{equation}
(1.8) \quad \lim_{(m,k) \to \infty} \frac{1}{mk} \log c(m, k) = 0.
\end{equation}

Our first result is the following theorem.

**Theorem 1.1.** If (1.7) and (1.8) hold, then

\begin{equation}
(1.9) \quad h(B) = h_p(B) = h_*(B),
\end{equation}

where

\begin{equation}
(1.10) \quad h_*(B) = \limsup_{m \to \infty} \frac{1}{m} \log \rho(T_m(B)).
\end{equation}

Conditions (1.7) and (1.8) can be obtained by checking the following connectedness conditions.

$\{T_m(B)\}_{m=1}^{\infty}$ is called uniformly connected if $T_m(B)$ is irreducible for all $m \geq 1$ and there is a positive integer $K$ such that for any $m \geq 1$ and any indices pair $(i, j), 1 \leq i, j \leq m^m$ where there is $1 \leq k \leq K$ such that

\begin{equation}
(1.11) \quad (T_m(B))_{i,j}^k \geq 1.
\end{equation}

Uniform connectedness of $\{T_m(B)\}_{m=1}^{\infty}$ is equivalent to the existence of finite upper bound $K$ of the diameters of associated graphs of $\{T_m(B)\}_{m=1}^{\infty}$, see Section 3 for details. By Perron-Frobenius Theorem, uniform connectedness implies uniform domination as follows:

**Theorem 1.2.** If $\{T_m(B)\}_{m=1}^{\infty}$ is uniformly connected then $\{T_m(B)\}_{m=1}^{\infty}$ is uniformly dominated by $\{\rho(T_m(B))\}_{m=1}^{\infty}$. 

Furthermore, the uniform connectedness can be expressed in terms of periodic-mixing conditions as follows.

The shift space \( \Sigma(B) \) is called horizontal-periodic block gluing if there is an integer \( K \geq 1 \) such that for any pair of \( m \)-periodic patterns \( U_m \in \Sigma_{\infty \times k_1} (B) \) and \( V_m \in \Sigma_{\infty \times k_2} (B) \); then \( (U_m, V_m) \) can be glued together when vertical distance \( k \geq K \) for all \( m \geq 1 \), see the details of Definition 3.21. Then, we have the following result for horizontal-periodic block gluing and uniform connectedness.

**Theorem 1.3.** If \( \{T_m(B)\}_{m=1}^{\infty} \) is irreducible and \( \Sigma(B) \) is horizontal-periodic block gluing, then \( \{T_m(B)\}_{m=1}^{\infty} \) is uniform connected. Furthermore if \( \{T_m(B)\}_{m=1}^{\infty} \) is uniform connected and for any \( m \geq 1 \), there exists an index \( i_m \) such that

\[
(T_m(B))_{(i_m, i_m)} = 1,
\]

then \( \Sigma(B) \) is horizontal-periodic block gluing.

To study the problems of \( h(B) = h_{\gamma,p}(B) \), we need to study the transformation of Hermite normal forms \( \begin{bmatrix} M & L \\ 0 & K \end{bmatrix} \gamma \) between \( \begin{bmatrix} m & \ell \\ 0 & k \end{bmatrix} \gamma_0 \). Indeed, we have the following result.

**Theorem 1.4.** Given \( \gamma = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in GL_2(\mathbb{Z}), \Delta = \det \gamma \), with \( b \neq 0 \). Let \( k = \gcd(bM, bL + dK) \) and \( k = b_1(bM) + b_2(bL + dK) \). Let

\[
bM = m'k
\]

and

\[
bL + dK = \ell'k
\]

with

\[
b_1m' + b_2\ell' = 1.
\]

Then

\[
\begin{bmatrix} m'k & -dK + \ell'k \\ b & K \end{bmatrix} \gamma \cong \begin{bmatrix} m'k & -\Delta b_2K \\ b & K \end{bmatrix} \gamma_0,
\]

where all entries in (1.12) are integers.

Note that two integer \( 2 \times 2 \) matrices \( A \) and \( A' \) is called equivalent and is denoted by \( A' \cong A \) if

\[
A'\mathbb{Z}^2 = A\mathbb{Z}^2.
\]

Then we have the following result.

**Theorem 1.5.** If \( h(B) = h_{\gamma}(B) \), then \( h_{\gamma,p}(B) = h(B) \) for all \( \gamma \in GL_2(\mathbb{Z}) \). In particular, if \( \{T_m(B)\}_{m=1}^{\infty} \) is uniformly dominated by \( \{\rho(T_m(B))\}_{m=1}^{\infty} \), then \( h_{\gamma,p}(B) = h(B) \) for all \( \gamma \in GL_2(\mathbb{Z}) \).
The results also hold when $T_m(B)$ is not irreducible. Indeed, if $T_m(B)$ is a maximum irreducible component of $T_m(B)$, and $\{T_m(B)\}_{m=1}^{\infty}$ is uniformly dominated by $\{\rho(T_m(B))\}_{m=1}^{\infty}$, the results of Theorems 1.1 and 1.5 hold. Furthermore, the horizontal periodicity can also be replaced by vertical-periodicity which will produced the analogous results. In this case, we consider the vertical-periodic transition matrices $\hat{T}_m(B)$ which is obtained by considering the conjugate coordinated system $\hat{\gamma}_0 = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}$ of $\gamma_0 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$.

Finally, a sequence of skew-coordinated system $\gamma_q = \begin{bmatrix} 1 & q \\ 0 & 1 \end{bmatrix}$, $q \geq 1$, is useful in computing the entropy. Indeed, the transformation of Hermite normal form

$$(1.14) \begin{bmatrix} 1 & 0 \\ 0 & mq \end{bmatrix} \gamma_q \cong \begin{bmatrix} m & 1 \\ 0 & q \end{bmatrix} \gamma_0$$

holds. Then we can obtain the following results:

**Theorem 1.6.** If $\{T_m(B)\}_{m=1}^{\infty}$ is irreducible and uniformly dominated by $\{\rho(T_m(B))\}_{m=1}^{\infty}$. Then

$$h(B) = \lim_{q \to \infty} \sup \log \rho(T_{\gamma_q,1}).$$

The rest of this paper is organized as follows. Section 2 recalls some useful properties of periodic transition matrices $T_m(B)$. In addition, Section 3 recalls the Perron-Frobenius Theorem and introduces uniform domination, uniform connectedness and periodic block gluing and proves Theorems 1.1, 1.2 and 1.3. Finally, Section 4 proves the transformations of Hermite normal forms on different skew-coordinates, then proves Theorems 1.4, 1.5 and 1.6.

### 2. Entropy and periodic entropy

In this section, we briefly introduce some properties which concern the entropy of the two-dimensional shift of finite type, see [1, 2, 3, 4, 5]. Let $\mathbb{Z}_{m\times m}$ be the $m \times m$ square lattice in $\mathbb{Z}^2$ and $S$ be the finite set of symbols (alphabets or colors). The set of all local patterns (or configurations) on $\mathbb{Z}_{m\times m}$ is denoted by $S^{\mathbb{Z}_{m\times m}}$. A given subset $B \subseteq S^{\mathbb{Z}_{m\times m}}$ is called a basic set of admissible (or allowable) local patterns.

$\Sigma_{n\times k}(B)$ is the set of all admissible patterns generated by $B$ on $\mathbb{Z}_{n\times k}$ and $\Sigma(B)$ is the set of all admissible patterns generated by $B$ on $\mathbb{Z}^2$. The entropy (spatial entropy) of $\Sigma(B)$ is defined by

$$(2.1) h(B) = \lim_{(n,k) \to \infty} \frac{1}{nk} \log |\Sigma_{n\times k}(B)|.$$ 

Due to the subadditive property of $\log |\Sigma_{n\times k}(B)|$ in $n$ and $k$, it can be shown the limit (2.1) always exists, see [15].
As for periodic entropy, the set of finite-index subgroup of $\mathbb{Z}^2$ is denoted by $\mathcal{L}_2$. $\mathcal{L}_2$ can be parameterized in Hermite normal forms

$$\mathcal{L}_2 = \left\{ \begin{bmatrix} n & \ell \\ 0 & k \end{bmatrix} \mathbb{Z}^2 : n \geq 1, k \geq 1 \text{ and } 0 \leq \ell \leq n - 1 \right\},$$

see [37, 39]. Let $\mathcal{P}_B(\begin{bmatrix} n & \ell \\ 0 & k \end{bmatrix})$ be the set of all $\begin{bmatrix} n & \ell \\ 0 & k \end{bmatrix}$-periodic and $B$-addmissible patterns on $\mathbb{Z}^2$. The number of $\mathcal{P}_B(\begin{bmatrix} n & \ell \\ 0 & k \end{bmatrix})$ is denoted by $\Gamma_B(\begin{bmatrix} n & \ell \\ 0 & k \end{bmatrix})$, while the set of all periodic patterns on $\mathbb{Z}^2$, i.e.,

$$\mathcal{P}(B) = \bigcup_{n,k \geq 1} \bigcup_{0 \leq \ell \leq n - 1} \mathcal{P}_B\left(\begin{bmatrix} n & \ell \\ 0 & k \end{bmatrix}\right)$$

is denoted by $\mathcal{P}(B)$. Then the periodic entropy $h_p(B)$ of $\mathcal{P}(B)$ is defined by

$$h_p(B) = \limsup_{(n,k) \to \infty} \sup_{0 \leq \ell \leq n - 1} \frac{1}{nk} \log \Gamma_B\left(\begin{bmatrix} n & \ell \\ 0 & k \end{bmatrix}\right).$$

Unlike spatial entropy, the limit of (2.2) does not exist in general and lim sup is required.

It is clear that

$$\mathcal{P}(B) \subseteq \Sigma(B).$$

Therefore,

$$h_p(B) \leq h(B).$$

Let $\mathcal{S}_r = \{0,1,\ldots,r-1\}$ be the set of symbols. It is known, when $r \geq 5$, for some $B \subseteq \mathcal{S}_r^{2 \times 2}$ have $\mathcal{P}(B) = \emptyset$ and $\Sigma(B) \neq \emptyset$ with $h(B) > 0$. Therefore,

$$h_p(B) < h(B),$$

see [17, 28]. On the other hand, when $\Sigma(B)$ has some mixing property, then

$$h_p(B) = h(B),$$

see [10, 49].

In the study of the entropy in [1, 2, 5], a sequence of matrices of patterns $X_{2 \times n}$ and $Y_{m \times 2}$ are introduced to store all patterns in $\Sigma_{2 \times n}$ and $\Sigma_{m \times 2}$, respectively. In the following, the two symbols $\mathcal{S}_2 = \{0,1\}$ case is introduced. The general cases $\mathcal{S}_r = \{0,1,\ldots,r-1\}$ with $r \geq 3$ can also be introduced, see [1, 4, 6, 4]. In the case of two symbols, for $\Sigma_{2 \times 2}$, a $4 \times 4$ matrix $X_{2 \times 2} = [x_{i_1i_2}]$ with $2 \times 2$ patterns $x_{i_1i_2}$
as its entries is defined by

\[
X_{2 \times 2} = \begin{bmatrix}
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
\end{bmatrix},
\]

and \( Y_{2 \times 2} = [y_{j_1 j_2}] \) is defined by

\[
Y_{2 \times 2} = \begin{bmatrix}
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 1 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 \\
\end{bmatrix}.
\]

\( X_{2 \times 2} \) is called the horizontal pattern matrix with height 2 and \( Y_{2 \times 2} \) is called the vertical pattern matrix with width 2. Both of them store all \( 2 \times 2 \) patterns and the arrangements of these patterns are closely related as follows. Indeed, \( X_{2 \times 2} \) can be presented by \( y_{j_1 j_2} \) as

\[
X_{2 \times 2} = \begin{bmatrix}
y_{11} & y_{12} & y_{13} & y_{14} \\
y_{21} & y_{22} & y_{23} & y_{24} \\
y_{31} & y_{32} & y_{33} & y_{34} \\
y_{41} & y_{42} & y_{43} & y_{44} \\
\end{bmatrix},
\]

or

\[
(2.7) \quad X_{2 \times 2} = \begin{bmatrix}
X_{2;1} & X_{2;2} \\
X_{2;3} & X_{2;4} \\
\end{bmatrix},
\]

with

\[
X_{2;k} = \begin{bmatrix}
y_{k1} & y_{k2} \\
y_{k3} & y_{k4} \\
\end{bmatrix}.
\]

Similarly,

\[
Y_{2 \times 2} = \begin{bmatrix}
x_{11} & x_{12} & x_{13} & x_{14} \\
x_{21} & x_{22} & x_{23} & x_{24} \\
x_{31} & x_{32} & x_{33} & x_{34} \\
x_{41} & x_{42} & x_{43} & x_{44} \\
\end{bmatrix} = \begin{bmatrix}
Y_{2;1} & Y_{2;2} \\
Y_{2;3} & Y_{2;4} \\
\end{bmatrix}.
\]

Furthermore, all \( 2 \times n \) patterns in \( \Sigma_{2 \times n} \) can be stored in pattern matrix \( X_{2 \times n} \) with height \( n \) which can be defined inductively from \( X_{2 \times 2} \). Indeed, denote

\[
X_{2 \times n} = \begin{bmatrix}
X_{n;1} & X_{n;2} \\
X_{n;3} & X_{n;4} \\
\end{bmatrix},
\]
then
\begin{align}
X_{2 \times (n+1)} &= X_{2 \times n} \circ \left( E_{2^{n-1}} \otimes \begin{bmatrix} X_{2;1} & X_{2;2} \\ X_{2;3} & X_{2;4} \end{bmatrix} \right) \\
\text{(2.9)} \\
&= X_{2 \times 2} \circ \left( E_2 \otimes \begin{bmatrix} X_{n;1} & X_{n;2} \\ X_{n;3} & X_{n;4} \end{bmatrix} \right). \quad \text{(2.10)}
\end{align}

Similarly, for $\Sigma_{m \times 2}$, $Y_{m \times 2}$ can be defined recursively with
\begin{align}
Y_{(m+1) \times 2} &= Y_{m \times 2} \circ \left( E_{2^{m-1}} \otimes \begin{bmatrix} Y_{2;1} & Y_{2;2} \\ Y_{2;3} & Y_{2;4} \end{bmatrix} \right) \\
\text{(2.11)} \\
&= Y_{2 \times 2} \circ \left( E_2 \otimes \begin{bmatrix} Y_{m;1} & Y_{m;2} \\ Y_{m;3} & Y_{m;4} \end{bmatrix} \right), \quad \text{(2.12)}
\end{align}

where $E_{2^{n-1}}$ is the $2^{n-1} \times 2^{n-1}$ matrices and entries are 1. $\otimes$ is the Kronecker product (tensor product) and $\circ$ is the Hadamard product i.e., if $A = [a_{i,j}]_{N \times N}$ and $B = [b_{i,j}]_{N \times N}$ then $A \circ B = [a_{i,j}b_{i,j}]_{N \times N}$. When both $a_{i,j}$ and $b_{i,j}$ are numbers, or matrices of numbers, then $a_{i,j}b_{i,j}$ is the product. When $a_{i,j}$ and $b_{i,j}$ are patterns, it will be understood in the context.

Now, given a basic set of admissible patterns $B \subseteq S_2^{Z_2 \times 2}$, then the horizontal transition matrix $H_n(B)$ can be defined for $\Sigma_{n \times 2}$ and vertical transition matrix $V_n$ for $\Sigma_{n \times 2}$, respectively. Indeed, $H_2$ and $V_2$ are defined by
\begin{align}
H_2 &= [h_{i_1,i_2}]_{4 \times 4} \quad \text{and} \quad V_2 = [v_{j_1,j_2}]_{4 \times 4},
\end{align}

where
\begin{align}
h_{i_1,i_2} &= 1 \text{ if and only if } x_{i_1,i_2} \in B,
\end{align}
and
\begin{align}
v_{j_1,j_2} &= 1 \text{ if and only if } y_{j_1,j_2} \in B.
\end{align}

For $n \geq 3$, $H_n$ and $V_n$ can be defined recursively by applying (2.9) to (2.12) respectively. Indeed,
\begin{align}
H_{n+1} &= H_n \circ \left( E_{2^{n-1}} \otimes \begin{bmatrix} H_{2;1} & H_{2;2} \\ H_{2;3} & H_{2;4} \end{bmatrix} \right) \\
\text{(2.13)} \\
&= H_2 \circ \left( E_2 \otimes \begin{bmatrix} H_{n;1} & H_{n;2} \\ H_{n;3} & H_{n;4} \end{bmatrix} \right), \\
\text{(2.14)}
\end{align}

and
\begin{align}
V_{m+1} &= V_m \circ \left( E_{2^{m-1}} \otimes \begin{bmatrix} V_{2;1} & V_{2;2} \\ V_{2;3} & V_{2;4} \end{bmatrix} \right) \\
\text{(2.15)} \\
&= V_2 \circ \left( E_2 \otimes \begin{bmatrix} V_{m;1} & V_{m;2} \\ V_{m;3} & V_{m;4} \end{bmatrix} \right), \\
\text{(2.16)}
\end{align}

where
\begin{align}
H_2 &= \begin{bmatrix} H_{2;1} & H_{2;2} \\ H_{2;3} & H_{2;4} \end{bmatrix}.
\end{align}
and
\begin{equation}
V_2 = \begin{bmatrix}
V_{2;1} & V_{2;2} \\
V_{2;3} & V_{2;4}
\end{bmatrix}.
\end{equation}

Therefore, the entropy of \( \Sigma(\mathcal{B}) \) can be computed by
\begin{equation}
h(\mathcal{B}) = \lim_{(n,k) \to \infty} \frac{1}{nk} \log |H_k^{n-1}|.
\end{equation}

Furthermore, by Perron-Frobenius theorem, \([18, 23, 38]\),
\begin{equation}
h(\mathcal{B}) = \limsup_{n \to \infty} \frac{1}{n} \log \rho(H_n)
\end{equation}
\begin{equation}
= \limsup_{m \to \infty} \frac{1}{m} \log \rho(V_m),
\end{equation}
where \( \rho(A) \) is the largest (maximum) eigenvalue of matrix \( A \).

Next, to study the periodic entropy, we need to introduce the matrix of horizontal cylindrical patterns, see \([2, 5]\). Indeed, the \( x \)-periodic patterns with periodic 2 in \( \Sigma_{2 \times 2} \) can be stored in cylindrical pattern matrix \( \tilde{C}_{2 \times 2} \) as follows.
\begin{equation}
\tilde{C}_{2 \times 2} = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\end{equation}
\begin{equation}
= \begin{bmatrix}
\tilde{X}_{2;1} & \tilde{X}_{2;2} \\
\tilde{X}_{2;3} & \tilde{X}_{2;4}
\end{bmatrix},
\end{equation}
\( \tilde{C}_{2 \times 2} \) can also be represented in terms of \( x_{i_1i_2} \) or \( y_{j_1j_2} \). We first introduce the column matrices of patterns \( \tilde{X}_{2 \times 2} \) of \( X_{2 \times 2} \) and \( \tilde{Y}_{2 \times 2} \) of \( Y_{2 \times 2} \), respectively,
\begin{equation}
\tilde{X}_{2 \times 2} = \begin{bmatrix}
x_{11} & x_{12} & x_{21} & x_{22} \\
x_{13} & x_{14} & x_{23} & x_{24} \\
x_{31} & x_{32} & x_{33} & x_{34} \\
x_{41} & x_{42} & x_{43} & x_{44}
\end{bmatrix}
\end{equation}
\begin{equation}
= \begin{bmatrix}
\tilde{X}_{2;1} & \tilde{X}_{2;2} \\
\tilde{X}_{2;3} & \tilde{X}_{2;4}
\end{bmatrix},
\end{equation}
where
\begin{equation}
\tilde{X}_{2;\alpha} = \begin{bmatrix}
0 & \alpha_{1} & 0 & \alpha_{2} \\
0 & \alpha_{1} & 0 & \alpha_{2} \\
0 & \alpha_{1} & 0 & \alpha_{2} \\
0 & \alpha_{1} & 0 & \alpha_{2}
\end{bmatrix}.
\end{equation}
\[ \alpha = 1 + 2\alpha_1 + \alpha_2 \]

\[ \tilde{Y}_{2 \times 2} = \begin{bmatrix}
  y_{11} & y_{21} & y_{12} & y_{22} \\
  y_{31} & y_{41} & y_{32} & y_{42} \\
  y_{13} & y_{23} & y_{14} & y_{24} \\
  y_{33} & y_{43} & y_{34} & y_{44}
\end{bmatrix} = \begin{bmatrix}
  \tilde{Y}_{2;1} \\
  \tilde{Y}_{2;2} \\
  \tilde{Y}_{2;3} \\
  \tilde{Y}_{2;4}
\end{bmatrix}, \]

where

\[ \tilde{Y}_{2;\beta} = \begin{bmatrix}
  \beta & 0 & 0 & \beta \\
  0 & 0 & \beta & 0 \\
  0 & \beta & 0 & 0 \\
  \beta & 0 & 0 & \beta
\end{bmatrix}, \]

\[ \beta = 1 + 2\beta_1 + \beta_2. \]

Then

\[ C_{2 \times 2} = \begin{bmatrix}
  x_{11}x_{11} & x_{12}x_{21} & x_{21}x_{12} & x_{22}x_{22} \\
  x_{13}x_{31} & x_{14}x_{41} & x_{23}x_{32} & x_{24}x_{42} \\
  x_{31}x_{13} & x_{32}x_{23} & x_{41}x_{14} & x_{42}x_{24} \\
  x_{33}x_{33} & x_{34}x_{43} & x_{43}x_{34} & x_{44}x_{44}
\end{bmatrix} = Y_{2 \times 2} \circ \tilde{X}_{2 \times 2}. \]

Similarly, the \( y \)-periodic patterns with period 2 in \( \Sigma_{2 \times 2} \) can be stored in vertical cylindrical pattern matrix \( \hat{C}_{2 \times 2} \) with

\[ \hat{C}_{2 \times 2} = X_{2 \times 2} \circ \hat{Y}_{2 \times 2}. \]

The horizontal cylindrical pattern matrix which consists of patterns of \( x \)-periodic with period \( n \) and high 2, defined by

\[ C_{n \times 2} = Y_{n \times 2} \circ \begin{bmatrix}
  E_{2^n-2} \otimes \hat{X}_{2;1} \\
  E_{2^n-2} \otimes \hat{X}_{2;3} \\
  E_{2^n-2} \otimes \hat{Y}_{2;2} \\
  E_{2^n-2} \otimes \hat{Y}_{2;4}
\end{bmatrix}, \]

and the vertical cylindrical matrix which consists of patterns of \( y \)-periodic with period \( n \) and wide 2 can be defined by

\[ \hat{C}_{2 \times n} = X_{2 \times n} \circ \begin{bmatrix}
  E_{2^n-2} \otimes \hat{Y}_{2;1} \\
  E_{2^n-2} \otimes \hat{Y}_{2;3} \\
  E_{2^n-2} \otimes \hat{Y}_{2;2} \\
  E_{2^n-2} \otimes \hat{Y}_{2;4}
\end{bmatrix}. \]

Given a basic set of admissible patterns \( B \), then the horizontal cylindrical (or horizontal-periodic) transition matrix \( T_n(B) \) of \( C_{n \times 2} \) and vertical cylindrical (or vertical-periodic) matrix \( \hat{T}_n(B) \) of \( \hat{C}_{n \times 2} \) can be defined by

\[ T_2(B) = V_2 \circ H_2 \]

and

\[ \hat{T}_2(B) = H_2 \circ \hat{V}_2, \]
where $\tilde{H}_2$ and $\tilde{V}_2$ are column matrices of $H_2$ and $V_2$ respectively. Furthermore, from (2.28) and (2.29), we have

$$T_n = V_n \circ \begin{bmatrix} E_{2n-2} \otimes \tilde{H}_{2;1} & E_{2n-2} \otimes \tilde{H}_{2;2} \\ E_{2n-2} \otimes \tilde{H}_{2;3} & E_{2n-2} \otimes \tilde{H}_{2;4} \end{bmatrix},$$

and

$$T_n = H_n \circ \begin{bmatrix} E_{2n-2} \otimes \tilde{V}_{2;1} & E_{2n-2} \otimes \tilde{V}_{2;2} \\ E_{2n-2} \otimes \tilde{V}_{2;3} & E_{2n-2} \otimes \tilde{V}_{2;4} \end{bmatrix}.$$

Next, we recall the periodic patterns in $\mathbb{Z}^2$. A global pattern $U = [U_{i,j}]$ on $\mathbb{Z}^2$ is called $[n \ell k]$-periodic if it satisfies

$$U_{i+rn+st,j+sk} = U_{i,j}$$

for all $(i,j) \in \mathbb{Z}^2$ and $r,s \in \mathbb{Z}$. Note that $[n 0 k]$-periodic is just the rectangular $(n,k)$-periodic. To study these periodic patterns, we need to recall the rotational matrix $R_n,n \geq 1$, see [2].

The shift (to the left) $\sigma$ of any $n$-sequence $(u_1u_2\cdots u_n) \in \{0,1\}^n$ is defined by

$$\sigma(u_1u_2\cdots u_n) = (u_2u_3\cdots u_nu_1).$$

Notably, the shift of any one-dimensional periodic sequence $(u_1u_2\cdots u_n)^\infty = (u_1u_2\cdots u_nu_1u_2\cdots)$ with period $n$ becomes $(u_2u_3\cdots u_nu_1)^\infty = (u_2u_3\cdots u_nu_1u_2u_3\cdots)$. The sequence $(u_1u_2\cdots u_n)$ and its shift $(u_2\cdots u_nu_1)$ can also be related by their counting number $\chi(u_1u_2\cdots u_n)$. Define

$$i = \chi(u_1u_2\cdots u_n) = 1 + \sum_{j=1}^{n} u_j 2^{n-j},$$

and $n$-shift map

$$\sigma(i) = \sigma_n(i) = \chi(u_2u_3\cdots u_nu_1).$$

It is easy to see that $\sigma$ is a bijection map on $\{1,2,\ldots,2^n\}$. For any $n \geq 1$, the $2^n \times 2^n$ rotational matrix $R_n = [R_{n;i,j}], R_{n;i,j} \in \{0,1\}$, is defined by

$$R_{n;i,j} = 1 \text{ if and only if } j = \sigma(i).$$

$R_n$ is a permutation matrix. Indeed, $R_n$ can be written explicitly as follows.

**Proposition 2.1.** For any integer $n \geq 2$,

$$
\begin{align*}
R_{n;i,2i-1} &= 1 \text{ and } R_{n;2i-1+2i} = 1, \text{ if } 1 \leq i \leq 2^{n-1}, \\
R_{n;i,j} &= 0, \text{ otherwise.}
\end{align*}
$$

Equivalently,

$$\sigma(i) = \begin{cases} 2i-1, & \text{if } 1 \leq i \leq 2^{n-1}, \\ 2(i-2^{n-1}), & \text{if } 2^{n-1} < i \leq 2^n. \end{cases}$$

Furthermore, $(R_n^j)_{i,\sigma^j(i)} = 1$ for any $1 \leq j \leq n - 1$ and $R_n^n = I_{2^n}$, where $I_N$ is the $N \times N$ identity matrix.
We recall the following results in [2].

**Proposition 2.2.** For $n \geq 2$, $T_n = [T_{n;i,j}]$ is $R_n$-symmetric, i.e.,

$$T_{n;\sigma(i),\sigma(j)} = T_{n;i,j}$$

for all $1 \leq i, j \leq 2^n$ and $0 \leq \ell \leq n - 1$.

**Proposition 2.3.** For $n, k \geq 1$ and $0 \leq \ell \leq n - 1$,

$$\Gamma_B \left( \begin{bmatrix} n & \ell \\ 0 & k \end{bmatrix} \right) = \text{tr} \left( T_n^k R_n^\ell \right),$$

and

$$h_p(B) = \limsup_{(n,k) \to \infty} \sup_{0 \leq \ell \leq n - 1} \frac{1}{nk} \log \text{tr} \left( T_n^k R_n^\ell \right).$$

It is worth investigating the periodic patterns in more detail. Indeed, for any integer $\ell$, define the $\ell$-shift periodic entropy $h_\ell(B)$ by

$$h_\ell(B) = \limsup_{(n,k) \to \infty} \frac{1}{nk} \log \Gamma_B \left( \begin{bmatrix} n & \ell \\ 0 & k \end{bmatrix} \right).$$

In particular, when $\ell = 0$, $h_0(B)$ is the rectangular periodic entropy, i.e.,

$$h_0(B) = \limsup_{(n,k) \to \infty} \frac{1}{nk} \log \Gamma_B \left( \begin{bmatrix} n & 0 \\ 0 & k \end{bmatrix} \right).$$

For $\ell = 1$, $h_1(B)$ is also very useful which will be studied later by using the skew-coordinated system.

It is clear that

$$h_\ell(B) \leq h_p(B)$$

for all $\ell$. The inequalities may be hold for some $\ell$. Indeed, consider the 3 symbols basic set $B_{3,0}$ defined by

$$B_{3,0} = \{ 0 \}
\begin{array}{cccccccc}
0 & 0 & 0 & 2 & 0 & 2 & 0 & 2 \\
0 & 0 & 0 & 0 & 2 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 2 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 2 \\
\end{array}\).$$

It is easy to see

$$\Gamma_{B_{3,0}} \left( \begin{bmatrix} 2m & 2\ell \\ 0 & k \end{bmatrix} \right) = 2^{mk},$$

and

$$\Gamma_{B_{3,0}} \left( \begin{bmatrix} 2m & 2\ell + 1 \\ 0 & k \end{bmatrix} \right) = 0.$$
3. Uniform Controls and Connects

In this section, we will study entropy and periodic entropy and introduce some conditions on \( B \) which implies \( h_p(B) = h(B) \).

We begin with recalling some results from the matrix theory, in particular, from the Perron-Frobenius Theorem and its applications, see [18, 23].

A \( N \times N \) matrix \( A = [a_{i,j}]_{N \times N} \) is non-negative if \( a_{i,j} \geq 0 \) for all \( 1 \leq i, j \leq N \) and integral if all its entries are integers.

\( \lambda \) is an eigenvalue of \( A \) with right (column) eigenvector \( v = (v_1, ..., v_N)^t \) if

\[
Av = \lambda v,
\]

and left (row) eigenvector \( u = (u_1, ..., u_N) \) of \( A \) with eigenvalue \( \lambda \) if

\[
uA = \lambda u.
\]

A matrix \( A = [a_{i,j}] \) is called irreducible if for any \( 1 \leq i, j \leq N \), there is some positive integer \( k \) such that \( (A^k)_{i,j} > 0 \). \( A \) is called primitive (irreducible and aperiodic) if there is some positive integer \( k \) such that \( (A^k)_{i,j} > 0 \) for all \( 1 \leq i, j \leq N \). It is clear that if \( A \) is primitive then \( A \) is irreducible.

Now, we state the Perron-Frobenius Theorem.

**Theorem 3.1** (Perron-Frobenius Theorem).

(i) Let \( A \) be an \( N \times N \), \( N \geq 2 \), irreducible matrix. Then there is the positive maximum eigenvalue \( \rho = \rho(A) \) which is algebraic simple and the corresponding eigenvectors \( v \) and \( u \) are positive (i.e., \( v_i > 0 \) and \( u_i > 0 \) for all \( i \)). Any other eigenvalue \( \lambda \) of \( A \), \( |\lambda| \leq \rho \), \( \rho \) is the only eigenvalue with a non-negative eigenvector.

(ii) If \( A \) is primitive then for each \( 1 \leq i, j \leq N \),

\[
\lim_{k \to \infty} \frac{(A^k)_{i,j}}{\rho^k} = v_i u_j,
\]

and

\[
|\lambda| < \rho
\]

for any other eigenvalue \( \lambda \) of \( A \).

The following results of the structures of irreducible and reducible matrices are very useful, see [23].

**Theorem 3.2.**

(i) If \( A \) is an irreducible \( N \times N \) matrix, then there is positive integer \( p \geq 1 \) and a permutation \( P \) such that

\[
PAP^t = \begin{bmatrix}
O & B_1 & O & \cdots & O \\
O & & & \ddots & \\
& & & & O \\
B_p & O & B_{p-1} & \cdots & O
\end{bmatrix}
\]

(ii) If \( A \) is a reducible \( N \times N \) matrix, then there is positive integer \( p \geq 1 \) and a permutation \( P \) such that

\[
PAP^t = \begin{bmatrix}
O & B_1 & O & \cdots & O \\
O & & & \ddots & \\
& & & & O \\
B_p & O & B_{p-1} & \cdots & O
\end{bmatrix}
\]
and

\[
PA^pP^t = \begin{bmatrix}
A_1 & O \\
& \\
& \\
& \\
& \\
& \\
O & A_p
\end{bmatrix},
\]

where \( A_i = B_i \cdots B_p B_1 \cdots B_{i-1} \) and \( A_i \) is primitive for any \( 1 \leq i \leq p \).

(ii) If \( A \) is a reducible \( N \times N \) matrix then under a permutation, \( A \) can be reduced to a normal reducible form:

\[
A = \begin{bmatrix}
A_1 & O & \cdots & O \\
O & A_2 & O & \cdots & O \\
& & \vdots & & \vdots \\
O & \cdots & O & A_g & O & \cdots & O \\
A_{g+1,1} & \cdots & A_{g+1,g} & A_{g+1} & O & \cdots & O \\
& & \vdots & & \vdots & & \vdots \\
A_{s-1,1} & \cdots & A_{s,g} & \cdots & A_{s,s-1} & A_s
\end{bmatrix},
\]

where \( 1 \leq g \leq s \), \( A_i, 1 \leq i \leq g \) are irreducible matrices, and

\[
\rho(A) = \max_{1 \leq i \leq s} \rho(A_i).
\]

From Theorems 3.1 and 3.2, we can obtain the asymptotic result for \((A^k)_{i,j}\) as \( k \to \infty \).

**Theorem 3.3.** Let \( A = [a_{i,j}]_{N \times N} \) be an irreducible non-negative integral matrix with maximum eigenvalue \( \rho = \rho(A) > 0 \) and cycle \( p \geq 1 \). Then for any \( 1 \leq i, j \leq N \), there exists a \( k = k(i, j) \) such that

\[
c_1 \rho^{\alpha p} \leq (A^{\alpha p+k})_{i,j} \leq d_1 \rho^{\alpha p}
\]

for large \( \alpha \geq 1 \) where \( 0 < c_1 \leq d_1 \) are positive constants only depend on \( A \).

Furthermore,

\[
\limsup_{k \to \infty} \frac{1}{k} \log |A^k| = \log(\rho(A))
\]

and

\[
\limsup_{k \to \infty} \frac{1}{k} \log tr(A^k) = \log(\rho(A)).
\]

**Proof.** From (3.6),

\[
A^{\alpha p+k} = P(\overline{A})^\alpha P^t A^k
\]

where

\[
\overline{A} = \begin{bmatrix}
A_1 & O \\
& \ddots \\
& \\
& \\
& O & A_p
\end{bmatrix}, P = [P_{i,j}]_{N \times N}, P^t = [P^t_{i,j}]_{N \times N},
\]

and \( A_k \) is primitive and \( \rho(A_k) = \rho(A) \) for all \( 1 \leq k \leq p \).

For each \( 1 \leq k \leq p \), let \( v_k = (v_{k,1}, ..., v_{k,N_k}) \) and \( u_k = (u_{k,1}, ..., u_{k,N_k}) \) are right and left positive eigenvectors of \( A_k \). Note that \( \sum_{k=1}^p N_k = N \).
Then (3.3) implies

\[ \lim_{\alpha \to \infty} \frac{(A^\alpha_k)_{s,t}}{\rho^{op}} = v_{k,s}u_{k,t}, \]

for \(1 \leq s, t \leq N_k\).

Then

\[ (A^{\alpha p+\beta})_{i,j} = \sum_{i_2, i_3=1}^N P_{i_2} (\mathcal{A}^\alpha)^{i_2, i_2} P_{i_3}^t (A^\beta)^{i_3, j}. \]

Since \(P\) is a permutation, there is a unique \(i_2\) such that

\[ P_{i,i_2} = 1. \]

For large \(\alpha\), (3.12) implies

\[ (A^\alpha)_{i_2, i_2} \rho_{\alpha p} = v_{k,s}u_{k,s}, \]

for some \(k \geq 1\) and \(s \geq 1\).

Since \(P^t\) is permutation, there exists a unique \(i_3\) such that \(P^t_{i_2, i_3} = 1\). Therefore, choose \(k \geq 1\) such that

\[ (A^k)_{i,j} \geq 1, \]

where \(k\) only depends on \(i\) and \(j\).

By (3.13), (3.14), (3.15) and (3.16), there are constants \(0 < c_1 \leq d_1\) only depend on \(A_k\), \(1 \leq k \leq p\) (and so \(A\)), such that

\[ c_1 \rho^{op} \leq (A^{op+k})_{i,j} \leq d_1 \rho^{op}. \]

The proof of (3.9) is complete. (3.10) and (3.11) follow easily from (3.9). \(\square\)

The following lemma concerning the double limit and iterated limits of double sequences are useful.

**Lemma 3.4.** For any double sequence \(a_{m,n}\), we have

\[ \lim_{m \to \infty} \left( \limsup_{n \to \infty} a_{m,n} \right) \leq \limsup_{m \to \infty} a_{m,n}, \]

and

\[ \limsup_{n \to \infty} \left( \limsup_{m \to \infty} a_{m,n} \right) \leq \limsup_{(m,n) \to \infty} a_{m,n}. \]

In the case that the double limit exists, then the equalities in (3.17) and (3.18) hold.

The following results for \(H_n\) and \(T_n\) (or \(V_m\) and \(\hat{T}_m\)) are useful in the study of entropy and periodic entropy.

**Lemma 3.5.** For any basic set of admissible local patterns \(\mathcal{B}\),

\[ tr(H_n^m(\mathcal{B})) = |T_{m-1}(\mathcal{B})|. \]
Proof. Both sides of (3.19) are the cardinal numbers of $m \times n \mathcal{B}$-admissible patterns which are horizontal periodic with period $m$ and height $n$. The proof is complete. □

Furthermore, we have the following results.

**Lemma 3.6.** For any basic set of admissible local patterns $\mathcal{B}$,

\[(3.20) \quad h(\mathcal{B}) = \limsup_{(m,n) \to \infty} \frac{1}{mn} \log |\mathcal{T}_{m}^{n}(\mathcal{B})|.
\]

Proof. Since the double limit of $h(\mathcal{B})$ holds in (2.19) and equals to iterated limits, we have

\[(3.21) \quad h(\mathcal{B}) = \lim_{n \to \infty} \frac{1}{m} \left( \lim_{m \to \infty} \frac{1}{n} \log |\mathcal{H}_{m}^{n-1}(\mathcal{B})| \right) = \limsup_{n \to \infty} \frac{1}{n} \log \rho(\mathcal{H}_{n}(\mathcal{B})).
\]

On the other hand, by (3.19) of Lemma 3.5, we have

\[\limsup_{(m,n) \to \infty} \frac{1}{mn} \log |\mathcal{T}_{m}^{n}(\mathcal{B})| = \limsup_{(m,n) \to \infty} \frac{1}{mn} \log tr(\mathcal{H}_{m}^{n+1}(\mathcal{B})) \geq \limsup_{n \to \infty} \frac{1}{n} \left( \lim_{m \to \infty} \frac{1}{m} \log tr(\mathcal{H}_{m+1}^{n}(\mathcal{B})) \right) = \limsup_{n \to \infty} \frac{1}{n} \log \rho(\mathcal{H}_{n+1}(\mathcal{B})) = \limsup_{n \to \infty} \frac{1}{n+1} \log \rho(\mathcal{H}_{n+1}(\mathcal{B})).
\]

Therefore, we have

\[(3.22) \quad h(\mathcal{B}) \leq \limsup_{(m,n) \to \infty} \frac{1}{mn} \log |\mathcal{T}_{m}^{n}(\mathcal{B})|.
\]

By (2.19) and (3.25), the equality holds in (3.22). That is, (3.21) holds. The proof is complete. □

For any basic set of admissible patterns $\mathcal{B}$, denote by

\[(3.23) \quad h_{*}(\mathcal{B}) = \limsup_{m \to \infty} \frac{1}{m} \log \rho(\mathcal{T}_{m}(\mathcal{B})).
\]

Then we have the following results.

**Lemma 3.7.** For any basic set of admissible local patterns $\mathcal{B}$,

\[(3.24) \quad h_{*}(\mathcal{B}) \leq h_{p}(\mathcal{B}) \leq h(\mathcal{B}).
\]

Proof. From (3.19), we have

\[(3.25) \quad |\mathcal{T}_{m}^{n-1}(\mathcal{B})| \leq |\mathcal{H}_{n}^{m}(\mathcal{B})|.
\]
Therefore, by (3.17) of Lemma 3.4, (3.10) of Theorem 3.3 and (3.25),
\[
\limsup_{m \to \infty} \frac{1}{m} \log \rho(T_m(B)) \leq \limsup_{(m,n) \to \infty} \frac{1}{mn} \log |T_m^{n-1}(B)| \leq \limsup_{(m,n) \to \infty} \frac{1}{mn} \log |H_m^{n-1}(B)| = h(B).
\]
As for (3.24),
\[
h_p(B) = \limsup_{(m,k) \to \infty} \sup_{0 \leq \ell \leq m-1} \frac{1}{mk} \log \Gamma_B \left( \begin{bmatrix} m & \ell \\ 0 & k \end{bmatrix} \right) \geq \limsup_{(m,k) \to \infty} \frac{1}{mk} \log tr (T_m^k(B)) \geq \lim_{m \to \infty} \frac{1}{m} \left( \limsup_{k \to \infty} \frac{1}{k} \log tr (T_m^k(B)) \right) = \limsup_{m \to \infty} \frac{1}{m} \log \rho(T_m(B)).
\]
The proof is complete.

The equality of (3.24) does not hold for some \( B \) as mentioned in [17, 28]. However, for some classes of basic set \( B \), it holds. In [5], using (3.20) it has been proved that when \( H_2(B) \) is symmetric, then
\[
h(B) = h_p(B) = h^*(B).
\]
We show that the equality holds in (3.24) when basic set \( B \) satisfies the uniformly dominant properties (3.26) and (3.27).

**Definition 3.8.** For basic set \( B \), the sequence of cylindrical transition matrices \( \{T_m(B)\}_{m=1}^\infty \) is called uniformly dominated (or uniformly controlled or uniformly bounded) by their maximum eigenvalues \( \{\rho(T_m(B))\}_{m=1}^\infty \) if there is a positive function \( c(m,k) \) such that
\[
|T_m^k(B)| \leq c(m,k)\rho(T_m)^k
\]
with
\[
\lim_{(m,k) \to \infty} \frac{1}{mk} \log c(m,k) = 0
\]
for all \( m \geq 1 \) and \( k \geq 1 \).

We show that the equality holds in (3.24) when basic set \( B \) satisfies the uniformly dominant properties (3.26) and (3.27).

**Theorem 3.9.** If (3.26) and (3.27) hold, then
\[
h(B) = h_p(B) = h^*(B).
\]
Proof. By Lemma 3.7, it suffices to prove
\begin{equation}
(3.29) \quad h(B) \leq \limsup_{m \to \infty} \frac{1}{m} \log \rho(T_m(B)).
\end{equation}
Then the condition of uniform controllability (3.26) and (3.27) imply
\begin{equation}
\limsup_{(m,n) \to \infty} \frac{1}{mn} \log |T_n^m(B)| \leq \limsup_{(m,n) \to \infty} \frac{1}{mn} \log C(m,n) + \limsup_{(m,n) \to \infty} \frac{1}{m} \log \rho(T_m(B))
\end{equation}
\begin{equation}
= \limsup_{m \to \infty} \frac{1}{m} \log \rho(T_m(B)).
\end{equation}
Therefore, (3.29) holds by Lemma 3.6 and then (3.28) follows. The proof is complete. □

To study the uniformly dominant condition (3.26), we will introduce some notion and results. We first recall the following lemma, see [38].

**Lemma 3.10.** If the non-negative $N \times N$ matrix $A = [a_{i,j}]$ has positive eigenvalue $\rho(A)$ with positive eigenvector $v = (v_1, ..., v_N)^t$. Then
\begin{equation}
(3.30) \quad \frac{c}{d} N \rho(A)^k \leq |A^k| \leq \frac{d}{c} N \rho(A)^k,
\end{equation}
where
\begin{equation}
(3.31) \quad c = \min_i v_i \text{ and } d = \max_i v_i.
\end{equation}
Proof. Since $Av = \rho v$, $A^k v = \rho^k v$. Therefore, $\sum_{j=1}^{N} (A^k)_{i,j} v_j = \rho^k v_i$ for all $i$. Hence,
\begin{equation}
(3.32) \quad c \rho^k \leq \sum_{j=1}^{N} (A^k)_{i,j} v_j \leq d \rho^k
\end{equation}
for all $1 \leq i \leq N$. From the right hand side of (3.32)
\begin{equation}
\sum_{j=1}^{N} (A^k)_{i,j} \leq \frac{d}{c} \rho^k.
\end{equation}
Hence
\begin{equation}
|A^k| \leq \frac{d}{c} N \rho(A)^k.
\end{equation}
From the left hand side of (3.32), we have $\frac{c}{d} \rho^k \leq \sum_{j=1}^{N} (A^k)_{i,j}$. Hence $\frac{c}{d} N \rho(A)^k \leq |A^k|$. The proof is complete. □

The following lemma estimates the ratio of $\frac{d}{c}$.

**Lemma 3.11.** Let $N \times N$ non-negative integral matrix $A = [a_{i,j}]$ have positive eigenvalue $\rho \geq 1$ with positive eigenvector $v = (v_1, ..., v_N)$. If there is a positive constant $K \geq 1$ such that for any $1 \leq i, j \leq N$, there is $1 \leq k \leq K$ with $k = k(i, j)$ such that
\begin{equation}
(3.33) \quad (A^k)_{i,j} \geq 1.
\end{equation}
Then
\[
\frac{d}{c} := \frac{\max_i v_i}{\min_i v_i} \leq \rho^K.
\]

Proof. For any \(1 \leq i, j \leq N\), \((A^k)_{i,j} \geq 1\) and \(\sum_{\ell=1}^N (A^k)_{i,\ell} v_\ell = \rho^k v_i\) imply
\[
v_j \leq (A^k)_{i,j} v_j \leq \rho^k v_i.
\]
Therefore, \(v_j \leq \rho^k v_i\), and then \(v_j \leq \rho^K v_i\). Hence (3.34) holds. \(\square\)

We introduce some concepts from graph theory. For any matrix \(A = [a_{i,j}]_{N \times N}\), with \(a_{i,j} \in \{0, 1\}\), then the associated graph \(G = G(A)\) is defined by the vertex set \(V = \{1, 2, \ldots, N\}\) and for \(i, j \in V\) there is an edge from \(i\) to \(j\) if \(a_{i,j} = 1\). If there is \(k\) such that \((A^k)_{i,j} \geq 1\), then the distance \(d(i,j)\) of vertices \(i\) and \(j\) is defined by
\[
d(i,j) = \min \{k : (A^k)_{i,j} \geq 1\}.
\]
Otherwise, if vertices \(i\) and \(j\) cannot be connected, then there is no \(k\) such that \((A^k)_{i,j} \geq 1\), as denoted by \(d(i,j) = \infty\). If \(A\) is irreducible, then for any vertices \(i, j \in V\) can be connected in \(G\), that is, there is a \(k \geq 1\) such that \((A^k)_{i,j} \geq 1\). The diameter \(D(G)\) of \(G\) is the maximum of distances of all \(i, j \in V\), that is,
\[
D(G) = \max \{d(i,j) : i, j \in V\}.
\]

We now introduce the following notion of the uniform connectedness property of \(\{T_m\}_{m=1}^\infty\).

Definition 3.12. For a basic set of admissible patterns \(B\), \(T_m(B)\) is called uniformly connected if \(T_m(B)\) is irreducible for any \(m \geq 1\), and there is a positive integer \(K\) such that for any \(m \geq 1\) and any \(1 \leq i, j \leq r^m\), there exists a \(1 \leq k \leq K\) such that
\[
(T_k^m)_{i,j} \geq 1.
\]

Uniform connectedness of \(\{T_m\}_{m=1}^\infty\) is equivalent to there is a finite bound \(K\) of the diameters of associated graphs \(G(T_m)\), that is,
\[
\max \{D(G(T_m)) : m \in \mathbb{N}\} \leq K.
\]

Theorem 3.13. If \(\{T_m\}_{m=1}^\infty\) is irreducible and uniformly connected then \(\{T_m\}_{m=1}^\infty\) is uniformly dominated by \(\{\rho(T_m)\}_{m=1}^\infty\).

Proof. Let \(K \geq 1\) such that (3.37) holds. Let \(v_m = (v_{m,1}, \ldots, v_{m,N(m)})\) be the associated positive eigenvectors and \(\rho_m = \rho(T_m)\) be the maximum positive eigenvalue of \(T_m\). Then Lemma 3.10 implies
\[
\frac{\max_i v_{m,i}}{\min_i v_{m,i}} \leq \rho^K.
\]
By (3.30),
\[
|T_m^k| \leq \rho_m^K r^m \rho_m^k.
\]
for all $m \geq 1$ and $k \geq 1$.

Since $\rho_m \leq |S|^m$, hence

$$|T^k_m| \leq r^{Km}r^m \rho^k_m = (r^{K+1})^m \rho^k_m.$$  

(3.41)

(3.26) holds with $C = r^m(K+1)$. Hence $\{T_m\}_{m=1}^\infty$ is uniformly dominated by $\{\rho(T_m)\}_{m=1}^\infty$. The proof is complete. □

Therefore we have the following result.

**Theorem 3.14.** If $\{T_m(B)\}_{m=1}^\infty$ is irreducible and uniformly connected then

$$h(B) = h_p(B) = h_*(B).$$

In the case of $T_m$ being reducible, then Theorem 3.2 (ii) implies there is a maximum irreducible submatrix $\overline{T}_m = [\overline{t}_{m;\alpha,\beta}]_{\overline{T}_m \times \overline{T}_m}$ where $\overline{t}_{m;\alpha,\beta} \leq t_{m;\alpha,\beta}$ and either $\overline{t}_{m;\alpha,\beta} = t_{m;\alpha,\beta} > 0$ or $\overline{t}_{m;\alpha,\beta} = 0$ and $\overline{T}_m \subseteq [1, r^n]$ is the set of indices such that for any indices pair $\alpha$ and $\beta$ in $\overline{T}_m$ then there is $k \geq 1$ such that

$$\overline{(T^k_m)}_{\alpha,\beta} \geq 1.$$  

(3.42)

Since $\overline{T}_m$ is maximum,

$$\rho(\overline{T}_m) = \rho(T_m).$$  

(3.43)

We have the following definition.

**Definition 3.15.** For any basic set of admissible patterns $B \subseteq S$, $T^k_m(B)$ is called uniformly dominated by $\overline{T}^k_m(B)$ if there is a positive function $c_0(m, k)$ such that

$$|T^k_m(B)| \leq c_0(m, k) |\overline{T}^k_m(B)|$$  

(3.44)

with

$$\lim_{k \to \infty} \frac{1}{mk} \log c_0(m, k) = 0.$$  

(3.45)

To illustrate Definition 3.15 we introduce the following example.

**Example 3.16.** Consider

$$V_2 = \begin{bmatrix} 1 & 0 & 0 & 1 \\ 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 \\ 0 & 0 & 0 & 1 \end{bmatrix}$$

which is a reducible matrix. Then by permutation matrix

$$P = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \end{bmatrix},$$

$V_2$ can be transformed into its normal form of reducible matrices

$$V_2 = \begin{bmatrix} 1 & 1 & 0 & 0 \\ 1 & 1 & 0 & 0 \\ 1 & 1 & 1 & 1 \\ 1 & 1 & 1 & 1 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix} \otimes \begin{bmatrix} 1 & 1 \end{bmatrix}.$$
By using the recursive formula, it can be shown that the normal form $V_3$ of matrix $V_3$ is

$$V_3 = \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix} \otimes \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix} \otimes \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix}.$$

For general $m \geq 3$,

$$V_m = \otimes^{m-1} \begin{bmatrix} 1 & 0 \\ 1 & 1 \end{bmatrix} \otimes \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix}.$$

Therefore,

$$|V^k| = (k + 2)^{m-1}2^{k+1}.$$

Hence

$$|T^k_m| \leq c_0(m, k)2^{k+1}$$

with $c_0(m, k) = (k + 2)^{m-1}$, which satisfies (3.45).

Note that $\rho(T_m) = \rho(V_m) = 2$ for all $m \geq 2$. Hence,

$$h(B) = h_p(B) = 0.$$

It may happen that $T_m(B)$ has zero rows or zero columns. In these cases, we can reduce $T_m(B)$ by deleting its zero rows and columns. When matrix $A$ has zero rows or zero columns, we introduce the following notation, see [6].

**Definition 3.17.** A non-negative matrix $A$ is called *weakly primitive* if there exists $K \geq 1$ such that each entry of $A^k$ is positive except in positions of $A$ where a zero row or zero column is present for all $k \geq K$. That is to say after deleting the zero row or zero column in $A$, the remaining matrix $\overline{A}$ is primitive. Similarly, $A$ is called *weakly irreducible* if the remaining matrix $\overline{A}$ is irreducible after deleting zero rows and zero columns from $A$.

**Definition 3.18.** The maximum irreducible component $\{T_m(B)\}_{m=1}^\infty$ of $\{T_m(B)\}_{m=1}^\infty$ is called uniformly connected if there is a positive constant $K \geq 1$ such that for any $m \geq 1$ and any indices pair $i, j \in T_m$, there is $1 \leq k \leq K$ such that

$$\left(T_m^k\right)_{i,j} \geq 1.$$

Therefore, we have the following result.

**Theorem 3.19.** If $\{T_m(B)\}_{m=1}^\infty$ is uniformly dominated by the maximum irreducible submatrices $\{\overline{T}_m(B)\}_{m=1}^\infty$ and $\{\overline{T}_m(B)\}_{m=1}^\infty$ is uniformly connected, then $\{T_m(B)\}_{m=1}^\infty$ is uniformly dominated by $\{\rho(T_m)\}_{m=1}^\infty$. In these cases,

$$h(B) = h_p(B) = h^*(B).$$

We can provide some examples which have been studied widely as follows.

**Example 3.20.**
(a) Golden-Mean shift (GM):
\[
H_2 = \begin{bmatrix}
1 & 1 & 1 & 0 \\
1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 
\end{bmatrix}.
\]

(b) Hard-Hexagon model [26]:
\[
H_2 = \begin{bmatrix}
1 & 1 & 1 & 0 \\
1 & 0 & 1 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 
\end{bmatrix}.
\]

(c) Strict Golden-Mean shift (SGM):
\[
H_2 = \begin{bmatrix}
1 & 1 & 1 & 0 \\
1 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 
\end{bmatrix}.
\]

All of their $H_n$, $V_n$ and $T_m$ can be proved to be weakly primitive and \( \{T_m\}_{m=1}^{\infty} \) are uniformly connected. Therefore, Theorem 3.19 is applicable to them.

It is worth to mention that the concept of uniform connectedness of \( \{T_m(B)\}_{m=1}^{\infty} \) can also be interpreted in terms of the mixing properties of a two-dimensional symbolic dynamic system. Indeed, it is a periodic version of block gluing which has been studied in [4, 10]. We can now introduce the concept of horizontal-periodic block gluing as follows.

For $m \geq 1$ and a pair of two horizontal $m$-periodic patterns $U_m \in \Sigma_{\infty \times k_1}(B)$ and $V_m \in \Sigma_{\infty \times k_2}(B)$, $(U_m, V_m)$ can be glued together with vertical distance $k \geq 0$ if there exists a $m$-periodic pattern $W_m \in \Sigma_{\infty \times (k_1+k_2)}(B)$ such that
\[
(W_m)_{\alpha,\beta} = (U_m)_{\alpha,\beta}, \text{ for } 1 - k_1 \leq \beta \leq 0
\]
and
\[
(W_m)_{\alpha,\beta} = (V_m)_{\alpha,\beta}, \text{ for } k \leq \beta \leq k + k_2 - 1.
\]

We can now give the definition of horizontal-periodic block gluing.

**Definition 3.21.** The shift space $\Sigma(B)$ is called **horizontal-periodic block gluing** if there exists an integer $K \geq 1$ such that for any two horizontal $m$-periodic patterns $U_m \in \Sigma_{\infty \times k_1}(B)$ and $V_m \in \Sigma_{\infty \times k_2}(B)$, $(U_m, V_m)$ can be glued together with vertical distance $k$ for any $k \geq K$ for all $m \geq 1$.

Now we can prove the following theorem which is concerning the uniform connectness and horizontal-periodic block gluing.

**Theorem 3.22.** If $\{T_m(B)\}_{m=1}^{\infty}$ is irreducible and $\Sigma(B)$ is horizontal-periodic block gluing, then $\{T_m(B)\}_{m=1}^{\infty}$ is uniformly connected. Furthermore, if $\{T_m(B)\}_{m=1}^{\infty}$
is uniformly connected and for any \( m \geq 1 \), there exists an index \( i_m \) such that
\[
(T_m (B))_{i_m, i_m} = 1,
\]
then \( \Sigma (B) \) is horizontal-periodic block gluing.

Proof. Denoted by the indices \((U_m)_{\alpha, 0}, 0 \leq \alpha \leq m-1 \) and \((V_m)_{\alpha, 0}, 0 \leq \alpha \leq m-1 \), by \( i \) and \( j \), respectively. Then (3.48) and (3.49) is equivalent to
\[
(T^k_m (B))_{i, j} \geq 1.
\]
If \( \Sigma (B) \) is horizontal-periodic block gluing, then for any \( i, j \) in \( \mathcal{I}_m (\Sigma (B)) \)
\[
(T^K_m (B))_{i, j} \geq 1.
\]
Hence
\[
(T^k_m (B))_{i, j} \geq 1
\]
for some \( 1 \leq k \leq K \). Therefore, \( \{T_m (B)\}_{m=1}^{\infty} \) is uniformly connected.

On the other hand, if \( \{T_m (B)\}_{m=1}^{\infty} \) is uniformly connected with finite bound \( K \) of diameters of associated graphs \( G_m (B) \) and satisfying condition (3.50), then for \( m \geq 1 \) and any index pair \( 1 \leq i, j \leq r_m \), if \( k \geq 2K+1 \) then
\[
(T^{k_1}_m (B))_{i, i_m} \geq 1 \quad \text{and} \quad (T^{k_2}_m (B))_{i_m, j} \geq 1
\]
with \( 1 \leq k_1, k_2 \leq K \), and
\[
(T^{2K+1-(k_1+k_2)}_m (B))_{i_m, i_m} \geq 1
\]
implies
\[
(T^k_m (B))_{i, j} \geq 1.
\]
Hence \( \Sigma (B) \) is horizontal-periodic block gluing. The proof is complete. \( \square \)

By combining with Theorems 3.14, 3.19 and 3.22, we have the following result.

**Theorem 3.23.** If \( \{T_m (B)\}_{m=1}^{\infty} \) is weakly irreducible and \( \Sigma (B) \) is horizontal-periodic block gluing, then
\[
h (B) = h_p (B) = h_* (B).
\]

4. Entropy studied by skew-coordinated system

In this section, we use a skew-coordinated system to study the entropies. We first recall some properties of skew-coordinated systems \([2, 37, 39]\). For a skew-coordinated system \( \gamma \in GL_2 (\mathbb{Z}) \), \( GL_2 (\mathbb{Z}) \) is the modular group
\[
GL_2 (\mathbb{Z}) = \left\{ \begin{bmatrix} a & b \\ c & d \end{bmatrix} : a, b, c, d \in \mathbb{Z} \quad \text{and} \quad |ad - bc| = 1 \right\},
\]
and its subgroup
\[
SL_2 (\mathbb{Z}) = \left\{ \begin{bmatrix} a & b \\ c & d \end{bmatrix} : a, b, c, d \in \mathbb{Z} \quad \text{and} \quad ad - bc = 1 \right\}.
\]
Given \( \gamma = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in GL_2(\mathbb{Z}) \), \( \mathbb{Z}^2 = \{(ra + sc, rb + sd) : r, s \in \mathbb{Z}\} \) holds. Therefore \( \gamma \) is a unimodular transformation on \( \mathbb{Z}^2 \) and induces a skew-coordinated system on \( \mathbb{Z}^2 \). Indeed, the unit lattice points in \( \gamma \)-coordinates are

\[ (1, 0)_{\gamma} = (a, b) \text{ and } (0, 1)_{\gamma} = (c, d), \]

and the unit vectors are

\[ \vec{\gamma}_1 = (1, 0)^t_{\gamma} = (a, b)^t \text{ and } \vec{\gamma}_2 = (0, 1)^t_{\gamma} = (c, d)^t. \]

The height \( h(\gamma) \) of \( \gamma \) is defined by

\[ h = h(\gamma) = |a| + |b|, \]

and the width of \( \gamma \) is

\[ w = w(\gamma) = |c| + |d|. \]

\( \gamma_0 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \in GL_2(\mathbb{Z}) \) is the standard rectangular system. The smallest parallelogram lattices in the \( \gamma \)-coordinate that contain exactly one unit square lattice in \( \gamma_0 \)-coordinates are determined as follows, see [2].

**Proposition 4.1.** For any \( \gamma = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in GL_2(\mathbb{Z}) \), there exists exactly one unit square lattice in \( \gamma_0 \)-coordinates in the parallelogram lattices with vertices \((0, 0)_{\gamma}, (w, 0)_{\gamma}, (0, h)_{\gamma} \) and \((w, h)_{\gamma}\). The unit square lattice has either vertices \((0, h)_{\gamma} \) and \((w, 0)_{\gamma}\) or \((0, 0)_{\gamma} \) and \((w, h)_{\gamma}\).

After Proposition 4.1, the cylindrical transition matrices \( T_{\gamma,n}(\mathcal{B}) \) which determine the \( \vec{\gamma}_1 \)-periodic with period \( n \) and width 2 in \( \vec{\gamma}_2 \)-direction can be obtained.

Finally, as in \( \gamma_0 \)-coordinates, the rotational matrix \( R_{\gamma,n} \) for \( \gamma \)-coordinates can be introduced. Then we can have same results as Proposition 2.3 for \( \gamma \)-coordinates.

**Proposition 4.2.** For any \( \gamma = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in GL_2(\mathbb{Z}) \), let \( M, K \geq 1 \) and \( 0 \leq L \leq M - 1 \),

\[ \Gamma \left( \begin{bmatrix} M & L \\ 0 & K \end{bmatrix}_{\gamma} \right) = tr \left( T^K_{\gamma,M}R^L_{\gamma,M} \right). \]

It is worth investigating the entropies computed by various skew-coordinated systems. Therefore, we will study the transformations of Hermite normal forms among the different skew-coordinated systems.

We first recall the method for transforming a \( 2 \times 2 \) integer matrix into its Hermite normal form, see [39]. We denote by \( A = \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix} \) an integer matrix with \( \det A \neq 0 \) and \( a_{21} \neq 0 \). If \( a_{21} = 0 \), then \( A \) is already in a normal form.

Let

\[ k = \gcd(a_{21}, a_{22}), \]
be the greatest common divisor of $a_{21}$ and $a_{22}$ with
\begin{equation}
  k = b_1 a_{21} + b_2 a_{22}.
\end{equation}
Then $k \neq 0$. When $a_{22} = 0$, then $k = a_{21}$ and $b_1 = 1$. Let
\begin{equation}
  \overline{U} = \begin{bmatrix} \frac{a_{22}}{a_{21}} k & b_1 \\ \frac{a_{21}}{a_{22}} k & b_2 \end{bmatrix}.
\end{equation}
Then by (4.3), $\det \overline{U} = 1$, i.e., $\overline{U}$ is a unitary matrix. Then
\begin{equation}
  A \overline{U} = \begin{bmatrix} m & \ell \\ 0 & k \end{bmatrix}
\end{equation}
with
\begin{equation}
  m = \frac{1}{k} \det A
\end{equation}
and
\begin{equation}
  \ell = b_1 a_{11} + b_2 a_{12}.
\end{equation}
Hence,
\begin{equation}
  AZ^2 = \begin{bmatrix} m & \ell \\ 0 & k \end{bmatrix} Z^2.
\end{equation}
Therefore, $\begin{bmatrix} m & \ell \\ 0 & k \end{bmatrix}$ is the Hermite normal form of $A$.

Note that, two integer $2 \times 2$ matrices $A$ and $A'$ are call equivalent and are denoted by $A' \equiv A$ if
\begin{equation}
  A' Z^2 = AZ^2,
\end{equation}
i.e., they determine the same sublattices in $\mathbb{Z}^2$. Hence $A$ and its normal form
\begin{equation}
  \begin{bmatrix} m & \ell \\ 0 & k \end{bmatrix}
\end{equation}
are equivalent in (4.8) which determine the same sublattices of $\mathbb{Z}^2$. After introducing the procedure to transform the $2 \times 2$ integer matrix to its normal form, we are going to study the transformation of normal form $\begin{bmatrix} M & L \\ 0 & K \end{bmatrix}_\gamma$ in $\gamma$-coordinates to its normal form
\begin{equation}
  \begin{bmatrix} m & \ell \\ 0 & k \end{bmatrix}_{\gamma_0}
\end{equation}
in $\gamma_0$-coordinates.

Firstly, $M_\gamma = \begin{bmatrix} M & L \\ 0 & K \end{bmatrix}_\gamma$ with respect to $\gamma$-coordinates can be rewritten as in $\gamma_0$-coordinates by
\begin{equation}
  \gamma^t M_\gamma = \begin{bmatrix} a & c \\ b & d \end{bmatrix} \begin{bmatrix} M & L \\ 0 & K \end{bmatrix} = \begin{bmatrix} aM & aL + cK \\ bM & bL + dK \end{bmatrix}_{\gamma_0}
\end{equation}
It remains to transform (4.10) to its normal form. Indeed, assume $b \neq 0$, let
\begin{equation}
  k = \gcd(bM, bL + dK)
\end{equation}
\begin{equation}
  = b_1(bM) + b_2(bL + dK),
\end{equation}
\begin{equation}
  \Delta = \det \gamma,
\end{equation}
and
\[(4.14)\]
\[
\mathbf{U}_\gamma = \begin{bmatrix} \frac{\Delta}{k} (bL + dK) & b_1 \\ -\frac{\Delta}{k} (bM) & b_2 \end{bmatrix}.
\]
Then, it is straightforward to verify that
\[(4.15)\]
\[
\gamma^t M_\gamma \mathbf{U}_\gamma = \begin{bmatrix} m & \ell \\ 0 & k \end{bmatrix}_{\gamma_0}
\]
with
\[(4.16)\]
\[
m = \frac{MK}{k}
\]
and
\[(4.17)\]
\[
\ell = b_1(aM) + b_2(aL + cK).
\]
That is,
\[(4.18)\]
\[
\begin{bmatrix} m & \ell \\ 0 & k \end{bmatrix}_{\gamma_0} = \begin{bmatrix} m' & b_1(aM) + b_2(aL + cK) \\ 0 & k \end{bmatrix}_{\gamma_0}.
\]
Therefore, we have the following theorem.

**Theorem 4.3.** Given \(\gamma = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in GL_2(\mathbb{Z})\), \(\Delta = \det \gamma\), with \(b \neq 0\). Let \(k = \gcd(bM, bL + dK)\) and \(k = b_1(bM) + b_2(bL + dK)\). Let
\[(4.19)\]
\[
bM = m'k
\]
and
\[(4.20)\]
\[
bL + dK = \ell'k
\]
with
\[(4.21)\]
\[
b_1m' + b_2\ell' = 1.
\]
Then
\[(4.22)\]
\[
\begin{bmatrix} m'k & -dK + \ell'k \\ 0 & K \end{bmatrix}_{\gamma} \approx \begin{bmatrix} m'K & aK - \Delta b_2K \\ 0 & k \end{bmatrix}_{\gamma_0}.
\]

**Proof.** By (4.19) and (4.20), \(M = \frac{m'k}{b}\) and \(L = \frac{\ell'k - dK}{b}\). On the other hand, by (4.16) and (4.17), \(m = \frac{MK}{k} = \frac{m'K}{b}\) and
\[
\ell = b_1(aM) + b_2(aL + cK)
\]
\[
= \frac{1}{b} \{a(b_1bM + b_2bL + b_2dK) + (bc - ad)b_2K\}
\]
\[
= \frac{1}{b} (ak - \Delta b_2K).
\]
The proof is complete. \(\square\)

Also, (4.22) in Theorem 4.3 can be stated as the following theorem.
Theorem 4.4. Given \( \gamma = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in GL_2(\mathbb{Z}) \), \( \Delta = \det \gamma \), with \( b \neq 0 \).

Let

\[
\ell'k = \mu_0b + \nu_0, 
\]

and

\[
K = \mu b + \nu, 
\]

where

\[
0 \leq \nu_0 \leq b - 1 \text{ and } 0 \leq \nu \leq b - 1. 
\]

Then

\[
\frac{m'k}{b} \begin{bmatrix} \mu_0 - d\mu + \frac{\nu_0 + d\nu}{b} \\ \mu b + \nu \end{bmatrix} \approx \begin{bmatrix} m'\mu + m'\nu \\ 0 \end{bmatrix} - \frac{\Delta b_2\mu + \frac{ak - \Delta b_2\nu}{b}}{k} \gamma_0. 
\]

Furthermore,

\[
\text{if } b|m'k \text{ then } b|m'\nu, 
\]

and

\[
\text{if } b|(\nu_0 - d\nu) \text{ then } b|(ak - \Delta b_2\nu). 
\]

Proof. By (4.23) and (4.24), \( \ell'k = \mu_0b + \nu_0 \). Given \( 0 \leq \nu_0 \leq b - 1 \), since \( \gcd(b, d) = 1 \), then there exist \( m, n \in \mathbb{Z} \) such that \( b\nu_0m + d\nu_0n = \nu_0 \). This implies \( b(\nu_0m - dk) + d(\nu_0n - bk) = \nu_0 \) for all \( k \in \mathbb{Z} \), which gives a unique \( 0 \leq \nu \leq b - 1 \) such that \( b|\nu_0 - d\nu \). Furthermore, \( ak - \Delta b_2K = -b\Delta b_2\mu + ak - \Delta b_2\nu \). Hence \( \ell = -\Delta b_2\mu + \frac{ak - \Delta b_2\nu}{b} \). Finally, (4.27) and (4.28) can be verified directly and the details are omitted here. \( \square \)

Theorems 4.3 and 4.4 can also be generalized to any two \( \gamma' = \begin{bmatrix} a' & b' \\ c' & d' \end{bmatrix} \) and \( \gamma = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in GL_2(\mathbb{Z}) \) as in the following theorem.

Theorem 4.5. Given \( \gamma' = \begin{bmatrix} a' & b' \\ c' & d' \end{bmatrix} \) and \( \gamma = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in GL_2(\mathbb{Z}) \) with

\[
a'b - ab' \neq 0, 
\]

and

\[
b_1m' + b_2\ell' = 1, \ \Delta = \det \gamma \text{ and } \Delta' = \det \gamma'. 
\]

Then

\[
\begin{bmatrix} m'K' \\ 0 \end{bmatrix} \begin{bmatrix} c'K' - (a'd' - b'c)K \\ a'b - ab' \end{bmatrix} \approx \begin{bmatrix} m'K \\ 0 \end{bmatrix} - \begin{bmatrix} K'(ad' - bc') \\ a'b - ab' \end{bmatrix} - b_2K \begin{bmatrix} \Delta' \\ a'b - ab' \end{bmatrix}. 
\]
Proof. For $\gamma, \gamma' \in GL_2(\mathbb{Z})$, if 
\[
\begin{bmatrix}
M & L \\
0 & K \\
\end{bmatrix}_\gamma \text{ and } \begin{bmatrix}
M' & L' \\
0 & K' \\
\end{bmatrix}_{\gamma'},
\]
are equivalent in $\gamma_0$-coordinates, then
\[
(4.32) \quad \left[ \begin{array}{cc}
a & c \\
b & d \\
\end{array} \right] \begin{bmatrix}
M & L \\
0 & K \\
\end{bmatrix} U \equiv \left[ \begin{array}{cc}
a' & c' \\
b' & d' \\
\end{array} \right] \begin{bmatrix}
M' & L' \\
0 & K' \\
\end{bmatrix} U',
\]
where $U$ and $U'$ are unitary matrices.

Then (4.32) implies
\[
\Delta' \begin{bmatrix}
M' \\
0 \\
K' \\
\end{bmatrix} \equiv \begin{bmatrix}
d' & -c' \\
-b' & a' \\
\end{bmatrix} \begin{bmatrix}
a M & a L + c K \\
b M & b L + d K \\
\end{bmatrix} U(U')^{-1}
\]
\[
(4.33) \quad \equiv \begin{bmatrix}
(ad' - bc')M & (ad' - bc')L + (cd' - c'd)K \\
(a'b - ab')M & (a'b - ab')L + (ad' - b'c)K \\
\end{bmatrix} U(U')^{-1}.
\]

Since $\Delta' = \pm 1$,
\[
(4.34) \quad \Delta' \begin{bmatrix}
M' \\
0 \\
K' \\
\end{bmatrix} \equiv \begin{bmatrix}
M' \\
0 \\
K' \\
\end{bmatrix} \equiv \begin{bmatrix}
\Delta M' \\
0 \\
K' \\
\end{bmatrix}.
\]

Combining (4.33) and (4.34), we obtain
\[
(4.35) \quad \begin{bmatrix}
M' \\
0 \\
K' \\
\end{bmatrix} \equiv \begin{bmatrix}
(ad' - bc')M & (ad' - bc')L + (cd' - c'd)K \\
(a'b - ab')M & (a'b - ab')L + (ad' - b'c)K \\
\end{bmatrix} U(U')^{-1}.
\]

In the case $a'b - ab' \neq 0$. Since
\[
U(U')^{-1} = \begin{bmatrix}
\frac{(a'b - ab')L + (ad' - b'c)K}{K'} & b_1 \\
\frac{(a'b - ab')M}{K'} & b_2 \\
\end{bmatrix}
\]

where
\[
K' = \gcd((a'b - ab')M, (ad' - b'c)K)
\]
\[
= b_1(a'b - ab') + b_2[(a'b - ab')L + (ad' - b'c)K]
\]
\[
= b_1m'K' + b_2\ell K'.
\]

Then $M = \frac{m'K'}{a'b - ab'}$, $L = \frac{\ell K' - (a'd - b'c)K}{a'b - ab'}$,
\[
M' = \frac{(ad' - bc')M}{K'} \begin{bmatrix}
(a'b - ab')L + (ad' - b'c)K \\
(a'b - ab')M + (ad' - b'c)K \\
\end{bmatrix}
\]
\[
= \frac{MK}{K'} [(ad' - bc')(a'd - b'c) - (a'b - ab')(cd' - c'd)]
\]
\[
= \frac{MK}{K'} \Delta K'
\]
\[
= \frac{m'K}{a'b - ab'} \Delta K',
\]

and
\[
L' = b_1(ad' - bc')M + b_2[(ad' - bc')L + (cd' - c'd)K]
\]
\[
= b_1(ad' - bc') \frac{m'K}{a'b - ab'} + b_2 \frac{(ad' - bc')M}{a'b - ab'} \frac{\ell K' - (a'd - b'c)K}{a'b - ab'}
\]
\[
= b_1(ad' - bc') \frac{m'K'}{a'b - ab'} + b_2 \frac{(ad' - bc')(a'd - b'c) - (a'b - ab')(cd' - c'd)}{a'b - ab'}
\]
\[
= \frac{K'(ad' - bc')}{a'b - ab'} - b_2 K \frac{\Delta K'}{a'b - ab'}.
\]
Remark 4.6. If \( \hat{\gamma} \) and \( \beta \) imply either \( a' = a \) and \( b' = b \) or \( a' = -a \) and \( b' = -b \). Indeed, we have \( M' = (ad' - bc')M, L' = (ad' - bc')L + (cd' - c'd)K \) and \( K' = (a'b - ab')L + (ad' - b'c)K \).

It is easy to see when \( \gamma' = \gamma_0 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \), then (4.31) in Theorem 4.5 is reduced to (4.22) in Theorem 4.3. If \( \gamma' = \gamma_0 = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \) the conjugate system of \( \gamma_0 \), then we have

\[
\begin{bmatrix} m'K' \\ a' - d'ab' \\ 0 \end{bmatrix} \approx \begin{bmatrix} \Delta \Delta' - m'K' \\ a' - d'ab' \\ 0 \end{bmatrix} \gamma' \approx \begin{bmatrix} m'K' \\ a' - d'ab' \\ 0 \end{bmatrix} \gamma',
\]

where \( \Delta \Delta' = \pm 1 \) and (4.34).

\[
\text{Remark 4.6.} \quad \text{If } a'b - ab' = 0, \text{ then } \frac{b}{a} = \frac{b}{a}. \text{ Now, } \gcd(a', b') = 1 \text{ and } \gcd(a, b) = 1 \text{ imply either } a' = a \text{ and } b' = b \text{ or } a' = -a \text{ and } b' = -b. \text{ Indeed, we have } M' = (ad' - bc')M, L' = (ad' - bc')L + (cd' - c'd)K \text{ and } K' = (a'b - ab')L + (ad' - b'c)K.
\]

It is easy to see when \( \gamma' = \gamma_0 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \), then (4.31) in Theorem 4.5 is reduced to (4.22) in Theorem 4.3. If \( \gamma' = \gamma_0 = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \) the conjugate system of \( \gamma_0 \), then we have

\[
\begin{bmatrix} m'k' \\ k' \end{bmatrix} \gamma_0 \approx \begin{bmatrix} m'k' \\ k' \end{bmatrix} \gamma_0,
\]

where \( b_1m' + b_2l' = 1 \).

Theorem 4.7. Given \( \gamma = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in GL_2(\mathbb{Z}) \) with \( a \neq 0 \),

\[
\begin{bmatrix} m'k' \\ k' \end{bmatrix} \gamma_0 \approx \begin{bmatrix} m'k' \\ k' \end{bmatrix} \gamma_0,
\]

where \( b_1m' + b_2l' = 1 \).

In particular, if \( \gamma = \gamma_0 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \) and \( \gamma' = \gamma_0 = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \). Then we have

\[
\begin{bmatrix} m'k' \\ k' \end{bmatrix} \gamma_0 \approx \begin{bmatrix} m'k' \\ k' \end{bmatrix} \gamma_0,
\]

where \( b_1m' + b_2l' = 1 \).

For completeness, a similar expression for \( \gamma_0 \) as Theorem 4.4 can also be written in the following theorem. The proof is omitted.

\[
\begin{bmatrix} m''k'' \\ c\mu + \nu_0 + c\hat{\nu}_0 \\ 0 \end{bmatrix} \gamma_0 \approx \begin{bmatrix} m''k'' \\ c\mu + \nu_0 + c\hat{\nu}_0 \\ 0 \end{bmatrix} \gamma_0,
\]

where \( b_1m'' + b_2l'' = 1 \), \( l'' \hat{k} = \hat{\mu}_0 + \hat{\nu}_0 \), and

\[
\hat{K} = \hat{\mu}_0 + \hat{\nu}_0, \quad 0 \leq \hat{\nu}_0 \leq a - 1, \quad 0 \leq \hat{\nu} \leq a - 1.
\]
Furthermore,
\[(4.39)\] if \(a|m'' \hat{k}\) then \(a|m'' \hat{\nu}\),
and
\[(4.40)\] if \(a|(\hat{\nu}_0 + c \hat{\nu})\) then \(a|(b \hat{k} - \Delta b_2' \hat{\nu})\).

The entropy can be studied in skew-coordinated systems in any \(\gamma = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in GL_2(\mathbb{Z})\). Indeed, the parallelogram \(\mathbb{Z}_{\gamma,m \times k}\) in \(\gamma\)-system is defined as \(m\) units in \(\hat{\gamma}_1\) direction and \(k\) units in \(\hat{\gamma}_2\) direction. Denoted by \(|\Sigma_{\gamma,m \times k}(B)|\) the total number of admissible patterns is determined by \(B\). Then the entropy \(h_\gamma(B)\) computed in \(\gamma\)-coordinated system is defined by
\[
h_\gamma(B) = \limsup_{(n,k) \to \infty} \frac{1}{nk} \log |\Sigma_{\gamma,m \times k}(B)|.
\]

By the results in \([24]\),
\[
h_\gamma(B) = h(B)
\]
for all basic set \(B\) and all \(\gamma \in GL_2(\mathbb{Z})\).

The periodic entropy can also be defined in skew-coordinated systems. Indeed, for any \(\gamma = \begin{bmatrix} a & b \\ c & d \end{bmatrix} \in GL_2(\mathbb{Z})\), defining the periodic entropy \(h_{\gamma,p}(B)\) of admissible basic set \(B \subseteq \mathcal{S}_{r \times 2 \times 2}\) by
\[
h_{\gamma,p}(B) = \limsup_{(M,K) \to \infty} \sup_{0 \leq L \leq M-1} \frac{1}{MK} \log \Gamma\left(\begin{bmatrix} M & L \\ 0 & K \end{bmatrix}_{\gamma}\right).
\]

By the Theorem 4.3 we can prove the following lemma.

**Lemma 4.10.** For any admissible basic set \(B\) and \(\gamma \in GL_2(\mathbb{Z})\),
\[
h_{\gamma,p}(B) \geq h_*(B).
\]

**Proof.** We only treat the case \(b \neq 0\). The case \(b = 0\) can also be studied analogously. By Theorem 4.3
\[(4.41)\]
\[
\begin{bmatrix} M & L \\ 0 & K \end{bmatrix}_{\gamma} \approx \begin{bmatrix} m & \ell \\ 0 & k \end{bmatrix}_{\gamma_0},
\]
where \(M, L, K, m, \ell, k\) satisfy the relations in (4.22). Then,
\[
h_{\gamma,p}(B) = \limsup_{(M,K) \to \infty} \sup_{0 \leq L \leq M-1} \frac{1}{MK} \log \Gamma_B\left(\begin{bmatrix} M & L \\ 0 & K \end{bmatrix}_{\gamma}\right)
\]
\[
\geq \limsup_{K \to \infty} \left(\limsup_{M\to \infty} \frac{1}{MK} \log \Gamma_B\left(\begin{bmatrix} M & L \\ 0 & K \end{bmatrix}_{\gamma}\right)\right)
\]
\[
= \limsup_{\frac{m}{K} \to \infty} \limsup_{\ell \to \frac{m}{K} \to \infty} \frac{1}{mk} \log \Gamma_B\left(\begin{bmatrix} m & \ell \\ 0 & k \end{bmatrix}_{\gamma_0}\right).
\]
\[ \geq \lim_{m \to \infty} \left( \lim_{k \to \infty} \sup_{\ell = \frac{ak}{m} - \Delta b_2} \frac{1}{mk} \log \Gamma_B \left( \begin{bmatrix} m & \ell \\ 0 & k \end{bmatrix} \gamma_0 \right) \right). \]

By choosing \( m' = 1, b_1 = 1, b_2 = 0 \) and \( k = bm \), we have

\[ h_{\gamma,p}(B) \geq \lim_{m \to \infty} \sup_{b_m \to \infty} \frac{1}{bm} \log tr \left( T_m^b(B) R_m^a \right) \]

\[ = \lim_{m \to \infty} \frac{1}{m} \lim_{b_m \to \infty} \sup_{a_m} \frac{1}{bm} \log tr \left( T_m^b(B) \right) \]

\[ = \lim_{m \to \infty} \frac{1}{m} \log \rho \left( T_m(B) \right) \]

\[ = h_* \]

The proof is complete. \( \square \)

Hence we have the following theorem.

**Theorem 4.11.** If \( h(B) = h_*(B) \), then \( h_{\gamma,p}(B) = h(B) \) for all \( \gamma \in GL_2(\mathbb{Z}) \). In particular, if \( \{ T_m(B) \}_{m=1}^{\infty} \) is uniformly dominated by \( \{ \rho(T_m) \}_{m=1}^{\infty} \) which satisfies \( (3.26) \) and \( (3.27) \), then \( h_{\gamma,p}(B) = h(B) \) for all \( \gamma \in GL_2(\mathbb{Z}) \).

**Proof.** Since \( h_{\gamma,p}(B) \leq h_\gamma(B) = h(B) \), the result follows from Lemma 4.10. \( \square \)

Now, we are going to study the problems for which \( B \) can satisfy \( h_\ell(B) = h_p(B) \).

Recall from Proposition 2.1

\[ (4.42) \quad R_{m;\alpha,\sigma^\ell(\alpha)}^\ell = 1, \]

or

\[ (4.43) \quad R_{m;\sigma^{-\ell}(\alpha),\alpha}^\ell = 1 \]

for all \( m \geq 1 \) and \( 1 \leq \alpha \leq r^m \).

Hence

\[ (T_m R_m^\ell)_{i,j} = \sum_s t_{m;i,s} R_{m;i,s,j}^\ell = t_{m;i,\sigma^{-\ell}(j)}, \]

or

\[ (4.44) \quad (T_m R_m^\ell)_{i,j} = (T_m)_{i,\sigma^{-\ell}(j)}, \]

and

\[ (4.45) \quad (T_m R_m^\ell)_{i,i} = (T_m)_{i,\sigma^{-\ell}(i)}. \]

Therefore

\[ (4.46) \quad \Gamma \left[ \begin{array}{c} m \\ 0 \end{array} \right] \begin{bmatrix} \ell \\ k \end{bmatrix} = \sum_{i=1}^{r^m} (T_m^k)_{i,\sigma^{-\ell}(i)} = \sum_{i_1=1}^{r^m} \sum_{i_2,\ldots,i_k=1}^{r^m} t_{m;i_1,i_2,\ldots,i_k} \sigma^{-\ell(i_1)} \ldots \sigma^{-\ell(i_k)}. \]
We have the following results.

**Theorem 4.12.** If \(T_m(B)\) is irreducible for all \(m \geq 1\), then

(4.47) \[ h_\ell(B) \geq h_\ast(B). \]

Furthermore, if \(T_m(B)\) is not irreducible and \(T_m(B) \leq T_m(B)\) is a maximum irreducible submatrix with index set \(I_m\) and there is an index pair \(i\) and \(\sigma^{-\ell}(i)\) in \(I_m\). Then (4.47) holds.

**Proof.** By Theorem 3.3, if \(T_m\) is irreducible then for any \(m \geq 1\) and any pair \(i\) and \(j\) there is \(\beta_m = \beta_m(i, j) \geq 0\) and cycle \(p_m \geq 1\) and \(\alpha_m \geq 1\) such that

(4.48) \[ c_m \rho(T_m)^{\alpha_p} \leq (T_m^{\alpha_p + \beta_m})_{i, \sigma^{-\ell}(i)} \leq d_m \rho(T_m)^{\alpha_p} \]

for \(\alpha \geq \alpha_m \geq 1\), where \(0 < c_m \leq d_m\).

Hence (4.48) implies

\[
\limsup_{k \to \infty} \frac{1}{k} \log tr(T_m^k R_m^\ell) \geq \limsup_{\alpha \to \infty} \frac{1}{\alpha \rho_m + \beta_m} \log \sum_{i=1}^{r_m} (T_m^{\alpha_p + \beta_m})_{i, \sigma^{-\ell}(i)} \geq \limsup_{\alpha \to \infty} \log \rho(T_m).
\]

Therefore,

\[
h_\ell(B) = \limsup_{(m,k) \to \infty} \frac{1}{mk} \log tr(T_m^k R_m^\ell) \\
\geq \limsup_{m \to \infty} \frac{1}{m} \left( \limsup_{k \to \infty} \frac{1}{k} \log tr(T_m^k R_m^\ell) \right) \\
\geq \limsup_{m \to \infty} \frac{1}{m} \left( \limsup_{k \to \infty} \frac{1}{k} \log \sum_{i=1}^{r_m} (T_m^{\alpha_p})_{i, \sigma^{-\ell}(i)} \right) \\
\geq \limsup_{m \to \infty} \frac{1}{m} \log \rho(T_m).
\]

Next, if \(T_m\) is not irreducible, but \(T_m \leq T_m\) is a maximum irreducible submatrix with cycle \(p_m \geq 1\), \(i\) and \(\sigma^{-\ell}(i)\) in \(I_m\), the index set of \(T_m\). Then, as (4.48), the following inequality holds.

(4.49) \[ c_m \rho(T_m)^{\alpha_p} \leq (T_m^{\alpha_p + \beta_m})_{i, \sigma^{-\ell}(i)} \leq d_m \rho(T_m)^{\alpha_p} \]

for all \(\alpha \geq \alpha_m \geq 1\) and some \(\beta_m \geq 0\).

Hence (4.46) holds. The proof is completed. \(\Box\)

Combing with Theorems 4.12, 3.9 and 3.14 we have the following results.

**Theorem 4.13.** If \(\{T_m(B)\}_{m=1}^\infty\) is irreducible and uniformly dominated by \(\{\rho(T_m(B))\}_{m=1}^\infty\), then

(4.50) \[ h_\ell(B) = h_p(B) = h(B) = h_\ast(B) \]

for all integer \(\ell\). Furthermore, if \(\{T_m(B)\}_{m=1}^\infty\) is reducible and \(\{T_m(B)\}_{m=1}^\infty\) is a sequence of maximum irreducible submatrices with an indices pair \(i\) and \(\sigma^{-\ell}(i)\) in
\( I_m \), and \( \{ T_m (B) \}_{m=1}^{\infty} \) is uniformly dominated by \( \{ \rho (T_m (B)) \}_{m=1}^{\infty} \). Then (4.50) holds.

Proof. Since

\[ h_\ell (B) \leq h_p (B), \]

Theorems 3.10 and 3.24 imply

\[ h_p (B) = h (B) = h^* (B). \]

Now, Theorem 4.12 implies (4.50). The proof is complete. □

By combining Theorems 4.13 and 3.22, we have the following result.

**Theorem 4.14.** If \( \{ T_m (B) \}_{m=1}^{\infty} \) is irreducible or weakly irreducible and \( \Sigma (B) \) is horizontal-periodic block gluing, then

\[ h_\ell (B) = h_p (B) = h (B) = h^* (B), \]

for all \( \ell \).

**Example 4.15.** The GM, SGM and Hard-Hexagon model in Example 3.20 satisfy the assumption of Theorem 3.14 and then (4.50) holds.

The following theorem derives the transformation between

\[ \begin{bmatrix} m & \ell \\ 0 & k \end{bmatrix}_{\gamma_0}, \begin{bmatrix} \hat{M} & \hat{L} \\ 0 & \hat{K} \end{bmatrix}_{\tilde{\gamma}_q} \text{ and } \begin{bmatrix} \hat{m} & \hat{\ell} \\ 0 & \hat{k} \end{bmatrix}_{\tilde{\gamma}_0}. \]

**Theorem 4.16.** For any \( q \geq 1 \),

\[ \begin{bmatrix} m'k & \ell'k-K \\ 0 & \hat{k} \end{bmatrix}_{\gamma_q} \cong \begin{bmatrix} m'k & k-b_2K \\ 0 & \hat{k} \end{bmatrix}_{\gamma_0}, \]

where \( b_1m' + b_2\ell' = 1 \). When \( m'k = q \), then

\[ \begin{bmatrix} 1 & 0 \\ 0 & \alpha q + \frac{\ell'}{m'}q \end{bmatrix}_{\gamma_q} \cong \begin{bmatrix} \alpha m' + \ell' & b_1 - b_2\alpha \\ 0 & \frac{q}{m'} \end{bmatrix}_{\gamma_0} \]

for any \( \alpha \geq 1 \). In particular, when \( m' = 1 \), then

\[ \begin{bmatrix} 1 & 0 \\ 0 & mq \end{bmatrix}_{\gamma_q} \cong \begin{bmatrix} m & 1 \\ 0 & q \end{bmatrix}_{\gamma_0} \]

for \( m \geq 1 \). Similarly, the above results for \( \begin{bmatrix} \hat{M} & \hat{L} \\ 0 & \hat{K} \end{bmatrix}_{\tilde{\gamma}_q} \) and \( \begin{bmatrix} \hat{m} & \hat{\ell} \\ 0 & \hat{k} \end{bmatrix}_{\tilde{\gamma}_0} \) can also be obtained.

Proof. The proof is easily from Theorem 4.3. □
In the following, we will use a sequence of skew-coordinates systems $\gamma_q = \begin{bmatrix} 1 & q \\ 0 & 1 \end{bmatrix}$, $q \geq 1$, to compute the periodic entropy. By (4.53), we have

\begin{equation}
\begin{bmatrix} 1 & 0 \\ 0 & mq \end{bmatrix}_{\gamma_q} \gamma \sim \begin{bmatrix} m & 1 \\ 0 & q \end{bmatrix}_{\gamma_0},
\end{equation}

for $m \geq 1$. The relation of (4.54) enable us to compute the 1-shift entropy $h_1(B)$ by computing the $\rho(T_{\gamma_q,1})$. We draw the pictures to illustrate $T_{\gamma_q,1}$ for $q = 1, 2$ and 3. The others can also be obtained inductively.

\begin{equation}
T_{\gamma_1,1} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}
\end{equation}

\begin{equation}
T_{\gamma_2,1} = \begin{bmatrix}
0 & 0 & 1 & 0 & \times & \times \\
0 & 0 & 1 & 0 & \times & \times \\
0 & 1 & 0 & 1 & \times & \times \\
0 & 1 & 0 & 1 & \times & \times \\
x_{11} & x_{21} & \times & \times \\
x_{12} & x_{22} & x_{32} & x_{42} \\
x_{13} & x_{23} & \times & \times \\
x_{14} & x_{24} & x_{34} & x_{44} \\
x & x & x & x
\end{bmatrix}_{2^2 \times 2^2}
\end{equation}

And

\begin{equation}
T_{\gamma_3,1} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ 0 & 0 \\ 0 & 0 \end{bmatrix}
\end{equation}
ON SPATIAL ENTROPY AND PERIODIC ENTRIES OF TWO-DIMENSIONAL SHIFTS OF FINITE TYPE

\[
(4.57) \quad = \begin{pmatrix}
\begin{bmatrix}
0 & 0 & \cdots & x & x & \cdots & 0 & 0 \\
0 & 0 & \cdots & x & x & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & x & x & \cdots & 0 & 0
\end{bmatrix}
& \begin{bmatrix}
0 & 0 & \cdots & x & x & \cdots & 0 & 0 \\
0 & 0 & \cdots & x & x & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & x & x & \cdots & 0 & 0
\end{bmatrix}

\end{pmatrix}
\]

\[
(4.58) \quad = \begin{pmatrix}
x_{11} & x_{21} & x & x & \cdots & x & x & x \\
x & x & x_{31} & x_{41} & \cdots & x_{12} & x_{22} & x \\
x & x & x & x_{23} & \cdots & x_{13} & x_{23} & x \\
x & x & x & x & \cdots & x_{14} & x_{24} & x \\
x & x & x & x & \cdots & x_{33} & x_{43} & x \\
x & x & x & x & \cdots & x & x_{44} & x
\end{pmatrix}_{2 \times 2^3}
\]

For \( q \geq 3 \),

\[
(4.59) \quad \mathbf{T}_{\gamma,1} = \begin{pmatrix}
I_{2^q-2} \otimes \begin{bmatrix}
x_{11} & x_{21} & x \\
x & x_{31} & x_{41}
\end{bmatrix} \\
I_{2^q-2} \otimes \begin{bmatrix}
x_{13} & x_{23} & x \\
x & x_{33} & x_{43}
\end{bmatrix} \\
I_{2^q-2} \otimes \begin{bmatrix}
x_{12} & x_{22} & x \\
x & x_{32} & x_{42}
\end{bmatrix} \\
I_{2^q-2} \otimes \begin{bmatrix}
x_{14} & x_{24} & x \\
x & x_{34} & x_{44}
\end{bmatrix}
\end{pmatrix}_{2^q+1 \times 2^{q+1}}
\]

Note that in (4.58) to (4.59), the \( j \)th column vector \((x_{1j}, x_{2j}, x_{3j}, x_{4j})^t\) in \( \mathbf{X}_{2 \times 2} \) has been arranged as

\[
A_j = \begin{bmatrix}
x_{1j} & x_{1j} & x \\
x & x_{3j} & x_{4j}
\end{bmatrix}.
\]

For \( r \geq 3 \) and \( \gamma \in GL(2) \), \( \mathbf{T}_{\gamma,n} \) can also be introduced. For example, for \( r = 3 \),

\[
\mathbf{X}_{2 \times 2} = [x_{i,j}]_{3^2 \times 3^2},
\]
\[ T_{\gamma_1} = \begin{bmatrix} x_{11} & x_{21} & x_{31} & \times & \times & \times & \times & \times & \times \\ \times & \times & \times & x_{42} & x_{52} & x_{62} & \times & \times & \times \\ \times & \times & \times & \times & x_{73} & x_{83} & x_{93} & \times & \times \\ x_{14} & x_{24} & x_{34} & \times & \times & \times & \times & \times & \times \\ \times & \times & \times & x_{45} & x_{55} & x_{65} & \times & \times & \times \\ \times & \times & \times & \times & \times & \times & \times & \times & \times \\ x_{17} & x_{27} & x_{37} & \times & \times & \times & \times & \times & \times \\ \times & \times & \times & \times & \times & \times & \times & \times & \times \\ \times & \times & \times & \times & \times & \times & \times & \times & \times \\ \end{bmatrix}_{32 \times 32} \]

(4.60)

In fact, for \( q \geq 2 \)

\[
T_{\gamma_q} = \begin{bmatrix} I_{3q-2} \otimes A_1 & I_{3q-2} \otimes A_2 & I_{3q-2} \otimes A_3 \\ I_{3q-2} \otimes A_4 & I_{3q-2} \otimes A_5 & I_{3q-2} \otimes A_6 \\ I_{3q-2} \otimes A_7 & I_{3q-2} \otimes A_8 & I_{3q-2} \otimes A_9 \end{bmatrix}_{3q+1 \times 3q+1}
\]

(4.61)

where

\[
A_i = \begin{bmatrix} x_{1i} & x_{2i} & x_{3i} & \times & \times & \times & \times & \times & \times \\ \times & \times & \times & x_{4i} & x_{5i} & x_{6i} & \times & \times & \times \\ \times & \times & \times & \times & x_{7i} & x_{8i} & x_{9i} & \times & \times \\ \end{bmatrix}
\]

is a rearrangement of \( i \)th column vector in \( X_{2 \times 2} \).

Since

\[
h_1(\mathcal{B}) = \limsup_{(m,q) \to \infty} \frac{1}{mq} \log \Gamma \left( \begin{bmatrix} m & 1 \\ 0 & q \end{bmatrix}_{\gamma_0} \right)
\]

and

\[
\Gamma \left( \begin{bmatrix} 1 & 0 \\ 0 & mq \end{bmatrix}_{\gamma_q} \right) = tr \left( T_{\gamma_q}^{mq} \right)
\]

we have

(4.62)

\[
h_1(\mathcal{B}) = \limsup_{(m,q) \to \infty} \frac{1}{mq} \log tr \left( T_{\gamma_q}^{mq} \right).
\]

We need the following lemma to study (4.62).

**Lemma 4.17.** Let \( A = [a_{i,j}]_{N \times N} \) be a non-negative matrix with eigenvalues \( \{\lambda_j\}_{j=1}^N \) and the maximum eigenvalue \( \rho \). Then

(4.63)

\[
tr(A^k) = \sum_{j=1}^N \lambda_j^k \leq N \rho^k,
\]

for all \( k \geq 1 \).

**Proof.** Let \( \{\lambda_j\}_{j=1}^N \) be the eigenvalues of \( A \). Then

\[
|\lambda_j| \leq \rho,
\]

for all \( j \).
Hence
\[ \text{tr}(A^k) = \sum_{j=1}^{N} \lambda_j^k \leq N \rho^k \]
Then, (4.63) follows. \(\square\)

Then we have the following result.

**Theorem 4.18.** For any basic set \(B\) of admissible patterns,
\[ h_1(B) = \limsup_{q \to \infty} \log \rho(T_{\gamma q,1}). \]

**Proof.** We first prove
\[ h_1(B) \geq \limsup_{q \to \infty} \log \rho(T_{\gamma q,1}). \]
From (4.63), we have
\[
\limsup_{m \to \infty} \frac{1}{mq} \log \text{tr}(T_{\gamma q,1}^{mq}) = \limsup_{m \to \infty} \frac{1}{mq} \log \rho_q^{mq} \left( 1 + \sum_{j=2}^{N_q} \left( \frac{\lambda_j}{\rho_q} \right)^{mq} \right)
\]
\[ = \log \rho(T_{\gamma q,1}) + \limsup_{m \to \infty} \frac{1}{mq} \log \left( 1 + \sum_{j=2}^{N_q} \left( \frac{\lambda_j}{\rho_q} \right)^{mq} \right) \]
\[ = \log \rho(T_{\gamma q,1}), \]
where \(\rho_q = \rho(T_{\gamma q,1})\) and \(N_q = r^{q+1}\), here \(r\) is the number of symbols.
Then (4.65) follows from
\[ h_1(B) \geq \limsup_{q \to \infty} \left( \limsup_{m \to \infty} \frac{1}{mq} \log \text{tr}(T_{\gamma q,1}^{mq}) \right) = \limsup_{q \to \infty} \log \rho(T_{\gamma q,1}). \]
On the other hand, (4.63) also implies
\[ \text{tr}(T_{\gamma q,1}^{mq}) \leq N_q \rho(T_{\gamma q,1})^{mq}. \]
Hence (4.64) follows from
\[ h_1(B) \leq \limsup_{(m,q) \to \infty} \frac{1}{mq} \log N_q \rho(T_{\gamma q,1})^{mq} = \limsup_{q \to \infty} \log \rho(T_{\gamma q,1}). \]
\(\square\)

Combining Theorems 3.9, 4.13 and 4.18 we have

**Theorem 4.19.** If \(\{T_m\}_{m=1}^{\infty}\) is irreducible and uniformly dominated by \(\{\rho(T_m)\}_{m=1}^{\infty}\), or if \(\{T_m\}_{m=1}^{\infty}\) is reducible and the maximum irreducible submatrices \(\{T_m\}_{m=1}^{\infty}\) with indices pairs \(i\) and \(\sigma^{-1}(i) \in \mathbb{T}_m\) and \(\{T_m\}_{m=1}^{\infty}\) is uniformly dominated by \(\{\rho(T_m)\}_{m=1}^{\infty}\). Then
\[ h(B) = \limsup_{q \to \infty} \log \rho(T_{\gamma q,1}). \]

From Theorem 4.19 \(h(B)\) can be studied by \(\rho(T_{\gamma q,1})\) which are easier than computing \(\rho(T_m)\).
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