Numerical Simulation of Bubble-Liquid Two-Phase Turbulent Flows in Shallow Bioreactor
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Abstract: An improved second-order moment bubble-liquid two-phase turbulent model is developed to predict the hydrodynamic characteristics of the shallow bioreactor using two height-to-diameter ratios of \( H/D = 1.4 \) and \( H/D = 2.9 \). The two-phase hydrodynamic parameters, the bubble normal and shear stress, the bubble energy dissipation rate, the bubble turbulent kinetic energy, etc., were numerically simulated. These parameters increased along with flow direction and constituted a threat to cells living at far distance away from the gas jetting inlet regions, rather than a finding of higher cell damage at near the jetting inlet region, as reported by Babosa et al. 2003. A new correlation named the turbulent energy production of bubble-liquid two-phase flow was proposed to successfully verify this experimental observation. A smaller \( H/D \) ratio makes more contributions to the generation of lower turbulent energy productions, which are in favor of the alleviation of cell damage. The extremely long and narrow shape of the bioreactor is deteriorative for cell living.
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1. Introduction

The shallow gas-liquid bioreactor characterized by the lower height-to-diameter ratios, has been widely applied in the field of biotechnology engineering, chemical engineering and pharmaceutical industries because of its low gas pressure drop, absence of moving parts, low cost and robust liquid phase residence time, especially eliminating the high-pressure drop of the tall reactors [1–3]. Bubble-liquid hydrodynamics in the shallow reactor are predominantly controlled by sparger construction and the ratios of height to diameter (H/D), which are quietly different from those of a taller-shaped reactor. To thoroughly understand the hydrodynamic characteristics, it is essential to grasp the essences of optimization and scale-up strategies. However, the complex mechanism of bubble-liquid two-phase turbulent hydrodynamics and the effects of sparger design and H/D ratios on flows and transport characteristics have not been acquainted clearly. Up to now, most investigations have been performed heavily on an empirical or semi-empirical basis, and evidences that only originated from the experimental data, resulting in the difficulty to fulfill in-depth experimental validations under different platforms and derivations of theoretical applications due to their limitations [4–6].

With respect to the animal cell culture of biotechnology engineering, although early industrial exploitation began with Salk poliovirus vaccine production in primary monkey kidney cells, commercial application of animal cells to produce human biopharmaceuticals has rapidly increased in recent years [7,8]. Thus, reasonable design and optimized strategies of the bioreactor are the key issues for successfully producing commercial biopharmaceuticals. Both the experimental and the simulation investigations have been focused on the effect of the height-to-diameter (H/D) ratios on the flow performance in the shallow bubble column reactor. Throat et al. [9] investigated the combined effects...
of sparger design and height-to-diameter ratio (H/D) on gas holdup. Maximum gas holdup was observed at H/D = 1 and began to decrease with H/D ratio increase using a multipoint sparger in the air-water system. The gas holdup will also increase with increasing H/D ratio for a single point sparger. However, regarding a single point sparger, the reverse trend was obtained by Lau et al. [6]. In this study, three types of gas distributors, single nozzle, perforated plate and porous plate, were serviced to study the effect of H/D ratios. An increase in the H/D ratio resulted in decreasing overall gas holdup, and with a diminishing effect for an H/D ratio of higher than 4.0. Veera et al. [10] found that gas holdup increased by about 50%–100% as H/D increased from 1 to 5 for a single point sparger, and gas holdup is at its maximum at a very low H/D and decreases by 15%–20% as H/D increases up to a value of 5 for a multipoint sparger. Dhotre et al. [11] revealed that centerline gas holdup increased with distance from the bottom section for a multipoint sparger and gas holdup profiles exhibit steeply at the axial location of H/D = 0.259, and then became flat with increasing distance from the sparger. If the homogeneous regime is ensured as the diameter is less than 150 mm and the superficial gas velocity is less than 100 mm/s, and the H/D is larger than 5, this influence becomes negligible [12–18]. Optimum gas distributor design is found to be irrelevant to the system properties, but, so far, no design procedure has been derived due to the complex flow patterns in the distributor flow regions.

In recent years, the computational fluid dynamics (CFD) method became a promising tool to predict single/multiphase laminar or turbulent flows, and it is more practical and effective to use numerical algorithms than traditional experiments to predict bioreactor hydrodynamics. Gas sparging that related to the cell damage has been considered as a threat factor to cell culture, and the cell-bubble interactions play a principle role in the process of physical cell damage in bioreactors. The energy dissipation rate (EDR) parameter has been considered as a leading hydrodynamic parameter to characterize mammalian cell damage. It is a pity that the EDR is not a perfect hydrodynamic parameter to characterize the complexity of fluid flow and set forth the interactions between turbulent flows and suspended cells. Mollet et al. [19] performed a CFD simulation using ANSYS Fluent commercial software to predict the EDR distributions in a 1.6 L bioreactor. They found that the local energy dissipation rate at this scale level is on the order of $10^3$ W/m$^3$, which results in an immediate, catastrophic rupture of suspended animal cells. The averaged energy dissipation rate is on the order of $10^3$, causing damage to suspended animal cells. Zhang et al. [20] predicted the bubble-liquid mixing and mass transfer in a 250 mL shake flask operating over a range of shaking frequencies between 100 and 300 rev/min by Fluent software. Rajaram et al. [21] used a standard $k$-$\varepsilon$ two-equation turbulence model to reveal the distributions of the average energy dissipation rate and the maximum energy dissipation rate in the volumes of 0.785 L, 22.0 L, 145.0 L and 785.0 L stirred tank bioreactors. They revealed that tank diameter and impeller configuration deactivations were dramatically different. Kelly et al. [22] numerically simulated the upstream bioprocessing steps, i.e., fermentation and homogenization, etc., in order to characterize single-phase (liquid) flow hydrodynamic shear stress and to find the most dangerous factors on cell culture. Mollet et al. [23] simulated the typical fluid flow through the nozzle of a BD FACS vantage and indicated that the hydrodynamic forces are similar to those of an e FACS nozzle. Zhang et al. [24] found that the local maximum EDR profile located in vertical plane between baffles showed that EDR values around top and bottom impellers decreased rapidly along a radial direction by means of a multiple size groups model. Oncul et al. [25] characterized the flow conditions by numerical simulation using Fluent software to explore cell growth and cell damage for the consideration of the influence on flow regime properties in bioreactors. He indicated that shear stress levels are the threshold values for judgement regarding animal cell damage. Chris et al. [26] proposed that the turbulent eddies that are much larger or smaller than the biological cell diameter would not inhibit or destroy the cell viability. Simulated results showed that the mean turbulent eddies in all scales are substantially larger than average cell diameter, which means that the cell death due to mechanical agitation exists at all scales. Extending these results to the gas sparger bioreactor for the first time, Liu et al. [27] defined the stress-induced turbulent energy production as an increase in gas flow rate that would increase cell death at near sparger region, reported by Babosa et al. [28].
As mentioned above, the standard k-ε model or the renormalization group RNG k-ε model are currently used in the ANSYS Fluent commercial software. Moreover, the existing two-fluid models are based on the isotropic turbulent viscosity. Meanwhile, liquid turbulence and bubble turbulence are distinctively anisotropic. Even though the EDR or the normal/shear stresses are considered as generally hydrodynamic parameters related to cell damage, the main findings are that they have larger values at a far distance away from gas jetting inlet regions. This conclusion failed to elaborate on the higher death rate. Furthermore, the bubble rupture or coalescence resulting in cell damage are also unreasonable because these events are primarily located at the top of the liquid surface or nearby the stirred blade, rather than at gas jetting inlet regions [29–36].

In this work, an improved second-order moment bubble-liquid two-phase model that can fully consider the anisotropic bubble dispersion characteristics was proposed to predict the bubble-liquid hydrodynamics in relationship with cell culture in the shallow bubble column bioreactor. A new correlation, the turbulent energy production (TEP) of bubble-liquid two-phase flow, was established to verify the higher cell death at jetting inlet regions. Here, the effects of bubble breakup or coalescence are being neglected. The purpose of this work is to analyze the effects of H/D ratios on bubble-liquid hydrodynamics, i.e., normal and shear stress of bubble flow, energy dissipation rate of bubble phase, turbulent kinetic energy of bubble flow and two-phase turbulent energy production values, etc. The experimental observation that higher cell death at jetting inlet regions is elaborated on as well. In addition, the proposed model is based on the anisotropic characteristics instead of isotropic behaviors built in ANSYS Fluent software.

2. Governing Equations of the Bubble-Liquid Flows

A second-order moment bubble-liquid two-phase turbulent model based on a two-fluid continuum approach, first proposed by Zhou et al. [37,38], was improved to simulate the hydrodynamics. In this model, the bubble was considered as a dispersed phase and the liquid as a continuous phase. Furthermore, the anisotropic behaviors built in ANSYS Fluent software. Moreover, the existing two-fluid models currently used in the ANSYS Fluent commercial software. In addition, the proposed model is based on the anisotropic characteristics instead of isotropic behaviors built in ANSYS Fluent software.

The momentum equations of bubble and liquid phases are:

\[
\frac{\partial}{\partial t}(\rho m u_m) + \frac{\partial}{\partial x_i}(\rho m u_m u_i) = \frac{\partial}{\partial x_i}(\rho m \tau_{m_i} u_i) - \frac{\partial}{\partial x_i}(\rho m v_m v_i) + \frac{\partial}{\partial x_i}(\rho D) + \rho m \alpha \frac{\partial}{\partial x_i} \left( \frac{\partial u_i}{\partial x_i} - \frac{\partial u_j}{\partial x_j} \right)
\]

(1)

The Reynolds stress transport equations of bubble and liquid phases are:

\[
\frac{\partial}{\partial t}(\rho m u_m v_m) + \frac{\partial}{\partial x_i}(\rho m u_m v_m u_i) = D_{mij} + P_{mij} + \Pi_{mij} + S_{mij} + \varepsilon_{mij} \quad (m = b, l)
\]

(2)

where the terms on the right-hand side of Equation (2) represent diffusion term, shear production term, pressure-strain correlation term, dissipation term and phase interaction terms, respectively. These terms are provided in detail:

\[
D_{mij} = \frac{\partial}{\partial x_i} \left( \varepsilon_{mik} \varepsilon_{mk} \frac{\partial v_m v_i}{\partial x_k} + \frac{\partial v_i}{\partial x_i} \frac{\partial v_m v_j}{\partial x_k} \right)
\]

(3)

\[
P_{mij} = -\frac{\rho m u_m}{\rho m v_m v_i} \frac{\partial v_i}{\partial x_i} + \frac{\partial v_i}{\partial x_i} \frac{\partial v_m v_j}{\partial x_k} \frac{\partial v_i}{\partial x_i}
\]

(4)

\[
\Pi_{lij} = \Pi_{lij,1} + \Pi_{lij,2} = -c_\varepsilon \frac{\varepsilon_i}{k_\varepsilon} \varepsilon_{lij} + 2 \frac{\partial v_i}{\partial x_i} \frac{\partial v_i}{\partial x_i} - \frac{2}{3} k_\varepsilon \delta_{lj} - c_t (P_{lij} - \frac{2}{3} P \delta_{lij}) \Pi_{lij} = 0
\]

(5)

\[
S_{mij} = \frac{\eta b}{\tau_{rb}} \left( \frac{\partial v_i}{\partial x_i} + \frac{\partial v_j}{\partial x_j} - 2 \frac{\partial v_i}{\partial x_i} \right)
\]

(6)
The turbulent kinetic energy equations of the bubble and liquid phases are given:

\[
\frac{\partial}{\partial t} (\overline{\alpha_m \rho_m k_m}) + \frac{\partial}{\partial x_j} (\overline{\alpha_m \rho_m v_m j k_m}) = \frac{\partial}{\partial x_j} \left( \frac{\alpha_m \mu_{em} }{\alpha_k} \frac{\partial k_m}{\partial x_j} \right) + \alpha_m P_m + S_m - \overline{\alpha_m \rho_m \epsilon_m} \tag{8}
\]

The liquid dissipation rate equation of the turbulent kinetic energy is given:

\[
\frac{\partial}{\partial t} (\overline{\alpha_l \rho_l \epsilon_l}) + \frac{\partial}{\partial x_j} (\overline{\alpha_l \rho_l v_{lj} \epsilon_l}) = \frac{\partial}{\partial x_j} \left( \frac{\alpha_l \mu_{li} }{\sigma_v} \frac{\partial \epsilon_l}{\partial x_j} \right) + \frac{\alpha_l \kappa_l}{k_l} [c_{v1}(P_l + S_l) - c_{v2}\rho_l \epsilon_l] \tag{9}
\]

where:

\[
P_m = \mu_{em} \left( \frac{\partial^2 \overline{\rho_m v_{mk}}}{\partial x_m} + \frac{\partial^2 \overline{\rho_m v_{mi}}}{\partial x_i} \right) \frac{\partial \overline{\rho_m v_{mj}}}{\partial x_k} \tag{10}
\]

\[
S_m = -\overline{\alpha_b \rho_b g^{ij} \overline{v_{li} v_{lj}} - 2k_m} \tag{11}
\]

\[
\mu_{el} = c_{ub} \rho_b k_b^2 / (\overline{\alpha_b \rho_b g}) \mid \mu_{el} = \mu_l + \mu_T \tag{12}
\]

The key problem is to close the Reynolds stress equations by a perfect anisotropic correlation to reflect anisotropic particle dispersion velocity. An interaction correlation term to successfully explain anisotropic bubble-liquid two-phase turbulence flows was first established by Zhou et al. [37]. It is:

\[
\frac{\partial}{\partial t} \left( \overline{\alpha_b \rho_b v_{bl} v_{lj}} \right) + \frac{\partial}{\partial x_k} \left( \overline{\alpha_b \rho_b v_{bl} v_{lj} v_{lk}} \right) = D_{bl,ij} + P_{bl,ij} + S_{bl,ij} + \Pi_{bl,ij} + \epsilon_{bl,ij} \tag{13}
\]

The terms on the right-hand side are closed:

\[
D_{bl,ij} = \frac{\partial}{\partial x_k} \left[ c_{bl} \left( \frac{k_b}{\epsilon_b} \frac{\overline{v_{bi} v_{bj}}}{\overline{v_{bl} v_{bj}}} + \frac{k_l}{\epsilon_l} \frac{\overline{v_{li} v_{lj}}}{\overline{v_{bl} v_{lj}}} \right) \frac{\partial \overline{v_{li} v_{lj}}}{\partial x_k} \right] \tag{14}
\]

\[
P_{bl,ij} = -\overline{\alpha_b \rho_b g \overline{v_{bl} v_{lj}}} \frac{\partial \overline{v_{li}}}{\partial x_k} + \overline{\alpha_b \rho_b \overline{v_{bl} v_{lj}}} \frac{\partial \overline{v_{lj}}}{\partial x_k} \tag{15}
\]

\[
S_{bl,ij} = \overline{\alpha_b} \left( \frac{\alpha_b \rho_b g_{bl}}{\alpha_l} \frac{\overline{v_{bl} v_{bj}}}{\overline{v_{bl} v_{lj}}} + \frac{\alpha_b \rho_b g_{bl}}{\alpha_l} \frac{\overline{v_{bl} v_{lj}}}{\overline{v_{bl} v_{lj}}} - \frac{\alpha_b \rho_b g_{bl}}{\alpha_l} \frac{\overline{v_{bl} v_{lj}}}{\overline{v_{bl} v_{lj}}} \right) \tag{16}
\]

\[
\epsilon_{bl,ij} = c_{bl,1} \frac{\alpha_b \rho_b g_{bl}}{\alpha_l} \frac{\overline{v_{bj} v_{lj}}}{\overline{v_{bl} v_{lj}}}, \tag{17}
\]

\[
\Pi_{bl,ij} = \Pi_{bl,ij,1} + \Pi_{bl,ij,2} \Pi_{bl,ij,1} = -\frac{\alpha_b \rho_b g_{bl}}{\tau_{rb}} \left( \frac{\overline{v_{bj} v_{lj}}}{\overline{v_{bl} v_{lj}}} - \frac{1}{3} \delta_{ij} \overline{v_{bl} v_{lj}} \right) \tag{18}
\]

\[
\Pi_{bl,ij,2} = -\frac{\alpha_b \rho_b g_{bl}}{2} \left( P_{bl,ij} - 3 \overline{\delta_{ij} \sqrt{P_{bl,ij}}} \right) \tag{19}
\]

Thus, bubble-liquid turbulent flow can be described by the aforementioned transport equations and closure transport correlations.
3. Numerical Simulation and Experiments

3.1. Simulation Algorithm

The hybrid difference scheme to discrete the equations 1 through 13 was utilized, and the finite difference equations (FDEs) were obtained by the integration of the control volumes. The domain of calculation was first divided into a finite number of control volumes and then the differential equations were integrated over this certain control volume. A staggered grid technique was utilized to store the scalar parameters, i.e., the volume fraction, the density and the turbulent kinetic energy in the main grid points at the center of the control volumes. The tensor velocity components are marked at the control volume surface. The semi-implicit pressure linked equations algorithm, the tridiagonal marching algorithm and under-relaxation algorithm were used to solve the FDEs. The convergence criteria of $1.0 \times 10^{-4}$ for residual mass sources was set to both bubble and liquid phases.

3.2. Experiments

Two-dimensional numerical simulations were carried out in the shallow bioreactor with the height-to-diameter ratios of $H/D = 2.9$ (1.32 m/0.44 m) and $H/D = 1.4$ (0.75 m/0.58 m), respectively. Here, the swirling flow along tangential direction was neglected. The bioreactor dimensions details are provided in Figure 1. The gas entrance velocity was set to 57.2 m/s using two jetting holes with diameters of 1.0 mm in accordance with the experimental velocity value by Babosa et al. [28], corresponding to the lower superficial gas velocity of 0.06 cm/s. The initial turbulent kinetic energy was 5% of $k_0 = 0.004 u_{el}^2$ and the Reynolds stresses were specified as $k' = 2/3 k_0$. The shear Reynolds stress was determined by the eddy-viscosity assumption and the outlet condition was for fully developed flow regions, in which zero gradients of all variables were taken for granted. The non-slip wall conditions were used for both gas and liquid velocities and the gas Reynolds stresses were determined by the production term, including effects of wall function on near-wall grid nodes, i.e., $\alpha \phi \alpha = 0$ ($\phi = u_{b}$, $u_{l}$, …). Symmetric conditions were used for both the two phases $\alpha \phi \beta = \alpha \phi \beta = 0$ at the axis as well. In-house source codes were written in the Fortran 77 language with approximately 9200 statements.

![Figure 1. 2-D schematic of the sparged bioreactor in this simulation.](image)

4. Results and Discussion

The key hydrodynamic parameters in association with cell culture solved by this model are the shear and normal stresses of bubble phase, the turbulent kinetic energy of bubble phase and the turbulent energy dissipation rate of bubble phase. A new definition of the energy production correlation of bubble-liquid two-phase turbulence and effects of the height-to-diameter ratios on hydrodynamics are discussed details.
4.1. Grid Independence and Validation of Proposed Model

The grid independence validation was performed based on the bubble time-averaged axial velocity (see Figure 2). Here, three kinds of grid systems, coarse \((99 \times 44)\), medium \((132 \times 88)\), and fine \((264 \times 176)\) mesh, are applied and all simulations are converged at \(1.0 \times 10^{-4}\) for both bubble and liquid phases. The distributions of bubble rising velocities at the height of 0.3 m using three grid systems were compared. As seen from Figure 2, all of the velocity distributions have the same trends along both axial and radial directions, especially for close agreement by medium and fine grids. Thus, the medium grid scheme was adopted for the simulation because of reasonable computation time and accepted accuracy. Figure 3 showed the validation of the proposed model by the experimental results of Lin et al. [39]. Using vertical bubble rising velocity and bubble normal stress, it indicated that they are in accordance with the experimental data. Hence, the proposed model can be used for this study with good accuracy.

![Figure 2. Validation of grid size resolution.](image)

![Figure 3. Experimental validation of the proposed model.](image)

4.2. Key Bubble-Liquid Turbulent Hydrodynamics

4.2.1. Normal and Shear Stresses of Bubble Phase

Figures 4 and 5 showed the distributions of bubble normal and shear stresses using two jetting holes \((r_{jet}/R = \pm 0.36)\) with height-to-diameter ratios of \(H/D = 2.9\) and \(H/D = 1.4\) at a gas entrance velocity of 57.4 m/s, respectively. Although the time-averaged velocity of bubble was relatively smaller, the higher stresses that originated from the high turbulence intensity of the liquid phase were higher
because the fluid fluctuations were extraordinarily vigorous. In Figures 4a and 5a, the larger velocity gradient was observed due to stronger turbulent kinetic energy. The normal stress values gradually increased along with flow direction as well. When peaks reached the maximum values, they become a little flat due to the stable variation of stresses and velocity profiles along axial direction. Similar to those of the normal stresses variation trend, shear stresses with two peak values were also found in Figures 4b and 5b. When comparing their absolute values between H/D = 2.9 and H/D = 1.4 ratios, normal stresses and shear stresses had the same order of magnitude and the normal stresses were slightly larger. It indicated that the intensities of turbulent mixing and diffusion along with axial and radial directions were approximately equivalent, in which those of axial direction were slightly larger. Bubble normal stresses at axial and radial directions had larger values in the center of the reactor than those of near wall regions, which indicated that those of regions had dominantly anisotropic characteristics. Compared with the results of H/D = 2.9 to H/D = 1.4, both absolute normal and shear stress of H/D = 2.9 were greater than those of H/D = 1.4. It can be explained that the larger H/D ratio reactor easily generated more smaller-size bubbles, resulting in serious bubble breakup or coalescence, circulation and bubble fluctuations.

**Figure 4.** Distributions of bubble normal and shear stresses using two jetting holes (rjet/R = ±0.36), H/D = 2.9.
4.2.2. Turbulent Kinetic Energy of Bubble Phase

The distributions of turbulent kinetic energy of bubble phase using two jetting holes (rjet/R = ±0.36) with height-to-diameter ratios of H/D = 2.9 and H/D = 1.4 at a gas entrance velocity of 57.4 m/s are shown in Figure 6. The two peaks between center axis and reactor wall were observed and their absolute values gradually increased with the development of turbulent flow. Stronger turbulent fluctuations are always accompanied with bubble formation, movement and breakup or coalescence, which may cause the positions of peaks above jetting holes. Furthermore, according to the gas-bubble two-phase theory, non-uniform liquid velocity distributions will generate when bubbles enter the reactor through jetting holes. Larger liquid velocity gradient leads to the strong liquid fluctuations, which frequently occurred near jetting regions. The turbulent kinetic energy of the bubble phase at jetting inlet regions was weaken, which was mainly controlled by the lower bubble velocity and absence of bubble wake or bubble circulation. In comparisons with the values of H/D = 2.9, results of H/D = 1.4 were less because of the relative weak bubble and liquid fluctuations. Thus, the turbulent kinetic energy parameter is deemed inadequate to explain cell death at the jetting inlet region.

Figure 5. Distributions of bubble normal and shear stresses using two jetting holes (rjet/R = ±0.36), H/D = 1.4.

The most important finding is that bubble stresses have generally smaller values near the inlet region when compared with those of fully developed flow regions. This means that normal and shear stresses increased toward the development of bubble-liquid two-phase flow, and minimum values are located near the gas entrance region. These results are consistent with experimental observations by Babosa et al. [28]. Shear stresses are contributed to by the enhancement mixing and heat and mass transfer, which are most likely to cause cell damage and death [40]. Therefore, according to the stress-associated cell damage possibility, the protentional high cell damage would occur towards fully developed flow, rather than near gas jetting regions, in terms of the simulated normal and shear stresses.

4.2.2. Turbulent Kinetic Energy of Bubble Phase

The distributions of turbulent kinetic energy of bubble phase using two jetting holes (rjet/R = ±0.36) with height-to-diameter ratios of H/D = 2.9 and H/D = 1.4 at a gas entrance velocity of 57.4 m/s are shown in Figure 6. The two peaks between center axis and reactor wall were observed and their absolute values gradually increased with the development of turbulent flow. Stronger turbulent fluctuations are always accompanied with bubble formation, movement and breakup or coalescence,
which may cause the positions of peaks above jetting holes. Furthermore, according to the gas-bubble two-phase theory, non-uniform liquid velocity distributions will generate when bubbles enter the reactor through jetting holes. Larger liquid velocity gradient leads to the strong liquid fluctuations, which frequently occurred near jetting regions. The turbulent kinetic energy of the bubble phase at jetting inlet regions was weaken, which was mainly controlled by the lower bubble velocity and absence of bubble wake or bubble circulation. In comparisons with the values of $H/D = 2.9$, results of $H/D = 1.4$ were less because of the relative weak bubble and liquid fluctuations. Thus, the turbulent kinetic energy parameter is deemed inadequate to explain cell death at the jetting inlet region.

\[ \varepsilon = \mu \sum_i \sum_j \left[ \frac{\partial u_i}{\partial x_j} + \left( \frac{\partial u_j}{\partial x_i} \right) \right] \frac{\partial u_j}{\partial x_i} \] (20)

Figure 6. Distributions of turbulent kinetic energy of bubble phases using two jetting holes ($r_{jet}/R = \pm 0.36$), $H/D = 2.9$ and $H/D = 1.4$.

4.2.3. Turbulent Energy Dissipation Rate of Bubble Phase

The definition of the turbulent energy dissipation rate of bubble phase is:
The distributions of turbulent kinetic energy of the bubble phase with height-to-diameter ratios of $H/D = 2.9$ and $H/D = 1.4$ at a gas entrance velocity of $57.4 \text{ m/s}$ are shown in Figure 7. We can see that the $\varepsilon$ began to increase toward the development of turbulent flows above the jetting holes. The largest energy dissipation rate of bubble flow located at fully developed regions can be explained by Kolmogorov's energy cascade theory, that energy is dissipated by fluctuating viscous stresses in resisting deformation of fluid at fluctuating strain rates. Hence, a dissipation rate is primarily determined because of rapid viscous scale dissipation, and energy is set down by the non-linear process of scale-to-scale energy. Considering the effects of the larger $H/D$ ratio, a larger energy dissipation rate was observed in comparison with the small $H/D$ ratio because much more smaller bubbles originating from bubble breakup or coalescence caused severe bubble interactions and circulation and brought higher energy dissipation consumptions. In the meantime, the larger energy dissipation rate at fully developed regions can be elaborated by this explanation. The bubble energy dissipation rate did not exhibit large values at the jetting inlet region, and cells also located in the liquid phase were coupled with the low liquid phase energy dissipation rate. They indicated that the energy dissipation rate parameter may not be a satisfactory hydrodynamic parameter to reveal cell damage at jetting inlet regions.

![Figure 7](image_url)

**Figure 7.** Distributions of turbulent energy dissipation rate of bubble phases using two jetting holes ($r_{jet}/R = \pm 0.36$), $H/D = 2.9$ and $H/D = 1.4$. 

\[ \frac{\partial u \rho}{\partial x} + \frac{\partial u u}{\partial r} = -\frac{\partial}{\partial r}(r u v) \frac{\partial u}{\partial r} - \frac{\partial}{\partial \theta} \left( \frac{\partial u}{\partial \theta} + \frac{\partial v}{\partial r} \right) \]
In summary, the aforementioned hydrodynamic parameters, i.e., the normal and shear stresses, the turbulent kinetic energy and the turbulent energy dissipation rate, indicated that all of them have smaller values at the gas inlet region when compared to those of the developed regions. Therefore, they may not be responsible for the higher cell death rate observed at the jetting inlet region. Hence, an appropriate parameter that can theoretically explain such a phenomenon is required.

4.2.4. Turbulent Energy Production of Bubble-Liquid Two-Phase Flow

So far, a reasonable hydrodynamic parameter that successfully discloses the higher cell death rate near the jetting inlet region has not been obtained. Here, we define a correlation of the turbulent energy production (TEP) of bubble-liquid two-phase flow to perform a theoretical investigation. It is:

$$\text{TEP} = (1 - \alpha_b) \rho_l (w'_{ik} w'_{lj} \frac{\partial u_{ij}}{\partial x_k} + w'_{lk} w'_{lj} \frac{\partial u_{il}}{\partial x_k})$$  \hspace{1cm} (21)

The turbulent energy production correlation is a function of the Reynolds stress and the mean velocity gradient, representing the energy exchange rate between mean and fluctuating motions. It is quietly different from the aforementioned energy dissipation that presented by the form of viscous heat loss.

Figure 8 shows the bubble-liquid two-phase turbulent production term contour near the inlet region and fully developed regions using two jetting holes ($r_{\text{jet}}/R = \pm 0.36$) with $H/D = 2.9$ and $H/D = 1.4$ at a gas entrance velocity is 57.4 m/s, respectively. As we can see, the values near the jetting inlet regions are significantly larger than those of the fully developed regions due to the larger energy transfer rate in that region coming from the gas injection. It is quietly different from the energy dissipation rate, characterized by the viscous heat loss. These results were satisfied well with the experimental results [28]. A unimodal peak was observed between two jet holes, which may have originated from the bubbles’ synergistic effects by the neighbor jetting holes. Meanwhile, bimodal distributions near the jetting region, and flatter profiles at the developed flow regime, were found. It can be explained that when stronger bubble interaction effects happened, they occurred among multi-holes near the jetting inlet regions, and gradually weakened with the development of flows. The $H/D$ ratio values near the jetting inlet regions were greater than those of the fully developed regions since the bubbles attached to the sparger surface, which installed at the reactor’s bottom section, had larger bubble sizes as generation during the first stage. They then begin to decrease with the bubble flow toward the top of the reactor together with bubble swing, downward flow, circulation, deformation and bubble plume fluctuations.

Compared with $H/D = 1.4$, those values of $H/D = 2.9$ are greater (see Figure 8). As a matter of fact, the bubble behaviors near the jetting inlet regions belong to the sparger configuration impact regions on bubble-liquid two-phase flow regime. The bubbles generated at sparger surfaces began to grow up toward the developed flow gradually, accompanied with coalescence, breakup, swing and circulation fluctuations. It enhanced the energy dissipation and weakened the fluctuations along with the developing flows. So, these values at a far distance from the sparger position should be smaller than those near the jetting inlet regions. Furthermore, the smaller $H/D$ ratio under a fixed volume condition, representing a larger diameter, was beneficial for the growth of bubble expansion, the mitigation of bubble rupture and bubble-liquid fluctuation intensity. Thus, the Favre-averaged Reynolds stresses caused by fluctuations were reduced, which is in favor of the smaller values generation.

According to Figures 8 and 9, the maximum energy production values were approximately 40.0 W/m$^3$, much less than the approximate 3000 W/m$^3$ simulated by Liu et al. [27] using Babosa’s experiment reactor dimension (see Figure 10). This extreme narrow-shape bioreactor, with an $H/D$ ratio of 20.1, has bigger criteria threshold value than that of $H/D = 5$ [9,11], which gives rise to the largest values near the jetting inlet regions resulting in the deterioration of cell culture.
In this work, H/D = 2.9 and H/D = 1.4.

Figure 8. Two-phase turbulent energy production contours near the inlet region and fully developed region using two jetting holes (rjet/R = ±0.36), H/D = 2.9 and H/D = 1.4.

Figure 9. Distributions of two-phase turbulent energy production values near the inlet region and fully developed region using two jetting holes (rjet/R = ±0.36), H/D = 2.9 and H/D = 1.4.
ratio of 20.1, has bigger criteria threshold value than that of H/D = 5 [9,11], which gives rise to the largest values near the jetting inlet regions resulting in the deterioration of cell culture.

![Graph](image)

**Figure 9.** Distributions of two-phase turbulent energy production values near the inlet region and fully developed region using two jetting holes (rjet/R = ±0.36), H/D = 2.9 and H/D = 1.4.

**Figure 10.** Comparisons of two-phase turbulent energy production values.

### 5. Conclusions

1. The proposed second-order moment bubble-liquid two-phase turbulence model can well simulate the hydrodynamic parameters with good accuracy.
2. The velocities and their fluctuations, and the normal and shear Reynolds stresses of bubble and liquid phases are distinctly anisotropic.
3. The established turbulent energy production successfully verifies the higher cell damage at the gas jetting inlet region.
4. The shallow shape bioreactor is more favorable for cell living than the long and narrow-shaped reactor.
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**Nomenclature**

- **c** Empirical constants
- **cd** Drag coefficient
- **D** Diffusion term
- **d** Bubble size
- **Eo** Eotvos number
- **g** Gravitational acceleration
- **k** Turbulent kinetic energy
- **m** Bubble mass
- **p** Production term
- **p** Pressure
- **Re** Reynolds number
- **S** Phase interaction term
- **u,v** Velocity components
- **UV** Velocity vector coordination
Greek Alphabets
\( \alpha \) Volume fraction
\( \beta \) Coefficients defined in the text
\( \delta \) Unit tensor
\( \varepsilon \) Dissipation rate of turbulent kinetic energy
\( \lambda \) Empirical constant
\( \mu \) Dynamic viscosity
\( \nu \) Kinematic viscosity
\( \Pi \) Pressure strain term
\( \rho \) Density
\( \sigma \) Prandtl number; surface tension force
\( \tau_{rb} \) Bubble relaxation time
\( \tau_{ij} \) Molecular viscous stress

Subscripts
\( b \) Bubble phase
\( e \) Effective
\( g \) Gas
\( i, j, k \) Coordinate directions
\( l \) Liquid phase
\( m \) Bubble or liquid phase
\( t \) Turbulent

Superscripts
\( = \) Mass weighted value
\( ^{\prime} \) Fluctuating component of mass weighting
\( ^{-} \) Time-averaged value
\( ^{r} \) Fluctuation component of in time averaging
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