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Abstract—Recent work shows that deep neural networks are vulnerable to adversarial examples. Much work studies adversarial example generation, while very little work focuses on more critical adversarial defense. Existing adversarial detection methods usually make assumptions about the adversarial example and attack method (e.g., the word frequency of the adversarial example, the perturbation level of the attack method). However, this limits the applicability of the detection method. To this end, we propose TREATED, a universal adversarial detection method that can defend against attacks of various perturbation levels without making any assumptions. TREATED identifies adversarial examples through a set of well-designed reference models. Extensive experiments on three competitive neural networks and two widely used datasets show that our method achieves better detection performance than baselines. We finally conduct ablation studies to verify the effectiveness of our method.

Index Terms—Deep learning, Natural Language Processing, Adversarial Examples, Adversarial Detection

I. INTRODUCTION

Through powerful expressive abilities, deep neural networks (DNNs) have achieved great success in many areas [1], [2]. However, recent work has revealed the fragility of DNNs. They are vulnerable to adversarial examples [3], [4]. By adding invisible perturbations to the original examples, attackers can create adversarial examples which render the input misclassified. An increasing number of studies have shown that adversarial examples exist widely in computer vision (CV), natural language processing (NLP) and other domains. The existence of adversarial examples threatens the security-critical models and has garnered widespread attention [5], [6].

In NLP, most work focuses on the generation of natural language adversarial examples to understand their nature [7]–[11]. On the other hand, how to defend against textual adversarial attacks is a relatively more important and challenging problem. Existing defensive methods can be divided into two categories, adversarial training and adversarial detection.

Adversarial training refers to mixing adversarial examples with clean examples and retraining the model to improve the model’s robustness [12], [13]. Adversarial training is widely used, but it is resource-consuming to retrain the model. Moreover, such defence methods make strong assumptions about attack methods (e.g., the strategy of word substitution, the perturbation level and so on), which limit their defensive capabilities and scope of application [14], [15].

Adversarial detection typically uses auxiliary components to recover or reject adversarial examples in the input to defend against adversarial attacks [16], [17]. In adversarial detection, retraining is not required. But the defender needs to make assumptions about the characteristic of adversarial examples (e.g., the word frequency) so that they can distinguish adversarial and clean examples. Since adversarial examples have not been thoroughly studied, these assumptions make adversarial detection more empirical.

In this paper, we do not directly make assumptions about attack methods or adversarial examples but use a carefully constructed set of reference models to reflect the nature of adversarial examples indirectly. To be specific, we use the different predictions of reference models on clean and adversarial examples which render the input misclassified.

Through empirical analysis, we argue that these reference models need to meet two criteria, 1. their predictions are consistent on clean examples, and 2. their predictions are inconsistent on the adversarial examples against the victim model.

Through theoretical analysis, we prove the upper and lower bounds of detection accuracy that our method can achieve.

In practice, by decomposing the embeddings of the victim model, we obtain reference models that meet the above conditions to block adversarial attacks.

Our contributions are summarized as follows:
1) We propose TREATED, a universal method for blocking textual adversarial attacks without any assumption about attack methods or adversarial examples. Thus it can be applied in more realistic and complicated environments.

2) We empirically and theoretically illustrate the superiority of our method. Comprehensive experiments show that TREATED significantly outperforms two advanced defense methods. We will release our implementations for the convenience of future benchmarking.

II. BACKGROUND AND RELATED WORK

A. Adversarial Attacks

Given a classifier $F$ and an input-label pair $(x, y)$, the attacker aims to craft an adversarial example $x_{adv}$ misclassified by $F$ while $x_{adv}$ is in the $\epsilon$ neighborhood of $x$ as

$$F(x_{adv}) \neq y, \ s.t. \ |x - x_{adv}| \leq \epsilon.$$  

Many works have leveraged the loss function of the classifier and the gradient ascent method to find qualified adversarial examples [4], [18], [19]. However, this is not compatible with NLP tasks because the word embedding obtained by gradient information cannot correspond to a valid word. The valid words close to it can only be found by the projection method [20], [21], which reduces the effectiveness of the attack.

Considering that the input of the NLP model is usually discrete tokens, the addition, deletion and replacement of tokens have naturally become common methods of textual adversarial attacks [3], [22]. For example, first, rank the tokens by importance and determine the replacement order; then use different strategies to find the best replacement for each token, thereby significantly reducing the time complexity of the search and forming an adversarial example. In addition, some works use paraphrasing [23], [24], text generation [25], [26], generative adversarial networks (GAN) [27], reinforcement learning [28] and other methods [29] to generate adversarial examples.

B. Adversarial Defense

Adversarial Training. Adversarial training is widely used to improve the robustness of DNNs [4], [30], [31]. By adding perturbations in the gradient direction to the training samples, adversarial training has achieved great success in many tasks. Recent studies have shown that adversarial training also helps to improve the generalization ability of DNNs [13], [32].

However, compared to standard training, adversarial training usually takes several times longer because the gradient of the training samples is repeatedly calculated, which is unacceptable in resource-constrained scenarios.

Adversarial Detection. The goal of adversarial detection is to identify the existence of adversarial examples, thereby rejecting them. Most work aims to learn a representation to discriminate adversarial and benign inputs from the victim model [33]–[37]. However, in NLP, whether the examples are adversarial is challenging to judge, so some methods try to recover all inputs [16], [38]. Nevertheless, this will inevitably destroy the original inputs and may cause the model’s performance to decrease.

Spelling Correction and Grammar Error Correction. Spelling correction [39], [40] and grammar error correction [41], [42] are also used for blocking textual adversarial attacks. However, these methods can only deal with attacks that bring grammatical and spelling errors and cannot identify adversarial examples crafted by word substitution.

III. TREATED

A. Empirical Analysis

Given a perfect classifier $F_p$, which always classifies correctly, and the victim model $F_v$, we can always identify whether $F_v$ classifies correctly on input $X$ (whether adversarial or not), blocking adversarial attacks because $F_p$ can always give the ground truth label $y_{true}$ of $X$.

Note that $y_{true}$ is not necessary here. We only need to know whether the predictions of $F_p$ and $F_v$ are consistent. Then we can identify whether the prediction of $F_v$ is correct without knowing the ground truth label. It means that as long as there exists a set of reference models $\{F_r\}$ so that $F_r$ have consistent predictions on clean examples and inconsistent predictions on adversarial examples against $F_v$, we can identify whether $X$ is adversarial.

B. Theoretical Analysis

Mark event $A$ as $\{F_r\}$ have consistent predictions on clean examples, event $B$ as $\{F_r\}$ have consistent predictions on adversarial examples against $F_v$. We assume that $P(A) = p$ and $P(B) = q$. For an input $X$, mark event $C(D)$ as $\{F_r\}$ have consistent (inconsistent) predictions on $X$ and event $E$ as $X$ is adversarial. We have

$$P(E|C) = \frac{P(B)}{P(A) + P(B)} = \frac{q}{p + q},$$

$$P(E|D) = \frac{1 - P(B)}{1 - P(A) + 1 - P(B)} = \frac{1 - q}{2 - (p + q)}.$$  

In our case, we expect $P(E|C)$ to be as small as possible and $P(E|D)$ to be as large as possible so that we can identify if $X$ is adversarial. For example, if $p = 0.95$ and $q = 0.1$, then $P(E|C) \approx 0.095$ and $P(E|D) \approx 0.947$. It means that we have a very high probability of making a correct judgment on whether $X$ is an adversarial example. Figure 1 shows the probability of $X$ is adversarial under prior $C$ and $D$ at different $p$ and $q$.

C. Design of Reference Models

We expect the reference models $\{F_r\}$ have a high $p$ and a low $q$ so that we can identify if $X$ is adversarial with a high accuracy.

However, these two criteria seem to be contradictory. A high $p$ means that the models have similar parameter distributions and share a lot of knowledge, which also shares vulnerabilities, significantly enhancing the transferability of adversarial examples. In other words, adversarial examples can reduce the accuracy of $\{F_r\}$ to a low level so that the outputs of $\{F_r\}$ on
So the key lies in how to construct not easy to ensure consistent predictions on clean examples. that there are significant differences among \( F_r \) to the model. It inspires us to decompose the embedding suitable perturbations and apply them to the original input. \( F_r \). Therefore \( \{ F_r \} \) share the increased loss caused by adversarial examples, thereby reducing their transferability, and thus have a low \( q \).

**Note that the same accuracy does not mean consistent predictions. Models may make different predictions on different samples but have the same accuracy.**

**IV. Experiments**

We attack three text classification models on two popular datasets using TextAttack [43]. We also make reliable evaluations by automatic evaluation.

**A. Experimental Setup**

1) **Baselines:** We choose FGWS [17] as defense baselines since it achieves state-of-the-art performance in textual adversarial detection. Follow [16], [17], we use two word level attack methods, PWWS [8] and Genetic [22], to make a fair comparison.

**PWWS** generated adversarial texts against classification models by two strategies: 1) the word substitution strategy, and 2) the replacement order strategy. The word substitution strategy used the synonym substitution method. Through the named entity analysis techniques, it could improve the semantic similarity and reduce grammatical errors.

**Genetic** utilize the population-based optimization algorithm to reorganize the original sentence, yielding sentences with good attack effects.

Since TREATED is a universal defense method that can defend against attacks of multiple perturbation levels, we further utilize TextBugger [29], DeepWordBug [44] and TextFooler [10] to evaluate its defensive ability against attacks of different perturbation levels.

2) **Victim Models and Datasets:** Follow [16], [17], we conduct experiments on two classification datasets.

**Table I. Summary of the datasets**

| Dataset | Classes | Train   | Test    | Avg Len |
|---------|---------|---------|---------|---------|
| SST-2   | 2       | 67,349  | 872     | 17      |
| IMDb    | 2       | 25,000  | 25,000  | 201     |

**Table II. Parameters of the models.**

|                  | CNN | LSTM | RoBERTa |
|------------------|-----|------|---------|
| Embedding dim.   | 300 | 300  | 768     |
| Filters          | 128 | -    | -       |
| Kernel size      | 3   | -    | -       |
| LSTM units       | -   | 128  | -       |
| Hidden dim.      | 100 | 100  | 100     |

The Stanford Sentiment Treebank (SST-2) [45] is a sentence-level sentiment analysis dataset. The movie reviews are given by professionals.

The IMDb reviews dataset [46] is a document-level sentiment analysis dataset containing 50,000 non-professional movie reviews, of which 25,000 are positive, and 25,000 are negative reviews.

We perform adversarial attacks on three neural networks, WordCNN [1], LSTM [47] and RoBERTa [48].
Table III. Adversarial detection performances of FGWS and TREATED, including the accuracy increased after adversarial detection (Increased acc.), the true positive rate and false positive rate (TPR, FPR) and F1.

| Dataset/Model | Attack   | Increased acc. | TPR(FPR) | F1      |
|---------------|----------|----------------|----------|---------|
|               |          | FGWS | TREATED | FGWS | TREATED | FGWS | TREATED |
| SST-2/LSTM    | PWWS     | +30.0 | +35.7   | -    | 62.2(20.49) | 63.9 | 68.1   |
|               | Genetic  | +29.2 | +33.5   | -    | 61.0(21.47) | 60.3 | 65.0   |
| IMDb/CNN      | PWWS     | +60.0 | +84.8   | -    | 91.9(0.05)  | 83.9 | 93.2   |
|               | Genetic  | +57.8 | +66.3   | -    | 90.5(0.14)  | 83.5 | 88.4   |

Both the datasets and networks are widely used in adversarial learning in NLP. Details can be found in Table. I and Table. II.

B. Experimental Results

We generate 1,000 adversarial examples for each model, dataset, and attack method as part of the detection set. The corresponding clean examples are used as the other part of the detection set. We report the increased accuracy of the model after adversarial detection and the true positive rate (TPR), false positive rate (FPR) and F1 of the detection method to make a comprehensive evaluation.

We make a detailed comparison with FGWS, the state-of-the-art detecting method. Table. III shows the overall defense performance on CNN and LSTM models. As can be seen, TREATED can restore the models to higher accuracy. The defense performance decline on the SST-2 dataset. But it still outperforms FGWS. Our method performs better in detection accuracy, improving the F1 score by up to 9.3% on the CNN model and IMDb dataset.

We report the results of defending against more attacks on the RoBERTa model in Table IV. TREATED performs well against attacks of different perturbation levels, such as word-level, char-level and multi-level. It can always increase the accuracy of the models by more than 40% in the face of various attacks.

Table IV. Defense performances on IMDb dataset and RoBERTa against more attacks.

| Attack           | Increased acc. | TPR(FPR) | F1 |
|------------------|----------------|----------|----|
| PWWS             | +64.7          | 69.4(14.47) | 75.5 |
| Genetic          | +40.0          | 71.4(35.71)  | 69.0 |
| DeepWordBug      | +40.4          | 58.6(16.11)  | 67.1 |
| TextBugger       | +45.0          | 49.9(12.65)  | 61.4 |

As can be seen in Table. V the accuracy of WordCNN and RoBERTa drop by 3.5% and 2.6%, respectively, which are almost negligible. It shows that TREATED can block adversarial attacks without affecting the original performance of the model.

Table V. Influence of TREATED on unperturbed data.

| Dataset/Model | Original acc. | Detecting acc. |
|---------------|---------------|----------------|
| IMDb/CNN      | 89.3          | 85.8           |
| IMDb/RoBERTa  | 90.9          | 88.3           |

B. Ablation Study

We construct \( \{F_i\} \) by decomposing the embedding layer of the victim model. In order to illustrate its effectiveness, we conduct thorough ablation studies. We use standard training models (STM) as reference models to detect adversarial examples.

Table. VI shows the detection performance of STM and TREATED. Under word- and char-level attacks, TREATED can increase the accuracy of victim models by more than 88%, which means that TREATED completely prevents adversarial attacks. On the most difficult multi-level to defend, treated increases the accuracy of the victim model by 77.4%. TREATED also maintains a TPR above 96%, an FPR below 6% and an F1 above 95%, indicating very few misjudgments.

Then we replace the reference models with STM. The defense performance significantly decreases, which fully illustrates the superiority of decomposition of the embedded layer.

In order to further verify the advantages of decomposition of the embedding layer, we report \( p \) and \( q \) under different conditions. As shown in table VII our method always has a higher \( p \) and a lower \( q \), verifying that our method will have a higher detection accuracy.

Then we replace the reference models with STM. The defense performance significantly decreases, which fully illustrates the superiority of decomposition of the embedded layer.

In order to further verify the advantages of decomposition of the embedding layer, we report \( p \) and \( q \) under different conditions. As shown in table VII our method always has a higher \( p \) and a lower \( q \), verifying that our method will have a higher detection accuracy.

VI. CONCLUSION AND FUTURE WORK

We propose TREATED, a universal adversarial detection method to defend against textual adversarial attacks with multiple perturbation levels through empirical and theoretical analysis. By decomposing the embedding layer, we construct a set of reference models that can make consistent predictions.
Besides, it is also promising to find other ways to construct pre-training model (e.g., RoBERTa) is one of our future works. Ablation studies illustrate the superiority of our embedding decomposition method. Further improving the defense performance on large-scale pre-training model (e.g., RoBERTa) is one of our future works. Besides, it is also promising to find other ways to construct \( \{ F_r \} \).
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