Introduction. — The newly revealed “high-temperature superconductivity (SC)”[1] in the “magic-angle” twisted bilayer-graphene (MA-TBG) has caught great research interests[2–9]. In such a system, the low energy electronic structure can be dramatically changed by the twist. It was shown that some low energy flat bands, which are well separated with other high energy bands, appear when the twist angle is around 1.1°. A correlated insulating state is observed when the flat bands are near half-filled[10]. Doping this correlated insulator leads to SC with highest critical temperature $T_c$ up to 1.7 K. This system looks similar to the cuprates in terms of phase diagram and the high ratio of $T_c$ over the Fermi-temperature $T_F$. In fact, it was argued that the insulating state was a Mott insulator, while the MA-TBG was an analogy of cuprate superconductor. Since the structure of the MA-TBG is in situ tunable, it was proposed that this system can serve as a good platform to study the pairing mechanism of the high-$T_c$ SC, the biggest challenge of condensed-matter physics.

However, the viewpoint that the SC in MA-TBG is induced by doping a Mott-insulator suffers from the following three inconsistencies with experimental results. Firstly, the so-called “Mott-gap” extrapolated from the temperature-dependent conductance is just about 0.31 meV[10], which is much lower than the band width of the low energy emergent flat bands ($\sim$10 meV). Such a tiny “Mott-gap” can hardly be consistent with the “Mott-physics”. Secondly, the behaviors upon doping into this insulating phase is different from those for doping a Mott-insulator, as analyzed in the following for the positive filling as an example. In the case of electron doping with respect to the half-filling, the system has small Fermi pocket with area proportional to doping, which is consistent with a doped Mott insulator[11]. However, in the hole doping case, slightly doping leads to a large Fermi surface (FS) with area proportional to the electron concentration of the whole bands instead of the hole concentration with respect to the half-filling[11][10]. Such behavior obviously conflicts with the “Mott-physics”. Thirdly, some samples which exhibit the so-called “Mott-insulating” behavior at high temperature become SC upon lowering the temperature[11]. Such a behavior is more like to be caused by the competing between SC and some other kind of orders, such as density waves, instead of “Mott physics”.

In this paper, we study the problem from weak coupling approach, wherein electrons on the FS acquire effective attractions through exchanging spin fluctuations, which leads to Cooper pairing. After analyzing the characteristics of the low energy emergent band structure, an effective $p_{x,y}$-orbital tight-binding model[6] on the emergent honeycomb lattice is adopted, but with the hopping integrals newly constructed via the Slater-Koster formulism[12]. The characteristics of the constructed band structure is qualitatively consistent with both the rigorous multi-band tight-binding results[13, 14] and experiments[1, 10]. Moreover the band degeneracy at high-symmetric points or lines is compatible with the corresponding irreducible representations[6]. Then after the Hubbard-Hund interaction turns on, we performed RPA based calculations to study the electron instabilities. Our results identify the correlated insulator near half-filling as FS-nesting induced noncoplanar chiral spin-density wave (SDW) ordered state, featuring quantum anomalous Hall effect. The phase diagram obtained in our approach is qualitatively consistent with experiments.

The model. — For the MA-TBG, the small twist angle between the two graphene layers causes Moire pattern which results in much enlarged unit cell, consequently thousands of energy bands are taken into account[13, 14], and the low-energy physics are dramatically changed[13–15]. Remarkably, four low energy nearly-flat bands with a total bandwidth of about 10 meV emerge which are well isolated from the high energy bands. Since both
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the correlated insulating and the superconducting phases emerge when these low energy bands are partially filled, it’s urgent to provide an effective model with relevant degrees of freedom to capture the low energy band structure.

By analyzing the degeneracy and representation of the flat bands at all three of the high symmetry points $\Gamma$, $K$ and $M$, a honeycomb lattice rather than the triangular one should be adopted to model the low-energy physics of MA-TBG. The emergent honeycomb lattice consists of two sublattices originating from different layers. Further symmetry analysis shows the related Wannier orbitals on each site belong to the $t_2g$ and $e_g$ orbitals, respectively. The Slater-Koster parameters $t_{\sigma/\pi}^{ij}$ (introduced in the caption of Fig. 1(a)) are tuned so that the renormalized Fermi velocity (which is about $\frac{1}{2}$ of that of monolayer graphene), as well as the total band width (about 10meV), are consistent with experiments. Note that due to the presence of NNN-hoppings, the band structure is particle-hole symmetric with the negative (n-) energy part flatter than the positive (p-) one, consistent with experiment. The density of state (DOS) shown in Fig. 1(c) suggests that the Dirac mass generation is important in understanding the quantum oscillation experiment, wherein 4-fold Landau level degeneracy (including spin-degeneracy) is observed near the charge neutrality. The model parameters $t_{\sigma/\pi}^{ij}$ are tuned so that the renormalized Fermi velocity (which is about $\frac{1}{2}$ of that of monolayer graphene), as well as the total band width (about 10meV), are consistent with experiments. Note that due to the presence of NNN-hoppings, the band structure is particle-hole symmetric with the negative (n-) energy part flatter than the positive (p-) one, consistent with experiment. The density of state (DOS) shown in Fig. 1(c) suggests that the Dirac mass generation is important in understanding the quantum oscillation experiment, wherein 4-fold Landau level degeneracy (including spin-degeneracy) is observed near the charge neutrality.

Therefore, we can construct the hopping integrals between the $p_x, p_y$-like orbitals on the honeycomb lattice via the Slater-Koster formulism, which reflects coexisting $\sigma/\pi$-bondings on each site. (b) Band structure and (c) DOS of MA-TBG. The red, black and green horizontal dashed lines in (c) label the filling $\delta$ of state (DOS) shown in Fig. 1(c) suggests that the Dirac mass generation is important in understanding the quantum oscillation experiment, wherein 4-fold Landau level degeneracy (including spin-degeneracy) is observed near the charge neutrality. The model parameters $t_{\sigma/\pi}^{ij}$ are tuned so that the renormalized Fermi velocity (which is about $\frac{1}{2}$ of that of monolayer graphene), as well as the total band width (about 10meV), are consistent with experiments. Note that due to the presence of NNN-hoppings, the band structure is particle-hole symmetric with the negative (n-) energy part flatter than the positive (p-) one, consistent with experiment. The density of state (DOS) shown in Fig. 1(c) suggests that the Dirac mass generation is important in understanding the quantum oscillation experiment, wherein 4-fold Landau level degeneracy (including spin-degeneracy) is observed near the charge neutrality.

Here $\mu, \nu = x, y$ represent the $p_x, p_y$ orbitals shown in Fig. 1(a), $i, j$ stand for the site and $\mu_c$ is the chemical potential determined by the filling $\delta = n/n_s - 1$ relative to charge neutrality. Here $n$ is the average electron number per unit cell, $n_s = 4$ is the $n$ for charge neutrality. The hopping integral $t_{ij,\nu,\sigma}$ can be obtained as

$$H_{tb} = \sum_{ij,\nu,\sigma} t_{ij,\nu,\sigma} c_{i\mu,\sigma}^\dagger c_{j\nu,\sigma} - \mu_c \sum_{ij,\sigma} c_{i\mu,\sigma}^\dagger c_{i\mu,\sigma}. \quad (1)$$

where $\theta_{\mu,ij}$ denotes the angle from the direction of $\mu$ to that of $\mathbf{r}_j - \mathbf{r}_i$. The Slater-Koster parameters $t_{\sigma/\pi}^{ij}$ represent the hopping integrals contributed by $\sigma/\pi$-bondings. More details about the band structure are introduced in Appendix I.

The evolution of the FS with filling near $\pm \frac{1}{2}$ is shown in Fig. 2. One finds that in both the n- and p- parts, a Lifshitz transition takes place at some critical fillings $\delta_V$, which changes the FS topology. At the Lifshitz transition point, there is VH singularity (VHS) at the three $M$-points, and the FS is nearly-perfect nested, as shown in Fig. 2(b) and (e), with the three marked nesting vectors $Q_\alpha$ ($\alpha = 1, 2, 3$) also near the three $M$-points. One finds that the situation of FS-nesting is asymmetric before and after the Lifshitz transition: before $\delta_V$, there are three FS patches with bad nesting; after $\delta_V$, two FS patches are left with the outer one well nested. This asymmetry on FS-nesting is closely related to the asymmetry in the phase diagram studied below. Note that the $|\delta_V|$ for the p- and n- parts are only approximately equal. As shown in Appendix I, these characteristics don’t obvi-
ousy change with model parameters in reasonable range and $\delta \nu$ is generally near $\pm \frac{1}{2}$.

It’s proposed here that the SC detected in the MA-TBG is driven not by electron-phonon coupling but by electron-electron interactions (See Appendix. II for the analysis). We adopt the following repulsive Hubbard-Hund model proposed in Ref.4.

$$H = H_{tb} + H_{int}$$

$$H_{int} = U \sum_{i} n_{i\uparrow} n_{i\downarrow} + V \sum_{i} n_{i\uparrow} n_{i\downarrow} + J_H \sum_{i} \left[ \sum_{\sigma \sigma'} c_{i\sigma}^{\dagger} c_{i\sigma'}^{\dagger} c_{i\sigma} c_{i\sigma'} + (c_{i\sigma}^{\dagger} e_{i\sigma}+h.c.) \right]$$

where $U = V + 2J_H$. We adopt $U = 1.5$ meV, $J_H = 0.1U$ below. Strictly speaking, the Hubbard-Hund interactions $H_{int}$ describing the atomic interactions do not apply here for our extended effective orbitals. However, as will be seen, the electron instabilities here are mainly determined by the VHS and the FS-nesting, and will not be strongly affected by the concrete formulism of the interactions, as long as it’s repulsive. Therefore, the model4 can be a good start point.

Electron instabilities and phase diagram. We adopt the standard multi-orbital RPA approach11–14 to study the electron instabilities of the system. We start from the normal-state susceptibilities in the particle-hole channel and consider its renormalization due to interactions up to the RPA level. Through exchanging spin or charge fluctuations represented by these susceptibilities, the electrons near the FS acquire effective attractions, which leads to pairing instability for arbitrarily weak interactions. However, when the repulsive interaction strength $U$ rises to some critical value $U_c$, the spin susceptibility diverges, which leads to SDW order. More details can be found in Appendix. II.

The bare susceptibility tensor is defined as,

$$\chi^{(0)}_{li_1l_2}(k,\tau) \equiv \frac{1}{N} \sum_{k_1,k_2} \langle T_c c_{i_1}^{\dagger}(k_1,\tau) c_{i_2}(k_1 + k,\tau) \times c_{i_2}^{\dagger}(k_2 + k,0) c_{i_1}(k_2,0) \rangle_0.$$

Here $\langle \cdots \rangle_0$ denotes the thermal average for the non-interacting system, and $l_{i}(i=1,2,3,4) = 1,2,3,4$ are the sublattice-orbital indices. Fourier transformed to the imaginary frequency space, the obtained $\chi^{(0)}_{li_1l_2}(k,\omega_n)$ can be taken as a matrix with $l_1l_2/3l_4$ to be the row/column indices. The largest eigenvalue $\chi(k)$ of the zero-frequency susceptibility matrix $\chi^{(0)}_{li_1l_2}(k,\omega_n = 0)$ as function of $k$ for $\delta \rightarrow \delta \nu = -0.425$ is shown in the whole Brillouin Zone in Fig. 3(a), and along the high-symmetry lines in Fig. 3(b).

Figure 3(a) and (b) show that the distribution of $\chi(k)$ for $\delta \rightarrow \delta \nu$ peaks near the three $M$-points in the Brillouin Zone, which originates from the FS-nesting shown in Fig. 2(b). In the thermal-dynamic limit, these peaks will diverge due to diverging DOS. Therefore arbitrarily weak interactions will induce density-wave type of instability. The RPA treatment shows that repulsive interactions suppress the charge susceptibility $\chi^{(c)}$ and enhance the spin susceptibility $\chi^{(s)}$(Appendix. II). Therefore, SDW order emerges for arbitrarily weak Hubbard interactions in our model at $\delta \nu$. We identify the correlated insulator observed by experiment10 to be the SDW insulator proposed here at $\delta \nu$, which is near $\pm \frac{1}{2}$.

![FIG. 3. Distribution of $\chi(k)$ for $\delta \rightarrow \delta \nu = -0.425$ (a) in the Brillouin Zone, and (b) along the high-symmetric lines. (c) The filling dependence of $U_c$, with the horizontal line representing $U = 1.5$ meV adopted in our calculations.](image-url)

Note that the competition among the three-fold degenerate FS-nesting vectors $Q_\alpha (\alpha = 1,2,3)$ will drive noncoplanar SDW order with spin chirality, featuring QAHE45–48. To clarify this point, let’s extrapolate the eigenvectors $\xi(Q_\alpha)$ corresponding to the largest eigenvalue of the susceptibility matrix $\chi^{(0)}(k,\omega_n = 0)$ for $k \rightarrow Q_\alpha$. Defining the magnetic order parameters $S_{\mu \nu} \equiv \langle c_{i\mu}^{\dagger} \sigma_{\alpha \beta} c_{i\nu} \rangle$, the divergence of $\chi(Q_\alpha)$ requires spontaneous generation of magnetic order with $S_{\mu \nu} \propto \xi_{\mu \nu}(Q_\alpha)^{2} R_{\alpha} n_{\alpha}$, with the global unit vector $n_{\alpha}$ pointing anywhere. Now we have three degenerate $Q_\alpha$, which perfectly fit into the three spatial dimensions: $S_{\mu \nu} \propto (\xi_{\mu \nu}(Q_1) e^{iQ_1.R} \xi_{\mu \nu}(Q_2) e^{iQ_2.R} \xi_{\mu \nu}(Q_3) e^{iQ_3.R})$. Such noncoplanar SDW order with spin chirality may lead to nontrivial topological Chern-number in the band structure, resulting in QAHE45–48.

When the filling is away from $\delta \nu$, SDW order only turns on when $U > U_c$, where the renormalized spin susceptibility tensor $\chi^{(s)}$ diverges. The filling-dependence of $U_c$ is shown in Fig. 3(c), where SDW order is only present within a narrow regime centering at the two $\delta \nu$. When $U < U_c$, through exchanging short-ranged spin and charge fluctuations between a Cooper pair, an effective pairing interaction vertex $V_{\sigma \delta}(k,k')$ will be developed, which leads to the following linearized gap equation near $T_c$(See Appendix. II):

$$-\frac{1}{(2\pi)^{2}} \sum_{\beta} \int_{FS} dk'_{F} \frac{V_{\sigma \delta}(k,k')}{v_{F}^{\beta}(k')} \Delta_{\beta}(k') = \lambda \Delta_{\alpha}(k).$$

Here $\beta$ labels the FS patch, $v_{F}^{\beta}(k')$ is the Fermi velocity, and $k'_{F}$ is the tangent component of $k'$. Eq.(5) becomes an eigenvalue problem after discretization, with the eigenvector $\Delta_{\alpha}(k)$ representing the gap form factor and the eigenvalue $\lambda$ determining corresponding $T_c$ through $T_c \propto e^{-1/\lambda}$. From symmetry analysis (See Appendix. III), each solved $\Delta_{\alpha}(k)$ is attributed to one
of the 5 irreducible representations of the $D_6$ point-group of our model (or $D_3$ point-group for real material with spin-SU(2) symmetry), which corresponds to $s$, $(p_x, p_y)$, $(d_{x^2-y^2}, d_{xy})$, $f_{x^3-3xy^2} + f_{y^3-3yx^2}$ wave pairings respectively. Note that only intra-band pairing is considered here.

The filling-dependence of the largest pairing eigenvalue for each pairing symmetry in the superconducting regimes is shown in Fig. 3(a), in together with the SDW regimes. Figure 3(a) can also be viewed as the phase diagram, which exhibits the following three remarkable features. Firstly, although SDW order induced by FS-nesting is present at $\delta_V$ for both p- and n-fillings, the SC order is only obvious on the n-part, because the bands in the n-part is flatter, which leads to higher DOS. Secondly, the SC order is strong near the SDW regime, as the spin-fluctuation there is strong. This feature makes the system look similar to the cuprates. Note that the unphysical divergence of $T_c$, just bordering the SDW regime is only an artifact of the RPA treatment, which can be eliminated through introducing self-consistent correction to the single-particle Green’s function, as done in the FLEX approach [10, 51]. Thirdly, the SC order on the left side of $\delta_V$ is stronger than that on its right side for the n-part. This asymmetry is due to the symmetry in FS-nesting: the FS in Fig. 2(c) (the left side of $\delta_V$) is better nested than that in Fig. 2(a) (the right side of $\delta_V$). All these features are well consistent with experiments.

From Fig. 3(a), the leading pairing symmetry near $\delta_V$ relevant to experiment is the degenerate $(d_{x^2-y^2}, d_{xy})$ doublets, with their gap form factors shown in Fig. 3(b) and (c). This singlet pairing symmetry is driven by the antiferromagnetic spin-fluctuations here. Physically, the key factors which determine the formation of d-wave SC are the VHS and the FS-nesting vectors on the outer FS here at $\delta_V$ is nearly the same as those of the single-layer graphene at quarter doping [56]. Then from the renormalization group (RG) analysis [56, 57], both systems should share the same pairing symmetry, i.e. the degenerate d-wave. Therefore, the d-wave SC here is mainly determined by the features of the FS, and depends little on the details of the repulsive interactions.

The degenerate $(d_{x^2-y^2}, d_{xy})$ doublets will further mix into fully-gapped $d_{x^2-y^2} \pm id_{xy}$ $(d+id)$ SC in the ground state to minimize the energy (See Appendix IV). This chiral pairing state breaks time-reversal-symmetry and is topologically nontrivial and thus can host pairs of Majorana zero modes within the vortex cores or on the boundary, which appeals for experimental verification.

**Discussion and Conclusion.** — Note that there are two FS patches at $\delta_V$ in our model, with only the outer one well nested, as shown in Fig. 2(b) and (c). Thus for weak $U$, the FS-nesting driven SDW order can only gap out the outer FS, leaving the inner pocket untouched. However, as argued in Ref. [1], the interaction strength in the MA-TBG is not weak in comparison with the bandwidth. Therefore, the SDW order might be strong enough to touch and gap out the inner pocket as well, leading to a tiny net gap on that pocket, which might be related to the so-called “Mott-gap” of 0.31 meV detected by experiment [10]. Moreover, this gap caused by noncoplanar SDW order will easily be closed by Zeeman-coupling to an applied external magnetic field [57], driving the metal-insulator transition detected by experiment [1].

The asymmetry on the situation of FS-nesting on different doping sides of $\delta_V$ shown in Fig. 2 might also be related to the asymmetry observed in quantum oscillation experiments [1]. As the FS for the side $|\delta| \gtrsim |\delta_V|$ is better nested than that for the other side, it’s possible for some range of $U$ that SDW order only emerges on that side, in which case a small pocket with the area proportional to $|\delta| - |\delta_V|$ only emerges on the side $|\delta| \gtrsim |\delta_V|$, consistent with quantum oscillation experiments [1].

We notice a peak in the DOS near the band bottom, as shown in Fig. 1(c). Careful investigation into the band structure reveals that the peak is caused by band flattening near the bottom. The FS there only includes two small pockets, and no VHS or FS-nesting can be found, as shown in Appendix I. In this region, ferromagnetic metal caused by Stoner criteria instead of SC might be developed.

In conclusion, our adopted effective $p_{x,y}$-orbital TB model on the emergent honeycomb lattice with the newly constructed hopping integrals well captures the main characteristics of real system. Remarkably, Lifshitz transitions take place at VH fillings near $\pm \frac{1}{3}$. The VHS and the FS-nesting with three-fold degenerate nesting vectors drive the system into noncoplanar chiral SDW order, featuring QAHE. Bordering the chiral SDW phase is $d+id$ chiral topological SC (TSC) driven by short-ranged antiferromagnetic fluctuations. The phase diagram of our model is similar with experiments. The MA-
TBG thus might provide the first realization of the intriguing $d + id$ chiral TSC proposed previously in graphene-related systems.
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the total Hamiltonian up to the next nearest neighbor hopping terms in the reciprocal space can be written as

$$H(k) = H_0 + H_1 + H_2,$$

where the three terms are the chemical potential, the nearest neighbor hopping and the next nearest neighbor hopping terms respectively.

$$H_0 = -\mu I_4,$$

$$H_1 = \begin{pmatrix} 
0 & 0 & h_{13} & h_{14} \\
0 & h_{23} & h_{24} & \dagger \\
0 & 0 & 0 & 0 \\
\dagger & 0 & \dagger & 0 
\end{pmatrix},$$

$$H_2 = \begin{pmatrix} 
h_{11} & h_{12} & 0 & 0 \\
h_{21} & h_{22} & 0 & 0 \\
h_{11} & h_{12} & \dagger & 0 \\
h_{21} & h_{22} & \dagger & \dagger 
\end{pmatrix}. $$

The above matrix elements are given as

$$h_{13} = \frac{1}{4}(t_\pi + 3t_\sigma)\left(e^{iL\left(\frac{k_x}{\sqrt{3}} - \frac{k_y}{2}\right)} + e^{iL\left(\frac{k_x}{\sqrt{3}} + \frac{k_y}{2}\right)}\right) + t_\pi e^{-iL\frac{k_y}{2}},$$

$$h_{14} = -\frac{\sqrt{3}}{4}(t_\pi - t_\sigma)(-1 + e^{iLk_x})e^{-\frac{i}{2}L(3k_x - \sqrt{3}k_y)},$$

$$h_{23} = h_{14},$$

$$h_{24} = \frac{1}{4}(3t_\pi + t_\sigma)\left(e^{iL\left(\frac{k_x}{\sqrt{3}} - \frac{k_y}{2}\right)} + e^{iL\left(\frac{k_x}{\sqrt{3}} + \frac{k_y}{2}\right)}\right) + t_\sigma e^{-iL\frac{k_y}{2}},$$

$$h_{11} = (3t_{\pi 2} + t_{\sigma 2})\cos\left(\frac{Lk_x}{2}\right)\cos\left(\frac{L\sqrt{3}k_y}{2}\right) + 2t_{\pi 2}\cos(Lk_x),$$

$$h_{12} = \sqrt{3}(t_{\pi 2} - t_{\sigma 2})\sin\left(\frac{Lk_x}{2}\right)\sin\left(\frac{L\sqrt{3}k_y}{2}\right),$$

$$h_{22} = (t_{\pi 2} + 3t_{\sigma 2})\cos\left(\frac{Lk_x}{2}\right)\cos\left(\frac{L\sqrt{3}k_y}{2}\right) + 2t_{\pi 2}\cos(Lk_x),$$

where $t_{\pi}, t_{\sigma}(t_{\pi 2}, t_{\sigma 2})$ are the (next) nearest hopping Slater-Koster parameters.

In addition to the Slater-Koster parameters used in the text, we also choose two other sets of parameters to address the robustness of FS nesting at the Van-Hove dopings, with one set of Slater-Koster parameters chosen as $t_{\pi}^{(1)} = 2$ meV, $t_{\pi}^{(1)} = t_{\pi}^{(1)}/1.56$, $t_{\pi}^{(2)} = t_{\pi}^{(1)}/10$, and $t_{\sigma}^{(2)} = t_{\sigma}^{(2)}/2$ in Fig. 5 (a)(b), and the other set chosen as $t_{\sigma}^{(1)} = 2$ meV, $t_{\pi}^{(1)} = t_{\pi}^{(1)}/2$, $t_{\sigma}^{(2)} = t_{\sigma}^{(2)}/7$, and $t_{\sigma}^{(2)} = t_{\sigma}^{(2)}/2$ in Fig. 5 (c)(d). All the three cases clearly show the nearly perfect...
FIG. 5. The FS nesting and the Lifshitz transition for the other two parameter sets. (a)(b) FS nesting and the Lifshitz transition at doping -0.43 and 0.43 for one set of parameters. (c)(d) FS nesting and the Lifshitz transition for the other set of parameters at doping -0.48 and 0.48. The central hexagons in every plot in black dashed line indicate the Brillouin zone. The three arrows $Q_{1,2,3}$ in (a) label the three FS nesting vectors, and are omitted in (b)-(d).

FIG. 6. The FS for the basin-like bandstructure with a quite flat base, which results in a remarkable peak in DOS (Fig.1 (c) in text) below the red dashed line. (a)(b)(c) Two electron pockets FS around the $\Gamma$ point in the first BZ are plotted with doping -0.81, -0.88 and -0.98, respectively.

FS-nesting, and thus demonstrating that the FS nesting is robust. Furthermore, the VH dopings for the three groups of parameters are all near $\pm \frac{1}{2}$. Note that due to the relationship $t^{(1)}_{\sigma}/t^{(1)}_{\pi} = t^{(2)}_{\sigma}/t^{(2)}_{\pi}$ adopted here, the absolute values of $\delta_V$ at the negative and positive doping parts are approximately equal. Such equivalence relation will be slightly changed if we do not adopt the relationship. It should be noticed that the peak in DOS (Fig.1 (c) in text) below the red dashed line come from the flat band bottom, where the FSs shown in Fig.6 only contain small pockets. No VHS or FS-nesting can be found there.

II. APPENDIX: THE MULTI-ORBITAL RPA APPROACH

It’s proposed here that the SC detected in the MA-TBG is not driven by electron-phonon coupling. The reason behind this point lies in that only acoustic phonon modes with wave length comparable or longer than the size of a unit cell in the Moire pattern can efficiently couple with our low energy effective orbitals through changing the
hopping integral shown in Eq.(2) in the main text. The Debye frequency of such phonon modes will be too low to support the "high \( T_c \) SC". The SC detected here is more likely to be driven by electron-electron interactions. We adopt the following repulsive Hubbard-Hund model listed in Eq.(3) in the main text,

\[
H = H_{tb} + H_{int}
\]

\[
H_{int} = U \sum_{i\mu} n_{i\mu \uparrow} n_{i\mu \downarrow} + V \sum_i n_{ix} n_{iy} + J_H \sum_{\sigma\sigma'} \left[ \sum_{ix\sigma} c_{ix\sigma}^\dagger c_{iy\sigma}^\dagger c_{ix\sigma'} c_{iy\sigma'} + (c_{ix\uparrow}^\dagger c_{ix\downarrow}^\dagger c_{iy\downarrow} c_{iy\uparrow} + h.c.) \right]
\]

where \( i \) is site index, \( \mu \) is orbital index, \( x \) and \( y \) denote orbitals \( p_x \) and \( p_y \), respectively, \( \sigma \) and \( \sigma' \) are spin indices.

Let’s define the following bare susceptibility for the non-interacting case \( (U = V = J_H = 0) \),

\[
\chi_{l_1, l_2}^{(0)}(l_3, l_4)(q, \tau) \equiv \frac{1}{N} \sum_{k_1, k_2} \left\langle T_c c_{l_1}^\dagger(k_1, \tau) c_{l_2}(k_1 + q, \tau) c_{l_3}^\dagger(k_2 + q, 0) c_{l_4}(k_2, 0) \right\rangle_0,
\]

where \( l_i = 1, 2, 3, 4 \) are sublattice-orbital indices. The explicit formalism of \( \chi^{(0)} \) in the momentum-frequency space is,

\[
\chi_{l_1, l_2}^{(0)}(l_3, l_4)(q, i\omega_n) = \frac{1}{N} \sum_{k, \alpha, \beta} \xi_1^\alpha(k) \xi_1^{\alpha, \ast}(k) \xi_2^\beta(k + q) \xi_3^{\beta, \ast}(k + q) \frac{n_F(\varepsilon_{k+q}^\beta) - n_F(\varepsilon_k^\alpha)}{i\omega_n + \varepsilon_k^\alpha - \varepsilon_{k+q}^\beta},
\]

where \( \alpha, \beta = 1, \ldots, 4 \) are band indices, \( \varepsilon_k^\alpha \) and \( \xi_1^\alpha(k) \) are the \( \alpha \)-th eigenvalue and eigenvector of the \( h(k) \) matrix respectively and \( n_F \) is the Fermi-Dirac distribution function.

FIG. 7. Feynman’s diagram for the renormalized susceptibilities in the RPA level.
When interactions turn on, we define the spin \((\chi^{(s)})\) and charge \((\chi^{(c)})\) susceptibility as follow,

\begin{align}
\chi^{(s)}_{l_1, l_2}(q, \tau) &= \frac{1}{2N} \sum_{k_1, k_2, \sigma_1, \sigma_2} \left< T_{r} C_{l_1, \sigma_1}^{\dagger}(k_1, \tau) C_{l_2, \sigma_1}(k_1 + q, \tau) C_{l_1, \sigma_2}^{\dagger}(k_2 + q, 0) C_{l_2, \sigma_2}(k_2, 0) \right>, \\
\chi^{(s)}_{l_3, l_4}(q, \tau) &= \frac{1}{2N} \sum_{\sigma_1, \sigma_2} \left< T_{r} C_{l_1, \sigma_1}^{\dagger}(k_1, \tau) C_{l_2, \sigma_1}(k_1 + q, \tau) C_{l_1, \sigma_2}^{\dagger}(k_2 + q, 0) C_{l_2, \sigma_2}(k_2, 0) \right>, \\
\chi^{(s)}_{l_3, l_4}(q, \tau) &= \frac{1}{N} \sum_{k_1, k_2} \left< T_{r} C_{l_1, \sigma_1}^{\dagger}(k_1, \tau) C_{l_2, \sigma_1}(k_1 + q, \tau) C_{l_1, \sigma_2}^{\dagger}(k_2 + q, 0) C_{l_2, \sigma_2}(k_2, 0) \right>. \\
\chi^{(s)}_{l_3, l_4}(q, \tau) &= \frac{1}{N} \sum_{k_1, k_2} \left< T_{r} C_{l_1, \sigma_1}^{\dagger}(k_1, \tau) C_{l_2, \sigma_1}(k_1 + q, \tau) C_{l_1, \sigma_2}^{\dagger}(k_2 + q, 0) C_{l_2, \sigma_2}(k_2, 0) \right>. \\
\end{align}

Note that in non-magnetic state we have \(\chi^{(s)} = \chi^{(s^-)} = \chi^{(s+)} \equiv \chi^{(s)}\), and when \(U = V = J_H = 0\) we have \(\chi^{(c)} = \chi^{(s)} = \chi^{(0)}\). In the RPA level, the renormalized spin/charge susceptibilities for the system are,

\begin{align}
\chi^{(s)}(q, i\nu) &= \left[ I - \chi^{(0)}(q, i\nu) U^{(s)} \right]^{-1} \chi^{(0)}(q, i\nu), \\
\chi^{(c)}(q, i\nu) &= \left[ I + \chi^{(0)}(q, i\nu) U^{(c)} \right]^{-1} \chi^{(0)}(q, i\nu),
\end{align}

where \(\chi^{(s,c)}(q, i\nu_n)\), \(\chi^{(0)}(q, i\nu_n)\) and \(U^{(s,c)}\) are operated as \(16 \times 16\) matrices (the upper or lower two indices in Eq.(14) are viewed as one number). Labelling sublattice-orbital \(\{p_1^x, p_1^y, p_2^x, p_2^y\}\) as \(\{1, 2, 3, 4\}\), the nonzero elements of the matrix \(U^{(s,c)}\) are listed as follows:

\begin{align}
U^{(s)}_{11} &= U^{(22)}_{22} = U^{(33)}_{33} = U^{(44)}_{44} = U, \\
U^{(s)}_{21} &= U^{(21)}_{21} = U^{(34)}_{34} = U^{(43)}_{43}, \\
U^{(s)}_{12} &= U^{(23)}_{23} = U^{(34)}_{34} = U^{(43)}_{43}. \\
U^{(c)}_{11} &= U^{(c)}_{22} = U^{(c)}_{33} = U^{(c)}_{44} = U, \\
U^{(c)}_{21} &= U^{(c)}_{21} = U^{(c)}_{34} = U^{(c)}_{43} = 2V - J_H, \\
U^{(c)}_{12} &= U^{(c)}_{12} = U^{(c)}_{43} = U^{(c)}_{43} = 2J_H - V.
\end{align}

The Feynman’s diagram of RPA is shown in Fig.[7] For repulsive Hubbard-interactions, the spin susceptibility is enhanced and the charge susceptibility is suppressed. Note that there is a critical interaction strength \(U_c\) which depends on the ratio \(J_H/U\). When \(U > U_c\), the denominator matrix \(I - \chi^{(0)}(q, i\nu) U^{(s)}\) in Eq.(15) will have zero eigenvalues for some \(q\) and the renormalized spin susceptibility diverges there, which invalidates the RPA treatment. This divergence of spin susceptibility for \(U > U_c\) implies magnetic order. When \(U < U_c\), the short-ranged spin or charge fluctuations would mediate Cooper pairing in the system.

Let’s consider a Cooper pair with momentum/orbital \((k', -k)\), which could be scattered to \((kp, -kq)\) by exchanging charge or spin fluctuations. In the RPA level, the effective interaction induced by this process is as follow,

\begin{equation}
V_{eff}^{RPA} = \frac{1}{N} \sum_{pqst, kk'} \Gamma^{pq}_{st}(k, k') c_{p}^{\dagger}(k) c_{q}^{\dagger}(-k) c_{s}(-k) c_{t}(k').
\end{equation}

We consider the three processes in Fig.[8] which contribute to the effective vertex \(\Gamma^{pq}_{st}(k, k')\), where \((a)\) represents the bare interaction vertex, \((b)\) and \((c)\) represent the two second order perturbation processes during which spin or charge fluctuations are exchanged between a Cooper pair. In the singlet channel, the effective vertex \(\Gamma^{pq}_{st}(k, k')\) is given as follow,

\begin{equation}
\Gamma^{pq}_{st}(k, k') = \left( \frac{U^{(c)} + 3U^{(s)}}{4} \right)_q p_t + \frac{1}{4} \left[ 3U^{(s)} \chi^{(s)}(k - k') U^{(s)} - U^{(c)} \chi^{(c)}(k - k') U^{(c)} \right]_q p_t + \frac{1}{4} \left[ 3U^{(s)} \chi^{(s)}(k + k') U^{(s)} - U^{(c)} \chi^{(c)}(k + k') U^{(c)} \right]_q p_s,
\end{equation}
Generally we neglect the frequency-dependence of $\Gamma$ and replace it by $\Gamma$. Notice that the vertex $\Gamma$ between a cooper pair and (a) the bare interaction vertex and (b) (c) the two second order perturbation processes during which spin or charge fluctuations are exchanged.

FIG. 8. The three processes which contribute the renormalized effective vertex considered in the RPA, with (a) the bare part of $\Gamma$ is adopted [1, 2].

This equation can be looked upon as an eigenvalue problem, where the normalized eigenvector $\Delta_{\alpha}(k)$ represents the relative gap function on the $\alpha$–th FS patches near $T_c$, and the eigenvalue $\lambda$ determines $T_c$ via $T_c = E_c e^{-1/\lambda}$, where the cut off energy $E_c$ is of order band-width. The leading pairing symmetry is determined by the largest eigenvalue $\lambda$ of Eq. (23).

### III. APPENDIX: CLASSIFICATION OF THE PAIRING SYMMETRY

Let’s start from the effective Hamiltonian obtained from exchanging spin fluctuations:

$$H = H_{tb} + \frac{1}{N} \sum_{k'k'\alpha\beta} V^{\alpha\beta}(k,k')c^{\dagger}_{\alpha}(k)c_{\beta}(k')$$

This normal state Hamiltonian should be invariant under the point group $G \equiv \{ \hat{P} \}$, where $\hat{P}$ is any operation in the point group. The action of $\hat{P}$ on any electron operator is

$$\hat{P}c_{\alpha}(k)\hat{P}^\dagger = c_{\alpha}(\hat{P}k).$$
TABLE I. Character table for point group $D_6$ and possible superconductivity pairing symmetry.

| $D_6$ | $E$ | $2C_3(z)$ | $2C_3'(z)$ | $C_2(z)$ | $3C_2^1$ | $3C_2$ | odd functions | even functions |
|-------|-----|-----------|------------|----------|----------|---------|---------------|---------------|
| $A_1$ | +1  | +1        | +1         | +1       | +1       | +1      | $(x^2 + y^2)$ s-wave |               |
| $A_2$ | +1  | +1        | +1         | +1       | -1       | -1      |               |               |
| $B_1$ | +1  | -1        | +1         | -1       | +1       | -1      | $(x^2 - 3y^2)$ f-wave |               |
| $B_2$ | +1  | -1        | +1         | -1       | -1       | +1      | $y(3x^2 - y^2)$ $f'$-wave |               |
| $E_1$ | +2  | +1        | -1         | -2       | 0        | 0       | $(x, y)$ p-wave |               |
| $E_2$ | +2  | -1        | -1         | +2       | 0        | 0       | $(x^2 - y^2, xy)$ d-wave |               |

TABLE II. Character table for point group $D_3$ in case with spin-$SU(2)$ symmetry and possible superconductivity pairing symmetry.

| $D_3$ | $E$ | $2C_3(z)$ | $3C_2'$ | odd functions | even functions |
|-------|-----|-----------|----------|---------------|---------------|
| $A_1$ | +1  | +1        | +1       | $(x^2 - 3y^2)$ f-wave | $(x^2 + y^2)$ s-wave |
| $A_2$ | +1  | +1        | -1       | $y(3x^2 - y^2)$ $f'$-wave |               |
| $E$   | +2  | -1        | 0        | $(x, y)$ p-wave | $(x^2 - y^2, xy)$ d-wave |

Note that the band index $\alpha$ will not be changed by symmetry operation. From the invariant of $H$ under the point group $G$, i.e. $\hat{PH}\hat{P}^\dagger = H$, we have

$$V^{\alpha\beta}(\hat{P}k, \hat{P}k') = V^{\alpha\beta}(k, k')$$

(26)

The linearized gap equation

$$-\frac{1}{(2\pi)^2} \iiint_{FS} dk' \frac{V^{\alpha\beta}(k, k')}{v_F(k')} \Delta_\beta(k') = \lambda \Delta_\alpha(k).$$

(27)

can be rewritten as

$$\frac{1}{(2\pi)^2} \iiint_{\Delta E} d^2k' V^{\alpha\beta}(k, k') \Delta_\beta(k') = -\lambda \Delta E \Delta_\alpha(k).$$

(28)

where the integral $\iiint$ is performed within a narrow energy window near the FS with the width of the window $\Delta E \rightarrow 0$. After discreteness in the lattice, Eq. (28) can be taken as an eigenvalue problem with $\lambda$ proportional to the eigenvalue and $\Delta_\alpha(k)$ proportional to the eigenvector.

From Eq. (28) and Eq. (26), we can find that each solved $\Delta_\alpha(k)$ belong to an irreducible representation of the point group. In Table I, we list all the irreducible representation and the basis functions of the $D_6$ point group of our model in two spatial dimensions, with the pairing symmetry of each basic function marked. There are 5 different pairing symmetries, i.e. s-wave, $(p_x, p_y)$ (degenerate p-wave), $(d_{x^2-y^2}, d_{xy})$ (degenerate d-wave), $f_{x(x^2-3y^2)}$ (f-wave), $f_{y(3x^2-y^2)}$ (f’-wave), each has definite parity, either even or odd.

The real material has the $D_3$ point group. In Table II, we list all its irreducible representation and its basis functions in two spatial dimensions. In general, the irreducible representation, and hence the classification of the pairing symmetry for $D_6$- and $D_3$- point-groups are different. For example, the s-wave and f-wave belong to different irreducible representations for $D_6$ point-group and thus they generally will not mix, but they belong to the same irreducible representations for $D_3$ point-group and thus will generally mix. However, in the presence with SU(2) spin symmetry (i.e. without SOC), the Pauli’s principle requires the gap function to be either odd or even according to whether the spin status is triplet or singlet. In this case, the odd function and even function in the same irreducible representation of $D_3$ can be distinguished through spin status and generally will not mix, and therefore the two point groups have the same pairing symmetry classification, i.e., $s, p, d, f, f'$. \[\text{IV. APPENDIX: THE } d + id \text{ SUPERCONDUCTING STATE}\]

Since the $d_{x^2-y^2}$ and $d_{xy}$ pairing states are degenerate, they would probably mix to lower the energy below the critical temperature $T_c$. If we consider the Hamiltonian with the interaction between the spin $\uparrow$ and $\downarrow$:

$$H = \sum_{k\alpha\sigma} \varepsilon_k c_{\alpha\sigma}(k) c_{\alpha\sigma}(k) + \frac{1}{N} \sum_{kk'\alpha\beta} V^{\alpha\beta}(k, k') c_{\alpha\uparrow}(k) c_{\alpha\downarrow}^\dagger(-k)c_{\beta\downarrow}(-k')c_{\beta\uparrow}(k')$$

(29)
the total mean-field energy
\[ E = \langle H \rangle = \sum_{k} \varepsilon_k \langle c_{\alpha \sigma}^\dagger(k)c_{\alpha \sigma}(k) \rangle + \frac{1}{N} \sum_{kk'\alpha\beta} V^{\alpha\beta}(k,k') \langle c_{\alpha \uparrow}(k)c_{\alpha \downarrow}^\dagger(-k) \rangle\langle c_{\beta \downarrow}(-k')c_{\beta \uparrow}(k') \rangle \]
\[ = \sum_k \varepsilon_k \left[ 1 - \frac{\varepsilon_k - \mu}{\sqrt{(\varepsilon_k - \mu)^2 + |\Delta_k^\alpha|^2}} \right] + \frac{1}{4N} \sum_{kk'\alpha\beta} V^{\alpha\beta}(k,k') \frac{(\Delta_k^\alpha)^*}{\sqrt{(\varepsilon_k - \mu)^2 + |\Delta_k^\alpha|^2}} \Delta_{k'}^\beta \sqrt{(\varepsilon_{k'} - \mu)^2 + |\Delta_{k'}^\beta|^2}, \] (30)
where the chemical potential \( \mu \) is determined by the constraint of the average electron number in the superconducting state. If we further set \( \Delta_k = \frac{1}{N} \sum_{k'} V^{\alpha\beta}(k,k') \langle c_{\beta \downarrow}(-k')c_{\beta \uparrow}(k') \rangle = K_1 d_{x^2-y^2}^\alpha(k) + (K_2 + iK_3) d_{xy}^\alpha(k) \), where \( d_{x^2-y^2}(k) \) and \( d_{xy}(k) \) denote the normalized gap functions of corresponding symmetries, the mixing coefficients \( K_1 \), \( K_2 \), and \( K_3 \) can be determined by the minimization of the total mean-field energy. Our energy minimization gives \( K_1 = \pm K_3 \) and \( K_2 = 0 \), which leads to the fully-gapped \( d_{x^2-y^2} \pm id_{xy} \) (abbreviated as \( d \pm id \)) pairing state. This mixture of the two \( d \)-wave pairings satisfies the requirement that the gap nodes should avoid the FS to lower the energy. Similarly, one can verify that the degenerate \( p_x \) and \( p_y \) pairing states will also mix into the fully-gapped \( p_x \pm ip_y \) (abbreviated as \( p \pm ip \)) pairing state to lower the energy below \( T_c \).
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