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ABSTRACT

Electronic health records (EHRs) are digitally saved health records that provide information about a person’s health. EHRs are generally shared among healthcare stakeholders, and thus are susceptible to power failures, data misuse, a lack of privacy, security, and an audit trail, among other problems. Blockchain, on the other hand, is a groundbreaking technology that provides a distributed and decentralized environment in which nodes in a list of networks can connect to each other without the need for a central authority. It has the potential to overcome the limits of EHR management and create a more secure, decentralized, and safer environment for exchanging EHR data. Further, blockchain is a distributed ledger on which data can be stored and shared in a cryptographically secure, validated, and mutually agreed-upon manner across all mining nodes. The blockchain stores data with a high level of integrity and robustness, and it cannot be altered. When smart contracts are used to make decisions and conduct analytics with machine-learning algorithms, the results may be trusted and unquestioned. However, Blockchain is not always indestructible and suffers from scalability and complexity issues that might render it inefficient. Combining AI and blockchain technology can handled some of the drawbacks of these two technical ecosystems effectively. AI algorithms rely on data or information to learn, analyze, and reach conclusions. The performance of AI algorithms is enhanced through the data obtained from a data repository or a reliable, secure, trustworthy, and credible platform. Researchers have identified three categories of blockchain-based potential solutions for the management of electronic health records: conceptual, prototype, and implemented. The purpose of this research work is to conduct a Systematic Literature Review (SLR) to identify and assess research articles that were either conceptual or implemented to manage EHRs using blockchain technology. The study conducts a comprehensive evaluation of the literature on blockchain technology and enhanced health record management systems utilizing artificial intelligence technologies. The study examined 189 research papers collected from various publication categories. The in-depth analysis focuses on the privacy, security, accessibility, and scalability of publications. The SLR has illustrated that blockchain technology has the potential to deliver decentralization, security, and privacy that are frequently lacking in traditional EHRs. Additionally, the outcomes of the extensive analysis inform future researchers about the type of blockchain to use in their research. Additionally, methods used in healthcare are summarized per application area while their pros and cons are highlighted. Finally, the emphasized taxonomy combines blockchain and artificial intelligence, which enables us to analyze possible blockchain and artificial intelligence applications in health records management systems. The article ends with a discussion on open issues for research and future directions.

INDEX TERMS Blockchain, artificial intelligence, healthcare, management, EHR.
I. INTRODUCTION

Medical and healthcare researchers emphasize the importance of their ability to collect and analyze multi-source data in order to identify potential community health hazards, provide case-specific therapies, and deliver focused medicine [1], which could promote informed clinical decision making and lead to improved patient care quality. This information can help to improve personal health information systems such as patient health records (PHR) and patient portals. Patients frequently do not have easy access to their historical data, while clinicians retain primary ownership.

Incorporating blockchain, AI, and other readily available technologies into a business’s DNA is the key to success [3]. To enhance medical research and attain patient-centricity, the industry needs to use technology to produce user- and customer-centric interfaces and data-driven decisions for creative ways to data processing and improved outcomes [2], [16]. For example, artificial intelligence (AI) could assist in identifying and prioritizing patients for drug monitoring and development, which is essential for regulated drug production and accelerated timeframes [3]. Using numerical drug design methodologies and AI, clinical trial data was evaluated for repurposing marketed pharmaceuticals, exploring the efficacy of medication formulations, and dose measurement [6]. Blockchain facilitates the development of a system that creates and manages content blocks known as ledgers, incorporating secure and automated data analysis. All health-related information will be recorded and analyzed securely, allowing physicians, healthcare providers, and payers to receive rapid updates. However, storing massive records on the blockchain, such as complete electronic medical records or genetic data records, would be expensive inefﬁcient due to the large computational resources required. This is a major drawback of blockchain technology, as it makes data queries within a blockchain difﬁcult. Implementing AI algorithms into the blockchain, however, can help overcome this drawback [6]. To comprehend health trends and patterns, artificial intelligence began to learn and reason like a clinician. It collects unstructured data from a variety of sources, including the patient, the radiologist, and the pictures. AI is also capable of conducting complex computational processes and evaluating enormous quantities of patient information fast. However, some doctors are still hesitant to use AI in healthcare, particularly in positions that may affect a patient’s health, due to the signiﬁcant capabilities that AI may bring, which have proved that it can execute numerous dynamic and cognitive processes faster than a person. The automobile sector has already demonstrated its capacity to utilize AI to produce autonomous automobiles. However, some businesses have already identiﬁed machine learning-based methods for detecting fraud and identifying ﬁnancial dangers and demonstrating AI’s maturity level [17].

The following section discusses the main terms and principles of intelligent technology in healthcare. We look at how intelligent technologies evolve and the security criteria for their implementation in the healthcare industry sector. In addition, the advent of modular IT systems has been observed since the implementation of healthcare provisions in the 1970s.

Healthcare 1.0 is the name given to this period. Because of a lack of funding, healthcare services were limited and not coordinated with digital systems during this period. On the other hand, bio-medical machines had not yet been built and did not integrate with networked electronic devices. Paper-based medications and reports were commonly used in healthcare institutions during this period, resulting in increased costs and time.

From 1991 to 2005, the Healthcare 2.0 period was observed. During this time, health and information technology were merged to form the foundations of today’s healthcare systems. This process saw the introduction of automated monitoring, which provided doctors with imaging systems for assessing patients’ health. Simultaneously, new user-enabled innovations in the healthcare sector started to evolve, coinciding with the advent of social media. Healthcare services began to build online communities to exchange information and expertise, store data on cloud servers, and provide mobile access to documentation and patient records, allowing both the provider and the patient to have constant access. During this time, critics shared their dissatisfaction with the misleading facts and the invasion of patients’ privacy. Healthcare systems used networked electronic health management practices combined with clinical imaging systems to help doctors get more reliable, accurate, and timely access to patient’s data.

Healthcare 3.0 debuted simultaneously as Web, allowing users to customize how patient healthcare records were distributed. User interfaces became simpler and more tailored, allowing for more customized and optimized experiences. Electronic Healthcare Records (EHRs) and wearable and implantable devices were also introduced, allowing for real-time, ubiquitous monitoring of patients’ healthcare. Similarly, EHR systems [7] emerged that incorporated stand-alone non-networked systems, such as social media networks, to store patient’s data.

Finally, the care period proliferated, inspired by the idea of Industry 4.0, in which Hi-tech and Hi-touch systems are implemented, using cloud computing, fog, and edge computing, big data analytics, AI, and machine learning to create blockchains that allow for real-time access to patient’s clinical data [8]. The fundamental goal of this period is to improve virtualization, allowing for real-time personalized healthcare. The emphasis is now on teamwork, coherence, and integration, using AI technology to make healthcare more predictive and personalized.

By considering the above scenario, this paper aims to identify the potentiality of AI-blockchain to manage EHRs and show the challenges and future scopes. This systematic review explores research that offers conceptual solutions, experimental results, prototypes, and blockchain implementations for managing EHRs.
The rest of the paper is outlined as follows. Section 2 shows the contribution of the paper, in addition, section 3 illustrates the motivation of AI-blockchain in EHR systems. Sections 4, 5 and 6 discuss the background of AI-Blockchain technologies and their applications in the healthcare system scope.

Research methodology, research questions, and discussion are detailed in Section 7. Then, the taxonomy of the AI blockchain is discussed next in section 8. Thoughts on open challenges and future work are presented in Section 9. Section 10 concludes the paper.

II. CONTRIBUTION
In this paper, the main contributions are summarized as follows:

1) A detailed discussion on the benefits of applying Blockchain to the problem of health record management.
2) An expanded discussion on the benefits of applying AI to the problem of health record management.
3) An updated discussion on privacy and security issues related to EHR management.
4) A taxonomy of proposed AI-Blockchain solutions to the problem of EHR.
5) A discussion on open challenges and future research directions to pave the way for an efficient and trusted AI-Blockchain EHR ecosystems that improves on current centralized models and enable a patient-centric data-sharing platform by giving the patients complete control over their data.

III. MOTIVATION
A. MOTIVATION FOR BLOCKCHAIN-BASED IMPLEMENTATION ON EHR SYSTEM
EHRs typically contain information like a patient’s medical history, personal statistics (such as age and weight), laboratory test results, and other information. As a result, these data must be kept secure and private. Furthermore, hospitals are subject to strict governmental scrutiny in some countries like the United States [13]. Deploying and implementing healthcare systems in practice also presents several problems. As previously mentioned, centralized server models are prone to single-point attack constraints and malevolent insider assaults. Users (for example, patients) who have their data outsourced or stored in these EHR systems lose ownership of their data. They have no means of knowing who is accessing it and for what purposes (i.e., violation of personal privacy). Such information may also be in danger of being leaked to another organization by malicious insiders; for example, an insurance company may reject coverage to a patient based on leaked medical records.

In the meantime, data exchange is becoming more important, especially as our society and population become more mobile. Shared data can improve medical service delivery, for example, by exploiting the interconnectedness between different healthcare organizations. It will be difficult to overcome the “Information and Resource Island” (information silo), for example, due to privacy concerns and restrictions. In addition, the information silo contributes to unnecessary data redundancy and bureaucracy.

In this situation, the United States Congress passed and signed the Health Insurance Portability and Accountability Act (HIPAA) in 1996 [190]. It established standards to protect the privacy and security of personal health information, as well as many programs to combat fraud and abuse in the healthcare system, including the following five rules:

- The rule of security. The security rule supplements privacy by limiting access to computer systems and preventing interception of communications via open networks.
- The rule of enforcement. For breaking HIPAA rules, there will be an investigation and fines.

ISO 27789 [9] is another typical audit trail for EHRs that keeps personal health information auditable across systems and domains. A secure audit record must be created every time an operation is triggered by a system that complies with ISO 27789. As a result, a collaborative and open data-sharing system is essential, as it simplifies auditing and post-incident inquiry or forensics in the event of alleged misbehavior (e.g., data leakage). Forensic scholars also do highlight this concept (forensic-by-design) [9], [10].

When the next generation of secure EHR systems has been generated, we should follow the next requirements based on the relevant standards listed above:

- Data accuracy and integrity: e.g., unauthorized data modification is not allowed and can be detected.
- Data security and privacy.
- Efficient data sharing mechanism [11].
- The patient control mechanism allows the patient control mechanism of EHRs (e.g., the patients will have control over their records and can get a notification if there is unauthorized access or loss of their data).
- Data auditing and accountability (e.g., forensic by design [9], [10].
- The decentralization of power. In contrast to the centralized approach, blockchain does not require a semi-trusted third party.
- Safety and security. The blockchain-based decentralized system is resistant to a single point of failure and insider attacks.
- The use of a pseudonym. Each node is assigned a pseudonymous public address to safeguard its true identity.
• Impermanence. Using the cryptographic hash function in one way, it will make the computationally hard to delete or change any records of any record of any block included in the chain.
• Independence. Patients have control over their data and can share it in a variety of ways thanks to the settings of special items in the smart contract
• Mechanism of motivation. Blockchain’s incentive structure can encourage competitive institutions to collaborate and share information to advance medical services and research.
• Transparency. Can track every operation in the blockchain because every previous transaction is recorded in the chain.

Based on the following explanation, blockchain technology can be used to achieve the previously mentioned requirements.

B. BENEFITS OF USING BLOCKCHAIN AN ARTIFICIAL INTELLIGENCE
The coronavirus epidemic can be dealt with in a variety of ways using blockchain and AI. There are many real-world applications for the blockchain that can be put to good use in the fight against the coronavirus outbreak. Blockchain could be used to monitor the spread of coronavirus infections around the world by installing blockchain network client software on users’ mobile devices. One of the most important aspects of blockchain is its ability to protect user privacy, allowing early identification of epidemics while prohibiting the publication of user information. It also helps with epidemic and treatment management by making vaccine trials more efficient and transparent, as well as keeping track of all fundraising activities and donations. When it comes to combating the Coronavirus, AI has a range of approaches to help. AI may be used to identify viruses and anticipate how they will spread by analyzing the accumulated knowledge of environmental factors [5], healthcare access, and the transmission method. By classifying coronavirus inside localized outbreaks of sickness, AI can help determine whether or not it is indeed there. Pneumonia, severe acute respiratory syndrome, and renal failure are all possible outcomes of coronary virus infections. For example, a genome-based neural network that has already been developed for personalized care can be very useful in managing these adverse events or symptoms caused by a coronavirus, particularly when virus impact is dependent on individual immunity and genome structure and no single treatment can effectively treat all symptoms at this time. AI may also be useful in speeding up the development of a new vaccination for novel coronaviruses [6]. As a final application of AI, it may be possible to develop an automated model or correlation between medical records and results. Clinical protocols for coronavirus-like outbreaks could benefit from these models’ quick identification of diagnostic and therapeutic options. A recent White House request to deploy AI to assist the US government in responding to the coronavirus pandemic [7] is based on these prospective advantages.

Disintermediation is defined as the absence of a centralized authority that collects, processes, and validates data & models designed and shared. It enables a reduction in the time, error, and cost of process performance aimed at building and updating a predictive model that supports clinical practice and risk management. Transactions certified by the blockchain, and the data included within them are irreversible, in the sense that they cannot be changed or erased, ensuring their legitimacy while also strengthening the security of the system in which the activities take place [9]. Furthermore, the cryptographic system, the immutability of the data communicated across the network, and the lack of a centralized authority foster greater trust in the system, as the need to maintain this confidence among the parties involved in the process fades [10].

C. THE HEALTHCARE SYSTEMS’ SHORTCOMINGS
In the wake of the COVID-19 pandemic, current healthcare systems have come under scrutiny. Currently some existing healthcare systems may be overburdened by the COVID-19 outbreak. As of right now, there is no trustworthy data monitoring system in place [18] to give key healthcare organizations the information they require about potential epidemics in real-time. In fact, most of the current coronavirus information comes from separate sources such as the public, hospitals, clinical labs with a large amount of inaccurate data without being monitored thoroughly. The use of unreliable information makes it challenging for potential outbreak identification and quarantine. Another limitation is the current time-consuming and in-accuracy coronavirus detection procedure that often takes several hours to complete the virus tests. This is unacceptable in light of the rapid spread of the coronavirus. It is critical to learn how to swiftly and accurately identify coronaviruses. Coronavirus data processing utilizing human-dependent medicinal software is exceedingly tough, especially when dealing with complex patterns and enormous volumes. Blockchain technology offers promising security solutions to aid in the fight against pandemics. Indeed, the blockchain creates immutable transaction ledgers for medical data sharing systems. More importantly, the combination of blockchain and smart contract technology eliminates the need for central servers to ensure fairness among transaction parties. Traceability and decentralization are two key characteristics of blockchain that are not found in other traditional security techniques. Furthermore, blockchain can provide reliable data analytics. Data collection is an important step in disease analytics. How to ensure the reliability of collected data during data collection is important for ensuring the high quality of disease data analytics [66]. The use of incorrect data or untrustworthy database sources can lead to biased analytical results, which can have fatal consequences, such as incorrect diagnosis. Furthermore, in an emergency epidemic situation, many sources of contagious disease data are collected without protection from hospitals, the public, or the media, which can result in data modifications. These
issues would undoubtedly affect the accuracy of the collected data, reducing the reliability of the analysis process. Because of its security, blockchain is in high demand in such contexts to ensure the reliability of collected data. Due to consensus mechanisms, blockchain also ensures the correct ordering of data records from data sources to destinations (e.g., hospitals or clinical labs), ensuring the high quality of data collection. These blockchain features would ensure accurate data collection and thus reliable disease analysis.

As the last point, there are privacy issues over the mass monitoring of the population to monitor the coronavirus. Healthcare organizations can monitor individuals’ cell phones without a court order to prevent the spread of the COVID-19 coronavirus, for example [4]. However, human rights and privacy advocates have objected to the plan since it might potentially disclose citizens’ private information, which could lead to major civil liberties abuses. To combat the spread of the coronavirus, real-time monitoring systems that protect user privacy are needed. As privacy become more of a concern, secret blockchain networks, that uses Privacy by Blockchain Design (PbBD) technologies to customize the level of privacy, are now gaining attention.

IV. BACKGROUND OF BLOCKCHAIN IN HEALTH RECORDS MANAGEMENT SYSTEM

We briefly outline blockchain technology to assist readers in comprehending the remainder of the article. In the following subsections, we will cover the fundamental structure of blockchain technology to facilitate better grasping of the survey and the notion of blockchain.

A. BLOCKCHAIN

A blockchain may be thought of as a decentralized public ledger that is accessible to all peers in a network where all committed, valid, and completed transactions are stored in a list or chain of blocks. The chain grows as new blocks are appended to it continuously. Blockchain technology employs a combination of two technologies: asymmetric cryptography and P2P distributed consensus to guarantee ledger consistency and user security. Hence, these time stamped blocks are linked together by a cryptographic hash [11]. Typically, each block contains transaction records that have been verified by peers, often known as miners. The chain is continually lengthened, with each new block being added to the end. Each new block, on the other hand, contains a reference to the preceding block’s header, which is essentially a cryptographic hash (e.g., SHA-256). the creation of each block has been with pseudonymity, transparency, and immutability [12], [13].

A block is made up of the block header and the block body, defined below, as seen in Figure 1.

- Version: the cryptocurrency version number that indicates which set of block validation rules should be followed.
- Previous block hash: the hash value of the block before it.
- Time stamp: the current block’s creation time is the timestamp.
- Nonce: to solve a PoW problem, miners alter a four-byte random field each time they hash the code.
- Hash target: new block’s hash value must fall within a certain range before it is considered valid. Target hash is used in determining the difficulty of the input and can be adjusted in order to ensure that blocks are processed efficiently.
- Merkle Root: transactions in the block’s body generate the Merkle tree root’s hash value.

Transactions regularly are included in the block’s body. Each leaf node of the Merkle tree represents a transaction, and every nonleafy node represents the hash value of the two concatenated child nodes that make up the leaf node. To validate the presence and integrity of a transaction, every node only needs to check the hash value of the two concatenated child nodes that make up the leaf node rather than the entire Merkle tree. There will be a new hash value generated in the top layer for any changes made to a transaction, which will result in one root hash. In addition to the block size, the
maximum number of transactions per block is determined by the size of each transaction. Once the hash function is used, all blocks will be linked. Because data that has been validated cannot be modified or deleted in the blockchain, as new data comes in, it will be added to the linked blocks. Every change to the block will result in a new hash value (a new block) and a new link relationship based on this state. Immutability and security are fundamental features of blockchain technology.

1) DIGITAL SIGNATURE
For transaction authentication in an untrustworthy environment, asymmetric cryptography is often utilized [11]. To send and verify the legitimacy of transactions, asymmetric cryptography is a key component of the Blockchain. In a P2P network, transactions are signed with the transaction initiator’s private key before they are received. Most current blockchains use the elliptic curve digital signature technique (ECDSA) [15].

When a transaction is requested or initiated, a block representing that transaction is generated and broadcasted to all adjacent nodes via the peer-to-peer (P2P) network, in which peers have equal privileges. This block will be received by other nodes. The sender’s public key is used to validate the legitimacy of the received block using specified block validation rules. If the block is genuine, it will be transmitted to other nodes until they have all verified it. If not, it will be discarded during the procedure. Only valid blocks can be added and stored in the blockchain network.

Figure 2 illustrates the process using coins, where Bob receives from Alice a specific number of coins. She initiates a transaction using her private key, which is then confirmed by the network. Anyone with access to Alice’s public key can easily verify the transaction. In the second step, the P2P network disseminates the transaction to other nodes. In the third step, the transaction is verified by each node according to predetermined rules. Each validated transaction will be grouped chronologically and added to a new block in step 4 after the miner solves the problem. Then, each node will update and back up the new block.

B. ALGORITHMS FOR BUILDING CONSENSUS
There is no one point of authority in the blockchain network. As a result, a fundamental issue is the Byzantine Generals Problem [14], a variant of which was created in the context of distributed networks in 1982. A gang of Byzantine generals is surrounding the city, and they have little chance to win the fight unless they all attack at the same time, the Byzantine Generals claims. There is a question as to whether or not there will be any traitors in a dispersed context. So they must make a choice: attack or retreat. It is the same challenge for the blockchain network.

To obtain a consensus protocol among all the distributed nodes before a new block can be attached to the blockchain, different protocols have been developed [15].
- PoW (Proof of Work): PoW is the name of Bitcoin’s consensus algorithm (Proof of Work). Before receiving any rewards, a miner node with a certain level of computing (hashing) power must perform laborious task of mining to prove that he is not malicious [99], [100]. To find an eligible nonce value that is smaller than (or equal to) the target hash value, the node must continually perform hash calculations. It is difficult to generate a nonce, yet it is trivial for other nodes to check its validity. The task is costly as a result of the numerous computations required (computational resources).
- PoS (Proof of Stake): PoS uses less power. It is widely believed that nodes with the highest stakes (such as cash) are less likely to attack the network [105]. It’s unfair to decide based on account balance because the wealthiest node is more likely to take over the network, making it a centralized one.
- Delegated Proof of Stake (DPoS) Similar to PoS, DPoS can also be used. The key distinction between DPoS and PoS is that the DPoS is democratically representative [192], whereas the PoS selection is based on all nodes. Stakeholders can elect delegates to decide who generates and validates new
blocks. The fewer nodes that validate a block, the faster the transactions are confirmed by other nodes. In addition, dishonest representatives could be easily removed from office, making network maintenance simpler.

- **Proof of Authority (PoA)** is an efficient algorithm for achieving consensus [105]. Nodes with the ability to build new blocks are permitted. Each node must first undergo a pre-authentication process. On the other hand, this method produces a design that is centered by nature.

- **Proof of Capacity (PoC)** is a consensus mechanism that achieves consensus by utilizing available hard disc space rather than computational resources [107]. With additional storage capacity, you may store more solutions, increasing the likelihood that a new block will be generated.

Rather than depending on a single consensus algorithm, an increasing trend is to combine many consensus algorithms to improve performance in a variety of applications.

### C. SMART CONTRACT

Smart contracts are self-executing programs that are implemented on the blockchain. They have been employed in a variety of areas, including finance, healthcare, and government.

Such a system can achieve complex programmable functionality by delivering a contract-invoking transaction to the appropriate contract address. The smart contract will execute the secure container’s predefined terms automatically. Ethereum is the first open-source blockchain platform that includes Turing-complete smart contract languages, enabling developers to create any decentralized application (Dapps) they desire. Dapps are programs developed on the blockchain, also known as decentralized applications, that allow communication between patients and doctors to take place without the need for a third-party intermediary other than the Ethereum network. This will allow patients to have greater control over their records [137].

### V. BLOCKCHAIN APPLICATIONS IN HEALTH RECORDS SYSTEM

#### A. DATA MANAGEMENT IN ELECTRONIC MEDICAL RECORDS

Pilot programs around the world have begun to study the application of blockchain technology in hospitals, and some of these projects are now underway. After developing and launching a blockchain-based pilot platform in the United States last year, Booz Allen Hamilton Consulting was tasked with advising the Food and Drug Administration’s Office of Translational Sciences on how to apply the technology in healthcare data management (Figure 3). The pilot project, which is presently being implemented at four large hospitals and which makes use of Ethereum to regulate data access via virtual private networks, is being run by the Ethereum Foundation. As a result of its use of IPFS, the project can employ encryption and decrease data replication by utilizing off-chain cloud components and cryptographic techniques to facilitate user sharing [19].

#### B. BLOCKCHAIN AND DATA PROTECTION IN HEALTHCARE

A connection exists between blockchain technology, and the General Data Protection Regulation (GDPR) implemented in the European Union. GDPR, on the other hand, places a high value on the inclusion of blockchain technology
when the data can be portable, for data traceability, legal access auditing). Based on the information previously provided, a variety of issues can be experienced (the actual control may be weakened when the technical implementation of the smart contract over data). Dynamic consent management [20] is one such solution, which is completely compatible with the GDPR consent clause. Aside from the “private blockchains,” Enterprise Blockchain are thought to be particularly well-suited for complying with GDPR directives because transactions involving digital records of stored information can be changed and deleted by private individuals or authorities who own and manage the network, using a specific type of consensus algorithm [21]. These private blockchains are operated by a single corporation or organization, and access to them is restricted to individuals, usually companies, who meet specific pre-determined credentials or restrictions [22].

The way a firm handles its private web apps will be comparable to the way it handles its public web applications.

Government departments, proprietors of public health data, and healthcare reimbursement corporations are all examples of use cases that might be addressed by their technology. Specifically, these private blockchains are expected to have the most significant impact on the future of healthcare policy and management. Additionally, the European Commission’s Research & Innovation Program IMI (Innovative Medicine Initiative) Pilot project “Blockchain-Enabled Healthcare,” headed by Novartis, is looking into the possibilities of blockchains. It hopes to capitalize on established standards like Ethereum while simultaneously developing supplementary standards as needed. The emphasis is on those who can facilitate programs that would directly benefit patients [23].

C. PERSONAL HEALTH RECORD (PHR) DATA MANAGEMENT ON THE BLOCKCHAIN

Personal health records (PHR) have lately begun to be built utilizing data from sensors, which can be wearable or medical Internet of Things devices. A variety of stakeholders, including patients, doctors, pharmaceutical specialists, and payers will benefit from real-time AI-powered healthcare analytics [24], [25]. A key data source for blockchain service providers is the complete PHR service trajectory, which is becoming increasingly important. (See Figure 4).

Blockchain technology is also a feasible solution for managing personal electronic health records. Patients may be reimbursed with tokens for providing health data with physicians and research collaborators through the use of so-called “smart contracts,” which are electronic contracts that exchange data between parties. Using blockchains to tokenize data, Health Wizz, for example, is experimenting with a blockchain- and Fast Healthcare Interoperability Resources (FHIR)-enabled EHR aggregator mobile app that will allow patient groups to aggregate and organize their medical records in a safe manner, as well as exchange, donate and/or swap their medical records [24]. To facilitate improved coordination between healthcare institutions and caregivers for a higher level of care, the goal is to make it as simple as managing online bank accounts to manage one’s health information.

In the context of an EHR blockchain business [24], medical chain allows a variety of healthcare agents to apply for and obtain authorization to view and communicate with patients’ medical records. These agents include physicians, hospitals, laboratories, pharmacies, and insurers. In the medical chain’s distributed ledger, each interaction is recorded as a transaction, and the ledger is auditable, open, and stable at all times.

VI. OVERVIEW OF ARTIFICIAL INTELLIGENCE IN HEALTH RECORDS MANAGEMENT SYSTEM

AI systems in health care are often built upon supervised or unsupervised methods. In supervised learning, labeled data with regard to output or reaction of interest is used to train machines to predict these classifications using a set of predictors or inputs [26]. The unsupervised method, on the
contrary, does not use labeled data nor does it anticipate a result or reaction. Instead, it finds patterns and correlations in the data to classify variables or observations into related categories [26]. The majority of existing machine learning structures in the health care industry, some of which build electronic phenotyping algorithms, employ supervised learning methods [27]. In this part, we provide a quick review of a few machine learning approaches widely utilized to categorize clinical results from electronic health records, including random forests and support vector machines, as well as supervised and unsupervised models for deep learning and neural networks [27], [28], [29].

Support vector machines determine the optimum disconnected hyperplane in the covariate space between observations of different outcome groups for the identification of variables [27]. The best hyperplane is defined as the one with the greatest margin or distance separation from the closest observation to either of its sides from distinct outcome groups, which essentially is referred to as 'support vectors' [20]. On the other hand, random forests are regulation-based batch classifiers that identify inputs by averaging estimates through a group of decision trees models [23].

Every tree in the random forest classifier would be trained with a sample of bootstrap data points, with the sample split at each node on the most descriptive among a randomized subset of the potential predictors [27]. In recent years, deep learning models, as well as neural networks have grown in popularity, particularly for their application in diagnostic imaging and forecasting activities [27]. When they are used for the supervised learning approach, the models may be regarded as progressively complicated extensions of the classic regression paradigm [27]. A conventional logistic regression model consists of an output and input layer, with a node in the input layer for every parameter and a collection of relation weights linking the input nodes to the coefficients or the output node. To generate the final output of the model, the output node undertakes the total from each parameter multiplied by the matching relation weight, which is known as input nodes’ weighted sum, and runs it through the activation function, or the logistic function in this example. Neural networks extend this structure by including a concealed layer between the output and input layers, in which the nodes would allow the neural network to simulate more complicated and non-linear relationships between the response and predictor factors [26].

Following that, deep learning models improve this approach by incorporating several hidden layers between the output and input layers to detect even more subtleties in the data [29].

All of these algorithms are designed in such a way that they can autonomously simulate sophisticated interactions and relationships in datapoints with priori constraints from the investigator and with little assumptions. These algorithms, however, can be harder to decipher, are prone to overfitting, and frequently need a large quantity of training data to provide appropriate results [31]. To both justify and optimize the application of machine learning for the categorization of health responses from EHR data, researchers ought to consider when these techniques are most appropriate and for which tasks, they should be employed [30].

A. THE CHALLENGES OF USING AI IN HEALTH RECORDS SYSTEM

In this section, we discuss the issues surrounding the use of AI for health record systems such as the portability and transparency of these algorithms, as well as the requirement of the training sizes necessary for satisfactory productivity.

1) TRANSPARENCY

The issue of inadequate transparency related to elaborate algorithms of machine learning such as deep learning creates hurdles to their application in phenotyping tasks, especially when the stakes are significant and end-user confidence is essential. Clinicians, for example, would prefer the algorithms to supplement or enhance their expertise as opposed to merely dictating their decision-making process [140]. Regulatory authorities, on the other hand, require algorithms to be decipherable for transparency reasons because their classification system may have substantial legal or financial ramifications [32]. As a result, improving the interpretability of such “black box” models is crucial.

The results from previous research that employed a recently established approach in interpreting deep learning model predictions were outstanding [32], [33]. Researchers in [32] applied a modified variant of saliency, which is dubbed ‘saliency’ [34], to classify the most appropriate terms from clinical material and were subsequently utilized for prediction purposes by convolutional neural networks. Based on the authors, clinicians would assess these terminologies as more descriptive and applicable to the desired trait than the most crucial characteristics determined using a more standard definition of extraction-based NLP method. [33] created heatmaps by using mappings of class activation in agreement with radiologists’ assessments, representing the most significant portions of chest X-ray images applied by their deep neural network for the prediction of chest diseases [35]. Such initiatives to improve the transparency and interpretability of complicated machine learning models strengthen the trust and confidence of physicians and other end users in these technologies, hence encouraging the number of uses.

2) TRANSPORTABILITY

Due to privacy concerns and administrative constraints, a lot of electronic phenotyping research was conducted in a single-site environment [36], [37], [38]. It was worth noting that there is a rising interest in exchanging the algorithms among researchers and healthcare bodies to improve their versatility, provided ample time and resources for the development of phenotyping algorithms were given [39]. Initiatives such as the Phenotype Knowledgebase (PheKB), an online platform meant to help researchers build, share, and validate electronic phenotyping algorithms, demonstrate that progress is being
made in this area [39]. However, few phenotyping algorithms also have been customized for applications in various settings, especially those involving machine learning [15]. To build scalable phenotyping algorithms, they should be externally verified to determine their portability, and then modified, if needed, to account for idiosyncrasies of site-specific. This “validation-adaptation” strategy is especially useful for phenotyping algorithms that use NLP systems even though it could be extremely laborious and work-intensive [38]. Since these versatile methods are vulnerable to overfitting, it is especially essential to validate phenotyping algorithms that implement machine learning externally before implementing them in different settings [40]. If additional fine-tuning is required, for example, to model relationships differently or to detect new acronyms in clinical documentation, machine learning algorithms may take up less human work to be retrained than manually-engineered algorithms. In another instance, deep learning NLP systems would seldomly utilize manually supplied feedback and maybe quickly retrained to new datasets [32]. Deep learning models that are usually employed to classify health responses from imaging procedures might theoretically be considerably more portable than those utilized for NLP tasks because of the smaller degree of between-site heterogeneity in medical images compared to clinical narratives.

3) TRAINING SIZE
To achieve optimal efficiency, machine learning algorithms, particularly deep learning frameworks, would necessitate a significant quantity of labeled training data [41]. In this regard, [33] used the CheXNet algorithm and was trained on over 100,000 labeled images, which subsequently produced expert-level results. Many researchers, on the other hand, do not have such privilege given due to the limitation in time or resources for data annotation [41], or probably due to the constraint in the number of cases or rare health ramifications in the EHR system. In addition, as previously mentioned, pooling labeled data across different locations may not be a viable option owing to privacy concerns and administrative hurdles [37]. However, innovative solutions such as image data enhancement and active learning by successively picking the most insightful instances for training can assist in minimizing the portion of training data required to obtain satisfactory performance [42], [43]. In [41], for example, the annotated samples required to obtain an AUC of 0.95 was lowered by 68% when active learning was paired with support vector machines to create an electronic phenotyping approach for rheumatoid arthritis.

B. AI ALGORITHM IN HEALTHCARE SYSTEMS
This article brings machine learning and data mining together for a joint discussion because both disciplines are based on data science and frequently cross [44]. However, there are a few fundamental differences between data mining and machine learning. The study of methods that can extract information automatically is known as machine learning [44]. Forecasting future events requires two sets of data (training data and test data). On the other hand, data mining is an iterative process of uncovering various types of novel and useful patterns in data.

Data mining can employ machine learning, but it can also use other techniques besides or in addition to machine learning to identify new patterns. Machine learning and data mining technologies are employed mainly in the healthcare industry to extract knowledge from vast amounts of electronic health data. Machine learning and data mining approaches were included in the analysis in [45] because they use similar mechanisms for disease prediction and are frequently discussed together in the literature.

1) SUPERVISED ALGORITHM
a: ARTIFICIAL NEURAL NETWORK (ANN)
Artificial neural networks (ANNs) were first proposed by McCulloch and Pitts [46] and popularized in the 1980s by [47]. They can handle a range of categorization issues. The word “neutral” in their name implies brain-inspired systems designed to mimic how human brains learn categories. ANNs were created to mimic the way the human brain works, in which a vast number of neurons are coupled to one another via many axon junctions. Neuron connections can be strengthened or decreased by reinforcing labeled training data, just as they can be in biological learning. A weighted matrix can be used to represent these neuronal connections. This matrix is referred to as a layer, similar to the cortical layers in the brain. The training data used in ANNs serves as a form of ‘biological learning’ for people. In an ANN framework, there can be one or more hidden layers in addition to the input and output layers. ANNs are taught to generate an output from a set of input variables.

Several ANN research focused on the survival prediction problem were found in the literature. However, a few research relying on electronic health data were found.

Deep learning is a subfield of machine learning that deals with ANN-inspired algorithms [48]. These algorithms have been utilized to model illness symptoms and hazards in recent years. Liu et al. [49] created a deep learning-based technique for early identification of Alzheimer’s disease and mild cognitive impairment in 2014. Neuroimaging data from the Alzheimer’s Disease Neuroimaging Initiative database was used.

To get around the bottleneck, they used stacked auto-encoders. Cheng et al. [50] suggested a method for phenotyping patient electronic health records (EHRs) using deep learning. Each patient’s EHR was initially represented as a temporal matrix, with time on one axis and events on the other. The researchers built a four-layer convolution neural network (CNN) to extract phenotypes and forecast risk. [51] recently presented Heterogeneous Convolution Neural Network (HCNN), a new predictive learning model representing EHRs as graphs with heterogeneous properties such as diagnosis, procedures, and medicines. They used this information
to create a new risk prediction model for numerous comorbid conditions.

b: SUPPORT VECTOR MACHINE (SVM)
SVM is a popular supervised learning approach for classifying linear and non-linear data. SVMs transform the input vector into a higher-dimensional feature space and find the hyperplane that divides the data points into two groups. An SVM may perform classification tasks by increasing the marginal distance between two classes while reducing classification errors. The marginal distance between the decision hyperplane and its nearest instance, which is a member of that class, is the marginal distance for that class [52]. In more technical terms, each data point is first plotted as a point in an n-dimensional space (where n is the number of features), with the value of each part being the coordinate value. We must first locate the hyperplane which separates the two classes by the most significant margin to complete the classification. It has been used for categorization in bioinformatics and healthcare [52].

c: DECISION TREE RANDOM FOREST
A decision tree (DT) is a sophisticated and deterministic data structure that looks like a tree, with internal nodes representing input variables or attributes and leaves representing decision outcomes. All nodes and their accompanying leaves are used to create a plan to attain a categorization goal. The leaves of a DT tree are on the last level of the relevant branch, and the nodes can be organized in more than one level. The root node is the tree’s first node. It’s similar to a flowchart in which each non-leaf symbolizes a test on a single property, each branch denotes the test’s outcome, and each leaf indicates the class label. Many academics in the healthcare sector use decision trees extensively. For example, a decision tree-based prognostic approach was suggested to quantify disease recurrence and predict survival in breast cancer patients [52]. The model was developed for predicting breast cancer survival using two machine learning techniques (ANN and decision tree) and one statistical approach (logistic regression). They used the SEER breast cancer database, regarded as one of the few population-based data repositories for evaluating cancer care quality.

Random forest [52] is an ensemble classifier made up of many decision trees. Individual trees represent the output of the classes. Among the machine learning-based algorithms, it is one of the most accurate. The method in [52] combines Breiman’s “Bagging” idea and the random selection of features to create a collection of decision trees with a controlled variation. In [45], researchers suggested a classifier based on the random forest algorithm to estimate illness risk among individuals. The Healthcare Cost and Utilization Project (HCUP) dataset was used in their research. The work in [53] have developed a diabetes risk prediction model using a scalable random forest classification algorithm based on administrative data.

2) UNSUPERVISED ALGORITHM
a: ASSOCIATION ANALYSIS
Association analysis has been frequently utilized in data mining and machine learning literature for prediction because it can extract hidden and relevant information from huge datasets [52]. This function generates a collection of dataset item association rules [53]. Power of association is an implication statement with X → Y, where X and Y are disjoint item sets (i.e., X ∩ Y = Φ). It means that the existence of X things in current transactions may result in one or more Y items appearing in future transactions. As a result, association analysis has been widely utilized with market basket data to forecast retail sales behavior, where each object reflects a customer’s purchase [52].

If an item is related to disease and the item set is specified as the patient’s set of conditions until now, this method can be applied to the medical context to predict future disease risk.

The Hierarchical Association Rule Model (HARM) was introduced in [55] to predict illness risk from medical data using association analysis and a Bayesian estimate. First, a set of association rules is developed utilizing association analysis methods in this modeling technique. Then, using Bayesian estimation, these association rules are ranked. HARM can anticipate a patient’s likely future medical issues based on her previous and present history of reported ailments, assuming that each patient regularly consults healthcare professional.

3) NETWORK APPROACH
A network can be represented as a graph, which is made up of nodes (also known as vertices or actors) and edges (also known as ties or links). Edges represent the relationships between things, while nodes represent the entities themselves. Many scientific problems can be represented as graphs and modeled as networks. Many graphs theory approaches and algorithms for analyzing various problems, including disease prediction in the healthcare area, can be found in the literature.

Many statistical and data mining methods for predicting disease risk from healthcare data do not explicitly take into account the link between diseases and symptoms. Chronic and non-communicable diseases, on the other hand, do not arise in isolation [52]. They frequently share a risk factor, which might be genetic, environmental, or behavioral in nature.

These risk factors have a synergistic influence on health outcomes, which makes it difficult to forecast if they are studied separately. A network method may be more applicable in this scenario. Statistical methods are also used in a network-based approach. Another comparable approach is Social Network Analysis (SNA), which is built on a solid theoretical foundation drawn from network and graph theories. SNA is the study of the pattern of relationships among network entities, such as a group of people, departments, or organizations, as the name suggests. If the elements in the dataset have a lot of relationships between them, SNA can be especially useful.
In a healthcare setting, for example, clinicians frequently need to confer among themselves about a patient’s illness diagnosis. Patients are additionally cared for by pharmacists, nurses, and medical technicians. As a result, the recordings of these dialogues are bound by a network structure.

Each sort of entity participating in the healthcare data is represented as a node to describe the health care infrastructure as a social network. Edges linking the corresponding node pairs represent relationships between entities. SNA has been utilized to better analyze physician-patient partnerships as well as collaborations throughout a hospital network. Uddin et al. [56] suggested an SNA framework to analyze the process of collaboration (amongst physicians) and coordination (between hospitals).

SNA was created with the intent of being utilized in the social sciences, but it is now frequently employed in medicine and public health. Each sort of entity participating in the healthcare data is represented as a node in the health care infrastructure’s social network representation. Edges linking the corresponding node pairs are used to represent relationships between entities. SNA has been used to better understand physician-patient partnerships as well as hospital-to-hospital collaborations. Uddin et al. [56] presented an SNA framework to describe the process of physician collaboration and coordination, for example (between hospitals). Their suggested framework looked at a patient-centric care coordination network, a hospital-rehab coordination network, and a physician collaboration network, all using centrality theories. In the healthcare domain, for example, in obesity research, SNA is utilized to understand research trends and map knowledge structures [54], [57].

Large population-level studies aimed at understanding the nature of comorbidities [58] and forecasting the likelihood of comorbid chronic diseases have a lot of potential with electronic health data. [59] established a novel strategy in which they used graph theory and social network analysis methodologies to analyze and comprehend chronic disease progression using electronic health data. Their main goal was to forecast the likelihood of developing a chronic disease in new patients by modeling the health trajectory of chronic disease patients. The data was gathered from hospital admission and discharge records. The diagnoses of the patients (in ICD-10 Australian Modification format), as well as several socio-demographic characteristics, were taken into account. They created a baseline network based on the diagnosis data to better comprehend and reflect the health trajectory of chronic disease patients. Later, to better understand the comorbidities associated with type 2 diabetes, this approach was expanded and used. They proposed the concept of a ‘comorbidity network,’ which may be utilized to construct a model for predicting chronic illness risk [60], [61].

**VII. MANAGING EHR USING AI AND BLOCKCHAIN**

Machine learning can aid in the optimization of healthcare systems and the provision of intelligent services. How to safely store, exchange, and train sensitive datasets is a major difficulty for practical machine learning systems. Machine learning and blockchain are increasingly being combined to improve the security and privacy of datasets [70], [71].

Federated learning is a machine learning technique that is carried out over numerous computing nodes with the confidentiality and privacy of sensitive data protected throughout data sharing as a precondition. By exchanging encrypted datasets, different medical organizations can collaborate to create high-accuracy prediction models. To establish accountability and reliable cooperation, blockchain as a regulator can record associated training transactions in an immutable and transparent manner. Medical organizations and researchers will be more ready to share encrypted datasets to advance medical treatment and public health in this circumstance.

The security of data input is ensured by blockchain as a dependable backbone for machine learning algorithms. The first challenge raised by [72] is the sharing of huge datasets across different applications and domains. In reality, however, homo-morphic encryption has a substantial computational expense. Perhaps sensitive data can be encrypted in the future without affecting machine learning for intelligent services.

If the rate of erroneous predictions is high, blockchain can also be used to store rollback models. The pointers to essential data of retrained models are stored in a safe and immutable manner on the blockchain. In the context of erratic arrhythmia alarm rate, [73] argued that retraining models indexed by pointers in the blockchain can improve accuracies for continuous remote systems.

AI can also be used to automate the production of smart contacts, making processes more secure and adaptable. In both academic research and industry in the form of startups, the use of blockchain in the healthcare sector has been a growing area of interest, [74], [75], [76], [77], [78], [79]. Whereas they assert ownership of the first attempt to use blockchain for an EHR management system in their paper [81], they present a system for exchanging EHRs in their report, with a focus on security and ease-of-transfer. The system, however, is still a concept and has yet to be deployed and tested for its stated areas of progress. [74] used blockchain technology to create MedRec, a decentralized EHR management framework. For simplicity and adaptability, their modular architecture was combined with an in-place data storage system. They enticed the medical community and EHR stakeholders to participate as miners in the network’s Proof of Work [20] verification. Permission to view aggregated and anonymized data will be granted in exchange. In collaboration with the Harvard Medical School Teaching Hospital, they developed and tested the first working prototype. They suggested that future research focus on areas where miners can rank their preferences for data attributes (demographic, gender, age group, and so on) to allow precision medicine and targeted research.

In [78], researchers built a prototype that differed greatly from the MedRec framework’s permissionless mining. From a medical standpoint, they decided to create a closed, access-controlled blockchain EHR system. As a result, cloud storage
TABLE 1. Comparison of different types of risk prediction models with study goals for various diseases.

| Risk prediction model | Diseases Name                                    | Goals                                                                 | Reference |
|-----------------------|-------------------------------------------------|----------------------------------------------------------------------|-----------|
| Artificial neural network (Supervised) | Multiple cancer diseases | Using administrative and registry data, propose a machine learning model for cancer survival prediction. | [62]      |
|                        | Pancreatic cancer                               | Using a boosting method and healthcare administrative data, propose a model for predicting in-hospital mortality after pancreatic resection in pancreatic cancer patients. | [63]      |
|                        | Acute coronary syndrome                          | A significant volume of EHR data was used to stratify clinical risk and death for individuals with acute coronary syndrome. | [64]      |
|                        | Heart failure                                   | To offer an EHR-based architecture for heart failure prediction that is both effective and reliable. | [65]      |
|                        | Alzheimer’s disease                             | Develop a deep learning-based approach for early detection of Alzheimer's disease and Mild Cognitive Impairment. | [49]      |
|                        | Generic                                         | Propose a deep learning method for phenotyping patients' electronic health records (EHR) | [50]      |
|                        | Multiple chronic diseases                        | The goal is to create a new risk prediction model for comorbid disorders. | [51]      |
|                        | Breast cancer                                   | Using a hybrid SVM method, propose a predictive model for breast cancer diagnosis. | [52]      |
|                        | Cardiovascular                                  | To create a system that analyses heart valve disease using a genetic SVM classifier. | [53]      |
|                        | Cardiovascular                                  | To create a model for predicting heart failure patients' 30-day readmission. | [56]      |
| Support vector machine (Supervised) | Diabetes                                       | Using a scalable random forest classification technique, create a model for predicting diabetes risk. | [67]      |
|                        | Coronary disease artery                          | Implement and analyze a set of supervised learning approaches for coronary artery disease prediction in a systematic way. | [68]      |
| Association analysis (Unsupervised) | Multiple diseases                               | Using electronic healthcare data, offer a method for forecasting disease risk in healthcare research. | [54]      |
|                        | Generic                                         | To offer a SNA framework for analyzing the performance of physician collaboration and coordination (between hospitals). | [56]      |
and access key transfers for encryptions were implemented, while MedRec stored patient data locally at each node.

Although in the most recent literature [79], [80], the advantage of providing AI to the context of a blockchain EHR management system has not been completely realized in both the permissionless and permissioned prototypes.

Blockchain technology and its basic function for the monitoring of health records have been discussed in [81]. It explains how to obtain meaningful results in drug tracking and development, treatment effectiveness, safe patient management [139], and enhance clinical results if healthcare data and big data are combined. On the other hand, [28] focuses on several other critical aspects of an HER such as providing complete reporting, quality assurance, monitoring of a patient’s health-related expenses, billing details, and confidentiality. It also discusses how current systems are slow, inflexible, and insecure. The work in [58] highlights the importance of patient records availability. Due to a lack of time and patience, important aspects of a patient’s medical history are often overlooked. A patient’s medical history can be extremely useful during care. Doctors, on the other hand, are largely unable to access this information because they lack the expertise, time, or desire to retrieve what they need from a patient’s medical data repository.

A. METHODOLOGY
In conducting this review, we follow SLR guidelines in [135] as well as the Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines in [136]. An SLR is a methodology for discovering, analyzing, and evaluating all recent literature on a research topic or subject field.

In December 2021, all review papers were chosen by searching for relevant and reliable academic repositories such as Google Scholar, IEEE, ACM, Science Open, Science Direct, Springer, Hindawi, Wiley Online Library, and MDPI.

B. RESEARCH QUESTIONS
The goal of this systematic review paper was to provide answers to the following research questions:

1) To what extent has the blockchain been developed for the management of EHRs, and how has it evolved over time?

2) What standards are used to store EHRs in the blockchain?

3) How large amounts of EHR data are handled?

4) What blockchain platforms/mechanisms are used to manage EHRs?

C. FILTERING THE ARTICLES
After reviewing papers from various categories, selected papers are presented in this portion. As indicated in Section VII-B, the article selection query was intentionally extensive to evaluate as many research issues as feasible.

Selected papers are presented in this segment after screening from various categories. The selection query for the articles was purposely long enough to consider as many research questions as possible, as described in Section VII-B. Using the searching mechanism, we were able to retrieve 1280 research articles from the scientific repositories, as shown in Figure 6. After the first screening step, we removed duplicates and retrieved 159 papers. Using the second and third screening methods (here, exclusion was based on title and abstract), a total of 32 articles were deleted accordingly, leaving 127 papers for further processing. We uploaded the remaining papers to the Mendeley software for thorough reading. Finally, all articles that did not serve the purpose of the SLR were deducted, and a total of 113 articles were there.

The second analysis we ran, as part of our systematic investigation, was to determine the purpose or field of blockchain application in the healthcare industry. As indicated in Table 3.
**TABLE 2. The advantage and disadvantages of different types of AI algorithms in the risk prediction model.**

| Risk Prediction Model         | Advantage                                                                 | Disadvantage                                                                 |
|-------------------------------|---------------------------------------------------------------------------|------------------------------------------------------------------------------|
| Artificial Neural Network (ANN) | - When the relationships between variables are nonlinear and complicated, it is appropriate for predicting outcomes.  
- Requires less formal statistical training, and many training techniques for this methodology are available in the literature.  
- Can be used to solve both classification and regression issues. | - It is referred regarded as a "black box" technology because the user is unable to see the exact decision-making process.  
- Training the network for a difficult classification task takes a long time with this technique.  
- Pre-processing of predictor variables is required. |
| Support Vector Machine (SVM)  | - It introduces the kernel, which allows for non-linear transformation.  
- The ability to manage a large number of feature spaces.  
- In SVM, the risk of overfitting is lower.  
- Even unstructured and semi-structured data, such as words and photos, works well. | - SVMs will not work as a classifier if the points on the boundaries are not informative owing to noise.  
- Larger, more complicated datasets will take longer to train.  
- The final model, variable weights, and individual impact are difficult to understand and interpret. |
| Decision Tree (DT)            | - Easy to comprehend and interpret.  
- Requires minimal data preparation and can handle a variety of data formats, including numeric, nominal, and categorical information.  
- It is capable of producing robust classifiers that can be validated using statistical tests. | - Classes must mutually exclude one another.  
- The final decision tree is determined by the order in which variables or attributes are chosen.  
- They don’t perform as well as other classifiers (e.g., Artificial Neural Networks) [62]  
- When the needed value for the ancestor variable or attribute is absent, it is impossible to select which branch to choose. |
| Random Forest                 | - When compared to decision trees, random forest has a lesser likelihood of overfitting training data.  
- Produce less variance than decision trees since a random forest takes the average value of its constituent decision trees’ results.  
- Random forests are almost always more accurate than decision trees.  
- It works well with huge datasets.  
- It can estimate which factors or attributes are most essential in classification. | - The number of decision trees in the random forest must be defined.  
- When estimating variable importance, it favors variables or qualities that can take a large number of alternative values.  
- Overfitting is a common occurrence. |
| Association Analysis          | - When diseases have a lot of comorbidities, it can forecast risk.  
- It can mine massive databases for interesting hidden relationships. | - The methods utilized contain an excessive number of parameters.  
- The derived rules may be excessively complex and difficult to comprehend. |
| Network Approach              | - It can make clinical decision-making more efficient and effective.  
- It can disclose the intricate relationships that exist between diseases, patients, and clinicians. | - Traditional network models lack the longitudinal and spatial dimensions necessary to predict illness risks.  
- When compared to single-attribute networks, healthcare networks are far more complex. |
the majority of publications in the field of healthcare use blockchain for data interchange, health data records, and access control. A large number of applications of blockchain technology in healthcare (for example, data sharing and access control) are frequently mentioned by authors, which is understandable given that the blockchain technology itself implies specific applications—for example. Essentially, distributed technologies such as blockchain technology are to be used for data sharing, so, understandably, this field of research would be frequently mentioned.

Table 4 shows the additional analysis for the selected papers. The table compares papers based on five key characteristics. These characteristics are critical for EHRs. The following properties are discussed further below:

1) PRIVACY
The concept of privacy refers to a person’s right to select when, how, and to what extent they can access, change, and share their own EHRs. A healthcare provider may purposefully or unintentionally misuse electronic health records (EHRs) to violate patients’ privacy, for example. Many patients are concerned about their electronic health records (EHRs), according to the study article. About half of those polled thought that sharing health data would make it more difficult to protect their personal information. As a result, when comparing blockchain-based solutions that claim to protect EHRs’ privacy, privacy is an important consideration.
2) SECURITY

EHR security, on the other hand, refers to the extent to which an individual’s electronic health records (EHRs) are confined to authorized individuals. According to [129], about half of patients are concerned about the security of their EHRs because they must travel via the Internet.

EHR security is more important to a doctor than to patients, according to [130], and the majority of doctors prefer paper records over EHRs because they believe the former are safer. Because doctors use digital health records, they are more vulnerable to security breaches than paper-based records [131]. Liu et al. [132] advised that ways of securing EHRs should be thoroughly studied first. These aspects indicate that the security of EHRs should be seriously considered.

3) ACCESSIBILITY

Controlling and managing access to crucial or sensitive data is an essential part of accessibility. Access to data can be restricted using this method. [133] Role-based, attribute-based and identity-based access control are some of the most common strategies for healthcare systems. Because EHRs deal with sensitive patient health data, access management is a critical consideration.

4) STORABILITY

In recent years, the scalability of blockchain technology has become a challenge. Bitcoin’s first block had a storage limit of just 1MB when [134] first began mining the cryptocurrency’s network. But since then, the popularity of the blockchain has increased, as well as the number of participants and blocks. To understand and validate a transaction, a participant must download all of the chains, which consumes a significant amount of memory and time. On the other hand, conventional blockchain applications have two ways to deal with scalability issues: on-chain and off-chain. Every piece of data that a user uploads will be stored directly on the blockchain. However, off-chain storage means that the true data is held somewhere else, but it is still linked to the main chain. Off-chain storage, on the other hand, provides less robust security. To store EHRs on-chain, a substantial amount of storage capacity is needed. To keep data safe and secure, it is important to consider storing information outside of the blockchain.

D. INCLUSION AND EXCLUSION CRITERION

The authors selected a clear finding centered on the new technological implications of technology and applications for the development by incorporating AI and blockchain into existing health data management systems. Only those studies meeting the first requirements, which must be updated and published in English, should be selected. The findings received from all electronic databases are evaluated based on the developed parameters, and the papers for this systematic literature review are selected from the aforementioned databases.

The criteria of inclusion and exclusion studies have been defined in the following:

E. PRIVACY AND SECURITY ISSUES

After reviewing the literature for information extraction, we should answer the following pressing questions.

1) Q1: HOW DOES BLOCKCHAIN ENSURE PRIVACY BY UTILIZING ANONYMITY?

We see varying degrees of privacy and anonymity [141] depending on the implementation type of the blockchain: public, private, or licensed. According to [142], CORDA [143] protects the transaction’s privacy by requiring validation to be performed only by the persons participating in the transaction. In the field of Industry 4.0, we discover the blockchain-based Secure Mutual Authentication System (BSeIn) [144], which aims to provide privacy and security assurances such as anonymous authentication, audit capabilities, and secrecy. It demonstrates the scalability enabled by Smart Contracts. They enable privacy via the various consensus methods employed in blockchain [145]. In other instances, anonymity is used in [146]. While the work in [147] emphasizes conditional privacy, it considers traceability of operations important in the event of a public audit by all entities participating in the blockchain.

The first references we found to anonymization were through pseudonymization [141], which is the process of obliterating some of the information required to identify an entity. Although they assert in [148], [149], and [151] that blockchain does not guarantee completely anonymous transactions and that transactions can be traced using a pseudonym. The authors of [150] state that distributed consensus and anonymity are two critical characteristics of blockchain. Cryptography is critical for ensuring the anonymity of participants on the blockchain, with various levels of anonymity achievable depending on the cryptographic methods utilized. Pseudonymization is one method of implementing blockchain technology [141], [149], [151], [152]. A mechanism in which the identity of the sender is frequently concealed behind a public key, but other transaction characteristics are made public. This presents a difficulty for health data. One option to limit public exposure is to utilize approved blockchain technology. One way to safeguard sensitive data is to implement an out-of-chain solution [141], [153]. The approach entails locating sensitive data in a system other than the blockchain and anchoring it to the blockchain’s link. This technique is advantageous for systems that manage enormous amounts of data, and it would be impractical to incorporate these data into the blockchain structure. Additionally, it is recommended for systems that handle highly sensitive data and require greater access control, such as health data.

The requirement for confidence and privacy necessitates the development of a mechanism that safeguards cars against forgeries while safeguarding privacy from monitoring threats. The work in [154] proposes a Blockchain-Based Anonymous Reputation System (BARS) to construct a trust model...
### TABLE 5. Research comparison used blockchain and AI based approaches to secure EHR systems.

| Ref | Objective                                                                 | Pros                                                                 | Cons                                                                 |
|-----|---------------------------------------------------------------------------|----------------------------------------------------------------------|---------------------------------------------------------------------|
| [75] | Discovering healthcare intelligence focused on the blockchain with privacy | Patient-controlled documents.                                         | Illustration for concept only.                                      |
| [109] | For an extensive network to establish a safe health system.               | Sharing the network load.                                             | No schemes mature                                                   |
| [110] | To design health sharing based on blockchain with cloud-based services   | Mechanism for Access management                                       | Scalability, core leadership                                        |
| [69]  | Usage of blockchain to exchange health information and communicate with mobile health users | Secure Merkle root tree for collaboration on transactions, data sharing, and healthcare. | The interoperability                                                 |
| [111] | To build a medical data exchange blockchain-based framework.              | Joins the approach to safety and authenticity of off-chain storage and on-chain verification. | Performance and fairness of the system, and dynamic regulation of access. |
| [112] | Examination of data security systems in relation to health data           | Immutable, memory management and cryptographic algorithms help to handle leaked information. | Easily lose paper-based records, slow pace, low memory.             |
| [113] | To strengthen the exchange of effective and safe health information with a blockchain network. | Management and exchanging records from EMR systems, and method of access. | The greater computing capacity of miners contributes to the downstream method. |
| [114] | To provide the cloud-based support of attribute-based cryptosystem and blockchain to a protected EHR system. | Identity-based encryption guarantees confidentiality and traceability to encrypt databases. | Deployment is not complete yet.                                     |
| [115] | To propose a stable ABE scheme with multiple blockchain authorities in EHRs | Immutability of the ledger of information                               | Interoperability, confidentiality                                   |
| [116] | To discuss continuous monitoring of patients with a patient-centered agent. | Lightweight encryption and authentication, tamper-proof, and single point of failure defense. | Delay End-To-End.                                                   |
| [117] | To suggest a blockchain-based decentralized attribute-based signature for healthcare. | Large-scale and distributed EHR, anonymity, and stable verifiable sharing Non-rebatement. | Certificates attribute, storage space                               |
| [118] | To propose access policies for blockchain-based EMR-based systems.        | Finer regulation of granular                                           | Proven theoretically.                                               |
| [119] | To build a blockchain-based secure EHR architecture.                     | Model for Safe records.                                               | Implementation                                                      |
| [120] | To assess the efficiency and optimization of blockchain platforms         | Ability to simulate network efficiency                                 | Scalability                                                         |
| [121] | For the creation of a blockchain network dependent on permission.         | Defined blockchain integrity permission                               | Scalability                                                         |
| [122] | Using fabric to scale a blockchain network                                | Demonstrable network blockchain functionality.                         | It needs increased computing power.                                 |
| [123] | Using blockchain to design searchable encryption for EHR.                | Analysis of protection with a searchable algorithm for encryption       | Scalability                                                         |
| [124] | Using Federated Learning (FL) for smart healthcare                       | Coordinating various customers, such as hospitals, etc, employing a distributed collaborative AI paradigm is very appealing for smart healthcare. | Implementation                                                      |
that protects the privacy of Vehicular Ad Hoc Networks (VANETs), which communicate anonymously using a public key as a pseudonym. It tries to prevent the spread of falsified messages using a reputation assessment algorithm that evaluates the message’s quality. On the other hand, it exploits the properties of a lexicographical Merkle and eliminates the chance of the public key being linked to the real identity. Such system can be replicated for HER privacy handling too by taking advantage of the features used.

To accomplish anonymization, the approach presented in [144] (BSeIn) uses broadcast encryption and multi-receiver encryption to ensure safe communication between an entity and a collection of previously designated receivers. Additionally, it ensures the confidentiality and anonymity of messages between recipients. It produces one public/private key pair at a time for each transaction, allowing it to withstand replay assaults efficiently. Thus, the system can also be replicated for HER to guarantee the user’s privacy without jeopardizing it.

Privacy by design (PbD) is a sequence of procedures aimed at ensuring and retaining the best level of privacy and data protection feasible throughout the design and development of various services, processes, and products. PbD incorporates privacy and data security considerations throughout the development process, from the beginning to the end, for all sorts of sensitive information, such as healthcare information [156], [154]. Ann Cavoukian published the privacy by design (PbD) idea in the mid-1990s [157], [158], [159]. Following that, data protection specialists and regulatory authorities began to accredit PbD. In October 2010, at the International Conference of Data Protection and Privacy Commissioners in Jerusalem [160], PbD was overwhelmingly adopted as an international privacy standard. Additionally, PbD is covered by the United States’ Commercial Privacy Bill of Rights Act. Similarly, it has been incorporated into the EU’s General Data Protection Regulation (GDPR) and accepted by data-protection commissioners worldwide as a concept for ensuring adequate privacy protection in a world of constantly evolving information technology systems capable of collecting and processing massive amounts of data [161]. EHR can definitely benefit from PbD implementation in order to ensure inherent data protection and privacy features throughout the designed system levels.

The strategies for privacy by design are classified into two categories:

| Inclusion | Exclusion |
|-----------|-----------|
| IC 1: Original research study. | EC 1: Review papers that are based on secondary data or are irrelevant to the targeted domain. |
| IC 2: Publication related to the topics of AI-blockchain in healthcare data management system. | EC 2: Studies published in the magazine, discussion, and interviews. |
| IC 3: The study provides ample and strongly correlating research findings in the domain of healthcare data management. | EC 3: Studies not published in English |
| IC 4: The publication year for the study should be between 2016 and 2021. | |

1. Keep it simple: Minimize is the simplest privacy design technique, suggesting that just the barest minimum of personal data should be processed. In [162] describe this method in detail. As a result, it is critical to avoid collecting unneeded data; hence, the probable influence on a system’s privacy is minimal.

   - Design patterns: “choose before you collect” [163] and the usage of pseudonyms and anonymization [164] are examples of design patterns that put this technique into effect.

2. Hide: This method emphasizes the need of keeping personal information and its interrelationships hidden from plain view. The idea for this method is based on the fact that hiding personal data prevents a variety of abuses [165].

   - Design patterns: Within the confines of the “hide strategy”, design patterns take on a variety of forms. One such pattern is data encryption (in transit or at rest, anonymization or pseudonymization), which refers to strategies that disentangle certain related events. Data encryption is a type of security that encrypts data so that it may be accessed only with the correct encryption key. It converts data to another format and hence requires a decryption key to retrieve the data [164].

3. Separate: This technique stipulates that personal data should be stored in distinct partitions and, if possible, spread out. By segregating the storage and processing of personal information from a variety of sources associated with the same person, an individual’s complete profile cannot be derived [166]. This technique necessitates a distributed processing solution rather than a centralized one. Data from multiple sources should be stored independently and separately.

   - Design patterns: No specific design pattern for this strategy has been identified to date [143].

4. Aggregate: According to this technique, personal data should be managed with the fewest feasible details and at the highest level of aggregate possible. As a result, this data becomes less sensitive. When the data is sufficiently uneven, the group over which it is aggregated is large, and only a small quantity of data can be ascribed to a single individual, resulting in privacy protection [143].

   - Design patterns: There are two common strategies used. “Granularity of location” design pattern that changes dynamically enables the collection and delivery of data to be as efficient as possible [167]. “K-anonymity” design pattern, on the other hand, is a critical model for privacy protection since it...
protections against joint attacks. It is a dataset characteristic that is used to describe the dataset’s degree of anonymity [168].

**b: PROCESS-ORIENTED APPROACHES**

1. **inform**: This technique embodies the critical concept of transparency. If personal data is processed, data subjects’ information should be kept current. When a user interacts with a system, they should be appropriately informed about the data that is processed and why it is processed. This includes information on the mechanism used to protect the data in question and transparency regarding the system’s security [143].

   - **Design patterns**: Both platforms for privacy preferences and notifications of data violation are examples of this type of design pattern. The work in [169] presented an unusual array of privacy design patterns intended to educate the user from the perspective of human-computer interaction.

2. **Control**: This technique is a necessary complement to the “inform strategy”. It serves little purpose to tell the user that personal data is being gathered unless the user has a realistic means of limiting the use of his data [170]. Users frequently have the right to access, amend, and request deletion of personal data gathered under data protection regulations. This technique accentuates this point and enables users to exercise their data protection rights [143].

   - **Design patterns**: There are no specific design patterns that fit the strategy [143].

3. **Implement**: This technique ensures that the system operates in a manner that respects user privacy. More significantly, the policy must be implemented. To ensure that the privacy policy is not violated, adequate technical protection measures are developed. Additionally, the policy must be formed through an effective governance system [167].

   - **Design patterns**: This method is carried out using design patterns such as access control and privacy rights management, and license to personal data, which includes the form for managing digital rights [143].

4. **Exhibit**: This approach establishes the relationship between a data controller and the monitoring of compliance with privacy policies and applicable regulations. In the event of issues, the user should promptly be able to determine the amount of any potential privacy infringement.

   - **Design patterns**: Examples of design patterns that support this strategy include the usage of logging and auditing, as well as a privacy management system [169].

2) **Q2: WHAT ARE THE DRAWBACKS OF USING BLOCKCHAIN TO COMPLY WITH THE GDPR?**

There are practical constraints and obstacles associated with blockchain and its applications in the health sector, including ensuring compliance with the GDPR. On the one hand, compliance with an individual’s right is to forget about his data. When a transaction is authenticated on the blockchain, it becomes permanent, and information about a patient cannot be deleted if the patient exercises his right to be forgotten [141], [171]. The identity associated with the transaction introduced into the blockchain is anonymized, while the remainder of the transaction’s information is accessible [153], [172], [173]. This feature enables the auditing of the entire blockchain if necessary and that, in the case of sensitive information, such as EHR, may result in the exposure of information that enables the transaction’s identity to be determined [141].

3) **Q3. HOW WERE THE ARISEN ISSUES RESOLVED?**

Depending on how blockchain is implemented, various privacy concerns may occur, making it easy to track an entity’s transactions. A notable example is given in [141], where an entity’s public key corresponds to its identity in the blockchain system, allowing for the discovery of all transactions linked with that public key. This scenario would be catastrophic in a public blockchain and might also present an issue in a private blockchain, as not all members may require access to transaction data. The case in [141] refers to specific blockchain implementations that enable selective publication of private information and rely on zero-knowledge cryptography for verification. How to apply the GDPR-mandated right to be forgotten for a patient’s data is one of the disadvantages demonstrated when implementing blockchain in the health area. Among the downsides of blockchain technology are the costs involved with authenticating connected data, auditing different entities and transactions, and the cost of interoperability provided to the network of participants. The pseudonym does not ensure transaction privacy, and it is even feasible to de-anonymize a user’s identity through analysis of incoming and outgoing transactions.

**a: PRIVACY BY BLOCKCHAIN DESIGN (PbBD)**

Privacy by Blockchain Design develops on data privacy solutions for the disruptive and rapidly growing new tech ecosystem. Blockchains can not only be GDPR-compliant, but they can also help raise data protection levels and truly give back data ownership to individual patients or their legal guardians (e.g., family members or the state), by establishing general principles and methods for handling personal data in blockchain ecosystems. PbBD specifies technical and organizational measures for data protection while taking into account the principle of “privacy by design” as well as specifications that are inspired by legal frameworks, such as GDPR. As such, the Blockchain as a great tool for privacy and want to encourage the industry to take the lead in this area.

**VIII. TAXONOMY OF AI-BLOCKCHAIN**

**A. DECENTRALIZED APPLICATIONS**

AI applications are self-contained and execute intelligent decisions by making use of a range of strategizing, discovery, improvement, training, pattern recognition, and information management methodologies. Decentralizing AI activities, on the other hand, is a tough and time-consuming task.
1) AUTONOMOUS COMPUTING
One of the primary aims of AI applications is to facilitate the complete or partial autonomous process. This is achieved when a large number of intelligent agents in the form of small size computer programs identify their component ecosystems, sustain their internal environments, and conduct set actions to produce a response [82]. Modern computer systems must be able to handle tremendous heterogeneity across all verticals to operate autonomously, which often includes datasets, instruments, data processing, storage services, and application linkages, to name a few. Not only the usage of a multiagent approach across all layers makes it more convenient to deal with heterogeneity, but it also enables the easier establishment of the inter-and intra-layer functionality across the whole systems [83]. By ensuring operational decentralization and retaining perpetual records of interactions between the data, users, devices, apps, and systems, the blockchain architecture is significant in developing wholly decentralized autonomous systems.

2) OPTIMIZATION
Among the primary characteristics of AI-enabled apps and schemes is the discovery of a collection of optimum solutions from all available alternatives [84]. Modern AI applications and systems can be found in ubiquitous computing such as edge computing systems, infrastructure-restrained environments in mobile devices, spatially confined ecosystems such as wireless local area networks and personal area networks, and centralized enormous parallel computing systems distribution as applied in cloud computing [85]. The optimization algorithms operate in confined or unconstrained environments based on application- and system-level objectives [86]. These strategies facilitate the discovery of the most suitable solutions in identifying the pertinent data sources in pervasive environments, the best cloud or edge servers for processing the data and application, as well as in allowing resource-efficient information management in extensive distribution of computing settings.

The optimization process at present is implemented by centralizing control and taking into account system-wide and application-wide enhancement objectives, causing unnecessary and irrelevant management of data and poor performance of the system or the application itself [87]. The application of blockchain enables decentralized optimization methodologies to bring up new research and development possibilities. By analyzing highly applicable data, the decentralized optimization techniques are advantageous in terms of improving system performance, particularly when numerous techniques are executed concurrently across the systems and applications.

3) PLANNING
AI apps and systems use planning approaches to collaborate with other systems and applications, as well as to solve complex problems in new situations. Planning strategies improve the operational efficiency and resilience of AI systems by gathering current input conditions and performing different logic and rule-based algorithms to achieve preset goals [88]. Currently, centralized planning is a laborious and time-consuming activity. Consequently, decentralized AI planning techniques based on blockchain are required to provide a higher degree of robustness with provenance history and continuous monitoring. It is worth noting that the blockchain ecosystem can also be used to create immutable and critical blueprints for task-essential systems and relevant applications.
4) LEARNING

Learning algorithms, with models such as unsupervised, semi-supervised, supervised, reinforcement, transfer, ensemble, and deep learning, remain to be the heart of AI systems in facilitating knowledge discovery and autonomous processes. These learning models tackle a wide range of machine learning issues, from classification to clustering, besides regression analysis to frequent pattern mining. Traditional learning models are taught and released by utilizing centralized infrastructure to achieve global intelligence.

Dispersed learning models can help in the construction of highly propagated and automated learning systems in contemporary AI systems, allowing for the complete co-ordination of local intelligence across all verticals [89], [90]. Furthermore, by maintaining data provenance and history, the blockchain enables irreversible and highly secure configuration of learning models. Because smart contracts are irrevocable, learning models must be extensively trained and evaluated before they can be implemented on the blockchain.

B. DECENTRALIZED OPERATION

Large volumes of data are typically handled by AI applications to make superior and more versatile decisions. However, when it comes to designing highly secure and privacy-preserving AI systems, centralized data retention via clouds, data centers and clusters presents a significant challenge. In other cases, learning model development and deployment might also be arduous.

1) STORAGE

A centralized data server raises the issue of vulnerability in terms of privacy and security concerning the users’ personal and sensitive data, such as financial information, health records, whereabouts, and activities. Furthermore, as AI applications attempt to analyze, transform, and store massive information, wide-scale data collection would reveal the centralized infrastructure’s scalability and capacity constraints. Blockchain-based decentralized storage architecture enables reliable cryptographic data storage across collaborating networks [91], [92], [93]. To maintain data availability for desired clients consisting of an application, user, or a node on the blockchain, every node in the system maintains a client-centric openly secured version of the whole library, which the clients can harvest and utilize their data as needed.

The key technologies for decentralized storage are sharding and swarming [94], [95], [96]. Sharding is a technique of dividing a database into logical parts and assigning each one a unique key to be accessed. The shards are then grouped, with the accumulated storage supported by a swarm of network nodes. In AI applications, the swarms reduce latency by allowing numerous nodes in the network to access data simultaneously. In addition, geographically dispersed multi-party decentralized storage systems would improve storage scalability and dependability.

2) DATA MANAGEMENT

AI applications must manage data in such a way that is highly applicable and precise, with full datasets obtained from credible data sources, along with effective decentralized storage. In the underlying network, AI applications traditionally have used centralized data management techniques operated across all nodes [97]. These strategies include but are not limited to, data segmentation, filtration, context-aware storage systems and transmission in underlying architecture, as well as temporal and intelligent management of data systems. When considering decentralized storage networks and blockchain immutability requirements, inefficient centralized data management may arise, resulting not only in data redundancy in terms of small modifications but also in the transfer of comparable information several times. In the event of large datasets being utilized, the massive size of data transfer would cause bandwidth to overload quickly and raise the issue of backhaul network traffic, thus, necessitating decentralized data processing for AI systems based on blockchain structure. By taking into account the data’s temporal and spatial features, decentralized data infrastructure strategies are intended for application at the network node level. Furthermore, decentralized data management systems might place metadata on the blockchain network to assure data security and provenance while the conventional large-capacity storage solutions, including cloud clusters and data centers, might be utilized to store actual data. For client-centric small datasets, the metadata and real data are maintained on the blockchain, with the management of data being done through the network via token-based incentives for nodes carrying various shards or participants in swarms.

3) DEPLOYMENT

A trained model’s true performance is evaluated after the distribution in production settings. Model deployment, on the other hand, is a regular and repetitive process as the developers must constantly improve the models and rectify bias by generating a certain set of findings while disregarding the rest of the options to provide particularly useful and educated judgments. Model deployment is considered a simple iterative process in centralized systems. In decentralized systems, however, poses quite a challenge [98]. Intelligent contract-based model deployment overcomes these difficulties by constantly logging changes and preserving unchangeable model versioning. Furthermore, a model collaboration between various AI applications would be safer and more reliable since developers can monitor the origin and traces of a specific model version.

C. BLOCKCHAIN TYPES FOR AI APPLICATION

The two types of blockchain technologies consist of Permission and Permissionless structures. For the Permission type, only authorized users would be able to handle the blockchain applications in a consortium, cloud-based, or
private environment, while it is openly usable for all users over the Internet for the Permissionless type.

1) PUBLIC
Users may retrieve the blockchain codes and save them to their terminal for editing and utilizing based on their needs using the public blockchains [99], [100]. To add to this effect, public blockchains can be easily accessed and available to all network participants, particularly for read and write operations. Because of this feature, blockchains employ complicated security and consensus methods, as well as anonymity and bogus data on the network to handle user credentials and private transactions. For any public blockchain, innate tokens such as valuable pointers and cryptocurrencies are used to move assets and data. Due to its huge decentralization and transparency, public blockchains are extensively used, even though the users and validators are constantly being anonymous. It was worth noting that due to the obscurity, hostile security assaults such as significant data and value theft on these blockchains are always a possibility.

To reach a consensus, public blockchains would require 51 percent validators at the very least and would perform complicated mathematic works in the background to attempt cracking the security codes, which often results in high energy expenditure and the issue of vulnerability if the attackers obtain control on the 51 percent shares on the network. This might also be the reason for the higher transaction approval times on public blockchains as compared to the consortium and private blockchains.

On a public blockchain, a transaction is often approved in 10 minutes or above, depending on the number of network users and the mathematical complexity of the consensus algorithms used.

2) PRIVATE
A single organization manages a private blockchain, which is structured as a Permission system so that the acknowledged users and participants would be pre-authorized for read and write activities within the network [101]. Since the credentials of pre-approved network participants and validators are known, private blockchains are comparably faster than public blockchain as it requires fewer mathematical operations for transaction validation purposes on the network. In addition, within the network, private blockchains can broadcast any type of indigenous assets, data, and values. Voting or multiparty consensus algorithms are used to approve transactions and asset transfers, which require minuscule energy consumption, allowing for a quick transaction process. For example, on private blockchains, transaction approval times typically take less than one second.

3) BLOCKCHAIN-AS-A-SERVICE
Due to widespread usage and approval by governments and large corporations, blockchain technologies are drawing the attention of cloud service vendors. Customers of major cloud suppliers such as Microsoft, Amazon, and IBM can now create and experiment with blockchain services in their environments [98].

The emergence of BaaS is projected to benefit both consortium and private blockchain firms by allowing them to concentrate on creating value through apps development, validation, and implementation rather than worrying about the infrastructures associated with the storage, underlying network, and computation. Besides the fact that the installation of BaaS facilitates the formation of new cross-industry private-public partnerships, it also helps in the development of new opportunities and company-customer interaction models. To construct smart contracts, developers have access to a single-click setup of BaaS services. On that note, the incorporation of BaaS with AI services opens up a new world of possibilities for apps developers, considering that the main cloud providers currently are offering a plethora of cloud services for AI applications.

D. DECENTRALIZED INFRASTRUCTURE
Traditional blockchain systems built a linear infrastructure using a mixture of a connected list of data frameworks and hashing algorithms. Nonlinear infrastructure, built upon graph theory and buffering data modeling, on the other hand, is growing to meet the needs of instantaneous applications and to manage massive volumes of data.

- Linear: Blockchain system based on a single chain that expands linearly, with new blocks inserted at the chain’s end. The early adoption phase of a decentralized system usually uses single chains despite several flaws associated with it. For example, single chains would scale sluggishly, affecting the real-time performance of decentralized applications [99], [100]. Furthermore, because each business situation has its single chain, information, asset, and value exchange in different chains would be a challenging task. Single-chain blockchains instead, may be used for single-task AI systems that conduct search, refinement, and training, as well as autonomous AI applications that function in homogenous environments. Rather than the AI programs themselves being executed via smart contracts, single-chain blockchains may be more advantageous when just the performance records of AI apps need to be preserved in perpetuity. For instance, in radiology applications, a model for deep learning can be used to deliver accurate results for diagnosing liver cancer. The successful search footprints of distant industrial robots could be another example of its use. Since AI applications typically function in unrestrained contexts, placing the entire components on blockchain structure is not a viable option.
- Non-Linear: Multichain architectures are utilized to construct nonlinear blockchain architectures, using topologies and different types of chains such as parallel, parent-child, and main-side [104]. Multi-chain architectures not only offer a broad range of business cases and inter-chain value transfer, but they are also scalable for
live performance. One or more chains would serve as the primary chain in a multi-chain structure, holding the data concerning other chains while the remaining ones would be employed as the parallel, side, or child chains. Side and child chains are typically similar in operation, with the principal difference being that the business scenarios in child chains are firmly related to parent chains while the side chains can operate completely independent from the main chains. As for the parallel chains, they could function separately from one another. To transfer the value between several chains, the “pegging” approach is implemented by integrating a two-way peg procedure that allows bidirectional value transfer at a fixed exchange rate. It should also be noted that in the blockchain, native currencies or tokens would represent the exchange value. For interested readers, the following studies provide a full discussion of nonlinear blockchains.

In decentralized apps, nonlinear blockchains for the AI apps domain grant the operation of several related and independent AI tasks.

Furthermore, the scalability property allows AI applications to be developed and deployed in parallel such that AI parts are installed on the main or parent chain in a production context, while the testing and training apps are loaded on the test nets or side chains. Emerging apps, such as those in adapting and reinforcing learning algorithms, benefit from nonlinear architectures since the principal applications must continually improve their productivity by reconfiguring the learning models. In this case, learning models are built on the side chains and subsequently deployed on the main chains.

E. THE ROLE OF CONSENSUS PROTOCOL

1) PROOF-OF-WORK (POW)

The PoW consensus mechanism is used by popular public blockchain systems, namely Ethereum and Bitcoin to verify transactions after the participation of at least 51 percent of nodes on the underlying network [99], [100].

Because the validating nodes run anonymously and in vast numbers, they must produce the blocks by deciphering complicated and arbitrary mathematical problems, as well as cracking the hash code to access the transactions on the blockchain network. To receive the prizes, the successful nodes send the answer through a peer-to-peer network. Additional transactions and data are irrevocably joined to the blockchain when 51 percent of the nodes successfully solve the mathematical problem. Although PoW has shown to be a standard consensus protocol, it consumes a lot of energy in large networks and causes delays in transaction approvals time. As astute algorithms regularly streamline decision structures to make an educated judgment, AI applications would have a higher prevalence of write operations. As a result, in real-time AI applications, PoW protocols would become a performance barrier, besides the fact that an attack on 51% of the nodes in the underlying network could jeopardize the reliability of AI applications.

2) PROOF-OF-STAKE (POS)

Consensus PoS-based techniques attempt to address the problem of PoW’s excessive energy consumption [104]. The PoS protocols function by identifying key players on the blockchain network to allow them to generate new blocks. These methods select validators based on a variety of factors, such as delegated, high frequency transacting, random, or those that maintain coins for a longer period.

PoS has shown to be more energy-efficient than PoW, and it also solves the vulnerability issue by eliminating pseudonymous validators and allowing only those who possess the blockchain’s native currency to participate. Validators, on the other hand, have little to risk if they do not authenticate the transactions on the blockchain, which may delay the development of new blocks. Although PoS is useful for the lag-tolerant AI apps, it is not ideal for AI systems, especially in the management of flowing data, changing the identification, and making intelligent decisions on a real-time basis.

3) PROOF-OF-ACTIVITY (POA)

PoAc is a mixture of PoW and PoS protocols. Such protocol aims to address the 51 percent attack problem by implementing the PoW algorithm on blank blockchains [105]. This is done by PoAc protocol solves complicated mathematical problems first and validators begin to receive incentives, increasing their holding on the ledger. This allows for the validators with a sufficient stake in the blockchain to use the PoS algorithm. Additionally, PoAc is effective in terms of security, memory, and network connectivity.

As a result, it may be advantageous for AI programs that require less data accessibility and higher security.

4) PROOF-OF-BURN

According to the PoB protocol, validators can only spend their coins if they send them to a public, valid, unusable, and faulty address. After burning their money, users are instantly authorized to develop new blocks and collect incentives [99]. Users could benefit from PoB since it allows them to contribute in advance and earn interest on the chain while also becoming approved validators. The protocol also gives an advantage by fixing the PoW’s energy use problem. Furthermore, coin burning lowers the number of coins on the ledger, resulting in a gradual increase in coin value, amount balancing of currencies on the blockchain, the spending of unsold coins, and payment of the transaction cost. PoB protocols can be used by AI systems to urge participants to keep the value of the underlying judgments. Applications needing a specific degree of precision, a set amount of clusters or items recognized, for example, can consume learning models and search trees to keep value over the ledger.
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5) PROOF-OF-CAPACITY (POC)
Traditional PoW algorithms become computationally expensive since they must obtain randomized nonce values to decrypt the blocks. The Proof-of-Concept protocol, commonly called proof of space, is a substitute mechanism for determining the space amount of hard drive on the blockchain network’s nodes [107].

Rather than utilizing random numbers, it stores the potential nonce values on the hard drive and looks for matching nonce-hash combinations to decrypt the blocks. Nodes that are having a large amount of disc space would obtain a lot more stake and a high chance of winning with PoC.

6) PROOF-OF-AUTHORITY (POA)
PoA could be used to address the problem of PoW’s high energy usage, as well as the issue of the validators should possess a portion of capital invested in the blockchain network. A PoA protocol delegates authoritative power to specified nodes, forming a consensus based on the absolute majority to create additional blocks on the ledger [108].

PoA has been shown as being a resource-effective and low-latency consensus system, albeit it is better suited for networks in private since it allows authorized stakeholders to delegate validation authority. Consequently, blockchain implementers must consider the validators’ legal identities, well-defined eligibility requirements, and a common qualification condition for each shareholder to operate as validators. PoA security risks are always present, owing to security attacks on validators, which could be a source of assault on the network, notwithstanding their energy economy and fiscal efficacy. Alternatively, PoA might be used as a substitute consensus approach for AI systems that run on private or consortium networks because all validators are recognized over the system.

IX. DISCUSSION
A. TO WHAT EXTENT HAS THE BLOCKCHAIN BEEN DEVELOPED FOR THE MANAGEMENT OF EHRs, AND HOW HAS IT EVOLVED OVER TIME?
Authors in the literature attempted to propose solutions for managing EHRs from various perspectives. For data encryption, many people used symmetric encryption schemes, while others used asymmetric encryption schemes. A few authors provided solutions for the blockchain’s scalability when managing EHRs. Some people brought smart contracts, while others used chain-code for EHR preservation mechanisms. When it comes to EHR storage, there are two options: on-chain storage and off-chain storage. An on-chain storage scheme is focused on storing data on the blockchain, whereas an off-chain storage scheme stores data in the cloud or a local database and links the data’s address to the blockchain.

From 2016, when blockchain-based solutions for managing EHRs first became available, to 2021, there has been tremendous progress. The idea of using blockchain as a platform to manage health data was first mentioned in the article [74] in 2016. Later that year, an article [110] discussed the use of private blockchain for EHRs. Following that, researchers attempted to demonstrate the utility of AI-blockchain for handling EHRs.

B. WHAT STANDARDS ARE USED TO STORE EHRs IN THE BLOCKCHAIN?
The standards related to the data format and interoperability principle remain an issue for sharing and storing EHRs. Most authors consider FHIR and HL7 when they defined standard for EHRs data format [74], [24]. However, only a few authors followed the standard of HL7 [78], [101], whereas a small number considered the standard of FHIR [24], [119], [128]. Standardized EHR data model is designed to support interfacing to the clinical decision support system. Among the rest of the papers, authors in [9], [78], and [190] described the standard of ISO 27789, HL7 and HIPAA, but did not implement those principles.

Despite the references mentioned above, the expected standard for EHRs exchanging, uploading, storing, authenticity checking, and formatting remains a critical issue for blockchain-enabled EHRs solutions. It could be due to the evolving nature of blockchain and the lack of standardized development platforms. While blockchain is a promising technology for EHR management, it still has a long way to go before it can be considered stable enough to support a standardized framework.

C. HOW LARGE AMOUNTS OF EHR DATA ARE HANDLED?
Handling such massive amounts of data is a significant challenge. When it comes to dealing with large amounts of data via blockchain, the task becomes more difficult because storing data on the blockchain is costly. The blockchain was initially designed to keep data small in size, basically the financial transaction information. However, in order to enjoy the benefits of blockchain while overcoming the limitations of data storage capacity, researchers devised a number of solutions. While many people haven’t considered blockchain’s scalability for data storage, others have focused on storing data in the cloud or in local databases and linking the address from that storage to the blockchain. Among the papers we examined for the review, slightly less than half did not address the major data storage issue. Authors of [3], [115], [118], have considered the issue, but they haven’t discussed the data storage services. In addition, there were other authors who have chosen the Interplanetary File System (IPFS) as a medium of data storage and then linked the address with the blockchain [19], [34], [78], [93], [109], [117], [142]. The rest of the papers proposed using private blockchain or off-chain storage to handle scalability issues.

The solutions mentioned above to overcome big data issues are significant, but more research is required to handle a significant amount of EHRs data.
D. WHAT BLOCKCHAIN PLATFORMS/MECHANISMS ARE USED TO MANAGE EHRs?

Because EHRs include sensitive personal information, a private blockchain is at the top of the popularity ranking. Furthermore, a private blockchain can enable access control rules, allowing only particular persons to join the network while adhering to good security policies. A public blockchain, on the other hand, does not have strong access control rules, so anyone can join the web and read the data. A consortium blockchain also provides a private network and restricts access to network data.

The literature review included several potential models or architectures. The majority of the authors concentrated on EHR integrity, availability, transparency, privacy, and security. Almost all of the models offered to support for the storage of EHRs from medical institutions as well as wearable devices. A significant number of papers used the Ethereum platform for the proposed solutions. The number for Hyperledger Fabric was only one paper [121]. The rest of the offered solutions include Bitcoin [99], [100], [105], [107], [134] consortium blockchain [98], [102], private & consortium blockchain [98], [100], Multichain [104], private blockchain [19], [21], [101], [141], and Permissioned Blockchain [186].

X. OPEN CHALLENGES AND FUTURE RESEARCH OPPORTUNITIES

One may define numerous issues of healthcare Blockchain-based applications based on the proposed prototypes and developed applications discussed above.

With the introduction of wearables and a slew of new IoT devices with data flows harnessed, improved security is required to be readily available to healthcare providers [138]. These issues might be addressed with blockchain technology, which offers interoperability, integrity, and security, as well as portable user-owned data.

Interoperability refers to a system’s capacity to seamlessly integrate with another system to share critical data. The ease of transformation of the medical records and the healthcare data information from one provider to another is referred to the interoperability in the EHR system. While health care organizations can connect in a variety of ways, the EHR is generally regarded as one of the simplest and most secure methods that do not result in information blocking [92], [93]. To begin with, the EHR must have core interoperability. This enables the entire system to send data to another system while also receiving data. While the data received will not need to be analyzed as part of this level of interoperability, it will be available within the system immediately. This is the lowest degree of functional interoperability, allowing only the most basic data exchange.

Second, the EHR must have structural interoperability, which means that data must flow appropriately through the system so that providers may see unmodified patient data. To establish a new EHR database utilizing structured messages, this intermediate region of health care data exchange ensures that patient information is provided and received in a relevant and shareable fashion. Furthermore, even if the data changes hands, the facts, and meanings will not be altered.

Third, the EHR must have semantic interoperability, which allows data to be accurately reorganized and codified so that any system can receive and interpret the new information. This means that the language used by one EHR system must be readable by the next system. This is the highest level of interoperability possible with significant implications for patients, clinicians in a health system, and scientists and researchers who collect data to study patient populations. Due to the adoption of standardized coding, information is transferrable and usable at this level. In contrast to studies [69], [115], which lacked the possibility of interoperability and is not discussed in EMR systems as a result, medical and health data experts must perform manual inspection and mapping of predefined ontologies. At the same time, clinical malpractice is uncontrollable. Furthermore, scalability and interoperability concerns are at the forefront of current and future research in this area. The lack of standards for designing healthcare applications based on blockchain technology is revealed by the interoperability challenge.

The second challenge has to do with questions of privacy and security [115]. The data on the blockchain is spread to all nodes, resulting in non-compliance with privacy rules and vulnerabilities. As a result, to protect data privacy and security, data must be stored off-chain. New privacy technologies, such as homomorphic and attribute-based encryption, secure multiparty computation, zero-knowledge proof, obfuscation, and format-preserving encryption, and may be able to accomplish data privacy [111].

Designing using hybrid privacy approaches and leveraging security-enhancing technology, such as a homomorphic signature, which works better than public-key certificates, could speed up the different security levels in a system. More significantly, any malicious attacker can manipulate health data acquired from hospitals, clinical labs, and patients, rendering AI learning useless. As a result, utilizing federated learning mixed with blockchain technology, it is necessary to collect health data from many sources without any privacy leaks. Each healthcare organization’s central entity is responsible for any legal difficulties as well as the overall seamless operation of the centralized healthcare systems. A decentralized, patient-centric system, on the other hand, makes it difficult to resolve any legal disputes or inconsistencies in the public blockchain architecture. When personal data is run on converging AI and blockchain platforms, for example, copyright infringement and defamation issues occur.

On the other hand, scalability is the main issue in blockchain-based healthcare systems [90], [100], [101], [102], [103], especially when dealing with large amounts of medical data. Due to the high volume of healthcare data, it is not feasible to store it on-chain, as this would result in significant performance degradation.
Due to the consensus method and ledger replication to all network participants, scalabilility has always been a constraint in blockchain networks [137]. In the case of healthcare blockchain-based networks, scalability has been a barrier to the adoption of any fast-growing technology. Besides the performance bottleneck, the capacity issue with blockchain should be seriously considered. As the size of a blockchain expands, the amount of storage required by all blocks expands as well. As a result, complete nodes, which keep all the network’s block data, demand a lot of storage space [117]. Similarly, as the blockchain history grows, the Bootstrap time will climb linearly, slowing the process of new nodes joining the system. All these constraints reduce a blockchain’s availability and decentralization and should be carefully considered when creating a large-scale blockchain. Not every entity in such a network needs a comprehensive blockchain ledger. As a result, the strategies should concentrate on interactions between just those in the network who need to know, i.e. on a need-to-know basis. In every rapidly evolving technology, scalability is a major challenge. Scalability is measured in terms of throughput, latency, storage, and block size in blockchain networks. For that, it should analyze a performance matrix in blockchain networks, such as throughput, consensus latency, and the number of transactions completed per appointment. The bigger the number of verifiers in the block verification phase, the higher the level of security; nevertheless, this increases latency. Healthcare necessitates security with the shortest possible verification time.

In general, there are few future directions that stand clear for the EHR management research efforts, namely; applications of Big Data, AI, Edge Computing and IoMT. Below is our take on these directions.

A. BIG DATA
A significant problem for healthcare data systems seeking to improve the quality of healthcare services is acquiring, processing, and analyzing huge volumes of personal healthcare data, particularly from commonly used mobile and wearable devices, while minimizing privacy violations. Blockchain technology has the potential to address the security concerns associated with big data techniques by providing immutability, security, and traceability. Big data can make the best use of all healthcare data assets to assist necessary improvements in areas of prediction in healthcare diagnosis, analysis in magnetic resonance imaging, and other applications [174].

Two broad categories of big data analysis are data management and data analysis. For data management, blockchain technology can be utilized to securely maintain immutable healthcare records. For data analysis, the blockchain’s transactions and records can be extracted and studied for potential trading behaviors.

B. ARTIFICIAL INTELLIGENCE
When blockchain technology is combined with AI in a variety of real-world healthcare applications, the resulting systems become more efficient and stable [175]. Machine learning (ML) and deep learning (DL) are two major branches of AI that are assisting in the automation of real-world applications. In the near future, machine learning will be used in concert with blockchain to manage EHRs. Despite the difficulties associated with storing, distributing, and training vital EHR data to design practical applications, interest among researchers in developing machine learning and blockchain-based EHR applications has grown tremendously [176], [177]. IBM has announced intentions to implement an intelligent blockchain, in which an AI agent performs various duties such as enforcing laws, improving records, detecting suspicious activity, and making recommendations for upgrading smart contracts over a broad network. In the MATRIX project [178], AI is employed to construct a next generation blockchain that enables the automated development of intelligent contracts, enhances protection against malicious attacks, and enables highly scalable operations. Various machine learning techniques can be used to detect fake EHR data, ensuring that only authentic EHRs are maintained on the blockchain. Deep learning enables the recovery and storage of previously damaged scanned medical records in blockchain for the sake of knowledge enhancement (e.g., drug analysis and prediction) [179]. Additionally, deep learning as-a-service (DaaS) is employed on stored EHRs to accurately forecast future diseases based on current patient diagnosis reports [180]. Machine learning techniques can also be employed to protect blockchain networks from large-scale attacks [181]. There are some established projects that mix AI with blockchain. For example, SingularityNET [182] focuses on developing AI and blockchain-based networking for the robot brain, while DeepBrainChain focuses on developing a platform for developing AI algorithms. Additionally, several machine learning and deep learning-based health-related projects are underway, including the Gamalon project, TraneAI [183], and Neureal [184].

C. EDGE COMPUTING
Due to network congestion and data size, sharing huge volumes of EHRs among diverse health care companies is problematic. Recent options for EHR management are limited in terms of scalability, computing cost, and reaction time. Edge computing may provide a solution to these difficulties. It can process a vast amount of data from multiple locations, as edge computing is comprised of a set of servers/computers [185]. Researchers in [186] propose using edge computing to extend cloud services to the network’s edge, thereby increasing processing capacity and device QoS. Edge Processing offers the advantages of large data storage, extensive networking, and high computing power, while also enabling secure and regulated scaling for distributed EHR applications. While edge computing has several drawbacks, including security, vulnerability to various attacks during message transmission, and integrity, blockchain-based solutions face several challenges, including storage, scalability, block size constraints, and block creation time, all of which can be addressed using edge computing. Similar approaches for decentralized technology
can improve privacy, security, and resource management on an automatic basis [187]. Combining the two can provide several advantages. For example, blockchain can first be used to implement distributed controls across multiple edge nodes. The blockchain mining process verifies the accuracy, consistency, and dependability of data. Then, user privacy can be enhanced further by allowing people to control data using cryptographic keys. Finally, edge computing entails resource sharing across nodes, which can be accomplished securely via blockchain-based smart contracts [188].

D. INTERNET OF MEDICAL THINGS (IoMT)
The IoMT is a collection of medical devices and software that connect to various healthcare providers via online computer networks. The Internet of Medical Things is built on the concept of Machine-to-Machine (M2M) communication between wireless medical devices. Medical care providers and authorities can obtain real-time health updates on patients from remote places using wearable devices via the IoMT. Apart from the benefits of IoMT, there are some disadvantages, as IoMT devices are susceptible to security attacks. Not only has demand for novel medical devices surged dramatically during the Covid-19 outbreak, but so have cyber risks associated with them [189]. Blockchain technology might be viewed as a savior against the hazards posed by IoMT devices. Blockchain’s decentralized key management, inseparability, and integrity qualities enable the secure communication of intelligent medical equipment.

XI. CONCLUSION
Blockchain software is attracting considerable interest from people, as well as organizations of almost all kinds and sizes. With its features, which include decentralization, anonymity, persistence, and auditability, it can turn the conventional industry. Blockchain applications are expected to use Artificial Intelligent Approaches to re-shape the healthcare environment. Not only would the mechanism be open and safe, but it will also improve the quality of healthcare at a lower cost. We addressed various blockchain technologies in the healthcare industry in the proposed framework and identified the major research projects as well as potential prospects for research. In particular, we discussed a proposed framework for the management of health data and how blockchain would empower patients and streamline the health data sharing process. We find that there is a consensus among researchers that patient data would truly be owned and managed by the rightful owner of the data, i.e., the patient, with blockchain technology. The blockchain facilitates timestamping of health records so that after being part of the distributor ledger, no one can tamper with them. Patients have the right to determine who, and for what reason, can and cannot access their data.

21st-century healthcare systems will consist of different technologies that connect patients with their caregivers (e.g., remote healthcare facilities, wearable devices, etc.). Such systems continuously produce data and can be subjected to malicious attacks while being transmitted at different levels of the underlying communication network. In this paper, we addressed several research studies that suggest tamper-resistant systems to ensure the fidelity of health data using blockchain technology and AI methods.
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