Parsing Birdsong with Deep Audio Embeddings
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Abstract

Monitoring of bird populations has played a vital role in conservation efforts and in understanding biodiversity loss. The automation of this process has been facilitated by both sensing technologies, such as passive acoustic monitoring, and accompanying analytical tools, such as deep learning. However, machine learning models frequently have difficulty generalizing to examples not encountered in the training data. In our work, we present a semi-supervised approach to identify characteristic calls and environmental noise. We utilize several methods to learn a latent representation of audio samples, including a convolutional autoencoder and two pre-trained networks, and group the resulting embeddings for a domain expert to identify cluster labels. We show that our approach can improve classification precision and provide insight into the latent structure of environmental acoustic datasets.

1 Introduction

Over the past half-century, there has been an estimated decline of 29\% across North American bird populations, corresponding to a net loss of about 3 billion birds [Rosenberg et al., 2019]. To design and implement effective conservation policies for counteracting such biodiversity loss, there is a need for automated monitoring technologies to understand changes in species-level populations. In recent years, technologies such as camera traps [Rowcliffe and Carbone, 2008; Steenweg et al., 2017; O’Connell et al., 2010], drone footage [Jiménez López and Mulero-Pázmány, 2019; van Gemert et al., 2014; Koh and Wich, 2012], or even satellite imagery [Pettorelli et al., 2014] have been used for species-level identification and population estimation. However, these visual methods are difficult to apply to bird recognition, due to their small size and frequent occlusion in the environment. But a majority of birds are vocal, with complex species-specific calls and song repertoires. Consequently, there has been a rising interest in using automated passive acoustic technologies for monitoring bird populations [Browning et al., 2017; Sugai et al., 2019; Blumstein et al., 2011; Wood et al., 2019].

\textsuperscript{*}equal contribution

In particular, BirdNET is an acoustic monitoring framework drawing on citizen science for large-scale data collection on species-level occurrence [Kahl et al., 2021]. The foundation of BirdNET is a CNN classifier, trained on high-quality recordings from labeled birdsong repositories such as Xeno-Canto (www.xeno-canto.org) and the Macaulay Library at the Cornell Lab of Ornithology (https://www.macaulaylibrary.org). A user can record birdsong through the BirdNET app and see the species identified by the classifier, across three thousand possible species. Moreover, these audio recordings, classification outputs, and associated time/location metadata are anonymized and catalogued. Therefore, the project intends to both engage the public in bird-watching while also collecting large-scale data for spatiotemporal analysis of avian populations.

While the use of machine learning mitigates the need for expert labeling and opens opportunities in data collection, it is imperfect, and will have difficulties generalizing to sound structure not encountered in the training dataset. This is of particular significance for BirdNET, which has a domain shift between the training and deployment datasets. Xeno-Canto and the Macaulay Library contain recordings with high signal-to-noise ratio obtained with high-quality (often directional) microphones, from which it is easy to obtain labels localized in time ("strong" labels). However, user submissions are often taken with a cell phone in noisy environments, potentially within a long recording window. To improve robustness, the training pipeline incorporates data augmentation with various sources of "background noise" data; but submissions will likely contain noise structure which is not encompassed by these augmentations. Overall, evaluations of BirdNET have shown false positive rates around 15-20\% [Arif et al., 2020]. While this accuracy outperforms other classifiers, and may be sufficient for citizen-science engagement, such a margin is significant in informing conservation policy.

In this work, we aim to introduce a semi-supervised approach for post-processing BirdNET classifications and identifying false positives. Specifically, we utilize several methods for representation learning to construct embeddings of acoustic data and identify clusters characteristic of calls or environmental noise. By incorporating human input on the content of each cluster, we provide alternative confidence scores to the BirdNET classifications. We evaluate this approach on a collection of recordings across three species which were
all identified as “positives” by the BirdNET system and were subsequently manually evaluated by an expert, with the primary goal of improving system precision. We hope that this project can improve the performance of automated passive acoustic monitoring, inform the targeted system augmentations needed to address false positives, and provide insights into lower-dimensional structure within intraspecific acoustic data.

2 Related Work

The introduction of AudioSet has enabled many recent advances in audio event recognition. AudioSet is a collection of short human-labeled sound clips from YouTube videos, containing over 2 million samples separated into 632 audio classes by human annotation [Gemmeke et al., 2017]. Most deep learning approaches for audio analysis will first generate spectrograms from the data, turning the task into an image classification problem. VGGish is a pre-trained convolutional neural network inspired by the VGG network used for image classification [Hershey et al., 2017]. Other similar approaches include SoundNet [Aytar et al., 2016] and L3-net [Arandjelovic and Zisserman, 2017; Arandjelovic and Zisserman, 2018; Cramer et al., 2019] which learn representations on unlabelled data. More recently, studies have leveraged triplet learning or contrastive learning to generate audio embeddings. These approaches are able to use the raw audio signal [Yu et al., 2020] or its spectrogram [Spijkervet and Burgoyne, 2021].

While there have been major advances in audio embeddings within machine hearing, they have had limited use in passive acoustic monitoring. Unsupervised methods such as clustering techniques, t-distributed Stochastic Neighbor Embedding (t-SNE) and Uniform Manifold Approximation (UMAP) have previously been applied for distinguishing embeddings. We chose to use 10 layers and an embedding size of 128; the specific architecture can be found in Table 1. As most bird calls occur below 10kHz, we truncate the frequency range to this value. To remove low-amplitude windows below a baseline level of acoustic activity, we apply a simple detector score similar to that used in [Kahl et al., 2021; Sprengel et al., 2016]. For a given spectrogram, the detector score is defined by the proportion of pixels that are greater than the column median and 1.5 times the row median. For the BirdNET dataset, we ignore all windows with a score of less than 0.1; on the other hand, for obtaining “call” samples from the Xeno-Canto dataset, we use only windows scoring above 0.3. These thresholds were determined by visual examination. Lastly, we downsize the windows to a size of 100x100 pixels for computational feasibility. These spectrograms are used as input for the autoencoder, and for visualization across all methods; the corresponding time-domain signal is given as input to both pre-trained architectures (VGGish and PANNs).

3.2 Embeddings

Pre-trained VGGish

The first embedding method explored uses the VGGish architecture pretrained on AudioSet, following the methodology described by [Sethi et al., 2020]. This approach has been shown to successfully identify anomalous sounds in a natural environment, but has not been applied to the more specific problem of identifying intraspecific calls. After following the pre-processing steps outlined above, 1-second time-domain samples are given as input into the pre-trained architecture, which converts the signal into a spectrogram and returns a 128-dimensional embedding.

Pre-trained Wavegram-Logmel-CNN

While most audio analysis is performed either on spectrogram images or (more rarely) on raw audio, [Kong et al., 2020] proposes integrating these approaches for the Wavegram-Logmel-CNN16 architecture: using both a learned 1-dimensional time-frequency representation together with the calculated log-amplitude mel-scale spectrogram as input. This network, pretrained on AudioSet, gives superior performance to prior methods on a number of downstream classification tasks with a 2048-dimensional embedding, and is made publicly available with a user-friendly interface through the panns-inference Python package.

Autoencoder

We also obtained embeddings through the use of a convolutional autoencoder: a network which attempts to learn a representation of the original data, typically in a lower dimensionality. An autoencoder is trained to minimize the reconstruction loss, or difference between the input image (in this case, the mel-spectrogram) and the output image. The bottleneck layer serves to capture the most important signal from the input, and we use this layer to extract the embeddings. We chose to use 10 layers and an embedding size of 128; the specific architecture can be found in Table 1.

3.3 Classification and Evaluation

To group similar samples, we apply k-means and extract clusters in the high-dimensional embedding space. While it is possible to automatically select the cluster number using the
silhouette coefficient, we opt to fix this value to 12 for consistency across species, as the disadvantage of a higher number of clusters is human labeling effort rather than a poor fit to data. Next, we randomly sample a collection of spectrograms from each cluster to present to an expert, and retrieve a binary label indicating whether a cluster generally represents bird calls. Since a species may have a varied repertoire of calls, we may expect multiple disconnected clusters to be assigned a positive label. To visualize and evaluate clustering quality and latent structure, we used UMAP to project the data. Next, we randomly sample a collection of spectrograms from each cluster to present to an expert, and retrieve a binary label indicating whether a cluster generally represents bird calls. Since a species may have a varied repertoire of calls, we may expect multiple disconnected clusters to be assigned a positive label. To visualize and evaluate clustering quality and latent structure, we used UMAP to project the high-dimensional embeddings to two dimensions.

We then infer cluster labels (and consequently associated positive/negative labels) for the BirdNET audio. Specifically, for each BirdNET sample, we locate Xeno-Canto samples within a pre-defined threshold distance, and assign the sample to the most commonly occurring cluster among these neighbors. Finally, to obtain labels for recordings which can be compared against ground-truth labels, we give a positive label to a BirdNET submission if it contains at least two positively-labeled samples. We then evaluate accuracy, with a particular interest in precision, as false positives are considered more detrimental to ecological study of population dynamics than false negatives. Moreover, since all of the BirdNET recordings used were positive classifications from the BirdNET system, we consider the improvement in precision through the integration of this semi-supervised pipeline.

### 4 Results and Discussion

First, we compare the UMAP projections of embeddings across species with the different methods (Figure 1). Each point represents a 1-second audio sample from the Xeno-Canto recordings. Note that we expect overlap in these distributions, as a significant part of the dataset will contain background noise rather than species-specific vocalizations; but we also see separation of clusters across the three species.

Next, we continue to the more complex task of intraspecific analysis. We visually examine the projected Xeno-Canto and BirdNET distributions, and find that all methods produce meaningful latent structure and clustering. For example, Figure 2 demonstrates the projected embedding obtained through the Wavegram-Logmel-CNN16 for the barred owl dataset. The Xeno-Canto embedding colored by cluster assignment is on the far left, and randomly-selected samples from nine of these clusters are shown in the spectrograms on the left. The associated BirdNET embedding, colored by inferred cluster label, along with corresponding spectrogram samples, is on the right. We see that the clusters are directly interpretable: the first and third rows capture mature barred owl hoots; the fourth and eighth rows are primarily begging calls by barred owl chicks; the last row describes wide-band environmental noise; and the second, fifth, and seventh represent vocalizations from other species which unintentionally occur in the dataset. By providing human-in-the-loop input on such erroneous training samples, this pipeline could help to remove them from analysis: whether prior to training, or in post-processing as described here. Additionally, the locations of these clusters in the embedding space can also be interpreted: clusters representing hoots are close together, and far from the two clusters representing juvenile begging calls, with points representing other noises scattered in between. By comparing the two embedding distributions, we can interpret the domain shift in the data: some of the clusters result in similar samples between Xeno-Canto and BirdNET, while others (such as clusters 5 and 8) change significantly. Moreover, we see that a greater proportion of the BirdNET samples are found in the "noisy" clusters, rather than in the "hoot" clusters on the right edge of the plot: this result is expected, since we impose lower pre-processing detection thresholds on BirdNET submissions to avoid omission of quiet calls.

Next, Table 2 displays the accuracies, precision, and recall across the three species for each of the three methods. On
Figure 2: This figure shows clusters in the embedding space of the Wavegram-Logmel-CNN16 network, together with spectrogram samples corresponding to a subset of the clusters, for both Xeno-Canto (left half) and BirdNET (right half).

Table 2: Classification results for each audio embedding method and the three species. The value in parentheses is the improvement over BirdNET precision.

| Architecture | Barred Owl | Common Crane | Common Loon |
|--------------|------------|--------------|--------------|
|              | Accuracy   | Precision    | Recall       | Accuracy   | Precision    | Recall       | Accuracy   | Precision    | Recall       |
| VGG-ish      | 0.65       | 0.52 (+.15)  | 0.61         | 0.47       | 0.40 (-.03)  | 0.45         | 0.58       | 0.05 (+.01)  | 0.44         |
| W-L-CNN16    | 0.73       | 0.74 (+.37)  | 0.43         | 0.55       | 0.48 (+.05)  | 0.36         | 0.95       | 0.33 (+.29)  | 0.22         |
| Autoencoder  | 0.57       | 0.44 (+.07)  | 0.63         | 0.40       | 0.39 (-.04)  | 0.71         | 0.71       | 0.50 (+.46)  | 0.11         |

the whole, we find that the methods can assist in distinguishing recordings containing true positive samples from the false positives, but further development is necessary to improve accuracy and robustness. In general, the Wavegram-Logmel-CNN16 outperforms the two other techniques in precision, though has lower recall. We see best performance for the barred owl, in which we can obtain a significant precision improvement. However, the low number of positive samples within this data caused significant difficulty for classification. For all three species, fewer than half of the recordings were correct – in particular, in the available data for the common loon, only 9 of the 210 recordings contained true identification of this species by BirdNET. Consequently, misclassifications of several spectrograms within our pipeline would cause significant drops in precision and accuracy.

5 Broader Impact

Since the spatial distribution of both BirdNET submissions and Xeno-Canto recordings is not uniform across the globe, an analytical pipeline developed on this data may face geographically variable performance. Currently, most BirdNET submissions are concentrated in the US and Western European countries, as these regions received earlier deployment of the BirdNET app. In addition, while BirdNET is available internationally and supports a translated user interface across 11 languages, access to the app will be limited by smartphone prevalence and public awareness. Xeno-Canto has a greater geographic reach, with high representation in South America and Europe, and growing coverage across Asia and Africa. As different environments will have different ambient soundscapes, calls, and sources of noise, there should be discretion in extrapolating classification accuracy to new regions – particularly since over-estimation of species population sizes may inhibit conservation measures for those species.

6 Conclusion

In this paper, we provide a framework for learning representations of BirdNET classifications and identifying false positives. Our approach can enable experts to examine the structural differences between bird calls and other audio samples, both on an inter- and intra-species level, and thereby detect misclassifications. Future work includes expanding this analysis to a wider collection of taxonomic groups (particularly to the passerines, or songbirds), and incorporating the false positive identification into the BirdNET classifier.

Acknowledgments

We are very grateful to Daniel Salisbury for manually labeling the BirdNET data used in this work. We would like to thank Connor Wood and Ben Mirin for feedback and species identification. Additionally, we would like to thank Milind Tambe, Doria Spiegel, and Boriana Gjura for their support on this project.
References

[Arandjelovic and Zisserman, 2017] Relja Arandjelovic and Andrew Zisserman. Look, listen and learn. In Proceedings of the IEEE International Conference on Computer Vision, pages 609–617, 2017.

[Arandjelovic and Zisserman, 2018] Relja Arandjelovic and Andrew Zisserman. Objects that sound. In Proceedings of the European conference on computer vision (ECCV), pages 435–451, 2018.

[Arif et al., 2020] Mehak Arif, Richard Hedley, and Erin Bayne. Testing the accuracy of a birdnet, automatic bird song classifier. 2020.

[Aytar et al., 2016] Yusuf Aytar, Carl Vondrick, and A. Torralba. Soundnet: Learning sound representations from unlabeled video. In NIPS, 2016.

[Blumstein et al., 2011] Daniel T Blumstein, Daniel J Mennill, Patrick Cleminis, Lewis Girod, Kung Yao, Gail Patricelli, Jill L Deppe, Alan H Krakauer, Christopher Clark, Kathryn A Cortopassi, et al. Acoustic monitoring in terrestrial environments using microphone arrays: applications, technological considerations and prospectus. Journal of Applied Ecology, 48(3):758–767, 2011.

[Browning et al., 2017] Ella Browning, Rory Gibb, Paul Glover-Kapfer, and Kate E Jones. Passive acoustic monitoring in ecology and conservation. 2017.

[Clink and Klinck, 2021] Dena J Clink and Holger Klinck. Unsupervised acoustic classification of individual gibbon females and the implications for passive acoustic monitoring. Methods in Ecology and Evolution, 12(2):328–341, 2021.

[Cramer et al., 2019] Jason Cramer, Ho-Hsiang Wu, Justin Salamon, and Juan Pablo Bello. Look, listen, and learn more: Design choices for deep audio embeddings. In ICASSP 2019-2019 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), pages 3852–3856. IEEE, 2019.

[Gemmeke et al., 2017] Jort F. Gemmeke, Daniel P. W. Ellis, Dylan Freedman, Aren Jansen, Wade Lawrence, R. Channing Moore, Manoj Plakal, and Marvin Ritter. Audio set: An ontology and human-labeled dataset for audio events. In Proc. IEEE ICASSP 2017, New Orleans, LA, 2017.

[Hershey et al., 2017] Shawn Hershey, Sourish Chaudhuri, Daniel P. W. Ellis, Jort F. Gemmeke, Aren Jansen, Channing Moore, Manoj Plakal, Devin Platt, Rf A. Saurous, Bryan Seybold, Malcolm Slaney, Ron Weiss, and Kevin Wilson. Cnn architectures for large-scale audio classification. In International Conference on Acoustics, Speech and Signal Processing (ICASSP), 2017.

[Jiménez López and Mulero-Pázmány, 2019] Jesús Jiménez López and Margarita Mulero-Pázmány. Drones for conservation in protected areas: present and future. Drones, 3(1):10, 2019.

[Kahl et al., 2021] Stefan Kahl, Connor M Wood, Maximilian Eibl, and Holger Klinck. Birdnet: A deep learning solution for avian diversity monitoring. Ecological Informatics, 61:101236, 2021.

[Koh and Wich, 2012] Lian Pin Koh and Serge A Wich. Dawn of drone ecology: low-cost autonomous aerial vehicles for conservation. Tropical conservation science, 5(2):121–132, 2012.

[Kong et al., 2020] Qujiang Kong, Yin Cao, Turab Iqbal, Yuxuan Wang, Wenwu Wang, and Mark D Plumbley. Panns: Large-scale pretrained audio neural networks for audio pattern recognition. IEEE/ACM Transactions on Audio, Speech, and Language Processing, 28:2880–2894, 2020.

[O’Connell et al., 2010] Allan F O’Connell, James D Nichols, and K Ullas Karanth. Camera traps in animal ecology: methods and analyses. Springer Science & Business Media, 2010.

[Parra-Hernández et al., 2020] Ronald M Parra-Hernández, Jorge I Posada-Quintero, Orlando Acevedo-Charry, and Hugo F Posada-Quintero. Uniform manifold approximation and projection for clustering taxa through vocalization in a neotropical passerine (rough-legged tyrannulet, phyllomyias burmeisteri). Animals, 10(8):1406, 2020.

[Pettorelli et al., 2014] Nathalie Pettorelli, William F Laurance, Timothy G O’Brien, Martin Wegmann, Harini Nagendra, and Woody Turner. Satellite remote sensing for applied ecologists: opportunities and challenges. Journal of Applied Ecology, 51(4):839–848, 2014.

[Rosenberg et al., 2019] Kenneth V Rosenberg, Adriaan M Dokter, Peter J Blancher, John R Sauer, Adam C Smith, Paul A Smith, Jessica C Stanton, Arvind Panjabi, Laura Helft, Michael Parr, et al. Decline of the north american avifauna. Science, 366(6461):120–124, 2019.

[Rowcliffe and Carbone, 2008] J Marcus Rowcliffe and Chris Carbone. Surveys using camera traps: are we looking to a brighter future? Animal Conservation, 11(3):185–186, 2008.

[Sainburg et al., 2020] Tim Sainburg, Marvin Thielk, and Timothy Q Gentner. Finding, visualizing, and quantifying latent structure across diverse animal vocal repertoires. PLoS computational biology, 16(10):e1008228, 2020.

[Sethi et al., 2020] Sarab S Sethi, Nick S Jones, Ben D Fulcher, Lorenzo Picinali, Dena Jane Clink, Holger Klinck, C David L Orme, Peter H Wrege, and Robert M Ewers. Characterizing soundscapes across diverse ecosystems using a universal acoustic feature set. Proceedings of the National Academy of Sciences, 117(29):17049–17055, 2020.

[Spijkervet and Burgoyne, 2021] Janne Spijkervet and J. Burgoyne. Contrastive learning of musical representations. ArXiv, abs/2103.09410, 2021.

[Sprengel et al., 2016] Elias Sprengel, Martin Jaggi, Yannic Kilcher, and Thomas Hofmann. Audio based bird species identification using deep learning techniques. Technical report, 2016.
[Steenweg et al., 2017] Robin Steenweg, Mark Hebblewhite, Roland Kays, Jorge Ahumada, Jason T Fisher, Cole Burton, Susan E Townsend, Chris Carbone, J Marcus Rowcliffe, Jesse Whittington, et al. Scaling-up camera traps: Monitoring the planet’s biodiversity with networks of remote sensors. *Frontiers in Ecology and the Environment*, 15(1):26–34, 2017.

[Sugai et al., 2019] Larissa Sayuri Moreira Sugai, Thiago Sanna Freire Silva, Jose Wagner Ribeiro Jr, and Diego Llusia. Terrestrial passive acoustic monitoring: review and perspectives. *BioScience*, 69(1):15–25, 2019.

[van Gemert et al., 2014] Jan C van Gemert, Camiel R Verschoor, Pascal Mettes, Kitso Epema, Lian Pin Koh, and Serge Wich. Nature conservation drones for automatic localization and counting of animals. In *European Conference on Computer Vision*, pages 255–270. Springer, 2014.

[Wood et al., 2019] Connor M Wood, R. J. Gutierrez, and M. Z. Peery. Acoustic monitoring reveals a diverse forest owl community, illustrating its potential for basic and applied ecology. *Ecology*, 2019.

[Yu et al., 2020] Zhesong Yu, Xingjian Du, Bilei Zhu, and Zejun Ma. Contrastive unsupervised learning for audio fingerprinting. *arXiv preprint arXiv:2010.13540*, 2020.