Numerical and Experimental Approaches to Estimate Discharge Coefficients and Energy Loss Coefficients in Pressurized Grated Inlets
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Abstract: Numerical models concerning inlet systems are run to assess the hydraulic performance of existing or new systems and estimate the flow interchanges between the surface overland and sewer flows. In most programs, these interactions are modeled using the orifice equation, with estimated discharge coefficients around 0.6. In this paper, discharge values and energy loss coefficients for several pressurized grated inlets were obtained by experimental and numerical approaches and compared. To achieve these goals, a numerical model replicating several experimental tests carried out at the hydraulic laboratory of Universitat Politècnica de Catalunya (UPC) was produced using a CFD model (Flow 3D). This numerical model was found to be highly sensitive to the mesh size used; however, it was able to accurately simulate the experimental processes. The comparison considered different combinations of pressurized flow through the grate, between 10 to 50 l/s, and different longitudinal gradients. The experimental discharge coefficient was found to increase with surcharging flow rate (ranging from 0.14 and 0.41), whereas the longitudinal gradient was found to have no effect. The discharge coefficients obtained in this study show that the standard 0.6 value commonly used by practitioners should be revised to a range between 0.14 to 0.41, depending on circulating flow and inlet type. In addition, the loss coefficient values range from 0.25 to 3.41.
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1. Introduction

Adapting modern cities to face future changes, including climate changes, requires modification of the main urban services design requirements, such as improved drainage systems to cope with extreme rainfall intensity producing flood events [1–5]. As rainfall events become more extreme, each city requires a personalized solution to cope with the problem of undersized sewer networks and poor surface drainage systems [6]. Integrated flood models give the opportunity for designers to simulate hypothetical situations to create customized drainage solutions. Flooding can be caused by a range of different sources, such as extreme pluvial events, irregular coastal tides and flooding due to failure of the urban drainage network. The latter of these is often modelled using integrated urban flood models [7], which are generally based on fluid motion as defined by the St. Venant equations [8]. Within this framework, 1D/2D coupled models are able to simulate at the same time 2D overland flow and 1D sewer flow, with the related links and flow interchanges through manholes and inlets [9–11]. In these models it is necessary to characterize the hydraulic performance of inlet systems in terms of hydraulic efficiency.
and to determine specific coefficients like discharge coefficients or energy losses coefficients in case of free or surcharged sewer flow conditions [12–16].

The aim of this paper is to estimate the discharge coefficient and energy loss of a surcharging drainage inlet, comparing the results obtained through experimental and modelling methods. By conducting both an experimental campaign and a computational fluid dynamics (CFD) model for the same tests, this work aims to analyse the effectiveness of a specific CFD modelling package in replicating surcharging inlets. A literature review was undertaken on the current state of the art of flood modelling and the challenges that have hindered further development. This includes the problems associated with modelling the interaction between the surface and subsurface networks, issues in replicating real life topography and the limitation of affordable computational power [17]. As part of this, a range of experimental papers that focused on energy losses and discharge coefficients around manholes and inlets were also reviewed. The papers focus on either normal drainage conditions or surcharged conditions for inlets and manholes; thus, this paper analyses and compares the energy loss coefficient and discharge coefficient parameters through experiments and numerical simulation.

The literature highlights the different software capable of integrating surface and subsurface models, such as the Storm Water Management Model (SWMM5.1) (by the US EPA), Integrate Catchment Modelling (ICM) Infoworks Package (By Innovyze), Mike Urban software (by DHI) and other tools developed by researchers, such as SIPSON [18] and CityCAT [19–21]. All of these models are based on the principle of solving the St. Venant equations to calculate the subsurface element of the model, but they differ in their surface water modelling techniques [8].

Further to the increases in computing power, there have also been vast improvements to Geographic Information Systems (GIS), providing more readily available terrain data [22,23]. “Dual drainage“ models were introduced, instigating the initial attempt of simulating the interactions between the surface and subsurface models [24–26]. The term “dual drainage“ was used in Djordjevic et al. [27] in reference to bi-directional flow between the overland and underground systems [28–30]. A challenge of these models is simulating the possible characteristics of flow between two sections, as the formulations on which these are based are still uncertain [31–33]. Bach et al. [23] produced a critical review of the history of urban drainage models in an attempt to improve the structure of knowledge on integrated flood models.

Hunter et al. [34] produced a benchmark for 2D hydraulic surface models, replicating storm events in urban areas through the assessment 6 models. Hunter et al. [34] concluded that if terrain data of a sufficiently high quality was available, then the model parameters become the most critical factor (vertical error ~5 cm RMSE). Vojinovic et al. [35] used MIKE 11 and MIKE 21 (DHI 2019), a 1D/1D and 1D/2D model produced by the Danish Institute of Hydraulics (DHI), to assess the effect that model schematisation, geometry and range of parameters can have on coupled models and concluded that the success of the model is highly dependent on the accuracy of the Digital Terrain Model (DTM) utilised, stating that the effect of the frictional coefficient used is minimal in comparison.

Improvements in the field of geomatics have improved the quality of easily available elevation data. Historically, to gain the level of resolution to elevation required to produce surface runoff models, either photogrammetry or surveying techniques had to be undertaken [36]. Both of these methods are time intensive and costly in comparison to modern techniques. One mapping method that has led to improvements in Digital Elevation Models (DEM) is LIDAR (Laser Imaging, Detection And Ranging). By linking airborne and terrestrial LIDAR data, one can produce DEMs of a high quality (with a resolution of up to 5–10 cm) at a much lower expense. This development made it possible to produce DEMs on a scale previously unattainable, which led to a growth in research relating to 2D surface runoff models [36]. As further advancements are made in the field of geomatics, the resolution and accuracy of DEMs continues to advance. As such, the limitations associated with poor topographical data become less significant, improving
the flood model accuracy. On top of this, as the data collection process becomes more automated, the quantity, quality and density of data may increase dramatically [37]. Chen and Han [38] propose that with the large amount of new data being produced, the field of hydroinformatics can learn from big data technology, which has become increasingly popular in the past decade in the field of computer sciences and e-commerce.

A further challenge in producing an accurate bi-directional model is in calculating the flow transfer at the surface and subsurface connection points. Unreliable simulations can be caused by a poor understanding of the hydraulic behaviour of drainage structures [39–41]. The issue with utilising the orifice equation is the lack of knowledge on which discharge coefficient is applicable [42,43]. There are currently no guidelines on which discharge coefficient should be used, and therefore models often use a discharge coefficient of 0.6 [43,44]. Companies that design drainage grate, such as Neenah Foundry [45], focus on the resistance of the grates, as opposed to their hydraulic capabilities. Neenah Foundry proposes that a coefficient of 0.6 is to be used in calculating regular drainage conditions and does not state what should be used for surcharged conditions. Commercial drainage models such as Infoworks recommend using the standard small orifice equation with a coefficient of 0.6 for all type of conditions. This is, however, a coefficient that the user can alter.

Using an incorrect discharge coefficient leads to the model either over- or under-estimating the extent of flooding events and flow hazard parameters (flow depth and velocities) [46–49]. Even though the difference in discharge between a discharge coefficient of 0.6 and one around 0.3 may be small for an individual grate inlet, models are used to design larger areas. In the case of a large urban city, there will be thousands of inlets, so the error would be much larger. In the case of an underestimation, the risk posed by the flood event would not be fully understood, which could lead to more damage being caused. An overestimation could lead to the scale of already costly drainage elements being increased without a genuine necessity.

Currently there is only small amount of data available from real life events, and this is usually only limited to discharges from limited discrete scenarios or surface flood extent [42]. A range of experimental studies have been conducted to monitor the flow into and out of drainage inlets. These include those by Bazin et al. [43], which assesses unspecified inlets, Gomez and Russo [16], Russo et al. [50], which assesses an inflow scenario with a grate present and Rubinato et al. [12], which looks at surcharged conditions when a manhole cover is not present. The papers reproduce scenarios that occur in the real world to try and reproduce data under a controlled environment.

Bazin et al. [43] aimed to evaluate the exchange between a flooded street and the subsurface, including scenarios where the underground system is in a surcharged position. Their work involved an experimental element from which the data was used to adapt and validate a flow exchange model, with the goal of producing a full numerical model of the interaction. It is not stipulated in the paper whether the street inlets have some style of grate above the entrance or whether they are just open holes leading to the gully pot. It should also be noted that most inlets are of a rectangular shape, as opposed to a square, and thus much larger. The dimension of the gully pot is also not considered, which implies it has not been designed to replicate a real drainage component. If there were a drainage grate in place, it is more than likely that this would affect the nature of the flow, as the scale of the gaps in the grate would be so small that it would disturb the flow more than a scaled-up version. On the other hand, if there were no grate on top of the model inlet, the model would also not replicate a real-life scenario as inlets are not open holes, they always have a grate. The range of the discharge coefficients given by this experiment is 0.39 to 0.46.

Gomez and Russo [16] focused on the efficiency of drainage inlets in intercepting flow and moreover the change in hydraulic efficiency depending on the grate used. The goal outlined in this paper was to expand on the knowledge of the hydraulic behaviour of drainage structures, with the hope of improving the currently unreliable drainage models.
Modification of the experimental platform located in the Laboratory of Hydraulics of the Technical University of Catalonia (UPC) allowed us to study the surcharging conditions of the grate inlet [14,15,51].

2. Materials and Methods

The discharge coefficient of a grate under pressurized flow conditions was estimated; its values ranged between 0.1 and 0.41 in the study of Gomez et al. [15]. These are noticeably lower than the 0.6 used in most commercial models. The work of this study only looks at one grate, and therefore a similar experiment was undertaken for different grates to see how the discharge coefficients could differ.

The discharge coefficient of a surcharged inlet was calculated using the orifice equation. This equation was selected because it is one of the most common methods to estimate flow transfer in commercial integrated flood models. These values were calculated by rearranging the orifice equation, as follows:

\[ C_d = \frac{Q}{A_g \sqrt{2g\Delta h}} \]  (1)

where \( C_d \) is the discharge coefficient, \( Q \) is the discharge passing through the grate (\( m^3/s \)), \( A_g \) is the area of gaps in the grate (\( m^2 \)), \( g \) is the gravitational acceleration (9.81 m/s\(^2\)), and \( \Delta h \) is the average water depth above the grate (taking the grate as a datum) (m).

In order to estimate the \( C_d \) for the grate, Equation (1) was considered, and for each surcharge grate, water levels were measured over the grate inlet at 20 points in order to achieve the average flow depth.

The height component of the formula, for both the experimental data and model data, was calculated by taking an average of 20 points located above the grate.

Fluids are susceptible to energy loss when in motion. The loss in energy in the fluid is controlled by the geometry and roughness of the section, the type of fluid and the motion of the fluid. The energy losses can be split into two different categories: frictional losses and minor losses. Frictional losses are usually attributed to flow over a channel or a pipe and are dependent on whether the fluid flow is laminar or turbulent, the viscosity of the fluid and the material and size of the pipe/channel. Minor losses occur when there is a change in the geometry of the section, a common example being a contraction or expansion of a pipe. By placing a grate over a drainage inlet, there is a change in the minor losses. This has been calculated by comparing the water depth above the inlet without a grate present and using Equation (2):

\[ k = \frac{\Delta h 2g}{v^2} \]  (2)

where \( k \) is the energy loss coefficient, \( \Delta h \) is the change in height caused by the introduction of a grate (m), \( g \) is gravitational acceleration (9.81 m/s\(^2\)), and \( v \) is the velocity of discharge through the grate, calculated as Flowrate divided by area of gaps (m/s\(^2\)).

2.1. Experimental Set-Up

The experimental campaign of this paper was undertaken using a grate inlet located in the Hydraulic Lab of the Technical University of Catalonia (UPC) (t 1) on a dynamic platform that simulates a road. In the past, the facility has been utilised to simulate a range of experiments related to inlet efficiency to capture flows [16,50], but has since been altered to allow for simulations of surcharge conditions. The platform is a 1:1 scale of a road, with a width of 3 m and a total length of 5.5 m, where a single inlet can be tested (Figure 1). The two grates used for the experimental section of this study are grates 1 and 2 in Figure 2. Both grates, along with grate 3, were used for the numerical simulation in Flow 3D. Grates were examined previously in [14,15,52], and grate 2 was tested during the period of internship of Amezaga-Kutija [53].
The platform has the potential to be tilted in both the longitudinal direction (0–10%) as well as in the transverse direction (0–4%). The water supply to the platform was designed to support flowrates between 11 l/s and 200 l/s [51]. For the surcharged case, flowrates of 50 l/s or less were selected because with higher flowrates the height of the surcharging flow goes over the barrier surrounding the platform (approximately 20 cm). The desired flowrate is achieved by giving the water gravitational potential energy before being supplied to the model. A pump (50–60 Hz and 90–108 kW) takes the flow from the hydraulics lab (in the basement) to a tank on the roof of the building at a height of approximately 15 m. The supply to the model is controlled from the roof via an electronic valve and is measured using an electromagnetic flow meter, which measures to an accuracy of 1 l/s (Type MQI 99, ELA company, Brno, Czech Republic). The flow enters the model via a flexible pipe (diameter 200 mm) going into the centre of the base of the glass inlet chamber underneath the grate (dimensions 90 mm × 30 mm × 50 mm). As well as resembling real life inlets, another benefit of adding the flow at the base of the chamber is that it dissipates kinetic energy and allows the flow to be equal across the grate.

2.2. Data Collection

The test was conducted with 5 flowrates (10 l/s, 20 l/s, 30 l/s, 40 l/s and 50 l/s) for 6 different longitudinal gradients (0%, 2%, 4%, 6%, 8%, 10%) with a 2% transverse slope, giving a total of 30 experimental configurations.

For each configuration, the water depth was measured at 67 locations, of which 20 were located on the top of the grate. The average of these 20 measurements was taken to be the average water depth above the grate and was used in calculating the discharge coefficient (Figure 3). The water depth was measured above the grate manually using a depth gauge with an accuracy of 1 mm. The range of values of average water depth was 0.030 m (10 l/s) to 0.105 m (50 l/s). Water depths with stable flowrate have been measured with a gauge with an accuracy of 1 mm, but the error of measure can increase with increased flow rate because of the flow fluctuations.
2.3. Numerical Simulation

A numerical model was applied to simulate the same scenarios as outlined in the experimental campaign. The CFD model utilised is the commercially available Flow 3D developed by Flow Science Inc., Santa Fe, NM, USA [54]. The modelling process can be separated into 3 sections: pre-processing, processing and post-processing. The pre-processing involves designing the model, which includes stating geometry and any inputs. The processing stage is when the simulation is made by the calculation of the equations stated below. Post-processing is the extraction and presentation of data from the completed model. This was completed using an attachment to Flow 3D called Flow-sight.

2.3.1. Numerical Model

Flow 3D has applications in a variety of fields, as it is capable of simulating a large range of different fluids [55–59]. For three-dimensional incompressible flows, the governing equations behind Flow 3D are summarized in Equations (3)–(6):

\[ V_f \frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x}(uA_x) + \frac{\partial}{\partial y}(vA_y) + \frac{\partial}{\partial z}(wA_z) = \frac{R_{SOR}}{\rho} \]  

where \( V_f \) is the fractional volume open to flow, \( \rho \) is the density, \( u, v, w \) are the velocity components, \( A_x, A_y, A_z \) are the fractional areas in the \( x, y \) and \( z \) directions, respectively, and the source term of density is \( R_{SOR} \).

\[ \frac{\partial u}{\partial t} + \frac{1}{V_f} \left\{ uA_x \frac{\partial u}{\partial x} + vA_y \frac{\partial u}{\partial y} + wA_z \frac{\partial u}{\partial z} \right\} = -\frac{1}{\rho} \frac{\partial p}{\partial x} + G_x + f_x \]  

\[ \frac{\partial v}{\partial t} + \frac{1}{V_f} \left\{ uA_x \frac{\partial v}{\partial x} + vA_y \frac{\partial v}{\partial y} + wA_z \frac{\partial v}{\partial z} \right\} = -\frac{1}{\rho} \frac{\partial p}{\partial y} + G_y + f_y \]  

\[ \frac{\partial w}{\partial t} + \frac{1}{V_f} \left\{ uA_x \frac{\partial w}{\partial x} + vA_y \frac{\partial w}{\partial y} + wA_z \frac{\partial w}{\partial z} \right\} = -\frac{1}{\rho} \frac{\partial p}{\partial z} + G_z + f_z \]
where $G_x$, $G_y$, $G_z$ are body accelerations in the coordinate directions ($x$, $y$, $z$) and $(f_x, f_y, f_z)$ are the viscous accelerations in the coordinate direction ($x$, $y$, $z$), respectively.

To solve all these equations described, it was necessary to define the gravity terms in the “$z$” axis with the value of 9.81 m/s$^2$, using the first order method. The parameter of gravity in the “$x$” and “$y$” directions changed according to the inclination of the platform for the different combinations of geometry (longitudinal and transversal slopes) studied.

The turbulence model used is RNG, as it gives better performance when compared with other models [57]; the equations used are (7) and (8):

$$\frac{\partial}{\partial t}(\rho k) + \frac{\partial}{\partial x_i}(\rho k u_i) = \frac{\partial}{\partial x_i} \left[ \left( \mu + \frac{\mu_t}{\sigma_k} \right) \frac{\partial k}{\partial x_j} \right] + P_k - \rho \varepsilon \tag{7}$$

$$\frac{\partial}{\partial t}(\rho \varepsilon) + \frac{\partial}{\partial x_i}(\rho \varepsilon u_i) \frac{\partial}{\partial x_j} \left[ \left( \mu + \frac{\mu_t}{\sigma_\varepsilon} \right) \frac{\partial \varepsilon}{\partial x_j} \right] + C_{1\varepsilon} \frac{\varepsilon}{k} P_k - C_{2\varepsilon} \rho \frac{\varepsilon^2}{k} \tag{8}$$

where $\varepsilon$ is the energy dissipation rate per unit mass, $k$ is the turbulence energy per unit mass (TKE), $t$ is the time, $x_i$ is the coordinate in the $i$-axis, $u_i$ is the dynamic viscosity, $u_t$ is the turbulent dynamic viscosity, and $P_k$ is the production of TKE. The term of turbulence viscosity was estimated using Equation (9):

$$\mu_t = \rho C_\mu \frac{k^2}{\varepsilon} \tag{9}$$

The values of the terms $C_{1\varepsilon}$, $C_{2\varepsilon}$, $\sigma_\varepsilon$, and $C_\mu$ were defined according to [57–59].

2.3.2. Pre-Processing

The initial stage of pre-processing defines the model geometry. As the model is made to match the experimental set-up, the model should be a copy of the experimental set-up. The components that are used in the final model were drawn using an Autodesk product called Civil 3D. As Flow 3D allows multiple geometric files to be loaded at the same time, each of the components were drawn separately. This allows the simulation to be repeated with different grates and only having to redraw the grate section. The files were exported from Civil 3D in the “Stereo Lithography” (.stl) format, to be imported into Flow 3D. Once the geometry was imported, a mesh size had to be calculated. The mesh size is the length of each side of each calculated hexahedron (cube). The smaller the size of the mesh, the more accurate the model; however, the smaller the mesh, the longer the model takes to compute. To transform the input geometry into a format that the processor can read, the pre-processor uses a technique named FAVOUR (Fractional Area/Volume Obstacle Representation). FAVOUR takes each hexahedron and calculates the proportions of its solid area, and reconstructs the solid. If the mesh selected isn’t too large, this provides an effective mechanism to reduce the complexity of an object. Each cell being either solid or not helps reduce the computing time of the model.

The mesh size has an effect on the quality of the grate model. It is clear from Figure 4 that the 2 cm mesh and 3 cm mesh sizes are too big, as the grate is significantly distorted, whereas the other mesh sizes keep the correct shape. For this reason, one would expect there to be a significant difference between the results given by the 2 cm and 3 cm mesh as compared to the other ones. Another key aspect that must be considered is the time taken for running a simulation. To test this, a simulation was run for 1 scenario for each mesh size (30 l/s, 4% longitudinal gradient), and the computing time was compared. The 0.5 cm size took 920 min, which means that if all the scenarios had been completed with this cell size, it would have taken approximately 19 days for the model to run. All model durations are outlined in Table 1. Figure 5 shows there is an exponential relationship between the cell size and the time taken to run the model A mesh size of 1 cm was selected, as it gave comparably accurate water levels, and therefore discharge coefficients, to the 0.5 cm mesh
without an excessive time delay. Each simulation took approximately 25 min and contained 324,064 cells.

Another aspect of the simulation that needs to be defined in Flow 3D is the turbulence model for which to run the system. Three turbulence models are available in Flow 3D: RNG (renormalized group), $k$-$\omega$ and $k$-$\varepsilon$. Simulations were performed using the three turbulence models. Water depth was taken at the same point as the previous section of this model set. The RNG turbulence model was ultimately selected, as it was both the most stable and the quickest model, taking 25 min, where $k$-$\omega$ and $k$-$\varepsilon$ took 34 and 33 min, respectively. This is in line with other similar studies conducted by Gomez et al. [55] using Flow 3D.

The model was composed of two nested blocks: block mesh 1, with dimensions of $1.8 \text{ m} \times 1 \text{ m} \times 0.7 \text{ m}$ and a cell size of 2 cm, and block mesh 2, with dimensions of $0.94 \times 0.6 \times 1.37 \text{ m}$ and a cell size of 1 cm. The domain was composed of 1,039,988 cells that represent the grate inlet under pressure in the real scale model, as shown in Figure 6 [59].

| Cell Size (cm) | Time (mins) | Total Number of Cells (Unit) |
|---------------|-------------|------------------------------|
| 0.5           | 920         | 25,292,512                   |
| 0.75          | 139         | 772,701                      |
| 1             | 25          | 324,064                      |
| 1.25          | 11          | 164,240                      |
| 1.5           | 5           | 94,875                       |
| 2             | 2           | 40,508                       |
| 3             | 0.8         | 12,285                       |

Figure 4. Difference in grate geometry as dependent on cell size.
Table 1. Comparison of duration of simulation for different sized cells.
The boundary conditions (BC) established for this model were the volume flowrate, specific pressure, the barrier wall and the outflow. For each case, the inflow was established at the specific boundary at the base of block mesh 2 (Z_{min}) as a flowrate between 10 l/s and 50 l/s.

The motion of fluid was evaluated with the numerical approach of Reynolds Averaged Navier Stokes equation (RANS) to solve the momentum and continuity equations, and the momentum advection was evaluated using the first order accuracy. In addition, Flow 3D uses the VOF method (Volume Of Fluid) for multiphase flows, which considers the integration between water and air in the simulation. It assigns to the cell a number between 1 and 0, where 1 is a full cell of water and 0 is a cell of only air. This allows for a smoother edge in the simulation, without using an absurdly small cell size.
Flow 3D completes Equations (3)–(9) using a finite volume method. The hexahedron cells defined by the FAVOUR method are used as the centre points for the calculations, giving each cell a single temperature, pressure and velocity.

2.3.3. Post-Processing

The post processing is completed using a Flow 3D add-on named Flow Sight, which is used to visualise the results from Flow 3D. The tool which most used from Flow Sight was the recording of the average depth of 20 points, as shown in the Figure 3, above the grate, used to calculate the discharge coefficient and energy loss. The visual element was also used to try to compare the simulation to images taken from the experiments to judge the effectiveness of matching the flow. Figure 7 shows comparisons between the Flow 3D simulations and the tests from a visual perspective. The quality of comparison was limited by the quality of the camera; however, a clear progression can be visualised throughout the discharges.

![Visual comparisons of the Flow 3D simulations and the tests.](image-url)

Figure 7. Visual comparisons of the Flow 3D simulations and the tests.
3. Results

The comparison of the results of the discharge coefficients and energy loss coefficients are described in this section through an analysis of the values, where the transversal slope is fixed to 2% and the longitudinal slope is between 2 and 10% (2%, 4%, 6%, 8% and 10%). In both the experimental and numerical tests, the longitudinal gradient had no effect on the discharge coefficient [14,15]. Therefore, a mean value for each flowrate was taken. In all cases, the flowrates studied were 10, 20, 30, 40 and 50 l/s, considering an average value of the water level over the grate and measuring the water level at 20 points.

Figures 8 and 9 show the discharge coefficients of the experimental and numerical tests of inlet grates 1 and 2. The experimental discharge coefficient values for grates 1 and 2 were between 0.14 (10 l/s) and 0.41 (50 l/s) and the discharge coefficient values of the numerical simulation were between 0.15 (10 l/s) and 0.40 (50 l/s). Figure 10 displays the discharge coefficients for grate 3 through 3D numerical simulation, where the values of $C_d$ are between 0.18 (10 l/s) and 0.46 (50 l/s). The values of the discharge coefficient obtained for the three different types of grates through experimental and numerical simulation demonstrate that a numerical approach could substitute for experimental tests to achieve accurate discharge coefficient values. Furthermore, it was demonstrated that discharge coefficient values are quite far from the usual value of 0.6 and vary depending on grate type and outflow rate.

![Figure 8. Comparison of discharge coefficients from experimental data vs. numerical simulation for grate 1.](image)

A summary of the discharge coefficients for each flowrate for both the experimental and numerical tests is shown in the Table 2. The numerical procedure to determine the values of $C_d$ presents a good approximation of the experimental values. This creates the opportunity to simulate more inlet grates and outflows using the numerical model, which is significantly less time consuming.
In addition, the energy loss coefficient was also estimated for the three types of grates. The values of energy loss coefficient are more sensitive to inaccuracies in water depth measurements and the effects of turbulence in the flow. The experimental energy loss recorded for grate 1 using flowrates between 20 l/s and 50 l/s was found to be between 3.41 and 0.42, while the numerical results were between 1.56 and 0.22 (Figure 11).
The comparison of energy loss for grate 2 shown in Figure 11 presents a better approximation of the experimental and numerical results of energy loss for the same range of flowrate than that for grate 1. The experimental energy loss values range between 1.35 (20 l/s) and 0.25 (50 l/s), and the numerical values range between 0.56 (20 l/s) and 0.15 (50 l/s). In addition, the energy loss coefficient of grate 3 (Figure 11), as determined by the numerical simulation in Flow 3D, was between 0.65 (20 l/s) and 0.16 (50 l/s).

The summary of the values of energy loss coefficients as determined by laboratory tests or numerical simulations in Flow 3D are shown in Table 3.

| Flowrate (l/s) | Grate Type 1 | Grate Type 2 | Grate Type 3 |
|---------------|--------------|--------------|--------------|
|               | Exp. k       | Num. k       | Exp. k       | Num. k       | Num. k       |
| 20            | 3.41         | 1.56         | 1.35         | 0.56         | 0.65         |
| 30            | 2.02         | 0.79         | 0.44         | 0.49         | 0.46         |
| 40            | 0.44         | 0.35         | 0.39         | 0.29         | 0.14         |
| 50            | 0.42         | 0.22         | 0.25         | 0.15         | 0.16         |

4. Conclusions

The flow transfer from the subsurface sewer systems to surface model is a key feature of integrated flood models in urban areas. The accuracy of this transfer is essential to the quality of flood predictions. The discharge coefficients used to characterize the hydraulic performance of the pressurized inlet found in this paper are up to four times smaller than the 0.6 recommended by practitioners. An error of this magnitude is likely to cause notable inaccuracies in large simulations of coupled models. As the coefficients in the orifice equation can be stipulated in most commercial models, grate manufacturers could provide these values under both draining and surcharging conditions.

In the field of pressurized grate inlets, head loss coefficient $k$ and discharge coefficient $C_d$ are related to the same physical phenomenon: the energy lost by the flow through the grate. This paper analyzes these two parameters at experimental and numerical levels.

Specifically, using both a full-scale experimental and a numerical model, the discharge coefficient of a surcharging inlet grate was calculated for flowrates between 10 l/s and 50 l/s. The numerical simulation for grates 1 and 2 replicates the experimental values of...
the discharge coefficient, ranging between 0.14 and 0.41. Both datasets indicate that the discharge coefficient is larger with a higher surcharging flowrate. It was concluded that the longitudinal gradient of the platform has no effect on the discharge coefficient, and therefore future tests can be conducted on a platform with a 0% longitudinal gradient. Furthermore, the numerical procedure to determine the values of $C_d$ present a good approximation in comparison with the experimental values. This creates the opportunity to simulate more inlet grates and flow rates using the numerical model, which is a faster and less expensive approach.

The comparison of the experimental and numerical simulation results shows a range of values of discharge coefficient between 0.13 and 0.41 for a flow rate surcharge between 10 and 50 l/s; results of 3D numerical simulation shows a range of discharge coefficient between 0.15 and 0.40.

The energy loss coefficient was investigated for three types of grates. The energy loss recorded for flowrates between 20 l/s and 50 l/s was found to be between 0.15 and 3.41, showing a negative correlation. This parameter presents more variation in the results; it is clear that the effect of the turbulence and measurement of the water level affect the results of $k$.
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