Confinement induced breakdown of similarity solutions and oscillations in premelting dynamics
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We study the combined effects of nonlocal elasticity and confinement induced ordering on the dynamics of thermomolecular pressure gradient driven premelted films bound by an elastic membrane. The confinement induced ordering is modeled using a film thickness dependent viscosity. When there is no confinement induced ordering, we recover the similarity solution for the evolution of the elastic membrane, which exhibits an infinite sequence of oscillations. However, when the confinement induced viscosity is comparable to the bulk viscosity, the numerical solutions of the full system reveal the conditions under which the oscillations and similarity solutions vanish. Implications for general thermomechanical dynamics, frost heave observations and cryogenic cell preservation are discussed.

I. INTRODUCTION

The free surfaces of a wide range of materials (e.g., rare gas solids, metals, quantum and molecular solids) are observed to have a thermodynamically stable thin liquid film that disjoins the solid from its vapor phase, another grain of solid, or another material entirely. This extension of the equilibrium domain of the melt phase into the solid region of the bulk phase diagram is known as interfacial premelting, the detailed manifestation of which depends on the dominant polarization and surface forces in the system [1–3]. The same general phenomena, whereby volume-volume interactions that are extensive with the system volume compete with those that are extensive with interfacial area, are at play in, amongst many other settings, wetting, biomaterials, ceramics, colloids, and tribology [4–7]. Here we focus on premelting dynamics, in a setting in which the melt phase appears between the solid and a flexible wall and flows from high to low temperatures under the influence of thermomolecular pressure gradients [2, 3, 8]. These thin film flows have been studied theoretically and experimentally on ice [2, 3, 8–11], argon [12], benzene [13] and helium [14]. Important, because the liquid phase is adjacent to its own solid, the region near the latter is endowed with solid-like ordering over a length scale that is system specific. It is this “confinement-induced” ordering that we examine in the context of premelting dynamics, extending a recent study in which the membrane imposed a local elastic hoop stress [15].

A host of effects are responsible for confined liquids exhibiting properties that differ from their bulk counterparts [4–17]. For example, molecular dynamics simulations of confined nanometric liquids show wall normal fluid layering as a function of temperature, the nature of the wall-fluid and the fluid-fluid interactions, and, for temperatures close to the melting point, transitions between shear thinning and shear thickening are observed [18]. Interfacially premelted water on ice surfaces exhibits mobility attenuation several orders of magnitude larger than that of bulk water [19], which is of relevance, for example to the kinetic friction of ice surfaces [20, 21]. Recent experiments on the dynamics of premelted water on ice surfaces determined the ratio of surface tension-to-shear viscosity, from which it was inferred that the shear viscosity of premelted water is ten times that of bulk supercooled water [22]. This observation is a central motivation of our work.

Experiments show that the shear viscosity of thin liquid films of different materials are considerably greater than their bulk values [23–29]. For example, the effective viscosity of nanometric thin water films confined between different surfaces increases from the bulk value by almost seven orders of magnitude [24, 28]. The increase in effective viscosity of molecularly thin films of octamethylycycloctetrasiloxane as the films thinned was shown to depend on film thickness as a power law [29]. Confinement-induced enhancement of the coefficient of shear viscosity has also been reported for dodecane [23] and alkanes [27], and depends upon the quenching rate and the degree of perfection of the mica,
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surfaces. Contrary to these systems, aqueous salt solutions can evidently retain their bulk properties at nanometer scales [25].

Despite the host of implications of the confinement effects of liquids on the dynamical consequences of premelted liquid films, there has been a single study along these lines. In a recent paper, motivated by the experiments discussed above, we treated the premelted liquid viscosity as a power law function of the film thickness [15]. We studied the influence of confinement effects in premelting dynamics on ice surfaces in elastic capillary tubes with a local hoop stress coupling, a setting that had previously been examined without confinement effects [9].

Our purpose in this paper is to explore the coupled effects of nonlocal elastic deformation of a membrane confining the thin premelted film on the surface of ice, and confinement enhanced viscosity, a geometry studied previously in the absence of confinement effects [10]. The analysis of the system in the absence of confinement effects leads to a family of fourth order parabolic partial differential equations (PDEs) that depend on the nature of the interactions responsible for the existence of the premelted film, and there is an associated family of ordinary differential equations (ODEs) that describe similarity solutions [10]. Here, amongst other things, we find that there exists a finite range of the power-law exponents of the confinement induced viscosity model that impose a length scale on the problem and thereby lead to the breakdown of the similarity solutions.

Of particular relevance are the consequences for continued flow of liquid at low temperatures where confinement effects should be at play and where no quantitative experiments have been undertaken. Settings where this may play out include the flow of unfrozen water in terrestrial, planetary and engineering environments [30–34], and during biological freezing [35, 36]. For example, cardiological treatment is often facilitated by lowering temperatures to lower metabolic rates and during cryogenic preservation cells are preserved below freezing point of water [34]. Thus, mechanical damage to cells during freeze-thaw cycling is a fundamental challenge [37], for which many approaches are taken. For example, optimal cryogenic cell preservation may be facilitated by introduction of cryoprotectants, such as ice-binding proteins [38], and controlled rates of solidification [39], all of which will be influenced by the slow flow of confined premelted water abutting compliant walls.

Finally, we note that similar higher-order diffusion equations govern the dynamics of viscous currents down an incline [40, 41], and a spate of other thin-film settings [42–43] including models of Hele-Shaw flows [44], viscous gravity currents between a rigid surface and a deformable elastic sheet [45] and many others too numerous to allow for an exhaustive list. Motivated by these problems, there is a literature on the existence, regularity, and the finite time blow up of nonlinear, degenerate, fourth-order parabolic differential equations (e.g., [46] and references therein). Mathematically our study falls under the general rubric of this class of equations, but physically it is a unique thin film system, being driven as it is by thermomolecular pressure gradients and phase changes.

In Section II we briefly review the model and the non-dimensional formulation. In Section III we discuss the similarity solutions in the two limiting cases of viscosity dominated by either the bulk or the confinement induced values. Section IV examines the membrane deformation for different parameter values, and the numerical results are compared with experiments in Section V before concluding.

II. PREMELTING DYNAMICS AND THERMODYNAMICS

In Figure 1 we show a schematic of the experimental setting that motivates our study. The interface between a single ice crystal and a flexible polymer membrane is subject to a temperature gradient parallel to the interface [8]. The membrane/ice interface is disjoined by a premelted layer of water, which flows from high to low temperature. Because at each temperature the premelted liquid film has a thermodynamically required thickness, determined by 3 below, mass conservation insures that a gradient in the liquid volume flux will lead to solidification and hence the deformation of the height of the membrane, ˜h( ˜x, ˜t), measured relative to its initial reference height. Our choice of coordinates places the bulk solid-liquid interface at ˜x = 0, where ˜x increases with decreasing temperature. Because the deformation of the membrane height is much smaller than the disk radius, a one dimensional model is appropriate and was first developed to analyze experiments using the bulk liquid viscosity [10]. We revisit this model, but with a viscosity that depends on the thickness of the premelted film.

The free energy of the ice/film/membrane system is given by the grand potential

$$\Omega = -P_l V_l - P_s V_s + \mathcal{I}(d),$$

(1)

where $$\mathcal{I}(d) = \left[ \Delta \sigma f(d) + \sigma_{sw}\right] A_t$$ is the effective interfacial free energy, ˜d is the film thickness, A_t is the interfacial area, and P and V are the pressure and volume. The difference between the dry and wet interfacial free energies is $$\Delta \sigma = \sigma_{sl} + \sigma_{lw} - \sigma_{sw}$$, where the σ’s are the solid-liquid (sl), liquid-wall (lw), and solid-wall (sw) values, where $$\sigma_{sw} > \sigma_{sl} + \sigma_{lw}$$ is a sufficient condition for the interface to premelt [10]. When the polarization forces underlying the...
wetting behavior are power law interactions, then \( f(\tilde{d}) \) is written as

\[
\tilde{f}(\tilde{d}) = 1 - \left( \frac{d_0}{\tilde{d}} \right)^{n-1},
\]

where \( n \) depends on the nature of interactions attracting the liquid to the solid and \( d_0 \) in the order of molecular diameter. For example, non-retarded (retarded) van der Waals interactions are represented by \( n = 3 \) (\( n = 4 \)). We minimize \( \Omega \) at fixed temperature \( T \), close to the bulk melting temperature \( T_m \), total volume and chemical potential to obtain two key results. Firstly \( \tilde{d} = \left[ -\frac{(n-1)d_0^{n-1} \Delta \sigma}{\rho_l q_m} \right]^{1/n} t_r^{-1/n} = \lambda_n t_r^{-1/n}, \)

where, \( t_r = (T_m - T)/T_m \) is the reduced temperature, \( \rho_l \) is the liquid density, and \( q_m \) the latent heat of fusion. Secondly, the pressure difference between the liquid film and the bulk solid,

\[
P_l - P_s = \Delta \sigma(n - 1)d_0^{n-1}\tilde{d}^{-n},
\]

which reflects the polarization forces attracting the liquid to the solid. Combining the temperature dependent film thickness \( \tilde{d} \) and the disjoining pressure \( \tilde{d} \) we obtain the melt pressure as a function of the temperature

\[
P_l = P_s - \rho_l q_m t_r,
\]

independent of the nature of interactions, characterized by \( n \). Clearly, when fixing the solid pressure, \( P_s \), and imposing a temperature gradient parallel to the premelted surface, a pressure gradient drives thin film flow towards lower temperatures \( \tilde{d} \), as shown in Figure 1.

As the temperature decreases equation (3) shows that the film thins. However, as the temperature becomes very low, this does not capture the fact that depending upon crystallographic orientation of the solid the film properties are intermediate between a liquid and a solid (for the ice-water interface, see [47–49]). Therefore, the ordering effect of the solid on the liquid may have the dynamical consequences as the premelted film continually thins at low temperatures. This proximity effect on the liquid film viscosity is modeled as

\[
\tilde{\eta}(\tilde{d}) = \eta_0 - (\eta_0 - \eta_b) \left[ 1 - \left( \frac{d_0}{\tilde{d}} \right)^\gamma \right],
\]

FIG. 1. (a) Schematic of the experimental set up of Wilen and Dash [8], taken from [3]. (b) Inset depicting thermomolecular pressure gradient driven dynamics of a premelted film.
where $\gamma > 0$ such that $\tilde{\eta}(\tilde{d}) \to \eta_b$ (bulk viscosity) as $\tilde{d} \to \infty$, and $\tilde{\eta}(\tilde{d}) \to \eta_0$ when $\tilde{d} \to d_0^+$, and the continuum approximation breaks down [15]. For $\tilde{d} = \lambda_n t^{-1/n}$ and a constant temperature gradient of $\tilde{G}$, the reduced temperature depends on position through

$$t_r = \frac{\tilde{G} \tilde{x}}{T_m}.$$  

(7)

Thus, the viscosity in (6) can be expressed as a function of the position as

$$\tilde{\eta}(\tilde{x}) = \eta_0 - (\eta_0 - \eta_b) \left[ 1 - \left\{ \frac{d_0}{\lambda_n} \left( \frac{\tilde{G} X_0}{T_m} \right)^{1/n} \right\}^{\gamma} \tilde{x}^{\gamma/n} \right],$$  

(8)

and, as we shall see, this position dependence creates an internal length scale in the problem that leads to a parameter dependent breakdown in the family of similarity solutions that are found when the viscosity is constant [10].

In the lubrication approximation the volume flux $Q$, per unit breadth through the film of thickness $\tilde{d}$ given by (3), is

$$Q(\tilde{x}) = -\frac{\tilde{d}^3}{12 \tilde{\eta}(\tilde{x})} \partial \tilde{P}.$$  

(9)

The pressure $P_s$ exerted on the solid phase by the membrane is proportional to the membrane curvature $\kappa$, which in the small slope approximation is

$$\kappa \approx \tilde{h} \tilde{x} \tilde{x},$$

giving

$$P_s = -\tilde{\sigma} \tilde{h} \tilde{x} \tilde{x},$$  

(10)

where the membrane surface tension is $\tilde{\sigma}$. Combining (4), (5), and (7) – (10), mass conservation is written as

$$\partial_\tilde{t} \tilde{h} + \Gamma_n \partial_\tilde{x} \left[ \tilde{x}^{3/n} \tilde{\eta}(\tilde{x}) / \eta_b \left( 1 + \alpha \tilde{h} \tilde{x} \tilde{x} \right) \right] = 0,$$  

(11)

where

$$\Gamma_n = \frac{\lambda_n^3 \rho \eta_m (T_m / \tilde{G})^{(3/n-1)}}{12 \eta_b} \text{ and } \alpha = \frac{\tilde{\sigma} T_m}{\rho \eta_m \tilde{G}}.$$  

(12)

Because the temperature gradient $\tilde{G}$ is a constant, at each position $\tilde{x}$ thermodynamic equilibrium requires the film thickness to satisfy (3). Therefore, when the thermomolecular pressure driven flow brings liquid in excess of the equilibrium value, the evolution equation (11) describes how the membrane must deform in response to the solidification of the premelted fluid, as seen schematically in Figure 1.

The quantitative properties of the premelting dynamics with the proximity effect of (6) differ from the bulk viscosity case, but not in the high temperature regime that has thus far been experimentally accessible [8]. Hence, our calculations here are intended to motivate experiments at low temperatures and long time scales where the proximity effect becomes important.

A. Non-dimensionalization

For non-dimensionalization, we choose the following scaling

$$x = \frac{\tilde{x}}{X_0}, \quad t = \frac{\tilde{t}}{X_0^{2+3/n} / \Gamma_n}, \quad h = \frac{\tilde{h}}{X_0},$$  

$$\eta(x) = \frac{\eta_0 - \eta_b}{\eta_0 - \eta_b} \left[ 1 - \left\{ \frac{d_0}{\lambda_n} \left( \frac{\tilde{G} X_0}{T_m} \right)^{1/n} \right\} \tilde{x}^{\gamma/n} \right]$$

$$\equiv \left[ 1 - d_{\gamma,n} \tilde{x}^{\gamma/n} \right], \text{ where } d_{\gamma,n} = \left\{ \frac{d_0}{\lambda_n} \left( \frac{\tilde{G} X_0}{T_m} \right)^{1/n} \right\} \tilde{x}^{\gamma/n},$$  

(13a)

(13b)
from which we obtain

\[
\partial_t h + \partial_x \left[ \frac{x^{-3/n}}{\eta_1(x)} \left( 1 + \alpha h_{xxx} \right) \right] = 0, \quad (14a)
\]

\[
\eta_1(x) = 1 + (\eta_r - 1)d_{r,n} x^{\gamma/n}, \quad (14b)
\]

where \( \alpha = \frac{\tilde{\alpha}}{X_0^2} \) and \( \eta_r = \eta_0/\eta_b \). Here, \( X_0 \) is a length scale chosen based on the magnitude of the temperature gradient \( G \), which determines the temperature drop across the size of the sample (Figure 1). Thus, for a sufficiently large experimental cell, the membrane height at the lowest temperatures (the cell center) will be unaffected by the deformation at the highest temperature, where \( x = 0 \) [8, 10]. This, along with appeal to experiment, leads to the following boundary conditions:

\[
\partial_x h = \partial_{xx} h = 0 \quad (x = 0), \quad \text{and} \quad \partial_x h = 0 \quad (x = 1). \quad (15a)
\]

The boundary conditions (15a) correspond to the bulk solid-liquid interface, where the slope and curvature of the membrane height vanish. Equation (15b) is a “no flux condition” for the membrane height at the cold end, far from the warm end, but note there is a fluid flux at the cold end. The initial condition for the membrane height, which is measured relative to a reference height, is

\[
h(x, t = 0) = 0. \quad (16)
\]

To avoid a singularity at the bulk solid-liquid interface, we impose the following necessary condition on the solution

\[
\partial_{xxx} h = -\alpha^{-1} \quad (x = 0). \quad (17)
\]

In order to obtain a unique membrane height we need to specify the fourth boundary condition. In the original theory, described in §III below, wherein the bulk liquid viscosity is used, the resulting family of PDEs (namely (14a) with a constant viscosity) admits a similarity solution, leading to a family of ODEs and associated boundary conditions; (22a)–(22e) [10]. Analysis of the evolution equation (22a) far from the origin provides the fourth boundary condition, (22d), which is satisfied numerically using a shooting method. Thus, in that study there was no need to solve the PDEs for \( h(x, t) \), but the introduction of the proximity effect here effectively imposes an “external” length scale (at \( x \) in the interior of the domain) that leads to a parameter dependent breakdown of the similarity solution. Hence, here we must solve the family of PDEs, for which we specify the curvature at the cold end \( (x = 1) \). This differs from using an asymptotic analysis to determine the boundary condition, but as discussed in Appendix A the influence of this boundary condition is only important for parameter values for which the magnitude of the oscillations in the membrane are large at very low temperatures. The experiments done thus far [8] have been under conditions wherein the majority of the membrane deformation occurs near the warm end. Thus, at the cold end we impose

\[
\partial_{xx} h = 0 \quad (x = 1). \quad (18)
\]

We note, however, for analysis of future experiments across a variety of materials this condition will depend on both the control parameters as well as experimental geometry.

Asymptotic analysis of (14b) shows that the liquid viscosity across the film is dominated by the bulk value for the power law exponent \( \gamma \geq \gamma_{sat} \) and confinement-induced value for \( \gamma \leq \gamma_{crit} \), whereas the bulk and confinement-induced values are comparable for \( \gamma_{crit} \leq \gamma \leq \gamma_{sat} \) [15].

We rewrite the mass conservation equation (14a) as

\[
\partial_t h = D(x) h_{xxxx} + U(x) h_{xxx} + F(x), \quad \text{(19)}
\]

where

\[
D(x) = -\alpha x^{-3/n} \eta_1(x) < 0, \quad (20a)
\]

\[
U(x) = \frac{dD}{dx} = \alpha \frac{x^{-3/n} (3 + \gamma) \eta_1(x) - \gamma}{\eta_1^2(x)} > 0, \quad \text{and} \quad (20b)
\]

\[
F(x) = \frac{U(x)}{\alpha} = \frac{x^{-3/n} (3 + \gamma) \eta_1(x) - \gamma}{\eta_1^2(x)} > 0. \quad (20c)
\]
which is the form solved numerically using standard second order finite difference formulae and the time integration is performed using a semi-implicit Crank-Nicolson (C-N) method \[50\]. We extend the method and stability analysis of the numerical scheme discussed in \[15\] for a second order equation to the fourth order evolution equation \(19\). We have used a uniform grid spacing 
\[
\Delta x = x_{j+1} - x_j, \quad \forall j \in \{-2, -1, 0, \ldots, N, N+1, N+2\}
\]
for the spatial variable, such that
\[
x_{-2} < x_{-1} < (0 =) x_0 < x_1 < \ldots < x_{N-1} < x_N (= 1) < x_{N+1} < x_{N+2},
\]
and the time stepping is so chosen that the numerical stability is met \[15\]. (See Appendix B for grid independence test.)

### III. SIMILARITY SOLUTIONS

For the bulk viscosity case, \(\eta_r = 1\), a family of similarity solutions, described by a single parameter \(n\), is obtained as
\[
g(\zeta) = \tilde{h} \tilde{a} \left( \Gamma \tilde{a} t \right)^{-3n/(4n+3)} \zeta^{-n/(4n+3)},
\]
that satisfies the following fourth order family of ordinary differential equations \[10\]:
\[
g'''' = \frac{3}{n} g''' + \frac{n}{4n+3} \zeta (3/n+1) g' - \frac{3n}{4n+3} \zeta^{3/n} g,
\]
\[
g' = g'' = 0 \quad (\zeta = 0),
\]
\[
g' = 0 \quad (\zeta = \zeta_c),
\]
\[
g \sim \zeta^{-(3/n+1)} \quad (\zeta \to \infty), \quad \text{and}
\]
\[
g'''' = -1 \quad (\zeta = 0),
\]
where, \(\zeta_c\) denotes the cell center. This similarity solution is valid for both \(\eta_r = 1\) \[10\] and for parameter dependent values of the viscosity exponent from \(13b\), \(\gamma \geq \gamma_{\text{sat}}\), heuristically like the case for a second order system that treats a related problem in a different geometry \[15\].

On the other hand, when the viscosity exponent is \(\gamma \leq \gamma_{\text{crit}}\) \[15\], we obtain a two parameter \((n, \gamma)\) family of similarity solutions,
\[
g_\gamma(\zeta_\gamma) = \tilde{h} \tilde{a} \left[ \frac{\Gamma \tilde{a} t}{\delta} \right]^{3n/(4n+3+\gamma)} \zeta_\gamma^{-n/(4n+3+\gamma)},
\]
with the similarity variable
\[
\zeta_\gamma = \tilde{x} \left[ \frac{\Gamma \tilde{a} t}{\delta} \right]^{-n/(4n+3+\gamma)},
\]
where
\[
\delta = (\eta_r - 1) \left[ \frac{d_0}{\lambda_n} \left( \frac{G}{T_m} \right)^{1/n} \right]^\gamma,
\]
that are the solutions to
\[
g''''_\gamma = \frac{3 + \gamma}{n} g''''_\gamma + \frac{n}{4n+3+\gamma} \zeta_\gamma^{(3+n+\gamma)/n} g'_\gamma - \frac{3n}{4n+3+\gamma} \zeta_\gamma^{(3+\gamma)/n} g_\gamma,
\]
subject to the conditions, \(22b\), \(22c\), and \(22e\), written in terms of the appropriate dependent \((g_\gamma)\) and independent \((\zeta_\gamma)\) variables. As \(\zeta_\gamma \to \infty\), asymptotic analysis of \(25\) reveals that the membrane height decays algebraically as
\[
g_\gamma \sim \zeta_\gamma^{-(3+n+\gamma)/n} \quad (\zeta_\gamma \to \infty).
\]

The system \(22a, 22e\) (or, the version corresponding to the two parameter family of similarity solutions \(g_\gamma(\zeta_\gamma)\)) is solved numerically using a finite difference method with uniform mesh. To validate our numerical method, we reproduce figure 2 of \[10\], shown here in Figure 3a. Figure 3b compares five members of the second family of similarity solutions, \(g_\gamma(\zeta_\gamma)\).
FIG. 2. (a) Similarity solutions of the system (22a)-(22e), reproducing figure 2 of [10]. (b) Similarity solutions of (25) for non-retarded van der Waals interactions \( n = 3 \) and four values of \( \gamma = 0, 1, 2, 3 \). Also shown is the similarity solution \( g_0(\zeta_0) \) for \( n = 3/2, \lambda_{n=3/2} = 0.0337 \) Å [10]. From the scaling of the similarity variable, \( g(\zeta) \), we see that \( g_0(\zeta_0(n = 3/2)) \equiv g_3(\zeta_3(n = 3)) \), a condition successfully captured by our numerical solutions.

IV. RESULTS

Here, we investigate the time evolution of the membrane height, described by the family of fourth order parabolic differential equations (14a), whose solutions exhibit oscillatory behavior as is common in a wide class of fourth order equations appearing in many settings (See e.g., [42, 43, 51, 52], and Refs. therein). In this section we present the numerical results for (a) temperature gradients of \( G = 0.92 \times 10^3, 0.92 \times 10^2 \) and \( 0.92 \times 10^3 \) K/m, (b) molecular diameters of \( d_0 = 1, 3, 5, 8 \) and \( 10 \) Å, and (c) a wide range of the power law exponent \( \gamma \) in connection with \( \eta_r \).

Unless otherwise stated, the other physical parameters used are listed in Table I.

TABLE I. List of parameters

| Parameters | Values | Units |
|------------|--------|-------|
| \( \rho_l \) | \( 10^3 \) | kg/m³ |
| \( \rho_s \) | \( 0.9167 \times 10^3 \) | kg/m³ |
| \( T_m \) | 273.16 | K |
| \( \eta_0 \) | \( 1.307 \times 10^{-3} \) | kg/m-s |
| \( q_m \) | \( 334 \times 10^3 \) | J/kg |
| \( \tilde{\sigma} \) | 1 | psi-cm |
| \((n, \lambda_n)\) | \( (3, 1.3759) \) | (-, Å) |
| \((G, X_0)\) | \( (0.92 \times 10, 2 \times 10^{-3}) \) | (K/m, m) |
| \((G, X_0)\) | \( (0.92 \times 10^2, 10^{-3}) \) | (K/m, m) |
| \((G, X_0)\) | \( (0.92 \times 10^3, 10^{-3}) \) | (K/m, m) |

A. Effects of the temperature gradient \( G \)

Figure 3 shows the membrane height, \( \tilde{h}({\tilde{x}, \tilde{t})} \), for the bulk viscosity case. As the constant temperature gradient, \( G \), increases, deformation is localized near the warm end, but the qualitative properties of the deformation are unaffected. Because \( \tilde{d}^3 \propto \tilde{r}^{-3/n} \), i.e., \( \tilde{d}^3 \propto (G\tilde{x})^{-3/n} \), we see that the film thins rapidly towards the lower temperatures as \( G \) increases. For example, in the case of nonretarded van der Waals interactions \( (n = 3) \), an increase in the temperature gradient by a factor of ten, causes the film thickness to reduce more than 50% at every point \( \tilde{x} \) along the film.
FIG. 3. Evolution of the dimensional membrane height for the bulk viscosity model for (a) a large temperature gradient, \( G = 0.92 \times 10^3 \text{K/m} \), and (b) a weak temperature gradient, \( G = 0.92 \times 10 \text{K/m} \). The remaining parameters are obtained from [10]. Note the different scales of the axes.

Thus, mass conservation dictates that more premelted liquid freezes at higher temperatures. As seen from Figure 3, the maximum deformation of the elastic membrane decreases more than 50% when the temperature gradient \( G \) decreases by a factor of ten. Similar qualitative effects of a steady temperature gradient on the deformation of an elastic capillary wall with a local hoop stress are seen [9, 15], because the main physical effects are at play; as the temperature gradient increases, the gradient in the liquid volume flux is localized at higher temperatures.

FIG. 4. Evolution of the dimensional membrane height for \( G = 0.92 \times 10^2 \text{K/m} \) and \( \eta_r = 10^5 \). (a) \( d_0 = 1 \text{Å}, \gamma = 3 \). (b) \( d_0 = 10 \text{Å}, \gamma = 10 \).

**B. Effects of short range cut-off, \( d_0 \)**

We of course know the size of a molecule, but depending on the crystallographic orientation, the ordering effect on the liquid differs [17,19]. Hence, we view the short range cut-off, \( d_0 \), as a proxy for crystallographic orientation and
its ordering influence. Recall from (13b) that

\[ d_{\gamma,n} = \left\{ \frac{d_0}{\lambda_n} \left( \frac{G X_0}{T_m} \right) \right\}^{1/n} \gamma \]  

(27)

and hence for fixed values of \( \lambda_n, G, X_0, T_m \) and the exponents \( n \) and \( \gamma \), we see that as \( d_0 \) increases both \( d_{\gamma,n} \) and \( \eta_1(x) \) increase (see Eq. (14b)). Thus, viscous resistance (volume flux) in the thin liquid film increases (decreases) more rapidly parallel to the temperature gradient as the molecular diameter, and hence the ordering influence, increases. Therefore, the solidification and concomitant deformation, is localized near the warm end, qualitatively like increasing the temperature gradient. For the bulk viscosity model (\( \eta_r = 1 \)) premelting dynamics is independent of \( d_0 \). However, \( d_0 \) has a significant influence on the solidification in the proximity viscosity model. Figure 4 shows the membrane evolution, \( h(x,t) \), for \( \eta_r = 10^7 \), \( G = 0.92 \times 10^2 \) K/m and two pairs of \((d_0, \gamma)\). For each \( d_0 \) we compute \( \gamma_{\text{crit}} \) and \( \gamma_{\text{sat}} \), and \( \gamma \approx (\gamma_{\text{crit}} + \gamma_{\text{sat}})/2 \).

\[ \text{FIG. 5. Membrane height evolution for } d_0 = 5 \text{ Å, } n = 3, \lambda_n = 1.3759 \text{ Å}, G = 0.92 \times 10^3 \text{ K/m}, \eta_r = 10^7 \text{ and (a) } \gamma = 5.1, \text{ and (b) } \gamma = 15. \text{ Note the differences in the scale of the axes.} \]

\section{C. The influence of the proximity effect}

In this section we discuss the influence of the power law exponent, \( \gamma \), which govern the strength of the decay of the proximity effect, on the evolution of the membrane. We vary \( \gamma \) over a wide range and study the numerical solutions for \( \eta_r = 10^3, 10^5 \) and \( 10^7 \). We recover the similarity solutions (21a) and (23) when \( \gamma \leq \gamma_{\text{crit}} \) and \( \gamma \geq \gamma_{\text{sat}} \), respectively.

In the bulk viscosity model the principal positive curvature high temperature maximum leads to an oscillation as follows. Firstly, membrane elasticity acts to suppress the curvature, the response to which is to draw in more premelted fluid. Secondly, the fluid drawn in from the low temperature region creates a negative curvature that elasticity acts to suppress driving fluid towards both the low and high temperature directions. Finally, the fluid driven towards the low temperature direction creates a new peak, and the process repeats itself [10]. Here, the same basic oscillation in the membrane height appears when \( \gamma \leq \gamma_{\text{crit}} \), and so we focus on the membrane evolution for \( \gamma \in (\gamma_{\text{crit}}, \gamma_{\text{sat}}) \).

In Figures 5 we show the membrane evolution for \( \gamma = 5.1 \) and 15, with \( d_0 = 5 \text{ Å, } G = 0.92 \times 10^3 \text{ K/m, and } \eta_r = 10^7 \). Comparing Figure 5(a) with Figure 5(a) we see that the maximum deformation of the membrane is one order of magnitude larger for the bulk viscosity case than that for \( \gamma = 5.1 \approx \gamma_{\text{crit}} \). On the other hand, for \( \gamma = 19 < \gamma_{\text{sat}} \), the maximum deformation is nearly the same as that for the bulk viscosity model, which is consistent with the analysis used to predict \( \gamma_{\text{sat}} \) for a similar problem [15]. However, for \( \gamma = 15 \), in Figure 5(b) we observe two differences from the bulk viscosity model. Firstly, the maximum membrane deformation \( \tilde{h}_{\text{max}} \) is larger than in the bulk viscosity case and secondly, membrane oscillations are suppressed. The interaction between the elasticity induced curvature and the proximity effect on the dynamics of the membrane height can be seen by examining the membrane evolution in a region surrounding the first minimum and the second maximum, as shown for \( \gamma = 13 \) in
Figure 6 for the other parameter values same as in Figure 5. It is seen that the oscillations vanish for a parameter dependent time interval; the same general behavior is found for a wide range of temperature gradients \( G \), molecular diameters \( d_0 \) and viscosity ratios \( \eta_r \), as discussed for \( \gamma \in (\gamma_{\text{crit}}, \gamma_{\text{sat}}) \) in Section IV C 1 and Appendix C.

1. Reentrant oscillations of \( h \)

As discussed in section III, the existence of an infinite number of peaks in the membrane height with an exponentially decaying amplitude is found for the case of bulk viscosity (e.g., Figure 2), and such oscillations are influenced by the confinement effects modeled by \( \xi(\lambda) \). Thus, when the confinement-induced and bulk viscosity are comparable, the associated internal length scale imposed on the system influences the membrane oscillations (Figures 5(b) and 6).

For such oscillations to persist, the membrane curvature must change sign, and as seen in Figures 5(b) and 6, the film thickness dependent viscosity is responsible for the vanishing of the first trough and hence the oscillations. The evolution equation (14a) shows how the flux operator, written as \( D(x) \) in (20a), controls the dynamics of the membrane height. The viscosity model (Eq. 14b) shows that the proximity effects, \( \eta_1 = 1 + (\eta_r - 1)d_{\gamma,n,x^{\gamma/n}} \sim \eta_r - 1 \), dominate near the cold end (\( x = 1 \)), whereas the bulk viscosity effects, \( \eta_1 = 1 + (\eta_r - 1)d_{\gamma,n,x^{\gamma/n}} \sim 1 \), dominate near the warm end (\( x = 0 \)). In terms of the flux operator, at the cold end we have \(-D(x) \sim x^{-3(\gamma+1)/n}\) and at the warm end we have \(-D(x) \sim x^{-3/\gamma}\), and thus the similarity solution in the bulk viscosity region grows faster, as \( h \sim x^{3n/(4n+3+\gamma)} \), than the solution in the proximity-viscosity dominated region, for which \( h \sim x^{3n/(4n+3)} \).

In the crossover between these two scaling behaviors the membrane height dynamics is intermediate and depends on \( \eta_r \) and \( d_{\gamma,n} \) (i.e., \( \gamma \), \( n \), \( \lambda_n \), \( d_0 \), \( G \), \( T_m \)). Namely, for \( \gamma \in (\gamma_{\text{crit}}, \gamma_{\text{sat}}) \), \(-D(x)\) exhibits both \( \sim x^{-3/\gamma} \) and \( \sim x^{-(3(\gamma+3)/n)} \) scalings locally within the spatial domain, giving different temporal scalings for the evolution of \( h(x,t) \). Consider the situation wherein the first minimum of \( h(x,t) \) is located in the bulk viscosity-dominated region, but the second maximum is located within the crossover region or beyond. In such a situation, the first minimum grows faster than the second maximum, which is overcome by the minimum until at a time \( t^\dagger \), \( h(x,t^\dagger) \) decreases monotonically with \( x \). At later times, when the deformation of the membrane enters the proximity viscosity-dominated region, the oscillatory structure in \( h(x,t) \) reappears. When circumstances are such that there is a rapid change in the viscosity across the first minimum the fluid viscosity increases rapidly with \( x \). However, as elasticity reduces the positive curvature created by the primary maximum, it draws fluid in from both the high and low temperatures regions. However, because the viscous friction in the proximity dominated low temperature region is larger than that in the bulk viscosity high temperature region, more fluid is drawn from the higher temperature lower \( x \) region. Therefore, the magnitude of the negative curvature in the low temperatures end is reduced, suppressing the first minimum. Eventually, the primary peak spans both the bulk viscosity and crossover regions and continued oscillations can be described along similar lines.
FIG. 7. The scaling behavior of $-D(x) = o x^{-3/n} \left[ 1 + d_0, n (\eta_r - 1) x^{-\gamma/n} \right]^{-1}$ is compared to $x^{-3/n}$ and $x^{-(3+\gamma)/n}$ for $d_0 = 5$ Å and $\eta_r = 10^7$. The shaded area denotes the crossover region between the two scalings. (a) For $G = 0.92 \times 10^3$ K/m and $\gamma = 13$, the crossover region is spanned over $0.09 \lesssim x \lesssim 0.25$. (b) For $G = 0.92 \times 10^2$ K/m and $\gamma = 9$, the crossover region is spanned over $0.1 \lesssim x \lesssim 0.8$. (c) For $G = 0.92 \times 10$ K/m and $\gamma = 4$, the crossover region is restricted to within $x \lesssim 0.01$.

V. DISCUSSION AND CONCLUSIONS

The key dynamics in the class of conservation laws that our study is a part of are embodied in the structure of the flux term. The key distinctions between our work and the majority of such conservation laws governed by one or another manifestation of lubrication theory are that (1) our physical system has a thin film whose thickness is a known function of position, but the evolution equation is for the elastic surface with which it is in contact and (2) we deal with two families of conservation laws, depending on the nature of the interactions controlling the film thickness and those influencing the ordering of the film as it thins.

The structure of the flux is given by $D(x)$, as expressed by (20a), and is plotted in Figure 7 along with the limits for (i) the bulk dominated viscosity, $\propto x^{-3/n}$, and (ii) the proximity dominated viscosity, $\propto x^{-(3+\gamma)/n}$. We examine $D(x)$ with $d_0 = 5$ Å, $\eta_r = 10^7$, and a shallow, intermediate and a steep temperature gradient in Figures 7(a)–(c) for different values of $\gamma$. For example, for a steep gradient of $G = 0.92 \times 10^3$ K/m and $\gamma = 17$ we have

$$-D(x) \sim x^{-3/n}, \quad \text{for } 0 \leq x \lesssim 0.2 \ (\equiv x_l),$$

$$-D(x) \sim x^{-(3+\gamma)/n}, \quad \text{for } (x_r \equiv) \ 0.5 \lesssim x \leq 1,$$
and for the intermediate range, $x_1 < x < x_r$, the flux decays with $x$. Based upon these flux scaling behaviors, combined with the results from Figures 6 and 9 (also Figure 12), we make the following observations.

Firstly, for two points $x_1$ and $x_2$ such that $x_1 \in (0, x_2)$ and $x_2 \in (x_r, x_r)$, $h(x_1, t)$ grows faster than $h(x_2, t)$. Now, if $h_1^f \equiv h(x_1, t_0) < h(x_2, t_0) \equiv h_2^f$ at time $t = t_0$, then the differential growth of $h(x, t)$ at these two points at some later time $t_f > t_0$ is such that $h_1^f \equiv h(x_1, t_f) > h(x_2, t_f) = h_2^f$. This also holds true for $x_3 \in (x_1, x_r)$ and $x_4 \in (x_r, 1)$.

Secondly, when the primary high temperature maximum of $h$ spreads over $0 \leq x \leq x^1$, where $x^1 > x_r$, then, provided $x^1$ is at a sufficiently warm position, the second crest and first trough reappear.

Thirdly, there are times $t_1$ and $t_2$ such that $\forall t \in (t_1, t_2)$, $h(x, t)$ is a monotonic function of $x$. (We have not obtained analytical approximations of $t_1$ and $t_2$.) For fixed values of $d_0$, $\eta_r$, and $G$, the crossover region moves towards the cold (warm) end as $\gamma$ increases (decreases) in the interval $[\gamma_{\text{crit}}, \gamma_{\text{sat}}]$. Therefore, both $t_1$ and $t_2$ increase with $\gamma \in (\gamma_{\text{crit}}, \gamma_{\text{sat}})$.

For example, Figure 7(b) shows that the crossover region covers almost 70% of the domain for $G = 0.92 \times 10^2 \text{ K/m}$ and $\gamma = 9$. Therefore, in this case we anticipate a large time window $(t_1, t_2)$. Whereas for a gradient of $G = 0.92 \times 10^1 \text{ K/m}$ and $\gamma = 7$, the crossover region spans more than 80% of the domain. In this case, a second crest located within the crossover region reappears for a short intermediate time interval, showing that the existence and the length of the time interval for $h(x, t)$ to be a monotonic function of $x$ depends nonlinearly on $d_r, n$. On the other hand, for $G = 0.92 \times 10^1 \text{ K/m}$ and $\gamma = 4$ (and the same parameters as above), the crossover region is confined to a boundary layer near the warm end ($x \lesssim 0.01$, Figure 7(c)). Therefore, we expect oscillations in $h(x, t)$ for ostensibly all $t > 0$. (Note that $(t_2 - t_1)$ should be compared for different $\gamma \in (\gamma_{\text{crit}}, \gamma_{\text{sat}})$ for fixed values of $G$, $\eta_r$, $n$, $\lambda_n$, $T_m$, and $d_0$ as the prefactor of the similarity solutions depends on all of these parameters.)

![Figure 8](image)

**FIG. 8.** (a) Numerical solutions with the proximity viscosity effects for van der Waals (solid line) and electrostatic (dash-dotted line) interactions are compared to the experimental values described in 8 (squares). (b) A least-squares fit of the maximum height of the membrane $\hat{h}_{\text{max}}(t)$ obtained from experiments (circles) are compared with that obtained from the numerical solutions for $d_0 = 3 \text{ Å}$, $G = 0.92 \times 10^2 \text{ K/m}$, $\eta_r = 10^7$: (i) $n = 3$, $\lambda_n = 1.3759 \text{ Å}$, $\gamma = 5.9$, and (ii) $n = 2$, $\lambda_n = 0.2101 \text{ Å}$, $\gamma = 6.7$.

Finally, we compare the numerical solutions of our model to experiments 8. We choose $d_0 = 3 \text{ Å}$ (the molecular diameter of water is $2.75 \text{ Å}$) and experiments on nanometric water films confined between different surfaces show that $\eta_r = 10^7$ 21, 25. Thus, using these parameters and the experimental temperature gradient and membrane tension 8, we perform numerical simulations with different $\gamma$ and both van der Waals ($n = 3$) and electrostatic interactions ($n = 2$). For van der Waals interactions, the agreement between theory and experiment is best with $\gamma = 5.9$, whereas for the electrostatic interactions the agreement is best with $\gamma = 6.7$, capturing nearly the entire profile with an overshoot to the maximum deformation for the case of electrostatic interactions (Figure 8). Overall, whereas one might view there to be a better agreement with the data relative to the bulk viscosity model (see figure 4 of 16), here we have an additional parameter, $\gamma$. Next, we compare the numerical solutions with the measurements of the maximum membrane deformation. As shown in Figure 8(b), a least squares fit of the experimental data 8 agrees well with our numerical solution with a superior agreement for van der Waals interactions (note again the overshoot in the case of electrostatic interactions), although both are within experimental error. Importantly, we have provided
a framework to experimentally test the proximity effect in other materials and to examine the power law treatment of the proximity effect embodied in the exponent $\gamma$.

Our results have implications for frost heave in the freezing of soils, cells and tissues, cancer treatment, food science, fish biology and botany [32, 33, 35], amongst other phase change settings. In particular, our results show that deformation continues even in very low temperatures regions or if the liquid domain is highly restricted, such as in the case of confined bodies subject to temperature gradients, which may rupture (e.g., see [33] and references therein). Moreover, if the temperature gradient is very shallow and the liquid film is thin, deformation can still be large, and our framework provides constraints for designing optimal biological cryogenic preservation [35]. Finally, among many other biological applications, the processes discussed here are closely related to phase changes and the ordering of water in membranes, which are active areas of inquiry [54].
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Appendix A: Low Temperature Boundary Condition

As discussed in §II A the original theory wherein the bulk viscosity was used the system of ODEs that resulted from the similarity solution given by (22a)–(22e) was solved [10]. Analysis of the evolution equation (22a) at low temperatures far from the origin lead to the fourth boundary condition, (22d), which is satisfied by a shooting method when solving the system numerically. Here we imposed (18). In Figure 9 we show that there is no change in the membrane height near the warm end and minor changes in the membrane height near the cold end.

![Figure 9](image)

FIG. 9. Demonstration of the effects of the low temperature boundary condition for $\mathcal{G} = 0.92 \times 10^2$ K/m.

Appendix B: Code validation

The algorithm used to implement the necessary condition in the numerical scheme is as follows. The boundary and necessary conditions at the warm end ($x = 0$) are (15a) and (17) and the central finite difference formulae for these are the following algebraic equations:

$$h_1 - h_{-1} = 0,$$  \hspace{1cm} (B1a)

$$h_1 - 2h_0 + h_{-1} = 0,$$  \hspace{1cm} (B1b)

$$h_2 - 2h_1 + 2h_{-1} - h_{-2} = -2\Delta x^3 \alpha^{-1},$$  \hspace{1cm} (B1c)
which gives

\[ h_{-2} = h_2 + 2 \Delta x^3 \alpha^{-1}, \quad h_1 = h_0 = h_{-1}. \]  

(B2)

Rather than use condition (B1c) to formulate the system of algebraic equations to be solved numerically we use (B1a) and (B1b) along with the difference form

\[ h_{N+1} - h_{N-1} = 0, \]  

(B3a)

\[ h_{N+1} - 2h_N + h_{N-1} = 0, \]  

(B3b)

of the boundary conditions (15b) and (18) at the cold end. Finally, the solution \( h_{-2} \) at the ghost point \( x_{-2} \) is updated using the first equality in (B2).

We validate our code by reproducing results from Ref. [10]. We solve the partial differential equations corresponding to their constant bulk viscosity model using standard second order finite difference formulae and the time integration is performed using a semi-implicit Crank-Nicolson (C-N) method [50]. Additionally, we compute the corresponding similarity solution from the numerically computed membrane deformation, \( h(x,t) \), using (21a) and (21b), as well as solving the corresponding family of ordinary differential equations (22a)-(22e). The solutions obtained from these two methods are plotted in Figure 10, thereby validating our C-N method.

We define the spatial and temporal discretization errors as

\[ \|E_h(t)\| = \left( \sum_{i=1}^{N} \left| h_{\Delta x}(x_i, t) - h_{0.5\Delta x}(x_{2i}, t) \right|^2 \right)^{1/2}, \quad \text{and} \]

\[ \|E_h(x)\| = \left( \sum_{i=1}^{N} \left| h_{\Delta t_1}(x_i, n_1\Delta t_1) - h_{\Delta t_2}(x_i, n_2\Delta t_2) \right|^2 \right)^{1/2}, \]  

(B4)

(B5)

respectively. Here, \( h_{\Delta x} \) represents the numerical solution obtained with a spatial grid size \( \Delta x = 1/N \), whereas \( h_{0.5\Delta x} \) is the numerical solution corresponding to the spatial grid size \( 0.5\Delta x \), and \( n_1, n_2 \in \mathbb{N} \), such that \( n_1\Delta t_1 = n_2\Delta t_2 \). Numerical results are spatially (temporally) grid independent if, \( \|E_h(t)\| < \epsilon_1 \) uniformly for all \( t > 0 \) and a specified tolerance \( \epsilon_1 > 0 \) (\( \|E_h(x)\| < \epsilon_2 \), uniformly for all \( x \in \Omega \) and a specified tolerance \( \epsilon_2 > 0 \)). For a convergent numerical solution, the optimal spatial and temporal discretization are obtained for \( N = 512 \) (or 1024 depending upon various parameters, e.g., \( \eta_r, d_0, \lambda_n, \gamma, G \)) and a dimensional value \( \Delta t = 10 \) s, such that the global discretization error,

\[ \epsilon(\Delta x, \Delta t) = \|E_h(t)\| + \|E_h(x)\|, \]  

(B6)

is minimized. Figure 11 shows grid independence of \( \Delta x \) and \( \Delta t \).
FIG. 11. The dimensional membrane height \( h(x, \tilde{t}) \) as a function of the dimensional position at time \( \tilde{t} = 160 \, \text{h} \) for \( G = 0.92 \times 10^2 \, \text{K/m} \) and the bulk viscosity model. (a) Spatial grid independence for \( \Delta \tilde{t} = 10 \, \text{s} \). (b) Temporal grid independence for \( N = 512 \).

Appendix C: Additional results of reentrant oscillations of \( h \)

Here we present additional results of parameter dependent reentrant oscillations of the membrane height \( \tilde{h}(\tilde{x}, \tilde{t}) \).

FIG. 12. (a) Membrane evolution between \( h = 0 \) and \( h = 0.1 \, \mu\text{m} \), which surround the first minimum and the second maximum, for \( d_0 = 5 \, \text{Å} \), \( G = 0.92 \times 10^2 \, \text{K/m} \), and \( \eta_r = 10^7 \) with \( \gamma = 8.5 \). (b) Membrane evolution between \( h = 0 \) and \( h = 1 \, \mu\text{m} \), which surround the first minimum and the second maximum, for \( d_0 = 5 \, \text{Å} \), \( G = 0.92 \times 10^3 \, \text{K/m} \), and \( \eta_r = 10^5 \) with \( \gamma = 11.5 \).
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