Cyclic voltammetry (CV) is the hallmark of electrochemical analysis and it impacts on countless fields outside of chemistry, such as materials science, photonics, cell biology, neuroscience, electrical engineering and condensed-phase physics.1–10 Voltammograms provide a wealth of information about the charge-transfer and mass-transport processes at the surfaces of the working electrodes.1–15 The evolving voltammetry theories, based on Butler-Volmer and Marcus-Hush formalisms, reveal key mechanistic insights about these interfacial phenomena.16–20

Estimating standard electrochemical potentials ($E^{(0)}$) of oxidation and reduction encompasses one of the most widely spread uses of CV, which makes this technique popular. The strong correlation of $E^{(0)}$ with the energy levels of frontier orbitals and band edges defines the invaluable importance of the electrochemical potentials for characterization of electronic properties of molecular species and materials. Combining the Butler-Volmer equation with Fick’s second law results in an expression of the faradaic current ($i$) in terms of the applied potential ($E$), where $E^{(0)}$ is one of the parameters. This expression of $i_E$ as a function of $E$, however, is an integral equation and its solution remain in the realm of numerical analysis, rendering it impractical for routine estimations of $E^{(0)}$ from voltammograms. Therefore, half-wave potentials ($E^{(1/2)}$) have become the preferred representation of $E^{(0)}$, i.e., $E^{(1/2)} \approx E^{(0)}$ for reversible oxidation and reduction. The average between the anodic ($E_a$) and the cathodic ($E_c$) potentials define $E^{(1/2)}$, which are facile to extract from cyclic voltammograms manifesting reversibility (Figure 1a).1 This definition of $E^{(1/2)}$ also extends to quasi-reversible cases (i.e., chemically reversible and electrochemically irreversible) when the rates of interfacial electron transfer are slower that the rates of mass transport to and away from the electrode and $|E_a - E_c|$ increases with an increase in the scan rate.1,12,14

The conundrum is how to estimate $E^{(0)}$ from voltammograms showing chemically irreversible oxidation and reduction (Figure 1b). Another question is how well $E^{(1/2)}$ estimates $E^{(0)}$ in the cases of partial chemical reversibility. For the rest of this discussion, we refer to “chemical reversibility” as “reversibility.”

Chemical conversion, such as decomposition or dimerization, of the species produced on the electrode surface upon oxidation or reduction is the source of the observed chemical irreversibility. Two principal approaches allow for gaining reversibility: (1) increasing the scan rates so that the acquisition of the voltammograms is much faster than the lifetime of the formed oxidized or reduced species; and (2) lowering the temperature in order to slow down the undesired chemical conversions. The former approach produces voltammograms suffering from enormous capacitive currents ($i_C$) that are inherent for large scan rates. At scan rates of kVs and MVs, faradaic signals can be orders of magnitude smaller than the background, and decreasing the area of the working electrode, in order to decrease $i_C$, decreases the signal-to-noise ratios. Conversely, lowering the temperature sufficiently enough to attain reversibility limits the number of usable solvents with acceptable electrochemical windows due to their freezing points. Indeed, both of these approaches are quite involved, and they have not gained popularity as routine methods for electrochemical analysis.

When cyclic voltammograms show irreversible behavior, the most common practice involves reporting the peak potentials ($E^{(p)}$), i.e., anodic potentials ($E_a$) for oxidation or cathodic potentials ($E_c$) for reduction (Figure 1a). Voltammograms of reversible processes, however, elucidate that the values of the peak potentials deviate quite a bit from $E^{(1/2)}$, especially for large scan rates.

Another option involves the use of the edge potentials ($E^{(e)}$) of the anodic or cathodic waves as estimates of $E^{(0)}$ of irreversible processes (Figure 1). At the edges of the voltammogram waves, $E^{(e)}$ represents the potentials of the first detectable faradaic currents. Thus, $E^{(e)}$ underestimates $E^{(0)}$ of oxidation and overestimates $E^{(0)}$ of reduction by a few kT/F ($kT$ is the thermal energy and $F$ is the Faraday constant).

Conversely, we determined that the potentials, $E^{(1)}$ (Figure 1), at the inflection points of the anodic and cathodic waves are quite close to $E^{(1/2)}$ for reversible processes.22 Therefore, we employ $E^{(1)}$ for estimating $E^{(0)}$ of irreversible oxidation and reduction.22–24 Recently, Nicewicz et al. proposed the use of the half-peak potentials ($E^{(0/2)}$) for estimating $E^{(0)}$ of cyclic voltammograms showing irreversibility (Figure 1).22 For symmetrical sigmoid curves progressing along the ordinate, the inflection points are at their half-heights, but the
voltammetric waves do not necessary have such a shape leading to the peaks. Herein, we review $E_i^{(1/2)}$, $E_i^{(1)}$, $E_i^{(p/2)}$, $E_i^{(p)}$, and $E_i^{(e)}$ extracted from cyclic voltammograms for reversible, irreversible and partially reversible electrochemical oxidation. ANOVA analysis provides statistical quantification of how close the values of $E_i^{(1)}$, $E_i^{(p/2)}$, $E_i^{(p)}$, and $E_i^{(e)}$ are to those of $E_i^{(1/2)}$ for different scan rates. The values of $E_i^{(1)}$ are the closest to those of $E_i^{(1/2)}$, but $E_i^{(p/2)}$ fairs almost as well as $E_i^{(1)}$ in the statistical analysis. A straightforward differential analysis, i.e., the first and second derivatives of the cyclic voltammograms, provides convenient ways for determining peak potentials and inflection points. In addition, this differential approach proves immensely beneficial for estimating the reversibility of the electrochemical processes. Regression analysis reveals that even for partially reversible system, $E_i^{(1/2)}$ still provides a good estimate for $E_i^{(1)}$.

**Experimental**

**Materials and general synthetic considerations.**—All reagents and solvents were purchased from TCI America, Sigma-Aldrich and Alfa Aesar and used as received. The reaction progress was monitored by the means of thin layer chromatography (TLC), which was performed with aluminum foil plates, covered with silica gel 60 F254 (Merck). The products were purified using column chromatography packed with Kieselgel 60 (Merck). All reported $^1$H-NMR and $^{13}$C-NMR spectra were recorded on a 600 MHz spectrometer. Chemical shifts (δ/ppm) were determined using the solvent peaks as internal references. High-resolution mass spectra were obtained using electrospray MS (ESI-MS).

2-nitro-N-(tert-pentyl)-4-(piperidin-1-yl) benzamide (I).—2-Nitro-4-(piperidin-N-yl)benzoic acid (1.0 g, 4 mmol), prepared as previously described, was placed in a 100 mL Schlenk tube equipped with a magnetic stir bar. While purging with argon, 5 mL of 1,2-dimethoxyethane and 2 drops of DI water were added. While stirring, the pressure tube was immersed in a temperature-controlled oil bath. The mixture was heated to 90°C and stirred for an hour. The reaction mixture was filtered; the filtrate was collected, diluted with 25 mL DCM, and washed with 5% HCL (2 × 100 mL). The organic layer was collected, dried over Na$_2$SO$_4$, and concentrated in vacuo. The product was purified using flash chromatography (column: 1" internal diameter, packed with silica gel in hexanes, 6° to 8° height of the packed stationary phase). The purification (stationary phase: silica gel; eluent gradient: from 100% hexanes to 100% ethyl acetate) afforded 1.01 g (3.17 mmol, 79% yield) of a yellow solid of I. $^1$H NMR (600 MHz, CDCl$_3$) δ/ppm: 7.34 (1 H, d, J = 2.56 Hz), 7.30 (1 H, d, J = 8.70 Hz), 7.00 (1 H, d, J = 7.68 Hz), 5.43 (1 H, s), 3.27 (4 H, m), 1.79 (2 H, q, $J$ = 7.68 Hz), 1.67 (4 H, m), 1.62 (2H, m), 1.37 (s, 1 H), 0.91 (3 H, t, $J$ = 7.42 Hz). $^{13}$C NMR (150 MHz, CDCl$_3$) δ/ppm: 165.87, 152.15, 148.25, 129.42, 122.43, 118.32, 109.84, 54.61, 49.22, 32.87, 26.19, 25.09, 24.00, 8.34. HRMS (m/z, ESI-TOF): calcd. for C$_{17}$H$_{26}$N$_3$O$_3$+; found, 320.1974. (M + H)$^+$; found, 320.1956.

N-(tert-pentyl)-4-(piperidin-1-yl)-2-(2-propylpentanamido) benzamide (4Pip).—510 mg of I (1.6 mmol) and dicobalt octacarbonyl (1.1 g, 3.2 mmol) were placed in a 100 mL Schlenk tube equipped with a magnetic stir bar. While purging with argon, 5 mL of 1,2-dimethoxyethene and 2 drops of DI water were added. While stirring, the pressure tube was immersed in a temperature-controlled oil bath. The mixture was heated to 90°C and stirred for an hour. The reaction mixture was filtered; the filtrate was collected, diluted with 25 mL DCM, and washed with water (100 mL). The organic layer was collected, dried over Na$_2$SO$_4$, and concentrated in vacuo. The formed amine was used for the next step without further purification. While purging with argon, the resulting organic solid was transferred into a Schlenk tube using 5 mL dry DCM. The Schlenk tube was immersed in a dry ice/acetone bath, allowed to cool down, followed by addition of pivaloyl chloride (500 µL, 4 mmol) and N-methylmorpholine (750 µL, 6.8 mmol). The reaction mixture was allowed to warm up to room temperature and was stirred overnight. The solution was diluted with 25 mL of DCM, and washed with 5% HCL (2 × 100 mL) and a brine solution (100 mL). The organic layer was collected, dried over Na$_2$SO$_4$, and concentrated in vacuo. The product was purified using flash chromatography (column: 1" internal diameter, packed with silica gel in hexanes, 6° to 8° height of the packed stationary phase). The purification (stationary phase: silica gel; eluent gradient: from 100% hexanes to 100% ethyl acetate) afforded 435 mg (1.2 mmol, 73% yield) of 4Pip. $^1$H NMR (600 MHz, CDCl$_3$) δ/ppm: 11.51 (1 H, s), 8.29 (1 H, s), 7.21 (1 H, m), 6.47 (1 H, s), 5.68 (1 H, s), 3.27 (4 H, s), 1.80 (2 H, q, $J$ = 7.17 Hz), 1.63 (4 H, s), 1.56 (4 H, s), 1.39 (2 H, q, $J$ = 7.68 Hz), 0.91 (3 H, t, $J$ = 7.42 Hz). $^{13}$C NMR (150 MHz, CDCl$_3$) δ/ppm: 165.87, 152.15, 148.25, 129.42, 122.43, 118.32, 109.84, 54.61, 49.22, 32.87, 26.19, 129.47, 25.09, 24.00, 8.34. HRMS (m/z, ESI-TOF): calcd. for C$_{26}$H$_{33}$N$_3$O$_3$+; found, 435.2077 (M + H)$^+$; found, 435.2056.

**Figure 1.** Examples of cyclic voltammograms showing chemically reversible and irreversible oxidation with designated potentials: $E_a$ = anodic potential, $E_c$ = cathodic potential, $E_i^{(1)}$ = inflection-point potential, $E_i^{(p/2)}$ = half-peak potential, $E_i^{(e)}$ = edge potential. (a) 1 mM ferrocene. Inset: the initiation of the scan showing the rise of the faradaic current, $i_r$, on the background of the capacitance current, $i_C$, and the ohmic current, $i_o$. (b) 1 mM 4Pip. (For both voltammograms: 200 mM N(C$_{6}$H$_{5}$)$_{3}$PF$_{6}$ in MeCN, and $v$ = 100 mV s$^{-1}$.)
1.58 (2 H, s), 1.36 (6 H, s), 1.29 (10 H, s), 0.86 (3 H, t, J = 7.42 Hz). 13C NMR (150 MHz, CDCl3) δ/ppm: 178.04, 168.99, 153.96, 141.31, 127.35, 111.18, 108.33, 106.54, 54.38, 48.94, 40.18, 32.72, 27.59, 26.52, 25.38, 24.80, 3.89. HRMS (m/z, ESI-TOF): calcd. for C28H35N3O3+, 390.2757 [M + H]+; found, 374.2814.

2-Nitro-N-tert-pentyl-5-(piperidin-1-yl)benzamide (2).—2-Nitro-5-(piperidin-4-yl)-benzoic acid (350 mg, 2.12 mmol), prepared as previously described,31 was placed in a baked 50 mL round bottom flask equipped with a magnetic stir bar. While purging with argon, chloro-N,N,N,N′-tetramethylformamidinium hexafluorophosphate (890 mg, 3.2 mmol) and 1,2-dichloroethane (5 mL) were added, and the reaction was cooled down in a dry ice/acetone bath. While stirring, 4-heptylamine (380 µL, 2.5 mmol) and 1 mL triethylamine (7.2 mmol) were slowly added. The reaction mixture was allowed to warm up to room temperature and was stirred overnight at 60 °C. The solution was diluted with 25 mL of DCM, and washed with 5% HCl (2 × 100 mL) and with brine (100 mL). The organic layer was collected, dried over Na2SO4, and concentrated in vacuo. The product was purified using flash chromatography (column, 1” internal diameter, packed with silica gel in hexanes, 6” to 8” height of the packed stationary phase). The purification (stationary phase: silica gel; eluent gradient: from 100% hexanes to 100% ethyl acetate) afforded 300 mg (0.95 mmol, 45% yield) of a yellow solid of 2. 1H NMR (600 MHz, CDCl3) δ/ppm: 8.02 (1 H, d, J = 9.2 Hz), 6.77 (1 H, dd, J = 9.5, 2.8 Hz), 6.68 (1 H, d, J = 3.1 Hz), 5.39 (1 H, d, J = 9.2 Hz), 4.1 (1 H, m), 3.41 (4 H, m), 1.67 (6 H, m), 1.53 (2 H, m), 1.43 (6 H, m), 0.94 (6 H, t, J = 7.2 Hz). 13C NMR (150 MHz, CDCl3) δ/ppm: 167.43, 153.88, 136.47, 134.04, 127.43, 112.82, 112.16, 49.61, 48.43, 36.91, 25.18, 24.05, 19.03, 14.11. HRMS (m/z, ESI-TOF): calcd. for C27H46N3O2+, 438.2287 [M + H]+; found, 438.1938.

N-(heptan-4-yl)-5-(piperidin-1-yl)-2-(2-propylpentanamido) benzamide (5Pip).—290 of 2 (0.84 mmol) was suspended in ethyl acetate with 60 mg Pd/C (10%) in a 50 mL round bottom flask equipped with a magnetic stir bar. The mixture was stirred overnight under a hydrogen atmosphere at room temperature. The completion of the reduction led to a color change from yellow to colorless and appearance of blue fluorescence, which was monitored using TLC. The catalyst on the support was filtered out and the ethyl acetate was removed in vacuo. The solid was resuspended in 1,2-dichloroethane (5 mL), blended with continuous flow of Ar and placed in a dry ice/acetone bath. Concurrently, 2-propylpentan-2-amine (160 µL, 1 mmol) was converted to its acyl chloride form by treatment with oxalyl chloride in a flask immersed in dry ice/acetone bath. The thus obtained 2-propylpentanoyl chloride was added to the amine solution dropwise followed by a dropwise addition of triethylamine (1 mL, 7.2 mmol). The reaction mixture was allowed to warm up to room temperature and was stirred overnight at 60 °C. The solution was diluted with 25 mL of DCM, and washed with 5% HCl (2 × 100 mL) and with brine (100 mL). The organic layer was collected, dried over Na2SO4, and concentrated in vacuo. The product was purified using flash chromatography (column, 1” internal diameter, packed with silica gel in hexanes, 6” to 8” height of the packed stationary phase). The purification (stationary phase: silica gel; eluent gradient: from 100% hexanes to 100% ethyl acetate) afforded 110 mg (0.25 mmol, 30% yield) of 5Pip. 1H NMR (600 MHz, CDCl3) δ/ppm: 10.45 (1 H, s), 8.36 (1 H, d, J = 9.2 Hz), 7.02 (2 H, m), 5.0 (1 H, J = 9.2 Hz), 4.09 (1 H, m), 3.04 (4 H, m), 2.22 (1 H, d, J = 9.2, 4.6 Hz), 1.71 (4 H, dt, J = 11, 5.8 Hz), 1.63 (2 H, m), 1.53 (4 H, m), 1.34 (12 H, m), 0.9 (6 H, p, J = 7.2 Hz), 0.86 (6H, m). 13C NMR (150 MHz, CDCl3) δ/ppm: 174.70, 168.83, 147.45, 131.84, 123.04, 122.77, 120.72, 115.54, 51.91, 49.22, 49.00, 37.50, 35.40, 25.66, 25.82, 20.74, 19.20, 14.08, 13.97. HRMS (m/z, ESI-TOF): calcd. for C29H34N3O3+, 444.3590 [M + H]+; found, 444.3629.

Methods.—CV measurements were conducted using Reference 600 Potentiostat/Galvanostat/ZRA (Gamry Instruments, PA, U.S.A.), connected to a three-electrode cell equipped with a glassy carbon working electrode, an SCE reference electrode (connected to the cell via a salt bridge), and a platinum counter electrode, as previously described.32,33 The salt bridge was filled with a saturated KCl solution. Anhydrous acetonitrile (MeCN) was employed with different concentrations of a supporting electrolyte, N(C4H9)4PF6, N(C4H9)4BF4 and LiClO4. Prior to recording each voltammogram the sample is extensively purged with argon while maintaining its volume constant by adding more of the anhydrous solvent. For each sample, a set of voltammograms is recorded where the electrolyte concentration is increased from 25 mM to 200 mM in increments of 25 mM at scan rates, v = 10, 50, 100, 200 and 500 mV s−1. For each sample and at each of the conditions and the scan settings, a triplicate of triplicates was measured, and the reported error bars represent plus-minus one standard deviation. That is, the same sample was measured three times in different days, and at each measurement three voltammograms were recorded.

Analysis of the voltammograms and the obtained electrochemical potentials was carried out using Igor Pro, v. 7.02 (WaveMetrics, Inc., Lake Oswego, Oregon, U.S.A.). The half-wave potentials, E1/2, are determined from the midpoints between the cathodic and anodic peak potentials, Eω and Eε, respectively. Eω and Eε are determined from the zero points of the first derivatives of the voltammograms, i.e., the potentials where dE/dω = 0 at δE/δt = constant. The inflection point potentials, E1/2, are determined from the zero points of the second derivatives at the rising spans of the anodic waves of the voltammograms, i.e., the potentials where d2E/dω2 = 0 at δE/δt = constant. When the signal-to-noise ratios of the second derivatives are not high enough, they are smoothed using 4th order Savitzky-Golay algorithm. Linear fits of the voltammogram sections after the initial capacitance rise and before the faradaic wave provide the estimates for the baseline shapes of the voltammogramic waves depend on the electron-transfer kinetics, mass transport dynamics and scan rates, as well as on chemical reactions that deplete the electrochemically produced species at the surface of the working electrode, strongly affect the recorded cyclic voltammograms making them “asymmetric” and even completely eliminating the anodic or the cathodic peak.

The pressing question at hand is how well E(1/2), E(ω/2), E(ε), and E(0) can serve as estimates for E(0) when E1/2 is not available? The shapes of the voltammogramic waves depend on the electron-transfer kinetics, mass transport dynamics and scan rates, as well as on chemical reactions that deplete the analyte from the surface of the working electrode. For example, an increase in the scan rate can improve the reversibility if the lifetimes of the electrochemically produces species are comparable with the time spans between the beginning of the forward-scan wave and the end of the back-scan one. An increase in the scan rates, however, pushes the peak potentials away from E(0). Therefore, if reversibility is not achieved, increasing the scan rates cannot serve as a substitute for E(0). Conversely, reversing the direction of the scans at potentials as soon as possible after the peak of the forward-scan waves can also improve the reversibility of the cyclic voltammograms. Bringing the
potential of the scan reversal too close to the peak, however, can alter its shape and shift $E^{(p)}$.

The values of $E^{(p)}$ are most frequently reported for potentials of processes displaying irreversible voltammograms. The positions of the peaks of the voltammographic waves, however, strongly depend on the scan rates, the sample concentration, and the kinetics of interfacial electron transfer especially when side reactions deplete the analyte from the electrode surface. Hence, $E^{(p)}$ is not invariant to the experimental settings. Inherently, the peak potentials can never overlap with $E^{(i)}$ and with $E^{(0)}$. Therefore, two-dimensional extrapolation of $E^{(p)}$ to zero scan rate and zero sample concentrations from multiple measurements is the way to obtain values from the peak potentials that are close to $E^{(0)}$.

Conversely, $E^{(0)}$ represents the potential at which the Fermi level of the working electrode approaches the energy level of the frontier orbital of the analyte and the interfacial electron transfer becomes detectable. The edge potentials, therefore, are inherently sensitive to temperature. An increase in the temperature of the electrode conductive material broadens the energy distribution of the electrons above and the holes below the Fermi energy level. Despite it, the values of $E^{(0)}$ are inherently invariant to most other experimental settings. Nevertheless, $E^{(0)}$ cannot overlap with, and even approach, $E^{(2/3)}$. Furthermore, from a practical point of view, the capacitance and the ohmic currents affect the baseline of the voltammograms needed for estimating $E^{(0)}$.

Overall, $E^{(p)}$ overestimates reduction potentials of oxidation and $E^{(0)}$ underestimates them. Conversely, the values of $E^{(i)}$ and $E^{(p/2)}$ are always between those of $E^{(0)}$ and $E^{(p)}$. It is reasonable to hypothesize, therefore, that $E^{(i)}$ and $E^{(p/2)}$ offer the best readily accessible estimates for $E^{(0)}$ when $E^{(2/3)}$ is not attainable.

When the standard electrode potential, $E^{(0)}$, is a fundamental thermodynamic characteristic of a redox couple and as such, its estimated values should be invariant to the experimental settings. In condense phase, indeed, the media affects the electronic properties of analytes. The heterogeneous nature of electrochemical processes presents further challenges. How do the electrode material and the composition of the electrolyte solution near the electrode surface affect the solution energy of the charged components of a redox couple? While extrapolation to zero salt concentration can eliminate the effects of the supporting electrolytes and produce the potentials of the redox couples for neat solvents, it does not compensate for potential "artifacts" that may originate from certain types of working electrodes.

The material of the working and the counter electrodes should be inert. Thus, gold and platinum present good choices for such electrodes, except when the samples contain sulfur at low oxidation states. Thiols and other sulfur compounds have an immense affinity for coinage metals and may affect the recorded voltammograms. Concurrently, gold is a soft metal and routine mechanical chelating may compromise the smoothness of its surface. These challenges with noble metals, in addition to their cost, have made glassy carbon a preferred material for working electrodes for electrochemical analysis.

The morphology of the electrode surface also affects the recorded voltammograms, especially when sharp edges and roughness are essential for the nucleation of a new phase. For example, the overpotential for water reduction on mercury is huge because hydrogen bubbles cannot nucleate easily on its atomically flat surface. Therefore, mercury cathodes can readily reduce Na⁺ to metal sodium from aqueous solutions to form liquid Na/Hg amalgam. The high solubility of sodium metal in mercury also helps for driving this process. In addition, mercury always exposes new pristine surface when forming a drop. While the Hg susceptibility to oxidation reduces its anodic window, dropping mercury electrode has been an indispensable choice for analyzing reduction processes. Its toxicity, however, has diminished the enthusiasm for its use. The morphology of electrode surface can control the selectivity of one process over another. Attaching a catalyst to the surface of an electrode offers the best way for attaining specificity of an interfacial process and observe thermodynamic limits of of a redox reaction.

The dynamics of mass transport to and from the electrode surface also affects the recorded voltammograms. Agitating the solvent (e.g., purging with inert gas during data acquisition) and moving the electrode (e.g., using a rotating disc electrode) improve the efficiency of bringing fresh analyte to the electrode surface. It also aids the removal of the electrochemically generated species from the electrode surface and compromise the reversed waves. Therefore, rotating disc electrodes are invaluable for mechanistic studies of the dynamics of interfacial processes employing linear voltammetry, rather than CV. Similarly, using small electrodes (e.g., with area smaller than about 100 μm²) enhances the edge effects, where the mass transport has multiple directions. Decreasing the working surface of an electrode increases the average mass-transport rates per unit area. Employing working electrodes with such small dimensions at relatively low scan rates, e.g., < 1 V s⁻¹, leads to cyclic voltammograms where the anodic and cathodic waves practically overlap and do not show apparent anodic and cathodic peaks, making it challenging to estimate $E^{(p)}$ and $E^{(2/3)}$. For a working electrode, therefore, we use a glassy carbon electrode with area of 7 mm².

Conducting CV measurements is relatively easy, which makes this technique as popular as it is. Setting up the reference electrode, however, can be a potential source for errors. While, for example, pseudoreference electrodes, such as silver wires, have their role in broadening the field, they inherently have a range of shortcomings that are beyond the scope of this discussion. Conversely, we employ saturated calomel electrode (SCE) that, when not in use, we store in saturated aqueous solution of KCl. To prevent cross-contamination with the sample, we use a salt bridge for connecting the SCE electrode with the cell. Ideally, the salt bridge should contain the same solution with which the reference electrode is filled. It ensures that the electrolyte composition inside the electrode remains unchanged, and hence, prevents drifts of its potential during extended use.

When the reference electrode is water-based, however, such aqueous salt bridges present two practical issues for organic electrochemical analysis: (1) huge junction potentials between the bridge and the electrolyte solutions of the cell when using low-polarity solvents, such as CHCl₃ and CH₂Cl₂; and (2) water leakage from the bridge into the electrolyte composition inside the electrode remains unchanged, and hence, prevents drifts of its potential during extended use.

When the reference electrode is water-based, however, such aqueous salt bridges present two practical issues for organic electrochemical analysis: (1) huge junction potentials between the bridge and the electrolyte solutions of the cell when using low-polarity solvents, such as CHCl₃ and CH₂Cl₂; and (2) water leakage from the bridge into the electrolyte composition inside the electrode remains unchanged, and hence, prevents drifts of its potential during extended use.

For analysis of reversible oxidation, we focus on ferrocene (Chart 1), which is one of the most broadly studied compounds in analytical electrochemistry and its voltammograms manifest pronounced reversibility. In voltammetry, therefore, ferrocene has gained popularity as a convenient internal standard and frequently potentials are...
reported vs. its oxidation. As robust as the ferrocene-ferrocenium redox couple is, its use for a reference should be approached with caution. The reduction potential of ferrocenium strongly depends on the solvent polarity and the electrolyte concentration. (According to the accepted convention, $E^\circ$ represents the reduction potentials of the oxidized components of redox couples, regardless whether the voltammograms examine the reduction or oxidation propensity of the analyte).}

To illustrate CV analysis of irreversible and partially reversible oxidation, we focus on electron rich anthranilamide residues that we developed as building blocks for hole-transfer bioinspired molecular electrets. Placing an amine on position 5, such as in 5Pip (Chart 1), stabilizes the radical cation and leads to reversible electrochemical behavior. Moving the amine to position 4, however, e.g., 4Pip (Chart 1), causes a positive shift of the anodic wave along with irreversible behavior. We demonstrated that eliminating the proton on the C-terminal amide of 4Pip and replacing it with an alkyl group stabilizes the radical cation, $4\text{Pip}^+$, leading to voltammograms showing partial reversibility and showing that the amide proton is involved in the oxidative degradation of $4\text{Pip}$. In this study, we test the solvent polarity and the electrolyte concentration. (According to the accepted convention, $E^\circ$ will have quite smaller effect on $\varepsilon$ than on the $\varepsilon^{1/2}$ values for neat solvents. Nevertheless, we still extrapolate the measured potentials to $C_{el} = 0$ (Figure 2), estimating their values for the neat solvent. The extrapolated values of $E^{(1/2)}$ for electrolyte-free media relate the electrochemical findings with results from optical studies, which prove especially invaluable for analyzing systems mediating photoinduced charge transfer.

The best way to validate the extrapolation of potential values to $C_{el} = 0$ is to test the same analyte with different electrolytes in the same solvent. Furthermore, the extrapolated potentials should be invariant to the sample concentration. For three different supporting electrolytes and ferrocene concentration between 1 and 20 mM, the extrapolation to $C_{el} = 0$ yields values for $E^{(1/2)}$ that are the same within experimental uncertainty (Figure 2). This finding validates the extrapolation approach for estimating $E^{(1/2)}$ for neat solvents. Conversely, the trends of $E^{(1/2)}$ vs. $C_{el}$ reveal two features that are important for CV experimental designs. First, an increase in ferrocene concentration increases the standard deviations of the extrapolated potentials (Figure 2b). That is, increasing the ferrocene concentration increases the uncertainty of estimating the potentials for neat solvents, which appears to originate from deviations of the $E^{(1/2)}$ values for small $C_{el}$. This finding strongly suggests that the concentration of the supporting electrolyte should exceed the concentration of the analyte by at least a factor of 5 or 10.

Second, while lowering the electrolyte concentration converges $E^{(1/2)}$ to the same value, there is a significant difference between the potentials for perchlorate and the other two electrolytes (Figure 2a). Also, the values of $E^{(1/2)}$ for LiClO$_4$ show stronger dependence on $C_{el}$ than those for the PF$_6$ and BF$_4$ salts. While increasing the concentration of the supporting electrolyte improves the conductance of electrochemical cells and decreases the ohmic current ($i_0$), it also changes the dielectric constant of the solvent ($\varepsilon$). About ten years ago, we demonstrated that this variation in the dielectric properties of the media is responsible for the dependence of $E^{(1/2)}$ on $C_{el}$ for electrolytes with bulky polarizable ions, such as $\text{N(C}_4\text{H}_9\text{)}_4\text{PF}_6$ and $\text{N(C}_4\text{H}_9\text{)}_4\text{BF}_4$. The results for LiClO$_4$ appear to suggest that this salt drastically changes the properties of acetonitrile. Indeed, as a hard Lewis acid, Li$^+$ can affect the structure of solvents such as acetonitrile. Still, it is unlikely for the lithium ions of the electrolyte to increase the dielectric constant of the solution to a large enough extent to induce 100-mV negative shifts of $E^{(1/2)}$ (Figure 2a). Considering the Born solvation energy, $E^{(1/2)}$ is proportional to $(1 – \varepsilon^{1/2})$. For polar media, therefore, variations in $\varepsilon$ will have quite smaller effect on $E^{(1/2)}$ (and on the reduction potentials) than for non-polar solvents. Hence, differences in the interactions between the electrolyte ions and the solvent cannot singlehandedly provide an explanation for the observed trends (Figure 2a).

Recently, Miller et al. demonstrated the drastic effects that pairing with the ions of the supporting electrolyte can have on electrochemical potentials. The anions of the three electrolytes, PF$_6^-$, BF$_4^-$, and ClO$_4^-$, have similar radii and comparable electronic properties. Conversely, $\text{N(C}_4\text{H}_9\text{)}_4^+$ and Li$^+$ are distinctly different. Unlike $\text{N(C}_4\text{H}_9\text{)}_4^+$, small alkaline ions, such as Li$^+$ and Na$^+$, have a strong propensity for coordination with oxygen-containing ligands, such as water. In organic solvents, which cannot provide such ligation, these cations are often prone to aggregation with the analyte. As an electron-rich compound, ferrocene has nucleophilic properties and a propensity for binding alkaline ions, especially Li$^+$. The electrolytic behavior of the ferrocene radical cation ($\text{Fe}^{+}$) in acetonitrile solution is shown in Figure 2b. The ferrocene radical cation is known to be stabilized by coordination with the solvent. When the supporting electrolyte is LiClO$_4$, the ferrocene radical cation is less stabilized due to the high ionic strength of the solution. This leads to an increase in the peak potential and a decrease in the peak current. The electrolyte concentration in Figure 2b is set at 5 mM, and the scan rate is 50 mV s$^{-1}$. The figure shows the extrapolation of the potential values to zero electrolyte concentration. The solid lines represent the data fits and the dotted lines – extrapolation to zero. (b) Comparison between the half-wave potentials obtained from the extrapolation to zero electrolyte concentration.

**Figure 2.** Extrapolation of the half-wave potentials of ferrocene to zero electrolyte concentration using different electrolytes and different ferrocenium concentrations recorded at 50 mV s$^{-1}$. (a) Dependence of the half-wave potentials on the electrolyte concentration. The solid lines represent the data fits and the dotted lines – extrapolation to zero. (b) Comparison between the half-wave potentials obtained from the extrapolation to zero electrolyte concentration.
Binding lithium ions adds positive charges to the complexes with ferrocene and should impede the extraction of electrons. Hence, LiClO4 should cause a positive shift in the reduction potential, which is contrary to what we observe (Figure 2a).

While electrochemical potentials correlate with the energy levels of the frontier orbitals of the analyte,74–81 FE(0) and FE(1/2) of the oxidation and reduction do not measure the energies, respectively, of the highest occupied molecular orbitals (HOMOs) and the lowest unoccupied molecular orbitals (LUMOs). That is, the negative $E^{(1/2)}$ shifts, induced by LiClO4 (Figure 2a), do not indicate that the electrolyte raises the HOMO energy of ferrocene. Rather, $FE^{(1/2)}$ measures energy differences between the oxidized and the reduced forms of the analyte. Differences between the solvation energies of these two forms further modulate $E^{(1/2)}$. The change in the analyte charge during oxidation or reduction is the principal contribution to these solvation-energy differences.

Therefore, a loss of a lithium ion during the oxidation of Li⁺ ferrocene complexes can account for the observed trends (Figure 2a). In addition to an entropic gain, oxidizing a Li⁺-ferrocene complex to a ferrocenium ion conserves the positive charge on the analyte and minimizes the changes in the solvation energy, assuming that the excess number of ClO₄⁻ counterions can readily “assimilate” the released Li⁺ ions. In this manner, Li⁺ interaction with ferrocene can improve the ease of its oxidation and lower the reduction potential (Figure 2a).

Overall, the supporting electrolyte is not necessarily a passive component of the samples. For the rest of the study, we employ N(C₅H₅)₂PF₆, and limit the analyte concentration to 1 mM to ensure reliable extrapolation to $C_d = 0$.

Results and Discussion

Reversible oxidation.—The first and the second derivatives of cyclic voltammograms are immensely instrumental for determining some of the key potentials of the analyte (Figures 3a, 3b). The zero values of the first derivatives, $\partial E / \partial t = 0$, yield the peak potentials, $E_p$ and $E_r$, essential for calculating $E^{(1/2)}$, i.e., $E^{(1/2)} = (E_p + E_r) / 2$ (Figure 3b). Also, for oxidation, the peak potentials of interest correspond to the anodic peaks, i.e., $E^{(0)} = E_p$. The potentials at which the second derivatives assume zero, $\partial^2 E / \partial t^2 = 0$, represent the inflection points of the voltammograms and provide a straightforward way for determining $E^{(1/2)}$ (Figure 3b).

The derivatives also reveal a range of subtle details that are not truly apparent in the voltammogram. After all, differentiation eliminates the offset induced by $i_C$ and yields in a constant value for the small linear rise due to $i_S$ (Figures 1, 3). Visual inspection of the derivatives allows for facile examination of the reversibility. If a process is reversible, the first derivatives of its cyclic voltammograms have axial symmetry across $E = E^{(1/2)}$ with the forward and back sweep crossing at $E^{(1/2)}$ (Figure 3c). In addition, reversibility yields second derivatives that are centrosymmetric around the point on the ordinate corresponding to the half-wave potential, i.e., $(E^{(1/2)})$ (Figure 3d). As revealed by their derivatives, all voltammograms of ferrocene manifest reversibility.

The cyclic voltammograms of irreversible oxidation do not show cathodic peaks and cannot provide a means for estimating $E^{(1/2)}$ from $E_p$ and $E_r$. Therefore, using the characteristic of the anodic waves of reversibly oxidizable ferrocene provides the ideal means for examining which of the potentials have values close to those of $E^{(1/2)}$. In addition to $E^{(0)}$ and $E^{(1)}$, which we estimate from the derivatives of the voltammograms, we also examined $E^{(2)}$ and $E^{(3)}$. The half-height peak potential, $E^{(2)}$, corresponds to the potential of the rising anodic wave that is in the middle between the peak and the baseline (Figures 1, 3b). The crossing of the asymptotic lines of the baseline and the rising anodic wave provides the estimates for the edge potentials $E^{(1)}$ (Figures 1, 3b).

Because $E^{(0)}$ is a fundamental characteristic, it is invariant to experimental parameters, such as scan rate (v). To examine the invariance of the different potentials on the scan rates (Figure 4), we resort to a linear regression analysis with a null hypothesis ($H_0$) that the linear relationship $E$ vs. $v$ has a slope 0. The calculated p-values represent the probability to obtain the measured potentials if $H_0$ is correct. While such analysis does not validate $H_0$, it can readily allow rejecting $H_0$ when $p$ is a small number, i.e., when $p < \alpha$, and $\alpha = 0.01, 0.05$ or 0.1 depending on the selected confidence interval. The immensely small p-values for $E^{(0)}$, $E^{(1)}$ and $E^{(2)}$, extracted from voltammograms of samples with different electrolyte concentrations (Table I), clearly show that we can readily reject the $H_0$ for these potentials. We can also reject $H_0$ for $E^{(v)}$ for $a = 0.05$ or larger. That is, $E^{(0)}$, $E^{(1)}$ and $E^{(2)}$ show dependence on $v$ with 95% confidence (Figure 4a). Examining the scan-rate dependence of the extrapolated potentials for neat solvent reveal the same trends (Figure 4b). While the extrapolation increases the uncertainty and the p-values, we can still reject the $H_0$ for $E^{(0)}$, $E^{(1)}$ and $E^{(2)}$ with the same confidence of 95% (Table I).

The edge potential, $E^{(0)}$, appears to show some invariance to $v$ (Figure 4). Despite the relatively small uncertainty (small standard deviations) of its estimates, its p-values are not too small, i.e., $p > 0.01$ for $C_d = 100$ mM and $p > 0.1$ for a neat solvent. This finding indicates that the inception of the faradaic signal does not have a strong dependence on the scan rate, which is consistent with large electron-transfer rates and with a relatively large amount of analyte adsorbed on the surface of the working electrode.

Because of the lack of invariance with $v$ for most of the potentials, we test how close $E^{(0)}$, $E^{(1)}$, $E^{(2)}$ and $E^{(3)}$ are to $E^{(1/2)}$ for each scan rates. We employ a Welch’s analysis of variance (ANOVA) where $H_0$ states that the means of the compared potentials are the same, and the p-values represent the probability of obtaining the observed values when $H_0$ is correct. While small p-values, i.e., $p < \alpha$, permit rejection of $H_0$, ANOVA does not provide the basis for accepting $H_0$ when $p > \alpha$.

For data directly obtained from the measured voltammograms, e.g., for $C_d = 100$ mM, we can clearly reject $H_0$ for $E^{(0)}$ and $E^{(1)}$ with 95% confidence (Table I). That is, the peak potentials and the edge potentials are not a good representation of $E^{(1/2)}$, and of $E^{(0)}$ for that matter. For $E^{(2)}$, only $v = 200$ and 500 mV s⁻¹ yield $p$ larger than about 0.05 and we can reject $H_0$ with 95% confidence for most of the examined scan rates (Table II). Hence, $E^{(2)}$ is not a good representation of $E^{(1/2)}$ and of $E^{(0)}$ for small scan rates.

The ANOVA tests for the inflection potential, $E^{(1)}$, appear most encouraging. If we adopt a less conservative 90% confidence, we can perhaps reject $H_0$ only for 10 and 20 mV s⁻¹. With 95% confidence, however, we cannot truly reject $H_0$ for any of the scan rates for $E^{(0)}$. While ANOVA does not validate the acceptance of $H_0$, these findings imply that the inflection potentials provide the best estimates for $E^{(0)}$, when $E^{(1/2)}$ cannot be calculated due to irreversibility, for example.

The extrapolation of the different potentials to $C_d = 0$ adds uncertainty in their estimates, which affects the outcome of the ANOVA tests. While the trends appear the same, the p-values for the extrapolated potentials are larger than the p-values for those obtained directly from the voltammograms, e.g., for $C_d = 100$ mM (Table I). With 95% confidence we can still reject $H_0$ for the edge potentials even at $C_d = 0$, confirming that $E^{(1)}$ does not provide a good estimate for $E^{(0)}$. We cannot reject $H_0$ for any of the other cases for $C_d = 0$, except perhaps for $E^{(0)}$ at 500 mV s⁻¹, assuming 90% confidence (Table II).

Overall for oxidation of ferrocene, the inflection potentials, $E^{(1)}$, provides the best estimates for $E^{(0)}$ (Table II). The half-peak potentials, $E^{(0/2)}$, also appear promising for representing $E^{(0)}$, especially for larger scan rates. The peak potentials, $E^{(p)}$, are positively shifted from $E^{(1/2)}$ by 30 to 100 mV (Figure 4). With this level of uncertainty, however, the peak potentials, $E^{(p)}$, could be representative of $E^{(1/2)}$ but only for small scan rates. In contrast, for all cases the edge potentials, $E^{(3)}$, underestimates $E^{(1/2)}$ by about 70–80 mV for all scan rates (Figure 4), and should not be used for representing $E^{(0)}$.

While $E^{(2)}$ and $E^{(3)}$ are invariant to $v$, an increase in the scan rate causes positive shifts of $E^{(0)}$, $E^{(2)}$ and $E^{(3)}$ (Figure 4). These shifts bring the values of $E^{(0)}$ away from $E^{(1/2)}$ and the values of $E^{(0)}$ and $E^{(2/2)}$ closer to $E^{(1/2)}$. While at truly small scan rates, peak potentials can represent $E^{(0)}$ with some uncertainty, the values of $E^{(0)}$ can never overlap with those of $E^{(1/2)}$. Conversely, an increase in the scan rates.
Figure 3. Cyclic voltammogram and its derivatives of ferrocene (1 mM), recorded in the presence of 50 mM N(C₄H₉)₄PF₆ as a supporting electrolyte at 50 mV s⁻¹. (a) The voltammograms and its first and second derivatives where different colors represent the forward and the back scans as designated by the arrows. (b) Representation of the voltammogram and its derivatives, zoomed on the anodic and the cathodic waves, with designation of the different potentials of interest. (c) Demonstration of the axial symmetry of the first derivative. The derivative (upper curve) and its representation inverted around \( \frac{E}{E}^{(1/2)} \) (lower curve) overlap perfectly (middle curves). (d) Demonstration of the centrosymmetric shape the second derivative. The derivative (upper curve) and its representation inverted around \( E = E^{(1/2)} \) and around \( i = 0 \) (lower curve) overlap perfectly (middle curves).
makes \( E^{(1)} \) closely overlap with \( E^{(1/2)} \) for \( v \) of 100 mV s\(^{-1} \) and larger (Figure 4). The values of \( E^{(p2)} \) show a similar trend and an overlap with \( E^{(1/2)} \) at 500 mV s\(^{-1} \). For the examined scan rates, however, the half-peak potentials show larger underestimates of \( E^{(1/2)} \) than \( E^{(1)} \), making the inflection potentials the preferred representation of \( E^{(0)} \) when \( E^{(1/2)} \) is inaccessible.

When partial irreversibility is not obvious.—Ferrocene-ferrocenium is an extensively studied well-behaved redox couple and serves as an excellent model for testing concepts and ideas. To further validate and expand the findings from the ferrocene studies, we focus on an electron-rich amidated non-native amino acid, 5Pip (Chart 1), the dipole of which can induce significant rectification of charge transfer.\(^3\)

The cyclic voltammograms of 5Pip show excellent reversibility in anhydrous media, especially for polarizable solvents, such as CH$_3$Cl$_2$.\(^2\)\(^\text{a}\)\(^\text{b}\) We observe similar behavior of 5Pip for this setup with aqueous salt bridge, but only at high scan rates (Figures 5a, 5b). At scan rates of 10 and 20 mV s\(^{-1} \), however, the cathodic wave appears smaller than the anodic peak; and an additional small cathodic peak at about 0.3 V vs. SCE becomes apparent (insets of Figures 5a, 5b).

The extrapolated potentials for a neat solvents show that \( E^{(1)} \) still provides the best estimates for \( E^{(1/2)} \) by less than \( k_B T \). This finding has important implications, demonstrating that even for partially reversible behavior, \( E^{(1/2)} \) still provides the best estimates for \( E^{(0)} \).

The extrapolated potentials for a neat solvents show that \( E^{(1/2)} \), \( E^{(1)} \) and \( E^{(p/2)} \) of 5Pip practically overlap (Figure 7), and the ANOVA tests yield large \( p \)-values when comparing \( E^{(1/2)} \) with \( E^{(p)} \) and \( E^{(p2)} \) (Table II). The values of \( E^{(p)} \) and \( E^{(e)} \) are distinctly separated from \( E^{(1/2)} \) (Figure 7), and except for 10 mV s\(^{-1} \), all \( p \)-values from the ANOVA test comparing \( E^{(e)} \) with \( E^{(1/2)} \) are smaller than 0.05 (Table II). While the differences between \( E^{(p)} \) with \( E^{(1/2)} \) are similar to those between \( E^{(e)} \) with \( E^{(1/2)} \), the ANOVA \( p \)-values for \( E^{(p)} \) vs. \( E^{(1/2)} \) are quite large due to uncertainty of estimating the peak potentials, which

![Figure 4. Dependence of the different potentials of ferrocene (1 mM) on the scan rate. (a) The potentials are obtained from voltammograms recorded for samples containing 100 mM N(C$_4$H$_9$)$_4$PF$_6$ as a supporting electrolyte. (b) The potentials are obtained from extrapolation to zero electrolyte concentration.](image-url)
Table II. *p*-values from Welch’s ANOVA tests comparing $E^{(1/2)}$ with the other potentials.a

| Sample       | $C_\text{el}$ / mM | $v$ / mV s$^{-1}$ | $(E^{(1/2)}, E^{(i)})$ | $(E^{(1/2)}, E^{(p/2)})$ | $(E^{(1/2)}, E^{(p)})$ | $(E^{(1/2)}, E^{(e)})$ |
|--------------|---------------------|------------------|------------------------|------------------------|------------------------|------------------------|
| Ferrocene    | 100                 | 10               | 0.050                  | 0.019                  | 8.2 x 10^{-3}          | 1.8 x 10^{-3}          |
|              | 20                  | 0.070            | 0.027                  | 0.013                  | 1.9 x 10^{-3}          | 3.9 x 10^{-3}          |
|              | 50                  | 0.19             | 0.043                  | 0.011                  | 3.8 x 10^{-3}          | 0.022                 |
|              | 100                 | 0.42             | 0.022                  | 0.015                  | 1.8 x 10^{-3}          | 3.6 x 10^{-3}          |
|              | 200                 | 0.75             | 0.049                  | 0.017                  | 1.9 x 10^{-3}          | 3.6 x 10^{-3}          |
|              | 500                 | 0.40             | 0.043                  | 0.022                  | 1.8 x 10^{-3}          | 3.6 x 10^{-3}          |
| 5Pip         | 0b                  | 10               | 0.35                   | 0.22                   | 0.72                   | 0.022                 |
|              | 20                  | 0.61             | 0.43                   | 0.73                   | 0.041                 | 0.038                 |
|              | 50                  | 0.77             | 0.47                   | 0.13                   | 0.028                 | 0.028                 |
|              | 100                 | 0.78             | 0.48                   | 0.13                   | 0.028                 | 0.028                 |
|              | 200                 | 0.91             | 0.57                   | 0.10                   | 0.029                 | 0.032                 |
|              | 500                 | 0.97             | 0.84                   | 0.071                  | 0.032                 | 0.032                 |
| 5Pip         | 0b                  | 10               | 0.68                   | 0.31                   | 0.23                   | 0.067                 |
|              | 20                  | 0.91             | 0.93                   | 0.33                   | 0.081                 | 0.031                 |
|              | 50                  | 0.65             | 0.47                   | 0.10                   | 0.027                 | 0.034                 |
|              | 100                 | 0.96             | 0.63                   | 0.11                   | 0.027                 | 0.034                 |
|              | 200                 | 0.94             | 0.99                   | 0.076                  | 0.021                 | 0.021                 |
|              | 500                 | 0.42             | 0.83                   | 0.14                   | 0.013                 | 0.013                 |

*a* $H_0$: $E^{(1/2)}$ and $E^{(i)}$ have the same means, where $x = i, p/2, p$ and $e$. Small *p*-values permit rejection of $H_0$ and suggest that $E^{(1/2)}$ and $E^{(i)}$ have different values.

*b* From extrapolation to zero electrolyte concentration.

is similar to what we observe for ferrocene (Table II). While the statistical analysis does not allow the rejection of $H_0$, as an indication that $E^{(p)}$ vs. $E^{(1/2)}$ are significantly different, the large variations in the estimates $E^{(p)}$ (Figures 4b, 7) renders the peak potentials unattractive for quantification of molecular electronic characteristics.

**Irreversible behavior.**—For systems undergoing irreversible oxidation or reduction, $E^{(p)}$ (i.e., $E_a$ or $E_c$, respectively) is the most frequent choice for representing their electrochemical potentials. This practice has a lot of shortcomings since the peak potentials are immensely sensitive to experimental settings (e.g., scan rate, sample concentration, and electrolyte concentration), and the inherent properties of the redox couples (e.g., rates of interfacial electron transfer and diffusion). The studies with ferrocene and 5Pip show that inflection and half-peak potentials provide good estimates of $E^{(0)}$, better than the peak potentials. To illustrate how they compare for irreversible oxidation, we choose another electron-rich non-native amino acid derivative, 4Pip (Chart 1), forming a radical cation that is unstable under the CV conditions.22,25

In anthranilamide (Aa) residues, moving the amine from 5th to 4th position (i.e., 5Pip vs. 4Pip) makes the oxidation of these derivatives completely irreversible due to a significant change in the spin-density distribution in their radical cations.22 Extending the positive charge of Aa**+** moieties over their C-terminal amides leads to decomposition. A loss of an amide proton is a possible path for this oxidative degradation. As we showed, derivatizing 4Pip with a tertiary C-terminal amide, i.e., -C(=O)N(R2)-, induces partial reversibility.22 It confirms that the C-terminal amide proton contributes to the instability of 4Pip**+** but is not solely responsible for the oxidative degradation.

Another possibility involves the alkyl α-protons next to the amides. In all Aa derivatives, these α-protons are deshielded, with chemical shifts downfield from those of the rest of the alkyl protons, which may make them labile enough under oxidative conditions. To test it, in this study we capped 4Pip amides with tertiary alkyl chains (Chart 1). For all scan rates and electrolyte concentrations, the cyclic

![Figure 5](image-url)
Figure 6. First derivatives of cyclic voltammograms of 5Pip (1 mM) recorded at different scan rates in the presence of 25 and 200 mM of N(C₄H₉)₄PF₆ as a supporting electrolyte. (a,b) the first derivatives. The obtained half-wave potentials are shown. (c) Dependence of the first derivatives on the scanning time showing the durations of data acquisition for different scan rates.
Figure 7. Dependence of the different potentials of 5Pip (1 mM) on the scan rate. The potentials are obtained from extrapolation to zero concentration of N(C4H9)4PF6 (Figure 5c).

voltammograms of the t-alkyl capped 4Pip show complete irreversibility, with no detectable cathodic peaks. Hence, removal of the α-protons next to the amides does not stabilize the radical cation of 4Pip for the timescales of the CV data acquisition.

The first and second derivatives of the cyclic voltammograms of the irreversible oxidation of 4Pip do not show symmetric features (Figure 8a). The derivatives of the anodic wave of 4Pip appear the same as those of ferrocene and 5Pip. It is, however, the derivatives of the cathodic waves that discern irreversible from reversible oxidation (Figures 3, 6, 8a).

Because the anodic waves of the voltammograms and their derivatives are quite similar for analytes undergoing reversible and irreversible oxidation, we can reliably use them for estimating $E^{(i)}$, $E^{(p/2)}$ and $E^{(e)}$, in addition to $E^{(p)}$ (Figure 8a), and extrapolate them to zero electrolyte concentration. Similar to 5Pip, the scan-rate dependence of the extrapolated potentials of 4Pip show clustering of the values for $E^{(i)}$ and $E^{(p/2)}$. Conversely, $E^{(e)}$ and $E^{(p)}$ are well separated from $E^{(i)}$ and $E^{(p/2)}$ (Figure 8b).

As the scan rates vary from 10 to 500 mV s$^{-1}$, $E^{(p)}$ of 4Pip increases with 150 mV, while $E^{(i)}$ and $E^{(p/2)}$ increase with about 80 mV (Figure 8b). For 4Pip, this increase in the potentials is predominantly at the small scan rates. Hence, between 100 and 500 mV s$^{-1}$, $E^{(i)}$ and $E^{(p/2)}$ of 4Pip vary within about 40 mV (i.e., less than 2kT), while the $E^{(p)}$ of 4Pip varies over 100 mV (Figures 8b). Considering that reversible oxidation results in the best overlap of $E^{(i)}$ with $E^{(p)}$ and $E^{(p/2)}$ at scan rates between 100 and 500 mV s$^{-1}$ (Figures 4, 7), which is the range where $E^{(i)}$ and $E^{(p/2)}$ of 4Pip show the smallest dependence on v, makes the inflection and half-peak potentials the best estimate for $E^{(0)}$ of the irreversibly behaving systems, 4Pip.

**Pros and cons of inflection potentials.**—Our studies reveal that inflection potentials present the best estimates for $E^{(0)}$ from voltammograms showing irreversible behavior. Overall, differential analysis (needed for determining $E^{(i)}$) has the power to reveal subtle features of voltammograms (Figures 3, 6, 8). This property of differential analysis allows for more accurate estimation of $E^{(0)}$ for irreversible systems.
analysis, however, is also responsible for amplifying the inherent experimental noise. When lowering the analytic concentration is essential for reliability of the recorded voltammetric data (Figure 2a), it also decreases the signal-to-noise ratios. To address this challenge, we subject the first-derivatives curves to smoothing prior to the second numerical differentiation, as stated in the Experimental section. Limiting the span of shape smoothing to about 25 data points (at 1 mV per a data-point increment) ensures that the uncertainties in the obtained values for the potentials at the curve extremum are considerably smaller that the thermal energy, i.e., \( < \sim \text{FkT} \).

The differential nature of the analysis producing \( E(0) \), provides its most important advantage over \( E'(0) \). The half-peak potential, \( E(0) \), depends only on three points: the baseline current, the peak current and the potential on the curve at the midpoint between these currents. Thus, \( E(0) \) cannot account for complex shapes of voltammogram waves. Conversely, differential analysis can reveal shoulders and overlapping waves, producing multiple inflection points. This feature can prove invaluable for the analysis of: (1) multi-electron processes; and (2) samples comprising a mixture of conformers or aggregates exhibiting close, but different, reduction potentials. For example, when the potentials of two sequential electron-transfer steps are relatively close, the voltammograms can appear broad but they cannot be discerned from those of single-step multi-electron processes.\(^{13,15} \)

Increasing the difference between the potentials of sequential reduction or oxidation steps, first broadens the waves, then leads to the appearance of a shoulder and finally results in two distinct peaks. Differentially analyzing for supporting this research (grants CHE 1465284 and CHE 1800602).
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