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Abstract: Soil temperature and moisture (soil-climate) affect plant growth and microbial metabolism, providing a mechanistic link between climate and growing conditions. However, spatially explicit soil-climate estimates that can inform management and research are lacking. We developed a framework to estimate spatiotemporal-varying soil moisture (monthly, annual, and seasonal) and temperature-moisture regimes as gridded surfaces by enhancing the Newhall simulation model. Importantly, our approach allows for the substitution of data and parameters, such as climate, snowmelt, soil properties, alternative potential evapotranspiration equations and air-soil temperature offsets. We applied the model across the western United States using monthly climate averages (1981–2010). The resulting data are intended to help improve conservation and habitat management, including but not limited to increasing the understanding of vegetation patterns (restoration effectiveness), the spread of invasive species and wildfire risk. The demonstrated modeled results had significant correlations with vegetation patterns—for example, soil moisture variables predicted sagebrush ($R^2 = 0.51$), annual herbaceous plant cover ($R^2 = 0.687$), exposed soil ($R^2 = 0.656$) and fire occurrence ($R^2 = 0.343$). Using our framework, we have the flexibility to assess dynamic climate conditions (historical, contemporary or projected) that could improve the knowledge of changing spatiotemporal biotic patterns and be applied to other geographic regions.
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1. Introduction

Soil temperature and moisture (hereafter, soil-climate) influence plant physiological function and are important determinants of plant growth and regeneration. Knowledge of soil-climate conditions, especially with the spatiotemporal context, improves the understanding of climate-ecosystem connections, including drought effects, crop yields, rangeland and forest productivity, wildfire risks, landslide potential, flood risks, dust storm potential, responses to climate change, habitat restoration and recovery and wildlife habitat selection [1]. For example, increased fire frequency and extent were linked to climate trends via elevated temperatures, the duration of droughts and snowmelt timing [2–5]. Soil moisture, in particular, is a limiting factor in arid and semi-arid ecosystems [6], with implications for primary productivity, diversity and ecological integrity [7,8]. However, a lack of mapped soil-climate data has limited research and management efficacy, especially for arid and semi-arid ecosystems within the western United States.

Many methods have been used to measure, estimate and map soil moisture. Primarily, these have included measurements at facilities [9], creating a sparse distribution of expensive point measurements to maintain and collect [10]; long-term data are also generally lacking. Recent methods include remotely sensed soil moisture mapping, which relies on microwave, synthetic aperture radar or optical and thermal infrared sensors. The remote sensing of soil moisture provides estimates at depths of ~1 mm for optical and at 5 cm for
microwave [11–13] or deeper (5–10 cm), depending on the vegetation cover [1]. Many satellites developed for mapping soil moisture have a spatial resolution of 11–40 km [13–15], but less direct methods for estimating soil moisture from vegetation characteristics using visible and near infrared spectra can include ≥30 m resolution, e.g., [16,17]. The temporal resolution for satellites used for these purposes occurs between 1 and 3 days, but sub-kilometer products have >12 days, e.g., [14,15,18,19]. The spectral wavelengths used with less direct methods to estimate soil moisture have older launch dates (e.g., 1970s) [16], but sensors specific to mapping soil moisture relying on longer wavelengths (e.g., C- and X-bands) have more recent launches (e.g., ~2000s) [15,18]. The remote sensing of soil moisture is useful for near real-time applications that can capture short-term variance at the surface, such as the estimation of crop yields or assessments of herbaceous plants (e.g., fuel loading). They are less helpful in understanding ecological processes affected by soil moisture stored at deeper depths and for longer periods. However, hybrid approaches that combine remotely sensed estimates and models support a much larger suite of applications [20–22], including uses for crops [23], hydrologic models [24] and near real-time estimates at greater depths [1,14,15,18].

Models of soil moisture estimates can support analyses of historical, contemporary and projected climates of multiple spatiotemporal scales, allowing for an increased understanding of soil-climate variability and biological processes. A few models include SOILWAT [25,26], SoilClim [27], Hydrus 1-3D [28–31], soil-water-atmosphere-plant (SWAP) [32] and soil-water-balance (SWB) [33]. Modeling soil moisture requires estimates of potential evapotranspiration (PET or \( \text{ET}_\text{o} \)), for which there are more than 50 methods [34], soil properties, climate/weather data and factors affecting radiation forcing [35]. We highlight two common models using different \( \text{ET}_\text{o} \) models. The SoilClim model [27] uses Penman–Monteith to estimate \( \text{ET}_\text{o} \) [36] and accounts for snow accumulation and melt to estimate soil moisture and snow water balance, similarly to \( \text{spatial_nsm} \). However, the Penman–Monteith estimation of \( \text{ET}_\text{o} \) requires a suite of atmospheric data with limited availability (e.g., not spatially continuous or available in atmosphere-ocean general circulation model [AOGCM] projections). Specific to dominant vegetation across the semi-arid sagebrush biome, a couple studies used the SOILWAT model [37–39], including a seasonal soil moisture pattern for sagebrush ecosystems that relate spring recharge followed by extended drying.

Soil–climate interactions with below- and above-ground physical and biological processes occur at varying temporal and spatial scales. Soil temperature affects biological, chemical and physical processes [40], and it is affected by thermal conductivity and heat capacity, which are regulated by solar radiation, the latent heat of condensation and evaporation [41]. In particular, soil respiration and decomposition (i.e., carbon budgets) are positively connected to soil moisture and temperature [42–44]. Soil temperature varies among differing topographies [45,46], vegetation covers [46–48] and snow covers [49–52]. Soil temperature fluctuates by depth and time of day due to the variation of radiation, heat exchange at the air–soil boundary and heat transfer within soils due to thermal properties [53,54]. The conduction of heat within soils is slow, where shallow soils can have increased temperature anomalies due to diurnal variations in radiation, and deep soils are affected by long-term average temperatures with less temporal fluctuation [40,53].

Atmospheric conditions influence the amount of water supplied to the soil and its removal rate (controlled by temperature, radiation, humidity and wind speed). The gravitational drainage of soils occurs on a timescale of ~1 day, but studies show that these processes can occur on a scale of months, where the variability is greatest for shallower depths (e.g., cm) and is smallest at greater depths (e.g., meters) [55]. Groundwater is also an important factor affecting soil moisture, but it is seldom considered. For example, a shallow groundwater table reduces the vertical downward movement of soil water, which increases soil moisture [55]. At small spatial scales (e.g., catchment), hydrologic conductivity, vegetation types, soil types and soil porosity affect soil moisture [56–58]. Precipitation and radiative factors primarily affect soil moisture at large scales [55,59]. Fine-scale patterns of topography, soil physical properties and vegetation cover influence the effects of incom-
ing solar radiation and therefore soil-climate, especially in dry environments [1,14,15,18]. Additional interactions within the soil-plant-atmosphere continuum, such as changes in stomatal behavior with changes in CO₂ and the access to non-surface water by roots, can influence soil moisture estimates [60,61], but the importance of drought monitoring to help forecast and mitigate climate change effects outweighs the challenges encapsulated by different measurement and modeling approaches.

The effects of snow on soil-climate are not fully understood due to snow’s spatial heterogeneity, depth, persistence and physical structure, which demonstrate considerable temporal variability [62]. However, changes in snowpack are known to affect soil moisture (the amount and timing of water input) and temperature (insulation), with ensuing effects on ecosystem functions and plant composition. Snow is the dominant precipitation input for sagebrush steppe occurring in the western United States [63], where soils are typically cool and moist during the early growing season, warm and dry during the mid-to-late growing season and partially frozen during winter [64,65]. For example, altered snowmelt timing can increase the fecundity and survival of cheatgrass (*Bromus tectorum* L.) [66], an invasive species significantly affecting the western United States. Research also demonstrates that the thermal insulating effect of snow is greatest with deep snow (>80 cm) [67], causing winter soil temperatures to be ~1–2 °C warmer with shallow snow (≤40 cm) and 4 °C warmer with deeper snow [68]. With the anticipated temperature changes from climate change, snowpack reductions are expected to be most impactful for mid-to-high-elevation ecosystems, altering soil respiration and affecting soil carbon storage, efflux and nutrient cycling [67].

Understanding the distribution, growth and recovery of vegetation in arid and semi-arid environments is crucial for rangeland managers. Plants of these systems thrive through physiological adaptations that support a range of conditions resulting in irregular distributions. For example, the distribution of big sagebrush subspecies (*Artemisia tridentata* ssp. Nutt.), a keystone species in the ubiquitous semi-arid shrublands of the western United States, vary in response to drought [69] and temperature [70–72], with mechanisms tied to germination and seasonal phenology [73]. The growth and photosynthesis of sagebrush are greatest near 20 °C [70,74]; however, warmer temperatures during spring and summer may hinder growth in warm-dry habitats [75,76] and improve growing conditions in colder climates [77–79]. In rangelands of the Colorado Plateau (southwestern United States), plant productivity was reduced with decreasing soil moisture—regardless of temperature [80]. Temporal scales and the cycling of processes in arid and semi-arid environments are also important for rangeland managers. For example, productivity patterns in shrublands were correlated with 6-12 month drought indices, and grasslands were correlated with 3-6 month drought indices [80], confirming the differentiation of vegetation due to soil moisture and monthly scales. Such patterns indicate how the vegetation of semi-arid environments is adapted to specific, limiting and variable conditions, making conservation and management prescriptions challenging.

Habitat conservation and management in semi-arid landscapes are challenging due to the limiting environmental conditions, especially soil moisture. The lack of mapped soil-climate data can limit research and management because of unexplained spatial and temporal heterogeneity; soil texture, climate normals and elevation are typical surrogates [81]. Multiple-use management that sustains the habitat for wildlife and domestic livestock in this semi-arid environment is challenging due to the variability in limiting conditions that leads to unexplained and undesired outcomes, such as seedling mortality. Thus, this work aimed to improve the understanding of fundamental ecosystem properties through a soil-climate model with high spatial and temporal resolution data inputs directly affecting ecosystem conditions.

We developed a new implementation of the Newhall soil simulation model (NSM) [82–85] to map estimates of soil-climate conditions (e.g., soil moisture and temperature characteristics). Our objectives included the following: (1) develop a spatially explicit implementation of the NSM that supports spatial data inputs and outputs at spatial resolutions sufficient to
inform local management, (2) create a soil-climate model that can support different climate conditions, (3) support different PET methods, (4) account for snow (e.g., snowmelt, attenuation of evaporation and insulation of soil), (5) account for air-soil temperature offsets, (6) estimate soil moisture and (7) reliably produce soil temperature-moisture classifications. These objectives address recognized limitations and improve the product availability for researchers and managers. For this study, we used climate normals (1981–2010) to produce gridded surfaces (spatial resolution of 30 m) of soil moisture (monthly, annual and seasonal), soil temperature and moisture regimes (STMR), seasonal moisture trends and seasonality indices (hereafter, soil-climate products). To evaluate the utility of our soil-climate products for sagebrush ecosystem management, we investigated the explanatory power between modeled soil-climate results and ecosystem conditions (e.g., sagebrush cover, exposed bare ground, annual herbaceous plant cover and fire frequency). Although our example was specific to the sagebrush biome and climate averages, these methods may be applied to other geographic regions with different temporal resolutions of climate data and user-specified parameters.

2. Methods and Materials

2.1. Study Area

Our study area encompasses the sagebrush biome in western North America, which occurs east of the Sierra Nevada and Cascade Mountain ranges and west of the Great Plains in the United States (Figure 1). This region is geographically, geologically and hydrologically diverse, including major physiographic regions of the Rocky Mountains, Intermontane Plateaus and Pacific Mountains [86,87]. The sagebrush biome typically has hot, dry summers and cool-to-cold, moist winters (Table 1). Vegetation communities vary with precipitation, temperature, soils, topographic position and elevation [88].

Table 1. Monthly climate normals (1981–2010) associated with our study area (western United States sagebrush biome) and based on climate stations available from the National Climate Data Center [89] to describe the general climate ranges within our study area. The data include the averages and standard deviation (sd) of precipitation totals (mm) and the minimum (min), maximum (max) and mean temperatures (°C) across stations within the study area. We used 1281 and 1507 climate stations for summarizing precipitation and temperature, respectively.

| Month | Precipitation (mm) | Temperature (°C) |
|-------|--------------------|-----------------|
|       | Min | Max | Mean | sd  | Min | Max | Mean | sd |
| Jan   | 2.03 | 463.30 | 34.50 | 50.30 | −15.17 | 10.06 | −3.36 | 4.10 |
| Feb   | 1.52 | 346.71 | 30.59 | 41.69 | −12.17 | 11.83 | −1.41 | 4.02 |
| Mar   | 5.59 | 319.02 | 36.82 | 36.13 | −6.78 | 14.28 | 3.07 | 3.38 |
| Apr   | 6.60 | 210.82 | 38.58 | 22.76 | −3.50 | 16.94 | 7.49 | 0.82 |
| May   | 4.83 | 174.75 | 49.94 | 23.00 | 1.83 | 22.39 | 12.47 | 2.81 |
| Jun   | 1.27 | 142.75 | 44.51 | 26.21 | 7.50 | 27.50 | 17.15 | 3.01 |
| Jul   | 0.15 | 102.87 | 34.74 | 11.06 | 31.06 | 21.01 | 2.98 |
| Aug   | 0.25 | 117.35 | 30.67 | 19.44 | 10.00 | 30.00 | 20.24 | 2.87 |
| Sep   | 4.06 | 119.63 | 29.38 | 14.09 | 6.22 | 25.28 | 15.22 | 2.87 |
| Oct   | 5.59 | 279.4 | 34.12 | 24.34 | 0.17 | 19.33 | 8.75 | 2.84 |
| Nov   | 4.06 | 515.11 | 36.27 | 48.43 | −6.94 | 13.17 | 1.83 | 3.13 |
| Dec   | 3.30 | 436.12 | 36.59 | 50.60 | −12.50 | 10.00 | −3.35 | 3.74 |
Taeniatherum caput-medusae

The greater sage-grouse range (Centrocercus urophasianus) coincides with the sagebrush biome and occurs within Washington (WA), Oregon (OR), California (CA), Nevada (NV), Idaho (ID), Utah (UT), Montana (MT), Wyoming (WY), Colorado (CO), North Dakota (ND) and South Dakota (SD), but our study areas extend into Nebraska (NE) and Kansas (KS). The map image is the intellectual property of Esri and is used herein under license. Copyright © 2022 Esri and its licensors. All rights reserved.

The basins and plateaus in this region are dominated by sagebrush (Artemisia spp.) shrublands and steppe with conifer, aspen and mixed forests and woodlands at higher elevations, salt deserts at the lowest elevations and a mixture of shrub and grasslands in the western Great Plains [90,91] (chapter A). Big sagebrush species (A. tridentata Nutt.) generally occur on well-drained, moderately deep and sandy-to-clay-loam soils, while low sagebrush species predominately occur on shallow or poorly drained soils due to a shallow duripan or bedrock (30–50 cm) [88]. The sagebrush biome supports important wildlife, including many ungulate and avian sagebrush-associated species, which have been affected by the increasing prevalence of non-native annual grasses (e.g., Bromus tectorum L. and Taeniatherum caput-medusae (L.) Nevski), wildfires, habitat degradation due to land-use, conifer expansion and extended droughts and weather variability [91] (chapters J-P).

The U.S. Bureau of Land Management (BLM) is responsible for managing 78.4 million hectares of sagebrush habitats, where greater sage-grouse (Centrocercus urophasianus) inhabit 150 million acres. Greater sage-grouse are an important sagebrush-obligate species that are considered a conservation umbrella [91], where populations have experienced 80% declines in abundance since 1965 [92]. The sage-grouse range includes some of the best remaining intact sagebrush (Figure 1). Importantly, BLM managers identified the amount and timing of precipitation, seasonality (variation among seasons) and soil moisture as important data for management success [93]. Seasonal soil conditions were considered important for seeding and fuels management, while snow was recognized for its effect on spring and winter soil moisture [93].
2.2. Modeling Overview

Developing a spatially explicit soil-climate model involved several steps (Figure 2): (1) identifying and processing spatial input data, (2) processing and collecting data to enhance the model, (3) executing models on a high-performance cluster and (4) identifying key post-analysis products and evaluating soil-climate estimates. For step one, we acquired spatial data representing monthly precipitation and temperature [94], daily snow deposition [95], soil physical properties (Polaris) [96,97], monthly averages from climate stations [89,98] and daily soil conditions from the soil climate analysis network (SCAN) [99]. Descriptions of the data sources are provided in the (Supplemental Materials S1, Table S1), and their uses are explained below. For step two, we used additional data to enhance our model, including the SCAN database to define monthly ambient-temperature offsets, snow cover to account for the attenuation of PET and offset soil temperature and organic matter deposition [95], soil physical properties (Polaris) [96,97], monthly averages from climate stations [89,98] and daily snow deposition [95], soil physical properties (Polaris) [96,97], monthly averages from climate stations [89,98] and daily soil conditions from the soil climate analysis network (SCAN) [99]. Descriptions of the data sources are provided in the (Supplemental Materials S1, Table S1), and their uses are explained below. For step three, we used additional data to enhance our model, increasing key post-analysis products and evaluating soil-climate estimates. Steps three and four are outlined in Sections 2.6 and 2.9, respectively. For our analyses, we developed and used an open-source software (spatial_nsm; Supplemental S2) relying on Python™ that was translated from jNSM software (v. 1.6.1) [100]. We used Esri© ArcPro™ to compare independent data and Program R [102] for statistical analyses. Most of the modeling and analyses depended on a high-performance computing cluster (see Supplemental S3) [103].

Figure 2. Workflow describing our implementation of the Newhall simulation modeling framework that we applied to the western United States for climate normals (1981–2010). Beginning at the top
and working down, we describe the initial procurement of the data input used in the model, the pre-
processing (data input modifications), the modifications made within the Newhall simulation model
software (spatial_nsm), the general workflow of the Newhall simulation model and the post-
processing steps used for evaluating soil-climate products. AWC = available water capacity; SCAN = soil climate
analysis network.

2.3. Precipitation

We used climate averages (30-year normals: 1981–2010) defined by the parameter
elevation regression on independent slopes model (PRISM), representing monthly tem-
perature and precipitation estimates on continuous gridded surfaces [94]. These data
provide precipitation and temperature based on climate station observations and weighted
regression that account for climate regions, orographic effects, topographic orientation, rain
shadows, temperature inversions and coastal proximity [104]. The PRISM precipitation
reflects water as solid (i.e., snow) and liquid (i.e., rain) for each month. Because solid
precipitation cannot infiltrate soil, we used solid and liquid precipitation modeled from the
snow data assimilation system (SNODAS) [95] to determine liquid–solid ratios. We then
calculated an adjusted precipitation (monthly liquid precipitation as rain and snowmelt) as
a model input with these ratios.

The SNODAS estimates daily snow properties (e.g., snow cover/redistribution, liquid
precipitation, depth, melt and sublimation) from a remote sensing platform (moderate reso-
lution imaging spectroradiometer; MODIS), snow telemetry stations (SNOTEL) and a model
to provide data on snowpack properties. We calculated monthly averages (normals) from
daily SNODAS data, including solid precipitation (product identifier: 1025SL01; data scale
factor = 10), liquid precipitation (1025SL00; scale = 10), snowmelt (1044; scale = 100,000)
and snow depth (1036; scale = 1000). The scaled data for solid and liquid precipitation,
snowmelt and snow depth were converted to kg/m², kg/m², mm and mm, respectively,
and no data pixels were assigned zero. We defined normals for all of the SNODAS daily
estimates (Equation (1)) and calculated monthly normal liquid ratios to estimate monthly
precipitation falling as liquid (Equation (2)). Using the monthly normal liquid ratios, PRISM
precipitation and SNODAS snowmelt, we computed an adjusted precipitation (monthly
liquid precipitation as rain and snowmelt; Equation (3)). These equations yielded monthly
liquid precipitation (i.e., rain and snowmelt) relative to PRISM precipitation amounts.

\[
\text{SNODAS}_i = \sum_{i=1}^{31} (d\text{SNODAS}_i \ast s) / \text{months}_t, \quad (1)
\]

where \(\text{SNODAS}_i\) reflected monthly normal conditions, \(i\) represented the SNODAS product,
\(d\text{SNODAS}\) was the daily product, \(s\) reflected a unit conversion applied to the source data
(scale) and \(\text{months}_t\) was the number of occurrences per month across all years.

\[
\text{liq}_m\_ratio = \frac{\text{SNODAS}_{liq}}{\left(\text{SNODAS}_{liq} + \text{SNODAS}_{sol}\right)}, \quad (2)
\]

where \(\text{liq}_m\_ratio\) denoted the SNODAS liquid ratio for monthly normals, \(\text{SNODAS}_{liq}\) denoted
the monthly normal liquid product and \(\text{SNODAS}_{sol}\) denoted the monthly normal solid
product. (Equation (1)).

\[
\text{ppt}_m\_adj = \left(\text{liq}_m\_ratio \ast \text{PRISM}_m\_ppt\right) + \left(\text{snowmelt}_m\_a / \text{snowmelt}_m\_a\right) * \\
\left(\text{ABS}\left(\sum_{i=1}^{12} \left(\text{liq}_m\_ratio \ast \text{PRISM}_m\_ppt\right) - \text{PRISM}_a\_ppt\right)\right), \quad (3)
\]

where \(\text{ppt}_m\_adj\) denoted the monthly normal adjusted precipitation denoting the amount
of water that can infiltrate the soil, \(\text{liq}_m\_ratio\) denoted the SNODAS liquid ratio for monthly
normals, \(\text{PRISM}_m\_ppt\) denoted the monthly normal precipitation, \(\text{snowmelt}_m\_a\) and \(\text{snowmelt}_a\)
denoted the SNODAS snowmelt monthly and annual normals, respectively, and \(\text{PRISM}_a\_ppt\)
denoted the precipitation annual normal.
2.4. Temperature

Microtopography influences localized temperature and therefore soil moisture. Such characteristics are important for describing the success of shrub-steppe seedbanks [105], shrub distribution and diversity [106–108] and for understanding the spatial configuration and distribution of terrestrial vegetation communities [109], such as forests [110] and alpine plants [111]. We accounted for microtopography in soil-climate estimates by statistically downscaling temperature [112]. We downscaled the PRISM monthly mean temperature (800 m), where the explanatory variables reflected PRISM monthly mean temperature normals (1981–2010) and terrain indices describing microtopography. The response variable represented the climate station monthly normal (1981–2010) [89,98,113] at 1507 stations (Supplemental S4, Figure S3A). The primary terrain components included a hydrologically corrected digital elevation model (DEM), vector ruggedness measure (VRM) [114] and heat load index (HLI) for mid-latitudes [115,116], where the coolest slopes occur on northeast aspects and the warmest slopes occur on southwestern aspects (data description in Supplemental S1).

Before deciding on a downscaling approach, we explored the explanatory power of the covariates and the spatial autocorrelation for all candidate covariates. We determined that no significant spatial autocorrelation existed using spatial regression models (the lag and error model). We then used random forest machine learning (Python library scikit-learn and RandomForestRegressor function) [117] to define downscaled 30 m monthly mean temperature surfaces (30-year normal). The labels used in the random forest represented our response variable, and the features (explanatory variables) reflected the candidate covariates. We assessed 200 and 1000 trees, but selecting 200 as additional trees did not improve the model, and we withheld 20% of climate stations to evaluate the model performance (cross-validation). The model with the best overall fit (based on R², performance measures and cross-validation results) across months was selected (see Supplemental S5) [118,119]. We expected the downscaling of temperature to have less of an influence during the winter months because of a lower sun angle and the potential presence of snow cover.

2.5. Available Water Capacity

The available water capacity (AWC; field capacity—permanent wilting point) is the water held in soil between the field capacity (nearly saturated, −33 kPa) and the permanent wilting point (extremely dry, −1500 kPa), representing the potential capacity of the soil to retain water based on its properties [120]. We calculated the AWC using Polaris soil properties [96] at six incremental depths to 200 cm and the van Genuchten method [121]. We accomplished this by estimating the field capacity and wilting point using the van Genuchten method (Supplemental S6; Equation (1)) [121]. The \( \theta_s \) (field capacity) and \( \theta_w \) (wilting point) provided with Polaris data are estimated with the pedotransfer function NeuroTheta, which relates observed soil properties to hydraulic properties [96]. The potential soil water content is then calculated for the two pressures relating to saturated (−33 kPa) and residual/wilting (−1500 kPa) conditions, which provides the information to calculate AWC (see Supplemental S6 for equations). With AWC values calculated at each incremental depth and pixel, we derived a summed value following Lytle, et al. [122], resulting in a single AWC value for the 0–200 cm soil profile. Therefore, the soil properties define the capacity to retain water (i.e., available water capacity), which informs how the Newhall simulation estimates the accretion and depletion of water within the soil profile based on the energy (PET) available for extracting moisture.

2.6. Newhall Simulation Model

The NSM is an accounting system of water movement in a vertical soil profile and characterizes the soil moisture and soil temperature conditions [82–85] using monthly precipitation (total), monthly air temperature (mean) and AWC as data inputs. The model uses the Thornthwaite–Mather–Sellers PET equation [123–125] to reflect the energy available for extracting moisture (Supplemental S7), but other methods can be exchanged within...
spatial_nsm. This daily, enumerated simulation of soil moisture movement is based on a two-dimensional diagram of the soil profile (Supplemental S8) [83]. The profile extends from the ground surface to a depth characterized by AWC estimates—in our case, 200 cm. For example, clay materials can support an AWC of 200 mm with a soil depth of 80 cm, while sandy loam with an AWC of 200 mm might be as deep as 200 cm [83,126]. The STMR classifications described by the Natural Resources Conservation Service (NRCS) in Soil Taxonomy [120] and Keys to Soil Taxonomy [127] were the foundation for classifying soil-climate regimes; however, we implemented a revised dichotomous approach based on Paetzold [128] to correct null classifications occurring with previous approaches. Classifications of STMRs are produced for the soil moisture control section (SMCS; ~50 cm), and soil moisture—uniquely extracted with our software—reflects the depth AWC computed (0–200 cm). We made several additional adjustments to the data inputs, model parameters and spatial predictions to reduce NSM limitations (Table 2, Section 2.7). Notably, we created a spatial implementation of the NSM using the following data: (1) monthly, downscaled temperature (mean); (2) monthly, adjusted precipitation (total); and (3) AWC calculated from Polaris data. Our software (spatial_nsm) also supported additional data to improve soil moisture estimates, including organic matter, snow depth and monthly air-soil temperature offsets (see Section 2.7).

**Table 2.** A comparison of methods for implementing the Newhall simulation model employed by previous research and our research to identify a few of the major modifications we implemented.

| Description | Previous Research | Our Research |
|-------------|-------------------|--------------|
| Soil data 1 | SSURGO/STATSGO    | Dynamic      |
| Available water capacity | No—use a default of 200 mm | Yes |
| Soil moisture (seasonal, monthly and growing season) | No | Yes |
| Accounting for effects of snow: | | |
| (a) snowmelt depletion curves | No | Yes |
| (b) attenuation of evaporation | No | Yes |
| (c) insulation and offset of soil temperature | No | Yes |
| Accounting for temporal fluctuations of soil temperature | No—use a standard offset of 2.5 °C | Yes |
| Accounting for effects of organic horizon | No | Yes |
| Soil-climate classification | Yes, but java code not always producing classification | Yes |
| Classification of Iso temperature regimes between tropical and temperature soils | Yes, using summer and winter months | Yes, using the three coldest and the three warmest months [129] |
| Model convergence and number of iterations to achieve moisture at 30 December being <1/100th of the moisture on 30 December of the preceding iteration | ≤10 iterations (convergence not always achieved) | ≤1000 iterations (convergence achieved) |
| Accounting for root zone depth 2 | No | Partially, with mask (see Supplemental Materials) |
| Accounting for the influence of groundwater on soil moisture | No | No, but less of a factor in rangelands |
| Accounting for soils with lateral inflows or outflows of water | No | No |

1 A few previous research methods applied within the United States included the use of gridded soil data (U.S. Department of Agriculture Natural Resources Conservation Service [NRCS] products: Soil Survey Geographic Database [SSURGO] and State Soil Geographic Database [STATSGO2]) characterizing soil-climate regimes [130,131] and the use of gridded soil data (SSURGO/STATSGO2) with gridded climate data (Parameter-elevation Regressions on Independent Slopes Model [PRISM] 4 km) using the NRCS java Newhall simulation model [100,132,133]. 2 We have not identified any spatial data that sufficiently map root zone depth. Some products exist for identifying depth to bedrock [134,135], but these depths will have almost no effect on our results because they are not providing information on soil pans or shallower depths.

### 2.7. Custom Model Parameters

We used three methods to improve the estimates of soil temperature at 50 cm within spatial_nsm. These included using monthly air-soil temperature offsets, accounting for the...
insulation of soils due to snow cover and using an organic horizon when classifying the soil temperature regime. The Newhall simulation model assigns soil temperature at an average 50 cm depth based on air temperature and an air-soil offset. Previous research uses a default air-soil temperature offset where the soil temperature is 2.5 °C cooler than the air temperature due to the lack of spatially explicit data [132,133]. We used hourly data collected from soil temperature sensors of the SCAN database [99] to improve the estimation of this offset for climate averages. We calculated normal monthly mean soil temperature at 50 cm using SCAN observations between 1988 and 2020. The SCAN network included 61 stations within our study area (Supplemental Figure S3B), for which we calculated a monthly mean across all available years to define our monthly air-soil temperature offsets as an alternative to using a single offset value of 2.5 °C (Supplemental S4, Figure S4, Table S2).

Snow cover insulates soils and results in warmer soil temperatures relative to the ambient temperature [136,137], but few studies provide detailed information on how differing snow depths affect soil temperature (see Supplemental S4). Smith, Newhall, Robinson and Swanson [40] described the results of a study [138] where soil temperature and air temperature on bare and snow-covered sites at Leningrad, Russia (now Saint Petersburg) were observed. Inferred from these results, we approximated estimates of monthly soil temperature offsets for snow-covered ground. We used SNODAS snow depth (Equation (1)) and calculated the proportion of days within a month (normals), where snow was ≥12 cm in depth. Because we were working with monthly normals, we adjusted soil temperature when >50% of days had ≥12 cm of snow cover for a given month as a conservative estimate (Supplemental S4, Table S3).

The soil taxonomy handbook [120] differentiates between cryic and frigid soil-temperature regimes (see Supplemental S9) when organic matter ≥20%; however, this criterion is not considered in any software assigning soil-climate classifications. An organic horizon is defined as a soil layer that is saturated with water for longer than 30 days (cumulative) per year in normal years and contains ≥20% organic carbon [120]. Organic matter increases moisture retention, and a higher moisture content results in a longer heat retention due to the heat capacity of water [139]. We used Polaris organic matter by depth (log10 [%] scaled data) to account for soil insulation. We converted the scaled data (0–5 cm depth median product) to percent organic matter by raising the pixel values to the power of ten. Any pixel with organic matter ≥20% was used to differentiate between cryic and frigid soil-temperature regimes (see Supplemental S9) based on the soil taxonomy STMR definitions [120]. Supplemental S9 and S10 provide details on the STMR keys used in spatial_nsm based on Paetzold [128].

Lastly, we used SNODAS snow depth (Equation (1)) to account for the reduction of evaporation that could result from soils covered with snow [140,141]. With spatial_nsm, we adjusted PET by accounting for the proportion of days with sufficient snow (≥12 cm of snow cover) that attenuated evapotranspiration (Equation (4)).

\[
PET_{m,adj} = (1 - snow_{days\_ratio}) \times PET_{m,raw},
\]

where \(PET_{m,adj}\) is the monthly adjusted potential evapotranspiration PET due to snow cover, \(snow_{days\_ratio}\) is the ratio of days within a normal month with snow cover ≥12 cm and \(PET_{m,raw}\) is the Thornthwaite–Mather–Sellers calculation used within the Newhall simulation model.

### 2.8. Soil-Climate Post-Analysis

Using monthly soil moisture estimates, we generated Theil–Sen estimates (90% confidence interval [CI]) [142,143] for March to September (entire growing season) and March to June (early growing season). The Theil–Sen method estimates a median of slopes and intercepts from all pair-wise combinations—in this case, the successive monthly estimates at each cell location—and provides a robust trend estimate. These results supported the visual and statistical interpretation of spatial patterns in soil moisture trends, aiding the investigation of vegetation growth and fuel conditions. We also calculated seasonality
for two periods (standard deviation), including spring (March, April, May and June in the Northern Hemisphere or September, October, November and December in the Southern Hemisphere) and seasonal conditions (spring, summer, fall and winter). Descriptive attributes of the dominant vegetation associated with soil-climate regimes (STMR) were determined by using spatial correlation to quantify the distribution of Landfire existing vegetation types (EVT) within STMRs [144]. The EVT attributes were summarized by STMR (ArcGIS Pro; geoprocessing tool Zonal Statistics as Table) [101] to identify plant community associations (e.g., big sagebrush steppe and shrubland, montane sagebrush steppe, low sage steppe, montane oak and mixed shrubs and aspen forest and woodland) with ecologically similar soil temperature and moisture regimes. The derived products were used to investigate the relationships between the vegetation (types and cover) and soil-climate to describe dominant vegetation associations.

2.9. Evaluation

We used three approaches to evaluate our results by comparing them to other products. First, we investigated the standardized international soil moisture network (ISMN) database [9,145,146] within our study area (~2.4 million km²) as an independent source of in situ sensors to evaluate the performance of soil moisture estimates (Section 3.3). Using the ISMN data, we removed poor-quality data (defined by ISMN), and retained data measured at a 0.5 m depth (50 cm; closest depth comparable to our 200 cm depth), occurring between 1981 and 2010 and with >5 years of records. We identified 175 stations associated with SCAN [147] and snow telemetry networks (SNOTEL) [148]. Due to locational errors that we identified for in situ sites (ISMN data) relative to data downloaded from NRCS (min = 0; max = 26,731; mean = 594 m; errors visually verified with 1 m spatial resolution aerial photography), we corrected locations before using them. We compared the soil moisture estimates of in situ sensors to those of our 0–200 cm estimates. We also used the aspatial module of spatial_nsm to compare soil moisture estimates of in situ sensors to Polaris (30–60 cm) AWC depth; this allowed for a closer approximation of depth to in situ sites, but the aspatial code does not include the effects of snow handled in the spatial module of spatial_nsm. Statistical tests for the evaluation included Pearson’s r and unbiased root-mean-square error (ubrmse) [149]. Second, we evaluated 1280 climate stations and compared our results from a spatial_nsm to the results from jNSM v. 1.6.1 [100] using identical and differing data inputs and parameters (see Supplemental S11 for methods; Section 3.4). Third, we compared STMR results to NRCS classifications (gNATSGO) [134] and a second classification derived from NRCS data used to inform resistance and resilience concepts (Section 3.5) [131,150,151].

Because a purpose of the spatial_nsm results was to inform habitat research and management, we assessed the statistical relationships between the ecosystem components of sagebrush cover, bare ground, annual plants (predominantly invasive species), wildfires (frequency) and soil-climate products as an indirect method of determining how our soil-climate variables aligned with biological relationships and patterns (Section 3.6). Understanding the abundance and productivity of sagebrush is important for assessing the overall rangeland health and ecological potential (recovery after disturbance), as previous research has established soil-climate as an important driver [131,150,152]. The distribution and abundance of unvegetated ground are inversely related to the total vegetation cover, providing a robust measure of habitat structure; however, causes of patterns and trends in unvegetated soil may be diverse (e.g., due to natural and anthropogenic causes) [153], so careful interpretation is warranted. Because of the considerable management concerns [154] and modeling challenges of annual herbaceous plants within our study area (for example, Bradley et al. [155] reported variance ranging from 34% for continuous cover to 77% for a classification), we assessed the explanatory power of soil-climate for these species [156]. Encouraged by the correlations between soil moisture and wildfire characteristics (size and abundance) [157,158], we assessed connections between our soil moisture and wildfire occurrence.
We applied the following statistical analyses to assess the explanatory power of soil-climate for selected vegetation and ecosystem patterns. First, we used statistical models to assess the explanatory value of STMRs and seasonal soil moisture estimates (i.e., predictors) using variance explained in the landscape distribution of sagebrush cover and bare ground [159], herbaceous annual plant cover (ANHB) [156] and burn frequency (1984–2016; Landsat burned area essential climate variable [BAECV]) [160]. The data representing annuals in 2010 reflected conditions at the end of our climate normal period (1981–2010). Second, we developed generalized additive model (GAM) comparisons to demonstrate the validity of soil-climate model results through their ability to describe habitat patterns and processes important for management and conservation. Our models used sagebrush cover, bare ground, annual herbaceous plant cover and fire frequency as response variables to reflect ecosystem conditions. We acquired remotely sensed and modeled burn data and summed burned pixels across all years (1984–2016; BAECV sum) and used annual or seasonal soil moisture estimates as independent variables in univariate models. Bivariate models included one season and a moisture trend estimate (Theil–Sen slope). Lastly, we used GAMs and compared the explanatory power of soil-climate predictors versus climate predictors to ascertain whether soil-climate was an improvement on climate data. For this evaluation (Section 3.7), we used identically structured GAMs predicting sagebrush, annual herbaceous and exposed bare ground, with independent variables of climate factors (1981–2010 normals: total precipitation and mean, maximum and minimum temperatures).

Non-linear generalized additive models in Program R (library mgcv) [161,162] were used to describe the relations between soil variables and ecosystem patterns. Each GAM model was fit using Gaussian distributions (scale = −1, gamma = 1.4) and a smoothing variable derived from geographic locations. The smoothing variable is a tensor product \( te \) fit using X-Y coordinates (meters), a residual maximum likelihood (REML) estimation using a Pearson estimate of the scale and a thin-plate regression spline; the base dimension \( k \) was set to 45 after testing by incrementally increasing \( k \) and comparing changes in the model fit and computing time [161]. The same smoothing function structure was used for all models. Parsimonious results were identified using Akaike information criteria weights (AIC\(_w\)) [163]. The generalized cross-validation (GCV) score selects the smoothness parameter that minimizes prediction errors, where smaller values indicate better-fitting models [164]. To sample multiple spatial datasets, we used ArcGIS Pro (extension Geostatistical Analyst™, geoprocessing tool Create Spatially Balanced Points) to allocate 500,000 spatially balanced, random sample points, where the area within each class for soil temperature and moisture classes defined the sampling probabilities. Because not all of the data used in the comparisons were perfectly aligned (e.g., non-target masking, differing extents), we subsetted the point sample to ensure matching vector lengths and an accurate comparison; all analyses included more than 200,000 sample points yielding sufficient statistical power.

3. Results
3.1. Model Input Modifications

The results from modifying precipitation and temperature demonstrated significant advantages, especially for the accounting of snowmelt. The adjusted precipitation (Equations (1)–(3)) importantly captured the water available to infiltrate soil after snowmelt. Spatially, the effect of these modifications varied and significantly changed with when, where and how much water entered the soil system. We have illustrated these differences between unadjusted and adjusted precipitation for three watersheds within our study (Figure 3). For temperature downscaling, the best model (climate stations \( n = 1507 \) ~ [PRISM mean temperature, heat load index, elevation, vector ruggedness measure] resulted in a strong performance, as shown with the mean absolute percentage error (MAPE; 0.18–0.24), \( R^2 \) (0.93–0.96) and cross-validation mean squared error (MSE; 4.81–10.84). See the Supplemental Materials S4 for explanations of the metrics, variable importance and
performance of the top two best models. The effect of using monthly temperature offsets was not quantifiable, but such offsets are more realistic for temperate conditions than using a default offset of 2.5 °C (Supplemental Figure S4).
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**Figure 3.** Effects of snow accumulation and melt demonstrated by “adjusted” versus “unadjusted” precipitation [94] (1981 to 2010 average), where the latter does not differentiate between liquid/solid forms of precipitation. Panel (a) illustrates precipitation data (unadjusted) minus adjusted precipitation (March) and highlights three watershed boundaries (hydrologic unit code [HUC] 12) [165]. Panel (b) is a schematic illustrating how snow water equivalency is released during spring melt. The three histograms (panels (c–e)) show mean differences of unadjusted and adjusted precipitation within example watersheds, demonstrating the importance of considering snowmelt. The current range of greater sage-grouse (*Centrocercus urophasianus*) occurs within the sagebrush biome and captures the best remaining intact sagebrush.

### 3.2. Soil-Climate Products

Spatial data products produced by *spatial_nsm* (Supplemental S12; Table S8) included estimates for soil moisture (monthly, seasonal and annual), trends of spring and growing season soil moisture (Theil-Sen estimates), STMRs, the seasonal Thornthwaite moisture index (TMI; precipitation minus PET) and the soil moisture seasonality (30 m rasters;
Supplemental S12, Table S8). We provide figures for a few of these products, as some were used for assessing associations between soil-climate and vegetation associations. Soil moisture (mm) is a new product we derived from the NSM, which denotes the volume of water remaining in the soil profile for a 30 m by 30 m pixel after accounting for accretion and depletion (Figure 4) and, unlike TMI, accounts for soil properties (up to 2 m). The Theil–Sen estimator of soil moisture for March to June (Figure 5a) and March to September (Figure 5b) demonstrated different rates of change (mm/normal month) that can support different research and management questions. The seasonal soil moisture reflected spring, summer, fall, winter and annual. The seasonality among seasonal moisture (Figure 6a) and spring months during the growing season (Figure 6b) show important spatial and temporal variability that can help land managers relate the importance of variability to flora and fauna needs. The STMRs (Figure 7) captured by \textit{spatial\_nsm} were important for comparing software accuracy and exploring the explanatory power of Landfire EVT and ecosystem component correlations (results described below) and may aid in the investigation of resistance and resilience concepts.

### 3.3. In Situ Evaluation

The final data available for this evaluation (209 stations) consisted of start years ranging between 1996 and 2010 (median = 2003; median number of data collection years = seven), with an elevation range of ~588 m to ~3500 m (\(\overline{x} \approx 2405\) m). Our spatial soil moisture estimates reflected a period of 1981–2010. The unadjusted monthly precipitations of 1981–2010 (800 m) PRISM and 1996–2010 (4 km) PRISM were highly correlated (Pearson’s \(r \approx 0.9–0.97\)), and, therefore, differences in the climate should have minimal effects on the evaluation. Our spatial, soil moisture estimates of volumetric water content (VWC) reflected a 0–200 cm depth, and the in situ sites reflected a single depth (~0.5 m [50 cm]; see Section 4.2 for discussion). Due to mismatches of temporal and spatial scales between in situ sites and our soil moisture estimates, we demonstrated weak relationships (Table 3; Polaris [0–200 cm]), as expected. Our evaluation of in situ sites and Polaris AWC for a depth of 30–60 cm, using the aspatial module of \textit{spatial\_nsm}, greatly improved the performance but maintained weak relationships. These differences are likely due to not having comparable soil depth ranges relative to in situ sites and climate mismatches and the aspatial module not accounting for several data, including PET attenuation due to snow cover.

*Table 3. Comparison of the volumetric water content (soil moisture as m\(^3\) m\(^{-3}\)) measured at 209 stations associated with SCAN [147] and snow telemetry (SNOTEL) [148] networks (1996–2010 observations at 50 cm depth) to Newhall simulation model estimates using two soil profiles and the Thornthwaite–Mather-Sellers potential evapotranspiration equation. The two soil profiles reflected our soil moisture results of 0–200 cm, and we also compared estimates using 30–60 cm Polaris available water capacity (AWC) data.*

| Month | Polaris (0–200 cm) | Polaris (30–60 cm) |
|-------|--------------------|--------------------|
|       | Pearson’s \(r\) | \(p\)-Value | Ubrmse (m\(^3\) m\(^{-3}\)) | Pearson’s \(r\) | \(p\)-Value | Ubrmse (m\(^3\) m\(^{-3}\)) |
| Jan   | -0.0102            | 0.8933            | 0.1238                  | -0.0811         | 0.286         | 0.1124                  |
| Feb   | -0.0263            | 0.7293            | 0.1247                  | -0.1131         | 0.1362        | 0.1144                  |
| Mar   | -0.0489            | 0.5201            | 0.1279                  | -0.1451         | 0.0553        | 0.1203                  |
| Apr   | -0.0989            | 0.1928            | 0.1343                  | -0.1706         | 0.024         | 0.1255                  |
| May   | -0.0393            | 0.6056            | 0.127                   | -0.0922         | 0.2248        | 0.1188                  |
| Jun   | 0.0521             | 0.4933            | 0.1467                  | 0.1796          | 0.0174        | 0.135                   |
| Jul   | 0.098              | 0.197             | 0.1632                  | 0.2466          | 0.001         | 0.1535                  |
| Aug   | 0.0207             | 0.7862            | 0.1347                  | 0.2007          | 0.0078        | 0.1208                  |
| Sep   | 0.0338             | 0.6574            | 0.1211                  | 0.2799          | 0.0002        | 0.105                   |
| Oct   | 0.0728             | 0.3385            | 0.1202                  | 0.224           | 0.0029        | 0.1062                  |
| Nov   | 0.047              | 0.5372            | 0.1214                  | 0.0509          | 0.5039        | 0.1095                  |
| Dec   | 0.0105             | 0.8906            | 0.1215                  | -0.0678         | 0.3726        | 0.1103                  |
Theil–Sen estimator of soil moisture for March to June (Figure 5a) and March to September (Figure 5b) demonstrated different rates of change (mm/normal month) that can support different research and management questions. The seasonal soil moisture reflected spring, summer, fall, winter and annual. The seasonality among seasonal moisture (Figure 6a) and spring months during the growing season (Figure 6b) show important spatial and temporal variability that can help land managers relate the importance of variability to flora and fauna needs. The STMRs (Figure 7) captured by spatial_nsm were important for comparing software accuracy and exploring the explanatory power of Landfire EVT and ecosystem component correlations (results described below) and may aid in the investigation of resistance and resilience concepts.

Figure 4. Monthly (panels (a–l): March–December) seasonal soil moisture (mm) within the western United States under normal climate conditions (1981–2010).

3.4. Software Evaluation

With all parameters equal between jNSM and spatial_nsm (e.g., ten iterations and no consideration of STMRs, as these classifications differ between software), the results for 100% of the climate stations matched. Using these same methods but considering the different dichotomous classification of STMRs, 90.7% of the climate stations matched. Of these mismatched results (Supplemental Table S7), 55 stations switched from cryic (jNSM) to frigid (spatial_nsm) temperature regimes; 24 stations classified by jNSM did not assign
a soil moisture regime; and all stations classified by spatial_nsm assigned a soil moisture regime. When we assessed differences between spatial_nsm with 1000 iterations of the conditioning period compared to the ten used in jNSM while not considering STMRs, we had 99.1% agreement; however, when we considered STMRs, there was 90.5% agreement.

**Figure 5.** Assessments of change (Theil–Sen estimator at a 90% confidence interval [CI]) in soil moisture (mm) were estimated within the western United States under normal climate conditions (1981–2010). The median slope of the Theil–Sen estimator from March to June (a) and March to September (b) reflects an increase and decrease in soil moisture across the landscape.

**Figure 6.** Seasonality (variability among seasonal moisture [mm]) within the western United States under normal climate conditions (1981–2010). Panel (a) denotes the standard deviation in soil moisture among the four seasons (spring, summer, fall and winter). Panel (b) denotes the standard deviation in the spring growing season (March, April, May and June).
Figure 7. Combined soil-climate (temperature and moisture) regime classification, where soil moisture and temperature predictions were applied within the western United States and based on normal climate conditions (1981–2010). Colors randomly assigned to combinations of soil temperature, moisture and moisture sub-class; colors are not shown in the legend due to too many combinations. Therefore, this illustration denotes the patterns of soil-climate classifications but does not define or associate the classifications with specific colors.

3.5. Product Comparisons

Comparing three mapped products of STMR classifications (gNATSGO, resistance and resilience and our results) of soil temperature (Supplemental S13 and Figure S7) and soil moisture (Supplemental Figure S7) illustrated similarities and differences. We determined that a statistical comparison was impractical due to the lack of mapped soil attributes and documentation describing methods of STMR classification for products.
Importantly, our soil-climate products produced greater cryic soils (converted from frigid) in high plateaus of rangelands (Supplemental S13 and Figure S7), which aligns with the differences observed when we used climate stations as an evaluation. The gNATSGO, resistance and resilience products showed significant survey differences commonly observed at state boundaries, where our soil-climate results did not include these artifacts (Supplemental S13 and Figure S7). Similarities of soil moisture regimes across all three products existed, but significant differences occurred in Montana, where our soil-climate products mapped dryer soils compared to estimates assigned by the resistance and resilience classifications (gNATSGO had significant gaps in data for moisture, and, therefore, we could not make comparisons; Supplemental Figure S8).

3.6. Ecosystem Component Correlations

Soil-climate predictors generated high and very high significance in most model comparisons using univariate and bivariate combinations. The smoothing functions (tensile spline) in GAM models significantly contributed to the explanatory power. Seasonal soil moisture models revealed significant correlations with all four response variables. Spring was frequently the strongest predictor ($AIC_{wi}$) among seasonal univariate models, and combinations of spring moisture with fall or winter created strong bivariate seasonal models (Supplemental Table S9). Fire frequency also produced highly significant models using soil moisture predictors (Supplemental Table S10). Bivariate models generally performed better than univariate models, indicating that combinations of seasonal moistures were useful for capturing ecological complexity.

3.6.1. Sagebrush

Sagebrush exhibited a significant positive correlation with the mesic (warm) temperature regime in combination with a range of moisture conditions, and sagebrush had the strongest positive associations (coefficient estimates) with moisture regimes between dry tempudic (very wet) and typic xeric (dry)—approximately the middle of the range (Supplemental S13, Table S11). Statistical correlations and zonal statistics indicated a mean sagebrush cover of 10–14% in just five co-dominant soil-climate types: weak xeric, typic xeric (dry) and dry aridic (very dry) moisture regimes with frigid (cold) temperatures and dry and typic xeric (dry) moisture regimes with cryic (very cold) temperatures. The spring and autumn soil moisture combination (Supplemental S13, Table S9B) provided the top model explaining 51.5% of the variability (deviance) in sagebrush cover (positive coefficient spring, negative coefficient autumn; $R^2 = 0.51$). Trends in growing season moisture (Theil–Sen estimate, March–September) provided the top univariate model of sagebrush cover (negative coefficient; 50.8% deviance explained, $R^2 = 0.505$).

3.6.2. Annual Herbaceous Plants

We found several significant relationships between STMRs and ANHB fractional cover—all were negative and limited to wetter soils (udic and tempudic; Supplemental S13, Table S9A). A large positive intercept in this model (17.4) means that negative coefficients described a reduced abundance and small values (negative or positive) were not significantly different from zero, resulting in large, positive effects based on the intercept; unfortunately, multiple STMRs have this distinction (Supplemental S13, Table S11). The distribution of ANHB was not linearly related to soil-climate classes; a higher percent cover was located in warmer temperature regimes (mesic and thermic) compared to that in cooler regimes and intermediate moisture classes (dry tempudic to dry xeric). When mapped, a small number of the affected STMRs were widespread within the sagebrush biome and therefore particularly important for sagebrush habitat management (Figure 8). The most parsimonious soil-climate model for ANHB used only spring soil moisture (negative coefficient; 68.7% deviance explained, $R^2 = 0.684$). By including burn frequency (BAECV sum, 1984–2016) with spring soil moisture as predictors of ANHB, the deviance explained increased to 70% ($R^2 = 0.701$; negative soil moisture effect and positive burn frequency correlation).
Figure 8. Soil temperature-moisture regimes (STMRs) based on averaged climate (1981–2010) and ranked using the estimated abundance of annual herbaceous (ANHB) plants [156] in each type. The classes with the highest mean cover of annual herbs are in dark magenta (≥15% cover within 30 m pixels; Mesic dry xeric to Mesic wet udic); light magenta through yellow and light green represent 10–15% (Mesic typic tempustic to Cryic typic udic); and the least affected classes are in shades of green (<10%; Frigid dry tempudic to Thermic extreme aridic).
3.6.3. Bare Ground

Soil-climate classes explained 66% of the variability (deviance explained; $R^2 = 0.66$) in exposed bare soil across this landscape (Supplemental S13, Table S9C). The growing-season moisture trend provided the most parsimonious univariate model of the distribution of bare ground (positive correlation; 65.8% deviance explained, $R^2 = 0.66$), indicating that plant cover (inverse of bare ground) was associated with patterns of greater soil moisture in the spring followed by drying through the summer. A bivariate model combining spring and autumn soil moisture provided the best bare ground model, indicating an inverse relationship with spring moisture (more spring moisture, less bare ground) and a positive relationship with autumn moisture (65.9% deviance explained; $R^2 = 0.656$). Another bivariate model, spring soil moisture combined with winter soil moisture, also produced a competitive model (65.8% deviance explained, $R^2 = 0.656$). All three models point to a pattern in soil moisture that connects the amount of bare ground to the timing of moisture availability.

3.6.4. Burn Frequency

Models predicting fire frequency using STMRs described significant positive estimates for weak and typic xeric moisture regimes over a range of cryic, frigid and mesic temperature regimes, indicating that the long-term interaction of these patterns with vegetation influences fuel conditions and fire occurrence (Supplemental Table S11). Strong positive associations were also identified for frigid dry tempudic and frigid typic udic types. Only the thermic temperature regime, combined with typic tempustic or typic xeric moisture, had significant negative coefficient estimates. The top statistical model predicting fire frequency combined spring and autumn soil moisture and explained 34.6% of the deviance ($R^2 = 0.343$) within the sagebrush biome. Predicting burn frequency with trends in growing season soil moisture (Theil–Sen slope March through September, Figure 9) provided the top univariate model, with nearly identical explanatory power to bivariate models (34.6% deviance explained, $R^2 = 0.342$; Supplemental Table S10). Combining growing season soil moisture trends with annual, summer or spring soil moistures provided three of the top four models; fire frequency was negatively (inversely) related to seasonal soil moisture trends.

3.7. Explanatory Power of Climate Predictors

The GAMs predicting sagebrush, annual herbaceous and exposed bare ground using independent variables of climate factors produced competitive results (based on variance explained) but never produced a top model better than top soil-climate variables. The best models using climate predictors for sagebrush and bare ground fell in the middle of the weight distributions ($AIC_{wi}$) of soil-climate predictors. For ANHB, which are particularly responsive to annual weather, the average maximum temperature ($T_{max}$) produced results matching the second best soil moisture model (based on $AIC_{wi}$). Mean annual temperature and total annual precipitation yielded models that competed within the top five ranked ($AIC_{wi}$) soil-climate models. Generalized linear models (GLM) demonstrated lower adjusted-$R^2$ and greater separation among models. For example, two bivariate GLMs using spring and summer soil moisture ($spatial_{nsm}$) or spring and summer precipitation explained 14.8% and 5.8% of deviance, respectively, for sagebrush cover; these values are small but show more than two-times explanatory information in soil moisture compared to precipitation alone. Only the relationship between annual herbaceous plants and annual precipitation or maximum temperature approached the top soil-climate models. In all scenarios, the $spatial_{nsm}$ soil-climate variables produced the best explanatory power.
Figure 9. Comparison mean of fire occurrence (1984–2016; Landsat burned area essential climate variable [BAECV]) [160] and trend were estimated by the Theil–Sen slope in soil moisture across the growing season (March through September). A strong negative trend in soil moisture (x-axis) indicates high moisture early in the season and low moisture late in the season, and these conditions are associated with the highest average fire frequency (top left). For example, aridic soil-climate types, observed in the bottom-right, had a very low fire frequency.

4. Discussion

Understanding patterns and trends in soil moisture is an international effort that includes global climate modeling, land surface modeling e.g., [166–169] and considerable input and support from the Food and Agriculture Organization (FAO). The NSM has been used in many countries to map and understand STMRs [170]. For example, these studies occurred in Mexico [171], the contiguous United States [132], Chile [172] and the northern Great Plains of the United States [133,173]. Of those producing mapped STMRs, points representing coarse gridded surfaces were used. Contrary to these studies, we produced the first spatially explicit approach of the NSM (data inputs and outputs included raster surfaces) with multiple enhancements (Table 2). Although other researchers have developed spatially explicit soil moisture data while accounting for complex processes and climate data, e.g., [166,174–176], these studies have mostly resulted in coarse spatial resolutions (e.g., ~11 km) and shallow depths (0–10 cm), which could be challenging for land managers who need information at finer resolutions and deeper soil depths. Complementing previous efforts to model soil-climate conditions, we produced high-resolution (30 m), spatially explicit estimates across the western United States (Supplemental S13), providing useful discrimination of soil conditions for local management decisions.

The Newhall model defines soil moisture regimes by tracking moisture within the SMCS (~50 cm), but previous studies did not calculate the soil moisture content within the soil profile (defined by the range of depth used for calculating AWC). Our implementation of the Newhall model calculates the amount of moisture (mm) within the soil profile, which can be converted to VWC (m^3 m^-3) based on the depth used to define AWC (e.g., 200 cm). This is the first known instance where VWC has been reported from Newhall, which could increase the understanding of ecological potential and risk through assessments of soil moisture deficits, e.g., [177] for historical and future climate projections.
We made the first known attempt to include the effects of snow (e.g., sublimation, snowmelt, attenuated evaporation and insulation from air temperatures) in the NSM. Snow cover insulates the ground and affects soil temperature, while snowmelt affects the timing of moisture infiltrating the soil. The magnitude of these effects will depend on the snow persistence, the snow depth, the timing of snowmelt and the snow density [136], thereby affecting vegetation, microbial communities and biogeochemical processes [178–180] at differing temporal and spatial scales. With increasing snow depth, thermal resistance increases and soil temperatures are less impacted by seasonal ambient temperature fluctuations [62]. Snowpacks have a high albedo of solar shortwave radiation and low thermal conductivity [181,182]; therefore, soils are slower to cool during winter. As spring ambient temperatures increase, soils are slower to warm [62]. Here, we accounted for when water can infiltrate the soil due to snowmelt, the effects of snow insulation on soil temperature and the effects of snow cover attenuating ET.

Our approaches also reduced the number of default parameters used in previous studies. Using SCAN data, we incorporated more realistic monthly ambient soil-temperature offsets (Supplemental Figure S4) to replace a standard fixed offset (2.5 °C, which is commonly applied within the United States). We also addressed previously recognized limitations for classifying STMRs across large, heterogeneous regions [120] by using a revised dichotomous key specific to addressing limitations in arid regions [128], recognizing that similar efforts have also taken place to address these issues with a more coarse spatial resolution [128,183]. The new key allowed all pixels to be assigned an STMR, which was not achievable with the jNSM classification system (see Section 3.4). The soil taxonomy handbook [120] also differentiates between cryic and frigid soil-temperature regimes when organic matter ≥20%, but until now, no mechanism existed to include this information. Bradford, Schlaepfer, Lauenroth, Palmquist, Chambers, Maestas and Campbell [183] used an authoritative (NRCS) soil classification and the SOILWAT2 model to estimate soil temperature and moisture across the sagebrush biome; however, local resolution was limited to a 1 km² spatial resolution of NRCS survey units. We provided fine-grain (30 m) estimates of soil moisture and STMRs that inform management applications. Notably, we also developed procedures that facilitate data and PET model substitution using spatial_nsm for the simulation of different scenarios, such as projected climate (e.g., AOGCM) or interannual trends.

We demonstrated soil-climate as a useful predictor of vegetation patterns, building on a clear mechanistic foundation informed by detailed climate, soil and geographic drivers. Soil properties are a foundational component of ecosystem condition and function; as such, our model provides a tool that can aid future studies to understand habitat patterns and dynamics, species’ distributions, restoration potential, invasion risk, wildfire risk (fuel condition), patterns and anomalies in productivity (ecological potential) and similar applications supporting rangeland and habitat management. For example, seasonal soil moisture variables (climate normal) were significantly correlated (simple models as proof of concept) with all four ecological components (sagebrush: \( R^2 = 0.51 \), ANHB cover: \( R^2 = 0.687 \), exposed soil: \( R^2 = 0.656 \) and fire occurrence: \( R^2 = 0.343 \); Supplemental Tables S9 and S10), demonstrating the importance of soil-climate in describing ecological potential and risk. The STMRs differentiated important factors affecting ecological site conditions related to the timing and quality of the growing season. The trends and variability derived from moisture availability can facilitate habitat regeneration and differentiate fuel conditions. These same soil factors affect treatment and restoration outcomes, primary production (forage capacity) and species distributions. The strength of relationships in models, coupled with performance on internal validation tests and spatial comparisons, indicated that interpretation for research and management is well-supported.

Differences in the strength of correlations between soil-climate and different vegetation types may come from lifeforms and physical adaptations. For example, herbaceous plants, especially annuals, are highly responsive to annual weather conditions, acquiring long-term adaptations from subsequent generations. In contrast, woody plants grow more slowly,
with individuals and the population responding to both annual conditions and long-term trends [81]. The precise implications of differences in plant adaptations to environmental conditions (e.g., long- and short-term) remain unclear for averaged conditions, as presented here, and our model and analysis did not represent biotic differences. In addition, we generated soil-climate inputs without the explicit representation of current or past land use. The variables we used to compare the soil-climate ecosystem relationships respond to multiple other factors, such as use and management, grazing and fire. Thus, our results provided evidence of the utility of spatially explicit soil-climate products as a proof of concept but could support subsequent use for modeling and managing ecosystems, habitats and species distributions while considering additional factors.

4.1. Ecosystem Component Correlations

Understanding the abundance and productivity of sagebrush is important for assessing rangeland health and habitat conditions of the intermountain basins and high plains of the western United States [131,150,152]. Previous studies describing distributions of big sagebrush in the western United States suggested strong associations with soil-climate conditions [130,131,184]. For example, elevation and annual precipitation gradients have described distributions of Basin (A. tridentata ssp. tridentata Nutt.; 600–1200 m; <200–400 mm), Wyoming (A. tridentata ssp. wyomingensis Beetle & Young; 800–2200 m; 200–300 mm) and mountain (A. tridentata ssp. vaseyana Rydb.) Beetle; 800–3100 m; >350 mm) big sagebrush [185]. We identified STMRs with significant positive correlations with sagebrush cover, including tempustic (montane) and xeric (semi-arid rangelands) moisture conditions. We also described clear associations with dominant vegetation from Landfire EVT (Supplemental Table S11; e.g., big sagebrush steppe and shrubland, montane sagebrush steppe, low sage steppe, montane oak and mixed shrubs and aspen forest and woodland). The strong relationship we observed between sagebrush cover and seasonal soil moisture complements previous work and helps identify opportunities and limitations for habitat management and conservation (e.g., vegetation recovery rates following surface disturbances of oil and gas development and fire). These associations are an excellent example of the relevance of soil-climate for habitat management. By considering site potential e.g., [81] based on soil-climate variables, managers could assess mitigation and restoration potential during planning and site selection.

Cheatgrass (Bromus tectorum L.) has invaded much of the western United States and has elicited considerable management concern [154]. According to observations, cheatgrass most commonly occurs in annual rainfall ranges between 15 and 55 cm, autumn rainfall ranges from 5–12 cm and elevations ranging between ~153–1830 m [186]. Spatial complexity and temporal dynamics have led to modeling challenges; for example, Bradley, Curtis, Fusco, Abatzoglou, Balch, Dadashi and Tuanmu [155] reported variance explained ranging from 34% (continuous cover) to 77% (discrete classification). Given the importance and value of predicting annual plant cover (cheatgrass and medusahead [Taeniatherum caput-medusae (L.) Nevski]), we assessed the explanatory power of soil-climate variables in describing the current distribution in our study area [156]. We found that the distribution was nonlinear relative to STMRs and a soil moisture gradient, where intermediate moisture regimes (dry tempudic to dry xeric) were associated with the greatest abundance (Supplemental S13, Table S9B). When mapped, it became apparent that a short list of eleven regimes is particularly important for sagebrush habitat management, as not all sagebrush rangelands have the same invasion potential (Figure 8). In general, cheatgrass occurrence varies across elevation gradients, and temperature is more important at higher elevations, while soil water is at lower elevations [187]. Colder temperatures decrease cheatgrass germination [188], while low soil temperatures constrain establishment, growth and reproduction [187,189,190]. A study manipulating temperature determined that warming speeds up snowmelt and increases fecundity and survival [66]. Our analyses provided clear evidence of the relationship between the distribution of ANHB and soil-climate con-
ditions, refined our biogeographic understanding of these problematic species and created a platform for further investigation.

Bare ground can be an important descriptor of rangeland conditions and wildlife habitats, and while complexities exist, understanding the dynamics of bare ground is important for the conservation of natural resources. Vegetation responds to moisture availability, and limitations create patterns of resource availability, including patchiness and exposed soil, growth potential and resilience [191]. “[T]he intensity of erosion [potential] is directly proportional to the . . . amount of vegetation, both above and below ground” [192] (p. 70). Numerous small patches compared to few large patches are less likely to result in erosion from wind and water [193], and understanding the distribution of sagebrush and bare ground under natural conditions can improve rangeland management. Furthermore, soil water content is facilitated by organic matter [192], and hydraulic properties (that affect evaporation and transpiration) are different under vegetation than they are in open spaces [194]. Thus, we expected to find a strong inverse (negative) relationship between soil moisture availability and exposed soil since greater moisture availability typically leads to more vegetation cover. An important component of non-vegetated soils includes biological soil crusts—communities of organisms (e.g., cyanobacteria, lichens and fungi) living on soil surfaces of arid and semi-arid ecosystems. Biological soil crusts facilitate water and nutrient retention and inhibit invasive plant germination in otherwise bare spaces; however, disturbed soils (e.g., trampling by livestock and horses) reduce the structure and function of these crusts [195]. We could not distinguish soil crusts from mineral soils, but it is likely that soil-climate data will be useful for understanding the function and distribution of biological crust. Our models suggested that the presence of bare ground was strongly linked to the timing of moisture availability (early versus late). Understanding the distribution of bare soil is a critical component of resource conservation because it represents the physical structure of ecosystems and habitats, and the spatial_nsm has indicated a useful framework for monitoring and application.

Encouraged by published correlations between soil moisture and wildfire characteristics (size and abundance) [157,158], we assessed the connections between our soil moisture variables and wildfire occurrence using the BAECV sum between 1984–2016 (e.g., Figure 9). Fire occurrences are affected by fuel availability; temperature, precipitation, wind, humidity, lightning strikes and anthropogenic factors [196]. Studies have shown that soil moisture, climate and drought indices are correlated with fire in forests [197,198] and shrublands [4] and grasslands [158]. Here, we considered only one component of the “fuel” environment and explained more than one-third of the variability in fires; these data could improve risk assessment if they are combined with other data and models. In the western United States, Westerling, Gershunov, Brown, Cayan and Dettinger [196] found that shrubland fires were affected by fuel accumulation and climate conditions 10–18 months before fire occurrence, suggesting that monitoring soil-moisture conditions over time could provide additional risk information. A global study of soil moisture anomalies and wildfire occurrences found differences between arid and humid regions, but in both cases, soil moisture anomalies decreased in the months prior to a fire [199].

There is no debate on whether strong relationships exist between soils, climate and vegetation [200]. However, the nature of these relationships, which include considerable variability and nuance due to environmental variability and species diversity, is far more challenging to describe. Plants exist within the “boundary” between two reservoirs of water—the soil and the atmosphere—and differences in water concentration in the soil, plant and atmosphere create osmotic potential. The physiological functions of plant cells mediate the flow of water from high potential to low potential (following thermodynamic theory), but variability in soil (texture, depth), atmosphere (temperature, humidity, pressure) and species’ biophysical adaptations (to drought, for example) creates sufficient complexity to limit informed generalizations. This work incorporates two parts of this continuum, the soil and climate, to elucidate spatial and temporal soil-climate patterns, thereby reducing the complexity for research and management applications. Thus, the cor-
relations and statistical relationships described here help validate the modeling approach because they demonstrate how integrated soil-climate variables (e.g., soil moisture) predict the distribution of vegetation across a vast and variable landscape.

4.2. Model Sensitivity and Evaluation

Changing model parameters can lead to different soil-climate results, and understanding such effects is important when using our resulting data and software. We used three parameters to modify temperature defaults of 2.0 °C or 2.5 °C annual offsets used in previous Newhall applications [132,133,172], aspatial monthly air-soil temperature offsets at 50 cm (Supplemental Figure S3 and Table S2), the insulation of soil from snow (Supplemental S4, Table S3) and organic matter (omitted from all previous implementations of NSM). For example, we demonstrated that ~9.3% (1280 climate stations) of regime classifications changed (see Section 3.4). Of these changes, 1.9% resulted from no classification of temperature regimes using a non-dichotomous key (our method used a dichotomous key; Supplemental Table S7) and 7.4% changed due to modifications of the parameters employed here. The differences observed in Supplemental Figure S7b are primarily related to greater cryic regimes in the Rocky Mountain physiographic region (Figure 1) and northeastern Montana. We could not ascertain from U.S. Department of Agriculture NRCS (gNATSGO) documentation how temperature regimes per soil survey units were assigned, but we suspect they used United States climate divisions (shorturl.at/cEIWY, accessed 28 July 2022), which would result in a temporal mismatch with our data and vegetation communities. Changing any parameter mentioned here will only affect the demarcations of temperature regimes, which are expected to have a minimal effect on the broad definitions of temperature regimes (Supplemental S9).

Several pieces of information can influence our soil moisture estimates, which include accounting for snowmelt, using different PET equations, errors in AWC estimates and a lack of convergence during the simulation’s conditioning period. Snowmelt and timing when water can infiltrate soil will better inform soil moisture estimates. The difference between precipitation falling as solid (i.e., snow) and liquid (i.e., rain) versus melting snow can shift the monthly water availability tracked by the Newhall simulation. We demonstrated this effect for three watersheds illustrated in Figure 3c–e, suggesting its importance and potential effects on estimating monthly soil moisture (e.g., higher moisture availability during spring instead of winter). These offsets of water availability can also lead to increased runoff.

Many PET approaches exist to estimate the available energy influencing soil moisture (Supplemental S7) depending on the spatiotemporal needs, geographic region (model performance differs among climate zones) and data availability. The FAO of the United Nations identified the Penman–Monteith (FAO-56 PM) and Hargreaves (alternative to FAO-56 PM, when climate data are unavailable) equations as accepted methods [201]. The FAO-56 PM requires significant data inputs or estimates of those data (e.g., humidity, net radiation (short- and long-wave)), while Hargreaves’ equation is similar to Thornthwaite’s but relies on minimum and maximum monthly temperature versus mean monthly temperature. We used the Thornthwaite–Mather–Sellers method and did not explore other equations, but we suspect FAO-56 PM or Hargreaves could be an important contribution. The FAO-56 PM requires many data that were unrealistic to estimate or capture for our geographic extent and climate averages (1981–2010). The Penman–Monteith equation also cannot be used for climate projections (data do not exist) where the Hargreaves’ method can support such analysis. Additionally, Berg and Sheffield [60] indicate the challenges in modeling and monitoring soil moisture due to the imprecision and uncertainty in data inputs (e.g., radiation, wind and humidity) with physical models (e.g., radiation-based; e.g., Penman–Monteith) versus correlative models that use simpler surface measurements (e.g., temperature-based; e.g., Thornthwaite and Hargreaves). Research also suggests that Thornthwaite’s equation accurately accounts for monthly PET and is accepted for such
applications, but because it was developed with data from humid climates, its performance generally underestimates PET in semi-arid climates [202,203].

The AWC estimates from Polaris data [96,97] reflect probabilistic estimates of the U.S. Department of Agriculture (USDA) Natural Resources Conservation Service (NRCS) soil data. For the contiguous United States, these data represent the best available information that minimizes issues across jurisdictional boundaries, often aligning with soil survey units, and a lack of complete attribution of soil attributes (e.g., Supplemental Figure S7 and S8). Chaney, Minasny, Herman, Nauman, Brungard, Morgan, McBratney, Wood and Yimam [96] report AWC accuracies of $R^2 = 0.31$ and 0.37 and a 10–14% normalized root-mean-square error. We were unable to explore other data, and we recognize the importance of these data for accurately mapping soil-climate. Although big sagebrush species have deep tap roots [185], using a shallower profile (e.g., 100 cm) may better support habitat management.

The Newhall simulation begins at an initial state of no moisture; therefore, a conditioning period is used to establish stable conditions (iterations of simulation). Tracking soil-climate conditions began once moisture on 30 December was <1/100th of that estimated on 30 December from the previous iteration. The jNSM (v. 1.6.1) [100] used a maximum of 10 iterations, but we found this to be insufficient to meet Newhall’s rule of convergence for 0.9% of aspatial tests (1280 climate stations), which resulted in different moisture and soil moisture regime estimates (see Section 3.4).

Previous studies have evaluated soil moisture estimates using in situ observations (e.g., field data and climate stations with soil sensors) [15,18,204] and remotely sensed products [205]. Many challenges of such evaluations may exist due to differences in spatial (horizontal) scaling [149,206], measurements of VWC at different depths/volumes [149,207] and temporal differences. We were unable to produce a directly comparable evaluation of our data due to temporal and spatial mismatches (Section 3.3). Coarse, remotely sensed data (tens of kilometers) measuring soil moisture at shallow depths ($\leq 10$ cm) significantly mismatched our spatial scales. Our measurements of soil moisture (mm, equating to mm/2000 mm VWC) were also completely different from in situ measurements at 0.5 m. The Newhall model converts the soil profile into an 8-by-8 matrix by dividing AWC into 64 equal parts before simulating the vertical movement of water. Therefore, our soil moisture estimates (0 cm to 200 cm depth for a 30 m pixel) reflected a VWC not comparable to in situ sensors or remotely sensed data.

4.3. Caveats

Although we have addressed important limitations of modeling soil moisture (Table 2), more improvements are plausible, recognizing that our methods provided strong explanatory power to rangeland conditions using 30-year averages. First, the Newhall model and most soil moisture models omit the effects of groundwater; recognizing this is less important in semi-arid systems [35]. Second, we did not explore all potential indices, such as the soil growing degree days and growing period investigated by Jensen [152] in the sagebrush biome, which had some success in differentiating plant species. Third, our approach did not account for permafrost, e.g., [208,209], which prevents the vertical movement of water [210]. Although permafrost does not occur in the sagebrush biome, it could affect the use of nsm_spatial in such regions. Fourth, we retained the Thornthwaite method to estimate PET as Newhall used it, but the accuracy of estimating PET varies among climate regimes [202,211]. Estimates of daily PET based on Thornthwaite’s equation result in large errors because mean temperatures do not account for net radiation, but this equation does work well for long-term (monthly) assessments [212]. The Hargreaves–Samani method [213], like the Thornthwaite method, is temperature-based but better accounts for diurnal variations because it uses the minimum and maximum monthly temperatures (Supplemental S7). Fifth, we lacked spatial data depicting root zone depth, soil pan or depth to bedrock, which could help refine AWC calculations and soil moisture estimates. Sixth, we lacked sufficient field observations to capture air-soil temperature offsets with and without snow cover scenarios. Seventh, the definitions of soil temperature
and moisture regimes have changed little over time and are primarily based on biological activity, crop types and soil groups (Supplemental S8) \[120,128,129,214,215\]; however, this approach may be less informative for natural ecosystems.

4.4. Future Research

We have identified data gaps and steps to improve and expand upon our findings, which we describe here: (1) assess additional climate periods, including normals for 1991–2020 (recently published), climate model scenarios (AOGCM) that can help inform management and interannual soil moisture to understand the persistence of focal habitat conditions (e.g., summer mesic areas); (2) with annual timesteps, assess soil moisture deficits (droughts) by detecting short-term deviations from long-term variations in modeled soil moisture \[177\]; (3) develop spatial estimates of calendar days describing moisture (e.g., days dry, moist or moist and dry) and combined moisture and temperature conditions (e.g., days dry, moist or both over 5 °C), which could be useful for assessing ecological potential and risk; (4) explore different PET methods, including Hargreaves–Samani, that support climate forecast data and are recognized by the Food and Agriculture Organization \[201\]; (5) explore more complex (multivariable) models to improve understanding and predictive power for post-disturbance recovery, restoration effectiveness and habitat resilience \[81\]; (6) elucidate soil-vegetation-fire relationships to inform forecasting and risk assessment; (7) investigate the combined use of soil-climate, genetics, morphology and physiology to identify different sub-species of big sagebrush species better; (8) investigate the appropriateness of definitions of soil temperature and moisture regimes for sagebrush biome; (9) collect field data to improve model confidence—for example, using synchronous model estimation and field observations to validate contemporary estimates; (10) collect field data to improve the estimation of the effects of snow and vegetation cover (i.e., forest versus sagebrush) on soil temperature; and (11) collect field data to improve the estimation of air-soil temperature offsets.

5. Conclusions

We used climate normals (1981–2010) to produce gridded surfaces (spatial resolution of 30 m) of soil moisture (monthly, annual and seasonal), soil temperature and moisture regimes (STMR), seasonal moisture trends and seasonality indices. By developing a spatially explicit implementation of the Newhall model (\textit{spatial_nsm}), our methods addressed multiple objectives, including: (1) supporting the use of spatial data inputs and outputs (versus the aspatial data used in previous applications), (2) allowing for different climate conditions (historic, contemporary and future), (3) modularizing \textit{spatial_nsm} for alternative PET methods, (4) accounting for the effects of snow (e.g., snowmelt, attenuation of evaporation and insulation of soil), (5) adjusting for monthly air-soil temperature offsets, (6) estimating soil moisture (not previously captured by Newhall) and (7) improving soil temperature-moisture classifications.

Although these improvements were important, several steps may ameliorate results and evaluations for estimating soil-climate properties. First, the AWC is commonly defined at ~150 cm (60 inches) for the western United States (drier conditions) and at ~100 cm (40 inches) for the eastern United States (wetter conditions) due to effects of precipitation on root zone depths \[126\]. Evaluating soil moisture requires a single depth instead of a soil profile (e.g., 0–200 cm) when using in situ sites; therefore, modeled results may be necessary at single depths to support evaluations. Second, comparing PET alternatives with the Newhall model will be an important step, but these assessments need to coincide with in situ sites at a single depth. Third, comparing models used to estimate soil-climate properties can improve our understanding of differences, advantages and disadvantages. Fourth, comparisons of different soil depths, PET equations and soil moisture models should focus on climate periods since the 2000s, when in situ site observations became prevalent. We believe the products produced here are an important step for increasing our understanding of the effects of soil moisture on ecological potential and risk; however,
additional comparisons and evaluations will increase our understanding of and confidence in model performance (e.g., long-term averages versus annual timesteps). We also want to highlight that the soil-climate estimates produced here may not be accurate where soils have been disturbed due to anthropogenic alterations, such as urban and industrial areas, landfills and mining. However, the Polaris soils data, derived from the NRCS soils data, remotely sensed data and hydrologic models, may help account for land cover changes, but further evaluations are needed.

Soil-climate properties are important for understanding ecological site potential, including the distribution of species and habitats, the resilience of the system after disturbances, the response to restoration and other land treatments and the potential for invasion by non-native species. For example, we demonstrated that soil moisture variables predicted sagebrush ($R^2 = 0.51$), annual herbaceous plant cover ($R^2 = 0.687$), exposed soil ($R^2 = 0.656$) and fire occurrence ($R^2 = 0.343$). These products may help managers understand drought conditions, habitat patterns and post-disturbance recovery [81], the distribution of vegetation productivity [80,216], the likelihood of non-native invasion [66,217] and fire risk [157,197,199]. For example, tree-ring reconstructions and hydrological modeling indicate that from 2000–2018, the southwestern part of North America had the second driest 19-year drought since the 800 common era (i.e., megadrought) [218]. Although droughts in the southwestern United States are a regular occurrence [218], the effects of soil moisture deficits and their spatial and temporal patterns on ecological potential and risk are less understood. Therefore, spatial products, such as those produced here and those potentially developed for annual timestamps back in time, and climate forecasts may further advance our understanding of the ecological processes and patterns of drought deficits, which can improve our collective ability to apply soil-plant concepts for restoration and management.
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