Tailoring Quadrupole Topological Insulators with Periodic Driving and Disorder
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The quadrupole topological insulator (QTI) has attracted intense studies as a prototype of symmetry-protected higher-order topological phases of matter with a quantized quadrupole moment. The realization of QTIs has been reported in various static settings with periodic structures. Here, we theoretically investigate topological phase transitions and establish the QTI phase in a periodically driven system with disorder. In the clean limit, the Floquet QTI phase emerges from a topologically trivial band structure driven by elliptically polarized irradiation. More strikingly, starting from a pure and static system with trivial topology, we unveil an intriguing QTI phase which necessitates the simultaneous presence of disorder and periodic driving. Furthermore, we reveal that particle-hole symmetry is sufficient to protect the QTI. Our work not only establishes a new strategy to design QTIs but also enriches the symmetry-protected mechanism of higher-order topology.

Introduction.—The Berry phase [1, 2] lies at the heart of the modern theory of the macroscopic electric polarization [3, 4] in a crystalline insulator. The quantization of electric polarization based on the Berry phase and its generalization [5, 6] provides a powerful language for describing and classifying the band topology of materials [7, 8]. Recently, the extension of the quantized polarization from the dipole moment to higher multipole moments has been made [9, 10], resulting in the discovery of higher-order topological insulators [11–14]. Of particular importance is the two-dimensional (2D) quadrupole topological insulator (QTI) associated with a quantized quadrupole moment, of which gapless zero-dimensional corner states feature the unconventional bulk-boundary correspondence arising from higher-order topology. Owing to intriguing topological phenomena, higher-order topological insulators have rapidly drawn broad interest and experimentally realized in various platforms [15–20].

Meanwhile, the exploration of topological phases has been dynamically extended to systems that are driven periodically out of equilibrium [21–26]. The periodic driving breaks the time-translation symmetry and thus leads to unique non-equilibrium Floquet engineering of topological phases [27, 28]. Inspired by the great advancements of various Floquet topological phases in the time-dependent control, several Floquet higher-order topological phases including Floquet QTIs in periodically driven systems have been proposed [29–51].

In static topological systems, common wisdom holds that gapless boundary states are immune to weak disorder and would be destroyed by strong disorder. Surprisingly, the static disorder has been proven able to achieve nontrivial topology in some topologically trivial pure systems. A prominent example is the topological Anderson insulator [52–57]. More recently, disorder-induced higher-order topological insulators have been found both theoretically and experimentally [58–60]. In periodically driven systems, disorder can induce topological phases that go beyond the well-established paradigm of static disorder-induced topological phases [61–63]. So far, the uncovered disorder-induced Floquet topological phases possess the ordinary first-order topology. Yet, the study on the interplay of disorder and periodic driving in determining higher-order topology is still missing.

In this work, we present a systematic characterization of an emergent QTI phase in a periodically driven system subject to disorder. In the clean limit, a Floquet QTI phase with the quantized quadrupole moment, hosting four degenerate zero-energy corner modes, can be generated by elliptically polarized irradiation. More importantly, the joint effort of periodic driving and disorder can induce a QTI phase characterized by a real space quadrupole moment. This intriguing QTI phase would not exist when either periodic driving or disorder is absent, which implies a new strategy to construct quadrupole topology in two dimensions. Moreover, distinguished from the QTIs protected by the crystalline symmetries or chiral symmetry [10, 58], the QTI phase in periodically driven systems with disorder is only protected by particle-hole symmetry, further enriching the classification of higher-order topology.

Model and theory.—Our starting point is a 2D system described by the Benalcazar-Bernevig-Hughes (BBH) model [9], a paradigmatic model of QTIs. The tight-
binding lattice Hamiltonian is given by

\[ H_q = \sum_{\mathbf{r}} \left[ \psi^\dagger_{\mathbf{r}} T_0 \psi_{\mathbf{r}} + \psi^\dagger_{\mathbf{r}+\mathbf{e}_x} T_x \psi_{\mathbf{r}} + \psi^\dagger_{\mathbf{r}+\mathbf{e}_y} T_y \psi_{\mathbf{r}} + h.c. \right] \]

(1)

with \( T_0 = \gamma \tau_2 \sigma_0 - \gamma \tau_2 \sigma_2,\)

\( T_x = -\frac{\lambda}{2\tau} \tau_2 \sigma_3 + \frac{\lambda}{2} \tau_1 \sigma_0 \)

and

\( T_y = -\frac{\lambda}{2\tau} \tau_2 \sigma_1 - \frac{\lambda}{2} \tau_2 \sigma_2,\)

where \( \sigma_i \) and \( \tau_i \) are Pauli matrices acting on different subspace within a unit cell. The \( \psi^\dagger_{\mathbf{r}} = [\psi^\dagger_{\mathbf{r}1}, \psi^\dagger_{\mathbf{r}2}, \psi^\dagger_{\mathbf{r}3}, \psi^\dagger_{\mathbf{r}4}] \) and \( \psi_{\mathbf{r}} \) are four component spinors with creation (annihilation) operators \( \psi^\dagger_{\mathbf{r} \xi} (\psi_{\mathbf{r} \xi}) \) at unit cell \( \mathbf{r} \) which consists of four sublattices marked by the subscript \( \xi = 1, 2, 3, 4. \) The \( \mathbf{e}_{x,y} \) are unit vectors along the \( x, y \) directions. The schematic illustration of the hopping matrices \( T_{0,x,y} \) is shown in Fig. 1. The intra- and inter-cell hopping amplitudes are \( \gamma \) and \( \lambda \), respectively. The topological phase transition is determined by the ratio of \( \gamma/\lambda \). Without loss of generality, we will set \( \lambda = \alpha = h = 1 \) hereafter.

We consider the system subject to a space-homogeneous periodic-driving field characterized by the vector potential \( \mathbf{A}(t) = [A_x \cos(\omega t), A_y \sin(\omega t)] \) with \( \omega \) being the frequency related to one period \( T = 2\pi/\omega. \) \( \mathbf{A}(t) \) endows the hopping amplitudes of electrons an additional phase factor through the Peierls substitution 

\[ e^{i\phi_{\mathbf{r} \xi}} = e^{i\mathbf{A}(\mathbf{r}, \omega t)} \]

Now, the hopping matrices \( T_{0,x,y} \) become

\[
T_0 \rightarrow \begin{pmatrix}
0 & 0 & \gamma e^{-i\phi^x_1(t)} & \gamma e^{-i\phi^y_1(t)} \\
0 & 0 & -\gamma e^{-i\phi^x_1(t)} & \gamma e^{-i\phi^y_1(t)} \\
\gamma e^{i\phi^x_1(t)} & -\gamma e^{i\phi^y_1(t)} & 0 & 0 \\
\gamma e^{i\phi^y_1(t)} & \gamma e^{-i\phi^x_1(t)} & 0 & 0 \\
\end{pmatrix},
\]

(2)

where the time-dependent phase factors are defined as \( \phi^x_1(t) = u^x_c(\omega t) \) and \( \phi^y_1(t) = u^y_c(\omega t). \) Here, \( u^x_c = k A \delta \cos \theta, \)

\( u^y_c = k A (a - \delta) \cos \theta, \)

\( u^x_y = k A \delta \sin \theta, \)

and \( u^y_y = k A (a - \delta) \sin \theta \) with \( k_A = e A_0. \) The amplitude \( A_0 = \sqrt{A^x_0 + A^y_0} \) and polarized angle \( \theta = \arctan(A_y/A_x) \) are two important parameters to determine the topological features in the presence of periodic driving.

According to the Floquet theory, we can transform the time-periodic Hamiltonian \( H_q(t) = H_q(t + T) \) into frequency domain, and the time-independent Floquet Hamiltonian \( H^F \) composed of Fourier components is \( H^F_{nm} = n\delta_{nm} + h^F_{n-m} \), where \( h^F = \frac{1}{T} \int_0^T dt H_q(t) e^{i\omega t} \) with \( \omega = n - m \). In the off-resonant case, electronic structures are effectively modified by the virtual photon absorption processes, and thus we obtain an effective Floquet-Bloch Hamiltonian by using the Magnus expansion \[ H^\text{eff}(k) = H^0_0(k) + \Delta H^\text{eff}(k), \]

(3)

where \( k = (k_x, k_y) \) is the 2D wave vector, \( H^0_0 = \frac{1}{T} \int_0^T dt H_q(t) \) represents the lowest order term, and \( \Delta H^\text{eff} = \sum_{n \geq 1} [h^F_n, h^F_{-n}]/(\omega) \) denotes the higher-order correction. The full details of \( H^\text{eff}_0 \) and \( \Delta H^\text{eff} \) are included in the Supplemental Material (SM) [70]. According to the effective Hamiltonian of Eq. (4), we can successfully control topological transitions of BBH model in the presence of a periodic driving field.

As seen from the detailed proof in the SM [70], chiral symmetry \( \mathcal{C} \) and time-reversal symmetry \( \mathcal{T} \) are both broken under the elliptically polarized irradiation, nevertheless, the combination of these two symmetries (i.e., particle-hole symmetry \( \mathcal{P} = \mathcal{C}\mathcal{T} \)) is preserved. Particle-hole symmetry is represented by the action on the effective Hamiltonian as \( \mathcal{P} H^\text{eff}(k) \mathcal{P}^{-1} = -H^\text{eff}(-k) \), where \( \mathcal{P} = \tau_3 \sigma_0 K \) with the complex conjugation \( K \). In the SM [70], we also prove that particle-hole symmetry is critical to the quantization of quadrupole moment in the presence of periodic-driving and even disorder. This further expands the knowledge that the quantization of quadrupole moment in static disordered systems is protected by chiral symmetry [58].

**Floquet QTI.**—We employ the winding number \( n^w_{x,y} \) along the \( x \) and \( y \) directions [10] to characterize the topology of the Floquet Hamiltonian Eq. (4) as it can be mapped into two effective Su-Schrieffer-Heeger (SSH) models [68, 70]. The winding numbers \( n^w_{x,y} \) are both \( \mathbb{Z}_2 \) invariants, which encode the topology of the corresponding edges. In particular, when \( n^w_x = n^w_y = 1 \) (in units of \( \pi \)), the Floquet Hamiltonian along the two directions are both topologically nontrivial. In this case, the system is in fact a QTI phase exhibiting four zero-energy corner
states. The calculation of quantized quadrupole moment is presented in Fig. S2 of the SM [70]. When only one of the two winding numbers is non-zero, for instance \( n^w_x = 1 \) and \( n^w_y = 0 \), the edge states exist at the boundary of the \( y \) direction, but are delocalized along the \( x \) direction. The system is a trivial insulator when \( n^w_x = n^w_y = 0 \), and there is no boundary polarization. The related wave functions are depicted in Fig. S1 [70], consistent with our winding number analysis. Therefore, we can use the sum of these two winding numbers to characterize different phases of the driven system.

In the absence of periodic-driving field (i.e., \( k_A = 0 \)), the system is in a QTI phase for \( \gamma < 1 \) or in a trivial insulator phase for \( \gamma > 1 \) [9]. Next, we first reveal that the Floquet QTI phase can be created by periodic driving from a trivial insulator phase (i.e., \( \gamma > 1 \)). As shown in Fig. 2(a), the phase diagram characterized by \( n^w \) in the \( k_A-\theta \) parameter space reveals three distinct topological phases, which correspond to \( n^w = 0 \), \( n^w = 1 \), and \( n^w = 2 \), respectively. The Floquet QTI phase is seen as the yellow feature with \( n^w = 2 \). To illustrate the process of topological phase transition, we calculate the energy spectrum with open boundaries at the fixed \( \theta = \pi/3 \) [i.e., along the horizontal dashed line in Fig. 2(a)]. As depicted in Fig. 2(b), it is found that four in-gap modes develop and merge together into zero-energy modes with the increase of strength \( k_A \).

We can further calculate the Wannier spectrum to distinguish the topological phases by using the Wilson loop operator [10]. For a ribbon with finite width in the \( x \) direction, the corresponding Wilson loop operator is constructed as \( W_{y,k} = F_{y,k}(-\pi)\delta k_y \cdots F_{y,k}(N_y - 1)\delta k_y F_{y,k} \), where \( \delta k_y = (0, 2\pi/N_y) \) is the step length. The matrix elements of \( F_{y,k} \) are defined as \( F^n_{y,k} = \langle u^n_k|u^n_k \rangle \), where \( |u^n_k \rangle \) is the \( n \)-th eigenvector from the occupied bands \( n = 1, \ldots, N_{\text{occ}} \). The Wannier spectrum \( \nu_x \) can be obtained by diagonalizing the Wilson loop operator as

\[
W_{y,k} = \sum_n |k^n_{y,k}\rangle \langle k^n_{y,k}|^{\nu_x} (\nu^n_{y,k}),
\]

where \( |\nu^n_{y,k} \rangle \) is the eigenvector of Wilson loop matrix. Using the similar procedure, we can obtain the Wannier spectrum \( \nu_y \) of the ribbon with finite width in the \( y \) direction.

The calculated Wannier spectra \( \nu_{x,y} \) as a function of \( \theta \) for a fixed strength \( k_A \) [along the vertical dashed line in Fig. 2(a)] are displayed in Figs. 2(c) and 2(d). We can see that the zero modes of Wannier spectrum \( \nu_x \) (or \( \nu_y \)) are present when \( n^w_y = 1 \) and \( n^w_x = 0 \) (or \( n^w_x = 1 \) and \( n^w_y = 0 \)), and thus the phase with \( n^w = 1 \) is termed as a Wannier sector topological phase. In addition, we also find that edge modes of the Wannier spectrum are pinned to \( \nu_x = \nu_y = \pi \) for the Floquet QTI phase, and its corresponding energy spectrum is plotted in Fig. 2(e). Meanwhile, it is worth noting that the Floquet QTI phase can directly be transitioned from the trivial phase when \( \theta = \pi/4 \) rather than undergoing the \( n^w = 1 \) topological phase. The Floquet QTI phase is difficult to arise when \( \theta \) approaches to 0 or \( \pi/2 \).

**QTI phase driven by the interplay of periodic driving and disorder.**—Recently, disorder in static systems has been shown to effectively change the hopping amplitude and thereby create the QTI phase from a trivial insulator phase [58, 59]. We expect intriguing higher-order topological phase transitions induced by the interplay of periodic driving and disorder in the present 2D system. To depict this process, we consider the Hamiltonian with periodic driving and disorder, which can be formally written as \( \hat{H} = \hat{H}_q(t) + \hat{V} \). Here, \( \hat{V} = \sum_x |r\rangle V(r) \gamma_1 \sigma_0 |r\rangle \) describes the particle-hole symmetry preserved disorder potential [see Fig. 1]. The function \( V(r) \) takes value randomly from an interval of uniform distribution \( \in [-W/2, W/2] \) with the strength of disorder \( W \). In the off-resonant regime, the Floquet bands are well separated, and thus we can approximate the time periodic Hamiltonian \( \hat{H}_q(t) \) as the effective Floquet Hamiltonian \( \hat{H}_{\text{eff}} \). For a disordered system, the approach of Wilson loop operator is no longer valid due to the translational symmetry breaking. To characterize the QTI phase in disordered systems under periodic driving, we adopt the quadrupole moment defined in real space.
\[ q_{xy} = \frac{1}{2} \text{Im} \log Q_{xy} \text{ with } [65-67] \]
\[ Q_{xy} = \det(\hat{U}^\dagger \hat{Q} \hat{U}) \sqrt{\det(Q)}, \quad (6) \]
where \( \hat{Q} = e^{i 2\pi \hat{\gamma}/(L_x L_y)} \) with the sizes of the sample \( L_x \) and \( L_y \), and \( \hat{x} \) and \( \hat{y} \) are the position operators. The unitary matrix \( \hat{U} \) is constructed by the eigenvectors of the occupied energy bands \( \hat{U} = [ |u_1 \rangle, |u_2 \rangle, \ldots, |u_{N_{\text{eig}} \rangle} \]. When the periodic driving and disorder are simultaneously present, all crystalline symmetries and chiral symmetry are destroyed [58, 70]. However, the preserved particle-hole symmetry can protect the quantization of quadrupole moment [70]. The established topological invariant \( q_{xy} \) allow us to investigate topological phase transitions in the presence of periodic driving and disorder.

**Figure 3:** (a) The phase diagram on the \( W - k_A \) parameter plane depicted by the average value of quadrupole moment \( q_{xy} \). (b) The energy spectrum \( E_k \) with open boundaries as a function of \( k_A \). (c) The local density of states \( \rho(x, y = 0) \) as a function of \( k_A \). (d) The effective hopping amplitudes \( t_{x,y}^\dagger \) as a function of \( k_A \). In panels (b)-(d), we set \( W = -\frac{1}{2}(k_A - 5) + 3 \), i.e., the dashed line in panel (a). The initial hopping parameter is \( \gamma = 1.1 \).

To reveal the topological phase transitions in the periodically driving system with disorder, we start from a trivial insulator phase in the clean and static limit. Based on Eq. (6), we obtain the phase diagram of the quadrupole moment \( q_{xy} \) on the \( W - k_A \) parameter plane [see Fig. 3(a)]. Significantly, there is an explicit area of the QTI phase, which is created by the joint effort of periodic driving and disorder. This QTI phase can neither be created by the driving field without disorder, nor disorder in the absence of driving field. Notice that the averaged value of \( q_{xy} \) over disorder configurations may not be exactly quantized to \( \frac{1}{2} \) due to the finite size effect or limited numbers of disorder samples in numerical computations [70]. To illustrate the characteristic features of the emergent QTI phase, we calculate the energy spectrum by directly diagonalizing the tight-binding Hamiltonian with open boundaries as shown in Fig. 3(b). To be specific, we choose an arbitrary path in the phase diagram, for instance, the dashed white line with the disorder strength \( W = -\frac{1}{2}(k_A - 5) + 3 \) in Fig. 3(a). As evident in Fig. 3(b), four in-gap modes at \( E = 0 \) emerge as a function of \( k_A \), implying that the presence of topologically nontrivial QTI phase. The zero-energy modes in bulk gap correspond to corner states. Therefore, we further calculate the local density of states (LDOS) \( \rho(x, y) \) using the Lanczos method [69]. As seen in Fig. 3(c), the plot of LDOS \( \rho(x, y = 0) \) as a function of \( k_A \) shows that the corner states are present in the nontrivial regime, consistent with the calculated results of \( q_{xy} \).

Furthermore, we demonstrate that the topological phase transitions induced by the interplay of periodic driving and disorder can be understood by a simple picture based on the effective medium theory. To reveal this, we employ the self-consistent Born approximation (SCBA) [52, 58, 59], and the interaction between electrons and disorder is encoded by the self-energy as

\[ \Sigma(\epsilon) = \frac{W^2}{12} \int \frac{d^2k}{(2\pi)^2} \frac{1}{\epsilon + i0^+ - H^\text{eff}(k) - \Sigma(\epsilon)}. \quad (7) \]

As shown in the SM [70], we demonstrate that higher-order correction \( \Delta H^\text{eff} \) induced by the periodic driving can be considered as a perturbation in the clean limit. Hence, for simplicity, we focus on the modification of intra-cell hopping amplitudes of \( H^\text{eff} \) induced by disorder [70]. Then, we decompose the self-energy matrix as \( \Sigma = \Sigma_0 \sigma_0 + \Sigma_x \gamma_1 \sigma_0 + \Sigma_y \gamma_2 \sigma_2 \), and the hopping amplitudes renormalized by periodic driving and disorder can be obtained from the real part of \( \Sigma_{x,y} \) as

\[ \tilde{\gamma}_x = \gamma J_x^\dagger + \text{Re} \Sigma_x, \]
\[ \tilde{\gamma}_y = \gamma J_y^\dagger + \text{Re} \Sigma_y, \quad \] (8)

where \( J_{x,y}^\dagger = J_0(\delta_{x,y}) \) is a short-hand notation of the lowest-order Bessel function \( J_0(\delta_{x,y}) \), and \( \gamma J_{x,y}^\dagger \) is the photon-dressed intra-cell hopping parameters. As displayed in Fig. 3(d), we plot the ratio \( t_{x,y}^\dagger = (\tilde{\gamma}_{x,y}^\dagger/J_{x,y}^\dagger)^2 \), which can characterize the QTI phase directly [9, 58], as a function of \( k_A \) along the dashed white line in Fig. 3(a). According to the analysis of winding numbers [70], the topological phase transition occurs when \( t_{x}^\dagger = 1 \) or \( t_{y}^\dagger = 1 \). When \( t_{x}^\dagger < 1 \) and \( t_{y}^\dagger < 1 \) simultaneously, the disorder-induced Floquet QTI phase is created [9]. This picture agrees with the numerical computations.

**Summary**— In summary, we have theoretically presented a comprehensive study on the topological phase transitions and the emergent QTI phase in a periodically driven system with disorder. Based on the Floquet theory, we have first uncovered that a Floquet QTI phase can...
be generated in the clean limit by elliptically polarized irradiation. Furthermore, we have revealed that particle-hole symmetry is sufficient to protect the quantization of quadrupole moment $q_{xy}$ in the real space even though the interplay of periodic driving and disorder breaks chiral symmetry and all crystalline symmetries. The preserved particle-hole symmetry has also been confirmed by the energy spectra, as shown in Figs. 2(b), 2(e), and 3(b). This well-defined higher-order topological invariant further enriches the symmetry-protected mechanism of higher-order topology. More strikingly, starting from the pure and static system with trivial topology, we have unveiled an intriguing QTI phase which necessitates the simultaneous presence of disorder and periodic driving. Considering the recent experimental developments of topological Anderson insulators and Floquet topological insulators in photonic crystals [56, 60], we expect the QTIs driven by periodic driving and disorder will be realized in photonic and even in condensed matter systems.
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