Visual high-precision detection method for tool damage based on visual feature migration and cutting edge reconstruction
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Abstract
Aiming at the problem that the current tool damage detection system is difficult to automatically identify the location of the tool damage and accurately measure the amount of tool damage from the collected machine tool damage images, a visual high-precision detection method for tool damage based on visual feature migration and cutting edge reconstruction is proposed. This method divides the tool damage into wear area and breakage area, and extracts tool wear image information and breakage image information based on visual feature migration and cutting edge reconstruction respectively. Furthermore, image fusion is used to combine the wear and breakage features to obtain the damaged area. Finally, the tool damage location recognition is realized, and the geometric characteristics of tool damage are accurately measured based on the identified damage information. An offline detection experiment platform was built to verify the effectiveness of the proposed method. Experiments show that the proposed tool damage visual detection method using visual feature migration and cutting edge reconstruction can solve the current difficulty in automatically identifying the tool damage location and accurately measuring the amount of tool damage from the tool damage image and has good environmental adaptability and stability. Compared with the existing local variance method, adaptive threshold method and other methods, the average accuracy of tool damage geometric feature measurement is improved by at least 20%, which has a great advantage.
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1 Introduction
As a key part in the machining process, cutting tools are prone to damage under the common erosion of cutting force and cutting heat [1]. Most operators estimate whether the tool is damaged or not and whether the degree of damage affects the machining accuracy by experience [2]. This judgment method is easy to cause the tool to be replaced before its service life, leading to tool waste; or the tool to be replaced after excessive wear, resulting in product scrapping, machine failure, and even casualties [3]. In order to reduce the cost of manufacturing, reduce the harm of the manufacturing environment, and ensure the normal and efficient operation of the manufacturing system and product quality, it is necessary to monitor the tool damage state with high efficiency and precision [4, 5].

At present, many scholars have studied the tool condition monitoring technology. According to the different monitoring methods, tool condition monitoring methods are divided into direct measurement and indirect measurement. Indirect detection is based on the characteristics of cutting force [6–8], acoustic emission [9, 10], current [11, 12], vibration [13], temperature [14] and other signals related to tool damage. However, there are some shortcomings in the monitoring method based on sensor signal: Firstly, it takes a lot of human resources and requires comprehensive professional knowledge to extract features related to tool damage from the signal; Secondly, the prediction model based on multi-sensor signal is a certain mapping under the specific machine type and processing parameters. When the NC program is modified or a different tool is used to cut, this model is no longer applicable.

The direct detection method is to obtain the tool damage information by machine vision. There are three kinds of tool
damage monitoring methods based on machine vision. One is based on the tool surface image, the other is based on the machined workpiece surface texture, and the third is based on the chip shape. Dutta et al. used image texture analysis technology to monitor the condition of high-speed steel milling cutter and cemented carbide coated milling insert [15]. Dutta et al. analyzed the surface texture of machined workpiece with the gray level co-occurrence to monitor tool condition [16]. Xu et al. used the surface texture features of a machined workpiece to identify and diagnose the tool wear state [17]. Zhang et al. proposed a theory that analyzed the morphology change of cutting chips to monitor tool condition in the ultra-precision milling [18]. C.L. Pu studied the effect of dynamic recrystallization of tool chip interface on tool wear in high-speed cutting AISI1045 steel [19]. However, monitoring tool damage based on workpiece texture and chip shape only proves its feasibility in theory [20]. Due to the influence of cutting parameters on workpiece surface texture and the randomness of chip generation and the complexity of deformation, it is difficult to use this method in visual monitoring [21]. The monitoring method based on the tool surface image can directly extract the tool damage area and calculating the geometric characteristics of tool damage, which has a good application prospect. But the key is to segment the damage area from the tool image through image processing. Some scholars use Otsu, mean value iterative method, and morphological operation analysis to process the tool image globally binary, and segment the tool wear area and non-wear area [22–24]. However, due to the complexity of the tool surface texture, the damage area usually contains a lot of background information, it is easy to misjudge the undamaged area as the damage area, and the detection accuracy is difficult to guarantee. Peng et al. [25] used the region growing method to segment the image. However, due to the certain fluctuation of the gray value of the damaged area of the tool, this method cannot accurately extract the damaged area. Dai y et al. [26] enhanced the feature of tool damage area by image exponential transformation and extracted the tool damage area by specifying segmentation threshold manually. However, this method is inefficient and needs many attempts to determine the optimal segmentation threshold. Qin et al. [27] proposed a local variance algorithm for boundary extraction, which can clearly segment the tool wear area from the image. However, this method is sensitive to the region with large gray fluctuation, and the damage region extracted usually contains other irrelevant boundary information, resulting in large detection error. Zhang et al. [28] found the wear boundary pixels through column search, and reconstructed the upper boundary of tool wear to obtain the maximum wear width. However, this column search method can only find the maximum wear column to extract the maximum wear width, and cannot extract the complete damage area of the tool for multi-index evaluation. Fernandez et al. [29] delimit the wear area, and extract the wear area based on morphological operation and K-means algorithm. However, this method needs a certain amount of data set for learning and training, which has low detection efficiency and poor applicability. In addition, the above damage area extraction method only considers the wear area, and does not consider the tool breakage area extraction, so the detection results have some errors. Some scholars calculate the difference between the new tool and the old tool to determine whether the tool is damaged based on the shape matching method [30, 31]. However, this method needs to collect new tool images, and ensure that the acquisition environment of new tool images and damaged tool images is consistent, which requires a higher acquisition system. At the same time, this method can only detect tool breakage, not tool wear. María et al. [32] analyzes the texture characteristics of the damaged area of the tool. Then, the damaged tools are divided into repairable and damaged based on expert knowledge, and the tool damage image data set is established. Furthermore, SVM is used to realize the automatic classification of the tool damage state. The accuracy can reach 90.26%. However, this method is a qualitative analysis and research on tool damage, which can identify the damage state of the tool It is urgent to carry out research on quantitative analysis of tool damage to achieve accurate measurement of tool damage from machine tool images.

Therefore, aiming at the problem that the current tool damage detection system is difficult to automatically identify the location of the tool damage and accurately measure the amount of tool damage from the collected machine tool damage images, this paper takes the tool surface image as the research object and proposes a visual high-precision detection method for tool damage based on visual feature migration and cutting edge reconstruction after the comprehensive analysis of its gray value rule. In this method, the tool damage area is divided into wear area and breakage area, and the two areas are extracted respectively. The geometric characteristics of the sum of the two areas are used as the criteria to judge the tool damage degree. Compared with the results of optical microscopy, the results show that the method has high accuracy.

### 2 Tool damage image collection and analysis

#### 2.1 Tool damage image collection system

Machine vision measurement is based on image gray information. In order to ensure that the tool damage characteristics identified from the image have high reliability, it is necessary to ensure that the collected tool end face and the camera lens end face are completely level. Therefore, this paper uses the tool damage detection system shown in Fig. 1 to carry out the research on the automatic tool damage recognition method. The system mainly includes a CCD camera, telecentric lens, ring light, and camera bracket. The vertical rod of the camera
bracket is vertically fixed on the surface of the water platform, the beam and the vertical rod are installed vertically, the CCD camera is fixed on the bracket perpendicular to the beam through the circular hole on the beam, the telecentric lens is connected with the CCD camera, and the ring light source is set up to provide good lighting conditions at the front of the lens. During inspection, after cleaning the tool, stand it vertically on the horizontal inspection table, and then adjust the position of the tool to be tested and the distance between the front end of the lens and the tool, so that a clear image of the tool damage appears in the camera's field of view. Finally, a CCD camera is used to capture the image of the flank face of the tool and transmit the image to the computer for subsequent processing via Gigabit Ethernet. The tool damage detection system parameters are shown in Table 1.

2.2 Image analysis

Figure 2 shows the image of a single cutting edge of a milling cutter collected by the tool damage detection system. In order to make the image clear and have obvious features, the grayscale image is used to enhance the image, and Fig. 3 is the grayscale image. At the same time, in order to reduce the interference of environmental noise, the $3 \times 3$ filtering algorithm is used to filter and reduce the noise of the grayed tool image, while maintaining the detail information of the image, the impact of noise is minimized. The image after noise reduction is shown in Fig. 4. According to the analysis of the tool image after noise reduction and filtering, the tool damage image is composed of four parts: background area, wear area, breakage area, and undamaged area, as shown in Fig. 5. The wear area is a wear area formed by hard friction between the tool and the workpiece. The breakage area is the micro chipping and missing area of the edge and tip of the tool, which is integrated with the background. In order to analyze the distribution of gray value in each region of the tool damage image, the upper left corner of the filtered tool image is taken as the coordinate origin, the horizontal right axis is the $X$-axis, and the vertical down axis is $Y$-axis to establish the image coordinate system, as shown in Fig. 6. Then, the coordinates of any pixel point in the tool image can be expressed as $(x_i, y_i)$, and the corresponding pixel gray value can be expressed as $f(x_i, y_i)$. In the image coordinate system, three vertical marking lines are made along the $Y$-axis, which pass through the background area, wear area, and undamaged area at the same time. With the length of the marker line as the abscissa and the gray value at the marker line as the ordinate, the gray distribution curves of the pixels at the three marker lines are drawn respectively, as shown in Fig. 7. It can be seen from the gray distribution curve that the gray value of tool damage image has the following distribution law:

(1) The gray values of the pixels in the wear area, the background area, and the undamaged area are quite different, and the gray values of the pixels in the background area < the gray values of the pixels in the undamaged area < the gray values of the pixels in the wear area. The breakage

| Table 1 Tool damage detection system parameters |
|-----------------------------------------------|
| Equipment                  | Parameter index                                      |
| Industrial camera          | Resolution: $3840 \times 2748$; Optical size: $1/2.3''$; Frame rate: $7$fps |
| Telecentric lens           | Magnification: $\times 0.5$; optical distortion: $\leq 0.1\%$; depth of field: $2$mm |
| Light sources              | Color: white LED; life: $6000$–$10000$ h; brightness: adjustable |

Fig. 2 Original image
area is integrated with the background area, and the pixel gray value of the breakage area is equal to that of the background area.

(2) Although the gray values of adjacent pixels in each region fluctuate slightly, the overall distribution is relatively stable. The gray value of the pixel near the edge of the wear area appears jumping change.

(3) In the direction of the vertical marking line, there are two transitional edges in the wear area. At the upper transitional edge, the gray value increases from top to bottom. At the lower transitional edge, the gray value decreases from top to bottom.

Based on the above analysis, the tool damage image can be represented by Formula (1).

\[ f(x_i, y_i) = g(x_i, y_i) + h(x_i, y_i) + k(x_i, y_i) + p(x_i, y_i) \]  

where \((x_i, y_i)\) represents the coordinates of any pixel in the tool image. \(f(x_i, y_i)\) represents the gray value of any pixel in the tool image. \(g(x_i, y_i) \in [0, L_1]\) is the pixel gray value of the background region. \(h(x_i, y_i) \in [L_2, L_3]\) is the pixel gray value of the undamaged region. \(k(x_i, y_i) \in [L_4, 255]\) is the pixel gray value of the wear area. \(p(x_i, y_i)\) is the pixel gray value of the breakage area. Because the breakage area is integrated with the background area, \(p(x_i, y_i) \in [0, L_1]\). \(L_1, L_2, L_3, L_4\) are integers of 0-255, and \(L_1 < L_2 < L_3 < L_4\).

### 3 Visual feature extraction and measurement of tool damage

Based on the analysis of tool image, a visual detection method of tool damage based on visual feature migration and cutting edge reconstruction is proposed as shown in Fig. 8. Firstly, the tool image is rotated and positioned, and then the tool damage area is divided into wear area and breakage area. Then, based on the gray value distribution of the image, the two regions are extracted respectively, and the geometric features of the sum of the two regions are used as the criterion to judge the tool damage state.

#### 3.1 Tool rotation positioning correction

For the tool damage image collected in the field processing, the cutting edge of the tool has a certain angle with the horizontal direction of the image, as shown in Fig. 9. If the tool is not positioned and corrected, the measurement difficulty will be increased in the subsequent damage measurement process. In order to facilitate the subsequent measurement of tool damage, it is necessary to rotate the tool image for positioning correction. Firstly, the inclination angle \(\theta\) between the cutting
edge of the tool and the horizontal direction of the image should be determined. As shown in Fig. 10, select the undamaged cutting edge of the tool. Then, after binarization and Canny edge detection of the selected area, the edge line is constructed by Hough line detection [33]. Many lines are obtained by Hough line detection, and Fig. 11d shows the Hough line detection image. In order to ensure the best rotary positioning effect, average the multiple angles detected by Hough line, and then calculate the inclination angle \( \theta \) between the cutting edge of the tool and the image in the horizontal direction according to Formula (2). Finally, the cutting edge is rotated horizontally along the inclination angle. After that, the tool image is clipped and the tool damage area is reserved, as shown in Fig. 12, so far the tool image positioning is completed. Figure 11b and c show the binary image of cutting edge and Canny edge detection image respectively.

\[
\theta = 90^\circ + \frac{1}{C} \sum_{i=1}^{C} \theta_i
\]  

where \( \theta \) is the inclination angle of the cutting edge, \( \theta_i \) is the angle of Hough line detection, and \( C \) is the number of angles.

### 3.2 Tool damage area extraction

Figure 13 shows the tool damage diagram after rotation correction. In the following, the wear area and breakage area will be extracted based on the gray value distribution of the image.

#### 3.2.1 Wear area extraction

The wear area has the characteristics of a small area, indistinct features, large fluctuation of gray value, complex texture, and difficult extraction. In this paper, a new method based on visual feature migration is proposed for wear area extraction. Figure 14 shows the process of wear area extraction based on visual feature migration, including three steps: target fusion, target migration, and image difference.

The target fusion is to fuse the tool wear area and the tool undamaged area in the tool damage image into one area, while the background is a single area. That is to say, set the gray value of the pixels in the undamaged area and the tool damage area of the tool to 255, display as white, and set the gray value of the pixels in the background area to 0, display as black. Because the size ratio of the background area and the undamaged area is similar, the wear area is different from the background area and the undamaged area, and Otsu is not sensitive to the image with
the large scale difference between the target and the background, the binary operation of the tool image can be carried out through Otsu to achieve the target fusion. The principle of tool image binarization by Otsu is shown in Formulas (4)–(11). Figure 15 shows the tool image after target fusion.

Target migration refers to moving the tool wear area in the tool damage image to the background area and merging it with the background into one area, while the tool undamaged area is a single area. However, from the analysis of 3.2, it can be seen that: the pixel gray value of the background area < the pixel gray value of the undamaged area < the pixel gray value of the wear area, and the difference between the pixel gray value of the wear area and the pixel gray value of the background area is large, so it is difficult to directly migrate the wear area to the background area and preprocessing is needed to make the wear area image close to the pixel value of the background area. In order to realize this step, the gray value of the background pixel of the tool image can be set to 255 and displayed as white. The gray value of the pixels in the undamaged area and the wear area of the tool is set to 0 and displayed as black. The tool wear image with white background is obtained, as shown in Fig. 16. Then, the tool image after target migration is multiplied by the weight value a, so that the gray value of pixels in the tool wear area is close to 255 and displayed as white, as shown in Fig. 17. Finally, the pixel level fusion of Figs. 16 and 17 is carried out, and the image with only tool undamaged area is preliminarily obtained, as shown in Fig. 18. After preprocessing, the tool image after pixel level fusion is binarized by Otsu again. The undamaged area of the tool is set to 255, which is displayed as white. The pixels in the wear area and background area are set to 0 and displayed in black, as shown in Fig. 19. So far, the target migration is completed. The determination of the weight coefficient $\xi$ can scan the filtered tool image pixels, obtain the maximum pixel value and record it as $\lambda$, and then the weight value can be determined according to Formula (3).

The image difference is to subtract the tool image after target migration from the tool image after target fusion and extract the tool wear area. However, due to the complex texture of the wear area, the pixel gray value fluctuates greatly. After extraction, the wear area has cavities, and the narrow edge has fractures and discontinuities. In order to make the extracted wear area complete, morphological closing operation is used to smooth the wear area, connect adjacent elements, fill in cavities, and narrow fracture edges. Finally, the tool wear area is accurately extracted from the tool image, as shown in Fig. 20.
\[ \xi = \frac{255}{\lambda} - 1 \]  

where \( \lambda \) is the maximum pixel gray value in the tool image, \( \xi \) is the weight coefficient.

The image binary operation principle of Otsu is as follows:

If the number of pixels with gray value \( i \) in the image is \( n_i \), and the gray value range of pixels in the image is \([0, M-1]\), then the total number of pixels in the image is as shown in Formula (4).

\[ N = \sum_{i=0}^{M-1} n_i \]  

where \( N \) is the total number of pixels in the image, \( n_i \) is the number of pixels with gray value \( i \) in the image, \( M \) is the gray value, \( M \in [0, 256] \).

The probability of each gray value in the image is shown in Formula (5).

\[ P_i = \frac{n_i}{N} \]  

where \( P_i \) is the probability of gray value \( n_i \) in the image, \( n_i \) is the number of pixels with gray value \( i \) in the image, \( N \) is the total number of pixels in the image.

The image pixel is divided into two regions with threshold \( T \): \( A_1 \) and \( A_2 \). \( A_1 \) is composed of pixels with a gray value of \([0,T-1]\), and \( A_2 \) is composed of pixels with a gray value of \([T,M-1]\). Then, the probability of the gray value of region \( A_1 \) and region \( A_2 \) is shown in Formula (6) and Formula (7), respectively.

\[ P_1 = \frac{\sum_{i=0}^{T-1} n_i}{N} = \sum_{i=0}^{T-1} P_i \]  

and

\[ P_2 = \frac{\sum_{i=T}^{M-1} n_i}{N} = \sum_{i=T}^{M-1} P_i = 1 - P_1 \]  

where \( P_i \) is the probability of the gray value of region \( A_1 \), \( P_2 \) is the probability of the gray value of region \( A_2 \), \( P_i \) is the probability of the gray value \( n_i \) in the image, \( n_i \) is the number of pixels with the gray value \( i \) in the image, \( N \) is the total number of pixels in the image, \( T \) is the threshold, \( M \) is the gray value, \( M \in [0, 256] \).

The average gray values of region \( A_1 \) and region \( A_2 \) are shown in Formula (8) and Formula (9), respectively.

\[ \mu_1 = \frac{1}{P_1} \sum_{i=0}^{T-1} i \cdot P_i \]  

and

\[ \mu_2 = \frac{1}{P_2} \sum_{i=T}^{M-1} i \cdot P_i = \frac{1}{1 - P_1} \sum_{i=T}^{M-1} i \cdot P_i \]  

where \( \mu_1 \) is the average gray value of region \( A_1 \), \( \mu_2 \) is the average gray value of region \( A_2 \), \( P_i \) is the probability of the gray value of region \( A_1 \), \( P_2 \) is the probability of the gray value
of region $A_2$, $P_i$ is the probability of the gray value $n_i$ in the image, $T$ is the threshold, $M$ is the gray value, $M \in [0, 256]$.

The average gray value $\mu$ of the whole image is shown in Formula (10).

$$\mu = \sum_{i=0}^{M-1} i \cdot P_i = \sum_{i=0}^{T-1} i \cdot P_i + \sum_{i=T}^{M-1} i \cdot P_i = P_1 \mu_1 + P_2 \mu_2$$

where $\mu$ is the average gray value of the whole image, $\mu_1$ is the average gray values of region $A_1$, $\mu_2$ is the average gray values of region $A_2$, $P_i$ is the probability of the gray value of region $A_1$, $P_2$ is the probability of the gray value of region $A_2$, $P_i$ is the probability of the gray value $n_i$ in the image, $T$ is the threshold, $M$ is the gray value, $M \in [0, 256]$.

The total variance $\sigma^2$ of the two regions is shown in Formula (11).

$$\sigma^2 = P_1 (\mu_1 - \mu)^2 + P_2 (\mu_2 - \mu)^2 = P_1 P_2 (\mu_2 - \mu_1)^2$$

where $\sigma^2$ is the total variance of the two regions, $\mu_1$ is the average gray values of region $A_1$, $\mu_2$ is the average gray values of region $A_2$, $P_i$ is the probability of the gray value of region $A_1$, $P_2$ is the probability of the gray value of region $A_2$.

Let $T$ take values in the range of $[0, M-1]$, and $T$ with the largest $\sigma^2$ value is the optimal region segmentation threshold.

### 3.2.2 Breakage area extraction

It is difficult to extract the breakage area from the tool image directly because the tool breakage area and the background area are integrated. In this paper, a method of extracting breakage area based on cutting edge reconstruction is proposed. Its flow chart is shown in Fig. 21, which mainly includes three steps: data acquisition of cutting edge, tool reconstruction, and image difference.

The data acquisition of cutting edge refers to the binary operation of the tool image after the rotary positioning correction by using the Otsu binary principle shown in Formulas (4)–(11), so as to set the pixel gray value of the undamaged area and the wear area of the tool to 255, and the pixel gray value of the background area to 0. Then, Canny edge detection is applied to the binary image to extract the contour edge of the damaged tool. Next, the undamaged upper cutting edge and lower cutting edge in the tool image are respectively selected, as shown in Figs. 24 and 25. Figures 22 and 23 are binary image and Canny edge detection image respectively. And then, the selected upper cutting edge and lower cutting edge...
are scanned in the Canny edge detection image with pixels, and the cutting edge pixels are obtained. The coordinates of the \( q \)th pixel are marked as \((x_q, y_q)\), \(q = 1, 2, 3 \ldots l\), where \(1 \leq q \leq l\). After scanning, the coordinates of the undamaged cutting edge are saved (Figs. 24 and 25).

The cutting edge fitting reconstruction refers to the fitting reconstruction of the damaged upper and lower cutting edges on the Canny edge detection image according to Formulas (12)–(15), as shown in Figs. 26 and 27. The intersection point of the reconstructed cutting edge is the tool tip, and the coordinates of the tool tip can be obtained according to Formulas (16) and (17). Then, based on the fitting cutting edge, the pixel of the tool area in the image is set to 255 and displayed as white. So far, the tool reconstruction based on the damaged tool image is completed and the complete tool image after cutting edge reconstruction is obtained, as shown in Fig. 28.

Image difference is to subtract the damaged binary tool image from the complete tool image after cutting edge reconstruction. Figure 29 shows the tool breakage area extracted by the method of cutting edge reconstruction.

The cutting edge straight line fitting based on the collected undamaged cutting edge pixel coordinate data is shown in Formulas (16)–(19).

\[
y = \alpha x + \beta \\
\alpha = \frac{1}{e^2} \sum_{q=1}^{l} \left( x_q - \bar{x} \right) \left( y_q - \bar{y} \right) \\
\beta = \bar{y} - \alpha \bar{x} \\
e^2 = \sum_{q=1}^{l} \left( x_q - \bar{x} \right)^2 \\
\]

where \(\alpha\) is the linear slope of the fitted cutting edge, \(\beta\) is the intercept of the fitted cutting edge straight line, \((x_q, y_q)\) is the pixel coordinates of the cutting edge, \(\bar{x}\) is the average abscissa value of the undamaged cutting edge pixels, and \(\bar{y}\) is the average ordinate value of the undamaged cutting edge pixels.

The coordinate of the tool tip is shown in Formulas (16)–(17).

\[
x_0 = \frac{\alpha_1 \bar{x}_1 - \alpha_2 \bar{x}_2 + \bar{y}_2}{\alpha_1 - \alpha_2} \\
y_0 = \frac{\alpha_1 \alpha_2 \left( \bar{x}_1 - \bar{x}_2 \right) + \alpha_1 \bar{y}_2 - \alpha_2 \bar{y}_1}{\alpha_1 - \alpha_2} \\
\]

where \(\bar{x}_1\) and \(\bar{x}_2\) are the average abscissa values of the upper and lower cutting edge pixels without damage respectively, \(\bar{y}_1\) and \(\bar{y}_2\) are the average ordinate values of the upper and lower cutting edge pixels without damage respectively. \(\alpha_1\) and \(\alpha_2\) are the straight slopes of the fitted upper and lower cutting edges respectively. \(x_0\) and \(y_0\) are the abscissa and ordinate values of the tool tip respectively.

After the extraction of the wear area and breakage area, add the two areas to get a complete tool damage area, as shown in Fig. 30.
3.3 Damage geometry measurement

In the process of machining, the tool will produce the damage of the rake face, flank, tip, and boundary, as shown in Fig. 31. Because the influence of flank damage on machining accuracy and machining stability is more significant than rake face damage, tip damage, and boundary damage, in actual production, tool damage assessment indicators are usually established based on the tool flank damage. Figure 32 is a schematic diagram of the flank damage of the cutter. The maximum damage width is represented by $V_{B_{\text{Max}}}$, the average damage width is represented by $V_{B}$, the damage length is represented by $N_{B}$, and the damage area is represented by $A_{V_{B}}$. The ISO3685 standard stipulates that the average damage width $V_{B}$ of the flank of the tool can be used as an evaluation index of the tool damage state [34]. Therefore, the tool damage state can be judged by extracting the damage zone of the tool flank and calculating its average damage width $V_{B}$. In addition, in order to more realistically and completely assess the damage status of the tool, this paper also uses the maximum damage width $V_{B_{\text{Max}}}$, the damage length $N_{B}$, and the damage area $A_{V_{B}}$ as the tool damage assessment indicators.

3.3.1 Pixel equivalent calibration

Based on the image processing method, the tool damage is measured in pixels, which needs to be converted into the actual size to obtain the real tool damage. In this paper, the micro calibration board shown in Fig. 33 is used as a reference standard for pixel equivalent calibration. The pixel equivalent is calibrated according to Formulas (18) and (19).

$$K_{1} = \frac{I_{N}}{N_{1}} \quad (18)$$
$$K_{2} = \frac{a_{N}}{N_{2}} \quad (19)$$

where $K_{1}$ is the length pixel equivalent; $K_{2}$ is the area pixel equivalent; $I_{N}$ is the actual length of the micro calibration board; $a_{N}$ is the actual area of the micro calibration board; $N_{1}$ is the number of pixels used to represent the length of the micro calibration board in the image; $N_{2}$ is the number of pixels used to represent the area of the micro calibration board in the image.

3.3.2 Tool damage calculation

As shown in Fig. 34, according to the extracted tool damage area, the minimum external rectangle of the tool damage area is constructed. As the tool is adjusted by rotation and positioning, the length of the minimum external rectangle in the horizontal direction is the length of the tool damage $L$, and the length of the minimum external rectangle in the vertical direction is the maximum width of the tool damage $W$. $L$ and $W$ can be calculated according to Formulas (20) and (21). The
average damage width $W$ and damage area $S$ of the cutting tool can be calculated according to Formulas (22) and (23).

$$L = K_1 \cdot N_L$$  \hspace{1cm} (20)

$$W = K_1 \cdot N_W$$  \hspace{1cm} (21)

$$\overline{W} = K_1 \frac{N_S}{N_L}$$  \hspace{1cm} (22)

$$S = K_2 \cdot N_S$$  \hspace{1cm} (23)

where $K_1$ is the length pixel equivalent; $K_2$ is the area pixel equivalent; $L$ is the actual length of the tool damage zone; $N_L$ is the number of pixels used to represent the minimum horizontal length of the external rectangle in the image; $W$ is the actual maximum width of the tool damage zone; $N_W$ is the number of pixels used to represent the length of the minimum external rectangle in the vertical direction in the image; $S$ is the actual area of the tool damage zone; $N_S$ is the total number of pixels in the extracted tool damage zone.

4 Experimental verification

4.1 Experimental design

In order to verify the effectiveness and superiority of the tool damage detection method based on visual feature migration and cutting edge reconstruction proposed in this paper, 12 end mills with different degrees of damage were collected from the
Fig. 36 Tool damage information extracted based on image area division method.  
(a) The original image.  
(b) Damage area.  
(c) Circumscribed rectangle.  
(d) Damage identification
industrial site, and the true damage of the damaged tool was measured using a microscope, as shown in Fig. 35. Compare the results detected by the method in this article with the values measured by the microscope. And use the same experimental image samples at the same time, and compare the method proposed in this article with the following methods:

1. OTSU method [22]
2. Mean iteration method [23]
3. Adaptive threshold method [35]
4. Canny edge detection method [36]
5. Region growing method [25]
6. Local gray level variance threshold algorithm [27]

4.2 Experimental result

Figure 36 shows the effect diagram of the tool damage detection method proposed in this paper for automatic damage identification of 12 tools with different degrees of damage. #1 represents the first tool, #2 represents the second tool, and so on; Figure 36a is the 12 original images of tool damage, and Fig. 36b is the extraction effect of the tool damage area, Fig. 36c is the external rectangle diagram of tool damage, and Fig. 36d is the effect diagram of automatic tool damage recognition; Figs. 37, 38, 39, and 40 show the comparison diagram of tool damage detection results and theoretical values. Tables 2, 3, 4, and 5 are comparison tables of tool damage detection results and theoretical values.
detection results and theoretical values. It can be seen from Figs. 36, 37, 38, 39, and 40 and Tables 2, 3, 4, and 5 that the proposed tool damage visual detection method using visual feature migration and cutting edge reconstruction can indeed automatically and effectively identify the complete tool damage area. The 12 tools were tested and the effect was outstanding. This method solves the problem that the current tool damage monitoring system is difficult to automatically identify the location of the tool damage from the tool damage image and accurately measure the amount of tool damage.

Figure 41 is a comparison diagram of the effects of different visual inspection methods. Table 6 shows the comparison of the quantitative analysis results of 12 tools detected by each method. From the comparison results in Fig. 41 and Table 6, it can be seen that the Otsu method [22], the mean iteration method [23], and the region growing method [25] failed to identify the damage information of the 12 tools, and the detection effect was the worst. The adaptive threshold method [35], Canny edge detection method [36], and local variance method [27] have an average accuracy of 60–80% for damage detection of 12 tools. The proposed tool damage visual

| Experimental group number | Measured value/um | True value/um | Accuracy/% |
|---------------------------|-------------------|---------------|------------|
| 1                         | 732.076           | 738.7166      | 99.10106   |
| 2                         | 1026.28           | 1029.1538     | 99.72076   |
| 3                         | 735.985           | 738.7217      | 99.62954   |
| 4                         | 456.985           | 461.2542      | 99.07444   |
| 5                         | 414.385           | 420.9689      | 98.43601   |
| 6                         | 29.0457           | 31.0076       | 93.67284   |
| 7                         | 36.7912           | 38.9528       | 94.45072   |
| 8                         | 112.31            | 114.4062      | 98.16776   |
| 9                         | 3953.55           | 3803.41       | 96.05249   |
| 10                        | 2312.83           | 2246.4563     | 97.0454    |
| 11                        | 1324.48           | 1326.846      | 99.82168   |
| 12                        | 1378.7            | 1377.912      | 99.94281   |

| Experimental group number | Measured value/um | True value/um | Accuracy/% |
|---------------------------|-------------------|---------------|------------|
| 1                         | 63.8976           | 66.1932       | 96.53197   |
| 2                         | 69.7046           | 71.5673       | 97.39728   |
| 3                         | 67.278            | 68.8045       | 97.7814    |
| 4                         | 73.5771           | 75.8668       | 96.98195   |
| 5                         | 307.862           | 312.1701      | 98.61995   |
| 6                         | 89.067            | 91.0848       | 97.7847    |
| 7                         | 29.0436           | 31.8746       | 91.11832   |
| 8                         | 85.1945           | 84.772        | 99.5016    |
| 9                         | 1919.8            | 1830.644      | 95.1298    |
| 10                        | 953.8             | 953.8484      | 99.99493   |
| 11                        | 243.966           | 243.238       | 99.7007    |
| 12                        | 152.963           | 153.154       | 99.87529   |
The detection method using local threshold segmentation has the best detection effect. For 12 tools, the average accuracy of the measured tool damage length, maximum damage width, average damage width, and damage area can reach 97.93%, 97.53%, 97.10%, and 96.47%, respectively. Compared with the existing 6 methods such as the local variance method and

**Table 4** Detection results of average damage width

| Experimental group number | Measured value/um | True value/um | Accuracy/% |
|---------------------------|-------------------|---------------|------------|
| 1                         | 43.348            | 44.312        | 97.82452   |
| 2                         | 37.7877           | 39.1889       | 96.4245    |
| 3                         | 45.7082           | 45.8224       | 99.75078   |
| 4                         | 38.8072           | 39.7401       | 97.6525    |
| 5                         | 136.328           | 137.1746      | 99.38283   |
| 6                         | 55.5701           | 56.2013       | 98.87689   |
| 7                         | 14.1651           | 14.5014       | 97.68091   |
| 8                         | 23.3016           | 24.9678       | 93.3266    |
| 9                         | 466.54            | 495.3354      | 94.18669   |
| 10                        | 502.692           | 546.6692      | 91.95543   |
| 11                        | 109.961           | 108.55        | 98.70014   |
| 12                        | 90.4077           | 90.946        | 99.40811   |

**Table 5** Detection results of damage area

| Experimental group number | Measured value/mm² | True value/mm² | Accuracy/% |
|---------------------------|--------------------|----------------|------------|
| 1                         | 0.0367             | 0.0381         | 96.49885   |
| 2                         | 0.0449             | 0.0467         | 96.1517    |
| 3                         | 0.0389             | 0.0363         | 92.72405   |
| 4                         | 0.0204             | 0.0213         | 95.99546   |
| 5                         | 0.0654             | 0.0667         | 98.08328   |
| 6                         | 0.0019             | 0.0020         | 93.5134    |
| 7                         | 0.0006             | 0.0006         | 96.76523   |
| 8                         | 0.0030             | 0.0031         | 96.77477   |
| 9                         | 1.8771             | 1.7835         | 94.75141   |
| 10                        | 1.1832             | 1.1488         | 97.00795   |
| 11                        | 0.1655             | 0.1659         | 99.74932   |
| 12                        | 0.1443             | 0.1437         | 99.6330    |

**Fig. 41** Comparison of tool damage information extracted by different vision methods. a Original tool image. b Otsu method. c Mean iteration method. d Adaptive threshold method. e Canny edge detection method. f Area growth. g Local gray level variance threshold algorithm. h The method proposed in this article.
adaptive threshold method, the average accuracy of tool damage geometric feature measurement is increased by at least 20%, which has a great advantage.

Figure 42 shows the tool damage images collected under different light intensities, and Fig. 43 shows the tool damage characteristics identified using the method in this paper under different light intensities. It can be seen from the figure that under different light conditions, the methods proposed in this article can accurately identify the damaged area of the tool and maintain good results, indicating that the method proposed in this article has good environmental adaptability and stability.

5 Conclusion

Tool damage detection is of great significance to ensure machining quality, improve production efficiency, and reduce harm to the manufacturing environment. Aiming at the problem that the current tool damage detection system is difficult to automatically identify the location of the tool damage and accurately measure the amount of tool damage from the collected machine tool damage images, a visual high-precision detection method for tool damage based on visual feature migration and cutting edge reconstruction is proposed. In this method, the tool damage is divided into wear area and breakage area. Based on the visual feature migration and cutting edge reconstruction, the tool wear image information and the tool damage image information are extracted respectively, and then the tool damage area is effectively extracted by image fusion. Finally, the tool damage location recognition is realized, and the geometric characteristics of tool damage are accurately measured based on the identified damage information. The average accuracy of tool damage length, maximum damage width, average damage width, and damage area can reach 97.93%, 97.53%, 97.10%, and 96.47%, respectively, which is better than other existing visual inspection methods. The research results in this paper are of great significance for ensuring the product quality and the normal and efficient operation of the manufacturing system and can provide effective technical support for tool wear condition monitoring in the future. The main findings of this article can be summarized as follows:

1. The gray value distribution law of tool damage image is revealed: the gray value of the wear area, background area, and damage area has great differences, and the pixel
A tool damage detection method based on image region division is proposed. Considering the characteristics of tool damage, the tool damage area is divided into wear area and breakage area. Two regions are taken as targets and extracted from the tool image. The geometric feature of the sum of the two regions is used as the criterion to judge the degree of tool damage, which avoids the shortcomings of the current visual inspection methods of tool damage that only considers tool wear, but does not consider the tool breakage and missing features, and effectively improves the accuracy of tool damage detection.

A tool wear feature extraction method based on visual feature transfer is proposed. The tool wear area is transferred to the non-worn area and the background area, respectively, so that the wear area is in a different target environment. Then, the tool wear area is effectively segmented and extracted by image difference, which solves the difficult problem of extracting tool wear area due to complex texture, large fluctuation of gray level, small area, and unclear features. Moreover, the proposed method can be extended to other small defect detection occasions and other small target extraction fields.

A tool breakage feature extraction method based on cutting edge reconstruction is proposed. By collecting the data point coordinates of the upper and lower cutting edges without damage of cutting tools, the upper and lower cutting edge boundaries of the cutting tools are fitted, and the tool breakage area is reconstructed. Then, the binary damaged tool image is subtracted from the reconstructed tool image by using image difference technology, and finally, the tool breakage area is extracted. It solves the problem that it is difficult to extract the tool breakage information from the image at present. It does not need to collect the new tool image, avoids the tedious detection process of template matching, and realizes the visual high-precision and efficient detection of tool breakage.
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