HPTQ: Hardware-Friendly Post Training Quantization

Hai Victor Habi, Reuven Peretz, Elad Cohen, Lior Dikstein, Oranit Dror, Idit Diamant, Roy H. Jennings and Arnon Netzer
Sony Semiconductor Israel
hai.habi@sony.com
July 2021

Abstract
Neural network quantization enables the deployment of models on edge devices. An essential requirement for their hardware efficiency is that the quantizers are hardware-friendly: uniform, symmetric and with power-of-two thresholds. To the best of our knowledge, current post-training quantization methods do not support all of these constraints simultaneously. In this work we introduce a hardware-friendly post training quantization (HPTQ) framework, which addresses this problem by synergistically combining several known quantization methods. We perform a large-scale study on four tasks: classification, object detection, semantic segmentation and pose estimation over a wide variety of network architectures. Our extensive experiments show that competitive results can be obtained under hardware-friendly constraints.

1 Introduction
Deep neural networks have shown state-of-art performance in many real-world computer vision tasks, such as image classification [1, 2], object detection [3, 4, 5], semantic segmentation [6] and pose estimation [7, 8]. However, the deployment of deep neural networks on edge devices is still considered a challenging task due to limitations on available memory, computational power and power consumption.

Quantization [9] is a common approach to tackle this challenge with minimal performance loss, by reducing the bit-width of network weights and activations. Quantization methods can be roughly divided into two categories: quantization aware training (QAT) and post-training quantization (PTQ). QAT methods [10, 11, 12, 13] retrain the network in order to recover the accuracy degradation

An implementation of this work is available at https://github.com/sony/model_optimization.
caused by quantization and usually achieve better results than PTQ methods. PTQ methods [14][15][16][17] are simpler and add quantization to a given network model without any training process. These methods are usually based on a representative unlabeled dataset that is used for selecting the quantization parameters.

Recently, several works [11][18][19] have focused on hardware friendly quantization schemes. Namely, that their quantizers are uniform, symmetric and with power-of-two thresholds. Such quantizers optimize computational costs as they allow integer arithmetic without any cross-terms due to zero-points and floating-point scaling [11].

In this work, we introduce a hardware-friendly post-training quantization (HPTQ) method. To the best of our knowledge, current hardware friendly quantization methods are based on quantization aware training (QAT). This might be due to the difficulty of using power-of-two thresholds as stated in [20]. HPTQ offers a post-training quantization flow that adapts and synergistically combines several known techniques, namely, threshold selection, shift negative correction, channel equalization, per channel quantization and bias correction.

We extensively examine the performance of our method using 8-bit quantization. We evaluate HPTQ on different network architectures over a variety of tasks, including classification, object detection, semantic segmentation and pose estimation. Additionally, we provide an ablation study demonstrating the effect of each technique on the network performance. To summarize, our contributions are:

- Introducing HPTQ, a method for hardware friendly post-training quantization.
- A large-scale study of post-training quantization on a variety of tasks: classification, object detection, semantic segmentation and pose estimation.
- We demonstrate that competitive results can be obtained under hardware friendly constraints of uniform, symmetric 8-bit quantization with power-of-two thresholds.

2 Background and Basic Notions

In this section we give a short overview of uniform quantization and the hardware friendly constraints that will be applied in this work, namely, symmetric quantization with power-of-two thresholds.

**Uniform Affine Quantization.** A quantizer can be formalized as a right to left composition $Q = Q^{de} \circ Q^{int}$ of an integer valued function $Q^{int} : \mathbb{R} \rightarrow \mathbb{Z}$ and a recovering affine operation $Q^{de} : \mathbb{Z} \rightarrow \mathbb{R}$ (known as de-quantization). The discrete range of $Q$ is called a quantization grid and if it is uniformly spaced, then $Q$ is said to be a uniform quantizer.
The constant gap between two adjacent points in the quantization grid of a uniform quantizer is called its step size and the affine shift is called the zero point $z$. Using these parameters, a uniform quantizer can be formalized as:

$$Q(x) = Q^{de}(Q^{int}(x)) = s \cdot (x^{int} + z) \approx x \tag{1}$$

where $x^{int}$ is the image of $Q^{int}(x)$ and is called the quantized integer value of $x$.

Practically, $Q^{int}$ is defined by a clipping range of real values $[a, b] \subseteq \mathbb{R}$ and the number of bits $n_b \in \mathbb{N}$ for representing the quantized integer values:

$$x^{int} = Q^{int}(x, a, b, n_b) = \left\lfloor \frac{\text{clip}(x, a, b) - a}{s} \right\rfloor \tag{2}$$

where $s = \frac{b - a}{2^{n_b - 1}}$ is the step size, $\text{clip}(x, a, b) = \min(\max(x, a), b)$ and $\lfloor \cdot \rfloor$ is the rounding function to the nearest integer. The zero-point is then defined as $z = \frac{a}{s}$ and a uniform quantizer can be formalized as:

$$Q(x, a, b, n_b) = Q^{de}(Q^{int}(x, a, b, n_b)) = s \left\lfloor \frac{\text{clip}(x, a, b) - a}{s} \right\rfloor + a \tag{3}$$

Note that usually the clipping boundaries $a, b$ are selected so that the real value 0.0 is a point on the quantization grid.

**Symmetric Quantization.** Symmetric quantization is a simplified case of a uniform quantizer that restricts the zero-point to 0. This eliminates the need for zero-point shift in Eq. (1) and thus enables efficient hardware implementation of integer arithmetic without any cross-terms [11].

The zero-point restriction to 0 requires the selection of either a signed or unsigned quantization grid. Let $t \in \mathbb{R}^+$ be a clipping threshold of the quantization range. A signed quantizer is then formalized as:

$$x^{int} = \text{clip}\left(\left\lfloor \frac{X}{s} \right\rfloor, -2^{n_b - 1}, 2^{n_b - 1} - 1\right) \tag{4}$$

where $s = \frac{2t}{2^{n_b - 1}}$ is the step-size. Similarly, an unsigned quantizer is formalized as:

$$x^{int} = \text{clip}\left(\left\lfloor \frac{X}{s} \right\rfloor, 0, 2^{n_b} - 1\right) \tag{5}$$

where $s = \frac{t}{2^{n_b - 1}}$ is the step size.

**Power-of-Two Thresholds.** A uniform, symmetric quantizer (either signed or unsigned) with a power-of-two integer threshold is said to be a hardware-friendly quantizer [18]. Restricting the threshold of a symmetric quantizer to power-of-two integers (i.e. $t = 2^M$, where $M \in \mathbb{Z}$) enables an efficient hardware implementation that uses integer arithmetic without floating-point scaling [11].
Figure 1 illustrates uniform, symmetric and hardware-friendly 4-bit quantization grids for the same range of real numbers [-0.3, 4.2] to be quantized. Specifically, the figure demonstrates how the symmetry and a power-of-two threshold constraints imply sub-optimal clipping ranges compared to the general uniform quantizer. These clipping ranges lead to a loss in representation bins and thus increase the potential rounding noise.

3 Method

Given a trained floating point network and a representative dataset $D$ of independent and identically distributed samples, our aim is to quantize the network in post-training with hardware-friendly quantizers, namely that are uniform, symmetric and with power-of-two thresholds. Hardware Friendly Post Training Quantization (HPTQ) is a three-tier method for addressing this goal. HPTQ consists of a pre-processing stage followed by activation quantization and weight quantization (see Fig. 2). In the resulting network, activations are quantized per tensor and weights are quantized per channel.
Figure 2: The HPTQ framework. Dashed lines represent statistical information passing, which include also their updates, dotted lines represent data passing and solid lines represent an updated network.

3.1 Pre-Processing

The pre-processing stage consists of folding batch normalization layers into their preceding convolution layers [10], collecting activation statistics using the representative dataset and finally removing outliers from the collected statistics.

Batch-Normalization Folding. A common technique to reduce model size and computational complexity is batch-normalization folding [10] (also known as batch-normalization fusing) in which batch-normalization layers are folded into the weights of their preceding convolution layers.
Statistics Collection. In this stage we infer all of the samples in the representative dataset $D$ and collect activation statistics of each layer. Specifically, for each layer $l$ denote the collection of its activations over $D$ by $F_l(D)$. Based on $F_l(D)$ we collect histograms for each tensor as well as the minimum, maximum and mean values per channel. In the reset of this work we assume that activation tensors $X \in \mathbb{R}^{h \times w \times c}$ have three dimensions where $h$, $w$ and $c$ are the height, weight and number of channels, respectively.

Outlier Removal. In this step we filter out outliers in the activation histograms using the z-score approach described in [21]. Specifically, we remove histogram bins for which the absolute z-score value is larger than a predefined threshold. This implies that we restrict the range of each histogram bin to a predefined number of standard deviations from its activation mean value. See Figure 3 for an example. Note that since this step updates the histograms, it applies only to the Threshold Selection step (see Figure 2).

![Figure 3: Outlier Removal. Left: an input data distribution. Middle: the respective distribution of absolute z-score values. Right: data distribution after outlier removal.](image)

3.2 Activation Quantization

This stage consists of three steps: threshold selection, shift negative correction (SNC) and activation equalization. In the threshold selection step, we set power-of-two thresholds per tensor. The SNC step is a trick that improves the quantization of signed activation functions with a small negative range [22]. In the activation equalization step we equalize the expected dynamic ranges of activation channels by applying a modified version of a technique that appears in [23].

Threshold Selection. Given a fixed bit width $n_b$, our aim is to find a power-of-two threshold $t$ that minimizes the noise caused by the quantization of each layer $l$ in the network. Formally, for each layer $l$ in the network, our objective
is to find a threshold $t$ that minimizes

$$ERR(t) = \frac{1}{ns} \sum_{X \in F_l(D)} d(Q(X, t, n_b), X),$$  \tag{6}$$

where $ns$ is the size of the representative dataset, $F_l(D)$ is the collection of activation tensors in the $l$-th layer and $d$ is some error measurement.

In an ablation study we examine the effect of several possible quantization error measurements on the actual task accuracy, including $L_p$ Norms $[24]$ and Kullback–Leibler (KL) divergence $[25]$. Our results show that Mean Square Error (MSE) $[24]$ achieves the best performance (see Table 7). Thus, the objective of the threshold selection is to minimize

$$ERR(t) = \frac{1}{ns} \sum_{X \in F_l(D)} (Q(X, t, n_b) - X)^2.$$  \tag{7}$$

In practice, we approximate a solution to this minimization problem by estimating the noise based on the histogram corresponding to layer $l$ collected in the Statistics Collection step above. The restriction of the threshold to power-of-two values implies that the search space is discrete. Let $M = \max_{X \in F_l(D)} \max_{i,j,k} |X_{i,j,k}|$ be the maximal absolute value of an activation in $X$ over the representative dataset $D$ that was collected in the Statistics Collection step above and define the no-clipping threshold:

$$t_{nc} = 2^{\lceil \log_2 M \rceil}.$$  \tag{8}$$

Note that the clipping noise induced by the threshold $t_{nc}$ is zero and that for any power-of-two threshold larger than $t_{nc}$, the noise is increased. Thresholds smaller than $t_{nc}$ may reduce the noise, albeit, at the cost of increasing the clipping noise. Therefore, we search for a threshold minimizing the quantization error starting with $t_{nc}$ and iteratively decreasing it (see Algorithm 1).

**Algorithm 1:** Constraint threshold selection

**Data:** quantization error estimator $ERR$ ; no-clipping threshold $t_{nc}$; bit-width $n_b$; $n$ iterations

**Result:** $t$ threshold value

$\epsilon_{min} = \infty$ ;

$t = t_{nc}$ ;

for $i$ in $0$ to $n$ do

$t_i = \frac{t_{nc}}{2^i}$ ;

$\epsilon_i = ERR(t_i, n_b)$ ;

if $\epsilon_i < \epsilon_{min}$ then

$t = t_i$ ;

$\epsilon_{min} = \epsilon_i$

return $t$

**Shift Negative Correction (SNC).** Recent works have shown benefits in using signed, non-linear activation functions, such as Swish $[26]$, PReLU and
HSwish \[27\]. However, a signed symmetric quantization of these functions can be inefficient due to differences between their negative and positive dynamic ranges. The main idea in SNC is to reduce the quantization noise of an unsigned activation function with a small negative range (relatively to its positive range). This is done by adding a positive constant to the activation values (shifting its values) and using an unsigned quantizer with the same threshold. This effectively doubles the quantization grid resolution. Note that shifting the values can imply added clipping noise on the one hand but reduced rounding noise on the other.

This step can be viewed as an adaptation to PTQ of a technique that appears in \[22\], where activations are shifted and scaled in order to match a given dynamic range of a quantizer. Here, we do not add scaling due to its implied added complexity. Specifically, let \( \phi \) be the activation function in some layer \( l \) in the network, let \( t \) be its threshold, calculated in the Threshold Selection step above and let \( s = \min_{X \in F(D)} \min_{i,j,k} X_{i,j,k} \) be its minimal (negative) activation value over the representative dataset \( D \), collected in the Statistics Collection step above. If \( \frac{|s|}{t} < \alpha \) for a hyperparameter \( \alpha \), then we replace \( \phi \) with a shifted version \( \tilde{\phi} = \phi + |s| \) and replace the signed quantizer with an unsigned quantizer followed by another shift operation as follows:

\[
Q^s(\phi(x), t, n_b) \rightarrow Q^{us}(\tilde{\phi}(x), t, n_b) - |s|,
\]

(9)

where \( Q^s(\phi(x), t, n_b) \) is the signed quantizer, \( Q^{us}(\tilde{\phi}(x), t, n_b) \) is the unsigned quantizer and \( n_b \) is the bit-width. In practice, the last subtraction of \( |s| \) is folded into the following operation in the network.

**Activation Equalization.** In this step, we equalize activation ranges per channel similarly to the methods presented in \[23, 28\]. Here, we set the scale-per-channel factor according to the value of the threshold that is selected per-tensor. The motivation to use this scaling factor in order to equalize the activation ranges is to use the maximum range of the quantization bins for each channel (see Figure 4).

The authors in \[23, 28\] suggest to perform channel equalization by exploiting the positive scale equivariance property of activation functions. It holds for any piece-wise linear activation function in its relaxed form: \( \phi(Sx) = S\hat{\phi}(x) \) where \( \phi \) is a piece-wise linear function, \( \hat{\phi} \) is its modified version that fits this requirement and \( S = diag(s) \) is a diagonal matrix with \( s_k \) denoting the scale factor for channel \( k \).

The positive scaling equivariance can be applied on the following set of consecutive layers: a linear operation, a piece-wise linear function \( \phi \) and an additional linear operation. This is demonstrated in the following equation:

\[
y = W_2\hat{\phi}(W_1x + b_1) + b_2 = W_2\hat{\phi}(SS^{-1}(W_1x + b_1)) + b_2
\]

\[
= W_2S\hat{\phi}(S^{-1}(W_1x + b_1)) + b_2,
\]

(10)

where \( W_1 \) and \( b_1 \) are the first layer’s weights and bias, \( W_2 \) and \( b_2 \) are the second layer’s weights and bias. Although Eq. (10) demonstrates the case of
fully-connected layers, it can be also extended for CNNs where the scaling is performed per channel.

We present a use case of channel equalization named *Max Channel Equalization* which can be applied in any quantization scheme. We assume that $\hat{\phi}$ is one of the following non-linear functions: ReLU, ReLU8 or PReLU. Given the quantization threshold $t$ of a non-linear function as well as the maximal activation value of the $k^{th}$ channel $v_k = \max_{X \in F_l(D)} \max_{i,j} |X_{i,j,k}|$, where $X$ is the activation tensor of the $l^{th}$ layer, we set:

$$s_k = \min\left(\frac{v_k}{t}, 1\right),$$

so that the maximal value of each channel in tensor $X$ will be the threshold value (see Figure 4).

Figure 4: An example of Max Channel Equalization using MobileNetV2 [29]. Left: the max value $v_{max}$ of each channel. Middle: the inverse scale factor $\frac{1}{s_k}$ for each channel $k$. Right: the max value of each channel after equalization using this scaling factor.

### 3.3 Weight Quantization

In the Weight Quantization stage we quantize the network’s weights. It was shown in [30, 31] that weight quantization with scaling per channel improves accuracy. Moreover, this work presents an efficient dot product and convolution implementation supporting per-channel quantization. Our Weight Quantization stage consists of per-channel threshold selection and bias correction [29].

**Threshold Selection.** As noted above, weight quantization is performed per-channel. Its thresholds are selected similarly to activation thresholds (see Algorithm 1). However, a key difference is that here the search is performed directly
on the weight values, opposed to the statistical values that are used for activation. More precisely, given the weights \( w \in \mathbb{R}^n \) of some channel in the network, the initial no-clipping threshold is

\[
t_{nc} = 2^\left\lceil \log_2 \left( \max_i |w_i| \right) \right\rceil,
\]

where \( w_i \in \mathbb{R} \) are the entries of \( w \). Additionally, the error induced by a threshold \( t \) is

\[
ERR(t) = MSE(Q(w, t, n_b), w) = \frac{1}{n} \sum_i (Q(w_i, t, n_b) - w_i)^2.
\]

Note that as with activations, MSE is selected as an error measurement since it yields the best performance (see Table 10).

**Bias Correction.** Quantization of weights induce bias shifts to activation means that may lead to detrimental behaviour in the following layers [23, 32]. Explicitly, let \( y = Wx + b \) be the floating point output of a fully connected layer where \( x, W, b \) are the floating-point input activation, weight and bias, respectively. Denote the quantized weights of the layer by \( \tilde{W} = Q(W, t, n_b) \) and the corresponding output by \( \tilde{y} = \tilde{W}x + b \). The induced bias shift \( E[y] - E[\tilde{y}] \) can be expressed as follows:

\[
E[y] - E[\tilde{y}] = E[W - \tilde{W}] E[x] = \epsilon E[x].
\]

Several works propose approaches to correct the quantization induced bias. These include using batch-normalization statistics [23], micro training [32] and applying scale and shift per channel [33].

We adopt the solution in [23], in which the bias shift is fixed by modifying the layer’s bias vector

\[
\tilde{b} = b - \epsilon E[x],
\]

where \( E[x] \) is the per channel empirical mean obtained in the Statistic Collection stage above. Note that although the above is written for a fully connected layer, it applies to convolutional layers as well, as shown in [23].

4 Experimental Results

In this section we evaluate the performance of HPTQ with 8-bit quantization over different tasks and a variety of network architectures. The experiments are divided into two parts. The first part presents an overall performance comparison to the floating point baseline as well as to state-of-the-art quantization approaches. The second part presents an ablation study that analyzes the influence of each technique in HPTQ separately.
4.1 Overall Performance Evaluation

We evaluate the performance of HPTQ on four different tasks: image classification, object detection, semantic segmentation, and pose estimation. For each task, we present a comparison between the performance of models quantized by HPTQ and their floating point baselines. Furthermore, for classification and segmentation, we provide a comprehensive performance comparison of HPTQ with both PTQ and QAT state-of-the-art quantization methods.

We use the same set of hyper-parameters for all our experiments. Specifically, the number of image samples in the representative dataset $D$ is 500. The $z$-score threshold in the outlier removal step is $z_{th} = 24$. The SNC threshold is $\alpha = 0.25$. Last, for both activations and weights, the number of iterations performed in Algorithm 1 in the threshold selection search is set to $n = 10$. One should note that fine-tuning the hyper-parameters per network may lead to further improvement. In all of the tables below $\Delta$ is the difference between the performance of the floating point model and the quantized model, $PC$ indicates the use of weights per channel quantization and $PoT$ indicates power-of-two thresholds.

Classification. We evaluate HPTQ on the ImageNet classification task [34] using MobileNetV1 [2], MobileNetV2 [29], and ResNet50 [1] architectures. Tables 1, 2, and 3 present comparisons of HPTQ with other quantization methods, both PTQ and QAT, for the three architectures. The results show that HPTQ achieves competitive performance despite the hardware-friendly constraints. In all of the tables below $F$-Acc is the floating point accuracy and $Q$-Acc is the accuracy of the quantized model.

Table 1: ImageNet classification [34] with MobileNetV1 [2]

| Type | Method  | PC | PoT | F-Acc | Q-Acc | $\Delta$ |
|------|---------|----|-----|-------|-------|----------|
| QT   | [10]    | ❌ | ❌  | 70.9  | 70.0  | 0.9      |
| TQT  | [11]    | ❌ | ✓   | 71.1  | 71.1  | 0.0      |
| PTQ  | SSBD [28] | ❌ | ❌  | 70.9  | 69.95 | 0.95     |
|      | Krishnamoorthi [30] | ✓  | ❌  | 70.9  | 70.3  | 0.6      |
|      | Wu et al [35] | ✓  | ❌  | 71.88 | 70.39 | 1.49     |
|      | Lee et al [36] | ❌ | ❌  | 69.5  | 68.84 | 0.66     |
|      | HPTQ (Our) | ✓  | ✓   | 70.55 | 70.41 | 0.14     |

[2] https://www.tensorflow.org/api_docs/python/tf/keras/applications
### Table 2: ImageNet classification [34] with MobileNetV2 [29]

| Type | Method         | PC | PoT | F-Acc | Q-Acc | ∆    |
|------|----------------|----|-----|-------|-------|------|
| QAT  | QT [10]        | ✗  | ✗   | 71.9  | 70.9  | 1.0  |
|      | RVQuant [37]   | ✗  | ✗   | 70.10 | 70.29 | -0.19|
|      | TQT [11]       | ✗  | ✓   | 71.7  | 71.8  | -0.10|
| PTQ  | AdaQuant [38]  | ✗  | ✗   | 73.03 | 73.03 | 0.0  |
|      | ZeroQ [15]     | ✗  | ✗   | 73.03 | 72.91 | 0.12 |
|      | SSBD [28]      | ✗  | ✗   | 71.9  | 71.29 | 0.61 |
|      | Wu et al [35]  | ✓   | ✗   | 71.88 | 71.14 | 0.74 |
|      | Krishnamoorthi [30] | ✓ | ✗ | 71.9 | 69.7 | 2.2 |
|      | Nagel et al [20] | ✗ | ✗ | 71.72 | 70.99 | 0.73 |
|      | DFQ [23]       | ✗  | ✗   | 71.72 | 70.92 | 0.8  |
|      | Lee et al [36] | ✗  | ✗   | 71.23 | 69.5  | 1.73 |
|      | HPTQ (Our)     | ✓   | ✓   | 71.812| 71.46 | 0.352|

### Table 3: ImageNet classification [34] with ResNet50 [1]

| Type | Method         | PC | PoT | F-Acc | Q-Acc | ∆    |
|------|----------------|----|-----|-------|-------|------|
| QAT  | QT [10]        | ✗  | ✗   | 76.4  | 74.9  | 1.5  |
|      | RVQuant [37]   | ✗  | ✗   | 75.92 | 75.67 | 0.25 |
|      | HAWQ-V3 [39]   | ✓   | ✗   | 77.72 | 77.58 | 0.14 |
|      | LSQ [40]       | ✗  | ✗   | 76.9  | 76.8  | 0.1  |
|      | TQT [11]       | ✗  | ✓   | 76.9  | 76.5  | 0.4  |
|      | FAQ [41]       | ✗  | ✗   | 75.4  | 75.4  | 0.0  |
| PTQ  | ZeroQ [15]     | ✗  | ✗   | 77.72 | 77.67 | 0.05 |
|      | OCS [42]       | ✗  | ✗   | 76.1  | 75.9  | 0.2  |
|      | SSBD [28]      | ✗  | ✗   | 75.2  | 74.95 | 0.25 |
|      | He et al [43]  | ✗  | ✗   | 75.3  | 75.03 | 0.27 |
|      | Wu et al [35]  | ✓   | ✗   | 76.16 | 76.05 | 0.11 |
|      | Nagel et al [20] | ✗ | ✗ | 76.07 | 75.87 | 0.2  |
|      | Krishnamoorthi [30] | ✗ | ✗ | 75.2 | 75.00 | 0.20 |
|      | HPTQ (Our)     | ✓   | ✓   | 75.106| 75.018| 0.088|

**Semantic Segmentation.** We evaluate HPTQ on Pascal VOC [44] using DeepLab V3 [6] with MobileNetV2 [29] as a backbone. Table 4 shows that HPTQ achieves competitive results compared to other PTQ methods.  

[https://github.com/tensorflow/models/blob/master/research/deeplab/g3doc/model_zoo.md]
Table 4: Semantic segmentation on Pascal VOC [44] using DeepLab V3 with MobileNetV2 [29] as a backbone. \( F-mIoU \) is the floating point mean Intersection-over-Union (mIoU) and \( Q-mIoU \) is the mIoU of the quantized model.

| Type   | Method          | PC | PoT | F-mIoU | Q-mIoU | \( \Delta \) |
|--------|-----------------|----|-----|--------|--------|-------------|
| PTQ    | DFQ [23]        | ✗  | ✗   | 72.45  | 72.33  | 0.12        |
|        | Nagel et al [20]| ✗  | ✓    | 72.94  | 72.44  | 0.50        |
|        | HPTQ (Our)      | ✓  | ✓    | 75.57  | 75.38  | 0.19        |

Object Detection. We evaluate HPTQ on COCO [45] using the SSD detector [4] with several backbones. HPTQ achieves similar Mean Average Precision (mAP) to the floating point baseline as demonstrated in Table 5.

Table 5: Object detection results with HPTQ on COCO [45] using MobileNetV2 [29] and ResNet50 [1] as backbones. \( F-mAP \) is the floating point mAP and \( Q-mAP \) is the mAP of the quantized model.

| Model                                          | F-mAP | Q-mAP   |
|------------------------------------------------|-------|---------|
| SSD MobileNetV2 [29] 320x320                    | 20.2  | 20.21   |
| SSD MobileNetV2 [29] FPN Lite 320x320           | 22.2  | 21.93   |
| SSD ResNet50 [1] V1 FPN 640x640                  | 34.3  | 34.3    |

Pose-Estimation. We evaluate HPTQ on the single-person pose estimation task using LPN network [7] on the LIP (Look into Person) dataset [46]. We use the PCKh metric [46] for evaluation, which is the head-normalized probability of correct keypoints. HPTQ achieves similar performance to the floating point baseline with only a slight degradation from 81.65 to 81.53 PCKh.

4.2 Ablation Study

We provide an ablation study of HPTQ’s performance on the ImageNet classification task [34] using eleven networks [5]. The study is divided into two parts analyzing activation quantization and weight quantization.

Table 6 compares the performance of HPTQ between four cases: full floating-point, activation quantization, weight quantization and joint quantization of both. The comparison shows that activation quantization causes a larger degradation in performance compared to weight quantization, especially for EfficientNet with Swish activations functions. This might be due to the fact that activation equalization is not applied for these activations.

---

4. https://github.com/tensorflow/models/blob/master/research/object_detection/g3doc/tf2_detection_zoo.md
5. https://www.tensorflow.org/api_docs/python/tf/keras/applications
Table 6: ImageNet classification accuracy with HPTQ in four cases: full floating-point, activation quantization, weight quantization and both activation and weight quantization.

| Network         | F-Acc | Q-Acc (Activation) | Q-Acc (Weights) | Q-Acc (Both) |
|-----------------|-------|--------------------|-----------------|--------------|
| MobileNetV1 [2] | 70.558| 70.48              | 70.394          | 70.418       |
| MobileNetV2 [20]| 71.812| 71.616             | 71.668          | 71.46        |
| NasnetMobile [47]| 74.376| 74.068             | 74.352          | 73.888       |
| VGG16 [48]      | 70.956| 70.834             | 70.946          | 70.81        |
| InceptionV3 [49]| 77.908| 77.872             | 77.844          | 77.85        |
| InceptionResNetV2 [50] | 80.284| 80.154             | 80.32           | 80.14        |
| ResNet50 [1]   | 75.106| 75.072             | 75.06           | 75.018       |
| EfficientNet-B0 [51]| 77.2  | 74.3               | 77.012          | 74.216       |
| EfficientNet-B0 ReLU [5] | 77.65 | 77.1               | 77.508          | 77.092       |
| DenseNet-121 [52] | 74.848| 73.252             | 74.784          | 73.356       |
| Xception [53]  | 79.05 | 79.048             | 79.062          | 78.972       |

Activation Quantization Analysis. In this analysis we evaluate the influence of the different methods used for quantizing the activations (without quantizing the weights). The analysis is performed with eleven different network architectures on the ImageNet classification task. Table 7 shows an accuracy comparison using four different threshold selection methods without applying any other of the activation quantization steps. NC indicates using the no-clipping threshold. Mean Square Error (MSE), Mean Average Error (MAE) and Kullback–Leibler (KL) are three different error measurements in Equation 6.

Table 7: ImageNet classification accuracy with activations quantized using different threshold selection methods (weights are in floating point).

| Network         | NC  | MSE  | MAE  | KL   |
|-----------------|-----|------|------|------|
| MobileNetV1 [2] | 70.406| 70.434| 60.218| 70.418|
| MobileNetV2 [20]| 71.25| 71.458| 65.918| 71.482|
| VGG16 [48]      | 70.8 | 70.764| 58.37 | 65.096|
| ResNet50 [1]   | 74.612| 74.996| 67.896| 59.556|

Table 8 shows the incremental accuracy influence on ImageNet classification of the methods used by HPTQ for activation quantization (without quantizing weights). Note that SNC is applied in all of the experiments in the table and its influence is studied separately below. The table shows that all of the

6EfficientNet-B0 ReLU is a trained version of EfficientNet-B0 with ReLU activation function instead of swish

7https://keras.io/api/applications/
methods result in an improvement. Note that fine-tuning the z-score threshold \( z_{th} \) per network may lead to further improvement.

Table 8: The accuracy influence of the different activation quantization methods used by HPTQ for ImageNet classification \cite{34} when keeping all weights in floating point. Baseline is quantization with no-clipping thresholds, +Eq. means adding max channel equalization, +MSE Th. means replacing the no-clipping thresholds with MSE and +z-score means applying z-score outlier removal.

| Network Name      | Baseline | +Eq.  | +MSE Th. | +z-score |
|-------------------|----------|-------|----------|----------|
| MobileNetV1 \cite{2} | 70.406   | 70.418| 70.48    | 70.48    |
| MobileNetV2 \cite{29} | 71.25    | 71.34 | 71.528   | 71.616   |
| NasnetMobile \cite{47} | 18.572   | 18.484| 73.486   | 74.068   |
| VGG16 \cite{48}    | 70.8     | 70.696| 70.888   | 70.834   |
| InceptionV3 \cite{49} | 77.658   | 77.646| 77.832   | 77.872   |
| InceptionResNetV2 \cite{50} | 49.132   | 49.238| 80.014   | 80.154   |
| ResNet50 \cite{1}  | 74.612   | 74.654| 75.086   | 75.072   |
| EfficientNet-B0 \cite{51} | 13.562   | 13.736| 74.096   | 74.3     |
| EfficientNet-B0 ReLU \cite{9} | 74.298   | 74.298| 76.956   | 77.1     |
| DenseNet-121 \cite{52} | 56.08    | 55.916| 73.28    | 73.252   |
| Xception \cite{53} | 48.718   | 48.784| 78.87    | 79.048   |

Table 9 shows the accuracy improvement achieved by applying Shift Negative Correction (SNC). Specifically, the table compares the performance of several versions of MobileNetV1, each with different non-linear functions, with a full flow of activation quantization.

Table 9: ImageNet classification accuracy \cite{34} using HPTQ with and without SNC of MobileNetV1 \cite{2} trained with different non-linear functions.

|                  | Swish | Leaky ReLU | PReLU | SELU     |
|------------------|-------|------------|-------|----------|
|                  | Float |            |       |          |
|                  | 73.522| 72.866     | 73.114| 72.032   |
| Without SNC     | 60.98 | 71.966     | 72.548| 69.726   |
| With SNC        | 71.146| 72.588     | 72.548| 70.902   |

Weight Quantization Analysis. In this analysis we evaluate the influence of the different methods used for quantizing weights (without quantizing activations). The analysis is performed with eleven different network architectures\cite{1} on the ImageNet classification \cite{34} task.

Table 10 shows an accuracy comparison of each quantized network using four different threshold selection methods (without applying bias correction).

\footnote{EfficientNet-B0 ReLU is a trained version of EfficientNet-B0 with ReLU activation function instead of swish}

\footnote{https://keras.io/api/applications/}
NC indicates using the no-clipping threshold. Mean Square Error (MSE), Mean Average Error (MAE) and Kullback–Leibler (KL) are three different error measurements $d$ in Equation 9. Similarly to the results for activation quantization in Table 7, the MSE error measurement achieves the best results.

Table 10: ImageNet classification [34] accuracy with weights quantized using different threshold selection methods (activations are in floating point).

| Network          | NC   | MSE   | MAE   | KL    |
|------------------|------|-------|-------|-------|
| MobileNetV1 [2]  | 68.75| 68.756| 64.242| 64.968|
| MobileNetV2 [29] | 69.562| 69.758| 67.57 | 62.394|
| NasnetMobile [47]| 74.188| 74.232| 72.79 | 73.358|
| VGG16 [48]       | 70.944| 70.94 | 67.486| 70.472|
| InceptionV3 [49] | 77.708| 77.82 | 70.91 | 74.28 |
| InceptionResNetV2 [50]| 80.244| 80.276| 78.676| 77.112|
| ResNet50 [11]    | 75.068| 75.11 | 72.352| 73.418|
| EfficientNet-B0 [51]| 76.822| 76.822| 75.86 | 75.554|
| EfficientNet-B0 ReLU [51]| 77.078| 77.218| 76.916| 76.674|
| DenseNet-121 [52]| 74.734| 74.736| 72.102| 60.17 |
| Xception [53]    | 79.006| 79.006| 77.47 | 75.374|

Table 11 shows the incremental accuracy influence of the two methods (per channel quantization and bias correction) used in HPTQ for weight quantization (without quantizing activations) on the ImageNet classification task [34]. This table shows that both of our methods result in improvement.

Table 11: The incremental influence of applying per-channel threshold selection (Per ch.) and bias correction (Bias corr.) on ImageNet [34] classification accuracy. Baseline means quantization with MSE threshold applied per tensor.

| Network          | Baseline | Per ch. | +Bias corr. |
|------------------|----------|---------|-------------|
| MobileNetV1 [2]  | 0.966    | 68.756  | 70.394      |
| MobileNetV2 [29] | 0.398    | 69.758  | 71.668      |
| NasnetMobile [47]| 73.494   | 74.232  | 74.352      |
| VGG16 [48]       | 70.814   | 70.94   | 70.946      |
| InceptionV3 [49] | 76.42    | 77.82   | 77.844      |
| InceptionResNetV2 [50]| 80.066| 80.276  | 80.32       |
| ResNet50 [11]    | 74.718   | 75.11   | 75.06       |
| EfficientNet-B0 [51]| 2.524| 76.822  | 77.012      |
| EfficientNet-B0 ReLU [51]| 0.682| 77.218  | 77.568      |
| DenseNet-121 [52]| 72.986   | 74.736  | 74.784      |
| Xception [53]    | 78.786   | 79.006  | 79.062      |
5 Conclusions

In this work we propose HPTQ, a method for hardware-friendly post-training quantization. HPTQ offers a flow that adapts and synergistically combines several known quantization techniques both for weights and activations. We extensively evaluated the performance of HPTQ on four tasks: classification, object detection, semantic segmentation and pose estimation. Notably, for all of the tasks we demonstrated that competitive results can be obtained under our hardware-friendly constraints of uniform and symmetric quantization with power-of-two thresholds. In addition, we performed an ablation study in which we presented the contributions of each of the methods used by HPTQ.
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