EXTENT OF ERROR CONTROL IN NEURAL NETWORKS
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The article sets and solves the task to control an error of the artificial neural network with variable signal conductivity.
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Recently artificial neural networks (ANN) have been used to solve scientific and practical problems such as control synthesis for different systems, process identification, data handling, information recovery, process scheduling and creating images which is a very unordinary application. It holds for both networks’ structure or topology and learning algorithms and methods. Nevertheless ANNs with their own behavior are kept in the same status of entirely experiential systems with no theoretical methods to apply. For example S. Haykin [8] notes that rigor research of ANN’s behavior is a complex scientific problem.

Every ANN is a complex system with variety of characteristic features which allow us to consider ANNs as dynamic systems. There are only a few investigations where ANN’s are considered as dynamic or optimal control systems.

As pioneering studies we should mention papers on the optimal neural network structure. In [5] the authors use an evolutionary algorithm of simultaneous adjustment of weight structure and links between neurons to optimize the ANN structure. Complexity of objective estimation of ANN topology is one of the suppositions of this kind of algorithms [5, pp.35-36]. The main idea of this algorithm is to encode the values of weights and the number of neurons in ANN genotype and to run crossover, mutation and selection operators. Populations of ANNs are being hybridized and selected with population reduction and elite selection. Meanwhile the author [5, p.103] notes that there is no optimal set of parameters of any algorithm to solve ANNs creating problem with the maximal rate of efficiency.

We agree with the observation made in the paper mentioned above that traditional learning methods and approaches fail to determine components of ANN output when we feed train samples and operate with output data sequence. It is suitable case for ANN with changeable signal propagation during scheduling problem operation. ANN with changeable signal propagation is able to analyze information about value of error from the last layer only. That’s why it is urgent to find other approaches to control the ANN. Besides, no matter what ANN configuration we have, its task is to provide efficient learning.

An attempt to create schedules using Bellman equation [10] is analogous to the task mentioned above. It is implemented with stepwise schedule using any optimal part of a schedule when the schedule is generally optimal. Formulating the task we assume that:

- $T_i$ – is the required service time,
- $W_i$ is the time required to meet the $i$-request,
- $a_i$ is the penalty for a waiting time unit after receiving the $i$-request, then waiting time for the result is $V_i = T_i + W_i$.

Waiting time penalty could be written as follows:
\[ C = \sum_{i} a_i \cdot (W_i + T_i) \]

Let’s denote schedule completion time of every request as \( D_i \). If we want the work to be done on time, we calculate penalties as maximal or mean upset of request \( i \) completion time. Performance criterion is defined as

\[ C = \max_i a_i \{\max[0, (V_i - D_i)]\}, \]

where \( \max[0, (V_i - D_i)] \) is the schedule time excess.

The schedule time may be exceeded both for particular tasks and most requests. In this case let’s use General Penalty Criterion:

\[ C = \sum_{i=1}^{n} a_i \{\max[0, (V_i - D_i)]\} \]

Then Bellman equation to calculate minimal amount of penalties for optimal service of first \( i \) requests and mean \( T_i \) can be written as:

\[ C_n(T) = \min_i [C_{n-1}(T - T_i) + a_i T] \]  \hspace{1cm} (1)

Expression (1) means that with the optimal sequence for all \( n \) tasks for the total \( T \) time the sequence of solving \( n-1 \) tasks for the \( T-T_i \) time is to be optimal, too. Then the total minimum of penalties is a set when a permutation of every two tasks does not reduce the total number of penalties.

From (1) we may get

\[ \frac{T_{i-1}}{a_{i-1}} \leq \frac{T_i}{a_i} \]  \hspace{1cm} (2)

This way we got the rule (2) for composing an optimal schedule in order of increasing of penalty value/penalty for a portion of waste time rate. If waste penalties are equal we should compose schedules in order of \( T_i \) values increasing. So we may prove that this approach guarantees us minimal average number of requirements in a system and minimal average waste time to requirements handling \([11]\).

An exponential growth of number of possible permutations is a disadvantage of this approach. Besides this problem is an ideal hardly applicable to real railway traffic. In practice we have to consider both formalized and unformulated scheduling constraints. Special instruments are to be developed for building the schedule as a whole. ANN is a sample of such methods.

Another set of research contains papers which attempt to synthesize of automation control theory and ANN approach. In \([3]\) optimal weights consequences per a time moments are constructed. A two point-boundary non-linear problem is solved resulting in learning rules for ANN.

Optimal ANN weight matrix is the sum of outer products between desired \((n^*1)\) and output vectors of the concrete subsystem. Every epoch has its own optimal weight matrix for ANN. In ideal case this matrix in final time moment looks like J.J. Hopfield symmetric matrix for associative memory \([1]\).

Neuron evolution equation is

\[ \frac{dx}{dt} = -X(t) + W(t)g(x(t)), \]  \hspace{1cm} (3)

where \( g(x) \) is block-diagonal matrix, every block in the matrix is a \( W1(t) \) matrix, where

Initial conditions for (3) is concatenated input vector.

Performance functional is a correlation between neuron output and desired output in a final moment. It penalizes uncorrelatedness between neural activation function output and desired output.

Optimal control in this case can be solved as Lagrange problem to create program control. These results refer to the particular case of ANN described in \([3]\). Besides there are doubts about correctness of ANN phase vector velocity estimation as a difference between desired output and ANN output per epoch (3).

This approach doesn’t operate with non-fully controllable ANNs while we have a group of ANNs which are output-controllable but not state-controllable.

Paper \([4]\) deals with developing of intelligent control using so called dynamic neural networks. A dynamic neural network may be described by standard dynamic equations but in a standard scheme of a system we can observe dynamic chains such as an integration chain, an amplification chain, negative feedbacks. If characteristic matrices of this system are in concrete interval of values then ANN may demonstrate limited cycles, chaotic evolution and essential nonlinear evolution. In \([4]\) ANNs are considered
as self-organizing systems with quadratic performance functional, the authors of [4] also modify BFGS optimization algorithm. According to the [4] the growth of number of neurons is described by equation similar to (3) and almost heat-transfer equation signal distribution. If a neuron’s axon get the environment of a next neuron and direction of axon’s growth is congruent with mediator’s concentration gradient the neuron starts expanding. But this approach doesn’t describe functioning of ANN.

Paper [7] is a similar to author’s field of research. A model in [7] is congruent with the model in [3] with constrained weights and ANN is a control system with delays. Both [3] and [7] are not completely suitable for our ANN topology with variable signal conduction (ANNV).

The papers on control synthesis of neural networks show that this subject needs further investigation. A very interesting and potentially novel problem is to evaluate ANNV [2] state based on observable output or on error signal level. Potential benefits of this problem are in composing schedules of various processes.

In this case we face with formal description of processes in ANN in equation form or in matrix form. In the article authors present an attempt to synthetize optimal control strategy for ANNV as an open-loop system and then as a control system with feedback with quadratic performance criterion based on Bolza problem. In [9] the authors showed complete nonsatisfiability of maximal speed-in-action task and linear forms of performance criteria.

Let’s consider a multilayer ANNV [2] described as (4):

$$\frac{dE}{dt} = \sum_{i=1}^{m}(a_i\cos(w_i t) + b_i\sin(w_i t)) + u(E, t)$$

(4)

where

- m is the number of harmonics of error signal, m=7
- a, b – cosinus-coeffs and sinus-coeffs respectively,
- w – oscillation frequencies defined by spectral analysis of error signal,
- u(E,t) – some required control,

ANN error signal could be represented as a set of harmonics with their own frequencies.

Assume that we may apply such control strategy \( u \) to (4) to transform our ANNV from state 1 in \( t_0 \) to the desired state in time moment \( t_1 \). The control start moment \( t_0 \) is a moment when ANNV’s trajectory \( E(t) \) is crossing a surface with preset level of error \( \Delta \). The final control moment \( t_1 \) is unfixed and it is value to define during the control problem’s solving. A term of control strategy interrupting is \( E(t) < \Delta \).

Program control synthesizing.

Let’s describe our network as follows:

$$\frac{dE}{dt} = \sum_{i=1}^{m}(a_i\cos(w_i t) + b_i\sin(w_i t)) + u(E, t)$$

(5)

All components in formula (5) are equivalent to (4).

Let us define the performance functional to minimize as

$$I = \int_{t_0}^{t_1} u^2(t) dt + E(t_1) \rightarrow \text{min}$$

(6)

For the problem (5)–(6) the Hamiltonian expression is written as:

$$H(E, t, u, \Psi) = \Psi_1(t) + \left( \sum_{i=1}^{m}(a_i\cos(w_i t) + b_i\sin(w_i t)) \right) + u(t) - u^2(t) - E(t_1)$$

(7)

where \( \Psi_1(t) \) is a special slave function. Assume that there are no constraints on control for problem (5)-(6).

According to the Pontryagin maxima principle the structure of optimal control strategy is

$$\frac{\partial}{\partial u} H(E, t, u, \Psi) = \Psi_1(t) - 2u(t)$$

(8)

Let us show that formula (8) is the maximum of Hamiltonian by control variable let’s note (9):

$$\frac{\partial^2 H(E, t, u, \Psi)}{\partial u^2} = -2 < 0$$

(9)

Find the structure of optimal control strategy solving the equation: (8)=0:

$$u_{opt}(t) = \frac{\Psi_1(t)}{2}$$

(10)

Let’s formulate the conventional system of Pontryagin maxima principle based on the Hamiltonian in (7):
\[
\begin{align*}
\frac{\partial E}{\partial t} = \frac{\partial H}{\partial \psi} &= u(t) + (\sum_{i=1}^{m}(a_i \cos(w_i t) + b_i \sin(w_i t))) = \frac{\psi_1(t)}{2} + (\sum_{i=1}^{m}(a_i \cos(w_i t) + b_i \sin(w_i t))), \\
E(t_0) &= E_0,
\end{align*}
\]

(11)

The second equation in (11) contains initial conditions for equation in (5).

To get missing condition to solve (11) let's check transversality conditions. In general case transversality conditions are formulated as:

\[
\delta E(t_1) - H(t_1) \ast \delta t_1 + \Psi_1(t_1) \ast \delta E = 0
\]

or

\[
\delta E(t_1) - \left[ \Psi_1(t) \ast \left( (\sum_{i=1}^{m}(a_i \cos(w_i t) + b_i \sin(w_i t))) + u(t) \right) - u^2(t) - E(t_1) \right] \ast \delta t_1 + + \Psi_1(t_1) \ast \delta E = 0
\]

As there are no constraints for error value in the final control moment variations of error level variations are arbitrary.

Choosing zero variations we have:

\[
-\left[ \Psi_1(t) \ast \left( (\sum_{i=1}^{m}(a_i \cos(w_i t) + b_i \sin(w_i t))) + u(t) \right) - u^2(t) - E(t_1) \right] \ast \delta t_1 = 0
\]

The right point of the trajectory is unfixed. It is equivalent to \( \delta t_1 \neq 0 \). Divide (14) by \( \delta t_1 \).

Let's substitute in formula (14) control \( u(t) \) as it is in formula (10). We have

\[
-\Psi_1(t) \ast \sum_{i=1}^{m}(a_i \cos(w_i t) + b_i \sin(w_i t)) + \frac{\psi_1(t)^2}{2} + \frac{\psi_1(t)^3}{4} = E(t_1)
\]

Solving the third equation in (11) we get

\[
\Psi_1(t) = -t + C
\]

In formula (16) for every final control moment we can calculate \( C \) value using (15).

Then \( u_{opt}(t) = \frac{-t+C}{2} \). Substituting \( u(t) \) in the first equation in (11) we have:

\[
\frac{\delta E}{\delta t} = \frac{-t+C}{2} + (\sum_{i=1}^{m}(a_i \cos(w_i t) + b_i \sin(w_i t)))
\]

Having integrated (17) we get

\[
E(t) = \frac{ct}{2} - \frac{t^2}{4} + \cdots + \frac{a_i}{w_i} \sin(w_i t) - \frac{b_i}{w_i} \cos(w_i t) + C_1
\]

where \( C_1 \) is calculated from the second equation in (11) for every known \( C \) value.

The solution given in (18) has its own feature. If \( t \) value is increasing we have the value \( E(t) \) which can be characterized with \( E(t) = 0 \), but if \( t \) value increases more and more \( E(t) \) is tending to minus infinity. This fact is in physical contradiction with sense of \( E(t) \). That's why we stop control strategy when \( E < E(t_1) \). Proceeding for this premise, let us solve the problem as an ANNV feedback control problem.

Feedback control synthetizing.

Let's consider a quadratic functional to minimize as (19):

\[
I = \int_{t_0} E(W, t) dt + E(W, t_1, u) \rightarrow \min
\]

Every solution of ANN control problem contains feedback control strategy \( u^*(E, W, t) \), final control time moment \( t_1^* \), and an optimal error decreasing trajectory \( E^*(t, W, u) \) under the optimal control strategy.

The optimal control strategy should be implemented algorithmically by the ANNV's structures and ANNV's behavior.

The form of boundary condition (20) is determined via suggestion about different error level for different final control time moments:

\[
\Phi(t_1, E) = E
\]

(20)

where

For the problem (4) and criterion (5) with boundary condition (20) the Bellman equation looks like:
\[ \Phi^b = \frac{\partial \Phi}{\partial t} + \frac{\partial \Phi}{\partial E} \left( \sum_{i=1}^{m} (a_i \cos(w_i t) + b_i \sin(w_i t)) \right) + u(E, t) - u^2(E, t) \]  \hspace{1cm} (21)

Let’s find Bellman equation derivative and let’s set it to 0 to find the optimal control structure:
\[ \frac{\partial \Phi^b}{\partial u} = \frac{\partial \Phi}{\partial E} - 2u(E, t) = 0 \]  \hspace{1cm} (22)

The structure of optimal control is
\[ u(E, t) = \frac{1}{2} \frac{\partial \Phi}{\partial E} \]  \hspace{1cm} (23)

Substituting (23) in (21) we get
\[ \frac{\partial \Phi}{\partial t} + \frac{\partial \Phi}{\partial E} \left( \sum_{i=1}^{m} (a_i \cos(w_i t) + b_i \sin(w_i t)) \right) + \frac{1}{4} \left( \frac{\partial \Phi}{\partial E} \right)^2 = 0 \]  \hspace{1cm} (24)

According to the (20) let us find the solution of (24) in the form:
\[ \Phi(t, E) = K(t)E \]  \hspace{1cm} (25)

So
\[ \frac{\partial \Phi}{\partial t} = \frac{dK(t)}{dt} E \]  \hspace{1cm} (26)

as
\[ \frac{\partial \Phi}{\partial E} = \frac{dK(t)}{dt} E \]  \hspace{1cm} (27)

Substituting (26) and (27) in (24) we can get general form of the equation. If we solve it we get residual error function. It gives us optimal feedback control function:
\[ \frac{E(t_1)}{E(t)} \frac{\partial E}{\partial t} + \frac{E(t_1)}{E(t)} \left( \sum_{i=1}^{m} (a_i \cos(w_i t) + b_i \sin(w_i t)) \right) + \frac{1}{4} \frac{E(t_1)}{E(t)} = 0 \]  \hspace{1cm} (28)

If \( E(t_0) = E_0 = 0.8777255 \) from maximal error range amplitude and round frequencies are equal to 0,07; 1,05; 1,48; 1,7; 2,25; 2,60; 3,25 (calculated by “SCAN”); and theirs’ amplitude thicknesses are equal to 0,223607; 0,3; 0,3; 0,4472; 0,4472; 0,547; 0,387 from maximal error range amplitude then Runge-Kutta 4\(^{th}\) order method gives us the control strategy graph given at fig.1

---

### ANNV's feedback control function in given initial conditions (RK-4 numerical solution)

![Graph](image.png)

Fig.1 – ANNV control strategy (control function). “X”-axe is time axe.
Conclusions:
1. During the time increasing period the required intensity of control function is to change quasi-periodically (see fig.1)
2. The more harmonics are in the ANNV error evolution equation (4) the more precise the solution is.
3. In general case ANNV is not a fully controllable system, however the solution we have found allows us to consider ANNVs as output-controllable systems.
4. In spite of founded control function it is a very difficult problem to realize the control strategy via algorithms operated with interneuron links changing, weight gradient changing, learning speed by ANNV features and instruments [2]. To realize the control curve it is necessary to conduct experiments to analyze the influence of different weight ensembles and groups on the ANNV error spectrograms. This problem calls for further investigation.
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