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Abstract: The assessment of heating systems is not only interested in the efficiency of the heating system itself, but also in the quality of the environment that the heating system creates. The quality of the environment and the heat-humidity microclimate is closely related to thermal comfort. A suitable environment has a positive effect, for example, on the efficiency of work at the workplace. The range of temperatures, humidity and operating temperatures in workplaces is often also legally prescribed in such a way that there is no thermal discomfort for users in the heated space. In terms of savings, it is therefore best to use heating systems that can create a comfortable environment with the lowest possible energy costs. During their development, variations are possible with temperature gradients, the size of the heat exchange area, or the ratio of the radiant and convective components of heat transfer. When developing such systems, it is appropriate to consider CFD simulations. The comparison of the results of CFD simulation and experimental measurement is also in the following article, where the comparison of the operating temperature and the mean radiation temperature of two different heating systems in the model office is monitored.
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1. Introduction

Optimal thermal comfort is achieved in the human heat balance [1], when the production of metabolic heat, given physical activity, is in balance with the heat dissipated from the human body to the environment while maintaining the required ranges of radiant and convective asymmetry of heat sharing and operating temperature asymmetry [2,3].

To evaluate the thermal state of the environment at the general point of the space according to the thermal comfort equation, it is necessary to know separately the air temperature $t_a$ and the surface temperature of the individual surrounding surfaces $t_p$. The surface temperatures of the individual surfaces, of which there are in fact an infinite number, are in practice replaced by a single value, which is the mean radiation temperature of the surrounding surfaces $t_{mr}$. The mean radiant temperature of the surrounding surfaces is the surface temperature of the imaginary gray surface surrounding the point, which has the same radiant effects as the actual surroundings of the point under consideration [3].

From the point of view of achieving a comfortable value of the mean radiation temperature, the most advantageous use of radiant heating systems appears from the point of view of efficiency. In addition, this solution also appears to be advantageous due to the possibility of using a heat pump as a heat source. In addition to energy efficiency, studies show that low-temperature heating can improve thermal comfort conditions [4–6]. Experimental studies on low-temperature heating systems show that people living in houses with low-temperature heating systems are more satisfied with the indoor climate than people living in houses with high-temperature heating systems [7].
Various models and assessment indices have been developed to express the thermal comfort and quality of the environment. P. Gagge and J. B. Pierce were the first to create a “Two-node model” that compares body core and body surface temperature to analyze energy exchanges between human body and surrounding environment [8]. F.C. Houghten and C.P. Yagloglou wrote “Determining lines of equal comfort” [9], where he empirically analyzed the concept of thermal comfort using effective temperature. Subsequently, these studies were refined and the “Standard Effective Temperature” [10] was introduced. Currently, the most widely used model is the Fanger [1], which represents the Predicted Mean Vote (PMV) index and the Percentage People Dissatisfied (PPD) index. In these models, thermal comfort is a function of mean radiant temperature and other measurable quantities, such as air temperature, air flow rate and humidity in the room, or quantities such as thermal resistance of clothing and heat flow from the body due to metabolism. In contrast, the Missenard Index is only a function of air temperature, air flow rate, and relative humidity [11]. Kitagawa et al. [12] investigated the effect of humidity and small air movements on the thermal comfort of subjects in a climate chamber equipped with radiant cooling panels. Their measurements show that unless an additional system for natural or forced ventilation is created in the room, these two quantities do not affect the resulting PMV and PPD indices to the same extent as the indoor air temperature and the mean radiant temperature.

Simmonds [13] found that traditional design criteria such as dry bulb temperature and operating temperature were not always sufficient, average radiant temperature had a significant effect on comfort results. It follows that at the same air temperature, the biggest difference in the resulting PMV and PPD indices will be created by the mean radiation temperature.

In contrast to individual surface temperatures, the mean radiation temperature takes into account the distance of the assessed point from individual surfaces and their relative size (so-called radiation ratio) and is therefore already tied to a given point in space. In the case of interiors with a uniform surface temperature of the surrounding surfaces, the influence of the assessed place in the space is small, but in the case of interiors with large cold resp. hot surfaces, this effect is substantial and not negligible. The mean radiation temperature will then be completely different in the vicinity and at a greater distance from the cold wall [3].

Operative Temperature

There are generally a number of criteria for assessing thermal comfort. To simplify the evaluation of thermal comfort, a quantity called operative temperature \( t_o \) (°C) is introduced, the only value of which includes the effect of convective heat exchange and the effect of heat transfer by radiation. From a physical point of view, the operative temperature is a quantity that expresses the radiant and convective component of heat sharing between man and the environment. The operative temperature is thus a criterion for evaluating the thermal comfort of the environment. We can express it by the following Equation (1):

\[
t_o = \frac{(h_r \cdot t_{mr} + h_c \cdot t_a)}{(h_r + h_c)},
\]

where:
- \( h_c \)—heat transfer coefficient due to convection
- \( h_r \)—coefficient of heat transfer due to linear radiation
- \( t_a \)—air temperature
- \( t_{mr} \)—mean radiation temperature [14].

However, a more preferred determination of the operating temperature is Equation (2), where the operating temperature is expressed as a function of the mean radiation temperature, the air temperature and the air flow rate:

\[
t_o = \frac{(t_{mr} + (t_a \cdot \sqrt{10 \cdot \nu}))}{(1 + \sqrt{10 \cdot \nu})},
\]
where:

\( v \) — air flow velocity [15].

The previous equation can be simplified, to Equation (3), if the people in the room where the measurement of the operating temperature takes place, resp. thermal comfort, perform light work with metabolic activity in the range of 1.0 to 1.3 MET. At the same time, they must not be exposed to direct sunlight and the air velocity must not exceed 0.1 m\( \cdot \)s\(^{-1} \) [16].

\[
t_o = \frac{(t_a + t_{mr})}{2}, \tag{3}
\]

2. Trends in Indoor Environment Simulation for Heating Systems

In recent years, the development of computational fluid dynamics (CFD) technology, which has made it possible to analyze complex situations when simulating HVAC systems and comparing them with actual data obtained from experiments, has progressed [17].

Myhren et al. [18] used computational fluid dynamics (CFD) simulations to examine the effect of ventilation, vertical temperature gradients, and air velocity levels on the resulting thermal comfort in two office rooms equipped with different space heating and ventilation systems, Figure 1a. CFD simulations were also used by Rohdin et al. [19] for the prediction of the indoor environment in large and complex industrial spaces. Stamou et al. [20] also studied thermal comfort using the CFD model in the Olympic Arena. We also found that CFD simulations are a good solution for determining the thermal comfort in interiors in various research studies [21,22] using CFD simulations of virtual human manikins. According to Myhren and Holmberg, one of the effective ways to optimally design heating and cooling systems is CFD simulation. Using the distribution of air temperatures, air flow rates and mean radiant temperature, we can define the individual parameters of the thermal-humidity microclimate in space and thus also the thermal comfort [23].

![Figure 1. 3D view (a) and floor plan (b) of a simulated office, (A) measurement position, (B) cooling wall/window (heat loss of the room), (C) position of the radiator, (D) uncooled construction.](image)

The CFD simulation described an office measuring 4.8 \( \times \) 2.4 \( \times \) 2.7 m, with insulated walls and a window with a heat transfer coefficient of 1.4 W/m\( \cdot \)K. The temperature behind the cooled structure was set at \(-5\) °C and the air exchange rate was considered to be 0.8/h. Such boundary conditions create a specific heat loss of the building per floor area of approximately 35 W/m\(^2\)\( \cdot \)K. The drawing of the office and the plane at a height of
1.1 m, where the parameters necessary for the expression of the operating temperature were measured, are in Figure 1. Proportions and boundary conditions are based on measurements in the previous project of Olesen et al. [4] and Myhren and Holmberg [23].

Research in the CFD simulation, a stabilized temperature of 22 °C in the living area of the office floor plan was considered. The simulated results of the mean radiation temperature at a height of 1.1 m above the floor and the operating temperature at the same height are shown in Figure 2a–d [23].

![Figure 2](image)

**Figure 2.** (a) medium temperature radiator Mean radiant temperature, (b) floor heating Mean radiant temperature, (c) medium temperature radiator operative temperature, (d) floor heating operative temperature.

Using published simulations of the distribution of the mean radiation temperature and the operating temperature, it is possible to determine the values in the middle of the room and in the middle of the edge walls of the living zone, i.e., at a distance of 0.6 m from the edge walls of the room. These values are compared in the following chapters with experimental measurements in a thermostatic chamber.

3. Experimental Verification of CFD Simulation

To create the same boundary conditions for floor and radiator heating, the measurement was performed in a thermostatic chamber. The individual parameters of the heat-humidity microclimate were measured using a ComfortSense device from Dantec.

3.1. Thermostatic Chamber

The measurement was performed in a thermostatic chamber for testing and evaluating the performance of radiators and convectors according to EN 442 part 2. The length of the chamber is 4 ± 0.02 m, width 4 ± 0.02 m and height 3 ± 0.02 m. The heat loss of the room was created by a cooled wall (marked 2. in Figure 3), formed by a dry radiant system. So we simulate the conditions of a room with one wall behind which is the exterior. The total heat flow to the cooled wall is uniform and therefore in the experiment we cannot accurately replace the different heat flow through the insulated wall and window structures. Behind the remaining walls, ceiling, and floor is a heated interior. The heat loss of the room was 600 W. This value was determined by the flow of heating water in the heating system and
the temperature difference in the supply and return pipes. This represents a similar specific heat loss of the building to a floor area of approximately 35 W/m²·K as in the previous simulation. As a heat source in individual heating systems, either a radiator—radiator or an underfloor heating—wet system is used. The measurement was performed at the five stations indicated in Figure 3, according to the recommendations for measuring the parameters of the thermal-humidity microclimate.

![Thermostatic chamber](image1.png)

**Figure 3.** Thermostatic chamber (a) and Floor plan of the thermostatic chamber (b), (A) measurement position, (B) cooling wall (heat loss of the room), (C) position of the radiator, (D) construction of the thermostatic chamber.

### 3.2. Measuring Device

We used a ComfortSense device from Dantec Dynamics to measure the parameters of the thermal-humidity microclimate in the thermostatic chamber. The measuring elements of the device meet the standards EN 13 182, ISO 7726 and ISO 7730. The device is designed for the development and research of heating cooling and ventilation systems, using multipoint measurement of temperature and air speed [24]. The measuring device with individual measuring members can be seen in Figure 4.

![ComfortSense measuring device](image2.png)

**Figure 4.** ComfortSense measuring device—Dantec [25].

The individual measuring elements of the device were used to measure the air temperature, the air flow rate and the operating temperature, respectively the mean radiant
temperature in the room. The device consists of 3 sensors for measuring the air temperature using a thermocouple K (NiCr-Ni) and a resistance wire for measuring the air flow rate. The ellipsoid-shaped sensor is used to measure the mean radiation temperature. The last sensor is used to measure the relative humidity of the air. The device is equipped with a measuring unit for transforming the analog signal from the measuring elements into a digital output, which is processed in the NImax software. The ranges of measuring elements and their guaranteed accuracy are shown in Table 1.

Table 1. Accuracy of measuring heat-humidity microclimate quantities.

| Measured Parameters | Range to Guarantee the Stated Measurement Inaccuracy | Guaranteed Measurement Inaccuracy |
|---------------------|-----------------------------------------------------|----------------------------------|
| 𝑡ₐ — air temperature | 0–45 °C                                             | ±0.2 °C                          |
| 𝑣 — air flow velocity | 0–1 m·s⁻¹                                          | ±0.02 m·s⁻¹ or ±2%               |
| 𝑡₀ — operative temperature | 10–40 °C                                        | ±0.2 °C                          |

3.3. Methodology

To verify the simulation model with experimental measurements, we compared the values of operative temperature and mean radiant temperature in the models according to Myhren et al. [23] with values obtained from experimental measurements. Individual values were read according to the recommendations for measuring the thermal comfort in the room. That is, in the middle of the floor plan and in the middle of the walls of the living area. The residential zone is 0.6 m away from the perimeter walls of the room. Assigning values to the position in the floor plan of the room in Figure 5 is identical to the designation of the measuring stations in Figure 3. The measurement was performed during a stabilized state in a thermostatic chamber for 2 h, at a set temperature of 22.0 ± 0.1 °C. Other measured values such as room air velocity, mean radiant temperature and relative humidity were also stabilized. The measuring device recorded the actual values every 15 s and, after measuring at each station, evaluated the average stabilized mean radiant temperature and operative temperature. These values were measured at a total heat loss of 600 W, which was formed by wall radiant cooling—dry system. The temperature drop in the dry radiant system was 15/17 °C with a volume flow of 0.26 m³/h. The heat flux density through the cooled wall was 50 W/m². This represents a wall with an area of 12 m² with a heat transfer coefficient of 1.35 W/m²·K, behind which the temperature is −15 °C. In a study published by Myhren, the specific room loss was 35 W/m² [23], which for a room area of 11.52 m² represents a loss of 403.2 W. The study published an outdoor temperature of −5 °C and an air exchange rate of 0.8 h⁻¹. Total heat loss was formed by heat transfer through an insulated wall, heat transfer through a window with a heat transfer coefficient of 1.4 W/m²·K, and heat loss due to room ventilation. When measuring operative temperature and mean radiant temperature and comparing them with the simulation, the same assignment of positions in the floor plan of the rooms was considered, i.e., measuring position 1 is closest to the radiator and position 5 is furthest from it.

Figure 5. Measuring positions for simulated results.
3.4. Results

The measured values show that both mean radiant temperature and operative temperature are lower in both heating systems than considered in the simulation, although in the experiment and in the simulation the room temperature was stabilized at 22.0 °C. This difference can be affected by several factors. Next Table 2 describes the values of the mean radiation temperature and the operating temperature in the simulation of heating systems as well as in their experimental verification. A comparison of the results for the individual measuring positions is shown in Figure 6.

Table 2. Comparison of mean radiation temperature and operative temperature values in simulation and experiment.

| Heating System | Measurement Position | Simulation [°C] | Experiment [°C] | Δtmr [°C] | Δto [°C] |
|----------------|---------------------|----------------|----------------|---------|---------|
|                |                     | tmr | t₀       | tmr | t₀       |         |         |
| Radiator       | 1                   | 23.2 | 22.8    | 20.7 | 21.3    | 2.5     | 1.5     |
|                | 2                   | 22.2 | 22.0    | 20.5 | 21.1    | 1.7     | 0.9     |
|                | 3                   | 22.0 | 22.0    | 20.5 | 21.1    | 1.5     | 0.9     |
|                | 4                   | 22.2 | 22.0    | 20.5 | 21.1    | 1.7     | 0.9     |
|                | 5                   | 22.0 | 22.0    | 20.8 | 21.3    | 1.2     | 0.7     |
| Floor heating  | 1                   | 21.6 | 20.5    | 21.3 | 21.7    | 0.3     | −1.2    |
|                | 2                   | 22.5 | 22.0    | 21.7 | 21.9    | 0.8     | 0.1     |
|                | 3                   | 22.8 | 22.0    | 21.6 | 22.0    | 1.2     | 0.0     |
|                | 4                   | 22.5 | 22.0    | 21.1 | 21.5    | 1.4     | 0.5     |
|                | 5                   | 23.2 | 22.5    | 21.7 | 22.1    | 1.5     | 0.4     |

From the measured data for radiator heating we can evaluate a higher difference between the measured parameters was at the measuring positions from 1.2 to 2.5 °C for mean radiant temperature. The average value in the experiment was 1.7 °C lower than in the simulation. The highest difference can be seen with the radiator in position no. 1. A higher temperature gradient is assumed in the simulation. The experiment showed a lower horizontal temperature gradient between position 1 under the window and position 3 in the middle of the room. This temperature distribution is suitable for ensuring a uniform environment and for preventing local thermal discomfort. A similar comparison can be seen at operative temperature. Here, too, we can see a lower temperature gradient between position 1 under the window and position 3 in the middle of the room than was considered in the simulation. The differences between the experiments ranged from 0.7 °C on the opposite side of the room to 1.5 °C below the room window. The average value in the experiment was 1.0 °C lower than in the simulation.

In floor heating we can see a lower difference between the values in the simulation and in the experiment. The difference between mean radiant temperature ranged from 0.1 °C below the window, position 1, to 1.5 °C at position 5. The average temperature deviation between the individual stations was 1.0 °C. A very low average deviation can be seen at operative temperature. The greatest agreement between the experiment and the simulation was achieved in the middle of the room at position 3. On the contrary, the biggest difference occurred at position 1, where the temperature was considered to be 1.2 °C lower.

The similarity between the experiment and the simulation is more pronounced in floor heating. The course of natural convection is difficult to express through CFD simulation. It often happens that in the simulation of natural convection there is a big difference between the simulated results and the results obtained by experimental measurement. At measuring position 1, the difference between the mean radiant temperature values is minimal. We can deduce that the simulation faithfully described the propagation of the radiant heat component from the heating system. At the same measuring position, the simulation estimated a lower operative temperature, which means that the simulation estimated a higher air flow rate caused by the buoyancy forces of natural convection. In radiator heating, we can see a significantly lower mean radiant temperature, which is related to the higher proportion of convective heat transfer component in this heating system. At
the same required air temperature of 22.0 °C, the average mean radiant temperature is 20.6 °C. The average mean radiant temperature for floor heating was 21.5 °C, which means that the floor heating system can create a better system environment in terms of thermal comfort under the same conditions. This is due to the higher mean radiant temperature and operative temperature. In terms of energy efficiency of heating systems, a difference of 1 °C can create up to a 7–8% increase in operating costs [25]. The simulation also considered a higher horizontal temperature gradient at radiator heating between measuring position 1 and the other positions. In the experiment, this difference was minimal, which we can evaluate positively. The reason may be a lower proportion of natural convection than expected. Modern radiator heating systems use a lower temperature drop, which leads to a lower temperature difference between the surface of the radiator body and the air in the room. The lower temperature gradient reduces the convection rate and there is no uneven overheating in the area of measuring position 1.

![Figure 6. Comparison of parameters from experiment and from simulation.](image)

4. Discussion

Buratti et al. [26] also dealt with the comparison of simulation and experiment in determining thermal comfort in a classroom with a model accuracy of ±2 º 7%. External air temperature and solar radiation on the vertical surface were set as the boundary condition of the simulation. The simulation model was validated with experimental data and it was used for the thermal and velocity profiles. We can see a similar accuracy of the model to experimental measurements in this paper. Liu et al. [27] in his study compared simulation and experimental measurements for energy consumption of buildings due to different local convective heat transfer coefficient. A high agreement of the CFD simulation
and the experiment was also achieved by Aryal et al. [28] in a study on the effect of partition placement in a library room on thermal comfort and PMV index during cooling.

Soleimani-Mohseni et al. [29] investigated the dependence of the operating temperature on other parameters, such as room temperature, energy consumption, outdoor temperature and others, using linear ARX and ANN models with a high degree of compliance. Their research shows a close connection between room temperature, operating temperature and thermal comfort. The close link between operative temperature and mean radiant temperature from thermal comfort and energy consumption for heating and cooling was also investigated by Corgnati S. P. et al. [30].

Kalmar et al. [31] dealt not only with the correlation between operative temperature, thermal comfort and energy consumption for buildings, but also with the influence of room geometry on the resulting operative temperature and mean radiant temperature.

One of the factors that may partially contribute to the different values is the different shape of the simulated and experimental room. However, the most significant effect is the uniform heat flow from the room to the cooled wall in the experiment. In the simulation, different heat fluxes through the insulated wall and through the window were considered. Surprisingly, however, the lower operating temperature in the vicinity of the heating element in the experimental measurement. The simulation indicates an increased mean radiant temperature even though there is a window near the radiator creating a high heat flux from the room. In the experimental measurement behind the radiator, the wall was not cooled and therefore an even higher mean radiation temperature in these spaces was assumed. The resulting value of the mean radiation temperature at position no. 1 in Figure 4, however, indicates that at low and medium-temperature gradients of the radiators, the radiation component is significantly lower than expected and is reported in the scientific articles.

Myhren and Holmberg [23] chose the turbulent k-ε model for their study. This model is proven for simulating temperature profiles and thermal-humidity microclimate in interior spaces and suitably describes the buoyancy forces created by natural convection created by the heating system, this model also requires a combination with the Low-Re model [32]. According to Hashimoto Y. [33], the standard turbulence model k-ε can be used for fully turbulent flow, but is unsuitable for buoyancy forces. Further research by Myhren and Homberg [18] also focused on validating the simulation using experimental measurements in Olesen’s test laboratory. The thermal climate proved to be in good correlation with the measured results in Olesen’s work, but as in our experimental evolution, there was an average deviation of the mean radiation temperature of 1.5 °C from the simulation results. The accuracy of the validation of the results was also compared with the comparison of the results of the CFD simulation and the experiment achieved in similar research projects [5,6].

Similar research has been conducted by Kajiya et al. [34]. The resulting difference in the values measured during the experimental run of the simulation results was 1–2 °C in the area of the body’s center of gravity. A significant difference, up to 5 °C, occurred in the ankle area. For CFD simulation, a validated Low-Re turobell model, k-ε, was used in combination with the SIMPLE method. The buoyancy effect is induced in the momentum equation k-ε. The Boussinesq approximation hypothesis is used for the term buoyancy. Radiation heat transfer is not integrated into the CFD model due to the constant temperature of the surrounding surfaces. As this model faithfully describes the buoyancy forces, the significant temperature difference in underfloor heating could have been caused by low number of elements in the calculation mesh in the ankle area. Chung et al. [35] achieved a high similarity of the parameters of the thermal-humidity microclimate in the simulation and in the experimental measurement in the evaluation of the influence of the mean radiant temperature on the thermal comfort. In the simulation, they considered the two-equation model k-ε and the fluid is assumed to be Newtonian and incompressible. According to Chen et al. [36] is Even with a convergent solution, it is necessary to perform control simulations with a higher number of network-forming elements to ensure high accuracy of the CFD simulation results. To achieve consistent results, according to Chen [37], it is
recommended to verify the results of the model by systematically refining the size of the elements, which is usually achieved by doubling the number of elements, and comparing the two solutions.

5. Conclusions

The evaluation of the measurements points out the differences in the parameters of the thermal microclimate of the space and compares the accuracy of the results of the simulation and experimental measurements. The difference between the values measured in the experiment and the values obtained from the simulation was from 0.4 to 1 °C for floor heating and from 1.0 to 1.7 °C for radiator heating.

An interesting comparison occurs from an economic point of view. In both systems, the indoor air temperature was stabilized at ta = 22 ± 0.1 °C. However, the same indoor air temperature did not guarantee the same operating temperature. This difference is created by the mean radiant temperature, which is higher with underfloor heating. We can therefore say that underfloor heating creates a more comfortable environment in which one feels better at the same air temperature.

The operating temperature simulation for the heating system can capture and describe the thermal microclimate in the heated rooms with acceptable accuracy. The use of CFD simulation is especially suitable for the development of heating systems or for the design of more complicated systems where it is necessary to monitor the temperature profiles, air velocity profiles and parameters of thermal-humidity microclimate. However, it is necessary to choose the boundary conditions to suit even the extreme conditions for which the heating system is normally designed. At the same time, the expected inaccuracy due to the problematic description of natural convection in CFD simulations must be considered.

To increase the accuracy, it is appropriate to consider different correction factors for the description of buoyancy forces in natural convection.
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