Fracture in random quasibrittle media: I. Discrete mesoscale simulations of load capacity and fracture process zone
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Abstract

Numerical simulations of concrete fracture performed with a probabilistic mesoscale discrete model are presented. The model represents a substantial part of material randomness by assigning random locations to the largest aggregates. The remaining part of randomness is introduced by causing material parameters to fluctuate randomly via a homogeneous random field. An extensive numerical study performed with the model considers prisms loaded in uniaxial tension with both fixed and rotating platens, and also beams with and without a notch loaded in three point bending. The results show the nontrivial effect of (i) autocorrelation length and (ii) variance of the random field on the fracture behavior of the model. Statistics of the peak load are presented as well as the size and shape of the fracture process zone at the moment when the maximum load is attained. Local averaging within the fracture process zone and weakest-link are identified as underlying mechanisms explaining the reported results.

The companion paper, Part II [64], introduces an analytical model capable of predicting the distribution of the peak load obtained with the probabilistic discrete model via the simple estimation of extremes of a random field obtained as moving average of local strength.
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1. Introduction

Concrete fracture behavior is strongly influenced by its internal structure consisting of matrix, mineral aggregates and pores. The material's heterogeneity leads to complex inelastic behavior that still poses a challenge from the viewpoint of numerical modeling. Over the past few decades, researchers have developed several approaches that allow computer simulations of concrete inelastic behavior. For the sake of this introduction, we make a distinction between (i) homogeneous and mesoscale models and (ii) continuous and discrete models.

A homogeneous model represents the material at the macroscale without explicit reference to lower scale heterogeneity. The material internal structure (or better the material characteristic length) is phenomenologically introduced in the constitutive relation by some internal length parameters. In contrast, mesoscale models of concrete directly involve individual heterogeneous units, and the material characteristic length arises from the combination of a constitutive relation at mesoscale and explicitly modeled material structure. It should, however, be noted that the mesoscale models also need to phenomenologically represent fracture processes at an even lower scale via the transfer of phenomenological information into the constitutive function by user.

The difference between continuous and discrete models lies in the assumption made regarding the displacement field. In continuous models, the displacement field is assumed to be continuous and described by some smooth functions with free parameters (degrees of freedom). The governing equations are partial differential equations that are typically discretized in their weak form. Discrete models assume the displacement field to be established by rigid body motion of discrete units and their governing equations are algebraic (except time derivatives in time-dependent models). Displacement jumps arise between the rigid units. Discrete models are therefore suitable for modeling localized phenomena such as cracks, though their ability to represent elastic behavior is limited. For example, their discrete nature results in restricted Poisson’s ratio [4, 3] or a boundary layer with different macroscopic elastic properties [18]. On the other hand, crack representation is difficult for continuous models that otherwise can be used advantageously to describe elasticity and smeared inelastic
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effects. Finally, there are models that enrich the continuous displacement field by adding discontinuities, and therefore combine the advantages of both approaches. This group includes cohesive zone \[14, 67\] and extended finite element (XFEM) \[45, 36\] models.

In structural engineering, the most frequently used modeling approach is the *homogeneous continuous* description of material with a continuous displacement field approximated via finite elements. This is because the elastic behavior is of paramount importance and the large dimensions of structural elements do not allow the explicit modelling of the concrete internal structure. In such models, energy dissipation is usually regularized by a mesh-adjusted constitutive relationship – the crack band model \[6\]. In order to prevent spurious localization into one finite element layer, there are also localization limiters such as the nonlocal integral \[33, 81\] or gradient \[54\] models, as well as phase field models \[68\]. All these techniques employ some form of internal length parameter as a user input determining the characteristic length of the missing mesostructure.

For detailed analysis of the fracture process, one can incorporate the mesoscale structure into continuous models directly. Examples of such *mesoscale continuous* models (often employing cohesive elements) are \[71, 70, 53\]. The mesoscale structure can be obtained from X-ray µCT images of real concrete \[32, 60\]. Though these models are probably the most robust, they can only be used to simulate small material volumes due to their excessive computational demands.

The rigid-body based displacement field used in *discrete* models allows a significant reduction to be made in the number of degrees of freedom. Discrete models are also advantageous due to their simpler formulation of the constitutive relation in terms of vectors instead of tensors, the discrete nature of the governing equations, the ability to capture the transition from distributed to localized fracture, and naturally oriented cracks. They can be used as *homogeneous* \[33, 13, 51\] and applied to real size problems \[22, 2\]. The discrete homogeneous models are often referred to as Rigid-Body-Spring Network models. Because the discretization does not correspond to the concrete mesostructure, regularization must be performed to ensure correct energy dissipation. Berton and Bolander \[8\] developed an efficient regularization technique by adjusting the constitutive relation with respect to discretization density.

Scholars typically employ *discrete* models at the *mesoscale*. The most detailed and also most computationally demanding discrete mesoscale models are lattice models \[42, 48, 49\]. The fine discretization into elements is overlaid with realistic mesostructure in order to obtain the information as to whether an element is found wholly within a single aggregate, or within matrix, or if it crosses different phases. Its mechanical properties are then modified accordingly. If dynamic effects or large displacements shall be considered, the discrete element method (DEM) is used \[56, 57\]. These models with detail mesostructure resolution allows to analyze only small material volumes. The authors believe that the optimal balance between robustness and computational complexity is to be found in what are known as lattice-particle models. In such models, ideally rigid discrete blocks represent the stiff mineral aggregates and the displacement jumps account for the deformation of the soft matrix (or the interfacial transition zone) that lies in between \[72, 34\]. The well-known model of this type is the LDPM developed by Gianluca Cusatis and his collaborators \[15, 16\] and used also by other authors \[54, 20\]. Though the material volume analyzed by discrete mesoscale models can be relatively large, application to structural elements is still challenging because of the large computational cost. There are several techniques available to reduce the computational complexity such as coarse graining \[37\], adaptivity \[17, 44\] and low dimensional approximation \[10\].

Mesoscale discrete models are now being used to study the size effect on the fracture process zone in notched and unnotched three point bending tests performed on concrete beams \[27, 7\]. Fracture process zones obtained from randomized discrete mesoscale models have also been studied and compared with those obtained using nonlocal models \[26\], and further used for the calibration of nonlocal models \[66\]. Similarly, damage distributions obtained from 3D lattice analyses with properties dictated by overlaid CT-scans of aggregates have been studied \[69\]. The cracking processes obtained using discrete models can be compared with acoustic emission data \[29\] with great success, see also \[46\].

Despite the accurate information available about material mesostructure, the mesoscale models are incomplete unless they also include spatial variability in material properties that arises during the production process (mixing, drying, etc.) and service life. These spatial fluctuations are often modeled via random fields in both discrete \[25, 19\] and continuous \[65, 23, 58\] models. Even though there are several possible sources of random fluctuations, it is considered here that all of them can be approximately described by a single homogeneous random field. As argued in \[62, 63\], such a random field introduces its own characteristic length scale provided in the form of its autocorrelation length, denoted \(\ell_p\). The autocorrelation length and the random field variance become model parameters used to compensate for an absence of a more detailed description of random fluctuations in the mesoscale material properties.

We have developed our own in-house simplified version of the LDPM \[17, 19\]. It has been enriched by
adding spatial variability to the material parameters via a homogeneous random field. Our numerical model has been thoroughly described in Eliáš et al. [19], and the present paper can be understood as a continuation of that. Therefore, only limited space is devoted here to a description of the model itself. The interplay between the deterministic internal length, $\ell_d$, (resulting from the characteristic length of the discrete system) and the probabilistic internal length, $\ell_p$, (the autocorrelation length of the random field) is studied with the help of the model. The model is employed to simulate the three point bending of concrete beams with and without a notch, as well as prisms loaded in uniaxial tension with fixed or rotating platens. The applied random fields are generated with various autocorrelation lengths ranging from $\ell_p \to 0$ (independently sampled random variables) up to an infinitely long autocorrelation length $\ell_p \to \infty$, for which the realizations are random constant functions and therefore the whole structure shares the same value in a single realization. The strengths of the beams, and also the fracture process zones where energy dissipation due to cracking takes place, are statistically evaluated with respect to the effect of the autocorrelation length and the variance of the random field.

With the help of the data provided here, the companion paper, Part II [64], builds a novel analytical model capable of delivering the probability distribution function of the peak load.

2. Probabilistic discrete model

The model at hand has two fundamental components. The first one of these is the accurate mechanics, which provides stress redistribution, a transition from distributed to localized cracking and all other features necessary to properly capture the phenomena involved in concrete fracture at the mesoscale level. This also includes the development and propagation of the Fracture Process Zone (FPZ, a region around a crack tip that experiences microcracking). The model is a simplified version of [13]: the full formulation also accounts for confinement effects and includes more free material parameters. Our model is static; the solution proceeds in loading steps of adaptive length, and iterations are performed to achieve static equilibrium at the end of each step.

The location and size of the aggregates are randomly generated by the computer based on a user-supplied sieve curve and the total aggregate volume fraction. The aggregates are simplified to be of spherical shape. The Fuller curve with maximum aggregate diameter 10 mm, minimum aggregate diameter 4 mm and total aggregate volume fraction 80% is used. Starting with the largest aggregates, they are randomly placed within the specimen volume one by one. Each time trial locations are repetitively generated and accepted only after overlapping with previously placed aggregates or specimen boundaries does not occur.

The discrete units of polyhedral shape are obtained by tessellation respecting the layout of the aggregates, each rigid unit contains one aggregate and surrounding matrix. The discrete units are considered ideally rigid with three translational and three rotational degrees of freedom. The rigid body kinematics results in a displacement jump vector on the contacts between them. A constitutive function is defined in space determined by contact normal direction, $N$, and two mutually orthogonal tangential directions $M$ and $L$.

\[
\begin{pmatrix}
  s_N \\
  s_M \\
  s_L
\end{pmatrix} = (1-d)E_0 \begin{pmatrix}
  1 & 0 & 0 \\
  0 & \alpha & 0 \\
  0 & 0 & \alpha
\end{pmatrix} \begin{pmatrix}
  e_N \\
  e_M \\
  e_L
\end{pmatrix}
\]

where $E_0$ and $\alpha$ are two elastic parameters of the model, $s = \text{stress vector}$, $e = \text{strain vector}$ obtained as the displacement jump vector divided by a contact length $l$ (distance between aggregate centers). $d$ is a damage parameter calculated based on equivalent stress, $s_{eq}$, and equivalent strain, $e_{eq}$.

\[
d = 1 - \frac{s_{eq}}{E_0 e_{eq}} \quad \text{where} \quad e_{eq} = \sqrt{\frac{e_N^2}{\alpha}} + \alpha(e_M^2 + e_L^2)
\]

The equivalent stress reads

\[
s_{eq} = \min \left( \frac{(1-d_{prev})E_0e_{eq}}{f_{eq}\exp\left(\frac{K}{f_{eq}}(\chi - \frac{f_{eq}}{E_0})\right)} \right)
\]

The upper expression provides unloading and reloading ($d_{prev}$ is damage from previous time step) while the bottom one accounts for damage evolution. The angled brackets ($\langle \cdot \rangle$) return positive part of $\cdot$, $f_{eq}$ denotes equivalent strength, $K$ is an initial slope of an inelastic part of the stress-strain relation and $\chi$ stores history of straining. These variables depend on direction of the straining $\omega$.

\[
\tan \omega = \frac{e_N}{\sqrt{\alpha(e_M^2 + e_L^2)}}
\]
Pure tension occurs for $\omega = \pi/2$, pure shear for $\omega = 0$.

Let us now focus on predominantly tensile straining direction only since this is the straining mode our simulations experience during inelastic processes. The equivalent strength is defined as

$$f_{eq} = f_t \frac{4.52 \sin \omega - \sqrt{20.0704 \sin^2 \omega + 9 \alpha \cos^2 \omega}}{0.04 \sin^2 \omega - \alpha \cos^2 \omega}$$

with $f_t$ being the tensile strength of the material at mesoscale. The history variable $\chi$ accounting for irreversibility of damage depends on the maximum normal and shear strain throughout the straining history

$$\chi = \sqrt{\max (\epsilon_N^2) + \alpha \max (\epsilon_M^2 + \epsilon_L^2)}$$

Finally, $K$ is obtained using $K_1$ and $K_s$, the initial slopes of the stress-strain diagram in inelastic regime for pure tension and pure shear, respectively

$$K_1 = \frac{2E_0 f_t^2 l}{2E_0 G_t - f_t^2 l} \quad K_s = \frac{18 \alpha E_0 f_t^2 l}{32 \alpha E_0 G_t - 9 f_t^2 l}$$

with $G_t$ being the mesolevel fracture energy in tension. Note that both $K_1$ and $K_s$ are dependent on contact length $l$ to preserve energy dissipation (one localized crack is assumed between each two aggregates).

$$K = -K_t \left[1 - \left(\frac{\omega - \pi/2}{\omega_0 - \pi/2}\right)^n_t\right] \quad \text{where} \quad n_t = \frac{\ln (K_t/(K_t - K_s))}{\ln (1 - 2\omega_0/\pi)}$$

with $\omega_0$ being the straining direction on the boundary between predominantly compressive and tensile-shear failure.

All of these equations are adopted from Cusatis and Cedolin [15] using their recommended relations between remaining inelastic parameters to the governing ones ($f_t$ and $G_t$): $f_s = 3f_t$, $G_s = 16G_t$, $f_c = 16f_t$, $K_c = 0.26E$, $\beta = 1$, $\mu = 0.2$, $n_t = 2$. The confinement is omitted, $\lambda_0 = 0$. Definition of these symbols are not provided here as well as constitutive behavior for predominantly compressive direction, reader is referred to the paper [15]. Details regarding the simplified constitutive formulation are also published in [17].

The numerical model is (apart from the sieve curve and other geometrical data) controlled by four parameters of the constitutive equation at the contacts: (i) the elastic modulus, $E_0$ (ii) the tangential/normal stiffness ratio $\alpha$, (both of which control the elastic behavior); (iii) the mesolevel tensile strength, $f_t$, and (iv) the mesolevel fracture energy in tension, $G_t$, (both of which control the inelastic behavior).

The basic version of the model itself provides a random response due to its random mesostructure: there is randomness in the positions and sizes of the discrete bodies (and thus in the dimensions and orientation of the contacts). However, we will refer to the model without random fluctuations of material parameters as the deterministic model hereinafter, and the mean value and standard deviation of the peak load provided by the deterministic model will be denoted $\mu_t$ and $\delta_t$, respectively.

The second fundamental component is an additional random spatial fluctuation of the material parameters. The combination of the deterministic model with this randomization will be called the probabilistic model, and the corresponding mean and standard deviation of the peak load will be denoted $\mu_p$ and $\delta_p$, respectively.

In the probabilistic model, the two material parameters governing fracture behavior ($f_t$ and $G_t$) are considered to vary randomly in space. In particular, one homogeneous dimensionless random field $h(x)$ is assumed to control the values of both parameters at any position $x$ of the contacts. The cumulative distribution function $F(h)$ of the random field is assumed to be Gaussian with a left Weibullian tail [5, 38]. The mean value is one, $\mu_h = 1$, and the standard deviation, $\delta_h$, is a free parameter to be identified from experiments. The random field is discretized to obtain a set of random variables that represent the field at the centroids of the contact faces. The correlations among all pairs of these variables are dictated by an isotropic correlation structure with a separable squared exponential (correlation) function governed by the second free parameter, the autocorrelation length $\ell_\rho$. A detailed description of the probabilistic model and an efficient method for generating the random field samples can be found in [19].

The additional randomness due to the spatial variability of $h(x)$ is incorporated into the constitutive relation via the modification of the fracture parameters, $f_t$ and $G_t$, that would be associated with the contacts in the deterministic version of the model. Since the inelastic shear parameters ($f_s$ and $G_s$) are just multiplications of the tensile parameters, both shear and tensile fracture behavior actually vary randomly at the same time. Two
alternative methods of varying the fracture energies are explored here. In Alternative I, both the parameters are considered linearly dependent on the random field value

\[ f_t(x) = \bar{f}_t h(x) \quad G_t(x) = \bar{G}_t h(x) \]  

where \( \bar{f}_t \) and \( \bar{G}_t \) stands for the deterministic model parameters. A noticeable feature of this alternative is that the mesoscale Irwin characteristic length at mesoscale, which is constant in the deterministic model, becomes randomly varying in space

\[ l_{ch}(x) = \frac{EG_t(x)}{[f_t(x)]^2} = \frac{EG_t h(x)}{[\bar{f}_t h(x)]^2} = \frac{l_{ch}}{h(x)} \]  

(10)

Even though the alternative with random \( l_{ch}(x) \) might be applied in general, we use the second alternative, in which the characteristic length is kept constant (as originally suggested in [65]).

\[ f_t(x) = \bar{f}_t h(x) \quad G_t(x) = \bar{G}_t [h(x)]^2 \]  

(11)

In this Alternative II, the mesoscale characteristic length at any contact equals the “deterministic” characteristic length

\[ l_{ch}(x) = \frac{EG_t(x)}{[f_t(x)]^2} = \frac{EG_t [h(x)]^2}{\bar{f}_t^2 [h(x)]^2} = \frac{E\bar{G}_t}{\bar{f}_t^2} = l_{ch} = \text{const.} \]  

(12)

Due to the squared value of \( h(x) \) for the random field of fracture energy in Eq. (11), the fracture energies become, on average, slightly higher than the material parameter \( \bar{G}_t \) by a factor \( \mu_{ch}^2 = \delta_h^2 + \mu_h^2 = \delta_h^2 + 1 \). In this paper, it is assumed that \( \delta_h \) varies in range from 0.035 to 0.28 and that therefore the fracture energies in Alternative II are higher by 0.1225% to 7.84% on average compared to those of the deterministic model (or Alternative I). This is considered an insignificant difference that is well compensated by the advantages of having a constant mesoscale characteristic length, i.e. one which is independent of random field \( h(x) \).

Both alternatives are depicted in Fig. 1, where the response of a single contact loaded monotonically in the normal direction is plotted for different values of \( h \). In Alternative I, the deterministic internal length decreases with an increase in \( h \) and the contact becomes more brittle, see Fig. 1 left.

Imagine that a constant value of \( h \) is used to modify the parameters of the whole structure. Such a situation actually corresponds to one extreme case described below – the case of an infinitely large autocorrelation length \( l_{\rho} \to \infty \). In such a case, Alternative II leads to the linear dependence of the structural strength on \( h \), the sequence of events (such as damage evolution, etc.) in the model is exactly the same for any positive value of \( h \). In contrast, the first alternative produces a nonlinear dependence on \( h \) as the redistribution of stress in the mechanical system is affected by \( h \). This is demonstrated in Fig. 1 right, including a linear approximation line for \( \mu_{d} = 26.5h \text{kN} \). This fundamental property of the second alternative, caused by constant mesoscale characteristic length, will later allow us to separate the randomness from the aggregate positions and randomness from the random field for one specific case of infinite autocorrelation length. This is the only reason while we are using alternative II. Apart from this advantage, both alternatives can be equally well applied. The same version of
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**Fig. 1.** Left: the constitutive function in monotonic normal loading for both described alternative methods of fracture energy randomization; right: peak load measured on several models with different mesostructure and with a constant \( h \) value for all contacts.
Fig. 2. Comparison of results of the deterministic and probabilistic models with the experimental data from [28]. The top row shows 10 simulations with the deterministic model with random aggregate layouts, the bottom row shows 24 simulations with the probabilistic model with random aggregate layouts and different random field samples. The left, central and right columns present results of the half-notched, fifth-notched and unnotched specimens, respectively; each graph combines data for four different beam sizes.

fracture energy probabilistic scaling, which keeps $l_{ch}$ constant in space, has recently been used for the dynamic simulation of ceramics [39].

In order to show different randomization techniques and their effect on the results, we included Appendix A, where short study considering different model variants as well as randomization according to alternative I is presented.

3. Identification of material parameters

The material parameters of the mechanical model and its probabilistic extension are partly identified and partly fabricated. The identification is based on an experimental campaign described in [28], which was performed on concrete with a 10 mm maximal aggregate diameter. Beams of different size and notch depth were tested in three point bending. The beams depths were 50, 100, 200 and 400 mm, relative notch depths were 0.5, 0.2 and 0. The number of tested specimens for each case varied from 2 to 5; usually, 3 specimens were tested.

The $\alpha$ parameter is set to 0.24 which provides Poisson’s ratio of about 0.21. The second elastic parameter, the mesoscopic elastic modulus $E_0$, is determined by a trial and error method from the initial elastic part of the experimental response of large beams to be 27 GPa. The mean values of both inelastic parameters, $\bar{f}_t$ and $\bar{G}_t$, are found in automatic optimization using Nelder–Mead (downhill simplex) method. The objective function subjected to optimization is sum of squared relative errors in (i) maximum peak load and (ii) area under load–CMOD curve for three largest sizes (100, 200 and 400 mm) and both notched cases. The unnotched case is omitted as we expected a large effect of randomness in the experimental measurements. The smallest size is omitted because it has too low number of aggregates in the ligament and the model becomes too coarse. Besides, simulations of specimens too small with respect to their sieve curve are largely affected by the boundary layer [18]. The mesoscopic fracture energy and tensile strength were identified to be $\bar{G}_t = 25$ J/m$^2$ and $\bar{f}_t = 2$ MPa, respectively. Comparison of the deterministic model results and the experimental data is shown in Fig. 2 top row. All sizes and notch depths are shown, not only those involved in the optimization process. Results from 10 different random aggregate layouts are plotted, however only one layout was used during calibration. Considering that only two model parameters were subjected to optimization, we see the results as confirmation of model robustness and its validation.

The probabilistic part of the model has four independent parameters to describe the probability density function of $h$, along with one parameter related to spatial correlation: the autocorrelation length, $\ell_p$. The mean value of $h$ must be equal to 1 according to the randomization procedure. The Weibull modulus is assumed to be 24 and the grafting probability $P_{gr} = 10^{-3}$ is chosen (meaning that the values of $h$ that are Weibull-distributed
Table 1. Differences between three experimentally and numerically obtained descriptors. The first column for each descriptor shows the values obtained in experiments [28], the second and third columns show relative differences of numerical results of the deterministic and probabilistic models, respectively.

| α₀ | D mm | num. exp. | mean $P_{\text{max}}$ kN | % | st. dev. $P_{\text{max}}$ kN | % | % | mean $\text{CMOD}_{\text{max}}$ µm | % | % |
|----|------|----------|--------------------------|---|-----------------------------|---|---|---------------------------------|---|---|
| 0.5 | 400  | 3        | 5.2                       | 0.0 | -0.6                       | 0.62 | -82.5 | -20.9                         | 90.6 | 8.5 | 6.4 |
|     | 200  | 5        | 3.0                       | 3.7 | 2.2                        | 0.23 | -81.8 | 16.2                          | 57.9 | 11.4 | 9.8 |
|     | 100  | 2        | 1.7                       | 10.3 | 9.1                        | 0.05 | 5.7   | 288.8                         | 35.7 | 28.0 | 24.0 |
|     | 50   | 3        | 1.0                       | 29.8 | 25.8                       | 0.09 | -49.0 | 45.9                          | 19.3 | 51.3 | 47.7 |
| 0.2 | 400  | 3        | 14.0                      | -10.7 | -11.3                      | 1.02 | -55.3 | -13.3                         | 58.1 | -12.5 | -11.1 |
|     | 200  | 3        | 7.8                       | -4.4 | -3.6                       | 0.41 | -52.9 | 49.4                          | 37.6 | -12.4 | -9.4 |
|     | 100  | 3        | 4.5                       | -0.7 | 0.1                        | 0.16 | 21.5  | 183.4                         | 29.2 | -19.9 | -18.0 |
|     | 50   | 2        | 2.6                       | 9.5  | 8.0                        | 0.15 | 10.6  | 79.3                          | 21.3 | -20.0 | -21.2 |
| 0   | 400  | 2        | 25.2                      | 6.6  | 1.7                        | 0.80 | -43.2 | 201.4                         | 51.0 | 23.4 | 13.9 |
|     | 200  | 3        | 14.5                      | 0.2  | -2.2                       | 0.88 | -54.0 | 70.3                          | 30.2 | 29.8 | 25.0 |
|     | 100  | 3        | 8.1                       | -5.5 | -8.2                       | 0.50 | -42.5 | 50.8                          | 21.2 | 6.9  | 1.5 |
|     | 50   | 2        | 4.8                       | -13.7 | -13.2                      | 0.45 | -67.3 | 2.5                           | 14.9 | -17.3 | -9.0 |

Fig. 3. 2D illustration of the $h(x)$ parameter in the deterministic model and the probabilistic models with autocorrelation lengths $\ell_\rho \in \{0, 25, \infty\}$ mm.

occupy only the far left tail up to a probability $10^{-3}$). We remark that the Weibullian tail has only minor impact as the corresponding values are very rarely featured in samples of random fields. The standard deviation of $h$ is identified from the experimental results on half-notched specimens with depth 200 mm, because 5 samples (the largest number) were tested in this group. A minimization of the difference between the peak load standard deviations from experiments and 24 simulations yields $\delta_h = 0.14$. The autocorrelation length is estimated based on the peak loads of the three largest unnotched specimens. Based on analysis with 24 random simulations, the autocorrelation length is found to be approximately $\ell_\rho = 100$ mm. Fig. 2 bottom row, presents comparison of the experimentally measured data with results of 24 random samples of the calibrated random model for all sizes and notch depths.

Tab. 1 provides relative differences between experiments and simulations using the following descriptors: (i) the average peak load, (ii) the standard deviation of the peak load and (iii) the average CMOD at the peak load (for experiments it is the CMOD at the peak of the average load-CMOD curve). The difference in the average peak load is typically up to 15%, often less then 5%. Only for the smallest half-notched specimens the difference increases up to 30% because the ligament is extremely small (25 mm) compared to the maximum aggregate size (10 mm). The comparison of the standard deviations of the peak loads is in most of the cases impaired by very low numbers of specimens tested (column 3 in Tab. 1). Differences up to 30% appear for the average CMOD, where both the deterministic and probabilistic models exceed experimental data for half-notched and unnotched specimens, but underestimate them for fifth-notched specimens. An exception is again the smallest half-notched specimen with large differences due to poor discretization of the ligament.

The differences in descriptors obtained with the probabilistic model are typically lower compared to those obtained with the deterministic model. Application of the artificial random field compensating for all missing sources of randomness in the model is therefore justified; see also additional arguments presented in Section 2 of the companion paper, Part II [64].

We now use the calibrated model to find out what happens when the autocorrelation length, $\ell_\rho$, and standard deviation, $\delta_h$, of the random field vary. How do these variations affect the maximum load and crack pattern? Is the effect of these two free parameters different for different boundary conditions?
4. Simulated beams and load capacity

We study the interplay between mechanical and probabilistic components by performing sets of simulations of beam responses with various realizations of the random fields. The same actually applies to the deterministic model as the arrangements of the aggregates imply variance in the response characteristics. To estimate the mean value and standard deviation of the load capacity (peak load) and to process the crack patterns, \( N_{\text{sim}} = 100 \) realizations of every model variant are performed. The realizations differ in their random mesolevel arrangements, and additionally in terms of the random field realizations (if used).

The major focus is now on the interaction between two governing material lengths, the autocorrelation length \( \ell_\rho \) that is varied in the numerical study, and the macroscopic characteristic length \( \ell_d \) established naturally in the mesoscale model by the generated model mesostructure and by the application of constitutive relations. The characteristic length is difficult to control explicitly, and therefore we keep the sets of generated mesostructures and constitutive relationships unchanged in most of the studies. The autocorrelation length parameter is easy to modify. Several values of \( \ell_\rho \) ranging from \( \ell_\rho \to 0 \) (which represents a situation with mutually independent random field values) to \( \ell_\rho \to \infty \) (where random values are identical throughout the whole volume for each sample) are considered. For intermediate \( \ell_\rho \), a sample of a random field with a corresponding autocorrelation length and a square exponential covariance function is generated and applied, see Fig. 3.

The second probabilistic parameter subjected to change is the standard deviation (since \( \mu_h = 1 \), it is equivalent to the coefficient of variation) of the random field \( h(x) \). It changes the intensity with which randomness is applied. The basic value approximately identified from experimental data is \( \delta_h = 0.14 \), though three more additional values are considered: \( \delta_h = 0.035 \), \( \delta_h = 0.07 \) and \( \delta_h = 0.28 \).

In total, \( N_{\text{sim}} = 100 \) different mesostructure arrangements are used repetitively for each model version. This means that the \( i \)th simulation of the deterministic model shares the same arrangement with the \( i \)th simulation of all probabilistic models irrespective of autocorrelation length or variance. In the case of a random field with \( 0 < \ell_\rho < \infty \), \( N_{\text{sim}} = 100 \) different random field realizations are generated for each autocorrelation length using \( \delta_h = 0.14 \). These realizations are then rescaled to different standard deviations

\[
[h(x)]_{\delta_h} = 1 + \left[ \frac{h(x)}{0.14} - 1 \right] \delta_h
\]

where \([h(x)]_{\delta_h}\) denotes a realization of a random field with standard deviation \( \delta_h \). The transformation preserves the Gaussian part, but changes the grafting probability and distorts the Weibullian tail. When \( \delta_h > 0.14 \), the Weibullian tail protrudes into negative values and must be trimmed to ensure positive values of \( h(x) \). As noted earlier, the probability of reaching the Weibullian tail is extremely low and therefore the results are not notably affected by such incorrect transformation. In the case of zero autocorrelation length, the random field values \( h(x) \) are drawn for each contact randomly and independently from the grafted distribution with \( \delta_h = 0.14 \) and rescaled according to Eq. 13 if needed. Finally, for an infinite autocorrelation length, all the contacts in one simulation share the same (possibly rescaled) value of \( h \) generated using stratified sampling. The \( i \)th simulation has a value of \( h \) obtained by the inverse probability density function of the distribution \( F_h^{-1} \):

\[
h_i = \frac{F_h^{-1}}{h}((i - 0.5)/N_{\text{sim}}).
\]

4.1. Three point bending simulations

The simulated specimens are concrete beams with or without a central notch loaded in three point bending. The dimensions of the specimen are: depth \( D = 150 \) mm, length \( L = 720 \) mm, span \( S = 600 \) mm and thickness \( b = 40 \) mm. The notched variant has a central notch of length \( a_0 = 75 \) mm (across half of its depth). Only the central part of the beam is represented by the discrete model (450 \( \times \) 120 mm\(^2\) in the unnotched and 150 \( \times \) 85 mm\(^2\) in the notched case); the surrounding material is modeled by linear elastic finite elements in order to reduce computational time. The loading is driven by prescribed displacement at the top midspan of the beam, and the step size is controlled by the crack mouth opening displacement (CMOD). For the notched case, the CMOD is simply measured as the opening across the notch, while in the unnotched case, the openings arising over several short intervals along the bottom central part of the span are measured and the maximum of these is considered to be the CMOD. The beam geometry is shown in Fig. 4ab.

All the simulations are stable, allowing the computation of specimen responses up to complete separation. However, once the crack is long enough and approaches the region discretized by elastic finite elements, the simulation must be terminated. We therefore terminate the calculation as soon as the loading force decreases to one third of the peak load.

From the large number of data generated, we decided to present load–deflection curves of (i) the deterministic model and (ii) probabilistic model using standard deviation \( \delta_h = 0.14 \). Load-deflection curves of the probabilistic
models with different variance are similar. Average responses and bands of width one standard deviation on each side obtained from 100 different simulations are shown in Fig. 5. All the average responses for the notched case are almost identical but the standard deviation of the response depends on the autocorrelation length. Increase in the autocorrelation length leads to increase in the standard deviation of the response. For $\ell_p \rightarrow 0$, the standard deviation is almost identical to what is computed by the deterministic model. In the unnotched case, the autocorrelation length affects also the average response. The probabilistic models yield in some cases significantly lower maximum forces than the deterministic models; see for example $\ell_p = 25$ mm.

Let us now plot only the peak loads calculated using both the deterministic and probabilistic models with all considered standard deviations $\delta_h$. Fig. 6 presents the maximum load from the unnotched beams (on the left hand side) and notched beams (on the right hand side). These data are also listed in Tab. B.2 in the Appendix for convenience.

Similar shapes of strength evolution dependent on the autocorrelation length were published in Syroka-Korol et al. [58, Fig. 20] using a continuous model of notched three point bent beams of variable size.
4.2. Uniaxial tension simulations

The prisms loaded in uniaxial tension are depicted in Fig. 6d. The dimensions are equal to the dimensions of the central part of three point bent unnotched specimens where the discrete model is used: length $S = 450$ mm, depth $D = 120$ mm and thickness $b = 40$ mm. Loading is realized via prescribed displacement. In case of the rigid platens, the degrees of freedom (DoFs) in the $x$ direction of all rigid bodies at the left and right specimen faces are directly prescribed, while the remaining DoFs are unconstrained (except for the restriction of the global rigid body motion). For rotating platens, the DoFs in the $x$ direction at the left and right specimen faces are constrained by prescribed platen displacement and free platen rotation, while the translational DoFs in the perpendicular directions and all rotational DoFs are again unconstrained. The discrete model is applied throughout the whole volume, though the contacts at the left and right specimen faces (those involving rigid bodies with a kinematic boundary condition or kinematic constraint) have purely elastic behavior. Similarly as with unnotched bending, the tensile simulations are controlled by the CMOD, which is taken as the maximum opening calculated over several virtual gauges placed along the beam’s central axis.

The simulations of uniaxial tension are rather unstable, with a strong snap-back. The probabilistic models with reasonable autocorrelation length and higher variances are typically more stable since the position of macrocrack localization is predetermined by the random field. In the remaining cases, the simulation typically
reaches a high number of iterations at the localization point as the position of macrocrack has a number of equally suited candidates. The convergence criteria were often relaxed in order to proceed. Sometimes, the post-localization response could not be obtained with reasonable confidence and therefore the simulation was withdrawn from the results. In total, 100 deterministic and $10 \times 4 \times 100$ (10 autocorrelation lengths and 4 variances) probabilistic simulations were conducted, out of which 64 (1.6%) were removed. The simulations of uniaxial tension were terminated soon after the peak load was reached (at 90% of the peak load), since the postpeak response is less reliable.

The statistical characteristics of the maximum load from all the model variants are presented in Fig. 7. The data are again listed in Tab. B.3 in the Appendix B for the sake of convenience. Note that (generally speaking) the beams with fixed platens are capable of transforming higher loads compared to those with rotating platens, which is in accordance with experimental evidence, e.g. [61, sec. 4.1.3.2]. Additionally, we have also studied prisms with half depth ($D = 60\text{mm}$), which is a configuration with reduced 2D effects related to stress redistribution. Results from these simulations are listed in Tab. B.4 in the Appendix B. The half-depth beams behave similarly to the full-depth beams and we will not comment on them hereafter. They are, however, used in the companion paper, Part II [64].

5. Discussion: load capacity

Before commenting on selected results obtained for particular autocorrelation lengths $\ell_p$, we first present simple ideas about what governs the peak load. The sequence of cracks for an increasing deflection depends on the positions and orientations of the contacts, and on their material parameters. These parameters also include the multipliers – random variables that represent the discretized random field $h(\mathbf{x})$. The loading process involves the redistribution of local forces among the surrounding contacts. Not one, but several contacts within the FPZ need to be at least partially damaged before a macrocrack may propagate. All the contacts within the current FPZ are therefore involved in a certain averaging of their random capacities. The volume of averaging is the volume of the FPZ with a size related to the macroscopic characteristic length, $\ell_d$. Therefore, the weighted average over the volume related to deterministic length is the governing variable determining the structural strength. The second fundamental mechanism determining structural strength is the weakest-link that selects from all possible positions of the FPZ the one with the worst combination of stress and strength.

When $\ell_p \rightarrow \infty$, the effect of the additional variability in probabilistic models is very easy to predict. Due to the selected method for the simultaneous randomization of local $f_t$ and $G_t$ (Alternative II in Eq. (11)), the damage evolution at individual contacts and therefore also the final crack patterns of the probabilistic models are strictly identical to those obtained with the deterministic models (for the same aggregate layouts). The forces at which these events occur are, however, linearly dependent on the value of random variable $h(\mathbf{x}) = h$. There are therefore two independent sources of response variance in the probabilistic model: the variance inherent to the deterministic model and the variance due to random multiplier $h$. Due to this independence, one can simply calculate the mean and standard deviation of the peak load of the probabilistic model ($\mu_{\rho, \infty}$ and $\delta_{\rho, \infty}$) as the product of two independent random variables. One is the random peak load in the deterministic model and the other is the strength multiplier $h$. The mean and standard deviation of the peak load for $\ell_p \rightarrow \infty$ read [24]

$$\mu_{\rho, \infty} = \mu_d \mu_h = \mu_d,$$

$$\delta_{\rho, \infty} = \sqrt{\delta_d^2 \delta_h^2 + \mu_d^2 \delta_h^2 + \delta_d^2 \mu_h^2} = \sqrt{\delta_d^2 \delta_h^2 + \mu_d^2 \delta_h^2 + \delta_d^2 \mu_h^2} \quad (14)$$

where we considered the selected mean of $h$: $\mu_h = 1$. These analytically predicted values are shown in Figs. 9 and 11 on the right hand side of each graph. The horizontal lines correspond relatively well to numerically computed values. The differences are attributed to the solver, which does not scale its nonlinear steps with multiplier $h$ and, in the case of uniaxial tension, to missing simulations deleted because of convergence issues (see the previous section). We conclude that when FPZ size is much lower compared to autocorrelation length ($\ell_d \ll \ell_p$), additional randomness has no effect on the evolution of the fracture process.

At the other extreme when the autocorrelation length $\ell_p \rightarrow 0$, the probabilistic models deliver a mean value and standard deviation for the peak load that are almost identical to those obtained with the deterministic models. This is true for all models - notched and unnotched bending, as well as rotating and fixed tension. The unit-mean random field with basically symmetrical distribution seems to randomly modify the properties of the contacts which are scattered anyway due to their random orientations. This additional randomness averages out within an FPZ of non-negligible size. We conclude that in the case of an extremely short autocorrelation length with respect to the deterministic characteristic length ($\ell_p \ll \ell_d$), randomness has theoretically no effect on the average strength or on its variance. The behavior of the probabilistic model tends towards that of the
random field realization
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Fig. 8. Distribution of energy dissipation within a single computational step at the inter-particle contacts of one realization of the probabilistic model ($\ell_\rho = 25 \text{ mm}$) of a bent beam with and without a notch for two random field standard deviations ($\delta_h \in \{0.035, 0.28\}$).

deterministic model. In our calculations, the finite size of discretization implies that the number of averaged independent variables is finite and not very high. Consequently, the averaging process does not remove randomness completely and a weak effect of the weakest-link type exists: to some extent a weaker spot may be found that leads to a slight decrease in the mean value of the peak load compared to the deterministic model, see Fig. 6 left. This effect is largely restricted in notched bent beams, where the presence of a strong stress concentrator limits the sampling of possible FPZ locations.

The peak load for autocorrelation lengths lying in between zero and infinity is governed by the conflict between the weakest-link and averaging effect. The weakest-link searches for the worst combination of stress and strength. Shorter autocorrelation length implies more strength fluctuations, and thus there is a higher probability of finding weaker regions. On the other hand, the effect of averaging increases with decreasing $\ell_\rho$ and thus “fights” against the weakest-link effect. There is clearly a critical value of $\ell_\rho$ that produces large enough fluctuations and sufficiently mild averaging for the minimum structural strength to be attained. Let us now comment on the four different boundary conditions simulated.

The main difference is between the beam with the stress concentrator (notched bent beam) and the remaining beams. The notch suppresses the weakest-link effect, with the lowest average load capacity being 94.6% of the deterministic strength achieved for $\delta_h = 0.28$ and an $\ell_\rho$ of about 6.25~12.5 mm, see Tab. B.2. It is actually surprising that the weakest-link effect is active since the crack always starts from the notch. Nevertheless, there is apparently still some freedom in the choice of the crack direction and FPZ shape (see the discussion in Section 7). In the unnotched bent beam, the weakest-link domain is restricted to the area around the bottom midspan. The large freedom in FPZ position produces a significantly lower minimum average load capacity: 69.3% of the deterministic strength for $\delta_h = 0.28$. The pronounced weakest-link effect also increases the critical autocorrelation length (18.75~25 mm, see Tab. B.2). Finally, the tensile loading ensures the largest domain for the weakest-link, yet the fixed platens constitutes an additional constraint. Indeed, the minimum average load capacity corresponds to it; for $\delta_h = 0.28$ it is 56.0% or 60.9% of the deterministic peak load for rotating or fixed platens, respectively. The maximized weakest-link effect gives the largest critical autocorrelation length (50~100 mm, see Tab. B.3).

6. Size and shape of the fracture process zone

The fundamental role of the FPZ in the fracture process in quasibrittle materials is now widely accepted. There have been numerous attempts to measure the size and shape of the FPZ experimentally. To name just a few techniques, excellent results are obtained by Moir interferometry [11, 12], digital image correlation [55, 41, 9] and acoustic emission [43, 47, 46, 52] techniques, or their combination [1, 30, 40]. There are also numerical models that attempt to describe the FPZ [26, 21, 7, 59] with results strongly resembling the experimental measurements.

The mesoscale model at hand provides a detailed description of fracture processes. With the help of such a calculation, we shall now proceed with an evaluation of the effect of the autocorrelation length on the size
and shape of the nonlinear zone, and thus the deterministic length $\ell_d$ as well. We analyze the microcracking zone by looking at energy dissipation in loading step $t$ (see Fig. 10). The volume that dissipates energy during this loading step is considered to be the fracture process zone at time $t$.

The energy dissipated at particular contact with contact area $A$ and length $l$ at step $t$ (from time $t-1$ to $t$) is difference between total dissipated energies up to times $t$ and $t-1$

$$\Delta w(t) = w_{\text{dis}}(t) - w_{\text{dis}}(t-1)$$  \hspace{1cm} (16)

The cumulative energy dissipation is calculated as the difference between the total input energy and stored strain energy which, for our model based on damage mechanics, becomes

$$w_{\text{dis}}(t) = Al \int_0^t s^T(t') \dot{e}(t') \, dt' - \frac{Al}{2} s^T(t) e(t) \simeq \frac{Al}{2} \left[ \sum_{o=1}^t (s^{(o)} + s^{(o-1)})^T (e^{(o)} - e^{(o-1)}) - s_{(t)}^T e_{(t)} \right]$$  \hspace{1cm} (17)

where the continuous integration over time is replaced by summation over time steps $o$. Energies dissipated in a simulation $i$ within a chosen step $t$ of the nonlinear solver at a particular contact $j$ with a centroid $c_j$ in discrete models are denoted $\Delta w_{(t,i)}$.

These energy differences are plotted in Fig. 9 for specimens loaded in three point bending; only the discrete models' domains are shown. One simulation number ($i=1$), a single autocorrelation length ($\ell_p = 3/160 \text{ m}$) and two standard deviations ($\delta_h \in \{0.035, 0.28\}$) are chosen for demonstration purposes. The figure shows the $i$th random field realization, which is the same for both variances when normalized by $\delta_h$. The load-deflection curves from individual simulations are plotted in the graph on the left. On the right hand side energies $\Delta w_{(t,i)}$ are depicted in a 3D view for 3 steps – the one in which the maximum load is attained (peak load), the very next one (after peak load) and the step in which the simulation was terminated (at termination).

The random field realization was purposely selected so it does not have a weak spot in the midspan of the unnotched beam. As a consequence, the crack location is moved by a large distance towards the right hand side support for $\delta_h = 0.28$ but remains in the midspan for $\delta_h = 0.035$. The peak force reached by these two models with different $\delta_h$ is similar, as for $\delta_h = 0.28$ it is triggered by weaker material but in a region of lower stress. If the weak spot appears at the midspan, the crack starts there for both $\delta_h$ and a significant difference in peak loads is obtained because a midspan stress region of different strength is decisive. The energy plots of the unnotched beam also show the following typical pattern: in deterministic model or probabilistic models with low $\delta_h$ a large zone of distributed cracking develops before the peak load is reached. After this, the macrocrack immediately localizes, resulting in a steep drop in the loading force, and possibly also in snap-back. In probabilistic models with higher $\delta_h$, one can see several cracks that have already localized before the peak at the position of weak...
spots. One of them later grows while the others close. Also, the drop in the loading force after the load capacity has been reached is not that severe. In notched beams, not much difference can be seen between high and low $\delta_h$.

It seems that for high $\delta_h$, a slightly lower number of contacts dissipate energy and the crack is more localized.

From the viewpoint of the analytical model developed in the companion paper, Part II [64], it is important that for both notched and unnotched bending only one macrocrack is active at the peak load.

Similar observations have been made for prisms loaded in uniaxial tension. Fig. 9 shows results obtained for simulation number $i = 0$. For low $\delta_h$, the cases with both rotating and fixed platens produce a large zone of distributed cracking that suddenly localizes in macrocracks. Surprisingly, this localization often does not appear at the maximum load; it appears later. The beams with fixed platens that restrict rotation usually produce multiple macrocracks. When higher $\delta_h$ is applied, the distributed damage zone is replaced by gradual localization into one (rotating platens) or several (fixed platens) cracks that grow or close as the simulation proceeds.

The observations made with a single simulation are interesting but solid knowledge can only be gained from a statistical evaluation of the result. We will now describe the procedure of processing the spatial distribution of energy dissipation in all $N_{\text{sim}} = 100$ simulations. Due to the relatively small specimen thickness, all the energies dissipated at the contacts in three-dimensional space are projected (lumped) onto the $x$-$y$ plane. We divide this plane into $N_b$ bins of size $3 \times 3$ mm$^2$ and sum all the contact energies $\Delta w_{j}^{(t,i)}$ that spatially pertain to these bins. The total energy dissipated in bin $b$ occupying the region $[x_b]$ is then

$$\Delta W_{b}^{(t,i)} = \sum_{j : c_j \in [x_b]} \Delta w_{j}^{(t,i)} \quad (18)$$

Such an approach has been applied to every single simulation $i \in \{1, \ldots, N_{\text{sim}}\}$. However, in order to obtain statistically relevant data, we attempt to sum the energies across all $N_{\text{sim}}$ simulations. Several problems appear in such a summation:

- The step length is adaptive implying that the step numbers are not synchronized across the simulations $i \in \{1, \ldots, N_{\text{sim}}\}$. The summation is therefore performed not using the same step numbers, but using steps at the same level of relative loading force with respect to the maximum load, $P_{\text{max}}^{(i)}$. The variable $t$ is hereinafter understood to represent the step within which the loading force reached the value $tP_{\text{max}}^{(i)}$ either in the prepeak or postpeak stage.

- The variability in the step length of individual simulations makes the contributions to the energy summation incomparable. The remedy applied is to normalize the energy contribution by total dissipated energy in a chosen step, and therefore each simulation contributes by the unit amount in total. Instead of summing $\Delta W_{b}^{(t,i)}$ directly, the relative values $\Delta \overline{W}_{b}^{(t,i)}$ are used.

$$\Delta \overline{W}_{b}^{(t,i)} = \frac{\Delta W_{b}^{(t,i)}}{\sum_{r=1}^{N_b} \Delta W_{r}^{(t,i)}} \quad (19)$$

- If no stress concentrator is present, the location of the FPZ is random. For unnotched specimens loaded in bending, we have performed horizontal shifts of the coordinate system of individual simulations to obtain overlapping FPZs centered at the location of the macrocracks. The macrocrack locations are detected for each simulation at the last simulation step. The $x$ coordinate of a centroid of dissipated energies $\Delta w_{j}^{(\text{final},i)}$ in the bottom-most layer of depth $25$ mm is found and taken as a central point for shifting the
energy contribution across simulations. In the case of notched beams, no such shifting is necessary as the FPZ has a predetermined position at the notch tip. The summed dissipation densities in the bins are $$R_b^{(t)} = \sum_{j=1}^{N_{\text{sim}}} \Delta W_b^{(t,j)}$$.

For tensile specimens, the crack can finally localize anywhere in the volume. Some shifting (in two directions) combined with flipping is probably possible, but the results seem to be very sensitive to the centralization procedure. We keep the statistical results limited only to the bent specimen as the application of the summation process to the tensile simulations is questionable.

- Finally, after summing all the contributions from all $$N_{\text{sim}}=100$$ simulations for each type of bent specimen, the results are normalized for the second time. All the $$R_b^{(t)}$$ values are divided by their maximum

$$\bar{R}_b^{(t)} = \frac{R_b^{(t)}}{\max R_r^{(t)}}$$ (20)

The original data in the bins did not have any relevant unit, so no information is lost by such normalization. The advantage is that the operation makes the data comparable and easy to display. The maximum value of 1 will be referred to as 100%. The process of energy summation in space and across simulations is schematically shown in Fig. 10.

Fig. 11 presents the evolution of the FPZ for both notched and unnotched bending at different loading levels $$t$$. The FPZs are computed for $$\ell_\rho = 25$$ mm and related to the average load-deflection curves. The red color marks areas with the highest relative energy dissipation density, $$\overline{R}_b$$, while the dark blue color shows bins with less than 1% compared to the maximum. In the unnotched case, one can see the initial widely distributed energy dissipation, its localization at the peak (stage “E”), and its propagation in localized form in the postpeak. The figures are generally similar to those reported from experiments with acoustic emission. The width of the localized FPZ is similar in the notched and unnotched case (note that the snapshots have different length units).

Of particular interest is the FPZ at the peak load as it can identify the material volume responsible for the magnitude of the peak load where the local averaging takes place. The FPZ may allow the identification of the region and the number of contacts that simultaneously (in parallel) contribute to energy dissipation. Such a region is indeed used in the companion paper, Part II [64], for the derivation of an analytical model capable of delivering statistics regarding peak load. We would like to observe the effect of the autocorrelation length and random field variance on the FPZ. The average FPZs at the peak load are computed for different autocorrelation lengths and variances, as well as for the deterministic model. The contours of volumes containing 20, 30 and 45% of the maximum relative energy dissipation density ($$\max R_r^{(\text{peak})} = 1$$) are shown in Figs. 12 and 13.

Fig. 11. Average load-deflection curves and ± standard deviations for notched and unnotched bent beams ($$\ell_\rho = 12.5$$ mm, $$\delta_h = 0.14$$), as well as relative energy dissipation densities visualizing FPZs at different stages of the fracture process.
Fig. 12. The averaged FPZ at the peak load for models of unnotched bent beams with different autocorrelation lengths, $\ell_\rho$, and standard deviations of the random field, $\delta_h$. The rightmost shape and the horizontal lines in the graphs belong to the deterministic simulations.

Though the graphics are not very smooth, indicating that improvement is possible by adding even more simulations, there are clearly some trends emerging. The figures show that the notched case is neither influenced by the autocorrelation length nor the variance of the random field. On the contrary, in the unnotched configuration the size of the FPZ exhibits a mild dependence on both $\ell_\rho$ and $\delta_h$. For the extreme choice $\ell_\rho = \infty$, the FPZ size and shape remain identical to that produced by the deterministic model thanks to the constant mesoscopic characteristic length preserved in Alternative II. In another extreme, $\ell_\rho = 0$, when the contacts obtain an additional independent random multiplier, the averaging within the FPZ is effective enough to average out almost all the spatial variability and the FPZ size and shape again tend to resemble those from the deterministic model. However, the FPZ size tends to increase when the autocorrelation length is around its critical value. This effect is pronounced for greater variances of $h$.

The increase in FPZ depth is attributed to the vertical position of the weak material region. For sufficiently high $\delta_h$, the weak spot appearing above the bottom surface may be decisive and trigger localization. In such a case, the dissipating zone is extended from the weak spot down to the bottom surface, and therefore its depth increases.

There is also a mild increase in width for higher $\delta_h$ around the critical $\ell_\rho$. We expected the opposite effect – as the gradient of the random field increases with $\delta_h$, the FPZ should shrink into the deep valleys of low strength. This phenomenon is indeed seen in individual simulations such as those shown in Figs. 8 and 9. On the other hand, the FPZ in individual simulations becomes more tortuous and inclined. Additionally, when averaging over many of these tortuous FPZ is conducted, the contours of energy dissipation actually widen. The aggregated energy dissipation may create the wrong impression that the FPZ becomes wider with increasing $\delta_h$, when it actually becomes more localized in individual simulations.

The FPZ is in general dictated by (i) the aggregate size distribution (mostly by $d_{\text{max}}$), (ii) the constitutive relation and its parameters, including their possible random spatial fluctuation, and (iii) the boundary conditions. The only difference between unnotched and notched bending (and so between Figs. 12 and 13) is in the boundary conditions. Considering the large difference caused by the presence or absence of a notch, there is
Fig. 13. The averaged FPZ at the peak load for models of notched bent beams with different autocorrelation lengths, $\ell_\rho$, and standard deviations of the random field, $\delta_h$. The rightmost shape and the horizontal lines in the graphs belong to the deterministic simulations.

A surprising similarity in the FPZ size and shape for the deterministic models (Figs. 12 and 13 can be directly compared as they are plotted in the same scale). The bottom wedge in the FPZ from notched simulations is an artefact of the semi-regular placement of aggregates in the vicinity of the notch tip. Appendix A discusses and shows FPZs obtained with models with different macroscopic characteristic lengths and randomization techniques.

7. Macrocrack locations in bending simulations

The analytical model proposed in the companion paper Part II requires approximate knowledge of the size of the domain in which the macrocrack shall be expected. This section attempts to deliver such information based on the results from the discrete mesoscale model. The macrocrack location is identified by the centroid of the instantaneous energy dissipation densities $\Delta w^i_j$ in the terminal step of the simulation. The centroid is computed in strips of 10 mm in depth over the full specimen width and span.

Histograms of the locations along the span from all the bending simulations are plotted in Fig. 14. The top row of the figure shows crack location in the bottom-most strip of the unnotched beams. The probabilistic models have cracks located in wider interval compared to the deterministic model, but larger differences are seen only for high random field variance. The short autocorrelation lengths only provide modest widening of the crack location interval, because (i) the randomness is partly averaged out inside the FPZ, and (ii) the high random field fluctuation provides a high density of weak material spots and the crack initiates in one of them close to the midspan, where there is also a high stress level. The widest interval is found for an autocorrelation length of about 50–100 mm, where the averaging effect is weak and strength fluctuations produce only a few weak material regions that might be quite far from the midspan. The even larger autocorrelation lengths produce a random field with low gradients that cannot create a region of sufficiently weak material far from the midspan to initiate the macrocrack, and thus the crack location interval shrinks.
Fig. 14. Histograms of macrocrack locations along the beam span (location 0 is the midspan) for each autocorrelation length as well as the deterministic model. Top: unnotched bending measured 5 mm above the bottom surface; bottom: notched bending measured 5, 25 and 45 mm above the notch tip.

In notched bending simulations, the crack is forced to propagate from the notch tip. However, the histograms of macrocrack location in strips 5, 25 and 45 mm above the notch tip (the three bottom rows in Fig. 14) get wider with distance from the tip and show that there is still some freedom in the crack inclination. This allows the crack to bypass the strong material regions and to run through the weak ones. The same effects as described for unnotched bending (averaging and the weakest-link effect) are also active in the notched bending model. The widest histograms of crack locations are obtained for autocorrelation lengths of around $\ell_\rho \approx 18.75$ mm. This length is shorter than in the case of the unnotched bending because the stress profile gradients are greater and thus the weakest-link effect is suppressed.

The crack locations in tensile simulations were not processed. The visual comparison suggest they are created uniformly throughout the whole volume. The attempt to confirm this by centroid calculation is spoiled by (i) the frequent appearance of several macrocraks in one simulation, (ii) early termination of the calculation prior to the development of a large macrocrack, and also by (iii) the initiation of the macrocrack at different strips over the specimen depth.

8. Conclusions

A probabilistic mesoscale discrete model is employed to simulate the fracture of concrete specimens loaded in three point bending (with and without a notch) and in uniaxial tension (with fixed and rotating loading platens). The primary focus is on the interaction between the autocorrelation length and the variance of the random field determining spatial fluctuations of material parameters on the one hand, and the characteristic length of the fracture process arising from concrete mesostructure on the other. The statistical evaluation of the simulation campaign is presented in terms of the peak loads and fracture process zones that dissipate energy (experience inelastic processes) at the peak load.

In three point bending simulations with a notch, the average peak load is found to be insensitive to the spatial variability in material parameters. A mild sensitivity only appears in the case of large random field variance. The reason is that the stress concentration is so severe that the crack is forced to propagate from one specific location (the notch tip) and the ability of the spatial material variability to change its location is largely suppressed. However, the standard deviation of the peak load changes with the autocorrelation length due to
averaging of the fluctuations within the FPZ. The size and shape of the FPZ is independent of the applied autocorrelation length or variance of the random field.

In unnotched three point bending simulations, the average peak loads in probabilistic models with both short and long autocorrelation lengths (with respect to characteristic length) are approximately equal to the average maximum load obtained with the deterministic model. For intermediate autocorrelation lengths, the average strengths of the probabilistic model are lower than the average strength of the deterministic model. This drop is pronounced with higher variance of the random field. The minimum of the mean strength occurs when the autocorrelation length is close to the material’s characteristic length. Such an autocorrelation length enables the structure to sample the position of the fracture process zone into the weakest region, but averaging within the fracture process zone is not yet severe enough to filter the randomness out. The standard deviation follows the same trend as in the notched case. The FPZ length increases for greater random field variance and autocorrelation lengths close to the characteristic length, as the decisive weak region may occur further away from the bottom surface.

The uniaxial tensile simulation behaves similarly to the unnotched bending version: the weakest-link effect is even more pronounced, so the downward trend in the load capacity gets emphasized. The model behaves in agreement with experimental observations, which show that the fixed loading platens leads to a slightly higher load capacity compared to the rotating platens. It also typically produces multiple cracks, while the rotating platens leads to a single one. Due to the large variability in crack position and shape, the statistical processing of the FPZ is abandoned for the uniaxial tension.

The companion paper Part II [64] introduces relatively simple yet robust analytical model capable of capturing the presented results both qualitatively and quantitatively.
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Appendix A. Different macroscopic characteristic length and scaling of $G_t$

The choice of the randomization of the model was not based on any experimental evidence. One can easily imagine that the mesoscopic fracture energy and tensile strength are independent or correlated in a different ways. One can also study the effect of randomness on material with different macroscopic characteristic length. In order to include at least some of these situations into our analysis, we decided to run four studies with model where

- the maximum aggregate diameter was increased 1.5 times to become $d_{\text{max}} = 15 \text{ mm}$
- the mesoscopic fracture energy was increased 1.5 times to become $37.5 \text{ J/m}^2$
Fig. A.16. The averaged FPZ at the peak load for models of unnotched bent beams with (i) different randomization procedure (alternative I), (ii) constant \(G_t\) during randomization, (iii) increased mean value of mesoscopic fracture energy \(\bar{G}_t\) and (iv) increased maximum aggregate size \(d_{\max}\). The reference case is the model with randomization alternative II presented in Fig. 12, \(\delta_h = 0.14\) in all the cases.

- the randomization of the model was performed according to alternative I (Eq. 9)
- the fracture energy in the probabilistic model was left constant, equal to \(G_t\)

The first two cases modify the macroscopic characteristic length of the material, while the remaining two cases vary the correlation between \(f_h\) and \(G_t\).

Only simulations with beams loaded in unnotched bending with \(\delta_h = 0.14\) were analyzed. Averages and standard deviations of the maximum load are plotted in Fig. A.15. The results are qualitatively the same as what was observed previously.

Models with increased \(G_t\) exhibit higher peak load thanks to direct enhancement of mesoscale material properties. Increasing maximum aggregate diameter results in decrease of maximum loads because the crack branching and tortuosity is reduced; the main factor is probably reduction in the number of aggregates in the z direction (thickness). Also behavior of the remaining cases, constant \(G_t\) and randomization according to alternative I, can be easily explained. If the weakest-link effect is activated, contacts with random parameter \(h\) below one are predominantly damaged. Therefore, the alternative II with squared \(h\) multiplier of \(\bar{G}_t\) dissipates less energy than alternative I with linear multiplier \(h\). The largest energy dissipation occurs for constant \(G_t\).

The maximum loads from these three models are in this order for intermediate autocorrelation lengths where weakest-link effect takes place.

Fig. A.16 includes selected contours of the energy dissipation. It shows FPZ at the peak load for autocorrelation lengths \(\ell_{\rho} = 12.5\) mm (the lowest peak load) and \(\ell_{\rho} = 25\) mm (the deepest FPZ for alternative II). Both models with different randomization strategy (alternative I and constant \(G_t\)) yields more or less identical size and shape of the FPZ. The model with increased \(G_t\) seems to have slightly deeper FPZ as a consequence of higher cohesive forces acting at the damaged contacts. Also increase of \(d_{\max}\) seems to slightly increase depth of the FPZ. However, the results in the last case of increased \(d_{\max}\) might be corrupted by the averaging procedure that is for this particular case performed on 1.5× enlarged bins in an attempt to obtained comparable results.

Appendix B. The average values and standard deviations of peak loads

References

[1] Syed Yasir Alam, Ahmed Loukili, Frederic Grondin, and Emmanuel Rozière. Use of the digital image correlation and acoustic emission technique to study the effect of structural size on cracking of reinforced concrete. *Engineering Fracture Mechanics*, 143:17–31, 2015. ISSN 0013-7944. doi: 10.1016/j.engfracmech.2015.06.038.

[2] Zahra Amalia, Di Qiao, Hikaru Nakamura, Taito Miura, and Yoshihito Yamamoto. Development of simulation method of concrete cracking behavior and corrosion products movement due to rebar corrosion. *Construction and Building Materials*, 190:560–572, 2018. ISSN 0950-0618. doi: doi.org/10.1016/j.conbuildmat.2018.09.100.

[3] Daisuke Asahina, Kazuhei Aoyagi, Kunhwi Kim, Jens T. Birkholzer, and John E. Bolander. Elastically-homogeneous lattice models of damage in geomaterials. *Computers and Geotechnics*, 81:195 – 206, 2017. ISSN 0266-352X. doi: 10.1016/j.compgeo.2016.08.015.

[4] Richard J. Bathurst and Leo Rothenburg. Micromechanical aspects of isotropic granular assemblies with linear contact interactions. *Journal of Applied Mechanics*, 55(1):17–23, 1988. ISSN 0021-8936. doi: 10.1115/1.3173626.
Table B.2. Mean value and standard deviation estimations of peak loads for probabilistic models of bent unnotched and notched beams. All the values are in percentages [%] of the peak load mean value achieved by the deterministic model, which is \( \mu_d = 5.509 \text{kN} \) for unnotched and \( \mu_d = 1.356 \text{kN} \) for notched beams. The grey cells indicate the critical load capacity for each variance.

| \( \ell_p \) [m] | deter. | \( \mu_d = 100 \% \) (5.509 kN) | \( \delta_d = 4.06 \) | \( \mu_d = 100 \% \) (1.356 kN) | \( \delta_d = 3.93 \) |
|-----------------|--------|-------------------------------|-----------------|-------------------|-----------------|
|                 | \( \delta_h \) = 0.035 | \( \mu_p \) | \( \delta_p \) | \( \mu_p \) | \( \delta_p \) | \( \mu_p \) | \( \delta_p \) | \( \mu_p \) | \( \delta_p \) | \( \mu_p \) | \( \delta_p \) | \( \mu_p \) | \( \delta_p \) |
| 0 \( \leftrightarrow \) | 99.7 | 4.0 | 99.1 | 3.9 | 97.5 | 4.1 | 92.7 | 4.4 | 100.1 | 4.1 | 99.9 | 4.1 | 99.4 | 4.1 | 97.6 | 4.8 |
| 1/160 | 99.4 | 4.0 | 98.1 | 3.9 | 94.1 | 4.6 | 83.9 | 5.4 | 99.9 | 4.2 | 99.8 | 4.7 | 98.7 | 5.9 | 94.6 | 8.0 |
| 2/160 | 98.8 | 4.4 | 96.3 | 4.8 | 89.3 | 5.9 | 74.6 | 8.2 | 100.0 | 4.5 | 99.7 | 5.5 | 98.6 | 7.8 | 95.2 | 12.8 |
| 3/160 | 98.6 | 4.9 | 95.0 | 5.7 | 86.6 | 7.3 | 70.6 | 10.7 | 100.0 | 4.5 | 99.8 | 6.1 | 99.0 | 9.8 | 96.0 | 17.7 |
| 1/40 | 99.0 | 4.3 | 96.1 | 5.4 | 87.6 | 7.8 | 69.3 | 11.8 | 100.0 | 5.0 | 99.8 | 7.0 | 99.0 | 11.4 | 95.8 | 19.8 |
| 1/20 | 99.2 | 4.5 | 97.1 | 6.6 | 90.2 | 12.2 | 72.3 | 21.4 | 100.0 | 4.8 | 100.0 | 7.2 | 99.8 | 12.9 | 98.8 | 25.5 |
| 0.10 | 99.5 | 5.4 | 98.8 | 8.0 | 95.8 | 14.3 | 84.1 | 26.9 | 100.0 | 5.3 | 100.0 | 7.9 | 100.0 | 14.0 | 99.8 | 27.0 |
| 0.15 | 99.7 | 4.8 | 99.2 | 7.4 | 98.3 | 13.8 | 93.7 | 27.0 | 100.0 | 5.1 | 100.0 | 7.7 | 100.1 | 14.0 | 100.0 | 27.3 |
| 0.20 | 99.7 | 5.1 | 99.7 | 7.5 | 99.0 | 13.6 | 95.9 | 26.8 | 100.0 | 5.2 | 100.0 | 7.6 | 100.0 | 13.4 | 100.0 | 25.6 |
| \( \rightarrow \infty \) | 99.9 | 5.3 | 99.9 | 8.0 | 99.9 | 14.4 | 99.8 | 27.8 | 100.0 | 5.2 | 100.0 | 8.0 | 100.0 | 14.3 | 100.1 | 27.8 |

Table B.3. Mean value and standard deviation estimations of peak loads for probabilistic models of uniaxial tension in prisms with a depth of 120 mm with rotating and fixed platens. All the values are in percentages [%] of the peak load mean value achieved by the deterministic model, which is \( \mu_d = 12.77 \text{kN} \) for rotating and \( \mu_d = 12.79 \text{kN} \) for fixed platens. The grey cells indicate the critical load capacity for each variance.

| \( \ell_p \) [m] | deter. | \( \mu_d = 100 \% \) (12.77 kN) | \( \delta_d = 1.19 \) | \( \mu_d = 100 \% \) (12.79 kN) | \( \delta_d = 1.05 \) |
|-----------------|--------|-------------------------------|-----------------|-------------------|-----------------|
|                 | \( \delta_h \) = 0.035 | \( \mu_p \) | \( \delta_p \) | \( \mu_p \) | \( \delta_p \) | \( \mu_p \) | \( \delta_p \) | \( \mu_p \) | \( \delta_p \) | \( \mu_p \) | \( \delta_p \) |
| 0 \( \leftrightarrow \) | 99.9 | 1.2 | 99.5 | 1.3 | 97.6 | 1.5 | 91.9 | 2.0 | 99.8 | 1.2 | 99.3 | 1.4 | 97.7 | 1.5 | 92.3 | 2.0 |
| 1/160 | 99.9 | 1.2 | 98.8 | 1.3 | 95.0 | 1.8 | 83.0 | 3.3 | 99.7 | 1.2 | 98.8 | 1.4 | 95.3 | 1.8 | 83.5 | 3.0 |
| 2/160 | 99.0 | 1.5 | 96.3 | 2.1 | 89.0 | 3.2 | 69.9 | 5.3 | 99.1 | 1.4 | 96.6 | 1.9 | 89.6 | 3.0 | 72.0 | 4.7 |
| 3/160 | 98.4 | 1.7 | 95.1 | 2.5 | 85.8 | 4.3 | 62.4 | 7.4 | 98.7 | 1.5 | 95.6 | 2.1 | 86.8 | 3.7 | 65.8 | 5.9 |
| 1/40 | 98.2 | 1.8 | 94.0 | 2.5 | 83.7 | 4.7 | 59.0 | 9.0 | 98.5 | 1.7 | 94.7 | 2.6 | 85.6 | 4.5 | 63.2 | 7.8 |
| 1/20 | 97.6 | 2.2 | 92.5 | 3.6 | 81.1 | 6.9 | 56.0 | 15.2 | 97.9 | 2.1 | 93.6 | 3.4 | 83.6 | 6.4 | 60.9 | 14.4 |
| 0.10 | 97.1 | 2.8 | 92.7 | 4.9 | 83.4 | 9.2 | 63.4 | 18.2 | 97.8 | 2.6 | 94.0 | 5.0 | 85.8 | 9.3 | 67.7 | 18.4 |
| 0.15 | 98.0 | 2.8 | 94.3 | 5.3 | 86.5 | 10.1 | 70.8 | 19.8 | 98.3 | 2.7 | 95.6 | 5.1 | 89.2 | 9.9 | 75.0 | 19.8 |
| 0.20 | 98.3 | 2.8 | 95.4 | 5.5 | 89.1 | 10.8 | 75.8 | 21.2 | 98.7 | 2.8 | 96.1 | 5.5 | 90.5 | 10.7 | 78.9 | 21.4 |
| \( \rightarrow \infty \) | 99.9 | 3.4 | 100.0 | 6.8 | 99.8 | 13.4 | 99.6 | 27.2 | 100.0 | 3.4 | 100.0 | 6.8 | 100.0 | 13.6 | 99.8 | 27.5 |
Table B.4. Mean value and standard deviation estimations of peak loads for probabilistic models of uniaxial tension in specimens with a depth of 60 mm with rotating and fixed platens. All the values are in percentages [%] of the peak load mean value achieved by the deterministic model, which is $\mu_d = 6.26$ kN for rotating and $\mu_d = 6.28$ kN for fixed platens. The grey cells indicate the critical load capacity for each variance.

| deter. | rotating tension, depth=60 mm | fixed tension, depth=60 mm |
|--------|-------------------------------|----------------------------|
| prob. $\ell_p$ [m] | $\delta_b = 0.035$ | $\delta_b = 0.07$ | $\delta_b = 0.14$ | $\delta_b = 0.28$ | $\delta_b = 0.035$ | $\delta_b = 0.07$ | $\delta_b = 0.14$ | $\delta_b = 0.28$ |
| 0 ← | $\mu_p \delta_p$ | $\mu_p \delta_p$ | $\mu_p \delta_p$ | $\mu_p \delta_p$ | $\mu_p \delta_p$ | $\mu_p \delta_p$ | $\mu_p \delta_p$ | $\mu_p \delta_p$ |
| 1/160 | 99.7 ± 1.9 | 99.0 ± 1.9 | 96.9 ± 2.2 | 90.1 ± 2.5 | 99.8 ± 1.5 | 99.2 ± 1.6 | 97.3 ± 1.9 | 91.1 ± 1.9 |
| 2/160 | 98.6 ± 1.9 | 96.0 ± 2.2 | 87.6 ± 3.8 | 66.0 ± 6.8 | 98.9 ± 1.7 | 96.3 ± 2.2 | 88.9 ± 3.8 | 68.5 ± 5.7 |
| 3/160 | 98.1 ± 2.1 | 94.3 ± 3.2 | 83.6 ± 5.2 | 58.2 ± 9.0 | 98.6 ± 2.1 | 94.9 ± 3.0 | 85.2 ± 5.0 | 62.1 ± 8.4 |
| 1/40 | 97.6 ± 2.5 | 92.6 ± 3.7 | 80.8 ± 6.2 | 54.0 ± 11.8 | 98.1 ± 2.1 | 93.5 ± 3.6 | 82.7 ± 5.8 | 58.3 ± 11.0 |
| 1/20 | 96.9 ± 2.6 | 91.6 ± 4.4 | 79.8 ± 8.1 | 55.2 ± 16.1 | 97.2 ± 2.7 | 92.7 ± 4.4 | 82.3 ± 8.0 | 59.3 ± 16.2 |
| 0.10 | 97.0 ± 3.0 | 92.9 ± 5.2 | 83.9 ± 9.9 | 64.6 ± 19.3 | 97.6 ± 3.2 | 93.6 ± 5.3 | 85.5 ± 10.0 | 67.8 ± 19.5 |
| 0.15 | 98.1 ± 2.6 | 95.2 ± 4.8 | 87.9 ± 9.6 | 73.0 ± 19.8 | 98.2 ± 2.7 | 95.2 ± 4.8 | 89.3 ± 9.8 | 75.9 ± 19.9 |
| 0.20 | 98.4 ± 3.2 | 95.7 ± 5.1 | 89.5 ± 10.1 | 77.1 ± 21.1 | 98.7 ± 3.0 | 96.3 ± 5.2 | 90.8 ± 10.2 | 78.9 ± 20.6 |
| $\rightarrow \infty$ | 99.9 ± 4.0 | 99.9 ± 7.2 | 99.9 ± 14.0 | 99.5 ± 27.6 | 100.0 ± 3.9 | 100.0 ± 7.1 | 100.1 ± 14.0 | 100.0 ± 27.6 |

[5] Zdeněk P. Bažant and Sze-Dai Pang. Activation energy based extreme value statistics and size effect in brittle and quasibrittle fracture. *Journal of the Mechanics and Physics of Solids*, 55(1):91–131, 2007. ISSN 0022-5096. doi: 10.1016/j.jmps.2006.05.007.

[6] Zdeněk P. Bažant and Byung Hwan Oh. Crack band theory for fracture of concrete. *Matériaux et Construction*, 16(3):155–177, 1983. ISSN 1871-6873. doi: 10.1007/BF02486267.

[7] Nathan Benkemoun, Philippe Poullain, Hayder Al-Khazraji, Marta Choinska, and Abdelhafid Khelidj. Meso-scale investigation of failure in the tensile splitting test: Size effect and fracture energy analysis. *Engineering Fracture Mechanics*, 168:242–259, 2016. ISSN 0013-7944. doi: 10.1016/j.engfracmech.2016.09.005.

[8] Stefano Berton and John E. Bolander. Crack band model of fracture in irregular lattices. *Computer Methods in Applied Mechanics and Engineering*, 195(52):7172–7181, 2006. ISSN 0958-9465. doi: 10.1016/j.cma.2005.04.020.

[9] Sonali Bhowmik and Sonalisa Ray. An experimental approach for characterization of fracture process zone in concrete. *Engineering Fracture Mechanics*, 211:401–419, 2019. ISSN 0013-7944. doi: 10.1016/j.engfracmech.2019.02.026.

[10] Chiara Ceccato, Xinwei Zhou, Daniele Pelessone, and Gianluca Cusatis. Proper Orthogonal Decomposition Framework for the Explicit Solution of Discrete Systems With Softening Response. *Journal of Applied Mechanics*, 85(5), 2018. ISSN 0021-8936. doi: 10.1115/1.4038967. 051004.

[11] Luigi Cedolin, Sandro Dei Poli, and Ivo Iori. Experimental determination of the fracture process zone in concrete. *Cement and Concrete Research*, 13(4):557–567, 1983. ISSN 0008-8846. doi: 10.1016/0008-8846(83)90015-7.

[12] Luigi Cedolin, Sandro Dei Poli, and Ivo Iori. Tensile behavior of concrete. *Journal of Engineering Mechanics*, 113(3):431–449, 1987. doi: 10.1061/(ASCE)0733-9399(1987)113:3(431).

[13] Sofianos Christos and Vlasis Koumousis. Plane stress problems using hysteretic rigid body spring network models. *Computational Particle Mechanics*, 4:429–439, 2016. doi: 10.1007/s40571-016-0128-1.

[14] Hui-Ru Cui, Hai-Yang Li, and Zhi-Bin Shen. Cohesive zone model for mode-i fracture with viscoelastic-sensitivity. *Engineering Fracture Mechanics*, 221:106578, 2019. ISSN 0013-7944. doi: 10.1016/j.engfracmech.2019.106578.

[15] Gianluca Cusatis and Luigi Cedolin. Two-scale study of concrete fracturing behavior. *Engineering Fracture Mechanics*, 74(1-2):3–17, 2007. ISSN 0013-7944. doi: 10.1016/j.engfracmech.2006.01.021.

[16] Gianluca Cusatis, Daniele Pelessone, and Andrea Mencarelli. Lattice discrete particle model (LDPM) for failure behavior of concrete. I: Theory. *Cement & Concrete Composites*, 33(9):881–890, 2011. ISSN 0958-9465. doi: 10.1016/j.cemconcomp.2011.02.011.
Jan Eliáš. Adaptive technique for discrete models of fracture. International Journal of Solids and Structures, 100-101:376–387, 2016. ISSN 0020-7683. doi: 10.1016/j.ijsolstr.2016.09.008.

Jan Eliáš. Boundary layer effect on behavior of discrete models. Materials, 10:157, 2017. ISSN 1996-1944. doi: 10.3390/ma10020157.

Jan Eliáš, Miroslav Vořechovský, Jan Skoček, and Zdeněk P. Bažant. Stochastic discrete meso-scale simulations of concrete fracture: comparison to experimental data. Engineering Fracture Mechanics, 135:1–16, 2015. ISSN 0013-7944. doi: 10.1016/j.engfracmech.2015.01.004.

Alessandro Fascetti, John E. Bolander, and Nicola Nisticó. Lattice discrete particle modeling of concrete under compressive loading: Multiscale experimental approach for parameter determination. Journal of Engineering Mechanics, 144(8):04018058, 2018. doi: 10.1061/(ASCE)EM.1943-7889.0001480.

Petr Frantík, Václav Veselý, and Zbyněk Keršíner. Parallelization of lattice modelling for estimation of fracture process zone extent in cementitious composites. Advances in Engineering Software, 60-61:48–57, 2013. ISSN 0965-9978. doi: 10.1016/j.advengsoft.2012.11.020. CIVIL-COMP: Parallel, Distributed, Grid and Cloud Computing.

Yasar Hanifi Gedik, Hikaru Nakamura, Yoshihito Yamamoto, Naonori Ueda, and Minoru Kunieda. Effect of stirrups on the shear failure mechanism of deep beams. Journal of Advanced Concrete Technology, 10:14–30, 2012. doi: 10.3151/jact.10.14.

Manolis Georgioudakis, George Stefanou, and Manolis Papadrakakis. Stochastic failure analysis of structures with softening materials. Engineering Structures, 61:13–21, 2014. ISSN 0141-0296. doi: 10.1016/j.engstruct.2014.01.002.

Leo A. Goodman. On the exact variance of products. Journal of the American Statistical Association, 55(292):708–713, 1960. doi: 10.1080/01621459.1960.10483369.

Peter Grassl and Zdeněk P. Bažant. Random lattice-particle simulation of statistical size effect in quasi-brittle structures failing at crack initiation. Journal of Engineering Mechanics - ASCE, 135:85–92, 2009. ISSN 0733-9399. doi: 10.1061/(ASCE)0733-9399(2009)135:2(85).

Peter Grassl and Milan Jirásek. Meso-scale approach to modelling the fracture process zone of concrete subjected to uniaxial tension. International Journal of Solids and Structures, 47(7):957–968, 2010. ISSN 0020-7683. doi: 10.1016/j.ijsolstr.2009.12.010.

Peter Grassl, David Grégoire, Laura Rojas Solano, and Gilles Pijaudier-Cabot. Meso-scale modelling of the size effect on the fracture process zone of concrete. International Journal of Solids and Structures, 49(13):1818–1827, 2012. ISSN 0020-7683. doi: 10.1016/j.ijsolstr.2012.03.023.

David Grégoire, Laura B. Rojas-Solano, and Gilles Pijaudier-Cabot. Failure and size effect for notched and unnotched concrete beams. International Journal for Numerical and Analytical Methods in Geomechanics, 37(10):1434–1452, 2013. ISSN 1096-9853. doi: 10.1002/nag.2180.

David Grégoire, Laura Verdon, Vincent Lefort, Peter Grassl, Jacqueline Saliba, Jean-Pierre Regoin, Ahmed Loukili, and Gilles Pijaudier-Cabot. Meso-scale analysis of failure in quasi-brittle materials: comparison between lattice model and acoustic emission data. International Journal for Numerical and Analytical Methods in Geomechanics, 39(15):1639–1664, 2015. ISSN 1096-9853. doi: 10.1002/nag.2363.

Menghuan Guo, Syed Yasir Alam, Ahmed Zakarya Bendimerad, Frédéric Grondin, Emmanuel Rozière, and Ahmed Loukili. Fracture process zone characteristics and identification of the micro-fracture phases in recycled concrete. Engineering Fracture Mechanics, 181:101–115, 2017. ISSN 0013-7944. doi: 10.1016/j.engfracmech.2017.07.004.

Petr Havlásek, Peter Grassl, and Milan Jirásek. Analysis of size effect on strength of quasi-brittle materials using integral-type nonlocal models. Engineering Fracture Mechanics, 157:72–85, 2016. ISSN 0013-7944. doi: 10.1016/j.engfracmech.2016.02.029.

Yujie Huang, Zhenjun Yang, Wenyuan Ren, Guohua Liu, and Chuanzeng Zhang. 3D meso-scale fracture modelling and validation of concrete based on in-situ X-ray Computed Tomography images using damage plasticity model. International Journal of Solids and Structures, 67-68:340–352, 2015. ISSN 0020-7683. doi: 10.1016/j.ijsolstr.2015.05.002.

Young Kwang Hwang, John E. Bolander, and Yun Mook Lim. Evaluation of dynamic tensile strength of concrete using lattice-based simulations of spalling tests. International Journal of Fracture, 221:191–209, 2020. ISSN 0376-9429. doi: org/10.1007/s10704-020-00422-w.
[34] Adnan Ibrahimbegovic and Arnaud Delaplace. Microscale and mesoscale discrete models for dynamic fracture of structures built of brittle material. *Computers & Structures*, 81(12):1255–1265, 2003. ISSN 0045-7949. doi: 10.1016/S0045-7949(03)00040-3. Advanced Computational Models and Techniques in Dynamics.

[35] Milan Jirásek. Nonlocal models for damage and fracture: Comparison of approaches. *International Journal of Solids and Structures*, 35(31):4133–4145, 1998. ISSN 0020-7683. doi: 10.1016/S0020-7683(97)00306-5.

[36] Manish Kumar, Indra Vir Singh, B.K. Mishra, Shaahnavaz Ahmad, A. Venugopal Ramana Rao, and Vikas Kumar. Mixed mode crack growth in elasto-creeping solids using XFEM. *Engineering Fracture Mechanics*, 199:489–517, 2018. ISSN 0013-7944. doi: 10.1016/j.engfracmech.2018.05.014.

[37] Erol Lale, Roozbeh Rezakhani, Mohammed Alnaggar, and Gianluca Cusatis. Homogenization coarse graining (HCG) of the lattice discrete particle model (LDPM) for the analysis of reinforced concrete structures. *Engineering Fracture Mechanics*, 197:259–277, 2018. ISSN 0013-7944. doi: 10.1016/j.engfracmech.2018.04.043.

[38] Jia-Liang Le, Zdeněk P. Bažant, and Martin Z. Bazant. Unified nano-mechanics based probabilistic theory of quasibrittle and brittle structures: I. strength, static crack growth, lifetime and scaling. *Journal of the Mechanics and Physics of Solids*, 59(7):1291–1321, 2011. ISSN 0022-5096. doi: 10.1016/j.jmps.2011.03.002.

[39] Jia-Liang Le, Jan Eliáš, Anna Gorgogianni, Joshua Vievering, and Josef Kveton. Rate-dependent scaling of dynamic tensile strength of quasibrittle structures. *Journal of Applied Mechanics - ASME*, 85(2):021003–1–12, 2018. ISSN 0021-8936. doi: 10.1115/1.4038496.

[40] Shengtao Li, Xiangqian Fan, Xudong Chen, Saisai Liu, and Yuzhu Guo. Development of fracture process zone in full-graded dam concrete under three-point bending by dic and acoustic emission. *Engineering Fracture Mechanics*, 230:106972, 2020. ISSN 0013-7944. doi: 10.1016/j.engfracmech.2020.106972.

[41] Qing Lin, Huina Yuan, Luigi Biolzi, and Joseph F. Labuz. Opening and mixed mode fracture processes in a quasi-brittle material via digital imaging. *Engineering Fracture Mechanics*, 131:176–193, 2014. ISSN 0013-7944. doi: 10.1016/j.engfracmech.2014.07.028.

[42] Mladena Luković, Branko Savija, Erik Schlangen, Guang Ye, and Klaas van Breugel. A 3D lattice modelling study of drying shrinkage damage in concrete repair systems. *Materials*, 9:575, 2016. ISSN 1996-1944. doi: 10.3390/ma9070575.

[43] Hirozoh Mihashi and Noriaki Nomura. Correlation between characteristics of fracture process zone and tension-softening properties of concrete. *Nuclear Engineering and Design*, 165(3):359–376, 1996. ISSN 0029-5493. doi: 10.1016/0029-5493(96)01205-8.

[44] Karel Mikeš and Milan Jirásek. Quasicontinuum method extended to irregular lattices. *Computers & Structures*, 192:50–70, 2017. ISSN 0045-7949. doi: 10.1016/j.compstruc.2017.07.002.

[45] Nicolas Moës, John Dolbow, and Ted Belytschko. A finite element method for crack growth without remeshing. *International Journal for Numerical Methods in Engineering*, 46(1):131–150, 1999. doi: 10.1002/(SICI)1097-0207(19990110)46:1<131::AID-NME726>3.0.CO;2-J.

[46] Sundareshan Muralidhara, B.K. Raghu Prasad, Hamid Eskandari, and Bhushan Lal Karihaloo. Fracture process zone size and true fracture energy of concrete using acoustic emission. *Construction and Building Materials*, 24(4):479–486, 2010. ISSN 0950-0618. doi: 10.1016/j.conbuildmat.2009.10.014.

[47] Koji Otsuka and Hidehumi Date. Fracture process zone in concrete tension specimen. *Engineering Fracture Mechanics*, 65(2):111–131, 2000. ISSN 0013-7944. doi: 10.1016/S0013-7944(99)00113-3.

[48] Yaming Pan, Armando Prado, Rocío Porras, Omar M. Hafez, and John E. Bolander. Lattice modeling of early-age behavior of structural concrete. *Materials*, 10:231, 2017. ISSN 1996-1944. doi: 10.3390/ma10030231.

[49] Zichao Pan, Rujin Ma, Dalei Wang, and Airong Chen. A review of lattice type model in fracture mechanics: theory, applications, and perspectives. *Engineering Fracture Mechanics*, 190:382–409, 2018. ISSN 0013-7944. doi: 10.1016/j.engfracmech.2017.12.037.

[50] Ron H.J. Peerlings, René de Borst, Marcel Brekelmans, and Marc G.D. Geers. Gradient-enhanced damage modelling of concrete fracture. *Mechanics of Cohesive-frictional Materials*, 3(4):323–342, 1998. ISSN 1099-1484. doi: 10.1002/(SICI)1099-1484(19981010)3:4<323::AID-CFM51>3.0.CO;2-Z.

[51] Leandro L. Rasmussen, Márcio M. de Farias, and André P. de Assis. Extended rigid body spring network method for the simulation of brittle rocks. *Computers and Geotechnics*, 99:31–41, 2018. ISSN 0266-352X. doi: 10.1016/j.compgeo.2018.02.021.
[52] Darui Ren, Baoguo Liu, Shaojie Chen, Dawei Yin, Mingyuan Yu, Hao Liu, and Lei Wu. Visualization of acoustic emission monitoring of fracture process zone evolution of mortar and concrete beams under three-point bending. *Construction and Building Materials*, 249:118712, 2020. ISSN 0950-0618. doi: 10.1016/j.conbuildmat.2020.118712.

[53] Eduardo A. Rodrigues, Osvaldo L. Manzoli, and Luis A.G. Bitencourt. 3D concurrent multiscale model for crack propagation in concrete. *Computer Methods in Applied Mechanics and Engineering*, 361:112813, 2020. ISSN 0045-7825. doi: 10.1016/j.cma.2019.112813.

[54] Gili Sherzer, Peng Gao, Erik Schlangen, Guang Ye, and Erez Gal. Upscaling cement paste microstructure to obtain the fracture, shear, and elastic concrete mechanical LDPM parameters. *Materials*, 10(3):242, 2017. ISSN 1996-1944. doi: 10.3390/ma10030242.

[55] Łukasz Skarżyński, Ewelina Syroka-Korol, and Jacek Tejchman. Measurements and calculations of the width of the fracture process zones on the surface of notched concrete beams. *Strain*, 47:e319–e332, 2011. ISSN 1475-1305. doi: 10.1111/j.1475-1305.2008.00605.x.

[56] Łukasz Skarżyński, Michał Nitka, and Jacek Tejchman. Modelling of concrete fracture at aggregate level using FEM and DEM based on X-ray µCT images of internal structure. *Engineering Fracture Mechanics*, 147:13–35, 2015. ISSN 0013-7944. doi: 10.1016/j.engfracmech.2015.08.010.

[57] Jan Suchorzewski, Jacek Tejchman, and Michał Nitka. Discrete element method simulations of fracture in concrete under uniaxial compression based on its real internal structure. *International Journal of Damage Mechanics*, 27(4): 578-607, 2018. doi: 10.1177/1475-1305.2017.00605.x.

[58] Ewelina Syroka-Korol, Jacek Tejchman, and Zenon Mróz. FE investigations of the effect of fluctuating local tensile strength on coupled energetic-statistical size effect in concrete beams. *Engineering Structures*, 103:239–259, 2015. ISSN 0141-0296. doi: 10.1016/j.engstruct.2015.09.011.

[59] Ali Tarokh, Roman Y. Makhnenko, Ali Fakhimi, and Joseph F. Labuz. Scaling of the fracture process zone in rock. *International Journal of Fracture*, 204(2):191–204, 2017. ISSN 1573-2673. doi: 10.1007/s10704-016-0172-0.

[60] Wojciech Traśniński, Jacek Tejchman, and Jerzy Bobiński. A three-dimensional meso-scale modelling of concrete fracture, based on cohesive elements and X-ray βCT images. *Engineering Fracture Mechanics*, 189:27–50, 2018. ISSN 0013-7944. doi: 10.1016/j.engfracmech.2017.10.003.

[61] Jan G. M. van Mier. *Fracture processes of concrete*. CRC Press, 1996. ISBN 0-8493-9123-7.

[62] Miroslav Vořechovský. Interplay of size effects in concrete specimens under tension studied via computational stochastic fracture mechanics. *International Journal of Solids and Structures*, 44(9):2715–2731, 2007. ISSN 0020-7683. doi: 10.1016/j.ijsolstr.2006.08.019.

[63] Miroslav Vořechovský. Incorporation of statistical length scale into Weibull strength theory for composites. *Composites Structures*, 92(9):2027–2034, 2010. ISSN 0263-8223. doi: 10.1016/j.compstruct.2009.11.025.

[64] Miroslav Vořechovský and Jan Eliáš. Fracture in random quasibrittle media: II. Analytical model based on extremes of averaging process. *Engineering Fracture Mechanics*, X:X–X, 2019. ISSN 0013-7944. doi: X.

[65] Miroslav Vořechovský and Václav Sadilek. Computational modeling of size effects in concrete specimens under uniaxial tension. *International Journal of Fracture*, 154(1-2):27–49, 2008. ISSN 0376-9429. doi: 10.1007/s10704-009-9316-9.

[66] Dimitrios Xenos, David Grégoire, Stéphane Morel, and Peter Grassl. Calibration of nonlocal models for tensile fracture in quasi-brittle heterogeneous materials. *Journal of the Mechanics and Physics of Solids*, 82:48–60, 2015. ISSN 0022-5096. doi: 10.1016/j.jmps.2015.05.019.

[67] Jing Xue and Kedar Kirane. Strength size effect and post-peak softening in textile composites analyzed by cohesive zone and crack band models. *Engineering Fracture Mechanics*, 212:106–122, 2019. ISSN 0013-7944. doi: 10.1016/j.engfracmech.2019.03.025.

[68] Zhen-Jun Yang, Bei-Bei Li, and Jian-Ying Wu. X-ray computed tomography images based phase-field modeling of mesoscopic failure in concrete. *Engineering Fracture Mechanics*, 208:151–170, 2019. ISSN 0013-7944. doi: 10.1016/j.engfracmech.2019.01.005.

[69] Hongzhi Zhang, Yidong Gan, Yading Xu, Shizhe Zhang, Erik Schlangen, and Branko Šavija. Experimentally informed fracture modelling of interfacial transition zone at micro-scale. *Cement and Concrete Composites*, 104:103383, 2019. ISSN 0958-9465. doi: 10.1016/j.cemconcomp.2019.103383.
[70] Yuhang Zhang, Qingqing Chen, Zhiyong Wang, Jie Zhang, Zhihua Wang, and Zhiqiang Li. 3D mesoscale fracture analysis of concrete under complex loading. *Engineering Fracture Mechanics*, 220:106646, 2019. ISSN 0013-7944. doi: 10.1016/j.engfracmech.2019.106646.

[71] Rongxin Zhou and Han-Mei Chen. Mesoscopic investigation of size effect in notched concrete beams: The role of fracture process zone. *Engineering Fracture Mechanics*, 212:136–152, 2019. ISSN 0013-7944. doi: 10.1016/j.engfracmech.2019.03.028.

[72] Aleksander Zubelewicz and Zdeněk P. Bažant. Interface element modeling of fracture in aggregate composites. *J. Eng. Mech. - ASCE*, 113(11):1619–1630, 1987. ISSN 0733-9399. doi: 10.1061/(ASCE)0733-9399(1987)113:11(1619).