Surface states and positron annihilation spectroscopy: results and prospects from a first-principles approach
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Abstract. The trapping of positrons at the surface of a material can be exploited to study quite selectively the surface properties of the latter by means of positron annihilation spectroscopy techniques. To support these, it is desirable to be able to theoretically predict the existence of such positronic surface states and to describe their annihilation characteristics with core or valence surface electrons in a reliable way. Here, we build on the well-developed first-principles techniques for the study of positrons in bulk solids as well as on previous models for surfaces, and investigate two schemes that can improve the theoretical description of the interaction of positrons with surfaces. One is based on supplementing the local-density correlation potential with the corrugated image potential at the surface, and the other is based on the weighted-density approximation to correlation. We discuss our results for topological insulators, graphene layers, and quantum dots, with emphasis on the information that can be directly related to experiment. We also discuss some open theoretical problems that should be addressed by future research.

Surface phenomena play a fundamental role in determining the properties of materials of great current interest. Prominent examples are topological insulators and nanostructured systems, such as quantum dots and graphene layers. To study these systems it is preferable to use a technique capable of probing the surface of a material with as little interference from the bulk as possible. Indeed, if the information collected can be ascribed to the response of the surface alone, it can provide deeper and unambiguous insight into the properties of the material studied. Advanced positron annihilation spectroscopy (PAS) techniques are nearly ideally suited for this purpose. Positrons can get trapped at the surface of a material via, e.g., diffusion or Auger Mediated Positron Sticking (AMPS) [1, 2]. In such a case, the radiation following annihilation will contain quite direct information on the surface electronic properties, structure and/or composition [2–4].

To disentangle the information that experiments collect, it would be advantageous to count on theoretical information in various respects. First, it would be useful to know whether a surface can support positronic surface states, and what their binding energies would be. Furthermore, details about annihilation characteristics, such as lifetimes and annihilation probabilities with core and valence electrons, would be of great value. First-principles methods offer the most reliable tools for this purpose. To apply these, however, we face the challenge of describing
properly electron-positron correlations in the surface region. Indeed, while quite reliable approximations to electron-positron correlation for studies in the bulk exist [5], this is not the case for surfaces. The image form of the correlation potential in the vacuum away from the surface is not reproduced by the current approximations, and the appropriate form of electron-positron correlation in the low electron density region at the surface is difficult to model. Although this has been recognised early on [1, 5, 6], a completely satisfactory solution has not been found so far.

The present work is performed in the zero positron density limit of the well-known two-component electron-positron density functional theory [1, 5, 7]. In this limit the positron does not perturb the electron density. We thus calculate the latter following a standard ab initio method. For this we use the VASP ab initio package [8, 9], using the projector-augmented-wave (PAW) method [10] and the Perdew-Burke-Ernzerhof (PBE) functional [11]. We take into account spin-orbit coupling. The density thus obtained is used to calculate the electron-positron correlation potential in the Kohn-Sham hamiltonian for the positron. The Kohn-Sham equations corresponding to the positron are then solved using the Doppler/MIKA package [12].

To model electron-positron correlation at the surface we follow two different approaches, applying them to well-studied systems, as mentioned above. Our first approach consists in using the local-density (LDA) form of the correlation in the bulk region, and supplement it with the corrugated mirror, or image potential, model in the surface region [13]. Specifically, if \( z \) is the coordinate perpendicular to the surface, the correlation potential is

\[
v_{\text{corr}}(\mathbf{r}) = \begin{cases} 
  v_{\text{e-p}}^{\text{LDA}}(\mathbf{r}), & z \leq z_0 \\
  \max(v_{\text{im}}(\mathbf{r}), v_{\text{e-p}}^{\text{LDA}}(\mathbf{r})), & z > z_0.
\end{cases}
\]  

(1)

Here, the corrugated image potential is given by

\[
v_{\text{im}}(\mathbf{r}) = -\frac{e}{4(z_{\text{eff}}(\mathbf{r}) - z_0)},
\]

(2)

with \( z_0 \) the image potential reference plane and

\[
z_{\text{eff}}(\mathbf{r}) = \int_{z_0}^{\infty} dz \, z \, \delta(n_e(\mathbf{r}) - \langle n_e \rangle(z)),
\]

(3)

with \( n_e \) the electronic density and the brackets indicating its average over the unit cell in planes parallel to the surface. We applied this model to Bi\(_2\)Te\(_2\)Se, a well-known topological insulator. A fuller account of our results will be published elsewhere [14]. Here we focus on the existence of a surface state and on some of the information it can yield. We model the system with a four quintuple-layer slab perpendicular to the [111] direction (rhombohedral unit cell), exposing its Te-terminated surface, as in experiment [15]. To give an idea of the potential seen by the positron near the surface, in Fig. 1(a) we plot the average of the potential, over planes parallel to the surface, within the unit cell. One can see that the correlation potential has an incorrect behaviour away from the surface, and deviates sharply from the image potential. The latter is also shown. The total potential shown is the image-potential corrected potential as defined in Eq. (1). The solution of the Kohn-Sham equations results in a positron groundstate residing in the potential well at the surface, with a binding energy \( E_b = 2.69 \) eV. The experimental binding energy can be deduced as follows. In AMPS measurements, the maximum kinetic energy of the emitted Auger electrons is related to the incident positron energy, \( E_p \), and the positron binding energy by \( E_{\text{max}} = E_p + E_b - \phi_e \), with \( \phi_e \) the electron work function. Experiment shows that the incident positron threshold energy for Auger electron emission is 1.8 eV [14], i.e., \( E_p + E_b - \phi_e = 0 \). On the other hand, the positron binding energy is related to the
Figure 1. (a) Potential seen by the positron at the surface of Bi$_2$Te$_2$Se. The total potential results from replacing the LDA correlation potential away from the surface by the image potential, as in Eq. (1). (b) The LCW maps over the (2D) Brillouin zone of Bi$_2$Te$_2$Se, for the electronic chemical potentials indicated in the plots. The break a the Fermi momenta clearly reveals the small circular Fermi surfaces (dotted circles). (c) Magnetisation components for states around the Fermi surface (between $E_F$ and $E_F + 0.2$ eV). The leftmost plot shows the total amplitude of the LCW map. The other plots show the components indicated. (Figs. 1(b) and 1(c) adapted with permission from Ref. 14. Copyrighted by the American Physical Society.)

positronium thermal activation energy, $E_a$, by $E_b = E_a - \phi_e + 6.8$ eV [16]. Given that $E_a$ has been measured to be 0.4 eV [14,17], the experimental value of $E_b$ is found to be 2.7 eV, showing excellent agreement between theory and experiment. We consider now the possible information that the annihilation of such a state can deliver. In Bi$_2$Te$_2$Se, the Fermi level is just above the Dirac point (and can actually be tuned by alloying with Sb), so the Fermi surface consists of a relatively small circle around the $\Gamma$ point [15]. Since the positron is at the surface and the Dirac cone in Bi$_2$Te$_2$Se arises from electronic surface states, two-dimensional angular correlation of annihilation radiation (2D-ACAR) measurements can be expected to detect the Fermi surface. In Fig. 1(b) we show the calculated Lock-Crisp-West (LCW) maps [18] for two different values of the electronic chemical potential, namely at the undoped material Fermi energy value, and 0.2 eV above it. The Fermi surface is indicated by the dotted line. We note that the drop in intensity at the Fermi momenta is 5%-7%, so should be clearly observable in experiment. Indeed, the drop is much larger than the 1% in the case of the Nd$_{2-x}$Ce$_x$CuO$_{4-\delta}$, in which 2D-ACAR has been successfully applied to map the Fermi surface [19] and, moreover, the momentum resolution of current 2D-ACAR spectrometers is sufficiently high [20]. A further feature of the Dirac cone that is important, but difficult to observe experimentally, is the spin texture associated with the hexagonal warping [21,22]. We can extract the signal from the Dirac cone in the vicinity of the Fermi surface by taking the difference of the LCW maps at $\mu = E_F + 0.2$ eV and $\mu = E_F$. The magnetisation components of the momentum density from the Dirac cone should be observable using spin-polarised positron beams. The calculated magnetisation components in the region delimited by the two chemical potentials mentioned are shown in Fig. 1(c). These clearly show (i) the hexagonal warping as momenta move away from the Fermi surface, (ii) that the in-plane ($xOy$) magnetisation rotates (clockwise) with momentum, and (iii) that there is an out-of-plane
the electron-positron correlation potential can be written

\[ v_{e-p}(r_p) = -\frac{1}{2} \int dr_\epsilon \frac{\Delta n_e(r_\epsilon | r_p)}{|r_\epsilon - r_p|}. \]  

(4)

with the screening cloud given by \( \Delta n_e(r_\epsilon | r_p) = n_e(r_\epsilon)[g_{n_e}(r_\epsilon r_p) - 1] \), where \( g_{n_e} \) is the electron positron pair correlation function (a functional of the electron density and dependent on the electron and positron coordinates) [26]. In the LDA approximation,

\[ \Delta n_e^{\text{LDA}}(r_\epsilon | r_p) = n_e(r_p)[g_{n_e}(r_p)(|r_p - r_\epsilon|) - 1], \]  

(5)

i.e., the pair correlation function is given the form it has for a positron in a homogeneous electron gas (\( n_e \) is evaluated at the position of the positron only and the pair correlation function depends on the distance between electron and positron). In the WDA, the screening cloud is written

\[ \Delta n_e^{\text{WDA}}(r_\epsilon | r_p) = n_e(r_\epsilon)[g_{n_e}(r_p)(|r_p - r_\epsilon|) - 1]. \]  

(6)

Here, the \( n_e \) is evaluated at the position \( r_\epsilon \). In contrast with the LDA, the screening cloud depends non-locally on the electron density. The pair correlation has the same form as in the LDA, but it depends on an effective, or “weighted” density, obeying to the sum rule

\[ \int dr_\epsilon \Delta n_e^{\text{WDA}}(r_\epsilon | r_p) = 1. \]  

(7)

We first applied this approach to our Bi\(_2\)Te\(_2\)Se, and CdSe and PbSe surfaces. In the first case, the WDA and the LDA+corrugated image potential surface states are nearly the same. Our preliminary results in the case of CdSe and PbSe, on the other hand, show a stronger difference. In particular, the positron state in PbSe is clearly located on the vacuum side of the slab, instead of between the first and second layer of the material (which is the case in the LDA+corrugated image potential approach). In the case of CdSe, the positron surface state is similarly pushed further away from the surface. We note, however, that these systems are more complicated than layered systems like Bi\(_2\)Te\(_2\)Se in that surface relaxation is stronger and therefore more difficult to describe accurately and compare with experiment. In the case of Bi\(_2\)Te\(_2\)Se, experiments are carried out on nearly perfect surfaces, so comparison with calculations is more straightforward. In the case of the nanocrystals, it might be necessary to take into account the effect of the
Figure 2. (a) Illustration of a VVV PAES process. A positron creates a hole in the valence band at energy $\epsilon_h$. An electron with energy $\epsilon_1$ recombines with the hole, transferring the energy difference to an electron of energy $\epsilon_2$ that might escape if its final energy is above the vacuum level, $\epsilon_0$. Plots (b) and (c) show the calculated and measured Auger spectra, respectively, showing remarkable overall agreement.

We further applied this approach to determine whether a nanofilm of graphene sustains a positron surface state and, if so, to calculate its wavefunction. This is another layered system of great interest because recent experiments by Weiss and co-workers strongly suggest that in their positron-annihilation Auger-electron spectroscopy (PAES) measurements they have observed VVV processes, i.e., Auger processes involving solely valence states (in contrast to standard Auger spectroscopy, where the initial hole is at a core state) [27]. The process is illustrated in Fig. 2(a). Given the positron surface state wavefunction, the rate at which it annihilates with a valence electron with energy $\epsilon_h$ (thus creating an initial hole there) is readily given by

$$\lambda(\epsilon_h) = \frac{1}{\Omega_{BZ}} \sum_i \int_{\Omega_{BZ}} d\mathbf{k} \lambda_i(\mathbf{k}) f(\epsilon_i(\mathbf{k})) \delta(\epsilon_h - \epsilon_i(\mathbf{k})), \quad (8)$$

with $f$ the Fermi distribution and the annihilation rate with an electron in band $i$ and momentum $\mathbf{k}$ given as usual by $\lambda_i(\mathbf{k}) = \pi r_e^2 c \int d\mathbf{r} |\psi_{i,k}(\mathbf{r})|^2 |\psi_p(\mathbf{r})|^2 \gamma(n_e(\mathbf{r}))$, where $\psi_p$ denotes the positron wavefunction and $\gamma$ the enhancement factor [1, 5]. Following the work of Hagstrum on Auger processes [28], the Auger spectrum in our case is given by

$$A(\epsilon) = \int d\epsilon_h \, d\epsilon_1 \, d\epsilon_2 \lambda(\epsilon_h) D_v(\epsilon_1) \Theta(\epsilon_1 - \epsilon_h) D_v(\epsilon_2) D_c(\epsilon_0 + \epsilon) P(\epsilon_2, \epsilon) \delta((\epsilon_1 - \epsilon_h) + (\epsilon_2 - \epsilon_0 - \epsilon)). \quad (9)$$

Here $D_v$ and $D_c$ denote the valence and conduction bands densities of states, $\epsilon_0$ is the vacuum level energy, and $P(\epsilon_2, \epsilon) = [1 - \sqrt{(\epsilon_0 - \epsilon_2)/(\epsilon_0 + \epsilon - \epsilon_2)}/2]$ is the electron “escape function” [28]. The calculations were done for a graphene layer. Fig. 2(b) shows the calculated Auger spectrum, while Fig. 2(c) shows one of various preliminary experimental results. The common feature in ligands [3, 4] in our calculations. Further research is necessary to verify our results and to obtain lifetimes and other annihilation characteristics.
experiment is a dominant peak around 4 eV, in striking coincidence with experiment. Further
details will be presented in a forthcoming publication. The main purpose here is to show the
usefulness of first-principles calculations and the power of PAS techniques.
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