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Abstract. We will introduce an $N$-filtration on the negative part of a quantum group of type $A_n$, such that the associated graded algebra is a $q$-commutative polynomial algebra. This filtration is given in terms of the representation theory of quivers, by realizing the quantum group as the Hall algebra of a quiver. We show that the induced associated graded module of any simple finite-dimensional module (of type 1) is isomorphic to a quotient of this polynomial algebra by a monomial ideal, and we provide a monomial basis for this associated graded module.

This construction can be viewed as a quantum analog of the classical PBW framework, and in fact, by considering the classical limit, this basis is the monomial basis provided by Feigin, Littelmann and the second author in the classical setup.

Introduction

PBW filtration - revisited. Let $g$ be a simple Lie algebra with Cartan decomposition $g = n^+ \oplus h \oplus n^-$ and simple roots $\Pi = \{\alpha_1, \alpha_2, \ldots, \alpha_n\}$. By setting the degree of any non-zero element of $n^-$ to 1, and considering the induced filtration of $U(n^-)$, it follows from the PBW theorem that the associated graded algebra is isomorphic to $S(n^-)$, the polynomial algebra of the vector space $n^-$. If one fixes for any simple, finite-dimensional module $V$ a highest weight vector, then this PBW filtration induces a filtration on $V$, such that the associated graded module is a $N$-graded $S(n^-)$-module.

This framework of PBW filtrations has been introduced in [15], and various aspects of this construction have been studied in recent times. It gained a lot of attention due to its connection to different subjects such as degenerations of flag varieties [13], toric degenerations of flag varieties [17], Newton-Okounkov bodies [17], poset polytopes [1, 20], quiver Grassmannians [7, 8], Schubert varieties [5, 9, 10, 21], graded characters [3, 11], non-symmetric Macdonald polynomials [11, 19], to name but a few.

The annihilating ideal of $V^\omega(\lambda)$ as a quotient of $S(n^-)$ has been provided for $g = \mathfrak{sl}_{n+1}$ [15], $g = \mathfrak{sp}_{2n}$ [16] and cominuscule weights in other types [4]. Moreover, a monomial basis was provided, parametrized by lattice points of a normal polytope $P(\lambda).

We should point out that the annihilating ideal of $V^\omega(\lambda)$ is not monomial in general, so the basis is obtained by actually choosing a homogeneous total order on monomials in $S(n^-)$. This order provides an $N^N$-filtration ($N = \dim n^-$) and an induced graded module $V^\ell(\lambda)$. This is again an $S(n^-)$-module and by construction, its annihilating ideal is monomial.

Suppose that $g = \mathfrak{sl}_{n+1}$. We provide a new grading of the root vectors in $n^-$, hence of the generators of $S(n^-)$, as follows:

\[
\deg(f_{\alpha_i + \ldots + \alpha_j}) = (j - i + 1)(n - j + 1).
\]

This endows $U(n^-)$ with the structure of an $N$-filtered algebra, whose associated graded algebra is again isomorphic to $S(n^-)$. We denote the induced associated graded module of the simple module $V(\lambda)$ by $V^F(\lambda)$. The first main result of this paper is
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Theorem A. Let $g = \mathfrak{sl}_{n+1}$ and $\lambda$ a dominant integral weight, then:

1. The lattice points in $P(\lambda)$ parametrize also a monomial basis of $V^F(\lambda)$.
2. The annihilating ideal of $V^F(\lambda)$ is monomial.

So instead of considering a homogeneous total order, we adjust the $\mathbb{N}$-grading on root vectors, to obtain an $\mathbb{N}$-graded module with the same monomial basis, whose annihilating ideal is also monomial. So we are loosing less structure than in the totally ordered case but still gain the nice property of having a monomial ideal.

The first part in the theorem seems to be the same as the main theorem in [15], but they are essentially different: in the original PBW filtration (loc. cit.), a particular total order is fixed in the very beginning to select elements in $S(\lambda)$ from $V(\lambda)$; when the new filtration is under consideration, an $\mathbb{N}$-filtration suffices.

Our main goal was a different one: We wanted to introduce and study a PBW filtration and the corresponding degenerations for quantum groups.

Quantum groups. Analogous to the classical setup, a PBW filtration for quantum groups should be an $\mathbb{N}$-filtration of $U_q(\mathfrak{n}^-)$ such that the associated graded algebra is isomorphic to $S_q(\mathfrak{n}^-)$, the $q$-commutative polynomial algebra on the vector space $\mathfrak{n}^-$. Here $U_q(g)$ is the Drinfeld-Jimbo quantum group associated to a simple Lie algebra $g$ and $U_q(\mathfrak{n}^-)$ is its negative part. For any reduced decomposition of $w_0$, the longest element in the Weyl group $W$ of $g$, Lusztig [25] constructed a family of quantum PBW root vectors $F_{\beta} \in U_q(\mathfrak{n}^-)$ parametrized by $\Delta_+$, such that an analogue of the PBW theorem holds for $U_q(\mathfrak{n}^-)$.

But if one tries to construct the PBW filtration, requiring the quantum PBW root vectors $F_{\beta}$ to be of degree 1, this fails to give an $\mathbb{N}$-filtration on $U_q(\mathfrak{n}^-)$ (counter-examples are provided in Section 1.7).

Our first task is to seek for an $\mathbb{N}$-filtration on $U_q(\mathfrak{n}^-)$ such that the associated graded algebra is $S_q(\mathfrak{n}^-)$. When the Lie algebra $\mathfrak{n}^-$ is of type $A$, $D$ or $E$, such a filtration can be derived using Hall algebras.

Filtration arising from Hall algebras. A choice of an orientation of a simply-laced Dynkin diagram determines a quiver with its associated category of representations. The negative part of the corresponding quantized enveloping algebra can be realized as the Hall algebra of the quiver, which is defined in purely representation theoretic terms.

This Hall algebra approach to quantum groups defines a parametrization of the element $F_{[M]}$ of a PBW type basis of $U_q(\mathfrak{n}^-)$ by isomorphism classes $[M]$ of finite dimensional representation of $Q$, and the multiplication of basis elements is described in terms of short exact sequences between representations. An $\mathbb{N}$-valued degree function $\deg F_{[M]}$ can thus be viewed as a function on isomorphism classes of representations, also denoted by $\deg[M]$.

This opens up a way to study modified PBW filtrations and their defining degree functions in representation-theoretic terms. We give a representation-theoretic characterization of all degree functions such that the associated graded algebras are $q$-commutative polynomial algebras, which naturally leads to the canonical degree function studied in this paper:

Theorem B. A degree function on representations as above induces an $\mathbb{N}$-filtration on $U_q(\mathfrak{n}^-)$ with associated graded algebra isomorphic to a $q$-commutative polynomial algebra $S_q(\mathfrak{n}^-)$ if and only if it is of the form $\deg[M] = \dim \text{Hom}(V, M)$, for a representation $V$ of $Q$ containing all non-projective and all simple projective indecomposable representations of $Q$ as a direct summand.

This theorem is proved using basic methods of Auslander-Reiten theory.
Application to $\mathfrak{sl}_{n+1}$. We apply this construction to the case where $\mathfrak{g}$ is the Lie algebra $\mathfrak{sl}_{n+1}$, and fix a reduced decomposition of $w_0$. For $F_{\alpha_1+\cdots+\alpha_j} \in U_q(n^-)$, a quantum PBW root vector corresponding to the fixed reduced decomposition of $w_0$, we define $\deg(F_{\alpha_1+\cdots+\alpha_j}) = (j - i + 1)(n - j + 1)$. The degree function considered here then canonically arises from the representation $V$ containing one copy of each indecomposable representation of $Q$ as a direct summand (see Definition 3). Hence Theorem B applies and the algebra $\mathfrak{g}$ is filtered, such that the associated graded algebra is a $q$-commutative polynomial algebra $S_q(n^-)$ on $n^-$. For a dominant weight $\lambda$, let $V_q(\lambda)$ be the finite dimensional (type 1) irreducible representation of $U_q(\mathfrak{g})$ of highest weight $\lambda$ and $v_\lambda$ be a highest weight vector. The associated graded $S_q(n^-)$-module will be denoted by $V_q^F(\lambda)$ with annihilating ideal $I_q^F(\lambda) \subset S_q(n^-)$. We obtain a quantum version of Theorem A:

**Theorem C.** For a dominant weight $\lambda$,

1. $\{F^s v_\lambda \mid s \in S(\lambda)\}$ forms a basis of $V_q^F(\lambda)$, where $S(\lambda)$ is the set of integral points in $P(\lambda)$, and $F^s = F^{s_1}_{\beta_1} F^{s_2}_{\beta_2} \cdots F^{s_N}_{\beta_N}$ for $s = (s_1, s_2, \cdots, s_N) \in S(\lambda)$;
2. $I_q^F(\lambda)$ is a monomial ideal.

The theorem follows from specializing the statements to the classical case and using Theorem A.

The paper is organized as follows: In Section 1 we recall the PBW filtration, introduce the new grading and show that with respect to this new grading, the annihilating ideal is monomial. In Section 2 we give the necessary definitions for quantum groups and explain the formerly known degree functions. In Section 3 the new grading is motivated by considerations in Hall algebras, while the Theorem C is proved in Section 4.

1. PBW filtrations

A basic reference on Lie algebras is [23].

1.1. Background. Let $\mathfrak{g}$ be the Lie algebra $\mathfrak{sl}_{n+1}$ of traceless matrices over $\mathbb{C}$. Fix a Cartan decomposition $\mathfrak{g} = \mathfrak{n}^+ \oplus \mathfrak{h} \oplus \mathfrak{n}^-$ and a set of simple roots $\Pi = \{\alpha_1, \cdots, \alpha_n\}$ of $\mathfrak{g}$. The positive roots of $\mathfrak{g}$ are then of the form $\Delta_+ = \{\alpha_{i,j} := \alpha_i + \cdots + \alpha_j \mid 1 \leq i \leq j \leq n\}$. Let $\varpi_i$, $i = 1, \cdots, n$ be the fundamental weights, $P$ be the weight lattice and $P_+ = \sum_{i=1}^n \mathbb{N}\varpi_i$ be the set of dominant weights. For a dominant integral weight $\lambda = m_1 \varpi_1 + m_2 \varpi_2 + \cdots + m_n \varpi_n \in P_+$, let $V(\lambda)$ be the finite dimensional irreducible representation of $\mathfrak{g}$ of highest weight $\lambda$.

1.2. Original PBW filtration. We recall here the PBW filtration on $U(n^-)$ and finite dimensional simple $\mathfrak{sl}_{n+1}$-modules. For this, we define (following [15]) a filtration

$$U(n^-)_s := \text{span}_{\mathbb{C}} \{x_{i_1} \cdots x_{i_\ell} \mid x_{i_j} \in \mathfrak{n}^-, \ell \leq s\}.$$

With this filtration, $U(n^-)$ is a filtered algebra and by the PBW theorem, the associated graded algebra is $S(n^-)$. We may also view $S(n^-)$ as the universal enveloping algebra of $n^{-,a}$, the abelian Lie algebra on the vector space $n^-$. Let $V(\lambda)$ be a simple $\mathfrak{sl}_{n+1}$-module and $v_\lambda$ a highest weight vector. We have an induced filtration

$$V(\lambda)_s := U(n^-)_s \cdot v_\lambda.$$

The associated graded module is by construction an $n^{-,a}$-module denoted $V^a(\lambda)$. There is a bigger Lie algebra acting on $V^a(\lambda)$, namely $\mathfrak{g}^a := \mathfrak{n}^+ \oplus \mathfrak{h} \oplus \mathfrak{n}^{-,a}$, where the action of $\mathfrak{n}^+ \oplus \mathfrak{h}$ on
n^{-\alpha} is obtained via the adjoint action of $\mathfrak{sl}_{n+1}$. With this we can state the following theorem, due to [15]:

**Theorem 1.** For $\lambda \in \mathcal{P}_+$, as an $S(n^-)$-module,

$$V^\alpha(\lambda) \cong S(n^-)/I(\lambda),$$

where $I(\lambda)$ is the ideal generated by $\{U(n^+).f_{\alpha}(\lambda)α+1| \alpha > 0\} \subset S(n^-)$.

It is important to notice here, that the annihilating ideal $I(\lambda)$ is not monomial. Let $\lambda = \varpi_2$ and $V(\varpi_2) = \wedge^2 \mathbb{C}^{n+1}$, then

$$f_{\alpha_1+\alpha_2}f_{\alpha_2+\alpha_3} - f_{\alpha_2}f_{\alpha_1+\alpha_2+\alpha_3} \in I(\varpi_2)$$

but none of the two monomials is.

1.3. **Total order and monomial ideal.** Here, we recall the total order on monomials in $S(n^-)$ introduced in [15] and the definition of Dyck paths. This is an $\mathbb{N}^S$-order instead of an $\mathbb{N}$-order as for example the PBW partial order.

Let the total ordering of the generators $f_\alpha, \alpha \in \Delta_+$, of $S(n^-)$ be

$$f_{\alpha_{n,n}} > f_{\alpha_{n-1,n}} > f_{\alpha_{n-2,n}} > \cdots > f_{\alpha_{2,3}} > f_{\alpha_{2,2}} > f_{\alpha_{1,n}} > \cdots > f_{\alpha_{1,1}}.$$

Then, using the reverse homogeneous lexicographic order, we obtain a total order on monomials in $S(n^-)$. Since it is homogeneous, this total order is a refinement of the PBW partial order. We obtain an induced filtration on $V^\alpha(\lambda)$ and denote the associated graded module $V'(\lambda)$. This is an $S(n^-)$-module and, by construction, the annihilating ideal is monomial.

There is an explicit description of a basis of this ideal or, equivalently, a monomial basis of $V'(\lambda)$, due to [17]. For this description, we recall the notion of Dyck paths:

**Definition 1.** A (type $A$) Dyck path is a sequence of positive roots $p = (\beta(0), \beta(1), \cdots, \beta(k))$ for $k \geq 0$ starting from a simple root $\beta(0) = \alpha_i = \alpha_{i,i}$ and ending at a simple root $\beta(k) = \alpha_j = \alpha_{j,j}$ for some $j \geq i$, such that if $\beta(s) = \alpha_{i,r}$, then $\beta(s+1) = \alpha_{t,r+1}$ or $\beta(s+1) = \alpha_{t+1,r}$. We denote the set of all Dyck path starting in $i$ and ending in $j$ by $D_{i,j}$.

With this we introduce a polytope $P(\lambda) \subset \mathbb{R}_{\geq 0}^{[\Delta_+]}$:

$$P(\lambda) = \{(s_\alpha) \in \mathbb{R}_{\geq 0}^{[\Delta_+]} | \sum s_\alpha \leq m_i + \cdots + m_j, \forall p \in D_{i,j}\}.$$  

We denote the set of lattice points in $P(\lambda)$ by

$$S(\lambda) := P(\lambda) \cap \mathbb{Z}^{[\Delta_+]},$$

and for any $s \in S(\lambda)$, we denote $f^s := \prod_{\alpha > 0} f^\alpha_s$. The following theorem is due to [15] and [17]:

**Theorem 2.** The set $\{f^s v_{\lambda} | s \in S(\lambda)\}$ is a basis of $V'(\lambda)$. Furthermore, for any $\lambda, \mu \in \mathcal{P}_+$, their Minkowski sums satisfy:

$$P(\lambda + \mu) = P(\lambda) + P(\mu) \text{ and } S(\lambda + \mu) = S(\lambda) + S(\mu).$$

Since we will need this later, we give an explicit description of the monomial basis for fundamental weights. Let $V = \wedge^k \mathbb{C}^{n+1}$ and $v = e_{i_1} \wedge \ldots \wedge e_{i_k} \in V$, where $\{e_j | 1 \leq j \leq n+1\}$ is the standard basis of $\mathbb{C}^{n+1}$. Let $\{j_1 < \ldots < j_s\} = \{1, \ldots, k\} \setminus \{i_1, \ldots, i_k\}$ and $\ell_1 = i_k, \ell_2 = i_{k-1}, \ldots, \ell_s = i_{n-s+1}$. Then we have in $V'$:

$$v = f_{\alpha_{j_1} + \ldots + \alpha_{j_{s-1}}} \cdots f_{\alpha_{j_s} + \ldots + \alpha_{j_{s-1}}} e_1 \wedge \ldots \wedge e_k.$$
1.4. **A new filtration on** $U(n^-)$. We introduce a new grading on the root vectors in $U(n^-)$, consider the corresponding $\mathbb{N}$-filtration and show that, with this new grading, the set $S(\lambda)$ still parametrizes a basis of the associated graded module, but with the annihilating ideal being monomial.

For this, we define for any $\alpha_{i,j} \in \Delta_+$:

$$\deg(f_{\alpha_{i,j}}) = (j - i + 1)(n - j + 1).$$

By considering the total degree of a monomial, we extend this to $U(n^-)$ and obtain a filtration:

$$\mathcal{F}_n U = \text{span}\{ f = \prod_{\alpha > 0} f_\alpha^{n_\alpha} | \deg(f) \leq n \}.$$

**Proposition 1.**

1. With this filtration, $U(n^-)$ is a filtered algebra.

2. The associated graded algebra $\text{gr}_{\mathcal{F}} U$ is isomorphic to $S(n^-)$

This proposition will be proved later in Section 1.4 after Proposition 1.4.

**Example 1.** Let $\mathfrak{g} = \mathfrak{sl}_4$. We list elements of several low degrees of $\text{gr}_{\mathcal{F}} U$:

- $\deg 1$: $f_{3,3}, f_{2,2}, f_{2,3}, f_{3,3}$
- $\deg 2$: $f_{1,1}, f_{1,3}$, $f_{2,2}, f_{3,3}, f_{3,3}$
- $\deg 3$: $f_{1,1}, f_{1,3}$, $f_{2,2}, f_{2,3}, f_{3,3}, f_{3,3}$

Let $v_\lambda$ be a highest weight vector in $V(\lambda)$. The filtration $\mathcal{F}_{\bullet}$ defined on $U(n^-)$ induces a filtration on $V(\lambda)$ by $\mathcal{F}_{\bullet} V(\lambda) := \mathcal{F}_{\bullet} U v_\lambda$.

Let $V^F(\lambda)$ denote the associated graded vector space. Then $V^F(\lambda)$ is an $S(n^-)$-module. As $V(\lambda), V^o(\lambda), V^\natural(\lambda)$, we have $V^F(\lambda)$ generated by $v_\lambda$ as an $S(n^-)$-module. We denote the annihilating ideal $I^F(\lambda) \subseteq S(n^-)$.

**Theorem 3.** For any dominant integral weight $\lambda \in \mathcal{P}_+$, the ideal $I^F(\lambda)$ is monomial. Furthermore, the set $\{ f^p v_\lambda | p \in S(\lambda) \}$ forms a basis of $V^F(\lambda)$.

We will need several steps to prove the theorem. We start in the next section with proving the theorem for fundamental weights.

1.5. **The case of fundamental weights.**

**Proposition 2.** For any $k = 1, \cdots, n$, the set $\{ f^p v_{\varpi_k} | p \in S(\varpi_k) \}$ forms a linear basis of $V^F(\varpi_k)$.

**Proof.** Let $\lambda = \varpi_k$ be a fundamental weight.

We fix the standard basis $\{ w_1, \cdots, w_{n+1} \}$ of the natural representation $V(\varpi_1)$, such that $f_{i,j} w_i = w_{j+1}$. Since $V(\varpi_k) = \Lambda^k V(\varpi_1)$, it has a basis $w_{i_1} \wedge \cdots \wedge w_{i_k}$ where $1 \leq i_1 < \cdots < i_k \leq n + 1$.

The highest weight vector of $V(\varpi_k)$ is $v_\lambda := w_1 \wedge \cdots \wedge w_k$. We consider the vector $w_{i_1} \wedge \cdots \wedge w_{i_k}$ with $1 \leq i_1 < \cdots < i_k \leq n + 1$. Let $1 \leq s \leq k$ be the index satisfying

$$1 \leq i_1 < \cdots < i_s \leq k < i_{s+1} < \cdots < i_k \leq n + 1.$$

We denote $(j_1, \cdots, j_{k-s}) := \{ 1, \cdots, k \} \setminus \{ i_1, \cdots, i_s \}$ where $1 \leq j_1 < \cdots < j_{k-s} \leq k$.

The monomials $f^p$ such that $f^p v_\lambda$ is proportional to $w_{i_1} \wedge \cdots \wedge w_{i_k}$ are of the form

$$f_{j_{\sigma(1)}, i_{k-1}} f_{j_{\sigma(2)}, i_{k-2}} - 1 \cdots f_{j_{\sigma(k-s)}, i_{s+1}}.$$
where $\sigma \in \mathfrak{S}_{k-s}$ is a permutation. The degree of such an element is given by:

$$
\sum_{t=1}^{k-s} (i_{k-t+1} - j_{\sigma(t)}) (n + 3 - i_{k-t+1}) = \text{const} - \sum_{t=1}^{k-s} j_{\sigma(t)} (n + 3 - i_{k-t+1}). \quad (1.1)
$$

Since the sequence $\{i_k\}$ is increasing, the sequence $\{-n-3+i_{k-t+1}\}$ is decreasing with respect to $t$; it is clear that this degree attains its minimal value if and only if $j_{\sigma(1)} < j_{\sigma(2)} < \cdots < j_{\sigma(k-s)}$, i.e., $\sigma = \text{id}$.

Therefore, in $V^F(\varpi_k)$, we have

$$w_{i_1} \wedge \cdots \wedge w_{i_k} = f_{j_{i_1},i_{k-1}} f_{j_{i_2},i_{k-1}-1} \cdots f_{j_{i_{k-s}},i_{k-1}-1} v_\lambda.$$

By definition, the monomial on the right hand side belongs to $S(\varpi_k)$. This proves that $\{f^p v_{\varpi_k} | p \in S(\varpi_k)\}$ generates $V^F(\varpi_k)$; these elements are clearly linearly independent by weight reasons, hence form a basis. \qed

The proof of the proposition looks formally similar to Theorem 8.8 in [17], but they are essentially different. In [17], a particular total order is chosen in the very beginning (see Example 8.1, loc.cit), and the choice of the minimal element in the proof uses not only the PBW length grading but this auxiliary total order. In our construction, no particular total order is fixed, the choice relies only on the graded structure of $U(\mathfrak{n}^-)$.

One of the advantages of this new grading on $U(\mathfrak{n}^-)$ is that it gives a canonical choice of the compatible monomial basis of $V^F(\varpi_k)$.

**Proposition 3.** For any $k = 1, \cdots, n$, the annihilating ideal $I^F(\varpi_k)$ is monomial.

**Proof.** By the proof of Proposition 2 it suffices to show that if $p \notin S(\varpi_k)$, then $f^p \in I^F(\varpi_k)$. But this follows straight from (1.1). \qed

We have seen before that the PBW filtration does not provide monomial ideals. So let us consider again $V = \wedge^2 \mathbb{C}^{n+1}$ but this time with respect to this new grading:

**Example 2.** Let $\mathfrak{g} = \mathfrak{sl}_4$ and consider the representation $V(\varpi_2) = \wedge^2 \mathbb{C}^4$. The monomial ideal $I^F(\varpi_2)$ is generated by

$$f_{1,1}, f_{3,3}, f_{1,3}^2, f_{1,2}^2, f_{2,3}^2, f_{2,2}, f_{22} f_{12}, f_{22} f_{23}, f_{12} f_{13}, f_{23} f_{13}, f_{12} f_{23}.$$

This ideal coincides with the annihilating ideal of the toric degenerated module $V^t(\varpi_2)$ in [17].

### 1.6. Proof of the theorem.

The Minkowski sum property for $S(\lambda)$ (Theorem 2) reduces the combinatorics of a general weight to the fundamental weights. Its proof is purely combinatorial and relies on the combinatorics of Dyck paths (more precisely, on the property of the corresponding marked chain polytope [11, 20]); moreover, it is independent of the grading on $U(\mathfrak{n}^-)$.

We turn to the proof of Theorem 3. We use induction on the height of $\lambda$, $|\lambda| = \sum_{i=1}^{n} m_i$, the initial step being proved in Proposition 2 and 3. The induction step will be the proof for $\lambda + \mu$:

1. $\{f^s v_{\lambda+\mu} | s \in S(\lambda + \mu)\}$ forms a basis of $V^F(\lambda + \mu)$;
2. the annihilating ideal $I^F(\lambda + \mu)$ is monomial.

In the following, let $<$ be a total order on $\Delta_+$, extending the partial order obtained via the degree function. Such a total order can be obtained by ordering all roots of the same degree linearly.
The following proposition is proved in [17] Proposition 1.11. The statement there is for the associated graded module with respect to this refinement, but if a set is linear independent for the refinement graded space, then of course it is linear independent for $V^F(\lambda)$.

**Proposition 4.** For any $\lambda, \mu \in \mathbb{P}_+$, the set $\{f^s(v_\lambda \otimes v_\mu)| s \in S(\lambda + S(\mu))\}$ is linearly independent in $V^F(\lambda) \otimes V^F(\mu)$.

By defining

$$F_n(V(\lambda) \otimes V(\mu)) = \sum_{k+l=n} F_k V(\lambda) \otimes F_l V(\mu),$$

we have

$$\text{gr}_F(V(\lambda) \otimes V(\mu)) = V^F(\lambda) \otimes V^F(\mu).$$

Using Proposition 4 and Theorem 2 we see that $\{f^s(v_\lambda \otimes v_\mu)| s \in S(\lambda + \mu)\}$ is linearly independent in $V^F(\lambda) \otimes V^F(\mu)$ and hence linearly independent in $V(\lambda) \otimes V(\mu)$. This set is contained in the Cartan component $V(\lambda + \mu)$ of $V(\lambda) \otimes V(\mu)$, and by dimension reasons, it is a basis of $V(\lambda + \mu)$.

The following proposition proves (1).

**Proposition 5.** The set $\{f^s v_{\lambda+\mu}| s \in S(\lambda + \mu)\}$ forms a basis of $V^F(\lambda + \mu)$.

**Proof.** To show this, it suffices to prove that $F_n V(\lambda + \mu) \cap B$ is a basis of $F_n V(\lambda + \mu)$. By definition,

$$F_n V(\lambda + \mu) \cap B = \{f^s v_{\lambda+\mu}| \text{deg}(f^s) \leq n, s \in S(\lambda + \mu)\}.$$

This set is linearly independent in $F_n V(\lambda + \mu)$, thus it suffices to show that it is generating. Take $s \notin S(\lambda + \mu)$ such that $f^s v_{\lambda+\mu} \in F_n V(\lambda + \mu)$ is not a basis element. We denote $\text{deg}(f^s) = k + 1 \leq n$; since $B$ is a basis of $V(\lambda + \mu) \subset V(\lambda) \otimes V(\mu)$, we can write

$$f^s (v_\lambda \otimes v_\mu) = \sum_{t \in S(\lambda+\mu)} c_t f^t (v_\lambda \otimes v_\mu).$$

**Claim:** For any $t \in S(\lambda + \mu)$ such that $c_t \neq 0$, we have $\text{deg}(f^t) < \text{deg}(f^s)$.

**Proof of the claim:** Since $s \notin S(\lambda + \mu)$, $f^s v_\lambda \otimes v_\mu = 0$ in $V^F(\lambda) \otimes V^F(\mu)$. By the inductive hypothesis, in $V(\lambda) \otimes V(\mu)$, we have

$$f^s (v_\lambda \otimes v_\mu) = \sum_{r \in S(\lambda), p \in S(\mu)} c_r p f^r v_\lambda \otimes f^p v_\mu$$

where $\text{deg}(f^r) + \text{deg}(f^p) \leq k$ provided $c_r p \neq 0$.

We take $t \in S(\lambda + \mu)$ such that $f^t$ is of maximal degree among $f^r$ satisfying $c_r \neq 0$. It suffices to show that $\text{deg}(f^t) < \text{deg}(f^s)$. By the Minkowski property, $S(\lambda + \mu) = S(\lambda) + S(\mu)$, hence there exist $t_1 \in S(\lambda)$ and $t_2 \in S(\mu)$ such that $t = t_1 + t_2$ and $c f^{t_1} v_\lambda \otimes f^{t_2} v_\mu$ is a summand of $c_t f^t (v_\lambda \otimes v_\mu)$ with constant $c \neq 0$.

We claim that for any $r \in S(\lambda + \mu)$ such that $t \neq r$ and $\text{deg}(f^r) \leq \text{deg}(f^t)$, $f^{t_1} v_\lambda \otimes f^{t_2} v_\mu$ is not a summand of $f^r (v_\lambda \otimes v_\mu)$. Indeed, we write

$$f^r (v_\lambda \otimes v_\mu) = \sum_{r_1 + r_2 = r} d_{r_1, r_2} f^{r_1} v_\lambda \otimes f^{r_2} v_\mu.$$

If $f^{t_1} v_\lambda \otimes f^{t_2} v_\mu$ were a summand of $f^{r_1} v_\lambda \otimes f^{r_2} v_\mu$ with $d_{r_1, r_2} \neq 0$, by the inductive hypothesis (if $f^{r_1} v_\lambda = \sum_{p \in S(\lambda)} f^p v_\lambda$ and $f^{r_2} v_\mu = \sum_{q \in S(\mu)} f^q v_\mu$ then $\text{deg}(f^{r_1}) \geq \text{deg}(f^p)$ and $\text{deg}(f^{r_2}) \geq \text{deg}(f^q)$),

$$\text{deg}(f^r) = \text{deg}(f^{r_1}) + \text{deg}(f^{r_2}) > \text{deg}(f^{t_1}) + \text{deg}(f^{t_2}) = \text{deg}(f^t),$$

which contradicts the maximality of $f^t$. Thus, $f^{t_1} v_\lambda \otimes f^{t_2} v_\mu$ is not a summand of $f^r (v_\lambda \otimes v_\mu)$.
where the strict inequality arises from the fact that \((t_1, t_2) \neq (r_1, r_2)\). This contradiction proves the claim.

As a consequence, in formula \(\ref{eq:summand}\), the summand \(f^{t_1}v_\lambda \otimes f^{t_2}v_\mu\) has a non-zero coefficient and \(t_1 \in S(\lambda), t_2 \in S(\mu)\). By formula \(\ref{eq:degrelation}\), \(\deg(f^{t_1}) + \deg(f^{t_2}) = \deg(f^t) \leq k < k + 1 = \deg(f^s)\).

This finishes the proof of the claim and hence the proof of the proposition. \(\square\)

We are left with proving the monomiality of the annihilating ideal. This follows immediately from the following lemma

**Lemma 1.** For \(\lambda, \mu \in P_+\), the annihilating ideal of \(V^\mathcal{F}(\lambda) \odot V^\mathcal{F}(\mu)\) is monomial and there exists an \(S(\mathfrak{n}^-)\)-module isomorphism

\[
V^\mathcal{F}(\lambda) \odot V^\mathcal{F}(\mu) \longrightarrow V^\mathcal{F}(\lambda + \mu).
\]

**Proof.** Let \(s \notin S(\lambda) + S(\mu) = S(\lambda + \mu)\), then

\[
f^s(v_\lambda \otimes v_\mu) = \sum_{s_1 + s_2 = s} c_{s_1, s_2} f^{s_1}v_\lambda \otimes f^{s_2}v_\mu
\]

where either \(s_1 \notin S(\lambda)\) or \(s_2 \notin S(\mu)\). Since by induction the annihilating ideals for the factors are monomial we have \(f^s(v_\lambda \otimes v_\mu) = 0\). And so the annihilating ideal of the Cartan component is monomial.

It now suffices to show that if \(s \notin S(\lambda + \mu)\), then \(f^s v_{\lambda + \mu} = 0\) in \(V^\mathcal{F}(\lambda + \mu)\). But this follows from Proposition \(\ref{prop:monomiality}\) and the claim therein. This implies that there is a surjective map of \(S(\mathfrak{n}^-)\)-modules

\[
V^\mathcal{F}(\lambda) \odot V^\mathcal{F}(\mu) \longrightarrow V^\mathcal{F}(\lambda + \mu)
\]

which is an isomorphism for dimension reasons. This proves Lemma \(\ref{lem:monomiality}\) and hence also the monomiality statement of Theorem \(\ref{thm:main}\). \(\square\)

1.7. **Other types.** The monomiality of the annihilating ideal \(I^\mathcal{F}(\lambda)\) does not hold in general. Consider the Lie algebra \(\mathfrak{so}_3\) of type \(D_4\): let \(Q\) be the quiver of type \(D_4\) with node 2 in the center as a sink. A grading arising from this quiver is: degree 1: \(f_4\); degree 2: \(f_{12}, f_{23}, f_{24}\); degree 5: \(f_{123}, f_{124}, f_{234}\); degree 6: \(f_1, f_2, f_3, f_{1234}\); degree 10: \(f_{1234}\).

Consider the weight space of weight \(-e_4\) in \(V(\varpi_1 + \varpi_3)\), it is of dimension 3. It is known that \(f_1 f_{1234} f_{234} + f_{124} f_{1234} f_{23}\) is in \(I^\mathcal{F}(\varpi_1 + \varpi_3)\), but \(f_1 f_{1234} f_{234} f_{124} f_{1234} f_{23}\) could not be both in it. Similar counterexamples exist for any orientation of the quiver and any grading arising from this orientation.

2. **Quantum groups**

A basic reference of quantum groups is \cite{15}.

2.1. **Recollections on quantum groups.** Let \(\mathfrak{g}\) be a simple Lie algebra of rank \(n\) with Cartan matrix \(C = (c_{ij}) \in \text{Mat}_n(\mathbb{Z})\). Let \(D = \text{diag}(d_1, \ldots, d_n) \in \text{Mat}_n(\mathbb{Z})\) be a diagonal matrix symmetrizing \(C\), thus \(A = DC = (a_{ij}) \in \text{Mat}_n(\mathbb{Z})\) is the symmetrized Cartan matrix. Let \(U_q(\mathfrak{g})\) be the corresponding quantum group over \(\mathbb{C}(q)\): it is a Hopf algebra generated by \(E_i, F_i\) and \(K_i^\pm 1\) for \(i = 1, \ldots, n\), subject to the following relations: for \(i, j = 1, \ldots, n\),

\[
K_i K_i^{-1} = K_i^{-1} K_i = 1, \quad K_i E_j K_i^{-1} = q_i^{c_{ij}} E_j, \quad K_i F_j K_i^{-1} = q_i^{-c_{ij}} F_j,
\]

\[
E_i F_j - F_j E_i = \delta_{ij} \frac{K_i - K_i^{-1}}{q_i - q_i^{-1}},
\]
and for $i \neq j$, 
\[ \sum_{r=0}^{1-c_{ij}} (-1)^r E_i^{(1-c_{ij}-r)} E_j E_i^{(r)} = 0, \]
\[ \sum_{r=0}^{1-c_{ij}} (-1)^r F_i^{(1-c_{ij}-r)} F_j F_i^{(r)} = 0, \]
where
\[ q_i = q^{d_i}, [n]_{q_i}! = \prod_{i=1}^{n} \frac{q^n - q^{-n}}{q - q^{-1}}, \]
\[ E_i^{(n)} = \frac{E_i^n}{[n]_{q_i}!} \quad \text{and} \quad F_i^{(n)} = \frac{F_i^n}{[n]_{q_i}!}. \]

There exists a unique Hopf algebra structure $(\Delta, \varepsilon, S)$ on $U_q(\mathfrak{g})$ such that, for $i = 1, \ldots, n$,
\[ \Delta(K_i^{\pm 1}) = K_i^{\pm 1} \otimes K_i^{\pm 1}, \quad \Delta(E_i) = E_i \otimes 1 + K_i \otimes E_i, \quad \Delta(F_i) = F_i \otimes K_i^{-1} + 1 \otimes F_i, \]
\[ \varepsilon(K_i^{\pm 1}) = 1, \quad \varepsilon(E_i) = 0, \quad \varepsilon(F_i) = 0, \]
\[ S(E_i) = -K_i^{-1} E_i, \quad S(F_i) = -F_i K_i, \quad S(K_i) = K_i^{-1}, \quad S(K_i^{-1}) = K_i. \]

Let $U_q(n^+)$ (resp. $U_q(n^-)$; $U_q^0$) be the sub-algebra of $U_q(\mathfrak{g})$ generated by $E_i$ (resp. $F_i$; $K_i^{\pm 1}$) for $i = 1, \ldots, n$. There exists a triangular decomposition
\[ U_q(\mathfrak{g}) \cong U_q(n^+) \otimes U_q^0 \otimes U_q(n^-). \]

We fix several Lie theoretical notations. Let $W$ be the Weyl group of $\mathfrak{g}$ with generators $s_1, \ldots, s_n$ and longest element $w_0 \in W$. We fix a reduced expression $w_0 = s_{i_1} \cdots s_{i_N}$ where $N = \# \Delta_+$. For $1 \leq t \leq N$, we denote $\beta_i = s_{i_1} \cdots s_{i_{t-1}}(\alpha_{i_t})$; then $\Delta_+ = \{ \beta_i | t = 1, \ldots, N \}$. The choice of the reduced expression of $w_0$ endows $\Delta_+$ with a total order such that $\beta_1 < \beta_2 < \cdots < \beta_N$.

Let $T_i = T_i'''$, $i = 1, \ldots, n$ be Lusztig’s automorphisms:
\[ T_i(E_i) = -F_i K_i, \quad T_i(F_i) = -K_i^{-1} E_i, \quad T_i(K_i) = K_j K_i^{-c_{ij}}, \]
for $i = 1, \ldots, n$, and for $i \neq j$,
\[ T_i(E_j) = \sum_{r+s=-c_{ij}} (-1)^r q_i^{-r} E_i^{(s)} E_j E_i^{(r)}, \quad T_i(F_j) = \sum_{r+s=-c_{ij}} (-1)^r q_i^{-r} E_i^{(r)} F_j E_i^{(s)}. \]
We refer to Chapter 37 in [25] for details. The PBW root vector $F_{\beta_i}$ associated to a positive root $\beta_i$ is defined by:
\[ F_{\beta_i} = T_{i_1} T_{i_2} \cdots T_{i_{t-1}}(F_i) \in U_q(n^-). \]
The PBW theorem of quantum groups affirms that the set
\[ \{ F_{\beta_1}^{c_1} F_{\beta_2}^{c_2} \cdots F_{\beta_N}^{c_N} | (c_1, \ldots, c_N) \in \mathbb{N}^N \} \]
forms a $\mathbb{C}(q)$-basis of $U_q(n^-)$ ([25], Corollary 40.2.2).

For $\lambda \in \mathcal{P}_+$, we denote by $V_q(\lambda)$ the irreducible representation of $U_q(\mathfrak{g})$ of highest weight $\lambda$ and type 1 with highest weight vector $v_\lambda$.

### 2.2. Specialization of quantum groups.
Details on the specialization of quantum groups can be found in [22], Section 3 and of Chapter 3.

Let $A_1$ be the set of functions in $\mathbb{C}(q)$ which are regular at $q = 1$. It is a local ring with the maximal ideal $(q - 1)$. The $A_1$-form of $U_q(\mathfrak{g})$, denoted by $A_1 U_q(\mathfrak{g})$, is defined as its $A_1$-subalgebra generated by $E_i^{(k)}, F_i^{(k)}, K_i^{\pm 1}, (K_i; 0)_q := \frac{K_i - 1}{q - 1}$ for $i = 1, \ldots, n$ and $k \geq 1$.

The specialization of the quantum group $U_q(\mathfrak{g})$ at $q = 1$ is the map
\[ A_1 U_q(\mathfrak{g}) \otimes A_1 \to A_1 U_q(\mathfrak{g}) \otimes A_1 \mathbb{C} \]
by taking the tensor product with $e_{v_1} : A_1 \to A_1/(q - 1) \cong \mathbb{C}$, the evaluation map at 1. The specialized algebra $A_1 U_q(\mathfrak{g}) \otimes A_1 \mathbb{C}$ is isomorphic to the universal enveloping algebra $U(\mathfrak{g})$. 


We would like to mimic the strategy quantum PBW filtration is to generalize the results in the classical case to quantum groups.

2.4. Why a quantum PBW-type filtration?

Example 3. (1) Let \( g = \mathfrak{sl}_2 \) be of type \( A_2 \). Fix the reduced expression \( w_0 = s_1 s_2 s_1 s_3 s_2 s_1 \) of the longest element \( w_0 \) in the Weyl group of \( g \). We denote by \( F_i \) the PBW
root vector corresponding to the root $\alpha_i + \alpha_{i+1} + \cdots + \alpha_k$. The following relation holds in $U_q(n^-)$:

$$F_{23}F_{12} = F_{12}F_{23} - (q - q^{-1})F_2F_{123}.$$ 

(2) Let $\mathfrak{g}$ be of type $G_2$. Fix the reduced expression $w_0 = s_1s_2s_1s_2s_1s_2$ of the longest element $w_0$ in the Weyl group of $\mathfrak{g}$. We have in $U_q(n^-)$:

$$F_{3\alpha_1 + 2\alpha_2}F_{3\alpha_1 + \alpha_2} = q^{-3}F_{3\alpha_1 + \alpha_2}F_{3\alpha_1 + 2\alpha_2} + (1 - q^{-2} - q^{-4} + q^{-6})F_{2\alpha_1 + \alpha_2}^{(3)},$$

which specializes to $f_{3\alpha_1 + 2\alpha_2}f_{3\alpha_1 + \alpha_2} = f_{3\alpha_1 + \alpha_2}f_{3\alpha_1 + 2\alpha_2}$ in $U(n^-)$.

According to this example, either the grading defined above does not give a filtered algebra, or the associated graded algebra is no longer $S_q(n^-)$.

We should mention here the de Concini-Kac filtration ([12]) which arises from a total order (lexicographic induced from a total order on the positive roots) on monomials in $U_q(n^-)$. According to this example, either the grading defined above does not give a filtered algebra, or this won't be a suitable filtration to mimic $V^a(\lambda) \sim V^b(\lambda)$.

In brief, the known filtrations are not suitable for our purpose: this suggests us to search for new $\mathbb{N}$-filtrations on $U_q(n^-)$ by imposing different degrees on the PBW root vectors such that the associated graded algebra is a $q$-commutative polynomial algebra. In the next section, we will construct candidates using Hall algebras.

3. Filtration arising from Hall algebras

A basic reference on quiver representations and Auslander-Reiten theory is [2]. For Hall algebras, we refer to [27].

3.1. Quiver representations. Let $Q$ be a Dynkin quiver of type $A$, $D$ or $E$, that is, $Q$ has set of vertices $I$, and the number of arrows between two different vertices $i$ and $j$ (in either direction) equals $-a_{ij}$.

Let $\mathbb{K}$ be an arbitrary field. We consider the category $\text{rep}_KQ$ of finite dimensional $\mathbb{K}$-representations of $Q$, which is an abelian $\mathbb{K}$-linear category of global dimension at most one. We denote by $\dim M$ the dimension vector of a representation $M$, viewed as an element of the root lattice via

$$\dim M = \sum_{i \in I} \dim(M_i)\alpha_i.$$ 

The homological Euler form

$$\langle \dim M, \dim N \rangle = \dim \text{Hom}(M, N) - \dim \text{Ext}^1(M, N)$$

defines a (non-symmetric) bilinear form on the root lattice, whose symmetrization is the bilinear form defined by the Cartan matrix.

The simple representations $S_i$ are naturally parametrized by the vertices $i \in I$ (that is, by the set of simple roots), and the indecomposable representations are naturally parametrized by the positive roots: for each $\alpha \in \Delta_+$, there exists a unique (up to isomorphism) indecomposable representation $U_\alpha$ such that $\dim U_\alpha = \alpha$. We can thus index the isomorphism classes of representations of $Q$ naturally by functions from $\Delta_+$ to nonnegative integers. For such a function $m : \Delta_+ \to \mathbb{N}$, we denote by $M(m)$ the $\mathbb{K}$-representation $\bigoplus_{\alpha \in \Delta_+} U_\alpha^{m(\alpha)}$. Note that this parametrization holds over arbitrary fields $\mathbb{K}$.

The category $\text{rep}_KQ$ is representation-directed, which means that there exists an enumeration $\beta_1, \cdots, \beta_N$ of the positive roots such that

$$\text{Hom}(U_{\beta_k}, U_{\beta_l}) = 0 \text{ for } k > l \text{ and } \text{Ext}^1(U_{\beta_k}, U_{\beta_l}) = 0 \text{ for } k \leq l.$$
It is known that there exists a sequence \( i_1, \ldots, i_N \) in \( I \) such that \( s_{i_1} \cdots s_{i_N} \) is a reduced expression for the longest Weyl group element \( w_0 \in W \), and such that \( \beta_k = s_{i_1} \cdots s_{i_{k-1}}(\alpha_{i_k}) \) for all \( k = 1, \ldots, N \).

For a dimension vector \( d = \sum_{i \in I} d_i \alpha_i \), we define the variety of representations

\[
R_d(Q) = \bigoplus_{\alpha:i \to j} \text{Hom}(\mathbb{K}^{d_i}, \mathbb{K}^{d_j}),
\]
on which \( G_d = \prod_{i \in I} \text{GL}(\mathbb{K}^{d_i}) \) acts via base change

\[(g_i)_{i} \cdot (f_{\alpha})_{\alpha} = (g_i f_{\alpha} g_i^{-1})_{\alpha:i \to j} \cdot \]

Tautologically, the \( G_d \)-orbits \( O_M \) in \( R_d(Q) \) correspond bijectively to the isomorphism classes \([M]\) of \( \mathbb{K} \)-representations of \( Q \) of dimension vector \( d \). We call \( N \) a degeneration of \( M \), written \( M \leq N \), if \( O_N \) belongs to the closure \( \overline{O_M} \). For Dynkin quivers, we have \( M \leq N \) if and only if \( \dim \text{Hom}(V,M) \leq \dim \text{Hom}(V,N) \) for all representations \( V \) (equivalently, for all indecomposable representations \( V \)) of \( Q \). In particular, \( M \) and \( N \) are isomorphic if and only if \( \dim \text{Hom}(V,M) = \dim \text{Hom}(V,N) \) for all representations \( V \) (equivalently, for all indecomposable representations \( V \)) of \( Q \).

3.2. Hall algebras. Let \( \mathbb{K} = \mathbb{F}_q \) be a finite field.

Given three \( \mathbb{K} \)-representations \( M, N \) and \( X \) of \( Q \) with associated functions \( m, n, x : \Delta_+ \to \mathbb{N} \) as above, let \( F^{X}_{M,N} \) be the number of sub-representations \( U \) of \( X \) which are isomorphic to \( N \), with quotient \( X/U \) isomorphic to \( M \). These numbers are known to behave polynomially in the size of the field, that is, there exists a polynomial \( F^X_{m,n}(u) \in \mathbb{Z}[u] \) such that its evaluation at the cardinality of the finite field \( \mathbb{K} \) equals to the number \( F^{X}_{M(m),M(n)} \) just defined (we use the fact that we can model the representations over arbitrary fields). By abuse of notation, we also write \( F^{X}_{M,N}(q) \) for \( F^X_{m,n}(q) \).

Define the Hall algebra \( H(Q) \) as the \( \mathbb{C}(q) \)-algebra with linear basis \( u_{[M]} \) indexed by the isomorphism classes \([M]\) in \( \text{rep}_\mathbb{K}(Q) \), and with multiplication

\[
u_{[M]} u_{[N]} = q^{\dim M \dim N} \sum_{[X]} F^{X}_{M,N}(q^2) u_{[X]}.
\]

There exists a unique algebra isomorphism \( \eta : U_q(\mathfrak{g}^{-}) \to H(Q) \) which maps the Chevalley generator \( F_i \) to \( u_{[S_i]} \). It is compatible with the PBW-type basis of the quantum group in the following sense: we have

\[
\eta(F^m) = F_{[M]} := q^{\dim \text{End}(M) - \dim M} u_{[M]}. \]

When \( M = \bigoplus_{\alpha \in \Delta_+} U_{\alpha}^{m(\alpha)} \), we have

\[
F_{[M]} = F_{[U_{\beta_1}]}^{(m(\beta_1))} \cdots F_{[U_{\beta_N}]}^{(m(\beta_N))}.
\]

**Lemma 2.** For \( 1 \leq k < l \leq N \), we have

\[
F_{[U_{\beta_k}]} F_{[U_{\beta_l}]} = q^{(\beta_k,\beta_l)} F_{[U_{\beta_k}]} F_{[U_{\beta_l}]} + \sum_m c_m F_{[U_{\beta_k}]}^{(m(\beta_1))} \cdots F_{[U_{\beta_l}]}^{(m(\beta_N))}
\]

where all functions \( m \) appearing on the right hand side with non-zero coefficient are only supported on \( \beta_{k+1}, \ldots, \beta_{l-1} \).
3.3. Filtrations induced by dimensions of Hom-spaces. Let $R$ be a commutative ring, and let $A$ be a unital $R$-algebra which is free as an $R$-module. We consider $(\mathbb{N})$-filtrations $\mathcal{F}_\bullet = (\mathcal{F}_0 \subset \mathcal{F}_1 \subset \mathcal{F}_2 \subset \cdots)$ on $A$ such that $\bigcup_n \mathcal{F}_n = A$ and $\mathcal{F}_m \mathcal{F}_n \subset \mathcal{F}_{m+n}$ for all $m, n \in \mathbb{N}$. We call $\mathcal{F}_\bullet$ normalized if $\mathcal{F}_0 = R.1$. Let $\mathcal{B}$ be a basis of $A$ as an $R$-module. The basis $\mathcal{B}$ is compatible with the filtration $\mathcal{F}_\bullet$ if $\mathcal{F}_n \cap \mathcal{B}$ is an $R$-basis of $\mathcal{F}_n$ for all $n$. We denote by $c_{b,b'}^{b''}$ the structure constants of $A$ with respect to $\mathcal{B}$, defined by

$$bb' = \sum_{b''} c_{b,b'}^{b''} b''$$

for $b, b'$ and $b'' \in \mathcal{B}$.

Lemma 3. The basis $\mathcal{B}$ is compatible with $\mathcal{F}_\bullet$ if and only if there exists a function $w : \mathcal{B} \to \mathbb{N}$ such that:

1. $\mathcal{F}_n$ is spanned by all $b \in \mathcal{B}$ such that $w(b) \leq n$;
2. $w(b'') \leq w(b) + w(b')$ whenever $c_{b,b'}^{b''} \neq 0$.

If this is the case, the classes $\overline{b}$ of elements $b \in \mathcal{B}$ form an $R$-basis of the associated graded algebra $\text{gr}_{\mathcal{F}_\bullet} A$ with respect to the filtration $\mathcal{F}_\bullet$, and multiplication in $\text{gr}_{\mathcal{F}_\bullet} A$ is given by

$$\overline{b} \cdot \overline{b'} = \sum_{b'' \in \mathcal{B}, w(b'') = w(b) + w(b')} \overline{b''}.$$ 

Proof. If $\mathcal{B}$ is compatible with $\mathcal{F}_\bullet$, we define $w(b)$ as the minimal $t$ such that $b \in \mathcal{F}_t$; this function obviously fulfills the above two conditions. All other statements follow from the definitions. 

Definition 2. A function $w$ on isomorphism classes of representations of $Q$ is called

1. normalized if $w(M) = 0$ only for $M = 0$,
2. weakly admissible if $w(X) \leq w(M) + w(N)$ whenever there exists a short exact sequence $0 \to N \to X \to M \to 0$;
3. admissible if, additionally, $w$ is additive, that is, we have $w(M \oplus N) = w(M) + w(N)$ for all $M$ and $N$;
4. strongly admissible if it is normalized, admissible, and $w(X) < w(M) + w(N)$ whenever the above exact sequence is non-split.

We have the following

Corollary 1. (1) If $w$ is a weakly admissible function, there exists a filtration $\mathcal{F}_\bullet$ on $H(Q)$ where $\mathcal{F}_n$ is spanned by the $F_{[M]}$ such that $w(M) \leq n$, which is normalized if $w$ is so.

2. If $w$ is strongly admissible, the associated graded algebra of $H(Q)$ with respect to this filtration is isomorphic to the $q$-commutative polynomial algebra $S_q(n^-)$.

Proof. We apply Lemma 3 to the basis consisting of the elements $u_{[M]}$ and the function $w(u_{[M]}) = w(M)$. Since, by definition of the Hall algebra, a basis element $u_{[X]}$ can only appear with non-zero coefficient $F_{[M,N]}^X(q)$ in the expansion of $u_{[M]} \cdot u_{[N]}$ provided there exists a short exact sequence as above, the lemma applies. 

Our principal example of a weight function is the following

Definition 3. Let $V_0 = \bigoplus_{\alpha \in \Delta_1} U_\alpha$ be the direct sum of one copy of each indecomposable. Define $\mu_0(M) = \dim \text{Hom}(V_0, M)$.

Proposition 7. The function $\mu_0$ is strongly admissible.
Proof. Additivity of $\mu_0$ is trivial. An exact sequence $0 \to M \to X \to N \to 0$ induces an exact sequence $0 \to \text{Hom}(V_0, M) \to \text{Hom}(V_0, X) \to \text{Hom}(V_0, N)$. The inequality $\mu_0(X) \leq \mu_0(M) + \mu_0(N)$ follows. If, additionally, equality holds, then $\dim \text{Hom}(V, X) = \dim \text{Hom}(V, M \oplus N)$ for all indecomposables $V$, thus $X \cong M \oplus N$, that is, the above sequence is split. If $\text{Hom}(V_0, M) = 0$, then $M = 0$ since $V_0$ contains some direct summand of $M$. \hfill \square

Moreover, we can give a complete classification of all (strongly) admissible weight functions.

**Theorem 4.**

1. A function $w$ is admissible if and only if it is of the form $w(M) = \dim \text{Hom}(V, M)$ for a representation $V$ of $Q$.

2. Moreover, it is strongly admissible if and only if $V$ contains each non-projective indecomposable representation, and each simple projective representation, as a direct summand.

**Proof.** For an arbitrary representation $V$, we define an additive function $w_V$ by $w_V(M) = \dim \text{Hom}(V, M)$.

We consider the category $\mathcal{F}$ of $\mathbb{K}$-linear additive covariant functors from $\text{rep}_K Q$ to the category of finite-dimensional $\mathbb{K}$-vector spaces. Its projective objects are the functors $\text{Hom}(V, -)$ for $V$ in $\text{rep}_K Q$, and its simple objects $S_U$, indexed by the isomorphism classes of indecomposable representations $U$ in $\text{rep}_K Q$, are given by $S_U(M) \cong \mathbb{K}^l$ if $U$ occurs with multiplicity $l$ as a direct summand of $M$.

For every indecomposable representation $U$, there exists a short exact sequence $0 \to U \to B \to \tau^{-1}U \to 0$ (the Auslander-Reiten sequence starting in $U$) inducing a projective resolution $0 \to \text{Hom}(\tau^{-1}U, -) \to \text{Hom}(B, -) \to \text{Hom}(U, -) \to S_U \to 0$ of the functor $S_U$. Denoting by $\delta_U$ the additive function with value 1 on $U$ and with value 0 on every indecomposable representation not isomorphic to $U$, we see that $\delta_U = w_U + w_{\tau^{-1}U} - w_B$. Thus every additive function can be written in the form $\sum_U a_U w_U$, the sum running over all isomorphism classes of indecomposable representations, for certain $a_U \in \mathbb{Z}$.

Dually, we consider the category $\mathcal{G}$ of $\mathbb{K}$-linear additive contravariant functors from $\text{rep}_K Q$ to the category of finite-dimensional $\mathbb{K}$-vector spaces. Its projective objects are the functors $\text{Hom}(-, V)$ for $V$ in $\text{rep}_K Q$, and its simple objects $S_U$, indexed by the isomorphism classes of indecomposable representations $U$ in $\text{rep}_K Q$, are again given by $S_U(M) \cong \mathbb{K}^l$ if $U$ occurs with multiplicity $l$ as a direct summand of $M$. For every indecomposable representation $U$, there exists a short exact sequence $0 \to \tau U \to C \to U \to 0$ (the Auslander-Reiten sequence ending in $U$) inducing a projective resolution $0 \to \text{Hom}(-, \tau U) \to \text{Hom}(-, C) \to \text{Hom}(-, U) \to S_U \to 0$ of the functor $S_U$. Applying this sequence of functors to an indecomposable representation $V$, we see that $w_V(\tau U) + w_V(U) - w_V(C) = \delta_U$. It follows that an additive function $w = \sum_V a_V w_V$ is admissible if and only if $a_V \geq 0$ for all $V$.

The Auslander-Reiten sequence ending in $U$ is non-split if and only if $U$ is a non-projective indecomposable, thus strong admissibility requires $a_V \geq 1$ for all non-projective indecomposables $V$. Normalization requires that $a_S \geq 1$ for all simple projective representations $S$, since, for $V$ indecomposable $\text{Hom}(V, S) \neq 0$ only if $V$ is isomorphic to $S$. Conversely, if $a_V \geq 1$ for all non-projective indecomposables and all simple projectives $V$, then $w$ is normalized: if $w(M) = 0$, then $M$ is projective, and $\text{Hom}(S, M) = 0$ for all simple projectives $S$, thus $M = 0$. The above considerations then show that $w$ is strongly admissible. \hfill \square
3.4. **Remarks.** Since all dimensions of Hom-spaces between indecomposables can, in principle, be read off from a reduced decomposition of the longest Weyl group element which is adapted to the quiver, it is possible to give a purely root-theoretic description of strongly admissible functions. We will not use such a description here since it is less conceptual, but it should be noted that such a description allows for generalization to the non-simply laced cases, which are more difficult to model using Hall algebras.

It should also be noted that the filtrations induced by strongly admissible functions are automatically compatible with the dual canonical basis by the results of [26].

3.5. **Example.** Fix an integer \( n \geq 1 \), let \( Q \) be the quiver of type \( A_n \) with equi-orientation as follows:

\[
1 \rightarrow 2 \rightarrow \cdots \rightarrow n - 1 \rightarrow n.
\]

The indecomposable representations of \( Q \) are parametrized by \( \Delta_+ = \{ \alpha_i + \cdots + \alpha_j | 1 \leq i \leq j \leq n \} \), the positive roots in the root system of type \( A_n \). For a fixed positive root \( \alpha_i + \cdots + \alpha_j \in \Delta_+ \), we let \( M_{i,j} \) denote the corresponding indecomposable representation.

We compute the degree of \( M_{i,j} \). The proof of the following lemma is a standard exercise.

**Lemma 4.** We have

\[
\dim \text{Hom}(M_{r,s}, M_{i,j}) = \begin{cases} 1, & 1 \leq i \leq r \leq j \leq s \leq n; \\ 0, & \text{otherwise.} \end{cases}
\]

**Corollary 2.** For \( 1 \leq i \leq j \leq n \), \( \deg(M_{i,j}) = (j - i + 1)(n - j + 1) \).

**Proof.** By definition, the degree of \( M_{i,j} \) is

\[
\sum_{1 \leq r \leq s \leq n} \dim \text{Hom}(M_{r,s}, M_{i,j}) = \sum_{r=i}^{j} \sum_{s=j}^{n} \dim \text{Hom}(M_{r,s}, M_{i,j}) = (j - i + 1)(n - j + 1).
\]

\( \square \)

**Example 4.** Let \( n = 3 \). The positive roots are

\[ \Delta_+ = \{ \alpha_1, \alpha_2, \alpha_3, \alpha_1 + \alpha_2, \alpha_2 + \alpha_3, \alpha_1 + \alpha_2 + \alpha_3 \}. \]

The degrees of the \( M_{i,j} \) are given by:

\[
\deg(M_{1,1}) = 3, \quad \deg(M_{1,2}) = 4, \quad \deg(M_{1,3}) = 3, \\
\deg(M_{2,2}) = 2, \quad \deg(M_{2,3}) = 2, \quad \deg(M_{3,3}) = 1.
\]

4. **Quantum PBW-type filtration in type \( A_n \)**

4.1. **PBW filtration on the quantum group in type \( A_n \)**. Let \( g = \mathfrak{sl}_{n+1} \) be the simple Lie algebra of type \( A_n \) and \( U_q(g) \) be the associated quantum group.

Let \( Q \) be the Dynkin quiver of type \( A_n \) with orientation as in Section 3.5. Let \( H(Q) \) be the Hall algebra of \( Q \). Recall that there exists an isomorphism of algebras \( \eta : U_q(n^-) \rightarrow H(Q) \). The grading \( \mu_0 \) defined on \( H(Q) \) can be pulled back to \( U_q(n^-) \) via this isomorphism. We let \( F_n U_q \) denote the set of elements in \( U_q(n^-) \) of degree no more than \( n \).

We fix a reduced decomposition of \( w_0 \) as in Section 2.1 and Section 3 to construct the quantum PBW root vectors and the degree function. For \( 1 \leq i \leq j \leq N \), we let \( F_{i,j} \) denote the quantum PBW root vector associated to the positive root \( \alpha_i + \cdots + \alpha_j \).
Recall the specialization map $\xi : U_q(\frak{n}^-) \to U(\frak{n}^-)$. Without loss of generality, we may assume that a basis $\{f_{i,j} | 1 \leq i \leq j \leq n\}$ of $\frak{n}^-$ is chosen such that $\xi(f_{i,j}) = f_{i,j}$. By Corollary 2

$$\deg(F_{i,j}) = (j - i + 1)(n - j + 1).$$

Combining Lemma 2, Corollary 1 and Proposition 7 we obtain:

**Proposition 8.**

1. The filtration
   
   $$F_kU_q = (F_0U_q \subset F_1U_q \subset \cdots \subset F_nU_q \subset \cdots)$$
   
   endows $U_q(\frak{n}^-)$ with a filtered algebra structure.

2. The associated graded algebra $\text{gr}_F U_q$ is a $q$-commutative polynomial algebra isomorphic to $S_q(\frak{n}^-)$.

As promised, we give a proof of Proposition 1.

**Proof of Proposition 1** By Proposition 6, Proposition 1 is a specialization of Proposition 8.

4.2. Main theorem. The filtration $F_{\bullet}$ on $U_q(\frak{n}^-)$ defines a filtration on $V_q(\lambda)$ by letting $F_{\bullet}V_q(\lambda) = F_{\bullet}U_q \cdot v_\lambda$. Let $V_q^F(\lambda)$ denote the associated graded vector space.

The $U_q(\frak{n}^-)$-module structure on $V_q(\lambda)$ induces a cyclic $S_q(\frak{n}^-)$-module structure on $V_q^F(\lambda)$, i.e., $V_q^F(\lambda) = S_q(\frak{n}^-) \cdot v_\lambda$. Let $\psi : S_q(\frak{n}^-) \to V_q^F(\lambda)$ be the $S_q(\frak{n}^-)$-module morphism defined by $x \mapsto x \cdot v_\lambda$. It is clearly surjective. Let $I_q^F(\lambda)$ denote the kernel of $\psi$, then as $S_q(\frak{n}^-)$-modules, $V_q^F(\lambda) \cong S_q(\frak{n}^-)/I_q^F(\lambda)$.

**Theorem 5.** The set $\{F^p v_\lambda | p \in S(\lambda)\}$ forms a basis of $V_q^F(\lambda)$ and the annihilating ideal $I_q^F(\lambda)$ is monomial.

**Proof.** Since $\dim V_q^F(\lambda) = \dim V_q(\lambda) = \dim V(\lambda) = \# S(\lambda)$ (the last equality arises from Theorem 2), it suffices to show that the set $\{F^p v_\lambda | p \in S(\lambda)\}$ is linearly independent in $V_q^F(\lambda)$.

Suppose that there exists a linear combination

$$\sum_{p \in S(\lambda)} c_p F^p v_\lambda = 0$$

for $c_p \in \mathbb{A}_1$. We separate these coefficients into two groups:

$$S(\lambda)_0 = \{p \in S(\lambda) | \text{ev}_1(c_p) = 0\}, \quad S(\lambda)_1 = \{p \in S(\lambda) | \text{ev}_1(c_p) \neq 0\},$$

and we write the summation into two groups:

$$\sum_{p \in S(\lambda)_0} c_p F^p v_\lambda + \sum_{p \in S(\lambda)_1} c_p F^p v_\lambda = 0.$$

By specializing $q$ to 1, the first summand gives 0 and the second one gives

$$\sum_{p \in S(\lambda)_1} \text{ev}_1(c_p)f^p v_\lambda = 0$$

with $\text{ev}_1(c_p) \neq 0$.

By Theorem 3 $\text{ev}_1(c_p) = 0$, in contradiction to the definition of $S(\lambda)_1$, and forcing $S(\lambda)_1 = \emptyset$. That is to say, for any $p \in S(\lambda)$, $c_p \in (q - 1)\mathbb{A}_1$. Let $m$ be the maximal integer such that for any $p \in S(\lambda)$, $c_p \in (q - 1)^m \mathbb{A}_1$. Hence for any $p \in S(\lambda)$,

$$\frac{c_p}{(q - 1)^m} \in \mathbb{A}_1.$$
We consider a new linear combination by dividing \((q - 1)^m\):

\[
\sum_{p \in S(\lambda)} \frac{c_p}{(q - 1)^m} F_p v_\lambda = 0.
\]

In this new linear combination, \(S(\lambda)_1 \neq \emptyset\), but repeating the above procedure gives the contradiction \(S(\lambda)_1 = \emptyset\). Hence \(c_p = 0\) for any \(p \in S(\lambda)\).

Since the specialization map \(\xi\) preserves the filtration, the monomiality of the annihilating ideal follows from Theorem 3.
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