Class-Incremental Domain Adaptation with Smoothing and Calibration for Surgical Report Generation
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\textbf{Abstract.} Generating surgical reports aimed at surgical scene understanding in robot-assisted surgery can contribute to documenting entry tasks and post-operative analysis. Despite the impressive outcome, the deep learning model degrades the performance when applied to different domains encountering domain shifts. In addition, there are new instruments and variations in surgical tissues appeared in robotic surgery. In this work, we propose class-incremental domain adaptation (CIDA) with a multi-layer transformer-based model to tackle the new classes and domain shift in the target domain to generate surgical reports during robotic surgery. To adapt incremental classes and extract domain invariant features, a class-incremental (CI) learning method with supervised contrastive (SupCon) loss is incorporated with a feature extractor. To generate caption from the extracted feature, curriculum by one-dimensional gaussian smoothing (CBS) is integrated with a multi-layer transformer-based caption prediction model. CBS smoothes the features embedding using anti-aliasing and helps the model to learn domain invariant features. We also adopt label smoothing (LS) to calibrate prediction probability and obtain better feature representation with both feature extractor and captioning model. The proposed techniques are empirically evaluated by using the datasets of two surgical domains, such as nephrectomy operations and transoral robotic surgery. We observe that domain invariant feature learning and the well-calibrated network improves the surgical report generation performance in both source and target domain under domain shift and unseen classes in the manners of one-shot and few-shot learning. The code is publicly available at https://github.com/XuMengyaAmy/CIDACaptioning.

1 Introduction

Automatically generating the description for a surgical procedure can free the surgeons from the low-value document entry task, allow them to devote their

* Equal contributions.
time to patient-centric tasks, and do post-operative analysis. Image captioning model cannot generalize well to target domain (TD) since existing domain adaptation (DA) approaches such as consistency learning [21], hard-soft DA [25] are utilized to solve the domain shift problem assuming that the source domain (SD) and the TD share the same class set. However, this assumption is impractical in a surgical environment where the TD often includes novel instrument classes and surgical regions that do not appear in the SD.

Class-Incremental (CI) learning methods can learn new instruments absent from SD but will fail if there is a domain shift in robotic surgery [4, 14]. Cross-Entropy (CE) loss is sensitive to adversarial samples and leads to poor results if the inputs differ from the training data even a bit [9]. To overcome these issues, supervised contrastive (SupCon) learning [13] applies extensive augmentation and maximizes the mutual information for different views. In this work, we incorporate SupCon with CI learning for novel TD instrument classes under surgical domain shift.

Most recently, transformer based models are showing state-of-the-art performance in the task of classification [7], medical image segmentation [5] and caption generation [6]. The mesh-memory transformer [6] ($M^2$ transformer) forms of multi-layer encoder-decoder and learn to describe object interaction using extracted features from the image. Though the model shows excellent performance in caption prediction, it is unable to deal with domain shift. There is evidence that curriculum by smoothing (CBS) [22] can learn domain invariant features by applying anti-aliasing. Studies have also shown that feature representation can be improved by a well-calibrated model [12] and label smoothing (LS) enhances the model calibration by limiting network from over-confidence prediction [16]. In this work, we design class-incremental domain adaption (CIDA) with CI learning and SupCon for novel class adaptation and domain invariant feature extraction. To deal with domain shift and network calibration in the caption generation model, we develop a one-dimensional (1D) CBS and incorporate it with LS for $M^2$ transformer.

Our contributions can be summarized as the following points: (1) Propose CIDA in feature extractor to tackle novel TD classes under domain shift; (2) Design 1D CBS and integrate it with transformer based captioning model to learn domain invariant features and adapt to the new domain for generating the surgical report in robotic surgery; (3) Investigate model calibration with LS for both feature extraction and captioning and observe the effect of well-calibrated model into feature representation and the one/few shot DA; (4) Annotate robot-assisted surgical datasets with proper captions to generate the surgical report for MICCAI robotic instrument segmentation challenge and Transoral robotic surgery (TORS) dataset.

## 2 Proposed Method

Overall caption generation pipeline consists of two stages of networks, as shown in Fig 1. The first stage contains a feature extraction model with CIDA and a
Fig. 1. Overall workflow. The input image is sent into the ResNet18 based feature extractor augmented with CIDA, and output region features. Inside the transformer-based caption model with 1D CBS, the encoder takes in the region features and understands the relationship between regions. The decoder receives the encoder’s output and generates the medical report.

transformer-based caption model with 1D CBS and LS is designed in the second stage.

2.1 Preliminaries

Label Smoothing (LS), where a model is trained on a smoothened version of the true label, \( T_{LS} = T(1-\epsilon) + \epsilon/K \), with CE loss, shows great effectiveness in improving model calibration [16]. The CE loss with LS can be formulate as \( CE_{LS} = -\sum_{k=1}^{K} T_{LS} \log(P) \) where \( T \) is true label, \( \epsilon \) is smoothing factor, \( K \) is the number of all classes and \( P \) is predicted probability.

2.2 Feature Extraction

ResNet18 [10] is employed as the feature extractor. CI learning proposed in [4] aims to handle continually added new classes. However, it is unsuitable to deal with domain shift [14] due to the sensitivity of CE loss to training data.

Class-Incremental learning The feature representation and classifier in the feature extractor are updated jointly by minimizing the weighted sum of two-loss functions: CE loss \( L_{CE} = -\sum_{k=1}^{K} T \log(P) \) to learn the new classes and the distillation loss \( L_{DT} = -\sum_{k=1}^{K} T_{dist} \log(P_{dist}) \) to preserve the learned knowledge from the old classes. \( T_{dist} \) and \( P_{dist} \) are got by dividing \( T \) and \( P \) by the distillation parameter \( D \) [11]. \( D \) is set to 3 for our experiments.
Class-Incremental learning with SupCon

We decouple the classifier and the representation learning in the feature extraction model and propose a novel CIDA with SupCon loss [13] to enable the identification of both shared and new classes in the presence of domain shift. The CIDA framework is composed of four steps, as shown in Fig. 1. The first step is to construct the training data contains the data from new classes and data from old classes saved in the memory. The second step is the training process which aims to fit a model based on the training data. In the third step, the model is fine-tuned with the balanced subset, consisting of data from memory and partial data from new classes. Each class in the subset has the same number of data. The final step is memory updating which aims to add some data from the new classes into the memory.

![Fig. 1.](image1.png)

(a) Supervised Contrastive (SupCon)  
(b) Knowledge Distillation = (SupCon1 + SupCon2) / 2

![Fig. 2.](image2.png)

Fig. 2. Class-Incremental learning with SupCon. (a) explains the idea of SupCon. The red dot represents the original image of one class, blue dots are augmented versions of the same image (Positive images), and the green dots are all the other images in the dataset (Negative images). Positive images are pulled close together and negative images are pushed apart. (b) shows the designed knowledge distillation loss which further upgrades CI method to CIDA method. The student network is the initial copy of teacher network.

The feature extractor is trained by minimizing the CI loss consists of SupCon loss [13] and a novel distillation loss, as shown in Fig. 2. The SupCon loss function can be formulated as

$$L_{sup}^i = \sum_{i=1}^{2N} \left( -\frac{1}{2N_{\tilde{y}_i}} \sum_{j=1}^{2N} \mathbf{1}_{i \neq j} \cdot \mathbf{1}_{\tilde{y}_i = \tilde{y}_j} \cdot \log \frac{\exp(z_i \cdot \tilde{z}_j / \tau)}{\sum_{k=1}^{2N} \exp(z_i \cdot \tilde{z}_k / \tau)} \right)$$

which means samples $z_i$ and $z_j$ which have the same label $\tilde{y}_i = \tilde{y}_j$ should be maximized in the inner product and pulled together while everything else should be pushed apart in feature representation space [13]. Thus the network learns about these random transformations and possesses the potential to handle domain shift.

We design a novel distillation loss for CIDA, which can be constructed using the equation below:

$$L_{DT}^i = \frac{L_{sup}^i(Timg1 - Simg1) + L_{sup}^i(Timg2 - Simg2)}{2}$$

(1)

where $Timg1$ represents the feature of Image1 output from the teacher network and $Simg1$ represents the feature of Image1 come from the student network.
Domain adaptation with CBS The $\sigma$, which is the standard deviation of the gaussian kernel, controls the degree of output being blurred after a convolution operation, and increasing $\sigma$ will lead to a greater amount of blur. We implement CBS by annealing $\sigma$, which gradually reduces the amount of blur and allows the model to learn from the incrementally increased information in the feature map. It is also difficult for the model to learn the good representation from the feature maps generated by untrained parameters since these feature maps contain a high amount of aliasing information. Such information can be smoothed out by using a gaussian kernel.

2.3 Captioning Model
A transformer-based multi-layer encoder-decoder [6] network is used for captioning surgical images. The encoder builds of memory augmented self-attention layer and fully-connected layer. The decoder consists of self-attention on words and cross attention over the outputs of all the encoder layers, similar to [6]. There are three encoder and decoder blocks stack to encode input features and predict the word class label. The encoder module takes features of the regions from images as input and understands relationships between regions. The decoder reads each encoding layer’s output to model each word’s probability in the vocabulary and generate the output sentence.

Feature representation with 1D CBS A 1D Gaussian Kernel can be formulated as $g(x) = \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{x^2}{2\sigma^2}}$, where $g(x)$ represents the x spatial dimensions in the kernel. We propose to augment $M^2$ Transformer [6] using our designed 1D Gaussian Kernel layer equipped with curriculum learning by annealing the $\sigma$ values as training progresses.

$$y_i = \text{ReLU} \left( \text{LayerNorm} \left( \theta_{G,\sigma} \otimes \left( \theta_w \otimes x_i \right) \right) \right)$$

where $x_i$ is the input region features, $\theta_w$ are the learned weights of the 1D convolutional kernel, $\theta_{G,\sigma}$ is a Gaussian Kernel whose standard deviation is $\sigma$, ReLU is a non-linearity [17], $y_i$ is the output of the layer. A single 1D CBS layer is added at the beginning of the encoder (as shown in Fig 1). By applying the blur to the output of a 1D convolutional layer, output features are smoothed, and high-frequency information is reduced.

3 Experiments
3.1 Dataset
Source Domain The SD dataset is from the MICCAI robotic instrument segmentation dataset of endoscopic vision challenge 2018 [1]. The training set includes 15 robotic nephrectomy operations obtained by the da Vinci X or Xi system. 9 objects (instruments and surgical region) appear in the dataset. These
instruments have 11 kinds of interaction with the tissue. The captions are annotated by an experienced surgeon in robotic surgery (as shown in Fig. 3). The 1st, 5th, 16th sequences are chosen for validation, and the 11 remaining sequences are selected for training following the work [12] [24]. The splitting strategy ensures that most interactions are presented in both sets.

Target Domain The TD dataset used for DA is mainly from 11 patients’ surgical videos about transoral robotic surgery (TORS) provided by hospitals. The average time length of the video with rich interactions is the 50s. A total of 5 objects and 6 kinds of semantic relationships appear in the dataset. TORS is used for TD experiments where it appears new instruments with different tissues and different surgical backgrounds (Fig. 3). The TD dataset is further expanded with frames extracted from one youtube surgical procedure video\(^5\) which is about robotic nephroureterectomy with daVinci Xi.

\(^5\) https://youtu.be/bwpEu4KCSc

Fig. 3. Dataset visualization. The frames, captions, and histograms of SD and TD are shown. The histogram can prove the existence of the domain shift.

3.2 Implementation details

The feature extractor is trained using stochastic gradient descent with a batch size of 20, weight decay of 0.0001, and momentum of 0.6. We perform 50 and 15 epochs for training and balanced fine-tuning in every incremental step. The learning rate (lr) starts at 0.001 and decays with the factor of 0.8 every 5 epochs. The same lr reduction is also used for fine-tuning except that the initial value is 0.0001. The captioning model is trained using adam optimizer with a batch size of 50 and a beam size of 5. The training epochs are set to 50. For all experiments involved CBS, we use an initial \(\sigma\) of 1 and decay the \(\sigma\) with a factor of 0.9 every 2 epochs. The whole network is implemented by PyTorch and trained in the NVIDIA RTX 2080 Ti GPU.
4 Results and Evaluation

We evaluate the model using four metrics for image captioning, namely BLEUN [20], ROUGE [15], METEOR [3], CIDEr [23] and miscalibration with Expected Calibration Error (ECE), Static Calibration Error (SCE), Thresholded Adaptive Calibration Error (TACE) [where, threshold = $10^{-3}$], Brier Score (BS) [2, 18].

![tSNEs for two novel classes and all classes. CI learning forms good clusters for the 2 novel instruments. LS leads to tighter clusters.](image)

**Fig. 4.** tSNEs for two novel classes and all classes. CI learning forms good clusters for the 2 novel instruments. LS leads to tighter clusters.

We plot tSNEs for two novel classes and all classes in Fig. 4. CI learning can extract better features for novel instruments. LS can improve the feature representation in the penultimate layer of the feature extractor. In TD experiments, the first baseline is to first train on the SD and then fine-tune on the TD, and the second baseline is to train directly on the TD. All the proposed methods outperform the baseline in both SD and TD, as shown in Table 1. Class-Incremental learning with SupCon and CBS (CISC) almost obtains the best performance and performs slightly better than Class-Incremental learning with CBS and LS (CICL) in terms of caption metrics and calibration error since SupCon learning can handle the domain shift. The CI method can only deal with novel instruments and DANN can only handle domain shift. SupCon upgrade the CI method to CIDA method which can handle domain shift and novel classes simultaneously, as shown in Table 2. Meanwhile, CBS plays an auxiliary role since it has been proven to achieve better feature extraction [22]. Benefit from CBS, even though CICL and CI learning all use CE loss, CICL still performs better than the CI learning method.

Table 3 investigates the results of applying 1D CBS on the caption prediction model. We observe that 1D CBS enhances the performance in the TD while no improvements in SD. Therefore, 1D CBS helps to learn domain-invariant features. The effects of LS on model calibration and DA are shown in Table 4. LS can improve the model calibration to fix overconfident prediction and enhances the model robustness and uncertainty. The model trained with LS obtains performance improvement on SD for all the metrics but few metrics for TD. Predicted captions of the CISC approach for SD and few shot TD are shown in Fig. 5. Our model can recognize the instruments and interactions more accurately.
### Table 1. Evaluation metrics of the proposed models in SD and TD. The meaning of the abbreviations are: Class-Incremental (CI), Class-Incremental+CBS+LS (CICL), Class-Incremental+SupCon+CBS (CISC), CBS+LS (CL), ResNet18 (Res), \(M^2\) transformer (M2T), Domain Adversarial Neural Network (DANN)

| Domain | Stage 1 Feature Extractor | Stage 2 Caption Model | Metric |
|------|---------------------------|-----------------------|--------|
|      |                           |                       | BLEU-1 | BLEU-2 | BLEU-3 | BLEU-4 | METEOR | ROUGE | CIDEr |
| SD   | Res [10] X-LAN [19]       |                       | 0.5733 | 0.5053 | 0.4413 | 0.3885 | 0.4521 | 0.3999 | 2.0359 |
|      | Res [10] M2T [6]          |                       | 0.5678 | 0.4938 | 0.4382 | 0.3896 | 0.4537 | 0.4017 | 2.5385 |
|      | Res [10] M2T [6]+DANN [8] |                       | 0.5995 | 0.5188 | 0.4748 | 0.4401 | 0.5995 | 0.5994 | 2.6072 |
|      | Res+CI M2T [6]            |                       | 0.5715 | 0.4947 | 0.4389 | 0.3832 | 0.5609 | 0.5179 | 2.2159 |
|      | Res+CICL M2T+CL           |                       | 0.6246 | 0.5624 | 0.5117 | 0.4723 | 0.6294 | 0.6294 | 2.8548 |
|      | Res+CISC M2T+CL           |                       | 0.6009 | 0.5342 | 0.4939 | 0.3963 | 0.6317 | 0.6317 | 3.0407 |
|      | X-LAN et al [24]          |                       | 0.5875 | 0.5190 | 0.4599 | 0.4123 | 0.5982 | 0.5982 | 2.9939 |
|      | Xu et al [24]             |                       | 0.5815 | 0.5190 | 0.4599 | 0.4123 | 0.5982 | 0.5982 | 2.9939 |

### Table 2. Ablation study of the proposed methods

| Method            | SD | TD few shot |
|-------------------|----|-------------|
|                  | BLEU-1 | METEOR | ROUGE | BLEU-1 | METEOR | ROUGE |
| CI                | 0.5571 | 0.3609 | 0.5791 | 0.6156 | 0.3189 | 0.5973 |
| CI+DANN [8]       | 0.5704 | 0.3528 | 0.5856 | 0.6185 | 0.3119 | 0.5722 |
| CI+SupCon(our CIDA) | 0.5995 | 0.3963 | 0.6317 | 0.6309 | 0.3205 | 0.6046 |

### Table 3. 1D CBS. The model trained with 1D CBS is able to learn domain invariant features. Despite some sacrifices in performance on SD, the model achieves excellent performance on TD

| Stage 1 Feature Extractor | Stage 2 Caption Model | SD | TD few shot |
|---------------------------|-----------------------|----|-------------|
|                           | BLEU-1 | BLEU-2 | ROUGE | CIDEr | BLEU-1 | BLEU-2 | ROUGE | CIDEr |
| 1D CBS                    | 0.5093 | 0.5097 | 0.5999 | 2.5385 | 0.5674 | 0.4807 | 0.5669 | 2.9209 |
|                           | 0.5344 | 0.5347 | 0.5803 | 2.6499 | 0.6375 | 0.5511 | 0.6071 | 3.4956 |
|                           | 0.5347 | 0.5347 | 0.5803 | 2.6499 | 0.6375 | 0.5511 | 0.6071 | 3.4956 |
|                           | 0.5651 | 0.5651 | 0.6077 | 3.2374 | 0.5669 | 0.4861 | 0.5488 | 2.8877 |

### 5 Discussion and Conclusion

We presented the class-incremental domain adaptation, which aims to handle novel target domain classes under domain shift without the need to re-train all datasets. The feature extractor and transformer-like model trained with CBS...
Table 4. Model calibration. LS improves model calibration, boost the SD performance for both two approaches, and improves TD performance for the CISC approach.

| Stage 1 Feature Extractor | Stage 2 Caption Model | SD | TD few shot | Calibration Error |
|---------------------------|-----------------------|----|-------------|-------------------|
|                           |                       | BLEU-1 | CIDEr | BLEU-1 | CIDEr | ECE | SCE | TACE | BS |
| Res+CICL                  | ✓                     | 0.6204 | 2.6524 | 0.6314 | 3.393 | 0.1194 | 0.0618 | 0.0613 | 0.6299 |
|                           | ✗                     | 0.5972 | 2.6499 | 0.6375 | 3.4956 | 0.1367 | 0.0627 | 0.0624 | 0.9773 |
| Res+CISC                  | ✓                     | 0.6246 | 2.8548 | 0.6455 | 3.3913 | 0.1385 | 0.0597 | 0.0584 | 0.4346 |
|                           | ✗                     | 0.5837 | 2.7454 | 0.6478 | 3.2902 | 0.1431 | 0.0593 | 0.0592 | 0.9537 |

Fig. 5. The predicted caption of our CIDA method for source and target domain can extract the domain-invariant features, and generate the surgical report which describes the instruments-tissue interaction. We also improve the model calibration by using label smoothing. In future work, we will investigate surgical report generation by incorporating temporal information from the surgical video.
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