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ABSTRACT
Currently, we produce $\sim 10^{21}$ digital bits of information annually on Earth. Assuming a 20% annual growth rate, we estimate that after $\sim 350$ years from now, the number of bits produced will exceed the number of all atoms on Earth, $\sim 10^{50}$. After $\sim 300$ years, the power required to sustain this digital production will exceed $18.5 \times 10^{15}$ W, i.e., the total planetary power consumption today, and after $\sim 500$ years from now, the digital content will account for more than half Earth’s mass, according to the mass-energy–information equivalence principle. Besides the existing global challenges such as climate, environment, population, food, health, energy, and security, our estimates point to another singular event for our planet, called information catastrophe.
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I. INTRODUCTION
Since the first discovery of the transistor in 1947 and the integrated microchip in 1956, our society has undergone huge technological developments. In just over half a century since the beginning of the silicon revolution, we have achieved unprecedented computing power, wireless technology, Internet, artificial intelligence, and multiple technological advances in display technologies, mobile communications, transportation, and medicine, to name a few. However, none of these could have been possible without mastering the ability to create and store large amounts of digital information. In fact, digital information is a valuable commodity and the backbone of some of the largest hi-tech companies in the world today. Here, we examine the physics of information creation and we determine that, assuming the current growth trends in digital content continue, the world will reach a singularity point in terms of the maximum digital information possibly created and the power needs to sustain it, called the information catastrophe.

IBM estimates that the present rate of digital content production is about 2.5 quintillion digital data bytes produced every day on Earth ($2.5 \times 10^{20}$ bytes or $2.5 \times 10^9$ Gb). Since 1 byte is made up of 8 bits of digital information, the total number of bits produced on the planet daily is $2 \times 10^{21}$. From this, we can easily estimate the current annual rate of digital bits production on Earth to be staggering, $N_b = 7.3 \times 10^{21}$ bits. Figure 1 shows a chronological list of some of the key technological milestones that enabled the rapid and unstoppable growth of digital information production today.

II. NUMBER OF BITS ESTIMATION
Let us assume that $f\%$ is the annual growth factor of digital content creation on Earth. This allows the estimation of the total number of bits of information accumulated on the planet after $n$ years of $f\%$ growth as

$$N_{bit}(n) = \frac{N_b}{f} \cdot ((f + 1)^{n+1} - 1).$$

Although the current estimated $f\%$ growth is double-digit, accounting for the fact that out-of-date digital content gets erased all the time, let us assume a conservative annual growth of digital content creation of 1%, i.e., $f = 0.01$. At this rate, we will have $\sim 10^{50}$ bits of information after $\sim 6000$ years from now. This number of bits is very significant because it represents the approximate number of all atoms on Earth. The size of an atom is $\sim 10^{-10}$ m, while the linear size of a bit of information today is $25 \times 10^{-9}$ m corresponding to about 25 nm² area per bit at data storage densities exceeding 1 Tb/in². Even assuming that future technological progress brings the bit size down to sizes closer to the atom itself, this volume of digital information will take up more than the size of the planet, leading to what we define as the information catastrophe.
FIG. 1 Key chronological developments leading to the information catastrophe.

If we assume more realistic growth rates of 5%, 20%, and 50%, the total number of bits created will equal the total number of atoms on Earth after \( \sim 1200 \) years, \( \sim 340 \) years, and \( \sim 150 \) years, respectively. It is important to consider that the growth of digital information today is closely linked to other factors including population growth and the increased access to information technologies in the developing countries. If any of these other factors are reversed or saturated, the total number of bits of information accumulated on the planet could display saturation at some point in the future, rather than following Eq. (1).

III. INFORMATION POWER ESTIMATION

We now explore these implications from the point of view that a bit of information is not just an abstract mathematical entity, but it is physical. In 1961, Rolf Landauer first proposed a link between thermodynamics and information. Landauer predicted that erasing a bit of information requires a dissipation of energy, equal to at least \( k_B T \cdot \ln(2) \), where \( k_B \) is the Boltzmann constant and \( T \) is the temperature at which the information is stored. Due to the conservation of energy, an energy input of the same value, \( k_B T \cdot \ln(2) \), is required to create a bit of information. This is known as Landauer’s principle, deduced from thermodynamic considerations and demonstrated experimentally in several recent studies.

One would naturally ask what the power constraints are to achieve such incredible volumes of digital content. Andrae and Edler from Huawei Technologies Sweden recently published an estimate of the global electricity usage that can be ascribed to consumer devices, communication networks, and data centers between 2010 and 2030. Their estimates showed that communication technologies could use as much as 51% of global electricity capacity by 2030.

Here, we estimate the energy and power needs to sustain the annual production of information assuming an annual growth of \( f\% \) per year. Currently, the energy required to write a bit of information, regardless of the data storage technology used, is much higher than the minimum predicted energy, \( Q_{\text{bit}} = k_B T \cdot \ln(2) \approx 18 \text{ meV} \) at room temperature \((T = 300 \text{ K})\). Let us assume that our future technological progress will allow writing digital information with maximum efficiency. In this case, the total energy necessary to create all the digital information in a given \( n \)-th year, assuming \( f\% \) year-on-year growth, is given by

\[
Q_{\text{info}}(n) = N_b \cdot k_B T \cdot \ln(2) \cdot (f + 1)^n.
\]  

The total planetary power requirement to sustain the digital information production is obtained dividing relation (2) by the number of seconds in a year, \( t \approx 3.154 \times 10^7 \). Figure 2 shows the annual power vs number of years in the logarithmic scale for \( f = 1\%, 5\%, 20\%, \) and \( 50\% \), respectively. The total power requirement today to power all industries, transportation, and domestic energy needs on

FIG. 2 Increase in the annual power requirement to create digital information, assuming annual digital content growth rates of 1%, 5%, 20%, and 50%. This is compared with today’s planetary power consumption of 18.5 TW.
Earth is around $18.5 \times 10^{15} \text{ W} = 18.5 \text{ TW}$, i.e., in logarithmic value, this is $\log_{10}(18.5 \times 10^{15}) = 16.27$. As seen from Fig. 2, for 1% growth rate, after ~5200 years, the creation of digital content will take up the equivalent of all today’s planetary power requirements. Similarly, for 5%, 20%, and 50% growth rates, this will occur after ~1060, ~285, and ~130 years from now, respectively. It is worth reminding that these estimates have assumed production of digital content at the maximum efficiency, which is certainly not the case yet. Hence, it appears that the current growth rate is unsustainable and digital information production will be limited in the future by the planetary power constraints. This limitation could be formulated in terms of entropy, as introduced by Deutscher in his book, The Entropy Crisis, in which he argues that the entropy crisis is, in fact, an entropy crisis because the entropy increase in the biosphere requires energy. Since information production actually increases the entropy of a system, by extrapolation, producing digital information also increases the entropy of the biosphere. Interestingly, this increase in the information entropy of the biosphere could be used in reverse, to harvest energy from entropy as previously proposed.\textsuperscript{11}

**IV. INFORMATION MASS ESTIMATION**

We now examine this issue considering deeper physical implications. In 2019, the mass–energy–information equivalence principle was formulated,\textsuperscript{12} stating that information is physical, and it transcends into mass or energy depending on its state. Although this principle still awaits an experimental verification, assuming it is correct, it opens up interesting possibilities with wide ranging implications for computing technologies, physics, and cosmology. The mass–energy–information equivalence principle explains the mechanism by which a classical digital bit of information at equilibrium stores data without energy dissipation, requiring the bit to acquire a mass equal to $m_{\text{bit}}$, while it stores information. Essentially, a bit of information could be seen as an abstract information particle, with no charge, no spin, and rest mass, $m_{\text{bit}} = (k_B T \cdot \ln(2))/c^2$, where $k_B$ is the Boltzmann constant, $T$ is the temperature at which the information is stored, and $c$ is the speed of light. In fact, it was proposed that “information” is not only the fifth form of matter along solid, liquid, gas, and plasma but also the dominant form of matter in the universe.\textsuperscript{12} Although this principle was first formulated in 2019, these ideas are not new. The legendary physicist, John Archibald Wheeler, considered the universe made up of three parts: particles, fields, and information. In fact, Wheeler proposed reformulating the whole physics in terms of the information theory. He summarized his ideas in a paper that he delivered at the Santa Fe Institute in 1989\textsuperscript{13} in which he postulated that the universe emanates from the information inherent within it and he coined the phrase “It from bit.” Moreover, other scientists also estimated independently the mass of a bit of information\textsuperscript{14–18} and the informational content of the universe\textsuperscript{19} has been the central piece to new theories and ideas including black holes and the holographic principle,\textsuperscript{20} the computational universe,\textsuperscript{21} the emergent gravity,\textsuperscript{22} and the quantized inertia.\textsuperscript{23}

Here, we explore the implications of the mass–energy–information equivalence principle in the context of the current digital information revolution.

Using the mass–energy–information equivalence principle, the rest mass of a digital bit of information at room temperature is $m_{\text{bit}} = 3.19 \times 10^{-38} \text{ kg}$. We can now estimate how much information mass we are creating/converting on Earth at present, every year, as the product $N_b \times m_{\text{bit}}$. The total calculated mass of all the information we produce yearly on Earth at present is $23.3 \times 10^{-17} \text{ kg}$. This is extremely insignificant and impossible to note. For comparison, this mass is $1000 \times 10^9$ times smaller than the mass of single grain of rice or about the mass of one Escherichia coli bacteria.\textsuperscript{24} It will take longer than the age of the universe to produce 1 kg of information mass. However, the production of digital information is rapidly increasing every year, and the objective of this work is to estimate the total information mass after a number of $n$ years. Let us assume again that $\%$ is the annual growth factor of digital content creation on Earth. This allows the estimation of the total information mass accumulated on the planet after $n$ years of $\%$ growth as

$$M_{\text{info}}(n) = N_b \cdot \frac{k_B T \cdot \ln(2)}{c^2} \cdot \left(\left( f + 1\right)^{n+1} - 1 \right).$$

Assuming a conservative annual growth of digital content creation of 1%, using (3), we estimate that it will take around ~3150 years to produce the first cumulative 1 kg of digital information mass on the planet and it will take ~8800 years to convert half of the planet’s mass into digital information mass. When we input larger growth rates of 5%, 20%, and 50%, respectively, these numbers become extreme. The data are represented in Fig. 3 in logarithmic scales. At 5% growth rate of digital content production, the first 1 kg of information mass occurs after ~675 years from now, and the half planetary mass is reached after ~1830 years. Similarly, for 20% and 50% growth rates, the numbers are ~188 years and ~50 years, respectively, for 1 kg of information mass and ~495 years and ~225 years for half of the Earth’s mass, respectively. Essentially, in the extreme case scenario when our digital information production growth is sustained at 50% per year, by the year 2070, we will have 1 kg of digital bits content on the planet stored on all the traditional and cloud data storage.

**FIG. 3.** Increase in the cumulative total digital information mass created from present to $n$ years in the future, assuming annual digital content growth rates of 1%, 5%, 20%, and 50%. This is compared with Earth’s mass ~$6 \times 10^{24} \text{ Kg}$.
centers and endpoints such as PCs, smart-phones, and Internet of Things (IoT) devices. Similarly, at 50% growth per year, by the year 2245, half of the planet’s mass will be made up of digital bits.

V. CONCLUSION

In conclusion, we established that the incredible growth of digital information production would reach a singularity point when there are more digital bits created than atoms on the planet. At the same time, the digital information production alone will consume most of the planetary power capacity, leading to ethical and environmental concerns already recognized by Floridi who introduced the concept of “infosphere” and considered challenges posed by our digital information society. These issues are valid, regardless of the future developments in data storage technologies. In terms of digital data, the mass–energy–information equivalence principle formulated in 2019 has not yet been verified experimentally, but assuming this is correct, then in not the very distant future, most of the planet’s mass will be made up of bits of information. Applying the law of conservation in conjunction with the mass–energy–information equivalence principle, it means that the mass of the planet is unchanged over time. However, our technological progress inverts radically the distribution of the Earth’s matter from predominantly ordinary matter to the fifth form of digital information matter. In this context, assuming the planetary power limitations are solved, one could envisage a future world mostly computer simulated and dominated by digital bits and computer code.

ACKNOWLEDGMENTS

The author acknowledges the financial support received to undertake this research from the School of Mathematics and Physics, University of Portsmouth. The author also acknowledges the valuable discussions and feedback received on this manuscript from Professor Andrew Osbaldestin and Dr. Michal Belusky.

DATA AVAILABILITY

The numerical data associated with this work are freely available from the author. All the data will also be freely accessible from the University of Portsmouth repository.

REFERENCES

1. P. Zikopoulos, D. deRoo, K. Parasuraman, T. Deutsch, J. Giles, and D. Corrigan, Harness the Power of Big Data: The IBM Big Data Platform (McGraw-Hill Professional, New York, 2012), ISBN: 978-0-07180818-7.
2. R. Landauer, “Irreversibility and heat generation in the computing process,” IBM J. Res. Dev. 5(3), 183–191 (1961).
3. R. Landauer, “The physical nature of information,” Phys. Lett. A 217(4-5), 188–193 (1996).
4. J. Hong, R. Lambson, S. Dhubey, and J. Bokor, “Experimental test of Landauer’s principle in single-bit operations on nanomagnetic memory bits,” Sci. Adv. 2(3), e1504492 (2016).
5. R. Gaudenzi, E. Burzuri, S. Maegawa, H. S. J. van der Zant, and F. Luis, “Quantum Landauer erasure with a molecular nanomagnet,” Nat. Phys. 14, 565–568 (2018).
6. A. Béret, A. Arakelyan, A. Petrosyan, S. Ciliberto, R. Dillenschneider, and E. Lutz, “Experimental verification of Landauer’s principle linking information and thermodynamics,” Nature 483, 187–189 (2012).
7. Y. Jun, M. Gavrilo and J. Bechhoefer, “High-precision test of Landauer’s principle in a feedback trap,” Phys. Rev. Lett. 113(19), 190601 (2014).
8. A. Andrae and T. Edler, “On global electricity usage of communication technology: Trends to 2030,” Challenges 6(1), 117–157 (2015).
9. International Energy Agency, Key World Energy Statistics 2019 (International Energy Agency, 2019), pp. 6–36.
10. G. Deutscher, The Entropy Crisis (World Scientific, Hackensack, NJ, USA, 2008).
11. E. Bormashenko, “Entropy harvesting,” Entropy 15, 2210–2217 (2013).
12. M. M. Vopson, “The mass-energy-information equivalence principle,” AIP Adv. 9, 095206 (2019).
13. J. A. Wheeler, “Information, physics, quantum: The search for links,” in Proceedings of 3rd International Symposium Foundations of Quantum Mechanics (Physical Society of Japan, Tokyo, 1989), pp. 354–368.
14. L. B. Kish, “Gravitational mass of information?,” Fluctuation Noise Lett. 07, C51–C68 (2007).
15. L. Herrera, “The mass of a bit of information and the Brillouin’s principle,” Fluctuation Noise Lett. 13(1), 1450002 (2014).
16. E. Bormashenko, “The Landauer principle: Re-formulation of the second thermodynamics law or a step to great unification,” Entropy 21, 918 (2019).
17. L. Herrera, “Landauer principle and general relativity,” Entropy 22, 340 (2020).
18. L. B. Kish and C. G. Granqvist, “Does information have mass?,” Proc. IEEE 101(9), 1895–1899 (2013).
19. J. Gough, “Information equation of state,” Entropy 15, 150–159 (2008).
20. J. D. Bekenstein, “Black holes and information theory,” Contemp. Phys. 45(1), 31–43 (2004).
21. S. Lloyd, Programming the Universe: A Quantum Computer Scientist Takes on the Cosmos (Alfred A. Knopf of Random House, Inc., 2006), ISBN: 13: 978-0-307-26471-8.
22. E. Verlinde, “Emergent gravity and the dark universe,” SciPost Phys. 2, 016 (2017).
23. E. Verlinde, “On the origin of gravity and the laws of Newton,” J. High Energy Phys. 2011, 29.
24. M. E. McCulloch, “Modelling the Pioneer anomaly as modified inertia,” Mon. Not. R. Astron. Soc. 376(1), 338–342 (2007).
25. M. E. McCulloch and J. Giné, “Modified inertial mass from information loss,” Mod. Phys. Lett. A 32(28), 1750148 (2017).
26. M. Loferer-Kröbacher, J. Klima, and R. Psenner, “Determination of bacterial cell dry mass by transmission electron microscopy and densitometric image analysis,” Appl. Environ. Microbiol. 64, 688–694 (1998).
27. L. Floridi, The Fourth Revolution: How the Infosphere is Shaping Human Reality (Oxford University Press, Oxford, 2014), ISBN: 9780191667701.