Crossover from renormalized to conventional diffusion near the 3D Anderson localization transition for light
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We report on anomalous light transport in the strong scattering regime. Using low-coherence interferometry, we measure the reflection matrix of titanium dioxide powders, revealing crucial features of strong optical scattering which can not be observed with transmission measurements: (i) a subdiffusive regime of transport at early times of flight that is a direct consequence of predominant recurrent scattering loops, and (ii) a crossover to a conventional, but extremely slow, diffusive regime at long times. These observations support previous predictions that near-field coupling between scatterers prohibits Anderson localization of light in three-dimensional disordered media.

Since its discovery in 1958,1 Anderson localization (AL) has been the subject of intense research and debate. This unusual phenomenon can be described as the suppression or halting of wave propagation, arising solely from wave interference effects caused by disorder.2,3 In three-dimensions, wave transport exhibits a true phase transition4 from conventional diffusion to AL, which occurs for some critical amount of disorder/energy, or alternately, at some critical time for a system in which waves explore the disordered system over time. The requirement that waves must interact with a critical amount of disorder makes the experimental observation of localization in 3D notoriously difficult.

First predicted for quantum particles1, AL was later extended theoretically for classical waves2,3. Light was proposed as a good candidate with which to study localization3, as photons are free from the inter-particle interactions which complicated early experiments with electrons2,4. In 1997, Wiersma et al. claimed the first experimental observation of 3D AL for classical waves, studying the thickness-dependent scaling of the optical transmission coefficient in white paint powders5. In 2006, Aegerter et al. observed anomalously slow decays of transmitted optical intensity6 consistent with predictions for 3D localization. Similar subsequent reports studied the spatio-temporal behaviour of transmitted intensity6,7,8. However, later reinterpretation of all of these experiments found that the results could also be explained either by absorption11,12 or fluorescence13, both of which can mimic signatures of localization. Meanwhile, AL in 3D was unambiguously observed using acoustic vibrations in elastic networks15,16 and with cold atoms in random potentials17,18.

The ongoing lack of evidence for 3D localization of light motivated a resurgence of theoretical work in search of explanations. Some argued that none of the materials tested so far scatter light strongly enough to achieve localization13,19,20. Others proposed that the onset of localization is prevented by the dipole–dipole interactions between close-packed scatterers21,22 which are inherent to the vector nature of light22,23. This is in fact a relatively old idea21, recently revived by Skipetrov and Sokolov to predict that 3D localization should exist for (vector) elastic waves, but not necessarily for light22,23. Around the same time, Naraghi et al. proposed a theory in which localization and near-field coupling are modeled as competing effects24,25. The model predicts multiple regimes of transport as the waves explore the medium. In particular, this includes a crossover from a subdiffusive/critical regime to conventional diffusion, which is brought about when near-field effects induce an opposing energy ‘leak’ which destroys localization. Supporting this picture are experimental measurements of the path length distribution of the optical energy flux reflected from white powder25.

These measurements, however, are not necessarily independent of absorption or fluorescence, and can not indicate whether or not localization is attained prior to the crossover.

Now, we report experimental measurements which confirm the existence of this predicted crossover, and which indicate that the first regime is most likely not localized. We use a low-coherence interferometry technique which is inspired by previous studies in acoustics31,32 and seismology33,34. Our approach enables the measurement of time-dependent Green’s functions between points at the surface of a medium which is illuminated by an incoherent light source30. With this information, the full spatio-temporal spreading of wave energy can be studied35. We modify this technique to examine some of the strongest scattering samples which exist for light–titanium dioxide (TiO2) powders. Importantly, our approach ensures that neither absorption13,50 nor fluorescence contribute to the experimental results. Using the model of Naraghi et al. as a starting point, we derive predictions for our observables. The agreement of
our results with this theory provides the strongest experimental evidence to date that AL is suppressed for light propagating in 3D random media.

I. MEASURING THE REFLECTION MATRIX

Samples investigated in this work were three different types of TiO$_2$ powder: a pure anatase phase (Ti-Pure) obtained from Aldrich, and two types of rutile phase powders (R104 and R700) which are commercially available from DuPont as pigments for white paint. Significant Mie scattering resonances can be achieved in these powders, as mean particle size $\langle d \rangle \sim 400 - 800$ nm [9, 37] is on the order of the wavelength of the illuminating light. The powders were compressed into pastille form to decrease the transport mean free path, $\ell^*$, and hence increase optical scattering. Scattering strength can be characterized by $k_0\ell^*$, the product of optical wave number $k_0$ in vacuum and $\ell^*$. A value of $k_0\ell^* \sim 1$ indicates very strong scattering, and has been used as an approximate criterion for AL [38]. Previous measurements have reported $k_0\ell^* \sim 5 - 6, 3 - 4$ and $2 - 3$ for compressed Ti-Pure, R104 and R700 respectively [39, 40], indicating that light experiences very strong scattering in all three powders. Absorption, on the other hand, is relatively weak, as absorption time $\tau_a$ is on the order of 1 ns [39].

We measure the spatio-temporal transport of light in the white-paint samples using the low-coherence interferometry apparatus introduced by Badon et al. [30, 35] (Fig. 1). A low-coherence broadband light source (650–850 nm, radiant flux $\sim 5 \times 10^5$ W.cm$^{-2}$, coherence time $\tau_c = 10$ fs [31]) isotropically illuminates the sample surface. The backscattered light is collected by a microscope objective (NA=0.25) and sent to a Michelson interferometer, which here is used as a spatio-temporal field correlator. A CCD camera conjugated with the sample surface records the output intensity:

$$S_\alpha(r, r + \Delta r, t) = \int_0^T |e^{i\psi(r, t + \tau)} + e^{i\psi(r + \Delta r, t)}|^2 d\tau,$$

where $\tau$ is the absolute time, $r$ the position vector on the CCD screen, $\psi(r, t)$ the scattered wave field associated with the first interference arm, $T$ the integration time of the camera, and $\alpha$ an additional phase term controlled by a piezoelectric actuator placed on mirror $M_1$. The tilt of mirror $M_2$ allows a displacement $\Delta r$ of the associated wave-field at the camera. The motorized translation of mirror $M_1$ induces a time delay $\tau = \delta/c$ between the two interferometer arms, with $\delta$ the optical path difference (OPD) and $c_0$ the light celerity in vacuum. The interference term is extracted from the four intensity patterns (Eq. 1) recorded at $\alpha = 0, \pi/2, 3\pi/2$ and $\pi$ (“four phase method” [35]). On each pixel of the camera, we thus measure the cross-correlation $C(r_A, r_B, t)$ between scattered wave-fields, $\psi_c(r_A, \tau)$ and $\psi_c(r_B, \tau)$, associated with each arm of the interferometer:

$$C_T(r_A, r_B, t) = \frac{1}{T} \int_0^T \psi(r_A, t + \tau)\psi^*(r_B, \tau) d\tau,$$  

for an infinite integration time $T$ [30, 35]. In practice, the limited numerical aperture of our experimental device induces aberrations. This implies that our measurement scheme does not give direct access to the true Green’s function between points $r_A$ and $r_B$; rather, we measure the response between a virtual source at point $r_A$ and a virtual detector at point $r_B$ (see Appendix A). The characteristic size of these sources is governed by the resolution length $\delta r$ of the imaging system, here...

FIG. 1. (a) Low-coherence interferometry measures the cross-correlation between points $r_A$ and $r_B$ at the sample surface [30]. (MO: microscope objective, BS: beam-splitter). (b,c) Comparison of intensity extraction approaches for sample R104. Diffuse halos for R104 are shown; in (b), the noise subtraction method overestimates the noise level, resulting in a narrower halo at long times than does the convergence method shown in (c). $I(\Delta r, t)/I(0, t)$ (extracted via the convergence method) are also shown for samples (d) Ti-Pure and (e) R700.
equal to 1.8 μm. This matrix contains the impulse responses between points at the sample surface, \( r_A \) and \( r_B \). The spatio-temporal behaviour of the wave energy density at the surface of the sample is described by the ensemble average of the impulse response intensity:

\[
I(\Delta r, t) \equiv \langle |R(r_A, r_B, t)|^2 \rangle, \quad \text{with } \Delta r = |r_A - r_B|.
\]

In practice, this ensemble average is obtained via a spatial average over pairs of points \( r_A \) and \( r_B \) separated by the same distance \( \Delta r \).

II. OVERCOMING SHOT NOISE AND FLUORESCENCE

Our passive imaging method enables the extraction of \( I(\Delta r, t) \) from fluorescence and noise contributions that usually pollute active measurements [10, 13]. Here, we discuss how this noise contributes to the measured signals, and report a new method to cleanly extract the desired signals from noise.

Because of the incoherence of the illumination, the ensemble average of \( C(r_A, r_B, t) \) should be theoretically achieved by integrating the interferometric signal over an infinite integration time \( T \) (Eq. 2):

\[
\lim_{T \to +\infty} C_T(r_A, r_B, t) = R(r_A, r_B, t).
\]

In practice, \( T \) is finite and the convergence of \( C_T \) towards its ensemble average cannot be completely assured. The situation is made worse by the fact that, for large \( \Delta r \) and time lapse \( t \), the signal of interest can be very weak, and undesirable noisy contributions such as shot noise and fluorescence may dominate.

To evaluate the convergence of \( C_T \) towards \( R \), one can consider the intensity profile \( I_T(\Delta r, t) \) averaged over pairs of points \( r_A \) and \( r_B \) separated by the same distance \( \Delta r \):

\[
I_T(\Delta r, t) = \langle |C_T(r_A, r_B, t)|^2 \rangle_{(r_A, r_B)}|_{|r_A - r_B| = \Delta r}.
\]

Here, we have assumed that disorder is statistically homogeneous. The evolution of \( I_T(\Delta r) \) with \( T \) is given by

\[
I_T(\Delta r, t) = I(\Delta r, t) + \frac{\delta t}{T} \langle |N(\Delta r, t)|^2 \rangle_{(r_A, r_B)}|_{|r_A - r_B| = \Delta r},
\]

where

\[
I(\Delta r, t) = \langle |R(r_A, r_B, t)|^2 \rangle_{(r_A, r_B, t)}|_{|r_A - r_B| = \Delta r}
\]

is the mean intensity profile for an infinite integration time. \( N(\Delta r, t) \) represents the contribution of incoherent noise whose coherence time is governed by the source bandwidth and thus scales as \( \delta t/T \). The noise contribution corresponds to the part of the wave-field whose cross-correlation function vanishes with the average over

![FIG. 2. Average correlation function (solid symbols) as a function of integration time (number of averages). Data shown is for R104 for several representative values of \( \Delta r \), at times of flight (a) \( t = 33 \) fs and (b) 1000 fs. Corresponding fits [Eq. (3)] are shown as solid lines. In both (a) and (b) 1/T is represented by a thick black solid line. For clarity, experimental uncertainties are not shown.](image-url)
a simple yet powerful alternate method. We fit the experimental $I_T(\Delta r, t)$ versus $1/T$ with a straight line; the slope gives the noise level while the y-offset gives $I(\Delta r, t)$ according to Eq. (6). This fit is a weighted fit, with experimental uncertainty $\sigma(T)$ taken to be the error in the mean over pixels $r$ in the calculation of $I_T(\Delta r, t)$ (Eq. (3)), for each integration time $T$. The uncertainty in $I(\Delta r, t)$ is given by \[ \sigma_I = \sqrt{\frac{1}{\Delta} \sum_T \frac{(1/T)^2}{\sigma(T)^2}}, \] where \[ \Delta = \sum_T \frac{1}{\sigma(T)^2} \sum_T \frac{(1/T)^2}{\sigma^2(T)} - \left( \sum_T \frac{(1/T)^2}{\sigma^2(T)} \right)^2. \] In Fig. 2, representative results for this fitting procedure are shown (solid lines). For all positions and times, the data can be very well fit with the form of Eq. (6).

Figures (b,c) show normalized intensity profiles for sample R104, calculated using (b) the noise subtraction method from previous studies [32,33], and (c) the $I_T(\Delta r, t)$ fitting approach introduced in this work. In Fig. (b), the data give the impression that energy is spreading much more slowly than it appears in Fig. (c). This spread even seems to stop at long times of flight – a feature that could be wrongly attributed to Anderson localization [10,13]. Such contributions from incoherent noise can thus hamper accurate observations of the diffuse halo, as had already been observed for fluorescent noise in a transmission geometry [10,13]. The ‘false’ plateau reached by the diffuse halo in Fig. (b) occurs because the noise subtraction method overestimates the noise level at the largest $\Delta r$ and $t$ in the measured range, for a (finite) number of averages. Subtracting this estimated noise level then results in narrower intensity profiles at long times. In contrast, the $I_T(\Delta r, t)$ fitting approach uses the data gathered over a finite range of $\Delta r$ and $t$ to properly estimate the noise level at each point $(\Delta r,t)$.

III. QUANTIFYING THE ENERGY SPREAD

To eliminate the effect of absorption, we normalize the measured intensity by $I(\Delta r = 0, t)$ [36]. Figures (d,e) show the resulting normalized intensity profile, $I(\Delta r, t)/I(0, t)$, for samples Ti-Pure and R700. The difference between samples is immediately obvious: energy spreads more slowly in R700, the more strongly-scattering sample. To quantify this effect, we present theoretical predictions for $I(\Delta r, t)$ with which to compare experimental data.

In the diffusive regime, $I(\Delta r, t)$ can be expressed as the sum of two components. The first contribution is the incoherent average of the intensity of each individual scattering path, $I_{inc}$. In real space, $I_{inc}$ describes the spatio-temporal spreading of the wave energy density inside the sample – the so-called diffuse halo. This spreading can be directly quantified by measuring $w(t)$, the transverse width of $I_{inc}(\Delta r, t)$ [36,12]. $I_{inc}(\Delta r, t)$ can be expressed as follows [36] (see Appendix B for a full derivation):

$$I_{inc}(\Delta r, t) = P_R(t) \exp \left[ -\Delta r^2 / w^2(t) \right],$$

with $P_R(t) = (ce^{-t/\tau_n})/[(2\pi^{3/2})w_3^3(t)]$, the probability of return to the origin, and

$$w^2(t) = 4D_Bt.$$  

$D_B$ is the Boltzmann diffusion coefficient [36,43]. $\tau_n$ is the absorption time, and $c$ the speed of light in the sample. For anomalous wave transport, $w^2(t)$ no longer exhibits a linear increase with time [14,44,45].

The second contribution to $I(\Delta r, t)$ is the coherent intensity $I_{coh}(\Delta r, t) = I_{coh}(0, t)F(\Delta r)$. This factor is a correction to the diffusion approximation to account for weak localization [46,47] in which waves travelling along pairs of reciprocal paths in opposite directions undergo constructive interference (Fig. 8). Experimentally, the effect of weak localization can be observed as coherent backscattering (CBS) [40,17] – a peak-shaped enhancement $F(\Delta r)$ in the spatial distribution of average backscattered intensity. The CBS peak is maximum at $\Delta r = 0$, and its enhancement factor, $A$, can be defined by the relation $I_{coh}(0, t) = (A-1)I_{inc}(0, t)$. While in k-space this CBS peak narrows as time increases [18,48,50], in real-space its shape is stationary [42,51,52]. Ideally, for an experiment with point-like sources and detectors on the medium surface, this real-space CBS peak would have the form [51]

$$F(\Delta r) = |\sin(k\Delta r)/k\Delta r|^2 \exp(-\Delta r/\ell_s).$$  

The width of the CBS peak would then scale as $\lambda/2$ or $\ell_s$, the scattering mean free path. The enhancement factor ranges theoretically from $A = 2$ in the diffusive regime to $A = 3$ in the localized regime [53]. Here, however, the CBS peak shape is dictated by the impulse response $H$ of our imaging system such that the peak is widened (see
Appendix B for a full derivation):

\[ F(\Delta r) \propto |H^*H|^2(\Delta r), \]  
(12)

and the enhancement factor is reduced:

\[ A = 1 + \beta|H^*H|^2(\Delta r = 0)/|H|^2|H|^2(\Delta r = 0), \]  
(13)

with the factor \( \beta \) ranging from 1 to 2 (from the diffuse to the localized regime). The symbols \( \ast \) and \( \otimes \) denote convolution and correlation products over \( \Delta r \), respectively.

Thus, for conventional diffusion, \( I(\Delta r, t) \) has time-dependent diffuse halo such that (see Appendix B):

\[ \frac{I(\Delta r, t)}{I(0, t)} = \frac{1}{A} e^{-\Delta r^2/w^2(t)} + \left(1 - \frac{1}{A}\right) F(\Delta r). \]  
(14)

Figure 4 shows \( I(\Delta r, t)/I(0, t) \) for sample R104 for six times-of-flight \( t \) spanning the entire measurement range. The spatio-temporal spreading of wave energy is clearly exhibited, as is a small and constant CBS enhancement around \( \Delta r = 0 \). To quantify the energy spread in each sample, the experimental \( I(\Delta r, t)/I(0, t) \) was fit with Eq. (14). Fit parameters were \( w^2(t) \) (a free parameter for each time \( t \)), and \( A \) (held constant over time). The fitting gives very small values for \( A \) which are caused by aberration effects in the experimental setup (see Appendix B): \( A = 1.12 \) for Ti-Pure, \( A = 1.2 \) for R104, and \( A = 1.1 \) for R700. The temporal fluctuations of the experimental CBS peak observed in Fig. 3 may be explained by variations of the impulse response \( H \) with optical path difference of the Michelson interferometer (Fig. 1).

It is important to note that while the shape of \( I_{\text{inc}}(\Delta r, t) \) is only strictly expected to be Gaussian in the diffusion approximation (see also Appendix B), ultrasound experiments have shown that a Gaussian fit and its parameter \( w^2(t) \) can give a good quantification of spatio-temporal energy spreading, even in the localized regime [54]. In the present case, \( I_{\text{inc}}(\Delta r, t) \) is well-described by a Gaussian for the entire time range under investigation (see Fig. 4 and Appendix C for more details).

**IV. DEVIATION FROM CONVENTIONAL DIFFUSION**

Figure 5 shows experimental results for \( w^2(t) \) (solid symbols). We observe that \( w^2(t) \) does not agree with the diffusive prediction of Eq. (10) especially at short times-of-flight \( t < 500 \) fs. This implies that our theoretical model must be altered to take into account the extreme strong scattering of our samples.

**A. Recurrent scattering and renormalized diffusion**

Compared with conventional diffusion, a key feature of the strong scattering regime \( (k\ell^* \sim 1) \) is the predominance of recurrent scattering ‘loops’, i.e. an increased probability for waves to pass nearby areas that they have previously visited [55-57]. Observed in the near-field (on the sample surface), recurrent scattering is a subset of the path pairs which contribute to CBS (Fig. 3b), being limited to path pairs in which source and receiver coincide. The time-dependence of this return probability \( P_R(t) \) can thus be directly quantified in the reflection geometry by observing the back-scattered intensity at the source location, since \( I(0, t) = A \times P_R(t) \). Figure 6 shows \( I(0, t) \) for all three samples. As absorption is negligible for the time range of our measurements, \( P_R(t) \) should scale as \( t^{-3/2} \) in the diffuse regime (Eq. 11).

For stronger disorder \( (k\ell^* \sim 1) \), an increase in the return probability can cause a renormalization (decrease) of the diffusion coefficient. The self-consistent theory of
localization predicts that, in 3D, \( D \) scales as \[ D \approx D_0 \xi^2 \left( \frac{1}{\xi} + \frac{1}{L} + \frac{1}{L_A} \right), \] where \( D_0 \) is the diffusion coefficient before rescaling, \( \xi \) is the correlation length defining the spatial coherence of a wavefield in the delocalized regime, \( L \) is the system size, and \( L_A \) is the absorption length. In reflection, the effective system size \( L \) can be said to be the spatial extent of the wave energy \( L(t) = \sqrt{6D(t)t} \). Thus, before reaching localization \( (L << \xi) \) and if absorption is negligible \( (L << L_a) \), Eq. 15 leads to the following time-dependence for the diffusion coefficient:

\[ D(t) \approx \frac{(D_0 \xi^2)^{2/3}}{(6t)^{2/3}}. \]  

This expression corresponds to a sub-diffusive regime in which the diffusion coefficient is successively renormalized as the propagating waves undergo recurrent scattering events – a process which goes hand in hand with an increase in the return probability and which, in principle, eventually results in Anderson localization \[ 53, 54 \] and \( I_{\text{leak}} \) (Eq. 16) will be influenced by the additional interference effects arising from recurrent scattering. Experimentally, this influence can be observed in the behaviour of both \( w^2(t) \) \[ 54 \] and the return probability \[ 55 \], as discussed in the next section.

### B. Subdiffusion-diffusion crossover

Replacing \( D_B \) in Eq. 3 by the renormalized diffusion coefficient \( D(t) \) gives the following scaling for the return probability in the subdiffusive regime: \( P_R(t) \propto t^{-1} \). Comparison of our theoretical predictions for \( P_R(t) \) with the experimental data reveals the existence of a crossover between two transport regimes at a characteristic time \( \tau_c \approx 425 \) fs for Ti-Pure, \( \tau_c \approx 400 \) fs for R104 and \( \tau_c \approx 480 \) fs for R700 (Fig. 6). Before \( \tau_c \), \( I(0, t) \propto t^{-1} \) which is characteristic of a regime in which the diffusion coefficient is continuously renormalized (falling into the more general category of subdiffusion). After the crossover \( (t > \tau_c) \), \( I(0, t) \propto t^{-3/2} \) as expected for diffusion. Naraghi and Dogariu \[ 22 \] have predicted such a crossover, proposing that near-field coupling between scatterers constitutes a ‘leak’ of energy from propagating paths (e.g. Fig. 6) to evanescent channels. This effect lessens the constructive interference created by recurrent scattering paths, preventing the localization of wave resonances. The crossover between the sub-diffusive and diffusive regime thus takes place when the probabilities of recurrent scattering and near-field leaking become comparable. The recurrent scattering probability, \( p_s \), is determined by the ratio between the trajectory volume, and the volume that the light explores inside the multiple scattering medium \[ 60 \]. In a reflection geometry, \( p_s \) is stationary and given by \[ 23 \]

\[ p_s \propto \frac{\lambda^2}{2s^2}. \]  

For a high concentration of particles, energy can leak out of the diffusive channels because of the near-field interactions between scatterers which are less than a wavelength apart. The corresponding leakage probability, \( p_{\text{leak}} \), along a wave trajectory of length \( s \) is given by \[ 23 \]

\[ p_{\text{leak}} \propto \frac{3}{2} n_0 \sigma_N F s, \] where \( n_0 \) is the particle concentration and \( \sigma_N \) is the near-field cross-section of an individual scatterer. Setting \( p_s \) (Eq. 17) and \( p_{\text{leak}} \) (Eq. 18) to be equal, a critical path length \( s_c \) can be derived:

\[ s_c \propto \frac{\lambda^2}{3\ell^2 n_0 \sigma_N F}. \]  

Thus, the characteristic time can be theoretically expressed as

\[ \tau_c \propto \frac{\lambda^2 \sigma_t}{3\ell^2 \sigma_N F}, \] where \( \sigma_t \sim 1/(n_0 \ell^*) \) is the transport cross-section of an individual scatterer. Using the values of \( \ell^* \sim 0.3 \mu m \) and refractive index \( n \sim 2.7 \) measured in R700 at \( \lambda_0 = 700 \) nm, and taking \( \tau_c \sim 480 \) fs (Fig. 6), we find \( p \sim 10^{-2} \). While this small value implies that the energy leak is negligible, it is for only a few scattering events; in the long-time limit the shear number of these events results in the extinction of localization. We note that the observed values of \( \tau_c \) do not scale with \( \ell^* \). This is likely due to variation in \( p \); although each sample was compressed with the same force, differences in particle size/shape could cause the volume fraction and \( p \) to vary between samples. The differing chemical composition of the samples could also affect the near-field scattering cross-section.

In the study of localization, the return probability \( P_R(t) \) is valuable as it is a key quantity in the theoretical description of the process of renormalization of the
diffusion coefficient \( \text{[55, 56]} \). However, \( P_R(t) \) is not necessarily free from absorption, and can exhibit surprising results in the critical regime due to boundary conditions and source shape \( \text{[57, 61]} \). It is thus unwise to rely on only \( P_R(t) \) to distinguish between regimes. For this task, \( w^2(t) \) is more reliable, being independent of all of the above issues \( \text{[12, 52, 54]} \), closely linked to \( D \) \( \text{[36, 42, 54]} \), and giving access to the very earliest times.

Figure 5 shows experimental results for \( w^2(t) \). At long times of flight \( (t > \tau_c) \), \( w^2(t) \) increases linearly with time. This behaviour is predicted by the diffusion approximation, in which \( w^2(t) = 4Dt + w_0^2 \), where \( w_0^2 \) is the lateral extension of the energy halo at characteristic time \( \tau_c \). Linear fits to \( w^2(t) \) give a direct measurement of \( D \) for each sample: \( D = 62 \pm 10 \text{ m}^2/\text{s} \) for Ti-Pure, \( D = 54 \pm 6 \text{ m}^2/\text{s} \) for R104, and \( D = 18 \pm 9 \text{ m}^2/\text{s} \) for R700. The measured value of \( D \) for R700 is in excellent agreement with previous wavelength-dependent measurements performed in transmission \( \text{[39]} \): \( D = 62 \pm 6 \text{ m}^2/\text{s} \) for \( \lambda = 700 \text{ nm} \) \( \text{[40]} \). Other previously reported values are \( D \sim 20 \text{ m}^2/\text{s} \) for Ti-Pure and \( D \sim 18 - 38 \text{ m}^2/\text{s} \) for R104 \( \text{[50]} \), which differ from ours, but were performed for wavelengths at the lowest range of our experimental spectrum. Moreover, the relative values of \( D \) that we obtain are logical in light of the differing values of \( k\ell^c \) reported for the three samples \( \text{[33, 40]} \).

For \( t < \tau_c \), \( w^2(t) \) appears to be first quasi-ballistic \( (t < 50 \text{ fs}) \), and then subdiffusive \( \text{[14]} \). The scaling of \( P_R(t) \) (Fig. 6) indicates that diffusion is renormalized in this time range; thus, the behavior of \( w^2(t) \) can be predicted by substituting \( D(t) \) (Eq. \( \text{[16]} \)) for \( D_B \) in Eq. \( \text{[10]} \) giving

\[
w^2(t) = \frac{4}{\sqrt{6}}(D_0\ell^c)^{2/3} + w_0^2, \tag{21}
\]

where \( w_0^2 \) is the width of the diffuse halo extrapolated to time \( t = 0 \). Fitting the experimental \( w^2(t) \) curves with Eq. \( \text{[21]} \) confirms the scaling of \( w^2(t) \) as \( t^{2/3} \) for \( t < \tau_c \). The subdiffusion-diffusion crossover can be more clearly seen by plotting \( \Delta w^2 = w^2 - w_0^2 \) on a log-log scale — this is shown for R700 in the inset of Fig. 5. Fitting data with Eq. \( \text{[21]} \) (using the value of \( \ell^c \) measured for R700 at \( \lambda = 700 \text{ nm} \) \( \text{[40]} \)) also gives an estimate of \( D_0 \); remarkably, we find \( D_0 \sim 15 \text{ m}^2/\text{s} \), which agrees within error with \( D \sim 18 \pm 9 \text{ m}^2/\text{s} \) measured from a linear fit of \( w^2(t) \) in the diffuse regime (Eq. \( \text{[10]} \)).

V. DISCUSSION

We have observed a clear crossover from a subdiffusive regime at early times to conventional diffusion at later times. By comparing both the return probability and \( w^2(t) \) with predictions from the scaling theory of localization, we can conclude that the early-time subdiffusion arises from the renormalization of the diffusion coefficient, and thus falls into the more specific category of renormalized diffusion (a precursor to Anderson localization). This conclusion is supported by the extremely strong scattering that we, and previous groups, have observed in the white powders under investigation, and by the near-field coupling model proposed by Dogan et al. \( \text{[24]} \) to explain the subdiffusion-diffusion crossover.

It is important to differentiate between the subdiffusion-diffusion crossover associated with \( \tau_c \), and the continuous phase transition of 3D Anderson localization. Going through the Anderson transition, the changing correlation/localization length \( \xi \) allows the tracking of the transition. While we can observe a crossover in transport behaviour on either side of the subdiffusion-diffusion crossover, and hence identify the location of the crossover \( (\tau_c) \), this crossover cannot be characterized by any one parameter in the way that a true phase transition can. However, a more quantitative study of the crossover time and its scaling with the different parameters of Eq. \( \text{[20]} \) is an interesting perspective of this work. As such a study would require precise control over the near-field cross-section — a feat which is extremely difficult experimentally — numerical simulation would be a more appropriate tool for this future work.

Because \( w^2(t) \) does not plateau before \( \tau_c \) is reached, we can have reasonable confidence that the regime of strong localization was not reached \( \text{[14, 54]} \); we also do not observe any unexpected scaling of \( P_R(t) \) which might result from multifractal effects at the mobility edge (diffusion-localization phase transition) \( \text{[22]} \). However, with the scaling-theory-based analysis presented here, we can not know how close to the mobility edge the system came before \( \tau_c \). This last question is of great interest, as it remains unclear whether 3D localization of light can never be reached because the energy leak destroys the requisite long scattering paths, or if this effect can be overcome by structuring disorder, as a way of minimizing \( \rho \) \( \text{[20, 21, 63]} \). Interestingly, 3D AL has been recently predicted in hyperuniform dielectric networks \( \text{[64]} \), a new class of highly correlated but disordered photonic band gap materials. More generally, correlated disorder implies a complex transport phase diagram \( \text{[65]} \) whose transitions could in principle be revealed by our passive imaging method independently from absorption, fluorescence and noise issues. Indeed, the acquisition of the reflection matrix enables a frequency-resolved study of transport properties in post-processing \( \text{[15, 57]} \). This is a key aspect as it can lead to an estimation of the critical exponents governing such phase transitions \( \text{[66]} \) — a holy grail of the condensed matter and wave physics communities.

A remaining question concerns the transport of light at very early times. We do not observe a crossover from conventional to subdiffusion at very early times, as predicted by Naraghi et al. \( \text{[25]} \), leading us to believe that it does not exist. The earliest measured point of \( w^2(t) \), at \( t \sim 50 \text{ fs} \), is close to the ballistic light line \( w(t) = c_0t \) (Fig. 4 of the accompanying paper). Only super-diffusive — if not ballistic — transport could account for such rapid growth of the diffuse halo. One possible explanation is the existence of ballistic waves propagating at the sur-
face of the scattering sample; at early times, this contribution would dominate the observed dynamics of the diffuse halo.

VI. CONCLUSIONS AND PERSPECTIVES

In summary, we have quantified the spatio-temporal optical energy transport in a strongly scattering regime across a wide range of time scales. We observe a crossover between a regime of continuously renormalized diffusion at early times, and a conventional diffusion regime at long times. This crossover was previously predicted to occur due to near-field dipole-dipole coupling between scatterers, which redirects energy from long recurrent scattering paths, destroying AL [23]. Our measurements offer the best evidence to date for this effect. Nevertheless, these results do not close the debate about AL for light since a structured disorder may cancel the detrimental impact of near-field coupling. In that quest, passive matrix imaging constitutes an excellent platform to provide an unambiguous proof for AL and, more generally, to investigate the fascinating transport properties of light in correlated disordered media [67].
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Appendix A: Physical interpretation of our passive imaging method

The scattered wave-field \( \psi_s \) measured by the camera is now investigated in the temporal Fourier domain. Using the Rayleigh-Sommerfeld integral, \( \psi_s \) can be expressed as

\[
\psi_s(r_A, \omega) = jk \int_S \, dr \, H(r - r_A, \omega) \psi_s(r, \omega), \tag{A1}
\]

where \( S \) is the surface of the scattering medium, \( \omega \) is frequency, \( k = \omega/c \) is the optical wave number, \( c \) is optical wave-speed, \( \psi_s(r, \omega) \) is the optical wave-field at the surface of the sample, and \( H(r - r_A, \omega) \) is the spatial impulse response between the sample and the camera. In the following, given the limited bandwidth of the light source \( (\Delta \omega/\omega \sim 30\%) \), the impulse response \( H \) will be taken as independent of frequency \( \omega \). The time-derivative of the mutual coherence function of this wave-field can be expressed as

\[
R(r_A, r_B, \omega) \equiv j\omega \langle \psi_s(r_A, \omega) \psi_s^*(r_B, \omega) \rangle_t
\]

\[
= jk^2 \int_S \, dr_1 \int_S \, dr_2 \, H(r_1 - r_A)
\]

\[
\times H^*(r_2 - r_B) \langle \psi_s(r_1, \omega) \psi_s^*(r_2, \omega) \rangle, \tag{A2}
\]

where the symbol \( \langle \cdots \rangle \) denotes an ensemble average. For an ambient wave field \( \psi_s(r, \omega) \) equipartitioned in energy in phase space, the fluctuation-dissipation theorem implies that the time-derivative of the mutual coherence function \( \langle \psi_s(r_1, \omega) \psi_s^*(r_2, \omega) \rangle \) converges towards the imaginary part of the Green’s function between \( r_1 \) and \( r_2 \) [69]:

\[
j\omega \langle \psi_s(r_1, \omega) \psi_s^*(r_2, \omega) \rangle = \text{Im} G(r_1, r_2, \omega)
\]

\[
= [G(r_1, r_2, \omega) - G^*(r_1, r_2, \omega)], \tag{A3}
\]

Here, \( G(r_1, r_2, \omega) \) and \( G^*(r_1, r_2, \omega) \) stand for the causal (retarded) and anti-causal(advanced) parts of the Green’s function, respectively. In our measurement, only the causal part \( (t > 0) \) of the correlation signal \( C_T(r_A, r_B, t > 0) \) is recorded. Hence, \( \text{Im} G(r_1, r_2, \omega) \) can be replaced by the retarded Green’s function in Eq. A3 such that

\[
R(r_A, r_B, \omega) = k^2 \int_S \, dr_1 \int_S \, dr_2 H(r_1 - r_A)
\]

\[
\times G(r_1, r_2, \omega) H^*(r_2 - r_B). \tag{A4}
\]

This equation can be given the following physical interpretation by reading the integrands from left to right: \( H(r_1 - r_A) \) describes the amplitude distribution at point \( r_1 \) of an incident wave-field generated by a virtual source located at \( r_A \), \( G(r_1, r_2, \omega) \) describes wave propagation in the sample from \( r_1 \) to \( r_2 \) where the first and last scattering events occur, and \( H^*(r_2 - r_B) \) describes the propagation between the last scattering event and the virtual detector at \( r_B \). The covariance matrix \( R(\omega) = [R(r_A, r_B, \omega)] \) can thus be seen as the reflection matrix of the scattering medium measured in real space.

Appendix B: Theoretical description of the mean intensity profile

In this work, we are interested in the spatio-temporal evolution of the mean backscattered intensity. A theoretical prediction for this quantity can be derived by
considering the ensemble averaged intensity of the time-dependent mutual coherence function:

$$I(r_A, r_B, t) = \langle |R(r_A, r_B, t)|^2 \rangle. \quad (B1)$$

To express $I(r_A, r_B, t)$, we first consider its temporal frequency counterpart, $I(r_A, r_B, \Omega)$:

$$I(r_A, r_B, \Omega) = \int dt I(r_A, r_B, t) e^{-i\Omega t}. \quad (B2)$$

Using Eq. $B1$, $I(r_A, r_B, \Omega)$ can be rewritten as

$$I(r_A, r_B, \Omega) = \langle R(r_A, r_B, \omega) R^*(r_A, r_B, \omega - \Omega) \rangle_\omega. \quad (B3)$$

Injecting Eq. $A4$ into Eq. $B3$ gives

$$I(r_A, r_B, \Omega) = k^4 \int_S dr_1 \int_S dr_2 \int_S dr'_1 \int_S dr'_2 H(r_1 - r_A) H^*(r'_1 - r_A) \times \langle G(r_1, r_2, \omega) G^*(r'_1, r'_2, \omega - \Omega) \rangle_\omega H^*(r_2 - r_B) H(r'_2 - r_B). \quad (B4)$$

while the coherent intensity $I_{coh}$ is associated with the interference of waves following reciprocal scattering paths,

$$I_{coh}(r_A, r_B, t) = c \int_S dr_1 \int_S dr_2 H(r_1 - r_A) H(r_1 - r_B) \times P(r_2, r_1, t) H^*(r_2 - r_A) H^*(r_2 - r_B). \quad (B8)$$

This term accounts for the so-called coherent backscattering phenomenon. To simplify the preceding expressions, the medium can be assumed to be statistically homogeneous such that $P$ is invariant by translation: $P(r_2, r_1, t) = P(r_2 - r_1, t)$. Then, the incoherent intensity (Eq. $B7$) can be simplified to:

$$I_{inc}(\Delta r, t) = c \left[ |H|^2 \otimes |H|^2 \otimes P(\Delta r, t) \right], \quad (B9)$$

where $\Delta r = r_B - r_A$ is the relative position between the virtual source and detector and the symbol $\otimes$ stands for the correlation product over $\Delta r$.

In the weak disorder regime ($k\ell^* >> 1$), $P(\Delta r, t)$ is the solution to the diffusion equation, in which diffusivity $D$ is constant and corresponds to the Boltzmann diffusion coefficient $D = D_B = v_E \ell^*/3$, where $v_E$ is the energy transport velocity. In this regime $B3$, $P(\Delta r, t) = \frac{1}{\pi^{3/2} w^3(t)} \exp \left[ -\frac{|\Delta r|^2}{w^2(t)} \right]$. \quad (B10)

As soon as $w^2(t)$ is much larger than the spatial extent $\delta r^2$ of $|H|^2$ ($w^2(t) >> \delta r^2$), the incoherent intensity (Eq. $B9$) is a reliable estimator of $P(\Delta r, t)$:

$$I_{inc}(\Delta r, t) \sim c P(\Delta r, t) \Delta r. \quad (B11)$$

Under the same condition, $P(r_2 - r_1, t)$ can be replaced by $P(0, t)$ in the integrand of Eq. $B8$. The expression of
where the symbol $\ast$ stands for a convolution product.

$$I_{coh}(\Delta r, t) \sim cP(0, t) \times |H^*_{\Delta r} H|^2(\Delta r), \quad (B12)$$

where the symbol $\ast$ stands for a convolution product over $\Delta r$. In our experimental configuration where $\delta r^2 = 3.2 \mu m^2$, this condition is already reached at the earliest measured times of flight; thus, the shape of the CBS peak is governed by the coherent PSF $|H^*_{\Delta r} H|^2(\Delta r)$ for all times.

Using Eqs. (B9) and (B12) a theoretical expression for the coherent backscattering enhancement $A$ can be derived:

$$A = 1 + \frac{I_{coh}(\Delta r = 0)}{I_{inc}(\Delta r = 0)} = 1 + \frac{|H^*_{\Delta r} H|^2(\Delta r = 0)}{|H|^2 \ast |H|^2(\Delta r = 0)}. \quad (B13)$$

The shape of the CBS peak is given by the function

$$F(\Delta r) = \frac{|H^*_{\Delta r} H|^2(\Delta r)}{|H^*_{\Delta r} H|^2(\Delta r = 0)}. \quad (B14)$$

In the absence of aberrations, the PSF is only limited by diffraction: $H \equiv H_0$, with $H_0 = \sqrt{2J_1(kNA\Delta r)/(kNA\Delta r)}$ (Fig. 7(b)). In this ideal case, the CBS enhancement $A$ is equal to 2 since $|H_0|^2 \ast |H_0|^2(\Delta r = 0) \equiv |H_0^* \ast H_0|^2(\Delta r = 0)$. The CBS peak then coincides with the Airy disk: $F(\Delta r) = |H_0(\Delta r)|^2$.

In the real world, any imaging system suffers from aberrations. Relying on a simple Fourier optics model [70], Fig. 7(a) shows, for instance, the effect of a defocus on the CBS enhancement. The enhancement factor $A$ falls off rapidly with the defocus distance $d$ and cancels for $d = n z_{R}/2$, where $n$ is a positive integer and $z_{R} = 2\lambda/NA^2 \sim 22 \mu m$ is the Rayleigh range or depth-of-field. The weak CBS enhancement ($A \sim 0.1 \sim 0.2$) found in our experiments would correspond to a defocus of $d \sim 7 \mu m$. The corresponding PSF $H$, the associated CBS peak $F(\Delta r)$ and the incoherent PSF $|H|^2 \ast |H|^2(\Delta r)$ are displayed for this value of defocus in Fig. 7(c), (d,e) and (f), respectively. This figure illustrates the drastic effect of defocus on the CBS peak with respect to the incoherent PSF. The spatial extent $\delta r$ of each quantity is roughly equal to the transverse resolution in presence of a defocus $z$: $\delta r \sim zNA/\sqrt{1-NA^2} \sim 1.8 \mu m$ [70]. Higher-order aberrations such as astigmatism could also contribute to the weak value of CBS enhancement observed in our experiments.
Appendix C: Fitting normalized intensity profiles with theory

For conventional diffusion, the normalized intensity profiles $I(\Delta r,t)/I(0,t)$ can be described by Eq. 3, reproduced here:

$$\frac{I(\Delta r,t)}{I(0,t)} = \frac{1}{A}e^{-\Delta r^2/w^2(t)} + \left(1 - \frac{1}{A}\right)F(\Delta r). \quad (C1)$$

For renormalized diffusion, however, the spatial shape of the profiles may deviate from a Gaussian. In the limit of strong localization in an infinite medium, this shape is exponential:

$$\frac{I(\Delta r,t)}{I(0,t)} \sim \frac{1}{A}e^{-\Delta r/\xi} + \left(1 - \frac{1}{A}\right)F(\Delta r), \quad (C2)$$

where $\xi$ is the localization length defining the average spatial confinement of the wave energy. At the mobility edge, we might expect

$$\frac{I(\Delta r,t)}{I(0,t)} \sim \frac{1}{A}e^{-\alpha \Delta r^3/2t^{1/2}} + \left(1 - \frac{1}{A}\right)F(\Delta r). \quad (C3)$$

with $\alpha$ a constant to be determined. Fitting our experimental data with these three expressions, we find poor agreement for the localized limit (Eq. C2) at all times $t$ (note that, for all fits, the enhancement coefficient $A$ was a free parameter, allowed to vary from 1 to 3.). As shown in Fig. 5, both diffuse and critical regime expressions fit the experimental data well at all times. The sparsity of the data points in space means that neither model fits significantly better than the other. For the purposes of characterizing the spatial-temporal spread of $I_{\text{inc}}$, it is therefore valid to use the Gaussian model given by Eq. C1 to estimate $w^2(t)$. In future work, better characterization of the shape of $I(\Delta r,t)$ may help to identify if, in a certain time range, the system is near enough to the mobility edge for a scaling like Eq. C3 to apply.
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