Observational constraints on scale-dependent cosmology
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This paper examines a cosmological model of scale-dependent gravity. The gravitational action is taken to be the Einstein-Hilbert term supplemented with a cosmological constant, where the couplings, $G_k$ and $\Lambda_k$, run with the energy scale $k$. Also, notice that, by construction, our formalism recovers general relativity when in the limit of constant Newton’s coupling. Two sub-models based on the scale-dependent cosmological model are confronted with recent observational data from: i) the Hubble parameter $H(z)$, ii) distance modulus $\mu(z)$, and iii) baryon acoustic scale evolution as functions of redshift (BAO). The viability of the model is discussed, obtaining the best-fit parameters and the maximum likelihood contours for these observables. Finally, a joint analysis is performed for $H(z)+\mu(z)+$BAO.
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I. INTRODUCTION

Current observational evidence is compatible with a spatially flat Universe dominated by dark matter and dark energy [1]. The standard cosmological model (ΛCDM hereafter) is good enough to give highly accurate predictions of the features of the Cosmic Microwave Background (CMB), primordial abundances of light elements, and large-scale structures. Although we have made significant progress, the nature of the dark sector remains an open question. ΛCDM is based on General Relativity (GR), a theory consistent with a wealth of observational data from astrophysics and cosmology. However, GR cannot be the ultimate gravity theory since some problems naturally emerge. To mention a few, the theory has the several issues: i) the existence of singularities (suggesting that GR is still incomplete), ii) the non-renormalizability, and iii) the fine-tuning problem (i.e., the issue in which fundamental constants seem to require precise values of parameters to be compatible with the observable universe).

Apart from the issues of GR mentioned above, there are a couple of tensions within the ΛCDM model itself that have been made clear by the high precision measurements of recent years. The first one to be mentioned is the weak gravitational lensing at low redshifts (see, for instance [2, 3]) and the second one the tension between measurements of the Hubble constant $H_0$ (defined as $H(t) \equiv \dot{a}/a$ at the present-day ($z = 0$)) (see, for instance [4–9] and references therein). To be more precise, it is important to clarify that the Hubble tension arises not from a contrast between high-redshift and low-redshift data, but rather from discrepancies between measurements of $H_0$ within the ΛCDM model based on high-redshift data and measurements derived from a model-independent approach utilizing low-redshift data. The value of the Hubble constant $H_0[\text{km s}^{-1} \text{ Mpc}^{-1}] = 67.3 \pm 1.1$ (at 68% CL) [10] is now at $\sim 5\sigma$ tension with the most recent result found by local measurements, $H_0[\text{km s}^{-1} \text{ Mpc}^{-1}] = 73.1 \pm 1.1$ (at 68 CL) [11].

In this paper we focus on the following hypothesis: perhaps the assumption of time independence of the Newton constant and the vacuum energy density is no longer valid at cosmological scales and therefore an appropriate description can be given in terms of an effective action. This could mean that an improvement to the ΛCDM model could be made by including the scale dependence of the coupling constants.

Many other approaches are used to study the nature of dark energy. A phenomenological description of dark energy could use a perfect fluid characterized by a time-varying equation of state (EOS) denoted $w(a)$, where $a$ represents the scale factor. However, many other proposals based on fundamental principles do exist and can be classified into two broad categories: i) Dynamical dark energy models, where a new dynamical field is introduced to induce the acceleration of the universe [12], and ii) Geometric dark energy models, where a new gravitational theory is postulated to modify Einstein’s general relativity on cosmic scales [13, 14]. We refer to [15, 16] for comprehensive reviews. Recently, the study of cosmological models in which the cosmological constant is assumed to be a function of time has attracted attention. The reason is that a time-dependent vacuum energy makes possible to alleviate the tension in measurements of $H_0$ [17, 18] (see also e.g. [19–22] and references therein). The cosmological equations in the most popular $\Lambda$-varying scenarios are generalizations of the Friedmann equations, and they offer a richer phenomenology compared to the ΛCDM model [23]. There are also some works on cosmological models with a variable Newton’s constant, see e.g. [24–26].

The present work focuses on a scale-dependent (SD) gravity model that, when used for cosmology, implies generalized Friedmann equations with time-dependent quantities. The paper is organized as follows: Section II introduces the framework of the SD gravity model used in this paper. In subsection II A we discuss the Null Energy Condition (NEC) to complement the gravitational equations, while subsection II B provides the fundamental dynamical equations of cosmological SD model. Then, in section III, we performed a likelihood analysis using $H(z)$ data (subsection III A), $\mu(z)$ data (subsection III B), BAO/CMB data (subsection III C), and a joint likelihood analysis (subsection III D). To finish the paper, we summarize our main findings, and provide a short discussion in section IV.

II. FRAMEWORK: THE SCALE-DEPENDENT FORMALISM

The effective action, $\Gamma[\varphi, k]$, where $\varphi$ represents the relevant fields in the theory and $k$ the renormalization energy scale, is a powerful tool commonly used in quantum field theory. The effective action encompasses quantum features absent in its classical counterpart that are relevant for an accurate description of the phenomena. Moreover, the effective action has an extensive range of applications in fundamental particle physics, condensed matter physics, quantum cosmology, and quantum gravity. For a comprehensive review see [27]. In this formalism the coupling constants of the classical theory become SD quantities i.e.,

$$\{A_0, B_0, C_0, \cdots, Z_0\} \rightarrow \{A_k, B_k, C_k, \cdots, Z_k\},$$

where the left-hand side corresponds to the classical set and the right-hand side corresponds to the quantum-corrected SD set of couplings.
Inspired by ideas of effective field theory, effective models of gravity have been proposed. The implementation of effective field theory for gravity or in the presence of gravity, is a complicated subject and, therefore, different methods and models have been proposed (see [28–38] and references therein). We will study the effective action 

$$\Gamma[g_{\mu\nu}, k] = \int d^4x \sqrt{-g} \left[ \frac{1}{16\pi G_k} \left( R - 2\Lambda_k \right) + \mathcal{L}_M \right],$$

where $\Lambda_k$ and $G_k$ are the scale-dependent cosmological and Newton couplings, respectively. A great advantage of working with effective quantum actions like (2) is that they are capable of incorporating some effects of quantum fluctuations at the level of equations of motion. To obtain background solutions for this effective action one has to derive the corresponding equation of motion. Varying the effective action with respect to the inverse metric field, one obtains the corresponding Einstein field equations [35]

$$G_{\mu\nu} = T^{\text{effec}}_{\mu\nu} = -\Lambda_k g_{\mu\nu} - \Delta t_{\mu\nu},$$

where

$$\Delta t_{\mu\nu} = G_k \left[ g_{\mu\nu} \nabla^\alpha \nabla_\alpha - \nabla_\mu \nabla_\nu \right] G_k^{-1}.$$  

To get physical information out of those equations one has to set the renormalization scale in terms of the physical variables of the system under consideration $k \rightarrow k(x, \ldots)$. This process is called “scale-setting”. The connection between $k$ and the system’s physical variables is not uniquely defined. Thus, by imposing a particular relation between $k$ and $\{t, r, \theta, \phi\}$, one makes a choice that affects the physical observables and their interpretation of this system. Thus, if one wishes to bypass such a disadvantage, one then should close the system following an alternative way. This can, for example, be achieved by taking variations with respect to the renormalization scale, i.e.,

$$\frac{d\Gamma[g_{\mu\nu}, k]}{dk} \bigg|_{k = k_{\text{opt}}} = 0.$$  

The solution of the above equation is called optimal scale $k = k_{\text{opt}}$, since small variations in this scale do, by construction not alter the value of the effective action $\Gamma$. Albeit possible, the implementation of such an equation turns out to be cumbersome. Finally, in order to close the system of equations in a consistent way, one can use the contraction $T^{\text{effec}}_{\mu\nu} \ell^\mu \ell^\nu = 0$, where $\ell^\mu$ is a null vector. This condition can be understood as an effective null energy condition, in the sense of the effective action. In the following three sub-sections we will elaborate on the motivation, implementation, advantages and limitations of this condition. Independent of which scale-setting condition is chosen, the symmetry of the physical system under consideration will also be applied for the scale-setting. E.g. in cosmology with a homogeneous space-time, the dynamical variable is time, which implies that $k = k(t)$, $G = G(t)$, $\Lambda = \Lambda(t), \ldots$.

### A. Scale-dependent gravity with a null energy condition

Energy conditions play an essential role in many applications of general relativity, from cosmology to black-hole physics, and their importance in formulating singularity theorems. These energy conditions consist of restrictions on the stress-energy tensor. Their purpose is three-fold. Firstly, energy conditions allow us to get a sense of “normal matter” since they capture standard features of a different kind of matter. Secondly, all the properties of matter fields are contained in the Einstein’s equations and many of their modifications (including the present work) through the stress-energy tensor. Therefore, one can analyze the resulting dynamical system without recurring to the complex behavior of the field content of the theory. Thirdly, energy conditions enable a conceptual simplification for bypassing complicated computation, as shown in the singularity theorems [39, 40].

This last point is one of the strongest criticisms about the range of validity of the energy conditions. Pointwise energy conditions on the stress-energy tensor are generally considered as over-simplification that are not able to capture all the features of the systems under scrutiny. An example is their application to quantum fields, where the violation of all pointwise energy conditions motivates the introduction of the quantum energy inequalities [41, 42], which allows a finite, possibly negative, lower bound. An intermediate step consists in the averaged energy conditions that average the components of the stress-energy tensor along suitable causal curves while preserving lower bounds to zero. It is noteworthy to remark that the validity of the energy conditions strongly depends on the contributions to the total stress-energy tensor.

SD gravity with a pointwise NEC has been used in: i) cosmology [43–47], ii) relativistic stars [48, 49] and iii) black holes [50–54]. In this manuscript, we will continue the ideas presented in [43–45], with the inclusion of the
pointwise NEC together with the modified Friedmann equations for the SD scenario of Einstein gravity with minimally coupled matter. The idea is the following. Given an observer on a null geodesic, the effective stress-energy tensor \( \kappa_k T_{\mu\nu}^{\text{eff}} \equiv \kappa_k T_{\mu\nu} - \Delta t_{\mu\nu} \) must follow \( T_{\mu\nu}^{\text{eff}} \mu\nu \geq 0 \) [43]. As discussed in [44], the NEC is independent of the SD cosmological constant; thus, it dictates the evolution of Newton’s coupling through different energy scales. Values lower than zero are forbidden at a point [55, 56], while values greater than zero falls into non-physical scenarios with negative values of the Newton constant at early or late evolution time [44]. Therefore, the saturated energy condition

\[
\Delta t_{\mu\nu} \mu\nu \geq 0
\]

is well-justified. One can see the advantage of demanding the NEC for the whole \( T_{\mu\nu}^{\text{eff}} \) instead of just \( T_{\mu\nu} \) by looking at its geometrical counterpart: if the NEC is applied to \( T_{\mu\nu}^{\text{eff}} \) and \( \Delta t_{\mu\nu} \) fulfills the saturated NEC, it implies \( R_{\mu\nu} \mu\nu \geq 0 \), which means that non-rotating null geodesic congruence locally converges, ensuring that gravity is attractive for massless particles [56].

To evaluate the validity of the inclusion of a NEC for closing the system of equations, one has to compare it with physical observables. In this sense, a first step was taken in [44], where the tension between early and late-time massless particles [56] was studied for the scale-dependence correction of the classical ΛCDM model. In the present work, the idea is being put on the edge by confronting our theoretical model with the latest Type Ia Supernova (SN Ia), Baryon Acoustic Oscillations (BAO), and CMB radiation observations.

### B. The scale-dependent cosmological model

In what follows, we will summarize the main ingredients and the differential equations which describe the cosmological background evolution of a SD Friedmann-Robertson-Lemaitre-Walker Universe which is subject to a null energy condition in the gravitational sector [44].

Thus, rewriting the original equations in a more convenient form, we have

\[
\frac{1}{H_0^2} \left( H^2 - H \frac{\dot{g}}{g} \right) = \Omega_{\Lambda} \lambda + \frac{\Omega_r}{a^4} g + \frac{\Omega_m}{a^3} g ,
\]

\[
\frac{1}{H_0^2} \left( 2\dot{H} + 3H^2 - 2H \frac{\dot{g}}{g} + \frac{2\dot{g}^2}{g^2} - \frac{\ddot{g}}{g} \right) = 3\Omega_{\Lambda} \lambda - \frac{\Omega_r}{a^4} g ,
\]

\[
\frac{\ddot{g}}{g} - H \frac{\dot{g}}{g} - \frac{2\dot{g}^2}{g^2} = 0 ,
\]

where \( H = H(t) \), \( g = g(t) \) and \( \lambda = \lambda(t) \) are defined by

\[
H(t) = \frac{a'(t)}{a(t)} , \quad g(t) = \frac{G(t)}{G_0} , \quad \lambda(t) = \frac{\Lambda(t)}{\Lambda_0} .
\]

As in the ΛCDM model, the density parameters \( \Omega_m, \Omega_r, \) and \( \Omega_{\Lambda} \) describe the contents of the Universe at present time. The time dependence of the Λ coupling that is implied in the scale–dependent scenario results in time-dependent dark energy density

\[
\Omega_{\Lambda}(t) = \frac{\Lambda(t)}{3H_0^2} .
\]

The value of \( \Omega_{\Lambda}(t) \) is not independent degree of freedom, since it can be expressed in terms of the other functions and parameters from (7) or (8).

We will explore the phase space of the dynamical system given by Eqs. (7-9). For this discussion, it is convenient to use the dimensionless functions (10) and

\[
x = \frac{a(t)}{a_0} .
\]

The SD cosmological equations take the form

\[
\frac{x'(\tau)^2}{x(\tau)^2} - \frac{g'x'}{g(x)} = \Omega_m g(x) x^{-3} + \Omega_r g(x) x^{-4} + \Omega_{\Lambda} \lambda(x) ,
\]

\[
\frac{x'(\tau)^2}{x(\tau)^2} - \frac{2g'g''}{g(x)^2} + \frac{2g''}{g(x)} + \frac{x''}{x(x)} = -\Omega_r g(x) x^{-4} + 3\Omega_{\Lambda} \lambda(x) ,
\]

\[
\frac{g''}{g} - \frac{g'(x)x'}{g(x)} - \frac{2g'(x)^2}{g^2} = 0 ,
\]

\[
\frac{x'(\tau)^2}{x(\tau)^2} - \frac{g'x'}{g(x)} = \Omega_m g(x) x^{-3} + \Omega_r g(x) x^{-4} + \Omega_{\Lambda} \lambda(x) ,
\]

\[
\frac{x'(\tau)^2}{x(\tau)^2} - \frac{2g'g''}{g(x)^2} + \frac{2g''}{g(x)} + \frac{x''}{x(x)} = -\Omega_r g(x) x^{-4} + 3\Omega_{\Lambda} \lambda(x) ,
\]

\[
\frac{g''}{g} - \frac{g'(x)x'}{g(x)} - \frac{2g'(x)^2}{g^2} = 0 ,
\]

\[
\frac{x'(\tau)^2}{x(\tau)^2} - \frac{g'x'}{g(x)} = \Omega_m g(x) x^{-3} + \Omega_r g(x) x^{-4} + \Omega_{\Lambda} \lambda(x) ,
\]

\[
\frac{x'(\tau)^2}{x(\tau)^2} - \frac{2g'g''}{g(x)^2} + \frac{2g''}{g(x)} + \frac{x''}{x(x)} = -\Omega_r g(x) x^{-4} + 3\Omega_{\Lambda} \lambda(x) ,
\]

\[
\frac{g''}{g} - \frac{g'(x)x'}{g(x)} - \frac{2g'(x)^2}{g^2} = 0 ,
\]

\[
\frac{x'(\tau)^2}{x(\tau)^2} - \frac{g'x'}{g(x)} = \Omega_m g(x) x^{-3} + \Omega_r g(x) x^{-4} + \Omega_{\Lambda} \lambda(x) ,
\]

\[
\frac{x'(\tau)^2}{x(\tau)^2} - \frac{2g'g''}{g(x)^2} + \frac{2g''}{g(x)} + \frac{x''}{x(x)} = -\Omega_r g(x) x^{-4} + 3\Omega_{\Lambda} \lambda(x) ,
\]

\[
\frac{g''}{g} - \frac{g'(x)x'}{g(x)} - \frac{2g'(x)^2}{g^2} = 0 .
\]
where
\[ t = (H_{100}h)^{-1}\tau, \] (16)
and \( H_{100} = 100\text{km}s^{-1}\text{Mpc}^{-1} \). When switching between the time variables \( t \) and \( \tau \) it is useful to have at hand the relation,
\[ \frac{\dot{x}(t)}{x(t)} = (H_{100}h)x'(\tau)/x(\tau). \] (17)

For later use, let us write the expression of the Hubble constant
\[ H_0 \equiv h \cdot H_{100} \cdot x'(0)/x(0), \] (18)

The evolution of this dynamical system can be determined by giving the initial conditions \( x(\tau_0), x'(\tau_0), g(\tau_0) \) and \( g'(\tau_0) \), where we denoted \( \tau_0 \) as the present value of the evolution coordinate \( \tau \).

The parameter \( h \) will be one of the phenomenological parameters of our model. A particular cosmological model is defined by giving the values of two input parameters \( \Omega_m, \Omega_r \) and four initial conditions \( x(\tau_0), x'(\tau_0), g(\tau_0) \) and \( g'(\tau_0) \). For the subsequent analysis it is convenient to work with the parameters \( \alpha \equiv x'(\tau_0)/x(\tau_0) \) and the time-rescaling parameter \( h \).

C. Why this model?

Up to now we have introduced and contextualized the SD cosmological model with a NEC, culminating in the coupled equations (13)-(15). Let us now summarize the main reasons why we believe that it is worthwhile to explore this as simple toy model for leading observable effects of quantum gravity.

- Running \( G \) and \( \Lambda \): The variability of \( g(\tau) \) and \( \lambda(\tau) \) can be taken as model of the most striking features of effective quantum field theories, namely the variability of its couplings, but it also appears in a large number of models, as mentioned in the introduction.
- General covariance: Symmetries, are one of the most important guiding principle in theoretical physics. The underlying field equations of our model (3) and (6) conserve this fundamental symmetry.
- Non-negative energy: The relation (6) avoids negative contributions to the energy content of the universe [44].
- Positive \( G \): The relation (6) avoids the dynamical evolution towards negative \( G \) in the future.
- Locality: Another valuable concept of many successful physical theories is locality. Our model preserves this property.
- Second order: Higher-order field equations are genuinely hard to solve and tend to produce unstable solutions. The SD-NEC model is second order and avoids these problems.
- Candidate for solving the cosmological constant problem: The field equations (3) and (6) can, without matter degrees of freedom, be solved exactly. The latter fact and other ideas were used in [43] to propose a model to alleviate the cosmological constant problem. This is achieved by showing that in the SD-model the dimensionless product \( \Lambda(t) \cdot G(t) \) is naturally driven to exponentially small but non-zero values during inflation.
- Asymptotic safety correspondence: In the pure \( \Lambda \) and \( G \) scenario this model provided an astonishing one-to-one correspondence to RG-flow predictions. The dimensionless product (i.e., \( \Lambda \cdot G \)) of this toy model can be mapped exactly to the RG-flow of asymptotic safety in the separatrix-limit [43]. This highly non-trivial result seems to hint towards a deeper relation between RG-time and cosmological time.
- Classical limit: A classical limit is typically very hard to achieve in top-down approaches to quantum gravity. The SD-NEC model has a well-defined classical limit, in terms of the particular solution with constant \( G \) and constant \( \Lambda \).
- Predictivity: Deviations from the above-mentioned classical limit, present the only free additional parameter of the model. This additional parameter is the initial value of \( g' \neq 0 \) e.g. in equation (15). The model is thus highly predictive and due to the aforementioned second order of the equations, relatively easy to test.
- Phenomenological results: Our previous results, exploring the \( H_0 \) tension and a mapping to the statefinder approach gave very encouraging phenomenological results [44, 45].
- There are numerous models that implement non-constant couplings in one or the other way. Out of these, this particular model is special in the sense that it minimally implements SD couplings and the condition (6).
D. Quantum gravity?

Despite this rather long list of desirable properties, it is important to keep in mind that the SD-NEC model should be considered as no more than a bottom-up model with nice properties. It is not a full quantum gravity model and a comparison to the first principle of quantum gravity (QG) is limited for several reasons:

- The system (7-9) does neither contain non-local [57, 58] nor higher derivative effects [59, 60] of QG.
- Classical energy conditions such as (6) are probably broken in the quantum (gravity) regime and will eventually need to be refined [61, 62].
- A comparison to effective quantum gravity calculations is limited. Such quantum approaches typically only explore modifications at small distance scales. The reason for this is that modifications in the Infra-Red (IR hereafter) at cosmological scales are not under control due to a conceptual clash between singularity theorems [63] and the usual low curvature expansions in these approaches [37, 38], as explained in [64].
- A related limitation is the unclear interpretation of SD and the scale-setting (such as 5) in effective QG theories, such as Asymptotic Safety [65, 66].

One can thus, not expect that this simple model can address all the problems of the classical theory of relativity, such as e.g. singularities. Keeping these limitations in mind, we are exploring the model (7-9) to a new depth by confronting its predictions with additional data sets.

III. OBSERVATIONAL CONSTRAINTS

Unfortunately, we have not been able to find analytical solutions to the system (13) – (15) under generic initial data and density parameters, and for that reason, generic analytical predictions escape our knowledge. Our analysis also takes a practical perspective: It has not been demonstrated that the dynamics of the scale-dependent model studied in [44] can be mapped to certain well-known scalar-tensor theories. Therefore, it is natural to compare the model

\[ \text{with data and seek possible insights into the allowed solution phase.} \]

When the observables \( H(z), \mu(z) \) and BAO (see sections III A, III B and III C for a detailed explanation of these observables) are confronted to LCDM they are enough to provide a clear picture of the phenomenologically acceptable region of the free parameters, see the confidence region in the plot of fig. 1. Then is natural to confront \( H(z), \mu(z) \) and BAO to the scale-dependent model and respond to the question: Are these observables enough to constraint the parameters of the model?

One of the computational challenges is that, in the lack of analytical solutions, we have to use numerical solutions. Based on the results of [45], we integrate the equations numerically.

Based on the discussion above, we have four initial conditions \( x(\tau_0), x'(\tau_0), g(\tau_0) \) and \( g'(\tau_0) \); and two parameters \( \Omega_m, \Omega_r \) that give us six input parameters for each cosmological model. We will trade the parameter \( x(\tau_0) \) for the \( h \) parameter defined in (17). For the observational data considered in the present paper (low redshift) it is fair to consider \( \Omega_r = 0 \).

In this paper, we will consider two main sub-models within the framework of the SD cosmology,

\[
\begin{align*}
\theta_{\text{model A}} &= (x_0', \ g_0', \ \Omega_m), \quad \text{with} \ x_0 = 1, \ g_0 = 1, \ \Omega_r = 0, \ h = 0.682, \\
\theta_{\text{model B}} &= (x_0', \ g_0', \ h, \ \Omega_m), \quad \text{with} \ x_0 = 1, \ g_0 = 1, \ \Omega_r = 0.
\end{align*}
\]

The initial condition \( x_0 = 1 \) corresponds to the choice \( a(\text{present}) = a_0, \) see (12), while the initial condition \( g_0 = 1 \) makes sure the gravitational coupling in the present time has the observed current value, see (10).

The value \( h = 0.682 \) used in model A is a fiducial value based on table 8 of reference [10] of cosmological parameters obtained by combining Planck TT,TE,EE+lowE with other data sets for modified gravity models that assume an effective field theory description of dark energy [67–69]. The restriction of Model A helps to alleviate a high degeneration in the parameter space of Model B with respect to the observational data considered in the present paper.

We will determine the confidence regions. Our likelihood function for both sub-models is the Log-Likelihood function,

\[ \log P(\theta) \propto -\chi^2/2, \]

where the \( \chi^2 \) measure is defined below for three observables separately: \( H(z), \mu(z) \) and BAO/CMB.
For efficient sampling we implemented random sampling with a Markov chain Monte Carlo (MCMC) ensemble sampler using the EMCEE Python library [70]. We used uniform priors and we discarded 2.5 times the largest autocorrelation time among the chains for burn-in. The number of walkers, sampling steps, burn-in steps, and thinning steps are reported in table I.

| sub-model | \( n_{\text{walkers}} \) | \( n_{\text{sampler}} \) | \( n_{\text{burnin}} \) | \( n_{\text{thin}} \) |
|-----------|-----------------|-----------------|---------------|--------------|
| A         | 100             | 500000          | 107           | 25           |
| B         | 100             | 500000          | 8616          | 95           |

TABLE I: Summary of the sampling parameters of the mcmc chains used in this paper.

In the figures, we show the 1σ and 2σ contours that in the two-dimensional case correspond to 68%CL and 95%CL respectively. We repeated this procedure for all the observables separately and we performed the joint analysis as well. For model A, we obtain the results of figure 4, while for model B, the results are shown in figure 5. The resulting mean values are summarized in table II.

A. Constraints from \( H(z) \) data

We can use the expressions for the redshift and the Hubble parameter,

\[
    z = \frac{x_0}{x(\tau)} - 1, \tag{22}
\]

\[
    H = hH_{100} \frac{x'(\tau)}{x(\tau)}. \tag{23}
\]
in terms of the numerical solution $x(\tau)$. The subscript 0 represents present-day values and, from (12), we see that it is sufficient to consider sub-models with $x_0 = 1$.

We used recent $H(z)$ data, consisting in 28+1 data points given in [71]. This data set is based in 28 points compiled in [72] plus the value of $H_0$ estimated in [73]. To perform the likelihood analysis we define $\chi^2_H$ as

$$
\chi^2_H(\theta) = \sum_{i=1}^{29} \left( \frac{H(z_i; \theta) - H_i^{\text{obs}}}{\sigma_i} \right)^2 .
$$

Here, $H(z_i; \theta)$ represent model predictions for a given set of parameters and $H_i^{\text{obs}}$ represent the observational data points which are known with the uncertainty $\sigma_i$.

We determined best fit parameters (BF) by minimizing $\chi^2_H(\theta)$. In the case of model A we obtained the results $x'(0) \approx 1.1053$, $g'(0) \approx -1.139$ and $\Omega_m = 0.262$, with a value of $\chi^2_H(\theta_{\text{BF}}) \approx 18.779$ and a reduced chi-squared $\chi^2_H(\theta_{\text{BF}})/\nu \approx 0.722$, where $\nu$ is the number of degrees of freedom, $\nu(H(z)) = 26$ (a value $\chi^2/\nu$ around 1 shows accordance between observations and error variance). In the case of model B we obtained the results $x'(0) \approx 1.346$, $g'(0) \approx -1.398$, $h = 0.534$ and $\Omega_m = 0.436$, with a value of $\chi^2_H(\theta_{\text{BF}}) \approx 18.951$ and a reduced chi-squared $\chi^2_H(\theta_{\text{BF}})/\nu \approx 0.758$, where $\nu$ is the number of degrees of freedom, $\nu(H(z)) = 25$. The derived values for $H_0$ are derived using (18), and we get $H_0 \approx 71.81 \text{km s}^{-1}\text{Mpc}^{-1}$ for model A and $H_0 \approx 71.3 \text{km s}^{-1}\text{Mpc}^{-1}$ for model B.

For the sake of reference, let us report the results for ΛCDM as well, where $\theta^{(\Lambda\text{CDM})} = (H_0, \Omega_m)$. In this case we have $H_0 \approx 71.1 \text{km s}^{-1}\text{Mpc}^{-1}$, $\Omega_m \approx 0.254$ with $\chi^2_H(\theta^{(\Lambda\text{CDM})}) \approx 23.923$, $\nu = 27$ and therefore $\chi^2_H(\theta^{(\Lambda\text{CDM})})/\nu \approx 0.886$. The $H_0$ values for Model A and Model B are somewhat higher than the result for ΛCDM but the difference is too small to make any remarkable claims in favour of the scale-dependent model from this point of view.

From the confidence regions (CR), we can see that the $H(z)$ data is very good at constraining model A. For model B there is degeneracy within parameters and the contours are less restrictive, see Fig. 4 and 5. These are important leanings that will facilitate future studies of the cosmological scale-dependent model.

B. Constraints from $\mu(z)$ data

The observations of type Ia supernovae (SNe Ia) directly measure the apparent magnitude $m$ of supernovae and their redshift $z$. The apparent magnitude is related to the luminosity distance $d_L$ of the supernova through

$$
m = M + 5 \log_{10} \left( \frac{d_L(z)}{1\text{Mpc}} \right) + 25 ,
$$

where $M$ is the absolute magnitude, which is considered to be constant for all SNe Ia. It is convenient to use the Hubble free luminosity distance,

$$
D_L(z) = \frac{H_0}{c} d_L(z) ,
$$

and the distance modulus $\mu(z)$,

$$
\mu = m - M = 5 \log_{10} \left( \frac{D_L(z)}{H_0} \right) + 52.38 .
$$

The Hubble free luminosity distance $D_L(z)$ is determined using

$$
\frac{D_L(z)}{H_0} = (1 + z) \int_0^z \frac{dz'}{H(z')} ,
$$

where we compute $z$ and $H(z)$ using (22) and (23).

For the $\mu(z)$ data, we used the Pantheon+SH0ES dataset based on nominal SN and Cepheid-host distances comprised by 1701 data points [11, 74]. This dataset is publicly available in the Github repository Pantheon-PlusSH0ES/DataRelease.

We define $\chi^2_\mu$ as

$$
\chi^2_\mu(\theta) = \sum_{i,j=1}^{1701} X_i(C^{-1})_{i,j} X_j , \quad X_i = \mu(z_i; \theta) - \mu_i^{\text{obs}} ,
$$
where $\mu(z; \theta)$ represents model predictions for a given set of parameters and $C$ is the full covariance matrix for statistical and systematic errors.

We determined best-fit parameters by minimizing $\chi^2_{\theta}(\theta)$. In the case of model A we obtained the results $x'(0) \approx 1.061$, $g'(0) \approx -0.124$ and $\Omega_m = 0.509$, with a value of $\chi^2_{\mu}(\theta_{BF}) \approx 1748.135$ and a reduced chi-squared $\chi^2_{\mu}(\theta_{BF})/\nu \approx 1.030$, where $\nu$ is the number of degrees of freedom, $\nu(\mu(\theta)) = 1698$. In the case of model B we obtained the results $x'(0) \approx 1.023$, $g'(0) \approx -0.120$, $h = 0.707$ and $\Omega_m \approx 0.473$, with a value of $\chi^2_{\mu}(\theta_{BF}) \approx 1748.135$ and a reduced chi-squared $\chi^2_{\mu}(\theta_{BF})/\nu \approx 1.030$, where $\nu$ is the number of degrees of freedom, $\nu(\mu(\theta)) = 1697$. The derived values for $H_0$ are $H_0 \approx 69.43 \text{km/s/Mpc}$ for model A and $H_0 \approx 72.32 \text{km/s/Mpc}$ for model B. For reference, let us report the results for $\Lambda$CDM as well. The best fit for $\mu(z)$ gives us $H_0 \approx 72.36 \text{km/s/Mpc}$, $\Omega_m \approx 0.295$ with $\chi^2_{\mu}(\theta_{BF}(\Lambda\text{CDM})) \approx 545.111$, $\nu = 578$ and therefore $\chi^2_{\mu}(\theta_{BF}(\Lambda\text{CDM}))/\nu \approx 0.943$. We appreciate the fact that $\Lambda$CDM achieves an excellent fit with one fewer parameter.

From the confidence regions, we can see that the $\mu(z)$ data is very good at constraining $x'(0)$, but there is a large degeneracy in $g'(0)$. Model B also suffers from a large degeneracy in $h$. This degeneracy in $h$ is the reason why the variation of this parameter in model B did not lead to an improvement of the reduced $\chi^2$ with respect to model A, see fig. 4 and 5. The existence of this degeneracy is also an important learning from the phenomenological point of view of scale-dependent cosmology.

\[\text{C. Constraints from BAO data}\]

We can look for the parameter space of the scale-dependent model that is favored by the BAO from low-redshift data. The BAO scale is set by the radius of the sound horizon at the end of the drag epoch $z_d$, when photon pressure is no longer able to avoid the gravitational instability of the baryons,

\[r_s = \int_{z_d}^{\infty} \frac{c_s(z)}{H(z)} dz, \quad (30)\]

where the speed of sound in the photon-baryon fluid is

\[c_s(z) = 3^{-1/2}c(1 + 3/4 \rho_b(z)/\rho_\gamma(z))^{-1/2}, \quad (31)\]

where $\rho_b$ is the density of baryons and $\rho_\gamma$ is the density of photons. A precise prediction of the BAO signal requires a full Boltzmann code computation, but for reasonable variations about a fiducial model, in many cases, the ratio of BAO scales is computed by the ratio of $r_s$ values computed from the integral (30), see for instance [75]. This often imposes a prior of the CMB measurement from the Planck satellite. We will compute (30) assuming dynamics from the full SD equations for $H(z)$ in (30). However, in the absence of the existence of a full Boltzmann study of the CMB properties within the SD cosmology, we will use the Planck values [10] of the parameters in (31) as priors. This setup works reasonably well under the assumption that $g_0$ is small enough, and therefore the $\Lambda$CDM predictions are close enough to the set of predictions of the SD model.

The angular diameter distance $D_A$ and the volume-averaged scale $D_V$ are related to $H(z)$ by [76]

\[D_A(z) = \frac{1}{1+z} \int_0^z \frac{dz'}{H(z')}, \quad (32)\]

\[D_V(z) = \left[ (1+z)^2 D_A^2(z) \frac{z}{H(z)} \right]^{1/3}. \quad (33)\]

We used the dataset compiled by Giostri et al for the observable $r_s(z_d)/D_V(z)$ [77] that comprises: two points at $z = 0.2$ and $z = 0.35$ extracted from Percival et al [78], a point at $z = 0.106$ extracted from the 6dF Galaxy Survey [79], and three points at $z = 0.44$, $z = 0.60$ and $z = 0.73$ extracted from the BAO results by the WiggleZ team [80].

We define $\chi^2_{\text{BAO}}$ as

\[\chi^2_{\text{BAO}}(\theta) = \sum_{i,j=1}^{6} X_i(C^{-1})_{ij} X_j, \quad X_i = (r_s(z_d; \theta)/D_V(z_i; \theta)) - (r_s(z_d)/D_V)^{\text{obs}} \quad \tag{34}\]

where $r_s(z_d; \theta)/D_V(z_i; \theta)$ represents model predictions for a given set of parameters and $C$ is the covariance matrix [77]. We determined best fit parameters by minimizing $\chi^2_{\text{BAO}}(\theta)$. In the case of model A we obtained the results $x'(0) \approx 0.479$, $g'(0) \approx 0.408$ and $\Omega_m = 0.080$, with a value of $\chi^2_{\text{BAO}}(\theta_{BF}) \approx 2.159$ and a reduced chi-squared
\( \chi^2_{\text{BAO}}(\theta_{\text{BF}})/\nu \approx 0.720 \), where \( \nu \) is the number of degrees of freedom, \( \nu(\mu(z)) = 3 \). In the case of model B we obtained the results \( x'(0) \approx 0.901, g'(0) \approx 0.768, h = 0.363 \) and \( \Omega_m \approx 0.282 \), with a value of \( \chi^2_{\text{BAO}}(\theta_{\text{BF}}) \approx 2.159 \) and a reduced chi-squared \( \chi^2_{\text{BAO}}(\theta_{\text{BF}})/\nu \approx 1.080 \).

As it can be seen from the CR of figures 4 and 5, there is large degeneracy for BAO within the SD model. This means that the BAO data alone is not as well suited as the other observational data sets, to constrain the parameters of the scale-dependent model. Let us note that the time dependence on cosmological scales of Newton’s constant should be taken carefully because of the risk of incompatibility with large-scale structures. However, the large degeneracy that can be seen in the CR tell us that the time dependence of Newton constant implied by the scale-dependent cosmological model considered in the present paper is subtle and compatible with large-scale structure data. This can be confirmed when comparing the predicted curves for the best-fit parameters and the mean value parameters, fig. 2 and fig. 3. The fact that the best fit and the mean value differ substantially (see tables II and III) can be understood thanks to the non-Gaussianity of the contours, as it can be seen from the shape of the green contours in the CR plots.

### D. Joint analysis

In sections III A, III B, and III C we constructed the CR of two sub-models based in the SD cosmology. Inspection of the 1σ regions tell us that the observables \((H, \mu, \text{BAO/CMB})\) are compatible within the framework of model A and model B. Therefore it makes sense to consider a joint analysis that could help to remove degeneracies.

In this subsection we present the results of a joint analysis for \(H(\theta), \mu(z, \theta), \) and \(X_i(\theta)\) of BAO/CMB.

| sub-model | \(x'(0)\) | \(\mu(z)\) | BAO/CMB | joint |
|----------|------------|-------------|----------|--------|
| A        | 1.0476+0.0284-0.0289 | 1.0598+0.0041-0.0041 | 1.2339+0.2069-0.4413 | 1.0703+0.0032-0.0032 |
|          | -1.0138+0.4456-0.2667 | 0.1580-0.9144-0.7299 | -1.2322+0.9152-0.5439 | -0.7955+0.0729-0.0704 |
| A        | 0.2870+0.0604-0.0545 | 0.5245+0.0092-0.0476 | 0.4124+0.3061-0.2412 | 0.4077+0.0198-0.0193 |

### TABLE II: Summary of mean values obtained in this paper.

| sub-model | \(x'(0)\) | \(\mu(z)\) | BAO/CMB | Joint |
|----------|------------|-------------|----------|--------|
| A        | 1.1460+0.3009-0.4335 | 1.1575+0.2250-0.3451 | 1.2860+0.3666-0.3904 | 1.3425+0.2403-0.4021 |
|          | -1.2904+0.5442-0.4600 | 0.0511+0.8932-0.7277 | -0.8058+1.5971-0.8750 | -0.9795+0.2933-0.2236 |
| B        | 0.5036+0.2221-0.0882 | 0.6244+0.2051-0.1012 | 0.4875+0.6527-0.2155 | 0.5436+0.0823-0.0823 |
|          | 0.5290+0.2953-0.2845 | 0.6219+0.2572-0.3128 | 0.4787+0.3148-0.2685 | 0.6406+0.0240-0.3267 |

| H(z) | \(\mu(z)\) | BAO/CMB | Joint |
|------|-------------|----------|--------|
| \(x'\) | 1.053 | 1.061 | 0.479 | 1.070 |
| \(g'\) | -1.139 | -0.124 | 0.408 | -0.799 |
| \(h\) | 0.262 | 0.509 | 0.080 | 0.407 |
| \(\chi^2/\nu\) | 0.722 | 1.030 | 0.720 | 1.039 |

| H(z) | \(\mu(z)\) | BAO/CMB | Joint |
|------|-------------|----------|--------|
| \(x'\) | 1.346 | 1.023 | 0.901 | 1.251 |
| \(g'\) | -1.398 | -0.120 | 0.768 | -0.934 |
| \(h\) | 0.534 | 0.707 | 0.363 | 0.584 |
| \(\chi^2/\nu\) | 0.758 | 1.030 | 1.080 | 1.039 |

### TABLE III: Summary of the best-fit values obtained in this paper.

We will assume that the observables are effectively independent by defining the combined \(\chi^2_{\text{Joint}}\) value as

\[
\chi^2_{\text{Joint}} = \chi^2_H + \chi^2_\mu + \chi^2_{\text{BAO}}.
\]

In the case of model A we obtained the results \(x'(0) \approx 1.070, g'(0) \approx -0.799\) and \(\Omega_m = 0.407\), with a value of \(\chi^2_{\text{Joint}}(\theta_{\text{BF}}) \approx 1800.367\) and a reduced chi-squared \(\chi^2_{\text{Joint}}(\theta_{\text{BF}})/\nu \approx 1.039\), where \(\nu\) is the number of degrees of freedom, \(\nu(\mu(z)) = 1733\). In the case of model B we obtained the results \(x'(0) \approx 1.251, g'(0) \approx -0.934, h = 0.584\) and
$\Omega_m \approx 0.555$, with a value of $\chi^2_{\text{joint}}(\theta_{\text{BF}}) \approx 1800.367$ and a reduced chi-squared $\chi^2_{\text{joint}}(\theta_{\text{BF}})/\nu \approx 1.039$, where $\nu$ is the number of degrees of freedom, $\nu(\mu(z)) = 1732$. The derived values for $H_0$ are $H_0 \approx 72.97 \text{km s}^{-1} \text{Mpc}^{-1}$ for model A and $H_0 \approx 73.06 \text{km s}^{-1} \text{Mpc}^{-1}$ for model B. These results are summarized in table III.

The CR are depicted in the figures 4 and 5. The degeneracies of model A are removed, however in model B some degeneracy still remains. This can be seen as a validity check and a motivation for the study of the generation of CMB anisotropies within the scale-dependent model. These results are summarized in table II.

IV. DISCUSSION AND CONCLUSION

In previous papers, we considered the SD cosmological model as a viable solution for the $H_0$ problem [44]. In [45] we also studied the statefinder parameters of the SD model and in particular we showed that the dynamics predicted by the SD model is not equivalent to the dynamics of Brans Dicke theory. In the present paper, we performed a likelihood analysis of benchmarks of the SD model, where we allowed for three or four parameters to vary. We used three observables to obtain best-fit values and the maximum likelihood contours. We checked the compatibility of the observables and also performed the joint analysis. Our present analysis is fundamental in understanding the physically relevant values of the parameters of the SD model. Let us also present marginalized results of the confidence regions of model B in terms of the parameters $g'(0)$ and $H_0$ that is the familiar expansion rate, see fig 6.

There are future refinements that can be made to our study. With respect to the sound horizon $r_d$ that is used as the standard ruler to calibrate the BAO observations [81, 82], and following the ideas of [83], it is interesting to carry out a full measurement of the parameters of the SD cosmological model and the scale of the BAO from low-redshift data. It would be also interesting to implement a full Boltzmann equation solver to obtain CMB-SD predicted parameters from the CMB features only. For the sake of simplicity, in the present model we have assumed flat spatial geometry but it would be interesting to study the implications of spatial curvature in the context of the SD model.

In summary, our analysis shows, that the presented SD model is not ruled out by the observables considered in this paper and that the best-fit values are in good agreement with the observational data sets [72, 73, 77, 84]. It is interesting to note that the best fit and the 1$\sigma$ contour for the combined data set are compatible with a negative and non-vanishing $g'(0)$. To complement this point, let us remark that the data sets considered in the present analysis do not require to fine tune $g'(0)$ to extremely small values, as one could naively expect.

Finally, let us also remark that values of order one in $d(\cdot)/d\tau$ translate to values $h 10^{-1} \text{Gyr s}^{-1} d(\cdot)/dt$ where $t$ is the physical time and those are naively in tension with bounds based on cosmological scales $|\dot{G}/G| \lesssim (10^{-4} - 10^{-2}) \text{Gyr s}^{-1}$, see references therein [44]. However such constraints are generically model-dependent since they typically explore a change in the gravitational coupling without taking into account e.g. the dynamic nature of such a change as it is crucial in the SD model. Therefore our work indicates that a review of such constraints within the framework of scale-dependent gravity is timely. Let us also clarify that we do not claim that the scale-dependent cosmology is “better than” any other theory, such analysis is beyond the scope of our paper and requires other statistical tools that we are not using in this paper.
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FIG. 2: Model A, where the parameter $h = 0.682$. Red is the best-fit value (ML) and blue-dashed the mean value (MV). In green are the model predictions for a hundred randomly selected set of parameters within the posterior distribution. First row corresponds to $H(z)$ data, second row corresponds to $\mu(z)$ data, third corresponds to BAO data and fourth row corresponds to joint data.
FIG. 3: Model B. Red is the best-fit value (ML) and blue-dashed the mean value (MV). In green are the model predictions for a hundred randomly selected set of parameters within the posterior distribution. First row corresponds to $H(z)$ data, second row corresponds to $\mu(z)$ data, third corresponds to BAO data and fourth row corresponds to joint data.
FIG. 4: Model A, where the parameter $h = 0.682$. Corner plots showing the 1D marginalized and 2D posterior distributions. We included plots for $H(z)$, $\mu(z)$, BAO/CMB and the joint analysis. Contours for $H(z)$ show no substantial degeneracy, for $\mu(z)$ a somewhat higher degeneracy, specially in the $g'(0)$ value. The BAO/CMB contour shows large degeneracy.
FIG. 5: Model B. Corner plots showing the 1D marginalized and 2D posterior distributions. We included plots for $H(z)$, $\mu(z)$, BAO/CMB and the joint analysis. The model has a large degeneracy with respecto to three observables. The joint analysis helps to reduce the degeneracy although it is not fully eliminated.

FIG. 6: Marginalized confidence regions of model B in terms of $g'(0)$ versus $H_0$. 
