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Abstract
We argue that the amazing progress of first-principles materials physics necessitates a revision of the Standard Approach to electrodynamics of media. We hence subject this Standard Approach to a thorough critique, which shows both its inherent conceptual problems and its practical inapplicability to modern ab initio calculations. We then go on to show that the common practice in ab initio materials physics has overcome these difficulties by taking a different, \textit{microscopic} approach to electrodynamics of media, only superficially resembling the Standard Approach whose validity is restricted to the \textit{macroscopic} domain. As this paradigm shift went largely unnoticed outside and partly even within the ab initio community, the present article aims at a systematic development and paradigmatic discussion of this new, microscopic first-principles approach to electrodynamics of media, for which we propose the name \textit{Functional Approach}.
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1. Introduction

Ever since J. C. Maxwell’s introduction of electromagnetic field theory in 1865 [1], the learned world has been struck time and again by scientific upheavals in electrodynamics, ranging from H. Hertz’ detection of electromagnetic waves in 1887 [2] (cf. also [3, 4] for historical accounts), over A. Einstein’s development of special relativity in 1905 [5], up to the mastery of quantum electrodynamics in the second half of the twentieth century (see [6] for a historical overview). All these extremely spectacular discoveries notwithstanding, in the wake of many-body quantum mechanics a more silent revolution has made its way, which—although being extremely relevant for the interpretation of electrodynamics in materials—almost completely escaped attention outside the reclusive circles of highly specialized experts: the development of ab initio materials physics (see e.g. [7–9] for modern textbooks, [10–21] for recent research articles, in particular in connection with functional renormalization group (fRG) applications see [22–27]).

In fact, although ab initio materials physics enjoys the reputation of being a rather applied field of research, it has initiated a theoretical paradigm shift [28] in the strict sense of the word: While it had traditionally been assumed in many research areas that there are essentially two different types of physical laws—a fundamental one applying in vacuo and a phenomenological one applying in matter—ab initio materials physics has brought it to light that the fundamental laws (which are those allegedly applying only in vacuo) actually always hold true. In fact, they can even be used to predict the behavior of materials from first principles. By contrast, in the traditional view the fundamental laws would somehow lose their validity or at least their applicability in materials, where they would have to be replaced by their phenomenological counterparts. These phenomenological laws then usually involve free parameters which are supposed to characterize the material under consideration.

The prime example of this philosophy is, of course, the classical theory of electromagnetism, where the physical laws most incisively come in two different guises: as Maxwell’s equations in vacuo and in media. In a way, however, the preliminary and tentative character of this traditional distinction has been clear at least since the works of H. A. Lorentz [29, 30], who identified this dualism with an apparently similar dichotomy: the one of microscopic and macroscopic Maxwell equations. Surprisingly, it turned out that the Maxwell equations “in vacuo” actually hold true “in medio” as
well, but only microscopically. Macroscopically though, they had to be replaced by the old Maxwell equations in media. Later, these then promptly went under the name of “macroscopic Maxwell equations”, while the old vacuum Maxwell equation were rechristened “microscopic Maxwell equations”. Correspondingly, the “macroscopic” Maxwell equations were not accepted as fundamental anymore, but instead had to be derived from the “microscopic” Maxwell equations by means of suitable averaging procedures. Henceforth, we will call this the Standard Approach to electrodynamics in media. It is exposed in the traditional textbook literature ([31–33]; see also [34] for a systematic theoretical development).

In ab initio materials physics, however, electromagnetic material constants are not interpreted as empirical parameters to be determined ex datis. Instead, these material properties are themselves the target of sophisticated computer simulations (such as [35–37]), and hence they have to be determined ex principiis. Correspondingly, ab initio calculations are not only independent of, but in fact even preclude a priori assumptions about the electromagnetic response. In other words, material properties are nowadays not predetermined concepts, which would be outside the scope of physical theories. Instead, the material properties are themselves to be determined from fundamental physical laws. This, of course, requires these fundamental laws to be free of adjustable material parameters. Hence, from the modern point of view there are not different laws of nature depending on the material, but the fundamental laws themselves—i.e., the microscopic Maxwell equations combined with a (quantum) field theory for the microscopic charges and currents—determine the electromagnetic properties of any material. To distinguish Maxwell’s equations “in media” from those “in vacuo” would be as misleading in the ab initio context as, for example, distinguishing a many-body Schrödinger equation “in media” from an alleged counterpart “in vacuo”.

We conclude that macroscopic electrodynamics is not suitable for first-principles calculations, which are inherently microscopic and parameter free. As such, this insight is far from being new. For example, in the important work of L.V. Keldysh [38, p. 7] we find under the headline “Averaging Maxwell’s equations. Do we need physically infinitesimal volumes and magnetic permeability?” the very explicit statement: “Excluding from the very outset the field structure at microscopic distances around each particle, this approach [i.e. the Standard Approach in our terminology] does not allow one to relate the dielectric constant to the microscopic structure of the medium and is therefore inevitably found to be purely phenomenological.” Even more
directly, the textbook [39, p. 13] by L. V. Keldysh and Yu. A. Il’inski asserts that “[t]he averaging over a physically infinitely small volume immediately excludes from analysis the field acting on a particle and forces one to forego the response of the medium to the field; after this, one has to be satisfied with taking only a phenomenological account of this response. Therefore, averaging over a physically infinitely small volume has to be dropped from a microscopic theory of matter’s response to electromagnetic field [. . .]”. Independently, the restriction of electrodynamics in media to the macroscopic domain has been critized by L. L. Hirst [40]. Furthermore, the unappropriateness of the Standard Approach for the ab initio computation of electromagnetic materials properties has been discussed within the context of the so-called Modern Theory of Polarization (see in particular Refs. [41–43]). Then, a systematic critique of the Standard Approach has also been presented by K. Cho [44–47]. Finally, critical remarks concerning the Standard Approach can even be found in the modern textbook [48, Chap. VI, Sec. 27] on classical electrodynamics.

Superficially, one might now conclude that this situation does not pose any problems because ab initio materials physics is a fundamental theory, whereas the Standard Approach was meant to be phenomenological anyway. In other words, while one should not ask about the microscopic mechanisms in the phenomenological theory, the phenomenological concepts on their side do not play any rôle in the fundamental theory. On closer inspection, however, we see that this is not true. Although the starting point of ab initio materials physics is always given by the many-body Schrödinger equation and the microscopic Maxwell equations, the observable quantities one ultimately wants to predict are in most cases still given by the old phenomenological concepts such as the electric permittivity, the magnetic permeability, the conductivity or even the refractive index [49–60]. Of course, their calculation from first principles would not be possible if they did not have any meaning on the microscopic level at all. Quite on the contrary, these concepts are as well defined microscopically as they are macroscopically: they are given in terms of response functions which, at least in principle, can be calculated via the Kubo formalism from the microscopic states of matter [7, 61–63]. The so-called “macroscopic” quantities are then obtained ex post by taking suitable limits where the wavevectors and frequencies go to zero [48, 64–68].

Thus, given that the allegedly “macroscopic”, phenomenological quantities are actually obtained from their microscopic counterparts as appropriate limiting values, these microscopic counterparts require an equally microscopic
definition in the first place. Needless to say that such microscopic definitions are standard in ab initio materials physics for a long time: they are given by linear expansions of induced fields as functionals of external perturbations \[48, 69-71\], which is in principle both microscopically and macroscopically valid. This, however, directly implies that within ab initio materials physics a new paradigm for electrodynamics in matter has emerged. Correspondingly, we now propose for this new paradigm the name Functional Approach, thereby underlining the importance of functional dependencies between fields. This Functional Approach, which systematizes and axiomatizes the common practice implicit in modern ab initio materials physics, has been developed explicitly by the authors of this article \[72, 75\] with the focus on practical applications and conceptual matters. In the present work, we will compare the Functional Approach to the Standard Approach paradigmatically in order to show that within the ab initio context, this new approach is imperative and, in fact, already common practice.

This article is organized as follows: In Sec. 2, we systematically elaborate on our criticism of the Standard Approach to electrodynamics in media. Next, Sec. 3 introduces the Functional Approach to electrodynamics of materials, with Subsec. 3.1 being dedicated to its systematic derivation from first principles and Subsec. 3.2 concerned with the most important conclusions to be drawn from this new paradigm. Finally, Sec. 4 shows that the Functional Approach is imperative also from the thermodynamical point of view. Apart from this, the appendices deal with the problem of homogeneously polarized bodies (App. A), with the notorious dipole densities (App. B), and with the Kubo formula for the current response tensor (App. C).

2. Standard Approach to electrodynamics in media

2.1. Consensus on field equations

In this introductory subsection, we give a short account of the Standard Approach as a classical field theory regardless of its macroscopic character. It will later turn out that the field equations as such can be upheld if with an adapted interpretation. We use the conventions of Ref. 72.

Maxwell’s equations in the presence of material media (see e.g. 31, Eqs. (6.6)] and 32, Eqs. (7.55)]) usually come as a pair of homogeneous equations,

\[\nabla \cdot B(x, t) = 0,\]  
\[\nabla \times E(x, t) + \partial_t B(x, t) = 0,\]  

(2.1)  
(2.2)
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and a pair of inhomogeneous equations,
\[ \nabla \cdot \mathbf{D}(x, t) = \rho_f(x, t), \]  
\[ \nabla \times \mathbf{H}(x, t) - \partial_t \mathbf{D}(x, t) = \mathbf{j}_f(x, t). \]  

In these equations, \( \mathbf{D}, \mathbf{E}, \mathbf{H}, \mathbf{B} \) respectively denote the displacement field, the electric field, the magnetic field and the magnetic induction, while \( \rho_f, j_f \) denote the so-called free charge and current densities. In particular, there are two electric field quantities, \( \{ \mathbf{D}, \mathbf{E} \} \), and two magnetic field quantities, \( \{ \mathbf{H}, \mathbf{B} \} \). In order to account for their respective differences, one introduces yet another pair of fields, the electric and magnetic polarizations \( \mathbf{P} \) and \( \mathbf{M} \), which are respectively given by
\[ \mathbf{P}(x, t) = -\varepsilon_0 \mathbf{E}(x, t) + \mathbf{D}(x, t), \]  
\[ \mathbf{M}(x, t) = \mu_0^{-1} \mathbf{B}(x, t) - \mathbf{H}(x, t), \]  
with the so-called vacuum permittivity \( \varepsilon_0 \) and vacuum permeability \( \mu_0 \). For these polarization fields, one introduces further inhomogeneous field equations given by (see e.g. Refs. [76, Sec. 2.2.1], [77, p. 190], [78, p. 76] and [79, p. 11])
\[ -\nabla \cdot \mathbf{P}(x, t) = \rho_b(x, t), \]  
\[ \nabla \times \mathbf{M}(x, t) + \partial_t \mathbf{P}(x, t) = \mathbf{j}_b(x, t), \]  
where \( \rho_b \) and \( \mathbf{j}_b \) are mostly called the bound charge and current densities (as for alternative designations and other variants of these equations, see the discussion below).

2.2. Problems of the Standard Approach

Before we come to the development of the Functional Approach to electrodynamics of materials, we systematically elaborate in this subsection on the shortcomings of the Standard Approach. We thereby restrict ourselves to the most important conceptual problems. As we have shown before in Refs. [72, 74], the Standard Approach also leads to practical problems, which regard in particular the description of bianisotropic materials [72] and the relativistic covariance [73]. Furthermore, the Standard Approach implies a wrong formula for the refractive index [74]. On the conceptual side, the most important problems of the standard approach will turn out to be: (i) the incompleteness of its fundamental field equations, and (ii) the ambiguity of the source splitting prescription. These two problems will be discussed in Subsecs. 2.2.1 and 2.2.2 respectively.
2.2.1. Incomplete field equations

From a field theoretical point of view, the fundamental field equations of the Standard Approach are incomplete. Generally, field equations have the purpose of determining all the fundamental fields, in terms of which a field theory is defined, from some given initial data (i.e., the initial and boundary conditions on the fields). In the case of electrodynamics, this means that the field equations should determine the electromagnetic fields as functionals of their initial data as well as the charge and current densities. We will now explain this problem in some detail. For this purpose, we introduce the total charge and current densities by

\[
\rho_{\text{tot}}(x,t) := \rho_I(x,t) + \rho_b(x,t),
\]

(2.9)

\[
\mathbf{j}_{\text{tot}}(x,t) := \mathbf{j}_I(x,t) + \mathbf{j}_b(x,t).
\]

(2.10)

By the fundamental field equations of the Standard Approach, Eqs. (2.1)–(2.8), it then follows immediately that the fields \{\mathbf{E}, \mathbf{B}\} obey

\[
\nabla \cdot \mathbf{E}(x,t) = \rho_{\text{tot}}(x,t)/\varepsilon_0,
\]

(2.11)

\[
\nabla \times \mathbf{E}(x,t) = -\partial_t \mathbf{B}(x,t),
\]

(2.12)

\[
\nabla \cdot \mathbf{B}(x,t) = 0,
\]

(2.13)

\[
\nabla \times \mathbf{B}(x,t) = \mu_0 \mathbf{j}_{\text{tot}}(x,t) + \varepsilon_0 \mu_0 \partial_t \mathbf{E}(x,t).
\]

(2.14)

Given appropriate boundary and initial conditions, these equations determine the fields \{\mathbf{E}, \mathbf{B}\} uniquely in terms of the sources \{\rho_{\text{tot}}, \mathbf{j}_{\text{tot}}\}. They coincide with the electric and magnetic fields generated by the total charge and current densities, and hence we may write

\[
\mathbf{E} \equiv \mathbf{E}_{\text{tot}},
\]

(2.15)

\[
\mathbf{B} \equiv \mathbf{B}_{\text{tot}}.
\]

(2.16)

However, the situation is completely different for the remaining fields \{\mathbf{D}, \mathbf{H}, \mathbf{P}, \mathbf{M}\}. Concretely, by Eqs. (2.7)–(2.8) we are only given relations for the longitudinal part of \mathbf{P} and the transverse part of \mathbf{M}, while we lack field equations for the transverse part of \mathbf{P} and the longitudinal part of \mathbf{M}. Similarly, we lack field equations for the transverse part of \mathbf{D} and the longitudinal part of \mathbf{H} (see Sec. 2.1 for the definition of longitudinal and transverse parts of a three-dimensional vector field).
Furthermore, let us introduce the fields $E_b$ and $B_b$ analogously to Eqs. (2.11)–(2.14) by

$$\nabla \cdot E_b(x,t) = \rho_b(x,t)/\varepsilon_0$$

(2.17)

$$\nabla \times E_b(x,t) = -\partial_t B_b(x,t)$$

(2.18)

$$\nabla \cdot B_b(x,t) = 0$$

(2.19)

$$\nabla \times B_b(x,t) = \mu_0 j_b(x,t) + \varepsilon_0 \mu_0 \partial_t E_b(x,t)$$

(2.20)

These are the electric and magnetic fields generated by the bound charges and currents. Correspondingly, Eqs. (2.7)–(2.8) then suggest that

$$P_L = -\varepsilon_0 (E_b)_L$$

(2.21)

$$M_T = (B_b)_T/\mu_0$$

(2.22)

where the subscripts L and T denote the longitudinal and transverse parts, respectively (see [72, Sec. 2.1]). In fact, the relation (2.21) between the polarization and the electric field is a strict identity following from Eqs. (2.7), (2.17) and the Helmholtz vector theorem (see Eqs. (B.45)–(B.46)). The corresponding relation (2.22) between the magnetization and the magnetic field follows similarly from Eqs. (2.8) and (2.20), but only in the static case where the time derivatives of the fields vanish. On the other hand, there is apparently no reason why this identification should break down in the dynamical case (which would imply that—even worse—both the longitudinal and the transverse part of the magnetization are undetermined). Thus, we conclude that the longitudinal part of the polarization $P$ coincides with the longitudinal part of the electric field $E_b$, and the transverse part of the magnetization $M$ coincides with the transverse part of the magnetic field $B_b$ (up to the conversion factors). However, while the fields $\{E_b, B_b\}$ are completely determined by the Maxwell equations (2.17)–(2.20), the quantities $P_T$ and $M_L$ are undefined in the Standard Approach.

This, of course, immediately raises the question of why one should characterize the properties of a material by the underdetermined quantities $\{P, M\}$, while the real and in principle measurable (once the distinction between free and bound charges is specified, see Sec. 2.2.2) electric and magnetic fields $\{E_b, B_b\}$ do not play any rôle in the Standard Approach. In this already alarming situation, the critique of the Standard Approach is even more exacerbated once we remember that the “dipole densities” $P$ and $M$ are measurable precisely in as far as they themselves are sources of electric and
magnetic fields. In particular, thence the notorious problem arises of finding the electric and magnetic fields of (e.g. homogeneously) polarized bodies (see App. [A]). Thus, within the Standard Approach the physical picture amounts to the following: electromagnetic fields induce in the material underdetermined dipole densities, which in turn are sources of electromagnetic fields. However, from this vantage point it is completely incomprehensible why the theory should not be based directly on the electromagnetic fields as generated by the material under the action of externally applied perturbations.

Going one step further, we may introduce also the fields $E_f$ and $B_f$ as the electric and magnetic fields generated by the free sources. These satisfy analogous equations to (2.17)–(2.20), but with the free instead of the bound charge and current densities. By the linearity of Maxwell’s equations, we further have the relations

$$E_f(x,t) + E_b(x,t) = E_{\text{tot}}(x,t),$$

$$B_f(x,t) + B_b(x,t) = B_{\text{tot}}(x,t).$$

Now, by the same logic as above, Eqs. (2.3)–(2.4) also imply the identities

$$D_L = \varepsilon_0 (E_f)_L,$$

$$H_T = (B_f)_T/\mu_0.$$ 

In Tables 1 and 2, all the field equations and the ensuing field identities of the Standard Approach are summarized. Already at first glance, these tables suggest that the field equations of the Standard Approach can be completed by identifying also the transverse parts of $P$ and $D$ with the transverse parts of the respective electric fields, and the longitudinal parts of $M$ and $H$ with the longitudinal part of the magnetic field (which is zero by Eq. (2.1)). In fact, such field identifications—but with induced and external instead of bound and free quantities—will form the basis of the Functional Approach to electrodynamics of media (see Tables 3 and 4 in Sec. 3).

Before introducing this approach in the next section, let us discuss how one usually deals in the Standard Approach with the problem of the incomplete field equations. In fact, there are at least three competing approaches in the literature which deal with this noteworthy situation: (i) the stipulation of a “gauge freedom” in the definition of $\{P, D\}$ and $\{M, H\}$, (ii) the use of constitutive relations for providing a unique definition of these quantities, and (iii) the definition of $\{P, M\}$ in terms of “dipole densities”. We now
briefly describe these three approaches and show that none of them provides a satisfactory solution to this problem.

(i) Gauge freedom of the polarizations? References [40, 68, 80–83] stipulate a “gauge freedom” in the definition of \( \{P, D\} \) and \( \{M, H\} \), meaning that the transverse and respectively longitudinal parts of these pairs can be arbitrarily altered, while only the respective sums,

\[
\nabla \times (D(x, t) - P(x, t)) = \varepsilon_0 \nabla \times E(x, t), \tag{2.27}
\]

\[
\nabla \cdot (M(x, t) + H(x, t)) = \mu_0^{-1} \nabla \cdot B(x, t), \tag{2.28}
\]

are uniquely defined by the homogeneous Maxwell equations \([2.1], [2.2]\). Correspondingly, some textbooks (see e.g. [32, Eq. (6.23)], [84, p. 70], [85, Eq. (8-9)], [86, Eqs. (13.40), (13.55)] and [87, Eq. (B.25)]) explicitly state that the divergences of \( M \) and \( H \) are in general nonzero, but restricted to obey

\[
\nabla \cdot H(x, t) = -\nabla \cdot M(x, t). \tag{2.29}
\]

Similar statements can be found for the rotations of \( P \) and \( D \) (see e.g. [83, p. 47] or [68, p. 228]).

This state of affairs on the theoretical side is of course not satisfactory, because in the experiment \( P \) and \( M \) are identified with observable quantities (see e.g. [88–92]). Furthermore, this would necessitate the stipulation of a gauge freedom of the physical response functions as well: Consider, for example, the dielectric tensor defined through

\[
D = \varepsilon_0 \varepsilon_r \leftrightarrow E. \tag{2.30}
\]

If \( P \) and \( D \) were defined only up to gauge transformations, then also the dielectric tensor would not be defined uniquely by Eq. [2.30]. In particular, in the frequently evoked case of a homogeneous and isotropic medium, the (wavevector- and frequency-dependent) dielectric tensor can be written in terms of the longitudinal and transverse projection operators (see e.g. [7] or [72, Sec. 2.1]) as

\[
\varepsilon_r(t, \omega) = \varepsilon_{r,1}(k, \omega) \mathcal{P}_L(k) + \varepsilon_{r,T}(k, \omega) \mathcal{P}_T(k). \tag{2.31}
\]

In this case, Eq. [2.30] implies that the longitudinal part of \( D \) is related to the longitudinal part of \( E \) by the longitudinal dielectric function \( \varepsilon_{r,L} \).
while the *transverse dielectric function* \( \varepsilon_{r,T} \) mediates between the corresponding transverse parts:

\[
D_L(k, \omega) = \varepsilon_0 \varepsilon_{r,L}(k, \omega) E_L(k, \omega), \quad (2.32)
\]

\[
D_T(k, \omega) = \varepsilon_0 \varepsilon_{r,T}(k, \omega) E_T(k, \omega). \quad (2.33)
\]

Now, if the transverse part of the displacement field was arbitrary, so would be the transverse dielectric function. This, however, does not make sense, because the latter is actually a significant material property which is routinely determined at optical frequencies \[93-97\]. In fact, due to the transverse nature of electromagnetic waves, it is sometimes claimed that the transverse dielectric function is even the *only* response function which is directly measurable in *optical* experiments \[98, p. 274\]. With a gauge freedom of the transverse electric polarization, however, this quantity would completely loose its meaning.

(ii) *Polarizations defined by constitutive relations?* Often, it is argued that the ambiguity of the polarization and magnetization can be overcome by postulating specific *constitutive relations* or *material relations* (see e.g. \[99, Eqs. (1.51)-(1.52)\] or \[100, Secs. 4.8.4 and 5.7.1\])

\[
P = P[E, H], \quad (2.34)
\]

\[
M = M[E, H]. \quad (2.35)
\]

In the simplest case, these relations read

\[
P = \varepsilon_0 \chi_e E, \quad (2.36)
\]

\[
M = \chi_m H, \quad (2.37)
\]

with the electric and magnetic susceptibility tensors \( \chi_e \) and \( \chi_m \).

This argument is not consistent either, because it would require the constitutive relations to serve a double purpose: On the one hand, they would relate the electric and magnetic polarizations to the electric and magnetic fields and therefore constitute a statement about the actual behavior of the material. On the other hand, they would partly *define* what the respective polarizations even mean, and in this respect they would *not* constitute a statement about the behavior of the material. In particular, we would run into the same problems as in the case of
the alleged "gauge freedom" of the polarizations: If Eq. (2.36) is part of the definition of $P$, then the question arises of how the tensor $\chi_e$ (in particular its transverse part in a homogeneous and isotropic medium) is defined. We conclude that Eq. (2.36) is not sufficient for defining both $P$ and $\chi_e$ at the same time, and hence in any case the susceptibility tensor remains undefined in the Standard Approach.

(iii) Polarizations defined as dipole densities? The majority of the traditional textbooks introduces the polarizations $P$ and $M$ as "dipole moment[s] per unit volume" [32, p. 166 and p. 262] or "mean dipole moments per volume" [77, p. 190] (see also [101, p. 192], [102, pp. 215, 238] and [84, p. 67]). As to the lacking field equations, the textbook by L.D. Landau and E.M. Lifshitz states: "The exact form of $P$ can be completely determined only by establishing its connection with the dipole moment" [33, footnote on p. 35].

However, the naïve picture of elementary dipoles which orient themselves in the electromagnetic fields as described, for example, by the Clausius-Mossotti model [103], has already been proven to be unrealistic for the vast majority of materials by the Modern Theory of Polarization [41–43]. In particular, the conception of the, say, electric polarization $P$ as a "dipole density" appears extremely dubious in the case of the oftentimes highly delocalized "liquid" [7] of electrons in the solid state. This is all the more problematic since, more often than not, the dielectric properties of a solid are dominated precisely by the electronic contributions (as opposed to the nuclear contributions).

Even worse, it is in general not clear how a "dipole density" can actually be defined as a field $P(x,t)$ on space-time in terms of the microscopic charge and current densities $\rho(x,t)$ and $j(x,t)$. In fact, in App. B we show that the attempt to define the polarization and magnetization as continuous densities of electric and magnetic point dipoles leads precisely back to the original problem of insufficiently defined fields. Moreover, it is unclear why such dipole densities would contribute to the total electric and magnetic fields as suggested by Eqs. (2.5)–(2.6). For this reason, some textbooks even reject Eqs. (2.5)–(2.6) as fundamental equations and instead regard them only as "dipolar approximations" (see [31, Eq. (1.9)] and in particular the textbook by R.E. Raab and O.L. de Lange [104]).

Finally, as there are no fundamental, microscopic "dipole fields", one
has to restrict in this approach the validity of the Maxwell equations in media to the macroscopic domain. The terms ‘macroscopic electrodynamics’ and ‘electrodynamics in media’ are therefore often used interchangeably (see remarks in the introduction). As a macroscopic theory though, Maxwell’s equations in media are not fundamental anymore, and instead necessitate a complicated derivation from seemingly more fundamental microscopic Maxwell equations by means of intricate averaging procedures. In particular, the field equations \( \text{(2.7)-(2.8)} \) now have to be derived from the definitions of \( P \) and \( M \) as “dipole densities”. This in turn is very cumbersome and often involves assumptions about the behavior of the material (see e.g. [77, pp. 188ff.]). However, on the face of it, Eqs. \( \text{(2.7)-(2.8)} \) for the fields \( P \) and \( M \) are simply the counterparts of the respective equations \( \text{(2.3)-(2.4)} \) for \( D \) and \( H \). Hence, it is incomprehensible why the latter equations rank among the axioms, while the former have to be derived in the Standard Approach.

These considerations show that the Standard Approach is in need of field equations for the longitudinal part of the magnetization \( M \) and the transverse part of the polarization \( P \).

2.2.2. Ambiguous source splitting

Another problem of the Standard Approach lies in the splitting of the sources into “free” and “bound” parts, the nature of which is not clearly specified. In fact, there is not even a consensus about this splitting anyway, and one can find nearly as many different interpretations as there are textbooks on classical electrodynamics. We will nonetheless try to group them into certain classes:

- Some textbooks split the sources within the material into “free” and “bound” parts. These are then associated with different charge carriers, which can either “move almost freely within the crystal lattice” or are “bound within atoms and molecules” [77, p. 186] (see also [31, p. 251], [87, p. 199] and [105, p. 270]). In semiconductor physics, the free charges are sometimes associated with the “conduction electrons and valence band holes”, whereas “[t]he bound charges are cemented into the lattice structure; the atomic charges comprising the lattice itself, and the inner electrons tightly localized at the atomic cores” [106, p. 9] (see also [107, p. 203] or [108, p. 19]).
• By contrast, the traditional textbook by D. J. Griffiths identifies “free” contributions with “those sources we control directly”, while bound are the ones “over which you exert no direct control” [32, p. 328]. For the current, an even more elaborate splitting into “free”, “bound” and “polarization” parts is used [32, p. 329]. On another occasion, we then learn that “[t]he field due to magnetization of the medium is just the field produced by these bound currents”, while the free current corresponds to “everything else”. However, “it is simply a convenience to separate the current into these two parts because they got there by quite different means: the free current is there because somebody hooked up a wire to a battery—it involves actual transport of charge; the bound current is there because of magnetization—it results from the conspiracy of many aligned atomic dipoles” [32, p. 269, emphasis in original]. Inter alia, this leads to the replacement of Eq. (2.8) in this article by the more complicated Eq. (7.50) in Ref. [32]:

\[ \nabla \times M(x, t) + \partial_t P(x, t) = j_b(x, t) + j_p(x, t), \]  

which involves an extra current \( j_p \) (“polarization current”).

Similarly, Yu. A. Il’inskii and L. V. Keldysh (who are, in fact, rather critical of the Standard Approach) confirm that the current is split into the “current of free charges (conduction electrons, etc.)”, the “polarization current […] due to the motion of bound charges” and the “magnetization vortex current” [39, p. 14].

• Other textbooks replace Eq. (2.8) by a simplified version without the displacement part (see e.g. [87, Eq. (B.17)]), i.e.,

\[ \nabla \times M(x, t) = j_b(x, t). \]  

Another version which instead neglects \( M \) in Eq. (2.8) in the sense of

\[ \partial_t P(x, t) = j_p(x, t) \]  

can also be found often in the literature (see e.g. [38, p. 7], [39, p. 16]), and together the above equations would precisely reimplies Eq. (2.38). Correspondingly, it is often said that the first equation applies to a “magnetization current” \( j_m \), while the second one describes the “polarization current” \( j_p \) (see [8, Eq. (22.4)], [39, p. 16] or [102, Eqs. (6.109) and (6.116)]).
The textbook on quantum magnetism by W. Nolting and A. Ramakanth \[109, \text{pp. 3ff.}\] states that the free current originates “from the free charge carriers (electrons)”, while the bound current originates “from the localized ions”, and the bound current is then further split into a polarization and a magnetization current. This should be contrasted, however, with the statement of D. J. Griffiths \[32, \text{p. 329}\] that “[t]his polarization current \(j_p = \partial_t P\) has nothing whatever to do with the bound current \(j_b\). The latter is associated with magnetization of the material and involves the spin and orbital motion of electrons; \(j_p\), by contrast, is the result of the linear motion of charge when the electric polarization changes [notation adapted].”

- The famous optics textbook by M. Born and E. Wolf even associates the electric and magnetic polarizations via Eqs. \(\text{(2.7)} - \text{(2.8)}\) with the free (and not with the bound) charges and currents \[76, \text{Sec. 2.2.1, Eqs. (7)} - \text{(8)}\].

- Some textbooks use a terminology whose consistency with the traditional splitting into “free” and “bound” sources is not always clear. For example, the textbook by F. Melia \[99, \text{p. 14}\] decomposes the sources “in matter” into “free” and “bound” contributions, but then goes on to say that the free sources “give rise to \(E\) and \(B\) in vacuum”, while the bound sources represent “the response of the medium to the presence of the fields”. G. Brooker splits the source terms into “accessible” and “polarization” parts \[110, \text{p. 2}\], where the ‘accessible’ charge density is “the space average of those charges that we choose not to pair off into dipoles”, and “[t]he description ‘accessible’ arises because these charges are not (necessarily) bound inside atoms or molecules; a conduction current inside a metal is the commonest example of an ‘accessible’ current.” Correspondingly, M. Dressel and G. Grüner split the sources into “bound” and “conductive” contributions from the very outset \[111, \text{Eq. (2.2.3)}\]. The textbook by A. Kovetz uses a splitting into “free” and “response” parts, but then associates the “response” with bound charges and currents \[78, \text{pp. 76ff.}\].

The classic textbook by W.K.H. Panofsky and M. Phillips \[85, \text{p. 129}\] uses yet another subtle distinction: “Currents may be classified in two categories: true currents that may be identified with the motion of true charges, and other currents which are associated with the
medium itself. This separation [...] will lead us to consider two types of magnetic fields, one derived from true currents and the other derived from the combined effects of all the currents whatever may be their origin. It is this latter field, namely, the field of magnetic induction $B$, that can be considered to be the space-time average of the interatomic fields.” Correspondingly, in addition to “true” currents, “polarization” currents and “magnetization” currents are introduced, where the latter are defined as “stationary currents that flow within regions that are inaccessible to observation but which might give rise to net boundary or volume currents, due to imperfect orbit cancellation on an atomic scale”. Finally mentioned are also “convective” currents, whose explanation is this: “If a material medium in motion contains charges of various types, additional currents will be obtained which arise from convective effects. These convective currents will be derived from the motion of both true and polarization charges contained in the medium.”

The modern textbook by R. Fitzpatrick states [102, p. 216] that $\rho_b(\mathbf{x})$ “is attributable to bound charges (i.e., charges which arise from the polarization of neutral atoms), and is usually distinguished from the charge density $\rho_f(\mathbf{x})$ due to free charges, which typically represents a net surplus or deficit of electrons in the medium”. This textbook also introduces (p. 239) a “true” current density in addition to the magnetization and the polarization currents, which is explained as “that part of the current density which is due to the movement of free charges”. However, “[i]t must be emphasized that all three terms represent real physical currents, although only the first term [true current] is due to the motion of real charges (over more than molecular dimensions).”

Equally interesting is this approach [112, p. 305]: “The average current can be represented as a sum of three terms. First of all, there is a macroscopic current $\mathbf{j}$ due to external sources (charges). Secondly, there is a current due to the fictitious charge (the so-called polarisation current) which is equal to $\partial\mathbf{P}/\partial t$. Finally, there is an additional current related to the magnetic moment $\mathbf{M}$ per unit volume. This term is especially important e.g. in superconductors.”

However, the textbook [112, p. 615] confirms that the traditional splitting is actually this: “Charge is divided into two groups, bound and free. The bound charges produce dielectric behavior, while the free charges participate in conductivity. In addition, materials have a magnetic permeability $\mu$ that relates the microscopic field $B$ to a
macroscopic field $H$ [notation adapted].” Ultimately, however, the critical position of [39] is joined by stating that “[t]he divisions between bound and free charge are not fundamental” and that “[t]here is nothing necessary about such a division [...]” [113, p. 615].

- Finally, we also mention that according to the so-called “premetric approach” to electrodynamics [114–116], the introduction of $\{D, H\}$ in addition to $\{E, B\}$ is not due to the presence of materials, but instead these quantities refer to fundamentally different fields even on the microscopic level (namely to “excitations” and “field strengths”, respectively). Similarly, in string theoretical contexts one sometimes assumes that the macroscopic Maxwell equations “are as fundamental as the original [i.e. microscopic] Maxwell equations, if not more so” [117, p. 434].

In addition, we note that with all these different interpretations of the source splitting, it becomes completely unclear which fields describe a response and which describe a cause. For example, the textbook [111, Eq. (1.0.1)] associates the displacement field $D$ with the response of the solid. Similarly, in Ref. [38, p. 9] the displacement field $D$ is regarded as “the response to the electric field” (see also [79, Eq. (7.2)]). The textbook [104, p. 24] even calls $D$ and $H$ the “response fields”, and another textbook [113, Eq. (20.34)] states that “the electric displacement is produced in response to external fields” [emphasis added]. By contrast, according to the textbook [112, p. 306] “the fields $D$ and $H$ are determined by the macroscopic charges and currents. These fields can be associated with external (with respect to the material) sources” [emphasis in original]. Similarly, [8, p. 493] states that “$D$ is the field due only to external sources”, in particular, “the value of $D$ at any point is independent of the material and is the same as if the material were absent”. On the other hand, according to [118, p. 8] $D$ and $H$ “include the effects of the medium”.

Correspondingly, there is also an enormous confusion concerning the dielectric function, namely the question: is the dielectric function itself a causal (retarded) response function or rather its inverse? Traditional textbooks usually treat $\varepsilon$ as the response function and apply the Kramers-Kronig relations to it, see e.g. [31, Sec. 7.10]. There, it is also stated explicitly that: “at time $t$ only values of the electric field prior to that time enter in determining the displacement, in accord with our fundamental ideas of causality in physical
phenomena” [31, p. 332]. Similarly, in Ref. [107, Sec. 6.1.3] it is affirmed that “$\varepsilon(\omega)$ describes the linear response of a medium to an external [sic!] field”. Conversely, the important textbook [7, p. 193] in electronic structure theory states that “$\varepsilon(k,\omega)$ is not, in general, a causal response function”, and correspondingly, “the Kramers-Kronig dispersion relations apply to $1/\varepsilon(k,\omega)$ but not to $\varepsilon(k,\omega)$ [notation adapted]”. This is also confirmed in Ref. [119], and in the similar vein are the comments in Ref. [112, p. 285]. In other words, some textbooks say that it is precisely the inverse of $\varepsilon$ which is the response function, and correspondingly the field $D$ has to be considered the “cause” or “perturbation”, but not the “effect” or “response”.

In summary, the problematic features of the Standard Approach concerning the splitting of the source terms are: (i) competing—partly contradicting, partly synonymous, partly incomprehensible—designations, (ii) intermingling of different contradistinctions (external vs. internal, microscopic vs. macroscopic, free vs. bound, electronic vs. ionic, true vs. fictitious, observable vs. inobservable, conductive vs. isolating, charged vs. neutral, etc.). These considerations show that the Standard Approach is in need of an unambiguous source-splitting prescription. In particular, with regard to applications in ab initio materials physics, it should be clear what this source splitting means on the level of the many-body Schrödinger equation for electrons and nuclei (see in this context Ref. [75]). To this problem we now turn.
\[ \nabla \cdot E = \rho_{\text{tot}} / \varepsilon_0 \quad \nabla \times E = -\partial_t B \quad \nabla \cdot B = 0 \quad \nabla \times B = \mu_0 j_{\text{tot}} + \partial_t E / c^2 \]

\[ \nabla \cdot D = \rho_f \quad \nabla \times D = ? \quad \nabla \cdot H = ? \quad \nabla \times H = j_f + \partial_t D \]

\[ \nabla \cdot P = -\rho_b \quad \nabla \times P = ? \quad \nabla \cdot M = ? \quad \nabla \times M = j_b - \partial_t P \]

Table 1: Field equations of the Standard Approach.

| \( E_L = (E_{\text{tot}})_L \) | \( E_T = (E_{\text{tot}})_T \) | \( B_L = (B_{\text{tot}})_L \) | \( B_T = (B_{\text{tot}})_T \) |
|---------------------------------|---------------------------------|---------------------------------|---------------------------------|
| \( D_L = \varepsilon_0 (E_f)_L \) | \( D_T = ? \) | \( H_L = ? \) | \( H_T = (B_f)_T / \mu_0 \) |
| \( P_L = -\varepsilon_0 (E_b)_L \) | \( P_T = ? \) | \( M_L = ? \) | \( M_T = (B_b)_T / \mu_0 \) |

Table 2: Field identities of the Standard Approach.
3. Functional Approach to electrodynamics of media

In contrast to the Standard Approach, the Functional Approach to be developed in this section is an inherently microscopic theory. In this context, we stress that the problem with electrodynamics of materials does not lie in the impossibility of solving the microscopic Maxwell equations (cf. [109, pp. 1f.]). Quite to the contrary, the general analytical solution to the initial value problem of Maxwell’s equations with given sources is actually well known (see the short discussion in [72, Sec. 3.2]). Instead, the problem therefore lies in the calculation of the source terms in Maxwell’s equations, i.e., of the currents and charges induced under an applied external perturbation. On the other hand, calculating these induced sources from first principles requires a microscopic theory. Hence, we are in need of a microscopic theory of electrodynamics in materials, which reflects both the experimental situation and the common practice in computational materials physics. This theory is provided by the Functional Approach to electrodynamics of media, which has been developed systematically by the authors of the present article in Ref. [72] and extended to the relativistic domain in Ref. [73]. In this section, we will motivate this Functional Approach from first principles and discuss its conceptual and practical implications.

3.1. Derivation from first principles

In the following, we stick to the conventions of Ref. [72]. In particular, we use SI units [120]. Moreover, we choose the Minkowski metric as

$$\eta_{\mu\nu} = \eta^{\mu\nu} = \text{diag}(-1, 1, 1, 1),$$

and we sum over all doubly appearing indices. We define response functions in such a way that they are compatible with the relativistic volume element,

$$\int d^4x = \int d^3x \int c \, dt,$$

and, correspondingly, we use the relativistic Dirac delta

$$\delta^4(x - x') = \delta^3(\mathbf{x} - \mathbf{x}') \delta(ct - ct'),$$

in the definition of Green functions and other integral kernels.
3.1.1. Unique source splitting

In Sec. 2.2 we have shown that one of the foremost problems of the Standard Approach to electrodynamics in media lies in the somewhat mysterious splitting of the source terms in Maxwell’s equations into “free” and “bound” contributions. Therefore, we start the development of the Functional Approach with the motivation of a different splitting, which is suitable for a microscopic theory but as such applies to the macroscopic domain as well: the splitting into induced and external fields.

For this purpose, we first note that in the absence of materials, the constitutive equations (2.36)–(2.37) with $\chi_e = \chi_m = 0$ and Eqs. (2.5)–(2.6) together imply the simple relations

$$D(x,t) = \varepsilon_0 E(x,t),$$

$$H(x,t) = \mu_0^{-1} B(x,t).$$

Plugging these into the “macroscopic” Maxwell equations (2.1)–(2.4) leads to

$$\nabla \cdot E(x,t) = \rho(x,t)/\varepsilon_0,$$

$$\nabla \times E(x,t) = -\partial_t B(x,t),$$

$$\nabla \cdot B(x,t) = 0,$$

$$\nabla \times B(x,t) = \mu_0 j(x,t) + \varepsilon_0 \mu_0 \partial_t E(x,t),$$

which is formally identical to Eqs. (2.11)–(2.14) for the total electric and magnetic fields in materials. Although Eqs. (3.6)–(3.9) are sometimes referred to as “Maxwell equations in vacuo”, this labeling is actually more than misleading. In fact, there is now a general consensus that these equations are microscopically always valid—i.e., even in the presence of materials—provided one includes in the source terms $\{\rho, j\}$ all microscopic contributions to the charge and current densities (see in particular [86, Sec. 2.3], as well as [8, 48, 69, 109, 121–124]). Put differently, electric and magnetic fields always obey Eqs. (3.6)–(3.9), and the converse also holds true: whenever two vector fields $E$ and $B$ obey these equations with some specific charge and current densities $\rho$ and $j$, these vector fields are none other than the electric and magnetic fields generated by these very sources.

Simple and intuitive as this may seem at first glance, it has a profound interpretational impact on the very concept of electrodynamics of materials: From the macroscopic point of view, the influence of the medium seems to
consist in a modification of the fundamental equations, and correspondingly one has to distinguish between electrodynamics in media and electrodynamics in vacuo. By contrast, from the microscopic point of view, the fundamental equations are always the same, but electrodynamics of media consists in the inclusion of internal charge and current densities \( \{ \rho_{\text{int}}, j_{\text{int}} \} \) associated with the material. In other words, on the microscopic level the source terms \( \{ \rho, j \} \) split into external and internal contributions (see e.g. [8, p. 493]):

\[
\rho(x, t) = \rho_{\text{ext}}(x, t) + \rho_{\text{int}}(x, t),
\]

(3.10)

\[
\mathbf{j}(x, t) = \mathbf{j}_{\text{ext}}(x, t) + \mathbf{j}_{\text{int}}(x, t).
\]

(3.11)

Here, the *internal sources* are those which are generated by the material itself, while the *external sources* are those which do not belong to the material (see [72] for a more detailed explanation). In particular, we remark that the external sources are not necessarily located only “outside” the material probe: for example, an impurity inside a crystal or a charged particle moving through the medium as in the case of Cherenkov radiation can also be regarded as external sources.

As a matter of principle, the internal sources are defined as quantum mechanical expectation values (see e.g. [7, Chap. 3], [61, Sec. 6.2], [69, Sec. 2.6.1] and [125, Sec. 7.4]),

\[
\rho_{\text{int}}(x, t) = \langle \Psi(t) | \hat{\rho}(x) | \Psi(t) \rangle,
\]

(3.12)

\[
\mathbf{j}_{\text{int}}(x, t) = \langle \Psi(t) | \hat{\mathbf{j}}(x) | \Psi(t) \rangle,
\]

(3.13)

where \( \hat{\rho}(x) \) and \( \hat{\mathbf{j}}(x) \) are suitably defined charge and current operators (see App. [C] evaluated in a many-body quantum state \( | \Psi(t) \rangle \) which describes the material on the microscopic level. For example, \( | \Psi(t) \rangle \) might be the solution of the many-body Schrödinger equation

\[
\i \hbar \frac{\partial}{\partial t} | \Psi(t) \rangle = \hat{H} | \Psi(t) \rangle,
\]

(3.14)

where \( \hat{H} \) denotes the fundamental Hamiltonian of a system of electrons and nuclei forming a crystalline solid (see [75, Eq. (2.1)]). In principle, though, mixed states like a thermodynamical ensemble are of course also possible.

In a typical experimental setup, however, one is hardly able to detect these internal sources directly. Instead, one acts on the material by an *external perturbation* and then measures the electromagnetic *response*. On the
theoretical side, this means that the internal sources further split into

\[ \rho_{\text{int}}(x, t) = \rho_0(x) + \rho_{\text{ind}}(x, t), \]

\[ j_{\text{int}}(x, t) = j_0(x) + j_{\text{ind}}(x, t), \]

where the first terms on the right hand side describe the (typically, but not necessarily, static) microscopic charge and current densities of the material \textit{in the absence of an external perturbation}. Concretely, one may think of \( \rho_0 \) and \( j_0 \) as ground-state (or thermal) expectation values, i.e.,

\[ \rho_0(x) = \langle \Psi_0 | \hat{\rho}(x) | \Psi_0 \rangle, \]

\[ j_0(x) = \langle \Psi_0 | \hat{j}(x) | \Psi_0 \rangle, \]

where \( | \Psi_0 \rangle \) denotes the ground state of an unperturbed many-body Hamiltonian \( \hat{H}_0 \). By contrast, the respective second terms in Eqs. (3.15)–(3.16) are \textit{induced} by the perturbation and hence describe the reaction or response of the system to that very perturbation. The latter on its side can be identified with the external electromagnetic fields produced in an experiment to act on the material and, at least partially, controlled by the experimenter.

Microscopic electrodynamics of media is therefore centered around the interplay of \textit{external} and \textit{induced} fields: In experiments, one considers material probes under the influence of external perturbations, and in \textit{ab initio} calculations, one considers microscopic many-body systems in external electromagnetic fields. Correspondingly, with the external and induced fields we re-introduce the \textit{total sources} as

\[ \rho_{\text{tot}}(x, t) = \rho_{\text{ext}}(x, t) + \rho_{\text{ind}}(x, t), \]

\[ j_{\text{tot}}(x, t) = j_{\text{ext}}(x, t) + j_{\text{ind}}(x, t), \]

which correspond to the sum of the external and the induced (not internal) sources. We stress that this microscopic splitting of the source terms, i.e. Eqs. (3.19)–(3.20) reflects both the experimental and the theoretical situation. Although rather uncommon in traditional textbooks on electromagnetism, it is well known in electronic structure physics (see e.g. [7, p. 191] and [8, p. 493]), solid state physics ([70, Chap. 10], [71, Eq. (17.29)], [112, p. 285]), condensed matter quantum field theory ([61, Sec. 6.4], [126, Eq. (4.77)]), plasma physics [127, Sec. 1.5.1], physics of radiation processes [79, p. 11], and semiconductor theory (see Refs. [69, Sec. 2.6], or [64, 65, 128]).
Similarly, in Ref. [112, p. 305] we find the statement that the bound charges actually coincide with the internal charges. Finally, we particularly recognize the German textbook by T. Fließbach [48], whose approach (see in particular Sec. 27 and Eqs. (27.3)) in this respect coincides with ours, and who also clearly states (pp. 261f.) that the traditional splitting into “bound” and “free” contributions does neither reflect the experimental situation nor the common practice in modern ab initio materials physics.

3.1.2. Complete field equations

The splitting of the source terms, Eqs. (3.19)–(3.20), translates directly into an analogous splitting of the electromagnetic fields themselves:

\[
E_{\text{tot}}(x,t) = E_{\text{ext}}(x,t) + E_{\text{ind}}(x,t), \quad (3.21)
\]

\[
B_{\text{tot}}(x,t) = B_{\text{ext}}(x,t) + B_{\text{ind}}(x,t). \quad (3.22)
\]

On the other hand, if we replace the obsolete splitting of the source terms into “free” and “bound” parts by the more fundamental microscopic splitting into external and induced parts, then the above equations are analogous to the well-known equations (2.5)–(2.6), provided one sets

\[
P(x,t) = -\varepsilon_0 E_{\text{ind}}(x,t), \quad (3.23)
\]

\[
D(x,t) = \varepsilon_0 E_{\text{ext}}(x,t), \quad (3.24)
\]

\[
E(x,t) = E_{\text{tot}}(x,t), \quad (3.25)
\]

and

\[
M(x,t) = B_{\text{ind}}(x,t)/\mu_0, \quad (3.26)
\]

\[
H(x,t) = B_{\text{ext}}(x,t)/\mu_0, \quad (3.27)
\]

\[
B(x,t) = B_{\text{tot}}(x,t). \quad (3.28)
\]

These Fundamental Field Identifications are the starting point of the Functional Approach to electrodynamics of media. In fact, \{\mathbf{D}, \mathbf{H}\} now simply coincide with the external electromagnetic fields (i.e., those fields which are not generated by the medium). Similarly, \{\mathbf{P}, \mathbf{M}\} coincide with the electromagnetic fields generated by the induced sources (i.e., the degrees of freedom which constitute the medium) under the action of the external fields. Note,
in particular, that the fundamental constants $\varepsilon_0$ and $\mu_0$ are not material properties of the vacuum but conversion factors. All fields are now uniquely defined by their respective Maxwell equations, which are given explicitly by Eqs. (2.11)–(2.14) for the total fields and by

$$\nabla \cdot D(x,t) = \rho_{\text{ext}}(x,t),$$  \hspace{1cm} (3.29)

$$\nabla \times D(x,t) = -\partial_t H(x,t)/c^2,$$  \hspace{1cm} (3.30)

$$\nabla \cdot H(x,t) = 0,$$  \hspace{1cm} (3.31)

$$\nabla \times H(x,t) = j_{\text{ext}}(x,t) + \partial_t D(x,t),$$  \hspace{1cm} (3.32)

as well as by

$$\nabla \cdot P(x,t) = -\rho_{\text{ind}}(x,t),$$  \hspace{1cm} (3.33)

$$\nabla \times P(x,t) = \partial_t M(x,t)/c^2,$$  \hspace{1cm} (3.34)

$$\nabla \cdot M(x,t) = 0,$$  \hspace{1cm} (3.35)

$$\nabla \times M(x,t) = j_{\text{ind}}(x,t) - \partial_t P(x,t).$$  \hspace{1cm} (3.36)

for the external and the induced fields, respectively. We particularly emphasize that our equation $\nabla \cdot M = 0$ is usually not accepted in the Standard Approach because it had been assumed to be in conflict with the case of a homogeneously magnetized body or with a constant spin density. For a detailed discussion of these problems, we refer the interested reader to App. A and Sec. 3.2.5, respectively. Meanwhile, we shortly summarize what we have achieved thus far.

3.1.3. Summary and supporting arguments

The basic tenets of the microscopic approach to electrodynamics of materials can be summarized by the following fundamental principles:

(i) Unique splitting of the sources. The Functional Approach replaces the traditional splitting into “free” and “bound” contributions by the splitting into external and induced fields. This splitting is common practice in modern ab initio approaches to materials physics, as it is independent of a priori assumptions about the material. Furthermore, this splitting also directly matches the experimental situation, where one measures the response of a material probe under externally applied perturbations [48]. By contrast, the traditional splitting into “free”
and “bound” sources cannot be upheld microscopically. This is indeed well known in the condensed matter physics community. For example, L. V. Keldysh states clearly [38, p. 8]: “there is no qualitative criterion that would enable us to distinguish them [sc., the bound current from the magnetization current and from the current of free charges] from one another locally at each point”. Moreover, “in processes similar to the photoeffect, the electron passes from the bound to the free state, so that the contribution of these processes cannot be included either in \( j_f \) or \( j_b \), strictly speaking.”

(ii) **Complete field equations.** Consequently, all fields are now determined uniquely by their respective Maxwell equations (with external, induced and total sources, respectively). In particular, we are given explicit equations for the longitudinal parts of \( H \) and \( M \) (Eqs. (3.31) and (3.35)) as well as for the transverse parts of \( D \) and \( P \) (Eqs. (3.30) and (3.34)). By contrast, an alleged “gauge freedom” of the observable fields \{\( D, H, P, M \)\} is impossible.

On the field theoretical side, apart from the new splitting of the sources, the only new equations of the Functional Approach are in fact (3.30)–(3.31) and (3.34)–(3.35). We stress that these equations do not replace older equations of the Standard Approach, but they remove an indeterminacy (see Tables 1 and 2). In particular, with the re-identifications (3.25) and (3.28), the equations (2.11)–(2.14) of the Standard Approach remain valid. The field identifications of the Functional Approach and the corresponding field equations are summarized in Tables 3 and 4. These may be compared to the respective Tables 1 and 2 for the Standard Approach.

(iii) **Microscopic validity.** On the interpretational level, the Functional Approach is completely different from the Standard Approach: As all fields are now electromagnetic in nature, with their respective field equations valid on the microscopic level as well, there is no need anymore to derive electrodynamics in media by macroscopic averaging procedures.

Ultimately, the fundamental identifications (3.23)–(3.28) are the axioms of the Functional Approach. Nonetheless, we will show in Sec. 4 that they can be derived straightforwardly from the definitions of polarization and magnetization used in classical thermodynamics. Independently of this aspect, we
now give some additional arguments in favor of Eqs. (3.23)–(3.28).

First, we stress that the field identifications are in accord with what many treatises affirm anyway. For example, in Sec. 2.2 we have shown that even some traditional textbooks (such as [32, 99]) divide the electromagnetic fields not so much into those corresponding to “free” and “bound” charges and currents within the material, but rather into those which are “under control” of the experimenter and those which are not. This distinction is apparently so fundamental that the famous textbook by L.D. Landau and E.M. Lifshitz [33] introduces it even in addition to the ordinary distinction of \{D, P, E, H, M, B\} (see their fields \(\mathbf{E}\) and \(\mathbf{H}\) introduced in §11 and §32, respectively).

Then, there are authors [68] who explicitly state that due to the gauge freedom in \(D\) and \(H\) “the definitions of dielectric function and magnetic permeability […] prove ambiguous” (p. 228) and therefore go on to “identify the induction \(D\) and the magnetic field \(H\) with the external fields […] defined by Maxwell’s equations in empty space” (p. 230, notation adapted). Correspondingly, Gauss’ law for \(D\) and \(P\) in terms of \(\rho_{\text{ext}}\) and \(\rho_{\text{ind}}\) can be found in Ref. [112, Eqs. (5.187) and (5.188)], while Ampère’s law for \(H\) and \(D\) in terms of \(j_{\text{ext}}\) is written down in Ref. [113, Eq. (24.5)].

Furthermore, the Fundamental Field Identifications also seem obvious from the study of superconductivity, where usually \(H\) denotes the external or “applied” magnetic field, while \(B\) describes the magnetic field “inside” the superconductor (see e.g. [129, p. 468]). When the latter then turns out to be zero by the Meißner–Ochsenfeld effect, this obviously implies that the “magnetization” \(M\) also describes a magnetic field which just cancels the externally applied field (cf. [101, p. 192 and p. 295]). Needless to say that this interpretation neatly squares with our interpretation of \(M, H\) and \(B\) as induced, external, and total magnetic fields, respectively. Correspondingly, according to Ref. [130, p. 270] the field \(H\) is the magnetic field “produced by some external sources” (see also [131, p. 644]).

We also note that without the division into external and induced field quantities, it would be completely unclear why the linear coefficients in the corresponding constitutive relations (e.g. in Eqs. (2.36) or (2.37)) should be given by retarded response functions (cf. [7, 112, 119] and Sec. 3.2.1).

Furthermore, it would be unclear why in special relativity the “dipole densities” \(P\) and \(M\) behave precisely as electric and magnetic fields under Lorentz transformations, as it is assumed in the derivation of the Minkowski transformation formulae for the constitutive laws in moving media (see the
original work [132] or the textbooks [82, Eqs. (5.127)–(5.128)], [86, Sec. 22.8], [108, Eqs. (2.132) and (2.138)], [133, p. 234], as well as the discussion in Ref. [134]).

In actual fact, it has been noted already by several textbooks—mainly in condensed matter physics—that our fundamental field identifications are somehow evident (see e.g. [61, footnote 24 on p. 99], [71, footnote 21 on p. 338], [68, p. 230] or [126, Sec. 4.3.2]). In particular, the textbook [69, footnote 14 on p. 33] directly identifies $D = \varepsilon_0 E_{\text{ext}}$. Similarly, Ref. [8, p. 493] (see above p. 18) hits the nail on the head.

Finally, we remark there is even a textbook on electronic structure theory [135, App. A.2] which rests its case entirely on the Fundamental Field Identifications, although without stating that this is something of a novelty.

3.2. General Conclusions

Astonishingly, from the shear re-interpretation of electrodynamics of media in terms of induced and external fields, a number of paradigmatic conclusions can be drawn. These are well known in the ab initio community, but not in the general textbook literature on electrodynamics. In the remainder of this section, we will explicitly spell out these paradigmatic conclusions.

3.2.1. Electromagnetic response functions

First, we stress that independently of possible macroscopic averaging procedures, electrodynamics of media as a response theory is based on the interpretation of induced quantities as functionals of external perturbations (see e.g. [39, Sec. 1.4]). This postulate is the mathematical reflection of the intuitive idea that the induced fields are caused by—and hence their concrete behavior depends on—the external fields.

Concretely, as the induced electromagnetic fields are necessarily generated by the induced charge and current sources, the functional dependence

$$j^\mu_{\text{ind}} = j^\mu_{\text{ind}}[A^\nu_{\text{ext}}]$$

of the induced four-current $j^\mu_{\text{ind}} = (c\rho_{\text{ind}}, j_{\text{ind}})^T$ on the external four-potential $A^\nu_{\text{ext}} = (\varphi_{\text{ext}}/c, A_{\text{ext}})^T$ completely determines the electromagnetic response of any material and hence all electromagnetic material properties. The reason for this is that the external four-potential contains the whole information about the applied perturbation, and the induced four-current contains the whole information about the induced electromagnetic fields. In particular,
linear response theory corresponds to the first order expansion of this functional,

\[ j_{\text{ind}}^\mu(x) = \int d^4x' \chi_{\nu}(x, x') A_{\text{ext}}^\nu(x'), \] (3.38)

and the formulae of linear response theory are identities between first order functional derivatives \([72]\). For the integral kernel \(\chi_{\mu}(x, x')\) we propose the name fundamental response tensor (see Sec. 3.2.3).

The principle of causality implies that the response tensor fulfills the constraint

\[ \chi_{\mu}(x, t; x', t') = 0 \quad \text{if} \quad t < t'. \] (3.39)

This retardation condition means that the induced field at a certain space-time point \((x, t)\) depends on its causing field at another point \((x', t')\) only if the latter lies in the past of the former point. Within the context of special relativity, this dependence is even restricted to the backward light cone (“causal past”), i.e., to those space-time points \((x', t')\) for which \(t > t'\) and \(|x - x'|^2 \leq c^2(t - t')^2\). Consequently, as a matter of principle, retarded response functions relate fields at different space-time points. Hence, they have to be considered as nonlocal integral kernels depending on two space-time points.

In other words, in the Maxwell equations every “material constant” is actually a non-local response function: Maxwell’s equations in media involving these “material constants” are actually integro-differential equations. This latter conclusion changes the whole way in which these Maxwell equations in media are to be manipulated mathematically and has particularly important consequences for the derivation of the refractive index \([74]\).

3.2.2. Electromagnetic material constants

While electromagnetic response functions necessarily constitute non-local integral kernels, the electromagnetic material constants (such as the dielectric constant \(\varepsilon_r \approx 81\) for water \([136, \text{Table 3.2}]\)) are their corresponding zero-wavevector and zero-frequency limits (see \([64-66]\) or \([48, \text{Sec. 28}]\), \([67, \text{pp. 430f.}], [68, \text{Sec. 3.1}]\)). Therefore, material constants only relate constant fields, i.e., fields which do not vary in space and time and whose Fourier transforms have only zero-wavevector and zero-frequency components (as in many models dealing with the idealized parallel-plate capacitor). By contrast, dynamical, i.e. position- and time-dependent fields, are never related by constants.
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For concreteness, consider the density response function \( \chi \equiv \chi_0^0/c^2 \) which mediates between the induced charge density \( \rho \equiv \rho_{\text{ind}} \) and the external scalar potential \( \varphi \equiv \varphi_{\text{ext}} \), i.e.,

\[
\rho(x, t) = \int d^3 x' \int c \, dt' \, \chi(x, x'; t - t') \, \varphi(x', t').
\]

As always, we have assumed \textit{temporal homogeneity}, which implies that the response function depends only on the difference of the two time arguments, or in Fourier space on only one frequency. By Fourier transformation, Eq. (3.40) is then equivalent to

\[
\rho(k, \omega) = \int d^3 k' \, \chi(k, k'; \omega) \rho(k', \omega),
\]

where the response function transforms as (cf. \[72, \text{Sec. 2.1}]\)

\[
\chi(k, k'; \omega) = \frac{1}{(2\pi)^3} \int d^3 x \int d^3 x' \int c \, d\tau \, e^{i\omega\tau} e^{-ik \cdot x} \chi(x, x'; \tau) e^{ik' \cdot x'}. \tag{3.42}
\]

For \textit{homogeneous systems}, the response function depends essentially only on the difference of its spatial arguments, or in Fourier space on only one spatial wavevector, i.e.,

\[
\chi(k, k'; \omega) = \chi(k, \omega) \delta^3(k - k'). \tag{3.43}
\]

The corresponding response law then simplifies to

\[
\rho(k, \omega) = \chi(k, \omega) \varphi(k, \omega). \tag{3.44}
\]

As a matter of principle, an appropriate limiting value of \( \chi(k, \omega) \) for \( k \to 0 \) and \( \omega \to 0 \) would then represent a \textit{material constant}. It relates the spatially homogeneous and static component of the induced field to the respective component of the external perturbation.

We note, however, that in general the zero-wavevector and zero-frequency limit does not necessarily have to exist or to yield a non-vanishing result, and if it exists for one response function, it does not have to exist for another. Finally, the way in which the origin in Fourier space is approached may also be relevant. For example, a conductor does not have a finite dielectric constant (cf. \[7, \text{Sec. 3.4.4}]\), but it does of course have a dielectric response tensor. On the other hand, for a dielectric material (i.e., a material with a
finite dielectric constant $\varepsilon_r(0,0)$, the (proper) conductivity has to vanish for $\omega \to 0$ (see [7, Exercise 3.11]), and, moreover, the density response function has to vanish for $|k| \to 0$ as $O(|k|^2)$. The last fact can be seen directly from the standard relation for the (longitudinal) dielectric function [72, Eq. (7.41)]

$$
\varepsilon_r^{-1}(k,\omega) = 1 + v(k)\chi(k,\omega) = 1 + \frac{\chi(k,\omega)}{\varepsilon_0|k|^2},
$$

(3.45)

where $v(k)$ is the Coulomb interaction kernel in Fourier space. Furthermore, taking into account that the integrated induced charge density vanishes,

$$
\int d^3x \rho_{\text{ind}}(x,t) = 0,
$$

(3.46)
on account of charge conservation, i.e.,

$$
\int d^3x \rho_{\text{int}}(x,t) = \int d^3x \rho_{\text{int},0}(x),
$$

(3.47)
we obtain the general condition on the density response function,

$$
\chi(k=0,\omega) = 0,
$$

(3.48)
Hence, in this case the corresponding “material constant” is always (i.e. for all materials) zero.

In crystalline systems, one usually does not assume the full spatial homogeneity, but only the invariance of the response functions under lattice translations. This means (suppressing the time dependencies)

$$
\chi(x,x') = \chi(x+a, x'+a)
$$

(3.49)
for any vector $a$ in the direct crystal lattice (see e.g. [70, 71]). In momentum space, one shows easily that this implies

$$
\chi(k,k') = e^{i(k-k') \cdot a} \chi(k,k'),
$$

(3.50)
and hence $\chi(k,k')$ can be non-zero only if for every direct lattice vector $a$ the wavevectors fulfill

$$
(k-k') \cdot a = 2\pi n,
$$

(3.51)
where \( n \) is an integer. This means that the wavevectors \( k \) and \( k' \) differ by a reciprocal lattice vector (see e.g. [112, p. 287] or [137, App. A.1]). Thus, they can be decomposed as

\[
\begin{align*}
  k &= k_0 + G, \\
  k' &= k_0 + G',
\end{align*}
\]

(3.52)\hspace{1cm} (3.53)

where \( k_0 \) lies in the first Brillouin zone, while \( G, G' \) are reciprocal lattice vectors. For the integral kernel \( \chi \), this implies the general form

\[
\chi(k_0 + G, k'_0 + G') = \delta^3(k_0 - k'_0) \chi^{GG'}(k_0).
\]

(3.54)

The response law (3.41) now translates into

\[
\rho(k_0 + G) = \sum_{G'} \chi^{GG'}(k_0) \varphi(k_0 + G').
\]

(3.55)

If both \( \rho(k) \) and \( \varphi(k) \) are supported in the first Brillouin zone, then we recover again Eq. (3.44), provided that we identify

\[
\chi(k_0) \equiv \chi^{00}(k_0).
\]

(3.56)

In other words, for wavevectors much smaller than the smallest reciprocal lattice vector, the crystal appears to be homogeneous. Since the smallest reciprocal lattice vector is typically of the order \( \pi/a \), where \( a \) is the lattice constant, we recover the intuitive fact that the crystal appears to be homogeneous if probed at wavelengths much larger than the lattice constant.

Correspondingly, the \textit{macroscopically averaged fields} are defined for a crystalline system as those fields \textit{“which only contain the} \( G = G' = 0 \text{ components”} [67, p. 430] (see also [112, p. 287]). Clearly, such fields are related by a \textit{“macroscopic response function”} as given e.g. in Eq. (3.56). Taking as another example the inverse (longitudinal) dielectric function, we obtain

\[
(\varepsilon^{-1}_{r})(k; \omega) = (\varepsilon^{-1}_{r})^{GG'}(k; \omega) \bigg|_{G=G'=0},
\]

(3.57)

where it is understood that \( k \) is restricted to the first Brillouin zone. Furthermore, from this function one takes the zero-wavevector limit (to obtain, for example, a purely frequency-dependent refractive index, cf. [74]):

\[
\varepsilon^{-1}_{r}(\omega) = \lim_{|k| \to 0} \varepsilon^{-1}_{r}(k; \omega).
\]

(3.58)
Finally, in order to retrieve from this so-called “macroscopic dielectric function” a material constant, one evaluates it at zero frequency,

\[ \varepsilon_r^{-1} = \lim_{\omega \to 0} \varepsilon_r^{-1}(\omega). \] (3.59)

This procedure is nowadays routinely followed in ab initio calculations of the dielectric constant (see e.g. [65, Eq. (3.1)] and [138, p. 3]). Similar equations for the magnetic material constants are also standard in ab initio materials physics (see e.g. [7, Eq. (3.183)]). We note, however, that a certain complication occurs from the fact that, in general, setting \( G = G' = 0 \) in the response function \( \varepsilon_r^{-1} \) does not commute with the transition to the dielectric function \( \varepsilon_r \). In other words, it makes a difference whether one first inverts the full, microscopic dielectric function (as an integral kernel) and then performs the limit \( G, G' \to 0 \), or whether one first performs this limit and then inverts the resulting dielectric response (as a multiplicative function, i.e., by \( \varepsilon_r^{-1}(k, \omega) = 1/\varepsilon_r(k, \omega) \)). This problem goes under the name of “local field corrections” and has been treated in the classical work [64] (see also [67, Sec. 18.3.1, in particular Eq. (18.21)]).

We conclude that, as matter of principle, “macroscopic electrodynamics” is not different from the more fundamental microscopic electrodynamics. Instead, the macroscopic fields just correspond to the small-wavevector (or long-wavelength) components of the microscopic fields, and consequently, their response relations are given by suitable small-wavevector limits of the microscopic response functions. In particular, electromagnetic material constants are obtained by taking all wavevectors and frequencies to zero. By contrast, for the conceptual set-up of electrodynamics in media and for the concrete calculation of the response functions from first principles (by means of the Kubo formalism, see Sec. 3.2.4), these macroscopic fields do not play any rôle. In this context, we recognize once more the profound work of L. V. Keldysh, who states clearly [38, pp. 5ff.]: “Thus, for modern condensed matter physics the dielectric constant is a function of the frequency and wavevector, which describes the response of the medium to any field, both macroscopic and microscopic. The Faraday–Maxwell dielectric constant is the limiting value of this function for fields slowly varying in space and time.” To this we only add that, strictly speaking, it is the limiting value for constant fields, i.e. fields not varying at all in space and time.
3.2.3. Universal response relations

Our next conclusion concerns the very nature of electromagnetic response properties. Within the linear régime, the response of any material to external electromagnetic perturbations is governed by its fundamental response tensor, which is defined as the functional derivative (cf. \[67, 72, 125, 127, 128\])

\[
\chi^\mu_\nu(x, x') = \frac{\delta j^\mu_{\text{ind}}(x)}{\delta A^\nu_{\text{ext}}(x')}.
\] (3.60)

In fact, the corresponding expansion \([3.38]\) is the most general constitutive relation which only assumes the linearity of the material, but otherwise includes all effects of inhomogeneity, anisotropy, relativistic retardation and magneto-electric cross coupling. In particular, this implies that linear response theory is Lorentz covariant, whereby it is understood that response functions themselves obey transformation laws (see \[73, 139\] for applications).

Now, since the induced four-current has to fulfill the continuity equation,

\[
\partial^\mu j^\mu_{\text{ind}}(x) = 0,
\] (3.61)

and has to be invariant under gauge transformations of the external four-potential,

\[
A^\mu_{\text{ext}}(x) \mapsto A^\mu_{\text{ext}}(x) + \partial^\mu f(x),
\] (3.62)

it follows that the fundamental response tensor of any physical system satisfies the constraint equations (cf. \[72, 125, 127, 140\]):

\[
\partial^\mu \chi^\mu_\nu(x, x') = 0,
\] (3.63)

\[
\partial^\nu \chi^\mu_\nu(x, x') = 0.
\] (3.64)

These constraints can be used to deduce the general form of the Lorentz-covariant response tensor (see \[127\] or \[72, Eq. (5.12)\]), which is given by

\[
\chi^\mu_\nu(k, k'; \omega) = \begin{pmatrix}
-\frac{\omega^2}{c^2} k^T \chi & \frac{\omega}{c} k^T \chi' \\
-\frac{\omega}{c} \chi k' & \chi
\end{pmatrix}.
\] (3.65)

Therefore, there are at most 9 independent linear electromagnetic response functions for any material. In particular, the cartesian (3 × 3) current response tensor,

\[
\chi^\mu_\nu(x, t; x', t') = \frac{\delta j^\mu_{\text{ind}}(x, t)}{\delta A^\nu_{\text{ext}}(x, t)},
\] (3.66)
already completely describes the linear response of any material. In other words, there is only a single microscopic \((3 \times 3)\) response tensor which encapsulates all information about the electromagnetic behavior of the material on the linear level. Furthermore, as the spatial current response is proportional to the conductivity tensor by the standard relation (cf. [7, 68, 72, 73, 141])

\[
\chi(x, x'; \omega) = i \omega \sigma(x, x'; \omega),
\]

(3.67)

the conductivity tensor also contains the whole information about all linear response properties [72, 79, 80].

For the sake of completeness, we now provide a fully relativistic and gauge-independent derivation of the Universal Response Relation (3.67) (thereby generalizing the derivation in Ref. [72] which assumes the temporal gauge). For this purpose, we start from the definition of the conductivity as the total functional derivative (see [72, Secs. 4.2 and 6.1]) of the induced current \(j \equiv j_{\text{ind}}\) with respect to the external electric field \(E \equiv E_{\text{ext}}\),

\[
\sigma_{k\ell}(x, x') \equiv \frac{dj_k(x)}{dE_\ell(x')},
\]

(3.68)

and we employ the functional chain rule (see [72]) in the form

\[
\sigma_{k\ell}(x, x') = \int d^4y \left\{ \frac{\delta j_k(x)}{\delta A^0(y)} \frac{1}{c} \frac{d\varphi(y)}{dE_\ell(x')} + \frac{\delta j_k(x)}{\delta A_j(y)} \frac{dA_j(y)}{dE_\ell(x')} \right\},
\]

(3.69)

where \(A^\mu = (\varphi/c, \mathbf{A}) \equiv A^\mu_{\text{ext}}\) is the external four-potential. Next, we perform a Fourier transformation with respect to the time variables (using homogeneity in time) and express \(\chi_{k0}\) in the first term through Eq. (3.65) as

\[
\chi_{k0}(x, y; \omega) = \frac{c}{i \omega} \frac{\partial}{\partial y_j} \chi_{kj}(x, y; \omega).
\]

(3.70)

Then, we obtain

\[
\sigma_{k\ell}(x, x'; \omega) = \int d^3y \left\{ \left( \frac{1}{i \omega} \frac{\partial}{\partial y_j} \chi_{kj}(x, y; \omega) \right) \frac{d\varphi(y, \omega)}{dE_\ell(x', \omega)} + \chi_{kj}(x, y; \omega) \frac{dA_j(y, \omega)}{dE_\ell(x', \omega)} \right\}
\]

\[
+ \chi_{kj}(x, y; \omega) \frac{dA_j(y, \omega)}{dE_\ell(x', \omega)} \left\{ - \frac{\partial}{\partial y_j} \varphi(y, \omega) + i \omega A_j(y, \omega) \right\},
\]

(3.71)

(3.72)
where in the last step we have used a partial integration with respect to the \( y_j \) variable. The term in curly brackets equals \( E_j(y, \omega) \), hence we obtain

\[
\sigma_{k\ell}(x, x'; \omega) = \frac{1}{i\omega} \int d^3 y \chi_{kj}(x, y; \omega) \delta_{j\ell} \delta^3(y - x') 
\]

(3.73)

which is the desired relation.

While the fact that the electromagnetic response of any material is contained in a single response tensor (such as the conductivity) goes against the intuition from the naïve picture presented in the traditional textbooks on macroscopic electrodynamics, it is actually well known in condensed matter physics. For example, O. V. Dolgov and E. G. Maksimov [68, p. 224] make it clear that “the properties of a system in an external electromagnetic field can be uniquely described with the aid of the relation between the induced current [...] and the electric field”, i.e., by the conductivity. Put differently, all linear response functions (including magneto-electric coupling coefficients) can be expressed analytically in terms of the conductivity tensor by means of universal (i.e. material-independent) response relations. These Universal Response Relations have been derived in Ref. [72, Sec. 6]. In the Fourier domain, they read explicitly (cf. [72, Eqs. (6.37)–(6.40)])

\[
(\chi_{EE})_{ij}(k, k'; \omega) = \mathcal{D}_0(k, \omega) \left( \delta_{im} - \frac{c^2 k_i k_m}{\omega^2} \right) i\omega \sigma_{mj}(k, k'; \omega), 
\]

(3.75)

\[
(\chi_{EB})_{ij}(k, k'; \omega) = \mathcal{D}_0(k, \omega) \left( \delta_{im} - \frac{c^2 k_i k_m}{\omega^2} \right) i\omega \sigma_{mn}(k, k'; \omega) \left( -\epsilon_{n\ell j} \frac{\omega k'_\ell}{c|k'|^2} \right),
\]

(3.76)

\[
(\chi_{BB})_{ij}(k, k'; \omega) = \mathcal{D}_0(k, \omega) \left( \epsilon_{ikm} \frac{ck_k}{\omega} \right) i\omega \sigma_{mj}(k, k'; \omega),
\]

(3.77)

\[
(\chi_{EE})_{ij}(k, k'; \omega) = \mathcal{D}_0(k, \omega) \left( \epsilon_{ikm} \frac{ck_k}{\omega} \right) i\omega \sigma_{mn}(k, k'; \omega) \left( -\epsilon_{n\ell j} \frac{\omega k'_\ell}{c|k'|^2} \right).
\]

(3.78)
Here, $\mathcal{D}_0$ denotes the retarded Green function of the d’Alembert operator, which is given in Fourier space by

$$
\mathcal{D}_0(k, \omega) = \frac{c^2 \mu_0}{-(\omega + i\eta)^2 + c^2|k|^2},
$$

where the infinitesimal $\eta$ in the frequency domain ensures the retardation in the time domain [72, Sec. 3.1]. Importantly, in the above formulae,

$$
\leftrightarrow \chi^{EE}(k, k'; \omega) \equiv \frac{dE_{ind}(k, \omega)}{dE_{ext}(k', \omega)} \quad (3.80)
$$

$$
= \frac{\delta E_{ind}(k, \omega)}{E_{ext}(k', \omega)} + \frac{\delta E_{ind}(k, \omega)}{\delta B_{ext}(k', \omega)} \frac{\delta B_{ext}(k', \omega)}{\delta E_{ext}(k', \omega)} \quad (3.81)
$$

denotes the total functional derivative of the induced electric field with respect to the external electric field (see [72, Sec. 4.2]). Similarly,

$$
\leftrightarrow \chi^{EB}(k, k'; \omega) \equiv \frac{1}{c} \frac{dE_{ind}(k, \omega)}{dB_{ext}(k', \omega)} \quad (3.82)
$$

$$
= \frac{1}{c} \frac{\delta E_{ind}(k, \omega)}{\delta B_{ext}(k', \omega)} + \frac{1}{c} \frac{\delta E_{ind}(k, \omega)}{\delta E_{ext}(k', \omega)} \frac{\delta E_{ext}(k', \omega)}{\delta B_{ext}(k', \omega)} \quad (3.83)
$$

denotes the total functional derivative with respect to the external magnetic field, etc. These total functional derivatives directly correspond to the physically observable response functions (see the discussion in [72, Sec. 6.1]). For example, the dielectric tensor and the (relative) magnetic permeability can be expressed in terms of these as

$$
(\varepsilon_r)^{-1} = 1 + \chi^{EE},
$$

$$
\mu_r = 1 + \chi^{BB}. \quad (3.84)
$$

We stress again that the above relations [3.75][3.78] and [3.84][3.85] between linear electromagnetic response functions are valid for any material and in particular include all possible effects of inhomogeneity, anisotropy, relativistic retardation and magnetoelectric cross-coupling. On the other hand, all standard relations between linear electromagnetic response functions can be rederived as special cases of the Universal Response Relations (see [72, Sec. 7]).
We close this subsection with the following remark: As the physical response functions necessarily correspond to total functional derivatives, part of the magnetic reaction is already contained in the electric response function, and vice versa. A naive expression of the induced electric and magnetic fields in terms of the external fields, as often used in the context of bianisotropic media, therefore leads to an overcounting. This raises the delicate question of how the induced electric and magnetic fields can actually be expanded in terms of the physical response functions. For the answer to this question, the interested reader is referred to [72, Sec. 6.6], where it is shown that there exist three different but equivalent field expansions on the fundamental level.

3.2.4. Kubo formalism

Up to now, our considerations have been completely classical: Although they have shown that by the Universal Response Relations all linear electromagnetic response properties are implicitly determined by the current response tensor, they have left open the question of how this quantity can actually be calculated. Here, ab initio materials physics is based on the Kubo formalism (see e.g. [7, 61, 125, 128, 142], and in particular [131, Chap. 7, App. B] for the connection to Fermi’s Golden Rule) developed by the Japanese physicist Ryōgo Kubo (1920-1995) [62]. In this subsection, we shortly summarize its main formulae as applied to the fundamental response tensor, and we highlight its conceptual and practical importance for electrodynamics of media.

The fundamental response tensor can be calculated from the electromagnetic Kubo formula (cf. [7, Sec. 3.4], [61, Chap. 6], [125, Sec. 7.4]; see also App. C) as follows:

\[
\chi^\mu_\nu(x, x') = \frac{i}{\hbar c} \Theta(t - t') \left\langle [\hat{j}^\mu(x), \hat{j}_\nu(x')] \right\rangle + \frac{e}{m} \sum_{i=1}^{3} \delta^\mu_i \delta_i \nu \delta^4(x - x') \left\langle \hat{\rho}(x) \right\rangle ,
\]

(3.86)
or more explicitly,

\[
\chi^0(x, t; x', t') = -\frac{ic}{\hbar} \Theta(t - t') \left\langle \left[ \hat{\rho}(x, t), \hat{\rho}(x', t') \right] \right\rangle ,
\]

(3.87)

\[
\chi^k_0(x, t; x', t') = -\frac{i}{\hbar} \Theta(t - t') \left\langle \left[ \hat{j}_k(x, t), \hat{\rho}(x', t') \right] \right\rangle ,
\]

(3.88)

\[
\chi^0_{\ell}(x, t; x', t') = \frac{i}{\hbar} \Theta(t - t') \left\langle \left[ \hat{\rho}(x, t), \hat{j}_{\ell}(x', t') \right] \right\rangle ,
\]

(3.89)

\[
\chi^k_{\ell}(x, t; x', t') = \frac{i}{\hbar} \Theta(t - t') \left\langle \left[ \hat{j}_k(x, t), \hat{j}_{\ell}(x', t') \right] \right\rangle \\
+ \frac{e}{mc} \delta_{k\ell} \delta^3(x - x') \delta(t - t') \left\langle \hat{\rho}(x, t) \right\rangle .
\]

(3.90)

Here, for the sake of concreteness, we have assumed that we deal with an electronic many-particle system such that \(e\) is the elementary charge, \((-e)\) the charge of an electron and \(m\) the electron mass. Correspondingly, all expectation values refer to the unperturbed reference state, which in ab initio electronic structure physics is mostly identified with the ground state of \(N\) electrons. In the last equation, the term proportional to the density stems from the fact that the current itself also depends explicitly on the vector potential. At the same time, this term guarantees that the constraint equations (3.63)–(3.64) are fulfilled (see [140]). In the case of the Schrödinger field (see App. (C.2) for the generalization to the Pauli field), the charge and current density operators are given by (see e.g. [61, Sec. 1.4.3])

\[
\hat{\rho}(x, t) = (-e) \sum_s \hat{\psi}^\dagger_s(x, t) \hat{\psi}_s(x, t) ,
\]

(3.91)

\[
\hat{j}(x, t) = \frac{(-e)}{2m} \sum_s \left( \hat{\psi}^\dagger_s(x, t) \left( \frac{\hbar}{i} \nabla \hat{\psi}_s(x, t) \right) \\
- \left( \frac{\hbar}{i} \nabla \hat{\psi}^\dagger_s(x, t) \right) \hat{\psi}_s(x, t) \right) ,
\]

(3.92)

where \(\hat{\psi}_s(x, t)\) denotes the Schrödinger field operator [7, 61, 126, 143, 144] in the interaction picture (i.e., the time dependence is induced by the unperturbed Hamiltonian). For later purposes, we have also included the spin index \(s \in \{\uparrow, \downarrow\}\).
We remark that in most cases the Kubo formula is not evaluated directly. Instead, as the four-current is bilinear in the field operators, its products can be expressed in terms of the four-point Green function (see [128, 145] or [125, Sec. 7.4.1]). In this context, we further note that all standard approximations in many-body physics, such as the Hartree, the Hartree-Fock and the GW approximation, can be interpreted as a hierarchy of approximations for that very four-point Green function (see [146]).

We conclude this subsection by stressing that the Kubo formalism is inseparable from electrodynamics of media in that it constitutes both its practical and its conceptual basis: Practically, the Kubo formalism provides for the link between electrodynamics and quantum field theory, and it gives the concrete formulae for the actual calculation of the response functions. In particular, this shows that response functions cannot be interpreted as free parameters being only accessible from experiment. Conceptually, the Kubo formalism implies that linear electromagnetic material properties are to be defined as response functions mediating between induced and external fields. Furthermore, the Kubo formalism shows that response functions are (i) microscopic by their very nature, (ii) non-local integral kernels, and (iii) free from any “gauge freedom” in their definition.

3.2.5. Spin magnetization

As a matter of principle, the magnetization is always generated by a microscopic current. In the case of the so-called orbital magnetization, the corresponding current operator is given by the quantized Schrödinger current defined in the last subsection. It is, however, well known that apart from the “orbital motion” of the charge carriers, there is yet a second source of magnetism stemming from the spin of the particles (the electrons in most cases). Naïvely, one might be tempted to think that this magnetization is of a completely different nature and is hence outside the scope of the Kubo formula. Furthermore, one might object to the Functional Approach that a hypothetical constant spin density (which should at least be allowed as a reasonable “macroscopic” approximation for a finite body) would be at variance with the fundamental equation \( \nabla \cdot \mathbf{M} = 0 \) (see App. [A]). The problem of incorporating the magnetization generated by the spin degrees of freedom into the Functional Approach therefore deserves a careful discussion.

In fact, the spin magnetization is actually not outside the scope of the Kubo formalism. Instead, it can be included by a spin contribution to the electric current (which is distinct from the current of spin considered in
recent applications [147, 157]). This spin contribution to the electric current is of the following form (see e.g. [83, Eq. (2.4)], [86, Sec. 20.8.6], [130, Eq. (6.1.3)], [158, Chap. XX, § 29], [159], or Eq. (C.20) in App. C):

\[ j_s(x, t) = (\nabla \times S)(x, t), \tag{3.93} \]

where the \textit{electromagnetic spin density} is defined as

\[ S(x, t) = \left(\frac{-e}{m}\right) \Psi^\dagger(x, t) \left(\frac{\hbar}{2\sigma}\right) \Psi(x, t), \tag{3.94} \]

for electrons with charge \((-e)\) and mass \(m\). Here, \(\sigma = (\sigma_1, \sigma_2, \sigma_3)\) denotes the vector of Pauli matrices, and the quantities

\[ \Psi(x, t) = \begin{pmatrix} \psi_\uparrow(x, t) \\ \psi_\downarrow(x, t) \end{pmatrix} \tag{3.95} \]

denote Pauli spinors. As always, the corresponding current operators follow from these classical field expressions by replacing the classical fields with the respective field operators (see e.g. [61, Chap. 1]). The resulting expression is then to be added to the usual Schrödinger current defined in Eq. (3.92). Hence, the electric current is composed of two contributions: the ordinary “orbital” current already defined in the last subsection, Eq. (3.92), and the spinorial current introduced in this subsection, Eqs. (3.93)–(3.94) (see App. C.2 Eq. (C.18)–(C.20) for the complete expression).

The magnetization generated by the spin degrees of freedom now simply corresponds to the magnetic field of the respective spin contribution to the microscopic current. For the sake of simplicity, let us consider the case of a static spin density \(S(x)\). Its current then generates the vector potential

\[ A_{\text{ind}}(x) = \frac{\mu_0}{4\pi} \int d^3x' \frac{j_s(x')}{|x - x'|}, \tag{3.96} \]

and by \(B = \nabla \times A\), the resulting magnetic field reads

\[ B_{\text{ind}}(x) = \mu_0 \nabla \times \left( \frac{1}{4\pi} \int d^3x' \frac{\nabla \times S(x')}{|x - x'|} \right). \tag{3.97} \]
Comparison with the Helmholtz vector theorem (see Eqs. (B.45)–(B.46)) and the Fundamental Field Identification $B_{\text{ind}} = \mu_0 M$ shows that this is equivalent to the simple equation

$$M(x) = S_T(x),$$

(3.98)
i.e., the magnetization generated by the spin corresponds to the transverse part of the spin density. Consequently, even for a hypothetical constant spin density the equation $\nabla \cdot M = 0$ is fulfilled. This shows that the incorporation of spin into the Functional Approach does not pose any problems.

Finally, we remark that with the inclusion of a spinorial contribution in the electromagnetic current, it is possible to recover both the Landau orbital diamagnetism and the Pauli spin paramagnetism from the current response function of the free electron gas (see [7, Eqs. (4.29) and (4.50)]). In addition, the splitting of the current operator in the Kubo formula—which is bilinear in the current—into an orbital and a spin contribution implies that there are generally also spin-orbital cross contributions to the electromagnetic response (see e.g. [160–163] in the case of the magnetic susceptibility).
\[ \nabla \cdot E = \rho_{\text{tot}}/\varepsilon_0 \quad \nabla \times E = -\partial_t B \quad \nabla \cdot B = 0 \quad \nabla \times B = \mu_0 j_{\text{tot}} + \partial_t E/c^2 \]

\[ \nabla \cdot D = \rho_{\text{ext}} \quad \nabla \times D = -\partial_t H/c^2 \quad \nabla \cdot H = 0 \quad \nabla \times H = j_{\text{ext}} + \partial_t D \]

\[ \nabla \cdot P = -\rho_{\text{ind}} \quad \nabla \times P = \partial_t M/c^2 \quad \nabla \cdot M = 0 \quad \nabla \times M = j_{\text{ind}} - \partial_t P \]

Table 3: Field equations of the Functional Approach.

\[ E = E_{\text{tot}} \quad B = B_{\text{tot}} \]

\[ D = \varepsilon_0 E_{\text{ext}} \quad H = B_{\text{ext}}/\mu_0 \]

\[ P = -\varepsilon_0 E_{\text{ind}} \quad M = B_{\text{ind}}/\mu_0 \]

Table 4: Field identitifications of the Functional Approach.
4. Field identifications from thermodynamics

At the heart of the Functional Approach to electrodynamics of media lie the Fundamental Field Identifications, Eqs. (3.23)–(3.28). As explained already, these equalities form the axioms of the Functional Approach, on which the further development of the theory crucially hinges. Once they are accepted, all concrete formulae follow by more or less trivial manipulations, which are, in any case, of a purely mathematical nature and hence indubitable. Consequently, any possible dissension could only concern these Fundamental Field Identifications. Unfortunately, in their quality as axioms they cannot be proven, at least not within their own framework. They can, however, be made plausible by the conclusions one draws from them. In the preceding section, the central argument in this respect has been the agreement with the common practice in ab initio materials physics. Furthermore, we have shown in Ref. [72, Sec. 7] that all well-known relations between linear electromagnetic response functions can be rederived as limiting cases of the Universal Response Relations (see Sec. 3.2.3), which in turn follow directly from the Fundamental Field Identifications. By contrast, in this section we will take recourse to a completely different field of research, namely to classical thermodynamics. Concretely, we will show that the Fundamental Field Identifications follow directly from the definitions of polarization and magnetization as used in this branch of physics.

4.1. Short review of thermodynamics

For the convenience of the reader, we first provide a brief summary of the main formulae of classical thermodynamics as needed in this section. For details, we refer to Refs. [87, 130, 164–166].

Thermodynamical systems can be characterized by their internal energy \( E \), their temperature \( T \) and a set of external parameters \( (X_1, \ldots, X_n) \). In equilibrio, the possible combinations of \( (E, T, X_1, \ldots, X_n) \) are restricted to fulfill an equation of state, which is of the form

\[
f(E, T, X_1, \ldots, X_n) = 0, \quad (4.1)
\]

with a real function \( f \). This equation defines (locally) the manifold \( \mathcal{M} \) of equilibrium states, which is an \((n + 1)\)-dimensional hypersurface in \( \mathbb{R}^{n+2} \). Any function

\[
g : \mathcal{M} \to \mathbb{R}, \quad (4.2)
\]
is called a state variable. In particular, the energy itself can be regarded as a state variable in the sense of a function mapping each point \((E, T, X_1, \ldots, X_n) \in \mathcal{M}\) to its first argument. Parametrizing \(\mathcal{M}\) locally by the variables \((T, X_1, \ldots, X_n)\), this state variable can be expressed as

\[
E = E(T, X_1, \ldots, X_n) .
\]

(4.3)

This equation is called the caloric equation of state. Similarly, the temperature \(T\) and the external parameters \((X_1, \ldots, X_n)\) can also be regarded as state variables.

It is a fundamental tenet of classical thermodynamics that there exist further state variables \((S, B_1, \ldots, B_n)\), in terms of which the differential of the energy can be written as

\[
dE = T\,dS - \sum_{i=1}^{n} B_i\,dX_i .
\]

(4.4)

These \(B_i\) are called generalized forces, while \(S\) is called the entropy, and the above equation \((4.4)\) is known as the Gibbsian fundamental form. The two contributions in Eq. \((4.4)\) now correspond to the exchange of heat and work, which would not be the case for the first and second term in the analogous expansion

\[
dE = \frac{\partial E}{\partial T}\,dT + \sum_{i=1}^{n} \frac{\partial E}{\partial X_i}\,dX_i
\]

(4.5)

of the caloric equation of state.

It is noteworthy that the Gibbsian fundamental form does not depend on the local coordinates on the manifold. Instead, it relates in a coordinate-independent way the differential of the energy to the differentials of the state variables \((S, X_1, \ldots, X_n)\). Generally, if we have a set of functions \(f, x_1, \ldots, x_k, y_1, \ldots, y_k\) on a manifold \(\mathcal{M}\) with \(\text{dim } \mathcal{M} = k\), such that the differential of \(f\) is related to the differentials of \(y_i\) by

\[
df = \sum_{i=1}^{k} x_i\,dy_i ,
\]

(4.6)

then the \(y_i\) are called natural coordinates for \(f\). Thereby, we assume that the differentials \(dy_i\) are linearly independent. In a natural coordinate system given by the niveau hypersurfaces of the \(y_i\), the function \(f\) is parametrized as
\( f = f(y_1, \ldots, y_k) \), and hence we have \( x_i = \partial f / \partial y_i \). Consequently, the entropy together with the external parameters constitute natural coordinates for the energy,

\[
E = E(S, X_1, \ldots, X_n),
\]

and for this parametrization we get

\[
\frac{\partial E}{\partial S} = T, \tag{4.8}
\]
\[
\frac{\partial E}{\partial X_i} = -B_i. \tag{4.9}
\]

The corresponding derivatives of the generalized forces,

\[
\chi_{ij}(S, X_1, \ldots, X_n) := \frac{\partial B_i(S, X_1, \ldots, X_n)}{\partial X_j} \tag{4.10}
\]
\[
= -\frac{\partial^2 E(S, X_1, \ldots, X_n)}{\partial X_i \partial X_j}, \tag{4.11}
\]

are the \textit{adiabatic susceptibilities}, which naturally depend on the entropy and the external parameters. By contrast, if we use \((T, X_1, \ldots, X_n)\) as local coordinates (as in the caloric equation of state) and also express the entropy in terms of these coordinates, we obtain

\[
E(T, X_1, \ldots, X_n) = E(S(T, X_1, \ldots, X_n), X_1, \ldots, X_n), \tag{4.12}
\]

and consequently,

\[
\frac{\partial E}{\partial T} = T \frac{\partial S}{\partial T}, \tag{4.13}
\]
\[
\frac{\partial E}{\partial X_i} = T \frac{\partial S}{\partial X_i} - B_i. \tag{4.14}
\]

Similarly, from the Gibbsian fundamental form \([4.4]\) we read off the differential of the entropy as

\[
dS = \frac{1}{T} dE + \sum_{i=1}^{n} \frac{B_i}{T} dX_i. \tag{4.15}
\]
This means, the entropy is given in its natural coordinates by

$$ S = S(E, X_1, \ldots, X_n), \quad (4.16) $$

and hence,

$$ \frac{\partial S}{\partial E} = \frac{1}{T}, \quad (4.17) $$

$$ \frac{\partial S}{\partial X_i} = \frac{B_i}{T}. \quad (4.18) $$

Next, we introduce the *Helmholtz free energy* as the state variable

$$ F = E - TS. \quad (4.19) $$

Note that at temperature zero, which is the relevant case for electronic structure theory, this coincides with the energy, i.e.,

$$ E = F \quad \text{for} \ T = 0. \quad (4.20) $$

For the differential of the Helmholtz free energy, we find

$$ dF = dE - SdT - TdS \quad (4.21) $$

$$ = -SdT - \sum_{i=1}^{n} B_i dX_i. \quad (4.22) $$

Therefore, in the natural coordinates,

$$ F = F(T, X_1, \ldots, X_n), \quad (4.23) $$

and for this parametrization the partial derivatives yield

$$ \frac{\partial F}{\partial T} = -S, \quad (4.24) $$

$$ \frac{\partial F}{\partial X_i} = -B_i. \quad (4.25) $$
Finally, the (negative) second derivatives of the Helmholtz free energy,

\[ \chi_{ij}(T, X_1, \ldots, X_n) := \frac{\partial B_i(T, X_1, \ldots, X_n)}{\partial X_j} \]

\[ = -\frac{\partial^2 F(T, X_1, \ldots, X_n)}{\partial X_i \partial X_j}, \]

(4.26) (4.27)

give the isothermal susceptibilities, which naturally depend on the temperature and the external parameters.

4.2. Connection to quantum mechanics

We relate thermodynamics to quantum mechanics by identifying the internal energy \( E \) at the temperature \( T \) and the external parameters \( (X_1, \ldots, X_n) \) with the expectation value

\[ E = \langle \hat{H} \rangle \equiv \text{Tr}(\hat{\rho} \hat{H}) \]

(4.28)
in the canonical ensemble described by the density matrix

\[ \hat{\rho} = \frac{e^{-\hat{H}/k_B T}}{Z}, \]

(4.29)

where the Hamiltonian depends on the external parameters through

\[ \hat{H}(X_1, \ldots, X_n) = \hat{H}_0 - \sum_{i=1}^{n} X_i \hat{B}_i. \]

(4.30)

In these equations, \( \hat{H}_0 \) denotes a reference Hamiltonian describing the isolated system. The \( \hat{B}_i \) are hermitean operators representing the generalized forces, which are now interpreted as the external perturbations of the system. Furthermore, we have introduced the partition function

\[ Z(T, X_1, \ldots, X_n) = \text{Tr}(e^{-\hat{H}(X_1, \ldots, X_n)/k_B T}), \]

(4.31)

which formally depends on the natural variables of the Helmholtz free energy (see Eq. (4.23)). Now, Eq. (4.28) yields the energy as

\[ E = \frac{\text{Tr}(\hat{H}e^{-\beta \hat{H}})}{\text{Tr}(e^{-\beta \hat{H}})} = -\frac{\partial}{\partial \beta} \ln \text{Tr}(e^{-\beta \hat{H}}) = -\frac{\partial \ln Z}{\partial \beta}, \]

(4.32)
where we have introduced the inverse temperature
\[ \beta = \frac{1}{k_B T}. \] (4.33)

On the other hand, on account of Eqs. (4.19) and (4.24), the internal energy is related to the free energy by
\[ E = F - T \frac{\partial F}{\partial T} = F + \beta \frac{\partial F}{\partial \beta} = -\frac{\partial}{\partial \beta} (-\beta F). \] (4.34)

The comparison of Eqs. (4.32) and (4.34) yields
\[ F(T, X_1, \ldots, X_n) = -k_B T \ln Z(T, X_1, \ldots, X_n) + C(X_1, \ldots, X_n), \] (4.35)

where \( C \) is yet an arbitrary function of the external parameters. By considering the zero-temperature limit \( T \to 0 \), we now show that this function has to be zero. In fact, using a complete set of orthonormal eigenvectors \( |\psi_s\rangle \) of \( \hat{H} \) with corresponding eigenvalues \( E_s \),
\[ \hat{H} |\psi_s\rangle = E_s |\psi_s\rangle, \] (4.36)

we can write the partition function as
\[ Z = \text{Tr}(e^{-\beta \hat{H}}) = \sum_s \langle \psi_s | e^{-\beta \hat{H}} | \psi_s \rangle = \sum_s e^{-\beta E_s}, \] (4.37)

where in fact \( E_s = E_s(X_1, \ldots, X_n) \) by the general form (4.30) of the Hamiltonian. From this, by factoring out the contribution of the ground-state energy, we find
\[ Z = e^{-\beta E_0} \left( 1 + e^{-\beta (E_1 - E_0)} + e^{-\beta (E_2 - E_0)} + \ldots \right), \] (4.38)

and hence
\[ -k_B T \ln Z = E_0 - k_B T \ln \left( 1 + e^{-\beta (E_1 - E_0)} + e^{-\beta (E_2 - E_0)} + \ldots \right). \] (4.39)

Assuming for simplicity that the ground state is non-degenerate, such that \( E_s > E_0 \) for \( s \neq 0 \), the exponentials all go to zero in the limit \( \beta \to \infty \), implying that
\[ -\lim_{T \to 0} k_B T \ln Z(T, X_1, \ldots, X_n) = E_0(X_1, \ldots, X_n) \] (4.40)
\[ \equiv E(T = 0, X_1, \ldots, X_n). \] (4.41)
On the other hand, by the definition \((4.19)\), the free energy \(F\) also approaches \(E\) in the zero-temperature limit. Hence, taking \(T \to 0\) in Eq. \((4.35)\) implies that \(C(X_1, \ldots, X_n) \equiv 0\). Thus, we obtain the important result

\[
F(T, X_1, \ldots, X_n) = -k_B T \ln Z(T, X_1, \ldots, X_n).
\]

(4.42)

From this, we now further show that the partial derivatives \(\partial F/\partial X_i\) yield the thermal expectation values of the generalized forces. In fact, from the representation \((4.37)\) of the partition function, we obtain via Eq. \((4.42)\) the relation (with \(\partial_i \equiv \partial/\partial X_i\))

\[
\partial_i F = -\frac{1}{Z} \frac{1}{\beta} \partial_i Z = \frac{1}{Z} \sum_s (\partial_i E_s) e^{-\beta E_s}.
\]

(4.43)

With the Hellmann–Feynman theorem (see e.g. \([8\; \text{pp. 56–59}]\) or \([75\; \text{Sec. 5.1}]\)), we further obtain

\[
\partial_i E_s = \partial_i \langle \Psi_s | \hat{H} | \Psi_s \rangle = \langle \Psi_s | \partial_i \hat{H} | \Psi_s \rangle = -\langle \Psi_s | \hat{B}_i | \Psi_s \rangle,
\]

(4.44)

and consequently,

\[
\partial_i F = -\frac{1}{Z} \sum_s \langle \Psi_s | \hat{B}_i | \Psi_s \rangle e^{-\beta E_s}
\]

(4.45)

\[
= -\frac{1}{Z} \sum_s \langle \Psi_s | \hat{B}_i e^{-\beta \hat{H}} | \Psi_s \rangle
\]

(4.46)

\[
= -\text{Tr}(\hat{\rho} \hat{B}_i).
\]

(4.47)

Thus, we have shown the general relation

\[
\frac{\partial F}{\partial X_i} = -\langle \hat{B}_i \rangle,
\]

(4.48)

which will prove useful in the following. Finally, we consider the entropy: From the relation

\[
S = \frac{1}{T} (E - F)
\]

(4.49)

and

\[
\ln \hat{\rho} = -\beta \hat{H} - (\ln Z) \hat{1},
\]

(4.50)
where \( \hat{I} \) denotes the identity operator, we obtain

\[
\langle \ln \hat{\rho} \rangle = -\beta \langle \hat{H} \rangle - \ln Z = -\beta (E - F),
\]

which implies that

\[
S(T, X_1, \ldots, X_n) = -k_B \langle \ln \hat{\rho} \rangle = -k_B \operatorname{Tr}(\hat{\rho} \ln \hat{\rho}).
\]

This is the famous von-Neumann entropy.

4.3. Proof of Fundamental Field Identifications

In the thermodynamic context, polarization and magnetization are usually defined as derivatives of the Helmholtz free energy with respect to external electric and magnetic fields (see e.g. \[33, \text{Eqs. (11.4), (32.4)}, \]
\[130, \text{Eq. (6.1.14b)}, \]
\[131, \text{Eq. (15.3a)})]. Hence,

\[
P = -\frac{1}{V} \frac{\partial F(T, E_{\text{ext}}, B_{\text{ext}})}{\partial E_{\text{ext}}},
\]

\[
M = -\frac{1}{V} \frac{\partial F(T, E_{\text{ext}}, B_{\text{ext}})}{\partial B_{\text{ext}}},
\]

where \( V \) denotes the volume of the system. The differential of the free energy then reads (cf. Eq. (4.22))

\[
dF = -SdT - V P \cdot dE_{\text{ext}} - VM \cdot dB_{\text{ext}}.
\]

In this treatment of the electric and magnetic fields \( E_{\text{ext}}, B_{\text{ext}} \) as external parameters, it is inherent that they are mere constants and hence do not constitute fields. Fortunately, however, the generalization of Eqs. (4.53)-(4.54) to spatially varying fields is straightforward. In terms of functional derivatives, it reads (cf. \[33, \text{Eqs. (11.3) and (32.3)}])

\[
P(x) = -\frac{\delta F[T, E_{\text{ext}}, B_{\text{ext}}]}{\delta E_{\text{ext}}(x)},
\]

\[
M(x) = -\frac{\delta F[T, E_{\text{ext}}, B_{\text{ext}}]}{\delta B_{\text{ext}}(x)},
\]

such that the differential of the free energy is now given by

\[
\delta F = -SdT - \int d^3x \ P(x) \cdot \delta E_{\text{ext}}(x) - \int d^3x \ M(x) \cdot \delta B_{\text{ext}}(x).
\]
In this subsection, we will show that these thermodynamic definitions of the electric polarization and magnetization are consistent with the Fundamental Field Identifications \([3.23]-[3.28]\).

For this purpose, we consider a system described by a reference Hamiltonian \(\hat{H}_0\) and couple this to an external, static electromagnetic field represented by the four-potential \(A^\mu = (\varphi_{\text{ext}}/c, A_{\text{ext}})\). The total Hamiltonian is given by \(\hat{H} = \hat{H}_0 + \hat{H}_{\text{int}}\), where we assume an interaction Hamiltonian

\[
\hat{H}_{\text{int}} = \hat{H}_{\text{int}}[\varphi_{\text{ext}}, A_{\text{ext}}],
\]

which satisfies the standard relation (see e.g. [61, Eq. (1.96)] or App. [C.2]),

\[
\delta \hat{H}_{\text{int}} = \int d^3x \left( \hat{\rho}_{\text{ind}}(x) \delta \varphi_{\text{ext}}(x) - \hat{\mathbf{j}}_{\text{ind}}(x) \cdot \delta A_{\text{ext}}(x) \right).
\]

Here, \(j^\mu = (c\rho, \mathbf{j})\) denotes the four-current density of the system. Note that we have replaced the internal sources by their induced counterparts by subtracting the internal sources in the absence of the external perturbation (see [72, Sec. 5.1]). This replacement only amounts to a constant shift of the interaction Hamiltonian without any bearing on the dynamics of the system.

In a relativistic notation, we can write Eq. (4.60) equivalently as (recall our metric convention [3.1])

\[
\delta \hat{H}_{\text{int}} = -\int d^3x \left( \hat{\mathbf{j}}_\mu(x) \delta A^\mu(x) \right).
\]

Comparing this expression with Eq. (4.30) shows that the four-potential corresponds to the external parameters in the general formalism, while the four-current corresponds to the generalized forces. In particular, the general relation (4.48) now translates into

\[
\frac{\delta F}{\delta A^\mu(x)} = -\langle \hat{\mathbf{j}}_\mu(x) \rangle \equiv -j_\mu(x),
\]

which can be spelled out in components as

\[
\frac{\delta F}{\delta \varphi_{\text{ext}}(x)} = \rho_{\text{ind}}(x),
\]

\[
\frac{\delta F}{\delta A^k_{\text{ext}}(x)} = -j^k_{\text{ind}}(x).
\]
In order to find the corresponding derivatives with respect to the external electric and magnetic fields, we invoke the functional chain rule:

\[ P_i(x) = -\frac{\delta F}{\delta E^i_{\text{ext}}(x)} = -\int d^3x' \frac{\delta F}{\delta \varphi_{\text{ext}}(x')} \frac{\delta \varphi_{\text{ext}}(x')}{\delta E^i_{\text{ext}}(x)}, \]  
\[ (4.65) \]

\[ M_i(x) = -\frac{\delta F}{\delta B^i_{\text{ext}}(x)} = -\int d^3x' \frac{\delta F}{\delta A^k_{\text{ext}}(x')} \frac{\delta A^k_{\text{ext}}(x')}{\delta B^i_{\text{ext}}(x)}. \]  
\[ (4.66) \]

Here, we have used that in a static situation we have the simple relations

\[ E \equiv E[\varphi] = -\nabla \varphi, \]  
\[ (4.67) \]

\[ B \equiv B[A] = \nabla \times A, \]  
\[ (4.68) \]
i.e., the static electric field depends only on the scalar potential (while the magnetic field always depends exclusively on the vector potential). On the other hand, static fields \( \varphi(x') \) and \( A(x') \) can be represented by their sources through the following equations (see e.g. [77, p. 163, Theorem 2.15]):

\[ \varphi(x') = \frac{1}{4\pi \varepsilon_0} \int d^3x \frac{\rho(x)}{|x - x'|}, \]  
\[ (4.69) \]

\[ A(x') = \frac{\mu_0}{4\pi} \int d^3x \frac{j(x)}{|x - x'|}, \]  
\[ (4.70) \]
where the vector potential fulfills the Coulomb gauge condition, \( \nabla \cdot A = 0 \), on account of the continuity equation (which reduces to \( \nabla \cdot j = 0 \) in the static case). Hence, with the static, inhomogeneous Maxwell equations

\[ \rho(x) = \varepsilon_0 \nabla \cdot E(x), \]  
\[ (4.71) \]

\[ j(x) = \nabla \times B(x)/\mu_0, \]  
\[ (4.72) \]
we obtain

\[ \varphi(x') = \frac{1}{4\pi} \int d^3x \frac{\nabla \cdot E(x)}{|x - x'|}, \]  
\[ (4.73) \]

\[ A(x') = \frac{1}{4\pi} \int d^3x \frac{\nabla \times B(x)}{|x - x'|}. \]  
\[ (4.74) \]
By partial integrations, this is equivalent to

\[
\varphi(x') = \frac{1}{4\pi} \int d^3x \frac{x - x'}{|x - x'|^3} \cdot E(x), \tag{4.75}
\]

\[
A(x') = \frac{1}{4\pi} \int d^3x \frac{x - x'}{|x - x'|^3} \times B(x). \tag{4.76}
\]

These are the inverse relations of Eqs. (4.67)–(4.68). For the functional derivatives of the potentials with respect to the electric and magnetic fields, we therefore find

\[
\frac{\delta \varphi(x')}{\delta E_i(x)} = \frac{1}{4\pi} \frac{x_i - x'_i}{|x - x'|^3}, \tag{4.77}
\]

\[
\frac{\delta A_k(x')}{\delta B_i(x)} = \frac{1}{4\pi} \epsilon_{k\ell i} \frac{x_\ell - x'_\ell}{|x - x'|^3}. \tag{4.78}
\]

By putting these results and Eqs. (4.63)–(4.64) into Eqs. (4.65)–(4.66), we obtain

\[
P(x) = -\frac{1}{4\pi \varepsilon_0} \int d^3x' \rho_{\text{ind}}(x') \frac{x - x'}{|x - x'|^3}, \tag{4.79}
\]

\[
M(x) = \frac{1}{4\pi} \int d^3x' j_{\text{ind}}(x') \times \frac{x - x'}{|x - x'|^3}. \tag{4.80}
\]

On the other hand, Eqs. (4.69)–(4.70) combined with Eqs. (4.67)–(4.68) imply that the induced fields are given in terms of the induced sources by

\[
E_{\text{ind}}(x) = \frac{1}{4\pi \varepsilon_0} \int d^3x' \rho_{\text{ind}}(x') \frac{x - x'}{|x - x'|^3}, \tag{4.81}
\]

\[
B_{\text{ind}}(x) = \frac{\mu_0}{4\pi} \int d^3x' j_{\text{ind}}(x') \times \frac{x - x'}{|x - x'|^3}. \tag{4.82}
\]

The comparison of these equations therefore shows that

\[
P(x) = -\varepsilon_0 E_{\text{ind}}(x), \tag{4.83}
\]

\[
M(x) = B_{\text{ind}}(x)/\mu_0. \tag{4.84}
\]

We conclude that the thermodynamic definitions of polarization and magnetization reproduce their fundamental identifications with induced electric and magnetic fields.
4.4. Susceptibilities and response functions

In the last subsection, we have shown that the thermodynamic definitions of polarization and magnetization are in accord with our general identifications (3.23)–(3.28). For most practical calculations, however, these definitions themselves are not as important as the ensuing determination of the respective susceptibilities,

\[
\chi_p := \frac{1}{\varepsilon_0} \frac{\partial P}{\partial E_{\text{ext}}} = -\frac{1}{\varepsilon_0 V} \frac{\partial^2 F}{\partial E_{\text{ext}}^2},
\]

(4.85)

\[
\chi_m := \mu_0 \frac{\partial M}{\partial B_{\text{ext}}} = -\frac{\mu_0}{V} \frac{\partial^2 F}{\partial B_{\text{ext}}^2}.
\]

(4.86)

Here, we have used a compact vector notation, which is equivalent to the component form

\[
(\chi_p)_{ij} = \frac{1}{\varepsilon_0} \frac{\partial P_i}{\partial E_{\text{ext}}^j} = -\frac{1}{\varepsilon_0 V} \frac{\partial^2 F}{\partial E_{\text{ext}}^i \partial E_{\text{ext}}^j},
\]

(4.87)

and similarly for the magnetic susceptibility. In fact, such quantities as the Larmor diamagnetism, the Landau diamagnetism or the Pauli paramagnetism are obtained in the standard calculations as second derivatives of a thermodynamic potential, and hence they correspond to generalized susceptibilities (see e.g. [109, Secs. 3.2 and 3.4]). Now, the local generalizations of

\[1\]

Note that Eq. (4.85) differs from the standard definition of the electric susceptibility \(\chi_e\) given by Eq. (2.36) or equivalently,

\[
\chi_e = \frac{1}{\varepsilon_0} \frac{\partial P}{\partial E_{\text{tot}}}.
\]

The latter quantity actually corresponds to the proper electric susceptibility, which is related to the (direct) electric susceptibility \(\chi_p\) through

\[\chi^{-1}_p - \chi^{-1}_e = 1;\]

For details on proper response functions, see [7] as well as [72, Sec. 5.2] and [74, Sec. 2.3].
the above definitions \[(4.85)\]–\[(4.86)\] are again straightforward,\
\[
\hat{\chi}_p(x, x') = \frac{1}{\varepsilon_0} \frac{\delta P(x)}{\delta E_{\text{ext}}(x')} = -\frac{1}{\varepsilon_0} \frac{\delta^2 F}{\delta E_{\text{ext}}(x) \delta E_{\text{ext}}(x')}, \tag{4.88}
\]
\[
\hat{\chi}_m(x, x') = \mu_0 \frac{\delta M(x)}{\delta B_{\text{ext}}(x')} = -\mu_0 \frac{\delta^2 F}{\delta B_{\text{ext}}(x) \delta B_{\text{ext}}(x')} \tag{4.89}
\]
However, it is a priori not clear how these time-independent susceptibilities are related to dynamical, i.e., time-dependent response functions. In particular, the question arises of how the formulae \[(4.88)\]–\[(4.89)\] from thermodynamics square with the Kubo formalism, which in ab initio materials physics forms the basis for microscopic calculations of linear electromagnetic response properties.

In this final subsection, we show the consistency of these two approaches. Concretely, we will show that the generalized susceptibilities \[(4.88)\]–\[(4.89)\] evaluated at temperature zero precisely agree with the instantaneous (i.e. zero-frequency) limits of the corresponding response functions, hence
\[
\hat{\chi}_p(x, x'; \omega = 0) = -\hat{\chi}_{EE}(x, x'; \omega = 0), \tag{4.90}
\]
\[
\hat{\chi}_m(x, x'; \omega = 0) = \hat{\chi}_{BB}(x, x'; \omega = 0). \tag{4.91}
\]
The quantities on the right hand side are defined as the Fourier transforms of the corresponding response functions in the time domain, i.e.,
\[
\hat{\chi}(x, x'; \omega) = \int c \, d\tau \, e^{i\omega \tau} \, \hat{\chi}(x, x'; \tau), \tag{4.92}
\]
where \(\tau = t - t'\) denotes the difference of the two time arguments. Note that for instantaneous response functions, there is no difference between the total and the partial functional derivatives, because the electric and magnetic fields decouple. (This also follows directly by comparing Eqs. (5.50)–(5.53) in Ref. \[72\] with the corresponding Eqs. (6.37)–(6.40) there.)

In the following, we will state our assertion in a more general framework, which is described in detail in App. \[C.1\]. In brief, we consider the time-dependent Hamiltonian
\[
\hat{H}(t) = \hat{H}(X(t)) \equiv \hat{H}(X_1(t), \ldots, X_n(t)), \tag{4.93}
\]
which is assumed to coincide for $t < t_0$ with the unperturbed Hamiltonian $\hat{H}(X \equiv 0) = \hat{H}_0$, and, furthermore, we consider the special observables
\[ \hat{B}_i(X) = -\frac{\partial \hat{H}(X)}{\partial X_i}. \] (4.94)

We are interested in the variation of their expectation value,
\[ B_i(t) = \langle \Psi(t) | \hat{B}_i(X(t)) | \Psi(t) \rangle, \] (4.95)
with respect to the reference state $|\Psi(t = t_0)\rangle = |\Psi_0\rangle$, which we define as the ground state of $\hat{H}_0$. The response function
\[ \chi_{ij}(t - t') := \frac{\delta B_i(t)}{\delta X_j(t')} \bigg|_{X = 0} \] (4.96)
is then given by the generalized Kubo formula (see Eq. (C.9)),
\[ \chi_{ij}(t - t') = \delta(\epsilon t - \epsilon t') \langle \Psi_0 | \partial_j \hat{B}_i | \Psi_0 \rangle + \frac{i}{\hbar} \Theta(t - t') \langle \Psi_0 | [\hat{B}_i(t), (\hat{B}_j)_j(t')] | \Psi_0 \rangle, \] (4.97)
where it is understood that the right hand side has to be evaluated at vanishing parameters, $X \equiv 0$. Note that this response function indeed depends only on the time difference $t - t'$, which can be shown easily using the time evolution in the interaction picture of the operators $\hat{B}_i$ and $\hat{B}_j$ inside the commutator. We will now first show the following general identity, and then apply it to the electric and magnetic susceptibilities.

**Theorem.** The instantaneous limit of the response function $\chi_{ij}$ equals the negative second derivative of the energy with respect to the corresponding external parameters, i.e.,
\[ \chi_{ij}(\omega = 0) = -\frac{\partial^2 E(X)}{\partial X_i \partial X_j} \bigg|_{X = 0}, \] (4.98)
where $E(X)$ is defined for each $X$ as the energy in the ground state $|\Psi_0(X)\rangle$ of the Hamiltonian $\hat{H}(X)$, i.e.,
\[ E(X) = \langle \Psi_0(X) | \hat{H}(X) | \Psi_0(X) \rangle, \] (4.99)
and where the frequency-dependent response function (with \( \tau = t - t' \))

\[
\chi_{ij}(\omega) = \int c \, d\tau \, e^{i\omega\tau} \chi_{ij}(\tau) \tag{4.100}
\]

is the Fourier transform of Eq. [4.97] with respect to the time variables.

**Proof.** We use the spectral representation of the second term in the Kubo formula [4.97]. This is obtained by introducing a complete set of orthonormal eigenvectors of the unperturbed Hamiltonian,

\[
\hat{H}(X \equiv 0) |\Psi_s\rangle = E_s |\Psi_s\rangle, \tag{4.101}
\]

and inserting the identity operator,

\[
\hat{I} = \sum_s |\Psi_s\rangle \langle \Psi_s|, \tag{4.102}
\]

between the two operators \( \hat{B}_i \) and \( \hat{B}_j \) inside the commutator. This yields the expression in the time domain,

\[
\chi_{ij}(\tau) = \delta(c\tau) \langle \Psi_0 | \partial_j \hat{B}_i | \Psi_0 \rangle \tag{4.103}
\]

\[+ \frac{i}{c\hbar} \Theta(\tau) \sum_{s \neq 0} (e^{-i\tau(E_s - E_0)/\hbar} \langle \Psi_0 | \hat{B}_i | \Psi_s \rangle \langle \Psi_s | \hat{B}_j | \Psi_0 \rangle - e^{i\tau(E_s - E_0)/\hbar} \langle \Psi_0 | \hat{B}_j | \Psi_s \rangle \langle \Psi_s | \hat{B}_i | \Psi_0 \rangle),
\]

where the contribution from \( s = 0 \) vanishes. By Fourier transformation, this is equivalent to

\[
\chi_{ij}(\omega) = \langle \Psi_0 | \partial_j \hat{B}_i | \Psi_0 \rangle \tag{4.104}
\]

\[ - \sum_{s \neq 0} \left( \frac{\langle \Psi_0 | \hat{B}_i | \Psi_s \rangle \langle \Psi_s | \hat{B}_j | \Psi_0 \rangle}{\hbar \omega - (E_s - E_0) + i\eta} - \frac{\langle \Psi_0 | \hat{B}_j | \Psi_s \rangle \langle \Psi_s | \hat{B}_i | \Psi_0 \rangle}{\hbar \omega + (E_s - E_0) + i\eta} \right),
\]

where the infinitesimal \( \eta > 0 \) corresponds to the retardation in the time domain. Evaluating this expression at \( \omega = 0 \) yields the instantaneous response function,

\[
\chi_{ij}(\omega = 0) = \tag{4.105}
\]

\[ \langle \Psi_0 | \partial_j \hat{B}_i | \Psi_0 \rangle + 2 \Re \left( \sum_{s \neq 0} \frac{\langle \Psi_0 | \hat{B}_i | \Psi_s \rangle \langle \Psi_s | \hat{B}_j | \Psi_0 \rangle}{E_s - E_0} \right). \]
Inserting the definition \((4.94)\) of the observables further yields

\[
\chi_{ij}(\omega = 0) =
\]

\[
- \langle \Psi_0 | \partial_i \partial_j \hat{H} | \Psi_0 \rangle - 2 \Re \left( \sum_{s \neq 0} \frac{\langle \Psi_0 | \partial_i \hat{H} | \Psi_s \rangle \langle \Psi_s | \partial_j \hat{H} | \Psi_0 \rangle}{E_0 - E_s} \right),
\]

where the right-hand side of the equation has to be evaluated at \(X \equiv 0\) (which is implicit in our notation). By the second-order Hellmann–Feynman theorem, which we have stated in Ref. [75, Sec. 5.1], Eq. \((4.106)\) is precisely equivalent to

\[
\chi_{ij}(\omega = 0) = - \partial_i \partial_j \langle \Psi_0 | \hat{H} | \Psi_0 \rangle \Big|_{X \equiv 0},
\]

which was the assertion.

It remains to deduce the formulae \((4.90)-(4.91)\) from the above theorem. For this purpose, we first apply the theorem to the fundamental response tensor \((3.60)\). Thus, we consider a general Hamiltonian

\[
\hat{H}[A] = \hat{H}_0 + \hat{H}_{\text{int}}[A]
\]

depending on an external four-potential \(A \equiv A_{\text{ext}}\), while the observable is the induced four-current \(j \equiv j_{\text{ind}}\). The latter is the negative derivative of the Hamiltonian with respect to the external four-potential (cf. Eq. \((4.61)\)),

\[
\hat{j}^\mu(x) = - \frac{\delta \hat{H}_{\text{int}}[A]}{\delta A^\mu(x)}.
\]

For concreteness, we may think of \(\hat{H}[A]\) as the Pauli Hamiltonian given by Eqs. \((C.36)-(C.37)\). Our theorem now shows that the fundamental response tensor evaluated at zero frequency equals the negative second derivative of the energy with respect to the four-potential, i.e.,

\[
\chi^\mu_\nu(x, x'; \omega = 0) = - \frac{\delta^2 E[A]}{\delta A^\mu(x) \delta A^\nu(x')} \bigg|_{A \equiv 0}.
\]

Here, \(E[A]\) is the ground-state energy given by

\[
E[A] = \langle \Psi_0[A] | \hat{H}_0 + \hat{H}_{\text{int}}[A] | \Psi_0[A] \rangle,
\]
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which at zero temperature coincides with the free energy,

\[ E[A] = F[A] \quad (T = 0). \quad (4.112) \]

On the other hand, the static electric and magnetic response functions are given by functional chain rules as

\[ (\chi_{EE})_{ij}(x, x'; \omega = 0) = \int d^3y \int d^3y' \frac{\delta E_i(x)}{\delta \rho(y)} \frac{1}{c^2} \chi^0_0(y, y'; \omega = 0) \frac{\delta \varphi(y')}{\delta E_j(x')} , \quad (4.113) \]

\[ (\chi_{BB})_{ij}(x, x'; \omega = 0) = \int d^3y \int d^3y' \frac{\delta B_i(x)}{\delta j_k(y)} \chi_{kl}(y, y'; \omega = 0) \frac{\delta A_k(y')}{\delta B_j(x')} . \quad (4.114) \]

Here, we have used that a static electric field \( E \) depends only on the charge density \( \rho \), while a static magnetic field \( B \) depends only on the current density \( j \). Similarly, in the static case, the scalar potential \( \varphi \) depends only on \( E \), while the vector potential \( A \) depends only on \( B \). The explicit expressions of the functional derivatives have been obtained already in the previous subsection (see Eqs. (4.77)–(4.78) and (4.81)–(4.82)):

\[ \frac{\delta E_i(x)}{\delta \rho(x')} = \frac{1}{4\pi\varepsilon_0} \frac{x_i - x'_i}{|x - x'|^3} = \frac{1}{\varepsilon_0} \frac{\delta \varphi(x')}{\delta E_i(x)} , \quad (4.115) \]

\[ \frac{\delta B_i(x)}{\delta j_k(y)} = \frac{\mu_0}{4\pi} \frac{\epsilon_{ikl}}{|x - x'|^3} = \mu_0 \frac{\delta A_k(y')}{\delta B_j(x')} . \quad (4.116) \]

By substituting these identities in Eqs. (4.113)(4.114) and using the result (4.110), we obtain

\[ (\chi_{EE})_{ij}(x, x'; \omega = 0) = \]

\[ \frac{1}{\varepsilon_0} \int d^3y \int d^3y' \frac{\delta \varphi(y)}{\delta E_i(x)} \frac{\delta^2 F}{\delta \varphi(y) \delta \varphi(y')} \frac{\delta \varphi(y')}{\delta E_j(x')} \]

\[ (\chi_{BB})_{ij}(x, x'; \omega = 0) , \quad (4.117) \]

\[ = -\mu_0 \int d^3y \int d^3y' \frac{\delta A_k(y)}{\delta B_i(x)} \frac{\delta^2 F}{\delta A_k(y) \delta A_k(y')} \frac{\delta A_k(y')}{\delta B_j(x')} . \quad (4.118) \]
Now, employing again the functional chain rule and comparing the resulting equations with the definitions (4.90)–(4.91) of the electric and magnetic susceptibilities, we finally obtain

\[(\chi_{EE})_{ij}(x, x'; \omega = 0) = \frac{1}{\varepsilon_0} \frac{\delta^2 F}{\delta E_i(x) \delta E_j(x')} = -(\chi_p)_{ij}(x, x'), \quad (4.119)\]

\[(\chi_{BB})_{ij}(x, x'; \omega = 0) = -\mu_0 \frac{\delta^2 F}{\delta B_i(x) \delta B_j(x')} = (\chi_m)_{ij}(x, x'), \quad (4.120)\]

which are the desired relations.

We close this section with a general remark about susceptibilities and response functions: Our considerations have shown the general identity of thermodynamic susceptibilities at temperature \(T = 0\) and instantaneous response functions (i.e. \(\omega = 0\)) with respect to the ground state of the unperturbed system. In fact, this suffices for the reproduction of well-known standard results like the Landau diamagnetism or the Pauli paramagnetism within the Kubo formalism (see the calculation in Ref. [7, Secs. 4.4–4.5]). Unfortunately though, this result does not generalize directly to the case \(T > 0\), where the system is described by a thermal mixture of energy states. In this case, a perturbation does not only act on the time evolution of the state of the system but also on the thermal weighting factors. One then has to distinguish strictly between isothermal and adiabatic susceptibilities, a distinction which as of yet has no counterpart in the Kubo formalism. We will treat this issue in detail in a later publication. Meanwhile we recommend the illuminating discussion in Ref. [7, Sec. 3.2.11].

5. Conclusion

We have given a systematic critique of the Standard Approach to electrodynamics in media. This critique has been based on the following central arguments: The Standard Approach (i) suffers from the incompleteness of its field equations, (ii) uses an undefined source splitting, (iii) ignores the measurable induced electromagnetic fields, (iv) is unsuitable for, and in fact even inconsistent with the common practice in ab initio materials physics. To overcome these problems, we have axiomatized this common practice into the Functional Approach, which we propose as the new, inherently microscopic theory of electrodynamics in media. We have then elaborated upon
the most important conceptual conclusions to be drawn from the Functional Approach and, in particular, highlighted the Kubo formalism as its necessary complement for calculating microscopic response functions and macroscopic material constants from first principles. Finally, we have shown the consistency of the Functional Approach with the definitions of polarization and magnetization as used in thermodynamics.
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A. Misleading designations in the literature

In the traditional textbook literature, the case of a constantly (or “homogeneously”) polarized or magnetized body is often considered as a counterexample to the interpretation of $\mathbf{P}$ and $\mathbf{M}$ as induced electric and magnetic fields (see e.g. [32, Secs. 4.3.2 and 6.3.2]). Here we will show that this reasoning is based on a misleading notation, or more precisely, on the mistaken identity of two actually completely different quantities.

Consider a body for which the polarization $\mathbf{P}$ or magnetization $\mathbf{M}$ is constantly given by $\mathbf{P}_0$ or $\mathbf{M}_0$ within a finite volume $V$ (corresponding to where the body is), and zero outside. Formally, this can be expressed as

\[
\mathbf{P}(\mathbf{x}) = \mathbf{P}_0 \chi_V(\mathbf{x}),
\]

\[
\mathbf{M}(\mathbf{x}) = \mathbf{M}_0 \chi_V(\mathbf{x}),
\]

where $\chi_V(\mathbf{x})$ is the characteristic function supported on $V$,

\[
\chi_V(\mathbf{x}) = \begin{cases} 
1, & \text{if } \mathbf{x} \in V, \\
0, & \text{otherwise}.
\end{cases}
\]

With the vector identities

\[
\nabla \cdot (f \mathbf{A}) = (\nabla f) \cdot \mathbf{A} + f \, \nabla \cdot \mathbf{A},
\]

\[
\nabla \times (f \mathbf{A}) = (\nabla f) \times \mathbf{A} + f \, \nabla \times \mathbf{A},
\]
this leads to the rotations and divergences
\[ \nabla \cdot \mathbf{P}(x) = -P_0 \cdot \mathbf{n}(x), \quad (A.6) \]
\[ \nabla \times \mathbf{P}(x) = P_0 \times \mathbf{n}(x), \quad (A.7) \]
\[ \nabla \cdot \mathbf{M}(x) = -M_0 \cdot \mathbf{n}(x), \quad (A.8) \]
\[ \nabla \times \mathbf{M}(x) = M_0 \times \mathbf{n}(x), \quad (A.9) \]
where we have introduced the surface normal \( \mathbf{n}(x) \) (cf. Ref. [167, Sct. 4.2]) as a vector-valued distribution defined by
\[ \mathbf{n}(x) = -\nabla \chi_V(x). \quad (A.10) \]

By using Gauss’ law, one can show that for any scalar function \( f \),
\[ \int_{\mathbb{R}^3} d^3x \mathbf{n}(x) \cdot \nabla f(x) = \int_V d^3x \nabla \cdot \mathbf{n}(x) \]
\[ = \int_{\partial V} dA(x) f(x) \quad (A.11) \]
\[ = \int_{\mathbb{R}^3} d^3x' f(x') \int_{\partial V} dA(x) \delta^3(x - x'), \quad (A.12) \]
and hence we can interpret
\[ \mathbf{n}(x') = \int_{\partial V} dA(x) \delta^3(x - x') \quad (A.14) \]
as the vectorial Dirac delta distribution of the surface \( \partial V \).

\[ \text{In fact, in adapted coordinates one shows easily that} \]
\[ dA_{\partial V}(x) = -\nabla \chi_V(x) d^3x, \quad (A.15) \]
such that Gauss’ law in the form
\[ \int_V d^3x \nabla \cdot \mathbf{E}(x) = \int_{\partial V} dA(x) \cdot \mathbf{E}(x) \quad (A.16) \]
follows directly from the trivial identity
\[ \int_V d^3x \nabla \cdot \mathbf{E}(x) = \int_{\mathbb{R}^3} d^3x \chi_V(x) \nabla \cdot \mathbf{E}(x) \quad (A.17) \]
by means of a partial integration.
The equations (A.7)–(A.8) show that the thus-defined static field \( P(x) \) is not curl free, while the field \( M(x) \) is not divergence free. The standard textbook problem now consists in the determination of the electric field \( E(x) \) and the magnetic field \( B(x) \) generated by the constant polarization and magnetization, respectively (see e.g. [32, Example 4.2 and Example 6.1]).

In actual fact, the electric field of a constantly polarized body simply corresponds to the static electric field generated by the surface charge density

\[
\rho_{\partial V}(x) := -\nabla \cdot P(x) .
\]  

(A.18)

As opposed to the polarization, the desired electric field therefore obeys the usual equations for a static electric field, i.e.,

\[
\nabla \cdot E(x) = \rho_{\partial V}(x)/\varepsilon_0 ,
\]  

(A.19)

\[
\nabla \times E(x) = 0 .
\]  

(A.20)

Similarly, the magnetic field generated by the constantly magnetized body corresponds to the static magnetic field generated by the surface current density

\[
j_{\partial V}(x) := \nabla \times M(x) ,
\]  

(A.21)

and therefore obeys the equations

\[
\nabla \cdot B(x) = 0 ,
\]  

(A.22)

\[
\nabla \times B(x) = \mu_0 j_{\partial V}(x) .
\]  

(A.23)

This means, the searched-for electric field \( E(x) \) differs from the polarization \( P(x) \) only in that its rotation vanishes identically, while the divergences of the two fields coincide (up to the conversion factor). Similarly, the searched-for magnetic field \( B(x) \) differs from the magnetization \( M(x) \) only in that its divergence vanishes identically, while the rotations coincide. In other words, the electric field of a constantly polarized body simply corresponds to the longitudinal part of the polarization, while the magnetic field of a constantly magnetized body corresponds to the transverse part of the magnetization:

\[
E(x) = -P_L(x)/\varepsilon_0 ,
\]  

(A.24)

\[
B(x) = \mu_0 M_T(x) .
\]  

(A.25)
From these considerations, we conclude that the relations between the quantities $P$ and $M$ on the one hand, and $E$ and $B$ on the other hand, have nothing to do with response relations. In particular, there is no proportionality between these fields in the sense of

$$P \equiv \varepsilon_0 \chi_e E,$$  \hspace{1cm} (A.26)

$$M \equiv \tilde{\chi}_m B/\mu_0,$$  \hspace{1cm} (A.27)

with some material-specific constants $\chi_e$ and $\tilde{\chi}_m$. This becomes immediately clear from the fact that $E$ and $B$—in contrast to $P$ and $M$—are neither constant outside nor inside the finite body. Consequently, the whole problem has actually nothing to do with electrodynamics of materials. Instead, the constant polarization and magnetization are obviously fictitious fields, which only serve the purpose of determining the surface charges and currents, which in turn determine the electric and magnetic fields by the usual formulae known from electrostatics and magnetostatics.

Unfortunately, in this already confusing situation, it is also common practice to define so-called auxiliary (i.e. fictitious) fields, unfortunately denoted by $D$ and $H$, such that

$$D = \varepsilon_0 E + P,$$  \hspace{1cm} (A.28)

$$B = \mu_0 (H + M),$$  \hspace{1cm} (A.29)

which is formally analogous to Eqs. (2.5)-(2.6). These auxiliary fields are used for the concrete calculation of $E$ and $B$. Of course, they just correspond to the transverse and longitudinal parts of the polarization and magnetization, respectively, i.e.,

$$D(x) = P_T(x),$$  \hspace{1cm} (A.30)

$$H(x) = -M_L(x).$$  \hspace{1cm} (A.31)

However, these auxiliary fields have again nothing to do with their counterparts $D$ and $H$ used in electrodynamics of materials, which would be related to $E$ and $B$ by material-dependent response relations.

We conclude that these misleading designations have caused a confusion in the traditional textbook literature regarding the nature of the electric and magnetic polarizations, and in particular hindered their natural identification with induced electric and magnetic fields.
B. Dipole densities as fields

B.1. Definition of point dipoles

As a matter of principle, dipole moments are not objects in space, hence it is impossible to associate to a dipole moment “its” position. Instead, given localized (i.e. sufficiently fast decaying) charge and current densities \( \rho(x,t) \) and \( j(x,t) \), we can associate with them their electric and magnetic dipole moments \( p(t) \) and \( m(t) \) by means of

\[
p(t) = \int d^3x \, (x - x_0) \rho(x,t), \tag{B.1}
\]

\[
m(t) = \frac{1}{2} \int d^3x \, (x - x_0) \times j(x,t), \tag{B.2}
\]

where \( x_0 \) denotes a reference position. The electric and magnetic dipole moments naturally occur in the expansion of the static potentials

\[
\varphi(x) = \frac{1}{4 \pi \varepsilon_0} \int d^3x' \frac{\rho(x')}{|x - x'|}, \tag{B.3}
\]

\[
A(x) = \frac{\mu_0}{4 \pi} \int d^3x' \frac{j(x')}{|x - x'|}, \tag{B.4}
\]

around the reference vector \( x_0 \) (see e.g. [77, Sec. 2.5.2]):

\[
\varphi(x) = \frac{1}{4 \pi \varepsilon_0} \frac{q}{|x - x_0|} + \frac{1}{4 \pi \varepsilon_0} \frac{p \cdot (x - x_0)}{|x - x_0|} + \ldots, \tag{B.5}
\]

\[
A(x) = \frac{\mu_0}{4 \pi} \frac{m \times (x - x_0)}{|x - x_0|^3} + \ldots. \tag{B.6}
\]

In these “multipole expansions”, \( q \) denotes the total charge,

\[
q = \int d^3x \, \rho(x). \tag{B.7}
\]

Correspondingly, the second term in Eq. (B.5) and the first term in Eq. (B.6) are referred to as dipolar contributions.

Charge and current densities whose potentials are exclusively given by such dipolar contributions are called electric or magnetic point dipoles. These
densities are singular (distributions in a mathematical sense) and read

\[ \rho_{x_0}(x) = -p_0 \cdot \nabla_x \delta^3(x - x_0), \quad (B.8) \]
\[ j_{x_0}(x) = -m_0 \times \nabla_x \delta^3(x - x_0), \quad (B.9) \]

for point dipoles \( p_0 \) or \( m_0 \) located at \( x_0 \). In other words, these charge and current densities lead via Eqs. (B.3)–(B.4) exactly to the purely dipolar potentials

\[ \varphi(x) = \frac{1}{4\pi \varepsilon_0} \frac{p_0 \cdot (x - x_0)}{|x - x_0|^3}, \quad (B.10) \]
\[ A(x) = \frac{\mu_0}{4\pi} \frac{m_0 \times (x - x_0)}{|x - x_0|^3}. \quad (B.11) \]

Conversely, the definitions of the dipole moments for given charge and current densities, Eqs. (B.1)–(B.2), precisely yield the vector-valued parameters \( p_0 \) and \( m_0 \) in the case of the above singular densities corresponding to point dipoles, Eqs. (B.8)–(B.9).

Intuitively, we can think of the electric point dipole as being produced by the singular charge density of two equal but opposite charges \( q \) and \( -q \) with distance vector \( \ell \), in the limit \( |\ell| \to 0 \) where the product of charge and distance stays constant, i.e. \( p_0 = q \ell \). Explicitly, this means

\[ \rho_{x_0}(x) = \lim_{|\ell| \to 0} q(|\ell|) \left( \delta^3(x - (x_0 + \ell)) - \delta^3(x - x_0) \right), \quad (B.12) \]

where \( \ell \) is directed parallel to \( p_0 \), and

\[ q(|\ell|) = \frac{|p_0|}{|\ell|}. \quad (B.13) \]

Similarly, the magnetic point dipole can be produced by an electric current \( I \) circulating in a loop with radius \( R \) around \( x_0 \) in the plane perpendicular to \( m_0 \), in the limit \( R \to 0 \) where now the product of current and area stays constant in the sense of \( |m_0| = \pi R^2 I \). Explicitly, this means

\[ j_{x_0}(x) = \lim_{R \to 0} I(\ell) \int_{C(R)} d\mathbf{x}' \delta^3(x - x'), \quad (B.14) \]
where

\[ I(R) = \frac{|m_0|}{\pi R^2} , \quad (B.15) \]

and where \( \mathcal{C}(R) \) is the positively oriented boundary of a disk with radius \( R \), center \( x_0 \) and surface normal parallel to \( m_0 \). Concretely, if we choose the coordinate system such that \( x_0 = 0 \) coincides with the origin and \( m_0 = |m_0|(0, 0, 1)^T \) is parallel to the \( z \)-axis, then \( \mathcal{C}(R) \) can be parametrized as

\[ x' = (R \cos \varphi, R \sin \varphi, 0)^T, \quad 0 \leq \varphi < 2\pi . \quad (B.16) \]

The charge and current densities of electric and magnetic point dipoles have the following interesting features: The total force

\[ F(x_0) = \int d^3x \left( \rho_{x_0}(x) E(x) + j_{x_0}(x) \times B(x) \right) , \quad (B.17) \]

exerted on them by static external fields \( E(x) \) and \( B(x) \) turns out to be

\[ F(x_0) = \nabla_{x_0}(p_0 \cdot E(x_0) + m_0 \cdot B(x_0)) , \quad (B.18) \]

and can thus be written as minus the gradient of a “potential energy”

\[ U(x_0) = -p_0 \cdot E(x_0) - m_0 \cdot B(x_0) . \quad (B.19) \]

Note that for this formula to be true, it is essential that the rotation of the electric field vanishes, \( \nabla \times E = 0 \). The equality between (B.17) and (B.18) can then be shown using the general vector identity [31]

\[ Y \times (\nabla \times Z) + Z \times (\nabla \times Y) + (Y \cdot \nabla)Z + (Z \cdot \nabla)Y = \nabla(Y \cdot Z) , \quad (B.20) \]

which for \( Y(x_0) \equiv E(x_0) \) and \( Z(x_0) \equiv p_0 \) implies

\[ (p_0 \cdot \nabla_{x_0}) E(x_0) = \nabla_{x_0}(p_0 \cdot E(x_0)) . \quad (B.21) \]

We remark that the result (B.19) for the potential energy can also be deduced directly from the standard interaction Hamiltonian

\[ H_{\text{int}} = \int d^3x \left( \rho_{x_0}(x) \varphi(x) - j_{x_0}(x) \cdot A(x) \right) , \quad (B.22) \]
where the static potentials are defined by

\[ E(x) = -\nabla \varphi(x), \quad (B.23) \]

\[ B(x) = \nabla \times A(x). \quad (B.24) \]

Indeed, by inserting the definitions (B.8)–(B.9) into Eq. (B.22) and performing partial integrations, we obtain

\[ H_{\text{int}} = -p_0 \cdot E(x_0) - m_0 \cdot B(x_0), \quad (B.25) \]

which coincides with Eq. (B.19).

Furthermore, we remark that Eq. (B.22) is analogous to the static interaction Hamiltonian for induced fields given by

\[ H_{\text{int}} = \int d^3x \left( \rho_{\text{ind}}(x) \varphi_{\text{ext}}(x) - j_{\text{ind}}(x) \cdot A_{\text{ext}}(x) \right). \quad (B.26) \]

In fact, after insertion of the static Maxwell equations,

\[ \rho_{\text{ind}}(x) = -\nabla \cdot P(x), \quad (B.27) \]

\[ j_{\text{ind}}(x) = \nabla \times M(x), \quad (B.28) \]

and subsequent partial integrations, Eq. (B.26) is equivalent to

\[ H_{\text{int}} = -\int d^3x \left( P(x) \cdot E_{\text{ext}}(x) + M(x) \cdot B_{\text{ext}}(x) \right). \quad (B.29) \]

This last expression is analogous to the “potential energy” of the point dipoles, Eq. (B.19) (It is also analogous to the expansion of the free energy, Eq. (4.58)).

At the same time, the above form (B.29) of the more fundamental interaction Hamiltonian (B.26) explains why in many approximate calculations it suffices to consider such a “dipolar coupling” instead of the more fundamental coupling of the four-current to the external four-potential.

Finally, we note another analogy: The static point-dipole formulae (B.8)–(B.9) generalize to time-dependent point dipoles (located at \( x_0 \)) as

\[ \rho(x, t) = -p_0(t) \cdot \nabla x \delta^3(x - x_0), \quad (B.30) \]

\[ j(x, t) = -m_0(t) \times \nabla x \delta^3(x - x_0) + \partial_t p_0(t) \delta^3(x - x_0), \quad (B.31) \]
where the last contribution is necessary to ensure the continuity equation,

$$\partial_t \rho(x, t) + \nabla \cdot j(x, t) = 0.$$ \hspace{1cm} (B.32)

With these singular charge and current distributions, we further introduce the point-dipole densities as

$$p(x, t) = p_0(t) \delta^3(x - x_0),$$ \hspace{1cm} (B.33)

$$m(x, t) = m_0(t) \delta^3(x - x_0).$$ \hspace{1cm} (B.34)

These singular densities fulfill the equations

$$\nabla \cdot p(x, t) = -\rho(x, t),$$ \hspace{1cm} (B.35)

$$\nabla \times m(x, t) = j(x, t) - \partial_t p(x, t),$$ \hspace{1cm} (B.36)

which are analogous to the inhomogeneous Maxwell equations for the induced fields, Eqs. (3.33) and (3.36). For these singular point-dipole densities, the transverse part of $p(x, t)$ and the longitudinal part of $m(x, t)$ are determined by the explicit equations \textcolor{red}{(B.33)}-\textcolor{red}{(B.34)}.

\textbf{B.2. Transition to continuous distributions}

The above considerations have dealt with hypothetical point dipoles only. In the Standard Approach to electrodynamics in media, however, the polarization and magnetization are supposed to describe (macroscopically) continuous dipole densities, which at the same time are considered as bona fide fields depending on space-time points $(x, t)$. The only straightforward way to derive these from the above formulary seems to be the replacement of the singular point-dipole densities \textcolor{red}{(B.33)}-\textcolor{red}{(B.34)} with continuous distributions $P(x, t)$ and $M(x, t)$. For the sake of clarity, we restrict ourselves again to the static case, where these hypothetical, continuous point-dipole densities would correspond to the “polarization charge density” and the “magnetization current density” given respectively by

$$\rho_p(x) = -\int d^3x' P(x') \cdot \nabla_x \delta^3(x - x'),$$ \hspace{1cm} (B.37)

$$j_m(x) = -\int d^3x' M(x') \times \nabla_x \delta^3(x - x').$$ \hspace{1cm} (B.38)
These formulae obviously generalize the corresponding relations (B.8)–(B.9) for singular point dipoles. However, by performing partial integrations, one sees that the above equations (B.37)–(B.38) are equivalent to

\[ \rho_p(x) = -\nabla \cdot P(x), \quad \text{ (B.39)} \]
\[ j_m(x) = \nabla \times M(x), \quad \text{ (B.40)} \]

and hence they cannot be used to define \( P(x) \) and \( M(x) \) uniquely from any given distribution of charges and currents. Instead, these equations define only the longitudinal part of \( P(x) \) and the transverse part of \( M(x) \). This is in contrast to the case of point dipoles, where by Eqs. (B.8)–(B.9), \( p_0 \) and \( m_0 \) are uniquely determined once the singular densities \( \rho_{x_0}(x) \) and \( j_{x_0}(x) \) are given.

Now, consider the potentials that would be created by the hypothetical, continuous point-dipole densities,

\[ \varphi(x) = \frac{1}{4\pi \varepsilon_0} \int d^3x' \frac{P(x') \cdot (x - x')}{|x - x'|^3}, \quad \text{ (B.41)} \]
\[ A(x) = \frac{\mu_0}{4\pi} \int d^3x' \frac{M(x') \times (x - x')}{|x - x'|^3}. \quad \text{ (B.42)} \]

These equations are the continuous analogs of Eqs. (B.10)–(B.11). However, by rewriting them as

\[ \varphi(x) = -\frac{1}{4\pi \varepsilon_0} \int d^3x' \frac{(\nabla \cdot P)(x')}{|x - x'|}, \quad \text{ (B.43)} \]
\[ A(x) = \frac{\mu_0}{4\pi} \int d^3x' \frac{(\nabla \times M)(x')}{|x - x'|}. \quad \text{ (B.44)} \]

we see again that the electric dipole density \( P \) is only defined up to a transverse vector field, while the magnetic dipole density \( M \) is only defined up to a longitudinal vector field. Furthermore, from the static relations (B.23)–(B.24) and the Helmholtz vector theorem,

\[ F(x) \equiv F_L(x) + F_T(x) \]
\[ = -\nabla \left( \frac{1}{4\pi} \int d^3x' \frac{\nabla \cdot F(x')}{|x - x'|} \right) + \nabla \times \left( \frac{1}{4\pi} \int d^3x' \frac{\nabla \times F(x')}{|x - x'|} \right). \quad \text{ (B.46)} \]
we obtain immediately the identities

\begin{align*}
P_L(x) &= -\varepsilon_0 E(x), \quad \text{(B.47)} \\
M_T(x) &= B(x)/\mu_0. \quad \text{(B.48)}
\end{align*}

This means, the longitudinal part of the electric dipole density \( P_L \) just coincides with the electric field \( E \) generated by the corresponding charge density \( \text{(B.39)} \), and similarly, the transverse part of the magnetic dipole density \( M_T \) coincides with the magnetic field \( B \) generated by the current density \( \text{(B.40)} \). The identities \( \text{(B.47)} \), \( \text{(B.48)} \) can of course also be deduced directly from Eqs. \( \text{(B.39)} \), \( \text{(B.40)} \), since the latter coincide with the static Maxwell equations for the electric and magnetic fields \( E \) and \( B \) (up to the conversion factors).

In summary, we precisely recover again the state of affairs which we had already encountered in the Standard Approach with its incomplete field equations. In particular, we have shown that the attempt to give a precise meaning to the electric and magnetic polarizations as “continuous dipole densities” via the respective formulae for point dipoles simply leads back to the problem of insufficiently defined fields \( P(x) \) and \( M(x) \), whose longitudinal and transverse parts respectively coincide with electric and magnetic fields of suitably defined charge and current densities.

C. Electromagnetic linear response

C.1. Generalized Kubo formula

Consider a Hamiltonian of the general form

\begin{equation}
\hat{H}(X_1, \ldots, X_n) = \hat{H}_0 + \hat{H}_\text{int}(X_1, \ldots, X_n), \quad \text{(C.1)}
\end{equation}

where \( H_0 \) represents the isolated system, while \( H_\text{int} \) is an external perturbation which is supposed to depend on the parameters \( X_j \) in such a way that \( H_\text{int} = 0 \) if all \( X_j = 0 \). Defining the multi-index \( X = (X_1, \ldots, X_n) \), this condition can be expressed as

\begin{equation}
\hat{H}_\text{int}(X \equiv 0) = 0. \quad \text{(C.2)}
\end{equation}

Furthermore, let the parameters depend on time, \( X_j = X_j(t) \), such that

\begin{equation}
X_j(t) = 0 \; \forall j, \quad \text{if} \; t < t_0. \quad \text{(C.3)}
\end{equation}
Consequently, the resulting time-dependent Hamiltonian
\[ \hat{H}(t) \equiv \hat{H}(X(t)) \]  
(C.4)
coincides with the unperturbed Hamiltonian \( \hat{H}_0 \) for \( t < t_0 \), and \( t_0 \) can be regarded as the time where the external perturbation is switched on. We further define a time-dependent state \( |\Psi(t)\rangle \) by the following initial value problem: For \( t = t_0 \) the state is supposed to coincide with an eigenstate of the unperturbed Hamiltonian, for concreteness, say, the ground state \( |\Psi_0\rangle \) of \( \hat{H}_0 \). Hence,
\[ |\Psi(t = t_0)\rangle = |\Psi_0\rangle . \]  
(C.5)
For \( t > t_0 \), the time evolution of \( |\Psi(t)\rangle \) is defined by the full Schrödinger equation,
\[ i\hbar \partial_t |\Psi(t)\rangle = \hat{H}(X(t)) |\Psi(t)\rangle . \]  
(C.6)
Now, assume that we are given an observable \( \hat{O} \) which may also depend on the same parameters as the Hamiltonian:
\[ \hat{O} = \hat{O}(X) . \]  
(C.7)
Its time-dependent expectation value,
\[ O(t) = \langle \Psi(t) | \hat{O}(X(t)) |\Psi(t)\rangle , \]  
(C.8)
is then a functional of the scalar functions \( X_j(t') \): firstly, on account of the explicit parameter dependence of the observable, and secondly, through the implicit parameter dependence of the time evolution of \( |\Psi(t)\rangle \).

The generalized Kubo formula is a statement about the functional derivative of this expectation value \( O(t) \) with respect to the parameter functions \( X_j(t') \). Concretely, it says that this functional derivative evaluated at vanishing parameter functions is given by
\[
\frac{\delta O(t)}{\delta X_j(t')} \bigg|_{X \equiv 0} = \delta(ct - ct') \left( \langle \Psi_0 | \frac{\partial \hat{O}}{\partial X_j}(X \equiv 0) |\Psi_0\rangle \right) \\
- \frac{i}{\epsilon h} \Theta(t - t') \left( \langle \Psi_0 | \left[ e^{it\hat{H}_0/\hbar} \hat{O}(X \equiv 0) e^{-it\hat{H}_0/\hbar}, e^{it'\hat{H}_0/\hbar} \frac{\partial \hat{H}_{\text{int}}}{\partial X_j}(X \equiv 0) e^{-it'\hat{H}_0/\hbar} \right] \right) \langle \Psi_0 \rangle .
\]  
(C.9)
Note the factor $1/c$, which appears in this formula because the functional
derivative is defined through the expansion

$$O(t) = \int c\,dt' \left( \sum_j \frac{\delta O(t)}{\delta X_j(t')} \right) X_j(t') + O(X^2). \quad (C.10)$$

Equation $[C.9]$ can be written in a more familiar form by introducing the
time evolution in the interaction picture,

$$\hat{A}_I(t) = e^{it\hat{H}_0/h} \hat{A}(t) e^{-it\hat{H}_0/h}, \quad (C.11)$$

by abbreviating $\partial_j \hat{O} \equiv \partial \hat{O}/\partial X_j$, and by stipulating that all operators on
the right hand side of the equation should be evaluated at $X \equiv 0$. Then the
generalized Kubo formula can be written compactly as

$$\frac{\delta O(t)}{\delta X_j(t')} \bigg|_{X=0} = \delta (ct - ct') \langle \Psi_0 | \partial_j \hat{O} | \Psi_0 \rangle$$

$$- \frac{i}{c\hbar} \Theta(t - t') \langle \Psi_0 | [\hat{O}_I(t), (\partial_j \hat{H}_{\text{int}})_{I}(t')] | \Psi_0 \rangle. \quad (C.12)$$

The proof of this formula is a straightforward, Leibniz-rule based generalization
of the original proof for the ordinary Kubo formula (see e.g. [61, Chap. 6]) and
will therefore be omitted. Here, we only note that the generalized Kubo formula reduces to the ordinary Kubo formula under two simplifying assump-
tions: (i) the observable $\hat{O}$ does not depend on the perturbative parameters
$X_j$, and (ii) the interaction Hamiltonian depends linearly on them, such that

$$\hat{H}_{\text{int}}(X(t)) = - \sum_{j=1}^k X_j(t) \hat{B}_j, \quad (C.13)$$

with some hermitean operators $\hat{B}_j$. In this case, Eq. $[(C.12)]$ reduces to

$$\frac{\delta O(t)}{\delta X_j(t')} \bigg|_{X=0} = \frac{i}{c\hbar} \Theta(t - t') \langle \Psi_0 | [\hat{O}_I(t), (\hat{B}_j)_{I}(t')] | \Psi_0 \rangle, \quad (C.14)$$

which is the well-known Kubo formula. Although the generalized Kubo for-
mula is a fairly obvious generalization of the standard Kubo formula, we
felt the necessity of stating Eq. $[(C.9)]$ explicitly because it allows for a direct
application to the electromagnetic current of the Pauli equation, as will be
shown in the next subsection. Furthermore, our formula $[(C.9)]$ has been used
in Sec. 4.4 for the comparison of response functions and susceptibilities.
C.2. Electromagnetic current of Pauli spinors

This subsection is dedicated to the somewhat intricate problem of finding the correct expression for the electromagnetic current corresponding to the Pauli equation (see e.g. [158, Chap. XX, § 29] or [168, Sec. 1.4]). In fact, in the presence of an external four-potential,

$$A_\mu^\text{ext}(\mathbf{x}, t) \equiv A_\mu(\mathbf{x}, t) = (\varphi(\mathbf{x}, t)/c, \mathbf{A}(\mathbf{x}, t))^T,$$

(C.15)

the charge and current densities of the Pauli spinor field,

$$\Psi(\mathbf{x}) = \begin{pmatrix} \psi_\uparrow(\mathbf{x}) \\ \psi_\downarrow(\mathbf{x}) \end{pmatrix},$$

(C.16)

are respectively given by

$$\rho(\mathbf{x}, t) = -e \sum_s \psi_s^*(\mathbf{x}, t) \psi_s(\mathbf{x}, t),$$

(C.17)

$$\mathbf{j}(\mathbf{x}, t) = -\frac{e}{2m} \sum_s \psi_s^*(\mathbf{x}, t) \left( \frac{\hbar}{i} \nabla + e \mathbf{A}(\mathbf{x}, t) \right) \psi_s(\mathbf{x}, t)$$

$$- \frac{e}{2m} \sum_s \left( \left( -\frac{\hbar}{i} \nabla + e \mathbf{A}(\mathbf{x}, t) \right) \psi_s^*(\mathbf{x}, t) \right) \psi_s(\mathbf{x}, t)$$

$$- \frac{e\hbar}{2m} \nabla \times \left( \sum_{s, s'} \psi_s^*(\mathbf{x}, t) \sigma_{ss'} \psi_s(\mathbf{x}, t) \right),$$

(C.18)

where $\sigma = (\sigma_1, \sigma_2, \sigma_3)^T$ denotes the vector of Pauli matrices. As always, the corresponding charge and current operators are obtained by replacing the classical spinor fields with their operator counterparts,

$$\psi(\mathbf{x}, t) \mapsto \hat{\psi}(\mathbf{x}, t).$$

(C.21)

The resulting charge and current operators are relevant in the Kubo formalism (see Sec. 3.2.4) and for the derivation of the spin magnetization (see Sec. 3.2.5). We conclude that the current of the Pauli field is composed of two parts: (i) the usual gauge-covariant current represented by the first two contributions [(C.18)] [(C.19)] and (ii) a divergence-free spinorial current [(C.20)] which can be expressed in terms of the spin density (see Eq. (3.93)).
We will now give a short derivation of the above important result. To do this, we start directly from the classical Pauli equation in the Schrödinger form (see [158, Eq. (XX.187)] or [168, Eq. (1.32)]),

\[
i\hbar \frac{\partial}{\partial t} \Psi(x, t) = (\hat{H}\Psi)(x, t), \tag{C.22}
\]

where the Pauli Hamiltonian for the spinor field \(\Psi(x, t)\) in the presence of the external four-potential \((\varphi/c, A)\) is given by

\[
\hat{H} = \frac{1}{2m} (\sigma \cdot (\hat{p} + eA(x, t)))^2 - e\varphi(x, t), \tag{C.23}
\]

with the momentum operator

\[
\hat{p} = \frac{\hbar}{i} \nabla. \tag{C.24}
\]

By expanding the product in Eq. (C.23) and using the Coulomb gauge,

\[
\nabla \cdot A = 0, \tag{C.25}
\]

the Hamiltonian can be written as a sum of two terms,

\[
\hat{H} = \hat{H}_0 + \hat{H}_{\text{int}}, \tag{C.26}
\]

where \(\hat{H}_0\) is the Hamiltonian in the absence of the vector potential,

\[
\hat{H}_0 = \frac{|\hat{p}|^2}{2m}, \tag{C.27}
\]

and \(\hat{H}_{\text{int}}\) is the interaction Hamiltonian given explicitly by

\[
\hat{H}_{\text{int}} = \frac{e}{m} A \cdot \hat{p} + \frac{e\hbar}{2m} \sigma \cdot (\nabla \times A) + \frac{e^2}{2m} |A|^2 - e\varphi. \tag{C.28}
\]

Here, we have used the well-known matrix identity

\[
(\sigma \cdot A)(\sigma \cdot B) = (A \cdot B) \mathbb{1}_{2 \times 2} + i \sigma \cdot (A \times B), \tag{C.29}
\]

where \(\mathbb{1}_{2 \times 2}\) denotes the \((2 \times 2)\) identity matrix while \(A\) and \(B\) are ordinary vectors. Now, by taking the expectation value of the Hamiltonian,

\[
\langle \Psi | \hat{H} | \Psi \rangle = \langle \Psi | \hat{H}_0 | \Psi \rangle + \langle \Psi | \hat{H}_{\text{int}} | \Psi \rangle, \tag{C.30}
\]
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we find $H_{\text{int}}(t) \equiv \langle \Psi | \hat{H}_{\text{int}}(t) | \Psi \rangle$ to be given by

$$H_{\text{int}}(t) = \int d^3x \; \Psi^\dagger(x,t) \left( \frac{e\hbar}{m_i} A(x,t) \cdot \nabla + \frac{e\hbar}{2m} \sigma \cdot (\nabla \times A(x,t)) \right) + \frac{e^2}{2m} |A(x,t)|^2 - e\varphi(x,t) \right) \Psi(x,t).$$ (C.31)

After partial integration, this reverts to

$$H_{\text{int}}(t) = \int d^3x \; A(x,t) \cdot \frac{e\hbar}{2m} (\Psi^\dagger(x,t) \nabla \Psi(x,t) - (\nabla \Psi^\dagger(x,t)) \Psi(x,t))$$

$$+ \int d^3x \; A(x,t) \cdot \frac{e\hbar}{2m} \nabla \times (\Psi^\dagger(x,t) \sigma \Psi(x,t))$$

$$+ \int d^3x \; A(x,t) \cdot \frac{e^2}{2m} \Psi^\dagger(x,t) A(x,t) \Psi(x,t).$$ (C.32)

$$+ \int d^3x \; \varphi(x,t) (-e) \Psi^\dagger(x,t) \Psi(x,t).$$

In particular, this interaction Hamiltonian is non-linear in the vector potential, and hence it is not of the form usually assumed in the general electromagnetic field theory,

$$H_{\text{int}}(t) \neq \int d^3x \; (\rho(x,t) \varphi_{\text{ext}}(x,t) - j(x,t) \cdot A_{\text{ext}}(x,t)).$$ (C.33)

Nevertheless, the charge and current densities can be defined from Eq. ([C.32]); they are given by the functional derivatives (see e.g. [61, Eq. (1.96)] and [125, p. 391, footnote 25])

$$\rho(x,t) = \frac{\delta H_{\text{int}}(t)}{\delta \varphi_{\text{ext}}(x,t)},$$ (C.34)

$$j(x,t) = -\frac{\delta H_{\text{int}}(t)}{\delta A_{\text{ext}}(x,t)}.$$ (C.35)

These definitions retain their validity even for non-linear couplings. One now verifies easily that Eq. ([C.32]) implies the expressions ([C.17]) for the charge density and ([C.18])–([C.20]) for the electromagnetic current of Pauli spinors.
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C.3. Kubo formula for electromagnetic current

Finally, we show that the electromagnetic Kubo formula from Sec. 3.2.4 can be derived as a special case of the generalized Kubo formula stated in Sec. C.1. We focus on the spatial current response to an external vector potential as given by Eq. (3.90) because in this case we encounter precisely these two complications as compared to the ordinary Kubo formalism: the observable under consideration, i.e. the electromagnetic current, depends itself on the perturbation, i.e. on the external potential, and the interaction is non-linear (in fact: quadratic) in the vector potential.

We start from the free Hamiltonian

\[
\hat{H}_0 = -\frac{\hbar^2}{2m} \int d^3x \, \hat{\Psi}^\dagger(x) (\Delta \hat{\Psi})(x),
\]  

which is the second-quantized form of Eq. (C.27). The interaction Hamiltonian is given by the operator analogon of Eq. (C.31) i.e.,

\[
\hat{H}_{\text{int}} = \int d^3x \, \hat{\Psi}^\dagger(x) \left( \frac{e}{m} \mathbf{A}(x) \cdot \nabla + \frac{e}{2m} \int \sigma \cdot (\nabla \times \mathbf{A}(x)) \right. \\
\left. + \frac{e^2}{2m} |\mathbf{A}(x)|^2 - e \varphi(x) \right) \hat{\Psi}(x).
\] 

In order to apply the generalized Kubo formula (C.9) from Sec. C.1 we identify the parameters \(X_j\) of the external perturbation with the external vector potential \(\mathbf{A}(x')\). Furthermore, the observable \(\hat{O}\) corresponds to the Pauli current density \(\hat{j}(x)\), which is given by the operator analogon of Eqs. (C.18)–(C.20) i.e.,

\[
\hat{j}(x)[\mathbf{A}] = -\frac{e}{2m} \hat{\Psi}^\dagger(x) \left( \frac{\hbar}{i} \nabla + e \mathbf{A}(x) \right) \hat{\Psi}(x) \\
- \frac{e}{2m} \left( \left( \frac{\hbar}{i} \nabla + e \mathbf{A}(x) \right) \hat{\Psi}^\dagger(x) \right) \hat{\Psi}(x) \\
- \frac{e\hbar}{2m} \nabla \times (\hat{\Psi}^\dagger(x) \sigma \hat{\Psi}(x)).
\] 

The current density can be split into two contributions,

\[
\hat{j}(x) = \hat{j}^p(x) + \hat{j}^d(x),
\]
which are sometimes called the \textit{paramagnetic current density} and the \textit{diamagnetic current density} (see e.g. [7, App. 2]). The first contribution does not depend on the vector potential,

\[
\hat{j}^p(x) = \hat{j}(x)[A \equiv 0],
\]

(C.40)

whereas the second contribution is proportional to the vector potential and can be expressed in terms of the charge density operator as

\[
\hat{j}^d(x)[A] = -\frac{e^2}{m} A(x) \hat{\Psi}^\dagger(x) \hat{\Psi}(x) = \frac{e}{m} A(x) \hat{\rho}(x).
\]

(C.41)

In particular, the current operator at point \(x\) depends only on the vector potential at the same point, such that

\[
\left. \frac{\delta \hat{j}_k(x)}{\delta A_{\ell}(x')} \right|_{A \equiv 0} = \frac{e}{m} \delta_{k\ell} \delta^3(x - x') \hat{\rho}(x).
\]

(C.42)

The derivative of the interaction Hamiltonian with respect to the external potential \(A_{\ell}(x')\) yields again the current (with the opposite the sign) by its very definition \([C.35]\). Thus, the generalized Kubo formula \([C.9]\) yields

\[
\left. \frac{\delta j_k(x,t)}{\delta A_{\ell}(x',t')} \right|_{A \equiv 0} = \delta(ct - ct') \frac{e}{m} \delta_{k\ell} \delta^3(x - x') \langle \Psi_0 | \hat{\rho}(x) | \Psi_0 \rangle
\]

\[
+ \frac{i}{\hbar} \Theta(t - t') \langle \Psi_0 \left[ \hat{j}_k^p(x,t), \hat{j}_\ell^p(x',t') \right] | \Psi_0 \rangle,
\]

(C.43)

where on the right hand side the time dependence of the current operator is given in the interaction picture by

\[
\hat{j}_k^p(x,t) = e^{i\hat{H}_0/t} \hat{j}_k^p(x) e^{-i\hat{H}_0/t}.
\]

(C.44)

The result \([C.43]\) agrees precisely with Eq. \([3.90]\) in the main text (where we have suppressed the index “\(p\)" for the paramagnetic current and implicitly understood that the time evolution is in the interaction picture). The remaining formulae \([3.87] [3.89]\) can be shown analogously.
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