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Abstract: In real sequence pattern mining scenarios, the interval information between two item sets is very important. However, although existing algorithms can effectively mine frequent subsequences, the interval information is ignored. This paper aims to mine sequential patterns with multidimensional interval items in sequence databases. In order to address this problem, this paper defines and specifies the interval event problem in the sequential pattern mining task. Then, the interval event items framework is proposed to handle the multidimensional interval event items. Moreover, the MII-Prefixspan algorithm is introduced for the sequential pattern with multidimensional interval event items mining tasks. This algorithm adds the processing of interval event items in the mining process. We can get richer and more in line with actual needs information from mined sequence patterns through these methods. This scheme is applied to the actual website behaviour analysis task to obtain more valuable information for web optimization and provide more valuable sequence pattern information for practical problems. This work also opens a new pathway toward more efficient sequential pattern mining tasks.
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1 INTRODUCTION

Sequential pattern mining is a very important and common research topic in pattern recognition tasks. The goal of sequential pattern mining is to mine frequently occurring subsequences in a given sequence database. Such problems can be solved effectively using the most commonly used algorithms, such as GSP [1], Prefixspan [2], SPADE [3], and VGEN [4], and the resulting FAST [5] and VMSP [6] algorithms. Recent studies have also extended the original sequential pattern mining problem with more mining problems, such as Rule Mining [7-9] and High-Utility Pattern Mining [10].

These algorithms can be employed to mine sequential patterns in real-world scenarios, such as the most common shopping sequence mining problem. The most frequent shopping sequence is mined through many shopping records. Sellers can provide product recommendation services based on this result. Take the sequence <{A}, {B}, {C}, {D}, {E}, {F}, {G}> as an example. Assuming that {A} {B} {C} {D} {E} {F} {G} denote different products, the customer has gone on to purchase products B, C, and DE after purchasing product A. It can be concluded that customers who have purchased product A may be interested in product B and have a higher probability of purchasing product B.

However, in real scenarios, the sequential patterns found by existing algorithms are very coarse and miss much information about interval events. The simplest interval events are time intervals. For example, two customers have a sequence of <{A}, {B}> shopping records. The difference is that there is only one month between customer 1's purchases of A and B, while customer 2 has a year between purchases of A and B. In this case, customers 1 and 2 behave differently. These two scenarios should be considered as two different sequential patterns. In a more complex scenario, many intervening events may occur between the two shopping events. For example, the customer may have experienced a week-long promotion between the two shopping events {A} {B}, or they both have seen advertisements for the product in question more than 2 times, or they have both had a subsequent purchase after some product upgrade. None of these scenarios is related to a simple time interval. These interval events should be considered while generating sequential patterns.

Some sequential pattern mining algorithms have also incorporated conditional restrictions on gaps [11]. For example, in the sequential pattern mining algorithms, gap restrictions are employed to filter sets of sequences with excessively long gaps [12]. The gaps between itemsets in the sequential pattern results are not too significant. The difference between the previously-mentioned interval events and the gap is that an interval event is a set of attributes in the original sequence rather than simply a count of gaps between itemsets. Besides, the frequent itemsets are not simply filtered based on the gap counts during mining but as part of the frequent itemsets. For example, the final mined sequential pattern should be <{A}, [5], {B}, [1], {C}>, <{A}, [1], {B}, [4], {C}>. The counts in square brackets indicate the interval items between two itemsets.

In the algorithm proposed by Yu et al. [12], time intervals have been processed. Although sequential patterns with time intervals can be generated using this algorithm, its processing method only considers the time interval between two itemsets. More itemset interval events mining sequential patterns should be considered in practical situations instead of simply connecting two itemsets by a time interval. This interval item is also counted as a factor in sequential pattern mining. For example, we expect that the mined sequential patterns should be <{A}, [one month, one promotion], {B}> or <{A}, [1-year, product upgrade], {B}>

Take web behavior analysis as another example. After the user clicks button A, the user clicks button B five minutes later. We cannot just focus on the 5-minute interval. We should focus more on what happens after clicking button A and clicking button B. The user may watch a web video or leave the computer and do something else. The sequential patterns represented in these two cases are also different.

In order to address the mentioned challenges, the sequential pattern is mined using multidimensional interval items. Specifically, the following works are performed: 1) The interval event problem is defined and clarified in...
sequential pattern mining tasks. 2) The interval item event framework is proposed, which enables the processing of multidimensional interval event items. We do not confuse interval events with user behavior events because these two events have different dimensions. It can also be understood that user behavior events are the objectives, while interval events are methods. 3) A sequential pattern mining algorithm containing multi-dimensional interval event items is proposed to mine sequential patterns through more interval event information for the existing sequence database. Finally, the task of sequential pattern mining containing multi-dimensional interval events is achieved. We can solve the mining requirements for interval information in practical scenarios based on the proposed methods. In the implementation process, the extensibility of the scheme is considered, and an easily extensible framework is provided. This scheme is applied to the actual website behavior analysis task, and more detailed and valuable information is obtained. It provides strong support for website product optimization and product problem discovery.

2 RELATED WORK

2.1 Basic Algorithms

Various stable and efficient sequential pattern mining algorithms have been proposed recently. These sequential pattern mining algorithms can be divided into three categories: the Breadth-first search, the Depth-first search, and the Pattern-growth algorithms. Most sequential pattern algorithms are extensions of these three algorithms [13].

The Breadth-first search algorithm represented by AprioriAll [14] and GSP [1] sequentially scans the sequence database for frequent subsequences such as 1-sequences, 2-sequences, and 3-sequences, until no more frequent subsequences of higher order can be generated. This type of algorithm is logically simple, but has a large search space. In the worst case, the efficiency of the algorithm is also significantly reduced. Based on such algorithms, some extensions use various pruning strategies to reduce their search space.

The Depth-first search algorithms, represented by algorithms such as Spade [3], Spam [15], CM-Spam [16], and Fast [5], are explored using a different search order than the Breadth-first search algorithm. Sequences containing single items in the sequence database, are first searched and then larger sequences are generated by 1-extensions and s-extensions operations [13]. This is performed recursively until the extension operation cannot be continued. This type of algorithm also suffers from the problem of large search space, so there are more pruning schemes to optimize the original algorithm.

The Pattern-growth algorithm represented by algorithms such as FreeSpan [17] and PrefixSpan [2] introduces the concept of a projection databases to avoid recursive scanning of the original sequence database [11]. However, creating a large number of projection databases may cause excessive memory usage. In order to solve this problem, the researchers further proposed "pseudo-projection" [18], which does not create a new projection database, but only searches the projection database by keeping the original database pointer.

2.2 Extended Algorithms

Yu et al. solved the problem of sequential pattern mining by using time interval information [12]. By adding time intervals to pseudo items, pattern mining is performed with both item gaps and time intervals. This scheme can partially solve the item interval problem proposed in this paper, but it is still relatively simple to measure the interval of two itemsets by the time interval. In real scenarios, more complex and diverse interval events should be addressed.

Extended algorithms adapt the existing algorithm to improve their performance. For example, the concepts of closed sequential patterns [19-22] and maximal sequential patterns [23-26] have been proposed to reduce the output of too many sequential pattern sets. Various constraints have been added to the search based on practical needs, such as gaps and length restrictions.

There are also some extensions on topics related to the context of the problem presented in this paper, such as weighted sequential pattern mining [27-28] and high-utility sequential pattern mining [10]. Such concepts are introduced to identify more valuable information from the original sequence database in real scenarios. Weighted sequential pattern mining indicates that the itemset in a sequence database should contain different weights and should not be generalized [13]. The efficient use of sequential patterns proposes that the set of items in a sequence should have a notion of quantity [13]. For example, in a shopping analysis scenario, some products are purchased in large quantities and others in small quantities, influencing the final sequential pattern output. Although the specific treatments and problems differ, similar to the problem presented in this paper, the context of these algorithms is in the application of sequential pattern mining algorithms to the analysis of real scenarios. Simple sequence mining is rough, and many details are left out. Various improvements should be made based on specific scenarios to meet the practical requirements.

In recent years, there are still many related researches. Fournier-Viger et al. proposed the MRCPPS algorithm [31] for periodic-frequent pattern mining. The ProUM algorithm [32] was proposed to improve the mining efficiency based on the projection technique. Van et al. proposed MSPIC-DBV algorithm [33] to solve the problem of mining sequential patterns with itemset constraints. DSPM-MTC [34] try to solve false positives problem in discriminative sequential patterns mining task. HANP-Miner algorithm [35] involves support calculation and candidate pattern reduction steps for nonoverlapping sequential pattern mining task. Gan et al. proposed a method named HUSP-ULL [36] to solve High-utility sequential pattern task more efficiently. Huynh et al. proposed pseudo-IDLists structure for clickstream pattern mining scenario [37]. Kim et al. proposed RF-MINER [38] an effective prediction method for recency-based sequential patterns mining task.

2.3 PrefixSpan Algorithm

The algorithm proposed in this paper is based on the Prefix-Projected Pattern Growth (PrefixSpan algorithm) [2]. We first describe the PrefixSpan algorithm here. This algorithm introduces the two concepts of prefix and
projection [2]. The prefix refers to the subsequence of the previous part of the sequence data. For both sequence A = \{a_1, a_2, ..., a_n\} and sequence B = \{b_1, b_2, ..., b_m\}, n ≤ m, which satisfies a_1 = b_1, a_2 = b_2, ..., a_n = b_n, then A is said to be a prefix of B. In the sequence database \(D = \langle BG, DG, AC \rangle\), \(A = \langle G \rangle\) and \(D = \langle D \rangle\), then A is a prefix of B. The Prefix projection refers to the remaining part of the sequence after removing the prefix, as shown in Tab. 1:

| Prefix | Prefix projection |
|--------|-------------------|
| \(<A>\) | \(<[G][AC]>\) |
| \(<AD>\) | \(<[G][AC]>\) |
| \(<XG>\) | \(<[D][AC]>\) |

Where "_" is a placeholder for the prefix corresponding to that projection. Since the PrefixSpan algorithm does not need to generate candidate sequences, the projection database converges quickly, and the memory consumption is relatively stable, so it significantly improves the efficiency of performing sequential pattern mining tasks. Fig. 1 shows the flowchart of the Prefixspan algorithm in sequential pattern mining.

In some extensions of Prefixspan algorithms, conditional constraints such as gap filtering and sequence length filtering are added. However, the algorithm flow of Prefixspan shows that a frequent subsequence, such as \(<\{ab\}>\), can be obtained in the mining process of sequential patterns. And this sequential pattern also hides the users' information, such as the interval information between the itemsets to be solved in this paper. For example, there is a period of 1-month between \{ab\} and \{c\}, or there is a specific event. Corresponding to these two cases, they should belong to different sequential patterns. The gap constraint introduces a gap count between two items, but the gap between two items sets is only counted and filtered when the projection database is generated, and it is not possible to generate different sequential patterns for different interval items. In addition, the information about the interval items is not reflected in the final sequential pattern results. As a result, this problem cannot be solved by simple restrictions and extensions of other algorithms. The overall flow of the Prefixspan algorithm is shown in Fig. 2:

**Input:** A sequence database \(S\), and the minimum support threshold \(\text{min}_\text{sup}\)

**Output:** The complete set of sequential patterns

**Method:** Call PrefixSpan(\(\alpha\), \(\text{min}_\text{sup}\), \(S\))

**Subroutine PrefixSpan(\(\alpha\), \(\text{min}_\text{sup}\), \(S\))**

**Parameters:** \(\alpha\): a sequential pattern; \(l\): the length of \(\alpha\); \(S_{\alpha}\): \(\alpha\)-projected database, \(\alpha \neq \emptyset\); otherwise, the sequence database \(S\).

**Method:**

1. Scan \(S\), once, find the set of frequent items \(b\) such that
   (a) \(b\) can be combined with the last element of \(\alpha\) to form a sequential pattern; or
   (b) \(\alpha \cdot b\) can be attached to \(\alpha\) to form a sequential pattern.
2. For each frequent item \(b\), append it to \(\alpha\) to form a sequential pattern \(\alpha'\), and output \(\alpha'\).
3. For each \(\alpha\), construct the \(\alpha'\)-projected database \(S_{\alpha}^\prime\), and call PrefixSpan(\(\alpha'\), \(\text{min}_\text{sup}\), \(S_{\alpha}^\prime\))

**Figure 2 Pseudocode for Prefixspan [29]**

### 3 METHOD

In order to solve the above problem of missing interval information, we first need to define a data format that contains interval items. Secondly, a new algorithm needs to be proposed to process the input sequence data based on the existing sequential pattern mining algorithms. Finally, a sequential pattern format containing interval items is defined and the corresponding sequential patterns are generated by a pre-defined threshold value.

#### 3.1 Preliminaries

**Definition 1: Sequence**

A sequence is a complete information flow, which can be a user's historical purchase record, web browsing record, or other data source with sequential correlation.

**Definition 2: Subsequence**

For the sequence \(A = \{a_1, a_2, ..., a_n\}\) and the sequence \(B = \{b_1, b_2, ..., b_m\}\), \(n ≤ m\), if there is a sequence of numbers \(1 ≤ j_1 ≤ j_2 ≤ ... ≤ j_n ≤ m\), satisfying \(a_1 ≤ b_{j_1}, a_2 ≤ b_{j_2}, ..., a_n ≤ b_{j_n}\), then \(A\) is a subsequence of \(B\).

**Definition 3: Sequence Database**

It contains a complete set of sequence data. It should be noted that all sequences in the database need to be generated in the same context and under the same conditions.

**Definition 4: Support**

The support of sequence \(\alpha\) is the proportion of \(\alpha\) in the database.
sequence database, which is denoted as Support(α).

Definition 5: Sequential pattern
Sequential patterns are subsequences that frequently appear in the sequence database. Given a minimum support threshold ξ, a sequence α is called a sequential pattern if the support of the sequence α in the sequence database is not lower than ξ.

Definition 6: Sequential pattern mining
To find out all frequent subsequences, i.e., the subsequence whose frequency of occurrence in the set of sequences is less than the minimum support threshold.

Definition 7: Sequence item, interval item
In order to distinguish between ordinary and interval items in a sequence, we propose the concept of sequence items and interval items where a "sequence item" is an ordinary item in a regular sequence mining task. An "interval item" is used to represent the event interval between two item sets. For example, the items purchased in a shopping sequence are sequence items, while other events between two shopping actions are defined as interval items. Interval items can be time intervals, promotional actions and advertising actions.

3.2 Problem Statement

Our goal is to address the following questions:
The input is a sequence database (including interval items), with minimum support. In the process of sequential pattern mining, the information about interval items between sets of items is integrated to eventually produce a sequential pattern containing interval items.

For example, the given sequence database is shown in Tab. 2. The letters in curly brackets represent the sequence items which are processed in the traditional sequential pattern mining task. The letters in square brackets represent the interval items proposed in this paper. The minimum support is 2. Then it produces a sequential pattern like <{a}[AA]{c}>, where "AA" in square brackets represents the two "A" events between item {a} and item {C}. Although the sequence <{a}{b}> appears many times in the database, because the interval items count between {a} and {b} do not reach the minimum support threshold, <{a}{b}> is an infrequent subsequence.

| SID | Sequence |
|-----|----------|
| 1   | <{a}[A][b][AB][c]{d}> |
| 2   | <{ac}[b][A][e][A][c]> |
| 3   | <{b}[a][AA][c][b]{d}> |
| 4   | <{e}[b][a][d][e]> |

3.3 Input and Output Data Format Definition

The current general format for storing sequences is: a –1 b c –1 d –2. Each item is separated by a space, with –1 representing the separation of each itemset, and –2 representing the end of the entire sequence [31]. The sequence corresponding to the above example is represented in parentheses as <{a}{bc}{d}>. In this paper, the interval item between each sequence item set needs to be added to the input sequence. We still use the format box above and add the interval items to item –1. We use –3 to separate the interval items. When an item value equals –1, if the immediately following items are surrounded by –3, then those items are interval items. For example: a –1 –3 A B C –3 b c –1 2 d, this means that the interval items between a and bc are {ABC}. There is no itemset surrounded by –3 between {bc} and {d}, which means that there are no interval items set between {bc} and {d}. If represented in parentheses, it is <{a}[ABC]{bc}{d}>, where the items in the square brackets is the interval item.

We use a letter here to represent the interval items. They will be uniformly converted to positive integer ids when processed by the algorithm to improve the algorithm's processing speed. Like sequence items, each interval item is an index of real events. For example, we can assume that "A" represents a one-day interval, "B" represents a 1-year interval, "C" represents a promotion, and "D" represents a product upgrade.

For the output data, we also use a similar format definition of the input data. In particular, it is important to note that the interval items in the output data are cumulative of the interval items in the meta-sequence. For example, suppose the original sequence <{a}[ABC]{bc}{A}{d}>. The pattern of extracted sequence is <{a}[AABC]{d}>, where [AA] means that between {a} and {d}, are two A events. These two A events are accumulated as each sequence item is removed during the mining process.
3.4 MII-Prefixspan

To solve the problem mentioned in this paper, we improve on the existing algorithm by adding the processing of interval items. Prefixspan is a typical Pattern-growth algorithm which has three features: 1) a projection database is used in the algorithm for recursive level-by-level queries; 2) the traversal of the algorithm is essentially a depth-first search. The projection database is generated based on the sequence database, so the sequential patterns generated by the algorithm are present in the sequence database [13].

3) the algorithm is logically clear, simple and easy to extend. Based on the above three features, this paper modifies the prefixspan algorithm based on the following: 1) being capable of identifying and processing interval items in the source sequence database; 2) considering interval items in the process of generating sequential patterns; and 3) adding interval items to the generated sequential patterns. Fig. 3 shows the flowchart of the MII-Prefixspan algorithm in sequential pattern mining.

1) Input parameters

The original Prefixspan algorithm contains two parameters: the original sequence database and the minimum support. There are also extended algorithms that add c. gap constraints; d. sequential pattern length constraints.

At this stage, we do not consider the extended restriction parameter. The difference with the prefixspan algorithm is that the original sequence as input should contain interval items. Further restriction parameters are discussed in section 4.3.

2) Interval item record in projection database

One of the innovations of the Prefixspan algorithm is the introduction of the concept of a projection database. By constructing a projection database with different prefixes, the purpose of projection search for sequences is achieved. This can effectively reduce the search scale of the sequence database. An extended algorithm introduces pseudo-projections to reduce the memory usage during the search. In order to record and process the interval items, we need to record interval items when building the projection database. Therefore, in the pseudo-projection structure, an interval item variable of type List<String> is added to record interval items.

3) Interval items processing

In the first step of the Prefixspan algorithm, prefix items of length 1 that occur more than the minimum support are first selected. Then the original sequences in the sequence database are processed according to the selected prefix items: 1) removing the sequences that do not contain frequent prefixes, and 2) removing the infrequently occurring items in the sequence.

In the MII-Prefixspan algorithm, when we scan the sequence and infrequently occurring items, we record the interval items to the deleted items. Finally, these interval items are accumulated. The true interval item between two items will then be obtained. For example, the original sequence is <{a}[b][A][c][d][A][e]> where both b and cd are infrequently occurring items, and the processed sequence is: <{a}[AAAB][e]>. Similarly, when constructing the projection database, it is also necessary to add the corresponding interval items of the infrequent items that are removed and store them.

After obtaining the frequent prefixes, a projection database needs to be constructed for each frequent prefix. The projection database is processed recursively for each prefix. During each recursion, a new projection database of frequent prefixes is generated, and each frequent prefix generated recursively is combined to produce the final sequential pattern.

We need to add a processing step for the interval items before each recursion. We first calculate the interval items between the items to be processed this time before each recursion, and then loop through the values of each interval items. In addition to passing the projection database and prefix information to the next-level of the recursive function, we also need to pass the interval item corresponding to that projection database.

For example, for a sequence database shown in Tab. 3 item {a} is a frequent item. When we construct the projection database for {a}, we get the projection database shown in Tab. 4.

| SID | Sequence |
|-----|----------|
| 1   | <{a}[A][c][A][e][B][A][a]> |
| 2   | <{b}[A][a][C][d][D][ac]> |
| 3   | <{f}[A][a][C][e][f]> |
| 4   | <{b}[A][e][a][C][c]> |

At this time, there are three interval item pairs: [A], [CD] and [C]. Assuming a minimum support degree of 50%, the interval items [A] are obtained respectively. At this time, we continue the recursive process using the interval item [A].

Input: A sequence database \(S\), and the minimum support threshold \(\text{min\_sup}\).
Output: The complete set of sequential patterns
Method: Call MII-PrefixSpan(\(\alpha\), 0, \(S\), \(\alpha\))

Subroutine MII-PrefixSpan(\(\alpha\), \(S\), \(\alpha\))
Parameters: a sequential pattern, \(l\) the length of \(\alpha\), \(S\omega\) \(\alpha\)-projected database, \(\alpha \neq \omega\); otherwise, the sequence database \(S\), \(\alpha\) the interval item before \(\alpha\), \(\alpha \neq \omega\);
Method:
1. Scan \(S\omega\), once, find the set of frequent items \(h\) such that (a) \(h\) can be assembled to the last element of \(\alpha\) to form a sequential pattern; or (b) \(h\) can be appended to \(\alpha\) to form a sequential pattern.
2. For each frequent item \(h\), append \(h\) to \(\alpha\) to form a sequential pattern \(\alpha'\), and output \(\alpha'\).
3. For each frequent item \(h\), scan \(S\omega\), for finding all interval items which the count larger than \(\text{min\_sup}\). Build frequent interval items \(f\).
4. For each \(f\) and \(\alpha'\), construct \(\alpha'\)-projected database \(S\omega\), and call MII-PrefixSpan(\(\alpha'\), \(l\) + 1, \(S\omega\), \(f\))
4) Output
During the traversal recursion, a frequent prefix is generated each time, and this prefix is combined with each previously generated prefix to form a new sequential pattern. During generation, the recursively passed interval items are output together, finally forming a sequential pattern containing the interval items.

5) Algorithm description
The flow of the overall MII-PrefixSpan algorithm is shown in Fig. 4.
There are some differences between the PrefixSpan and MII-PrefixSpan algorithms: whenever an item is removed, the interval items between the corresponding items need to be updated. And in the SavePattern function, the interval items should be saved as part of the frequent pattern.

3.5 Pruning and Optimization

When the PrefixSpan algorithm produces sequential patterns, there have been some extensions to filter sequential patterns by limiting the gap length. The specific count of gaps is the maximum count of gaps between the two itemsets [13]. In the GSPM [12] proposed by Yu et al., there are also four restriction solutions for the item interval. On the one hand, this can produce more meaningful sequential patterns. This is because even if the two items are adjacent, if there are too many gaps, then the two itemsets may be irrelevant. On the other hand, by restricting the gap length, it also plays a role in pruning. The MaxGap or Max interval value is set by human experience and is passed into the algorithm for execution at the beginning of the algorithm. However, a simple gap count or interval restriction is often too coarse. In many cases, it is difficult to filter the set of unrelated events. For example, without detailed information about the interval events, the true interval represented by the gap or interval cannot be determined. Then it is impossible to determine whether the two events are related.

In the MII-PrefixSpan algorithm, we need to further expand the restriction scheme for interval items. We designed an independent limit threshold mechanism for each interval item. At the beginning of the algorithm, we add a threshold parameter of type Map<String, int>. The value is similar to {<A, 5><B, 3>}. This means that the maximum count of interval item A between two sequence itemsets is 5, and the maximum count of occurrences of B is 3. When we process the third step of the above algorithm, in addition to comparing the frequency of each item with the minimum support, we also need to add a condition, i.e., whether the interval items count is greater than the corresponding preset MaxIntervalItem value, if it is greater than the preset value, it is returned directly. In this way, the purpose of filtering the sequential pattern with the IntervalItem count threshold is achieved in the process of generating the sequential pattern.

4 EXPERIMENTAL RESULTS

Several experiments were performed on the proposed MII-PrefixSpan algorithm. These experiments were performed to evaluate the algorithm's effectiveness and performance. The algorithm effectiveness test focuses on the ability of the algorithm to find sequential patterns and tests the count of output sequential patterns under different input parameters. The algorithm performance test evaluates the algorithm's execution speed and memory consumption under different input conditions. The experiments were implemented on a PC with an Intel Core i7 processor and 16 GB of RAM.

4.1 Experiment 1: Algorithm Effect Test

The application was evaluated against a sequence of user behaviors from an internally used application for the validity assessment. This data was generated from the tracking logs on the application. It mainly records the main actions of the user while using the application, such as page scrolling, button clicks, and page jumps. The sequential pattern mining algorithm can find out the user's behavior sequences employed to optimize the application's ease of use.

| Table 5 Sequential patterns from App tracking records |
|------------------------------------------------------|
| {ButtonClick}[{20 sec}] {Play Video 220} {10sec} {ButtonClick} {{5sec} {ButtonClickC Click} |
| {Image 2392 Load} {18sec}] {ButtonClickC Click} |
| {PageA Load} {3sec} {PageA scroll} {16sec}] {ButtonClickC Click} |

4.2 Experiment 2: The Impact of Minimum Support

Since our main goal is not to improve the execution efficiency of the algorithm, we do not compare the operational efficiency metrics too much with existing algorithms. Because the MII-PrefixSpan algorithm is mainly an extension of PrefixSpan algorithm, we compare its performance with that of the PrefixSpan algorithm. We mainly test the performance difference between the two algorithms under different support values and interval item restriction.

We selected Kosarak, BMSWebView1, BMSWebView2 and Bible sequence databases for comparison experiments. The data was chosen on the basis of testing the operation of the MII-PrefixSpan algorithm on sequence databases with different sizes of data and different contexts. The test dataset was downloaded from the SPMF website (http://www.philippe-fournier-viger.com/spmf/). The contents of the sequence database are as follows.
Table 6: Datasets for Sequential Pattern Mining [30]

| Dataset      | Sequence count | Item count | Sequence length | Description                                                                 |
|--------------|---------------|------------|-----------------|-----------------------------------------------------------------------------|
| Kosarak      | 990000        | 41270      | 8.1             | This is a very large dataset containing 990,000 sequences of click-stream data from an Hungarian news portal. The dataset was converted in SPMF format using the original data from: http://fimi.ua.ac.be/data/. |
| BMSWebView1  | 59601         | 497        | 2.42            | This dataset was used in KDD CUP 2000. It contains clickstream data from an e-commerce. In this dataset, there are some long sequences. For example, 318 sequences contain more than 20 items. |
| BMSWebView2  | 77512         | 3340       | 4.62            | This dataset was used in KDD CUP 2000. It contains clickstream data from an e-commerce. |
| Bible        | 36369         | 13905      | 21.6            | This dataset is a conversion of the Bible into a sequence database (each word is an item). |

Since none of the published sequence databases contain interval items in order to test the performance of the algorithm, we need to process the existing sequence database to simulate a sequence database containing interval items. The simulation is done by adding interval items randomly between different itemsets. The value of interval item is randomly assigned within the interval [0, 20].

We first test the effect on the execution time of the algorithm and the count of sequential patterns produced for different support thresholds. The experimental results are shown in Fig. 5 and Fig. 6. Because the sequential pattern algorithm with interval items identifies valuable sequential patterns more accurately and adds more filtering restrictions the execution time is significantly reduced. As the minimum support increases, the impact becomes smaller. Fig. 5 shows the variation in the generated sequential pattern counts. Due to the increased processing of interval item values, the number of sequential patterns is reduced compared to the prefixspan algorithm. As the value of the minimum support setting increases, the number of sequential patterns decreases.

![Figure 5 Pattern Count vs. MinSupport](image)

![Figure 6 Runtime vs. MinSupport](image)
4.3 Experiment 3: The Impact of Interval Item Constraints

In this experiment, we tested the effect of item constraints on the performance and effectiveness of the algorithm. We compared different values of maxIntervalItemCount. The results of the experiments are shown in Fig. 7 and Fig. 8. It can be seen that this constraint has a large impact on the count of sequential patterns. Since the processing is not continued without satisfying the sequential interval item count condition, the number of traversals and recursions is greatly reduced and the execution performance is improved.

In addition, Tab. 7 records the memory consumption corresponding to each experiment. This is because the pseudo-projection method is used in the algorithm to process the projection database. The interval item values are also recorded and processed based on the pseudo-projection method, so the memory consumption is only related to the size of the original sequence database, and the memory consumption is independent of the experimental parameters and constraints.

5 CONCLUSION

This paper first defines the sequential pattern mining problem containing interval items to address the demand for sequential pattern mining under realistic conditions. The sequence representation and sequential pattern output form containing interval items are defined, and the MII-Prefixspan algorithm is proposed. A filtering restriction is also added on interval items to more efficiently and accurately mine the hidden information in sequential patterns. Finally, we simulate a sequence database containing interval items. The effectiveness and efficiency of the MII-Prefixspan algorithm are evaluated through experiments with different sequence data. These methods
can be easily extended to other fields and only need to provide data in the desired format to obtain sequential patterns with interval information.

In the future, this study can be extended in the following directions: 1) improving the algorithm's efficiency using other sequential pattern mining algorithms, and 2) combining different interval event weights to generate sequential patterns.
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