BROWNIAN MOTIONS ON METRIC GRAPHS III
CONSTRUCTION: GENERAL METRIC GRAPHS
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ABSTRACT. Consider a metric graph $G$ with set of vertices $V$. Assume that for every vertex in $V$ one is given a Wentzell boundary condition. It is shown how one can construct the paths of a Brownian motion on $G$ such that its generator — viewed as an operator on the space $C_0(G)$ of continuous functions vanishing at infinity — has a domain consisting of twice continuously differentiable functions with second derivative in $C_0(G)$, satisfying these boundary conditions.

1. INTRODUCTION AND MAIN RESULT

This is the third in a series of three articles about the characterization, the construction and the basic properties of Brownian motions on metric graphs. In the first of these articles [14], Brownian motions on metric graphs have been defined, their Feller property has been shown, and their generators have been determined, i.e., the analogue of Feller’s theorem for metric graphs has been proved. In the second article [15], all possible Brownian motions on single vertex graphs were constructed. In the present article all possible Brownian motions (as defined in [14]) on a general metric graph are constructed from the trajectories of Brownian motions on single vertex graphs. In a companion article [13], which serves more as a background for this series and which can also be read as an introduction to the topic, we revisit the classical cases of Brownian motions on bounded intervals and on the semi-line $\mathbb{R}_+$, see [5–9, 12].

For a general introduction to the subject of this article we refer the interested reader to [14], henceforth quoted as “article I”, while [15] is cited as “article II”. We shall refer to equations, definitions, theorems etc. from article I or II by placing an “I” or “II”, respectively, in front. For example, “formula (I.2.4)” refers to formula (2.4) in article I, while “definition I.3.1” points to definition 3.1 in article I. Unless otherwise mentioned, we continue to use the notation and the conventions set up in these articles.

Metric graphs arise as the underlying structure of models in many domains of science, such as physics, chemistry, computer science and engineering to mention just a few. We refer the interested reader to [16] for a review of such models and for further references. Mathematically, metric graphs are piecewise linear spaces with
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singularities at the vertices of the graph. In the present series of articles we exclud-
evously consider finite metric graphs. Heuristically speaking a finite metric graph may
be viewed as a finite collection of compact or semi-infinite intervals — the edges —
with some of their endpoints — the vertices — identified. The standard metric on the
real line induces thereon a metric in a natural way. A formal definition can be found,
e.g., in article I, and the most important notions are also given in section 2 below.

We quickly recall in a slightly informal way some definitions and the main result
of article I.

Let $G$ be a finite metric graph with a set of vertices $V$ and a set of edges denoted by
$L$. A Brownian motion on $G$ is by definition any normal strong Markov process $X$ on
$G \cup \{\Delta\}$, $\Delta$ being a cemetery state, such that: (i) its paths are right continuous with
left limits in $G$, and which are continuous up to the lifetime $\zeta$ of $X$; (ii) when $X$
starts on an edge $l \in L$, $l$ isomorphic to $[a, b]$ or to $[0, +\infty)$, and $X$ is stopped when hitting a
vertex of $G$ (to which $l$ necessarily is incident), then the stopped process is equivalent
to a standard Brownian motion on $[a, b]$ or $[0, +\infty)$, respectively, with absorption
in the endpoint(s) of the interval. For a formal definition the reader is referred to
definition I.3.1. We want to emphasize that our definition (which is a generalization
of the one given by Knight [12]) excludes any jumps of $X$ other than those from a
vertex to the cemetery point.

The Banach space of real valued, continuous functions on $G$ vanishing at infinity,
equipped with the sup-norm, is denoted by $C_0(G)$. Consider the generator $A$ of $X$ on
$C_0(G)$ with domain $D(A)$. Define the space $C_2^0(G)$ to consist of those functions $f$
in $C_0(G)$ which are twice continuously differentiable in the open interior $G^o = G \setminus V$
of $G$, and which are such that their second derivative $f''$ extends from $G^o$ to a function
in $C_0(G)$. (We identify every metric graph with its geometric graph, see, e.g., [10],
and thereby we may consider the set of vertices and every edge as a subset of the set
$G$.) Let $V_L$ denote the subset of $V \times L$ given by

$$V_L = \{(v, l), \ v \in V \ \text{and} \ l \in \mathcal{L}(v)\}.$$ 

$L(v)$ stands for the set of edges of $G$ which are incident with $v$. We shall also write $v_l$
for $(v, l) \in V_L$. Moreover, if $f$ is a real valued function on $G$, $l \in L$ and $v \in V$ such
that $l$ is incident with $v$, then the directional derivative $f'(v_l)$ of $f$ at $v$ in direction $l$
is defined as the inward normal derivative of $f$ on $l$ at $v$ whenever it exists. Consider
data of the following form

$$a = (a_v, \ v \in V) \in [0, 1)^V$$

$$b = (b_v, \ v_l \in V_L) \in [0, 1]^{V_L}$$

$$c = (c_v, \ v \in V) \in [0, 1]^V$$

subject to the condition

$$a_v + \sum_{l \in \mathcal{L}(v)} b_{vl} + c_v = 1, \ \text{for every} \ v \in V.$$
Define a subspace $\mathcal{H}_{a,b,c}$ of $C^2_0(\mathcal{G})$ as the space of those functions $f$ in $C^2_0(\mathcal{G})$ which at every vertex $v \in V$ satisfy the Wentzell boundary condition
\begin{equation}
 a_v f(v) - \sum_{l \in \mathcal{L}(v)} b_{vl} f'(vl) + \frac{1}{2} c_v f''(v) = 0.
\end{equation}

The main result of article I (theorem I.5.3) is the
\begin{thm}
(Feller’s theorem for metric graphs) Let $X$ be a Brownian motion on $\mathcal{G}$, and let $A$ be its generator on $C_0(\mathcal{G})$ with domain $\mathcal{D}(A)$. Then there are $a$, $b$, $c$ as in (1.1), (1.2), so that $\mathcal{D}(A) = \mathcal{H}_{a,b,c}$.
\end{thm}

The main result of the present article is the converse statement, namely
\begin{thm}
For any choice of the data as in (1.1), (1.2), there is a Brownian motion $X$ in the sense of [14] on the metric graph $\mathcal{G}$ so that its generator $A$ has $\mathcal{H}_{a,b,c}$ as its domain.
\end{thm}

The proof we give in this article consists in the pathwise construction of a Brownian motion for any given set of data $a$, $b$, $c$. It will be carried out in section 3. The basic strategy is laid out in section 2: There we show how one can construct from two metric graphs a new metric graph by joining a certain number of external edges of the given graphs. Furthermore, if one is given two Brownian motions (in the sense of article I) on the given graphs, then on the new graph a Brownian motion is constructed from the previous ones by pasting their trajectories together appropriately.

The article is concluded in section 4 by a discussion of the inclusion of tadpoles. Furthermore, there is an appendix with a technical result on the crossover times which is used in section 2.

\section{JOINING TWO METRIC GRAPHS}

Throughout this section we suppose that $\mathcal{G}_k = (V_k, \mathcal{I}_k, \mathcal{E}_k, \partial_k)$, $k = 1, 2$, are two finite metric graphs. That is, for $k = 1, 2$, $V_k$ is a nonempty finite set of vertices, $\mathcal{I}_k$ a finite set of internal edges, each of which is isomorphic to a compact interval, $\mathcal{E}_k \neq \emptyset$ is a finite set of external edges, each of which is isomorphic to the half line $\mathbb{R}_+$. $\partial_k$, $k = 1, 2$, is a mapping from $\mathcal{I}_k \cup \mathcal{E}_k$ into $V_k \cup (V_k \times V_k)$ which determines the combinatorial structure of the graph $\mathcal{G}_k$. It maps an internal edge $i \in \mathcal{I}_k$ to an ordered pair $(\partial_k^-(i), \partial_k^+(i)) \in V_k \times V_k$ of vertices, called the initial and final vertex of $i$, while $e \in \mathcal{E}_k$ is mapped to $\partial_k(e) \in V_k$, called the initial vertex of $e$. (For a more detailed description of metric graphs, the reader is referred to article I and the references quoted there.) In the following subsection we shall construct a new metric graph $\mathcal{G} = (V, \mathcal{I}, \mathcal{E}, \partial)$ from $\mathcal{G}_1$ and $\mathcal{G}_2$ by connecting some of their external edges.

Except for our discussion in section 4, we shall assume throughout that the metric graphs under consideration do not have tadpoles, i.e., internal edges $i$ for which initial and final vertices coincide.

As in [14], we shall identify each metric graph with its geometric graph (see, e.g., [10]). That is, we also consider a metric graph as the union of a collection of
compact intervals and half-lines, endowed with an equivalence relation identifying some the endpoints of these intervals, which determines the combinatorial structure of the graph. In this sense, we view the set of vertices and the edges as subsets of the graph, and their points as points of the graph.

It will be convenient to consider the metric graphs $G_1$, $G_2$ as subgraphs of the metric graph $G_0 = G_1 \cup G_2$ which is their (disjoint) union: $G_0 = (V_0, I_0, E_0, \partial_0)$, with $V_0 = V_1 \cup V_2$, $I_0 = I_1 \cup I_2$, $E_0 = E_1 \cup E_2$, and where the map $\partial_0$ comprises the maps $\partial_1$, $\partial_2$ in the obvious way.

2.1. Construction of the graph $G$. Suppose that $N$ is a natural number such that $N \leq \min(|E_1|, |E_2|)$. For $k = 1, 2$, select subsets $E'_k \subseteq E_k$ of edges with $|E'_1| = |E'_2| = N$ to be joined. Let these sets be labeled as follows

$$E'_1 = \{e_1, \ldots, e_N\}, \quad E'_2 = \{l_1, \ldots, l_N\}.$$

![Figure 1](image.png)

**Figure 1.** Two metric graphs $G_1$, $G_2$, to be joined by connecting the pairs of external lines $(e_1, l_1)$, $(e_2, l_2)$ and $(e_3, l_3)$.

In addition we assume that we are given strictly positive numbers $b_1, \ldots, b_N$, which will serve as the lengths of the new internal edges, as well as $\sigma_k \in \{-1, 1\}$, $k = 1, \ldots, N$, which will determine the orientations of the new internal edges. For every $k \in \{1, \ldots, N\}$ we associate with the interval $[0, b_k]$ an abstract edge $i_k$ (not in $I_0$) which is isomorphic to $[0, b_k]$. Set $I_c = \{i_1, \ldots, i_N\}$, and

$$V = V_0,$$

$$I = I_0 \cup I_c,$$

$$E = E_0 \setminus (E'_1 \cup E'_2).$$

The combinatorial structure of $G$ is determined by $\partial$, which we construct in two steps: Let $\partial'$ be the restriction of $\partial_0$ to $I_0 \cup E_0 \setminus (E'_1 \cup E'_2)$. Then $\partial$ is the extension of $\partial'$ to
which is defined by
\[ \partial(i_k) = \begin{cases} \{ (\partial_1(e_k), \partial_2(l_k)) \}, & \text{if } \sigma_k = 1, \\ \{ (\partial_2(l_k), \partial_1(e_k)) \}, & \text{if } \sigma_k = -1, \end{cases} \quad k = 1, \ldots, N. \]

Figure 2 shows an example of a metric graph which is constructed from the two metric graphs in figure 1 by joining the \( N = 3 \) pairs of external edges \((e_1, l_1), (e_2, l_2)\) and \((e_3, l_3)\). The new internal edges \( i_1, i_2 \) and \( i_3 \) have the lengths 1, \( \sqrt{2} \) and 1 respectively (in some scale).

Conversely, let a metric graph \( G \) be given. Associate with every vertex \( v \in V \) of \( G \) a single vertex graph \( G(v) \) with vertex \( v \) and \( n(v) \) external edges, where \( n(v) \) is the number of edges incident with \( v \) in \( G \). Then it is clear that we can reconstruct \( G \) from the single vertex graphs \( G(v) \), \( v \in V \), by finitely many applications of the joining procedure described above.

For the purposes below it will be convenient to introduce some additional notation. We let \( V_c \subset V \) denote the subset of vertices of \( G \) which are connected to each other by the new internal edges in \( I_c \). That is, \( v \in V_c \) is such that there exists at least one \( i \in I_c \) with \( v \in \partial(i) \). For notational simplicity, here and below we also use \( \partial(l) \) to denote the set consisting of \( \partial^-(l) \) and \( \partial^+(l) \) if \( l \in I \), and of \( \partial(l) \) if \( l \in E \). In the example of the figures 1 and 2, \( V_c = \{v_2, v_3, w_1, w_2\} \).

Recall that for a metric graph \( H = (V_{H}, I_{H}, E_{H}, \partial_{H}) \), \( H^o = H \setminus V_H \) denotes its open interior. Similarly, if \( l \) is an edge in \( I_{H} \cup E_{H} \), then its open interior \( l^o \) is defined to be the set \( l \setminus \partial_{H}(l) \). Any point \( \xi \in H^o \) is in one-to-one correspondence with its local coordinates \((l, x)\), where \( l \) is the edge to which \( \xi \) belongs, and \( x \in (0, +\infty) \) if \( l \in E_H \), while \( x \in (a, b) \) if \( l \in I_H \) is isomorphic to \([a, b]\).

Consider a vertex \( v \in V_c \) which belongs to \( G_1 \), and let \( i_k \in I_c \), \( k \in \{1, \ldots, N\} \), be an internal edge connecting \( v \) to \( G_2 \), i.e., \( v \in \partial(i_k) \). Then the point \( \eta \in G_2^0 \) with local coordinates \((l_k, b_k)\) is called a shadow vertex of the vertex \( v \). \( \text{shad}(v) \subset G_2^0 \) is the set of all shadow vertices of \( v \). If \( v \in V_c \cap G_2 \), its set of shadow vertices (which
are points in $G_1^e$ is defined analogously. $V_s = \text{shad}(V_c) = \cup_{v \in V_c} \text{shad}(v)$ is the set of all shadow vertices. If $\xi \in V_s$, then there exists a unique $v \in V_c$ so that $\xi \in \text{shad}(v)$. Thus, setting $\kappa(\xi) = v$ we have defined a mapping $\kappa$ from $V_s$ onto $V_c$. Of course, in general $\kappa$ is not injective. In figure 3 the shadow vertices of the example above are depicted as small circles on the external edges, i.e., $V_s = \{\xi_1, \xi_2, \xi_3, \eta_1, \eta_2, \eta_3\}$. For example, $\text{shad}(v_2) = \{\eta_1, \eta_2\}$, $\text{shad}(w_1) = \{\xi_1\}$, and $\kappa(\xi_2) = w_2, \kappa(\eta_2) = v_2$.
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**Figure 3.** The graphs $G_1, G_2$ with the shadow vertices (small circles).

### 2.2. Construction of a Preliminary Version of the Brownian Motion.

From now we suppose that we are given a family of probability spaces

$$(\Xi_0, \mathcal{C}_0^\xi, Q_0^\xi), \quad \xi \in G_0,$$

and that thereon a Brownian motion with state space $G_0$ in the sense of definition I.3.1 is defined. This Brownian motion is denoted by $Z^0 = (Z^0(t), t \in \mathbb{R}_+)$. Actually, since $G_0 = G_1 \cup G_2$ and $G_1, G_2$ are disconnected, this is the same as saying that we are given a Brownian motion on $G_1$ and one on $G_2$. However, notationally it will be more convenient to view this as one stochastic process. We assume, as we may, that $Z^0$ has exclusively càdlàg paths which are continuous up to the lifetime $\zeta^0$ of $Z^0$. As in the previous articles, $\Delta$ denotes a universal cemetery point. $\mathcal{F}_0 = (\mathcal{F}_t^0, t \in \mathbb{R}_+)$ denotes the natural filtration of $Z^0$. The hitting time of $V_s$ by $Z^0$ is denoted by $\tau^0$, i.e.,

$$\tau^0 = \inf \{t > 0, Z^0(t) \in V_s\}.$$

Furthermore, we assume that $\vartheta = (\vartheta_t, t \in \mathbb{R}_+)$ is a family of shift operators for $Z^0$ acting on $\Xi^0$.

For any topological space $(T, \mathcal{T})$ denote by $C_\Delta(\mathbb{R}_+, T)$ the space of mappings $f$ from $\mathbb{R}_+$ into $T \cup \{\Delta\}$ which are right continuous, have left limits in $T$, are continuous up to their lifetime

$$\zeta_f = \inf \{t > 0, f(t) = \Delta\},$$
and which are such that \( f(t) = \Delta \) implies \( f(s) = \Delta \) for all \( s \geq t \). In particular and in the present context, \( f \in C_\Delta (\mathbb{R}_+, \mathcal{G}_0) \) is either continuous from \( \mathbb{R}_+ \) into \( \mathcal{G}_0 \) or it has a jump from \( \mathcal{G}_1 \) or \( \mathcal{G}_2 \) to \( \Delta \), but there can be no jump from \( \mathcal{G}_1 \) to \( \mathcal{G}_2 \) or vice versa.

We shall make use of some special versions of the process \( Z^0 \), which we introduce now. For every \( v \in V_c \), \( Z^1_v = (Z^1_v(t), t \in \mathbb{R}_+) \) denotes a Brownian motion on \( \mathcal{G}_0 \) defined on another probability space \((\Xi^1_v, C^1_v, \mu^1_v)\). We suppose that \( Z^1_v \) exclusively has paths which start in \( v \) and which belong to \( C_\Delta (\mathbb{R}_+, \mathcal{G}_0) \). (For example, one can use a standard path space construction to obtain such a version from \((\Xi^0_v, C^0_v, Q^0_v, Z^0)\).)

The hitting time of \( V_s \) by \( Z^1_v \) is denoted by \( \tau^1_v \), its lifetime by \( \zeta^1_v \).

The idea to define the preliminary version \( Y = (Y(t), t \in \mathbb{R}_+) \) of the Brownian motion on \( \mathcal{G} \) is to construct its paths as follows. Let \( \xi \in \mathcal{G} \) be a given starting point. \( \mathcal{G} \) (viewed as a set) has the following decomposition (cf. figure 4):

\[
\mathcal{G} = \hat{\mathcal{G}}_1 \uplus \hat{\mathcal{G}}_2,
\]

with

\[
\hat{\mathcal{G}}_1 = \mathcal{G}_1 \setminus (e^0_1 \cup \cdots \cup e^0_N),
\]

\[
\hat{\mathcal{G}}_2 = (\mathcal{G}_2 \setminus (i^0_1 \cup \cdots \cup i^0_N)) \cup (i^0_1 \cup \cdots i^0_N).
\]

Thus we may consider \( \xi \) instead as a point in \( \hat{\mathcal{G}}_1 \uplus \hat{\mathcal{G}}_2 \subset \mathcal{G}_0 \).

**Figure 4.** The starting points of \( Y \).

We pause here for the following remark: Of course, the convention we make that all new open inner edges \( i^0_1, \ldots, i^0_N \) are attached to \( \hat{\mathcal{G}}_2 \) is somewhat arbitrary. Just as well any subset of them could have been attached to \( \hat{\mathcal{G}}_1 \) instead. Even though different conventions lead to processes with different paths, the main result of this section, theorem 2.13, remains unchanged. It follows that all resulting processes are equivalent to each other.

Let \( Y \) start as \( Z^0 \) in \( \xi \in \hat{\mathcal{G}}_1 \uplus \hat{\mathcal{G}}_2 \), and consider one trajectory. (In order to avoid any confusion, let us point out that even though \( \xi \in \hat{\mathcal{G}}_k, \ k = 1, 2 \), the process \( Z^0 \) moves
If this trajectory reaches the cemetery point \( \Delta \) before hitting the set \( V_s \) of shadow vertices, it is the complete trajectory of \( Y \) and it stays forever at the cemetery. If the trajectory hits a shadow vertex \( \eta \in V_s \) before its lifetime expires, this piece of the trajectory of \( Y \) ends at the hitting time \( \tau^0 \). Set \( v = \kappa(\eta) \), and let the trajectory of \( Y \) continue with an (independent) trajectory of \( Z^1_v \) until its lifetime expires or it hits a shadow vertex, and so on. Figure 5 explains the idea.

**Figure 5.** The construction of the process \( Y \).

This construction is formalized in the following way. Define

\[
\Xi^1 = \bigotimes_{v \in V_c} \Xi^1_v,
\]
\[
C^1 = \bigotimes_{v \in V_c} C^1_v
\]
\[
Q^1 = \bigotimes_{v \in V_c} \mu^1_v,
\]

and view each of the stochastic processes \( Z^1_v, v \in V_c \), as well as the random variables \( \tau^1_v, \zeta^1_v \), as defined on this product space. Let

\[
(\Xi^n, C^n, Q^n, Z^n, \tau^n, \zeta^n), \quad n \in \mathbb{N}, \ n \geq 2,
\]

be a sequence of independent copies of

\[
(\Xi^1, C^1, Q^1, Z^1, \tau^1, \zeta^1),
\]
where \( Z^1 = (Z^1_v, v \in V_c) \) and similarly for \( \tau^1, \zeta^1 \). Next set
\[
\Xi = \bigotimes_{n=0}^{\infty} \Xi^n \\
\mathcal{C} = \bigotimes_{n=0}^{\infty} \mathcal{C}^n \\
Q_{\xi} = Q^0_0 \otimes \left( \bigotimes_{n=1}^{\infty} Q^n_0 \right), \quad \xi \in \mathcal{G}.
\]

The procedure sketched above of pasting together pieces of the trajectories of the various processes \( Z^0_v \) is controlled by a Markov chain \((K_n, n \in \mathbb{N})\) which moves at random times \((S_n, n \in \mathbb{N})\) in the state space \( V_c \cup \{\Delta\} \). We set out to construct this chain \((S_n, K_n), n \in \mathbb{N}\). Define \( S_1 = \tau^0 \). On \( \{S_1 = +\infty\} \), i.e., in the case when \( \zeta^0 < \tau^0 \), set \( K_1 = \Delta \). Otherwise define
\( K_1 = \kappa(Z^0(\tau^0)) \).

Observe that since all processes considered have right continuous paths, they are all measurable stochastic processes, and therefore the evaluation of their time argument at a random time yields a well-defined random variable. Set \( S_2 = +\infty \) on \( \{S_1 = +\infty\} \), while
\( S_2 = S_1 + \tau^1_{K_1} \)
on \( \{S_1 < +\infty\} \). On \( \{S_2 = +\infty\} \) put \( K_2 = \Delta \), and on its complement
\( K_2 = \kappa(Z^1_{K_1}(\tau^1_{K_1})) \).

These construction steps are iterated in the obvious way: The sequence
\((S_n, K_n), n \in \mathbb{N}\)
is inductively defined by \( S_n = +\infty \) and \( K_n = \Delta \) on \( \{S_{n-1} = +\infty\} \), while
\( S_n = S_{n-1} + \tau^{n-1}_{K_{n-1}} \),
\( K_n = \kappa(Z^{n-1}_{K_{n-1}}(\tau^{n-1}_{K_{n-1}})) \)
on \( \{S_{n-1} < +\infty\} \).

Note that by construction \( K_n = \Delta, n \in \mathbb{N} \), if and only if \( S_n = +\infty \), and in that case \( K_{n'} = \Delta, S_{n'} = +\infty \) for all \( n' \geq n \). Thus \((+\infty, \Delta)\) is a cemetery state for the chain \((S_n, K_n), n \in \mathbb{N}\).

For example with a Borel–Cantelli argument it is not hard to see (cf. also [13]) that there exists a set \( \Xi' \in \mathcal{C} \) so that for all \( \xi \in \mathcal{G}, Q_{\xi}(\Xi') = 0 \), and for all \( \omega \in \Xi \setminus \Xi' \) the sequence \((S_n(\omega), n \in \mathbb{N})\) increases to \(+\infty\) in such a way that for all \( n \in \mathbb{N} \),
\( S_n(\omega) < S_{n+1}(\omega) \) holds when \( S_n(\omega) < +\infty \).

Now we are ready to construct \( Y = (Y(t), t \in \mathbb{R}_+) \). Let \( \xi \in \mathcal{G} = \hat{G}_1 \sqcup \hat{G}_2 \) be a given starting point, and suppose that \( t \in \mathbb{R}_+ \) is given. On \( \Xi' \) set \( Y(t) = \Delta \). On \( \Xi \setminus \Xi' \) there is a unique \( n \in \mathbb{N}_0 \) so that \( t \in [S_n, S_{n+1}) \), with the convention \( S_0 = 0 \). If \( t \in [0, S_1) \),
define \( Y(t) = Z^0(t) \). If \( t \in [S_n, S_{n+1}) \) for \( n \in \mathbb{N} \), then necessarily \( S_n \) is finite, so that \( K_n \in V_c \), and we define

\[
Y(t) = Z^n_{K_n}(t - S_n).
\]

In addition, we make the convention \( Y(\infty) = \Delta \). The natural filtration generated by \( Y \) will be denoted by \( \mathcal{F}^Y = (\mathcal{F}_t^Y, t \in \mathbb{R}_+) \).

It follows from the construction of \( Y \) that \( \Delta \) is a cemetery state for \( Y \). Indeed, suppose that \( \omega \in \Xi \setminus \Xi' \), and that the trajectory \( Y(\cdot, \omega) \) reaches the point \( \Delta \) at a finite time \( \zeta^Y(\omega) \). This implies that there is an \( n \in \mathbb{N}_0 \) such that \( \zeta^Y(\omega) \in [S_n(\omega), S_{n+1}(\omega)) \). Then \( S_n(\omega) \) is finite, and therefore \( K_n(\omega) \in V_c \) so that \( Y(\cdot, \omega) \) is equal to \( Z^n_{K_n}(\cdot - S_n(\omega), \omega) \) on the interval \([S_n(\omega), S_{n+1}(\omega))\), and this trajectory reaches \( \Delta \) before hitting a shadow vertex. Hence \( \tau^n_{K_n} = +\infty \) which entails that \( S_{n+1}(\omega) = +\infty \). Consequently after \( S_n(\omega) \) there are no finite crossover times for this trajectory, and therefore \( Y(\cdot, \omega) \) stays at \( \Delta \) forever. Furthermore note that the left limit \( Y(\zeta^Y(\omega) - \cdot, \omega) \) at \( \zeta^Y(\omega) \) belongs to \( V_0 \).

In terms of the stochastic process \( Y \) the random times \( S_n, n \in \mathbb{N} \), have the following description. Suppose that \( Y \) starts in \( \xi \in \mathcal{G} \). Then \( S_1 \) is the hitting time of \( V_c \). If \( \xi \in V_c \), then actually it is the hitting time of \( V_c \setminus \{\xi\} \), because it hits a vertex in \( V_c \) which corresponds to the first hitting of a shadow vertex, i.e., a point in \( G_0 \) different from \( \xi \) by \( Z^0 \). In particular, \( S_1 > 0 \). Similarly, \( S_n \) is the hitting time of \( V_c \setminus \{K_{n-1}\} \) by \( Y \) after time \( S_{n-1} \). In appendix A it is shown that for every \( n \in \mathbb{N} \), \( S_n \) is a stopping time with respect to \( \mathcal{F}^Y \).

It follows from its construction that \( Y \) is a normal process, that is, for every \( \xi \in \mathcal{G} \), \( Q_\xi(Y(t = 0) = \xi) = 1 \). Furthermore, all paths of \( Y \) belong to \( C_\Delta(\mathbb{R}_+, \mathcal{G}) \). Let \( S_V \) be the hitting time of the set of vertices \( V \) of \( \mathcal{G} \) by \( Y \). Then \( S_V \leq S_1 \), because \( V_c \subset V \) and therefore we find that \( Y(\cdot \wedge S_V) \) is pathwise equal to \( Z^0(\cdot \wedge S_V^0) \), where \( S_V^0 \) denotes the hitting time of \( V \) by \( Z^0 \). Suppose that the starting point \( \xi \) belongs to \( i^l, l \in I \cup E \), and \( l \) is isomorphic to the interval \( I \). Then by definition of \( Z^0 \) (cf. definition I.3.1), the stopped process \( Z^0(\cdot \wedge S_V^0) \) is equivalent to a standard Brownian motion on the interval \( I \) with absorption at the endpoint(s) of \( I \). Hence the same is true for \( Y \): \( Y(\cdot \wedge S_V) \) is equivalent to a standard Brownian motion on \( I \) with absorption at the endpoint(s) of \( I \).

2.3. Markov property of \( Y \). For any measurable space \((M, \mathcal{M})\), \( B(M) \) denotes the space of bounded, measurable functions on \( M \). Every \( f \in B(\mathcal{G}^n), n \in \mathbb{N} \), is extended to \((\mathcal{G} \cup \{\Delta\})^n\) by \( f(\xi_1, \ldots, \xi_n) = 0 \), \((\xi_1, \ldots, \xi_n) \in (\mathcal{G} \cup \{\Delta\})^n \), whenever there is an index \( k \in \{1, \ldots, n\} \) so that \( \xi_k = \Delta \). In this subsection we shall prove the following

**Proposition 2.1.** \( Y \) has the simple Markov property: For all \( f \in B(\mathcal{G}) \), \( s, t \in \mathbb{R}_+, \xi \in \mathcal{G} \),

\[
E_\xi(f(Y(s + t)) \mid \mathcal{F}_s^Y) = E_{Y(s)}(f(Y(t)))
\]

holds true \( Q_\xi \)-a.s. on \( \{Y(s) \neq \Delta\} \).
The proof of proposition 2.1 is somewhat technical and lengthy. Therefore it will be broken up into a sequence of lemmas.

For every \( n \in \mathbb{N} \) the probability space \((\Xi, \mathcal{C}, Q_\xi), \xi \in \mathcal{G}\), underlying the construction of the process \( Y \) may be written as the product of the probability spaces \((\Xi_{\leq n-1}, \mathcal{C}_{\leq n-1}, Q_{\xi_{\leq n-1}})\) and \((\Xi_{\geq n}, \mathcal{C}_{\geq n}, Q_{\xi_{\geq n}})\) with

\[
\Xi_{\leq n-1} = \bigtimes_{j=0}^{n-1} \Xi^j, \quad \Xi_{\geq n} = \bigtimes_{j=n}^{\infty} \Xi^j,
\]

\[
\mathcal{C}_{\leq n-1} = \bigotimes_{j=0}^{n-1} \mathcal{C}^j, \quad \mathcal{C}_{\geq n} = \bigotimes_{j=n}^{\infty} \mathcal{C}^j,
\]

\[
Q_{\xi_{\leq n-1}} = Q_0^0 \bigotimes \left( \bigotimes_{j=1}^{n-1} Q^j \right), \quad Q_{\xi_{\geq n}} = \bigotimes_{j=n}^{\infty} Q^j.
\]

Introduce a family \( \mathcal{B} = (\mathcal{B}_n, n \in \mathbb{N}_0) \) of sub-\( \sigma \)-algebras of \( \mathcal{C} \) by setting

\[
\mathcal{B}_n = \mathcal{C}_{\leq n-1} \times \Xi_{\geq n}.
\]

Obviously, the family \( \mathcal{B} \) forms a filtration. Furthermore, from the construction of \( K_n \) and \( S_n \) it is easy to see that the chain \( ((S_n, K_n), n \in \mathbb{N}) \) is adapted to \( \mathcal{B} \).

First we study the chain \( ((S_n, K_n), n \in \mathbb{N}) \) in more detail. Recall our convention that \( S_0 = 0 \). We set \( \mathcal{B}_0 = \{\emptyset, \Xi\} \), and under the law \( Q_0, v \in V_c \), we put \( K_0 = v \), \( g \in B(\mathbb{R}_+ \times V_c) \) is extended to \( \mathbb{R}_+ \times (V_c \cup \{\Delta\}) \) by \( g(+\infty, \cdot) = g(\cdot, \Delta) = g(+\infty, \Delta) = 0 \). For \( g \in B(\mathbb{R}_+ \times V_c), n \in \mathbb{N}_0 \), define

\[
(U_ng)(s, v) = E_v(g(s + S_n, K_n)), \quad s \in \mathbb{R}_+, v \in V_c.
\]

Note that \( U_0 = \text{id} \), and that for every \( g \in B(\mathbb{R}_+ \times V_c) \) and all \( n \in \mathbb{N} \), \( U_ng \in B(\mathbb{R}_+ \times V_c) \). In particular, the convention mentioned above applies to \( U_ng \), too.

**Lemma 2.2.**

(a) For all \( m, n \in \mathbb{N}, m \leq n, \xi \in \mathcal{G}, s \geq 0, \) and every \( g \in B(\mathbb{R}_+ \times V_c) \) the following formula holds true \( Q_\xi \)-a.s.

\[
E_\xi(g(s + S_n, K_n) | \mathcal{B}_m) = (U_{n-m}g)(s + S_m, K_m).
\]

(b) \( (U_n, n \in \mathbb{N}_0) \) forms a semigroup of linear maps on \( B(\mathbb{R}_+ \times V_c) \). In particular, for all \( (s, v) \in \mathbb{R}_+ \times V_c \) under \( Q_v \) the chain \( ((s + S_n, K_n), n \in \mathbb{N}_0) \) is a homogeneous Markov chain with transition kernel

\[
P((s, v), A) = Q_v((s + S_1, K_1) \in A), \quad A \in \mathcal{B}(\mathbb{R}_+ \times V_c).
\]

**Proof.** For \( m = n \) formula (2.3) is trivial. Consider the case when \( n \geq 2, m = n-1 \). Let \( \Lambda \in \mathcal{B}_{n-1}, v \in V_c \), and put \( \Lambda_v = \Lambda \cap \{K_{n-1} = v\} \in \mathcal{B}_{n-1} \). From the
construction of $S_n$ and $K_n$

$$E_\xi(g(s + S_n, K_n); \Lambda_v)$$

$$= \int_{\Xi^{\leq n-2}} 1_{\Lambda_v} \left( \int_{\Xi^{n-1}} g(s + S_{n-1} + \tau_v^{-1}, \kappa(Z_v^{n-1}(\tau_v^{-1}))) \, dQ^{\geq n-1}_v \right) dQ^{\leq n-2}_v$$

$$= \int_{\Xi^{\leq n-2}} 1_{\Lambda_v} \left( \int_{\Xi^{0}} g(s + u + \tau_0, \kappa(Z_0(\tau_0))) \, dQ^0_v \right) \bigg|_{u=S_{n-1}} \, dQ^{\leq n-2}_v$$

$$= E_\xi \left( E_v(g(s + u + S_1, K_1)) \big|_{u=S_{n-1}} ; \Lambda_v \right)$$

$$= E_\xi \left( E_{K_{n-1}}(g(s + u + S_1, K_1)) \big|_{u=S_{n-1}} ; \Lambda_v \right)$$

$$= E_\xi \left( (U_1 g)(s + S_{n-1}, K_{n-1}); \Lambda_v \right),$$

where in the last step we used definition (2.2). If in the preceding calculation we replace the event \( \{ K_{n-1} = v \} \) by \( \{ K_{n-1} = \Delta \} \), we get zero on both sides because \( K_{n-1} = \Delta \) implies \( K_n = \Delta \) (see subsection 2.2). Thus summation over \( v \in V_c \) gives

$$E_\xi(g(s + S_n, K_n); \Lambda) = E_\xi((U_1 g)(s + S_{n-1}, K_{n-1}); \Lambda),$$

and equation (2.3) is proved for the case where \( n \geq 2 \) and \( m = n - 1 \). As a consequence we get

$$(U_n g)(s, v) = E_v(E_v(g(s + S_n, K_n) \mid B_{n-1}))$$

$$= E_v((U_1 g)(s + S_{n-1}, K_{n-1}))$$

$$= (U_{n-1} \circ U_1)(g)(s, v).$$

Now the general semigroup relation \( U_{n+m} = U_n \circ U_m, m, n \in \mathbb{N}_0 \), follows by an application of Fubini's theorem.

Finally we show formula (2.3) in the general case:

$$E_\xi(g(s + S_n, K_n) \mid B_m)$$

$$= E_\xi \left( E_\xi(g(s + S_n, K_n) \mid B_{n-1}) \mid B_m \right)$$

$$= E_\xi \left( (U_1 g)(s + S_{n-1}, K_{n-1}) \mid B_m \right)$$

$$= \ldots$$

$$= E_\xi \left( (U_1 \circ \cdots \circ U_1 g)(s + S_m, K_m) \mid B_m \right)$$

where the multiple composition in the last expression involves \( n - m \) operators \( U_1 \).

The semigroup property of \( (U_n, n \in \mathbb{N}_0) \) implies formula (2.3). \( \square \)

It will be useful to introduce some additional notation. For \( r \in \mathbb{N} \), let \( \hat{\mathbb{R}}_+^r \) denote the set of all increasingly ordered \( r \)-tuples with entries in \( \mathbb{R}_+ \). If \( u \in \hat{\mathbb{R}}_+^r \) and \( s \in \mathbb{R} \) we set \( u + s = (u_1 + s, \ldots, u_r + s) \in \mathbb{R}^r \). \( u < s \) means that \( u_i < s \) for all \( i = 1, \ldots, r \) or equivalently \( u_r < s \). The relations \( u > s \), \( u \leq s \), and \( u \geq s \) are defined
analogously. In particular, when $s \leq u$, then $u - s \in \mathbb{R}^+_+$. For $r, q \in \mathbb{N}$, and $u \in \mathbb{R}^+_+$, $w \in \mathbb{R}^+_q$ with $u \leq w_1$, define

$$(u, w) = (u_1, \ldots, u_r, w_1, \ldots, w_q) \in \mathbb{R}^+_q.$$

Furthermore, $Y(u)$ stands for $(Y(u_1), \ldots, Y(u_r))$, and similarly for $Z^n(u), n \in \mathbb{N}_0, v \in V_c$.

In the sequel we shall consider random variables $W_m(h, g, u)$ of the following form

$$(2.4) \quad W_m(h, g, u) = h(Y(u)) \chi_m(u) g(S_{m+1} + K_{m+1}),$$

where $m \in \mathbb{N}$, $h$ belongs to $B(\mathcal{G}^r)$, $r \in \mathbb{N}$, $g$ to $B(\mathbb{R}_+ \times V_c)$, and $u \in \mathbb{R}^+_+$. Here we have set

$$\chi_m(u) = 1_{\{s_m \leq u < s_{m+1}\}}.$$

For $s \geq 0$ with $s \leq u$ define

$$(2.5) \quad W_{m,s}(h, g, u) = h(Y(u - s)) \chi_m(u - s) g(s + S_{m+1} + K_{m+1}),$$

so that $W_{m,s=0}(h, g, u) = W_m(h, g, u)$. Moreover set

$$(2.6) \quad R_m(h, g, u)(s, v) = E_0(W_{m,s}(h, g, u)), \quad s \in \mathbb{R}_+, s \leq u, v \in V_c.$$

For the following it will be convenient to let $W_{m,s}(h, g, u)$ and $R_m(h, g, u)(s, v)$, $v \in V_c$, be defined for all $s \in \mathbb{R}_+$. To this end we make the convention that $Y(t) = \Delta$ for all $t < 0$. Then by $W_{m,s}(h, 1, u) = W_m(h, 1, u - s)$ the following formula

$$(2.7) \quad R_m(h, 1, u)(s + t, v) = R_m(h, 1, u - s)(t, v)$$

holds for all $m \in \mathbb{N}$, $h \in B(\mathcal{G}^r)$, $r \in \mathbb{N}$, $u \in \mathbb{R}^+_+$, $s, t \in \mathbb{R}_+$, $v \in V_c$.

Suppose that $r, q \in \mathbb{N}$, and that $h \in B(\mathcal{G}^r), f \in B(\mathcal{G}^q)$. Then $h \otimes f$ denotes the function in $B(\mathcal{G}^{r+q})$ given by

$$(2.8) \quad h \otimes f(\eta_1, \ldots, \eta_{r+q}) = h(\eta_1, \ldots, \eta_r) f(\eta_{r+1}, \ldots, \eta_{r+q}), \quad (\eta_1, \ldots, \eta_{r+q}) \in \mathcal{G}^{r+q}.$$

Lemma 2.3. Suppose that $r \in \mathbb{N}$, $u \in \mathbb{R}^+_+$, and that $h \in B(\mathcal{G}^r)$.

(a) If $q \in \mathbb{N}$, $w \in \mathbb{R}^+_q$ with $w_r \leq w$, and $f \in B(\mathcal{G}^q)$, then

$$(2.9a) \quad R_0(h \otimes f, 1)(u, w) = R_0(M(f, w, u_r)h, 1, u)$$

holds true, where $M(f, w, s)h \in B(\mathcal{G}^r)$ is given by

$$(2.9b) \quad (M(f, w, s)h)(\eta) = h(\eta) E_{\eta_r}(W_{0,s}(f, 1, w)), \quad \eta \in \mathcal{G}^r, 0 \leq s \leq w.$$

(b) If $g \in B(\mathbb{R}_+ \times V_c)$, then

$$(2.10a) \quad R_0(h, g, u) = R_0(N(g, u_r)h, 1, u)$$

holds, where $N(g, s)h \in B(\mathcal{G}^r)$ is given by

$$(2.10b) \quad (N(g, s)h)(\eta) = h(\eta) E_{\eta_r}(g(s + S_1 + K_1)), \quad \eta \in \mathcal{G}^r, s \geq 0.$$
Observe that both side of equation (2.11) vanish on the set \( \Lambda \), and the proof is concluded. □

Proof. Both statements follow from the Markov property of the Brownian motion \( Z^0 \) on \( G_0 \) underlying the construction of \( Y \). We only prove statement (b), the proof of (a) is similar and therefore omitted. Using the definition of \( R_0 \) and the construction of \( Y \), we compute for \( s \in \mathbb{R}_+, v \in V_c \), as follows:

\[
R_0(h, g, u)(s, v) = E_v(h(Y(u-s)) \chi_0(u-s) g(s+S_1, K_1)) \\
= E_v(h(Z^0(u-s)) 1_{\{0 \leq u-s < \tau^0\}} g(s + \tau^0, \kappa(Z^0(\tau^0)))).
\]

Recall that \( \mathcal{F}^0 \) denotes the natural filtration of \( Z^0 \), and \( \varphi \) is a family of shift operators for \( Z^0 \). It follows from the definition of the stopping time \( \tau^0 \) and the path properties of \( Z^0 \), that on \( \{\tau^0 \geq u_r - s\} \) the relation \( \tau^0 = u_r - s + \tau^0 \circ \varphi_{u_r-s} \) holds true. Moreover, it is easy to check that on this event we have \( Z^0(\tau^0) = Z^0(\tau^0) \circ \varphi_{u_r-s} \).

Therefore

\[
R_0(h, g, u)(s, v) = E_v(h(Z^0(u-s)) 1_{\{0 \leq u-s < \tau^0\}} \\
\times g(u_r + \tau^0, \kappa(Z^0(\tau^0))) \circ \varphi_{u_r-s} | \mathcal{F}^0_{u_r-s}) \\
= E_v(h(Z^0(u-s)) 1_{\{0 \leq u-s < \tau^0\}} \\
\times E_{Z^0(u_r-s)}(g(u_r + \tau^0, \kappa(Z^0(\tau^0)))) \\
= E_v(h(Y(u-s)) \chi_0(u-s) E_{Y(u_r-s)}(g(u_r + S_1, K_1))) \\
= R_0(N(g, u_r) h, 1, u)(s, v),
\]

and the proof is concluded.

Lemma 2.4. For all \( m, r \in \mathbb{N}, h \in B(G^r), g \in B(\mathbb{R}_+ \times V_c), u \in \mathbb{R}_c^r, \xi \in G, \) the formula

\[
(2.11) \quad E_{\xi}(W_m(h, g, u) | B_m) = R_0(h, g, u)(S_m, K_m)
\]

holds \( Q_{\xi} \)-a.s.

Proof. Observe that both side of equation (2.11) vanish on the set \( \{K_m = \Delta\} \). Let \( \Lambda \in B_m, v \in V_c \), and set \( \Lambda_v = \Lambda \cap \{K_m = v\} \in B_m \). Then

\[
E_{\xi}(W_m(h, g, u); \Lambda_v) \\
= \int_{\Xi \leq m-1} 1_{\Lambda_v} \left( \int_{\Xi \geq m} h(Y(u)) 1_{\{S_m \leq u < S_{m+1}\}} \\
\times g(S_{m+1}, K_{m+1}) dQ_{\leq m} \right) dQ_{\xi}^{m-1} \\
= \int_{\Xi \leq m-1} 1_{\Lambda_v} \left( \int_{\Xi \geq m} h(Z^m(u-s)) 1_{\{0 \leq u-s < \tau^m\}} \\
\times g(s + \tau^m, \kappa(Z^m(\tau^m))) dQ_{m} \right) \bigg|_{s=S_m} dQ_{\xi}^{m-1} \\
= \int_{\Xi \leq m-1} 1_{\Lambda_v} \left( \int_{\Xi} h(Z^0(u-s)) 1_{\{0 \leq u-s < \tau^0\}} \right)
\]
Corollary 2.6.  
For all $\xi \in G$

Proof. 
By lemma 2.5 and lemma 2.2, we obtain

$$\sum_{m} Q_{\xi}^{m-1} \times g(s + \tau^{0}, \kappa(Z^{0}(\tau^{0}))) dQ_{\eta}^{0} \bigg|_{s = S_{m}}$$

$$= E_{\xi} \left( E_{v}(h(Y(u - s)) \chi_{0}(u - s) g(s + S_{1}, K_{1})) \bigg|_{s = S_{m}} ; \Lambda_{v} \right)$$

$$= E_{\xi} \left( E_{K_{m}}(h(Y(u - s)) \chi_{0}(u - s) g(s + S_{1}, K_{1})) \bigg|_{s = S_{m}} ; \Lambda_{v} \right)$$

$$= E_{\xi} \left( R_{0}(h, g, u)(S_{m}, K_{m}) ; \Lambda_{v} \right).$$

Summation over $v \in V_{c}$ finishes the proof.  

Lemma 2.5.  
For all $m, r \in \mathbb{N}, u \in \mathbb{R}_{+}^{r}, h \in B(\mathcal{G}^{r}), g \in B(\mathbb{R}_{+} \times V_{c})$,

$$R_{m}(h, g, u)(s, v) = (U_{m}R_{0}(h, g, u))(s, v), \quad s \in \mathbb{R}_{+}, v \in V_{c},$$

holds.

Proof. 
By definition of $U_{m}$

$$(U_{m}R_{0}(h, g, u))(s, v) = E_{v}(R_{0}(h, g, u)(s + S_{m}, K_{m})).$$

With formula (2.7) and lemma 2.4 we find

$$(U_{m}R_{0}(h, g, u))(s, v) = E_{v}(R_{0}(h, g(s + \cdot), u - s)(S_{m}, K_{m}))$$

$$= E_{v}(E_{v}(W_{m}(h, g(s + \cdot), u - s) \bigg| B_{m}))$$

$$= E_{v}(W_{m}(h, g(s + \cdot), u - s))$$

$$= E_{v}(W_{m,s}(h, g, u))$$

$$= R_{m}(h, g, u)(s, v).$$

Corollary 2.6.  
For all $m, n, r \in \mathbb{N}, u \in \mathbb{R}_{+}^{r}, h \in B(\mathcal{G}^{r}), g \in B(\mathbb{R}_{+} \times V_{c})$,

$$(2.13) \quad U_{n}R_{m}(h, g, u) = R_{n+m}(h, g, u).$$

is valid.

Proof. 
By lemma 2.5 and lemma 2.2, statement (b), we obtain

$$U_{n}R_{m}(h, g, u) = U_{n} \circ U_{m}R_{0}(h, g, u) = U_{n+m}R_{0}(h, g, u) = R_{n+m}(h, g, u).$$

Lemma 2.7.  
For all $n, m \leq n, r \in \mathbb{N}, u \in \mathbb{R}_{+}^{r}, h \in B(\mathcal{G}^{r}), g \in B(\mathbb{R}_{+} \times V_{c})$, $\xi \in \mathcal{G}$, the following formula holds true:

$$(2.14) \quad E_{\xi}(W_{n}(h, g, u) \bigg| B_{m}) = R_{n-m}(h, g, u)(S_{m}, K_{m}).$$

Proof. 
Apply lemma 2.4 to compute as follows

$$E_{\xi}(W_{n}(h, g, u) \bigg| B_{m}) = E_{\xi}(E_{\xi}(W_{n}(h, g, u) \bigg| B_{n}) \bigg| B_{m})$$

$$= E_{\xi}(R_{0}(h, g, u)(S_{n}, K_{n}) \bigg| B_{m})$$

$$= (U_{n-m}R_{0}(h, g, u))(S_{m}, K_{m}),$$

where we used lemma 2.2, formula (2.3), in the last step. An application of lemma 2.5 concludes the proof.  

With these preparations, we are ready for the
Proof of Proposition 2.1. Assume that \( f \in B(\mathcal{G}) \), \( s, t \in \mathbb{R}_+ \), and that \( \xi \in \mathcal{G} \). Since \( (S_m, m \in \mathbb{N}) \) \( Q_\xi \)-a.s. strictly increases to \(+\infty\), and since \( S_m, m \in \mathbb{N} \), is an \( \mathcal{F}_s \)-stopping time (cf., lemma A.1 in appendix A), it suffices to prove that equation (2.1) holds for all \( \sigma \nabla \):

\[
Y_{\{m \ leq s < S_m + 1, Y(s) \neq \Delta\}} \in \mathcal{F}_s.
\]

We fix an arbitrary \( m \in \mathbb{N}_0 \). Clearly, the family of random variables of the form

\[
g(Y(w)) 1_{\{0 \leq w < S_m\}} W_m(h, 1, u)
\]

with \( r, q \in \mathbb{N}, u, w \in \mathbb{R}_+, u_r = s, w \in \mathbb{R}_+, h \in B(\mathcal{G}^r), g \in B(\mathcal{G}^q) \), generates the \( \sigma \)-algebra \( \mathcal{F}_s^r \cap \{S_m \leq s < S_{m+1}\} \). Therefore it is sufficient to show that

\[
E_\xi(g(Y(w))) 1_{\{0 \leq w < S_m\}} W_m(h, 1, u) f(Y(s + t))
\]

holds for all \( r, q \in \mathbb{N}, u, w \in \mathbb{R}_+, u_r = s, w \in \mathbb{R}_+, h \in B(\mathcal{G}^r), g \in B(\mathcal{G}^q) \) and \( f \in B(\mathcal{G}) \). (Since the random variables under the expectation signs of both sides of equation (2.15) vanish on the set \( \{Y(s) = \Delta\} \), we can henceforth safely ignore the condition \( Y(s) \neq \Delta \).) Expand the left hand side of equation (2.15) as follows:

\[
E_\xi(g(Y(w))) 1_{\{0 \leq w < S_m\}} W_m(h, 1, u) f(Y(s + t))
\]

\[
= \sum_{n=m}^{\infty} E_\xi(g(Y(w))) 1_{\{0 \leq w < S_m\}} W_m(h, 1, u) W_n(f, 1, s + t).
\]

Consider the summand with \( n = m \), which is of the form

\[
E_\xi(g(Y(w))) 1_{\{0 \leq w < S_m\}} W_m(h \otimes f, 1, (u, s + t))
\]

\[
= E_\xi(g(Y(w))) 1_{\{0 \leq w < S_m\}} E_\xi(W_m(h \otimes f, 1, (u, s + t)) | \mathcal{B}_m)
\]

\[
= E_\xi(g(Y(w))) 1_{\{0 \leq w < S_m\}} R_0(h \otimes f, 1, (u, s + t))(S_m, K_m),
\]

where we made use of formula (2.11). Now we apply statement (a) of lemma 2.3 with the choice \( q = 1 \) which yields (recall that \( u_r = s \))

\[
E_\xi(g(Y(w))) 1_{\{0 \leq w < S_m\}} W_m(h \otimes f, 1, (u, s + t))
\]

\[
= E_\xi(g(Y(w))) 1_{\{0 \leq w < S_m\}} R_0(M(f, s + t, s)h, 1, u)(S_m, K_m)
\]

\[
= E_\xi(g(Y(w))) 1_{\{0 \leq w < S_m\}} E_\xi(W_m(M(f, s + t, s)h, 1, u) | \mathcal{B}_m)
\]

\[
= E_\xi(g(Y(w))) 1_{\{0 \leq w < S_m\}} W_m(M(f, s + t, s)h, 1, u),
\]

where we used formula (2.11) again. Combining (2.4) with (2.9b) in \( W_m(M(f, s + t, s)h, 1, u) \) we thus have shown

\[
E_\xi(g(Y(w))) 1_{\{0 \leq w < S_m\}} W_m(h, 1, u) W_m(f, 1, s + t)
\]

\[
= E_\xi(g(Y(w))) 1_{\{0 \leq w < S_m\}} W_m(h, 1, u) E_Y(f(Y(t))) 1_{\{0 < t < S_1\}).
\]
Next consider a generic summand with $n > m$ on the right hand side of (2.16). Then

$$
E_\xi\left(g(Y(w)) \mathbf{1}_{\{0 \leq w < S_m\}} W_m(h, 1, u) W_n(f, 1, s + t)\right)
$$

$$
= E_\xi\left(g(Y(w)) \mathbf{1}_{\{0 \leq w < S_m\}} W_m(h, 1, u) E_\xi(W_n(f, 1, s + t) | B_{m+1})\right)
$$

$$
= E_\xi\left(g(Y(w)) \mathbf{1}_{\{0 \leq w < S_m\}} W_m(h, 1, u) R_{n-m-1}(f, 1, s + t)(S_{m+1}, K_{m+1})\right)
$$

$$
= E_\xi\left(g(Y(w)) \mathbf{1}_{\{0 \leq w < S_m\}} W_m(h, R_{n-m-1}(f, 1, s + t), u)\right)
$$

where we used lemma 2.7 in the second step. Conditioning on $B_m$ gives

$$
E_\xi\left(g(Y(w)) \mathbf{1}_{\{0 \leq w < S_m\}} W_m(h, 1, u) W_n(f, 1, s + t)\right)
$$

$$
= E_\xi\left(g(Y(w)) \mathbf{1}_{\{0 \leq w < S_m\}} E_\xi(W_m(h, R_{n-m-1}(f, 1, s + t), u) | B_m)\right)
$$

$$
= E_\xi\left(g(Y(w)) \mathbf{1}_{\{0 \leq w < S_m\}} R_0(h, R_{n-m-1}(f, 1, s + t), u)(S_m, K_m)\right)
$$

$$
= E_\xi\left(g(Y(w)) \mathbf{1}_{\{0 \leq w < S_m\}} R_0(N(R_{n-m-1}(f, 1, s + t), s) h, 1, u)(S_m, K_m))\right).
$$

Here we used lemmas 2.4, 2.3.b, and in the last step also $u_r = s$. Applying lemma 2.4, we get

$$
E_\xi\left(g(Y(w)) \mathbf{1}_{\{0 \leq w < S_m\}} W_m(h, 1, u) W_n(f, 1, s + t)\right)
$$

$$
= E_\xi\left(g(Y(w)) \mathbf{1}_{\{0 \leq w < S_m\}} \times E_\xi(W_m(N(R_{n-m-1}(f, 1, s + t), s) h, 1, u) | B_m)\right)
$$

$$
= E_\xi\left(g(Y(w)) \mathbf{1}_{\{0 \leq w < S_m\}} h(Y(u)) \chi_m(u) \times E_{Y(s)}(R_{n-m-1}(f, 1, s + t)(s + S_1, K_1))\right).
$$

For $\eta \in \mathcal{G}$ relation (2.7) yields

$$
E_\eta(R_{n-m-1}(f, 1, s + t)(s + S_1, K_1)) = E_\eta(R_{n-m-1}(f, 1, t)(S_1, K_1))
$$

$$
= E_\eta(E_\eta(W_{n-m}(f, 1, t) | B_i))
$$

$$
= E_\eta(W_{n-m}(f, 1, t))
$$

with another application of formula (2.14). With the choice $\eta = Y(s)$ this relation therefore gives

$$
E_\xi\left(g(Y(w)) \mathbf{1}_{\{0 \leq w < S_m\}} W_m(h, 1, u) W_n(f, 1, s + t)\right)
$$

$$
= E_\xi\left(g(Y(w)) \mathbf{1}_{\{0 \leq w < S_m\}} h(Y(u)) \chi_m(u) \times E_{Y(s)}(f(Y(t))) \mathbf{1}_{\{s_{n-m} \leq t < s_{n-m+1}\})\right).
$$
Formulae (2.17) and (2.18) entail
\[
\sum_{n=m}^{\infty} E_\xi \left( g(Y(w)) \mathbb{1}_{\{0 \leq w < S_m\}} W_m(h, 1, u) W_n(f, 1, s + t) \right)
\]
\[
= E_\xi \left( g(Y(w)) \mathbb{1}_{\{0 \leq w < S_m\}} W_m(h, 1, u) E_{Y(s)}(f(Y(t)) \mathbb{1}_{\{0 \leq t < S_1\}}) \right)
\]
\[
+ \sum_{n=m+1}^{\infty} E_\xi \left( g(Y(w)) \mathbb{1}_{\{0 \leq w < S_m\}} h(Y(u)) \chi_m(u) \right.
\]
\[
\times E_{Y(s)}(f(Y(t)) \mathbb{1}_{\{S_{n-m} \leq t < S_{n-m+1}\}}) \right)
\]
\[
= E_\xi \left( g(Y(w)) \mathbb{1}_{\{0 \leq w < S_m\}} W_m(h, 1, u) E_{Y(s)}(f(Y(t))) \right),
\]
which proves equation (2.15).

2.4. A Brownian motion on $\mathcal{G}$ and its generator. The stochastic process $Y$ and its underlying probability family $(\Xi, \mathcal{C}, Q), \mathcal{Q} = (Q_\xi, \xi \in \mathcal{G}),$ are not very convenient to work with. Therefore we introduce another version in this subsection. As the underlying sample space $\Omega$ we choose the path space $C_\Delta(\mathbb{R}_+, \mathcal{G})$ of $Y$ endowed with the $\sigma$-algebra $\mathcal{A}$ generated by the cylinder sets of $C_\Delta(\mathbb{R}_+, \mathcal{G}).$ Obviously, $Y$ is a measurable mapping from $(\Xi, \mathcal{C})$ into $(\Omega, \mathcal{A}).$ For $\xi \in \mathcal{G}$ let $P_\xi$ denote the image measure of $Q_\xi$ under $Y.$ Set $P = (P_\xi, \xi \in \mathcal{G}).$ Moreover, let the canonical coordinate process on $(\Omega, \mathcal{A})$ be denoted by $X = (X_t, t \in \mathbb{R}_+).$ Clearly, $X$ is a version of $Y.$ We set $X_{+\infty} = \Delta,$ and denote the natural filtration of $X$ by $\mathcal{F} = (\mathcal{F}_t, t \in \mathbb{R}_+).$ As usual $\mathcal{F}_\infty$ stands for $\sigma(\mathcal{F}_t, t \in \mathbb{R}_+).$ Whenever it is notationally more convenient we shall also write $X(t)$ for $X_t, t \in \mathbb{R}_+.$

Let $H_\nu$ denote the hitting time of the set $V$ of vertices of $\mathcal{G}$ by $X$:
\[
H_\nu = \inf\{t > 0, X_t \in V\}.
\]

Suppose that $X$ starts in $\xi \in \ell^\nu, l \in \mathcal{I} \cup \mathcal{E},$ and that $l$ is isomorphic to the interval $I.$ Then it follows directly from the discussion at the end of subsection 2.2 that the stopped process $X(\cdot \wedge H_\nu)$ is equivalent to a standard Brownian motion on $I$ with absorption in the endpoint(s) of $I.$ The necessary path properties of $X$ being obvious, we therefore find that $X$ satisfies all defining properties of a Brownian motion on $\mathcal{G}$ (cf. section 1, and definition I.3.1), except that we still have to prove its strong Markov property. This will be done next.

Let $\theta = (\theta_t, t \in \mathbb{R}_+)$ denote the natural family of shift operators on $\Omega$: $\theta_t(\omega) = \omega(t + \cdot)$ for $\omega \in \Omega.$ Thus in particular $\theta$ is a family of shift operators for $X.$ Since the simple Markov property is a property of the finite dimensional distributions of a stochastic process, and the finite dimensional distributions of $X$ and $Y$ coincide, it immediately follows from proposition 2.1 that $X$ is a Markov process. Then standard monotone class arguments (e.g., [11, 18]) give the Markov property in the familiar general form:
Lemma A.1. Using the notation of subsection 2.3 we write

\[ E_\xi(W \circ \theta_t | \mathcal{F}_t) = E_{X_t}(W), \]

holds true \( P_\xi \)-a.s. on \( \{X_t \neq \Delta\} \).

A routine argument based on the path properties of \( X \) (similar to, but much easier than the one used in the proof of lemma A.1 in appendix A) shows that \( H_V \) is an \( \mathcal{F} \)-stopping time. We have the following

Lemma 2.9. \( X \) has the strong Markov property with respect to the hitting time \( H_V \). That is, for all \( \xi \in \mathcal{G} \), \( t \in \mathbb{R}_+ \), \( f \in B(\mathcal{G}) \),

\[ E_\xi(f(X_{t+H_V}) | \mathcal{F}_{H_V}) = E_{X_{H_V}}(f(X_t)) \]

holds true \( P_\xi \)-a.s.

Proof. To begin with, observe that since \( \Omega = C_\Delta(\mathcal{G}) \) and \( X \) is the canonical coordinate process, there is a natural family \( \alpha = (\alpha_t, t \in \mathbb{R}_+) \) of stopping operators for \( X \), namely \( \alpha_t(\omega) = \omega(\cdot \land t), t \in \mathbb{R}_+ \). Therefore we get that \( \mathcal{F}_T = \sigma(X_{s \land T}, s \in \mathbb{R}_+) \) for any stopping time \( T \) relative to \( \mathcal{F} \). Indeed, one can show this along the same lines used to prove Galmarino’s theorem (e.g., [2, p. 458], [9, p. 86], [12, p. 43 ff], [18, p. 45]). Therefore it is sufficient to prove that for all \( n \in \mathbb{N}, s_1, \ldots, s_n \in \mathbb{R}_+, t \in \mathbb{R}_+, \xi \in \mathcal{G} \), and all \( g \in B(\mathcal{G}^n), f \in B(\mathcal{G}) \), the following formula

\[ E_\xi(g(X(s_1 \land H_V), \ldots, X(s_n \land H_V)) f(X(t + H_V))) \]

holds. Recall that \( S_V \) denotes the hitting time of \( V \) by \( Y \). Since \( P_\xi \) is the image of \( Q_\xi \) under \( Y \), and since \( S_V = H_V \circ Y \), equation (2.21) is equivalent to

\[ E_\xi(G f(Y(t + S_V))) = E_\xi(G E_{Y(S_V)}(f(Y(t)))) \]

holds. Recall that \( S_V \) denotes the hitting time of \( V \) by \( Y \), so that \( S_V \leq S_1 \). \( Y \) is progressively measurable relative to \( \mathcal{F}^V \) which entails that \( G \) is measurable with respect to \( \mathcal{F}^V_{S_V} \subset \mathcal{F}^V_{S_1} \subset \mathcal{B}_1 \) (see also the corresponding argument in the proof of lemma A.1). Using the notation of subsection 2.3 we write

\[ E_\xi(G f(Y(t + S_V))) \]

\[ = E_\xi(G f(Y(t + S_V); S_V \leq t + S_V < S_1)) \]

\[ + \sum_{n=1}^{\infty} E_\xi(G E_\xi(f(Y(t + u)) \chi_n(t + u) | \mathcal{B}_1) | u = S_V). \]

For the last equality — similarly as in the proof of lemma 2.2 — we made use of the product structure of the probability space \((\Xi, \mathcal{C}, Q_\xi)\), and the fact that \( S_V \leq S_1 \).
which entails that $S_V$ only depends on the variable $\omega^0 \in \Xi^0$. By lemma 2.7 and formula (2.7) we get for $u \leq S_1, n \in \mathbb{N}$,

$$E_{\xi}\left(f(Y(t+u))\chi_n(t+u) \middle| B_1\right) = R_{n-1}(f,1,t+u)(S_1,K_1)$$

$$= R_{n-1}(f,1,t)(S_1-u,K_1).$$

Then

$$E_{\xi}(GR_{n-1}(f,1,t)(S_1-S_V,K_1))$$

$$= E_{\xi}(GR_{n-1}(f,1,t)(0,K_1); S_V = S_1)$$

$$+ E_{\xi}(GR_{n-1}(f,1,t)(S_1-S_V,K_1); S_V < S_1)$$

$$= E_{\xi}(GE_{Y(S_V)}(f(Y(t))\chi_{n-1}(t)); S_V = S_1)$$

$$+ E_{\xi}(GE_{Y(S_V)}(f(Y(t))\chi_{n-1}(t)); S_V < S_1),$$

because on $S_V = S_1, Y(S_V) = Y(S_1) = K_1$. The second term on the right hand side of the last equality only involves the random variables $Y(s_1 \land S_V), S_1, S_V,$ and $K_1$. They are all defined in terms of the strong Markov process $Z^0$ underlying the construction of $Y$ (cf. section 2.2). Moreover, on the event $\{S_V < S_1\}$ we get from the definition of $S_1$ as the hitting time of $V_t$ that $S_1 = S_V + S_1 \circ \vartheta_{S_V}$. Also, on $\{S_V < S_1\}, K_1 = K_1 \circ \vartheta_{S_V}$ holds true. On the other hand $G$ is measurable with respect to $F^0_{S_V}$, where $F^0$ is the natural filtration of $Z^0$. Thus the strong Markov property of $Z^0$ gives

$$E_{\xi}(GR_{n-1}(f,1,t)(S_1-S_V,K_1); S_V < S_1)$$

$$= E_{\xi}(GE_{Y(S_V)}(R_{n-1}(f,1,t)(S_1,K_1)) ; S_V < S_1)$$

$$= E_{\xi}(GE_{Y(S_V)}(f(Y(t))\chi_{n-1}(t)); S_V < S_1).$$

In the last step we used for $\eta \in \mathcal{G}$,

$$E_{\eta}(R_{n-1}(f,1,t)(S_1,K_1)) = E_{\eta}(E_{\eta}(W_n(f,1,t) \mid B_1))$$

$$= E_{\eta}(f(Y(t))\chi_{n}(t)).$$

with another application of lemma 2.7, and then we made the choice $\eta = Y(S_V)$. Similarly, for the first term on the right hand side of equation (2.23) we can use the strong Markov property of $Z^0$ (together with $\{t + S_V < S_1\} = \{t < S_1 \circ \vartheta_{S_V}\} \cap \{S_V < S_1\}$) to show that

$$E_{\xi}(G f(Y(t+S_V)); S_V \leq t + S_V < S_1)$$

$$= E_{\xi}(G E_{Y(S_V)}(f(Y(t)); t < S_1)); S_V < S_1).$$
Inserting these results into the right hand side of formula (2.23), we find

\[
E_\xi \left( G f(Y(t+S_V)) \right) \\
= \sum_{n=0}^{\infty} E_\xi \left( GE_Y(S_V) \left( f(Y(t)) \chi_n(t) \right) ; S_V = S_1 \right) \\
+ \sum_{n=1}^{\infty} E_\xi \left( GE_Y(S_V) \left( f(Y(t)) \chi_n(t) \right) ; S_V < S_1 \right)
\]

Thus equation (2.22) holds and lemma 2.9 is proved. \(\square\)

**Proposition 2.10.** \(X\) is a Feller process.

**Proof.** It is well-known, that it is sufficient to prove (i) that the resolvent of \(X\) preserves \(C_0(G)\), and (ii) that for all \(f \in C_0(G), \xi \in G, E_\xi(f(X_t))\) converges to \(f(\xi)\) as \(t\) decreases to 0. (A complete proof can be found in appendix A of [14].) Statement (ii) immediately follows by an application of the dominated convergence theorem and the fact that \(X\) is a normal process with right continuous paths.

To prove statement (i) consider the resolvent \(R = (R_\lambda, \lambda > 0)\) of \(X\), and let \(\lambda > 0\). Since \(X\) is strongly Markovian with respect to the hitting time \(H_V\) of the set of vertices \(V\) (lemma 2.9), we get for \(\xi \in G, f \in B(G)\) the first passage time formula

\[
(R_\lambda f)(\xi) = (R^D_\lambda f)(\xi) + E_\xi(e^{-\lambda H_V} (R_\lambda f)(X_{H_V})),
\]

where \(R^D\) is the Dirichlet resolvent. That is, \(R^D\) is the resolvent of the process \(X\) with killing at the moment of reaching a vertex of \(G\). Recall the equivalence of the stopped process \(X(\cdot \wedge H_V)\) with the Brownian motion with absorption on the corresponding interval \(I\) stated at the beginning of this subsection. Then we can give explicit expressions for all entities appearing in the first passage time formula (2.24).

Using the well-known formulae for Brownian motions on the real line (see, e.g., [4, p. 73ff], [9, p. 29f]) we find for \(\xi, \eta \in G^\circ\),

\[
\sum r^{D}_{\lambda,i}(\xi, \eta) 1_{\{\xi, \eta \in i\}} + \sum_{e \in \mathcal{E}} r^{D}_{\lambda,e}(\xi, \eta) 1_{\{\xi, \eta \in e\}},
\]

with

\[
r^{D}_{\lambda,i}(\xi, \eta) = \frac{1}{\sqrt{2\lambda}} \sum_{k \in \mathbb{Z}} \left( e^{-\sqrt{2\lambda}|x-y+2ka_i|} - e^{-\sqrt{2\lambda}|x+y+2ka_i|} \right),
\]

where in local coordinates \(\xi = (i, x), \eta = (i, y), x, y \in (0, a_i)\). In the case of an external edge \(e\), we get

\[
r^{D}_{\lambda,e}(\xi, \eta) = \frac{1}{\sqrt{2\lambda}} \left( e^{-\sqrt{2\lambda}|x-y|} - e^{-\sqrt{2\lambda}|x+y|} \right),
\]
with \( \xi = (e, x), \eta = (e, y), x, y \in (0 + \infty) \). Remark that both kernels vanish whenever \( \xi \) or \( \eta \) converge from the interior of any edge to a vertex to which the edge is incident.

Consider the second term on the right hand side of equation (2.24). Suppose that \( \xi \in \mathcal{I}^i, i \in \mathcal{I} \), and that \( i \) is isomorphic to \([0, a_i]\). Assume furthermore that \( v_1, v_2 \) are the vertices in \( V \) to which \( i \) is incident, and that under this isomorphism \( v_1 \) corresponds to 0, while \( v_2 \) corresponds to \( a_i \). Then we get

\[
E_{\xi}(e^{-\lambda H_v} (R_\lambda f)(X_{H_v})) = E_{\xi}(e^{-\lambda H_{v_1}; H_{v_1} < H_{v_2}} (R_\lambda f)(v_1) + E_{\xi}(e^{-\lambda H_{v_2}; H_{v_2} < H_{v_1}} (R_\lambda f)(v_2),
\]

because \( X \) has paths which are continuous up to the lifetime of \( X \), and \( X \) cannot be killed before reaching a vertex. Here \( H_{v_k}, k = 1, 2, \) denotes the hitting time of the vertex \( v_k \). The expectation values in the last line are those of a standard Brownian motion and they are well-known, too (see, e.g., [4, p. 73ff], [9, p. 29f]). Thus for \( \xi = (i, x), x \in [0, a_i] \),

\[
E_{\xi}(e^{-\lambda H_v} (R_\lambda f)(X_{H_v})) = \frac{\sinh(\sqrt{2\lambda}(a_i - x))}{\sinh(\sqrt{2\lambda a_i})} (R_\lambda f)(v_1) + \frac{\sinh(\sqrt{2\lambda x})}{\sinh(\sqrt{2\lambda a_i})} (R_\lambda f)(v_2).
\]

Similarly, for \( \xi \in \mathcal{I}^e \) with local coordinates \( \xi = (e, x), x \in (0, +\infty) \) we find

\[
E_{\xi}(e^{-\lambda H_v} (R_\lambda f)(X_{H_v})) = e^{-\sqrt{2\lambda x}} (R_\lambda f)(v),
\]

where \( v \) is the vertex to which \( e \) is incident.

With the formulae (2.24)–(2.27) it is straightforward to check that \( R_\lambda \) maps \( C_0(\mathcal{G}) \) into itself, and the proof is complete. \( \square \)

Since \( X \) has right continuous paths, standard results (see, e.g., [18, Theorem III.3.1], or [20, Theorem III.15.3]) provide the

**Corollary 2.11.** \( X \) is strongly Markovian.

Thus we have also proved the

**Corollary 2.12.** \( X \) is a Brownian motion on \( \mathcal{G} \) in the sense of definition I.3.1.

It remains to calculate the domain of the generator of \( X \), i.e., the boundary conditions at the vertices. Let \( v \in V \), and assume that \( X \) starts in \( v \). Then by construction of \( X \) and \( Y \), \( X \) is equivalent to \( Z^0 \) with start in \( v \) up to its first hitting of a shadow vertex. That is, \( X \) is equivalent to \( Z^0 \) up to the first time \( X \) hits a vertex different from \( v \). It follows that if \( v \) is absorbing for \( Z^0 \), then it is so for \( X \), and if \( v \) is an exponential holding point with jump to \( \Delta \), then it is also so for \( X \) with the same exponential rate. In particular, \( v \) is a trap for \( X \) if and only if it is a trap for \( Z^0 \). If \( v \) is not a trap, then we can use Dynkin’s formula [3, p. 140, ff.] to calculate the boundary condition implemented by \( X \). Clearly, this gives the same boundary conditions as for \( Z^0 \), because Dynkin’s formula only involves an arbitrary small neighborhood of the vertex.
Theorem 2.13. X is a Brownian motion on G whose generator has a domain characterized by the same boundary conditions as the generator of $Z^0$.

3. Proof of Theorem 1.2

Suppose that $G = (V, I, E, \partial)$ is a metric graph without tadpoles. Let data $a, b, c$ as in (1.1) be given which satisfy equation (1.2).

With every $v \in V$ we associate a single vertex graph $G(v)$ consisting of the vertex $v$ and $|L(v)|$ external edges. For each $v \in V$ we construct for the data $a_v, b_v = (b_l, l \in L(v)), c_v$ a Brownian motion $X^v$ on the single vertex graph as in article II: If $b_v = 0$ then this trivially a collection of $|L(v)|$ standard Brownian motions on the real line, mapped onto the external edges of $G(v)$, which are such that they are absorbed at the origin (corresponding to the vertex $v$) if $c_v = 1$. If $c_v < 1$ they are killed by a jump to $\Delta$ after holding the processes at the origin for an independent exponentially distributed time of rate $a/c$. See subsection II.1.4 for details. If $b_v \neq 0$, the process $X^v$ is constructed as in section II.5. The idea (which for the case of intervals goes back to [8] and [5–7]) uses a Walsh process on $G(v)$ (see [19], [1]), and builds in a time delay as well as killing, both on the scale of the local time at the vertex. With appropriately chosen parameters for these two mechanisms, theorem II.5.7 states that $X^v$ is a Brownian motion on $G(v)$ such that its generator is the $1/2$ times the second derivative acting on $f \in C^2_0(G(v))$ with boundary conditions at the vertex $v$ given by (1.3).

Next we build the graph $G$ by successively connecting appropriately chosen external edges of the single vertex graphs $G(v), v \in V$, as in section 2.1. Consider the stochastic process $X$ which is successively constructed from the Brownian motions $X^v$ as in subsections 2.2–2.4. Theorem 2.13 states that $X$ is a Brownian motion on $G$ which is such that its generator has a domain which is characterized by the same boundary conditions at each vertex $v \in V$ as for the single vertex graphs $G(v)$. Therefore, $X$ is a Brownian motion on $G$ as in the statement of theorem 1.2, whose proof is therefore complete.

4. Discussion of Tadpoles

Suppose that $G$ is a metric graph which has one tadpole $i_t$ connected to a vertex $v \in V$. That is, $v$ is simultaneously the initial and final vertex of $i_t$: $\partial(i_t) = (v, v)$. Figure 6 shows a metric graph with a tadpole attached to the vertex $v$. Let $b_t$ be the length of $i_t$. Assume furthermore, that we are given data $a, b, c$ as in equations (1.1), (1.2). We want to construct a Brownian motion $X$ on $G$ the implementing boundary conditions corresponding to these data.

Let $G_1$ be the metric graph obtained from $G$ by replacing the tadpole by two external edges $e_1, e_2$, incident with $v$. Construct a Brownian motion $X_1$ on $G_1$ corresponding to the data $a, b, c$ as above.
Consider the real line $\mathbb{R}$ as a single vertex graph $G_2$ with the origin as the vertex $v_0$, and edges $l_1, l_2$ which are isomorphic to $[0, +\infty), (-\infty, 0]$. Take a Walsh process $X_2$ on this graph which with probability $1/2$ chooses either edge for the next excursion when at the origin. Then $X_2$ is just a "skew" Brownian motion as in [9, p. 115] which actually is not skew. That is, it is equivalent to a standard Brownian motion on the real line.

Now join $G_1$ and $G_2$ by connecting the pairs $(e_1, l_1), (e_2, l_2)$ via two new internal edges of length $b_t/2$. Denote the resulting metric graph by $\hat{G}$. Figure 7 shows this construction. Construct a Brownian motion $\hat{X}$ on $\hat{G}$ from $X_1$ and $X_2$ as in section 2. By construction, $\hat{X}$ is equivalent to a standard Brownian motion in every neighborhood of $v_0$ which is small enough such that it does not include the vertex $v$. Therefore the additional vertex $v_0$ of $\hat{G}$ does not yield any non-trivial boundary condition. Thus, if we identify the open tadpole edge $l^0_t$ with the subset of $G_2$ isomorphic to $(-b_t/1, b_t/2)$, then we obtain a Brownian motion $X$ on $\hat{G}$ implementing the desired boundary conditions.

Obviously, any (finite) number of tadpoles can be handled in the same way.
APPENDIX A. ON THE CROSSOVER TIMES \( S_n \)

We recall from section 2 that in terms of the process \( Y \) the crossover times \( S_n, n \in \mathbb{N}, \) can be described as follows. Let \( Y \) start in \( \xi \in G. \) Then \( S_1 \) is the hitting time of \( V_c \setminus \{ \xi \} \) by \( Y. \) In particular, \( S_1 > 0 \) for all paths of \( Y. \) For \( n \geq 2, S_n \) is the hitting time after \( S_{n-1} \) of \( V_c \setminus \{ K_{n-1} \} \) by \( Y. \) Since by construction \( Y(S_{n-1}) = K_{n-1} \) and the paths of \( Y \) are continuous on \([0, \zeta], \) we get \( S_n > S_{n-1} \) for all paths of \( Y. \) Therefore

\[
S_n = \inf \left\{ t > S_{n-1}, Y(t) \in V_c \setminus \{ K_{n-1} \} \right\}
\]

\[
= \inf \left\{ t \geq S_{n-1}, Y(t) \in V_c \setminus \{ K_{n-1} \} \right\}
\]

holds.

In this appendix we prove the following

**Lemma A.1.** For every \( n \in \mathbb{N}, S_n \) is a stopping time relative to \( \mathcal{F}^Y. \)

**Proof.** Set \( S_0 = 0, \) and for \( n \in \mathbb{N}, \)

\[
V_n = \begin{cases} 
V_c \setminus \{ \xi \}, & \text{if } n = 1, \\
V_c \setminus \{ K_{n-1} \}, & \text{otherwise}.
\end{cases}
\]

For \( n \in \mathbb{N}, r \in \mathbb{R}_+, \) define

\[
A_{n,r} = \{ S_n \leq r < \zeta \}
\]

\[
B_{n,r} = \bigcap_{m \in \mathbb{N}} \bigcup_{u \in \mathbb{Q}, 0 \leq u \leq r} \{ S_{n-1} \leq u, d(Y(u), V_n) \leq 1/m, r < \zeta \}.
\]

We claim that for all \( n \in \mathbb{N}, r \in \mathbb{R}_+, \)

\[
A_{n,r} = B_{n,r}.	ag{A.1}
\]

To prove this claim, suppose first that \( \omega \in A_{n,r}. \) Then \( S_n(\omega) \) is finite, and therefore the set

\[
\{ t \geq S_{n-1}(\omega), Y(t, \omega) \in V_n(\omega) \} \subset \{0, \zeta(\omega)\}
\]

is non-empty. Thus there exists a sequence \((u_i, i \in \mathbb{N})\) in this set which decreases to \( S_n(\omega). \) Since \( Y(\cdot, \omega) \) is continuous on \([0, \zeta(\omega)], \) it follows that \( Y(S_n(\omega), \omega) \in V_n(\omega). \) By assumption, \( S_n(\omega) \leq r < \zeta(\omega), \) and therefore the continuity of \( Y(\cdot, \omega) \) on \([0, \zeta(\omega)], S_n(\omega) < S_n(\omega) \) imply that for every \( m \in \mathbb{N} \) there exists \( u \in \mathbb{Q} \cap [S_{n-1}(\omega), r] \) so that \( d(Y(u, \omega), V_n(\omega)) \leq 1/m. \) Hence \( \omega \in B_{n,r}. \)

As for the converse, suppose now that \( \omega \in B_{n,r}. \) Then there exists a sequence \((u_m, m \in \mathbb{N})\) in \( \mathbb{Q} \cap [S_{n-1}(\omega), r] \) so that \( d(Y(u_m, \omega), V_n(\omega)) \) converges to zero as \( m \) tends to infinity. Since \((u_m, m \in \mathbb{N})\) is bounded we may assume, by selecting a subsequence if necessary, that \((u_m, m \in \mathbb{N})\) converges to some \( u \in [S_{n-1}(\omega), r] \) as \( m \to +\infty. \) Thus we find that \( Y(u, \omega) \in V_n(\omega), \) and therefore \( Y(\cdot, \omega) \) hits \( V_n(\omega) \) in the interval \([S_{n-1}(\omega), r]. \) Consequently, \( S_n(\omega) \leq r, \) and hence \( \omega \in A_{n,r}, \) concluding the proof of the claim.
Next we prove by induction that for every \( n \in \mathbb{N} \), \( S_n \) is an \( \mathcal{F}^Y \)-stopping time. Let \( n = 1 \). By (A.1) for every \( r \geq 0 \),

\[
A_{1,r} = \bigcap_{m \in \mathbb{N}} \bigcup_{u \in \mathbb{Q}, 0 \leq u \leq r} \{ d(Y(u), V_1) \leq 1/m \} \cap \{ r < \zeta \}.
\]

Clearly, \( \{ r < \zeta \} = \{ Y(r) \in \mathcal{G} \} \in \mathcal{F}^Y \). Moreover, since \( V_1 \) is a deterministic set, \( d(\cdot, V_1) \) is measurable from \( \mathcal{G} \) to \( \mathbb{R}^+ \), and therefore \( \{ d(Y(u), V_1) \leq 1/m \} \in \mathcal{F}_u^Y \subset \mathcal{F}^Y \). Hence \( A_{1,r} \in \mathcal{F}^Y \). Let \( t \geq 0 \), and write

\[
\{ S_1 \leq t \} = \{ S_1 < \zeta \leq t \} \cup A_{1,t}
\]

\[
= \left( \bigcup_{r \in \mathbb{Q}, 0 \leq r \leq t} \{ S_1 \leq r < \zeta \} \cap \{ \zeta \leq t \} \right) \cup A_{1,t}
\]

\[
= \left( \bigcup_{r \in \mathbb{Q}, 0 \leq r \leq t} A_{1,r} \cap \{ \zeta \leq t \} \right) \cup A_{1,t}.
\]

Therefore \( \{ S_1 \leq t \} \in \mathcal{F}^Y_t \), and hence \( S_1 \) is a stopping time relative to \( \mathcal{F}^Y \).

Now suppose that \( n \in \mathbb{N} \), \( n \geq 2 \), and that \( S_{n-1} \) is an \( \mathcal{F}^Y \)-stopping time. We show that for all \( r \in \mathbb{R}^+ \), \( A_{n,r} \in \mathcal{F}^Y_r \). First we remark that since \( \mathcal{G} \) is a separable metric space, the metric \( d \) on \( \mathcal{G} \) is a measurable mapping from \( (\mathcal{G} \times \mathcal{G}, \mathcal{B}_d \otimes \mathcal{B}_d) \) to \( (\mathbb{R}^+, \mathcal{B}(\mathbb{R}^+)) \). For example, this follows from Theorem I.1.10 in [17], and the continuity of \( d : \mathcal{G} \times \mathcal{G} \to \mathbb{R}^+ \) when \( \mathcal{G} \times \mathcal{G} \) is equipped with the product topology.

Consider \( K_{n-1} = Y(S_{n-1}) \). Since \( Y \) has right continuous paths it is progressively measurable relative to \( \mathcal{F}^Y \) (e.g., [18, Proposition I.4.9]). Thus by Proposition I.4.9 in [18] it follows that \( K_{n-1} \) is \( \mathcal{F}^Y_{S_{n-1}} \)-measurable. Consequently on \( \{ S_{n-1} \leq u \} \), \( K_{n-1} \) is \( \mathcal{F}^Y_u \)-measurable. Equation (A.1) reads

\[
A_{n,r} = \bigcap_{m \in \mathbb{N}} \bigcup_{u \in \mathbb{Q}, 0 \leq u \leq r} \{ S_{n-1} \leq u \} \cap \{ d(Y(u), V_c \setminus K_{n-1}) \leq 1/m \} \cap \{ r < \zeta \}.
\]

It follows that \( A_{n,r} \in \mathcal{F}^Y_r \), as claimed. But then \( \{ S_n \leq t \} \in \mathcal{F}^Y_t \) for all \( t \in \mathbb{R}^+ \) is proved with the same argument as at the end of the discussion of the case \( n = 1 \).

\[\square\]
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