Cooling and state preparation in an optical lattice via Markovian feedback control
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We propose and investigate a scheme based on Markovian feedback control that allows for the preparation of single targeted eigenstates of a system of bosonic atoms in a one-dimensional optical lattice with high fidelity. It can be used for in-situ cooling the interacting system without particle loss, both for weak and strong interactions, and for experimentally preparing and probing individual excited eigenstates. For that purpose the system is assumed to be probed weakly via homodyne detection of photons that are scattered off-resonantly by the atoms from a structured probe beam into a cavity mode. By applying an inertial force to the system that is proportional to the measured signal, the system is then guided into a pure target state. The scheme is found to be robust against reduced measurement efficiencies.

Introduction.— Atomic quantum gases in optical lattices constitute a unique experimental platform for studying quantum many-body systems under extremely clean and flexible conditions [1]. An important property of these systems is their extremely high degree of isolation from the environment, which is provided by the optical trapping of atoms inside ultrahigh vacuum. It offers the rather unique opportunity to experimentally study coherent nonequilibrium dynamics of many-body systems [2] over hundreds of tunneling times, before eventually residual heating processes make themselves felt. However, suitable dissipation can also be beneficial and the lack of it a limitation. For instance, whenever excitations are created, e.g. by time-dependent parameter variations into a parameter regime of interest, the induced energy remains in the system and causes heating. Here the ability to cool the system after a parameter ramp in situ (without particle loss) would be highly desirable. Also the controlled preparation of states beyond the strict constraints of equilibrium in driven-dissipative systems offers intriguing perspectives, like the investigation of transport [3, 4], the engineering of non-hermitian Hamiltonians [5, 6], Bose condensation in non-equilibrium steady states [6, 7], etc. Therefore, various routes for engineering dissipation in quantum-gas experiments have been pursued already, such as the engineering of reservoirs [8] and heat baths [9], the implementation of dephasing noise via inelastic scattering of lattice photons [10], or engineered local particle loss/detection via ionization [11].

Here we propose and investigate a scheme for controlled dissipative state preparation and cooling in bosonic optical-lattice systems by means of measurement-based feedback control [12, 13]. It is based on the continuous measurement of photons that are off-resonantly scattered by the atoms from a structured probe beam into a cavity mode [14, 15] in combination with a simple lattice measurement-conditioned acceleration and can be used to prepare individual eigenstates of the system with high fidelity. Controlling the probe beam as well as the feedback strength allows for engineering an artificial environment with tailored properties. It permits preparing the ground state (i.e. cooling) of the system with high fidelity not only for non or weakly interacting bosons, but, remarkably, at integer filling also for arbitrarily strong repulsion. Moreover, the approach is capable also of preparing individual excited eigenstates of the system, which would open the possibility to study their statistical properties as they are predicted, e.g., for ergodic systems by the eigenstate thermalization hypothesis (ETH) [16–18].

Measurement-based feedback control has been proposed and used already successfully in other systems for quantum state preparation [19–31], cooling [32–41], simulating nonlinear dynamics [42–44], as well as controlling dynamics [45–50] and phase transitions [51–55], just to name a few. In this paper, we consider Markovian feedback control as proposed by Wiseman [56], where a feedback Hamiltonian proportional to the measurement signal is continuously added to the system. It has been employed already for the stabilization of arbitrary one-qubit quantum states [57, 58], the control of two-qubit entanglement [59, 60], as well as optical and spin squeezing [55, 63, 64].

Model.— We consider a system of $N$ interacting bosonic atoms in a one-dimensional optical lattice described by the Bose-Hubbard model,

$$H = -J \sum_{l=1}^{M-1} (a_l^\dagger a_{l+1} + a_{l+1}^\dagger a_l) + \frac{U}{2} \sum_{l=1}^{M} n_l(n_l - 1), \tag{1}$$

with annihilation and number operators $a_l$ and $n_l = a_l^\dagger a_l$ for bosons on site $l$. Here $J$ quantifies nearest-neighbor tunneling and $U$ on-site interactions.

In order to control the system via quantum feedback control, we consider a homodyne measurement of an operator $c$. The dynamical evolution of the system is then described by the stochastic master equation (SME) [12] ($h = 1$ hereafter),

$$d\rho_c = -i[H, \rho_c]dt + \mathcal{D}[c]\rho_c dt + \mathcal{H}[c]\rho_c dW,$$

with $\mathcal{H}[c] \rho := c \rho + \rho c^\dagger - \mathcal{H}[c] d\rho_{\text{tot}}$ and $\mathcal{D}[c] \rho := c \rho c^\dagger - \frac{1}{2} (c^\dagger c \rho + \rho c^\dagger c)$. Here $\rho_c$ denotes the quantum state conditioned on the measurement result, $I_{\text{hom}} = \mathcal{H}[c+c^\dagger] \rho + \xi(t)$, with $\xi(t) = dW/dt$ and $dW$ being the standard Wiener increment with mean zero and
From the theory of angular momentum, we know that \( c \) with eigenvalue 0. Hence, by choosing the measurement operator \( c \) and feedback operator \( F \) so that \( A = c - iF \), \( H_{\text{fb}} = \frac{1}{2}(e^{iF} + Fc) \).

Taking the ensemble average over the stochastic measurement outcomes gives the feedback-modified ME [50]

\[
\dot{\rho} = -i[H + H_{\text{fb}}, \rho] + \mathcal{D}[A] \rho.
\]

The effect induced by the feedback loop is seen to replace the collapse operator \( c \) by \( A \) and to add an extra term \( H_{\text{fb}} \) to the Hamiltonian. Our goal is to find the proper measurement operator \( c \) and feedback operator \( F \) so that the steady state of the ME (3) is (as close as possible to) an eigenstate \( |E\rangle \) of the Hamiltonian \( H \) [66]. Ref. [66] points out that the ME (3) has a pure steady state if and only if the effective Hamiltonian \( H_{\text{eff}} = H + H_{\text{fb}} - iA^\dagger A/2 \) and the collapse operator \( A \) have a common eigenstate, which is then the steady state. Since the additional feedback-induced term in the Hamiltonian \( H_{\text{fb}} \) is proportional to the instantan-
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The condition \( A|G\rangle = (c - iF)|G\rangle = 0 \) then fixes the coefficients in the measurement operator to \( z_i = (g_{i+1} - g_{i-1})/g_i \).

In order to check the proposed scheme, we calculate the fidelity \( f \) between the steady state \( \rho_{\text{ss}} \) of Eq. (3) and the ground state \( |G\rangle \) of Eq. (1), i.e., \( f = \sqrt{\langle G|\rho_{\text{ss}}|G\rangle} \), which takes values between 0 and 1. To compare results for different particle numbers, we also introduce the fidelity “per particle” \( \tilde{f} \equiv f^{1/N} \). Figure 1(a) shows the fidelity as a function of the measurement strength \( \gamma \). As expected, for small enough \( \gamma \), \( H_{\text{fb}} \) has no detrimental impact and a close-to-one fidelity is approached [73]. This is confirmed when considering the excitation energy \( \Delta E = |\tilde{f}\rangle H|\tilde{f}\rangle - |G\rangle H|G\rangle \) as a probe of deviations from the target state [74]. In the presence of an external trapping potential, the scheme can directly be adapted, simply by replacing the coefficients \( g_i \) by the discrete single-particle ground-state wavefunction of trapped system and even without being adapted it is robust against weak potential modulations (see [74] for more details).
The coupling $\gamma$ also influences the time required to reach the steady state. For one particle in a double-well system ($N = 1, M = 2$), it is easy to verify that $f^2 = 1 - \frac{1}{2} e^{-4 \gamma t}$ [74]. Hence, a close-to-one fidelity can be reached at $\gamma t > 1$. In Fig. 1(b), we show the time-dependent fidelity $f = \sqrt{G} |\rho(t)|/G$ as a function of the scaled time $\gamma t$ for $N = 1$. For $\gamma t \gtrsim 1$ the curves for different $\gamma$ collapse and quickly approach the steady state. From Fig. 1(b) we can infer that $\gamma \lesssim 0.1J$ is sufficient to achieve a high fidelity, corresponding to a preparation in a few tens of tunnelling times. For a larger system (with larger $M$ or $N$) smaller $\gamma$ and thus also longer times are required [74].

Without any modification the feedback scheme still performs well in the presence of weak interactions $U \lesssim J$, as can be seen from Fig. 2 showing the steady-state fidelity versus $U$. While for fixed total particle number $N$ the scheme works better for larger system sizes ($M$) [Fig. 2(a)] for $N = 3$, the opposite trend is observed when instead fixing the filling $n = N/M$ [see Fig. 2(b)] for $n = 1/2$.

Feedback scheme for interacting particles.— To better capture the impact of interactions, we adapt the feedback scheme by adding a prefactor $\lambda$ to the feedback operator $F$, so that the collapse operator becomes

$$A = -c - i \lambda F,$$ (5)

The choice of $\lambda$ maximizing the fidelity is shown in Fig. 3(a) as a function of $U$. The corresponding fidelity is shown in (b). We can observe that in the case of integer filling (orange line), this simple rescaling of the feedback strength allows to achieve fidelities close to unity for all interaction strengths. The fact that it is possible to prepare the ground state of an interacting system for every interaction strength, including the strongly correlated regime of intermediate interactions close to the Mott transition [75], is remarkable, especially since we are considering only single-particle (i.e. quadratic) measurement and feedback operators $c$ and $F$ and since it is sufficient to vary a single parameter $\lambda$ to cover the whole range of interactions.

This choice (5) can again be motivated by inspecting the double-well case. For weak interactions, the ground state is given by $|G\rangle \sim |\psi_0^{(0)}\rangle - \alpha |\psi_2^{(0)}\rangle$ where $|\psi_0^{(0)}\rangle$ denotes the $n$th eigenstate of the non-interacting Hamiltonian and $\alpha = \sqrt{2N(N - 1)(U/J)/16}$. Since $A|G\rangle \propto \sqrt{N}(1 - \lambda) - \alpha \sqrt{2(N - 1)}(1 + \lambda)||\psi(0)\rangle$, the cooling condition can be satisfied by setting $\lambda = 1 - (U/J)(N - 1)/(4M)$, which is a linear function of $U/J$. For integer filling, the ansatz (5) is also suitable for strong interactions. The ground state is then approximated by $|G\rangle \approx |n\rangle + (nJ/U)(n+1, n-1)+|n-1, n+1\rangle$ with integer $n = N/2$. This gives $A|G\rangle \approx \sqrt{N}n - n_2 - \lambda (a_1^*a_2 - a_2^*a_1)|G\rangle \approx \sqrt{n} \langle 2J/U - \lambda (n+1, n-1)-|n-1, n+1\rangle$. Therefore, by setting $\lambda = 2J/U$, we have $A|G\rangle \approx 0$, which leads to a steady state close to the ground state of the system. For half-integer filling (odd $N$), the condition $A|G\rangle \approx 0$ does not hold for any $\lambda$ [74]. Generalizing this reasoning to $M$ sites, we again find $\lambda \propto U/J$ for weak interactions and for integer filling also $\lambda \propto J/U$ for strong interactions [dashed and dotted lines in Fig. 3(a)].

Imperfect detection efficiency.— So far, we have assumed perfect detection, $\eta = 1$. For an efficiency $\eta < 1$, the ME becomes [56] $\dot{\rho} = -i[H + H_n, \rho] + D|A\rangle \rho + \frac{1 - 2D}{\eta} D|A^\dagger\rangle \rho$. In Fig. 4 we investigate the robustness against a reduction of $\eta$. For both the non-interacting (a) and the interacting (b) cases, the fidelity is found to decrease slowly with $\eta$. Roughly speaking, large fidelities require efficiencies larger than 50 percent.

Stabilizing excited eigenstates.— It is also possible to prepare excited eigenstates of the system. For the
single-particle problem, the $n$th eigenstate reads $|\psi_n\rangle = \sum_i g_i^{(n)} |i\rangle$, with $g_i^{(n)} = \sqrt{2^M} \sin \left( \frac{n i \xi}{M+1} \right)$, with $n = 1, 2, \ldots M$. We can stabilize each of these eigenstates as steady state by using the feedback and measurement operators $\{\hat{a}_{l}^\dagger\}$ with $z_l = [\hat{g}_{l+1}^{(n)} - \hat{g}_{l-1}^{(n)}]/\hat{g}_{l}^{(n)}$. This scheme can be generalized to $N$ non-interacting particles to prepare the $n$th “coherent” eigenstate $|n, N\rangle = \frac{1}{\sqrt{\gamma}} (\sum_i g_i^{(n)} a_{l}^\dagger)^N |0\rangle$, where all particles occupy the $n$th single-particle eigenstate. Figure 5(a) shows the fidelities between the steady state and $|n, N\rangle$ versus $\gamma$. By symmetry states $|n, N\rangle$ and $|M-n+1, N\rangle$ show the same behavior. As expected, the fidelity increases and approaches 1 as $\gamma$ decreases. The preparation of states closer to the center of the spectrum requires smaller $\gamma$.

The preparation of excited eigenstates of the interacting system offers the intriguing perspective to study their individual properties experimentally. This would allow, for instance, to directly probe ETH [10,18], stating that each individual eigenstate of a generic ergodic system is characterized by expectation values that follow the prediction of the microcanonical ensemble. In Fig. 5(b) we plot the mean occupations $\langle n_0 \rangle$ of the leftmost site for all eigenstates of a system with $N = 4$, $M = 15$, and $U = J$ and one can see that the data points mostly form a rather thin stripe, confirming that (up to finite size effects) the expectation values depend mainly on the energy. Since it turns out that the stabilization of excited eigenstates via feedback control is difficult for the interacting system, we propose to use feedback control for the preparation of non-interacting eigenstates $|n, N\rangle$ and to then linearly switch on the interactions via a Feshbach resonance in a second step. In Fig. 5(c), we plot the overlap of the time-evolved states for a ramp time of $T = 100/J$ with the interacting many-body eigenstates $|k\rangle$. The energy expected for perfect adiabatic behavior is indicated by the vertical dashed lines of the same color in Fig. 5(b). While for initial coherent eigenstates with smaller energy, we find a very narrow distribution with almost only a single eigenstate occupied, for larger energies broader distributions indicate non-adiabatic behavior. We attribute the latter to the dynamic instability caused by the combination of repulsive interactions with negative effective mass found for states with large kinetic energy [20]. Even broader distributions are found [21], when preparing the state via a quench from a state with every other site occupied like in a recent experiment [22]. After the interaction ramp, we let the prepared state evolve with the interacting Hamiltonian and plot the mean-occupation versus time [Fig. 5(d), colors like in (c)]. The fact that we hardly see any evolution of that expectation value for the states with the lower energies, shows how close they are to an eigenstate. In turn, for the prepared states in the upper half in the spectrum we find strong oscillations indicating the superposition of a few eigenstates.

**Experimental implementation.**— By including the feedback control term $I_{\text{hom}} F$ to the Hamiltonian (1), the parameter for tunneling (rightwards) is modified to $J' = J + i\sqrt{\gamma I_{\text{hom}}} = \sqrt{J^2 + \gamma I_{\text{hom}}^2 \epsilon^{(t)}}$, with $\tan(\theta(t)) = \sqrt{\gamma I_{\text{hom}}/J}$. This can be achieved by accelerating the lattice potential $V_L(x)$ according to $V(x,t) = V_L(x-d_L \xi(t))$, with $d_L$ being the lattice constant. In the reference frame co-moving with the lattice, the corresponding inertial force is described by a time-dependent vector potential represented by the time-dependent Peierls phase $\theta(t) = md_L^2 \xi(t)$ attached to the tunneling matrix element [78]. Now choose $\xi(t) = \arctan(\sqrt{\gamma I_{\text{hom}}/J})/(md_L^2)$. Then $\Delta \xi(t)$ is found to be proportional to $\sqrt{T}$, a feature of a random walk. At the time when the system approaches the steady state [Fig. 5(b)], the average drift of the lattice is about 1.5$d_L$. The drift can be reduced further without losing fidelity by postselecting those trajectories with $\xi(t)$ remaining below a given threshold (dashed and dotted lines).

**Conclusion.**—We have proposed and investigated a simple scheme for measurement-based feedback control of a system of ultracold bosonic atoms in an optical lattice. Remarkably, at integer filling a simple modification
of the feedback strength allows for cooling the system at arbitrary repulsive interaction strengths. Moreover, we showed that it is possible to prepare individual excited eigenstates, which would allow to experimentally study their statistical properties as they are predicted by the ETH. As an outlook, it will be interesting to generalize the scheme predicted here to scenarios, where in situ cooling would be crucial, in order to counteract heating caused by Floquet engineering or imperfect adiabatic state preparation at a quantum phase transition, e.g. for the preparation of topological quantum states. Moreover, also the engineering of artificial thermal baths via feedback control, mimicking finite-temperature reservoirs and the combination of two of them to study heat-current-carrying steady states in a highly controllable quantum gas is a fascinating perspective. Generally, it will be interesting to employ feedback control to realize driven-dissipative systems and to control the properties of their non-equilibrium steady states (or phases) beyond the constraints of thermal equilibrium.
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Figure 6. (a) Standard deviation $\Delta \xi$ of lattice drift $\xi$ versus time, averaged either over all 1000 trajectories of the SME (solid) or over a postselected ensemble [dashed(dotted)], where the 50%(85%) of the trajectories were discarded that reach $\xi > 1.8 \ (1.2)$ during the evolution. (b) Corresponding fidelities between the instantaneous state and the ground state. The parameters are $N = 2, \ M = 4, \ U = J, \ dt = 0.01/J, \ \gamma = 0.1J$. Initially all atoms occupy the leftmost site.
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One Particle in a Double Well

For one particle in a double well, the system Hamiltonian reads
\[ H = \begin{pmatrix} 0 & -J \\ -J & 0 \end{pmatrix}, \] (S1)
whose ground state is given by \( |G\rangle = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ 1 \end{pmatrix}. \) The feedback master equation (ME) reads
\[ \dot{\rho} = -i[H, \rho] + D[A]\rho, \] (S2)
with the collapse operator given by
\[ A = \sqrt{\gamma}(\sigma_z - i\sigma_y) = \sqrt{\gamma} \begin{pmatrix} 1 & -1 \\ 1 & -1 \end{pmatrix}. \] (S3)
Note that the additional feedback-induced term in the Hamiltonian \( H_{fb} \propto \{\sigma_y, \sigma_z\} = 0 \) in this case.

Starting from the initial state \( \begin{pmatrix} 1 \\ 0 \end{pmatrix} \), the state at time \( t \) is given by
\[ \rho(t) = \frac{1}{2} \begin{pmatrix} 1 + e^{-2\gamma t} \cos(2Jt) & 1 - e^{-4\gamma t} - ie^{-2\gamma t} \sin(2Jt) \\ 1 - e^{-4\gamma t} + ie^{-2\gamma t} \sin(2Jt) & 1 - e^{-2\gamma t} \cos(2Jt) \end{pmatrix}. \] (S4)
Hence, we have
\[ \langle G | \rho(t) | G \rangle = 1 - \frac{1}{2}e^{-4\gamma t}. \] (S5)

The Nonunique Steady State for Odd Site Number \((M)\) Case

For the non-interacting case, when the site number \( M \) is odd, the steady state of the system is not unique. This is attributed to the presence of more than one dark state of the collapse operator \( A \) due to the degeneracy of the system. To better understand it, we can take a look at an example with \( M = 3 \) and \( N = 2 \). There are three single-particle eigenstates in this case, with energies \( E_{-1} = -\sqrt{2}J, E_0 = 0, E_1 = \sqrt{2}J \). Therefore, the system has two degenerate eigenstates with eigenenergy 0, i.e., one state with two particles in state \( |E_0\rangle \), and one state with one particle in \( |E_1\rangle \) and the other in \( |E_{-1}\rangle \). When expressed in the Fock state representation of the eigenstate basis, \( |n_{-1}, n_0, n_{-1}\rangle \), these two states read \( |0, 0, 0\rangle \) and \( |1, 0, 1\rangle \). Any superposition of these two states is also an eigenstate of the system, \( |\psi\rangle = \alpha|0, 2, 0\rangle + \beta|1, 0, 1\rangle \). Both components will be pumped to the state \( |1, 1, 0\rangle \) by the collapse operator \( A \). A proper choice of the coefficients \( \alpha \) and \( \beta \) will then lead to \( A|\psi\rangle = 0 \). Namely, besides the ground state \( |2, 0, 0\rangle \), there is another dark state of \( A \). Therefore, if the initial state has an overlap with this dark state, this component will not be influenced by the action of \( A \) and remain the same during the evolution. In this case, the steady state won’t be the ground state of the system. The key point in the above reasoning is the degeneracy of the system, which leads to the appearance of other dark states (besides the ground state) due to the ‘destructive’ interference between the degenerate eigenstates. When such a degeneracy is lifted, for instance, by including interactions, the steady state becomes unique (the ground state). When the site number is even, it can be shown that the ground state is the only dark state of \( A \) in spite of the degeneracy of the system.

Energy Difference Between the Steady State and the Ground State

As a second measure of the effectiveness of our cooling scheme, we calculate the energy difference between the steady state and the ground state \( \Delta E \), normalized by the width of the spectrum \( (E_{\text{max}} - E_{\text{min}}) \). The results are shown in Fig. S1.
Figure S1. The energy difference between the steady state and the ground state $\Delta E$ normalized by the width of the spectrum $(E_{\text{max}} - E_{\text{min}})$, as a function of (a) the measurement strength $\gamma$ with $U = 0$, (b)-(c) the interaction strength $U$, and (d) the detection efficiency $\eta$ with $U = 0$. The measurement strength in (b)-(d) is $\gamma = 0.01J$. In (a), (b), and (d), $\lambda = 1$. (c) compares the results with $\lambda = 1$ and the optimized $\lambda_{\text{opt}}$.

EXTERNAL TRAPPING POTENTIAL

Figure S2. The fidelity between the steady state and the ground state as a function of the potential strength $V$.

Here we consider the case when there is an external harmonic trapping potential

$$H_V = \frac{V}{2} \sum_{l=1}^{M} (l - l_0)^2 n_l,$$  

(S6)
with $l_0 = (M - 1)/2$. To cool the system in this case, one should use measurement operator $c = \sum_l z_l n_l$ with $z_l = [g_{l+1} - g_{l-1}]/g_l$ and $g_l$ being the coefficient of the ground state for the system with the on-site potential. Figure S2 shows the fidelity between the steady state and the ground state as a function of the potential strength $V$. We can see that for the non-interacting systems, a close-to-one fidelity can be obtained no matter how strong the potential is. For the interacting systems, the fidelity is degraded due to the potential, but the influence is found to be weak.

THE ROBUSTNESS OF THE FREE PARTICLE SCHEME AGAINST DISORDER

As a test of the robustness of the free particle scheme, we add quasi disorder via an incommensurate periodic potential modulation (Aubry-André model [80]) $V(l) = V_d \cos(2\pi \beta l)$, with $\beta = (\sqrt{5} - 1)/2$, i.e., consider the Hamiltonian

$$H = -J \sum_l (a_l^\dagger a_{l+1} + a_{l+1}^\dagger a_l) + \sum_l V(l)n_l,$$

(S7)

and see how the fidelity decreases with the disorder strength $V_d$. The results are shown in Fig. S3, where $V_d$ remains below the critical value of $V_d^c = 2J$, so that all eigenstates remain delocalized. We can see that the scheme is robust to weak disorder.

Figure S3. The fidelities $f$ (solid) and $\tilde{f}$ (dashed) between the steady state of the proposed scheme and the ground state of Eq. (S7) as a function of (a) the disorder strength $V_d$ for different $N$ at $M = 8$, and (b) the system size $M$ at $N = 1$. Other parameters are $U = 0, \gamma = 0.01J$.

SYSTEM SIZE DEPENDENCE OF THE MEASUREMENT STRENGTH $\gamma$

Figure S4. The maximal measurement strength $\gamma$ needed to reach a fidelity of 0.99 as a function of (a) $M$ with $N = 1$, and (b) $N$ with $M = 4$ or $M = N$. The interaction strength is $U = 0$. 
Here we consider the system size dependence of the measurement strength \( \gamma \). The fidelity increases as the measurement strength \( \gamma \) decreases. Figure \[54\] shows the maximal \( \gamma \) to reach a fidelity of 0.99 for various system sizes. From (a), one can see that the dependence of \( \gamma \) on \( M \) is weak when \( N \) is fixed. As for the dependence on \( N \) [see (b)], \( \gamma \) shows a fast decay with increasing \( N \) at the beginning and then the decrease becomes slow as \( N \) increases further.

### DOUBLE WELL SYSTEM UNDER WEAK INTERACTIONS

According to perturbation theory, for weak interactions \( NU/2 \ll J \), the ground state is approximately given by \(|G) \simeq |\psi_0(0)\rangle - \alpha|\psi_1(0)\rangle\), where \(|\psi_n(0)\rangle\) denotes the \( n \)th eigenstate of the non-interacting Hamiltonian and \( \alpha = \sqrt{2N(N-1)(U/J)/16} \). By noting \( J_-|\psi_1(0)\rangle = \sqrt{2(N-1)}|\psi_1(0)\rangle \) and \( J_-|\psi_0(0)\rangle = \sqrt{N}|\psi_0(0)\rangle \), we see that the ground state is coupled to the first excited state \(|E\rangle \simeq |\psi_1(0)\rangle\) by the collapse operator \( A = \sqrt{\gamma}J_- \) and the ratio of transfer rate between them reads \( |\langle E|J_-|G\rangle/(G|J_-|E)\rangle|^2 = \left[\sqrt{2(N-1)}\alpha/\sqrt{N}\right]^2 = [(N-1)(U/J)/8]^2 \equiv \nu \), the fidelity is approximately given by \( f^2 = 1 - \nu \). For general \( M \), the scenario is more complicated as the ground state is coupled to several states, while the conclusion is generally that the reduction of the fidelity is proportional to \( [NU/(2\Delta E)]^2 \) with the filling factor \( n = N/M \) and single-particle energy gap \( \Delta E = 2J \cos[\pi/(M+1)] - 2J \cos[2\pi/(M+1)] \).

### DOUBLE WELL SYSTEM WITH ODD PARTICLE NUMBERS

For odd \( N \) and \( M = 2 \), when \( U \gg NJ \), the ground state is approximately given by

\[
|G\rangle \simeq \frac{1}{\sqrt{2}} \left( \left| \frac{N+1}{2}, \frac{N-1}{2} \right\rangle + \left| \frac{N-1}{2}, \frac{N+1}{2} \right\rangle \right) + \frac{NJ}{4\sqrt{2U}} \left( \left| \frac{N+3}{2}, \frac{N-3}{2} \right\rangle + \left| \frac{N-3}{2}, \frac{N+3}{2} \right\rangle \right). \tag{S8}
\]

Therefore, for \( N \gg 1 \) we have

\[
\frac{1}{\sqrt{N}} A|G\rangle = [n_1 - n_2 - \lambda(a_1^+a_2 - a_2^+a_1)]|G\rangle \\
\simeq \frac{1}{\sqrt{2}} \left( \left| \frac{N+1}{2}, \frac{N-1}{2} \right\rangle - \left| \frac{N-1}{2}, \frac{N+1}{2} \right\rangle \right) + \frac{3NJ}{4\sqrt{2U}} \left( \left| \frac{N+3}{2}, \frac{N-3}{2} \right\rangle - \left| \frac{N-3}{2}, \frac{N+3}{2} \right\rangle \right) \\
- \frac{\lambda NJ}{2\sqrt{2}} \left( \left| \frac{N+3}{2}, \frac{N-3}{2} \right\rangle + \left| \frac{N+1}{2}, \frac{N-1}{2} \right\rangle \right) - \frac{\lambda NJ}{2\sqrt{2}} \left( \left| \frac{N+1}{2}, \frac{N-1}{2} \right\rangle + \left| \frac{N-1}{2}, \frac{N+1}{2} \right\rangle \right) \\
+ \frac{\lambda NJ}{2\sqrt{2}} \left( \left| \frac{N-1}{2}, \frac{N+1}{2} \right\rangle + \left| \frac{N-3}{2}, \frac{N+3}{2} \right\rangle \right) + \frac{\lambda NJ}{2\sqrt{2}} \left( \left| \frac{N+1}{2}, \frac{N-1}{2} \right\rangle + \left| \frac{N-1}{2}, \frac{N+1}{2} \right\rangle \right) \\
= |G\rangle + \frac{\lambda NJ}{2\sqrt{2}} \left( \frac{J}{4U} - 1 \right) \left( \left| \frac{N+1}{2}, \frac{N-1}{2} \right\rangle - \left| \frac{N-1}{2}, \frac{N+1}{2} \right\rangle \right) \\
+ \frac{N}{2\sqrt{2}} \left( \frac{J}{U} - \lambda \right) \left( \left| \frac{N+3}{2}, \frac{N-3}{2} \right\rangle - \left| \frac{N-3}{2}, \frac{N+3}{2} \right\rangle \right) \\
- \frac{\lambda NJ^2}{8\sqrt{2U}} \left( \left| \frac{N+5}{2}, \frac{N-5}{2} \right\rangle - \left| \frac{N-5}{2}, \frac{N+5}{2} \right\rangle \right). \tag{S9}
\]

From above expression, we can see that it’s impossible to make \( A|G\rangle = 0 \) no matter what value \( \lambda \) takes. We can only make the transfer rate from the ground state to other states small by setting \( \lambda = J/U \).

### MULTI-SITE CASE (GENERAL \( M \)) AT INTEGER FILLING

Now let’s consider the general \( M \) case with integer filling factor \( n = N/M \). For \( U \gg NJ \), the ground state is well approximated by

\[
|G\rangle \simeq |n, \ldots, n\rangle + \frac{nJ}{U} \sum_{i=1}^{M-1} \left( |n, \ldots, n_i + 1, n_{i+1} - 1, \ldots, n\rangle + |n, \ldots, n_i - 1, n_{i+1} + 1, \ldots, n\rangle \right). \tag{S10}
\]
where the second term contains all the Fock states that can be obtained from the equally distributed state \(|n, \ldots, n\rangle\) by transferring one particle from one site to its neighboring site. This gives

\[ \frac{1}{\sqrt{\gamma}} c|G\rangle = \sum_{l=1}^{M} z_{l} n_{l}|G\rangle \simeq \frac{nJ}{U} \sum_{l=1}^{M-1} (z_{l} - z_{l+1})(|n, \ldots, n_{l} + 1, n_{l+1} - 1, \ldots, n\rangle - |n, \ldots, n_{l} - 1, n_{l+1} + 1, \ldots, n\rangle), \tag{S11} \]

where we have used \(\sum_{l} z_{l} = 0\), and

\[ \frac{i}{\sqrt{\gamma}} F|G\rangle = \sum_{l=1}^{M-1} (a_{l}^{\dagger} a_{l+1} - a_{l+1}^{\dagger} a_{l})|G\rangle \simeq n \sum_{l=1}^{M-1} (|n, \ldots, n_{l} + 1, n_{l+1} - 1, \ldots, n\rangle - |n, \ldots, n_{l} - 1, n_{l+1} + 1, \ldots, n\rangle). \tag{S12} \]

Therefore,

\[ \frac{1}{\sqrt{\gamma}} A|G\rangle = \frac{1}{\sqrt{\gamma}} (c - i\lambda F)|G\rangle \simeq n \sum_{l=1}^{M-1} \left( (z_{l} - z_{l+1}) \frac{J}{U} - \lambda \right) (|n, \ldots, n_{l} + 1, n_{l+1} - 1, \ldots, n\rangle - |n, \ldots, n_{l} - 1, n_{l+1} + 1, \ldots, n\rangle). \tag{S13} \]

So by setting \(\lambda = (z_{l} - z_{l+1}) \frac{J}{U}\), we have \(A|G\rangle \simeq 0\).

**STATE DISTRIBUTION IN THE EIGENBASIS**

Figure S5 shows the distribution of some states, which can be prepared experimentally, in the eigenbasis at \(U = J\). (a) shows the ground states at various interaction strength \(U\). One can see that all of them have a large overlap with the low energy states. (b) shows the state with every second site occupied. This state has a broad distribution with a center in the middle of the spectrum.
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**Figure S5.** The distribution of some states in the eigenbasis at \(U = J\). (a) The ground states at various interaction strength \(U\). (b) The charge density wave state with every second site occupied. The system sizes are \(N = 5\) and \(M = 10\).