Searching for patchy reionization from cosmic microwave background with hybrid quadratic estimators
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We propose a hybrid quadratic estimator to measure cross correlations between gravitational lensing of the cosmic microwave background (CMB) and differential screening effects arising from fluctuations in the electron column density, such as could arise from patchy reionization. The hybrid quadratic estimators are validated by simulated data sets with both Planck and CMB-Stage 4 (CMB-S4) instrumental properties and found to be able to recover the cross-power spectra with almost no biases. We apply this technique to Planck 2015 temperature data and obtain cross-power spectra between gravitational lensing and differential screening effects. Planck data alone cannot detect the patchy-reionization-induced cross-power spectrum but future experiment like CMB-S4 will be able to robustly measure the expected signal and deliver new insights on reionization.

I. INTRODUCTION

Recombination of hydrogen atoms 380,000 years after the Big Bang left the early Universe with neutral hydrogen gas that was almost uniform but had small density fluctuations \[1\]. These fluctuations seeded the population of the first stars that emitted ultraviolet (UV) radiation, by which electrons were stripped from neutral hydrogen atoms and scattered with cosmic microwave background (CMB) photons. Large inhomogeneities in the ionization fraction of the gas were created during the so-called epoch of reionization (EoR), leading to substantial variations in the CMB scattering optical depth. At later times there are additional modulations in the scattering optical depth that arise from fluctuations in the baryon density. These variations in the scattering optical depth cause secondary fluctuations in the CMB.

The secondary CMB anisotropies generated at the EoR are extremely weak but can create excess power in CMB temperature and polarization power spectra \[2\]. However, it is very difficult to detect the small amount of excess power from these secondary anisotropies in the presence of the substantial fluctuation power coming from the (Gaussian) primary fluctuations and instrument noise. To get sufficient sensitivities, higher order estimators for patchy reionization have been developed with three-point \[3\] and four-point \[4, 5\] correlation functions. However, they either rely on a high-redshift large scale structure tracer which is hard to obtain or contain significant higher order biases that introduce extra uncertainties for the measurements. Although the auto-power spectrum of patchy reionization can be recovered after subtracting model-dependent biases, a Gaussian noise that is almost six orders of magnitude higher than the signal makes it hard to detect.

Building on previous work \[3\] which investigated the utility of cross-correlating a relatively noisy optical depth reconstruction with higher signal-to-noise tracers of large scale structure, we consider the CMB gravitational lensing as a high-redshift tracer and construct a cross correlation between gravitational lensing (\(\phi\)) and differential screening (\(\tau\)) effects. This is essentially a four-point correlation function, using two-point estimators for \(\phi\) and \(\tau\), respectively. In this paper, we study theoretical predictions of this cross correlation, and construct a hybrid quadratic estimator to extract such a signal from CMB data.

This paper is structured as follows: in Sec. II, we describe details of constructing the “hybrid quadratic estimator” as well as various debiasing steps; in Sec. III, we validate the hybrid quadratic estimator with simulations at noise levels appropriate for Planck and a CMB-S4-like experiment; we then apply this estimator to Planck 2015 temperature data in Sec. IV and conclude in Sec. V.

II. HYBRID QUADRATIC ESTIMATORS

The CMB with both gravitational lensing (\(\phi\)) and differential screening (\(\tau\)) effects can be projected onto a unit sphere as

\[
X(\mathbf{n}) = \tilde{X}(\mathbf{n} + \nabla \phi(\mathbf{n}))e^{-\tau(\mathbf{n})},
\]

where \(\mathbf{n}\) is a direction in the sky and \(\tilde{X}\) is the unlensed CMB. The symbol \(X\) refers to the lensed CMB (or the measured CMB) and it can be CMB temperature \(T\) or polarization \(Q \pm uU\). For CMB measurements, it is customary to express polarization measurements in terms of electric-like \((E)\) and curl-like \((B)\) modes. These are related to the Stokes parameters via...
We simulate CMB temperature and polarization for a next generation experiment like CMB Stage-4 (CMB-S4) with noise levels at $\Delta T = 1\mu$K-arcmin and $\Delta B = \sqrt{2}\mu$K-arcmin. We assume a Gaussian beam with 1' full width at half maximum (FWHM) $\theta$ and a full-sky coverage. The unlensed CMB power spectra are calculated by CAMB \cite{camb}. The lensed CMB simulations are made by Taylor lens\cite{taylレンシング} at HEALPix resolution $N_{side} = 2048$. Patchy-reionization-related theory power spectra $C^{\phi}_{l}$ and $C^{\phi\tau}_{l}$ are calculated using the halo model formalism \cite{halos, halos2}, in which the CAMB's tanh reionization model is used \cite{tanh}. The size of ionizing bubbles is assumed to satisfy a logarithmic distribution \cite{log}. The bubble size and bubble bias are self-consistently solved for a given reionization history. The fiducial parameters for the EoR are $\{\tau = 0.05, \Delta z = 8, \sigma_{in,R} = 1\}$, where $\tau$ is the optical depth today, $\Delta z$ is duration of the EoR and $\sigma_{in,R}$ is the variance of the ionizing bubbles. A representative plot for the cross-power spectrum $C^{\phi\tau}_{l}$ is shown in Fig.\ref{fig:figure1} where a calculation made by a toy model, assuming the bubble size and bubble bias are free parameters, is also shown in green for comparison \cite{figure1}. From a family of cross-power spectra, it is seen that the large-scale-structure (LSS) generated piece has a strong dependence on the EoR models, but the one generated by patchy reionization has a very uncertain amplitude.

We made simulations for $\phi_{input}$ and $\tau_{input}$ by performing the Cholesky decomposition of the theoretical covariance between them. These simulations are used as input.
for generation of mock CMB data. For a CMB-S4-like experiment, we make white noise simulations and convolve mock CMB maps with the beam profile. We apply the standard quadratic estimators $\phi$ and $\tau$ to the mock CMB data and create reconstructed $\phi$ and $\tau$ maps. We validate that the cross-power spectra $\langle \phi \phi_{\text{input}} \rangle$ and $\langle \tau \tau_{\text{input}} \rangle$ are consistent with input power spectra $C_\ell^{\phi \phi}$ and $C_\ell^{\tau \tau}$.

After subtracting the biases calculated using simulations, the cross-power spectrum $\langle \phi \tau \rangle$ can be recovered as Fig. 2 shows. However, the auto-power spectrum $\langle \tau \tau \rangle$ can be recovered at a level that the residual bias is smaller than the statistical uncertainty. Also, the residual bias of the auto-power spectrum is model dependent and would become negligible if the amplitude of the input model $\langle \tau \tau \rangle$ is lower than our nominal model. The sensitivity of the reconstructed auto-power spectrum is much lower than the cross-power spectrum $\langle \phi \tau \rangle$ that is derived from the same reionization model. Also, the auto-power spectrum $\langle \tau \tau \rangle$ may strongly depend on the higher order bias $N_1$ that must be determined from the desired patchy reionization signal, and model uncertainty will complicate interpretations of data measurements. On the other hand, the numerical simulations show that the reconstructed cross-power spectra $\langle \phi \tau \rangle$ have negligible higher order biases and a precise knowledge of the reionization model is not required. We validated this by repeating the

FIG. 2. Comparison of the auto-power spectrum estimator $\langle \tau \tau \rangle$ (left) and the cross-power spectrum estimator $\langle \phi \tau \rangle$ (right), i.e., the hybrid quadratic estimator, with a CMB-S4-like data set. Here we only show detailed components for $\langle \tau (EB) \tau (EB) \rangle$ (left) and $\langle \phi (EB) \tau (EB) \rangle$ (right). The dashed portion is negative. Signal-to-noise ratios for the auto- and the cross-power spectra with the fiducial EoR model are $\sim 2\sigma$ and $\sim 22\sigma$, respectively.
IV. MEASUREMENTS FROM PLANCK 2015 TEMPERATURE DATA

To measure a cross-power spectrum $\langle \phi \tau \rangle$ from data with the hybrid quadratic estimator, we use the 2015 Planck SMICA temperature data\cite{Planck2015}. It is foreground-cleaned and is less contaminated by foregrounds than single frequency maps. The beam profile of SMICA data can be well approximated as a 5$'$ Gaussian beam. An analysis mask is applied to remove point sources and Galactic plane, resulting in a sky fraction $f_{\text{sky}} = 0.67$. The mask is apodized with 60$'$ Gaussian beam to suppress mode-mixing induced by the sky cut. To reduce potential systematic effects and dust contamination, we filter out the data below $\ell_{\text{min}} = 200$. We also set $\ell_{\text{max}} = 2048$ to avoid potential high-$\ell$ foreground residuals. We use the Planck full focal plane (FFP) simulation, i.e., FFP8.1 SMICA noise simulations\cite{Planck2015} and have checked that the noise power spectra from SMICA component-separation simulations can precisely match the measured ones.

The reconstructions with the hybrid quadratic estimators are performed with a full suite of Planck simulations. We have repeated the same validation procedures, as for the CMB-S4-like experiment in the previous section, for the Planck 2015 data. We show different components of the cross-power spectrum $\langle \phi \tau \rangle$ for the Planck 2015 simulations in Fig.\,4 where a bias-free reconstruction (blue band powers) of the cross-power spectrum $\langle \phi \tau \rangle$ is achieved after subtracting simulation-derived biases. We only use the Planck temperature data, as the polarization data are too noisy to be used for this analysis.

In Fig.\,5 (left), we show the measured cross-power spectrum $\langle \phi \tau \rangle$. We compare the theoretical models to the measurement and calculate a $\chi^2$ from

$$\chi^2 = \sum_{bb'} (\hat{C}_b - C_b^{\text{th}}) C_{bb'}^{-1} (\hat{C}_{b'} - C_{b'}^{\text{th}}).$$

Here $C$ is the covariance matrix between different band powers and $\hat{C}_b$ is the measured $\langle \phi \tau \rangle$ band power at band $b$. The theoretical band power is decomposed into two parts: $C_b^{\text{th}} = A_{\text{patchy}} C_b^{\text{patchy}} + A_{\text{LSS}} C_b^{\text{LSS}}$, where $C_b^{\text{patchy}}$ is the theoretical cross-power spectrum created by patchy reionization (blue solid line in Fig.\,4), and $C_b^{\text{LSS}}$ is the cross-power spectrum due to the low-$z$ large scale structure (LSS, blue dashed line in Fig.\,4). This simple parametrization is chosen to avoid degeneracy of the EoR parameters which are still difficult to be constrained from this measurement.

The anti-correlation between the two amplitudes is shown in Fig.\,6 if both amplitudes are varied. Given the fact that the LSS contribution $A_{\text{LSS}}$ does not vary too much as seen from the theoretical calculations in Fig.\,4 we fix $A_{\text{LSS}}$ to be 1 and find that $A_{\text{patchy}} < 6$ at

\footnote{https://crd.lbl.gov/departments/computational-science/c3/c3-research/cosmic-microwave-background/cmb-data-at-nersc/}
the SMICA data is foreground-cleaned and only the temperature modes within $200 < \ell < 2048$ are used, contaminating power of dust and foregrounds on the cross-power spectrum $\langle \phi \tau \rangle$ should be negligible. To verify this, we investigate the maximum impact with no dust isolation and propagate a Planck thermal dust map “COM_Map_dust-commrul_2048_R1.00.fits” through the same analysis pipeline. The dust-induced trispectrum $\langle \phi \tau \rangle$ shown in green in Fig. 5 (right) is consistent with zero.

From the Planck temperature data, the cross-power spectrum $\langle \phi \tau \rangle$ is not detected (at $\sim 1\sigma$ statistical significance level), but will be detected by the CMB-S4-like experiment, and the parameter space on the $A_{\text{patchy}}$-$A_{\text{LSS}}$ plane will be significantly reduced as seen from Fig. 6, where only simulated band powers from $\langle \phi (EB) \tau (EB) \rangle$ are taken into account.

### V. CONCLUSIONS

In this paper, we propose a hybrid quadratic estimator formalism for the study of fluctuations in the anisotropic optical depth, such as would be induced by patchy reionization. We make mock data sets for Planck and CMB-S4-like experiments and numerically validate that the cross-power spectrum $\langle \phi \tau \rangle$ can be correctly recovered from the CMB data alone. Moreover, we measure a $\langle \phi \tau \rangle$ cross-power spectrum from Planck 2015 temperature data and obtain a new upper bound for patchy reionization. Various systematic and foreground tests are performed and their effects are found to be negligible. For the next-generation CMB experiments, both temperature and polarization data can be used to measure the cross-power spectra $\langle \phi \tau \rangle$ with much higher signal-to-noise ratios, and the signal of patchy reionization in future experiments will be detected from CMB alone, extending CMB science to a new regime when the first stars
and galaxies formed.
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SUPPLEMENTAL MATERIAL

In this supplementary material, we describe various trispectrum components for the patchy-reionization related estimators, including realization dependent biases, estimator-based biases and higher order \((N_1)\) biases.

Appendix A: Trispectrum components for patchy-reionization related estimators

The weighting functions for estimators of gravitational lensing and anisotropic optical depth are given in Table I where the \(F\) and \(J\) matrix are multipole-weighted 3-j Wigner symbols \[4, 6\]. Symbols \(C_\ell\) and \(C_\ell\) refer to unlensed and noise-included CMB power spectra.

A four-point correlation function is constructed from four CMB maps \(X, Z, W, V\). \(\{X, Z, W, V\} = \{T, E, B\}\). We make simulations for a map set for lensing potential \((\phi)\), \(\phi\) and \(\tau\) \(\phi\). Here the superscripts “(un)”, “(f)” and “(G)” refer to unlensed, \(\phi\)-only, \(\tau\)-only, \(\phi+\tau\), and Gaussian simulations. The same map set is also made for \(\tau\) reconstruction. In the following, operators \(\{A, B\} = \{\phi, \tau\}\). Generally, the four-point correlation function is expressed as

\[
C_{\ell}^{A \times B,cd} = \langle (X^{(c)}, Z^{(c)}) B(W^{(d)}, V^{(d)}) \rangle,
\]

where the superscript “\(c\)” or “\(f\)” refers to a specific type of CMB map in the map set.

The realization dependent (RD) bias is calculated from

\[
N_{0,\ell}^{A \times B,cd}(XZ; W V) = \langle [A(X^{(D)}, Z^{(c)}) + A(X^{(c)}, Z^{(D)})][B(W^{(D)}, V^{(c)}) + B(W^{(c)}, V^{(D)})] \rangle
- \langle A(X^{(c)}, Z^{(c)})[B(W^{(d)}, V^{(d)}) + B(W^{(d)'}, V^{(d)'})] \rangle.
\]

Here the superscript “(D)” refers to the data. We make two map realizations labeled as \(\{X, Z, W, V\}\) and \(\{X', Z', W', V'\}\).

The estimator for the anisotropic optical depth \(\langle \tau \tau \rangle\) is defined as

\[
\hat{C}_{\ell}^{\tau \tau} = \langle (X^{(f)}, Z^{(f)}) \rangle - \langle X^{(\phi)} Z^{(\phi)} \rangle \langle W^{(f)} V^{(f)} \rangle - \langle W^{(\phi)} V^{(\phi)} \rangle.
\]

In the following, the average symbol \(\langle \rangle\) and subscript \(\ell\) are omitted for brevity. Eq. \(A3\) can be decomposed into a few components. The raw signal is

\[
\hat{C}_{\ell}^{\tau \tau} = \tau (X^{(f)}, Z^{(f)}) \tau (W^{(f)}, V^{(f)}),
\]

and the raw lensing-induced trispectrum is

\[
\hat{C}_{\ell}^{\tau \tau, \phi} = \tau (X^{(f)}, Z^{(f)}) \tau (W^{(\phi)}, V^{(\phi)}) + \tau (X^{(\phi)}, Z^{(\phi)}) \tau (W^{(f)}, V^{(f)}) - \tau (X^{(\phi)}, Z^{(\phi)}) \tau (W^{(\phi)}, V^{(\phi)}),
\]

which is related to a pure lensing bias as \(C_{\ell}^{\tau \tau, \phi} = \hat{C}_{\ell}^{\tau \tau, \phi} - C_{\ell}^{\tau \tau, G}\), and \(C_{\ell}^{\tau \tau, G}\) is the Gaussian bias.

The \(N_1\) bias for \(\tau \tau\) \((A = \tau, B = \tau, c = d = \langle\langle (\tau)\rangle\rangle)\) is

\[
N_{1,\ell}^{A \times B, cd}(XZ; W V) = \langle A(X^{(c)}, Z^{(c)}) [B(W^{(d)}, V^{(d)}) + B(W^{(d)'}, V^{(d)'})] \rangle
- \langle A(X^{(c)}, Z^{(c)}')[B(W^{(d)}, V^{(d)}) + B(W^{(d)'}, V^{(d)'})] \rangle,
\]

where two realizations \(X, Z, W, V\) and \(X', Z', W', V'\) are created from the same \(\phi\) or \(\tau\) but different CMB and noise realizations.

With the components defined above, the reconstructed signal is expressed as

\[
\hat{C}_{\ell}^{\tau \tau} = \hat{C}_{\ell}^{\tau \tau} - C_{\ell}^{\tau \tau, \phi} - N_{0,\ell} - N_{1,\ell},
\]

where the RD is subtracted instead of the Gaussian bias \(N_0\) from simulations for the data.

The estimator of the cross-power spectrum \(\langle \phi \tau \rangle\) is defined as

\[
\hat{C}_{\ell}^{\phi \tau} = \langle [\phi (X^{(f)}, Z^{(f)}) - \phi (X^{(\tau)}, Z^{(\tau)})] [\tau (W^{(f)}, V^{(f)}) - \tau (W^{(\phi)}, V^{(\phi)})] \rangle.
\]

The raw trispectrum is

\[
\hat{C}_{\ell}^{\phi \tau} = \phi(X^{(f)}, Z^{(f)}) \tau (W^{(f)}, V^{(f)}),
\]
The weighting functions for lensing ($\phi$) and patchy reionization ($\tau$) quadratic estimators are

\[
\begin{align*}
& f_{\ell \ell'}^{\phi} & f_{\ell \ell'}^{\tau} & g_{\ell \ell'}^{\phi}(L) & g_{\ell \ell'}^{\tau}(L) \\
TT & \hat{C}_\ell^{TT} + \hat{C}_\ell^{TT} & (\hat{C}_\ell^{TT} + \hat{C}_\ell^{TT})\tilde{J}_{202} & \frac{f_{\ell \ell'}^{\phi}}{2c_1^T} & \frac{f_{\ell \ell'}^{\tau}}{2c_1^T} \\
EB & \hat{C}_\ell^{EE} & \hat{C}_\ell^{EE}(J_{202}^E - J_{202}^E)/(2i) & \frac{f_{\ell \ell'}^{\phi}}{c_1^E} & \frac{f_{\ell \ell'}^{\tau}}{c_1^E} \\
\end{align*}
\]

and the lensing-induced raw trispectrum is

\[
\hat{C}_{\ell \ell'}^{\phi \tau} = \phi(X^{(\tau)}, Z^{(\tau)})\tau(W^{(\phi)}, V^{(\phi)}) + \phi(X^{(\phi)}, Z^{(\phi)})\tau(W^{(\phi)}, V^{(\phi)}) - \phi(X^{(\tau)}, Z^{(\tau)})\tau(W^{(\phi)}, V^{(\phi)}),
\]

(A9)

from which a pure lensing bias is defined as $C_{\ell \ell'}^{\phi \tau, \phi} = \hat{C}_{\ell \ell'}^{\phi \tau, \phi} - C_{\ell \ell'}^{\phi \tau, G}$, and $C_{\ell \ell'}^{\phi \tau, G}$ is the Gaussian term estimated from Gaussian realizations.

The $N_1$ bias for the cross-power spectrum is

\[
N_{1,\ell} = N_{1,\ell}^{A \times B, (ff)} - N_{1,\ell}^{A \times B, (f\phi)} - [N_{1,\ell}^{A \times B, (f\phi)} - N_{1,\ell}^{A \times B, (\tau\phi)}],
\]

(A10)

where $A = \hat{\phi}$, $B = \hat{\tau}$, and each term has a general form

\[
N_{1,\ell}^{A \times B, cd}(XZ; WV) = \langle A(X^{(c)}, Z^{(c)})|B(W^{(d)}, V^{(d)})) + B(W^{(d)}, V^{(d)})\rangle.
\]

(A11)

With the components defined above, the reconstructed signal is expressed as

\[
\hat{C}_\ell^{\phi \tau} = \hat{C}_\ell^{\phi \tau} - C_{\ell \ell'}^{\phi \tau, \phi} - N_{0,\ell} - N_{1,\ell},
\]

(A12)

where the RD is subtracted instead of the Gaussian bias $N_0$ from simulations for the data.