Classifying Aged Li-Ion Cells from Notebook Batteries
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Abstract: A dataset consisting of 90 lithium-ion cells obtained from old notebook batteries containing their response to 100 charge–discharge cycles is presented. The resulting degradation patterns are assigned to four clusters and related to possible aging mechanisms. The records in the battery management system (BMS) of each battery are analyzed to understand the influence of first life conditions in the measured degradation patterns. The analysis reveals that a cluster of cells which experienced mostly calendar aging in 7–13 years hold ~90% of the rated capacity, and exhibit at 0.4 C discharge a linear capacity degradation throughout cycling comparable to new cells. In contrast, a cluster of cells that experienced extensive calendar and cyclic aging can lose ~50% capacity at 0.4 C discharge in a few cycles after reutilization. A model based on a boosted decision tree is applied to forecast the cluster of each cell, using as features the capacity measured in the first cycle, and the records obtained from the BMS. The highest accuracy (83%) is obtained through capacity, where misclassification arises from two clusters containing highly degraded cells with similar initial capacities, but divergent degradation patterns.
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1. Introduction

The electrification of transport systems and the massive production of handheld devices contributes to the sustained growth of electronic waste, by generating tons of lithium-ion (Li-ion) batteries that will be discarded after their intended use [1]. A second life for discarded batteries could transfer their remaining capacity to stationary energy storage [2] and would reduce the pressure imposed on recycling. Examples of this rising interest in a circular economy for Li-ion batteries include 45 MWh of batteries retired from test electric vehicles (EV) installed as bulk storage to provide grid services in Germany [3–7], and the study of handheld devices for reuse [8,9].

To date, there has been extensive research on the concept of a second life [2], but documented experiments are limited to the work of Schuster, Martinez, and Tong [10–12]. Two gaps arise from this situation. First, the batteries used in demonstrative projects (e.g., [3–7]) are artificially homogeneous, because they experienced a comparable and brief use in a fleet meant for the demonstration of an EV model. Outside this controlled environment, second life projects will work with batteries that experienced different first life conditions, which will foster particular degradation modes after extensive aging [10]. Second, limited data is available to understand the complex interaction between the first life use conditions and the degradation patterns expected for second life batteries. This publication contributes to reduce both gaps by providing an open database containing the capacity decay of “real” second life batteries (for further information, please check Supplementary Materials).
One misconception that can appear from a homogeneous database is the definition of the state of health (SOH). In the case of Li-ion batteries, the remaining discharge capacity is often defined as the SOH, because of its correlation to the degradation rate measured under controlled conditions [13]. Moreover, this definition is considered a benchmark in the study of other methods to sort second life batteries [14–16]. However, sorting batteries using capacity as the SOH will yield errors, due to the absence of the first life conditions that distinguish the degradation mode behind the capacity loss. Barai et al. summarizes the need of additional information in the fact that “Different degradation mechanisms can lead to the same apparent capacity loss, and degradation can also occur without capacity loss” [17]. For this reason, a forecast usually needs a degradation history to predict an accurate trend [18–20], which in the case of second life batteries could be obtained from the battery management system (BMS) [21].

The BMS is a fundamental part of Li-ion batteries and performs mainly supervision and control tasks [22]. In the context of this research, the focus is placed on its memory function. A standard BMS records the conditions inside a battery using metrics such as the cycle count, temperature profiles, state of charge (SOC), and log of events, among others [21–23]. The content of these variables will be unique to each battery and represent only a fraction of the first life. On one side, there is a limit of memory space, which will result in the compression to single values (e.g., average, last measurement), a loss of information that will increase for handheld devices. On the other side, the BMS has a limited amount of sensors, which will make untraceable the individual experience of a cell, related to a heterogeneous degradation rate originating from inconsistent quality in the production process [24], and unequal connection resistances and temperature distribution inside a battery [25].

In a second life economy, a specialized company will analyze if a discarded battery can be reutilized [21]. In a process using the actual definition of SOH, the data recorded in the BMS could be applied to estimate the discharge capacity. Previous research demonstrated correlations between variables recorded by the BMS like the cycle count, charge throughput, and mean temperature, and the actual discharge capacity for a wide range of appliances, including EVs, electric bikes, and notebook batteries [9,14,23,26]. The main advantage of using the information in the BMS is that the charge and discharge process lasts hours when applying currents below the rated value (0.2–1 C), which is a common practice to measure capacity [12,14,15]. In contrast, the data from the BMS can be obtained faster, at the location of the battery, or remotely, if the device allows wireless communication. In the case of EVs, there may be significant advantages on following this approach, given their weight (>100 kg) and energy/power (kWh/kW), which increase the cost of measuring capacity. Besides, the BMS and the on-board computer of the vehicle may provide a large set of features correlated to capacity for each battery.

Retrieving data from the BMS requires a close collaboration between the companies handling aged batteries. For example, BMSs in electric vehicles use a CAN (controller area network) protocol, but the definition of the messages to retrieve specific information changes among EV manufacturers [27]. A similar problem appears for notebook batteries, where using the common protocol limits the query to a handful of variables [28]. Therefore, the support of the company involved in the program of the BMS is required. Other practical problems include cases when the BMS is removed from the battery, either by EV manufacturers during the transition (e.g., to protect sensitive data [21]) or by the second life enterprise to suit the second life application [21,29]. Last, a database will be necessary to train a model that relates data from the BMS to the performance in a second life. This database should at least contain the variables read from the BMS, test results obtained during the transition to a second life, and the degradation rate during reutilization, which may involve different companies in each item.

In cases where the data obtained from the BMS is insufficient to replace capacity as the SOH, or when this data loses representativity after the disassembly to modules or individual cells, it may be necessary to measure the discharge capacity. Yet, the records in the BMS may contain conditions related to use correlated to anomalous degradation rates present in a dataset, thus enhancing the information that can be derived from a single capacity measurement. In the following paragraphs are
described variables useful to distinguish batteries exhibiting momentarily similar capacities, but for which different degradation rates are expected. The examples include the depth of discharge (DOD), SOC, charge rate, and temperature, which are present even in simple BMS designs [30]. In each case, the results are related to changes in the degradation modes. The reader should notice that there are several degradation mechanisms which can arise from situations beyond the ones described, which may be traced by other variables. For a deeper understanding of Li-ion degradation the reader is referred to [31,32].

Existing research shows that different capacity degradation rates should be expected for cells that experienced different DOD during their first life [10]. In this study, two cells were cycled at 0.94 and 1.2 V-DOD (the difference between the lower and upper cut-off voltage during cycling) until reaching 85% capacity each. The cell cycled at higher DOD revealed a slightly larger capacity degradation rate after both cells were reused applying identical conditions. In this case, a higher DOD implies additional phase transitions in both electrodes [13], and particularly, a larger fluctuation of the volume of the anode, given the higher relative volume increase of graphite during the lithiation process. The latter can result in additional wear to the already formed solid electrolyte interface (SEI, often signalized as one of the main degradation modes in Li-ion batteries [31]). This situation promotes further growth of the SEI and can also induce the particles of the active material to break [33], resulting in a larger capacity degradation rate due to the loss of lithium inventory trapped by the SEI, as well as capacity loss due to the damage of the active material in the anode.

The influence of the first life SOC can be inferred from [10]. In this study, new cells were stored for 84 weeks at 0–100% (the lower and upper cut-off voltage defined in the datasheet) and afterwards cycled applying identical conditions. After reaching 90% capacity, the cells stored at the highest SOC lost 0.5% capacity per equivalent cycle, whereas those stored at the lowest SOC lost 0.03% capacity/cycle. The lower degradation rate for cells stored at lower SOC may be related to a retarded growth of the SEI layer [13,34], allowed by the reduced electrochemical reactions between the delithiated anode with the electrolyte. However, cells that experience an extremely low SOC (overdischarge) may experience a higher degradation due to the appearance of a different reaction. Overdischarge can occur if batteries are left unattended for a long period, because of self-discharge or the parasite consumption of the BMS. This condition can result in the dissolution of copper particles present in the composite electrode of the anode, which can form dendrites, pierce the separator, and produce a short-circuit [35,36]. This degradation mode depends on the time spent at an overdischarge voltage [35], the overdischarge voltage [35,36], and when comparing cells using the same anode, the composition of the positive electrode [37], because it determines the apparent voltage measured from the cell terminals [38]. In this case, relying on capacity measurements can be misleading, because overdischarged cells can still provide in one cycle elevated discharge capacities [39]. Unfortunately, recording a low voltage state may be difficult because the BMS itself is powered from the battery, and will shut down under a certain voltage threshold.

Besides variables such as the DOD or SOC, keeping track of the charge rate and temperature may provide a correlation to batteries that experienced Li plating. An increasing amount of evidence shows that this degradation mechanism occurs after long-term cycling at normal temperatures such as 20–25 °C and charge rates of 1 C [40,41], and will be probably observed in batteries evaluated for a second life. The definition of plating stands for Li ions, that under high charge rates, low temperature, and/or extensive aging conditions, instead of producing the desired intercalation reaction into the anode, join an electron on the surface of graphite. The electrodeposition of Li starts a chain reaction that accelerates capacity degradation by increasing the contact of Li metal particles with the electrolyte, which in turn promotes further SEI growth, and by removing Li ions from the conduction matrix when this plated Li loses contact with graphite [32,42]. It has been shown that for aged batteries, cycling at higher charge currents and larger DOD foster this transition [42,43], correcting a common misconception about this degradation mode, previously thought to appear for cells reaching ~80% capacity. On the contrary, Li plating after extensive aging depends on the history of charge current and its interaction
with ambient temperature [44], explaining that cells operated at low charge currents (0.2 C) at moderate temperatures can still maintain a linear capacity degradation reaching values below 60% [10]. The latter combined with the existence of reversible Li plating pose an interesting paradox for the SOH based exclusively on capacity. Batteries retired from an application will be at rest for several days before an evaluation. Part of plated Li is reversible, and thus can intercalate into the anode during a rest period after charge. During long rest periods, it has been measured that batteries can experience a capacity recovery of 6% after five days, regarding the last measured capacity [45]. Moreover, the magnitude of the recovery increases for cells that experienced extensive cycling, because more Li has been plated. Therefore, it may occur the paradox that batteries with higher capacities but with the conditions for Li plating show a higher SOH, over batteries with a reduced capacity but without this degradation mode. In this particular case, a history of charge rate coupled with temperature may even provide more consistent information than capacity for the SOH.

Regarding temperature as a variable, it provides a distinctive measure of degradation modes given its strong influence on the degradation reactions [31]. Extreme temperatures will be of particular interest, as high temperatures are related to the degradation of the electrolyte and the structure of the cathode, which may not be detected in a capacity measurement at low discharge rates [46], and low temperatures during charge, and its relation to Li plating [32].

2. Materials and Methods

2.1. Batteries

Twelve used Lenovo batteries, obtained from an open collection at the Technical University of Berlin, were disassembled to obtain 90 Sanyo UR18650FM cells, as shown in Figure 1a. Each battery contained 3 cells connected in series, and depending on the model, 2 or 3 in parallel. The rated capacity of each battery is defined as \( C_b = nC_r \), where \( n \) is the number of parallel cells, and \( C_r = 2.48 \text{ Ah} \) is the discharge capacity of new cells [47]. All cells inside one battery have the same code printed on their surface, which represents their date of production and defines a batch. However, each battery in the dataset was built with cells produced in a specific batch. The weight \( (\omega_i) \) of each cell was provided in this dataset to track the consistency among batches.

![Figure 1. (a) Sanyo UR18650FM; (b) battery management system (BMS) based on bq8030.](image-url)

Variables stored in the BMS were obtained using a custom device built based on [48] (the data obtained was later corroborated for certain batteries with the analyzer EV2300 from Texas Instruments, which is a device designed for the same purpose). This information in the Lenovo batteries is stored in the integrated circuit bq8030, as shown in Figure 1b, manufactured by Texas Instruments. Then, for each battery \( b \) is obtained the manufacture date \( t_b \) (day-month-year), the full charge capacity \( \omega_b \) (Ah), the design capacity \( \kappa_b \) (Ah), and cycle count \( z_b \). Considering the definitions of these variables in the common protocol for notebook batteries [28], the following variables are defined (Equations (1)–(3)):

\[
x_1 = t_i - t_b
\]
where \( x_1 \) is in years, \( x_2 \) is a proportion, and \( x_3 \) an integer, the two latter divided by a coefficient to compare capacities and cycles of batteries with different design capacities recorded in the BMS. Notice that \( x_1 \) contains a sub-index \( i \) related to the date of the test \( t_i \) for each cell \( i \) tested in Section 2.2, whereas \( x_2 \) and \( x_3 \) are equal for cells obtained from the same battery. Variables 1 and 3 are normalized, dividing all values by the maximum value in each column of the dataset.

The voltage of each cell \( V_0 \) was measured after disassembly with a multimeter. Notice that similar information may be retrieved from the BMS, if the address where this variable is stored is provided by the company involved in the program of the BMS. Unfortunately, this was not possible in our case. A variable representing overdischarge is calculated considering the cut-off voltage for this cell type \( V_r = 2.8 \text{V} \) [47] (Equation (4)):

\[
x_4 = \begin{cases} 
1 - \frac{V_0}{V_r} & \text{if } V_0 < V_r \\
0 & \text{if } V_0 \geq V_r
\end{cases} \tag{4}
\]

2.2. Cycling

All cells were cycled using a Neware CT-4008 [49] following the steps described in Table 1 (Test steps are based on [47]). Figure 2 shows the setup, located in a room where temperature was controlled by an air conditioner set to 25 °C. The conditions of this test, i.e., charge discharge at 0.4 C, 100% DOD, and ~25 °C, can be considered a normal test for Li-ion batteries [17]. Current, voltage, and ambient temperature \( T_a \) were measured at 1 sample/min. To reduce correlations between cells obtained from the same battery and a particular ambient temperature profile, cells from different batteries were preferred for parallel tests using the 8 channels of the cycling equipment. From the test is obtained (Equations (5)–(7)):

\[
y_z = \frac{C_z}{C_r} \tag{5}
\]

\[
T_z = \frac{T_a}{T_z} \tag{6}
\]

\[
Y = \begin{bmatrix} 
  y_{1,1} & \cdots & y_{1,100} \\
  \vdots & \ddots & \vdots \\
  y_{90,1} & \cdots & y_{90,100}
\end{bmatrix} \quad T = \begin{bmatrix} 
  T_{1,1} & \cdots & T_{1,100} \\
  \vdots & \ddots & \vdots \\
  T_{90,1} & \cdots & T_{90,100}
\end{bmatrix} \tag{7}
\]

Table 1. Cycling using constant current (CC) and constant voltage (CV) phases.

| Step       | Phase   | Parameters | End   | Variable     |
|------------|---------|------------|-------|--------------|
| 1. Charge  | CC, CV  | 1 A, 4.2 V | 0.05 A| \( C_r \)    |
| 2. Rest    |         |            | 30 min| \( T_a \)    |
| 3. Discharge| CC     | –1 A       | 2.8 V | \( C_z T_z \)|
| 4. Rest    |         |            | 30 min|              |
| Repeat     |         |            |       |              |
| \( z = z + 1 \) | 1–4    |            | \( z = 100 \) times |              |

In the short term, temperature fluctuations in this test produced proportional changes on the discharge capacity. This occurs because the exchange current densities, the solid and electrolyte phase diffusion coefficients, and the electrolyte phase conductivity depend on temperature [50]. Therefore, a capacity–temperature dependence was calculated to remove part of the fluctuations induced by
temperature. Two matrices comprising the differences $\Delta Y$ and $\Delta T$ were obtained, with 99 columns each. For each row, data pairs where simultaneously $\Delta T > 0$ and $\Delta C < 0$ were filtered, because it was presumed in this case to have a permanent capacity loss. Then, a linear regression between the filtered arrays $\Delta T$ and $\Delta Y$ provides a slope $a_i$ for each cell, and the row vector $a$ contains this short-term capacity–temperature dependence. Finally, the capacity of each cycle and cell was corrected to $T_r = 25 \, ^\circ C$, applying Equation (8):

$$Y^* = Y - a(T - T_r).$$

(8)

The validity of the proposed temperature correction is described in Appendix A, and examples portrayed in Figures A1 and A2.

![Figure 2. Cycling.](image)

### 2.3. Classification

The matrix $Y^*$ is clustered running $k$-means algorithm [51]. The algorithm works as follows. To start, $k$ observations are drawn from the rows in $Y^*$ and chosen as a “centroid”. Then, the Euclidean distance from each centroid to all other rows is calculated. Each row in $Y^*$ is assigned to the nearest centroid, defining a cluster. A new set of $k$ centroids is calculated from the average of the rows in each cluster, and the distance of each row in $Y^*$ is updated using the new centroids, and again, each row is assigned to the cluster according to the shortest distance to the new centroids. The process is repeated until cluster assignments are maintained, or the algorithm reaches the maximum number of iterations.

The result of $k$-means depend on the initialization seeds that lead to choose the rows to start the algorithm. The latter implies an unstable assignment for cells that show degradation patterns at the borders of each cluster. Therefore, the smallest number of clusters with a stable classification after repeated runs was chosen ($k = 4$), that simultaneously was not trivially distinguishable, only by the capacity at the beginning of cycling, due to the reduced sample of cells in certain capacity ranges. Each cell $i$ was then assigned a cluster $class_i = \{A, B, C, D\}$ ordered from the lowest to the highest degradation pattern. Afterwards, the degradation rate at $z = 10$th and 100th cycles were calculated, and analyzed to recommend a possible second life (Equation (9)):

$$r_z = (y_1^z - y_2^z)/z.$$  

(9)

A boosted decision tree was programmed in python using the libraries provided by XGBoost (Chen and Guestrin), to compare the relative value of measuring the discharge capacity and the information available in the BMS to estimate the cluster of each cell. Boosted decision trees correspond to a category of algorithms designed to reduce the overfitting produced by simple decision trees, providing an ensemble of trees for which the final decision is taken on a weighted sum of the individuals. In the case of boosted trees, they are built sequentially using the results provided by previous trees. A detailed explanation can be found in the following reference [52]. The hyperparameters were tuned by trial and error with the focus to increase the accuracy score while maintaining a low complexity (for example,
reducing the number of nodes), a common practice for this type of algorithm. The following feature matrix \(X\) and objective \(y\) were used to train and test the classification model (Equation (10)):

\[
X = \begin{pmatrix}
    x_{1,1} & \cdots & x_{1,5} \\
    \vdots & \ddots & \vdots \\
    x_{90,1} & \cdots & x_{90,5}
\end{pmatrix}
\quad \text{and} \quad
y = \begin{pmatrix}
    \text{class}_1 \\
    \vdots \\
    \text{class}_{90}
\end{pmatrix}
\]

(10)

where \(x_5 = y'_i\) represents the capacity that would be measured at the transition to a second life, and the clusters represent the destination for these cells. The relative contribution of each variable was obtained by creating models with combinations of the features in \(X\).

The algorithm was applied using a \(k\)-fold cross validation (\(k = 12\)). During cross validation, the dataset is typically divided into equal number of observations and a fixed percentage assigned to a training dataset (e.g., \(11/12\), \(\sim 91\%\)) and a test dataset (\(-9\%\)). This assignment changes each round until all data points have been part of the training dataset 11 times, and 1 time in the test dataset. We applied an unconventional approach, grouping the observations obtained from each battery, which leads to a changing relative size of the training and test dataset at each round, because of the total amount of cells in each battery (the size of the test dataset can change between \(6\%\) to \(10\%\)). This means that during each rotation of the dataset, the information provided by 11 batteries was used to classify a 12th battery, which is the case when batteries are not disassembled to a cell level.

3. Results

Table 2 contains statistics of the dataset, for which the distribution of calendar aging \(x_1\) starts at 7.2 and ends at 12.9 years, the last capacity measured by the BMS \(x_2\) is in the range 7–98\%, the cycle count \(x_3\) is in the range 7–490 cycles, overdischarge \(x_4\) is found between 0–100\% (normal/overdischarged), and the initial capacity measured during cycling \(x_5\) is in the range 0–93\%. Regarding the consistency of the cells in the dataset, Table 2 shows a difference of 1.42 g between the lightest and heaviest cell. Inspecting these values reveals a small bias among batteries, which may be related to changes in the processing line between the date of production [53]. Nevertheless, the mean 45.46 g is comparable to the mean obtained in another study for this cell type (45.62 g [47]), and the extreme values 44.8 and 46.2 g are clearly distinguishable from other cells of different brands in the 18650 format (e.g., 32.2, 37.9, 44.6, 46.7 g [47]).

| Metric | Time | BMS cap. | Cycles | Dis. | Test cap. | Weight |
|--------|------|----------|--------|------|-----------|--------|
|        | \(x_1\) years | \(x_2\) % | \(x_3\) count | \(x_4\) % | \(x_5\) % | \(\omega\) g |
| min.   | 7.2  | 7        | 7      | 0    | 0         | 44.80  |
| mean   | 10.2 | 58       | 163    | 23   | 56        | 45.46  |
| max.   | 12.9 | 98       | 490    | 99   | 93        | 46.22  |
| std.   | 1.6  | 24       | 152    | 34   | 26        | 0.29   |

Outliers are explained in this paragraph. The minimum capacity \(x_5 = 0\) corresponds to cell \(i = 72\) obtained from battery #10. This cell was found overdischarged (\(x_4 = 99\%\)), and after two charge cycles in our previous study [39], showed an abnormally high self-discharge rate during rest periods. This cell was assigned a row of “0” capacity in the matrix \(Y\). However, battery #10 contained cells with average capacities \(x_5 = 40–78\%\) and cycle count \(x_3 = 162\), highlighting the relevance of cell-to-cell heterogeneity of second life batteries. Other anomalies are related to the interruption of the cycling equipment. Fifteen cells experienced a rest of 2/3 days between certain cycles, a rest that produces spikes on capacity measurements unrelated to temperature fluctuations. Last, for seven cells the
cycling tests were interrupted, due to the shutdown of the Technical University of Berlin after the outbreak of the corona virus in Germany (identical reason for cells with undocumented weight).

Figure 3 shows correlation plots of variables $x_1$ to $x_4$ and the first discharge cycle $x_5$. On average, higher capacities were measured for cells with lower calendar time, number of cycles, and overdischarge; and higher capacity recorded by the BMS. However, the dispersion of the data will lead to a strong influence of cross validation on the conclusions that can be derived from this dataset. The high correlation calculated between $x_3$ and the capacity $x_5$ ($-0.75$) suggests that the cycle count may provide the most consistent information in the BMS to estimate the capacity and will be analyzed in detail in Section 4.

![Figure 3](image)

**Figure 3.** Linear regression between test capacity and (a) time; (b) BMS capacity; (c) cycles; (d) overdischarge.

Table 3 contains the Pearson correlation coefficients between the features in $X$, from which outstands the correlation between $x_2$ and $x_3$ ($-0.91$)—higher cycles are correlated to lower capacity measurements in the BMS, a fact depicted by Figure 3b,c, which appears as similar scatter plots reflected from the vertical axis. This may occur because one of these variables is calculated using information from the other. Given that the cycle count is defined as the sum of charge throughput, which can be obtained directly from the current sensor, and that the last read capacity lacks a definition in the dictionary of these variables [28], $x_2$ is discarded on the basis that it provides redundant information for the analysis.

| Pair | $x_1$ | $x_2$ | $x_3$ | $x_4$ | $x_5$ |
|------|-------|-------|-------|-------|-------|
| $x_1$ | 0.18  | -0.02 | 0.38  | -0.11 |       |
| $x_2$ | -0.91 | 0.13  | 0.64  |       |       |
| $x_3$ | -0.11 | -0.75 |       |       |       |
| $x_4$ |       |       |       | -0.22 |       |

Table 3. X correlations.

Figure 4a–d shows clusters A, B, C, and D assigned through k-means. Cells obtained from the same battery are plotted with the same color and line style, and the legend is found in the description of the figure. Figure 4a provides an example of the different degradation rates exhibited by cells which momentarily hold a similar initial capacity of $\sim 90\%$. In this case, cluster A contains cells where the degradation pattern is correlated to the battery of origin, and therefore, to their first life use. Overall, the four plots in Figure 4 illustrate an expected degradation trajectory for second life batteries of this cell type. Under the conditions of this test, a battery aged for 7–13 years will probably lose 90% capacity after 300 cycles.

Table 4 demonstrates that the most relevant feature of each group is the capacity $x_5$. Indeed, clusters A and B are separated by the initial capacity, observed in the range of capacity 89–93% and 73–87%, respectively. In the case of clusters C and D, there is an overlap in the ranges 35–62% and 0–50%, respectively. In comparison, variables like $x_3$ are less correlated with each degradation pattern.
For example, cluster A shows a range of 7–109 cycles against cluster D with 28–490 cycles. The overlap of the cycle count will make difficult the task of a classification algorithm based on this feature, because highly degraded cells were also obtained from batteries with a low cycle count. In the case of variable $x_4$, overdischarged cells are more frequently found in clusters C and D, but cells found at normal voltages ($x_4 = 0$) are present in all clusters, which will also derive in a lower contribution of this feature for classification. Unfortunately, the calendar time $x_1$ does not distinguish these clusters, even when some cells show differences of 5 years, which should yield a certain difference in their SOH.

![Figure 4. Clusters (a) A: #3 (red), #9 (blue, semi-dashed), and #12 (blue, dashed); (b) B: batteries #1 (black), #10 (black, semi-dashed), #11 (cyan, dashed); (c) C: #2 (cyan), #4 (red, semi-dashed), #7 (black, dashed), #8 (red, dashed), #10 (black, semi-dashed); (d) D: #2 (cyan), #4 (red, semi-dashed), #5 (cyan, dashed), #6 (blue), #10 (black, semi-dashed).](image)

### Table 4. Cluster description.

| Feature        | A        | B        | C        | D        |
|----------------|----------|----------|----------|----------|
| # cells        | 18       | 20       | 28       | 24       |
| # batteries    | 3        | 3        | 5        | 5        |
| $x_1$ (years)  | 7.5–11.8 | 7.3–12.9 | 10–12.5  | 9.5–12.5 |
| $x_3$ (count)  | 7–109    | 29–162   | 28–281   | 28–490   |
| $x_4$ (%)      | 0–21     | 0–65     | 0–99     | 0–99     |
| $x_5$ (%)      | 89–93    | 72–87    | 35–62    | 0–50     |
| $r_{10}$ (%/cycle) | 0.02–0.45 | 0.2–1.04 | 0.03–1.58 | 0.15–3.02 |
| $r_{100}$ (%/cycle) | 0.04–0.19 | 0.32–0.49 | 0.16–0.45 | -        |

### 4. Discussion

The cells in cluster A show a linear capacity degradation throughout cycling, which may be related to a steady growth of the SEI [13]. These cells start cycling with capacities $x_3 = 89–93\%$ after a calendar aging of 7.5–11.8 years. Such a low degradation during this time would only be possible if they experienced mostly calendar aging, which is correlated to the data obtained from the BMS. The cells with the lowest degradation rate $r_{100} = 0.04–0.09\%$/cycle were obtained from batteries #3 and #9, which exhibit the lowest cycle count in the database, $x_3 = 15$ and 7, respectively. In contrast, the cells that exhibit the highest degradation rate in this cluster $r_{100} = 0.19\%$/cycle were obtained from battery #12 with a larger cycle count, $x_3 = 109$. The cells may be used in a similar environment than the one for which they were designed (reutilization), given that their degradation rate at similar conditions is comparable to new cells $\sim 0.05\%/cycle$ [47]. However, this should be done acknowledging that aged cells may enter a stage of accelerated degradation before the one expected for new cells, and that they probably show a reduced power capability that is not registered by the discharge rate used in this test (0.4 C), due to a higher impedance derived from calendar aging. A more conservative approach would imply redefining the conditions for a second use (repurposing), for example, by operating them at lower charge/discharge currents [10].

The capacity of cells in cluster B show in the long run a linear degradation rate, with marked oscillations in between that are independent from temperature fluctuations during the test. Moreover,
a clear correlation between the oscillation patterns is observed for cells obtained from battery #11 in Figure 4b, demonstrating the relation between first life conditions, and the degradation patterns that will be observed during a second life. The cluster is characterized by capacities in the range $x_5 = 73$–$87\%$ and a cycle count in the range $x_3 = 29$–$162$. Considering that the cells in this cluster show on average a degradation rate $r_{100} = 0.32$–$0.49\%$/cycle, ~10 times larger than a new cell, this cluster is recommended for repurposing.

The cells in cluster C are characterized by capacities $x_5 = 35$–$62\%$, a cycle count $x_3 = 28$–$281$, and degradation patterns that show erratic behavior. On one side, the patterns of cells obtained from battery #7 reveal that some cells maintain a linear capacity degradation rate, although their initial capacity is in the range $x_5 = 42$–$56\%$. This supports the conclusions obtained by Schuster [10] that specific use conditions can allow an extension of the linear degradation phase beyond the commonly addressed limit of ~$80\%$ capacity. Unfortunately, the records from the BMS are insufficient for an explanation of the conditions that allowed the extension of the linear phase. Moreover, this is a rare case in this cluster, where most cells exhibit an exponential degradation in the first cycles, and notorious oscillations in the complete cycling length. The cells in cluster C would be recommended for repurposing in low power devices like the ones proposed by Schneider et al. in [8], given that the large differences in the degradation rate $r_{100} = 0.16$–$0.45\%$/cycle increase the uncertainty on the performance in a second life. Additionally, their substantially reduced capacity implies the cells will have to be replaced frequently.

The cells in cluster D show an exponential capacity decay that starts from $x_5 = 5$–$50\%$ (exempting an outlier explained in Section 3) and ends around 3%, with a rate in the first ten cycles between $r_{10} = 0.15$–$3.02\%$. The overall range $x_3 = 28$–$490$ overlaps with the other clusters and is the reason that will lead to the lower relative accuracy of a classification model based on the cycle count, in relation to capacity. This group also warns that capacity can provide inaccurate information to classify second life batteries—cells for which capacity is found in the range $x_5 = 40$–$50\%$ can exhibit a pseudo-linear degradation of capacity and be assigned to cluster C, or an exponential degradation of capacity and be assigned to cluster D. Regarding the exponential decay depicted in Figure 4d, we think that this degradation mode may be related to the results documented by Epping et al. [45], where cells experienced extensive cycling with intermittent rest periods. In the referenced experiment, there was a sudden capacity recovery measured after pauses that “vanished” exponentially within the first cycles during operation. The reason for this degradation pattern was related to reversible plated Li, that during the rest period reintercalated into the anode. This occurs because once cycling is resumed under the same conditions of charge, the degraded structure of the cell drives the remaining Li ions to plate, explaining the exponential decay.

An unusual situation was observed for five cells in cluster D, and one cell in cluster C. Three cells exhibited an abnormal current increment in the CV phase during the first cycle (example in Figure 5), and three other cells showed an abnormal diminution of voltage during the CC charge phase. Four cells were obtained from battery #6, which has the highest cycle count in the database $x_3 = 490$. A plausible explanation of this behavior is the fracture of the SEI layer, occurring due to the increase of volume below the layer forced by Li plating. Li plating is related to first life use conditions under extensive cycling [10] and would explain that most cells that experience the abnormal behavior were obtained from a specific battery, which according to the BMS experienced the highest cycle count. Second, this abnormal situation occurred during the first charge cycle after a long rest period, in line with the effect of reversible plating described in [45]. Third, Li plating on the surface of graphite will force the SEI to expand, eventually breaking the layer, and would momentarily allow contact of graphite with the electrolyte. The latter would produce a brief reduction of impedance, which would explain the voltage decrease during CC charge, or a current up-rise during CV. Last, we measured in our previous experiment [39] that surface temperature rises more than 20 °C above ambient temperature during this odd current increase for several types of cells (though it was not reported in this article because temperature was measured for a fraction of the sample). Then, a mechanism besides joule losses due to impedance must explain the fast heating of the cell surface, which may be related to thermal reactions.
of Li metal with the electrolyte [54]. Notice that a common signal for Li plating like a voltage plateau during rest [55] is not visible in Figure 5, probably because this plated Li becomes irreversible and does not strip afterwards. In spite of these arguments, a detailed study is necessary to cover this issue.

![Voltage and Current Graphs](image)

**Figure 5.** Abnormal charge condition plotted for cell $i = 32$. (a) Voltage reduction; (b) current rise.

Figure 4d shows that the capacity of cells in cluster D reach a final degradation stage around 74 mAh (3% capacity). If a cell is depleted of Li-ions for intercalation, or the host volume of the active volume is degraded, a voltage applied between the electrodes will force the conduction of electrons between the metal electrodes (typically, an aluminum–copper pair), turning these cells into capacitors. A value in the same order of magnitude (14 mAh) can be calculated for the geometry of an 18650 cell, using the parameters listed in Table 5 and the capacitance formula for two parallel plates $Q = \varepsilon AV/d$.

For this calculation, it was assumed that cells are built using one positive electrode surrounded by two negative electrodes (they can be represented by two parallel capacitors), and were built with ethylene carbonate (EC), which is a common solvent used for electrolytes and its permittivity obtained as a relative value to the permittivity of the void $\varepsilon_0 = 8.854 \times 10^{-12}$, $A$ is the electrode area, and $d$ the separator thickness. The repurposing of cells in cluster D as capacitors is not considered an option because it would increase the risk of fire in a circuit. Cells undergoing Li plating pose an increased risk of short-circuiting due to dendrite formation [34], a risk that increases for cells enduring extensive degradation, and the organic electrolytes (e.g., EC) used in commercial Li-ion cells are flammable. Due to their large degradation rate, ~100 times when compared to new cells in ten cycles (~3%/cycle), and their depleted capacity, the cells in this cluster are recommended for recycling.

**Table 5.** Capacitance of an 18650 cell.

| Formula  | $\varepsilon$ | $A$        | $d$       | $V$  |
|----------|--------------|------------|-----------|------|
| $Q = 2\varepsilon AV/d$ | $95.3\varepsilon_0$ [56] | $414.4 \text{ cm}^2$ [57] | $25 \mu\text{m}$ [58] | $1.4 \text{ V}$ |
Table 6 contains the accuracy of classification models resulting for each cross validation round, where the number of the round represents the battery positioned in the test dataset. Each tree is programmed with the same hyperparameters (see attached code). The combination of features presented in Table 6 for $X$ represent the three highest accuracy scores obtained. The mean accuracy presented at the bottom of the table shows that the best model is obtained using the initial capacity $x_5$ as a feature (83%). As described in the paragraphs related to clusters C and D, the main misclassification problem, related to rounds 2, 4, 6, and 10, arises because cells with close initial capacities in the range 40–50% show different degradation patterns. In the specific case of round 1, the error arises from the high capacity of cells in battery #1, which when taken out of the training dataset lead the model to classify four cells to cluster A instead of B. To raise the accuracy of this model, one could argue that clusters C and D should be merged into a single cluster meant for recycling, and thus the mean accuracy would achieve 96%. However, we think that a larger database would reveal similar cases for the clusters recommended for repurposing, given that the main degradation modes are not completely represented by the actual capacity of a cell [17]. Moreover, in a second life project, the capacity measured during a test, and the degradation expected in a second life, will be distanced by the time it takes to select batteries and the construction of the second life project. Thus, the capacity obtained during a test will lose with time its representativity, regarding the capacity that was used in this experiment as a feature, which will lead to similar misclassification problems.

| Cross Value | $x_5$ | $x_{3-5}$ | $x_{3,4}$ |
|-------------|-------|-----------|-----------|
| 1           | 0.33  | 0.33      | 0         |
| 2           | 0.44  | 0.88      | 0         |
| 3           | 1     | 1         | 1         |
| 4           | 0.77  | 0.44      | 0         |
| 5           | 1     | 0         | 0         |
| 6           | 0.66  | 0.66      | 1         |
| 7           | 1     | 0.16      | 0         |
| 8           | 1     | 1         | 0         |
| 9           | 1     | 1         | 1         |
| 10          | 0.77  | 0.77      | 0.11      |
| 11          | 1     | 1         | 1         |
| 12          | 1     | 0         | 0         |
| mean        | 0.83  | 0.60      | 0.34      |

One hypothesis presented in the introduction was that the records in the BMS may provide additional information to classify cells exhibiting similar capacities, but for which different degradation rates are expected. This case is found in cross validation #2, when using the cycle count and overdischarge variables as features, the cycle count helps to correct the classification of cells to cluster C instead of D. Yet, the hypothesis is discarded for this dataset—the cycle count and overdischarge variables reduce the mean classification accuracy to 60% when coupled with capacity in the model. Acquiring more information from the BMS would likely lead to a better representation of this hypothesis. In other integrated circuits of the same brand ("bq" series) there are slots reserved for variables including the maximum/minimum temperature, maximum/minimum battery cell voltage, and maximum/minimum charge/discharge current [30], which as explained in the introduction, may provide additional information on the main degradation mode present in a battery.

The accuracy of a model based on the cycle count and overdischarge achieves a mean accuracy of 34%, less than half of the accuracy of the model using capacity as a feature, and only a modest increase regarding a random classification (~25%). To illustrate the reason for this low accuracy regarding the results obtained when using the capacity as a feature, a support vector regression was applied to estimate $x_5$ from the information derived from the cycle count $x_3$ and overdischarge $x_4$. The regression achieves a mean absolute error of ~16% capacity, which is higher than the distance between clusters.
(4–17% capacity, see Table 4). However, if the company that programmed the BMS is involved in the second life project, obtaining variables from the BMS is a simple task, and might be more cost-effective than measuring the discharge capacity to define the SOH. In this context, a compromise between effort and accuracy appears.

5. Conclusions

Reutilization, repurposing, and recycling were presented as a classification problem and applied to a dataset of Li-ion cells generated in this research, containing the response to 100 charge–discharge cycles of 90 cells obtained from old notebook batteries. The resulting degradation patterns were assigned to four clusters applying a k-means algorithm. The first cluster involved cells with an initial capacity ~90% and a linear capacity degradation rate comparable to new cells, recommended for reutilization or repurposing. The last cluster involved cells which lost during their first life more than 50% capacity, where capacity exhibited an exponential decay with a rate ~100 times larger than new cells, recommended for recycling. Possible degradation mechanisms present in each cluster were discussed.

A classification model based on a boosted decision tree revealed that the capacity obtained in the first cycle achieved 83% accuracy to estimate each cluster. Misclassification arises from a group of cells retaining similar initial capacities (40–50%), which show divergent degradation patterns. This confirms the need to enhance the information that can be derived from capacity. The battery management system (BMS) was analyzed as a source of cost-effective information, from which the cycle count was found as the variable with the best correlation to each cluster, but achieving a lower accuracy than a model using capacity as a feature.

Supplementary Materials: The following are available online at http://www.mdpi.com/2071-1050/12/9/3620/s1, Data.xlsx: contains four spreadsheets, which provide information about each battery in the dataset (sheet 1: Battery), each cell (sheet 2: Cell), each degradation pattern (sheet 3: Y_star), and the data that is used exported to the file Data.csv (Data XG). XGClass: contains a python script based on Data.csv, and obtains main statistics of the dataset, defines the cross validation rounds, and performs the classification based on XGBoost. It also provides the example mentioning a support vector regression.
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Appendix A

Figure A1 presents an example of the temperature correction method, showing the correlation between the fluctuations of temperature and discharge capacity. The calculated vector for the short-term temperature dependency $\alpha$ contains values between 0.07–2.2%/°C, and given the temperature fluctuations, its application removes ripples from capacity trajectories.

Figure A2 shows the effect of temperature correction on the dataset, exemplified by the increase of the autocorrelation function of capacity. This increase becomes notorious as cycling progresses, because it reduced the cumulative effect of temperature fluctuations.

In this work, $Y^*$ was analyzed instead of $Y$, noticing its influence in the results of $k$-means, which become more stable, and that the classification model is slightly more accurate when using capacity as a feature. Average temperature experienced by each cell during the test ranges 22.5–26.2 °C, which should produce in the long term a small bias in capacity degradation.
Figure A1. Temperature-capacity dependence.

Figure A2 shows the effect of temperature correction on the dataset, exemplified by the increase of the autocorrelation function of capacity. This increase becomes notorious as cycling progresses, because it reduced the cumulative effect of temperature fluctuations.

In this work, $Y^*$ was analyzed instead of $Y$, noticing its influence in the results of $k$-means, which become more stable, and that the classification model is slightly more accurate when using capacity as a feature. Average temperature experienced by each cell during the test ranges 22.5–26.2 °C, which should produce in the long term a small bias in capacity degradation.

Figure A2. Autocorrelation of capacity and influence of temperature correction.
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