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Abstract
We study membership of rational inner functions in Dirichlet-type spaces in polydiscs. In particular, we prove a theorem relating such inclusions to $H^p$ integrability of partial derivatives of an RIF, and as a corollary we prove that all rational inner functions on $D_n$ belong to $D_{1/n,\ldots,1/n}(D^n)$. Furthermore, we show that if $1/p \in D_{\alpha,\ldots,\alpha}$, then the RIF $\tilde{p}/p \in D_{\alpha+2/n,\ldots,\alpha+2/n}$. Finally we illustrate how these results can be applied through several examples, and how the Łojasiewicz inequality can sometimes be applied to determine inclusion of $1/p$ in certain Dirichlet-type spaces.
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1 Introduction
In this paper, we address aspects of the classical problem of determining how boundary singularities of holomorphic functions defined on domains of $\mathbb{C}^n$ affect their integrability and the integrability of their derivatives. In particular, we will do this for a special class of rational functions defined on the $n$-dimensional polydisc

$$D^n = \{z : |z_j| < 1, j = 1, \ldots, n\},$$

namely rational inner functions, or RIFs for short. A bounded holomorphic function $f : D^n \to \mathbb{C}$ is said to be inner if $|f(z)| = 1$ for almost every $z \in T^n$, and a rational inner function is, as the name implies, a rational function $f = q/p$ where $q, p \in \mathbb{C}[z_1, \ldots, z_n]$, which is also inner. Inner functions are very important in function theory...
on the unit disc, among other reasons, because of the classical inner-outer factorization of one variable functions in the Hardy space. Although such a factorization does not exist in higher dimensions, RIFs still play an important role, for example since bounded holomorphic functions on \( D^n \) can be approximated locally-uniformly by constant multiples of RIFs (see [10, Thm. 5.2.5 b) and Thm. 5.5.1]).

In this paper we are interested in determining integrability properties of higher order partial derivatives of RIFs, and since a rational function whose denominator has no zeros on \( \overline{D^n} \) will be smooth on \( D^n \), the interesting cases are the ones where the denominator \( p(z) \) vanishes on the boundary of \( D^n \). Since we are dealing with inner functions, it turns out that the numerator and denominator must vanish at the same points, that is \( Z(p) \cap \partial D^n = Z(q) \cap \partial D^n \). However since we are working with several variables, this often happens despite \( p \) and \( q \) not sharing a common factor, which severely complicates the question of determining boundary regularity and integrability of both the RIF and its derivatives. When we are talking about the singular set of an RIF we will mean the zero set of its denominator on the boundary of \( D^n \).

In recent years, several authors have studied integrability and regularity of rational functions on the polydisc. There are many different ways to do this, and to define regularity; one could, for example, investigate area integrability or boundary integrability of the function, or the same for the partial derivatives up to some given order. In [8], Knese gives an algebraic classification of the ideal of polynomials \( q \) such that \( q/p \) lies in \( L^2(\mathbb{T}^2) \) for a fixed polynomial \( p \), and furthermore proves that rational inner functions have non-tangential limits everywhere on the \( n \)-torus. In [3, 5], a thorough analysis of the unimodular level sets and singular sets of RIFs gives a fairly complete understanding of the \( L^p \) integrability on \( \mathbb{T}^2 \) of the partial derivatives of RIFs in 2 variables. For instance it is shown that \( \partial_{z_1} \phi \) and \( \partial_{z_2} \phi \) have the same integrability properties. Furthermore, this is used to find a lower bound for \( \alpha \) of inclusion of the RIF in certain Dirichlet type spaces \( D_{\alpha,\alpha} \).

However, it is shown in [4] that a lot of important properties are lost in higher dimensions. For example, in two variables, the singular sets are isolated points, and the unimodular level sets passing through these singularities are curves parametrizable by analytic functions (see [5]). In dimension \( d \geq 3 \) this is no longer true; the singular set is only guaranteed to be contained in an algebraic set of dimension \( d - 2 \); so for example in dimension 3 the singular set can be a union of points and curves (see [1, Prop. 3.6]), and the level sets are no longer guaranteed to even be continuous. This makes it difficult to find higher dimensional equivalents of many of the methods used in [3]. Furthermore, in [4] it is also shown that in higher dimensions it is no longer true that all partial derivatives must have the same \( H^p \) integrability.

Despite these limitations, in this article we prove certain results regarding regularity of the mixed partial derivative of RIFs in arbitrary dimension by proving inclusion of RIFs in certain Dirichlet type spaces; a problem more difficult than that addressed in [3] in the sense that we are dealing with both higher dimensions and higher order derivatives. Recall that \( D_{\alpha_1,\ldots,\alpha_n}(\mathbb{D}^n) \) is the space of holomorphic functions \( f(z_1, \ldots, z_n) \).
on $\mathbb{D}^n$ for which

$$\|f\|_{\bar{\alpha}_1, \ldots, \bar{\alpha}_n}^2 := \sum_{k_n=0}^{\infty} \cdots \sum_{k_1=0}^{\infty} (1 + k_1)^{\alpha_1} \cdots (1 + k_n)^{\alpha_n} |\hat{f}(k_1, \ldots, k_n)|^2$$  \hspace{1cm} (1)

is finite, which is equivalent to requiring that

$$\int_{\mathbb{D}^n} \left| \frac{\partial^n}{\partial z_1 \cdots \partial z_n} (z_1 \cdots z_n f(z)) \right|^2 \, dA_{\alpha_1}(z_1) \cdots dA_{\alpha_n}(z_n) < \infty,$$

where $dA_{\alpha_j}(z_j) = (1 - |z_j|)^{1-\alpha_j} \, dA(z_j)$.

In particular, we show that for an RIF $\phi$, we have that

$$\frac{\partial \phi}{\partial z_k} \in H^{\bar{\alpha}_k}(\mathbb{D}^n) \text{ for } k = 1, \ldots, n \Rightarrow \phi \in \mathcal{D}_{\bar{\alpha}_1, \ldots, \bar{\alpha}_n},$$

where $\sum_{i=1}^n c_i = 1$. In particular, since all partial derivatives of all RIFs lie in $H^1(\mathbb{D}^n)$ (see [4]), this implies that all RIFs lie in $\mathcal{D}_{1/n, \ldots, 1/n}$, and so, they all have strictly better integrability properties than just $H^2$-regularity. Also, by applying the above result to RIFs whose partial derivatives have different $H^p$ integrability, we demonstrate through examples how this result can be applied to obtain better regularity in certain directions at the expense of regularity in the others. Finally we show that for a polynomial $p$ with no zeros in the polydisc, if $1/p \in \mathcal{D}_{\bar{\alpha}}$, then the RIF $\phi = \tilde{p}/p$ corresponding to $p$ must lie in $\mathcal{D}_{\bar{\alpha}+2/n}$. This essentially means that the improvement in Dirichlet type integrability for an RIF obtained by the zeros of $\tilde{p}$ mitigating the zeros of $p$ will always correspond to at least a parameter increase of $2/n$ in each variable. Also, since the Dirichlet type norm of $1/p$ is often easier to calculate, this gives a useful method of determining a lower bound on the regularity of RIFs.

2 Preliminaries and Notation

2.1 Dirichlet Type Spaces

Recall that the Dirichlet type spaces $\mathcal{D}_{\bar{\alpha}}(\mathbb{D}^n)$ are reproducing kernel Hilbert spaces with reproducing kernel given by

$$\sum_{k_1, \ldots, k_n=0}^{\infty} \frac{z_1^{k_1} w_1^{k_1} \cdots z_n^{k_n} w_n^{k_n}}{(k_1 + 1)^{\alpha_1} \cdots (k_n + 1)^{\alpha_n}}.$$

consisting of holomorphic functions $f : \mathbb{D}^n \rightarrow \mathbb{C}$ whose norm, $\|f\|_{\bar{\alpha}}$, given by (1) where $\bar{\alpha} = (\alpha_1, \ldots, \alpha_n) \in \mathbb{R}^n$, is finite. For a scalar $\bar{\alpha} \in \mathbb{R}$, we will denote by $\mathcal{D}_{\bar{\alpha}}(\mathbb{D}^n)$ the isotropic Dirichlet type space $\mathcal{D}_{\alpha_1, \ldots, \alpha_n}(\mathbb{D}^n)$. Furthermore, for $\bar{\alpha}$ with all $\alpha_i \leq 0$ an
equivalent norm for $D_{\vec{\alpha}}$ is given by

$$
\int_{D^n} |f(z)|^2 \prod_{i=1}^n \left( 1 - |z_i|^2 \right)^{-1-\alpha_i} dA(z)
$$

(see [7]). Note that for $\alpha = -1$, $D_{\vec{\alpha}}$ is the Bergman space, for $\alpha = 0$, we get $H^2$, and for $\alpha = 1$ we get the ordinary Dirichlet space. Furthermore, if all $\alpha_j > 1$, then $D_{\vec{\alpha}}$ is in fact an algebra, and if all $\alpha_j \leq 0$, then the multiplier algebra of $D_{\vec{\alpha}}$ is $H^\infty(D^n)$ (see [6]). This will be used in the proof of Theorem 2. For $\vec{\alpha}$ with $0 < \alpha_j \leq 1$, the situation is more complicated, and the multiplier algebra is a proper subset of $H^\infty(D^n)$ (see [2] for more about the multiplier algebra of Dirichlet type spaces).

From the power series norm, we immediately have that polynomials are dense in all Dirichlet type spaces, and we see that if $\alpha_i \leq \beta_i$ for $i = 1, \ldots, n$, then $D_{\vec{\beta}} \subset D_{\vec{\alpha}}$.

Furthermore, we will denote by $D_{\alpha}(\mathbb{D})$ the one variable Dirichlet type space with parameter $\alpha$, and the norm by $\|f\|_{D_{\alpha}}$, and we will denote by $\|f\|_{p;k}$ the norm $\|f\|_{\alpha_1,\ldots,\alpha_n}$, where $\alpha_k = p$, and $\alpha_i = 0$ for all $i \neq k$, and $D_{(p;k)}(\mathbb{D}^n)$ is the Dirichlet type space corresponding to this norm. Also, for $z = (z_1, \ldots, z_n)$, and $\hat{z} \in \mathbb{T}^{n-1}$, we will denote by $f\hat{z}(z_k)$ the one variable function obtained by keeping $z_{k+1}, \ldots, z_n$ fixed. Finally, we will denote by $(z_k; \hat{z})$ the point $z_k, \ldots, z_n$, where

$$(z_1, \ldots, z_{k-1}, z_{k+1}, \ldots, z_n) = \hat{z}.$$

### 2.2 Rational Inner Functions

It is known that an RIF defined on $\mathbb{D}^n$ is necessarily of the form

$$cz_{k_1}^{d_1} \cdots z_{k_n}^{d_n} \frac{\tilde{p}}{p}$$

where $p(z)$ is a polynomial of multi-degree $(d_1, \ldots, d_n)$ with no zeros in the polydisc, $\tilde{p}(z)$ is the reflection of $p$ given by

$$\tilde{p}(z) := z_{k_1}^{d_1} \cdots z_{k_n}^{d_n} \frac{1}{p \left( \frac{1}{z_1}, \ldots, \frac{1}{z_n} \right)},$$

and $c$ is a unimodular constant (see [10, Thm 5.2.5 a])).

For the remainder of this paper, we will only work with RIFs of the form $\tilde{p}/p$, but the same results for RIFs with monomial factors follow immediately once the results for RIFs without monomial factors are known. Also, we will assume that the polynomial $p$ is atoral, which for the purpose of this article means that $p$ is not constant in any variable (all variables are represented in the polynomial) and that $\tilde{p}$ and $p$ have no common factors. Also, as stated in the introduction, we will assume that $p(z)$ has zeros on $\mathbb{D}^n$ since otherwise the results are trivial. In fact, for such a polynomial $Z(p) \cap \mathbb{D}^n = Z(p) \cap \mathbb{T}^n$ since a zero on $\mathbb{D}^n \setminus \mathbb{T}^n$ would imply that $p$ and $\tilde{p}$ has a common factor (see [8, Lem. 10.1]). This is one of the reasons why determining
inclusion in $L^p(T^n)$ is more interesting in this context than determining inclusion in $L^p(\partial D^n)$.

Note that an RIF in one variable is just a finite Blaschke product, and since for an RIF $\phi = \tilde{p}/p$ on $D^n$ where $p$ is a polynomial of multi-degree $(d_1, \ldots, d_n)$, we have that the one variable function $\phi(z_k)$ is both inner and rational, so it will generically be a Blaschke product of degree $d_k$.

### 3 General Results for RIFs

In this section we prove a Theorem relating $H^p$ integrability of the partial derivatives of an RIF with inclusion in certain Dirichlet type spaces of the RIF itself. As a corollary, we see that all RIFs on $D^n$ lie in $D_{1/n}(D^n)$.

**Lemma 1** Let $f \in D_{\alpha_1,\ldots,\alpha_n}(D^n)$ and let $p_j > 1$ for $j = 1, \ldots, n$. Then

$$
\|f\|_{\alpha_1,\ldots,\alpha_n}^2 \leq \prod_{i=1}^n \|f\|_{c_i\alpha_i;i}^{2/c_i},
$$

where

$$
c_n = \prod_{j=1}^{n-1} \frac{p_j}{p_j - 1} \text{ and } c_l = p_l \prod_{j=1}^{l-1} \frac{p_j}{p_j - 1} \text{ for } l \neq n.
$$

**Remark** Note that the map $(p_1, \ldots, p_{n-1}) \mapsto (c_1, \ldots, c_n)$ is a bijection from $\{(p_1, \ldots, p_{n-1}) : p_i > 1 \ i = 1, \ldots, n-1\}$ to

$$
\left\{(c_1, \ldots, c_n) : 1 = \sum_{i=1}^n c_i^{-1} \text{ and } c_i > 0 \ i = 1, \ldots, n \right\},
$$

and so the above inequality is true for every choice of $(c_1, \ldots, c_n)$ in the above set.

**Proof** By applying Hölder’s inequality with $p = p_1$ and $q = q_1 = p_1/(p_1 - 1)$, we get that

$$
\|f\|_{\alpha_1,\ldots,\alpha_n}^2 = \sum_{k_1=0}^{\infty} \cdots \sum_{k_n=0}^{\infty} (1 + k_1)^{\alpha_1} \cdots (1 + k_n)^{\alpha_n} |a_{k_1,\ldots,k_n}|^2
$$

$$
= \sum_{k_1=0}^{\infty} \cdots \sum_{k_n=0}^{\infty} (1 + k_1)^{\alpha_1} |a_{k_1,\ldots,k_n}|^{2/p_1} (1 + k_2)^{\alpha_2} \cdots (1 + k_n)^{\alpha_n} |a_{k_1,\ldots,k_n}|^{2-2/p_1}
$$

$$
\leq \|f\|_{\alpha_1p_1;1}^{2/p_1} \left( \sum_{k_2=0}^{\infty} \cdots \sum_{k_n=0}^{\infty} (1 + k_2)^{q_1\alpha_2} \cdots (1 + k_n)^{q_1\alpha_n} |a_{k_1,\ldots,k_n}|^2 \right)^{1/q_1}.
$$
By applying the same procedure with Hölder’s inequality to the sum in parenthesis, but with $p_2$ instead, we see that
\[
\left(\sum_{k_2=0}^{\infty} \cdots \sum_{k_n=0}^{\infty} (1 + k_2)^{q_1 \alpha_2} \cdots (1 + k_n)^{q_1 \alpha_n} |a_{k_1, \ldots, k_n}|^2\right)^{1/q_1} \\
\leq \|f\|_{p_2 q_1}^{2/(p_2 q_1)} \left(\sum_{k_3=0}^{\infty} \cdots \sum_{k_n=0}^{\infty} (1 + k_3)^{q_2 q_1 \alpha_3} \cdots (1 + k_n)^{q_2 q_1 \alpha_n} |a_{k_1, \ldots, k_n}|^2\right)^{1/(q_1 q_2)}.
\]

By doing this inductively for $p_3, \ldots, p_{n-1}$, we see that
\[
\|f\|_{\alpha_1, \ldots, \alpha_n}^2 \leq \|f\|_{p_1 q_1}^2 \|f\|_{p_2 q_1}^{2/(p_2 q_1)} \cdots \|f\|_{p_{n-1} q_1 \alpha_{n-1}}^{2/(p_{n-1} q_1 \alpha_{n-1})} \|f\|_{q_{n-1} \cdot \cdots \cdot q_1 \alpha_{n-1} \cdot \alpha_n}^2.
\]

By using that $q_j = p_j / (p_j - 1)$, this finishes the proof. □

**Corollary 1** Let $f \in D_{\alpha_1, \ldots, \alpha_n}(\mathbb{D}^n)$. Then
\[
\|f\|_{\alpha_1, \ldots, \alpha_n}^2 \leq \prod_{i=1}^{n} \|f\|_{\alpha_i}^{2/n}.
\]

**Proof** Apply Lemma 1 with $p_i = n + 1 - i$ for $i = 1, \ldots, n - 1$. Then each product defining $c_j$ will telescope, and we get $c_j = n$ for every $j = 1, \ldots, n$, which gives the desired inequality. □

In order to apply this to show inclusion of certain RIFs in specific Dirichlet spaces, we need a few additional lemmas.

**Lemma 2** Let $b(z) := \prod_{j=1}^{n} b_{\alpha_j}(z)$ be a finite Blaschke product, where
\[
b_{\alpha_j}(z) = \frac{z - \alpha_j}{1 - \overline{\alpha_j} z}, \quad \text{for } \alpha_j \in \mathbb{D}.
\]

Then $b$ satisfies
\[
\|b\|_{D_p}^2 \lesssim \epsilon(b)^{1-p} \quad \text{for } 1 \leq p < \infty,
\]
where $\epsilon(b) := \min\{1 - |\alpha_j| : 1 \leq j \leq n\}$ is the distance from the zero set of $b$ to $\mathbb{T}$ and the implied constant depends on $p$ and $\deg b = n$.

The case where $1 \leq p < 2$ is [3, Lem. 9.3], but as the authors of that paper point out, the more general case formulated above also holds. We will now show how Lemma 2 can be obtained from [3, Lem. 9.3].

\[\text{Springer}\]
Proof We will prove the statement for general $p$ by using higher derivatives and reducing the statement to the case $1 \leq p < 2$.

First, consider a single Blaschke factor $b_\alpha(z) = (z - \alpha)/(1 - \overline{\alpha}z)$. Its derivative is given by

$$b'_\alpha(z) = \frac{|\alpha|^2 - 1}{(1 - \overline{\alpha}z)^2},$$

and so

$$b^{(k+1)}_\alpha(z) = \frac{k!|\alpha|^2 - 1}{(1 - \overline{\alpha}z)^{2+k}} \frac{(-\overline{\alpha})^k}{(1 - \overline{\alpha}z)^{2+k}} b'_\alpha(z).$$

This means that

$$\left| b^{(k+1)}_\alpha(z) \right| \leq \frac{C\epsilon(b_\alpha)}{|b'_\alpha(z)|},$$

and thus

$$\|b^{(k)}_\alpha\|_{D_p}^2 \leq \frac{C^2}{\epsilon(b_\alpha)^{2k}} \|b_\alpha\|_{D_{p'}}^2.$$ 

In the above equations the constant $C$ depends only on $\alpha$ and $k$, and is uniformly bounded in $\alpha$, but not in $k$.

We will now prove the statement for a single Blaschke factor when $p = p' + 2k$, where $k$ is an integer and $1 \leq p' < 2$.

By applying $\|f\|_{D_{p+2}} \approx \|f'\|_{D_p}$ inductively, we see that for such $p$, we have that

$$\|b_\alpha\|_{D_p}^2 \approx \left| b^{(k)}_\alpha \right|_{D_{p'}}^2 \leq \frac{C^2}{\epsilon(b_\alpha)^{2k}} \|b_\alpha\|_{D_{p'}}^2 \leq \frac{C^2}{\epsilon(b_\alpha)^{2k}} \epsilon(b_\alpha)^{1-p'} \approx \epsilon(b_\alpha)^{1-p'},$$

which proves the statement for a single Blaschke factor.

Similarly, for a general finite Blaschke product $b(z)$, the $k + 1$-th derivative will be a linear combination of expressions of the form

$$\prod_{j=1}^n b^{(k_j)}_{\alpha_j}(z),$$

where $\sum_{j=1}^n k_j = k + 1$. Since each factor satisfies a bound of the form

$$\left| b^{(k_j)}_{\alpha_j}(z) \right| \leq \frac{c_1}{\epsilon(b_{\alpha_j})^{k_j-1}} \left| b'_{\alpha_j}(z) \right| \leq \frac{c_1}{\epsilon(b)^{k_j-1}} \left| b'_{\alpha_j}(z) \right| \leq \frac{c_2}{\epsilon(b)^{k_j}},$$

if $k_j \geq 1$, and

$$\left| b_{\alpha_j}(z) \right| \leq 1,$$
the absolute value of each term will be bounded by

\[ \frac{C_1}{\epsilon(b)^k} |b'_{\alpha_j}(z)| \]

(for any \( j \) such that \( k_j \neq 0 \)), and thus the entire linear combination will be bounded by

\[ \sum_{j=1}^{n} \frac{C_j}{\epsilon(b)^k} |b'_{\alpha_j}(z)|, \]

where some, but not all \( C_j \) may be zero, and the sum of the \( C_j \)'s will depend on the degree of \( b(z) \). It follows that

\[ \left| b^{(k+1)}(z) \right|^2 \leq \frac{C}{\epsilon(b)^{2k}} \sum_{j=1}^{n} |b'_{\alpha_j}(z)|^2. \]

Thus, for \( 1 \leq p' < 2 \)

\[ \|b^{(k)}\|_{D_{p'}}^2 \leq \frac{C_2}{\epsilon(b)^{2k}} \sum_{j=1}^{n} \|b_{\alpha_j}\|_{D_{p'}}^2 \leq C_3 \epsilon(b)^{1-(p'+2n)}, \]

and so we can apply the same argument as for a single Blaschke factor and the statement follows for \( p = p' + 2k \), where \( k \) is an integer and \( 1 \leq p' < 2 \).

It remains to prove the statement for \( p = 2k + 1 + t \), where \( k \) is a non-negative integer and \( 1 \leq t < 2 \). That is, for \( b(z) = \sum_{j=0}^{\infty} a_j z^j \) we want to show that

\[ g(t) := \|b\|^2_{D_{2k+1+t}} = \sum_{j=0}^{\infty} |a_j|^2 (1+j)^{2k+1+t} < C \epsilon(b)^{1-(2k+1+t)} \]

for \( 1 \leq t < 2 \). This is essentially a consequence of the growth of \( g \), and that the corresponding inequality holds for all choices of \( k \) and \( 0 \leq t < 1 \).

Now, let \( k \) be fixed. Then by applying Hölder’s inequality with any choice of \( p \) such that \( 1 + (2k + t) p = 1 + 2k' + s \), for some integer \( k' \) and \( s \in [0, 1) \) (for example setting \( p = (2k + 2)/(2k + t) \)), we see that

\[ \sum_{j=0}^{\infty} |a_j|^2 (1+j)^{2k+1+t} = \sum_{j=0}^{\infty} |a_j|^{2/p} (1+j)^{2k+1/p+t} |a_j|^{2/q} (1+j)^{1/q} \]

\[ \leq \left( \sum_{j=0}^{\infty} |a_j|^2 (1+j)^{1+(2k+t)p} \right)^{1/p} \left( \sum_{j=0}^{\infty} |a_j|^2 (1+j) \right)^{1/q} \]

\[ \leq \left( C_k \epsilon(b)^{1-(1+(2k+t)p)} \right)^{1/p} C_2^{1/q} \leq C \epsilon(b)^{-2k+t}) = C \epsilon(b)^{1-(1+2k+t)} \],

and thus the estimate holds for all \( p \geq 1 \). \( \Box \)
We will now prove a higher dimensional equivalent of the result for RIFs in two variables which is proved in [3, Prop. 4.4] (see also [4]).

**Lemma 3** Let $\phi = \tilde{p}/p$ be an RIF on $\mathbb{D}^n$ with $\deg \phi = m_1, \ldots, m_n$. Then

$$\left\| \frac{\partial \phi}{\partial z_k} \right\|_{H^1(\mathbb{D}^n)} = m_k.$$

**Remark** Note in particular that this implies that all RIFs have partial derivatives that lie in $H^1(\mathbb{D}^n)$.

**Proof** Fix $\hat{z} \in \mathbb{T}^{n-1}$ and consider the finite Blaschke product $\phi_{\hat{z}}(z_k)$. Furthermore, $\deg \phi_{\hat{z}} = m_k$ except on a set of Lebesgue measure zero on $\mathbb{T}^{n-1}$, corresponding to the points $\hat{z} \in \mathbb{T}^{n-1}$ for which $\phi$ has a singularity for some value of $z_k$. Since this is a finite Blaschke product, we have that

$$\left| \frac{\partial \phi}{\partial z_k}(z_1, \ldots, z_k) \right| = |\phi'_{\hat{z}}(z_k)| = \frac{\phi'_{\hat{z}}(z_k)}{\phi_{\hat{z}}(z_k)} z_k, \text{ for } z_k \in \mathbb{T}.$$

So by the argument principle

$$\left\| \frac{\partial \phi}{\partial z_k} \right\|_{H^1(\mathbb{D}^n)} = \frac{1}{(2\pi)^n} \int_{\mathbb{T}^{n-1}} \left( \int_{\mathbb{T}} \frac{\phi'_{\hat{z}}(z_k)}{\phi_{\hat{z}}(z_k)} z_k |dz_k| \right) |d\hat{z}|$$

$$= \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{T}^{n-1}} \left( \frac{1}{2\pi i} \int_{\mathbb{T}} \frac{\phi'_{\hat{z}}(z_k)}{\phi_{\hat{z}}(z_k)} dz_k \right) |d\hat{z}|$$

$$= \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{T}^{n-1}} m_k |d\hat{z}| = m_k.$$

Now, for a general RIF $\phi = \tilde{p}/p$ with $\deg \phi = (d_1, \ldots, d_n)$, the one variable function $\phi_{\hat{z}}(z_k)$ is a finite Blaschke product with $n_{\hat{z};k} := \deg \phi_{\hat{z}} \leq d_k$. Now define $\delta(\phi, \hat{z})$ as the distance from $\mathbb{Z}_{\tilde{p}} \cap \{(z_k; \hat{z}) : z_k \in \mathbb{D}\}$ to $\mathbb{T}^n$. That is, if $\alpha_1, \ldots, \alpha_{n_{\hat{z};k}} \in \mathbb{D}$ are the zeros of $\phi_{\hat{z}}(z_k)$, then

$$\delta(\phi, \hat{z}) = \min_{1 \leq i \leq n_{\hat{z};k}} |1 - \alpha_i|.$$

Now for each $x > 0$, we define

$$\Omega_x = \left\{ \hat{z} \in \mathbb{T}^{n-1} : \delta(\phi, \hat{z}) < \frac{1}{x} \right\}.$$

The following lemma relates containment of $\partial_z \phi$ in $H^p$ to the size of these sets (parametrized by $x$).
Lemma 4 [4, Thm. 2.1] Let $\phi = \tilde{p}/p$ be an RIF on $\mathbb{D}^n$. Then for $1 \leq p < \infty$, $\partial \phi / \partial z_k \in H^p(\mathbb{D}^n)$ if and only if
\[
\int_1^\infty \mu(\Omega_x) x^{p-2} dx < \infty,
\]
where $\mu$ is the Lebesgue measure on $\mathbb{T}^{n-1}$.

This lemma can be used to show that for an RIF, having partial derivatives in $H^p$ implies containment in suitable Dirichlet type spaces.

Lemma 5 Let $\phi = \tilde{p}/p$ be an RIF on $\mathbb{D}^n$. Then for $0 < p < \infty$, if $\partial \phi / \partial z_k \in H^p(\mathbb{D}^n)$, then $\phi \in D_{p;\alpha}(\mathbb{D}^n)$.

Proof By Lemma 3 it suffices to prove the statement for $1 \leq p < \infty$.

We denote by $(l; k)$ the multi-index $(l_1, \ldots, l_{k-1}, l_{k+1}, \ldots, l_n)$. Now for
\[
\phi(z) = \sum_{l \in \mathbb{N}^n} a_l z_1^{l_1} \cdots z_n^{l_n},
\]
define a sequence of functions, by
\[
\phi_{l_k}(\hat{z}) = \sum_{(l; k) \in \mathbb{N}^{n-1}} a_l \hat{z}^{(l; k)}, \quad \hat{z} \in \mathbb{D}^{n-1}.
\]
Here $l \in \mathbb{N}^n$ is understood to be obtained by inserting $l_k$ in position $k$ of $(l; k) \in \mathbb{N}^{n-1}$. That is
\[
\phi(z) = \sum_{l_k=0}^\infty \phi_{l_k}(\hat{z})z_k^{l_k}.
\]
This means that
\[
\|\phi_z(z_k)\|_{D_{\alpha}}^2 = \sum_{l_k=0}^\infty (1 + l_k)^{\alpha} |\phi_{l_k}(\hat{z})|^2 = \sum_{l_k=0}^\infty (1 + l_k)^{\alpha} \left| \sum_{(l; k) \in \mathbb{N}^{n-1}} \hat{z}^{(l; k)} |a_l| \right|^2.
\]

By putting this together we get that
\[
\|\phi\|_{p;\alpha}^2 = \sum_{l_k=0}^\infty (1 + l_k)^p \left( \sum_{(l; k) \in \mathbb{N}^{n-1}} |a_l|^2 \right)
\]
\[
= \sum_{l_k=0}^\infty (1 + l_k)^p \|\phi_{l_k}\|_{H^2(\mathbb{D}^{n-1})}^2.
\]
\[
= \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{T}^{n-1}} \sum_{l_k=0}^{\infty} (1 + l_k)^p |\phi_{l_k}(\hat{z})|^2 |d\hat{z}|
= \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{T}^{n-1}} \|\phi_{l_k}(z_k)\|_{D_p}^2 |d\hat{z}|.
\]

By applying Lemma 2 to the above calculations and integrating over level sets, we get that
\[
\|\phi\|_{p;k}^2 \lesssim \frac{1}{(2\pi)^{n-1}} \int_{\mathbb{T}^{n-1}} \delta(\phi, \hat{z}) (1-p) |d\hat{z}|
= \left( \int_0^\infty t^{-p} \mu(\{\hat{z} \in \mathbb{T}^{n-1} : \delta(\phi, \hat{z}) < t\}) dt \right)^{1-p}
= \left( \int_0^\infty x^{p-2} \mu(\{\hat{z} \in \mathbb{T}^{n-1} : \delta(\phi, \hat{z}) < 1/x\}) dx \right)^{1-p}
= \left( \int_1^\infty x^{p-2} \mu(\Omega_\chi) dx \right)^{1-p}.
\]

If \( p = 1 \), then already the first inequality above shows that \( \|\phi\|_{p;k}^2 \) is finite, and if \( p > 1 \), then since \( \mu(\Omega_\chi) \) is always bounded, the last integral is finite if and only if
\[
\int_1^\infty x^{p-2} \mu(\Omega_\chi) dx < \infty,
\]
and by Lemma 4 this is true if (and only if) \( \partial\phi/\partial z_k \in H^p(\mathbb{D}^n) \). Put together, this shows that \( \partial\phi/\partial z_k \in H^p(\mathbb{D}^n) \) implies that
\[
\phi \in \mathcal{D}_{(p;k)}(\mathbb{D}^n),
\]
which finishes the proof.

\[\Box\]

**Theorem 1** Suppose \( \partial\phi/\partial z_k \in H^{\alpha_k}(\mathbb{D}^n) \), where \( 0 < \alpha_k < \infty \) for \( k = 1, \ldots, n \). Then for every choice of \( (c_1, \ldots, c_n) \) with \( c_j > 0 \) satisfying \( 1 = \sum_{i=1}^n c_i^{-1} \), we have that \( \phi \in \mathcal{D}_{\alpha_1/c_1, \ldots, \alpha_n/c_n}(\mathbb{D}^n) \).

In particular
\[
\phi \in \mathcal{D}_{\alpha_1/n, \ldots, \alpha_n/n}(\mathbb{D}^n)
\]

**Proof** By Lemma 1
\[
\|\phi\|_{\alpha_1/c_1, \ldots, \alpha_n/c_n}^2 \leq \prod_{i=1}^n \|\phi\|_{\alpha_i/c_i}^{1/c_i},
\]
and by Lemma 5 each factor on the right hand side is finite, which gives us the desired inclusion. \[\Box\]
Corollary 2  Every RIF in $D^n$ belongs to $D_{1/n}(D^n)$

Proof  By Lemma 3 every partial derivative of an RIF lies in $H^1(D^n)$, so applying Theorem 1 with $\alpha_k = 1$ for all $k$ finishes the proof. □

4 Examples and Additional Inclusions

4.1 $H^p$ and Dirichlet-Type Comparisons

Not surprisingly, Corollary 2 is not sharp in general; there are RIFs that belong to Dirichlet type spaces $D_\alpha(D^n)$ with $\alpha > 1/n$. In this section we consider several examples of RIFs and use our previous results to determine when they lie in certain Dirichlet type spaces. Furthermore, in Theorem 2, we provide a convenient method of determining slightly better regularity than that obtained from Corollary 2 by providing a lower bound on the regularity of the RIF corresponding to $p$ if we know that $1/p$ lies in certain Dirichlet type space. In some cases, the Dirichlet type norm of $1/p$ can be calculated in a straight-forward way using its power series representation.

Example 1  Consider the RIF on $D^n$

$$\phi_n(z) := \frac{n \prod_{i=1}^n z_i - \sum_{j=1}^n \prod_{k \neq j} z_k}{n - \sum_{i=1}^n z_i}.$$ 

In [4, Ex. 2.5], it was shown that all partial derivatives of $\phi_n$ lie in $H^p(D^n)$ for all $p < (n + 1)/2$, and so, by Theorem 1, $\phi_n \in D_\alpha$ for every such $\alpha < (n + 1)/(2n) = 1/2 + 1/(2n)$.

Although this estimate is not necessarily sharp, we can show that none of the above RIFs lie in the unweighted Dirichlet space $D_1$ by considering only the diagonal elements in the power series norm.

First of all

$$\phi_n(z_1, \ldots, z_n) = \left( n \sum_{i=1}^n z_i - \sum_{i=1}^n \prod_{j \neq i} z_j \right) \sum_{m=0}^\infty \frac{\left( \sum_{k=1}^n z_k \right)^m}{n^m}. \quad (2)$$

And we have that

$$\sum_{m=0}^\infty \frac{\left( \sum_{k=1}^n z_k \right)^m}{n^m} = \sum_{j_1=0}^\infty \sum_{j_2=0}^{j_1} \cdots \sum_{j_n=0}^{j_{n-1}} 1_{j_1<j_2} \left( \begin{array}{c} j_1 \\ j_2 \\ \vdots \\ j_n \end{array} \right) \frac{z_1^{j_1-j_2} \cdots z_{n-1}^{j_{n-1}-j_n}}{j_n^m}.$$
where the product of the binomial coefficients can be rewritten as
\[
\frac{j_1!}{(j_1 - j_2)! (j_2 - j_3)! \cdots (j_{n-1} - j_n)! (j_n)!}.
\]
By making the change of variables
\[
kn = j_n
\]
and
\[
k_{n-1} = j_{n-1} - j_n, \quad k_{n-2} = j_{n-2} - j_{n-1}, \quad \ldots, \quad k_1 = j_1 - j_2,
\]
the above series becomes
\[
\sum_{k_1=0}^{\infty} \sum_{k_2=0}^{\infty} \cdots \sum_{k_n=0}^{\infty} \frac{1}{n^{n+1} \prod_{i=1}^{n} (k_i)! (1 + k_i)^{1 + \sum_{i=1}^{n} k_i}} (\sum_{i=1}^{n} k_i)! \prod_{i=1}^{n} (k_i)! z_{n-1} \cdots z_n.
\]
By plugging this into (2), we can find the Taylor coefficients of \( \phi(z_1, \ldots, z_n) \). In particular we can find the coefficients on the diagonal. If we denote by \( a_{k_1, k_2, \ldots, k_n} \) the Taylor coefficients of \( \phi \), then we see that
\[
a_{k_1+1, k_2+1, \ldots, k_n+1} = \frac{n \left( \sum_{i=1}^{n} k_i \right)!}{\prod_{i=1}^{n} (k_i)! n^{\sum_{i=1}^{n} k_i}} - \sum_{j=1}^{n} \frac{(1 + \sum_{i=1}^{n} k_i)!(1 + k_j) n^{1 + \sum_{i=1}^{n} k_i}}{\prod_{i=1}^{n} (k_i)! (1 + k_j) n^{1 + \sum_{i=1}^{n} k_i}}
\]
\[
= \frac{(\sum_{i=1}^{n} k_i)!}{\prod_{i=1}^{n} (k_i)! n^{\sum_{i=1}^{n} k_i}} \left( n - \frac{1 + \sum_{i=1}^{n} k_i}{n} \sum_{j=1}^{n} \frac{1}{k_j + 1} \right),
\]
and for \( l = k_1 = k_2 = \ldots = k_n \) we get
\[
a_{l+1, l+1, \ldots, l+1} = \frac{(nl)!}{(l!)^n n^{nl}} \left( n - \frac{1 + nl}{n} \frac{n}{l + 1} \right) = \frac{(nl)!}{(l!)^n n^{nl}} \frac{n - 1}{l - 1}.
\]
By Stirling’s approximation, \((nl)!/((l!)^n n^{nl})\) is asymptotically comparable to
\[
c \frac{(nl)^n}{n^{nl} \sqrt{n}} = c_2(n) l^{(1-n)/2}.
\]
By just comparing with the diagonal elements, we get that
\[
\| \phi \|_\alpha^2 \geq \sum_{m=0}^{\infty} (2 + m)^{n\alpha} a_m^2 \geq k \sum_{m=2}^{\infty} (2 + m)^{n\alpha} m^{1-n} (m-1)^{-2} \geq k \sum_{m=2}^{\infty} (m-1)^{n\alpha-1-n},
\]
and the last series diverges if \( n\alpha - 1 - n \geq -1 \iff n(\alpha - 1) \geq 0 \iff \alpha \geq 1 \).

The following example illustrates how Theorem 1 can be applied to shift weight between the parameters \( \alpha_1, \alpha_2 \) and \( \alpha_3 \). More specifically, we show how a lot of regularity in one variable can be used to substantially raise the Dirichlet type regularity in the other parameters at the expense of that one.

**Example 2** Consider the RIF \( \phi = \tilde{p}/p \) on \( \mathbb{D}^3 \) obtained from
\[
p(z) = (2 - z_1 - z_2) + \frac{z_3}{2}(2z_1z_2 - z_1 - z_2).
\]

In [4, Ex. 3.2] it was shown that \( \partial_{z_3}\phi \) is bounded, and \( \partial_{z_1}\phi, \partial_{z_2}\phi \in H^\alpha(\mathbb{D}^3) \) for \( \alpha < 3/2 \). By choosing
\[
c_1 = 2 + \frac{\epsilon}{2}, \quad c_2 = 2 + \frac{\epsilon}{2},
\]
and
\[
c_3 = 1 - \frac{1}{c_1} - \frac{1}{c_2},
\]
and noting that \( \partial_{z_3}\phi \in H^{c_3\alpha_3}(\mathbb{D}^3) \) for all \( \alpha_3 < \infty \), Theorem 1 gives us that \( \phi \in D^{3/(4+\epsilon),3/(4+\epsilon),\alpha_3}(\mathbb{D}^3) \). By choosing sufficiently small \( \epsilon \), we see that \( \phi \in D_{\alpha_1,\alpha_2,\alpha_3}(\mathbb{D}^3) \) for every choice of \( \alpha_1, \alpha_2 < 3/4 \) and every \( \alpha_3 < \infty \).

If we instead choose
\[
c_1 = \frac{3}{2}, \quad c_2 = 3 + \frac{3\epsilon}{2}
\]
and
\[
c_3 = 1 - \frac{1}{c_1} - \frac{1}{c_2},
\]
then Theorem 1 shows that \( \phi \in D_{1,1/(2+\epsilon),\alpha_3} \) where \( \alpha_3 < \infty \). By choosing \( \epsilon \) sufficiently small we see that \( \phi \in D_{\alpha_1,\alpha_2,\alpha_3}(\mathbb{D}^3) \) for every \( \alpha_2 < 1/2 \) and \( \alpha_3 < \infty \).

Note that even though one partial derivative is bounded, the mixed partial derivative \( \partial_{z_1}\partial_{z_2}\partial_{z_3}\phi \) is unbounded. In fact, direct calculation shows that
\[
\partial_{z_1}\partial_{z_2}\partial_{z_3}\phi(t, t, t) = \frac{t^4 - 5t^3 + 8t^2 - 4t + 4}{8(t - 1)^2(t - 2)^4},
\]
which has a singularity of degree 2 as \( t \to 1 \).

One type of RIFs that are fairly easy to examine are lifts from RIFs on \( \mathbb{D}^2 \). The following examples illustrate how one can use the fact that lifts will inherit the \( H^p \) integrability of their partial derivatives from the lifted RIF together with Theorem 1.
in order to obtain inclusions in different Dirichlet type spaces where one shifts weight between the parameters $\alpha_1, \alpha_2$ and $\alpha_3$ in ways that are not immediately obvious from the power series norm.

**Example 3** Let $\phi(z_1, z_2)$ be an RIF which lies in $\mathcal{D}_{\alpha, \alpha}$ if and only if $\alpha < t/2$ and whose partial derivatives lie in $H^p(D^2)$ for all $p < t$. Note that, from [3] we know that such a $t$ must be of the form $t = 1 + 1/(2n)$ for some natural number $n$.

Then $f(x, y, z) := \phi(xy, z)$ is an RIF on $D^3$. Furthermore, if $\phi(z_1, z_2) = \sum_{k,l} a_{k,l} z_1^k z_2^l$, then $f(x, y, z) = \sum_{k,l} a_{k,l} (xy)^k z_2^l$, so $\hat{f}(m, n, s) = a_{k,l}$ if $m = n = k$ and $s = l$, and 0 otherwise. It follows that

$$\|f\|_{\alpha_1, \alpha_2, \alpha_3}^2 = \sum_{k,l} (1 + k)^{\alpha_1 + \alpha_2} (1 + l)^{\alpha_3} |a_{k,l}|^2.$$

If $\alpha_3 = \alpha_1 + \alpha_2$, then we know that this series converges if and only if $\alpha_3 < t/2$, but we have freedom to choose $\alpha_1 \neq \alpha_2$. However, given the knowledge we have, we cannot, in any obvious way, raise $\alpha_3$ above $t/2$ by lowering $\alpha_1 + \alpha_2$. This however, can be done by considering $H^t$-integrability of the partial derivatives. We have that $\partial_z f = \partial_2 \phi(xy, z)$, and so

$$\|\partial_z f\|_{H^t}^\alpha = \int_{D^3} |\partial_2 \phi(xy, z)|^\alpha |dx| |dy||dz| = \int_T \left( \int_{T^2} |\partial_2 \phi(xy, z)|^\alpha |dy||dz| \right) |dx| \int_T |\partial_2 \phi|_{H^t}^\alpha |dx| = 2\pi \|\partial_2 \phi\|_{H^t}^\alpha,$$

which is finite if and only if $\alpha < t$.

Similarly $\partial_x f = y \partial_1 \phi$ and $\partial_y f = x \partial_1 \phi$ will both lie in $H^t$ if and only if $\alpha < t$ (the factors $x$ and $y$ have absolute value 1 everywhere in the domain of integration). For example, by applying Theorem 1 with

$$c_3 = \frac{3}{2} \quad \text{and} \quad \frac{1}{c_1} + \frac{1}{c_2} = \frac{1}{3}, \quad c_1, c_2 > 0,$$

we get that for every $\alpha_0 < t$

$$f \in \mathcal{D}_{\alpha_0/c_1, \alpha_0/c_2, 2\alpha_0/3}(D^3).$$

Furthermore we see immediately from Theorem 1 that $f \in \mathcal{D}_{\alpha_0/3}$ for every $\alpha_0 < t$.

A slightly more difficult example would be $f(x, y, z) = \phi(xz, yz)$. If

$$\phi(z_1, z_2) = \sum_{k,l} a_{k,l} z_1^k z_2^l,$$
then
\[ f(x, y, z) = \sum_{k,l} a_{k,l} x^k y^l z^{k+l} \]
and so \( \hat{f}(k, l, m) = a_{k,l} \) if \( m = k + l \) and 0 otherwise. For \( 0 \leq \alpha_3 \leq 1 \) it follows that
\[ \|f\|_{\alpha_1, \alpha_2, \alpha_3}^2 = \sum_{k,l} (1 + k)^{\alpha_1} (1 + l)^{\alpha_2} (1 + k + l)^{\alpha_3} |a_{k,l}|^2 \]
and the last series converges if \( \alpha_1 + \alpha_3 < t/2 \) and \( \alpha_2 + \alpha_3 < t/2 \). For \( \alpha_1 = \alpha_2 = \alpha_3 \), we see that every possible value must satisfy \( \alpha_i < t/4 \). Note however that this approximation is not sharp. For example, along diagonal elements the original series has the weight \( (1 + k)^{\alpha_1} = (1 + k)^{\alpha_2} = (1 + k)^{\alpha_3} \), whereas the last series has the weight \( (1 + k)^{\alpha_1 + \alpha_2 + \alpha_3} \). In fact, we can obtain better estimates by applying Theorem 1. Similarly to the previous example, \( \partial_x f = z \partial_1 \phi \) and \( \partial_y f = z \partial_2 \phi \) will lie in \( H^\alpha \) for \( \alpha < t \). And for \( \partial_z f = x \partial_1 \phi + y \partial_2 \phi \) we have
\[ \|\partial_z f\|_{H^\alpha} = \|x \partial_1 \phi + y \partial_2 \phi\|_{H^\alpha} \leq \|x \partial_1 \phi\|_{H^\alpha} + \|y \partial_2 \phi\|_{H^\alpha}, \]
which is finite for \( \alpha < t \).

By applying Theorem 1 we see that \( f \in D_\alpha(\mathbb{D}^3) \) for every \( \alpha < t/3 \).

We can apply this to the RIFs from Example 1. The partial derivatives of the RIF
\[ \phi(z_1, z_2) = \frac{2z_1 z_2 - z_1 - z_2}{2 - z_1 - z_2} \]
lie in \( H'(\mathbb{D}^2) \) if and only if \( t < 3/2 \), and it was shown in [3, Ex. 3] that \( \phi \in D_\alpha(\mathbb{D}^2) \) if and only if \( \alpha < 3/4 \). It follows that the RIF
\[ f_1(x, y, z) := \phi(xy, z) = \frac{2xyz - xy - z}{2 - xy - z} \]
lies in \( D_\alpha(\mathbb{D}^3) \) for \( \alpha < 1/2 \) and in \( D_{\alpha/2, \alpha/2, \alpha} \), \( \alpha < 3/4 \). The last inclusion, also obtained from the \( H' \) estimates, is in fact sharp (as can be verified from the power series norm). Furthermore
\[ f_2(x, y, z) := \phi(xz, yz) = \frac{2xyz^2 - xz - yz}{2 - xz - yz} \]
lies in \( D_\alpha(\mathbb{D}^3) \) for \( \alpha < t/3 = 1/2 \).
4.2 Comparisons for Dirichlet-Type Norms

The following lemma gives a more general way of comparing norms of different Dirichlet type spaces.

Lemma 6 Let \( \tilde{\alpha} = (\alpha_1, \ldots, \alpha_n) \), \( V = (v_1, \ldots, v_n) \) and \( U = (u_1, \ldots, u_n) \) be multi-indices and let \( p, q > 1 \) satisfy \( 1/p + 1/q = 1 \). Then if \( f \) is a holomorphic function on \( \mathbb{D}^n \)

\[
\| f \|_{\tilde{\alpha} + V}^2 \leq \| f \|_{\tilde{\alpha} - U + pV}^{2/p} \| f \|_{\tilde{\alpha} + (q-1)U}^{2/q}
\]

Proof Let \( f(z) = \sum_{k \in \mathbb{N}^n} a_k z_k \) and let \( \tilde{\alpha}' = (\alpha'_1, \ldots, \alpha'_n) \). Then by Hölder’s inequality

\[
\| f \|_{\tilde{\alpha}' + V + U}^2 = \sum_k (1 + k_1)^{\alpha'_1 + v_1 + u_1} \cdots (1 + k_n)^{\alpha'_n + v_n + u_n} |a_k|^2
\]

\[
= \sum_k \left( (1 + k_1)^{\alpha'_1/p + v_1} \cdots (1 + k_n)^{\alpha'_n/p + v_n} |a_k|^2/p \right)
\]

\[
\left( (1 + k_1)^{\alpha'_1/q + u_1} \cdots (1 + k_n)^{\alpha'_n/q + u_n} |a_k|^2/q \right)
\]

\[
\leq \| f \|_{\tilde{\alpha}' + pV}^{2/p} \| f \|_{\tilde{\alpha}' + qU}^{2/q}.
\]

Setting \( \tilde{\alpha} = \tilde{\alpha}' + U \) finishes the proof. \( \square \)

By applying this lemma inductively, that is, with \( V = (q-1)U \), we obtain the following corollary.

Corollary 3 Let \( \tilde{\alpha}, V, U_1, U_2, \ldots U_{n-1} \) be multi-indices, let

\( 1 < p_1, \ldots, p_{n-1} \) and let \( 1 < q_1, \ldots, q_{n-1} \),

be the corresponding Hölder conjugates. Then

\[
\| f \|_{\tilde{\alpha} + V} \leq \| f \|_{\tilde{\alpha} + V'_1}^{1/p_1} \| f \|_{\tilde{\alpha} + V'_2}^{1/p_2} \cdots \| f \|_{\tilde{\alpha} + V'_{n-1}}^{1/(p_{n-1}q_{n-2} \cdots q_1)} \| f \|_{\tilde{\alpha} + V'}^{1/(q_{n-1} \cdots q_1)},
\]

where

\[
V'_1 = -U_1 + p_1 V, \quad V'_{k+1} = -U_{k+1} + p_{k+1}(q_k - 1)V'_k
\]

and

\[
V' = (q_{n-1} - 1)U_{n-1}.
\]

If we instead want to find \( U_k \)'s such that \( \| f \|_{\tilde{\alpha} + V} \) can be compared to the product of the norms \( \| f \|_{\tilde{\alpha} + V'_i} \) for a specific choice of \( V'_i \)'s, then these \( U_k \)'s must satisfy the
following recursion relation:

$$U_1 = -V_1' + p_1 V, \quad U_{k+1} = -V_{k+1}' + \frac{p_{k+1}}{p_k - 1} U_k,$$

where we have used that $q_k - 1 = 1/(p_k - 1)$.

The problem, of course, is that we have no control over the final factor $\|f\|_{\vec{a} + V'}$, where $V' = 1/(p_{n-1} - 1)U_{n-1}$. However, note that if we choose $p_1 = n$, and $p_{k+1} = p_k - 1$, then every factor $(p_{k+1})/(p_k - 1) = 1$, and $V' = U_{n-1}$.

We denote by $\bar{1}_k$ the multi-index whose $k$:th entry is 0, and has all other entries equal to 1. If we now choose $V = (-c, \ldots, -c)$, and $V_k' = -2\bar{1}_k$ for $k = 1, \ldots, n - 1$, then the corresponding recursion formula for the $U_k$:s becomes

$$U_1 = 2\bar{1}_1 + (-cn, \ldots, -cn), \quad U_{k+1} = 2\bar{1}_{k+1} + U_k, \quad k = 1, \ldots, n - 2.$$

This recursion is fairly easy to solve, and it follows that

$$U_{n-1} = (2(n - 2), \ldots, 2(n - 2), 2(n - 1)) + (-cn, \ldots, -cn).$$

By setting $c = 2(n - 1)/n$, we see that

$$V' = U_{n-1} = (-2, \ldots, -2, 0) = -2\bar{1}_{n}.$$

By applying this in Corollary 3, we see that

$$\|f\|_{\vec{a} + (-c, \ldots, -c)} \leq \prod_{i=1}^{n} \|f\|_{\vec{a} - 2\bar{1}_i}^{c_i},$$

where $c = 2(n - 1)/n$ and for some constants $c_i$. In particular, we obtain the following Lemma.

**Lemma 7** If $f \in \bigcap_{i=1}^{n} D_{\vec{a} - 2\bar{1}_i}$ then $f \in D_{\vec{a} - c}$ where $c = 2 - 2/n$.

Our next goal is to show that if $1/p \in D_{\vec{a}}$, then the mixed partial derivative of the RIF corresponding to $p$ will satisfy the conditions of Lemma 7, which can be used to obtain information about the RIF. But first, we need the following analog of [3, Lem. 11.1].

**Lemma 8** If $f = q/p$ where $p$ is an atoral polynomial that is not constant in any variable and has no zeros in $\mathbb{D}^n$, then

$$f \in D_{\vec{a}} \quad \text{if and only if} \quad \frac{\partial f}{\partial z_i} \in D_{\vec{a} - 2e_i} \quad \text{for all } i = 1, \ldots, n.$$

The result is essentially a consequence of the power series norm for Dirichlet type spaces, but in order to get the reverse implication one must verify that “no bad behaviour was differentiated away”. That this can’t happen for functions of the above
form is a consequence of the restrictions on $p$ and the limits these conditions impose on the zero set of $p$.

**Theorem 2** Let $\phi = \tilde{p}/p$ be an RIF on $\mathbb{D}^n$ and suppose $1/p \in D_{\tilde{\alpha}}$ for some $\tilde{\alpha}$ with $\alpha_j < 0$ for $j = 1, \ldots, n$. Then $\phi \in D_{\tilde{\alpha} + 2/n}$.

**Proof** We can write

$$\frac{\partial \phi}{\partial z_i} = \frac{q}{p^2} = \frac{q}{p} \cdot \frac{1}{p},$$

where, by the quotient rule, $q \in \langle p, \tilde{p} \rangle$, the ideal generated by $p$ and $\tilde{p}$. Since $\phi$ is an RIF, it follows that $q/p \in H^{\infty}(\mathbb{D}^n)$, and so is a multiplier of $D_{\tilde{\alpha}}$. By our assumption that $1/p \in D_{\tilde{\alpha}}$, it follows that $\partial \phi/\partial z_i \in D_{\tilde{\alpha}}$ for every $i = 1, \ldots, n$. By taking the partial derivatives with respect to the other $n-1$ variables, and by applying Lemma 8 once for each of these partial derivatives, it follows that

$$\frac{\partial^n \phi}{\partial z_1 \cdots \partial z_n} \in D_{\tilde{\alpha} - 21 - i} \text{ for every } i = 1, \ldots, n.$$

By Lemma 7, it follows that

$$\frac{\partial^n \phi}{\partial z_1 \cdots \partial z_n} \in D_{\tilde{\alpha} - c},$$

where $c = 2(n - 1)/n$. By again applying Lemma 8 once for each of the $n$ partial derivatives, we get that $\phi \in D_{\tilde{\alpha} - c + 2}$, and since

$$-c + 2 = -\frac{2(n - 1)}{n} + \frac{2n}{n} = \frac{2}{n},$$

this finishes the proof. $\square$

**4.3 Estimates Using the Łojasiewicz Inequality**

Since Theorem 2 is applicable for $\tilde{\alpha} = (\alpha, \ldots, \alpha)$ when $\alpha < 0$, and since the integral norm for Dirichlet type spaces with negative parameter $\alpha$ only uses the absolute value of the function $f$ (and no derivatives), this suggests that knowledge about how rapidly $p(z) \to 0$ when $z \in \mathbb{D}^n$ approaches $Z(p) \cap \mathbb{T}^n$ can be used to determine whether $1/p(z)$ is contained in a $D_{\alpha}$ for some $\alpha < 0$.

One way of quantifying the decay of $p$ is by using the Łojasiewicz inequality, which, as expressed in [9], states that for a real analytic function $f$ there exist positive constants $C$ and $\alpha$ such that

$$C|f(x)| \geq \text{dist}(x, Z)^\alpha,$$  \hspace{1cm} (4)

where $Z$ is the zero set of $f(x)$ and $\text{dist}(x, Z) := \inf\{|x - z| : z \in Z\}$.
We have the following theorem, which essentially states that if $\alpha$ is small enough, then inclusion of $1/p(z)$ in certain Dirichlet type spaces follows, which by Theorem 2 gives us information about the corresponding RIF.

**Theorem 3** Suppose $\alpha < 0$ and that $p(z)$ is a polynomial with only one zero on the boundary of $\mathbb{D}^n$, and assume without loss of generality that this zero is at the point $(1, \ldots, 1)$. If there exists a

$$q < \frac{1 - \alpha}{2} n$$

such that

$$|p(z)| \geq C \text{dist}(z,(1, \ldots, 1))^q,$$

for some $C > 0$, then

$$\tilde{p} \in D_{\alpha+2/n}.$$

**Remark** Note that the exponent $q$ is related to the Łojasiewicz exponent—the smallest value of $\alpha$ such that (4) holds for some $C > 0$—although it might in fact be smaller since we only care about a small part of the zero set and we have special restrictions on how we may approach the zero set.

**Proof** By the Łojasiewicz inequality we know that there exists an exponent $q$ such that

$$|p(z)| \geq C \text{dist}(z,(1, \ldots, 1))^q,$$

Recall that for $\alpha < 0$, an equivalent norm for $D_{\alpha}$ is given by

$$\int_{\mathbb{D}^n} |f(z)|^2 \prod_{i=1}^n (1 - |z_i|^2)^{-1-\alpha} dA(z).$$

We are interested in calculating

$$\int_{\mathbb{D}^n} \frac{1}{|p(z)|^2} \prod_{i=1}^n (1 - |z_i|^2)^{-1-\alpha} dA(z).$$

Since $|p(z)| \geq C \text{dist}(z,(1, \ldots, 1))^q$, we have that this is bounded by

$$C \int_{\mathbb{D}^n} \frac{1}{\text{dist}(z,(1, \ldots, 1))^{2q}} \prod_{i=1}^n (1 - |z_i|^2)^{-1-\alpha} dA(z).$$

Since the integrand is bounded in $\mathbb{D}$ outside of any neighbourhood of the point $(1, \ldots, 1)$, the above integral converges if and only if the corresponding integral over
$\mathbb{D}^n \cap D(1, \epsilon)^n$ converges, where $D(1, \epsilon)^n$ is understood to be the polydisc with radius $\epsilon$ for some small $\epsilon > 0$ and which is centred around the point $(1, \ldots, 1)$.

This region can be parametrized by setting

$$z_j = 1 - r_j \cos(v_j) - ir_j \sin(v_j)$$

where $0 \leq r_j < \epsilon$ and where $v_j$ is such that $1 - r_j \cos(v_j) - ir_j \sin(v_j) \in \mathbb{D}$. The integration limits for $v_j$ are found by solving

$$x^2 + y^2 = 1, \quad (1-x)^2 + y^2 = r_j^2 \quad \Rightarrow \quad x_j = 1 - \frac{r_j^2}{2},$$

and so

$$\cos(v_j) = \frac{r_j^2}{r_j} = \frac{r_j}{2}$$

(8)

gives the maximal and minimal values of $v_j$, which means that

$$-\arccos\left(\frac{r_j}{2}\right) \leq v_j \leq \arccos\left(\frac{r_j}{2}\right).$$

This gives us that the above integral converges if and only if

$$\int_0^\epsilon \int_{-\cos^{-1}(r_1/2)}^{\cos^{-1}(r_1/2)} \cdots \int_0^\epsilon \int_{-\cos^{-1}(r_n/2)}^{\cos^{-1}(r_n/2)} \prod_{j=1}^n r_j \prod_{j=1}^n \left(2r_j \cos(v_j) - r_j^2\right)^{-1-\alpha} \left|\sum_{j=1}^n r_j^2\right|^q dv_n dr_n \cdots dv_1 dr_1,$$

(9)

is finite, where $\prod_{j=1}^n r_j$ is the Jacobian, $\text{dist}(z, (1, \ldots, 1))^q = \left|\sum_{j=1}^n r_j^2\right|^q$ and

$$\prod_{j=1}^n \left(1 - |z_j|^2\right)^{-1-\alpha} = \prod_{j=1}^n \left(2r_j \cos(v_j) - r_j^2\right)^{-1-\alpha}.$$

By the inequality of arithmetic and geometric means, we have that

$$\left|\sum_{j=1}^n r_j^2\right| \geq n \left|\prod_{j=1}^n r_j^{2/n}\right|,$$

and so

(9) $\leq \int_0^\epsilon \int_{-\cos^{-1}(r_1/2)}^{\cos^{-1}(r_1/2)} \cdots \int_0^\epsilon \int_{-\cos^{-1}(r_n/2)}^{\cos^{-1}(r_n/2)} \prod_{j=1}^n r_j$$
$$\prod_{j=1}^{n} r_j^{-\alpha} (2 \cos(v_j) - r_j)^{-1-\alpha} \prod_{j=1}^{n} r_j^{2q/n} d\nu dr_1 \cdots d\nu_1 dr_1.$$ 

The above integral is separable, and thus converges if and only if

$$\int_{\epsilon}^{\infty} \int_{-\cos^{-1}(r/2)}^{\cos^{-1}(r/2)} \frac{r^{-\alpha} (2 \cos(v) - r)^{-1-\alpha}}{|r^{2q/n}|} dv dr < \infty. \quad (10)$$

We begin by analysing the integral with respect to $v$.

By making the change of variables $2 \cos(v) - r = t$, we see that

$$\int_{-\cos^{-1}(r/2)}^{\cos^{-1}(r/2)} (2 \cos(v) - r)^{-1-\alpha} dv = 2 \int_{-\cos^{-1}(r/2)}^{\cos^{-1}(r/2)} (2 \cos(v) - r)^{-1-\alpha} dv = \int_{0}^{2-r} \frac{t^{-1-\alpha}}{\sqrt{1 - \frac{(t+r)^2}{4}}} dt,$$

and by dividing up the integral into the intervals $[0, 1]$ and $(1, 2-r]$, we see that

$$\int_{0}^{1} \frac{t^{-1-\alpha}}{\sqrt{1 - \frac{(t+r)^2}{4}}} dt \leq C_1 \int_{0}^{1} t^{-1-\alpha} dt < \infty$$

since $\alpha < 0$, and

$$\int_{1}^{2-r} \frac{t^{-1-\alpha}}{\sqrt{1 - \frac{(t+r)^2}{4}}} dt \leq \int_{1}^{2-r} \frac{C_2}{\sqrt{1 - \frac{(t+r)^2}{4}}} dt,$$

and by making the change of variables $w = t + r$, this equals

$$\int_{1+r}^{2} \frac{C_2}{\sqrt{(1 - \frac{w^2}{4})(1 + \frac{w^2}{4})}} dw < C < \infty.$$ 

And so (10) holds if

$$\int_{0}^{\epsilon} \frac{r^{-\alpha}}{r^{2q/n}} dr < \infty \iff -\alpha - \frac{2q}{n} > -1 \iff n > \frac{2q}{1 - \alpha}.$$ 

This means that every polynomial for which some exponent

$$q < \frac{1 - \alpha}{2n}$$
works will satisfy that $1/p(z) \in \mathcal{D}_\alpha$. And so, by Theorem 2 the corresponding RIF will lie in $\mathcal{D}_{\alpha+2/n}$.

This finishes the proof.  

As the next example shows, there are indeed polynomials whose singular set is a single point that can be shown to satisfy (5).

**Example 4** Consider the polynomials

$$p_n(z) = n - \sum_{i=1}^{n} z_i.$$  

To see that Theorem 3 is applicable, we must analyze for which choices of $q$ there exist a constant $C$ such that

$$\left| n - \sum_{i=1}^{n} z_i \right| \geq C \text{dist}(z, (1, \ldots, 1))^q.$$

The problem is of course that the left hand side should not vanish faster than the right hand side when all $z_i \to 1$, and so we write $z_i = 1 - r_i e^{i\psi_i}$, where of course $r_i \leq 2$ and the angles must be such that $1 - r_i e^{i\psi_i}$ lies in the unit disc. The above inequality now becomes

$$\left| \sum_{i=1}^{n} r_i e^{i\psi_i} \right| \geq C \left( \sum_{i=1}^{n} r_i^2 \right)^{q/2}.$$  

We will now analyze for which choices of $q$ we have that

$$\frac{\left| \sum_{i=1}^{n} r_i e^{i\psi_i} \right|}{\left( \sum_{i=1}^{n} r_i^2 \right)^{q/2}} \geq C > 0,$$

which is equivalent to showing that the above statement holds for $\sum_{i=1}^{n} r_i^2 < \epsilon^2$ for some small $\epsilon > 0$.

Clearly $\left| \sum_{i=1}^{n} r_i e^{i\psi_i} \right| \geq \left| \sum_{i=1}^{n} r_i \cos(\psi_i) \right|$, and since all terms are positive, we have that for fixed $r_i \in \mathcal{B}_\epsilon(0)$, this is minimized by choosing the angles as to minimize each term. This in turn is done by choosing the angles as large (or as small) as possible. As we saw in (8), for fixed $r_i$ this is achieved by $\cos(\psi_i) = r_i/2$, and so it follows that

$$\left| \sum_{i=1}^{n} r_i \cos(\psi_i) \right| \geq \sum_{i=1}^{n} \frac{r_i^2}{2} = \sum_{i=1}^{n} \frac{r_i^2}{2},$$

□
and so
\[
\left( \sum_{i=1}^{n} r_i e^{iv_i} \right) / \left( \sum_{i=1}^{n} r_i^2 \right)^{q/2} \geq C > 0
\]
whenever \( q \geq 2 \).

It follows that
\[
\left| n - \sum_{i=1}^{n} z_i \right| \geq C \text{dist}(z, (1, \ldots, 1))^q,
\]
holds with \( q = 2 \) in every dimension. Since \( q = 2 < n(1 - \alpha)/2 \) if and only if \( \alpha < 1 - 4/n \) we see that (5) holds for all
\[
\alpha < \min \left( 0, 1 - \frac{4}{n} \right),
\]
and so, by Theorem 3 for \( n \geq 4 \) the corresponding RIF lies in \( D_\alpha(\mathbb{D}^n) \) for all \( \alpha < 2/n \), and for \( n = 2, 3 \) the corresponding RIF lies in \( D_\alpha(\mathbb{D}^n) \) for \( \alpha < t \), where
\[
t = 1 - \frac{4}{n} + \frac{2}{n} = 1 - \frac{2}{n},
\]
which equals 0 for \( n = 2 \) and \( 1/3 \) for \( n = 3 \).
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