HEATING MECHANISMS IN THE LOW SOLAR ATMOSPHERE THROUGH MAGNETIC RECONNECTION IN CURRENT SHEETS
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ABSTRACT

We simulate several magnetic reconnection processes in the low solar chromosphere/photosphere; the radiation cooling, heat conduction and ambipolar diffusion are all included. Our numerical results indicate that both the high temperature ($\gtrsim 8 \times 10^4$ K) and low temperature ($\sim 10^4$ K) magnetic reconnection events can happen in the low solar atmosphere (100–600 km above the solar surface). The plasma $\beta$ controlled by plasma density and magnetic fields is one important factor to decide how much the plasma can be heated up. The low temperature event is formed in a high $\beta$ magnetic reconnection process, Joule heating is the main mechanism to heat plasma and the maximum temperature increase is only several thousand Kelvin. The high temperature explosions can be generated in a low $\beta$ magnetic reconnection process, slow and fast-mode shocks attached at the edges of the well developed plasmoids are the main physical mechanisms to heat plasma from several thousand Kelvin to over $8 \times 10^4$ K. Gravity in the low chromosphere can strongly hinder the plasmoid instability and the formation of slow-mode shocks in a vertical current sheet. Only small secondary islands are formed; these islands, however, are not as well developed as those in the horizontal current sheets. This work can be applied to understand the heating mechanism in the low solar atmosphere and could possibly be extended to explain the formation of common low temperature Ellerman bombs ($\sim 10^4$ K) and the high temperature Interface Region Imaging Spectrograph (IRIS) bombs ($\gtrsim 8 \times 10^4$) in the future.
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1. INTRODUCTION

Magnetic reconnection is an important mechanism to explain many activities and eruptions in the solar atmosphere (Priest & Forbes 2000). As the resolution of solar telescopes continue to be improved, many tiny activities relating with magnetic reconnection in the lower solar atmosphere have been observed, e.g., chromosphere jets (Liu et al. 2009; Morton 2012; Bharti et al. 2013), Ellerman bombs (EBs) (Fang et al. 2006; Pariat et al. 2007; Hong et al. 2014; Nelson et al. 2015) and type II white light flares (Ding et al. 1994, 1999). Recently, the clear magnetic reconnection events in the low solar atmosphere have been observed by the high resolution Chinese New Vacuum Solar Telescope (NVST), the current sheet structures, inflow and outflow have been clearly identified (Yang et al. 2015). Since part of the magnetic energy is converted into plasma thermal energy, the local temperature is increased during these magnetic reconnection processes and Joule heating is usually considered to be the main mechanism to heat plasma.

The compact bright points which have UV counterparts and are observed in transition region lines with the Interface Region Imaging Spectrograph (IRIS) satellite are called IRIS bombs (e.g., Peter et al. 2014; Vissers et al. 2015; Grubecka et al. 2016; Tian et al. 2016). While the temperature of the traditional EBs is only around $10^4$ K, the temperature of the IRIS bombs identified in Si IV slit-jaws is one magnitude higher (e.g., Peter et al. 2014; Vissers et al. 2015; Grubecka et al. 2016; Tian et al. 2016). Vissers et al. (2015) and Grubecka et al. (2016) show that some of the high temperature IRIS bombs ($\gtrsim 8 \times 10^4$) are possibly due to small flaring arch filaments in the high chromosphere or transition region. However, some of them are still believed to be formed by magnetic reconnection at around the temperature minimum region or even in the photosphere (e.g., Vissers et al. 2015; Grubecka et al. 2016; Tian et al. 2016).

Many jet-like structures are observed in the solar chromosphere (e.g., Morton 2012; Bharti et al. 2013; Tian et al. 2014). Compared with corona jets, they are tiny and some with a length even less than 1" and width less than 0.3" (Bharti et al. 2013; Tian et al. 2014). The lifetime of these micro jets could be only around one minute (Bharti et al. 2013; Tian et al. 2014). The rise speed of these jets is usually in a range 10–100 km s$^{-1}$ Morton (2012), and the temperature of the chromosphere material can be heated to higher than $10^5$ K (Morton 2012; Tian et al. 2014). However, magnetic reconnection takes place at which altitude of the solar chromosphere and where the high temperature plasmas are generated in the chromosphere jets are still not clear.

Since the density stratification is strong in the chromosphere layer, the plasma density at the top of the chromosphere is around six magnitudes lower than at the bottom (Vernazza et al. 1981; Fontenla et al. 1993). The plasma is weakly ionized at the bottom of the chromosphere and almost fully ionized at the top. Therefore, the dominate physical mechanisms in the magnetic reconnection process could vary with height from the bottom to the top of the chromosphere. The numerical results by Leake et al. (2012, 2013) demonstrate that recombination is the main cause of fast magnetic reconnection in the upper chromosphere. Our latest paper (Ni et al. 2015) verifies that plasmoid instability is a very important lead to fast magnetic reconnection around the middle of the chromosphere, where the neutral-ion collisional mean free path is smaller than the
critical width of the current sheet for secondary islands appearing. The speeds of reconnection outflows are in the range of observed speeds of jets in the solar chromosphere.

Most of the previous numerical simulations that focus on the formations of EBs (e.g., Chen et al. 2001; Isobe et al. 2007; Archontis & Hood 2009), chromosphere jets (e.g., Ding et al. 2010, 2011; Yang et al. 2013) and micro-flares (e.g., Jiang et al. 2012; Archontis & Hansteen 2014) are studied based on the single-fluid MHD equations with an assumed anomalous resistivity. The topology structures and many characteristics in these numerical simulations can match well with the observation results. For example, the numerical results in the paper by Chen et al. (2001), Archontis & Hood (2009) and Xu et al. (2011) show that the temperature enhancement for EBs is around several thousand Kelvin and the lifetime is around several minutes, which are similar to the observation results of EBs. By setting suitable initial magnetic fields and plasma density, the numerical simulations can lead to the formation of chromosphere jets, which have similar topology structures as in the observations. The upflow speeds from the simulations can be in the range 10–130 km s⁻¹ (Ding et al. 2010, 2011; Yang et al. 2013), which are the same as the speeds of the observed chromosphere jets. On the other hand, some numerical simulations focus more on the physical mechanisms of magnetic reconnection in the solar chromosphere; the partially ionized effects including ambipolar diffusion and recombination have been studied in detail (e.g., Leake et al. 2012; Murphy & Lukin 2015; Singh et al. 2015).

However, with an initial temperature as low as several thousand Kelvin, the temperature of the plasma in these chromosphere magnetic reconnection simulations has never been increased by more than one order of magnitude because of high plasma β (Murphy et al. 2012) or low numerical resolutions.

In our latest paper (Ni et al. 2015), magnetic reconnection in the middle of the chromosphere (1000 km above the solar surface) has been studied carefully. The numerical results in the paper indicate that the initial low temperature plasma (7000 K) can be heated to above 8 × 10⁴ K by multiple internal slow-mode shocks in the plasmoids inside the current sheet region. In this work, we have built a more realistic model to study the magnetic reconnection in the lower chromosphere (around 100 ~ 600 km above the solar surface). The more realistic density stratification, radiation cooling, heating, anisotropic heat conduction and ambipolar diffusion effects are all included. By analyzing the numerical simulation results, we attempt to find out the possible physical mechanism for heating plasma to a high temperature in the lower solar chromosphere/ photosphere. The initial conditions and numerical model are described in Section 2. We present our numerical results in Section 3. Section 4 provides a short conclusion and discussion.

### 2. NUMERICAL MODEL AND INITIAL CONDITIONS

As demonstrated in our latest paper, the single-fluid MHD equations can be used if the collisional coupling between ions and neutrals is strong, which is valid on length-scales exceeding the neutral-ion collisional mean free path λni. In the lower chromosphere, the coupling of ions and neutrals is even stronger than that in the middle of the chromosphere. According to the initial physical parameters in all the cases given below, we can calculate and find that the current sheet width for onset of the plasmoid instability is several orders of magnitude above λni. Therefore, the onset and evolution of plasmoid instability in this part of the solar atmosphere can generally be described using the one-fluid equations as below:

\[
\partial_t \rho = - \nabla \cdot (\rho \mathbf{v})
\]

\[
\partial_t \mathbf{B} = \nabla \times (\mathbf{v} \times \mathbf{B} - \eta \nabla \times \mathbf{B} + \mathbf{E}_\text{AD})
\]

\[
\partial_t (\rho \mathbf{v}) = - \nabla \cdot \left( \rho \mathbf{vv} + \left( p + \frac{1}{2\mu_0} |\mathbf{B}|^2 \right) \mathbf{I} \right) + \nabla \cdot \left( \frac{1}{\mu_0} \mathbf{BB} \right) + \rho \mathbf{g}
\]

\[
\partial_t e = - \nabla \cdot \left( e \mathbf{v} + \frac{1}{2\mu_0} (|\mathbf{B}|^2) \mathbf{v} \right) + \nabla \cdot \left( \frac{1}{\mu_0} (\mathbf{v} \cdot \mathbf{B}) \mathbf{B} \right) + \nabla \cdot \left( \frac{\eta}{\mu_0} \mathbf{B} \times (\nabla \times \mathbf{B}) \right) - \nabla \cdot \mathbf{F}_C + \rho \mathbf{g} \cdot \mathbf{v} + \mathcal{L}_\text{rad} + \mathcal{H}
\]

\[ e = \frac{p}{\Gamma_0 - 1} + \frac{1}{2\rho} |\mathbf{v}|^2 + \frac{1}{2\mu_0} |\mathbf{B}|^2 \]

\[ p = \frac{(1 + Y_i) \rho}{m_i} k_B T. \]

As in our previous paper (Ni et al. 2015), ρ is the plasma mass density, v is the center of mass velocity, e is the total energy density, B is the magnetic field, η is the magnetic diffusivity, and p is plasma thermal pressure, while \( g = -273.9 \text{ m s}^{-2} \), is the gravitational acceleration of the Sun. The ambipolar electric field is given by

\[ \mathbf{E}_\text{AD} = \mu_0^{-1} \eta \text{AD} (\nabla \times \mathbf{B}) \times \mathbf{B}, \] where \( \eta \text{AD} \) is the ambipolar diffusion coefficient and we use the same formula as given in Equation (22) in our previous paper (Ni et al. 2015).

\[ \eta \text{AD} = 1.65 \times 10^{-11} \left( \frac{1}{Y_i} - 1 \right) \frac{1}{\rho^2 \sqrt{T}} \text{ m}^3 \text{ kg}^{-1}. \]

\( \mathcal{L}_\text{rad} \) is the radiative cooling function and \( \mathcal{H} \) is the heating function. \( Y_i \) is the ionization degree of the plasma. Comparing with our previous paper (Ni et al. 2015), the anisotropic heat conduction term \( F_C \) is included in this work.

We still follow the radiative loss in Gan & Fang (1990) and set

\[ \mathcal{L}_\text{rad} = -1.547 \times 10^{-42} Y_i \left( \frac{\rho}{m_i} \right)^2 \alpha T^1.5, \]

Different from the previous paper, the heating function is chosen linearly depending on the mass density as

\[ \mathcal{H} = 1.547 \times 10^{-42} \frac{\rho \rho_0}{m_i^2} \alpha T_0^{1.5}, \]

where \( \rho_0 \) and \( T_0 \) are the initial plasma mass density and temperature separately.

The anisotropic heat conduction term \( F_C \) is given by

\[ F_C = -\kappa_i (\nabla T \cdot \hat{B}) \hat{B} - \kappa_{\perp} (\nabla T - (\nabla T \cdot \hat{B}) \hat{B}) \]
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where $\hat{B} = B/|B|$ is the unit vector in the direction of magnetic field. According to Orrall & Zirker (1961) the conductivity coefficient $\kappa$ is contributed partially by neutral particles and partially by the charged particles. However, the conductivity coefficient contributed by charged particles is strongly suppressed in the direction perpendicular to the magnetic field. In this work, we build a conductivity coefficient model according to the results presented in Figure 1 in the paper by Orrall & Zirker (1961). The parallel and perpendicular conductivity coefficient are assumed as below

$$\kappa_0 = 1.96 \times 10^{-11} \gamma^{\frac{33}{2}} + 10^8 T^{-2.5},$$  \hspace{1cm} (11)

$$\kappa_L = 10^8 T^{-2.5},$$  \hspace{1cm} (12)

The term $1.96 \times 10^{-11} \gamma^{\frac{33}{2}}$ is contributed by the charged particles and $10^8 T^{-2.5}$ is contributed by neutral particles. During the range for $5000 \text{ K} < T < 10^5 \text{ K}$, the charged particles dominate and the first term is much larger than the second term at the right hand side of Equation (11). In the direction perpendicular to the magnetic field, the term contributed by charged particles is totally modified and it is much smaller than the one contributed by neutral particles. Therefore, we only include the term $10^8 T^{-2.5}$ in Equation (12).

Many papers (e.g., Jin et al. 2009, 2012; Quintero Noda et al. 2013) show that the transverse magnetic fields in the photosphere could also be very strong. The observational and numerical results indicate that the vertical and horizontal current sheet structures both can possibly be formed in the low solar atmosphere (Pariat et al. 2004, 2009, 2012; Valori et al. 2012). In this work, we present our simulation results in five cases. The horizontal current sheets without gravity and density stratification have been studied in Case I, Case II and Case IIa. One should note that the solar surface is spherical, though the current sheet is horizontal to the solar surface, the bi-directional flows with blue-redshift as suggested by observations can still possibly be observed as long as the current sheet is far from the center of the solar surface. According to the VAL-C chromosphere model (Vernazza et al. 1981), Case I can represent a magnetic reconnection process at around 600 km above the solar surface, and the current sheets in Case II and Case IIa are at even lower places (about 250 km above the solar surface). The vertical current sheets with density stratification have been studied in Case III and Case IIIa, which are located at around 100 ∼ 600 km above the solar surface. The important initial parameters and conditions in all the five cases are listed below in Table 1 and in the following subsections. Adaptive mesh refinement is applied in our simulations. The same as in the previous paper (Ni et al. 2015), the highest refinement level is 10, which corresponds to a grid resolution $\Delta x \approx 6.1 \text{ m}$. Convergence studies have been carried out by repeating the simulations with both a lower and a higher resolution to make sure that the numerical diffusion is smaller than the physical magnetic diffusion.

2.1. Case I, II, and IIa

We ignore the density stratification effect in Case I, II, and IIa, because the width of the horizontal current sheet in our simulations is much shorter than the length. The simulation domain extends from $x = 0$ to $x = L_0$ in the $x$-direction, and from $y = -0.5L_0$ to $y = 0.5L_0$ in the $y$-direction, in the three cases, with $L_0 = 10^6 \text{ m}$. Outflow boundary conditions are used in the $x$-direction and inflow boundary conditions in the $y$-direction. For the inflow boundary conditions, the fluid is allowed to flow into the domain but not to flow out; the gradient of the plasma density vanishes; the total energy is set such that the gradient in the thermal energy density vanishes; a vanishing gradient of parallel components plus divergence-free extrapolation of the magnetic field. For the outflow boundary conditions, the fluid is allowed to flow out of the domain but not to flow in, and the other variables are set by using the same method as the inflow boundary conditions. The horizontal force-free Harris current sheet is used as the initial equilibrium configuration of magnetic fields in Case I,

$$B_{x0} = -b_0 \tanh[y/(0.05L_0)],$$  \hspace{1cm} (13)

$$B_{y0} = 0,$$  \hspace{1cm} (14)

$$B_{z0} = b_0/cosh[y/(0.05L_0)].$$  \hspace{1cm} (15)

The magnetic fields in the low solar atmosphere could be very strong (Jin et al. 2009, 2012; Khomenko et al. 2014; Peter et al. 2014; Vissers et al. 2015) and the magnetic field can exceed 0.15 T in both the intrainetwork and the network quiet region (e.g., Orozco Suárez et al. 2007; Martínez González et al. 2008; Jin et al. 2009, 2012). In the work by Jin et al. 2012, the maximum of the field strength was found to be 0.15 T. The magnetic field could be even stronger in the active region near the sunspot. Therefore, we set $b_0 = 0.05 \text{ T}$ in Case I and Case II, and $b_0 = 0.15 \text{ T}$ in Case IIa. Due to the force-freeness and neglect of gravity, the initial equilibrium thermal pressure is uniform. The initial temperature and plasma density are set as $T_0 = 4200 \text{ K}$ and $\rho_0 = 1.66057 \times 10^{-6} \text{ kg} \cdot \text{m}^{-3}$ in Case I, and $T_0 = 4800 \text{ K}$ and $\rho_0 = 3.32114 \times 10^{-5} \text{ kg} \cdot \text{m}^{-3}$ in Case II and Case IIa. Therefore, the initial plasma $\beta$ is calculated as $\beta = 0.0583$ in Case I, $\beta = 1.332$ in Case II, and $\beta = 0.148$ in Case IIa. The initial ionization degree is assumed as $Y_i = 10^{-3}$ in Case I, and $Y_i = 1.2 \times 10^{-4}$ in Case II and IIa. The magnetic diffusion in this work matches the form computed from the solar atmosphere model in Khomenko & Collados (2012), and we set $\eta = [5 \times 10^3 (4200/T)^{1.5} + 1.76 \times 10^{-3} T^{0.5} Y_i^{-1}] \text{ m}^2 \cdot \text{s}^{-1}$ in Case I, and $\eta = [5 \times 10^3 (4800/T)^{1.5} + 1.76 \times 10^{-3} T^{0.5} Y_i^{-1}] \text{ m}^2 \cdot \text{s}^{-1}$ in Case II and IIa. The first part $\sim T^{-1.5}$ is contributed by collisions between ions and electrons, the second part $\sim T^{0.5} Y_i^{-1}$ is contributed by collisions between electrons and neutral particles. Small perturbations for both magnetic fields and velocities at $t = 0$ make the current sheet to evolve and secondary instabilities start to appear later in the three cases. The forms of perturbations are listed below:

$$b_{x1} = -\text{pert} \cdot b_0 \cdot \sin \left(2\pi \frac{y + 0.5L_0}{L_0}\right) \cdot \cos \left(2\pi \frac{x + 0.5L_0}{L_0}\right),$$  \hspace{1cm} (16)

$$b_{y1} = \text{pert} \cdot b_0 \cdot \cos \left(2\pi \frac{y + 0.5L_0}{L_0}\right) \cdot \sin \left(2\pi \frac{x + 0.5L_0}{L_0}\right),$$  \hspace{1cm} (17)

$$v_{y1} = -\text{pert} \cdot v_{00} \cdot \sin \left(\pi \frac{y}{L_0}\right) \cdot \frac{\text{random}_v}{\text{Max(\text{random}_v)}},$$  \hspace{1cm} (18)

where $\text{pert} = 0.08$, $v_{00}$ is the initial Alfvén velocity, random$_v$ is the random noise function in our code, and Max(\text{random}_v) is the maximum of the absolute value of the random noise.
function. This random noise function makes the initial perturbations for the velocity in the y-direction to be asymmetric, and such an asymmetry makes the current sheet gradually become more tilted, especially after secondary islands appear. The reconnection process is not really symmetrical in nature (Murphy et al. 2012), this is one of the reasons that we use such a noise function. Another reason is that the asymmetric noise function makes the secondary instabilities develop faster. Figure 1(a) shows the distributions of the current density and magnetic fields at $t = 0$ in case I.

2.2. Case III and IIIa

For the situation with density stratification, we have simulated two cases, Case III and IIIa. The simulation domain extends from $x = -0.5L_0$ to $x = 0.5L_0$ in the x-direction and from $y = 0$ to $y = 0.5L_0$ in the y-direction in these two cases, also with $L_0 = 10^6$ m. Open boundary conditions are used in x and y directions. The velocity gradient, which is perpendicular to the boundary layer, is set to zero and the other variables are set by using the same method as the inflow and outflow boundary. The vertical current sheet with initial equilibrium magnetic fields set as,

$$B_{Z0} = 0$$

$$B_{x0} = b_0 \tanh[x/(0.05L_0)]$$

$$B_{y0} = b_0 / \cosh[x/(0.05L_0)],$$

with $b_0 = 0.05$ T in Case III, and $b_0 = 0.15$ T in Case IIIa. The initial gas pressure is then give by

$$\partial_x p_0(y) = 0,$$

$$\partial_y p_0(y) = -273.9 \rho_0(y),$$

$$p_0(y) = \frac{(1 + Y_0/\rho_{H0}(y)) \rho_{H0} k_B T_0}{m_i},$$

where, for simplicity, the initial temperature $T_0 = 5000$ K is chosen to be uniform in both of the two cases, and $\rho_{H0} = n_{H0} m_i$. According to Equation (12) in Gan & Fang (1990), the ionization degree is simplified as

$$Y_0 = \frac{n_e}{n_{H0}} \approx \frac{\phi_0}{\rho_{H0}},$$

(25)

where $\phi_0 \approx 1.555 \times 10^{15}$ m$^{-3}$ and $\rho_0 \approx n_{H0}$ in our model. From Equations ((19)–(24)), we obtain

$$\rho_{H0} \approx \rho_{H00} \exp \left( - \frac{6.589 (y + L_0)}{L_0} \right).$$

(26)

where we assume $\rho_{H00} = 0.166057$ kg m$^{-3}$. Then, the initial ionization degree is calculated as $Y_i \approx 2.13 \times 10^{-4}$ at $y = 0$ and $Y_i \approx 1.10 \times 10^{-3}$ at $y = 0.5L_0$. The magnetic diffusion in Case III and Case IIIa is $\eta = [5 \times 10^4 (5000/T)^{1.5} + 1.76 \times 10^{-3} T^{0.5} Y_i^{-1}]$. The values of the important parameters in the two cases at $y = 0$, $y = 0.25L_0$, and $y = 0.5L_0$ are also compiled in Table 1. The only difference between Case III and IIIa is the value of the magnetic fields, which makes the corresponding plasma $\beta$ in Case IIIa nine times smaller than that in Case III. Unlike Case I, Case II, and Case IIa, the initial symmetric perturbations for velocities are applied in the simulations of Case III and Case IIIa. The distributions of magnetic fields and plasma density at the beginning in Case III are presented in Figure 1(b).

3. NUMERICAL RESULTS

3.1. Plasma Heating in Horizontal Current Sheets

Figure 2 shows that the bi-directional reconnection outflows always exist in the whole magnetic reconnection process, the highest velocity in Case I can reach around 50 km s$^{-1}$. Figures 3(a) and 7 show that the temperature slowly increases before secondary islands appear. As secondary islands start to appear, it increases sharply and the maximum temperature exceeds $10^5$ K in Case I. The first panel of Figure 4 shows the distributions of current density and magnetic fields at
t = 1.592\tau_{A0l} in Case I. One can see that different sizes of plasmoids appear, the bigger islands are usually formed by coalescence of smaller islands. In order to see more details inside the plasmoids, we zoom into a small scale as shown in the second panel of Figure 4. The black arrows in this panel represent the velocities of plasmas and the red-blue color contours represent the current density. One can find that the two magnetic islands, with comparable size in the merging process, are located in the left part of this panel. Many turbulent structures appear at the head of plasmoids and in the coalescence process. Another island is located in the right part of this panel, and a relatively much smaller island is located around the middle of this panel. All these islands are moving toward the x-direction. As shown in the second and the third panels of Figure 4, a pair of slow-mode shocks are formed behind the moving magnetic island which is located in the right of this panel. The temperature is strongly increased at the shock regions and reaches a maximum value. The slow-mode shocks with hot structures are disrupted when the two magnetic islands merge into one big island as shown in the left part of the third panel in Figure 4. As we continue to zoom in to the region where the small island locates in the middle of the second panel in Figure 4, we can also find that a pair of small slow-mode shocks behind this small island and the temperature is higher there. Many different sizes of slow-mode shocks are found at the edges of different sizes of plasmoids. The fourth panel of Figure 4 shows the distributions of the Mach number, one can find that the maximum Mach number is above 2, which indicates that the strong fast-mode shocks are formed below these high Mach number regions. We use the same method as \cite{Chen2015} to calculate the Mach number, 
\[
Ma = \frac{\rho_{\text{A0l}}}{\nu_{\text{sound}}},
\]
where \(\nu_{\text{sound}}\) is the local sound speed, \(\nu_{\text{A}}\) is the local Alfvén speed. The temperature increases also appear at these fast-mode shock regions, as shown in Figures 3(a) and 4. However, they are not as obvious as the temperature increases at the slow-mode shock regions.

Figure 6(a) shows the total generated thermal energy and Joule heating \(\eta H^2\), in the domain \(0.2L_0 < x < 0.8L_0\) and \(-0.01L_0 < y < 0.01L_0\), during the period \(1.352\tau_{A0l} < t < 1.631\tau_{A0l}\) in Case I. We should point out that the unit for the variables in Figure 6 is J m\(^{-1}\), because the energy density is not integrated in z-direction. The method to calculate the total generated thermal energy is the same as that in our previous papers (\cite{Ni2012, Ni2015}). The thermal energy flowing into this region through the boundaries \((x = 0.2L_0, x = 0.8L_0, y = -0.01L_0\) and \(y = 0.01L_0\)) from \(t = 1.352\tau_{A0l}\) to time \(t\) is denoted as \(\text{ETF}(t)\), and it is calculated as:

\[
\text{ETF}(t) = \int_{\tau_{A0l}}^{t} \int_{-0.01L_0}^{0.01L_0} \left( \frac{\partial \varepsilon}{\partial t} + \frac{\partial \varepsilon}{\partial x} v_x \right) dx dt = \int_{1.352\tau_{A0l}}^{t} \int_{-0.01L_0}^{0.01L_0} \left( \frac{\partial \varepsilon}{\partial t} + \frac{\partial \varepsilon}{\partial x} v_x \right) dx dt + \frac{F_{\text{C}}}{0.2L_0} \left( \frac{\partial \varepsilon}{\partial t} + \frac{\partial \varepsilon}{\partial x} v_x \right) dx dt + \frac{F_{\text{Cy}}}{0.01L_0} \left( \frac{\partial \varepsilon}{\partial t} + \frac{\partial \varepsilon}{\partial x} v_x \right) dx dt
\]

where \(F_{\text{C}}\) and \(F_{\text{Cy}}\) are the heat conduction terms as shown in Equation (10) in the x-direction and y-direction, respectively. Note that this quantity may have negative signs if thermal energy flows out of the region. The thermal energy confined to this region at time \(t\) is denoted as \(\text{ETL}(t) = \int_{-0.01L_0}^{0.01L_0} \int_{-0.01L_0}^{0.01L_0} \varepsilon dx dy\). The initial thermal energy at \(t = 1.352\tau_{A0l}\) is denoted as \(\text{ETI}\). The total radiated thermal energy from \(t = 1.352\tau_{A0l}\) to time \(t\) is denoted as \(\text{ERAD}(t)\).
Therefore, in this domain, the generated thermal energy at time $t$ is $ETG(t) = ERAD(t) + ETL(t) - ETF(t) - ETI$. In Figure 6(a), one can find that the total generated thermal energy is much higher than the thermal energy by Joule heating. Only 2.38% of the generated thermal energy is contributed by Joule heating during this period and this domain. The original raw data calculated from NIRVANA code can only be transformed to uniform IDL data and the highest level (level 10) IDL data in the domain $0.2L_0 < x < 0.8L_0$ and $-0.01L_0 < y < 0.01L_0$ are too big to be analyzed. Therefore, we only analyze the level 6 IDL data to get the plots in Figure 6(a) and the energy by Joule heating could be underestimated. However, we have zoomed in to several much smaller regions to calculate the Joule heating during a fixed period by using the highest resolution, and we still find that the Joule heating is much lower than the total generated thermal energy as long as the shocks are included in these small regions. Figure 6(b) shows the total generated thermal energy and the Joule heating calculated by using level 10 IDL data, in the domain $0.55L_0 < x < 0.60L_0$ and $-0.002L_0 < y < 0.006L_0$ during the period $1.330t_{A_{I}} < t < 1.609t_{A_{I}}$. One can still find that only 6.98% of the total generated thermal energy is contributed by Joule heating during this period. Therefore, we can conclude that Joule heating is not the main physical mechanism to generate thermal energy in Case I. The slow-mode and fast-mode shocks dominate for heating plasma to high temperatures.

The initial plasma density in Case II is 20 times higher than that in Case I. As shown in Figures 3(b) and 7(a), the highest temperature can only increase from 4800 K to around 8400 K.
in Case II. The temperature exceeds 6400 K in most areas of the reconnection regions at \(t = 2.093\, \text{t}_{\text{AII}}\). The highest temperature also does not appear at the magnetic reconnection X-points, but inside the plasmoids. As we zoom in to the small regions, the slow-mode and fast-mode shocks can also be identified at the edges of some plasmoids in Case II, as shown in Figure 5. However, the temperature increases at these shock regions are much less obvious than those in Case I. The dynamic structures are relatively much smoother than those in Case I, and the plasmas are also relatively less turbulent in the coalescence process. Since the maximum Mach number is only around 1, the fast-mode shocks are much weaker than those in Case I. Figure 6 presents the total generated thermal energy and the Joule heating \(\frac{\varepsilon}{\varepsilon_J}=\frac{1}{2}\), in the domain \(0.2L_0 < x < 0.8L_0\) and \(-0.01L_0 < y < 0.01L_0\), during the period \(1.850\, \text{t}_{\text{AII}} < t < 2.186\, \text{t}_{\text{AII}}\) in Case II. Though the level 6 IDL data could possibly make the Joule heating underestimated in Figure 6(c), one can still find that \(~87\%\) of the total generated thermal energy is contributed by Joule heating during this period. Therefore, we can conclude that Joule heating is the main physical mechanism to generate thermal energy in Case II.

The initial plasma density and temperature in Case IIa are the same as those in Case Ia, but the initial magnetic fields set in Case IIa are three times higher than those in Case Ia. As shown in Figures 3(c) and 7, the maximum temperature can exceed \(4 \times 10^4\) K in Case IIa after the secondary islands appear. The slow-mode and fast-mode shocks also dominate for generating thermal energy in Case IIa.

As described in Section 2, Case I can represent a magnetic reconnection process at around 600 km above the solar surface, and the current sheets in Case II and Case Ia are at even lower places (about 250 km above the solar surface). The magnetic fields must be strong enough for heating plasma to high temperatures in such a high plasma density and low temperature environment. For the initial plasma density as high as \(2 \times 10^{22} \, \text{m}^{-3}\) in the photosphere, the temperature can be heated above \(4 \times 10^4\) K in a magnetic reconnection process with initial magnetic fields \(b_0 = 0.15\, \text{T}\) (as shown in Case Ia). We have run an additional case which is not shown in this work, the initial magnetic field is set with \(b_0 = 0.2\, \text{T}\), and the other parameters are the same as those in Case Ia. The maximum temperature reaches around \(8 \times 10^4\) K in this extreme case. However, we should point out that such a strong magnetic field with \(b_0 = 0.2\, \text{T}\) is rarely observed in the photosphere. The slow-mode and fast-mode shocks attached at the edges of the multiple level plasmoids in a magnetic reconnection process with low plasma \(\beta\) are the main physical mechanisms for generating the high temperature plasmas. If the magnetic fields are weak and the plasma \(\beta\) is high, the temperature in a magnetic reconnection process can only be increased for several thousand Kelvin, Joule heating is the main mechanism for heating plasma.
3.2. Gravity Effect in Vertical Current Sheets

Figure 3(d) shows the distributions of temperature in the current sheet region in Case III at $t = 1.832t_{A0IU}$, $t = 2.599t_{A0IU}$, and $t = 3.182t_{A0IU}$, where $t_{A0IU} = 32.6\, s$ is the initial Alfvén time at the top boundary $y = 0.5L_0$. The light blue arrows in this figure represent the velocity distributions of plasma. As shown in the first panel of Figure 3(d), we can see both the upflows and downflows at $t = 1.832t_{A0IU}$ in the reconnection region before secondary islands appear. However, the gravity effect is so strong in such a low atmosphere that all the secondary islands eventually move downward in the negative $y$-direction. The temperature...
strongly increases in front of these downward plasmoids, the maximum temperature can reach 16000 K before the plasmoids move out the simulation domain. The Mach number as shown in Figure 8(a) is larger than 1 at some regions inside the current sheet. Figure 8(b) shows that the positive peaks of $B_x$ and the peaks of temperature along the y-direction at $x = 0$ are almost at the same positions. Comparing Figures 8(a) and (b), one can find that these peaks are all located below the regions with relatively large Mach number. These phenomena indicate that the small scale fast-mode shock-fronts are at these peaks. Since the strong gravity effect prevents the current sheet becoming thinner, we can only see the secondary plasmoids and no higher order plasmoids appear. The slow-mode shocks are also not formed in Case III. Figure 6(d) shows the total generated thermal energy and the Joule heating in the domain $-0.01L_0 < x < 0.01L_0$ and $0 < y < 0.1L_0$ during the period $2.850_{\text{AHSU}} < t < 3.300_{\text{AHSU}}$. Joule heating contributes around 27% of the total generated thermal energy during this period inside this domain, the rest is contributed by those fast-mode shocks.

Though the initial reconnection upflows in Case IIIa are around three times higher than those in Case III, the gravity effect in the negative y-direction still makes the upflow velocities decrease with time. Only some small secondary plasmoids can flow out the up boundary of the simulation domain. The coalescent bigger islands are too heavy to flow out and they drop downward in the negative y-direction, eventually. As shown in Figure 7(b), the maximum temperature can reach around $2.8 \times 10^4$ K in the reconnection region in Case IIIa.

In the observed reconnection events which relate with EBs, IRIS bombs or jets, the current sheet regions are usually tilted in the atmosphere, they are not exactly horizontal or vertical to the solar atmosphere. One can expect that the plasma can possibly be heated to much higher temperatures observed by IRIS in a more realistic tilted current sheet that includes the horizontal component.

4. CONCLUSIONS AND DISCUSSIONS

In this work, we have studied the magnetic reconnection process in the low solar chromosphere by using a 2.5 dimensional MHD model. The simple radiative cooling and heating terms (Gan & Fang 1990), heat conduction (Orrall & Zirker 1961), ambipolar diffusion, effects of partial ionization, and gravity are all included in our model. The magnetic diffusion in our simulations are close to the realistic form given by Khomenko & Collados (2012). The adaptive mesh refinement makes the resolution high enough and the numerical diffusion smaller than the physical magnetic diffusion. By
analyzing the numerical results in different cases, we can make the main conclusions as below:

(1) The high temperature explosions ($\geq 8 \times 10^4$ K) observed by IRIS can be formed in a magnetic reconnection process at around the temperature minimum region in the low solar atmosphere, and they can even be formed in the photosphere with extreme strong magnetic fields ($\sim 0.2$ T). The plasma $\beta$ controlled by plasma density and magnetic fields is one important factor to decide how much the plasma can be heated up. The plasma can be heated to exceed $10^5$ K in a low plasma $\beta$ horizontal current sheet with $b_\phi = 0.05$ T, $n_{i0} = 2 \times 10^{22}$ m$^{-3}$, $T_0 = 4200$ K, and $\beta \approx 0.058$. One can expect that the maximum temperature will be increased to a higher value for an even lower plasma $\beta$ case. The slow-mode and fast-mode shocks present at the edges of the well-developed plasmoids inside the current sheet regions are the main mechanisms to heat plasma and generate the high temperature explosions.

(2) The low temperature events ($\sim 10^4$ K) are formed in a magnetic reconnection process with high plasma $\beta$ and weak magnetic fields in the low solar atmosphere. Joule heating is the main mechanism to heat plasma and the temperature increases are, at most, only several thousand Kelvin. The maximum temperature can only reach around 8400 K in a horizontal current sheet with $b_\phi = 0.05$ T, $n_{i0} = 2 \times 10^{22}$ m$^{-3}$, $T_0 = 4800$ K, and $\beta \approx 1.332$. The plasma $\beta$ in the low temperature events is larger than 1 and at least one magnitude higher than that in the high temperature hot explosions ($\geq 8 \times 10^4$ K).

(3) Gravity in the low solar atmosphere can strongly hinder the plasmoid instability and the formation of slow-mode shocks in a vertical current sheet. Only small secondary islands are formed; these islands, however, are not as well developed as those in the horizontal current sheets and no higher order plasmoids are formed. The upflow speed in the simulation domain decreases with time because of gravity.

For the first time, our numerical simulations show that the plasma can be heated from 4200 K to exceed $10^5$ K in a magnetic reconnection process in the low chromosphere at around the temperature minimum region. These results can be applied for understanding the heating mechanisms in the low solar atmosphere through reconnection at current sheets. Our work could possibly be extended to explain the formation of common low temperature EBs ($\sim 10^5$ K) and the high temperature IRIS bombs ($\geq 8 \times 10^4$ K) in the future. However, the ionization non-equilibrium effect is not included in the simulations. Since the hydrogen gas will be totally ionized as the temperature reaches $10^5$ K, the ionization process for the hydrogen gas will consume a lot of thermal energy. This effect will generally decrease the temperature of the hot plasmas. Xu et al. (2011) have studied magnetic reconnection processes in the low solar atmosphere by including the ionization non-equilibrium, and the temperature increases in their simulations are only several thousand Kelvin. However, we should point out that the assumed anomalous resistivity is large and the resolutions are low in their work. Therefore, the secondary plasmoid instabilities associated with many small scale shock structures are not resolved in their paper. On the other hand, the initial magnetic fields set in their simulations are around one magnitude lower than those in our simulations. These two factors are probably the main reasons for the high temperature plasmas not being generated in their simulations. We only use the simple Harris sheet magnetic structures to study the magnetic reconnection process. The observed EB-like and IRIS bomb events have more complicated structures for magnetic fields. For further studies, we plan to use the two-fluid MHD model for including the ionization non-equilibrium effect, and the more realistic magnetic structures in a reconnection event will be applied in our future work.
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