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ABSTRACT
We introduce a transformer-based GNN model, named UGformer, to learn graph representations. In particular, we present two UGformer variants, wherein the first variant (publicized in September 2019) is to leverage the transformer on a set of sampled neighbors for each input node, while the second (publicized in May 2021) is to leverage the transformer on all input nodes. Experimental results demonstrate that the first UGformer variant achieves state-of-the-art accuracies on benchmark datasets for graph classification in both inductive setting and unsupervised transductive setting; and the second UGformer variant obtains state-of-the-art accuracies for inductive text classification. The code is available at: https://github.com/daiquocnguyen/Graph-Transformer.

CCS CONCEPTS
• Computing methodologies → Natural language processing; Neural networks; • Information systems → Social networks.
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1 INTRODUCTION
A graph is a connected network of nodes and edges. This type of graph-structured data is a fundamental mathematical representation and ubiquitous. They found applications in virtually all aspects of our daily lives from pandemic outbreak response, internet of things, drug discovery to circuit design, to name a few. In machine learning and data science, learning and inference from graphs have been one of the most trending research topics. However, as data grow unprecedentedly in volume and complexity in modern time, traditional learning methods for graph are mostly inadequate to model increasing complexity, to harness rich contextual information as well as to scale with large-scale graphs. The recent rise of deep learning, and in turn, of representation learning field has radically advanced machine learning research in general, and pushing the frontier of graph learning. In particular, the notion of graph representation learning has recently emerged as a new promising learning paradigm, which aims to learn a parametric mapping function that embeds nodes, subgraphs, or the entire graph into low-dimensional continuous vector spaces [6, 15, 26]. The central challenge to this endeavor is to learn rich classes of complex functions to capture and preserve the graph structural information as much as possible and also be able to geometrically represent the structural information in the embedded space.

Recently, graph neural networks (GNNs) become an essential strand, forming the third direction to learn low-dimensional continuous representations for nodes and graphs [6, 21, 26]. In general, GNNs use an aggregation function to update the vector representation of each node by transforming and aggregating the vector representations of its neighbours [5, 10, 16, 24]. Then GNNs apply a graph-level readout function such as simple sum pooling to obtain graph embeddings [4, 25, 28, 32, 33]. GNN-based approaches provide faster and practical training and state-of-the-art results on benchmark datasets for downstream tasks such as node classification [10], graph classification [28], knowledge graph completion [17], vulnerability detection [18], and text classification [31]. To further improve the performance, it is worth developing advanced GNNs to better update vector representations of nodes from their neighbours. Currently, there are novel applications of the transformer [23] recognized, published, and used successfully in natural language processing. Inspired by this fact, we consider the use of the transformer to a new domain such as GNNs as a novelty and present UGformer, a transformer-based GNN model, to learn graph representations. Our main contributions in this paper are as follows:

• We propose a transformer-based GNN model, named UGformer, to learn graph representations. In particular, we consider two model variants of (i) leveraging the transformer on a set of sampled neighbors for each input node and (ii) leveraging the transformer on all input nodes. We publicized the first UGformer variant in September 2019 and the second UGformer variant in May 2021.

• The unsupervised learning is essential in both industry and academic applications, where expanding unsupervised GNN models is more suitable to address the limited availability of class labels. Thus, we present an unsupervised transductive learning approach to train GNNs.

• Experimental results show that the first UGformer variant obtains state-of-the-art accuracies on social network and bioinformatics datasets for graph classification in both inductive setting and unsupervised transductive setting; and the second UGformer...
variant produces state-of-the-art accuracies on benchmark datasets for inductive text classification.

2 THE PROPOSED UGFORMER

2.1 Variant 1: Leveraging the transformer on a set of sampled neighbors for each node

![Figure 1: An illustration of UGformer Variant 1.](image)

We publicized the first UGformer variant in September 2019. This variant is also suitable for large graphs. Given an input graph $G$, we uniformly sample a set $N_v$ of neighbors for each $v \in V$ and then input $N_v \cup \{v\}$ to the UGformer learning process, as illustrated in Figure 1. Note that we sample a different $N_v$ for node $v$ at each training batch. We utilize the transformer to construct multiple layers stacked on top of each other, wherein the weight matrices are shared in both the self-attention and transition functions across all positions and timesteps. In particular, regarding the $k$-th layer, given a node $v \in V$, at each step $t$, we induce a transformer-based function to aggregate the vector representations for all nodes $u \in N_v \cup \{v\}$ as follows:

$$X^{(k)}_{t,u} = \text{LayerNormalization} \left( H^{(k)}_{t-1,u} + \text{ATT} \left( H^{(k)}_{t-1,u} \right) \right) \quad (1)$$
$$H^{(k)}_{t,u} = \text{LayerNormalization} \left( V^{(k)}_{t} + \text{Trans} \left( K^{(k)}_{t}, V^{(k)}_{t} \right) \right) \quad (2)$$

where $H^{(0)}_{v} = V^{(0)}_{v}$ is the feature vector of $v$; Trans($\cdot$) and ATT($\cdot$) denote a MLP network and a self-attention layer respectively. In particular, we have:

$$\text{ATT} \left( H^{(k)}_{t-1,u} \right) = \sum_{u' \in N_v \cup \{v\}} \alpha^{(k)}_{u,u'} \left( V^{(k)}_{t}, H^{(k)}_{t-1,u'} \right) \quad (3)$$

where $V^{(k)} \in \mathbb{R}^{d \times d}$ is a value-projection weight matrix; $\alpha_{u,u'}$ is an attention weight, which is computed using the softmax function over scaled dot products between nodes $u$ and $u'$:

$$\alpha^{(k)}_{u,u'} = \text{softmax} \left( \frac{Q^{(k)}_{u,u'} K^{(k)}_{t-1,u}}{\sqrt{d}} \right) \quad (4)$$

where $Q^{(k)} \in \mathbb{R}^{d \times d}$ and $K^{(k)} \in \mathbb{R}^{d \times d}$ are query-projection and key-projection matrices, respectively.

$$H^{(k)}_{t} = \text{ATTENTION}_{N_v \cup \{v\}} \left( H^{(k)}_{t-1}, Q^{(k)} \right) \quad (5)$$

After $T$ steps, we feed $H^{(k)}_{t,v}$ to the next $(k + 1)$-th layer as:

$$H^{(k+1)}_{v} = H^{(k+1)}_{0,v} \quad \forall v \in V \quad (6)$$

If we do not share the weight matrices in both the self-attention and transition functions across all positions and timesteps, $T$ becomes the number of self-attention layers within each UGformer layer.

2.2 Variant 2: Leveraging the transformer on all input nodes

![Figure 2: An illustration of UGformer Variant 2.](image)

We publicized the second UGformer variant in May 2021, when we aimed to leverage the transformer for small and medium graphs. It is worth noting that all links/interactions among all positions in the self-attention layer build up a complete network. Hence, if we apply only the self-attention mechanism to all nodes of the input graph $G$, we ignore the structure of $G$. To overcome this limitation, we propose that each UGformer layer consists of a transformer self-attention network followed by a GNN layer such as GCNs [10] or Gated GNNs [12]. This model variant combines the transformer with the graph structure to learn better graph representations. Formally, we define a UGformer layer as illustrated in Figure 2 as:

$$H^{(k)}_{t} = \text{ATTENTION}_{V} \left( H^{(k)}_{t-1}, Q^{(k)}_{t}, K^{(k)}_{t}, V^{(k)}_{t} \right) \quad (7)$$
$$H^{(k+1)}_{t} = \text{GNN} \left( A, H^{(k)}_{t} \right) \quad (8)$$

where $H^{(0)}$ is the feature matrix of all nodes in $G$, and $A$ is the adjacency matrix. Equation 7 is with respect to Equations 1 and 2 when $T = 1$.

3 DEMONSTRATION OF UGFORMER

3.1 UGformer Variant 2 for inductive text classification

We demonstrate the advantage of UGformer for inductive text classification. Firstly, we follow [16, 34] to build a graph $G$ for each textual document by representing unique words as nodes and co-occurrences between words (within a fixed-size sliding window of length 3) as edges. We then employ our Variant 2, wherein we adapt a Gated GNN layer [12] for Equation 8 as the Gated GNN layer is more suitable for our data. After that, to produce the graph embedding $e_G$, we follow [18] to construct a graph-level readout function as:

$$e_v = \sigma \left( w^T h_v^{(k)} + b \right) \odot g \left( W_z h_v^{(k)} + b \right) \quad (9)$$
$$e_G = \sum_{v \in V} e_v \odot \text{max_pooling} \left\{ e_v \right\}_{v \in V} \quad (10)$$
where $h_v^{(K)}$ is the vector representation of node $v$ at the last $K$-th layer; and $\sigma(w^T h_v^{(K)})$ acts as soft attention mechanisms over nodes. Finally, we also feed $e_G$ to a single fully-connected layer followed by a softmax layer to perform the text classification task.

### 3.1.1 Experimental setup.
We follow [16, 31, 34] to use four benchmarks – MR, R8, R52, and Ohsumed. We follow [16, 34] to use random vectors or pre-trained Glove [20] with the dimension size of 300 to initialize the feature vectors. We also follow [16, 34] to build a 2-layer model. We set the number of attention heads to 2 and the hidden size to 384. We vary the learning rate in $\{1e^{-5}, 5e^{-5}, 1e^{-4}, 5e^{-3}\}$. Then, we utilize the Adam optimizer to train the model up to 150 epochs to evaluate our trained model. We also run 10 times and report the mean accuracy and standard deviation, wherein for each time, we randomly split 10% text from the training set to have the validation set for hyper-parameter tuning.

### Table 1: Text classification accuracies (%) on the test sets w.r.t UGformer Variant 2. Some baseline results are taken from [31]. Note that the original results of TextING [34] are reported for the best model on the test set; thus, we consider $\pm$0.10 using the GNN layer within $\mathcal{G}$.

| Dataset     | MR    | R8    | R52    | Ohsumed    |
|-------------|-------|-------|--------|------------|
| Bi-LSTM     | 77.68 | 0.00  | 96.31  | 0.33       |
| TextGCN     | 76.74 | 0.20  | 97.07  | 0.10       |
| TextING     | 78.86 | 0.26  | 96.90  | 0.23       |
| TextQNN     | 78.93 | 0.29  | 97.02  | 0.28       |
| UGformer    | 79.29 | 0.46  | 97.05  | 0.32       |
| “w/ GNN”    | 77.47 | 0.51  | 96.50  | 0.42       |

3.2 UGformer Variant 1 for graph classification in an inductive setting

Following [28, 29], we apply the vector concatenation across the layers to obtain the vector representations $e_v$ of nodes $v$ as:

$$e_v = \left[ h_v^{(1)}, h_v^{(2)}, \ldots, h_v^{(K)} \right], \forall v \in \mathcal{V}$$

where $K$ is the number of layers. After that, we also follow [28] to sum all the final embeddings of nodes in $\mathcal{G}$ to get the final embedding $e_G$ of the entire graph $\mathcal{G}$. We feed $e_G$ to a single fully-connected layer followed by a softmax layer to predict the graph label as:

$$\mathcal{y}_G = \text{softmax} \left( W e_G + b \right)$$

Finally, we learn the model parameters by minimizing the cross-entropy loss function.

### 3.2.1 Experimental setup.
We use seven well-known datasets consisting of three social network datasets (COLLAB, IMDB-B, and IMDB-M) and four bioinformatics datasets (DD, MUTAG, PROTEINS, and PTC). The social network datasets do not have node features; thus, we follow [19, 33] to use node degrees as features. We vary the number $K$ of UGformer layers in $\{2, 3, 4\}$, the number of steps $T$ in $\{1, 2, 3, 4\}$, the number of neighbors ($\mathcal{N}_h = N$) sampled for each node in $\{4, 8, 16\}$, and the hidden size in $\{128, 256, 512, 1024\}$. We set the batch size to 4. We apply the Adam optimizer [9] to train our UGformer and select the Adam initial learning rate $lr$ in $\{5e^{-5}, 1e^{-4}, 1e^{-3}\}$. We run up to 50 epochs to evaluate our UGformer. We follow [1, 13, 22, 27, 28] to use the same data splits and the same 10-fold cross-validation scheme to calculate the classification performance for a fair comparison. We compare our UGformer with up-to-date strong baselines. We report the baseline results taken from the original papers or published in [1, 3, 22, 25, 27, 28].

### Table 2: Graph classification results (%) w.r.t UGformer Variant 1 in an inductive setting.

| Dataset     | COLLAB | IMDB-B | IMDB-M | DD   | PROTEINS | PTC   |
|-------------|--------|--------|--------|------|----------|-------|
| UGformer    | 92.67  | 95.30  | 94.35  | 97.05| 95.40    | 92.60 |
| “w/ GNN”    | 91.76  | 94.28  | 93.35  | 95.99| 94.40    | 91.66 |

3.2.2 Main results. Table 2 presents the experimental results of UGformer and the baseline models. In general, our UGformer outperforms the baseline models, produces state-of-the-art accuracies on three benchmark datasets R52, OHSUMED, and MR, and obtains a highly competitive accuracy on R8. In Table 1, we also compute and report our ablation results for using only the transformer w.r.t Equation 7, i.e., not using the GNN layer within the UGformer layer w.r.t Equation 8; hence we have:

$$H^{(k+1)} = \text{ATTENTION}_V \left( H^{(k)} Q^{(k)} K^{(k)} + H^{(k)} V^{(k)} \right)$$

It is worth noting that the scores degrade, thus showing the effectiveness of our proposed UGformer in integrating the transformer with the graph structure to learn better graph representations.

3.3 UGformer Variant 1 for graph classification in an “unsupervised transductive” setting

We propose an unsupervised transductive learning approach to train GNNs to address the limited availability of class labels. We consider a final embedding $o_v$ for each node $v$, and make the similarity between $e_v$ and $o_v$ higher than that between $e_v$ and the final embeddings of the other nodes. The goal is to guide GNNs to recognize and distinguish the sub-graph structural information within each graph.
graph and also memorize the structural differences among graphs to produce better node and graph embeddings. We aim to minimize the sampled softmax loss function [8] applied to node $v$ as:

$$L_{GNN}(v) = -\log \frac{\exp(o_v e_v)}{\sum_{v' \in \mathcal{V}'} \exp(o_{v'} e_{v'})} \tag{13}$$

where $\mathcal{V}'$ is a subset sampled from $\{\cup \mathcal{V}_m \}_{m=1}^M$. Node embeddings $o_v$ are also learned as model parameters. We then sum all the final embeddings $o_v$ of nodes in $\mathcal{G}$ to obtain the graph embedding $e_G$.

### 3.3.1 Experimental setup

We use the same seven well-known datasets as used in the inductive setting. We follow some unsupervised approaches such as DGK [30] and AWE [7] to train our unsupervised UGformer on all nodes from the entire dataset (i.e., consisting of all nodes from the test set during training). The hyperparameters are also varied as same as in the inductive setting. We also train our GCN baseline following our unsupervised learning. We set the batch size to 4 and vary the number of GCN layers in $\{1, 2, 3\}$ and the hidden layer size in $\{32, 64, 128, 256\}$. We also use the Adam optimizer [9] to train this unsupervised GCN up to 50 epochs.

Finally, we utilize the logistic regression classifier [2] with using the 10-fold cross-validation scheme to evaluate our models. We compare our unsupervised GCN (denoted as uGCN) and UGformer with the baselines: Deep Graph Kernel (DGK) [30] and Anonymous Walk Embedding (AWE) [7].

### 3.3.2 Main results

Table 3 presents the experimental results in the unsupervised transductive setting, wherein both our unsupervised UGformer and uGCN obtain new state-of-the-art accuracies on the benchmark datasets. The significant gains demonstrate a notable impact of our unsupervised transductive learning approach.

### 4 CONCLUSION

We present a transformer-based GNN model, named UGformer, to learn graph representations. We consider two UGformer variants of (i) leveraging the transformer on a set of sampled neighbors for each input node and (ii) leveraging the transformer on all input nodes. Experimental results show that our graph transformer UGformer produces state-of-the-art accuracies on well-known benchmark datasets for graph classification and text classification. Furthermore, we hope that future GNN works can consider the unsupervised transductive setting to address the limited availability of class labels.
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