Multi-mode ultra-strong coupling in circuit quantum electrodynamics
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With the introduction of superconducting circuits into the field of quantum optics, many novel experimental demonstrations of the quantum physics of an artificial atom coupled to a single-mode light field have been realized. Engineering such quantum systems offers the opportunity to explore extreme regimes of light-matter interaction that are inaccessible with natural systems. For instance the coupling strength \( g \) can be increased until it is comparable with the atomic or mode frequency \( \omega_a \) and the atom can be coupled to multiple modes \( \omega_m \) which has always challenged our understanding of light-matter interaction. Here, we experimentally realize the first Transmon qubit in the ultra-strong coupling regime, reaching coupling ratios of \( g/\omega_m = 0.19 \) and we measure multi-mode interactions through a hybridization of the qubit up to the fifth mode of the resonator. This is enabled by a qubit with 88\% of its capacitance formed by a vacuum-gap capacitance with the center conductor of a coplanar waveguide resonator. In addition to potential applications in quantum information technologies due to its small size and localization of electric fields in vacuum, this new architecture offers the potential to further explore the novel regime of multi-mode ultra-strong coupling.

Superconducting circuits such as microwave cavities and Josephson junction based artificial atoms have opened up a wealth of new experimental possibilities by enabling light-matter coupling that are orders of magnitude stronger than in analogue experiments with natural atoms and by taking advantage of the versatility of engineered circuits. Experiments such as photon-number resolution or Schrödinger-cat revivals have beautifully displayed the quantum physics of a single-atom coupled to the electromagnetic field of a single mode. As the field matures, circuits of larger complexity are explored, opening the prospect of controllably studying systems that are theoretically and numerically difficult to understand.

One example is the interaction between an artificial atom and an electromagnetic mode where the coupling rate \( g \) becomes a considerable fraction to the atomic or mode eigen-frequency \( \omega_{a,m} \). This ultra-strong coupling (USC) regime, described by the quantum Rabi model, shows the breakdown of excitation number as conserved quantity, resulting in a significant theoretical challenge. In the regime of \( g/\omega_{a,m} \approx 1 \), known as deep-strong coupling (DSC), a symmetry breaking of the vacuum is predicted (i.e. qualitative change of the ground state), similar to the Higgs mechanism or Jahn-Teller instability. From a technological standpoint, the USC regime also has potential applications in quantum computation by decreasing gate times as well as the performance of quantum memories. To date, such experiments have only been realized with flux qubits or in the context of digital quantum simulations. With very strong coupling rates, the additional modes of an electromagnetic resonator become increasingly relevant, and USC can only be understood in these systems if the multi-mode effects are correctly modeled. Previous extensions of the Rabi model have lead to un-physical predictions of dissipation rates or the Lamb shift arising from a multi-mode interaction. Recently, new models have been developed in which these unphysical predictions no longer arise. However, experiments have yet to reach a parameter regime where such physics becomes relevant.

Here, we realize a superconducting quantum circuit with a Transmon qubit in the multi-mode USC regime where past extensions standard quantum Rabi models have failed. The qubit consists of a superconducting island shorted to ground by two Josephson junctions in parallel (or SQUID), which is suspended above the voltage anti-node of a quarter wavelength \( (\lambda/4) \) coplanar waveguide microwave cavity as shown in Figs. 1(a,b). This vacuum-gap Transmon architecture offers various possibilities that could prove technologically useful: its order of magnitude smaller \( (30 \mu m \) in diameter) than normal Transmon qubits, its fields are predominantly in vacuum potentially enabling higher coherence, and it offers the possibility to couple \( \text{in-situ} \) to the mechanical motion of the suspended island by applying a voltage bias to the center conductor. In this study we use this architecture to maximize the coupling. Indeed, the coupling rate is proportional to the capacitance ratio \( \beta \) between the qubit capacitance to the resonator \( C_q \) and the total qubit capacitance \( C_{\Sigma} \), \( \beta = C_q/C_{\Sigma} \). In this architecture, the vacuum-gap capacitance \( C_v \) dominates, leading to \( \beta = 0.88 \). Note that by changing the position of the Transmon along the resonator or its capacitance ratios, its coupling can be reduced to standard coupling rates for other applications.

Multi-mode effects play a key role in the physics of this system, but we will start by considering the more simple case of the fundamental mode \( c \) of the resonator interacting...
FIG. 1. Vacuum-gap Transmon circuit architecture. a, Schematic diagram of the equivalent circuit containing a λ/4 microwave cavity, which on the left is coupled through a shunt capacitor\textsuperscript{14} to a 50 Ω port for reflection measurements. On the right, at the voltage anti-node of the resonator, it is capacitively coupled to a Transmon qubit. b, Detailed schematic of the Transmon qubit showing the vacuum-gap capacitor between the center conductor of the resonator and a suspended superconducting island, which is connected to ground with two Josephson junctions in SQUID geometry (note the matched colors with (a)). c, Optical image of a typical device implementing the circuit. d, Zoom-in on the qubit showing the suspended capacitor plate above the end of the resonator connected to ground by the junctions.

with the Transmon (with levels $|g\rangle$, $|e\rangle$, $|f\rangle$, ... of increasing energy). This is described using an extension of the quantum Rabi Hamiltonian\textsuperscript{14}

$$\hat{H} = \hbar \omega_1 \hat{a}^\dagger \hat{a} + \hbar \omega_a(\Phi) \hat{b}^\dagger \hat{b} - \frac{E_c}{2} \hat{b}^\dagger \hat{b}^\dagger \hat{b} \hat{b}$$

$$+ \hbar g(\Phi) (\hat{a} \hat{b}^\dagger + \hat{a}^\dagger \hat{b}) + \hbar \beta V_{zpf} (E_J(\Phi) E_c - E_c)$$

Here $\hat{a}$ ($\hat{b}$) is the annihilation operator for the resonator (Transmon) excitations, with frequency $\omega_1$ ($\omega_a(\Phi)$) and $\hbar$ is the reduced Planck constant. The third term introduces the weak anharmonicity of the Transmon, quantified by the charging energy $E_c \approx e^2/2C_L$ and the last term describes the coupling of the Transmon to the resonator. Changing the magnetic flux $\Phi$ through the SQUID loop of the Transmon allows us to vary the Josephson energy $E_J(\Phi)$ and hence the frequency $\hbar \omega_a(\Phi) \approx \sqrt{8 E_J(\Phi) E_c - E_c}$ and the coupling $g(\Phi)$\textsuperscript{14}

$$\hbar g(\Phi) = 2e \beta V_{zpf} \left( \frac{E_J(\Phi)}{32 E_c} \right)^{1/4},$$

with $V_{zpf}$ the voltage zero point fluctuations of the microwave cavity and $e$ the electron charge. In our system, USC is due to $\beta = 0.88$, whereas $\beta \sim 0.1$ in usual planar geometries. For a Transmon qubit coupled to a single mode, a natural limit on the coupling rate is given by\textsuperscript{27}

$$2g < \sqrt{\omega_1 \omega_a}.$$  \hfill (3)

The light-matter interaction has two types of contributions. The first terms conserve excitations, and remain after applying the rotating-wave approximation (RWA). The second terms, called counter-rotating terms, add and extract excitations from the qubit and resonator in a pairwise fashion. For sufficiently small couplings the non-RWA terms can be neglected reducing the Rabi model to the Jaynes-Cummings model\textsuperscript{28}. For higher couplings the RWA is no longer applicable and the excitation number conservation of the JC model is replaced by a conservation of excitation number parity\textsuperscript{17}. In this regime, making the RWA would lead to a deviation in the energy spectrum of the system known as Bloch-Siegert shift $\chi_{BS}$, marking the entry into the USC regime\textsuperscript{29}.

Our samples, depicted in Fig. 1(c,d), are fabricated on a sapphire substrate and use as superconductor an alloy of molybdenum-rhenium (MoRe)\textsuperscript{30}. In a five step electron beam lithography process we pattern the microwave resonator, shunt capacitor dielectric, vacuum-gap sacrificial layer and lift-off mask for the MoRe suspension (see methods for more details). In the last step we pattern and deposit the Josephson junctions using
Vacuum Rabi splitting. a, The spectral response of device A (155 nm vacuum-gap capacitor) is shown as a function of flux in a single-tone reflection measurement plotted as $|S_{11}|$ (see methods/SI26). The blue dashed lines indicate the bare (uncoupled) frequency of the fundamental cavity mode, $\omega_1$, and the transition frequencies of the Transmon from the ground state $|g\rangle$, to its first and second excited state, $|e\rangle$ and $|f\rangle$ respectively. The red lines show the hybridized state transitions of the coupled system as fitted from the full spectrum26. The green lines indicate the dressed state transitions using the rotating wave approximation (RWA) for the same circuit parameters. Note that the splitting is not symmetric with respect to the point at which qubit and mode frequency cross. This is notably due to the renormalization of the charging energy that comes from considering higher resonator modes12. b, Line-cut showing the vacuum Rabi splitting of the qubit transition with $\omega_1$, resulting in a separation of $\Delta_{\text{VRS}} = 2\pi \times 1.19$ GHz, which is about 281 linewidths of separation. c, Close up of the spectrum around half a flux quantum (anti-sweet spot), where the qubit frequency is minimal ($\omega_q \lesssim 2\pi \times 1.1$ GHz from the fitted model). There we observe a discrete transition of the spectral response of the circuit towards the bare cavity, $\omega_1$, which we attribute to a decoupling of the qubit and resonator due to a thermally populated qubit. Additionally we observe a small avoided crossing with the $g \leftrightarrow f$ transition.

FIG. 2. Vacuum Rabi splitting. a, The spectral response of device A (155 nm vacuum-gap capacitor) is shown as a function of flux in a single-tone reflection measurement plotted as $|S_{11}|$ (see methods/SI26). The blue dashed lines indicate the bare (uncoupled) frequency of the fundamental cavity mode, $\omega_1$, and the transition frequencies of the Transmon from the ground state $|g\rangle$, to its first and second excited state, $|e\rangle$ and $|f\rangle$ respectively. The red lines show the hybridized state transitions of the coupled system as fitted from the full spectrum26. The green lines indicate the dressed state transitions using the rotating wave approximation (RWA) for the same circuit parameters. Note that the splitting is not symmetric with respect to the point at which qubit and mode frequency cross. This is notably due to the renormalization of the charging energy that comes from considering higher resonator modes12. b, Line-cut showing the vacuum Rabi splitting of the qubit transition with $\omega_1$, resulting in a separation of $\Delta_{\text{VRS}} = 2\pi \times 1.19$ GHz, which is about 281 linewidths of separation. c, Close up of the spectrum around half a flux quantum (anti-sweet spot), where the qubit frequency is minimal ($\omega_q \lesssim 2\pi \times 1.1$ GHz from the fitted model). There we observe a discrete transition of the spectral response of the circuit towards the bare cavity, $\omega_1$, which we attribute to a decoupling of the qubit and resonator due to a thermally populated qubit. Additionally we observe a small avoided crossing with the $g \leftrightarrow f$ transition.
drive tone in this feature. We attribute this quenching of the light-matter interaction to a thermal excitation of the low frequency qubit by the environment. We believe that the transition is observable in our experiment due to a combination of very symmetric junctions in device A, resulting in qubit frequencies that can be excited by the thermal bath of the dilution refrigerator, together with the USC regime that still significantly dresses the cavity resonance even for such large detunings.

Fig. 3 depicts the spectrum of device B over the full flux periodicity (for device A see SI). It is a composition of a single tone measurement, as in Fig. 2, combined with a two-tone spectroscopy measurement. In such a measurement the change in cavity response $S_{11}(\omega)$ is probed using a weak probe tone as a function of a second drive tone at the qubit. Due to the qubit-state dependent dispersive shift of the cavity at $\omega_1$, the reflection of the weak probe tone changes as the drive tone excites the qubit. We observe an avoided crossing of the qubit with the fundamental mode $\omega_1$ ($\Delta_{1,VRS} = 2\pi \times 0.63$ GHz) and the second mode $\omega_2$, and the frequency maximum of the qubit of $\omega_3 = 2\pi \times 14.2$ GHz. From the avoided crossing of the qubit with the second mode we obtain a splitting of $\Delta_{2,VRS} = 2\pi \times 1.82$ GHz, as shown in the inset. We observe that these two splittings follow the relation $\Delta_{2,VRS} \approx 3\Delta_{1,VRS}$, thereby we observe that the scaling of the VRS evolves linearly with mode number. Due to a resolved Bloch-Siegert shift (explained below), we conclude that this device is in the USC regime, wherein the higher modes of the resonator cannot be neglected.

From the observations of USC to multiple modes in our experiment, it is clear that a quantitative analysis of our experiment should be based on a model that includes multiple modes of the cavity. Typically this has been done by extending the Rabi model (Eq. 1) through a square-root increase in coupling strength with mode number $g_m = \sqrt{m} - 1g_0$. However, as is well established in the literature, such straightforward extensions of the JC and Rabi model to multi-mode systems suffer from divergence problems. In particular, there is a problem with the predicted qubit frequency due to a divergence of the Lamb shift when the dispersive shift from all of the modes is included. In previous experiments where the coupling is small, and the size of the qubit compared to the cavity wave-length is large, a natural cut-off in the number of modes seems to solve these issues and does not reveal the full extent of divergence problems in extended Rabi models. In our case, the small size of our qubit and the USC regime yield a unphysical 25 GHz Lamb shift of the qubit following this methodology. Another cut-off associated with the non-zero capacitance of the qubit to ground leads to a similar shift. This issue can be overcome by using black-box circuit quantization, but with this method we would lose the strict separation of atomic and photonic degrees of freedom typical of the Rabi model, which is essential to estimating the role of counter-rotating terms in the systems spectrum. Additionally, the analysis is then lim-
FIG. 4. Qubit mediated mode-mode interactions. a, Two-tone spectroscopy measurement showing the flux dependence of the third mode $\omega_3$ as obtained and shown in Fig. 3. Due to the strong hybridization over multiple modes, we observe that the qubit-mediated mode-mode coupling is sufficient to observe the effect of driving $\omega_3$ by monitoring the response of the fundamental mode $\omega_1$. The red dashed line indicates the dressed state of $\omega_3$ and the blue dashed line indicates the bare cavity. The green dashed line indicates the predicted line using the RWA, showing the effect of removing the counter-rotating terms, from which we obtain a Bloch-Siegert shift of 45 MHz. b, Using the same measurement technique, we show a trace of the normalized reflection coefficient of a weak probe tone positioned at the slope of the resonance of the fundamental mode as a function of a higher frequency drive tone. Here we observe clearly the harmonics of the cavity, including the fourth-mode ($\omega_4$) and fifth-mode ($\omega_5$). The response for the same drive tone power clearly decreases for higher modes as these are further detuned. The data traces measuring $\omega_5$ is 39.5 dB higher in drive power than the other traces, but making power comparisons is impractical as our microwave measurement setup uses components specified up to 18 GHz. The leftmost peak corresponds to the onset of a frequency region where the system is driven to its linear regime due to the strong drive powers necessary to acquire this data. c, Three panels showing a close up of the resonances of $(\omega_3, \omega_4, \omega_5)$, following the harmonics of the fundamental frequency of $\omega_1 = 2\pi \times 4.268$ GHz.

Overcoming this issue led to recent theoretical work, where a first-principle quantum circuit model was developed based on a lumped element equivalent of this Transmon architecture. This model circumvents the divergence problems of conventional extensions of the Hamiltonian. The red dashed lines in Figs. 2 and 3 show a fit of our observed spectrum to the model, demonstrating excellent agreement. The fits from the circuit model also allow the extraction of the bare cavity and qubit lines, shown by the blue dashed lines. Note that the definition of the bare qubit frequency strongly differs from typical definitions since it increases (is renormalized) with the number of modes considered in the model. This renormalization is a consequence of the physics of our circuit and compensates the Lamb shift of higher modes. It notably leads to the vacuum Rabi splittings not being symmetrical with respect to the point at which bare qubit and mode cross in Figs. 2 and 3. An additional feature of the quantum circuit model is that we are able to quantify the relevance of the counter-rotating terms of the interaction between the qubit and the resonator modes. To do this, we perform the same calculation but removed the counter-rotating terms from the Hamiltonian of the model. The result is shown by the dashed green lines and allows us to unambiguously extract the resulting vacuum Bloch-Siegert shift $\chi_{BS}$, characteristic of the USC regime. For device A for example, we find a shift of $\chi_{BS} = 2\pi \times 62$ MHz (see Fig. 2), which is about 20 times the cavity line-width, clearly demonstrating our experiment is in the USC regime. Finally we can extract the magnitude of the coupling at its maximum ($\Phi = 0$) and obtain for device A a value of 897 MHz, resulting in a coupling ratio of $g/\omega_1 = 0.195$

By examining the composition of the eigenstates obtained from our model, we expect that the qubit should be strongly hybridized with multiple modes of the cavity. In Fig. 4, we show measurements demonstrating this hybridization. Using two tone spectroscopy as in Fig. 3, we are able to observe the higher-modes, by monitoring the response of the hybridized fundamental mode while driving the higher modes. Fig. 4(a) shows a measurement of the third mode of the cavity $\omega_3$ as a function of flux. Due to the strong hybridization, we observe a flux tuning of the third mode of the cavity $\omega_3$ as a function of flux. Due to the strong hybridization, we observe a flux tuning of the third mode of the cavity $\omega_3$. The response for the same drive tone power clearly decreases for higher modes as these are further detuned. The data traces measuring $\omega_5$ is 39.5 dB higher in drive power than the other traces, but making power comparisons is impractical as our microwave measurement setup uses components specified up to 18 GHz. The leftmost peak corresponds to the onset of a frequency region where the system is driven to its linear regime due to the strong drive powers necessary to acquire this data. c, Three panels showing a close up of the resonances of $(\omega_3, \omega_4, \omega_5)$, following the harmonics of the fundamental frequency of $\omega_1 = 2\pi \times 4.268$ GHz.
∼70 MHz despite a detuning from the qubit by ∼7 GHz. The red dashed line shows the expected dressed state of ω_3 as predicted from our model, which is in agreement with the data. The bare frequency of this mode is 20.98 GHz indicated with the blue dashed line, from which we extract a dispersive shift of 200 - 270 MHz. Furthermore from the model we find that the counter-rotating terms are crucial for this physics, as the predicted spectrum shifts more than 50 MHz by removing them from the Hamiltonian, as indicated with the green dashed line.

Fig. 4(b) shows such a measurement up to 45 GHz. In addition to the third mode shown in Fig. 4(a), we also observe the fourth and the fifth mode of the cavity, demonstrating the qubit induced hybridization over five modes of the cavity extended up to 38 GHz.

To conclude, we have introduced a novel circuit architecture based on the Transmon qubit, where a vacuum-gap capacitor significantly dominates the total capacitance of the qubit. Being ten times smaller than existing Transmon architectures, together with the prospect of higher possible coherence by localizing electric fields in vacuum, this new device could have potential applications in quantum computing technologies. Here, we have used this new architecture to maximize the coupling between the qubit and the microwave resonator by increasing the capacitance participation ratio to β ∼ 0.88. Doing so, we realized couplings with the fundamental mode up to 850 MHz, well within the USC limit, and found that the multi-mode character of the λ/4 resonator plays a crucial role in the physics of the circuit. Using a quantum circuit model, we found a Bloch-Siegert shift induced by counter-rotating terms of up to χ_{BS} = 2π × 62 MHz. Combining this architecture with high-impedance microwave resonators and a smaller free spectral range, we expect to reach even further into the multi-mode ultra-strong coupling regime to probe exotic states of light and matter.

**Methods**

**Fabrication**

In the first step, we define the bottom metalization layer of the cavity, including the bottom layers of the shunt-capacitor and the vacuum-gap capacitor, on top of a sapphire substrate. We use magnetron sputtering to deposit a 45 nm thick layer of 60 – 40 molybdenum-rhenium (MoRe) alloy and pattern it by means of electron-beam lithography (EBL) and SF_6/He reactive ion etching (RIE). For the definition of the shunt-capacitor dielectric, we deposit a 100 nm thick layer of silicon nitride by means of plasma-enhanced chemical vapor deposition and perform the patterning by EBL and wet etching in buffered hydrofluoric acid. In a third EBL step we pattern the sacrificial layer for the vacuum-gap capacitor, which in our samples consists of a ∼ 160 nm thick layer of the electron-beam resist PMGI SF7 diluted 2 : 1 with cyclopentanone. After the development of the sacrificial layer in L-ethyl-lactate, stopped by rinsing with isopropanol, we reflow the patterned PMGI for 180 s at 250 °C in order to slightly smooth the stepped edge, facilitating the sidewall metalization in the next step. The shunt-capacitor and vacuum-gap capacitor top electrodes are fabricated subsequently by means of lift-off technique. First, we perform EBL to pattern the corresponding PMMA resist layer and secondly, we sputter deposit a 120 nm thick layer of MoRe on top. We do the lift-off in hot xylene, while the sacrificial layer of the vacuum-gap capacitor is not attacked in this process and thus remains unchanged. In the last step, we fabricate the Josephson junctions using a PMGI/PMMA bilayer lift-off mask, EBL and aluminum shadow-evaporation. Finally, we perform a simultaneous Al lift-off and the drum release in the resist stripper PRS3000 and dry the sample by means of critical point drying.

**Data visualization**

For the color plots of Figs. 2, 3 and 4, we applied an image processing filter using Spyview, which histogrammatically subtracts the mean of each line of constant frequency with outlier rejection, 90% low, 2% high to remove flux-independent features such as cable resonances.
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S1. MEASUREMENT SETUP

Supplementary Fig. S1 shows schematically the measurement setup used for the device characterization. The vector network analyser (VNA) outputs one or two continuous wave (CW) signals that are sent through a variable attenuator (0-120 dB) and combined with a directional coupler. From there the signal is sent into the dilution fridge, where it is attenuated (48 dB) before reaching the sample through a circulator. The reflected signal from the device is sent back to the VNA using two isolators and amplifiers.

FIG. S1. Schematic of the measurement setup.
S2. SUPPLEMENTARY SPECTRA

Supplementary Fig. S2 shows the spectrum of device A (155 nm vacuum gap capacitor). The maximum frequency of the qubit is \( \sim 12 \text{ GHz} \), and the first harmonic of the cavity is at \( \sim 14 \text{ GHz} \), leading to only a single vacuum Rabi splitting in this device. The second energy level of the fundamental mode of the resonator is indicated in the blue dashed lines (labeled \( 2\omega_1/2\pi \)), as the corresponding state hybridizes with the \( |g\rangle \rightarrow |f\rangle \) transition we observed in Fig. 2(c) in the main text.

Supplementary Fig. S3 shows the response of device B (350 nm vacuum gap capacitor) in single-tone microwave reflectometry. From our model, we can attribute the faint lines bending downwards (opposite to the upper branch of the VRS mirrored in the line \( \omega_1 \)) to the dressed frequency of the resonator with the Cooper pair box in the excited state \( |e\rangle \) (in this flux region the Josephson energy is too small to call the qubit a Transmon). The response of the circuit also goes to the bare resonator frequency at half a flux quantum indicating that the junctions are also very symmetric in this device.

FIG. S2. Spectrum of device A, as represented as Fig. 3 in the main text for device B.
S3. MODEL

In this section we discuss the modeling of the device shown schematically in Fig. S4. In the GHz regime we are working in \( (\omega/2\pi > 3.5 \text{ GHz}) \), the impedance of the \( C_s = 30 \text{ pF} \) shunt capacitor is small \( (|1/\omega C_s| \simeq 2 \Omega \ll Z_0 = 50 \Omega) \) such that it can effectively be considered as a short to ground [S1]. We can then use the model derived in the associated theoretical paper [S2], adding however two elements. First, the flux dependent Josephson term (see Ref. [S3])

\[
- E_J \cos(\hat{\delta}) \rightarrow - E_J \cos(\hat{\delta}) \cos \left( \frac{\Phi}{\Phi_0} \right) - d E_J \sin(\hat{\delta}) \sin \left( \frac{\Phi}{\Phi_0} \right),
\]

where \( \hat{\delta} \) is the superconducting phase difference across the SQUID. We defined the total Josephson energy by \( E_J = E_{J,1} + E_{J,2} \) and the asymmetry by \( d = (E_{J,1} - E_{J,2})/(E_{J,1} + E_{J,2}) \). Secondly, we offset the quantum number of Cooper pairs on the Transmon island by a constant value \( n_{DC} \) to model an environmental offset charge present in any realistic system in the Cooper pair box regime [S3].

The Hamiltonian diagonalization is performed in two steps, first a diagonalization of the Cooper pair box Hamiltonian in the charge basis, secondly of an extended Rabi Hamiltonian. For more details, see the supplementary material of Ref.[S2]. In order to perform numerics, four simulation parameters should be fixed:

1. A maximum number of Cooper pairs on the Transmons charge island \( N_{\text{max}} \)
2. The number of Transmon levels \( N_q \)
3. The number of resonator modes \( N_{\text{modes}} \)
4. ...each with a certain number of photons \( \{N_m\}_{m=0,...,N_{\text{modes}}-1} \)

The size of the Hilbert space used for the diagonalization of the Cooper pair box Hamiltonian scales with \( 2N_{\text{max}} + 1 \) and for the diagonalization of the extended Rabi Hamiltonian it scales with \( 2^{N_q} \prod N_m \). We should therefore have a small enough Hilbert space such that the diagonalizations
FIG. S4. Complete circuit model of our device. The Transmon is a charge island connected to ground through a flux-biased SQUID and a capacitance $C_J$ and connected to a $\lambda/4$ resonator through a capacitance $C_c$.

are feasible with the computer resources at our disposal, whilst ensuring that the neglected degrees of freedom do not significantly change the spectrum if we would have included them. We consider that a degree of freedom which changes the computed spectrum by less than a tenth of the measured line-width can be neglected. This condition leads to the following simulation parameters $N_{\text{max}} = 20, N_{\text{modes}} = 4, N_q = 5$. The number of photon levels to include depends on the strength of the coupling and we have used 6,4,3 and 3 (5,3,2 and 2) photon levels in the fundamental, first, second and third modes of the resonator for device A (B).

S4. FITTING

S1. Fitting routine

We first experimentally perform a broad flux-dependent single tone measurement of the dressed cavity in order to extract the current periodicity and the point of maximum qubit frequency. This allows us to convert current (that we apply to a coil to bias the SQUID) to the flux through the SQUID (in units of flux quantum). Nine free parameters are to be determined for both devices: $\omega_1, C_c, C_J, n_{\text{DC}}, E_J, d$. Due to the effect of the shunt capacitor (neglected in the model) we also correct the frequency of the higher modes leading to three more parameters: $\alpha_n$, such that $\omega_m = \alpha_m (2m - 1) \omega_1, m \geq 1$. We expect $\alpha_m \simeq 1$ and shall maintain this hypothesis until the last stage of the fit. Two other parameters can be fixed easily:

1. Through a high power single-tone measurement, we can drive the (dressed) fundamental mode of the resonator to its harmonic regime [S4] and determine the bare resonator frequency $\omega_1$.

2. For both devices, at a flux of $\Phi_0/2$, the dressed cavity frequency resumes its bare frequency which indicates that the coupling is negligible at that flux point. In simulation, this can only be achieved for very low asymmetry $d \simeq 0.01$.

We then perform a least-square minimization routine, fitting the extracted data – the dressed first and second cavity mode, and dressed first Transmon transition frequency, as a function of flux – to a diagonalization of the Hamiltonian. The free parameters in this routine are $C_c, C_J, n_{\text{DC}}, E_J$. Due to the considerable time necessary to perform the diagonalization (approximatively
ten seconds per flux point on a commercial laptop computer), we parallelize the diagonalization over the different flux points using a high performance computing cluster. Finally we adjust the frequencies of the higher modes through the parameters $\alpha_m$.

S2. Differentiating $E_c$ and $E_J$

Since the frequency of the first Transmon transition is approximated by $\hbar \omega_a \simeq \sqrt{8E_cE_J} - E_c$, simply fitting the dressed first Transmon transition leads to an imprecision in the estimation of $E_c$ and $E_J$. Namely different combinations of $E_c$ and $E_J$ lead to good fits to the data. In order to lift this indeterminacy, we measure the second level of the Transmon (and thus the anharmonicity of the device) and insure that the fitted parameters accurately predict its dressed frequency. We used this approach for device B (see fig. S5) reproducing previously observed results [S5].

FIG. S5. In the top panel we measure the excited to second excited transition frequency of the Transmon by performing two-tone spectroscopy whilst exiting the qubit with a third drive tone. In the lower panel we perform a similar experiment however substituting the third tone with high probe tone powers. On the y-axis we plot $\theta_{11}(\omega)$ the phase of the cavity response at $\omega_1$, denoted by $\tilde{S}_{11}(\omega)$ in the main text. This allows us to measure the two-photon process which excites the second excited Transmon state from the ground state. The transition frequencies are shifted and broadened for strong probe powers (observed previously, for example in [S6] Fig. 8.7), but the measured anharmonicity is constant. The two measurements where performed at the same flux point (0.3752 flux quantum). They both provide a measurement of the anharmonicity and the low power three-tone measurement also provides an exact measurement of the ground to excited and second excited state at that particular flux point.

We do not have a measurement of the second Transmon transition of device A (now unmeasurable). The two SQUIDs where however fabricated on the same wafer, simultaneously, and with the same design parameters. We will therefore consider that the Josephson energies of the two devices should be equal. Whilst this fact weakens the predictive power of our fit of device A, it does not impact our estimation of the coupling.
S3. Fitted Device Parameters

In supplementary tables S1, S2 and S3 we tabulate all the device characteristics, either fixed or extracted from the fit of our model as described above.

### Resonator parameters

| Quantity                        | Symbol | Device A | Device B | unit   |
|--------------------------------|--------|----------|----------|--------|
| bare fundamental frequency     | $\omega_1/2\pi$ | 4.603    | 4.268    | GHz    |
| resonator impedance            | $Z_0$  | 50       | 50       | $\Omega$ |
| harmonics deviation            | $[\alpha_m]_m$ | [1.0,0.994,1.0,1.0] | [1.0,0.983,0.983, 1.0] |

TABLE S1. Parameters of the $\lambda/4$ microwave resonators of the device.

### Transmon parameters

| Quantity                        | Symbol | Device A | Device B | unit |
|--------------------------------|--------|----------|----------|------|
| charging energy                | $E_c/h$ | 426      | 700      | MHz  |
| Josephson energy at 0 flux     | $E_J(0)/h$ | 36.3    | 37.4     | GHz  |
| Transmon parameter at 0 flux   | $E_J(0)/E_c$ | 78.6    | 53.4     |      |
| maximum qubit frequency at 0 flux | $\omega_a/2\pi$ | 10.67   | 13.74    | GHz  |
| Transmon capacitance to ground | $C_J$  | 5.13     | 8.73     | fF   |
| vacuum-gap capacitor           | $C_c$  | 40.3     | 18.9     | fF   |
| total capacitance              | $C_L$  | 45.4     | 27.7     | fF   |
| capacitance participation ratio| $\beta$ | 0.89     | 0.68     |      |
| distance of vacuum-gap capacitor| $d$    | 155      | 330      | nm   |

TABLE S2. Transmon qubit parameters.

### Circuit QED parameters

| Quantity                        | Symbol | Device A | Device B | unit |
|--------------------------------|--------|----------|----------|------|
| Rabi splitting with $\omega_1$  | $\Delta_1/2\pi$ | 1.19    | 0.63     | GHz  |
| Coupling ratio with $\omega_1$  | $\Delta_1/2\omega_1$ | 0.13   | 0.07     |      |
| Rabi splitting with $\omega_2$  | $\Delta_2/2\pi$ | none    | 1.82     | GHz  |
| Coupling ratio with $\omega_2$  | $\Delta_2/2\omega_2$ | none   | 0.07     |      |
| Coupling at 0 flux              | $g(0)/2\pi$ | 897     | 568      | MHz  |
| Coupling ratio at 0 flux with $\omega_1$ | $g/\omega_1$ | 0.19   | 0.13     |      |

TABLE S3. Coupling parameters.
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