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Abstract

In this paper, we have studied and developed some analytical methods for solving some linear and fuzzy differential equations of the first degree with their fuzzy elementary conditions using the homotopy analytical method, using the approximate Padè method, and comparing the results with the exact solution of the equation, which indicates that the error decreases exponentially with the N degree of approximation. Also, we made some improvements to the solution results by using Padè enhancements as shown in the two examples with tables and figures.
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1. Introduction

In this thesis, we solve the equation linear through a systematic method called the homotopy trepidation method (HPM). The Chinese mathematician He first proposed this method in 1999 [1], the mysterious logic (fuzzy). It provides the general framework for solving the problem of information representation approximate or completely non-specific and provides the mechanism needed to use this information. The ambiguous (fuzzy) logic focuses on the conclusion through non-specific expressions and vocalizations such as young, long, short,
and these terms are called linguistic or fuzzy variables. Linear fuzzy differential equations play an essential role in modeling science and engineering problems, and there are many ways to find a solution to them. Lotfi-Zadeh (1965) proposed a complex logic that Professor Zadeh discussed fuzzy set theory, fuzzy number concept, and arithmetical operation with these numbers in [2] [3] and following there are many articles and books published about fuzzy systems, Fuzzy set theory is considered an effective way for modeling and ambiguous or self-processing information in mathematical models. Their vital trends of expansion have been varied and it is applicable to the diverse real problems, for example, in the golden mean [4], systems of fractional differential equations [5], engineering problems [6], models [7], particle systems [8], medicine [9], non-linear water waves [10], civil engineering [11], Klein-Gordon equation [12], discontinuity with solitary waves [13], physics [14], and in modeling hydraulic [15], unsteady boundary-layer flows [16], boundary value problems for integro-differential equations [17], MHD fluid flow and heat transfer problem [18], fractional SIR model [19], the researcher in [20] explained (FIVPs) as a family of differential inclusions. The homotopy method is not dependent on small parameters, the homotopy method was used with Padé approximation [21], the iterative heterogeneous method; the (HAM) which is introduced by Liao [22], is beneficially and conveniently used to resolution certain types of linear and non-linear problems, one of the advantages of the (HPM) is that (HPM) solution series is only dependent upon two factors. There is no problem with this sentence and it has been validated. The main advantage of HPM is the flexibility to give approximate and exact solutions to both linear and non-linear problems. Approximation solution for fuzzy initial value problems of ordinary differential equations then it is:

\[ x'(t) = f(t, x(t)), t_0 \leq t \leq t_0 + a \]  
\[ x(t_0) = x^0 \]

Subject to the initial conditions

In this paper, we used the homotopy, analytical, blurry method with Padé Approximants to solve elementary values' problems.

2. Definitions

In this paper, show some basic definitions.

**Definition of Fuzzy number 2.1** [23] It is a fuzzy subdivision of with normal, curving, and an upper semi-continuous relationship function of partial support for each \( r \in [0,1] \) it is called fuzzy number and the set

\[ \{ u \} = \{ s \in R : u(s) \geq r \} \]

And also

\[ \{ u \}^0 = \{ s \in R : u(s) > 0 \} \]
It is easy to prove that \( u \) is a fuzzy number if and only if \( [u] \) is a convex compressed a subset of \( R \) for each \( r \in [0,1] \) and \( [u] \neq \emptyset \) and so on if \( u \) is a fuzzy number then
\[
[u] = [u(r), \bar{u}(r)]
\]
\[u(r) = \min \{s : s \in [u] \}\]
\[\bar{u}(r) = \max \{s : s \in [u] \}\]

For each \( r \in [0,1] \), \( [u] \) is called an \( r \)-cut representation or a parameter form of a fuzzy number.

\[u : R \to [0,1]\] defined by
\[u(s) = \sup \{r : u(r) \leq s \leq \bar{u}(r)\}\]

**Theorem 2.2** [24] If we have the two fuzzy numbers \( U \) and \( V \), so for each \( r \in [0,1] \), we have

(i) \([u + v]^r = [u]^r + [v]^r = [u_r + v_r, \bar{u}_r + \bar{v}_r]\)

(ii) \([\lambda u]^r = \lambda [u]^r = [\lambda u_r, \lambda \bar{u}_r] : \lambda \geq 0\)

(iii) \([uv]^r = [u]^r [v]^r = [\min S_r, \max S_r] , \) where
\[S_r = \{u_r, v_r, \bar{u}_r, \bar{v}_r\}\]

All the fuzzy numbers that are collected by adding and multiplying are defined by part (i) and (ii), is a convex cone [25].

**Definition 2.3** [26] Let us have the comprehensive set \( E = \{a, b, c, d, e\} \). That \( A \) is a subset of \( E \) \((A \subseteq E)\) for each of these elements has one possibility of two probabilities, and it is an element of \( A \) or not, so the function the characteristic is 0 or 1. If the membership function was not zero or one, but its value is anything from zero and one, and thus we notice the membership function is located between zero and one, meaning the closed period \([0, 1] \), it's called fuzzy set we can write as follows:

1) If \( \mu_a(X) = 0 \) if it is not an element in \( A \).
2) If \( \mu_a(X) = 1 \) if the degree of belonging is high of \( A \).
3) If \( \mu_a(X) = 0 \) if the degree of belonging is weak.
4) If \( \mu_a(X) = 1 \) if zero is an element in \( A \).

\[\mu_a(X) : E \to [0,1]\]
\[\mu_a(X) = \begin{cases} 1 & x \in A \\ 0 & x \notin A \end{cases}\]

**Definition 2.4** [27] Padé approximation is a well-known approximation of functions. This approximation dates back to the French scientist Henri Eugene Padè (1863-1953). This approximation approximates the function and turns it into a relative function, so we take the polynomial function \( f(x) \) in the period \([a, b]\), and we take the Padé approximations for this function. The Padè ap-
proximations try to reduce the value of the most significant error in the period \([a, b]\) any part of this period; we get the division of polynomials \(Q_M(x)\) by \(P_N(x)\) of degree \(N\) and \(M\) respectively. It is symbolized by the symbol \([N/M]\) or \(PA[N/M]\) since \(N\) and \(M\) are normal numbers, we will symbolize this division with the symbol \(R_{N,M}(x)\) as follows:

\[
R_{N,M}(x) = PA[N/M] = \frac{P_N(x)}{Q_M(x)}, \quad a \leq x \leq b
\]  

\(Q_M(x), P_N(x)\) Polynomials are solved so that the function \(f(x)\) and \(R_{N,M}(x)\) plus their derivatives to the \(N + M\) rank are identical when \(x = 0\), Assuming that \(f(x)\) is analytical and has a (Maclaurin Series), we get:

\[
f(x) = a_0 + a_1x + a_2x^2 + \cdots + a_kx^k + \cdots
\]  

3. Homotopic Analytical Method (HAM) [28]

I will discuss some of basic concepts of the homotopy method of analysis.

If we have the following non-linear equation

\[
N[y(t)] = 0, \quad t \geq 0
\]  

Since \(N\) represents a non-linear operator, \(y\) is an unknown function, and \(t\) is an independent variable. The zero-order distortion equation was derived by generalizing and formulating the homotopy method:

\[
(1-q)L[\emptyset(t,q) - y_0(t)] = q\overline{h}H(t)N[\emptyset(t,q)]
\]  

Since \(q \in [0,1]\) the inclusion parameter is called the homotopy parameter, \(L\) is the auxiliary linear bound that achieves the property of \(L(0) = 0\) when \(L(y) = 0\), \(\emptyset(t,q)\) solve Equation (15), \(y_0(t)\) initial estimation of the exact solution \(y(t)\), \(\overline{h} \neq 0\) is called the convergence control parameter, \(H(t) \neq 0\) auxiliary function, respectively, within the homotopy we can have great freedom to choose the auxiliary linear term \(L\), the initial estimate \(y_0(t)\), And the parameters \(\overline{h}, H(t)\) when \(q = 0\), due to the property \(L(0) = 0\), we get from Equation (16) the solution:

\[
\emptyset(t,0) = y_0(t)
\]  

When \(q = 1\), and since \(H(t) \neq 0\), \(\overline{h} \neq 0\), and Equation (15) is equivalent to Equation (16) then:

\[
\emptyset(t,1) = y(t)
\]  

As \(y(t)\) is a solution to the original Equation (15) and so whenever the homotopy parameter \(q\) increases from zero to one, the solution \(\emptyset(t,q)\) changes continuously from the initial guess \(y_0(t)\) to the exact solution \(y(t)\), this A type of constant change in solution is called homotypic deformation. By expanding \(\emptyset(t,q)\) using the Taylor series with respect to \(q\), we get the following:

\[
\emptyset(t,q) = y_0(t) + \sum_{m=1}^{\infty} y_m(t) q^m
\]
\[ y_m(t) = \frac{1}{m!} \frac{\partial^m \varnothing(t,q)}{\partial q^m} \bigg|_{q=0} \]  

(20)

If \( h, H(t), y_0(t), L \) are correctly chosen then Equation (19) approaches when \( q = 1 \), therefore based on this hypothesis, the solution becomes as follows:

\[ y(t) = \varnothing(t,1) = y_0(t) + \sum_{m=1}^{+\infty} y_m(t) \]  

(21)

Now we know the vector \( y_n(t) \) as follows:

\[ y_n(t) = \{y_0(t), y_1(t), y_2(t), \ldots, y_n(t)\} \]  

(22)

By deriving the zero deformation Equation (16), \( m \) times for parameter \( q \), then substituting \( q \) for zero, and finally, we divide the equation by \( m! \) (the deformation equations) of the order \( m \) are obtained as follows:

\[ L[y_m(t) - x_m y_{m-1}(t)] = \bar{h}H(t)R_{m-1}(y_{m-1}(t)) \]  

(23)

According to the conditions

\[ y_m(0) = 0 \]  

(24)

As that

\[ R_{m-1}(y_{m-1}(t)) = \frac{1}{(m-1)!} \frac{\partial^{m-1} N[\varnothing(t,q)]}{\partial q^{m-1}} \bigg|_{q=0} \]  

(25)

\[ x_m = \begin{cases} 0 & m \leq 1 \\ 1 & m > 1 \end{cases} \]  

(26)

### 4. An Algorithm for Solving Fuzzy Initial Values Problems Using the Homo-Analytical Method with Padè Approximations

We will demonstrate the fuzzy homotopy analytic method with Padè approximants to solve elementary value problems:

**Case I.** If \( x(t) \) is differentiable,

\[ [D, x(t)] = [\bar{x}(t), \bar{x}'(t)] \]  

(27)

To solve (FIVP) we follow the following steps:

**Step (i):** to solve the system of (ODEs) subsequent for \( \bar{x}(t), \bar{x}'(t) \):

\[ \bar{x}'(t) = f_{1,r}(t, \bar{x}(t), \bar{x}'(t)) \]  

\[ \bar{x}'(t) = f_{2,r}(t, \bar{x}(t), \bar{x}'(t)) \]  

(28)

Subject to the initial conditions

\[ \bar{x}(t_0) = \bar{x}_0 \]  

\[ \bar{x}'(t_0) = \bar{x}'_0 \]  

(29)

**Step (ii):** ensure that the solution \([\bar{x}(t), \bar{x}'(t)]\) and its derivative \([\bar{x}'(t), \bar{x}''(t)]\) are functional sets for each \( r \in [0,1] \),
Step (iii): using Equation (8) to construct a solution \( x(t) \) such that
\[
[x(t)]' = [\bar{x}_r(t), \underline{x}_r(t)], \quad r \in [0,1]
\] (30)

Case II. If \( x(t) \) is differentiable, then
\[
[D_r x(t)]' = [\bar{x}_r'(t), \underline{x}_r'(t)]
\]
And to solve (FIVP) we follow the following steps:

Step (i): to solve the system of (ODEs) subsequent for \( \bar{x}_r(t), \underline{x}_r(t) \):
\[
\bar{x}_r'(t) = f_{r,x}(t, \bar{x}_r(t), \underline{x}_r(t)) \\
\underline{x}_r'(t) = f_{r,x}(t, \underline{x}_r(t), \bar{x}_r(t))
\] (31)
Subject to the initial conditions
\[
\bar{x}_r(t_0) = \bar{x}_r^0(t) \\
\underline{x}_r(t_0) = \underline{x}_r^0(t)
\] (32)

Step (ii): ensure that the solution \([ \bar{x}_r(t), \underline{x}_r(t) ]\) and its derivative \([\bar{x}_r'(t), \underline{x}_r'(t)]\) are functional sets for each \( r \in [0,1] \),

Step (iii): using Equation (8) to construct a solution \( x(t) \) such that
\[
[x(t)]' = [\bar{x}_r(t), \underline{x}_r(t)], \quad r \in [0,1]
\] (33)

Case III. Gather approximate iterations \( x_0(t), x_1(t), \ldots, x_n(t) \)
\[
\psi_{\bar{x},s}(t) = \sum_{m=0}^{s-1} \bar{x}_{s-m}(t) \quad \text{and} \quad \psi_{\underline{x},s}(t) = \sum_{m=0}^{s-1} \underline{x}_{s-m}(t)
\] (34)
its value determined by the number of limits after summing the approximate iterations \( k \), representing the number of iterations, when collecting the frequencies we substitute for the best values of \( \bar{h}, \underline{h} = -1 \) so that the sequence (34) is convergent we get the sequenced solution to the problem of elementary fuzzy values in an analytical homotopy method.

Case III. Using the Padé approximation \([N/M]\) where \( M, N \in \mathbb{N} \cup \{0\} \) we obtain:
\[
P[A][N/M] = \frac{P_N(x)}{Q_M(x)} = \frac{\sum_{j=0}^{N} b_j x^j}{1 + \sum_{j=1}^{M} c_j x^j}
\] (35)
By taking different values of \( t \) and substituting them into the Padé sequence, (35), we obtain approximate solutions in an analytical homotopy method with the upper and lower Padé approximations.

Example 4.1. Consider the following linear (FIVP) \([29]\)
\[
x'_r(t) = 2tx(t) + tu, \quad 0 \leq t \leq 1
\] (36)
Subject to the fuzzy initial condition
\[
x(0) = u, \quad \text{where} \quad u = [r-1, 1-r], \quad x(0) = [r-1, 1-r]
\] (37)
The fuzzy (1)—differentiable exact solution is
\[
x(t) = \frac{1}{2}(3e^t - 1)(r-1).
\]
When the fuzzy (2), differentiable exact of the solution is
\[ \mathcal{X}(t) = \frac{1}{2}(3e^r - 1)(1 - r). \]

**Solution:**

**The first Case 1:** When the system of the (ODEs) matching to (1) and (2), then differentiability is

**The first step:** If \( x(t) \) is differentiable (1) then
\[
\begin{align*}
\mathcal{X}'(t) &= 2tx(t) + t(r - 1) \\
\mathcal{X}(t) &= 2tx(t) + t(1 - r)
\end{align*}
\]

Subject to the initial condition
\[
\begin{align*}
\mathcal{X}(0) &= (r - 1) \\
\mathcal{X}(0) &= (1 - r)
\end{align*}
\]

**The second step:**

To find the iterations \( \mathcal{X}_{(1)}(t), \mathcal{X}_{(1)}(t), \cdots \) lower and upper we will use the equation to find the homotopic equation in the formula:
\[
\begin{align*}
\mathcal{X}_{(m)}(t) &= X_m \mathcal{X}_{(m - 1)}(t) + \int_0^t R \mathcal{X}_{(m)} \left( \mathcal{X}_{(m - 1)}(t), \mathcal{X}_{(m - 1)}(t) \right) (1 - x_m) \, dt \\
\mathcal{X}_{(m)}(t) &= X_m \mathcal{X}_{(m - 1)}(t) + \int_0^t R \mathcal{X}_{(m)} \left( \mathcal{X}_{(m - 1)}(t), \mathcal{X}_{(m - 1)}(t) \right) (1 - x_m) \, dt
\end{align*}
\]

Through the equation for the deformation of order \( m \), \( m \geq 1 \), we get:
\[
\begin{align*}
\mathcal{X}_{(m)}(t) &= X_m \mathcal{X}_{(m - 1)}(t) + \int_0^t \mathcal{X}'(m - 1)(t) - 2tx_{(m - 1)}(t) - t(r - 1)(1 - x_m) \, dt \\
\mathcal{X}_{(m)}(t) &= X_m \mathcal{X}_{(m - 1)}(t) + \int_0^t \mathcal{X}'(m - 1)(t) - 2tx_{(m - 1)}(t) - t(r - 1)(1 - x_m) \, dt
\end{align*}
\]

When \( m = 1, 2, 3, 4 \) by substituting into Equation (41) we get:
\[
\begin{align*}
\mathcal{X}_{(1)}(t) &= -\frac{3}{2} \mathcal{h}t^2 + \frac{3}{2} \mathcal{h}t^2 \\
\mathcal{X}_{(2)}(t) &= -\frac{3}{2} \mathcal{h}t^2 + \frac{3}{2} \mathcal{h}t^2 \\
\mathcal{X}_{(3)}(t) &= -\frac{3}{2} \mathcal{h}t^2 + \frac{3}{2} \mathcal{h}t^2 \\
\mathcal{X}_{(4)}(t) &= -\frac{3}{2} \mathcal{h}t^2 + \frac{3}{2} \mathcal{h}t^2
\end{align*}
\]

**The third case:**

Sum the approximate iterations lower and upper
\( \mathcal{X}_0 (t), \mathcal{X}_0 (t), \cdots \)

After substituting in the best values of, \( \mathcal{h} = -1, r = 0.9 \), we get an approximate solution as follows:
\[
\begin{align*}
\psi_{\mathcal{X}_0} (t) &= \psi_{\mathcal{X}_0} (t) = \sum_{m=0}^{k-1} \mathcal{X}_{(m)}(t) \\
\psi_{\mathcal{X}_0} (t) &= -0.00625t^6 - 0.02500t^6 - 0.07500t^6 - 0.15000t^2 - 0.1 \\
\psi_{\mathcal{X}_0} (t) &= 0.00625t^6 + 0.02500t^6 + 0.07500t^6 + 0.15000t^2 + 0.1
\end{align*}
\]

**Fourth case:** We connect the solution series (42) to Padè approximation
By taking different values of \((t)\) and substituting them into the Padè series (44), we obtain approximate solutions by homotopic analytical method with Padè approximation, as shown in Table 1.

The second case II:

The first step:

For find the upper and lower values of \(x_{r,m}(t), \overline{x}_{r,m}(t)\), if \(x(t)\) is differentiable then:

\[
\begin{align*}
\frac{\text{d}x}{\text{d}t}(t) &= 2\overline{x}(t) + t(r-1) \\
\frac{\text{d}\overline{x}}{\text{d}t}(t) &= 2t\overline{x}(t) + t(1-r)
\end{align*}
\]

subject to the initial condition

\[
\begin{align*}
x(0) &= (r-1) \\
\overline{x}(0) &= (1-r)
\end{align*}
\]

The second step:

To find the iterations \(x_{1,1}(t), x_{1,2}(t), x_{1,3}(t), \cdots\) upper and lower by using the equations

\[
\begin{align*}
x_{r,m}(t) &= X_{r,m}x_{r,m-1}(t) + \overline{H}\int_{0}^{t} R_{x,m}(x_{r,m-1}(\tau), \overline{x}_{r,m-1}(\tau))(1-x_{m}) \text{d}\tau \\
\overline{x}_{r,m}(t) &= X_{r,m}\overline{x}_{r,m-1}(t) + \overline{H}\int_{0}^{t} R_{\overline{x},m}(x_{r,m-1}(\tau), \overline{x}_{r,m-1}(\tau))(1-x_{m}) \text{d}\tau \quad (47)
\end{align*}
\]

When \(m = 1\), by substituting in the upper and lower Equations (47) we get:

\[
\begin{align*}
x_{1,1}(t) &= -\frac{3}{2}\overline{h}^{2} + \frac{3}{2}\overline{h}^{2}r \\
\overline{x}_{1,1}(t) &= \frac{-3}{2}\overline{h}^{2} + \frac{3}{2}\overline{h}^{2}r
\end{align*}
\]

When \(m = 2, 3, \cdots\) in Equation (54) and using the Riemann-Liouville integral properties, we get:

\[
\begin{align*}
x_{r,2}(t) &= -\frac{3}{2}\overline{h}^{2}r + \frac{3}{2}\overline{h}^{2} + \frac{3}{4}\overline{h}^{2}t^{4}r - \frac{3}{4}\overline{h}^{2}r^{2} + \frac{3}{2}\overline{h}^{2}r^{2} + \frac{3}{2}\overline{h}^{2}t^{2} \\
\overline{x}_{r,2}(t) &= \frac{-3}{2}\overline{h}^{2}r + \frac{3}{2}\overline{h}^{2}r + \frac{3}{4}\overline{h}^{2}t^{4}r - \frac{3}{4}\overline{h}^{2}r^{2} - \frac{3}{2}\overline{h}^{2}t^{2} + \frac{3}{2}\overline{h}^{2}r^{2}
\end{align*}
\]

The third case III:

We assume the upper and lower approximate iterations \(x_{r,0}(t), x_{r,1}(t), x_{r,2}(t), x_{r,3}(t), x_{r,4}(t)\).

After substituting in the best values of \(\overline{h}, \overline{h} = -1\), we get an approximate
solution of the upper and lower values
\[ \psi_{\bar{\alpha}, \bar{\beta}}(t) = -0.00625t^3 - 0.02500t^2 - 0.07500t - 0.00625 \]
\[ \psi_{\underline{\alpha}, \underline{\beta}}(t) = 0.00625t^3 + 0.02500t^2 + 0.07500t + 0.02500 \]
(48)

The fourth step:
We connect the solution series (48) to the approximations of the upper and lower pads \( PA[N/M] \) and we get:
\[ PA[N/M] = \frac{P_N(x)}{Q_M(x)} = \frac{\sum_{i=0}^{N} b_i x^i}{1 + \sum_{j=1}^{M} c_j x^j} \]  
(49)

By taking different values of \( t \) and substituting them into the Padé series (49), we get approximate solutions in an analytical homotopic method with upper and lower Padé approximations as shown in Table 1, Table 2, and Figure 1, Figure 2.

Example 4.2. Consider the following linear (FIVP) \[ 30 \]
\[ r y' + t y = 0, \quad 0 \leq t \leq 1 \]  
(50)
Subject to the fuzzy initial condition
\[ y(0) = (r-1), \quad \bar{y}(0) = (1-r) \]  
(51)

The fuzzy (1)—differentiable exact solution is \[ y(t) = (r-1) e^t. \]
When the fuzzy (2)—differentiable exact of the solution is \[ \bar{y}(t) = (1-r) e^t. \]

Solution: The first Case 1: When the system of the (ODEs) equivalent to (1) and (2), then differentiability is

The first step: If \( y(t) \) is differentiable (1) and (2) then:

Table 1. Lower numerical results for both the exact solution and homotopic approximation and homotopic approximation—Padé approximation PA [4/4] at different values of \( t \) for example (4.1).

| \( t \) | Exact Solution | Approximation \( \bar{\psi} \) | Absolute Error | Approximation \( \underline{\psi} \) | Absolute Error |
|--------|----------------|-----------------|----------------|-----------------|----------------|
| 0      | -0.10          | -0.10           | 0              | -0.10           | 0              |
| 0.1    | -0.10150       | -0.10150        | 1.25208 \times 10^{-13} | -0.10150        | 2.10428 \times 10^{-14} |
| 0.2    | -0.10612       | -0.10612        | 1.28858 \times 10^{-10} | -0.10612        | 2.22060 \times 10^{-11} |
| 0.3    | -0.11412       | -0.11412        | 7.49328 \times 10^{-9}   | -0.11412        | 1.34668 \times 10^{-8}   |
| 0.4    | -0.12602       | -0.12602        | 1.34648 \times 10^{-7}   | -0.12602        | 2.56747 \times 10^{-6}   |
| 0.5    | -0.14260       | -0.14260        | 1.27344 \times 10^{-6}   | -0.14260        | 2.62207 \times 10^{-5}   |
| 0.6    | -0.16499       | -0.16499        | 8.03618 \times 10^{-6}   | -0.16499        | 1.81950 \times 10^{-6}   |
| 0.7    | -0.18499       | -0.19480        | 3.84079 \times 10^{-5}   | -0.19483        | 9.74307 \times 10^{-5}   |
| 0.8    | -0.23447       | -0.23432        | 4.99555 \times 10^{-4}   | -0.23442        | 4.34357 \times 10^{-3}   |
| 0.9    | -0.28718       | -0.28668        | 5.02522 \times 10^{-4}   | -0.28701        | 1.69612 \times 10^{-4}   |
| 1.0    | -0.35774       | -0.35625        | 1.49227 \times 10^{-3}   | -0.35714        | 5.99417 \times 10^{-4}   |
**Table 2.** Upper numerical results for both the exact solution and homotopy approximation and homotopy approximation—Padé approximation $PA[4/4]$ at different values of $(t)$ for example (4.1).

| $t$  | Exact Solution | Approximation HAM | Absolute Error | Approximation PAD | t | Absolute Error |
|------|----------------|-------------------|----------------|-------------------|---|----------------|
| 0    | 0.10150        | 0.10150           | 1.25208        | $10^{-15}$        | 0 | 2.10428        |
| 0.1  | 0.10612        | 0.10612           | 1.28858        | $10^{-10}$        | 0 | 2.22060        |
| 0.2  | 0.11412        | 0.11412           | 7.49328        | $10^{-4}$         | 0 | 1.34668        |
| 0.3  | 0.12602        | 0.12602           | 1.34648        | $10^{-7}$         | 0 | 2.56747        |
| 0.4  | 0.14260        | 0.14260           | 1.27344        | $10^{-4}$         | 0 | 2.62207        |
| 0.5  | 0.16499        | 0.16499           | 8.03618        | $10^{-4}$         | 0 | 1.81950        |
| 0.6  | 0.19480        | 0.19480           | 3.84079        | $10^{-3}$         | 0 | 9.74307        |
| 0.7  | 0.23447        | 0.23432           | 1.49955        | $10^{-4}$         | 0 | 4.34537        |
| 0.8  | 0.28718        | 0.28668           | 5.02252        | $10^{-4}$         | 0 | 1.69612        |
| 0.9  | 0.35774        | 0.35625           | 1.49227        | $10^{-3}$         | 0 | 5.99417        |

**Figure 1.** An illustrative comparison between an exact solution with both the analytical lower homotopy method and the analytical homotopy method—Padé approximation when $m = 5$ for example (4.1). (a) Exact solution with homotopy analytical method—Padé approximation; (b) Exact solution with homotopy analytical method.

**Figure 2.** An illustrative comparison between an exact solution with both the analytical upper homotopy method and the analytical homotopy method—Padé approximation when $m = 5$ for example (4.1). (a) Exact solution with homotopy analytical method—Padé approximation; (b) Exact solution with homotopy analytical method.
subject to the initial condition
\[ y_r(0) = (r-1) \]
\[ y_r(0) = (1-r) \]  

The second step: To find the iterations \( y_{r,l}(t), y_{r,u}(t), \ldots \) lower and upper we will use the equation to find the homotopic equation:

\[ y_{r,m}(t) = X_m y_{r,m-1}(t) + \bar{R} \int_0^t R_{r,m-1}(t) (1-x_m) \, dt \]
\[ y_{r,m}(t) = x_m \bar{y}_{r,m-1}(t) + \bar{R} \int_0^t R_{r,m-1}(t) (1-x_m) \, dt \]  

When \( m = 1, 2, 3, 4 \) by substituting into the Equation (54), we get:

\[ y_{r,1}(t) = \bar{h}t - \bar{h}rt, \quad y_{r,1}(t) = -\bar{h}t + \bar{h}rt \]
\[ y_{r,2}(t) = \bar{h}t - \bar{h}rt - \frac{1}{2} \bar{h}^2t^2 + \frac{1}{2} \bar{h}^2t^2r + \bar{h}^2t - \bar{h}^2rt , \]
\[ y_{r,2}(t) = -\bar{h}t + \bar{h}rt + \frac{1}{2} \bar{h}^2t^2 - \frac{1}{2} \bar{h}^2t^2r - \bar{h}^2t + \bar{h}^2rt \]

The third case: Sum the approximate iterations lower and upper \( y_{r,l}(t), y_{r,u}(t), \ldots \) 

After substituting in the best values of \( \bar{h} , \bar{h} = -1, r = 0.9 \), we get an approximate solution as follows:

\[ \psi_{y_{r,1}}(t) = \sum_{r=0}^{k-1} y_{r,m} , \quad \psi_{y_{r,3}}(t) = \sum_{r=0}^{k-1} \bar{y}_{r,m} \]
\[ \psi_{y_{r,3}}(t) = -0.00416t^4 - 0.01666r^3 - 0.05000r - 0.1r - 0.1 \]
\[ \psi_{y_{r,5}}(t) = 0.00416r^4 + 0.01666r^3 + 0.05000r^2 + 0.1r + 0.1 \]  

Fourth case: We connect the solution series (55) to Padé approximation \( PA[N/M] \) and we get:

\[ PA[N/M] = \frac{P_N(x)}{Q_M(x)} = \frac{\sum_{n=0}^{N} b_n x^n}{1 + \sum_{n=0}^{M} c_n x^n} \]
\[ \text{lower} : PA[1/3] = \frac{-0.1 - 0.25000t}{1.0 - 0.74999t + 0.24999t^2 - 0.04166t^3} \]
\[ \text{upper} : PA[1/3] = \frac{0.1 + 0.02500t}{1.0 - 0.74999t + 0.24999t^2 - 0.04166t^3} \]  

By taking different values of \( t \) and substituting them into the Padé series (57), we obtain approximate solutions by homotopic analytical method with Padé approximation, as shown in Table 3. 

The second case II: The first step:

For find the upper and lower values of \( x_{r,m}(t), \bar{x}_{r,m}(t) \), if \( x(t) \) is differentiable then:

\[ y_{r}'(t) = y_{r}'(t) \]
\[ y_{r}'(t) = y_{r}'(t) \]
Subject to the initial condition
\[ y_r(0) = (r-1) \]
\[ \overline{y}_r(0) = (1-r) \] (59)

**The second step:** To find the iterations \( y_{r,1}(t), y_{r,2}(t), \ldots \) upper and lower by using the equations
\[
y_{r,m}(t) = X_m y_{r,m-1}(t) + \overline{h} \int_0^1 R_{y_{r,m-1}}(\tau) \overline{y}_{r,m-1}(\tau)(1-x_m) \, d\tau
\]
\[
\overline{y}_{r,m}(t) = X_m y_{r,m-1}(t) + h \int_0^1 R_{\overline{y}_{r,m-1}}(\tau) \overline{y}_{r,m-1}(\tau)(1-x_m) \, d\tau
\] (60)

**The third case:** We assume the upper and lower approximate iterations \( y_{r,0}(t), y_{r,1}(t), \ldots \).
After substituting in the best values of \( \overline{h}, \overline{h} = -1 \), we get an approximate solution of the upper and lower values
\[
\psi_{y_{r,1}}(t) = -0.00416t^4 - 0.01666t^3 - 0.05000t^2 - 0.1t - 0.1
\]
\[
\overline{\psi}_{\overline{y}_{r,1}}(t) = 0.00416t^4 + 0.01666t^3 + 0.05000t^2 + 0.1t + 0.1
\] (61)

**The fourth step:**
We connect the solution series (61) to the approximations of the upper and lower pads \( PA[N/M] \) and we get:
\[
PA[N/M] = \frac{P_N(x)}{Q_M(x)} = \frac{\sum_{n=0}^{N} b_n x^n}{1 + \sum_{n=1}^{M} a_n x^n}
\] (62)

By taking different values of \( t \) and substituting them into the Padé series (62), we get approximate solutions in an analytical homotopy method with upper and lower Padé approximations as shown in Table 3, Table 4, and Figure 3, Figure 4.

**Table 3.** Lower numerical results for both the exact solution and homotopy approximation and homotopy approximation—Padé approximation \( PA [1/3] \) at different values of \( t \) for example (4.2).

| \( t \) | Exact Solution | Approximation HAM | Absolute Error | Approximation PAD | Absolute Error |
|------|----------------|------------------|---------------|------------------|---------------|
| 0    | -0.1           | -0.1             | 0             | -0.1             | 0             |
| 0.1  | 0.11051        | 0.11051          | 8.47423 × 10^-9 | -0.11051         | 2.40151 × 10^-9 |
| 0.2  | -0.12214       | -0.12214         | 2.75816 × 10^-7 | -0.12214         | 8.86663 × 10^-8 |
| 0.3  | 0.13498        | -0.13498         | 2.13075 × 10^-6 | -0.13498         | 7.77537 × 10^-7 |
| 0.4  | -0.14918       | -0.14917         | 9.13643 × 10^-6 | -0.14918         | 3.78701 × 10^-6 |
| 0.5  | -0.16487       | -0.16484         | 2.83770 × 10^-5 | -0.16488         | 1.33691 × 10^-5 |
| 0.6  | -0.18221       | -0.18214         | 7.18800 × 10^-5 | -0.18225         | 3.85161 × 10^-5 |
| 0.7  | -0.20137       | -0.20121         | 1.58187 × 10^-4 | -0.20147         | 9.64731 × 10^-5 |
| 0.8  | -0.22255       | -0.22224         | 3.14092 × 10^-4 | -0.22277         | 2.18184 × 10^-4 |
| 0.9  | -0.24596       | -0.24538         | 5.76561 × 10^-4 | -0.24641         | 4.56586 × 10^-4 |
| 1.0  | -0.27182       | -0.27083         | 9.94849 × 10^-4 | -0.27272         | 8.99089 × 10^-4 |
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Table 4. Upper numerical results for both the exact solution and homotopic approximation and homotopy approximation—Padé approximation $PA \left[1/3\right]$ at different values of $(t)$ for example (4.2).

| $t$ | Exact Solution | Approximation HAM | $\tau$ | Absolute Error | Approximation Pade | $\tau$ | Absolute Error |
|-----|----------------|-------------------|------|---------------|------------------|------|---------------|
| 0.1 | 0.11051        | 0.11051           | 0.1  | $8.47423 \times 10^{-9}$ | 0.11051         | 0.1  | $2.40151 \times 10^{-9}$ |
| 0.2 | 0.12214        | 0.12214           | 0.2  | $2.75816 \times 10^{-7}$ | 0.12214         | 0.2  | $8.86663 \times 10^{-8}$ |
| 0.3 | 0.13498        | 0.13498           | 0.3  | $2.13075 \times 10^{-6}$ | 0.13498         | 0.3  | $7.77537 \times 10^{-7}$ |
| 0.4 | 0.14918        | 0.14917           | 0.4  | $9.13643 \times 10^{-5}$ | 0.14918         | 0.4  | $3.78701 \times 10^{-6}$ |
| 0.5 | 0.16487        | 0.16484           | 0.5  | $2.83770 \times 10^{-4}$ | 0.16488         | 0.5  | $1.33691 \times 10^{-5}$ |
| 0.6 | 0.18221        | 0.18214           | 0.6  | $7.18800 \times 10^{-3}$ | 0.18225         | 0.6  | $3.85161 \times 10^{-3}$ |
| 0.7 | 0.20137        | 0.20121           | 0.7  | $1.58187 \times 10^{-2}$ | 0.20147         | 0.7  | $9.64731 \times 10^{-3}$ |
| 0.8 | 0.22255        | 0.22224           | 0.8  | $3.14092 \times 10^{-1}$ | 0.22277         | 0.8  | $2.18184 \times 10^{-2}$ |
| 0.9 | 0.24596        | 0.24538           | 0.9  | $5.76561 \times 10^{-1}$ | 0.24641         | 0.9  | $4.56586 \times 10^{-2}$ |
| 1.0 | 0.27182        | 0.27083           | 1.0  | $9.94849 \times 10^{-1}$ | 0.27272         | 1.0  | $8.99089 \times 10^{-2}$ |

Figure 3. An illustrative comparison between an exact solution with both the analytical lower homotopy method and the analytical homotopy method—Pade approximation when $m = 5$ for example (4.2). (a) Exact solution with homotopy analytical method—Padé approximation; (b) Exact solution with homotopy analytical method.

Figure 4. An illustrative comparison between an exact solution with both the analytical upper homotopy method and the analytical homotopy method—Pade approximation when $m = 5$ for example (4.2). (a) Exact solution with homotopy analytical method Padé approximation; (b) Exact solution with homotopy analytical method.
5. Conclusion

In the case of fuzzy differential equations, it is found that the results of numerical solutions of the homotopy method with Padé approximations are very close when compared with the exact solutions (accurate). There is no problem with this sentence and it has been validated. The proposed method is very powerful, straightforward, and promising algorithm in finding a solution to the analytical approximate form of broad categories of Fuzzy Initial Values Problems (FIVPS).
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