Detection of $d_1 \otimes d_2$ Dimensional Bipartite Entangled State: A Graph Theoretical Approach
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Braunstein et al. have started the study of entanglement properties of the quantum states through graph theoretical approach. Their idea was to start from a simple unweighted graph $G$ and then they have defined the quantum state from the Laplacian of the graph $G$. A lot of research had already been done using the similar idea. We ask here the opposite one i.e can we generate a graph from the density matrix? To investigate this question, we have constructed a unital map $\phi$ such that $\phi(\rho) = L_\rho + \rho$, where the quantum state is described by the density operator $\rho$. The entries of $L_\rho$ depends on the entries of the quantum state $\rho$ and the entries are taken in such a way that $L_\rho$ satisfies all the properties of the Laplacian. This make possible to design a simple connected weighted graph from the Laplacian $L_\rho$. We show that the constructed unital map $\phi$ characterize the quantum state with respect to its purity by showing that if the determinant of the matrix $\phi(\rho) - I$ is positive then the quantum state $\rho$ represent a mixed state. Moreover, we study the positive partial transpose (PPT) criterion in terms of the spectrum of the density matrix under investigation and the spectrum of the Laplacian associated with the given density matrix. Furthermore, we derive the inequality between the minimum eigenvalue of the density matrix and the weight of the edges of the connected subgraph of a simple weighted graph to detect the entanglement of $d_1 \otimes d_2$ dimensional bipartite quantum states. Lastly, We have illustrated our results with few examples.

PACS numbers: 03.67.Hk, 03.67.-a

I. INTRODUCTION

Entanglement [1] is one of the key topic in quantum information theory that lies at the heart of quantum mechanics. This feature of quantum mechanics has no classical analogue and play a vital role in enhancing the power of quantum computation [2]. It also acts as a useful resource in many quantum information processing tasks such as quantum teleportation [3], quantum superdense coding [4], quantum cryptography [5] etc. Thus, it is important to generate the entangled state in the laboratory for processing the quantum information tasks. But the experimentalist may face the problem in identifying the generated state: whether the state at the output of the experiment is entangled or not? This type of problem is known as entanglement detection problem.

It is one of the prime task for the researcher to develop the criterion for the detection of entanglement. A lot of research have already been carried out in this direction and as a consequence different criterion such as partial transposition criterion [6][7], computable cross norm or realignment criterion [8][9], reduction criterion [10] have been emerged to detect the entangled state. Other criterion for the detection of entanglement can be found in [11].

There exist another approach to study the problems in quantum information theory - the graph theoretical approach. Along this line of research, Braunstein et.al. [12] have started with any graph $G$ and then associate a specific mixed quantum state with it. Therefore, the mixed state described by the density matrix, which is associated with any graph $G$ is known as density matrix of graph $G$. In this way, they have introduced the concept of density matrices of graph to study the graphical representation of quantum states and their properties. The entanglement properties of the mixed density matrices obtained from the combinatorial Laplacians has been studied in [13]. A. Cabello et.al. [14] used graph to characterize the correlations with respect to different sets of probabilities obtained through non-contextual theories, quantum theory and more general probabilistic theories. M. Ray et.al. [15] have taken graph theoretical approach to find the minimum quantum dimension required for performing given quantum task by identifying quantum dimension witnesses. The graphical characterization of the entanglement properties of the grid states has been studied in [16]. The separability problem of bipartite quantum states generating from graphs has been studied in [17].

In this work, we will study the entanglement detection problem using the graph theoretical approach. But our approach is different from the other graph-theoretical approaches that are existing in the literature. In the existing graph theoretical approaches, the density matrices are generated from the Laplacian of the given graph but in our approach, we have constructed an unital map that take the density matrices as the input and at the output, it provides the input density matrix together with other matrix $L$. Later, we prove that the matrix $L$ satisfies all the properties of Laplacian. Then we can construct a graph corresponding to each Laplacian at the output of the map. Further, we will show that the entanglement property of the quantum states can be studied using the eigenvalues of the generated Laplacian.

The work can be distributed in different sections in the following way: In section-II, we discuss about the basics of graph theory and its terminology. In particular, we will talk about a simple weighted graph that may be associated with the quantum state described by the density matrix. In section-III, we revisit few results that have been obtained earlier in the literature. In section-IV, we construct a unital map and study the properties of the map. Also, we have discussed the physical interpretation of the total degree of the graph corresponding to
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the Laplacian generated at the output of the map. In section-V, we derive the necessary condition to test whether a given quantum state described by the density operator \( \rho \) is either a pure state or mixed state. In section-VI, we study the PPT criterion in terms of the eigenvalues of the given \( d_1 \otimes d_2 \) dimensional bipartite state and the corresponding Laplacian. In section-VII, we study the entanglement properties using the graph terminology.

II. BASICS OF GRAPH THEORY AND THE ASSOCIATED TERMINOLOGY

Let \( G = (V, E) \) be a simple weighted graph (may or may not be connected) with vertex set \( V = \{v_1, v_2, \ldots, v_n\} \) and edge set \( E \). If the two vertices \( v_i \) and \( v_j \) are connected by an edge \( e_{ij} \) then we write \( i \sim j \). A graph is said to be a simple graph if it has no loops and multiple edges. If we assigned a weight \( w_{i,j} \) to each edge \( e_{i,j} \) in a graph \( G \) then the graph is known as a weighted graph. The weight \( w_{i,j} \) associated to each edge is usually a positive number. If \( w_i \) denote the weight of the vertex \( v_i \) then it can be defined as \( w_i = \sum_{i=1}^{n} w_{i,k}. \) If \( w_{i,j} = 1 \) for all edges \( e_{i,j} \), then the graph will become an unweighted graph. Let us now consider an unweighted graph \( G' \) which has \( n \) vertices \( u_i \), \( i = 1, \ldots, n \). If \( A(G') \) denote the adjacency matrix of the graph \( G' \) then adjacency matrix can be defined as \( n \times n \) matrix \([a_{ij}]\) where \( a_{ij} \) is given by

\[
a_{ij} = \begin{cases} 1, & \text{if } i \sim j \\ 0, & \text{if } i \not\sim j \end{cases}
\]

The Laplacian matrix \( L(G') \) of the graph \( G' \) may be defined as \( L(G') = \Delta(G') - A(G') \), where \( \Delta(G') \) denote the diagonal matrix whose diagonal entries represent the degree \( d_i \) of each vertex \( u_i \) of the graph \( G' \). Therefore, the Laplacian matrix \( L(G') = [l'_{ij}] \) of an unweighted graph \( G' \) is given by

\[
l'_{ij} = \begin{cases} d_i, & \text{if } i = j \\ -1, & \text{if } i \not\sim j \\ 0, & \text{if } i \not\sim j, i \not= j \end{cases}
\]

Analogously, The Laplacian matrix \( L(G) \) of the weighted graph \( G \) is defined as the \( n \times n \) matrix \( L(G) = [l_{ij}] \), where

\[
l_{ij} = \begin{cases} w_i, & \text{if } i = j \\ -w_{i,j}, & \text{if } i \not\sim j \\ 0, & \text{if } i \not\sim j, i \not= j \end{cases}
\]

The Laplacian matrix \( L(G) \) is a real symmetric matrix. Using the fact that \( L(G) \) is a real symmetric matrix and Gershgorin’s theorem, it can be shown that the eigenvalues of \( L(G) \) are non-negative real numbers [13]. Thus \( L(G) \) represent a positive semi-definite matrix.

There exist a vast literature [19–24] on Laplacian eigenvalues and their relation to various properties of the simple unweighted graph but there exist few literatures [25–28] that studied the properties of the Laplacian matrix of the simple weighted graph. In this work, we will design the simple weighted graph corresponding to the Laplacian generated as a output of the constructed linear positive unital map.

III. PRELIMINARY RESULTS

In this section, we recapitulate the important results obtained in the previous works and then we will use these results in the forthcoming sections.

Result-1 [29]: If \( X \) and \( Y \) denote two \( n \times n \) Hermitian matrices then we have

\[
\lambda_{\text{min}}[X] \text{tr}[Y] \leq \text{tr}[XY] \leq \lambda_{\text{max}}[X] \text{tr}[Y] \tag{4}
\]

where \( \lambda_{\text{min}}[X] \) and \( \lambda_{\text{max}}[X] \) denote the minimum and maximum eigenvalue of \( X \). \( \text{tr}[.] \) denote the trace of the matrix \([.]\).

Result-2: Let \( X, Y \in M_n \) be Hermitian matrices and let the \( i \)th eigenvalues of \( X, Y \) and \( X + Y \) be denoted by \( \lambda_i[X], \lambda_i[Y], \lambda_i[X+Y] \). For \( k = 1, 2, 3, \ldots, n \), the Weyl’s inequality [30] is given by

\[
\lambda_k[X] + \lambda_{\text{min}}[Y] \leq \lambda_k[X + Y] \leq \lambda_k[X] + \lambda_{\text{max}}[Y] \tag{5}
\]

where \( M_n \) denote the set of \( n \times n \) Hermitian matrices and \( \lambda_{\text{min}}(Y), \lambda_{\text{max}}(Y) \) denotes the minimum and maximum eigenvalues of \( Y \), respectively.

Result-3: Let \( \Phi : M(n) \rightarrow M(k) \) be a positive unital linear map. \( M(n) \) and \( M(k) \) denote the set of all matrices of order \( n \) and \( k \) respectively. For every \( n \times n \) Hermitian matrix \( A \), the inequality given below follows:

\[
[\Phi(A)]^2 \leq \Phi(A^2) \tag{6}
\]

The inequality [5] is known as Kadison’s inequality [31].

Result-4 [32]: Let \( C \) be an \( n \times n \) complex matrix with real eigenvalues \( \lambda[C] \). Then

\[
m - s\sqrt{n - 1} \leq \lambda_{\text{min}}[C] \leq m - \frac{s}{\sqrt{n - 1}} \tag{7}
\]

where \( m = \frac{\text{tr}[C]}{n} \) and \( s^2 = \frac{\text{tr}[C^2]}{n} - m^2 \).

Result-5 [18]: If a simple connected weighted graph of order \( n \) represented by \( G \) then

\[
\lambda_{\text{max}}[L] \leq \frac{1}{2} \max_{i \sim j} W[i, j] \tag{8}
\]

where \( L \) denote the Laplacian corresponding to the graph \( G \) and \( W[i, j] \) is given by [18]

\[
W[i, j] = w_i + w_j + \sum_{k \sim i} w_{ik} + \sum_{k \sim j} w_{jk} + \sum_{k \sim i, k \sim j} |w_{ij} - w_{jk}| \tag{9}
\]

IV. CONSTRUCTION OF A UNITAL MAP

In this section, we construct a map that may provide Laplacian at the output and also study the properties of the constructed
In particular, we can consider the domain described by the density matrices of order $d$ where the input state described by the density matrix $D$ is symmetric and positive semi-definite. The map $L_{A}$ defined as

$$L_{A} = \begin{pmatrix} a_{11} & a_{12} & \ldots & a_{1n} \\ a_{21} & a_{22} & \ldots & a_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ a_{n1} & a_{n2} & \ldots & a_{nn} \end{pmatrix}, \quad a_{ij} \in R$$

(11)

The matrix $L_{A}$ can be constructed as

$$L_{A} = \begin{pmatrix} d_{1} & l_{12} & \ldots & l_{1n-1} & l_{1n} \\ l_{12} & d_{2} & \ldots & l_{2n-1} & l_{2n} \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ l_{1n-1} & l_{2n-1} & \ldots & d_{n-1} & l_{nn} \\ l_{1n} & l_{2n} & \ldots & l_{n-1n} & d_{n} \end{pmatrix}$$

(12)

where $l_{12} = -\frac{1}{2}(|a_{12}| + |a_{21}|)$, $l_{1n-1} = -\frac{1}{2}(|a_{1n-1}| + |a_{n-11}|)$, $l_{1n} = -\frac{1}{2}(|a_{1n}| + |a_{n1}|)$, $l_{2n-1} = -\frac{1}{2}(|a_{2n-1}| + |a_{n-12}|)$, $l_{2n} = -\frac{1}{2}(|a_{2n}| + |a_{n2}|)$, $l_{n-1n} = -\frac{1}{2}(|a_{n-1n}| + |a_{nn-1}|)$, $d_{i} = \sum_{j \neq i, j=1}^{n} l_{ij}$.

In particular, we can consider the domain $D \subset M_{n}(R)$ as the set of all $d_{1} \otimes d_{2}$ dimensional bipartite quantum states described by the density matrices of order $d_{1}d_{2} \times d_{1}d_{2}$. For the domain $D$, the map $\phi$ can be re-expressed as

$$\phi(\rho) = L_{\rho} + \rho$$

(13)

where

$$\rho = \begin{pmatrix} \rho_{1,1} & \rho_{1,2} & \ldots & \rho_{1,n} \\ \rho_{2,1} & \rho_{2,2} & \ldots & \rho_{2,n} \\ \vdots & \vdots & \ddots & \vdots \\ \rho_{n,1} & \rho_{n,2} & \ldots & \rho_{n,n} \end{pmatrix}$$

(14)

The matrix $L_{\rho}$ corresponding to the matrix $\rho$ can be defined as

$$L_{\rho} = \begin{pmatrix} d_{1} & l_{12} & \ldots & l_{1,n-1} & l_{1n} \\ l_{12} & d_{2} & \ldots & l_{2,n-1} & l_{2n} \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ l_{1,n-1} & l_{2,n-1} & \ldots & d_{n-1} & l_{n-1,n} \\ l_{1n} & l_{2n} & \ldots & l_{n-1n} & d_{n} \end{pmatrix}$$

(15)

where $l_{i,j} = -|\rho_{i,j}|$, $i < j$; $i,j = 1,2,...,n$, $d_{i} = \sum_{j \neq i, j=1}^{n} l_{ij}$.

It can be easily seen that the matrix $L_{\rho}$ satisfies the following:

1. $L_{\rho}$ is symmetric and positive semi-definite.
2. The smallest eigenvalue of $L_{\rho}$ is zero and $(1,1,1,...,1)$ represent an eigenvector corresponding to the smallest eigenvalue. Thus, the matrix $L_{\rho}$ act as a Laplacian corresponding to the matrix $\rho$.

### A. Properties of the map $\phi$

We are now in a position to discuss the properties of the map $\phi$ defined in (10).

**P-1:** The map $\phi$ is linear.

**Proof:** Let $A_{1}$ and $A_{2}$ be two matrices of the same order. Then

$$\phi(A_{1} + A_{2}) = L_{A_{1} + A_{2}} + (A_{1} + A_{2})$$

(16)

Case-I: If all off diagonal elements of the matrices $A_{1}$ and $A_{2}$ are positive real numbers then $|a_{ij}| = a_{ij}, i \neq j, i,j = 1,2,...,n$. Therefore, we have

$$L_{A_{1} + A_{2}} = L_{A_{1}} + L_{A_{2}}$$

(17)

Case-II: If all off diagonal elements of the matrices $A_{1}$ and $A_{2}$ are negative real numbers then $|a_{ij}| = -a_{ij}, i \neq j, i,j = 1,2,...,n$. Therefore, in this case also, we get

$$L_{A_{1} + A_{2}} = L_{A_{1}} + L_{A_{2}}$$

(18)

Thus, in any case, the linearity property on the Laplacian holds. Therefore, we have

$$\phi(A_{1} + A_{2}) = L_{A_{1}} + L_{A_{2}} + A_{1} + A_{2}$$

$$= (L_{A_{1}} + A_{1}) + (L_{A_{2}} + A_{2})$$

$$= \phi(A_{1}) + \phi(A_{2})$$

(19)

**P-2:** The map $\phi$ is unital i.e. $\phi(I) = I$.

**Proof:** It follows from the definition of the map $\phi$.

**P-3:** If the input matrix $A$ is Hermitian and positive semi-definite then $\phi(A)$ is also positive-semi-definite.

**Proof:** Let $\lambda_{\min}(\cdot)$ be minimum eigenvalue of $(\cdot)$. Since $A$ and $L_{A}$ are Hermitian matrices so from Weyl’s inequality, we have

$$\lambda_{\min}(A) + \lambda_{\min}(L_{A}) \leq \lambda_{\min}(A + L_{A}) = \lambda_{\min}(\phi(A))$$

(20)

Since $L_{A}$ denote the Laplacian corresponding to the density matrix $A$ so $\lambda_{\min}(L_{A}) = 0$. Therefore, (20) reduces to

$$\lambda_{\min}(A + L_{A}) = \lambda_{\min}(\phi(A)) \geq \lambda_{\min}(A) \geq 0$$

(21)

The last inequality follows from the positive semi-definiteness of $A$. Hence proved.

### B. Physical interpretation of the total degree of the graph corresponding to the Laplacian $L_{\rho}$

To start with, let us recall the quantum state in $d_{1} \otimes d_{2}$ dimensional space described by the density matrix $\rho$ given in (14). The Laplacian corresponding to $\rho$ is denoted by $L_{\rho}$ which is given in (12). Let $G$ be the simple weighted graph for the Laplacian $L_{\rho}$ and let $d_{G}$ be total degree of the graph $G$. Then $d_{G}$ can be expressed as

$$d_{G} = Tr[L_{\rho}] = d_{1} + d_{2} + ... + d_{n}$$

$$= \sum_{i,j \neq i} |\rho_{ij}|$$

(22)
where $C_1(\rho)$ denote the $l_1$-norm of quantum coherence, which is defined as the summation of modulus of the off-diagonal terms of given quantum state $\rho$. Thus, the total degree of the graph $G$ corresponding to the Laplacian of the density matrix $\rho$ can be interpreted as the $l_1$-norm of the coherence of the state $\rho$.

V. NECESSARY CONDITION FOR THE DETERMINATION OF THE PURITY OF A QUANTUM STATE

A quantum system can exist in two forms: a pure state or a mixed state. A pure state is a projector while the mixed state can be expressed as a convex combination of pure states. It is not always possible to prepare a pure state in the laboratory due to noisy environment. Thus, it is an important issue for the experimentalist to ascertain whether the state prepared in the laboratory is the pure state or the mixed state. To probe this, some method is needed by which pure state and mixed state can be identified. The oldest and easiest method that can be adopted to discriminate pure and mixed state is the following:

(i) $Tr(\rho^2) = 1$, if the state is pure.
(ii) $Tr(\rho^2) < 1$, if the state $\rho$ is a mixed state.

We need two copies of the state to implement this method. Linear entropy is another possible way to distinguish pure and mixed state. It is a quantity that can quantify the amount of mixedness in the quantum state. The linear entropy $S_L$ for the $d \times d$ density matrix $\rho$ can be defined as

$$S_L = \frac{d^2}{d^2 - 1} \left(1 - Tr(\rho^2)\right)$$

In case of pure state, $S_L = 0$ while $0 < S_L \leq 1$ holds for mixed state.

The linear entropy involves non-linear functional of the quantum state and thus the value of the linear entropy depends on the $d^2 - 1$ parameter of the quantum state. All the unknown parameters of the quantum state can be determined by tomography. The method of tomography needs lot of measurements to get the information about the state parameter and the number of measurement increases as the dimension of the system increases. Additionally, tomography is very expensive in terms of resources also. Thus, in order to bypass the procedure of tomography, Ekert et al. [33] have devised the quantum network, which is controlled by input data. This method require only to estimate $d - 1$ parameters to extract the information about $d^2-1$ parameters of $d \times d$ density matrix $\rho$. Generalised uncertainty relation can be used to discriminate pure and mixed bipartite qutrit system [33].

We are now in a position to discuss the detection pure and mixed quantum system using graph theoretical approach. Our criterion depends on the linear function of $\rho$. Thus, our method requires single copy of the quantum state to test whether the state is pure or mixed.

**Theorem-1:** If the density operator $\rho$ represent a pure quantum state then

$$Det(L_\rho + \rho - I) \leq 0$$

where $Det(\cdot)$ denote the determinant and $L_\rho$ denote the laplacian associated with the density operator $\rho$.

**Proof:** Since the density operator $\rho$ is Hermitian so using Result-3, we can re-express Kadison’s inequality in terms of $\rho$ as

$$[\Phi(\rho)]^2 \leq \Phi(\rho^2)$$

If the quantum state $\rho$ is pure then we have

$$\rho^2 = \rho$$

Combining (25) and (26), we get

$$[\Phi(\rho)]^2 \leq \Phi(\rho)$$

$$\Rightarrow (L_\rho + \rho)^2 \leq L_\rho + \rho$$

$$\Rightarrow (L_\rho + \rho)(L_\rho + \rho - I) \leq 0$$

$$\Rightarrow \Phi(\rho)(L_\rho + \rho - I) \leq 0$$

Taking determinant both sides, we get

$$Det[\Phi(\rho)(L_\rho + \rho - I)] \leq 0$$

$$\Rightarrow Det[\Phi(\rho)].Det[L_\rho + \rho - I] \leq 0$$

Since $\Phi(\rho)$ is positive so we have

$$Det(L_\rho + \rho - I) \leq 0$$

Hence proved.

**Corollary-1:** If the state $\rho$ represent a pure state then the operator $L_\rho + \rho - I$ has odd number of negative eigenvalues.

**Illustration-1:** To illustrate Theorem-1, let us consider a two-qubit pure state $|\psi\rangle$ of the form

$$|\psi\rangle = \frac{1}{2} |00\rangle + \frac{1}{2} |01\rangle + \frac{1}{4} |10\rangle + \sqrt{\frac{7}{16}} |11\rangle$$

The density operator $\rho_{|\psi\rangle}$ of the state $|\psi\rangle$ is given by

$$\rho_{|\psi\rangle} = \left(\begin{array}{ccc}
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} & \frac{1}{4} \\
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} & \frac{1}{4} \\
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} & \frac{1}{4} \\
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} & \frac{1}{4}
\end{array}\right)$$

The Laplacian associated with the density matrix $\rho_{|\psi\rangle}$ is given by

$$L_{\rho_{|\psi\rangle}} = \left(\begin{array}{cccc}
\frac{3}{8} + \frac{\sqrt{7}}{8} & -\frac{1}{8} & -\frac{1}{8} & -\frac{\sqrt{7}}{8} \\
-\frac{1}{8} & \frac{3}{8} + \frac{\sqrt{7}}{8} & -\frac{1}{8} & -\frac{\sqrt{7}}{8} \\
-\frac{1}{8} & -\frac{1}{8} & \frac{3}{8} + \frac{\sqrt{7}}{8} & -\frac{1}{8} \\
-\frac{\sqrt{7}}{8} & -\frac{\sqrt{7}}{8} & -\frac{1}{8} & \frac{3}{8} + \frac{\sqrt{7}}{8}
\end{array}\right)$$

If $I_d$ denote the $4 \times 4$ identity matrix then the value of the determinant of the operator $L_{\rho_{|\psi\rangle}} + \rho_{|\psi\rangle} - I_d$ is given by

$$Det[L_{\rho_{|\psi\rangle}} + \rho_{|\psi\rangle} - I_d] = -0.00027059 < 0$$

Thus, Theorem-1 is verified. Also, one can easily verify that there are three negative eigenvalues and one positive eigenvalue of the operator $L_{\rho_{|\psi\rangle}} + \rho_{|\psi\rangle} - I_d$. This verify the
corollary-1.

**Theorem-2:** If $\text{Det}(L_\rho + \rho - I) > 0$ then the state described by the density operator $\rho$ is a mixed state.

**Corollary-2:** If the operator $L_\rho + \rho - I$ has either all eigenvalues positive or even number of negative eigenvalues then the density operator $\rho$ represent a mixed state.

**Illustration-2:** Let us take a $2 \otimes 4$ dimensional bipartite quantum state described by the density operator $\rho_1$, which is given by

$$
\rho_1 = \begin{pmatrix}
\frac{1}{8} & 0 & 0 & 0 & \frac{1}{8} & 0 & 0 & \frac{1}{8} \\
0 & \frac{1}{8} & 0 & 0 & 0 & \frac{1}{8} & 0 & 0 \\
0 & 0 & \frac{1}{8} & 0 & 0 & \frac{1}{8} & 0 & 0 \\
0 & 0 & 0 & \frac{1}{8} & 0 & 0 & \frac{1}{8} & 0 \\
\frac{1}{8} & 0 & 0 & \frac{1}{8} & 0 & 0 & \frac{1}{8} & 0 \\
0 & 0 & 0 & 0 & \frac{1}{8} & 0 & 0 & \frac{1}{8} \\
\frac{1}{8} & 0 & 0 & 0 & 0 & \frac{1}{8} & 0 & 0 \\
\frac{1}{8} & 0 & 0 & 0 & 0 & 0 & \frac{1}{8} & 0
\end{pmatrix}
$$

(34)

The Laplacian associated with the density matrix $\rho_1$ is given by

$$
L_{\rho_1} = \begin{pmatrix}
\frac{2}{81} & 0 & 0 & 0 & -\frac{2}{81} & 0 & 0 & -\frac{2}{81} \\
0 & \frac{2}{81} & 0 & 0 & 0 & -\frac{2}{81} & 0 & 0 \\
0 & 0 & \frac{2}{81} & 0 & 0 & -\frac{2}{81} & 0 & 0 \\
0 & 0 & 0 & \frac{2}{81} & 0 & 0 & -\frac{2}{81} & 0 \\
-\frac{2}{81} & 0 & 0 & -\frac{2}{81} & 0 & 0 & -\frac{2}{81} & 0 \\
0 & 0 & -\frac{2}{81} & 0 & 0 & \frac{2}{81} & 0 & 0 \\
0 & 0 & 0 & -\frac{2}{81} & 0 & 0 & \frac{2}{81} & 0 \\
0 & 0 & 0 & 0 & \frac{2}{81} & 0 & 0 & \frac{2}{81}
\end{pmatrix}
$$

(35)

If $I_8$ denote the $8 \times 8$ identity matrix then the value of the determinant of the operator $L_{\rho_1} + \rho_1 - I_8$ is given by

$$
\text{Det}[L_{\rho_1} + \rho_1 - I_8] \simeq 0.2188278 > 0
$$

(36)

From (36), we can conclude that the state described by the density matrix $\rho_1$ is a mixed state. Moreover, we find that all eigenvalues of the operator $L_{\rho_1} + \rho_1 - I_8$ are negative. Thus, the number of negative eigenvalues are even and hence this verify the corollary-2.

### VI. PPT CRITERION IN TERMS OF LAPLACIAN FOR $d_1 \otimes d_2$ DIMENSIONAL SYSTEM

In this section, we derive few criterion based on (i) the spectrum of the density matrix of the state under investigation and (ii) the spectrum of the Laplacian corresponding to the density matrix. The criterion may serve to identifying PPT states and also take part in detecting the NPTES. We then illustrate our criterion by taking few examples of quantum states in higher dimensional system.

#### A. Few PPT Criterion

Firstly, we will derive the separability criterion for a bipartite quantum state which is proved to be necessary and sufficient in $2 \otimes 2$ dimensional system. Then we will show that the condition is only sufficient for the $d_1 \otimes d_2$ dimensional bipartite PPT state where either $d_1, d_2 \geq 3$ or $d_1 = 2, d_2 > 3$. Secondly, we deduce PPT criterion for $d_1 \otimes d_2$ dimensional bipartite state in terms of the minimum eigenvalue of the probe state and its corresponding Laplacian.

**Theorem-3:** The state described by the density operator $\rho_{AB}^{2\otimes 2}$ in $2 \otimes 2$ dimensional system is a separable state if and only if

$$
\lambda_{\min}[L_{\rho_{AB}^{2\otimes 2}} + (\rho_{AB}^{2\otimes 2}) T_B] \geq 0
$$

(37)

where $T_B$ denote the partial transposition with respect to the system $B$ and $L_{\rho_{AB}^{2\otimes 2}}$ represent the laplacian corresponding to the density operator $\rho_{AB}^{2\otimes 2}$.

**Proof:** For $2 \otimes 2$ dimensional system, the state $\rho_{AB}^{2\otimes 2}$ is separable iff $(\rho_{AB}^{2\otimes 2}) T_B \geq 0$. This implies

$$
\lambda_{\min}[(\rho_{AB}^{2\otimes 2}) T_B] \geq 0
$$

(38)

Using the Result-2 given in (5) on two Hermitian operators $\rho_{AB}$ and $L_{\rho_{AB}}$, we get

$$
\lambda_{\min}[L_{\rho_{AB}^{2\otimes 2}} + (\rho_{AB}^{2\otimes 2}) T_B] \geq \lambda_{\min}[L_{\rho_{AB}^{2\otimes 2}}] + \lambda_{\min}[(\rho_{AB}^{2\otimes 2}) T_B]
$$

(39)

Since $L_{\rho_{AB}^{2\otimes 2}}$ is the Laplacian so $\lambda_{\min}[L_{\rho_{AB}^{2\otimes 2}}] = 0$. Therefore, the inequality (39) reduces to

$$
\lambda_{\min}[L_{\rho_{AB}^{2\otimes 2}} + (\rho_{AB}^{2\otimes 2}) T_B] \geq \lambda_{\min}[(\rho_{AB}^{2\otimes 2}) T_B]
$$

(40)

Using (38) and (40), we get the required result.

One may note that the necessary and sufficient condition given in Theorem-3 also holds for $2 \otimes 3$ dimensional bipartite system but the condition is only sufficient in the higher dimensional system because of the existence of positive partial transpose entangled states (PPTES). Thus, theorem-3 may be modified for the higher dimensional system in the following way:

**Theorem-4:** If any bipartite state in $d_1 \otimes d_2$ (either $d_1, d_2 \geq 3$ or $d_1 = 2, d_2 > 3$), dimensional system described by the density operator $\rho_{AB}^{d_1 \otimes d_2}$ represent a positive partial transpose state then it satisfies the inequality

$$
\lambda_{\min}[L_{\rho_{AB}^{d_1 \otimes d_2}} + (\rho_{AB}^{d_1 \otimes d_2}) T_B] \geq 0
$$

(41)

We note here that the condition (41) is only sufficient for $d_1 \otimes d_2$ dimensional system while the condition (37) is necessary and sufficient for $2 \otimes 2$ and $2 \otimes 3$ dimensional system.

**Corollary-4:** If any arbitrary $d_1 \otimes d_2$ dimensional bipartite state $\rho_{AB}^{d_1 \otimes d_2}$ satisfies the inequality

$$
\lambda_{\min}[L_{\rho_{AB}^{d_1 \otimes d_2}} + (\rho_{AB}^{d_1 \otimes d_2}) T_B] < 0
$$

(42)

then the state $\rho_{AB}^{d_1 \otimes d_2}$ is negative partially transposed entangled state (NPTES).

Next our task is to derive few other criterion based on the maximum and minimum eigenvalues of the Laplacian of the given state that may identify whether the given state is a PPT state or not? These conditions are necessary conditions and hence they are of particular importance.
Theorem-5: If any arbitrary full rank $d_1 \otimes d_2$ dimensional state described by the density operator $\rho$ satisfies the inequality
\[
\lambda_{\min}(\rho) \geq \lambda_{\max}(L^T_{\rho^{T_B}}) - \lambda_{\min}(L^T_{\rho^{T_B}})
\] (43)
then the state $\rho$ is either separable state or PPTES.

Proof: To start with, let us consider the functional $Tr[(L_{\rho} + \rho^{T_B})\rho]$.
\[
Tr[(L_{\rho} + \rho^{T_B})\rho] = Tr[L_{\rho}\rho^{T_B}] + Tr[\rho\rho^{T_B}]
\]
\[
= Tr[L^{T_B}_{\rho}\rho] + Tr[\rho\rho^{T_B}]
\]
\[
\geq \lambda_{\min}[L^{T_B}] + \lambda_{\min}[\rho^{T_B}]
\] (44)
We may now proceed further with the inequality (44) that may be re-expressed as
\[
\lambda_{\min}[L^{T_B}] + \lambda_{\min}[\rho] \leq Tr[(L_{\rho} + \rho^{T_B})\rho]
\]
\[
= Tr[(L_{\rho} + \rho^{T_B})\rho^{T_B}]
\]
\[
= Tr[(L^{T_B}_{\rho} + \rho^{T_B})\rho]
\]
\[
\leq \lambda_{\max}[L^{T_B} + \rho^{T_B}]
\]
\[
\leq \lambda_{\max}[L^{T_B}] + \lambda_{\min}[\rho^{T_B}]
\] (45)
Rearranging the terms of the inequality (45), we get
\[
\lambda_{\min}[\rho^{T_B}] \geq \lambda_{\min}[\rho] - \lambda_{\max}[L^{T_B}] - \lambda_{\min}[L^{T_B}]
\] (46)

Therefore, if a quantum state $\rho$ satisfies the inequality $\lambda_{\min}[\rho] \geq \lambda_{\max}[L^{T_B}] - \lambda_{\min}[L^{T_B}]$, then $\lambda_{\min}[\rho^{T_B}] \geq 0$.

Thus, the state $\rho$ represent either a separable state or bound entangled state. Hence proved.

Corollary-5: If the inequality (43) is violated by any quantum state $\rho$ then the state may or may not be NPTES. Now it can be seen that the criterion given in (43) depends on the partial transposition of the Laplacian of the given state but since partial transposition is not a physical operation so it cannot be implemented in the laboratory. Therefore, the above theorem and corollary that involve partial transposition operation, cannot be used in an experiment for the detection of positive partial transpose states. Thus, we need to modify Theorem-5 in such a way so that we can avoid partial transposition operation in deducing the condition for the detection of positive partial transpose states. Hence we need to modify Theorem-5 in such a way so that we can avoid partial transposition operation but can discriminate between positive partial transpose states and negative partial transpose states. The modified criterion can be expressed by the following theorem:

Theorem-6: If a full rank state $\rho$ that exist in $d_1 \otimes d_2$ dimensional system satisfies the inequality
\[
\lambda_{\min}[\rho] \geq \lambda_{\max}[L_{\rho}]
\] (47)
then the state $\rho$ is either separable state or PPTES.

Proof: Let us begin with the functional $Tr[(L_{\rho} + \rho^{T_B})\rho]$. The lower bound of $Tr[(L_{\rho} + \rho^{T_B})\rho]$ can be derived as
\[
Tr[(L_{\rho} + \rho^{T_B})\rho] = Tr[L_{\rho}\rho] + Tr[\rho\rho^{T_B}]
\]
\[
\geq \lambda_{\min}[L_{\rho}] + \lambda_{\min}[\rho]
\] (48)
The inequality (48) may be written as
\[
\lambda_{\min}[L_{\rho}] + \lambda_{\min}[\rho] \leq Tr[(L_{\rho} + \rho^{T_B})\rho]
\]
\[
\leq \lambda_{\max}[L_{\rho} + \rho^{T_B}]
\]
\[
\leq \lambda_{\max}[L_{\rho}] + \lambda_{\min}[\rho^{T_B}]
\] (49)
Considering the fact that $\lambda_{\min}[L_{\rho}] = 0$ and then rearranging the terms of the inequality (49), we get
\[
\lambda_{\min}[\rho^{T_B}] \geq \lambda_{\min}[\rho] - \lambda_{\max}[L_{\rho}]
\] (50)
If we now further consider that $\lambda_{\min}[\rho] \geq \lambda_{\max}[L_{\rho}]$ then $\lambda_{\min}[\rho^{T_B}] \geq 0$ and thus we can conclude that the state under investigation will be either separable state or bound entangled state, that is, a positive partial transpose state.

B. Examples

Example-1: Let us consider a $2 \otimes 2$ dimensional bipartite system $AB$ described by the density operator $\rho_{AB}$. It is given by
\[
\rho_{AB} = \begin{pmatrix}
0.1 & 0 & 0 & 0 \\
0 & 0.2 & x & 0 \\
0 & x & 0.4 & 0 \\
0 & 0 & 0 & 0.3
\end{pmatrix}, 0 \leq x \leq 0.283
\] (51)
If $\rho_{T_B}^{AB}$ denote the partial transposition of the state $\rho_{AB}$ then the eigenvalues of $\rho_{T_B}^{AB}$ are given by
\[
\lambda_1[\rho_{T_B}^{AB}] = 0.4, \lambda_2[\rho_{T_B}^{AB}] = 0.2,
\]
\[
\lambda_3[\rho_{T_B}^{AB}] = \frac{1}{5} + \frac{1}{10} \sqrt{1 + 100x^2},
\]
\[
\lambda_4[\rho_{T_B}^{AB}] = \frac{1}{5} - \frac{1}{10} \sqrt{1 + 100x^2}
\] (52)
The minimum eigenvalue of $\rho_{T_B}^{AB}$ is given by
\[
\lambda_{\min}[\rho_{T_B}^{AB}] = \frac{1}{5} - \frac{1}{10} \sqrt{1 + 100x^2} \geq 0, \text{for } 0 \leq x \leq 0.173
\]
\[
\leq 0, \text{for } 0.173 < x \leq 0.283
\] (53)
Therefore, the state $\rho_{AB}$ is separable for $0 \leq x \leq 0.173$ while it is entangled for $0.173 < x \leq 0.283$. If $L_{T_B}^{AB}$ denote the Laplacian associated with the density matrix $\rho_{AB}$ then it is given by
\[
L_{T_B}^{AB} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & x & -x & 0 \\
0 & -x & 0 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}, 0 \leq x \leq 0.283
\] (54)
The eigenvalues of $L_{T_B}^{AB}$ are given by $0, 0, 0, 2x$. The eigenvalues of the partial transposition of $L_{T_B}^{AB}$, which is denoted by $L_{T_B}^{T_B}^{AB}$ are given by $-x, x, x, x$.
Now we are in a position to make the following observation:

Observation-1: The minimum eigenvalue of $L_{T_B}^{AB} + \rho_{T_B}^{T_B}$ is
Let us now consider a dimensional bipartite system described by the density operator \( \rho \). It is given by

\[
\rho_2 = \begin{pmatrix}
\frac{1}{8} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{1}{8} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{8} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{8} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{8} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{8} & 0 & 0 \\
\frac{1}{8} & 0 & 0 & 0 & 0 & 0 & \frac{1}{8} & 0 \\
0 & \frac{1}{8} & 0 & 0 & 0 & 0 & 0 & \frac{1}{8}
\end{pmatrix},
\]

(55)

The eigenvalues of \( \rho_2 \) are given by

\[
\mu_1 = \frac{97}{648} > \mu_2 = \mu_3 = \mu_4 = \mu_5 = \mu_6 = \mu_7 = \frac{1}{8} \geq \mu_8 = \frac{65}{648}
\]

(56)

In this example, we can find that the partial transposed state \( \rho_2^T_B \) is identical with the state \( \rho_2 \). Thus, we have

\[
\rho_2 = \rho_2^T_B
\]

(57)

It has been shown that the state \( \rho_2 \) is a separable state [35]. If \( L_{\rho_2} \) and \( L_{\rho_2}^T_B \) denote the Laplacian and partial transposition of the Laplacian associated with the density matrix \( \rho_2 \) then they are given by

\[
L_{\rho_2} = L_{\rho_2}^T_B = \begin{pmatrix}
\frac{2}{81} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{81} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\frac{1}{81} & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{pmatrix},
\]

(58)

Therefore, the eigenvalues of \( L_{\rho_2} = L_{\rho_2}^T_B \) are given by

\[
0, 0, 0, 0, 0, \frac{2}{81}, \frac{4}{81}
\]

Now we observe the following facts:

**Observation-1:** It can be easily verified that the minimum eigenvalue \( \lambda_{\min}[L_{\rho_2} + \rho_2^T_B] \) is greater than zero. Thus according to the Theorem-4, we can infer that the state \( \rho_2 \) is a PPT state. But using Theorem-4, we are unable to tell that whether the state \( \rho_2 \) is separable state or PPTES.

**Observation-2:** The state \( \rho_2 \) represent a full rank state. Now, going through the eigenvalues of \( \rho_2 \) given in (56), we can determine that \( \lambda_{\min}[\rho_2] = \frac{65}{648} \). Thus, we have

\[
\lambda_{\min}[\rho_2] = \frac{65}{648} > \lambda_{\max}[L_{\rho_2}^T_B] - \lambda_{\min}[L_{\rho_2}^T_B] = \frac{4}{81}
\]

(59)

Hence, Theorem-5 is satisfied for the state \( \rho_2 \).

**Observation-3:** Since the state \( \rho_2 \) is a full rank state so we can apply Theorem-6. We can then easily verify Theorem-6 for the state \( \rho_2 \).

**VII. GRAPHICAL INTERPRETATION**

Here, we will discuss the graphical interpretation of results given in section-VA. We will show that PPT criterion of a quantum state can be interpreted through the properties of a graph associated with the quantum states.

**Theorem-3A:** The state described by the density operator \( \rho^{2\otimes 2} \) in \( 2 \otimes 2 \) dimensional system is a separable state if and only if

\[
0 \leq \lambda_{\min}[L_{\rho^{2\otimes 2}} + (\rho^{2\otimes 2})^T_B] \leq 1 + d_G
\]

(60)

where \( d_G \) denote the total degree of the graph \( G \) associated with the density operator \( \rho^{2\otimes 2} \).

**Proof:** The lower bound of \( \lambda_{\min}[L_{\rho^{2\otimes 2}} + (\rho^{2\otimes 2})^T_B] \) may be verified from the inequality (37) given in Theorem-3. Now our task is to derive the upper bound. The state \( \rho^{2\otimes 2} \) in \( 2 \otimes 2 \) dimensional system is a separable state if and only if its partial transposed form denoted by \( (\rho^{2\otimes 2})^T_B \) is a positive semi-definite operator. Further, since \( L_{\rho^{2\otimes 2}} \) is also a positive semi-definite operator so we can write

\[
Tr[L_{\rho^{2\otimes 2}} + (\rho^{2\otimes 2})^T_B] \geq \lambda_{\min}[L_{\rho^{2\otimes 2}} + (\rho^{2\otimes 2})^T_B]
\]

(61)

The inequality (61) can be further re-expressed as

\[
Tr[L_{\rho^{2\otimes 2}}] + Tr[(\rho^{2\otimes 2})^T_B] \geq \lambda_{\min}[L_{\rho^{2\otimes 2}} + (\rho^{2\otimes 2})^T_B] \Rightarrow d_G + 1 \geq \lambda_{\min}[L_{\rho^{2\otimes 2}} + (\rho^{2\otimes 2})^T_B]
\]

(62)

where we used the fact that \( Tr[(\rho^{2\otimes 2})^T_B] = 1 \) and \( Tr[L_{\rho^{2\otimes 2}}] = d_G \).
Combining Theorem-3 and the inequality (62), we get the required result.

**Theorem-3B:** If $\rho$ denote $d_1 \otimes d_2$ dimensional NPTES and if the graph $G$ corresponding to the density matrix $\rho$ is simple connected weighted graph then

\[
\lambda_{\text{min}}[L_{\rho} + \rho^{T_B}] \leq \frac{1}{2} \max_{i,j} W[i,j]
\]

where $W[i,j]$ is given by Result-5.

**Proof:** Let us start with $\lambda_{\text{min}}[L_{\rho} + \rho^{T_B}]$. Using Result-2, we get

\[
\lambda_{\text{min}}[L_{\rho} + \rho^{T_B}] \leq \lambda_{\text{max}}[L_{\rho}] + \lambda_{\text{min}}[\rho^{T_B}]
\]

\[
\leq \lambda_{\text{max}}[L_{\rho}]
\]

\[
\leq \frac{1}{2} \max_{i,j} W[i,j]
\]

(63)

The second inequality follows from the fact that the state $\rho$ is a NPTES and the last inequality follows from Result-5. Hence proved.

**Illustration-3:** Let us consider a state $\rho_3$, which is given by

\[
\rho_3 = \begin{pmatrix}
0.4 & 0.2 & 0.1 & 0.1 \\
0.2 & 0.3 & 0.2 & 0.1 \\
0.1 & 0.2 & 0.1 & 0.1 \\
0.1 & 0.1 & 0.1 & 0.1
\end{pmatrix}
\]

(65)

The partial transposed state $\rho_3^{T_B}$ can be expressed as

\[
\rho_3^{T_B} = \begin{pmatrix}
0.4 & 0.2 & 0.1 & 0.2 \\
0.2 & 0.3 & 0.1 & 0.1 \\
0.1 & 0.1 & 0.2 & 0.1 \\
0.2 & 0.1 & 0.1 & 0.1
\end{pmatrix}
\]

(66)

The eigenvalues of $\rho_3^{T_B}$ are: 0.7, 0.16, 0.14, -0.01. This shows that the state $\rho_3$ is a NPTES.

The Laplacian of the state described by the density operator $\rho_3$ is given by

\[
L_{\rho_3} = \begin{pmatrix}
0.4 & -0.2 & -0.1 & -0.1 \\
-0.2 & 0.5 & -0.2 & -0.1 \\
-0.1 & -0.2 & 0.4 & -0.1 \\
-0.1 & -0.1 & -0.1 & 0.3
\end{pmatrix}
\]

(67)

If $\lambda_{\text{min}}(L_{\rho_3} + \rho_3^{T_B})$ denote the minimum eigenvalue of $L_{\rho_3} + \rho_3^{T_B}$ then

\[
\lambda_{\text{min}}(L_{\rho_3} + \rho_3^{T_B}) = 0.3763
\]

(68)

Using (63), we can calculate $\max_{i,j} W[i,j]$ for the graph shown in figure 2 and it is given by

\[
\max_{i,j} W[i,j] = 0.9
\]

(69)

Therefore, the inequality (63) can be easily verified using (68) and (69).

**Theorem-4A:** For any $d_1 \otimes d_2$ dimensional positive partial transposed bipartite state $\rho^{d_1 \otimes d_2}$, the inequality

\[
1 + d_G \geq \lambda_{\text{min}}[L_{\rho^{d_1 \otimes d_2}} + (\rho^{d_1 \otimes d_2})^{T_B}]
\]

(70)

holds.

**Corollary-4A:** Let $d_G$ denote the total degree of the simple connected weighted graph $G$ associated with any arbitrary $d_1 \otimes d_2$ dimensional bipartite state $\rho^{d_1 \otimes d_2}$. If the state $\rho^{d_1 \otimes d_2}$ satisfies the inequality

\[
1 + d_G < \frac{1}{2} \max_{i,j} W[i,j] + \lambda_{\text{max}}[(\rho^{d_1 \otimes d_2})^{T_B}]
\]

(71)

then the state $\rho^{d_1 \otimes d_2}$ is negative partially transposed entangled state (NPTES).

**Proof:** Let us recall corollary-4. It implies that if

\[
\lambda_{\text{min}}[L_{\rho^{d_1 \otimes d_2}} + (\rho^{d_1 \otimes d_2})^{T_B}] < \lambda_{\text{max}}[(\rho^{d_1 \otimes d_2})^{T_B}]
\]

(72)

then the state $\rho^{d_1 \otimes d_2}$ is NPTES.

Using Result-4, the inequality (71) can be re-expressed as

\[
m < \sqrt{d_1 d_2 - 1}
\]

(73)

where

\[
m = \text{Tr}[L_{\rho^{d_1 \otimes d_2}} + (\rho^{d_1 \otimes d_2})^{T_B}]
\]

and

\[
s^2 = \text{Tr}[(L_{\rho^{d_1 \otimes d_2}} + (\rho^{d_1 \otimes d_2})^{T_B})^2 - (\text{Tr}[L_{\rho^{d_1 \otimes d_2}} + (\rho^{d_1 \otimes d_2})^{T_B}])^2]
\]

(74)

Simplifying the inequality (73), we get

\[
(1 + d_G)^2 < (d_1 d_2 - 1)(1 + \lambda_{\text{max}}[L_{\rho^{d_1 \otimes d_2}} + (\rho^{d_1 \otimes d_2})^{T_B}])
\]

\[
\Rightarrow (1 + d_G)^2 < (d_1 d_2 - 1)\lambda_{\text{max}}[L_{\rho^{d_1 \otimes d_2}} + (\rho^{d_1 \otimes d_2})^{T_B}](1 + d_G)
\]

\[
\Rightarrow 1 + d_G < \frac{1}{1 + d_G} \lambda_{\text{max}}[L_{\rho^{d_1 \otimes d_2}} + (\rho^{d_1 \otimes d_2})^{T_B}]
\]

(74)

The second line follows from Result-1. Moreover, using Result-2 on $\max_{i,j} W[i,j]$ further reduces to

\[
1 + d_G < \frac{1}{2} \max_{i,j} W[i,j] + \lambda_{\text{max}}[(\rho^{d_1 \otimes d_2})^{T_B}]
\]

(75)

The last inequality follows from Result-5.

**Theorem-7:** If any $d_1 \otimes d_2$ dimensional bipartite NPTES state described by the density operator $\rho$ then

\[
\lambda_{\text{min}}[\rho] \leq \frac{1}{2} \max_{i,j} W[i,j]
\]

(76)
where $W[i, j]$ is given by Result-5 for the simple connected weighted graph $G$ associated with the density operator $\rho$.

**Proof:** Let us recall the inequality (50), which can be re-expressed in the form as

$$\lambda_{\text{min}}[\rho] \leq \lambda_{\text{max}}[L_\rho] + \lambda_{\text{min}}[\rho^{T_B}]$$  \hspace{1cm} (77)

Since the state $\rho$ represents a NPTES so $\lambda_{\text{min}}[\rho^{T_B}] < 0$. Thus, we have

$$\lambda_{\text{min}}[\rho] \leq \lambda_{\text{max}}[L_\rho]$$  \hspace{1cm} (78)

The non-trivial upper bound of $\lambda_{\text{max}}[L_\rho]$ is given by the Result-5. Using Result-5, the inequality (78) reduces to

$$\lambda_{\text{min}}[\rho] \leq \frac{1}{2} \max_{i \sim j} W[i, j]$$  \hspace{1cm} (79)

Hence proved.

**Corollary-6:** If any $d_1 \otimes d_2$ dimensional full rank bipartite state described by the density operator $\rho$ satisfies the inequality

$$\lambda_{\text{min}}[\rho] > \frac{1}{2} \max_{i \sim j} W[i, j]$$  \hspace{1cm} (80)

then the full rank state $\rho$ must be a PPT state.

**Illustration-4:** The quantum state described by the density operator $\rho_5$ is given by

$$\rho_5 = \begin{pmatrix} 1 \frac{1}{20} & 0 & \frac{1}{20} \\ \frac{1}{20} & 3 \frac{1}{20} & 0 \\ 0 & 0 & \frac{1}{20} \frac{1}{20} \frac{1}{20} \\ \frac{1}{20} & 0 & -\frac{1}{20} \frac{1}{20} \frac{1}{20} \end{pmatrix}$$  \hspace{1cm} (81)

The eigenvalues of $\rho_5$ are as follows: $0.3309, 0.2809, 0.2191, 0.1691$. The Laplacian corresponding to the density matrix is given by

$$L_{\rho_5} = \begin{pmatrix} 1 \frac{1}{20} & -\frac{1}{20} & 0 & -\frac{1}{20} \\ -\frac{1}{20} & 3 \frac{1}{20} & 0 & 0 \\ 0 & 0 & \frac{1}{20} \frac{1}{20} \frac{1}{20} \\ -\frac{1}{20} & 0 & -\frac{1}{20} \frac{1}{20} \frac{1}{20} \end{pmatrix}$$  \hspace{1cm} (82)

[Graph illustration]

**Illustration-5:** Let us consider a $3 \otimes 3$ dimensional bipartite state $\rho_6$, which is given by

$$\rho_6 = \frac{1}{N} \begin{pmatrix} x & 0.01 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & a \\ z & x & 0 & z & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & x & z & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & z & x & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & z & x & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & z & y & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & z & y & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & z & y & 0 \\ a & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & y \end{pmatrix}$$  \hspace{1cm} (86)

where $N = 400a + 1$, $x = 50a$, $y = \frac{5a+1}{2}$, $z = 0.01$ and $0.01 \leq a \leq 1$.

It can be easily checked that the eigenvalues of $\rho_6$ are positive for $0.01 \leq a \leq 1$. The Laplacian corresponding to the density matrix $\rho_6$ is given by

$$L_{\rho_6} = \frac{1}{N} \begin{pmatrix} u & -z & 0 & 0 & 0 & 0 & 0 & 0 & 0 & -a \\ -z & w & 0 & 0 & -z & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & z & -z & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & -z & w & 0 & 0 & -z & 0 & 0 & 0 \\ 0 & -z & 0 & 0 & v & -z & 0 & 0 & -a & 0 \\ 0 & 0 & 0 & -z & 0 & w & -z & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & w & -z & 0 & -z & 0 & 0 \\ 0 & 0 & -z & 0 & 0 & 0 & 0 & 0 & 0 & a \\ -a & 0 & 0 & 0 & 0 & -a & 0 & 0 & 0 & 0 \end{pmatrix}$$  \hspace{1cm} (87)

where $u = a + 0.01$, $v = a + 0.02$ and $w = 0.02$.

The graph can be constructed from the Laplacian $L_{\rho_6}$, which is a connected graph shown in figure. Thus, we calculate $W[1, 2], W[1, 9], W[2, 5], W[3, 4], W[4, 8], W[5, 6]$. $W[1, 2], W[1, 4]$ and $W[3, 4]$ as per the prescription given in 9. Therefore, we have

$$W[1, 2] = w_1 + w_2 + \sum_{k=1, k \neq 2} w_{1k} + \sum_{k=2, k \neq 1} w_{2k}$$

$$+ \sum_{k=1, k \neq 2} |w_{1k} - w_{2k}| = \frac{3}{10}$$  \hspace{1cm} (83)

$$W[1, 4] = w_1 + w_4 + \sum_{k=1, k \neq 4} w_{1k} + \sum_{k=4, k \neq 1} w_{4k}$$

$$+ \sum_{k=1, k \neq 4} |w_{1k} - w_{4k}| = \frac{1}{5}$$  \hspace{1cm} (84)

$$W[3, 4] = w_3 + w_4 + \sum_{k=3, k \neq 4} w_{3k} + \sum_{k=4, k \neq 3} w_{4k}$$

$$+ \sum_{k=3, k \neq 4} |w_{3k} - w_{4k}| = \frac{1}{5}$$  \hspace{1cm} (85)
\(W[6, 7], W[7, 8], W[5, 9]\) as per the prescription given in \(9\).

Therefore, we have

\[
\begin{align*}
W[1, 2] &= \frac{2a + 0.04}{N}, W[1, 9] = \frac{4a + 0.02}{N}, \\
W[2, 5] &= \frac{2a + 0.06}{N}, W[3, 4] = \frac{0.03}{N}, \\
W[4, 8] &= \frac{0.04}{N}, W[5, 6] = \frac{2a + 0.06}{N},
\end{align*}
\]

\[
\begin{align*}
W[6, 7] &= \frac{0.06}{N}, W[7, 8] = \frac{0.06}{N}, \\
W[5, 9] &= \frac{4a + 0.04}{N},
\end{align*}
\]

The quantity \(\max_{i \sim j} W[i, j]\) is given by

\[
\max_{i \sim j} W[i, j] = \frac{4a + 0.04}{400a + 1}, \text{ when } 0.01 \leq a \leq 1 \quad (89)
\]

From figure 4, it is clear that for the state \(\rho_6\), the inequality \(80\) is satisfied. Thus, we can conclude that the two-qutrit state \(\rho_6\) is either a separable state or PPTES i.e. a PPT state.

To summarize, we have constructed a mapping in which the domain set contain any \(n \times n\) matrix over the field of real numbers. In particular, we can consider the domain set as the set of density matrices, which represent a quantum state. The map takes each density matrix into the sum of the input density matrix and another matrix \(L\). The matrix \(L\) is constructed from the elements of the input density matrix in such a way that it satisfies all the properties of the Laplacian. The constructed map is shown to be unital. Using the unital property and the structure of the map, we are able to derive a criterion that characterize the quantum state either as a pure state or a mixed state. We also use the constructed Laplacian and its partial transpose to derive the PPT criterion. Further, we have derived the inequality between the minimum eigenvalue of the full rank bipartite NPTES and the function \(W[i, j]\) of the weights of the edges of a simple connected weighted subgraph of a graph \(G\) constructed from the Laplacian. The violation of the derived inequality prove the fact that the given state is a PPT state. Thus, we have studied the entanglement properties of \(d_1 \otimes d_2\) dimensional bipartite quantum system through graph theoretical approach. In this work, we restrict ourselves only to the bipartite system but our result is more general in the sense that it can be applied to multipartite system also.
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To summarize, we have constructed a mapping in which the domain set contain any \(n \times n\) matrix over the field of real numbers. In particular, we can consider the domain set as the set of density matrices, which represent a quantum state. The map takes each density matrix into the sum of the input density matrix and another matrix \(L\). The matrix \(L\) is constructed from the elements of the input density matrix in such a way that it satisfies all the properties of the Laplacian. The constructed map is shown to be unital. Using the unital property and the structure of the map, we are able to derive a criterion that characterize the quantum state either as a pure state or a mixed state. We also use the constructed Laplacian and its partial transpose to derive the PPT criterion. Further, we have derived the inequality between the minimum eigenvalue of the full rank bipartite NPTES and the function \(W[i, j]\) of the weights of the edges of a simple connected weighted subgraph of a graph \(G\) constructed from the Laplacian. The violation of the derived inequality prove the fact that the given state is a PPT state. Thus, we have studied the entanglement properties of \(d_1 \otimes d_2\) dimensional bipartite quantum system through graph theoretical approach. In this work, we restrict ourselves only to the bipartite system but our result is more general in the sense that it can be applied to multipartite system also.

FIG. 4: Minimum eigenvalue of \(\rho_6\) and \(\max_{i \sim j} W[i, j]\)

FIG. 5: Graph corresponding to \(L_{\rho_6}\)
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