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1. Introduction

Predetermined by the applied system, bioprocesses are generally very sensitive to most changes in environmental conditions. It is for this reason that conditions such as temperature, pO₂, or pH are generally tightly controlled. In most cases, even small deviations from optimum values may lead to a significant reduction in the overall productivity and reproducibility of the process. Therefore, special consideration must be given to control tasks, which are typically defined by maintaining process variables within a narrow optimum [1]. In contrast to artificial laboratory conditions, microorganisms are usually exposed to a changing environment, with changes in pH, nutrient availability, competitors, and elevated or decreased temperature, etc. A crucial environmental factor for microorganisms is temperature. It affects the folding, structure, and stability of almost every biomolecule, as well as the metabolic reaction rate. Detection of temperature changes and subsequent adaptation of the metabolism are essential for microbial survival, such as by pathogens sensing intrusion into a host. Organisms can sense temperature shifts indirectly or by specialized sensing systems that evolved to detect changes in temperature in order to respond with adapted gene expression. This was extensively reviewed by Klinkert and Narberhaus [2]. Indirect temperature sensing is possible via the accumulation
of aggregated proteins after a heat shock and via stalled ribosomes after a cold shock. Molecular
thermosensors may consist of DNA, RNA, proteins, or lipids. DNA topology changes, e.g., supercoiling
cau
ded by heat stress, stable RNA structures preventing translation at sub-optimal temperatures,
temperature-responsive regulatory proteins, and alterations in lipid membrane stability with respective
to fluidity are just a few examples for direct temperature sensing. Temperature plays an essential role
and has a crucial effect on biological processes. Targeted temperature adjustments for triggering a
desired response may also be exploited for biotechnological applications. Noll et al. published an
example for a thermosensitive structure to direct the carbon flow of a substrate into a product rather
than into biomass, by exploiting an RNA thermometer to optimize the heterologous production of
rhamnolipid biosurfactants [3].

Al
terations in temperature lead to multiple, often complex, interconnected metabolic changes. Models
describing a biological process as a function of temperature are therefore indispensable
to reducing complexity and facilitating understanding of those interconnections. Mathematical
descriptions of how (bio-)chemical reactions respond to high or low temperatures emerged as early
as in the 1900s with the “primal” temperature model of Arrhenius [4]. He investigated the reaction
kinetics for sugar cane inversion by acids, depending on temperature. Popularized by Arrhenius, a
variety of temperature models evolved over time, as shown in Figure 1. These models range from
data-driven empirical approaches to complex mechanistic models that are based on thermodynamic
knowledge of biomolecular behavior at different temperatures. Models are readily available to be used
as a tool for process control and design. An overview of the current state of thermo-modeling is crucial
to reasonably selecting a suitable model for the bioprocess to be monitored or optimized. The aim of this
review is to provide an overview of available temperature models to facilitate understanding of model
intention and reasonable selection for application. So far, only a few applications for temperature in
(industrial) process design, monitoring, and control have been described. Applied model approaches
are usually based on fuzzy logic or artificial neural networks and do not harvest the full potential of
deterministic approaches. There are a few examples for applied model-assisted temperature control
strategies in industrial biotechnology. These include heat balancing for an estimation of metabolic
activity to improve batch-to-batch reproducibility by applying a process control module which uses
the difference between the culture temperature and temperature of a coolant to predict oxygen mass
transfer rates and $k_{L,a}$ values [5–7]. Furthermore, deterministic process models can be used to describe
a biological process as a function of a physical condition, like the temperature. They may be used in
the food sector to estimate product shelf life, determining critical control points of a process, or to
maximize productivities and ensure safe distribution chains [8]. These examples highlight a potential
for temperature and deterministic models in process design. An approach for experimental design
to optimize processes depending on multiple parameters is the Response Surface Method (RSM):
“RSM is a collection of statistical techniques used for studying the relationships between measured
responses and independent input variables” [9]. This method may be used for optimization purposes
in experimental design in the shape of a metamodel. It connects the response of an objective function
to input variables and determines its relations, for example, by the means of first- or second-order
polynomial equations. The Matlab software package from The Mathworks, Inc. (Natick, MA, USA) [10]
or the Minitab statistic software (GMSL s.r.l., UK) [11] may be used to conduct an RSM analysis.
In bioprocesses, usually very few process variables are available online that continuously display a
process course. Furthermore, arguably the only control variable to direct a bioprocess towards a desired
outcome is, in most cases, the addition of fresh media. Other variables like pH, temperature, or pO$_2$
are typically controlled at a constant value. Therefore, investigating and exploiting novel potentially
available monitoring and control variables like temperature is a reasonable strategy to extend existing
toolsets of bioprocess monitoring and control. Even though several systems inducible by temperature
have been discovered and made available to biotechnologists in the last decades, only a few have
been exploited for practical purposes, such as for process design or optimization [12]. For monitoring
and control purposes, calorimetric approaches have been presented [5,6,13,14]. For control purposes,
temperature may be used to directly address biological traits like RNA-thermometers to provoke a desired response, as previously evaluated [3]. Furthermore, indirect metabolic effects may be exploited, like elevated metabolic rates at high temperatures or the correct folding of proteins at low temperatures. Even though knowledge on microbial temperature responses and adaptation, along with descriptions developed by mathematical means, is available, its potential for applied industrial bioprocesses has not been sufficiently exploited. This review provides an overview on available thermo-models with the potential to develop model-assisted or model-derived process control strategies using temperature as a crucial parameter.
temperature may be used to directly address biological traits like RNA-thermometers to provoke a desired response, as previously evaluated [3]. Furthermore, indirect metabolic effects may be exploited, like elevated metabolic rates at high temperatures or the correct folding of proteins at low temperatures. Even though knowledge on microbial temperature responses and adaptation, along with descriptions developed by mathematical means, is available, its potential for applied industrial bioprocesses has not been sufficiently exploited. This review provides an overview on available thermo-models with the potential to develop model-assisted or model-derived process control strategies using temperature as a crucial parameter.

Figure 1. Timeline of temperature models described in paragraphs 2–3 starting in 1889 with the semi-empirical Arrhenius model. First author of the described model (paragraph number; equation number). Models marked with bold letters are described in detail and the remaining models in non-bold letters are summarized in Table 1.
2. History of Temperature Modeling—17th–20th Century

As early as the 17th century, there were theories on temperature being a form of particle movement. The kinetic theory of gases, with its origins in the 18th century, first specifically associated translational motions of molecules with heat and not with their vibrational or rotational motions [15]. Daniel Bernoulli was the pioneer of the kinetic theory of gases. He hypothesized that gases consist of a finite number of small spherical particles, which move through space along a straight line with high velocities. He assumed that heat increases the particle speed \( \nu \) and demonstrated that air pressure correlates with \( \nu^2 \). Air temperature can therefore be measured by this pressure at a constant density, making temperature proportional to \( \nu^2 \) [16,17]. The kinetic energies of the molecules are correlated with the ideal gas law of Equation (1), whose history began with the French engineer Émile Clapeyron in 1834 [18,19]. In the following, only SI units are used. Parameters with non-SI units, used by cited authors, were converted into SI units.

\[
p \cdot V = n \cdot R \cdot T
\]  

(1)

where \( p \) is the pressure, Pa; \( V \) is the volume, m\(^3\); \( n \) is the amount of substance, mol; \( R \) is the universal gas constant ~8.314, J mol\(^{-1}\) K\(^{-1}\); and \( T \) is the absolute temperature, K. The Dutch chemist and first Nobel Prize laureate J. H. Van’t Hoff observed that the chemical reaction rate doubles or triples when the temperature is increased by 10 K, which he expressed with the following equation:

\[
Q_{10} = \left( \frac{k_2}{k_1} \right)^{10/\Delta T}
\]  

(2)

This “rule of thumb” for chemical kinetics allows estimations for various phenomena in chemistry, biochemistry, and ecology. He furthermore described the change in the equilibrium constant \( K \) of a chemical reaction with respect to the change in temperature at constant pressure with the Van’t Hoff Equation (3):

\[
\frac{d}{dT} \ln K_{eq} = \frac{\Delta H}{R \cdot T^2}
\]  

(3)

where \( K \) is the dimensionless equilibrium constant; \( \Delta H \) is the standard enthalpy change, J mol\(^{-1}\); \( R \) is the universal gas constant ~8.314, J mol\(^{-1}\) K\(^{-1}\); and \( T \) is the absolute temperature, K. Van’t Hoff’s student and the father of temperature models Svante Arrhenius continued the work of his teacher on the description of temperature-dependent specific reaction rate constants in chemical reactions with his essay “On the Reaction Velocity of the Inversion of Cane Sugars by Acids” [4]. Arrhenius observed that the reaction velocity of chemical reactions increased between 10% and 15% for each degree of rising temperature and postulated a semi-empirical model based on the Van’t Hoff equation, which is shown in its integrated form in Equation (4).

\[
k = A e^{\frac{E_a}{RT}}
\]  

(4)

where \( k \) is the rate constant, s\(^{-1}\), for a first-order rate constant; \( A \) is called a pre-exponential frequency or collision factor, s\(^{-1}\), for a first-order rate constant; \( E_a \) is an empirical parameter, the (Arrhenius) activation energy, J mol\(^{-1}\), characterizing the exponential temperature dependence of \( k \); \( R \) is the universal gas constant ~8.314, J mol\(^{-1}\) K\(^{-1}\); and \( T \) is the absolute temperature, K. In 1935, Henry Eyring formulated a statistical mechanistic equation following the transition state theory (former activated-complex theory) that assumed a transition state complex (‡TC) and a quasi-type equilibrium between educts \( \left( e_1; e_2 \right) \), the transition state, and the product \( (P) \) [20,21]. The model has a similar way of describing the variance of the rate of a chemical reaction with temperature as the equation
of Arrhenius. Therefore, it underlined Arrhenius’ previous observations and assumptions with a mechanistic approach.

\[
e_1 + e_2 \xrightarrow{k_1} \text{TC} \xrightarrow{k_2} P
\]

(5)

According to the transition state theory, the rate constant can be described as follows:

\[
k(T) = \frac{k_B T}{h} e^{-\Delta S^*/R - \Delta H^*/(R T)}
\]

(6)

where \(k_B\) is the Boltzmann constant \(\approx 1.381 \times 10^{-23}\), J K\(^{-1}\); \(T\) is the absolute temperature, K; \(h\) is the Planck’s constant \(\approx 6.626 \times 10^{-34}\), J s\(^{-1}\); and \(K^\ddagger\) is the dimensionless equilibrium constant. A different way to express the rate constant is by replacing the equilibrium constant with a term containing the standard molar changes of entropy and enthalpy:

\[
k(T) = \frac{k_B T}{h} e^{\Delta S^*/R - \Delta H^*/(R T)}
\]

(7)

where the entropy and enthalpy of activation are the standard molar change of entropy \(\Delta S^*\), J K\(^{-1}\) mol\(^{-1}\), when reactants form the transition state (activated) complex and standard molar change of enthalpy \(\Delta H^*\), respectively, J mol\(^{-1}\). \(R\) is the universal gas constant \(\approx 8.314\), J mol\(^{-1}\) K\(^{-1}\). The (Arrhenius) activation energy \(E_a\) and enthalpy of activation are not the same, but approximately equal, as they are convertible, depending on the molecularity [22].

2.1. Temperature in Biological Systems—The History Began with Arrhenius

Microbiologists have noticed a major effect of temperature on the growth rate of microbial populations and described this effect with the Arrhenius equation by simply replacing the rate constant \(k\) in Equation (4) with the growth rate \(\mu\), meaning the reciprocal of the generation time. The so-called Arrhenius plot, where \(\ln(\mu)\) is plotted against the reciprocal temperature, was used in the past and is still applied today to describe a relation between the temperature and growth of different bacteria and molds [23–26]. From this plot, Arrhenius parameters can easily be derived. Their plots show a good fit for lower temperatures. The Arrhenius model does not represent cell death, so a decrease of the growth curve at non-physiological temperatures. The lack of fit of the Arrhenius model for some temperature-dependent biological processes gave rise to the development of improved models describing growth as a function of temperature. Most of these models are based on Arrhenius’ parental model and evolved over time.

2.2. Biological Mechanisms Involved in Temperature Responses

Microorganisms have developed molecular traits to respond to changing environmental temperatures. These traits have been extensively reviewed [2,27,28]. The principles of microbial thermo responses range from changing DNA topology, e.g., supercoiling caused by heat stress, stalled ribosomes, or stable RNA preventing translation during cold stress to proper folding of proteins, working optima of enzymes, or lipid membrane stability and fluidity. Biomolecules are generally thermosensitive. Therefore, various options for direct molecular thermosensing are possible. Molecular thermosensors may consist of DNA, RNA, proteins, or lipids [2]. The accessibility of DNA for the transcriptional machinery is crucial for transferring genetic information via RNA into a protein and is influenced by DNA topology [29]. DNA supercoiling, and thus accessibility, is altered in response to a shifting temperature, as has been reported for the plasmic DNA of meso- and thermophiles [30]. Mesophiles have negatively supercoiled plasmic DNA and hyperthermophilic archaea with a growth optimum \(\geq 80\) °C have relaxed or positively supercoiled plasmic DNA [30–32]. Proteins such as the histone-like structuring proteins (H-NS) work as temperature-dependent regulators,
governing >200 temperature-regulated genes in *Salmonella* sp. and more than two third of *E. coli* K-12 temperature-regulated genes, respectively [33,34]. The inhibition of gene expression by H-NS is caused by trapping RNA polymerase and mediating DNA looping, thereby disturbing the progression of RNA polymerase [35–38]. Temperature-dependent gene expression is also influenced on the RNA level, where RNA can form inhibitory loop structures called RNA-thermometers (RNAT). Here, base pairing blocks the Shine-Dalgarno-sequence (SD) and AUG start codons, inhibiting ribosomal binding and translation initiation. By raising the temperature to a threshold (melting temperature), the hairpin structure opens and permits the access of ribosomes to the translation initiation site [2,39]. The secondary structure and thereby functionality of RNAT is characterized by canonical or non-canonical base pairing, internal loops or mismatches, and the total number of loop structures. Based on these characteristics, RNA thermometers may be subdivided into three categories: (i) ROSE-like RNATs (repression of heat shock gene expression), (ii) FourU RNATs, and (iii) additional types of RNATs [40]. Most RNATs have been identified in the 5′-UTR of mRNA. The ROSE-like RNAT family is probably the most abundant temperature-sensing mRNA structure. ROSE-like RNATs usually control the repression of heat shock gene expression, but have also been reported to control expression of the rhamnosyl transferase, which is associated with *Pseudomonas aeruginosa* virulence [41]. ROSE-RNATs are located in the 5′UTR, are between 60 and 100 nt in length, and consist of 2–4 loop structures [41–43]. The majority of described RNATs of the second family, the FourU RNATs, govern the gene expression of virulence genes, and only two FourU RNAT’s are known to control heat shock protein formation. FourU RNATs contain a sequence of four Uridines that occlude the SD sequence by canonical A-U and/or non-canonical G-U base pairing [40]. The virulence gene *lcrF* (*virF*) of *Yersina pestis* and the *agsA* small heat shock gene of *Salmonella enterica* were among the first genes described to be governed by a FourU RNAT [44]. Furthermore, attempts have been made to design synthetic RNATs with tailor-made characteristics to differ in up to 10-fold sensitivity- and around 3-fold threshold changes compared to a starting thermometer sequence [45]. On the protein level, global repressors, sensor kinases, methyl-accepting chemotaxis proteins (MCPs), M-like proteins, chaperones, and proteases are involved in microbial temperature responses [2]. The global transcriptional repressor CtsR has been termed a “protein thermosensor”, and liberates DNA upon an up-shift in temperature connected to the expression of heat shock proteins. Due to a glycine-rich loop structure, CtsR exhibits intrinsic heat-sensing characteristics [46]. MCPs function as transmembrane receptors and consist of a periplasmic ligand-binding domain and a signaling domain in the cytosol that can interact with cytosolic sensor kinases [47]. The Tar MCP, for example, is convertible from a heat to a cold sensor in the presence of aspartate and consequent methylation at up to four sites [48]. The surface M and M-like proteins of the human pathogens group A streptococci bind to a variety of human plasma proteins in a temperature-dependent manner. The affinity of the M-like cold-coil protein Arp4 to IgA, is high at 10 and 20 °C, but low at 37 °C, due to a conformational change of Arp4 and consequent loss of the cold-coil conformation and binding activity [49]. The diverse class of small heat shock proteins (sHsp) can act as molecular chaperones upon heat shock. They are temperature sensors with different molecular mechanisms. For example, the sHsp Hsp26 of *Saccharomyces cerevisiae* consists of 24 subunits and changes its affinity state towards unfolded proteins at high temperatures by undergoing a conformational change [50,51].

2.3. Characteristic Graph for Growth as a Function of Temperature

Representative curvature of a model depicting the specific growth rate as a function of temperature, called the thermal growth curve, is shown in Figure 2. The simulated optimal specific growth rate ($\mu_{opt}$) with the maximum turning point at the temperature optimum ($T_{opt}$) and growth rate at half of $\mu_{opt}$ ($\mu_{50\% opt}$) are marked in the model of a thermal growth curve. It has been pointed out that the term “optimal temperature” may need further specification to distinguish between the temperature for the optimal growth rate and the optimal temperature of the maximum biomass yield [52]. The minimum and maximum temperatures ($T_{min}$ and $T_{max}$, respectively) for growth flank the asymmetric function
and mark the thermal tolerance or thermal niche of an organism [53,54]. These three temperatures ($T_{\text{min}}$, $T_{\text{opt}}$, and $T_{\text{max}}$) are commonly referred to as cardinal temperatures. Bacteria can adapt to changing temperatures in the short run by producing cold- or heat-shock proteins. Furthermore, it was reported that the performance optimum of *E. coli* can be shifted when exposed to suboptimal temperatures for ~2000 generations. Conversely, the thermal niche breadth remained constant in that case [54]. The result is a reshaped thermal growth curve with the same upper and lower limits. The asymmetry of the thermal growth curve indicates that bacteria, which may be adapted to high temperatures, can survive in lower temperatures quite well. In contrary, fitness decreases sharply when temperatures exceed the optimum, resulting in thermal shock [55,56]. In one of the most recent approaches, the growth of psychrophiles, mesophiles, thermophiles, and hyperthermophiles was modeled, covering a temperature range of 124 °C, from −2 to +122 °C. The model was applied to 230 different strains of uni- and multicellular organisms with growth temperatures below freezing and the highest known temperature for biological growth so far [57,58].

![Scheme of the thermal growth curve](image)

**Figure 2.** Scheme of the thermal growth curve where the temperature (K) is plotted against the growth rate (s$^{-1}$). Cardinal temperatures ($T_{\text{min}}$, $T_{\text{opt}}$, and $T_{\text{max}}$) with their corresponding growth rates ($\mu_{\text{opt}}$ and $\mu_{50\%\text{opt}}$) are indicated.

### 2.4. Mechanistic Versus Empirical Models

An often cited empirical approach for modeling the thermal growth curve of microorganisms is the approach of Ratkowsky et al. [59] (Scopus: cited by 615, 6 November 2019) and the semi-empirical model of Arrhenius. The development of mechanistic approaches for modeling the thermal growth curve of microorganisms started with the master reaction model of Johnson et al. in 1946 [60] (Scopus: cited by 80, 6 November 2019). The mechanistic models consider the description of single essential protein thermal stability (master reaction model) or the thermal stability of the whole proteome (the proteome model) as key for modeling the thermal growth curve. The transition of the native to an active and/or inactive state of the protein is considered. Grimaud et al. have extensively reviewed temperature growth models and concluded that empirical models display a better fit for balanced growth in non-limiting conditions than mechanistic models. Conversely, mechanistic models offer a complementary point of view for modeling thermal growth and can accurately represent temperature responses for growth under non-balanced conditions [61].
3. Temperature Modeling—From the 20th Century until Today

3.1. The Model of Hinshelwood (1946)

Hinshelwood expanded Arrhenius’ model by adding a temperature-dependent term describing a “rate of degeneration” that becomes relevant at temperatures above $T_{opt}$ [62]. Hinshelwood assumes a balanced growth for his model, saying that the total amount of compounds in a cell is constant. The model is based on the assumptions that just one enzymatic reaction is rate-controlling and the product of this reaction is a thermosensitive essential biomolecule which denatures irreversibly when temperatures are raised beyond the optimum. Temperature dependency and denaturation at high temperatures are of zero order and exhibit a temperature dependency similar to the Arrhenius model. The model represents the rate of synthesis in the minuend and degeneration in the subtrahend. At low temperatures, the subtrahend term is insignificantly small; in a small temperature region, both terms are almost equal, canceling each other out; and at high temperatures, the subtrahend term mostly accounts for the rapid decrease of the rate to zero.

$$u(T) = A_1e^{-\frac{E_1}{RT}} - A_2e^{-\frac{E_2}{RT}}$$  \hspace{1cm} (8)

where $A_1$, and $A_2$ are referred to as pre/non-exponential, collision, or frequency actors, $s^{-1}$, related to entropy [62]; $E_1$ and $E_2$ are related to enthalpy [22], representing activation energies, J mol$^{-1}$, of the rate-determining enzyme reaction and high-temperature denaturation, respectively; $R$ is the universal gas constant ~8.314, J mol$^{-1}$ K$^{-1}$; and $T$ is the temperature, K.

3.2. The Model of Johnson (1946)

In the same year, Johnson and Lewin [60] proposed another mechanistic model, which also assumes a simple case of a single reaction controlling growth, and called it their “master reaction model”. In contrast to Hinshelwood, they assumed that a reversibly denaturable “master enzyme” $E_0$ controls an essential reaction for growth (assuming no substrate limitation). They reported their observation that $E. coli$ stopped growing at non-viable 45 °C, but started growing exponentially again when transferred back to 37 °C. Increasing the exposition time of $E. coli$ to non-viable temperatures led to lowered growth rates at 37 °C compared to the control. Hence, they assumed and described reversible protein denaturation damage as part of their model by integrating an equilibrium constant ($K_1$). The constant accounts for the equilibrium of reversibly denatured inactive ($E_d$) to native active enzymes ($E_n$).

$$K_1 = \frac{E_d}{E_n}$$  \hspace{1cm} (9)

Hence, the amount of native active enzyme is given by Equation (10), with $E_0$ being the total amount of enzyme (native and denatured, mol).

$$E_n = \frac{E_0}{1 + K_1} = \frac{E_0}{1 + e^{\frac{\Delta\mu}{RT} - \frac{\Delta S}{R}}}$$  \hspace{1cm} (10)

Johnson and Lewin then referred to Equation (7) proposed by Eyring, adding Equation (10) to account for the amount of active enzyme and substrate concentration and yielding Equation (11) for the temperature-dependent specific reaction rate ($k$).

$$k(T) = \frac{k_B T}{R} e^{\Delta S / R} e^{-\Delta H^*/(R T)} [S] [E_n]$$  \hspace{1cm} (11)
By assuming that one single enzymatic reaction governs temperature-dependent growth at a constant substrate concentration and by substituting $E_a$ in Equation (11) with rearranged Equation (10), temperature-dependent growth can be described as Equation (12):

$$u(T) = c \cdot T \cdot E_0 e^{\Delta S^*/R} \cdot e^{-\Delta H^*/(RT)} \frac{1}{1 + e^{-\Delta H^* - T \Delta S^*/(RT)}}$$

(12)

where $c$ is a derived Boltzmann/Planck constant, s K$^{-1}$, from the Eyring model of Equation (7); $\Delta H^*$ and $\Delta S^*$ are the standard molar change of enthalpy and entropy of activation, respectively (as described for Equation (7)); $\Delta H$ and $\Delta S$ are the enthalpy, J, and entropy change, J K$^{-1}$, respectively, between native and denatured enzymes; $R$ is the universal gas constant ~8.314, J mol$^{-1}$ K$^{-1}$; and $T$ is the absolute temperature, K. The equation can then be shortened to the model in Equation (14) using the expression for Gibbs free energy change (between a catalytically active and reversibly denatured inactive state) at a constant temperature (Equation (13)):

$$\Delta G = \Delta H - T \cdot \Delta S$$

(13)

$$u(T) = C \cdot T \cdot e^{-\Delta H^*/(RT)} \frac{1}{1 + e^{-\Delta G/(RT)}}$$

(14)

where $E_0$ is assumed to be constant and $c e^{\Delta S^*/R} E_0$ is compressed to $C$. The fraction term containing the Gibbs free energy change can be assumed as the probability that the enzyme is in its native, and not its inactive, state. In the temperature region for a catalytically active enzyme, $\Delta G$, J, has high positive values, yielding almost zero for the exponential term in the denominator of the probability term, and thus one for the probability for a catalytically active enzyme.

3.3. The Model of Sharpe (1977)

In 1977, Sharpe et al. [63,64] merged the models of Johnson and Lewin with the model of Hultin, which were both founded on Eyring’s theory and modeled on the activated complex in chemical reactions [20,60,65,66]. The result was a unified rate model for the description of biological processes at physiological temperatures. Sharpe’s model was originally developed for poikilotherms. Sharpe assumed balanced growth with a constant total amount of compounds per cell and just a single rate-controlling enzyme determining the development rate at all temperatures. Its reaction rate is of a zero order. The total concentration of enzyme (active + inactive) is assumed to be constant at all temperatures. Three enzyme states are considered and described: an inactivation state at low and high temperatures, as well as an active development state. Sharpe described transition between the states by his model, which depicts the thermal growth curve with the following equation:

$$u(T) = \frac{T \cdot e^{(\Phi - \Delta H^+ / T) / R}}{1 + e^{(\Delta S_L - \Delta H_L / T) / R} + e^{(\Delta S_H - \Delta H_H / T) / R}}$$

(15)

where $T$ is the temperature, K; is the universal gas constant ~8.314, J mol$^{-1}$ K$^{-1}$; and the other parameters describe the rate-controlling enzyme reaction, where $\Phi$ is a dimensionless conversion factor; $\Delta H^+$ is the enthalpy of activation of the reaction catalyzed by the rate-controlling enzyme, J mol$^{-1}$; the subscript $L$ accounts for low-temperature inactivation and the subscript $H$ for high-temperature inactivation; and $\Delta S^*$, J K$^{-1}$ mol$^{-1}$, and $\Delta H^*$, J mol$^{-1}$, mark the entropic and enthalpic change, respectively, upon high- or low-temperature inactivation specified by the subscript. In 1991, Zwietering et al. [8] rewrote the model of Sharpe exhibiting an Arrhenius-type of temperature dependency using activation energies rather than changes in enthalpy to describe growth. As described by the International Union of Pure
and Applied Chemistry, IUPAC, the (Arrhenius) activation energy ($E_a$) and enthalpy of activation are not the same, but approximately equal, as they are convertible, depending on the molecularity [22].

$$u(T) = \frac{k_a e^{\frac{E_a}{RT}}}{1 + k_l e^{\frac{E_l}{RT}} + k_h e^{\frac{E_h}{RT}}}$$  \hspace{1cm} (16)

where $k_a$ (s$^{-1}$), $k_l$ ( ), and $k_h$ ( ) are collision factors that are dimensionless in the denominator, as described by Zwietering et al. [8]; $E$, J mol$^{-1}$, represents the activation energy; subscript $a$ accounts for the rate-determining enzyme reaction; subscripts $h$ and $l$ describe high- and low-temperature inactivation, respectively; $R$ is the gas constant ~8.314, J mol$^{-1}$ K$^{-1}$; and $T$ is the temperature, K.

3.4. The Model of Mohr (1980)

Mohr and Krawiec [24] analyzed the thermal growth curves for 12 bacterial species. Among them were thermophiles, mesophiles, and psychrophiles. They used the Arrhenius plot for their data, where $\ln(\mu)$ is plotted against the reciprocal temperature in Kelvin. They reported two different slopes for the Arrhenius profiles for some mesophiles and thermophiles at suboptimal temperatures. The temperature at the interception point were both slopes meet is referred to as the “critical temperature” ($T_{crit}$) [24,67]. This point marks the turning point where the organization of an organism, and hence its growth behavior, changes. In order to describe the two different slopes, they proposed two equations, which they reduced to one with the assumption that “[… ] a balance of organizations exists at any temperature”:

$$u(T) = A_1 e^{-E_1/R T} - A_2 e^{-E_2/R T} \quad T_{crit} < T < T_{max}$$  \hspace{1cm} (17)

$$u(T) = \frac{1}{A_1' e^{E_1'/R T} + A_2' e^{E_2'/R T}} - A_2 e^{-E_2/R T} \quad T_{min} < T < T_{crit}$$  \hspace{1cm} (18)

$$u(T) = \frac{1}{A_1' e^{E_1'/R T} + A_2' e^{E_2'/R T}}$$  \hspace{1cm} (19)

where $A_1$, $A_1'$, and $A_2$ are referred to as pre/non-exponential, collision, or frequency actors, s$^{-1}$; $E_1$, $E_1'$, and $E_2$ are referred to as temperature characteristics, J mol$^{-1}$; $R$ is the gas constant ~8.314, J mol$^{-1}$ K$^{-1}$; and $T$ is the temperature, K. The parameters marked with a “ ’ ” are used to describe temperature-dependent growth for $T_{min} < T < T_{crit}$, whereas parameters without “ ’ ” are used to describe temperature-dependent growth for $T_{crit} < T < T_{max}$, $A_1' = 1/A_1'$, and $A_2' = 1/A_2$.

3.5. The Model of Schoolfield (1981)

Schoolfield developed a non-linear regression model [68] based on the model proposed by Sharpe. His group reformulated the model of Sharpe and eliminated the high correlations of Sharpe’s parameters (e.g., 0.9996). Furthermore, Schoolfield et al. argued that there is no “readily apparent” initial guess for beginning iterations for parameter estimation. Hence, they also aimed to facilitate the regression process and parameter estimation.

$$u(T) = \frac{u_{25°} \cdot \frac{T}{298} e^{\frac{\Delta H^*_f}{R} \left( \frac{1}{298} - \frac{1}{T} \right)}}{1 + e^{\frac{\Delta H^*_f}{R} \left( \frac{1}{298} - \frac{1}{T} \right)} + e^{\frac{\Delta H^*_f}{R} \left( \frac{1}{298} - \frac{1}{T} \right)}}$$  \hspace{1cm} (20)

Schoolfield et al. chose 25 °C (298 K) and the respective specific growth rate $u_{25}$, s$^{-1}$, as a reference because enzyme inactivation would be low or not present at that temperature in most biological systems. $\Delta H^*_f$ is the enthalpy of activation of the reaction catalyzed by the rate-controlling enzyme, J mol$^{-1}$; the subscript $L$ accounts for low-temperature inactivation and the subscript $H$ for high-temperature inactivation of the enzyme; and $\Delta H$, marks the enthalpic change upon high- or low-temperature inactivation specified by the subscript, J mol$^{-1}$. With an increasing or decreasing temperature, 50%
of the rate-controlling enzyme is inactivated by either a high $T_{1/2H}$, K or low temperature $T_{1/2L}$, K, as previously described by Hultin [66] and adopted by Schoolfield et al. [68].

3.6. The Models of Ratkowsky and Zwietering (1982–1991)

As extensively reviewed by Grimaud et al. [61], several models for temperature-dependent growth in biological systems have been developed. Most of these models were developed to describe food spoilage and medical applications. One often cited (802, Scopus, 8 August 2019) empirical model is the square root model proposed by Ratkowsky et al., as an alternative to the widely used Arrhenius model, to describe growth as a function of temperature [26]:

$$u(T) = \left[b_1(T - T_{\text{min}})\right]^2$$

(21)

where $b_1$ is a Ratkowsky parameter, $K^{-1}$ s$^{-0.5}$, and $T_{\text{min}}$ is the minimum temperature of growth, K. This model was extended to the complete bio-kinetic range in 1983 by the same author [59]:

$$u(T) = \left(b_2(T - T_{\text{min}})\left(1 - e^{c_2(T - T_{\text{max}})}\right)\right)^2$$

(22)

where $c$ is a Ratkowsky parameter, $K^{-1}$, and $T_{\text{max}}$ is the maximum temperature, K, at which growth is observed. Zwietering et al. [8] argued that Ratkowsky’s model could not be used for temperatures above $T_{\text{max}}$ because the model predicted positive values for growth rates beyond the high-temperature end of the thermal niche. They therefore adapted the model accordingly and the result is shown in Equation (23).

$$u(T) = \left[b_3(T - T_{\text{min}})\right]^2\left(1 - e^{c_3(T - T_{\text{max}})}\right)$$

(23)

3.7. The Model of Roels (1983)

In 1983, Roels et al. [69] developed a model to describe the growth rate as a function of temperature. The numerator has an Arrhenius-type appearance and the energy for activation was replaced by the Gibbs free energy change upon denaturation of a rate-controlling enzyme in the denominator.

$$u(T) = \frac{A e^{\left(-\frac{\Delta G_d}{R T}\right)}}{1 + B e^{\left(-\frac{\Delta G_d}{R T}\right)}}$$

(24)

where $A$ and $B$ are pre-exponential factors, s$^{-1}$; $R$ is the gas constant ~8.314, J mol$^{-1}$ K$^{-1}$; and $T$ is the temperature, K.

3.8. The Model of Davey (1989)

Davey proposed an empirical generalized predictive model based on a modified linear-Arrhenius equation, which combined the influence of temperature and water activity to describe microbial growth [70]. The activation energy parameter from the original Arrhenius model was replaced in Davey’s model by two coefficients of inverse temperature. In his work, Davey provided and evaluated models for the influence of environmental factors like the $a_w$ value or pH in combination with temperature, as well as temperature as the sole influencing factor, on growth [70–72]. The model describing temperature as the sole environmental factor is shown in Equation (25):

$$u(T) = e^{C_0 + C_1/T + C_2/T^2}$$

(25)

where $C_0$–$C_2$ are dimensionless Davey coefficients, $-$ and the energy of activation given in the Arrhenius equation is replaced by two parameters of reciprocal temperature, K. Two years later, in 1991, Davey used the model for predicting the temperature-dependent lag time [72].
3.9. The Models of Lobry and Rosso (1991–1993)

In 1991, Lobry [73] developed an empirical model that includes the three cardinal temperatures \((T_{\text{min}}, T_{\text{opt}}, \text{and } T_{\text{max}})\) as parameters. The cardinal temperature model (CTM) estimates positive values for growth rates at temperatures between the low temperature and high temperature end \((T_{\text{min}} \text{ and } T_{\text{max}})\), with the highest growth rate \(u_{\text{opt}}\) at \(T_{\text{opt}}\). Outside the thermal niche \((T < T_{\text{min}}, T > T_{\text{max}})\), negative values are predicted. Each microbial species exhibits these three characteristic cardinal temperatures, which permits direct biological interpretation of the model parameters and facilitates parameter estimation using experimental data for Lobry’s CTM-model Equation (26). The authors emphasize the “absence of high structural correlations” between parameters of their model. In 1991, Rosso et al. [74] further elaborated Lobry’s empirical model by including the point of inflection in the suboptimal range of temperatures, which was experimentally determined. Following this, the so-called cardinal temperature model with inflection (CTMI; Equation (27)) could be used to accurately predict growth in the suboptimal range of temperature. Rosso’s group noted an “unexpected” high linear correlation between cardinal temperatures, especially between \(T_{\text{max}}\) and \(T_{\text{opt}}\), with \(r = 0.991\). They then argued that due to the correlations found, one instead of three cardinal temperatures could sufficiently describe the permissive temperature range for growth. They also mentioned an exception for the stated relationships between the cardinal temperatures for the growth behavior of Vibrio sp. In total, they analyzed 47 different data sets describing the growth of psychrophilic, mesophilic, and thermophilic strains.

\[
\begin{align*}
  u(T) &= u_{\text{opt}} \left[1 - \frac{(T - T_{\text{opt}})^2}{(T - T_{\text{opt}})^2 + T_{\text{opt}} \cdot (T_{\text{max}} + T_{\text{min}} - T - T_{\text{max}} \cdot T_{\text{min}})}\right] \\
  u(T) &= u_{\text{opt}} \left(\frac{T - T_{\text{opt}}}{T_{\text{opt}} - T_{\text{min}}}\right) \left(\frac{T - T_{\text{min}}}{T_{\text{opt}} - T_{\text{min}}}\right) \left(\frac{T - T_{\text{opt}}}{T_{\text{opt}} - T_{\text{max}}}\right) \left(\frac{T_{\text{opt}} + T_{\text{min}} - 2T}{T_{\text{opt}} - T_{\text{max}}}\right) 
\end{align*}
\]

3.10. The Model of Blanchard (1996)

Blanchard et al. [75] originally developed their model to quantify the short-term temperature effect on natural assemblages of microphytobenthos’ photosynthetic capacity. Blanchard described a progressive increase in photosynthetic capacity during a temperature increase up to an optimum temperature, with a rapid decrease when the temperature was raised beyond the optimum. For the model, cardinal temperatures \((T_{\text{min}}, T_{\text{opt}}, \text{and } T_{\text{max}})\) with a biological meaning are used to facilitate a reasonable initial guess for parameter estimation. Grimaud et al. [61] rewrote the Blanchard model to represent growth as a function of temperature instead of photosynthetic capacity, as shown in Equation (28):

\[
  u(T) = u_{\text{opt}} \left(\frac{T_{\text{max}} - T}{T_{\text{max}} - T_{\text{opt}}}\right)^\delta e^{-\beta(T_{\text{opt}} - T)/(T_{\text{max}} - T_{\text{opt}})}
\]

where \(\mu_{\text{opt}}, \text{s}^{-1}\), is the maximal specific growth rate at optimal temperature \(T_{\text{opt}}, K_{\text{s}}, T_{\text{max}}, K_{\text{s}}\), is the maximum temperature where growth is observed; and \(\beta\) is a dimensionless Blanchard parameter.

3.11. The Models of Eppley and Norberg (2004)

Eppley [76] proposed a simple function with a positive exponential correlation between temperature and maximum expected growth, as shown in Equation (29). He stated that this model may be used for a generalized estimate for \(\mu_{\text{max}}\) in unicellular algae for temperatures <40 °C.

\[
  u(T) = 0.851 \cdot 1.066^T
\]
The proposed Eppley curve or envelope function of Equation (29) shows the evolutionary interspecific upper limit for the maximum specific growth rate at any temperature up to 40 °C. The limit for the maximum growth rate increases exponentially until 40 °C in Eppley’s function. For model assembly, Eppley used almost 200 data points of different species of unicellular algae [76]. Based on Eppley’s findings, Jon Norberg developed a model for temperature-dependent growth in 2004 [77], shown in Equation (30).

\[
u(T) = \left[1 - \left(\frac{T - Z}{w} \right)^2\right]^{0.59} e^{0.0633T} \tag{30}\]

An envelope function \(0.59 \times e^{0.0633T}\) according to Eppley is contained in Norberg’s model for temperature-dependent growth, where \(T, K\) is the ambient temperature and \(Z, K\) is the temperature with the maximum specific growth rate derived from the envelope function representing \(T_{opt}\) respectively. The width of the temperature response function is determined by the parameter \(w\), \(K\), meaning the width of the thermal niche. A generalized form of the Eppley–Norberg model Equation (31) would add \(a\) and \(b\) as dimensionless parameters, \(-\), generalizing the Eppley envelope function.

\[
u(T) = \left[1 - \left(\frac{T - Z}{w} \right)^2\right]^{a} e^{bT} \tag{31}\]

### 3.12. The Modified Master Reaction Model (2005)

In 1967, Brandts recognized that the master reaction model proposed by Johnson and Lewin (see Equation (12)) failed to describe enzymatic reactions adequately when applied to the full bio kinetic temperature range [78,79]. Arguably, the limitations of the model arise from the assumed temperature independence of \(\Delta G\) in the master reaction model upon protein denaturation. Therefore, Brandts et al. attributed the temperature dependency to \(\Delta G\) by simply using an empirical polynomial expression relating \(\Delta G\) to \(T\). In 1974, Privalov et al. [80] reported a linear relation between enthalpy and entropy and temperature upon protein unfolding when assuming a specific constant heat capacity change for a specific protein. Almost 20 years later, it was reported that the change in enthalpy upon denaturation \(\Delta H_d\) normalized to the number of amino acid residues (or molecular weight, respectively) at a specific temperature \((T^*_H \sim 373\) K) converged to a common value \(\Delta H^*\). Likewise, the same convergence behavior to one common value \(\Delta S^*\) at a specific temperature \((T^*_S \sim 385\) K) for entropy upon denaturation \(\Delta S_d\) normalized to the number of amino acid residues was described for a number of homologous compounds [80–83]. The so-called convergence temperatures \((T^*_H\) and \(T^*_S\)) were obtained as the temperatures where the apolar contributions (apolar hydrogen atoms CH) to the corresponding changes in entropy or enthalpy, respectively, upon denaturation approach zero [81,82,84]. Therefore, \(\Delta H^*\) describes only polar and van der Waals interactions and \(\Delta S^*\) primarily accounts for configurational entropy [83]. In 1990, Murphy et al. [81] analyzed the convergence behavior by plotting \(\Delta H_d\) or \(\Delta S_d\) normalized to mol amino acid residue against the normalized heat capacity change \(\Delta C_p\) upon denaturation and obtained the following correlations:

\[
\Delta S_d = \Delta S^* + \Delta C_p \ln\left(\frac{T}{T^*_S}\right) \tag{32}\]

\[
\Delta H_d = \Delta H^* + \Delta C_p \left(T - T^*_H\right) \tag{33}\]

The above-mentioned equations describe a temperature-dependent enthalpic and entropic change upon denaturation normalized to the number of amino acid residues in a protein \(n\). From Murphy’s findings [81], the change in Gibbs free energy upon protein denaturation \(-\) protein thermal stability is given by

\[
\Delta G_d(T) = n \left[\Delta H^* - T \cdot \Delta S^* + \Delta C_p \left(T - T^*_H\right) \ln\left(\frac{T}{T^*_S}\right)\right] \tag{34}\]
where \( \Delta C_p \left[ (T - T_H) - T \ln \left( \frac{T}{T_H} \right) \right] \) accounts for the hydrophobic contribution of the Gibbs free energy change upon denaturation of the rate-determining “master enzyme”. Ross connected Murphy’s findings with the rewritten master reaction model of Johnson and Lewis, where the change in enthalpy between the catalytically active and inactive state of the rate-limiting enzyme was replaced by the temperature-dependent Gibbs free energy change [79,85].

\[
\mu(T) = \frac{c \cdot T \cdot e^{(-\Delta H' / R \cdot T)}}{1 + e^{(-\Delta C_p / R \cdot T)}}
\]  
(35)

Replacing the description of the Gibbs free energy in the denominator of Equation (35) with the term in Equation (34) resulted in a modified master reaction model:

\[
\mu(T) = \frac{c \cdot T \cdot e^{(-\Delta H' / R \cdot T)}}{1 + e^{(-\Delta H - T \cdot \Delta S' + \Delta C_p \cdot [(T - T_H) - T \ln(T/T_H)] / (R \cdot T))}}.
\]  
(36)

In the denominator of Equation (36), the thermodynamic parameters \( \Delta H' \), \( \Delta S' \), and \( \Delta C_p \) are normalized to mol amino acid residue. In 2005, Ratkowsky et al. [79] reduced the eight-parameter model given in Equation (36) to a five-parameter model by simply applying the universal constants for globular proteins \( T_H = 373.6 \) K, \( T_S = 385.2 \) K, and \( \Delta S' = 18.1 \) J K\(^{-1}\) found by Murphy et al. [81,82] to the model. Ratkowsky’s group fitted the reduced five-parameter modified master reaction model to data from 35 bacterial strains. The universal constant \( \Delta H' \) suggested by Murphy’s group with 5640 J mol\(^{-1}\) amino acid residue was found to be unsuitable for representing bacterial growth when applied to five data sets of Ross [86]. The reduced modified master reaction model with applied universal constants evaluated in the work of Ratkowsky et al. [79] is given in Equation (37).

\[
\mu(T) = \frac{c \cdot T \cdot e^{(-\Delta H' / 8.314 \cdot T)}}{1 + e^{(-\Delta H - 18.1 + \Delta C_p \cdot [(T - 373.6) - T \ln(T/385.2)] / 8.314 \cdot T)}}.
\]  
(37)

### 3.13. The Model of Zeldovich (2007–2016)

The group of Zeldovich [87] argued that the whole proteome has to be considered when describing the temperature response and sensitivity of an organism. Ghosh and Dill [88] continued the work of Zeldovich et al. and proposed a model that considers the folding stabilities across an organism’s proteome to describe temperature-dependent growth rates of bacteria. They assumed that the growth rate was a function of temperature composed of a product of two factors: First, Arrhenius-type low-temperature activation for one or more activated metabolic processes controlling the increase of growth rate at low temperatures, and second, a term accounting for the folded part of the proteome at any temperature, which also depicts the “denaturation catastrophe” when reaching high temperatures.

\[
\mu(T) = u_0 \cdot e^{(-\Delta H' / R \cdot T)} \cdot \prod_{i=1}^{\Gamma} \frac{1}{1 + e^{(-\Delta G_{\text{act}}(N_c T) / R \cdot T)}},
\]  
(38)

where \( u_0 \) is a growth rate reference, s\(^{-1}\). The parameter \( \Delta H' \), J mol\(^{-1}\), describes the activation barrier for growth (e.g., an essential growth-limiting metabolic rate). The authors found that the activation barrier for growth (~68.2 kJ mol\(^{-1}\)) in *E. coli* approximately corresponds to the energy needed by ribosomes to form a peptide bond. Hence, the authors identified ribosomal action to grow protein chains as one of the key growth rate-limiting factors, along with protein motions necessary for enzymatic reactions. \( \Gamma \) describes the amount of essential proteins required for growth. The product...
term accounts for the probability that the $i$th essential protein composed of $N_i$ amino acids is in its native state, which is expressed by $\Delta G_{in}$ in Equation (39):

$$
\Delta G_{in} = -k_B T_0 n \left[ \frac{g_0 + n_1 c}{k_B T_0} + \frac{\Delta C_p}{k_B T_0} \left( T - T_{H}^c \right) + \frac{T}{T_0} \ln \left( \frac{T}{T_{eq}} \right) - \frac{T}{T_{eq}} \Delta C_p \ln \left( \frac{T}{T_{eq}} \right) + \frac{1}{2} \sum_{n} \right]
$$

(39)

where $k_B$ is the Boltzmann constant $\sim 1.38 \cdot 10^{-23}$ J K$^{-1}$; $T_0 = 300$ K; $n$ is the number of amino acids with respect to the chain length of a protein; $g_0$ is the free energy upon amino acid desolvation and contact; $c$ is the concentration of denaturant; $\Delta C_p$ is the heat capacity change upon denaturation, J K$^{-1}$ mol-residue$^{-1}$; $T$ is the absolute temperature, K; $T_{H}^c = 373$ K and $T_{eq}^s = 385$ K are the enthalpic and entropic convergence temperatures, respectively; $z$ is defined as the loss of average conformational freedom per backbone bond; $l_b$ is the average Bjerrum length; $Q_n$ and $Q_d$ are the total net charge of native and denatured protein, respectively; $R_n$ and $R_d$ account for the radii of native and denatured protein, respectively; $\kappa$ is the reciprocal of the Debye length (for further details, see [89,90]). To obtain the probability distribution for protein stabilities of a proteome $p(\Delta G)$, Equation (39) can be used. The equation accounts for the stability of an average single protein of length $n$ and may be used in combination with the distribution of protein chain lengths ($P(n)$) of a cell available for various cell types from genomic/proteomic data in order to calculate temperature-dependent proteome stability.

### 3.14. The Model of Daniel (2010)

In 2010, Daniel et al. [91] proposed the equilibrium model to describe temperature-dependent catalytic activity of enzymes in non-limiting conditions. The group reported that the decrease of the catalytic rate constant ($k_{cat}$) of tested enzymatic reactions above the optimal temperature ($T_{opt}$) does not entirely correspond to thermal stability data and irreversible denaturation. Furthermore, they found that part of the activity loss above $T_{opt}$ was reversible and probably associated with a “conformational, dynamic and solvent-based effect” altering the active site of the enzyme. To explain the higher than expected decrease of $k_{cat}$ at a certain temperature, they suggested that an enzyme may be present in three states: (i) catalytically active (E$_{act}$); (ii) catalytically inactive, but not (significantly) unfolded (E$_{inact}$); and (iii) irreversibly denatured (X). They rapid changes of the Michaelis constant ($K_{m}$), describing an enzyme’s affinity towards a substrate, that occur with temperature support their hypothesis of an “E$_{inact}$ state”, where the active site is altered. They argue that the active site may need a certain degree of flexibility to function properly and is therefore more prone to changes in temperature affecting conformation and dynamics.

$$
K_{eq} \quad E_{act} \Rightarrow E_{inact} \xrightarrow{k_{inact}} X
$$

(40)

Daniel’s group assumed a rapid equilibrium between E$_{act}$ and E$_{inact}$ and time-dependent denaturation at a certain temperature. The conversion rate of E$_{act}$ to E$_{inact}$ is thereby assumed to be faster than the rate of denaturation and catalytic reaction rate, respectively. The authors investigated the applicability of the model for $>50$ datasets of $>30$ enzymes of different reaction classes and structures (monomeric to hexameric) and concluded that their model is universally applicable and independent of the reaction type and enzymatic structure [91]. The model may therefore be suitable for describing a thermal growth curve, where a rate-controlling enzymatic reaction is often assumed to describe temperature-dependent growth (e.g., master reaction model, [60]).

$$
\frac{d[n]}{dt} = \frac{k_B T_0 e^{\frac{\Delta C_p}{k_B T_0}}}{R} \frac{1}{1 + e^{\frac{\Delta H_q/RT_{eq}}{1 + \kappa}}} \left[ 1 + e^{\frac{\Delta H_q/RT_{eq}}{1 + \kappa}} \right]^{-1} \left[ 1 + e^{\frac{\Delta H_q/RT_{eq}}{1 + \kappa}} \right]^{-1}
$$

(41)
where \( k_B \) is the Boltzmann constant \( \sim 1.381 \cdot 10^{-23} \text{ J K}^{-1} \); \( h \) is the Planck’s constant \( \sim 6.626 \cdot 10^{-34} \text{ J s}^{-1} \); \( T \) is the absolute temperature, K; \( E_0 \) is the total enzyme concentration composed of the sum of \( E_{\text{act}} \) and \( E_{\text{inact}} \); \( \Delta G^*_{\text{cat}} \) is the Gibbs free energy of activation of the enzymatic reaction; \( R \) is the universal gas constant \( \sim 8.314 \text{ J mol}^{-1} \text{ K}^{-1} \); \( \Delta G^*_{\text{inact}} \) is the Gibbs free energy of activation for the irreversible denaturation of the rate-controlling enzyme; \( \Delta H_{eq} \) is the enthalpic change between \( E_{\text{act}} \) and \( E_{\text{inact}} \); \( T_{eq} \) is the equilibrium temperature where the rate-controlling enzyme is present as 50:50 \( E_{\text{act}} \) and \( E_{\text{inact}} \), K; and \( t \) is the time, s.

### 3.15. The Model of Kooijman (2010)

The DEB or Dynamic Energy Budget theory deals with the description of rates for physiological processes. Assimilation, growth, respiration, maintenance, or reproduction in individual, not further specified, “organisms” are analyzed and described by the generalized theory. The rates are described as a function of the environment, like the temperature or nutrient availability, and the state of the organism like size or age, for example. S.A.L.M. Kooijman, whose early concepts on energy budgets were published in 1986 [92], summarized his work in “DEB theory for Metabolic Organization” in 2010 [93]. In DEB theory, temperature-dependent growth is described by a reformulated Arrhenius equation in the numerator and complemented by a term inspired by Sharpe’s model [63] for reduced rates at the high- and low-temperature end in the denominator. The equation therefore accounts for the amount of enzyme in its native state and considers a possible transition to an inactive state via hot and cold denaturation. Kooijman argues that Eyring’s thermodynamic interpretation of the Arrhenius type of temperature dependence might only be understood as an approximation. It is an enormous step from Eyring’s model, considering bimolecular reactions in the gas phase, to physiological rates with many compounds [94].

\[
 u(T) = \frac{k_1 e^{T_A/T} - T_A/T}{1 + e^{T_A/T} - T_A/T e^{T_T/T} + e^{T_{Th}/T} - T_{Th}/T}
\]

(42)

where \( T_1 \) is a reference temperature, K, with the corresponding rate \( k_1, \text{s}^{-1} \); \( T_A \) is the Arrhenius temperature (i.e., linear slope of the Arrhenius plot), K; \( T_T \) and \( T_{Th} \) mark the cardinal temperatures flanking the thermal niche (low- and high-temperature denaturation, respectively), K; and \( T_{Al} \) and \( T_{Ab} \) account for Arrhenius temperatures at temperature boundaries of the thermal niche, K.

### 3.16. The Model of Huang (2011)

The group of Huang [95] developed a model by modifying and combining the Arrhenius equation with the theory and model of Eyring et al. [4,20,65].

\[
 u(T) = A \cdot T e^{-\left(\frac{\Delta G^*}{R T}\right)^a}
\]

(43)

where \( \Delta G^* \), J mol\(^{-1}\), accounts for an energy term; \( R \) is the universal gas constant \( \sim 8.314 \text{ J mol}^{-1} \text{ K}^{-1} \); \( T \) is the absolute temperature, K; \( a \) is a Huang parameter, K\(^{-1}\); and \( A \) describes the collision or frequency factor, s\(^{-1}\). Huang reports that their model can only sufficiently describe growth behavior at a suboptimal temperature. To extend their model to the entire physiological temperature range, they used an expression known from Ratkowsky et al. [59]:

\[
 u(T) = A \cdot T e^{-\left(\frac{\Delta G^*}{R T}\right)^a} \left[1 - e^{c_2(T-T_{max})}\right]
\]

(44)

where \( c_2 \) is a Ratkowsky parameter, K\(^{-1}\), and \( T_{max} \) is the maximum growth temperature, K. Huang’s group reported good fits \((R^2 = 0.985)\) for their model using data for thermal growth rates from five different bacteria.
3.17. The Model of Corkrey (2014)

In 2014, Corkrey et al. attempted to build a universal mechanistic model [58]. It was used to model the growth of 230 different strains of unicellular and multicellular organisms ranging from psychrophilic to hyperthermophilic, covering a temperature range of 124 °C, from −2 °C to +122 °C. They therefore argued that their findings might be used to model the dependence of the growth rate on temperature for all unicellular and multicellular life forms. Being able to find a good fit for their universal model to the thermal growth curves of various life forms, they concluded that there might be evidence for the presence of a single highly conserved reaction in the last universal common ancestor. Under all limiting conditions, a single-enzyme-catalyzed reaction rate, which controls the growth rate, is described in the numerator of the Corkrey model by an Arrhenius type of temperature dependency. The denominator accounts for the effects of temperature on protein conformation, which causes alterations in catalytic activity of the putative enzyme and therefore a change in the expected rate.

\[
\frac{T^n e^{(\Delta G^f - \Delta H^f \ln(T/T_0))}}{1 + e^{(\Delta H^f - \Delta C_p - \Delta S_p \ln(T/T_0))}}
\]

where \(\Delta H^f\) is the enthalpy of activation, J/mol; \(R\) is the universal gas constant \(\approx 8.314\) J mol\(^{-1}\) K\(^{-1}\); \(c\) is a dimensionless scaling factor; \(T\) is the temperature, K; \(\Delta C_p\) is the heat capacity change, J K\(^{-1}\) mol\(^{-1}\) -amino acid residue, upon denaturation of the putative enzyme; \(\Delta H^f\) is the change of enthalpy, J mol\(^{-1}\) amino acid residue, at the convergence temperature \(T_{opt}\), K, for enthalpy of protein unfolding; and \(\Delta S^p\) is the change of entropy, J K\(^{-1}\), at the convergence temperature \(T_{opt}\), K, for the entropy of protein unfolding.

3.18. The Model of Hobbs (2014)

The heat capacity model or macromolecular rate theory was proposed by Hobbs et al. [96] and applied by Schipper et al. [97]. They state that enzymatic rates show Arrhenius behavior when increasing with temperature, until an optimum \(T_{opt}\), but argue that decreasing rates above \(T_{opt}\) cannot sufficiently be explained only by denaturation of the enzymes. They have reported the effect of a heat capacity change upon activation (between the ground state and transition state of a rate-limiting enzyme) that shapes the thermal growth curve. The change in heat capacity affects the temperature dependency of \(\Delta G^f\) (Gibbs free energy difference, between a ground state and transition state) that is in turn responsible for determining the temperature dependency of enzymatic activity. They state that the change in heat capacity influencing enzymatic rates implicates temperature dependence for various biological rates, ranging from “enzymes to ecosystems”. Hobbs et al. formulated their findings using Eying’s Equation (46) as a scaffold and a term to describe the degree of temperature dependence of \(\Delta G^f\) with \(\Delta C_p^\circ\) Equation (47). Assuming \(\Delta C_p^\circ\) to be zero, \(\Delta G^f\) would be independent from temperature and the reaction behavior of the growth rate-limiting enzyme would follow an Arrhenius type of temperature dependence. Large negative values for \(\Delta C_p^\circ\) would lead to a significant temperature dependence of \(\Delta G^f\), leading to a non-Arrhenius behavior and explaining a decrease in reaction rate above \(T_{opt}\), independent of denaturation. Compared to the master reaction model, heat capacity theory takes into account that enzymes are in fast equilibrium with the transition state and denaturation does not easily occur [61,96,97].

\[
u(T) = \frac{k_B}{R} T e^{-(\Delta G^f(T)/RT)}
\]

\[
\Delta G^f(T) = \Delta H_v \cdot T_0 \cdot (T - T_0) + T \left( \Delta S_v^\circ + \Delta C_p^\circ \cdot \ln \left( \frac{T}{T_0} \right) \right)
\]
where \( k_B \) is the Boltzmann constant \( \sim 1.381 \cdot 10^{-23} \text{ J K}^{-1} \); \( h \) is the Planck’s constant \( \sim 6.626 \cdot 10^{-34} \text{ J s}^{-1} \); \( \Delta G^\circ \) is the Gibbs free energy difference, between a ground state and transition state, \( \text{J mol}^{-1} \); \( R \) is the universal gas constant \( \sim 8.314 \text{ J mol}^{-1} \text{ K}^{-1} \); \( T \) is the absolute temperature, \( \text{K} \); \( T_0 \) is a reference temperature, \( \text{K} \); \( \Delta H^\circ_{T_0} \) and \( \Delta S^\circ_{T_0} \) are enthalpic and entropic change between reactants and the transition state at the reference temperature \( T_0 \); \( \Delta C_p^\circ \) is the heat capacity change between reactants and the transition state, \( \text{J mol}^{-1} \text{ K}^{-1} \).

3.19. The Model of DeLong (2017)

In 2017, DeLong et al. [98] argued that models describing the thermal growth curve lack the assumption that the catalyzing enzyme lowers the activation energy of the rate-determining reaction. They therefore introduced a model that describes the reduction of required activation energy for the rate-determining reaction as a function of free energy (enzyme stability) of the catalyzing enzyme. This term was incorporated into the dividend of the exponential term of the Arrhenius function. The Arrhenius activation energy \( (E_a; \text{see Equation (4)}) \) was replaced with the difference of a baseline energy \( (E_b, J) \), describing kinetic requirements as if the reaction would take place outside an organism, lowered by the enzymatic contribution \( (E_c, J) \) inside an organism, yielding Equation (48):

\[
u(T) = A e^{-\frac{(E_b-E_c)}{k_B T}}
\]

where the authors used the Boltzmann constant \( k_B \sim 1.381 \cdot 10^{-23} \text{ J K}^{-1} \), instead of the universal gas constant in the divisor of the exponential term and \( T \) is the absolute temperature, \( \text{K} \). The dividend of the exponential term then accounts for the activation energy lowered by the enzymatic action. The extent of enzymatic contribution \( (E_c) \) depends on the activity status of the enzyme, which is given by probability terms of protein stability. The temperature-dependent protein stability is given by \( \Delta G \) (Equation (49)), where \( \Delta H, J \), is the change of enthalpy and \( \Delta C_p, \text{J mol}^{-1} \text{ K}^{-1} \), the change in heat capacity, both relative to the melting temperature \( T_m, \text{K} \), between the folded and unfolded state. At \( T_m \), \( \Delta H \) is by definition zero and increases for temperatures below \( T_m \). \( \Delta C_p \) reflects the extent of free energy that can be kept by the enzyme without changing the temperature, which increases below \( T_m \) with a decreasing temperature. The authors assumed that the probability of the maximum contribution of the enzyme to reduce the activation energy by the amount \( E_L \) approaches 1 at \( \Delta G_{\text{max}} \). Hence, the probability function Equation (50) is composed of the maximum amount \( (E_L) \) by which an active enzyme can lower the activation energy and the probability of the enzyme being correctly folded and active, given by the ratio of \( \Delta G \) to \( \Delta G_{\text{max}} \). This transformation yields probability terms for each parameter in Equation (49), as presented in Equations (51) and (52). Therefore, Equation (49) can be rewritten as Equation (53).

\[
\Delta G = \Delta H \left( 1 - \frac{T}{T_m} \right) + \Delta C_p \left( T - T_m - T \cdot \ln \left( \frac{T}{T_m} \right) \right)
\]

\[
E_c = E_L \cdot \frac{\Delta G}{\Delta G_{\text{max}}}
\]

\[
E_{\Delta H} = E_L \cdot \frac{\Delta H}{\Delta G_{\text{max}}}
\]

\[
E_{\Delta C_p} = E_L \cdot \frac{\Delta C_p}{\Delta G_{\text{max}}}
\]

\[
E_c = E_{\Delta H} \left( 1 - \frac{T}{T_m} \right) + E_{\Delta C_p} \left( T - T_m - T \cdot \ln \left( \frac{T}{T_m} \right) \right)
\]

Combining the probability function Equation (53) for the degree of enzymatic contribution to lowering the baseline energy \( E_b \) of the rate-determining reaction with the Arrhenius-type Equation (48) yields the enzyme-assisted Arrhenius model in Equation (54).
3.20. Additional Temperature Models

In Table 1 further models describing a hunchback-shaped curve for temperature-dependent rates are summarized.

Table 1. Models describing a hunchback-shaped curve of temperature-dependent rates (not explained in the text).

| Model                        | Equation                                                                 | Source |
|------------------------------|--------------------------------------------------------------------------|--------|
| Lehman et al.                | $u(T) = \begin{cases} e^{-2.3 \frac{(T - T_{opt})^2}{(T_{max} - T_{opt})^2}}, & T > T_{opt} \\ e^{-2.3 \frac{(T - T_{opt})^2}{(T_{min} - T_{opt})^2}}, & T \leq T_{opt} \end{cases}$ | [99]   |
| Moison et al.                | $u(T) = \begin{cases} \log(2) \cdot 0.851 \cdot 1.066^{e^{-(T - T_{opt}) \cdot \frac{T - T_{min}}{T_{ref}}}}, & T \leq T_{opt} \\ \log(2) \cdot 0.851 \cdot 1.066^{e^{-(T - T_{opt}) \cdot \frac{T - T_{max}}{T_{ref}}}}, & T > T_{opt} \end{cases}$ | [100]  |
| Bitaube Pérez et al.         | $u(T) = A_1 e^{\frac{T - T_{ref}}{T_{opt} - T_{ref}}} - A_2 e^{\frac{T - T_{ref}}{T_{ref} - T_{low}}}$ | [101]  |
| Alexandrov et al.            | $u(T) = 2.2 \frac{e^{\frac{E_d}{R (T - T_{ref})}} - e^{\frac{E_d}{R (T_{ref} - T_{low})}}}{1 + e^{\frac{E_d}{R (T_{ref} - T_{low})}}}$ | [102, 103] |
| Tevatia et al.               | $u(T) = u_{REF} \cdot \frac{e^{\frac{E_d}{R T}}} {1 + K e^{\frac{E_d}{R T}}}$ | [104] |

$T$ is the absolute temperature, $K$, $T_{opt}$ is the optimal growth temperature, $K$, $T_{max}$ and $T_{min}$ are the upper and lower limit of the thermal curve, respectively; $T_{ref}$ and $T_{high}$ are shaping parameters that determine asymmetry of the growth curve, $A$, $A_1$, and $A_2$ represent frequency factors, $s^{-1}$; $E_a$ represents activation energies, $J \cdot mol^{-1}$; $R$ is the universal gas constant ~8.314 $J \cdot mol^{-1} \cdot K^{-1}$; $T_{ref}$ is a reference temperature, $K$, $\mu_{opt}$ is the optimal specific growth rate, $s^{-1}$; $E_d$ is the activation energy for enzyme denaturation, $J \cdot mol^{-1}$; $K$ is a dimensionless inactivation constant.

4. Biotechnological Applications for Targeted Temperature Variation Assisted by Temperature Models

4.1. Temperature with Potential for Bioprocess Design

Temperature is an easily measurable (continuously, in situ, and in real-time) and controllable process variable. In most cases, temperature is controlled at constant values to maintain suitable physiological conditions at a given optimum value. Besides temperature, these requirements are also common for other basic physico-chemical characteristics, including dissolved oxygen and the pH value, which are routinely controlled in most bioreactor cultivations. For bioprocess design and optimization, very few correcting variables (e.g., the addition of fresh feed media) are available to direct a bioprocess towards a desired outcome. There are two strategies for efficiently using the temperature to influence the process outcome. First, alterations in the process temperature may be used to target metabolism, deliberately trigger stress responses, modify enzymatic turnover, or activate existing regulatory mechanisms. Secondly, natural or synthetic regulation mechanisms may be introduced to engineer host microorganisms (see Section 2.2). As such, processes can be designed to include these regulatory mechanisms as an effective tool to influence the process. Even though several systems inducible by temperature have been discovered and made available to biotechnologists in the last decades, only very few have been applied for process design or optimization [12].

4.2. Application of Temperature Models and Temperature for Bioprocesses Design

Mukhtar et al. modeled the temperature-dependent soil nitrification potential rate with the square root model of Ratkowsky et al. and estimated the optimum temperature for the nitrification potential rate with the heat capacity model. The authors suggest that the knowledge of thermodynamic
properties of the soil nitrification response may be used to improve the application of large-scale fertilization, while reducing eutrophication and connected negative environmental impacts [105]. For cleaning purposes of contaminated water with excess nitrogen, denitrifying fixed-bed bioreactors can be used for NO$_3^-$ removal [106]. The group of Nordström et al. used the Eyring equation to simulate the temperature dependency of NO$_3^-$ removal rates in a denitrifying fixed-bed wood chip bioreactor [107]. They used the heat capacity model of Hobbs et al. [96] to derive the optimum temperature for NO$_3^-$ removal by their bioreactor. Nordström et al. reported that NO$_3^-$ removal rates of reducing microbial consortium change over time, while the temperature optimum is shifted towards lower temperatures (from 24.2 to 16.0 °C) [107]. Downshifts in temperature may somewhat be beneficial for a bioprocess, depending on the intended outcome. Seel et al. were able to increase biomass yields to optimize nutrient assimilation at suboptimal temperatures (10 °C) for mesophilic isolates from chilled foods and refrigerators in defined medium compared to their reference strains [52]. They emphasized the importance of defining the “optimum temperature”. Seel et al. distinguish between the optimum temperature for the maximum growth rate and the optimum for the maximum biomass yield. At 10 °C, which was around 15–25 °C below the optimum for the maximum growth rate of isolates, they reported an increase of 20%–110% of biomass formation. They argue that the generally assumed optimum growth temperature at $\mu_{\text{max}}$ may not be the optimum for all biological processes in the host. This has been described for protein production, membrane permeability, and cellular stress [108–112]. The works of Corkrey et al. [58,113] thermodynamically justified the applied findings of Seel et al. Corkrey’s model described the connection between the temperature stability of proteins and the growth rate governed by an assumed essential enzymatic reaction, with the temperature for optimal enzyme stability being 10–15 °C below the temperature of $\mu_{\text{max}}$. Seel et al. state that due to correct protein folding and protein turnover, energy can be conserved and the biomass yield improved. Perhaps the most popular example for altering temperature as a means of an optimized process outcome can be found during the production of recombinant protein, such as by using E. coli as a heterologous expression system [12]. During the process, typically at the stage of the induction of protein expression, a temperature shift is performed, lowering the process temperature by several °C. This temperature shift does not benefit overall transcription or translation activity, but instead, results in an increased amount of correctly folded protein. This is due to lower amounts of recombinant protein being less likely to form inactive, insoluble aggregates (inclusion bodies), and allowing more time for correct folding after translation due to lower protein production rates. In the case of enzyme production, correctly folded protein is a prerequisite of enzymatic activity, and therefore, in most cases, temperature shifts are applied [114]. Another possibility for using temperature as a method for optimizing protein production is the application of thermo-inducible promoter systems. Considering the perspective of bioprocess engineering, it is of high interest to combine strain engineering and process development approaches to maximize overall productivity and yields. Strong chemically inducible promoters and expression systems that are commonly used in laboratory-scale protein expression [115] cause a high degree of metabolic burden to the microorganisms, and as such, protein production results in a simultaneous reduction of growth. It is therefore beneficial for optimized process design to be able to uncouple biomass growth from protein biosynthesis. Furthermore, production of recombinant proteins at early stages of cultivation often results in reduced overall yields, as many proteins are sensitive to degradation by proteases [114,116]. To counteract this instability of recombinant proteins, inducible promoter systems are a possible tool. Thermo-inducible promoter systems have the advantage of not requiring intrusion into the process, as chemical inductors are not required. As such, the risk of contamination, as well as the costs of the process, may be reduced. Nalley et al. evaluated the effect of temperature on growth, fatty acid production, and the fatty acid profile for algae with the model of Norberg [77]. Nalley et al. report temperature-specific fatty acid production, which is mostly controlled by the temperature-dependent growth rate. Furthermore, they found that temperature dramatically influences the fatty acid profile, with an increase in polyunsaturated
fatty acids and decrease in monounsaturated and short fatty acids when increasing the temperature. The thermostable phosphotriesterase-like lactonases (PLLs) from hyperthermophilic *Sulfolobus* genera present an industrially relevant molecule for bioremediation processes, such as in the degradation of highly toxic pesticides like organophosphates [118]. Thermostable PLLs are of particular interest due to their wide temperature and pH working range, as well as resistance to organic solvents. In contrast to mesophilic enzyme isolates, the application of extremozymes is not prone to low stability in solution or an elevated temperature (>30 °C) [119,120]. In the work of Restaino et al., a high-yield pre-industrial-scale process with an optimized purification method for PLLs was developed [11]. The authors exploited the thermostability of PLLs in their downstream and recombinant PLL production in fast-growing mesophilic *E. coli* for their upstream and bioproduction strategy. Impurities were removed by a thermo-precipitation step (65–75 °C), which was optimized using a statistical response surface method to compute optimal precipitation temperatures. The solubility of proteins can be altered by different variables, like the pH, protein concentration, ionic strength, or temperature. Ethanol may be used as a solvent for precipitation, but exhibits the tendency to denature proteins at temperatures above 0 °C. Therefore, cold EtOH is often used for protein fractionation [121]. The authors Cimini et al. investigated the influence of temperature on the industrially relevant capsular polysaccharide (CPS) of *E. coli*, K4 [122]. It exhibits a high similarity to the economically valuable but only expensively extractable chondroitin from animal tissue. Chondroitin is, for example, used in the pharmaceutical sector to prevent osteoarthritis [123]. Cimini et al. found a positive correlation between CPS production and temperature. As stated before, CPS production is thermoregulated and *E. coli* CPS are not expressed at temperatures <20 °C [124]. Another pharmaceutically relevant product and precursor for the commonly used anti-inflammatory drug desfluorotriamcinolone, is 16α-hydroxy hydrocortisone. Hydrocortisone is converted in a temperature-dependent manner by *Streptomyces roseochromogenes* to 16α-hydroxy hydrocortisone. The group of Restaino et al. was able to maximize the bioconversion of hydrocortisone to 16α-hydroxy hydrocortisone, while lowering side-product formation. By adjusting the process temperature to 26 °C and pH to 6, they were able to almost entirely (95%) convert hydrocortisone into the desired product 16α-hydroxy hydrocortisone [125]. Another example for lowering the temperature to obtain optimal expression, correctly folded, and working recombinant enzymes is the mammalian enzyme 6-O-sulfotransferase (6-OST). It can be recombinantly produced in *E. coli*. 6-OST is of particular interest as it is required for the industrial and biotechnological production of heparin. So far, the blood anticoagulant heparin has only been derived from animals. 6-OST side-specifically sulfonates a heparin precursor and marks a key step in heparin bioproduction. The group of Restaino et al. reported high cell density cultivation of *E. coli* in which recombinant mammalian 6-OST was produced using an induction strategy optimized for yield and productivity. The strategy involved lowering the temperature (37 to 25 °C) upon induction and using a combination of two inducer molecules to balance the metabolic burden. The combination of balanced biomass growth and the induction strategy resulted in an optimal recombinant enzyme expression and enhanced biomass productivity [126].

An interesting application involving measuring and controlling the temperature during bioprocesses is the estimation of metabolic activity by heat balancing. In a partially isolated bioreactor system, heat generation by metabolic processes can be calculated by measuring heat transfer from or to the bioreactor [5]. This calorimetric technique typically involves the calculation of a heat balance by calculating transfer from or to the heat exchanger, enthalpy balancing in exhaust gas, energy dissipation by stirring, and monitoring the temperature of added liquids [6]. A calorimetric control strategy for the growth rate of *Escherichia coli* [13] and *Saccharomyces cerevisiae* [14] by adjusting feed rates was developed. The authors report the successful establishment and control of a high-cell density cultivation, with the feed rate solely relying on heat balancing. Furthermore, besides applications in process control, recently, a calorimetric approach for the detection of prophage activation and release was proposed. The authors report that by evaluating differences in metabolic heat, reactivation of dormant infected bacterial cells can be detected [127]. In general, however, the development of
calorimetric control strategies at a laboratory scale is difficult, as sufficient isolation and sensitive equipment to detect heat generated at a small-scale is required [128]. Even though, at a larger scale, increasing ratios of volume to surface favor the sensitivity of calorimetric approaches, calorimetric approaches are only scarcely applied in industrial biotechnology. Table 2 provides an overview of biological traits, and temperature models and/or temperature adjustments used to achieve a desired process outcome.

Table 2. Biological traits associated with modeling techniques and/or targeted temperature adjustments for the control, monitoring, and optimization of biotechnological processes.

| Purpose            | Process                                      | Biological Basis                          | Applied Model/Temperature Adjustment | Outcome                                      | Source |
|--------------------|----------------------------------------------|-------------------------------------------|--------------------------------------|----------------------------------------------|--------|
| Control            | Rec. protein production                      | Lower protein production rates            | Downshift in T                       | Correctly folded proteins                     | [114,116,126] |
| Control            | Rec. protein production                      | Thermo-inducible promoter                 | Upshift in T                         | Induced promoter                             | [12]   |
| Monitoring         | Antibiotic biosynthesis                      | Metabolic heat = metabolic state          | Calorimetry                           | Estimation of metabolic activity              | [5]    |
| Monitoring         | Insecticidal crystal proteins production     | Metabolic heat = metabolic state          | Calorimetry                           | Estimation of metabolic state, control of nutrient feed | [6]    |
| Control            | Biomass production                           | Metabolic heat = metabolic state          | Calorimetry                           | Calorimetric control of nutrient feed         | [13,14] |
| Monitoring         | Evaluating prophage activating chemicals     | Metabolic heat difference = activity state of prophage | Calorimetry                           | Detection of prophage activation + release    | [127]  |
| Optimization       | Denitrification of wastewaters               | Reducing microbial consortia              | Eyring model (Equation (7))           | Derive (shifts of) $T_{opt}$ for NO$_3^-$ removal rate | [106,107] |
| Control            | Biomass production                           | Arguably more stable RNA + correctly folded protein + lower degradation rates at low $T$ | Downshift in $T$, $T_{opt}$ - Assumptions of Corkrey’s model (see 3.17) | Increased biomass yield, improved nutrient assimilation | [52,129] |
| Control            | Fatty acid production for biofuel            | Shorter and more unsaturated fatty acids at low $T$ - modulate membrane fluidity | Norberg model (Equation (31))         | Temperature-specific fatty acid production (profile) | [117]  |
| Optimization       | Downstream processing                        | Thermostable extremozyme                  | RSM/Thermo precipitation              | Purified phosphotriesterase-like lactonases   | [11]   |

5. Summary and Conclusions

In bioprocess engineering, very few process variables are usually available online. Therefore, exploiting existing control variables to their full extent is a reasonable strategy for broadening existing toolsets of monitoring and control. Both underlying biological mechanisms of temperature sensing and adaptation and mathematical models for temperature effects have been well-described. However, temperature as a control variable is only scarcely applied in bioprocess engineering, so an exploitation strategy merging both in context has not yet been established.

This review presents and discusses the most important models for physiological, biochemical, and physical properties governed by temperature, along with application perspectives. As such, this review provides a toolset for the future exploitation of temperature as a control variable for optimization, monitoring, and control applications in bioprocess engineering.
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