Capability of active thermography to detect and localize pores in Metal Additive Manufacturing materials
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Abstract. Active thermography is a fast, contactless and non-destructive technique that can be used to detect internal defects in different types of material. Volumetric irregularities such as the presence of pores in materials produced by the Additive Manufacturing processes can strongly affect the thermophysical and the mechanical properties of the final component. In this work, an experimental investigation aimed at detecting different pores in a sample made of stainless AISI 316L produced by Laser Powder Bed Fusion (L-PBF) was carried out using pulsed thermography in reflection mode. The capability of the technique and the adopted setups in terms of geometrical and thermal resolution, acquisition frequency and energy density of the heating source were assessed to discern two contiguous pores as well as to detect a single pore. Moreover, a quantitative indication about the minimum resolvable pore size among the available and analysed defects was provided. A powerful tool to assess the limits and the opportunities of the pulsed technique in terms of detectability and localizability was provided by comparing active thermography results to Computed Tomography as well as a related Finite Element Analysis (FEA) to simulate the pulsed heating transfer with Comsol.

1. Introduction
One of the most advanced technologies of Metal Additive Manufacturing (AM) is the Laser Powder Bed Fusion process (L-PBF), also known as Selective Laser Melting (SLM) [1]-[2]. This process involves the deposition and fusion, layer by layer, of very fine metal powders; the structure and the quality of the final component strongly depends on several processing parameters, such as laser power, laser scanning path, and scan speed. The variables that influence the process are usually categorized into controllable ones (possible to modify), such as laser power and scan speed, or as predefined (set at the beginning of each build) material properties, such as powder size and distribution [3].

A large number of controllable and predefined process parameters as summarized by Mani et al. [4] have a complex influence over the transient thermal behaviour of the melt pool, often resulting in unexpected presence of different defects, such as pores, high surface roughness, thermal cracking, and delamination. In particular, pores are typical and spread defects in AM. The formation mechanism can be summarized as follows: when some AM processes are operated at very high-power density, by typically decreasing the laser scan speed somewhere, deposition or melting may be performed in keyhole mode [5]. Without careful control of keyhole mode melting, keyholes can become unstable
and repeatedly form and collapse, causing voids inside the deposit that consists of entrapped vapor. The size of keyhole porosity can vary depending on the shape and size of the keyhole [5]-[8].

There are several destructive and non-destructive techniques available to have a measure of these spread micropores.

The Archimedes’ method [9] is the simplest method for measuring the overall porosity of an AM component. The volume percentage of porosity is estimated by starting from the density of the component. However, the shape, size, and distribution of the pores cannot be determined using this method. Besides, if pores are filled with powder, Archimedes’ method also underestimates their correct volume. Therefore, this is not the best method for L-PBF components.

Optical Microscopy [10] is a widely used destructive method to measure porosity; again, the volume of the pores cannot be accurately measured using this technique. Also, another problem is that this method is not suitable for measuring very small pores.

Lab X-ray Micro Computed Tomography (µCT) is a non-destructive method to quantitively analyse the 3D shape and size of internal structures of AM components. The achievable resolution is mainly limited by the size of the sample and the size of the focal spot of the used X-ray tube. In literature µCT had been applied to analyse voids in metallic AM parts achieving a resolution down to a few micrometres [5], [8]-[13].

In general, as already demonstrated in different works [9]-[13], both Scanning Electron Microscope (SEM) and µCT can accurately measure the shape, size, and distribution of very small pores (in particular, SEM works in the nm range and CT in the µm one); however, these methods are time-consuming and require high-cost instrumentation.

Alternatively, passive and active thermography techniques can be used to analyse samples non-destructively. Thermographic techniques could represent an efficient tool both for the on-site control (passive thermography, temperature monitoring) and off-line (active thermography, pulsed and lock-in) due to their versatility, costs and time required for testing and analysis, which are remarkably competitive with other methods of NDT [14]-[16].

The active thermography uses external heat sources for heating the object to be inspected in order to establish the necessary heat flow capable of generating differences of temperature into the specimen. In the last years, active thermography techniques were used in many applications regarding both metals and composites, and for detecting a wide defects variety such as delaminations, cracks and pores [17]-[22]. In the literature, systematic porosity investigations with active thermography have only been performed in Carbon Fiber Reinforced Plastics (CFRP) structures [23]-[24] or during welding of aluminium alloy [25]-[26]. However, more studies are required concerning the quantitative assessment of pores in metals [27], especially for very widespread additive products. Indeed, AM components present intrinsic peculiarities such as a high surface roughness and complex geometry that make them difficult to investigate with traditional NDT techniques.

In this work, we studied the possibility of diagnosing and localizing the presence of pores in components of AISI 316 L steel produced by the L-PBF process. In particular, the process parameters were changed during the AM process to introduce artificial defects within a specimen with a rectangular cross-section. Results from µCT analysis showed the presence of a network of voids that can be considered as micro-structured defects, with complex shape.

The Pulsed Thermography technique was performed using a diode laser system (942 nm) for exciting the specimen and a cooled IR detector for acquiring thermal sequences. Numerical and experimental PT tests were carried out for investigating the emissivity issue of the material and the effect of using a high emissivity coating on the specimen with the aim to detect and characterize the inner defects. It was observed that the presence of a black graphite coating allows of increasing the absorbed energy and make the emissivity of the surface uniform. In this regard, the coating influences the thermal contrast and then the capability of technique of detecting volumetric defects. On the contrary, inhomogeneities of the coating could impair the spatial resolution.

The adopted approach would provide a powerful tool (both FEM and experimental investigations) to have an indication for the application of the pulsed thermographic technique to materials produced
by the AM process, and more in general, it focuses on the parameters of the tests that mainly influence the capability of detecting single or contiguous pores.

2. Material, methods and experimental set-ups

2.1. Inspected material, process parameters and defects geometry

Several specimens made of AISI 316L steel (example depicted in figure 1) were produced by means of the L-PBF technique, varying the process parameters. In figure 1 is shown the surface of the specimen investigated in this work in its state after the AM process, together with the same surface after depositing a graphite coating.

![Figure 1](image1)

**Figure 1.** Surface conditions of the analysed specimen with a high roughness, typical of the manufacturing process, and the same surface after depositing a layer of coating graphite.

The nominal values of the process parameters were the laser power of 275 W and the scanning speed of 700 mm/s. A buried region was manufactured increasing the energy input by reducing the scanning speed down to 300 mm/s. (275 W; 300 mm/s). In this way, a deviation from the optimum process parameters occurred in a certain region of the specimen. The nominal shape and 3D dimensions of the investigated defect are indicated in figure 2 and in table 1. In particular, the analysis was focused on the upper left part indicated as the quadrant IV in figure 2.

![Figure 2](image2)

**Figure 2.** A simple sketch of the investigated sample. Process parameters were modified within the indicated blue region.

**Table 1.** Nominal process parameters and nominal geometric dimensions of the inspected specimen.

| Sample identification | Scanning laser speed [mm/s] | Scanning laser power [W] | Hatch distance [mm] | Height of a single layer [µm] | Nominal depth [mm] | Nominal defect height [mm] | Nominal size IV [mm²] |
|-----------------------|-----------------------------|---------------------------|--------------------|-------------------------------|------------------|---------------------------|---------------------|
| PK007                 | 300                         | 275                       | 0.12               | 50                            | 0.4              | 1 (20 layers)             | 6*6                 |
2.2. Experimental μCT campaign
Micro Computed tomography (μCT) measurements were carried out on custom-made μCT-Scanner using a Nikon X-ray tube XT 225 with rotating target and a Perkin-Elmer 4k flat panel detector as depicted in figure 3. A voltage of 210 kV and a current of 550 μA in combination with a silver pre-filter of 0.75 mm thickness was used. The flat panel detector was binned to 2k for the data acquisition. An image capturing time of 2 s per projection and six times projection averaging was used at 1500 projection angles. A voxel size of 30.8 μm was achieved, which allows the detection of defects larger than 60 μm. The analysis of the data was performed using porosity modules of the commercial software VG Studio MAX version 3.3. A lower threshold limit of 8 voxels was used for pore detection.

![Figure 3. Experimental Setup of the custom-made Nikon-CT scanner (from left to right: detector, sample on the manipulator stage, X-ray tube).](image)

2.3. Experimental thermographic campaign
A picture of the experimental set-up is shown in figure 4. The experiments were performed in reflection configuration, i.e. the excitation source and the infrared cooled detector were positioned at the same side of the sample. A diode laser system LDM (500-20 by Laserline GmbH), emitting at 942 nm, was used to heat the samples at one surface, widened to a top hat spatial profile of 39 mm x 39 mm. The sample was placed at the focal distance of the laser of about 60 cm in order to have a homogeneous illumination (sample size 35 mm x 35 mm < laser spot size).

Different experimental tests were carried out changing the laser pulse duration. In this regard, the energy density provided to the sample depends on the laser power and pulse duration (rectangular pulse). Moreover, the effective adsorbed energy depends on the sample surface conditions (uncoated and coated material); all these set up specifications are reported in detail in table 2. The used IR camera was the Infratec ImageIR 8800, with a cooled detector sensitive to the middle infrared wave range (MWIR, 3-5 μm, NETD<20 mK (30°C), full frame 640 x 512 pixels, integration time 140 μs). The adopted frame rate was of 500 Hz in all the cases, while the geometrical resolution is specified for each experimental set-up in table 2. The duration of the experimental tests was of about 10 seconds. The distance between IR camera and sample was 110 cm.

| Test number | Sample surface      | Input laser power [W] | Laser pulse duration [ms] | Absorptivity at 942 nm | Achieved energy density [Ws/cm²] | Geometrical resolution [mm/pixel] |
|-------------|---------------------|------------------------|---------------------------|------------------------|----------------------------------|----------------------------------|
| Test 1      | uncoated            | 535                    | 980                       | 64%                    | 22.0                             | 0.15                             |
| Test 2      | coated (graphite)   | 535                    | 56                        | 87%                    | 1.70                             | 0.11                             |
3. Experimental computed tomography results
The porosity analysis of the specimen with Computed Tomography (CT) revealed the presence of different pores or microdefects consisting of small sharp-edged hollows with a complicated, almost fractal, inner surface. These segmented voids are shown in figure 5, together with a color-code used for the comparison with the experimental PT thermography and the FEM Comsol simulations. Please note the appearance of separated parts of the same defect in the shown slice (D11l and D11r as well as D48l and D48r) due to the complex structure. Figure 5c and 5e demonstrate how the apparently separated parts are connected together.
Figure 5. Results from μCT analysis. Only five defects were selected for further analysis and they are displayed with their segmented volume; color code: D3 = light blue, D4 = green, D6 = orange, D11 = red, D48 = purple; (a) Slice of the μCT volume taken 0.5 mm below the top surface, entire IV quadrant (five selected segmented defects are color-coded with also the used numeration), (b) Slice of the μCT volume taken 0.5 mm below the top surface (five selected segmented defects are color-coded), (c) Front view of the 3D rendering of the five selected defects, (d) Side view slice of the μCT volume [the red line indicates the depth position of image a]), (e) Side view of the 3D rendering of the selected defects.

4. Model for FEM simulations of the temperature distributions at the heated surface
In order to understand opportunities as well as limitations of the thermographic inspection of pores below the surface of the investigated material some FEM considerations were carried out. Since the real defect geometry is complicate with a very rugged surface as observed by the μCT measurements only idealized simple geometries were included in the model. The following table (table 3) gives an overview about the six considered defect geometries. Please note that “splat at surface” is not a real defect but should represent a small splatter on a surface coating.

Table 3. Drawings of the simplified defect geometries for simulations.

| D3   | D6   | splatter at surface |
|------|------|---------------------|
| ![Diagram](d3.png) | ![Diagram](d6.png) | ![Diagram](splat.png) |
|       |       |                     |
| D11  | D48  | D4                  |
| ![Diagram](d11.png) | ![Diagram](d48.png) | ![Diagram](d4.png) |

Within the model the defects were filled with air, the splatter consists of any kind of plastics. The geometrical arrangement of these models within the specimen is shown in the following Figure 6.
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Figure 6. Model used for FEM simulations; (a) drawing of the simplified model for four inner defects and one particle as coating inhomogeneity at the surface, (b) drawing of the mesh with included defects for FEM simulations.

The heating by means of the laser pulse was implemented as a boundary source layer. The surface within the FEM was assumed to be uncoated because information about layer thickness and thermophysical properties of the coating are not available. The case of the coated specimen was described only by changed emissivity and the presence of the splatter. The next table compiles all significant parameters of the used model:

Table 4. Parameter values used for the simulation of temperature distributions.

| State of surface | Laser Power density [W/cm²] | Pulse length [ms] | Thermal conductivity [W/(m*K)] | Mass density [g/cm³] | Heat capacity [J/(kg*K)] | Heat transfer coefficient [W/(m²*K)] | Emissivity of front surface |
|-----------------|-----------------------------|-------------------|-------------------------------|---------------------|-------------------------|-----------------------------------|-----------------------------|
| uncoated        | 22.5                        | 980               | 14.2                          | 7.91                | 500                     | 5                                 | 0.33                        |
| coated          | 30.6                        | 56                | 14.2                          | 7.91                | 500                     | 5                                 | 0.9                         |

The laser power densities were corrected by the reflectivity of the respective surface at the wavelength of the laser (see table 2). Thus, in case of the uncoated surface the real power input is reduced. The material properties for the metal were deduced from other measurements not reported here. Please note that thermal conductivity and density is slightly reduced in comparison to the usual AISI 316 steel [1]. The heat transfer coefficient describes heat losses due to convection meanwhile the emissivity values were used to describe radiative heat losses. The mesh has variable element sizes and includes additional layers below the heated surface and around the included defects (see figure 6). It contains about 500,000 elements. The transients of surface temperatures above the different defects were averaged in a circular region of interest with 0.4 mm diameter and extracted for further
evaluations. Thus, they display not the maximum temperature, but a typical value measured within a small region of interest. A complete run with 56-time steps required 34 min on a Linux workstation.

5. Results and discussion

5.1. Uncoated sample: Comsol simulations and thermographic results

The general comparison between experimental and simulated results for the experiment without coating is reported in figure 7. First of all, the temperature transient in a region without defect has to be regarded. Figure 7 contains two raw data sets (blue symbols) recorded at different parts of the surface. Raw data means that no emissivity correction was carried out and the emissivity was assumed to be 1. Remarkable differences were obtained but the general curve shape is similar. The strong influence of the emissivity correction is demonstrated by the black and the cyan colored curves representing emissivity values of 33% and 40% with a background temperature of 239.9 K. Finally, the transient simulated with the COMSOL model was added to the diagram. It has to be established that the entire experimental transient cannot be simulated well, whether the rising part or the decreasing part can be simulated but not both together. At this moment we have no good explanation for this behavior, and we are investigating the phenomenon. For further considerations we focused on the decreasing part because it is more suited to detect defect related contrasts. But one has to have in mind that the simulation results help to understand the general behavior of the cooling down but cannot describe the entire experiment exactly.

![Figure 7](image-url)

**Figure 7.** Comparison of experimental and simulated temperature transients for the uncoated surface in a sound region.

Figure 8 presents the simulated transients of the thermal contrast in surface regions where hidden defects are present below. Only two defects were selected here: one large (D6) and the smallest one (D3). The plot contains also transients of a coated surface to be considered later. The curves demonstrate that even the small defect D3 should be detectable during and immediately after the laser heating until the contrast drops below 100 mK after 100 ms. 100 mK is a guess for a sufficient thermal contrast in a PT experiment, actual values of the experiments are shown in table 6. The larger defects should be detectable even 1 s after the end of the laser heating. Both curves allow the conclusion that very short pulses of 200 ms or shorter should be sufficient to generate measurable thermal contrasts above these defects situated below, but near the surface.
However, an infrared camera can only detect those contrasts if the surface has a very high emissivity near 1. In case of metallic surface, the emissivity is certainly reduced, and the camera records a signal which includes a partial reflection of the temperature of the surrounding. This is demonstrated in figure 9, where figure 9a) presents the simulated real temperature distribution 100 ms after the pulse (980 ms long). Regarding the guessed emissivity of 0.33 an infrared camera might detect the apparent temperature distribution shown in figure 9b). Regarding a spatial emissivity distribution deduced from the first thermograms before the heating, the result in a thermogram as shown in figure 9c is obtained. Here, the grainy spatial pattern of emissivity variations covers the defect related thermal contrasts completely.

Thus, the simulations results predict that it will not be possible to detect the pores by means of simple temperature contrast evaluation.

The experimental results confirm this prediction. Figure 10 displays two thermograms with the same temperature scale recorded directly after the heating most suited for the detection of very shallow defects.

Figure 8. Simulated temperature contrasts at the defects D6 and D3 for the uncoated case (long pulse) and the coated case (short pulse).

Figure 9. (a) Simulated temperature distribution 100 ms after the heating pulse; (b) simulated apparent temperature distribution 100 ms after the heating pulse regarding a homogeneous emissivity of 0.33 and a background temperature of 293.9 K; (c) simulated apparent temperature distribution 100 ms after the heating pulse regarding an inhomogeneous emissivity distribution and a background temperature of 293.9 K.
However, the application of further data evaluations focusing on the temporal behavior of thermal contrasts enable the detection of some defects as shown later.

5.2 Coated sample: Comsol simulations and thermographic results
The application of a coating should suppress the emissivity inhomogeneities showed above and force the energy input by means of electromagnetic irradiation. The question is, if a subsequent coating enables a better detectability for the hidden micropores. Additionally, a splatter was included in the simulation to model the influence of a localized irregularity which can occur within the coating.

Figure 11a contains the simulated transient of two defect (D6 and D3) related contrasts of a black-coated surface in the short-pulse heating modus (parameters are given in table 4). Here, the pulse length was shortened down to 56 ms. Please note the faster contrast increase during the pulse because of the enhanced introduced laser power density.

The influence of the splatter (figure 11) can be studied showing the contrast transients of D6 and D3 in comparison to a contrast which arises at the splatter. The contrast at the splatter is high in comparison to defect related contrasts but disappears quickly in comparison to the contrast at D6. On the other side, it could map small defects like D3 with fast contrast drop. However, this is only a rough simulation to demonstrate the behavior of such splatters in principle. The spike at the dropping part of the splatter transient indicates that the FEM simulation reached its limit at this extreme geometry where a 25 µm thin disc is considered at a 1 cm thick specimen in millisecond time resolution.
The related experimental results are demonstrated in figure 12. Here, 3 thermograms recorded after the heating period are given. The first one is directly after the end of the heating pulse (figure 12a). The dynamic range of the thermogram is determined by 3 hot spots in the upper half associated with splatters. The regions of the defects cannot be distinguished from the sound, only the largest D11 right and D8 left are detectable.

![Figure 12](image.png)

**Figure 12.** Thermograms related to the coated experimental test (Test 2); (a) thermogram directly after the heating pulse, (b) thermogram 20 ms after the heating pulse, (c) thermogram 100 ms after the heating pulse, crop coordinates x 40:119, coordinates y 45:124 respect to an entire thermogram/map.

The thermogram in figure 12b was recorded 20 ms after the pulse and reveals striking thermal contrasts within the regions with the subsurface defects. The splatters are also still visible but weakened. The last thermogram (figure 12c) obtained after 100 ms shows that detectable thermal contrasts are available, but their shape is blurred, and smaller defects cannot be separated from each other.

The following figure 13 provides the transient corresponding to the simulation results shown before.

![Figure 13](image.png)

**Figure 13.** (a) Comparison of the measured contrast transients during and after the pulse heating for two defects and the splatter and (b) enlarged part of the same.

The general relation between splatter and defect related contrasts is very similar to the simulation, the splatter causes a very high thermal contrast which is disappearing very quickly after the end of the heating pulse. Please note also the differences between simulation (figure 11) and experiment (figure 13): the simulation predicts larger contrasts for both D6 as well as the splatter. This is probably due to the simplifications of the geometries within the model. In particular, in case of D6 we have an overestimation for the simulation by factor 3 (compare figure 11b and 13b). The obtained reducing
factor 3 can be interpreted as a form factor to correct the shape simplifications of the model and has to be regarded if direct comparisons of experimental data with the simulation results are carried out.

5.3 Pulsed Phase Thermography (PPT) at the uncoated sample
A common post-processing algorithm of analysis, i.e. Pulsed Phase Thermography [18], [20]-[22] was applied to the raw thermal data, considering different frequencies of analysis and so different truncation window sizes for the post processing of the acquired thermographic sequence. Three different results in terms of phase maps related to three different frequencies of analysis are reported in figure 14, considering 2 different truncation window sizes, 4 seconds of analysis for the result in figure 14a, and 2 seconds of analysis for the phase maps in figure 14b and figure 14c. These results show clearly the presence of different voids found with the μCT, if a higher frequency of analysis is analysed (figure 14b and c), related, obviously, to a shallow depth. Moreover, it is important to highlight as the PPT algorithm allows for increasing the signal to noise ratio, acting as an analysis filter, and then detecting defects, although the emissivity surface variations are present. However, as already explained, due to the low emissivity values, it is necessary to use a high laser power density to detect defects without the coating. As it is shown in table 2, the maximum laser power of the setup and a pulse duration of 980 ms were used for obtaining the suitable laser power density. In particular, the high laser pulse duration allows for increasing the thermal contrast but reducing the capability of discerning contiguous defects due to the increase of heat diffusion effects.

![Figure 14](image_url)

**Figure 14.** PPT algorithm (cooling down, long pulse analysis). Phase maps (a) 0.24 Hz, (b) 0.98 Hz, (c) 1.46 Hz; Test 1, crop coordinates x 50:95 pixels, coordinates y 55:100 pixels respect to an entire thermogram/map.

6. Comparing μCT and experimental PT results
To compare these results with those from the experiments with coating, for each pixel of the obtained phase maps, the normalized contrast is calculated by subtracting from the thermal signal the mean of the sound signal and dividing by the related standard deviation; as reference signal the sound area indicated in figure 12c was chosen. In figure 15, the results obtained for the frequency of 0.98 Hz is shown (0.98 Hz) as example of the obtained results with this operation.

![Figure 15](image_url)

**Figure 15.** (a) Phase map related to the frequency of 0.98 Hz (cooling down, 2 seconds of analysis, and (b) related normalized phase contrast map; uncoated sample Test 1.
In figure 16 and 17, a direct final comparison is shown between the final results obtained with the 2 different techniques µCT and PT. Figure 16 is a scheme that shows the entire quadrant with the indication of the investigated defects with the reference system for both techniques. The same maps are also shown in figure 17 and they are magnified to show the defects as large as possible. For the thermographic result is also indicated the position in millimetres, using the geometrical resolution calculated in the experimental tests (0.15 mm/pixel Test 1 and 0.11 mm/pixel, Test 2).

In table 5, the coordinates for each defect are shown, obtained from the µCT results. It is necessary to underline that for µCT analyses the used commercial software contains a module for the automatic registration of pores, which have usually a spherical shape. Thus, in this case, the diameter is indeed a kind of equivalent diameter, that can be considered as a typical dimension. In case of D48, in fact, it represents the defect length and not the diameter. µCT results allow for obtaining information about the shape and defect 3D dimensions. The dimensions of the defects on the y-z plane (table 5) will be used as a reference for the discussion of the obtained thermographic results.

For the thermographic results, the y-z coordinates are reported in table 6. Here, normalized results of both thermographic tests are listed together including the analysis frequency and the selected time. In this regard, it is necessary to underline that the small differences in the last column of table 6 are due to the noise of the measure.

In both cases, the application of a Gaussian filter was deemed necessary, following the previous described operations to obtain the normalized contrast (standard deviation 0.85).

**Figure 16.** Direct comparison between µCT and PT results, entire quadrant IV; (a) slice of the µCT volume taken 0.5 mm below the top surface and (b) PT result at 0.066 s (map chosen as an example of the obtained PT results) with the indication of the chosen defects for the discussion.

**Figure 17.** Direct comparison between µCT and PT results, zoom to the exact defects position; (a) slice of the µCT volume taken 0.5 mm below the top surface and (b) PT result at 0.066 s related to the Test 2 conditions.
Table 5. µCT results x, y and z coordinates for each investigated defect.

| Pore number | x [mm] | y [mm] | z [mm] | Diameter [mm] | Volume [mm³] | Surface [mm²] |
|-------------|--------|--------|--------|--------------|-------------|--------------|
| 48          | 8.34   | 8.69   | 5.59   | 6.19         | 1.37        | 53.54        |
| 11          | 8.5    | 7.86   | 9.2    | 2.83         | 0.29        | 12.02        |
| 6           | 8.81   | 10.29  | 8.61   | 1.29         | 0.12        | 4.10         |
| 4           | 8.77   | 7.93   | 6.84   | 1.09         | 0.11        | 3.58         |
| 3           | 8.81   | 10.61  | 10.13  | 0.35         | 0.01        | 0.29         |

Table 6. PT experimental results. Values of the normalized phase contrast (Test 1) and the normalized thermal contrast (Test 2) with an indication of the position in the frequency and time axis and y, z position with the same coordinate system of µCT results.

| Pore number | y [mm] | z [mm] | Normalized phase contrast | Position in the frequency axis [Hz] | Normalized contrast | Position in the time axis [s] |
|-------------|--------|--------|---------------------------|-----------------------------------|---------------------|-----------------------------|
| 48          | 9.03   | 5.68   | 4.98                      | 1.46                              | 7.66                | 0.066                       |
| 11          | 8.03   | 9.02   | 3.22                      | 1.46                              | 8.16                | 0.070                       |
| 6           | 10.67  | 8.8    | 3.57                      | 1.46                              | 5.53                | 0.068                       |
| 4           | 8.17   | 7.04   | 3.88                      | 1.46                              | 6.41                | 0.071                       |
| 3           | /      | /      | /                         | /                                 | /                   | /                           |

From the direct comparison of the results obtained, it is possible to note that the defect indicated as D3 represents the limits of the thermographic technique among the investigated defects, with an equivalent diameter of about 0.35 mm, a depth of about 0.4 mm and a simulated theoretical maximum contrast equal to 0.3 K, below the signal to noise ratio reached in both experimental tests (if we consider 2 or 3 times the standard deviation value, obviously). To understand better this crucial point, table 7 summarises the experimental results in this sense, reporting the value of the standard deviation (in all the cases for the area indicated in figure 12c, 350 pixels). The reported values were determined at the previously presented spatial temperature and considering the phase angle distributions; in particular, we are referring to: Test 1 temperature – figure 10 a and b; Test 1 phase angle – figure 14 c; Test 2 temperature – figure 12 a, b and c (20 ms ~ time related to the maximum contrast).

It should be also underlined that the real reason for the differences among the simulated and the experimental contrasts is due to the rough simulation model of the defects. Neglecting the filigree structure of the defects the deduced thermal contrasts are obviously overestimated as noted before. In case of D6 we have an overestimation by factor 3 (compare figure 11b and 13b).

Table 7. PT experimental results. Values related to the sound standard deviation considering the main results related to both experimental tests.

| Time [s] | Test 1, uncoated material | Test 2, coated material |
|----------|----------------------------|-------------------------|
|          | Sound standard deviation (temperature) | Frequency [Hz] | Sound standard deviation (phase of PPT) | Time [s] | Sound standard deviation (temperature) |
| 0.030 heating | 0.67                     | 1.46                  | 0.0048 | 0.056 | 0.164 |
| 0.100 cooling | 0.73                    | 0.076 | 0.082 |
|          |                           | 0.156 | 0.068 |

Finally, the defect indicated as D48 right appears as a separated defect in the slice of the µCT volume taken 0.5 mm below the top surface (figure 5). PT can detect this sub defect only very shortly
after the heating (figure 12). Similar considerations can be made for the defects D6 and D11, stressing again the fast speed of the thermal phenomenon investigated. Obviously, this is related to diffusive blurring of contrasts reducing the spatial resolution.

7. Conclusions
To understand, to demonstrate and to explain the opportunities and the limits of the pulsed technique in terms of detectability and localizability of AM keyhole pores, a combined analysis with a double experimental and theoretical (COMSOL simulations) approach was assessed by comparing the active thermographic approach with µCT investigations, obtaining results that show a good agreement between the two techniques.

In particular, µCT results demonstrate the presence of a network of voids (microdefects consisting of small sharp-edged hollows with a complicated, almost fractal, inner surface), especially in the first layers below the investigated surface. A similar result was obtained by applying the thermographic technique, investigating the first instants of time of the cool down period, and higher frequencies (0.98 Hz-1.46 Hz) related to short observation periods when applying the PPT algorithm corresponding to lower depths.

The surface was investigated by pulsed thermographic technique with and without coating.

The following conclusive considerations emerge from the combined experimental-simulated analysis:

- both Exp-PT and FEM results explains clearly why no indication of defect related to the thermal contrasts could be found during the investigation of an uncoated surface. However, the application of further data evaluations focusing on the thermal behavior and emissivity evaluation (PPT post data processing) enable the detection of some defects;
- coating facilitates a closer inspection of inner defects, but inhomogeneities of the coating could impair the spatial resolution and lead to the emergence of hotspots (the FEM simulation reached its limit with this extreme geometry where a 25 µm thin disc is considered at a 1 cm thick specimen in millisecond time resolution);
- both Exp-PT and FEM results allow the conclusion that very short pulses of 200 ms or shorter should be sufficient to detect these defects below, but near the surface;
- a short duration of the thermal phenomenon should be emphasized, about 0.04 s (high frame rate camera);
- in the case of the uncoated material, a pulse duration of 1000 ms was used to achieved the necessary power density; please note that the power density of solar irradiation is about 0.1 W/cm² and that with an usual halogen lamp heating only 0.025 W/cm² [28] can be achieved. Thus, the application of a powerful laser with beam expansion is strongly recommended for the detection of small microdefects in this material class;
- Exp-PT results allow the detection and localization of these different pores, in accordance with the µCT results; however, among the available and investigated defects, the defect D3 represents the detection limit of the PT technique (size 0.35 mm and depth~0.4 mm).

Further investigations can be summarized as follows:

- FEM simulations with different PT test parameters and typical AM defect geometries and properties to assess and investigate the opportunities and the limits of the technique and to find the optimum test conditions for each case study;
- handling of the problem with the simulation of the entire temperature transient during a PT experiment;
- Exp-PT investigation using a higher-speed camera, and also an assessment in terms of pulse duration and energy density, by applying also other heating source;
- assessment in terms of material thermophysical properties for a thermal depth estimation of pores.
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