1 Introduction

Both AI and HCI communities increasingly call for more stakeholder participation in AI system design, development, and maintenance\[60, 56, 31, 59, 45\]. Participation can allow AI systems to better reflect their end users’ and stakeholders’ values, preferences, and needs. It can also help scholars and practitioners to better anticipate and account for AI’s negative downstream impacts, such as fairness and equity breakdowns\[6, 25, 23, 42\]. In parallel and responding to these calls, participatory AI projects and research publications have started to emerge across HCI and AI communities\[46, 34, 27\].

Despite the growing consensus that end-users and stakeholders should participate, enormous variation and implicit disagreements exist among current approaches to participatory AI. For example, researchers frequently described their approach as “participatory design workshops”, yet there is a noticeable lack of discussion around the tactics deployed in these workshops\[29, 53\]. For example, how did the workshops/interviews account for stakeholders’ diverse (and sometimes conflicting) values? Whether or how were they more effective than focus groups and interviews in traditional user-centered design or agile development processes? For AI practitioners who are interested in taking a participatory approach to AI design/development, it remains challenging to assess the extent to which a participatory tactic or process can actually achieve inclusiveness or fairness goals. For researchers who are interested in advancing this participatory turn in AI, it remains challenging to have a principled discussion about the pros and cons of existing approaches and how we might best choose to do so in going forward\[5\].

This paper aims to add theoretical grounding, structure, and clarity to the emergent research discourses around stakeholder participation in AI. Taking a lesson from early HCI work in integrating women’s perspectives into a male-dominated curriculum, we cannot just add diverse end-users and stakeholders “and stir. It takes work, new ways of thinking, and new kinds and methods of openness, to bring substantively new voices into a conversation.”\[35\] This paper takes this proposition as a starting place. We first offer a brief overview of the many approaches to increasing participation elaborated in HCI design, political theory, and social science research. We derive five dimensions of participation that AI practitioners or researchers can readily use in assessing the extent to which any participatory tactic or process meaningfully empowers stakeholders in AI design. Finally, we highlight three challenges that practitioners face when taking participatory approaches to AI design. These findings come from our analysis of 56 research publications on participatory AI, as well as 12 IRB-approved semi-structured interviews with researchers and practitioners who had written one or more of these publications. With these theoretical and empirical analyses, we hope to push forward a principled discussion around stakeholder participation in AI design as a way to account for diverse human values and ethics.
Navigating the Many Approaches to Stakeholder Participation

This paper aims to provide more clarity and structure to the research discourses around participatory AI. As a first step, we review the range of existing participatory approaches across HCI design, political theory, and social science research. We first highlight their differences, and then identify five questions that these diverse approaches address (namely, five “dimensions of participation”).

2.1 Prior Approaches to Participation and Their Differences

- **User-centered design**: inquiring stakeholders during need finding and design evaluation.
  
  Over the past decades, the double-diamond user-centered design process has become the most common design process in industry practices [7]. It actively engages with end users when technology designers work to identify user needs and assess their design ideas [33, 40].

- **Service design**: understanding and shaping value propositions and interactions among stakeholders.
  
  Service design shares many features with user-centered design, but expands the notion of the “users” to other stakeholders impacted by the technology service [13, 14, 13]. Using methods such as service blueprint and value stream mapping, service designers explicitly consider how their design decisions impact the constellation of stakeholders through explicit interactions or implicit value propositions over time. Some scholars consider service design as “participatory” [47, 24].

- **Participatory design (PD)**: mixing diverse voices and challenging power structures.
  
  In user-centered design and service design, technology designers collect, synthesize, and translate stakeholders’ diverse inputs into concrete design decisions. In contrast, PD aims to enable stakeholders to provide direct inputs in technology design [19, 52]. For stakeholders—who typically are not experts in the technology themselves—to provide valuable inputs, PD scholars highlight that participation needs to “take place neither in the users’ domain nor in the technology developers’ domain” [37]. PD practitioners need to create a hybrid space that allows diverse stakeholders to meaningfully contribute “a mix of motivations, histories, and goals” without a clear set of “authority relations, incentives, and obligations” [28, 20]. Noteworthily, PD highlights the work of uncovering and challenging existing “authority relations”, including both power structures between technology designers and impacted stakeholders, as well as power dynamics among and within each group of impacted stakeholders [37].

- **Co-design**: creative cooperation between stakeholders and technology designers across the whole span of a design process [48, 54, 26]. While closely related to PD, co-design typically lacks its explicitly political component [54].

- **Action research**: improving researchers’ capacities and processes [9]. Particularly relevant to this work is participatory action research approaches, which engage stakeholders as co-inquirers and co-construct research plans and interventions [55, 58, 21, 44]. This normative aim to improving research processes differentiates participatory action research from PD, despite their many similarities [18]. Some recent HCI research has begun to adopt action research approaches [21, 20].

- **Value-sensitive design**: accounting for indirect stakeholders and moral values. Value-sensitive design can seem similar to participatory design, yet with a particular emphasis on the ethical values of direct and indirect stakeholders [15, 16]. While valuable and appealing, scholars have argued that value-sensitive design broadens the scope of PD to an unmanageably large scale [4].

- **Social choice theory and mechanism design**: quantitative aggregation of stakeholder preferences. Social choice theory focuses on identifying individuals’ preferences and developing an aggregated, mathematical preference-ranking model (for example, polling and ranking individuals’ public policy preferences) [50, 8, 51]. In recent years, the field of mechanism design has translated this approach into a framework for including stakeholders into algorithmic decision-making [10, 22, 57].

- **Participatory democracy and civic participation**: involving citizens and stakeholders in a broad range of civic decision making. Participatory democracy conceptualizes civic participation as a spectrum, from least intense (e.g., stakeholders spectating or expressing preferences) to most intense (e.g., deliberating, negotiating, or deploying expertise through dialogues) [2, 17, 43, 30, 8, 52].

- **Deliberation theory**: qualitatively weighing and discussing competing perspectives and policies. Deliberation theory emerged in response to mechanistic approaches to aggregating stakeholder preferences (e.g., social choice theory) [39, 11, 41]. It emphasizes the importance of bringing together small groups of people to discuss and qualitatively weigh competing arguments for policies [11].
Figure 1: Tactics for increasing stakeholder participation in designing AI, from consulting to empowering. These are sequential decisions that AI practitioners and researchers need to make when including stakeholders in their AI design and development decision-making.

2.2 Dimensions of Participation: An Analytical Framework

From the existing approaches to participation, we identify five questions that they collectively address: Why is participation needed? What is on the table? Which stakeholders should be involved? What form does their participation take? Finally (although this is cross-cutting across the other questions), how is power distributed among the participating stakeholders and between stakeholders and technology designers/engineers? These five questions can serve as a valuable analytical tool for AI practitioners and researchers. They can help illuminate the often implicit differences across the aforementioned existing approaches to and theories of participation. These questions also aid practitioners in assessing the extent to which a chosen participatory tactic or process can indeed meaningfully empower diverse stakeholders in their AI design (Figure 1).

Take “what form does participation take” as an example. If taking a Social Choice Theory approach, AI practitioners can poll stakeholders and mathematically aggregate and rank their preferences afterwards [46, 22]. Advocates of Participatory Design traditions might argue that this polling-and-preference-aggregation approach fails to account for the power imbalance between AI researchers and stakeholders. The power to translate stakeholders’ high-level values and preferences into concrete AI design decisions still lies in the hands of the researchers [36]. Participatory democracy research offers additional alternative forms of participation, for example, AI researchers can bring together
stakeholders to deliberate merits and negotiate trade-offs of particular design decisions. They can encourage stakeholders to provide evidence to support their policy preferences and to change their preferences in light of new information as emphasized by advocates of Deliberation Theory [39,11,12]. By synthesizing how different theories of participation addressed this question of “what form does participation take”, researchers and practitioners can better consider a wide range of options available, with awareness of their known strengths and weaknesses.

3 Mapping the Current Participatory Practices in Designing AI

We have identified a range of approaches to stakeholder participation in design (of policies, research, and technology). We have also identified five dimensions with which AI practitioners can synthesize this wide range of approaches to participation. In this section, we report on challenges and tensions that AI practitioners face when making decisions along the dimensions we outline in Figure [1]. These tensions and challenges emerged from our analysis of participatory AI publications and interviews with AI researchers and practitioners, providing key topics for workshop discussion and future research in increasing stakeholder participation in AI.

Organizational mandates substantively constrain the scope of what is on the table and who is involved. Interviewees across the industry, public sectors, and academia reported that top-down organizational constraints largely determined “what is on the table” and “which stakeholders are involved” in their participatory AI projects. Corporations’, research teams’, and government agencies’ timelines, priorities, mandates, and resource levels are often in tension with their desire to maximally empower stakeholders. Multiple interviewees in the public sector, for example, described that legislative efforts mandated the use of AI risk assessment tools [e.g., 49, 25]. Only how - not whether - AI will be deployed is on the table for stakeholders in such cases. These observations raise crucial questions for the HCI and AI communities: How can our larger organizational structures ensure meaningful stakeholder participation, for instance, in deciding whether an AI should exist at all? How should AI practitioners manage the timespan and nature of diverse stakeholder participation, in the context of agile development cycles in industry and relatively short project and funding cycles in academia?

Participatory AI project owners exert executive authority in deciding tactics of participation. Despite their intentions to empower stakeholders and democratize the AI design process, those who “own” the participatory AI project had unparalleled authority in making decisions about participatory approaches in practice (including the questions we pose in Figure [1]). They often, if not always, decided who are considered stakeholders, what role each stakeholder plays, how they interact, whether they need to reach a consensus at the end, etc. These observations urge us to discuss what a more democratic method might look like for deciding the approaches to stakeholder participation.

AI researchers and practitioners feel caught between a desire to fulfill an idealized vision of empowered stakeholder participation and real-world constraint on time and resources. Interviewees reported that they felt caught between an idealized, ambitious vision of stakeholder empowerment and the practical constraints of time and resources. One interviewee described what they viewed as an idealized version of participation as “an absurd argument...” because “if I wanted full participation meaning like I want this person literally coming to the office with me and making every decision with me and doing all these things, all of a sudden, they don’t have a life to live, right?” In light of the unrealistic vision of “full participation”, participatory AI projects we surveyed made expansive use of proxies as stand-ins for broader classes of stakeholders who are brought in to provide a stakeholder voice to address discrete design challenges [cf. 38]. For example, a project on educational AI asked educators to “think like they were [children’s] personas”, thereby helping to design the AI for children. In another project described in our interviews, a stakeholder participated in an AI design process by training a machine learning model of their value and preferences. This model will vote for a resource allocation outcome on their behalf in the future, for an unspecified amount of time, even if the stakeholder’s preferences change.

This tension between the ideal and pragmatic constraints of participation reveals crucial open research questions. On the one hand, what constitutes a minimal level of meaningful participation, for instance, when deciding whether or how human and algorithmic proxies might meaningfully represent the values and preferences of a group of stakeholders? On the other, at what point do stakeholder participation and empowerment reach a point of diminishing returns? Addressing these questions is a vital next step in improving stakeholder participation in AI design and development practice.
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