Magnetization energy current in the axial magnetic effect
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The axial magnetic effect (AME) is one of the anomalous transport phenomena in which the energy current is induced by an axial magnetic field. Here, we numerically study the AME for the relativistic Wilson fermion in the axial magnetic field and a twisted Dirac semimetal. The AME current density inside the bulk is nonzero, and particularly in the low-energy regime for the former model, it is explained by the field-theoretical results without any fitting parameter. However, for both models, the average AME current density vanishes owing to the surface contribution. The axial gauge field is regarded as the spatially modulated (effective) Zeeman field and induces the spatially modulated magnetization energy magnetization. The AME is attributed to the magnetization energy current and hence cannot be observed in transport experiments.

I. INTRODUCTION

The chiral anomaly has attracted much attention from the high-energy and condensed matter communities. Chiral fermions have the chiral symmetry in the classical action but not in the quantum-mechanical partition function when parallel electromagnetic fields are applied [1, 2]. Such systems are realized in quark-gluon plasmas in heavy-ion collision experiments [3–6] and effectively in Dirac and Weyl semimetals [7].

The chiral anomaly gives rise to various anomalous transport phenomena. Among them is the chiral magnetic effect (CME), in which the charge current is induced by a magnetic field [8–12]. In the relativistic case, it is expressed as

\begin{equation}
\mathbf{j}_\chi = q^2 \chi \mathbf{B} / 4\pi^2 \hbar^2,
\end{equation}

\begin{equation}
\mathbf{j} = \mathbf{j}_R + \mathbf{j}_L = q^2 (\mu_5 \mathbf{B} + \mu \mathbf{B}_5) / 2\pi^2 \hbar^2,
\end{equation}

\begin{equation}
\mathbf{j}_5 = \mathbf{j}_R - \mathbf{j}_L = q^2 (\mu_5 \mathbf{B} + \mu \mathbf{B}_5) / 2\pi^2 \hbar^2.
\end{equation}

Here, \( j_{R,L} \) and \( B_{R,L} \) are the charge current density, chemical potential, and magnetic field for right- and left-handed fermions, respectively. \( q \) is the electric charge, \( \mu (\mu_5) = (\mu_R \pm \mu_L) / 2 \) is the (chiral) chemical potential, and \( \mathbf{B} (\mathbf{B}_5) = (\mathbf{B}_R \pm \mathbf{B}_L) / 2 \) is an (axial) magnetic field. The first term of Eq. (1b) is the CME in a narrow sense, while the second term is called the chiral pseudomagnetic effect (CPME) [13, 14]. In equilibrium, the CME does not occur because nonzero \( \mu_5 \) cannot be realized [15–18], as forbidden by the Bloch-Bohm theorem [19–21]. By applying parallel electric and magnetic fields, the chiral imbalance is generated away from equilibrium and results in the negative magnetoresistance via the CME [22, 23]. In the condensed matter context, the phenomenon was experimentally observed in a noncentrosymmetric Weyl semimetal TaAs and its family [24–27].

Another anomalous transport phenomenon is the chiral vortical effect (CVE), in which the charge current is induced by the vorticity [10, 28–35]. In the relativistic case, it is expressed as

\begin{equation}
\mathbf{j}_\chi = q\chi (\mu_5^2 + \pi^2 T^2 / 3) \omega / 4\pi^2 \hbar^2,
\end{equation}

\begin{equation}
\mathbf{j} = q\mu_5 \omega / \pi^2 \hbar^2,
\end{equation}

\begin{equation}
\mathbf{j}_5 = q (\mu_5^2 + \pi^2 T^2 / 3) \omega / 2\pi^2 \hbar^2.
\end{equation}

Here, \( \omega \) is the vorticity. Since the rotating system of chiral fermions is in equilibrium, the CVE current is not expected to flow. However, the Bloch-Bohm theorem cannot be applied to the CVE, because the theorem is valid only in the thermodynamic limit, while the system size is limited by the causality [21, 29]. Recently, we found that the transport current of the CVE vanishes regardless of the presence or absence of \( \mu_5 \) [36]. In other words, the local charge current of the CVE is just the magnetization charge current that cannot be observed in transport experiments. We also demonstrated that the anisotropic CVE can be observed in condensed matter systems that belong to some chiral point groups.

The axial magnetic effect (AME) is also an anomalous transport phenomenon in which the energy current is induced by an axial magnetic field [37–39]. In the relativistic case, the energy-momentum tensor is symmetric, and the AME is reciprocal to the CVE in Eq. (2c). Hence it is expressed as

\begin{equation}
\mathbf{j}_\epsilon = q (\mu_5^2 + \pi^2 T^2 / 3) \mathbf{B}_5 / 4\pi^2 \hbar^2.
\end{equation}

The nonzero temperature part of Eq. (3), \( \pi^2 T^2 / 3 \), was numerically supported by the large-scale SU(2) lattice gauge theory [38]. However, since the transport current of the CVE vanishes [36], that of the AME should vanish as well. More generally, it is natural to expect that the energy current should not flow in equilibrium, although the Bloch-Bohm theorem for the energy current has not been proved yet.

An axial gauge field can be effectively engineered in Dirac and Weyl semimetals [13, 14, 40–42]. In magnetic Weyl semimetals, the Zeeman field from magnetic moments acts as the axial gauge field, and a magnetic texture yields an axial magnetic field [14, 40, 42]. Elastic
strain can also generate the axial gauge field in magnetic Weyl semimetals [41] and nonmagnetic Dirac and Weyl semimetals [13, 14]. Note that the axial gauge field in the latter case is spin dependent, because strain preserves the time-reversal symmetry. Thus magnetic or strained Dirac and Weyl semimetals are ideal platforms to test the possibility for the above anomalous transport phenomena including the AME [43].

In this paper, we numerically show that the AME is canceled by the surface contribution. We consider two different models; one is the relativistic Wilson fermion [44] in an axial magnetic field, and the other is a lattice model of a twisted Dirac semimetal Cd3As2 [13]. We calculate the charge and energy current densities imposing the open boundary conditions. Our purpose for considering the former model is to compare our numerical results with the field-theoretical ones in the high-energy literature. Indeed, in the low-energy regime, we find that the charge and energy current densities inside the bulk are explained by Eqs. (1b) and (3) without any fitting parameter. For both models, the current densities inside the bulk are nonzero, but the average ones vanish owing to the surface contributions. Such current distributions are explained by the magnetization charge and energy currents, namely, the spatially modulated orbital and energy magnetizations induced by the spatially modulated (effective) Zeeman field. In equilibrium, neither the CPME nor the AME can be observed in transport experiments.

Let us mention the previous results on the CPME [14] and AME [39] in the condensed matter context. In Ref. [14], it was numerically shown that the average charge current density vanishes owing to the surface contribution. Thus it is natural to expect that the average energy current density, on which we mainly focus, vanishes as well. In Ref. [39], the authors considered a magnetic Weyl semimetal where the azimuthal axial magnetic field exists only at the surface. In this setup, by construction, the resulting energy current is the magnetization current circulating at the surface. However, discussion was lacking on a more generic setup where the axial magnetic field exists not only at the surface but also inside the bulk. We give a solid explanation for the vanishing of the average charge and energy current densities by explicitly calculating the orbital and energy magnetizations. We also discuss the difference between the energy magnetization and the orbital angular momentum in condensed matter systems.

II. WILSON FERMION

The relativistic Wilson fermion is expressed as [44]

\[ \hat{H}_0(k) = \hbar(k) \cdot \rho_z \sigma + m(k) \rho_x, \]

in which \( h^x(k) = v \sin k_x a, \ h^y(k) = v \sin k_y a, \ h^z(k) = v \sin k_z a, \) and \( m(k) = m + r(3 - \cos k_x a - \cos k_y a - \cos k_z a) \) is the Wilson term. \( \rho \) and \( \sigma \) are the Pauli matrices for the particle-hole and spin degrees of freedom, respectively, and form the Dirac representation of the Dirac matrices as \( \alpha = \rho_x \sigma \) and \( \beta = \rho_z \). Below, we choose \( v = 1 \) as the energy unit and \( r = (2/\sqrt{3})v \). The lattice constant is \( a = 1 \).

We introduce an axial gauge field in the Landau gauge, i.e.,

\[ \hat{H}_1(x) = - (q v a/\hbar) A_{xy}(y) \sigma_y, \]

with \( A_{xy}(y) = B_5^x y \). Note that such a way of introducing the axial gauge field is different from the conventional way of introducing the vector gauge field using the Wilson line. Since the Wilson term breaks the chiral symmetry, it is impossible to introduce the axial gauge field in a gauge-invariant way. We choose \( q B_5^x a^2/\hbar = 1 \times 10^{-3} \).

We diagonalize the total Hamiltonian [Eq. (4) + Eq. (5)] for the setup depicted in Fig. 1. The mass depends on \( x; m = 0 \) in the massless region of \( N_x = 2N_m \) sites, while \( m = 8r \) in the massive region of \( N_m \) sites. The axial gauge field is present in the massless and massive regions continuously. We impose the open boundary condition in the \( x \) axis and the periodic ones in the \( y \) and \( z \) axes. The numbers of sites are \( N_x = 300 \) and \( N_m = 50 \), leading to \( N_x = 2N_m = 200 \), and \( N_y = N_z = 192 \). Figure 2 shows the lowest positive eigenvalue for particles and the highest negative one for antiparticles. In the low-energy regime, the eigenvalues are quadratic as functions of \( k_y a (k_z a = 0) \) and linear as functions of \( k_z a (k_y a = 0) \), which is consistent with the chiral Landau levels in the presence of the Wilson term.

The charge and energy current densities are

\[ j^+(x) = \frac{q}{a^2 N_y N_z} \sum_{n k_y k_z} v^+(x, k_y, k_z) f(\epsilon_n(k_y, k_z)), \]

\[ j^-(x) = \frac{1}{a^2 N_y N_z} \sum_{n k_y k_z} v^-(x, k_y, k_z) \epsilon_n(k_y, k_z) \times f(\epsilon_n(k_y, k_z)), \]

where \( v^+_n(x, k_y, k_z) = h^{-1} (u_n(k_y, k_z) | \partial_k \hat{H}(x, k_y, k_z) | u_n(k_y, k_z)) \). The distribution function is \( f(\epsilon) = [e^{(\epsilon - \mu)/T} + 1]^{-1} \) for

![FIG. 1. Configuration of the mass \( m \) and axial gauge field \( A_{xy} \). The massless region of \( N_x = 2N_m \) sites is sandwiched by the shaded massive regions of \( N_m \) sites.](attachment:image.png)
average current densities are obtained by

\[ j_{\text{ave}}(\epsilon) = \frac{1}{N_x - 2N_m} \sum_j j_c^z(x). \]  

In Fig. 3(a), the charge current density at the surface is opposite to that inside the bulk. In Figs. 3(b) and 3(c), the charge current density inside the bulk is completely explained by the second term of Eq. (1b) without any fitting parameter, as far as the low-energy regime \((\mu/v < 0.4\) and \(T/v < 0.05\)) is concerned. However, the average charge current density vanishes for any chemical potential \(\mu\) and temperature \(T\) [14]. The same is true for the energy current density as shown in Fig. 4. We conclude that Eqs. (1b) and (3) correctly describe the bulk, respectively, but are completely canceled by the surface contributions.

Let us comment on the previous numerical results on the CPME in Ref. [14]. The authors considered a similar model of a Weyl semimetal using \(A_{5y}(x) = A_{5y} + B_{5z} x\) in Eq. (5). Hence the spatial dependence of the charge current density is different out of ours, but the average one vanishes as expected. They also showed the charge current density at the center of the system but did not relate it to Eq. (1b).

We also comment on other previous numerical results on the AME using the lattice gauge theory [37, 38]. The authors used the overlap fermion that preserves the modified chiral symmetry [45]. They obtained the nonzero temperature part of Eq. (3) only, because the open boundary condition cannot be imposed in their setup. In our setup, the chiral symmetry is broken in the high-energy regime, which causes the deviation of the charge and energy current densities inside the bulk from the expected values. In the low-energy regime, our results are consistent with the previous ones.

III. LATTICE MODEL OF Cd₃As₂

Cd₃As₂ was predicted to be a Dirac semimetal by first-principles calculation [46] and soon it was experimentally confirmed [47–50]. The effective model near the Γ point is expressed as [13]

\[ \hat{H}_0(k) = \hat{h}^0(k) + \hat{h}(k) \cdot \rho \sigma_z. \]  

Here, \(\hat{h}^0(k) = c_0 + (2c_1/e^2)(1 - \cos k_x c) + (2c_2/a^2)(2 - \cos k_y a - \cos k_z a)\), \(\hat{h}^y(k) = (v/a) \sin k_x a\), \(\hat{h}^x(k) = (v/a) \sin k_y a\), and \(\hat{h}^z(k) = m_0 - (2m_1/c^2)(1 - \cos k_x c - (2m_2/a^2)(2 - \cos k_y a - \cos k_z a)\). Two sets of the Pauli matrices, \(\rho\) and \(\sigma\), represent the spin-orbit coupled states \(|3/2, \pm 3/2\rangle\) and \(|1/2, \pm 1/2\rangle\). Since two sectors of \(\sigma_z \pm 1\) are decoupled in Eq. (8), below we focus on the \(\sigma_z = +1\) sector only and call the model 1/2-Cd₃As₂ following Ref. [13]. The material parameters are \(c_0 = -0.0145\) eV, \(c_1 = 10.59\) eVÅ², \(c_2 = 11.5\) eVÅ², \(m_0 = 0.0205\) eV, \(m_1 = 18.77\) eVÅ², \(m_2 = 13.5\) eVÅ², and \(v = 0.889\) eVÅ [51]. The lattice constants are \(a = 12.67\) Å and \(c = 25.48\) Å.

The Hamiltonian (8) is gapless at \(k = \mp Q = [0, 0, \mp Q]^T\) with \(Q\) satisfying \(m_0 = (2m_1/c^2)(1 - \cos Qc)\). Around these points, Eq. (8) is approximated as

\[ \hat{H}_{0 \pm}(\delta k) = \hat{c}_0 + v_0 \delta k_z + v_0 k \cdot \rho \pm v \delta k_z \rho_z, \]  

where \(\hat{c}_0 = c_0 + m_0 c_1/m_1, v_0 = v c_1/m_1,\) and \(r = (2m_1/vc) \sin Qc\). Using the above parameters, we obtain \(Qc = 0.869, \hat{c}_0 = -0.00293\) eV, \(v_0 = 0.502\) eVÅ, and \(r = 1.266\). Thus, an anisotropic Weyl semimetal is effectively realized in 1/2-Cd₃As₂.

Twisting 1/2-Cd₃As₂ effectively generates a uniform axial magnetic field [13]. Displacement is expressed as \(u(x) = \theta(z/L_z) x \times e_z\), where \(\theta\) is the twist angle and \(L_z\) is the length in the \(z\) axis. Strain \(u = (\partial_x u_i + \partial_y u_j)/2\) is then expressed as \(u_{xz}(x) = \theta y/L_z\) and \(u_{yz}(x) = -\theta x/L_z\) and coupled to electrons as

\[ \hat{H}_1(x, k_z) = g (v/a) u_{xz}(x) \cdot \rho \sin k_z c = \frac{gv \sin k_z c}{\hbar} A_{5\perp}(x, \rho \perp). \]  

Here, \(g\) is a dimensionless coupling constant, \(A_{5\perp}(x, \rho \perp) = B_{5\perp}^\perp [-y, x] T/2,\) and \(B_{5\perp}^\perp = -h/\rho_{5\perp} g \theta \sin Qc\). Around the Weyl points, the total Hamiltonian is approximated as

\[ \hat{H}_{\perp}(x, \delta k_z) = \hat{c}_0 + v_0 \delta k_z + v_0 \delta k \cdot \rho \mp g A_{5\perp}(x_{\perp}) \hbar \rho \perp \pm v_0 \delta k_z \rho_z. \]  

Thus \(A_{5\perp}\) and \(B_{5\perp}\) effectively act as the axial gauge and magnetic fields, respectively. Since twist preserves the time-reversal symmetry, \(A_{5\perp}\) and \(B_{5\perp}\) depend on the spin if both sectors of \(\sigma_z = \pm 1\) are considered. In this case, the charge and energy currents below should read the spin current and spin-dependent energy current, respectively.
We diagonalize the total Hamiltonian [Eq. (8) + Eq. (10)] imposing the open boundary conditions in the $x$ and $y$ axes and the periodic one in the $z$ axis. The numbers of sites in the $x$, $y$, and $z$ axes are $N_x = N_y = 80$ and $N_z = 192$, respectively. We use $g\theta = 10$, and the corresponding axial magnetic field is $qB_z^2a^2/h = -1.978 \times 10^{-2}$ ($B_z = -8.11$ T). This value is reasonable compared with that used in the literature [13]. Although it is difficult to estimate the dimensionless coupling constant $g$, our conclusion is unchanged even if larger or smaller $g\theta$ is used. Figure 5 shows the obtained band structure. The color map represents the surface weight of the wave function $|u_n(k_z)|$,

\[
\rho_n^{surf}(k_z) = \sum_{x\perp} |\langle x\perp |u_n(k_z)\rangle|^2. \tag{12}
\]

Here, the summation is taken over the surface up to two sites. We find the bulk chiral Landau levels and the Fermi arc surface states.

The charge and energy current densities are

\[ j^z(x_\perp) = \frac{q}{a^2cN_z} \sum_{n,k_z} v_n^c(x_\perp,k_z)f(\epsilon_n(k_z)), \tag{13a} \]

\[ j^{\epsilon}(x_\perp) = \frac{1}{a^2cN_z} \sum_{n,k_z} v_n^c(x_\perp,k_z)\epsilon_n(k_z)f(\epsilon_n(k_z)), \tag{13b} \]

where $v_n^c(x_\perp,k_z) = \langle \epsilon_n(k_z)|\partial_{k_z}\hat{H}(x_\perp,k_z)|u_n(k_z)\rangle$, and $f(\epsilon) = [e^{(\epsilon-\mu)/T} + 1]^{-1}$ is the Fermi distribution function. The average current densities are obtained by

\[ j^z_{ave} = \frac{1}{N_xN_y} \sum_{x\perp} j^z(\epsilon)(x_\perp). \tag{14} \]
In Fig. 6(a), the charge current density at the surface is opposite to that inside the bulk. We show in Figs. 6(b) and 6(c) that the average charge current density vanishes for any chemical potential $\mu$ and temperature $T$ [13]. The same is true for the energy current density as shown in Fig. 7. Both the CPME and AME are canceled by the surface contributions and cannot be observed in transport experiments.

IV. DISCUSSION AND SUMMARY

We attribute the current distributions obtained above to the magnetization currents. The axial “gauge” field in the above two models is a uniquely defined quantity and cannot be identified as a true one [17]. Rather, it is regarded as the (effective) Zeeman field as in Eqs. (5) and (10). In the presence of a spin-orbit coupling, the orbital magnetization is induced by the Zeeman field as

$$M = \frac{q}{\hbar a^2 c N_x N_y N_z} \sum_{n k} m_n(k f(\epsilon_n(k))$$

$+ b_n(k) f^{-1}(\epsilon_n(k))]$,  

and $f^{(-1)}(\epsilon)$ and $f^{(-2)}(\epsilon)$ are

$$f^{(-1)}(\epsilon) = - \int_{\epsilon}^{\infty} dz f(z),$$

$$f^{(-2)}(\epsilon) = - \int_{\epsilon}^{\infty} dz (z - \mu) f(z).$$

The spin-orbit magnetic susceptibility $\chi_{so}$ was already studied in this way [56, 57]. In Fig. 8(a), the $z$ component of the orbital magnetization is not so affected by the perturbative Zeeman field, because it mainly comes from the separation of Weyl points [58] determined by $h^z(k)$ in Eq. (8). On the other hand, in Fig. 8(b), the $x$ and $y$ components are almost proportional to $A_{5,1}/a$ and show the vortex structure. We also obtain similar results on the energy magnetization in Figs. 9(a) and 9(b). Here, we reinterpret $x_{0,1}$ as true coordinates and calculate the discretized versions of $J_{z}(\epsilon) = \sum_{\kappa} \langle \kappa | \nabla_k u_n(k) | \nabla_k u_n(k) \rangle$ [53]. However, such magnetization currents cannot be observed in transport experiments.

To confirm the above scenario, we calculate the orbital and energy magnetizations for twisted 1/2-Cd$_3$As$_2$ as follows. Instead of the total Hamiltonian [Eq. (8) + Eq. (10)], we consider $\hat{H}(k) = \hat{H}_0(k) + \hat{H}_1(x_{0,1}, k_z)$ by fixing $x_{0,1} = x_{0,1}$. $x_{0,1}$ is just the parameter that controls the effective Zeeman field as $A_{5,1}/a = B_5^{\parallel} [ -y_0, x_0 ]^T/2a$. We impose the periodic boundary conditions and calculate the orbital [54], heat, and energy magnetizations [55],
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$+ b_n(k) f^{-1}(\epsilon_n(k))]$,  

and $f^{(-1)}(\epsilon)$ and $f^{(-2)}(\epsilon)$ are

$$f^{(-1)}(\epsilon) = - \int_{\epsilon}^{\infty} dz f(z),$$

$$f^{(-2)}(\epsilon) = - \int_{\epsilon}^{\infty} dz (z - \mu) f(z).$$

Here, the Berry curvature $b_n(k)$ and magnetic moment $m_n(k)$ are defined as
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FIG. 6. (a) Spatial dependence of the charge current density for twisted 1/2-Cd$_3$As$_2$ at $\mu = 0$ meV and $T = 0.5$ meV. (b) The chemical potential dependence at $T = 0.5$ meV and (c) the temperature dependence at $\mu = 0$ meV of the average charge current density (black crosses) and that at the center (red squares).

FIG. 7. (a) Spatial dependence of the energy current density for twisted 1/2-Cd$_3$As$_2$ at $\mu = 0$ meV and $T = 0.5$ meV. (b) The chemical potential dependence at $T = 0.5$ meV and (c) the temperature dependence at $\mu = 0$ meV of the average energy current density (black crosses) and that at the center (red squares).

FIG. 8. (a) $z$ component and (b) the $x$ and $y$ components of the orbital magnetization for twisted 1/2-Cd$_3$As$_2$ at $\mu = 0$ meV and $T = 0.5$ meV as functions of $x_0/L$. (c) The temperature dependence of the charge current density at the center. The symbols correspond to the magnetization charge current calculated from the orbital magnetization, while the lines correspond to that obtained by imposing the open boundary conditions in Sec. III.
temperature dependences of the energy current density at the center for twisted $1/2$-Cd$_3$As$_2$ are not described by Eq. (3), as shown in Fig. 7. In such generic cases, the AME corresponds to the energy magnetization but not directly to the orbital angular momentum. In contrast to the orbital magnetization, which can be measured by superconducting quantum interference devices, it may be difficult to measure the energy magnetization.

To summarize, we have numerically investigated the CPME and AME using the relativistic Wilson fermion and a lattice model of a Dirac semimetal Cd$_3$As$_2$. The charge and energy current densities inside the bulk are correctly described by the previous results [the second term of Eq. (1b) and Eq. (3) in the relativistic case]. However, the average current densities completely vanish owing to the surface contributions. The axial gauge field is regarded as the spatially modulated (effective) Zeeman field and induces the spatially modulated orbital and energy magnetizations. The CPME and AME currents are the corresponding magnetization currents. Thus it is impossible to observe the CPME or AME in transport experiments.

What we called anomalous transport phenomena are not transport phenomena in equilibrium. At the field-theoretical level, Eq. (1b) is the covariant charge current that is not conserved. Conserved is the consistent charge current obtained by adding the Bardeen-Zumino (BZ) polynomial [59]. As a consequence, the CME in the first term of Eq. (1b) does not occur [17, 18]. On lattices, we always consider the conserved charge current, and the CME does not occur [15, 16]. The CVE current (2) is not corrected by the BZ polynomial. However, it turned out to be the magnetization charge current [36]. The CPME current in the second term of Eq. (1b) and the AME current (3) are also the magnetization charge and energy currents. These three currents do exist but cannot be observed in transport experiments.
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