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Abstract—Since sequential information plays an important role in modeling user behaviors, various sequential recommendation methods have been proposed. Methods based on Markov assumption are widely-used, but independently combine several most recent components. Recently, Recurrent Neural Networks (RNN) based methods have been successfully applied in several sequential modeling tasks. However, for real-world applications, these methods have difficulty in modeling the contextual information, which has been proved to be very important for behavior modeling. In this paper, we propose a novel model, named Context-Aware Recurrent Neural Networks (CA-RNN). Instead of using the constant input matrix and transition matrix in conventional RNN models, CA-RNN employs adaptive context-specific input matrices and adaptive context-specific transition matrices. The adaptive context-specific input matrices capture external situations where user behaviors happen, such as time, location, weather and so on. And the adaptive context-specific transition matrices capture how lengths of time intervals between adjacent behaviors in historical sequences affect the transition of global sequential features. Experimental results show that the proposed CA-RNN model yields significant improvements over state-of-the-art sequential recommendation methods and context-aware recommendation methods on two public datasets, i.e., the Taobao dataset and the Movielens-1M dataset.

I. INTRODUCTION

Nowadays, people are overwhelmed by a huge amount of information. Recommender systems have been an important tool for users to filter information and locate their preference. Since historical behaviors in different time periods have different effects on users’ behaviors, the importance of sequential information in recommender systems has been gradually recognized by researchers. Methods based on Markov assumption, including Factorizing Personalized Markov Chain (FPMC) and Hierarchical Representation Model (HRM) have been widely used for sequential prediction. However, a major problem of these methods is that these methods independently combine several most recent components. To resolve this deficiency, Recurrent Neural Networks (RNN) have been employed to model global sequential dependency among all possible components. It achieves the state-of-the-art performance in different applications, e.g., sentence modeling, click prediction, location prediction, and next basket recommendation.

With enhanced ability in collecting information, a great amount of contextual information, such as location, time, weather and so on, can be collected by systems. Besides, the contextual information has been proved to be useful in determining users’ preferences in recommender systems. In real scenarios, as shown in Figure 1, applications usually contain not only sequential information but also a large amount of contextual information. Though RNN and other sequential recommendation methods have achieved satisfactory performances in sequential prediction, they still have difficulty in modeling rich contextual information in real scenarios. On the other hand, context-aware recommendation methods have been extensively studied, and several methods have been proposed recently, such as Factorization Machine (FM) [7], Tensor Factorization for MAP maximization (TFMAP) model [10], CARS2 [9] and Contextual Operating Tensor (COT) [2][12]. But these context-aware recommender methods can not take sequential information into consideration.

To construct a model to capture the sequential information and contextual information simultaneously, we first investigate the properties of sequential behavioral histories in real scenarios. Here, we conclude two types of contexts, i.e., input contexts and transition contexts. Input contexts denote external situations under which input elements occur in behavioral sequences, that is to say, input contexts are external contexts under which users conduct behaviors. Such contexts usually include location (home or working place), time (weekdays or weekends, morning or evening), weather (sunny or rainy), etc. Transition contexts are contexts of transitions between two adjacent input elements in historical sequences. Specifically, transition contexts denote time intervals between adjacent behaviors. It captures context-adaptive transition effects from past behaviors to future behaviors with different time intervals. Usually, shorter time intervals have more significant effects comparing with longer ones.

In this work, we propose a novel model, named Context-Aware Recurrent Neural Networks (CA-RNN), to model sequential information and contextual information in one framework. Each layer of conventional RNN contains an input element and recurrent transition from the previous status, which are captured by an input matrix and a transition matrix respectively. Different from conventional RNN using...
In this section, we introduce the proposed Context-Aware Recurrent Neural Networks (CA-RNN). We first present the parameter learning process of the CA-RNN model. Finally, we introduce the proposed model. In summary, the main contributions of this work are listed as follows:

- We address the problem of context-aware sequential recommendation, which includes two types of contexts, i.e., input contexts and transition contexts.
- We employ adaptive context-specific input matrices to model input contexts. These contexts denote external situations under which users conduct behaviors.
- We incorporate adaptive context-specific transition matrices for modeling transition contexts, i.e., time intervals between adjacent behaviors in historical sequences.
- Experiments conducted on two real-world datasets show that CA-RNN is effective and outperforms state-of-the-art methods significantly.

II. PROPOSED MODEL

In this section, we introduce the proposed Context-Aware Recurrent Neural Networks (CA-RNN). We first present the problem definition and the conventional RNN model. Then we detail our proposed model. Finally, we introduce the parameter learning process of the CA-RNN model.

A. Problem Definition

We have a set of users denoted as $U = \{u_1, u_2, \ldots\}$, and a set of items denoted as $V = \{v_1, v_2, \ldots\}$. For each user $u$, the behavioral history is given as $V^u = \{v^u_1, v^u_2, \ldots\}$, where $v^u_k$ denotes the $k$-th selected item of user $u$. Each selected item in the behavior history is associated with corresponding timestamps $T^u = \{t^u_1, t^u_2, \ldots\}$, where $t^u_k$ denotes the $k$-th timestamp in the behavioral sequence of user $u$. For each user $u$, at specific timestamp $t^u_k$, the input context is denoted as $c^u_{I,k}$, such as weather, location and so on. And the corresponding transition context is denoted as $c^u_{T,k}$, which is determined by the time interval between the timestamp $t^u_k$ of the current behavior and the timestamp $t^u_{k-1}$ of the previous behavior.

In this paper, given the behavioral history $V^u = \{v^u_1, v^u_2, \ldots\}$ of user $u$ with input and transition contexts, we would like to predict the next selected item $v^u_{k+1}$ of user $u$ under input context $c^u_{I,k+1}$ and transition context $c^u_{T,k+1}$.

B. Recurrent Neural Networks

The architecture of a recurrent neural networks is a recurrent structure with multiple hidden layers. At each time step, we can predict the output unit given the hidden layer, and then feed the new output back into the next hidden status. The formulation of the hidden layer in RNN is:

$$h^u_k = f\left(r^u_k M + h^u_{k-1} W\right),$$

where $h^u_k$ is the $d$ dimensional hidden status of user $u$ at the timestamp $t^u_k$ in the behavior sequence, and $r^u_k$ denotes the $d$ dimensional latent vector of the corresponding item $v^u_k$. $W$ is the $d \times d$ dimensional transition matrix, which works as the recurrent connection to propagate sequential signals from the previous status. $M$ denotes the $d \times d$ dimensional input matrix, which captures the current behavior of the user on input elements. The activation function $f(x)$ is usually chosen as a sigmoid function $f(x) = \frac{1}{1 + e^{-x}}$.

Though RNN has achieved successful performances in sequential modeling, it has difficulty in modeling a variety
of contextual information. With the increasing of contextual information in practical applications, context-aware sequential recommendation becomes an emerging task. As a consequence, it is appropriate to incorporate significant contextual information in sequences into an adapted RNN architecture.

C. Modeling Input Contexts

Input contexts denote the external situations under which users conduct behaviors. This type of contexts in the behavioral history is significant for behavior prediction. For instance, if a man usually takes exercise in the morning, we can predict he will go to the gym in the morning rather than in the evening, even if there are lots of people going to gyms in the evening. Thus, we plan to incorporate input contexts in the conventional RNN model. The constant input matrix in conventional RNN is replaced by adaptive context-specific input matrices according to different input contexts. Then, Equation 1 can be rewritten as:

$$h_k^u = f \left( r_k^u M_{c_{I,k}} + h_{k-1}^u W \right) ,$$  \hspace{1cm} (2)

where $M_{c_{I,k}}$ denotes the $d \times d$ dimensional context-specific input matrix of input context $c_{I,k}$. It incorporates external contexts into items so as to help appropriately shape interests of users under specific contexts.

D. Modeling Transition Contexts

Transition contexts denote lengths of time intervals between adjacent behaviors in historical sequences. Different lengths of time intervals between two behaviors have different impacts on prediction. Generally speaking, longer time intervals usually have weaker effect in predicting next behavior than shorter ones. Therefore, modeling lengths of time interval is essential for predicting future behaviors. Thus, we treat time intervals as transition contexts, and incorporate transition contexts into our model. The constant transition matrix in conventional RNN is replaced with adaptive context-specific transition matrices according to different transition contexts. Then Equation 2 can be rewritten as:

$$h_k^u = f \left( r_k^u M_{c_{T,k}} + h_{k-1}^u W c_{T,k} \right) ,$$  \hspace{1cm} (3)

where $W c_{T,k}$ is a $d \times d$ dimensional adaptive context-specific transition matrix for the transition context $c_{T,k}$. It captures how transition contexts between adjacent behaviors affect the transition of global sequential features. The adaptive context-specific transition matrix can be generated according to the length of time interval between the current timestamp and the previous timestamp.

However, it is impossible to learn a context-specific transition matrix for every possible continuous time interval value independently. So we partition the range of all possible time intervals into discrete time bins, and all time intervals are discretized to the floor of the corresponding time bin. Thus, context-specific transition matrices can be generated as:

$$W_{c_{T,k}}^u = W_{\left[ t_k^u - t_{k-1}^u \right]} ,$$  \hspace{1cm} (4)

where $t_k^u$ and $t_{k-1}^u$ denotes the current and the previous timestamp respectively, $t_k^u - t_{k-1}^u$ is the length of the corresponding time interval, and $\left[ t_k^u - t_{k-1}^u \right]$ denotes the floor of the length of corresponding time interval $t_k^u - t_{k-1}^u$.

Then, as shown in Figure 2, the formulation of each hidden layer in the CA-RNN model becomes:

$$h_k^u = f \left( r_k^u M_{c_{T,k}} + h_{k-1}^u W_{c_{T,k}} \right) .$$  \hspace{1cm} (5)

E. Context-aware Prediction

When making prediction of user behaviors at timestamp $t_{k+1}^u$, despite historical behavioral contexts modeled above,
current contexts $c^u_{I,k+1}$ and $c^v_{I,k+1}$ also have significant effects. Thus, our method should incorporate current contexts to make context-aware prediction. The prediction function, i.e., whether user $u$ will select item $v$ at timestamp $t^u_{k+1}$ under contexts $c^u_{I,k+1}$ and $c^v_{I,k+1}$, can be written as:

$$y_{u,k+1,v} = h_k^u W^u_{c^u_{I,k+1}} \left( r_c M^u_{c^u_{I,k+1}} \right)^T,$$

(6)

where $M^u_{c^u_{I,k+1}}$ and $W^u_{c^u_{I,k+1}}$ denote $d \times d$ dimensional matrix representations of the current input context $c^u_{I,k+1}$ and transition context $c^v_{I,k+1}$ respectively. $W^u_{c^u_{I,k+1}}$ can be generated according to the calculation in Equation 4.

### F. Parameter Learning

In this subsection, we introduce the learning process of CA-RNN with BPR \[^{[5]}\] and BPTT \[^{[8]}\]. These methods have been successfully used for parameter estimation of RNN based recommendation models \[^{[3]}[13]\].

BPR is a widely-used pairwise ranking framework for the implicit feedback data. The basic assumption of BPR is that a user prefers selected items than negative ones. Under the BPR framework, at each sequential position $k$, the objective of CA-RNN is to maximize the following probability:

$$p(u, k, v \succ v') = g(y_{u,k,v} - y_{u,k,v'}),$$

(7)

where $v'$ denotes a negative item sample and $g(x)$ is a non-linear function which can be defined as $g(x) = 1/(1 + e^{-x})$. Incorporating the negative log likelihood, we can solve the following objective function equivalently:

$$J = \sum_{u,k} \ln(1 + e^{-(y_{u,k,v} - y_{u,k,v'})}) + \frac{\lambda}{2} \|\Theta\|^2,$$

(8)

where $\Theta = \{R, M, W\}$ denotes all the parameters to be estimated, and $\lambda$ is a parameter to control the power of regularization. According to Equation 6, derivations of $J$ with respect to the parameters can be calculated. Moreover, parameters in CA-RNN can be further learnt by using the BPTT algorithm. According to Equation 5, given the derivation $\partial J/\partial h^u_k$, corresponding gradients of all parameters in the hidden layer can be calculated, which is repeated iteratively in the whole sequence. And stochastic gradient descent can be employed to estimate all the parameters.

### III. EXPERIMENTS

In this section, we conduct empirical experiments to demonstrate the effectiveness of CA-RNN on context-aware sequential recommendation. First, we introduce our experimental settings. Then we conduct experiments on comparing input contexts and transition contexts. We also compare our proposed CA-RNN model with some state-of-the-art sequential and context-aware recommendation methods. Finally, we study the impact of dimensionality in CA-RNN.

---
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contexts and transition contexts, we implement not only the CA-RNN model but also CA-RNN-input and CA-RNN-transition, with only input or transition contexts.

### B. Input Contexts VS. Transition Contexts

To compare input contexts and transition contexts, we illustrate performances of CA-RNN-input, CA-RNN-transition and CA-RNN in Table I. On the Taobao dataset, CA-RNN-input outperforms CA-RNN-transition. While on the Movielens-1M dataset, CA-RNN-transition outperforms CA-RNN-input. These results indicate that the contextual information in input contexts and transition contexts has distinct effects on predicting future behaviors, and their significance differs in different situations. Thus, it is necessary to incorporate both types of contexts to better predict the future. Incorporating both input contexts and transition contexts, CA-RNN achieves the best performance among our proposed methods, and can significantly outperform CA-RNN-input and CA-RNN-transition.

### C. Performance Comparison

To evaluate the effectiveness of our proposed CA-RNN, we illustrate the performance comparison of CA-RNN and other compared methods in Figure II. Comparing with baseline performances of POP and BPR, context-aware methods FM and CARS2 achieve significant improvements. And sequential methods FPMC, HRM and RNN can further outperform FM and CARS2. This indicates that, comparing with contextual information, sequential information has more significant effects. And RNN achieves the best performance among all the compared methods. Moreover, we can observe that, our proposed CA-RNN greatly outperforms compared methods on both datasets in terms of all the metrics. Comparing with RNN, CA-RNN relatively improves Recall@1, @5, @10, MAP and NDCG by 91.8%, 59.7%, 50.8%, 60.4% and 31.5% on the Taobao dataset. And on the Movielens-1M datasets, the relative improvements become 19.1%, 23.9%, 13.9%, 13.8% and 9.5%. These improvements indicate the superiority of our method brought by modeling input and transition contexts.

### D. Impact of Dimensionality

To study the impact of dimensionality in our methods, we illustrate performances of RNN-based methods with varying $d$ in Figure III. Comparing with baseline performances of POP and BPR, context-aware methods FM and CARS2 achieve significant improvements. And sequential methods FPMC, HRM and RNN can further outperform FM and CARS2. This indicates that, comparing with contextual information, sequential information has more significant effects. And RNN achieves the best performance among all the compared methods. Moreover, we can observe that, our proposed CA-RNN greatly outperforms compared methods on both datasets in terms of all the metrics. Comparing with RNN, CA-RNN relatively improves Recall@1, @5, @10, MAP and NDCG by 91.8%, 59.7%, 50.8%, 60.4% and 31.5% on the Taobao dataset. And on the Movielens-1M datasets, the relative improvements become 19.1%, 23.9%, 13.9%, 13.8% and 9.5%. These improvements indicate the superiority of our method brought by modeling input and transition contexts.
On Movielens-1M, performances of our methods are stable along with the dimensionality, and best performances are achieved at $d = 10$. On both dataset, our methods can stably outperform conventional RNN with a significant advantage in all situations. Moreover, even not with the best dimensionality, CA-RNN can still outperform conventional RNN.

IV. Conclusions

In this paper, we address the problem of context-aware sequential recommendation and propose a novel method, i.e., context-aware recurrent neural networks. In CA-RNN, the constant input matrix of conventional RNN is replaced with context-specific input matrices to modeling complex real-world contexts, e.g., time, location and weather. Meanwhile, to model transition contexts, i.e., time intervals between adjacent behaviors in historical sequences, context-specific transition matrices are incorporated, instead of the constant one in conventional RNN. The experimental results on two real datasets show that CA-RNN outperforms competitive sequential and context-aware models.
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