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Supplementary Material

1 BRDF Implementation

We use the standard microfacet Bi-directional Reflectance Distribution Function \cite{11} while introducing some approximations used in the BRDF implementations of the Blender \cite{3} rendering engine. \( R(x, \omega_i, \omega_o, n(x)) \) is defined for the 3D location \( x \), incident lighting direction \( \omega_i \), outgoing reflectance direction \( \omega_o \), and surface normal \( n(x) \) as:

\[
R(x, \omega_i, \omega_o, n(x)) = \frac{A(x)}{\pi} + \frac{D(h, n(x)), \gamma(x)) \cdot F(h, \omega_i) \cdot G(h, n(x), \omega_o, \gamma(x))}{4(\omega_o \cdot n(x))(\omega_i \cdot n(x))},
\]

\[
D(h, n(x), \gamma(x)) = \frac{\alpha^2}{\pi((h \cdot n(x))^2(\alpha^2 - 1) + 1)^2},
\]

\[
F(h, \omega_i) = F_0 + (1 - F_0)(1 - (h \cdot \omega_i))^5,
\]

\[
G(h, n(x), \omega_o, \gamma(x)) = \frac{h \cdot \omega_o}{n(x) \cdot \omega_o} \cdot \frac{2}{1 + \sqrt{1 + \alpha^2 \tan \theta}}.
\]

\[
\alpha = \gamma^2(x), \quad h = \frac{\omega_o + \omega_i}{\|\omega_o + \omega_i\|}, \quad \tan \theta = \frac{1 - (n(x) \cdot \omega_o)^2}{(n(x) \cdot \omega_o)^2},
\]

where \( A(x) \) is the diffuse map, \( \gamma(x) \) is the specular roughness. In our implementations, we set Fresnel coefficient \( F_0 = 0.04 \).

2 Estimation Error of \( \tilde{p}(A(x)) \)

In Section 3.4, we use a Gaussian KDE \( \tilde{p}(A(x)) \) to estimate the PDF of diffuse map \( A(x) \) during training. For brevity of writing, we omit the bandwidth parameter \( h \) of KDE in the main paper. Actually, the kernel \( K_G \) is the scaled Gaussian function, that is defined as \( K_G(x) = \frac{1}{h \sqrt{2\pi}} \exp(-\frac{(x/h)^2}{2}) \). Empirically, we set the bandwidth \( h = \text{Var}(A(x)) \). Here we derive the error of our approximation.

\*Corresponding author.
We denote $K(x) = \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{x^2}{2}\right)$, thus $K_G(x) = \frac{1}{h} K\left(\frac{x}{h}\right)$. Given a point $x_0$, the bias of $\tilde{p}(A(x_0))$ is:

$$E[\tilde{p}(A(x_0))] - p(A(x_0)) = \frac{1}{2} h^2 p''(A(x_0)) \cdot \int y^2 K(y)dy + o(h^2).$$  (1)

The variance of $\tilde{p}(A(x_0))$ is:

$$Var(\tilde{p}(A(x_0))) \leq \frac{1}{n h^2} E[K^2\left(\frac{A(x_0) - A_i(x)}{h}\right)]$$

$$= \frac{1}{n h} p(A(x_0)) \cdot \int K^2(y)dy + o\left(\frac{1}{n h}\right).$$  (3)

Thus, the mean square error of $\tilde{p}(A(x_0))$ is:

$$MSE(\tilde{p}(A(x_0))) = [E[\tilde{p}(A(x_0))] - p(A(x_0))]^2 + Var(\tilde{p}(A(x_0)))$$

$$= O(h^4) + O\left(\frac{1}{n h}\right).$$  (5)

Since $h = Var(A(x)) = \sum (A_i(x) - E(A(x)))^2 / n$, $n$ is the number of sampled camera rays and $A(x) \in [0, 1]$, our approximation will maintain a promising error bound when we sampling enough camera rays at each iteration during training.

3 Experiment Details

3.1 Data Pre-processing

The input of Relighting4D is assumed to be posed human videos, which contain human videos with known camera extrinsic and intrinsic parameters. Before the training, we first extract the parameters of the human model [6, 9] from the videos. Specifically, as for videos with simple motions, People-Snapshot dataset, the SMPL parameters can be accurately estimated from the monocular inputs [2]. And we estimate SMPL parameters of the ZJU-Mocap dataset [10] from the multi-view images using off-the-shelf tools [4].

3.2 Training Hyperparameters

As discussed in Section 3.5 of the paper, we introduce a set of hyperparameters to stabilize the training. We set $\lambda_{rgb} = 10, \lambda_A = 0.005, \lambda_H = 0.0005, \lambda_{temp} = 0.1$ for all scenes. Due to the difference in scale, the values of some hyperparameters vary across datasets. For the People-Snapshot dataset, we set $\lambda_{geo} = 1, \lambda_V = 0.5, \lambda_n = 0.01$. For the ZJU-Mocap dataset, we set $\lambda_{geo} = 1, \lambda_V = 0.5, \lambda_n = 0.05$. For the synthetic BlenderHuman dataset, we set $\lambda_{geo} = 0.05, \lambda_V = 0.025, \lambda_n = 0.025$. Moreover, during the process of baking the geometry (Section 3.3), the unit of $s_n, s_f$ is the metre.
As for the progressive training (Section 3.5), the scaling factor $\alpha$ starts from 0.1 and linearly increases to 1.0 every 5k iterations. For example, on People-Snapshot [2] dataset, the resolution of video frames starts from $108 \times 108$ and increases to $1080 \times 1080$ after 50k iterations.

We minimize the training objective using Adam [5] optimizer with a learning rate that starts from $5 \times 10^{-4}$ and exponentially decays to $5 \times 10^{-5}$ for 260k iterations.

### 3.3 Comparison Methods

**NeRFactor [13].** We re-implement NeRFactor in PyTorch [8] based on its TensorFlow [1] version [5] under Apache-2.0 License. Note that, the original NeRFactor uses a static NeRF [7] as the geometry proxy which is definitely not reasonable to directly use on the dynamic scenes. Thus, we adapt NeRFactor by fitting a dynamic neural radiance field [10] as its geometry proxy.

**PhySG [12].** We adapt PhySG in PyTorch based on its original version [5] under MIT License. Note that, the original PhySG leverage a static signed distance function (SDF) as the representation of geometry which doesn’t fit dynamic scenes. However, in our experiments, we found that fitting a SDF on dynamic scenes is a non-trivial task. Thus, to make a fair comparison, we use NeuralBody [10] to provide a more accurate geometry information to the reflectance model of PhySG. In specific, the spherical Gaussian and reflectance model are keeping unchanged while surfaces of geometry are obtained from NeuralBody [10].

**NB [10]+A.** NeuralBody(NB) uses an MLP $M_c$ as the color model to predict RGB values $c_t(x)$ based on its defined features $v_t(x)$, i.e. $c_t(x) = M_c(v_t(x))$. In our paper, we incorporate lighting on top of NeuralBody by concatenating the light probe with the feature $v_t(x)$. In specific, the light probe with the resolution of $16 \times 32 \times 3$ is flattened to a vector $\bar{L}$ with dimension of 1536, and then concatenated with $v_t(x)$ as the input of $M_c$. Thus, the color model of NB+A is defined as $M_c(v_t(x), \bar{L})$.

**NB [10]+LE.** Different from NB+A, NA+LE first uses another two-layered MLP $M_L$ to map the light probe into a latent vector with dimension of 32. Therefore, the color model of NB+LE is defined as $M_c(v_t(x), M_L(\bar{L}))$.

### 3.4 Ambient Light Probes

We collect multiple light probes from the online non-commercial website [2] as light sources to do relighting, which are stored in High-Dynamic-Range (HDR) format. We show the correspondence of the light probes used in our experiments and their original high-resolution ones in Figure 2.
4 Supplementary Results on the BlenderHuman Dataset

The synthetic dataset (Figure 1), BlenderHuman, is constructed with the help of SMPL-X Blender Add-on\textsuperscript{§} using the Blender\textsuperscript{¶} engine. We generate 17 sequences of a human actor under different illuminations, and each sequence contains 200 frames in 1024 $\times$ 1024 resolution. We use the physically based pathtracer, Cycles\textsuperscript{¶}, to render the video frames. The actor moves in the way that is same as the Peple-Snapshot\textsuperscript{\textcopyright} dataset. We use one sequence for training, and test on the rest sequences. Figure 1 shows our test sequences.

We show qualitative comparisons with other methods in Figure 4, and results of geometry and reflectance decomposition in Figure 3. Furthermore, we present qualitative ablation studies in Figure 5. Besides, per-scene relighting results (PSNR, SSIM, and LPIPS) are presented in Table 1, Table 2, and Table 3 separately.

5 Supplementary Results on Real Datasets

Please check the supplementary video\textsuperscript{\textcopyright} for more comprehensive visualizations and results.

\textsuperscript{§}https://gitlab.tuebingen.mpg.de/jtesch/smplx_blender_addon
\textsuperscript{¶}https://www.cycles-renderer.org/
\textsuperscript{\textcopyright}https://frozenburning.github.io/projects/relighting4d/
Fig. 2. Correspondence of the used light probes and their 8K versions.

Fig. 3. Geometry and reflectance decomposition results on the Blender-Human dataset.
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Table 1. Per-Scene results (PSNR) on the BlenderHuman dataset. The reported numbers are the arithmetic averages of 200 videos frames on each scene. The top two techniques for each metric are highlighted in red and orange respectively. We relight the human actor with 8 HDR ambient light probes and 8 OLAT conditions (shown as Figure 1).

| Scene      | NeRFactor | PhySG | PSNR ↑ | NB+A | NB+LE | Ours    |
|------------|-----------|-------|--------|------|-------|---------|
| City       | 21.4328   | 19.6419 | 23.1069 | 24.6057 | 23.0075 |
| Courtyard  | 22.6981   | 21.9982 | 25.5212 | 25.3169 | 26.0427 |
| Forest     | 20.8999   | 20.1738 | 26.2215 | 26.3270 | 22.9896 |
| Interior   | 22.0315   | 20.8893 | 21.6186 | 24.9819 | 24.9926 |
| Night      | 25.4527   | 29.0631 | 21.6186 | 23.3812 | 29.8210 |
| Studio     | 20.9773   | 23.5288 | 23.8103 | 28.2641 | 24.9691 |
| Sunrise    | 21.1778   | 21.2953 | 23.0263 | 23.7437 | 22.8182 |
| Sunset     | 22.6371   | 21.6861 | 27.0982 | 27.4887 | 25.9497 |
| OLAT1      | 26.5106   | 26.3107 | 15.8248 | 19.9056 | 28.3209 |
| OLAT2      | 19.1983   | 23.0530 | 17.6058 | 21.8662 | 20.4326 |
| OLAT3      | 17.0915   | 21.7216 | 20.5199 | 23.6546 | 17.7695 |
| OLAT4      | 26.6496   | 23.2572 | 18.9222 | 18.1458 | 43.6499 |
| OLAT5      | 19.7225   | 24.4148 | 17.1426 | 19.8696 | 22.0923 |
| OLAT6      | 22.8289   | 26.5456 | 19.0160 | 19.1561 | 25.5454 |
| OLAT7      | 23.0537   | 27.1507 | 19.0595 | 19.4215 | 25.0339 |
| OLAT8      | 32.4976   | 31.3656 | 14.8438 | 18.6029 | 34.9244 |
| average    | 22.8037   | 23.8810 | 20.9348 | 22.7957 | **26.1475** |
Table 2. Per-Scene results (SSIM) on the BlenderHuman dataset. The reported numbers are the arithmetic averages of 200 videos frames on each scene. The top two techniques for each metric are highlighted in red and orange respectively. We relight the human actor with 8 HDR ambient light probes and 8 OLAT conditions (shown as Figure 1).

| Scene     | NeRFactor | PhySG | NB+A | NB+LE | Ours  |
|-----------|-----------|-------|------|-------|-------|
| City      | 0.8862    | 0.8116| 0.9029| 0.9268| 0.9143|
| Courtyard | 0.8883    | 0.8409| 0.9280| 0.9293| 0.9254|
| Forest    | 0.8839    | 0.8107| 0.9314| 0.9323| 0.9167|
| Interior  | 0.8982    | 0.8220| 0.8744| 0.9305| 0.9326|
| Night     | 0.8973    | 0.8939| 0.8744| 0.8992| 0.9330|
| Studio    | 0.8812    | 0.8850| 0.9048| 0.9372| 0.9241|
| Sunrise   | 0.8794    | 0.8022| 0.8946| 0.9047| 0.9062|
| Sunset    | 0.8979    | 0.8396| 0.9345| 0.9400| 0.9355|
| OLAT1     | 0.8653    | 0.8906| 0.8002| 0.8119| 0.8864|
| OLAT2     | 0.8272    | 0.8115| 0.8193| 0.8582| 0.8480|
| OLAT3     | 0.8295    | 0.7934| 0.8433| 0.8903| 0.8479|
| OLAT4     | 0.9433    | 0.8292| 0.7746| 0.7692| 0.9766|
| OLAT5     | 0.8617    | 0.8064| 0.8087| 0.8195| 0.8859|
| OLAT6     | 0.8856    | 0.8554| 0.8071| 0.8072| 0.9140|
| OLAT7     | 0.8770    | 0.8498| 0.8161| 0.8137| 0.9008|
| OLAT8     | 0.9253    | 0.9415| 0.7785| 0.7832| 0.9416|
| average   | 0.8830    | 0.8427| 0.8559| 0.8721| **0.9118** |
Table 3. Per-Scene results (LPIPS) on the BlenderHuman dataset. The reported numbers are the arithmetic averages of 200 videos frames on each scene. The top two techniques for each metric are highlighted in red and orange respectively. We relight the human actor with 8 HDR ambient light probes and 8 OLAT conditions (shown as Figure 1).

| Scene     | NeRFactor | PhySG | NB+A     | NB+LE     | Ours     |
|-----------|-----------|-------|----------|-----------|----------|
| City      | 0.1647    | 0.3043| 0.1383   | 0.1301    | 0.1366   |
| Courtyard | 0.1539    | 0.2469| 0.1253   | 0.1281    | 0.1158   |
| Forest    | 0.1611    | 0.3092| 0.1164   | 0.1218    | 0.1254   |
| Interior  | 0.1502    | 0.2752| 0.1480   | 0.1188    | 0.1128   |
| Night     | 0.1640    | 0.2323| 0.1779   | 0.1477    | 0.1073   |
| Studio    | 0.1648    | 0.2373| 0.1486   | 0.1306    | 0.1256   |
| Sunrise   | 0.1685    | 0.3215| 0.1635   | 0.1482    | 0.1359   |
| Sunset    | 0.1467    | 0.2601| 0.1164   | 0.1145    | 0.1093   |
| OLAT1     | 0.2293    | 0.3195| 0.3426   | 0.2953    | 0.2131   |
| OLAT2     | 0.2553    | 0.3157| 0.2884   | 0.2421    | 0.2317   |
| OLAT3     | 0.2599    | 0.3330| 0.2794   | 0.2168    | 0.2347   |
| OLAT4     | 0.2954    | 0.3992| 0.4062   | 0.4189    | 0.1672   |
| OLAT5     | 0.2651    | 0.3033| 0.3548   | 0.2886    | 0.2263   |
| OLAT6     | 0.2466    | 0.3131| 0.2950   | 0.3035    | 0.1996   |
| OLAT7     | 0.2448    | 0.3070| 0.2904   | 0.2918    | 0.1989   |
| OLAT8     | 0.2023    | 0.2570| 0.3976   | 0.3344    | 0.1821   |
| average   | 0.2045    | 0.2959| 0.2368   | 0.2145    | 0.1639   |