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Abstract. We prove in this article that functions satisfying a dynamic programming principle have a local interior Lipschitz type regularity. This DPP is partly motivated by the connection to the normalized parabolic $p$-Laplace operator.

1. Introduction. In this paper, we study functions satisfying the following dynamic programming principle (DPP)

$$u_\epsilon(x,t) = \frac{1}{2} \sup_{\nu \in S^{n-1}} \left\{ \alpha u_\epsilon(x + \epsilon \nu, t - \frac{\epsilon^2}{2}) + \beta \int_{B^\epsilon_\nu} u_\epsilon(x + h, t - \frac{\epsilon^2}{2}) d\mathcal{L}^{n-1}(h) \right\}$$

$$+ \frac{1}{2} \inf_{\nu \in S^{n-1}} \left\{ \alpha u_\epsilon(x + \epsilon \nu, t - \frac{\epsilon^2}{2}) + \beta \int_{B^\epsilon_\nu} u_\epsilon(x + h, t - \frac{\epsilon^2}{2}) d\mathcal{L}^{n-1}(h) \right\},$$

for small $\epsilon > 0$. Here, $\alpha, \beta$ are positive constants with $\alpha + \beta = 1$, $S^{n-1}$ is the $(n-1)$-dimensional unit sphere centered at the origin, $B^\epsilon_\nu$ is an $(n-1)$-dimensional $\epsilon$-ball which is centered at the origin and orthogonal to a unit vector $\nu$ and

$$\int_A u(h) d\mathcal{L}^{n-1}(h) = \frac{1}{|A|} \int_A u(h) d\mathcal{L}^{n-1}(h),$$

where $|A|$ is the $(n-1)$-dimensional Lebesgue measure of a set $A$. We will show interior (parabolic) Lipschitz type regularity for $u_\epsilon$ satisfying (1.1), that is,

$$|u_\epsilon(x,t) - u_\epsilon(z,s)| \leq C(|x - z| + |t - s|^{\frac{1}{2}} + \epsilon)$$

for some constant $C > 0$ and any $(x,t), (z,s)$ in a parabolic cylinder of a given domain.

The motivation to study this DPP partly stems from its connection to stochastic games. On the other hand, our work is also linked to a normalized parabolic $p$-Laplace equation

$$\partial_t u = \Delta^N_p u = \Delta u + (p - 2)\Delta^N_\infty u.$$  

There have been many recent results regarding mean value characterizations for the $p$-Laplace type equations (see, for example, [5, 19, 9, 15, 8, 16, 17]). We can
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formally justify that a solution of (1.2) asymptotically satisfies (1.1) by using the Taylor expansion.

In [18], Parviainen and Ruosteenoja proved Lipschitz type regularity for functions satisfying a DPP related to the PDE (1.2), but they have a different DPP and it only covers the case \(2 < p < \infty\). They also showed Hölder type estimate for other DPP which is associated with the normalized parabolic \(p(x,t)\)-Laplace equation. They used an analytic method in order to show the Hölder type regularity. Meanwhile, for the Lipschitz regularity when \(p\) is constant, a core approach in the proof is based on game theory. The aim of this paper is to extend regularity results in [18] from the case \(2 < p < \infty\) to the case \(1 < p < \infty\). It is hard to apply the game theoretic argument in that paper to our DPP. Therefore here, we extend the proof of Hölder regularity results in [18] to obtain the main result, Theorem 5.2.

The proof of our main theorem is divided into two parts. In the first part, we provide an estimate for the function \(u_\epsilon\) with respect to \(t\). To be more precise it shows a relation between the oscillation of \(u_\epsilon\) in time direction and the oscillation in spatial direction. Next, we concentrate on proving regularity results with respect to \(x\). We first obtain Hölder type estimate and then turn to Lipschitz estimate. Comparison arguments play a key role in the proof of the main theorem.

As we mentioned earlier, our work is closely related to the \(p\)-Laplace type equations. The DPP can be understood as a discretization of the related PDE. Therefore, we can expect that key ideas in studying DPP would be useful in order to analyze the PDE. On the other hand, our work is in close connection with game theory. One can understand the DPP (1.1) in the spirit of tug-of-war games. This interpretation is quite useful in that it allows us to see the problem from a different angle. Actually, game theoretic arguments have played an important role in proving results in several previous studies.

The notion of a ‘harmonious function’ was introduced in [11, 10]. A harmonious function \(v\) satisfies the following DPP

\[
v(x) = \frac{1}{2} \left\{ \sup_{y \in D} v(y) + \inf_{y \in D} v(y) \right\},
\]

where \(D\) is a fixed neighborhood of \(x\). In [20], some properties of harmonious functions were deduced by using tug-of-war games. A relation between the tug-of-war with noise and \(p\)-Laplace operator was shown in [19]. Moreover, similar connections for general fully nonlinear equations were covered in [9]. In [15, 16, 8], the authors derived asymptotic mean value characterizations for solutions to \(p\)-Laplace operators. The coincidence of game values of tug-of-war games and functions satisfying related DPPs as well as the existence and uniqueness of these functions were shown in [14]. Studies on DPPs and associated tug-of-war games are ongoing under various settings, for example in nonlocal and Heisenberg group setting, as in [4, 3, 6].

Many regularity results are also known for functions defined through a DPP. In [17], a Lipschitz type estimate was proved for a DPP connected to the elliptic \(p\)-Laplace problem. A local approach for the regularity was developed in [13] (see also [21]). It is based on cancellation strategies which as an application give a new and straightforward proof for the Lipschitz continuity for the corresponding PDEs. On the other hand, in [1], interior Hölder regularity was shown for a space-varying DPP based on the method in [12]. Lipschitz regularity for this DPP was proved in [2].
The paper is organized as follows. In the next section, some notations and background knowledge are presented. We prove the main theorem in the remaining sections. In Section 3, we establish the estimate for our function \( u \) with respect to \( t \). After that, regularity for \( u \) in spatial direction is covered. We derive the Hölder regularity in Section 4 and the Lipschitz regularity in Section 5.

2. Preliminaries. Fix \( n \geq 2 \) and let \( \Omega \subset \mathbb{R}^n \) be a bounded domain. We consider a parabolic cylinder \( \Omega_T := \Omega \times (0, T] \) for \( T > 0 \) and its parabolic boundary

\[
\partial_p \Omega_T = (\partial \Omega \times [0, T]) \cup (\Omega \times \{0\}).
\]

Let \( \epsilon > 0 \) and define a parabolic \( \epsilon \)-strip of \( \Omega_T \) as follows:

\[
\Gamma_{\epsilon,T} = \left( \Gamma_{\epsilon} \times \left( -\frac{\epsilon^2}{2}, T \right) \right) \cup \left( \Omega \times \left( -\frac{\epsilon^2}{2}, 0 \right) \right),
\]

where \( \Gamma_{\epsilon} = \{ x \in \mathbb{R}^n \setminus \Omega : \text{dist}(x, \partial \Omega) \leq \epsilon \} \) is an \( \epsilon \)-strip of \( \Omega \). Let \( F \) be a given function defined in \( \Gamma_{\epsilon,T} \).

**Definition 2.1.** Let \( \alpha, \beta \in (0, 1) \) with \( \alpha + \beta = 1 \). We say that a function \( u_\epsilon \) satisfies the \( \alpha \)-parabolic DPP (with boundary data \( F \)) if (1.1) holds in \( \Omega_T \) and \( u_\epsilon = F \) in \( \Gamma_{\epsilon,T} \).

Here, we remark that if the boundary data \( F \) is bounded, then one can show that \( u_\epsilon \) is also bounded since \( \|u_\epsilon\|_{L^\infty(\Omega_T)} \leq \|F\|_{L^\infty(\Gamma_{\epsilon,T})} \). (cf. [17, 18])

We can heuristically interpret these functions in terms of ‘time-dependent tug-of-war game with noise’. This game is a two player zero-sum game in \( \Omega_T \). The procedure of the game is as follows. When the game is started, a token is located at some point \((x_0, t_0) \in \Omega_T \). First Player I and Player II choose some directions \( \nu_I, \nu_{II} \) in the \((n-1)\)-dimensional unit sphere centered at the origin \( S^{n-1} \), respectively. Next one tosses a fair coin and the winner of the toss moves the token. With probability \( \alpha \), the winner Player \( i \in \{I, II\} \) moves the token to the point \( x_1 = x_0 + \epsilon \nu_i \in B_\epsilon(x_0) \) and simultaneously the time changes by \( t_1 = t_0 - \epsilon^2/2 \). On the other hand, with probability \( \beta \), the token will be moved to the point \( x_1 \) where \( x_1 \) is randomly chosen from the uniformly probability distribution on the \((n-1)\)-dimensional \( \epsilon \)-ball \( B_\epsilon(x_0) \) which is centered at \( x_0 \) and is orthogonal to \( \nu_i \) and simultaneously the time also changes by \( t_1 = t_0 - \epsilon^2/2 \). If \((x_1, t_1) \in \Gamma_{\epsilon,T} \), the game ends and Player I pays Player I the payoff \( F(x_1, t_1) \). Otherwise, the above process is repeated and the token is moved to a point \( (x_2, t_2) \in B_\epsilon(x_1) \times \{ t_1 - \epsilon^2/2 \} \). The game ends when the token is located in the parabolic strip \( \Gamma_{\epsilon,T} \) for the first time. Since \( t_k = t_0 - k\epsilon^2/2 < 0 \) for sufficiently large \( k \), the game must terminate in finite time.

Let \((x_\tau, t_\tau)\) be the end point of the game. We are concerned with the expectation of the payoff \( F(x_\tau, t_\tau) \). Player I tries to maximize \( F(x_\tau, t_\tau) \) and Player II tries to minimize that. The value function of Player I and II are defined as

\[
u^I_\epsilon(x_0, t_0) = \sup_{S_I} \inf_{S_{II}} \mathbb{E}^{(x_0, t_0)}_{S_I, S_{II}}[F(x_\tau, t_\tau)], \quad \nu^{II}_\epsilon(x_0, t_0) = \inf_{S_{II}} \sup_{S_I} \mathbb{E}^{(x_0, t_0)}_{S_I, S_{II}}[F(x_\tau, t_\tau)],
\]

where \( S_I \) and \( S_{II} \) are strategies for Player I and Player II, respectively.

By the definition of the game, we can make a rough guess that \( \nu^I_\epsilon \) and \( \nu^{II}_\epsilon \) satisfy (1.1) since the value of these functions at every point would coincide the expectation value of it in the next turn. Although we will not show the relation between \( \nu^I_\epsilon \), \( \nu^{II}_\epsilon \) and \( u_\epsilon \) in this paper, the above description of the game gives some intuition in the proof of our main result, Theorem 5.2.
We will use the notation $B_\nu^r$ and $S^{n-1}$ as in the previous section. Let $r$ be a fixed positive number. For $a > 0$, set

$$Q_{ar} = B_{ar}(0) \times (-ar^2, 0),$$

$$Q_{ar, \epsilon} = B_{ar+\epsilon}(0) \times (-ar^2 - \epsilon^2/2, 0)$$

and

$$\Sigma_a = \{(x, z, t, s) : x, z \in B_{ar}(0), -ar^2 < t < 0, |t - s| < \epsilon^2/2\}$$

and we write $\Lambda_{t, \epsilon}$ for a $\epsilon$-time slice

$$\Lambda_{t, \epsilon} = B_{r+\epsilon}(0) \times (t - \epsilon^2/2, t].$$

Furthermore, let

$$\text{midrange } A_i = \frac{1}{2} \left( \sup_{i \in I} A_i + \inf_{i \in I} A_i \right)$$

and

$$\mathcal{A} u_\epsilon(x, \nu, t) = \alpha u_\epsilon(x + \epsilon \nu, t) + \beta \int_{B_\nu^r} u_\epsilon(x + h, t) d\mathcal{L}^{n-1}(h),$$

where $\nu \in S^{n-1}$ and $\int_A$ means average of the integration on a set $A$. Then we can rewrite (1.1) by

$$u_\epsilon(x, t) = \text{midrange } \mathcal{A} u_\epsilon \left( x, \nu, t - \frac{\epsilon^2}{2} \right). \quad (2.1)$$

We also define a set $R_\nu$ such that

$$R_\nu = \{ M \in O(n) : Me_1 = \nu \},$$

where $O(n)$ is the orthogonal group in dimension $n$ and $e_1$ is the first vector in the standard orthonormal basis. For simplicity, we abbreviate

$$\sup_{\nu, \nu' \in S^{n-1}} \sup_{(P_{\nu}, P_{\nu'}) \in R_{\nu} \times R_{\nu'}}$$

to

$$\sup_{\nu, \nu' \in S^{n-1}}$$

throughout the paper.

3. Regularity with respect to time. First we investigate regularity for the function $u_\epsilon$ with respect to $t$. The aim of this section is to prove Lemma 3.1 below. This lemma provides some information about a relation between the oscillation in a time slice and that in the whole cylinder.

We use a comparison argument in the proof of the lemma. We will first find an appropriate function $\tilde{v}$ (or $\tilde{w}$, respectively) which plays a similar role as a supersolution (subsolution, respectively) in PDE theory. After that, we will deduce the desired result by estimating the difference of those functions. The method used here is motivated by [7, Lemma 4.3]. Our proof may be regarded as a discrete version of this lemma.

From now on, we fix $0 < r < 1$ and $T > 0$. Since we only consider interior regularity, it is sufficient to show the regularity result in a cylinder $Q_r = B_r(0) \times (-r^2, 0)$ with proper translation. We still use the notation $\Omega_T$ after the translation.
and we write $\bar{\nu}$.

Furthermore, $x$, for any $P$ with boundary data $\nu$ for any $\nu$, we see that there is a unit vector $\mu$ so that $x, \nu \in A_{r, \epsilon}^0$. Define $\bar{c} = \inf\{c \in \mathbb{R} : \bar{\nu} \geq u_\epsilon \text{ in } A_{r, \epsilon}^0\}$ and we write $\bar{\nu} = \nu$. Then for any $\eta > 0$, we can always choose $(x_\eta, t_\eta) \in A_{r, \epsilon}^0$ so that $u_\epsilon(x_\eta, t_\eta) \geq \bar{\nu}(x_\eta, t_\eta) - \eta$.

In this case, there would be some accumulation points $(\bar{x}, \bar{t}) \in A_{r, \epsilon}^0$ as $\eta \to 0$. Furthermore, $\bar{x}$ must satisfy $|\bar{x}| \leq r$, since if not,

$$2A \leq \bar{\nu}(x_\eta, t_\eta) - \nu(0, t_\eta) \leq u_\epsilon(x_\eta, t_\eta) - u_\epsilon(0, t_\eta) + \eta \leq A + \eta$$

for any $\eta > 0$, then it is a contradiction when $A > 0$.

Now we compare midrange $\nu \in S^{n-1}$, $\nu \bar{\nu}(x, \nu, t - \epsilon^2/2)$ with $\bar{\nu}(x, t)$. First, observe that

$$\text{midrange} \nu \bar{\nu}\left(x, \nu, t - \frac{\epsilon^2}{2}\right) \leq \alpha \text{midrange} \nu \bar{\nu}\left(x + \epsilon \nu, t - \frac{\epsilon^2}{2}\right) + \beta \sup_{\nu \in S^{n-1}} \int_{B_{r, \epsilon}^0} \bar{\nu}\left(x + P_\nu h, t - \frac{\epsilon^2}{2}\right) d\mathcal{L}^{n-1}(h)$$

for some $P_\nu \in \mathbb{R}_\nu$. We see that

$$\int_{B_{r, \epsilon}^0} |x + P_\nu h|^2 d\mathcal{L}^{n-1}(h) = \int_{B_{r, \epsilon}^0} (|x|^2 + 2\langle x, P_\nu h \rangle + |P_\nu h|^2) d\mathcal{L}^{n-1}(h) \leq |x|^2 + \epsilon^2$$

for any $\nu \in S^{n-1}$. Next we need to show that

$$\text{midrange} |x + \epsilon \nu|^2 \leq |x|^2 + \epsilon^2.$$

Observe that

$$\sup_{\kappa \in B_{r, \epsilon}} |x + \kappa|^2 = \sup_{\nu \in S^{n-1}} \sup_{-\epsilon \leq \alpha \leq \epsilon} |x + \alpha \nu|^2$$

$$= \sup_{\nu \in S^{n-1}} \sup_{-\epsilon \leq \alpha \leq \epsilon} (\alpha^2 + 2\alpha \langle x, \nu \rangle + |x|^2).$$

Since $\alpha^2 + 2\alpha \langle x, \nu \rangle + |x|^2$ is convex in $\alpha$, we observe that

$$\sup_{-\epsilon \leq \alpha \leq \epsilon} (\alpha^2 + 2\alpha \langle x, \nu \rangle + |x|^2) = \epsilon^2 + 2\epsilon |\langle x, \nu \rangle| + |x|^2.$$

We also see that there is a unit vector $\mu$ so that

$$\sup_{\nu \in S^{n-1}} (\epsilon^2 + 2\epsilon |\langle x, \nu \rangle| + |x|^2) = |x + \epsilon \mu|^2,$$
We also observe that
\[ u(x) + \epsilon \nu \leq \frac{1}{2}(|x + \epsilon \mu|^2 + |x - \epsilon \mu|^2) = |x|^2 + \epsilon^2. \]

Therefore, we discover
\[
\text{midrange } \mathcal{A} \nu \left( x, \nu, t - \frac{\epsilon^2}{2} \right)
\leq \bar{c} + 7r^{-2} A \left( t - \frac{\epsilon^2}{2} \right) + 2r^{-2} A \left\{ \alpha(|x|^2 + \epsilon^2) + \beta(|x|^2 + \epsilon^2) \right\}
\leq \bar{c} + 7r^{-2} At + 2r^{-2} A|x|^2 - \frac{3}{2} r^{-2} A\epsilon^2 = \bar{v}(x) - \frac{3}{2} r^{-2} A\epsilon^2.
\]

Thus,
\[
\text{midrange } \mathcal{A} \nu \left( x, \nu, t - \frac{\epsilon^2}{2} \right) \leq \bar{v}(x, t)
(3.1)
\]

for all \((x, t) \in Q_r\).

Let \( M = \sup_{Q_r, \Lambda_{r^2, c}} (u_e - \bar{v}) \) and suppose \( M > 0 \). In this case, we see that \( u_e \leq \bar{v} + M \) in \( Q_{r, \epsilon} \). For any \( \eta' > 0 \), we can choose a point \((x_{\eta'}, t_{\eta'}) \in Q_{r, \epsilon}\) such that
\[ u_e(x_{\eta'}, t_{\eta'}) = \bar{v}(x_{\eta'}, t_{\eta'}) + M - \eta'. \]

We have to show that \((x_{\eta'}, t_{\eta'})\) must be in \( \tilde{Q}_r \) for any sufficiently small \( \eta' > 0 \). By the definition of \( M, t_{\eta'} > -r^2 \). Note that we cannot assert this when \( M \leq 0 \). On the other hand, for any \(|x| \geq r, \)
\[ \bar{v}(x, t) - \bar{v}(0, t) \geq 2A. \]

We also observe that \( u_e(x, t) - u_e(0, t) \leq A \). Hence it is always true that
\[ (u_e - \bar{v})(x, t) \leq (u_e - \bar{v})(0, t). \]

Thus, \((x_{\eta'}, t_{\eta'}) \in \bar{Q}_r, \)

Then we obtain
\[
\text{midrange } \mathcal{A} \left( \bar{v} \left( x_{\eta'}, \nu, t_{\eta'} - \frac{\epsilon^2}{2} \right) + M \right) \geq \text{midrange } \mathcal{A} u_e \left( x_{\eta'}, \nu, t_{\eta'} - \frac{\epsilon^2}{2} \right)
= u_e(x_{\eta'}, t_{\eta'})
> \bar{v}(x_{\eta'}, t_{\eta'}) + M - \eta'.
\]

In the first inequality, we have used that \( \bar{v} + M \geq u_e \) in \( Q_{r, \epsilon} \). Therefore,
\[ \text{midrange } \mathcal{A} \nu \left( x_{\eta'}, \nu, t_{\eta'} - \frac{\epsilon^2}{2} \right) \geq \bar{v}(x_{\eta'}, t_{\eta'}) - \eta' \]
(3.2)

for any \( \eta' > 0 \). We combine (3.1) with (3.2) to discover that \( A = 0 \), and so \( \bar{v} = u_e = \bar{c} \). If \( u_e \) is not a constant function, then we have a contradiction to \( A > 0 \).

Hence \( M \leq 0 \) and therefore \( u_e \leq \bar{v} \) in \( Q_{r, \epsilon} \).

On the other hand, consider
\[ \bar{v}(x, t) = \bar{c} - 7r^{-2} At - 2r^{-2} A|x|^2, \]

where
\[ \bar{c} = \sup \{ c \in \mathbb{R} : u_e \leq \bar{v} \text{ in } \Lambda_{-r^2, c} \}. \]
Following the above procedure, we can show that $u_\epsilon \geq v$ in $Q_{r,\epsilon}$. For arbitrary $\eta > 0$, we can choose $(\bar{x}_\eta, \bar{t}_\eta), (\bar{x}_\eta, \bar{t}_\eta) \in \Lambda_{-r^2, \epsilon}$ such that
\[ u_\epsilon(\bar{x}_\eta, \bar{t}_\eta) \geq \bar{v}(\bar{x}_\eta, \bar{t}_\eta) - \eta \]
and
\[ u_\epsilon(\bar{x}_\eta, \bar{t}_\eta) \leq \bar{v}(\bar{x}_\eta, \bar{t}_\eta) + \eta. \]
Then
\[ \bar{v}(\bar{x}_\eta, \bar{t}_\eta) - v(\bar{x}_\eta, \bar{t}_\eta) \leq \osc_{\Lambda_{r,\epsilon}} u_\epsilon + 2\eta, \]
and hence
\[ \bar{c} - \underline{c} \leq 3A + \frac{\pi}{2} r^{-2} A \epsilon^2 \leq 7A. \]
Therefore, we obtain
\[ \osc_{Q_r} u_\epsilon \leq \sup_{Q_r} \bar{v} - \inf_{Q_r} v \leq \bar{c} - \underline{c} + 7A + 4A \leq 18A. \]
This completes the proof.

**Remark 1.** We showed in the proof of Lemma 3.1 that the oscillation of $u_\epsilon$ in time direction is uniformly estimated by the oscillation of $u_\epsilon$ in spatial direction on $(\epsilon^2/2)$-time slices. Note that an $(\epsilon^2/2)$-time slice $\Lambda_{t, \epsilon}$ shrinks to $B_\epsilon(0) \times \{t\}$ as $\epsilon \to 0$ for any $t$. Thus, we can see that regularity for $u_\epsilon$ with respect to $t$ almost depends on the regularity with respect to $x$ provided $\epsilon$ is small enough.

4. Hölder regularity. The aim of this section is to show that $u_\epsilon$ satisfies Hölder type regularity. This result will be essentially used to prove Lipschitz regularity with respect to $x$ in the next section.

We will use a comparison argument arising from game interpretations for obtaining regularity results in spatial direction. This argument plays an important role in obtaining the desired estimate. Several regularity results for functions satisfying various time-independent DPPs were proved by calculations based on this argument (see [12, 1, 2]). It was proved in [18] that functions satisfying another time-dependent DPP have Hölder regularity. Our proof differs from that in [18] due to the difference of the setting of DPP.

Our argument depends on the distance between two points. If two points are relatively far away, we will consider ‘multidimensional DPP’ (For a more detailed explanation, see [12]). We divide the argument into two subcases. For each case, we will get the desired estimate by choosing proper behavior of an auxiliary function. In addition, we can derive our estimate by direct calculation when two points are close enough.

**Lemma 4.1.** Let $\bar{B}_r(0) \times [-2r^2 - \epsilon^2/2, \epsilon^2/2] \subset \Omega_{T_r}, 0 < \alpha < 1$ and $\epsilon > 0$ is small. Suppose that $u_\epsilon$ satisfies the $\alpha$-parabolic DPP with boundary data $F \in L^\infty(\Gamma_{\epsilon,T_r})$. Then for any $0 < \delta < 1$, we have
\[ |u_\epsilon(x, t) - u_\epsilon(z, s)| \leq C ||u_\epsilon||_\infty (|x - z|^\delta + \epsilon^\delta), \]
whenever $x, z \in B_\epsilon(0), -r^2 < t < 0, |t - s| < \epsilon^2/2$ and $C > 0$ is a constant which only depends on $r, \delta, \alpha$ and $n$. 
Proof. First, we can assume that $||u_\epsilon||_\infty \leq r^\delta$ by scaling. Let us construct an auxiliary function. Define

$$f_1(x, z) = C|x - z|^\delta + M|x + z|^2,$$

(4.1)

and

$$f_2(x, z) = \begin{cases} C^{2(N-i)} \epsilon^\delta & \text{if } (x, z) \in A_i \\ 0 & \text{if } |x - z| > N\epsilon/10 \end{cases}$$

(4.2)

and

$$g(t, s) = \max \{|M|(|t - r^2|^{\delta/2} - r^\delta), M(|s - r^2|^{\delta/2} - r^\delta)|$$

(4.3)

where $N = N(r, \delta, \alpha, n) \in \mathbb{N}, C = C(r, \delta, \alpha, n) > 1$ and $M = M(r) > 1$ are constants to be determined, and

$$A_i = \{(x, z) \in \mathbb{R}^{2n} : (i-1)\epsilon/10 < |x - z| \leq i\epsilon/10\}$$

for $i = 0, 1, ..., N$.

Now we define

$$H(x, z, t, s) = f_1(x, z) - f_2(x, z) + g(t, s).$$

(4.4)

We first show that

$$|u_\epsilon(x, t) - u_\epsilon(z, s)| \leq C(|x - z|^\delta + \epsilon^\delta)$$

for every $x, z$ ($x \neq z$) $\in B_{2r}(0), -2r^2 < t < 0$ and $|t - s| < \epsilon^2/2$. To this end, choose $M$ sufficiently large so that

$$u_\epsilon(x, t) - u_\epsilon(z, s) - H(x, z, t, s) \leq C^{2N} \epsilon^\delta + C\epsilon^\delta$$

in $\Sigma_2 \setminus \Sigma_1$.

So, if we prove that

$$u_\epsilon(x, t) - u_\epsilon(z, s) - H(x, z, t, s) \leq C^{2N} \epsilon^\delta + C\epsilon^\delta$$

in $\Sigma_1 \setminus \Sigma'$

(4.5)

where $\Sigma' = \{(x, z, t, s) \in \mathbb{R}^{2n} \times \mathbb{R}^2 : x = z, -r^2 < t < 0, |t - s| < \epsilon^2/2\}$, then it is shown that Lemma 4.1 holds in $\Sigma_2 \setminus \Sigma'$. Since we can obtain this estimate for $u_\epsilon(z, s) - u_\epsilon(x, t)$, we have

$$|u_\epsilon(x, t) - u_\epsilon(z, s)| \leq C^{2N} \epsilon^\delta + C\epsilon^\delta + H(x, z, t, s)$$

in $\Sigma_2 \setminus \Sigma'$.

Now we can assume that $z = -x$ by proper scaling and transformation, and then we get

$$|u_\epsilon(x, t) - u_\epsilon(-x, s)| \leq C|x|^\delta + C'\epsilon^\delta$$

for some universal constant $C' > 0$. It gives the result of Lemma 4.1.

Suppose that (4.5) is not true. Then

$$K := \sup_{(x, z, t, s) \in \Sigma_1 \setminus \Sigma'} (u_\epsilon(x, t) - u_\epsilon(z, s) - H(x, z, t, s)) > C^{2N} \epsilon^\delta + C\epsilon^\delta.$$  

(4.6)

Let $\eta > 0$. We can choose $(x', z', t', s') \in \Sigma_1 \setminus \Sigma'$ such that

$$u_\epsilon(x', t') - u_\epsilon(z', s') - H(x', z', t', s') \geq K - \eta.$$  

Recall the DPP (2.1). Using this together with the previous inequality, we know that

$$K \leq u_\epsilon(x', t') - u_\epsilon(z', s') - H(x', z', t', s') + \eta$$

$$\leq \frac{1}{2} \left[ \sup_{u_\epsilon, v_\epsilon \in S^{n-1}} \left\{ \mathcal{A} u_\epsilon \left( x', \nu_\epsilon, t' - \frac{\epsilon^2}{2} \right) - \mathcal{A} u_\epsilon \left( z', \nu_\epsilon, s' - \frac{\epsilon^2}{2} \right) \right\} \right]$$

$$+ \inf_{u_\epsilon, v_\epsilon \in S^{n-1}} \left\{ \mathcal{A} u_\epsilon \left( x', \nu_\epsilon, t' - \frac{\epsilon^2}{2} \right) - \mathcal{A} u_\epsilon \left( z', \nu_\epsilon, s' - \frac{\epsilon^2}{2} \right) \right\}$$
Let

$$[I] = \frac{1}{2} \sup_{\nu_{x'}, \nu_{x'}' \in S^{n-1}} \left\{ \mathcal{A}_e \left( x', \nu_{x'}, t' - \frac{\epsilon^2}{2} \right) - \mathcal{A}_e \left( \nu_{x'}, \nu_{x'}', s' - \frac{\epsilon^2}{2} \right) \right\}$$

and

$$[II] = \frac{1}{2} \inf_{\nu_{x'}, \nu_{x'}' \in S^{n-1}} \left\{ \mathcal{A}_e \left( x', \nu_{x'}, t' - \frac{\epsilon^2}{2} \right) - \mathcal{A}_e \left( \nu_{x'}, \nu_{x'}', s' - \frac{\epsilon^2}{2} \right) \right\}.$$

We see that

$$u_e(x', t') - u_e(z', s') \leq [I] + [II] + \eta.$$

By the definition of \(\mathcal{A}_e\), we see that

$$[I] = \frac{1}{2} \sup_{\nu_{x'}, \nu_{x'}' \in S^{n-1}} \left[ \alpha \left\{ u_e \left( x + \epsilon \nu_{x'}, t' - \frac{\epsilon^2}{2} \right) - u_e \left( \nu_{x'}, \nu_{x'}', s' - \frac{\epsilon^2}{2} \right) \right\} + \beta \int_{B_{1}^{n}} u_e \left( x + P_{\nu_{x'}} h, t' - \frac{\epsilon^2}{2} \right) - u_e \left( \nu_{x'}, \nu_{x'}', s' - \frac{\epsilon^2}{2} \right) \right\} d\mathcal{L}^{n-1}(h).$$

Now we estimate [I] and [II] by H-related terms. Let

$$[III] = \alpha H(x + \epsilon \nu_{x}, z + \epsilon \nu_{z}, t, s) + \beta \int_{B_{1}^{n}} H(x + P_{\nu_{x}} h, z + P_{\nu_{z}} h, t, s) d\mathcal{L}^{n-1}(h).$$

Recall \(f(x, z) = f_1(x, z) - f_2(x, z)\) and \(H(x, z, t, s) = f(x, z) + g(t, s)\). Then we see that

$$H(x + \epsilon \nu_{x}, z + \epsilon \nu_{z}, t, s) = f(x + \epsilon \nu_{x}, z + \epsilon \nu_{z}) + g(t, s)$$

and

$$\int_{B_{1}^{n}} H(x + P_{\nu_{x}} h, z + P_{\nu_{z}} h, t, s) d\mathcal{L}^{n-1}(h)$$

$$= \int_{B_{1}^{n}} \left\{ f(x + P_{\nu_{x}} h, z + P_{\nu_{z}} h) + g(t, s) \right\} d\mathcal{L}^{n-1}(h)$$

$$= \int_{B_{1}^{n}} f(x + P_{\nu_{x}} h, z + P_{\nu_{z}} h) d\mathcal{L}^{n-1}(h) + g(t, s).$$

Then we can write [III] as

$$\alpha f(x + \epsilon \nu_{x}, z + \epsilon \nu_{z}) + \beta \int_{B_{1}^{n}} f(x + P_{\nu_{x}} h, z + P_{\nu_{z}} h) d\mathcal{L}^{n-1}(h) + g(t, s).$$

Here we define an operator \(T\) as

$$Tf(x, z, P_{\nu_{x}}, P_{\nu_{z}})$$

$$= \alpha f(x + \epsilon \nu_{x}, z + \epsilon \nu_{z}) + \beta \int_{B_{1}^{n}} f(x + P_{\nu_{x}} h, z + P_{\nu_{z}} h) d\mathcal{L}^{n-1}(h).$$

Since

$$u_e(y, t) - u_e(\tilde{y}, \tilde{t}) \leq K + H(y, \tilde{y}, t, \tilde{t}) = K + f(y, \tilde{y}) + g(t, \tilde{t}) \quad (4.7)$$
by the definition of $K$, we obtain
\[
[I] \leq \frac{1}{2} \sup_{\nu, \nu' \in S^{n-1}} \left[ \alpha \left\{ K + H \left( x' + \epsilon \nu, z' + \epsilon \nu, t' - \frac{\epsilon^2}{2}, s' - \frac{\epsilon^2}{2} \right) \right\} \\
+ \beta \int_{B^*_1} \left\{ K + H \left( x + P_{\nu}, h, z + P_{\nu}, h, t' - \frac{\epsilon^2}{2}, s' - \frac{\epsilon^2}{2} \right) \right\} d\mathcal{L}^{n-1}(h) \right]
\]
\[
\leq \frac{1}{2} \left[ K + \sup_{\nu, \nu' \in S^{n-1}} Tf(x', z', P_{\nu}, P_{\nu'}) + g \left( t' - \frac{\epsilon^2}{2}, s' - \frac{\epsilon^2}{2} \right) \right].
\]
Next we have to estimate $[II]$. Choose $\rho_{x'}, \rho_{x'} \in S^{n-1}$ so that
\[
\inf_{\nu, \nu' \in S^{n-1}} Tf(x', z', P_{\nu}, P_{\nu'}) \geq Tf(x', z', P_{\rho_{x'}}, P_{\rho_{x'}}) - 2\eta.
\]
Then we calculate that
\[
[II] \leq \frac{1}{2} \left[ K + \alpha \left\{ u(x + \epsilon \rho_{x'}, t' - \frac{\epsilon^2}{2}) - u(z + \epsilon \rho_{x'}, t' - \frac{\epsilon^2}{2}) \right\} \\
+ \beta \int_{B^*_1} \left\{ u(x + P_{\rho}, h, t' - \frac{\epsilon^2}{2}) - u(z + P_{\rho}, h, t' - \frac{\epsilon^2}{2}) \right\} d\mathcal{L}^{n-1}(h) \right]
\]
\[
\leq \frac{1}{2} \left[ K + \inf_{\nu, \nu' \in S^{n-1}} Tf(x', z', P_{\nu}, P_{\nu'}) + g \left( t' - \frac{\epsilon^2}{2}, s' - \frac{\epsilon^2}{2} \right) \right] + \eta.
\]
We used (4.7) again in the second inequality.
Combining the estimate for $[I]$ and $[II]$, we obtain
\[
K \leq u(x, t') - u(z, s') - H(x', z', t', s') + \eta
\]
\[
\leq K + \text{midrange } Tf(x', z, P_{\nu}, P_{\nu}) + g \left( t' - \frac{\epsilon^2}{2}, s' - \frac{\epsilon^2}{2} \right)
\]
\[
- H(x', z', t', s') + 2\eta.
\]
Since $\eta$ is arbitrarily chosen, if we show that
\[
\text{midrange } Tf(x', z', P_{\nu}, P_{\nu}) + g \left( t' - \frac{\epsilon^2}{2}, s' - \frac{\epsilon^2}{2} \right) H(x', z', t', s'),
\]
that is,
\[
\text{midrange } Tf(x', z', P_{\nu}, P_{\nu}) - f(x', z') < g(t', s') - g \left( t' - \frac{\epsilon^2}{2}, s' - \frac{\epsilon^2}{2} \right),
\]
(4.8) then the proof is completed.
Now we need to estimate (4.8). Without loss of generality, we assume that \( t' \geq s' \). Then we see that
\[
g(t', s') - g \left( t' - \frac{c^2}{2}, s' - \frac{c^2}{2} \right)
= M \left| s' - r^2 \delta / 2 - r \delta \right| - M \left( \left| s' - \frac{c^2}{2} - r^2 \right| \right)^{\delta / 2}.
\]
Note that
\[
M \left| s' - r^2 \delta / 2 - M \left( \left| s' - \frac{c^2}{2} - r^2 \right| \right)^{\delta / 2} \right| \geq M \left( r^\delta - \left( \frac{c^2}{2} \right)^{\frac{\delta}{2}} \right).
\]
and
\[
\left( r^2 + \frac{c^2}{2} \right)^{\frac{\delta}{2}} \leq r^\delta + \left( \frac{c^2}{2} \right)^{\frac{\delta}{2}} \leq r^\delta + \epsilon^\delta
\]
for \( 0 < \delta \leq 1 \). We also deduce that
\[
M \left| s' - r^2 \delta / 2 - M \left| s' - \frac{c^2}{2} - r^2 \right| \right|^{\delta / 2} \geq -M \left( r^\delta - \left( \frac{c^2}{2} \right)^{\frac{\delta}{2}} \right) \geq -Mr^\frac{\delta}{2} - \frac{c^2}{2},
\]
since \( h(t) = \| t \|^{\delta / 2} \) is concave.

Therefore, we see that
\[
g(t', s') - g \left( t' - \frac{c^2}{2}, s' - \frac{c^2}{2} \right) \geq \min \{-Mr^\delta, -M \hat{C}(r) \epsilon^2\} =: \sigma.
\]
To establish (4.8), we will distinguish several cases. And from now on, we will write \((x', z', t', s')\) in our calculations for convenience.

4.1. Case \( |x - z| > N \epsilon / 10 \). In this case, \( f(x, z) = f_1(x, z) \) as \( f_2(x, z) = 0 \). Thus we can write (4.8) as
\[
\text{midrange } T \left( f_1(x, z, P_{\nu_x}, P_{\nu_z}) - f_1(x, z) \right) < \sigma. 
\]  
(4.9)
For any \( \eta > 0 \), we can choose some vectors \( \nu_x, \nu_z \in S^{n-1} \) and related rotations \( P_{\nu_x} \in R_{\nu_x}, P_{\nu_z} \in R_{\nu_z} \) so that
\[
\sup_{h_x, h_z \in S^{n-1}} T \left( f_1(x, z, P_{h_x}, P_{h_z}) \right) \leq T \left( f_1(x, z, P_{\nu_x}, P_{\nu_z}) + \eta \right).
\]
Hence if we find some unit vectors \( \mu_x, \mu_z \) and rotations \( P_{\mu_x}, P_{\mu_z} \) such that
\[
\text{midrange } T \left( f_1(x, z, P_{h_x}, P_{h_z}) \right)
\leq \frac{1}{2} \left\{ T \left( f_1(x, z, P_{\nu_x}, P_{\nu_z}) + T \left( f_1(x, z, P_{\mu_x}, P_{\mu_z}) + \eta \right) \right) \right\},
\]
then we obtain (4.9) by showing
\[
\frac{1}{2} \left\{ T \left( f_1(x, z, P_{\nu_x}, P_{\nu_z}) + T \left( f_1(x, z, P_{\mu_x}, P_{\mu_z}) \right) \right) - f_1(x, z) \right\} < \sigma - \eta.  
\]  
(4.10)
Denote \( \nu = \frac{y - y_{v_{\perp}}}{\| y - y_{v_{\perp}} \|}, y_{v_{\perp}} = \langle y, v \rangle \) and \( y_{v_{\perp}} = y - y_{v_{\perp}} \). Then \( y \) is orthogonally decomposed into \( y_{v_{\perp}} \) and \( y_{v_{\perp}} \). By using Taylor expansion, we know that for any \( h_x \) and \( h_z \),
\[
f_1(x + \epsilon h_x, z + \epsilon h_z)
\]
where $E_{x,z}(h_x, h_z)$ is the second-order error term. Now we estimate the error term by Taylor’s theorem as follows:

$$
|E_{x,z}(h_x, h_z)| \leq C|(h_x, h_z)^{4/3}(|x - z| - 2\epsilon)^{\delta - 3}
$$

if $|x - z| > 2\epsilon$. Thus if we choose $N \geq \frac{100C}{\delta}$, we get

$$
|E_{x,z}(h_x, h_z)| \leq 10|x - z|^{\delta - 2} \epsilon^2.
$$

Now we establish (4.9). We first consider a small constant $0 < \Theta < 4$ to be determined later and we divide again this case into two separate subcases. In the first subsection, we consider the case when $\nu_x, \nu_z$ are in almost opposite directions and nearly parallel to the vector $x - z$. Otherwise, it is covered in the second subsection. In each case, we will choose proper rotations and investigate changes in the value of the auxiliary function $f_1$. The concavity of $f_1$ plays a key role in both cases.

### 4.1.1. Case $(\nu_x - \nu_z)^2 \geq (4 - \Theta)$.

Observe that

$$
\text{midrange}Tf_1(x, z, P_{\nu_x}, P_{\nu_z})
$$

$$
\nu_x, \nu_z \in S^{n-1}
$$

$$
\leq \frac{1}{2}\left\{Tf_1(x, z, P_{\nu_x}, P_{\nu_z}) + Tf_1(x, z, -P_{\nu_x}, -P_{\nu_z}) + \eta\right\}
$$

and

$$
\frac{1}{2}\left\{Tf_1(x, z, P_{\nu_x}, P_{\nu_z}) + Tf_1(x, z, -P_{\nu_x}, -P_{\nu_z})\right\} - f_1(x, z)
$$

$$
= \frac{\alpha}{2}\left\{f_1(x + \nu_x, z + \nu_z) + f_1(x - \nu_x, z - \nu_z) - 2f_1(x, z)\right\}
$$

$$
+ \frac{\beta}{2}\left\{\int_{B^{n-1}_1} f_1(x + P_{\nu_x} h, z + P_{\nu_z} h) d\mathcal{L}^{n-1}(h) - 2f_1(x, z)\right\}.
$$

We first estimate the $\alpha$-term. Using the Taylor expansion of $f_1$ and the above estimates, we get

$$
f_1(x + \nu_x, z + \nu_z) + f_1(x - \nu_x, z - \nu_z) - 2f_1(x, z)
$$

$$
= C\delta|x - z|^{\delta - 2}\left\{(\delta - 1)(\nu_x - \nu_z)^2 + |(\nu_x - \nu_z)v_1|^2\right\}\epsilon^2 + 2M|\nu_x + \nu_z|^2 \epsilon^2
$$

$$
+ E_{x,z}(\nu_x, \nu_z) + E_{x,z}(\nu_x - \nu_z)
$$

$$
\leq C\delta|x - z|^{\delta - 2}\left\{(\delta - 1)(4 - \Theta) + \Theta\right\}\epsilon^2 + 2M(2\epsilon)^2 + 20|x - z|^{\delta - 2} \epsilon^2
$$

$$
\leq [C\delta|x - z|^{\delta - 2}((\delta - 1)(4 - \Theta) + \Theta) + 8M + 20|x - z|^{\delta - 2}] \epsilon^2.
$$

And note that

$$
|P_{\nu_x} h - P_{\nu_z} h| \leq |\nu_x + \nu_z|, \tag{4.11}
$$

for some proper $P_{\nu_x}, P_{\nu_z}$ and for any $h \in B^{n-1}_1$ (see [2, Appendix A]), to see that

$$
\int_{B^{n-1}_1} f_1(x + P_{\nu_x} h, z + P_{\nu_z} h) d\mathcal{L}^{n-1}(h) - f_1(x, z)
$$

$$
= f_1(x, z) + C\delta|x - z|^{\delta - 1}(h_x - h_z)\nu\epsilon + 2M(h_x + h_z)\epsilon
$$

$$
+ \frac{1}{2}C\delta|x - z|^{\delta - 2}\left\{(\delta - 1)(h_x - h_z)^2 + |(h_x - h_z)v_1|^2\right\}\epsilon^2
$$

$$
+ M|h_x + h_z|^2 \epsilon + E_{x,z}(h_x, h_z),
$$

where $E_{x,z}(h_x, h_z)$ is the second-order error term. Now we estimate the error term by Taylor’s theorem as follows:

$$
|E_{x,z}(h_x, h_z)| \leq C|(h_x, h_z)^{4/3}(|x - z| - 2\epsilon)^{\delta - 3}
$$

if $|x - z| > 2\epsilon$. Thus if we choose $N \geq \frac{100C}{\delta}$, we get

$$
|E_{x,z}(h_x, h_z)| \leq 10|x - z|^{\delta - 2} \epsilon^2.
$$

Now we establish (4.9). We first consider a small constant $0 < \Theta < 4$ to be determined later and we divide again this case into two separate subcases. In the first subsection, we consider the case when $\nu_x, \nu_z$ are in almost opposite directions and nearly parallel to the vector $x - z$. Otherwise, it is covered in the second subsection. In each case, we will choose proper rotations and investigate changes in the value of the auxiliary function $f_1$. The concavity of $f_1$ plays a key role in both cases.
we can choose sufficiently large $C$

Now we estimate the right hand side. By the DPP, it can be written as

$$
\left| C|x-z|^\delta -2 \left\{ (\delta -1)(P_{\nu_x} h - P_{\nu_z} h) \right\}_V + |(P_{\nu_x} h - P_{\nu_z} h)_V|^2 \right| \\
+ M|P_{\nu_x} h + P_{\nu_z} h|^2 + \mathcal{E}_{x,z}(h_x, h_z) \right] \, d\mathcal{L}^{n-1}(h)
$$

$$
= \frac{1}{2} \int_{B_\epsilon^1} \left[ C|x-z|^\delta -2 \left\{ (\delta -1)(P_{\nu_x} h - P_{\nu_z} h) \right\}_V + |(P_{\nu_x} h - P_{\nu_z} h)_V|^2 \right]
$$

$$
+ 2M|P_{\nu_x} h + P_{\nu_z} h|^2 + 2\mathcal{E}_{x,z}(h_x, h_z) \right] \, d\mathcal{L}^{n-1}(h)

\leq \frac{1}{2} \{|x-z|^\delta -2(C\Theta + 20) + 8M\} \epsilon^2.
$$

The last inequality follows from $|\nu_x + \nu_z|^2 \leq \Theta$. In the same way, it is also obtained

$$
\int_{B_\epsilon^1} f_1(x - P_{\nu_x} h, z - P_{\nu_z} h) \, d\mathcal{L}^{n-1}(h) - f_1(x, z)

\leq \frac{1}{2} \{|x-z|^\delta -2(C\Theta + 20) + 8M\} \epsilon^2.
$$

These estimates give

$$
\frac{1}{2} \{ T f_1(x, z, \nu_x, \nu_z) + T f_1(x, z, -\nu_x, -\nu_z) \} - f_1(x, z)

\leq \frac{\alpha}{2} \{ C|x-z|^\delta -2 \left\{ (\delta -1)(4 - \Theta) + \Theta \right\} + 8M + 20|x-z|^\delta -2 \} \epsilon^2
$$

$$
+ \frac{\beta}{2} \{ C\Theta|x-z|^\delta -2 + 8M + 20|x-z|^\delta -2 \} \epsilon^2

\leq \left[ \frac{C}{2} \left\{ \Theta + \alpha \delta \delta -1(4 - \Theta) \right\} + 10 \right] |x-z|^\delta -2 \epsilon^2 + 4M \epsilon^2.
$$

Observe that $\Theta + \alpha \delta \delta -1(4 - \Theta) < 0$ if $\Theta < 4\alpha \delta \delta -1(1 - \delta)/\{1 - \alpha \delta \delta -1\}$. Then we can choose sufficiently large $C$ depending only on $r, \delta, \alpha$ and $n$ so that

$$
\text{midrange } T f_1(x, z, P_{\nu_x}, P_{\nu_z}) - f_1(x, z) < -M \tilde{C} \epsilon^2.
$$

Thus, we get (4.9).

4.1.2. Case $(\nu_x - \nu_z)^2 \leq (4 - \Theta)$. It is clear that $|\nu_x - \nu_z|^V < 2 - \Theta/4$ in this case. Furthermore, we check that

$$
\text{midrange } T f_1(x, z, P_{\nu_x}, P_{\nu_z})

\leq \frac{1}{2} \{ T f_1(x, z, P_{\nu_x}, P_{\nu_z}) + T f_1(x, z, P_{\nu_x}, P_{\nu_z}) \} + \eta.
$$

(4.12)

Now we estimate the right hand side. By the DPP, it can be written as

$$
\frac{1}{2} \{ T f_1(x, z, P_{\nu_x}, P_{\nu_z}) + T f_1(x, z, P_{\nu_x}, P_{\nu_z}) \} - f_1(x, z)

= \frac{\alpha}{2} \left\{ f_1(x + \nu_x, z + \nu_x) + f_1(x - \nu_x, z - \nu_x) - 2f_1(x, z) \right\}

+ \frac{\beta}{2} \left\{ \int_{B_\epsilon^1} f_1(x + P_{\nu_x} h, z + P_{\nu_x} h) \, d\mathcal{L}^{n-1}(h) \right\}
$$
Then we see that
\[
\begin{aligned}
&\text{We will continue in a similar way to the previous case. For the } \alpha \text{-term, we deduce that}

&f_1(x + \epsilon_\nu z, z + \epsilon_\nu z) + f_1(x - \epsilon_\nu z, z + \epsilon_\nu z) \leq 2f_1(x, z)

&= \frac{1}{2} \left[ C\delta|x - z|^{\delta - 1} \{(\nu_x - \nu_2)\nu - 2\} \epsilon + 2M(x + z, \nu_x, \nu_z)\epsilon \\
&+ \frac{C}{2} \delta|x - z|^{\delta - 2}\{(\delta - 1)(\nu_x - \nu_2)^2 \epsilon^2 + (2\epsilon)^2 + |(\nu_x - \nu_2)\nu_\perp|^2 \epsilon^2\} \\
&+ 4Mc^2 + M|\nu_x + \nu_z|^2 \epsilon^2 + E_{x,\nu} (\epsilon \nu_x, \epsilon \nu_z) + E_{x,\nu}(\epsilon \nu_\nu, \epsilon \nu_\nu) \right]

&\leq \frac{1}{2} \left\{ -\frac{\Theta}{4} C\delta|x - z|^{\delta - 1} \epsilon + 8Mer + 2C\delta|x - z|^{\delta - 2} \epsilon^2 + 20|x - z|^{\delta - 2} \epsilon^2 + 2Mc^2 \right\}. 
\end{aligned}
\]

Then we see that
\[
2C\delta|x - z|^{\delta - 2} \epsilon^2 + 20|x - z|^{\delta - 2} \epsilon^2 + 2Mc^2
\leq \frac{10}{N}(2C\delta + 20 + 2M \text{diam} (\Omega)^2 - \delta)|x - z|^{\delta - 1} \epsilon \\
\leq \delta^2|x - z|^{\delta - 1} \epsilon
\]

for sufficiently large \( C \) and \( N \geq 100C/\delta \), since \( |x - z| > N\epsilon/10 \) and \( \Omega \) is bounded. Thus,
\[
\begin{aligned}
f_1(x + \nu_x, z + \nu_x) + f_1(x - \epsilon_\nu z, z + \epsilon_\nu z) \leq 2f_1(x, z)
\end{aligned}
\]

Next, we estimate the \( \beta \)-term. By a direct calculation, we see that
\[
\begin{aligned}
\int_{B_{r'}^1} \{ f_1(x + \nu_x, h, z + \nu_z, h) + f_1(x + P_\nu h, z + P_\nu h) \} d\mathcal{L}^n(h)
\leq \int_{B_{r'}^1} \{ f_1(x + P_\nu h, z + P_\nu h) - f_1(x, z) \} d\mathcal{L}^n(h)
\end{aligned}
\]

we have used \((4.11)\) for the last inequality. Now we observe that
\[
C\delta|x - z|^{\delta - 2} \epsilon^2 + 2M(2\epsilon)^2 + 20|x - z|^{\delta - 2} \epsilon^2 \\
\leq 2\delta^2|x - z|^{\delta - 1} \epsilon.
\]

Therefore \( \beta \)-term is estimated by \( 2\delta^2|x - z|^{\delta - 1} \epsilon \).
Combining these estimates, we conclude that
\[
\frac{1}{2} \left\{ T f_1(x, z, P_{x,z}, P_{x}) + T f_1(x, z, P_{-x}, P_{x}) \right\} - f_1(x, z)
\leq \frac{\alpha}{2} \left( \frac{\delta}{2} |x - z|^\delta - \left( \delta - C \frac{\Theta}{4} \right) + 4Mr \right) \epsilon + \beta \delta^2 |x - z|^{\delta - 1} \epsilon
\leq -M \tilde{C} \epsilon^2
\]
for sufficiently large \( C = C(r, \delta, \alpha, n) \). Combining this with (4.12), we obtain (4.8).

4.2. Case \( 0 < |x - z| \leq N \epsilon / 10 \). We observe that
\[
| f_1(x + h_x, z + h_z) - f_1(x, z) |
= C |x - z + h_x - h_z| |x - z|^\delta + M |x + z + h_x + h_z|^2 - |x + z|^2
\leq C |h_x - h_z| |x - z|^\delta + 2M |x + z| |h_x + h_z| + M |h_x + h_z|^2
\leq 2C \epsilon \delta + 8Mr \epsilon + 4M \epsilon^2
\leq 3C \epsilon \delta
\]
for any \( x, z \in B_r(0) \) and \( h_x, h_z \in B_r \) if \( C = C(r, \delta) \) is sufficiently large. Therefore, we see that
\[
\sup_{h_x, h_z \in S^{n-1}} T f_1(x, z, P_{x,h_x}, P_{x,h_z}) - f_1(x, z)
= \sup_{h_x, h_z \in S^{n-1}} \left[ \alpha \{ f_1(x + h_x, z + h_z) - f_1(x, z) \} + \beta \int_{\mathbb{R}^n} f_1(x + h_x, h_z + P_{h_z} h) - f_1(x, z) d\mathcal{L}^{n-1}(h) \right]
\leq 3 \alpha C \epsilon \delta + 3 \beta C \epsilon \delta = 3C \epsilon \delta
\]
and
\[
\sup_{h_x, h_z \in S^{n-1}} T f(x, z, P_{x,h_x}, P_{x,h_z})
= \sup_{h_x, h_z \in S^{n-1}} T f_1(x - f_2)(x, z, P_{x,h_x}, P_{x,h_z})
\leq \sup_{h_x, h_z \in S^{n-1}} T f_1(x, z, P_{x,h_x}, P_{x,h_z}).
\tag{4.13}
\]
By the assumption, we can find \( i \in \{1, 2, \ldots, N\} \) such that
\[
(i - 1) \frac{\epsilon}{10} < |x - z| \leq i \frac{\epsilon}{10}.
\]
We deduce that
\[
\inf_{h_x, h_z \in S^{n-1}} T f(x, z, P_{x,h_x}, P_{x,h_z})
\leq \sup_{h_x, h_z \in S^{n-1}} T f_1(x, z, P_{x,h_x}, P_{x,h_z}) - \sup_{h_x, h_z \in S^{n-1}} T f_2(x, z, P_{x,h_x}, P_{x,h_z})
\leq \sup_{h_x, h_z \in S^{n-1}} T f_1(x, z, P_{x,h_x}, P_{x,h_z}) - \alpha C^{2(N - i + 1)} \epsilon \delta
\leq \sup_{h_x, h_z \in S^{n-1}} T f_1(x, z, P_{x,h_x}, P_{x,h_z}) - \alpha \left( C^2 - \frac{2}{\alpha} \right) C^{2(N - i)} \epsilon \delta - 2C^{2(N - i)} \epsilon \delta
\leq \sup_{h_x, h_z \in S^{n-1}} T f_1(x, z, P_{x,h_x}, P_{x,h_z}) - 2f_2(x, z) - 8C \epsilon \delta.
\]
Theorem 4.2. Let \( L \) be a Lipschitz regularity. By virtue of Lemma 3.1, applying Lemma 4.1, we find that the auxiliary function is also needed to have this property. However, we need to build the proof in a different manner in several places. In order to prove Lipschitz estimates, the auxiliary function is also needed to have this property. Hence, we need to build the proof in a different manner in several places.

Lipschitz estimate. This causes some difficulties compared to the Hölder case. As in this case, we need to build the proof in a different manner in several places.

4.3. Case \(|x - z| = 0\). According to the results in the previous sections, we observe that

\[
|u(x, t) - u(z, s)| \leq C_1 ||u||_{\infty}(|x - z|^\delta + \epsilon^\delta),
\]

for any \( x, z \ (x \neq z) \in B_r(0), \ -r^2 < t < 0, \ |t - s| < \epsilon^2/2 \) and some \( C_1 = C_1(r, \delta, \alpha, n) > 0 \).

Fix \( x \in B_r(0) \) and \( t, s \in (-r^2, 0) \) with \( |t - s| < \epsilon^2/2 \). Then we can choose a point \( y \in B_r(x) \) and deduce that

\[
|u(x, t) - u(z, s)| \\
\leq |u(x, t) - u(y, s)| + |u(y, s) - u(x, s)| \\
\leq C_1 ||u||_{\infty}(|x - y|^\delta + \epsilon^\delta) \\
\leq 2C_1 ||u||_{\infty} \epsilon^\delta.
\]

Now set \( C = 2C_1 \). Then we can conclude the proof of this lemma. \( \square \)

For any \( x \in B_r(0) \) and \(-r^2 < s < t < 0\), consider a cylinder \( B_{\sqrt{t-s}}(x) \times [s, t] \). Applying Lemma 4.1, we find that

\[
\text{osc}_{B_{\sqrt{t-s}}(x) \times (s, t)} u \leq C(r, \delta, \alpha, n) ||u||_{\infty} (|t - s|^\delta + \epsilon^\delta)
\]

for any \( \tau \in (s, t) \). Then we obtain the following estimate

\[
|u(x, t) - u(x, s)| \leq C(r, \delta, \alpha, n) ||u||_{\infty} (|t - s|^\delta + \epsilon^\delta)
\]

by virtue of Lemma 3.1.

Combining this and Lemma 4.1, we get the desired regularity.

**Theorem 4.2.** Let \( \bar{Q}_{2r} \subset \Omega_T, 0 < \delta, \alpha < 1 \) and \( \epsilon > 0 \) is small. Suppose that \( u_i \) satisfies the \( \alpha \)-parabolic DPP with boundary data \( F \in L^\infty(\Gamma_{r,T}) \). Then for any \( x, z \in B_r(0) \) and \(-r^2 < t, s < 0\), we have

\[
|u(x, t) - u(z, s)| \leq C ||u||_{\infty} (|x - z|^\delta + |s - t|^\delta + \epsilon^\delta),
\]

where \( C > 0 \) is a constant which only depends on \( r, \delta, \alpha \) and \( n \).

5. Lipschitz regularity. We will prove Lipschitz type regularity for the function \( u_i \) in this section. In the previous section, we utilized the concavity on the distance of two points of the auxiliary function to get the result. In order to prove Lipschitz estimate, the auxiliary function is also needed to have this property. However, we no longer have the strong concavity that was helpful in the proof there. Therefore, we need to build the proof in a different manner in several places.

For this reason, we will construct other (concave) auxiliary function for proving Lipschitz estimate. This causes some difficulties compared to the Hölder case. As in
Lemma 5.1. Let $\overline{B}_2(0) \times [-2r^2 - \epsilon^2/2, \epsilon^2/2] \subset \Omega_T$, $0 < \alpha < 1$ and $\epsilon > 0$ is small. Suppose that $u_\epsilon$ satisfies the $\alpha$-parabolic DPP with boundary data $F \in L^\infty(\Gamma_\epsilon, T)$. Then, we have

$$|u_\epsilon(x, t) - u_\epsilon(z, s)| \leq C||u_\epsilon||_\infty(|x - z| + \epsilon),$$

whenever $x, z \in B_r(0)$, $-r^2 < t < 0$ and $|t - s| < \epsilon^2/2$ and $C > 0$ is a constant which only depends on $r, \alpha$ and $n$.

Proof. We can expect that $|x - z|$ will play the same role as $f_1$ in the Hölder case. But for a Lipschitz type estimate, we cannot deduce the desired result by using that function $|x - z|$. Therefore, we need to define a new auxiliary function $\omega : [0, \infty) \to [0, \infty)$. First define

$$\omega(t) = t - \omega_0 t^\gamma \quad 0 \leq t \leq \omega_1 := (2\gamma\omega_0)^{-1/(\gamma - 1)},$$

where $\gamma \in (1, 2)$ is a constant and $\omega_0 > 0$ will be determined later. Observe that

$$\omega'(t) = 1 - \gamma \omega_0 t^\gamma - 1 \in [1/2, 1) \quad \text{for} \quad 0 \leq t \leq \omega_1$$

and

$$\omega''(t) = -\gamma (1 - 1)\omega_0 t^{\gamma - 2} < 0 \quad \text{for} \quad 0 \leq t \leq \omega_1.$$

Then we can construct $\omega$ to be increasing, strictly concave and $C^2$ in $(0, \infty)$.

Assume that $||u_\epsilon||_\infty \leq r$ by scaling as in the previous section, and we define

$$f_1(x, z) = C\omega(|x - z|) + M|x + z|^2.$$ Consider the functions $f_2$ and $g$ for $\delta = 1$ as (4.2) and (4.3), respectively. Now we set again the auxiliary function $H$ by

$$H(x, z, t, s) = f_1(x, z) - f_2(x, z) + g(t, s)$$

and let

$$f(x, z) = f_1(x, z) - f_2(x, z).$$

As in the previous section, we will first deduce that

$$|u_\epsilon(x, t) - u_\epsilon(z, s)| \leq C|x - z| + \epsilon \quad \text{in} \quad \Sigma_2 \backslash \Upsilon.$$

We can choose $M$ sufficiently large so that

$$u_\epsilon(x, t) - u_\epsilon(z, s) - H(x, z, t, s) \leq C^{2N} \epsilon + C\epsilon \quad \text{in} \quad \Sigma_2 \backslash \Sigma_1.$$ Thus, for proving the lemma, it is sufficient to show that

$$u_\epsilon(x, t) - u_\epsilon(z, s) - H(x, z, t, s) \leq C^{2N} \epsilon + C\epsilon \quad \text{in} \quad \Sigma_1 \backslash \Upsilon.$$ Suppose not. Then

$$K := \sup_{(x, z, t, s) \in \Sigma_1 \backslash \Upsilon} (u_\epsilon(x, t) - u_\epsilon(z, s) - H(x, z, t, s)) > C^{2N} \epsilon + C\epsilon.$$ In this case, we can choose $(x', z', t', s') \in \Sigma_1 \backslash \Upsilon$ such that

$$u_\epsilon(x', t') - u_\epsilon(z', s') - H(x', z', t', s')) \geq K - \eta$$

for any $\eta > 0$.

Similarly as in Section 4, we need to establish (4.8) in order to prove Lemma 5.1. The only difference is the right-hand side of the inequality. In this case, it is sufficient
to deduce that the left-hand side of (4.8) is less than \( \sigma = \min\{-M\epsilon, -M\hat{C}\epsilon^2\} \), where \( \hat{C} \) only depends on \( r \).

We use again the notation \((x, z, t, s)\) instead of \((x', z', t', s')\).

### 5.1. Case \(|x - z| > N\epsilon/10\).

For the same reason as in the previous section, we shall deduce (4.9). To do this, it is sufficient to show (4.10) for any \( \eta > 0 \) and some \( P_{\nu_x} \in \mathbb{R}_{\nu_x}, P_{\nu_z} \in \mathbb{R}_{\nu_z} \).

Now we calculate the Taylor expansion of \( f_1 \). We see

\[
\begin{align*}
\frac{\partial}{\partial n} f_1(x + \epsilon h_x, z + \epsilon h_z) - f_1(x, z) &= C\omega'(|x - z|)(\nu_x + \nu_z)\epsilon + 2M(x + z, h_x + h_z)\epsilon \\
&\quad + \frac{1}{2}C\omega''(|x - z|)(\nu_x + \nu_z)^2\epsilon^2 \\
&\quad + (4M + 10|x - z|^{\gamma - 2})\epsilon^2
\end{align*}
\]

(5.2)

for any \( h_x, h_z \in \mathbb{R}^n \). Then we check that

\[
|\mathcal{E}_{x,z}(h_x, h_z)| \leq C((h_x, h_z)^4(|x - z| - 2\epsilon)^{\gamma - 3} \leq C(|h_x, h_z|^4(|x - z| - 2\epsilon)^{\gamma - 3}
\]

if \(|x - z| > 2\epsilon \) and \( h_x, h_z \in B_r \), because for the third derivatives it holds \( D^3_{x,z} \omega(|x - z|) \leq C|x - z|^{\gamma - 3} \) for some constant \( C > 0 \). Thus if we choose \( N \geq \frac{100\epsilon}{\delta} \), we get

\[
|\mathcal{E}_{x,z}(h_x, h_z)| \leq 10|x - z|^{\gamma - 2}\epsilon^2.
\]

For estimating \( \alpha \)-term in \( T f_1(x, z, P_{\nu_x}, P_{\nu_z}) \), we can use (5.2) directly. On the other hand, more observations about \( P_{\nu_x}, P_{\nu_z} \) are needed to estimate \( \beta \)-term. First we see that

\[
\begin{align*}
f_1(x + \epsilon P_{\nu_x} \zeta, z + \epsilon P_{\nu_z} \zeta) - f_1(x, z) &= C\omega'(|x - z|)(P_{\nu_x} \zeta - P_{\nu_z} \zeta)\nu \epsilon + 2M(x + z, P_{\nu_x} \zeta + P_{\nu_z} \zeta)\epsilon \\
&\quad + \frac{1}{2}C\omega''(|x - z|)(P_{\nu_x} \zeta - P_{\nu_z} \zeta)^2\epsilon^2 \\
&\quad + M|P_{\nu_x} \zeta + P_{\nu_z} \zeta|^2\epsilon^2 + \mathcal{E}_{x,z}(\epsilon h_x, \epsilon h_z)
\end{align*}
\]

from (5.2). Due to rotational symmetry, integral over the first-order terms is zero. Note that \( \omega'' < 0 \) and (4.11) to see that

\[
\int_{B_r^s} f_1(x + \epsilon P_{\nu_x} h, z + \epsilon P_{\nu_z} h)d\mathcal{E}^{n-1}(h) - f_1(x, z) \leq \frac{C}{2} \frac{\omega'(|x - z|)}{|x - z|}|\nu_x + \nu_z|^2\epsilon^2 + (4M + 10|x - z|^{\gamma - 2})\epsilon^2.
\]

Therefore,

\[
\begin{align*}
T f_1(x, z, P_{\nu_x}, P_{\nu_z}) - f_1(x, z) &\leq \alpha C\omega'(|x - z|)(\nu_x - \nu_z)\nu \epsilon + 2\alpha M(x + z, \nu_x + \nu_z)\epsilon \\
&\quad + \frac{\alpha}{2}C\omega''(|x - z|)(\nu_x - \nu_z)^2\epsilon^2 \\
&\quad + \frac{1}{2}C\omega'(|x - z|)\alpha|\nu_x - \nu_z|\nu \epsilon^2 + \beta|\nu_x + \nu_z|^2\epsilon^2 \\
&\quad + (4M + 10|x - z|^{\gamma - 2})\epsilon^2.
\end{align*}
\]

Now we set \( \Theta = |x - z|^s \) for some \( s \in (0, 1) \) to be chosen later. In order to deduce (4.9), we divide again this case into two separate subcases.
5.1.1. \((\nu_x - \nu_z)^2 \geq 4 - \Theta\). Consider two rotations \(P_{\nu_x}, P_{\nu_z}\) which satisfy (4.11). Observe that

\[
\begin{aligned}
\frac{1}{2} \left\{ T_{f_1}(x, z, P_{\nu_x}, P_{\nu_z}) + T_{f_1}(x, z, -P_{\nu_x}, -P_{\nu_z}) \right\} - f_1(x, z) & \\
& \leq \frac{c}{2} C \omega''(|x - z|)(\nu_x - \nu_z)^2 \epsilon^2 \\
& \quad + \frac{1}{2} C \omega'\left(|x - z|\right) (|\nu_x - \nu_z| V_1^2 + \beta |\nu_x + \nu_z|^2) \epsilon^2 \\
& \quad + (4M + 10|x - z|^\gamma - 2) \epsilon^2. \\
\end{aligned}
\]

(5.3)

Since \(\Theta \leq 1\) for sufficiently small \(r\) and \(\frac{1}{2} \leq \omega' \leq 1\) and \(\omega'' < 0\),

\[
\begin{aligned}
\frac{1}{2} \left\{ T_{f_1}(x, z, P_{\nu_x}, P_{\nu_z}) + T_{f_1}(x, z, -P_{\nu_x}, -P_{\nu_z}) \right\} - f_1(x, z) & \\
& \leq \frac{3}{2} \alpha C \omega''(|x - z|) \epsilon^2 + \frac{C}{2} \frac{1}{|x - z|} (|\nu_x - \nu_z| V_1^2 + \beta |\nu_x + \nu_z|^2) \epsilon^2 \\
& \quad + (4M + 10|x - z|^\gamma - 2) \epsilon^2. \\
\end{aligned}
\]

We know that \(|(\nu_x - \nu_z) V_1| \leq \Theta\) by the assumption and we also see that

\(|\nu_x + \nu_z|^2 = 4 - |(\nu_x - \nu_z)|^2 \leq 4 - |(\nu_x - \nu_z) V_1| \leq \Theta.\)

Thus,

\[
\begin{aligned}
\frac{1}{2} \left\{ T_{f_1}(x, z, P_{\nu_x}, P_{\nu_z}) + T_{f_1}(x, z, -P_{\nu_x}, -P_{\nu_z}) \right\} - f_1(x, z) & \\
& \leq \left\{ \frac{3}{2} \alpha C \omega''(|x - z|) + \frac{C \Theta}{2 |x - z|} + 4M + 10|x - z|^\gamma - 2 \right\} \epsilon^2. \\
\end{aligned}
\]

By the definition of \(\omega, \omega''(|x - z|) = -\gamma(\gamma - 1)\omega_0 |x - z|^\gamma - 2\) if \(|x - z| < \omega_1.\)

Choosing \(\gamma = 1 + s.\) Since \(|x - z| < 1\) we get

\[
\begin{aligned}
\frac{1}{2} \left\{ T_{f_1}(x, z, P_{\nu_x}, P_{\nu_z}) + T_{f_1}(x, z, -P_{\nu_x}, -P_{\nu_z}) \right\} - f_1(x, z) & \\
& \leq \left\{ C \left[ -\frac{3}{2} \alpha s + 1\right] \omega_0 + 11 \right\} |x - z|^{s - 1} + 4M \right\} \epsilon^2. \\
\end{aligned}
\]

Note that if \(|x - z| < \omega_1\) (See the definition of \(\omega),\)

\[-\frac{3}{2} \alpha s + 1\omega_0 + 11 < 0\]

for sufficiently large \(\omega_0.\) Now we select \(C = C(r, \alpha, n)\) sufficiently large so that

\[
\begin{aligned}
& \left\{ C \left[ -\frac{3}{2} \alpha s + 1\right] \omega_0 + 11 \right\} |x - z|^{s - 1} + 4M \right\} \epsilon^2 \leq -M \delta \epsilon^2 \\
\end{aligned}
\]

then we get (4.8).

5.1.2. Case \((\nu_x - \nu_z)^2 < (4 - \Theta)\). Consider two rotations \(P_{\nu} \) and \(P_{-\nu}\) as follows: The first column vectors of \(P_{-\nu}\) and \(P_{\nu}\) are \(\nu\) and \(-\nu\), respectively. And other column vectors are the same. Then we observe,

\[
\begin{aligned}
T_{f_1}(x, z, P_{-\nu}, P_{\nu}) - f_1(x, z) & \\
& \leq -2\alpha C \omega'(|x - z|) \epsilon + 2\alpha C \omega''(|x - z|) \epsilon^2 + (4M + 10|x - z|^\gamma - 2) \epsilon^2 \\
& \leq -2\alpha C \omega'(|x - z|) \epsilon + (4M + 10|x - z|^\gamma - 2) \epsilon^2, \\
\end{aligned}
\]
and thus
\[ \frac{1}{2} \left\{ T f_1(x, z, P_{\nu_x}, P_{\nu_z}) + T f_1(x, z, P_{-\nu}, P_{\nu}) \right\} - f_1(x, z) \]
\[ \leq \alpha C \omega'(|x - z|)(|\nu_x - \nu_z|) - 2\epsilon + 2\alpha M(x + z, \nu_x + \nu_z)\epsilon \]
\[ + \frac{1}{2} C \omega'(|x - z|) \{ (\alpha (\nu_x - \nu_z)_{V^\perp}^2 + \beta |\nu_x + \nu_z|^2)\epsilon^2 \]
\[ + (4M + 10|x - z|^{-2})\epsilon^2. \]
Set
\[ \kappa = \frac{|(\nu_x - \nu_z)_{V^\perp}|^2}{\Theta}. \]
Then 1 < \kappa \leq \frac{\frac{4}{\Theta}}{\theta} by the assumption. Observe that
\[ |(\nu_x - \nu_z)V| \leq \sqrt{|(\nu_x - \nu_z)|^2 - \kappa \Theta} \leq \sqrt{4 - \kappa \Theta} \leq 2 - \frac{\kappa}{4} \Theta \]
and hence
\[ |(\nu_x - \nu_z)V| \leq 4(2 - (\nu_x - \nu_z)V). \]
On the other hand, we have
\[ |\nu_x + \nu_z|^2 = 4 - |\nu_x - \nu_z|^2 \]
\[ \leq 4 - (\nu_x - \nu_z)_{V}^2 \]
\[ \leq 4(2 - (\nu_x - \nu_z)V). \]
We observe that
\[ \frac{1}{2} \left\{ T f_1(x, z, P_{\nu_x}, P_{\nu_z}) + T f_1(x, z, P_{-\nu}, P_{\nu}) \right\} - f_1(x, z) \]
\[ \leq 2\alpha M(x + z, \nu_x + \nu_z)\epsilon + (2 - (\nu_x - \nu_z)V)C \omega'(|x - z|) \left( -\alpha + \frac{20}{N} \right) \epsilon \]
\[ + (4M + 10|x - z|^{-2})\epsilon^2, \]
as |x - z| > N\epsilon/10.
Next we estimate M(x + z, \nu_x + \nu_z)\epsilon. We already know that \(u_\epsilon\) satisfies Hölder type estimate for any exponent \(\delta \in (0, 1)\) by Theorem 4.2. Now by the counter assumption (5.1),
\[ u_\epsilon(x, t) - u_\epsilon(z, s) - C_\omega(|x - z|) - M|x + z|^2 - g(t, s) \geq K - \eta > 0. \]
Then we see that
\[ M|x + z|^2 < u_\epsilon(x, t) - u_\epsilon(z, s) \leq C_{u_\epsilon}(|x - z|^{1/2} + \epsilon^{1/2}). \]
Note that \(C_{u_\epsilon}\) is a constant depending only on \(r, \alpha\) and \(n\). Thus, we obtain
\[ |x + z| < \sqrt{\frac{C_{u_\epsilon}}{M}} \left| |x - z|^{1/2} + \epsilon^{1/2} \right|^{1/2} \]
\[ \leq \sqrt{\frac{C_{u_\epsilon}}{M}} \left[ |x - z|^{1/4} + \frac{1}{2} |x - z|^{-1/4} \epsilon^{1/2} + o(\epsilon^{1/2}) \right] \]
\[ \leq \sqrt{\frac{C_{u_\epsilon}}{M}} \left[ |x - z|^{1/4} + \frac{1}{2} \left( \frac{10}{N} \right)^{1/4} \epsilon^{1/4} + o(\epsilon^{1/2}) \right]. \]
Hence we observe
\[ M(x + z, \nu_x + \nu_z)\epsilon \leq 2M|x + z|\epsilon \]
\[
\leq 2\sqrt{MC_u}|x - z|^{1/4}\epsilon + \sqrt{MC_u}\left(\frac{10}{N}\right)^{1/4}\epsilon^{5/4} + o(\epsilon^{3/2})
\]
\[
\leq 3\sqrt{MC_u}|x - z|^{1/4}\epsilon
\]

since \(\sqrt{MC_u}(10/N)^{1/4}\epsilon^{5/4} + o(\epsilon^{3/2})\) is bounded by \(\sqrt{MC_u}|x - z|^{1/2}\epsilon\). Therefore, if we choose \(\gamma = 1 + s = 5/4\),

\[
\frac{1}{2}\left\{Tf_1(x, z, P_{\nu_x}, P_{\nu_z}) + Tf_1(x, z, P_{-\nu_x}, P_{-\nu_z})\right\} - f_1(x, z)
\]
\[
\leq 6\alpha \sqrt{MC_u}|x - z|^s\epsilon + C\omega(|x - z|)\times
\]
\[
\left[-\alpha \frac{|x - z|^s}{4} + \frac{5}{N}\left(\alpha|(\nu_x - \nu_z)_{V^\perp}|^2 + \frac{\beta}{n + 1}|(\rho_x - \rho_z)_{V^\perp}|^2\right)\right]\epsilon
\]
\[
+ (4M + 10)|x - z|^{s-1}\epsilon^2.
\]

Note that

\[
(4M + 10)|x - z|^{s-1}\epsilon^2 \leq (4M + 10)\frac{10}{N}|x - z|^s\epsilon.
\]

Then

\[
\frac{1}{2}\left\{Tf_1(x, z, P_{\nu_x}, P_{\nu_z}) + Tf_1(x, z, P_{-\nu_x}, P_{-\nu_z})\right\} - f_1(x, z)
\]
\[
\leq 6\alpha \sqrt{MC_u}|x - z|^s\epsilon + (2 - (\nu_x - \nu_z)V)C\omega'(|x - z|)\left(-\alpha + \frac{20}{N}\right)\epsilon
\]
\[
+ (4M + 10)\frac{10}{N}|x - z|^s\epsilon.
\]

Since we already know that \(\kappa\Theta/4 \leq 2 - (\nu_x - \nu_z)V\) and \(\omega' \in [1/2, 1]\), we see that

\[
\frac{1}{2}\left\{Tf_1(x, z, P_{\nu_x}, P_{\nu_z}) + Tf_1(x, z, P_{-\nu_x}, P_{-\nu_z})\right\} - f_1(x, z)
\]
\[
\leq 6\alpha \sqrt{MC_u} + C\left(-\alpha + \frac{5}{N}\right)\frac{|(\nu_x - \nu_z)_{V^\perp}|^2}{|x - z|^s} + (4M + 10)\frac{10}{N}|x - z|^s\epsilon
\]
\[
\leq 6\alpha \sqrt{MC_u} + C\left(-\alpha + \frac{5}{N}\right) + (4M + 10)\frac{10}{N}|x - z|^s\epsilon.
\]

Fix \(N > 100/\alpha\) and choose \(C = C(r, \alpha, n)\) large enough so that

\[
6\alpha \sqrt{MC_u} + C\left(-\alpha + \frac{5}{N}\right) + (4M + 10)\frac{10}{N} < 0.
\]

Then we conclude that

\[
\frac{1}{2}\left\{Tf_1(x, z, P_{\nu_x}, P_{\nu_z}) + Tf_1(x, z, P_{-\nu_x}, P_{-\nu_z})\right\} - f_1(x, z)
\]
\[
\leq N\frac{10}{10}\left[6\alpha \sqrt{MC_u} + C\left(-\alpha + \frac{5}{N}\right) + (4M + 10)\frac{10}{N}\right]|x - z|^{s-1}\epsilon^2
\]
\[
\leq -MC\epsilon^2,
\]

since \(|x - z| > N\epsilon/10\). Now we obtained the desired result.
5.2. **Case** $0 < |x - z| \leq N\epsilon/10$. It is quite similar to the Hölder case. First, we see that for any $x, z \in B_r(0)$ and $h_x, h_z \in S^{n-1},$

$$|f_1(x + eh_x, z + eh_z) - f_1(x, z)|$$

$\leq C|\omega([x + eh_x - z - eh_z]) - \omega([x - z])|$

$+ M|x + eh_x + z + eh_z|^2 - |x + z|^2|$

$\leq C(|x + eh_x - z - eh_z| - |x - z|) + \omega_0|x + eh_x - z - eh_z|^\gamma - |x - z|^\gamma|)$

$+ M|x + eh_x + z + eh_z|^2 - |x + z|^2|$

$\leq 2C\epsilon + 2C\omega_0\gamma(2\gamma - 1)(2\epsilon) + 8Mr\epsilon + 4M^2\epsilon.$

Then we can choose a constant $C > 0$ such that

$$|f_1(x + eh_x, z + eh_z) - f_1(x, z)| \leq 20C\epsilon.$$

As in the previous section,

$$\sup_{h_x, h_z \in S^{n-1}} T f_1(x, z, P_{h_x}, P_{h_z}) - f_1(x, z)$$

$$= \sup_{h_x, h_z \in S^{n-1}} \left( \alpha \{f_1(x + eh_x, z + eh_z) - f_1(x, z)\} \right)$$

$$+ \beta \int_{B^1_{R_z}} \{f_1(x + P_{h_x}h, z + P_{h_z}h) - f_1(x, z)\} dL^{n-1}(h)$$

$$\leq 20\alpha C\epsilon + 20\beta C\epsilon = 20C\epsilon$$

and note that (4.13) is still valid here. We can find $i \in \{1, 2, \cdots, N\}$ such that

$$(i - 1)\epsilon \leq |x - z| \leq i\epsilon$$

as in the previous section. Now, if $C$ is large enough,

$$\inf_{h_x, h_z \in S^{n-1}} T f(x, z, P_{h_x}, P_{h_z})$$

$$\leq \sup_{h_x, h_z \in S^{n-1}} T f_1(x, z, P_{h_x}, P_{h_z}) - \sup_{h_x, h_z \in S^{n-1}} T f_2(x, z, P_{h_x}, P_{h_z})$$

$$\leq \sup_{h_x, h_z \in S^{n-1}} T f_1(x, z, P_{h_x}, P_{h_z}) - \alpha C^{2(N-i+1)}\epsilon$$

$$= \sup_{h_x, h_z \in S^{n-1}} T f_1(x, z, P_{h_x}, P_{h_z}) - \alpha \left(C^2 - \frac{2}{\alpha}\right)C^{2(N-i)}\epsilon - 2C^{2(N-i)}\epsilon$$

$$\leq \sup_{h_x, h_z \in S^{n-1}} T f_1(x, z, P_{h_x}, P_{h_z}) - 2f_2(x, z) - 50C\epsilon.$$

Therefore, we calculate that

$$\text{midrange } T f(x, z, P_{h_x}, P_{h_z})$$

$$\leq \sup_{h_x, h_z \in S^{n-1}} T f_1(x, z, P_{h_x}, P_{h_z}) - f_2(x, z) - 25C\epsilon$$

$$\leq f_1(x, z) + 20C\epsilon - f_2(x, z) - 25C\epsilon.$$

We finally choose a large constant $C > M$ depending only on $r, \alpha$ and $n$ to obtain (4.8).

5.3. **Case** $|x - z| = 0$. Similar to the previous section, we already showed that

$$|u_t(x, t) - u_t(z, s)| \leq C_2\|u_t\|_\infty(||x - z| + \epsilon),$$
for any $x, z (x \neq z) \in B_r(0)$, $-r^2 < t < 0$, $|t-s| < c^2/2$ and some $C_2 = C_2(r, \alpha, n) > 0$. Then we can obtain the desired result by using the same argument as in Section 4.3.

Now Lemma 3.1 and Lemma 5.1 yield the Lipschitz type regularity in the whole cylinder.

**Theorem 5.2.** Let $\bar{Q}_{2r} \subset \Omega_T$, $0 < \alpha < 1$ and $\epsilon > 0$ be small. Suppose that $u_\epsilon$ satisfies the $\alpha$-parabolic DPP with boundary data $F \in L^\infty(\Gamma_{\epsilon,T})$. Then for any $x, z \in B_r(0)$ and $-r^2 < t, s < 0$, we have

$$|u_\epsilon(x, t) - u_\epsilon(z, s)| \leq C||u_\epsilon||_{L^\infty(|x-z| + |s-t|^{1/2} + \epsilon)},$$

where $C > 0$ is a constant which only depends on $r, \alpha$ and $n$.
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