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Abstract: We study the small-$x$ asymptotics of the flavor non-singlet T-odd leading-twist quark transverse momentum dependent parton distributions (TMDs), the Sivers and Boer-Mulders functions. While the leading eikonal small-$x$ asymptotics of the quark Sivers function is given by the spin-dependent odderon [1, 2], we are interested in revisiting the sub-eikonal correction considered by us earlier in [3]. We first simplify the expressions for both TMDs at small Bjorken $x$ and then construct small-$x$ evolution equations for the resulting operators in the large-$N_c$ limit, with $N_c$ the number of quark colors. For both TMDs, the evolution equations resum all powers of the double-logarithmic parameter $\alpha_s \ln^2 (1/x)$, where $\alpha_s$ is the strong coupling constant, which is assumed to be small. Solving these evolution equations numerically (for the Sivers function) and analytically (for the Boer-Mulders function) we arrive at the following leading small-$x$ asymptotics of these TMDs at large $N_c$:

$$f_{1T}^{NS}(x \ll 1, k_T^2) = C_0(x, k_T^2) \frac{1}{x} + C_1(x, k_T^2) \left( \frac{1}{x} \right)^{\frac{3}{2} + \frac{\alpha_s N_c}{2 \pi}},$$

$$h_{1T}^{NS}(x \ll 1, k_T^2) = C(x, k_T^2) \left( \frac{1}{x} \right)^{-1}.$$ 

The functions $C_0(x, k_T^2)$, $C_1(x, k_T^2)$, and $C(x, k_T^2)$ can be readily obtained in our formalism: they are mildly $x$-dependent and do not strongly affect the power-of-$x$ asymptotics shown above. The function $C_0$, along with the $1/x$ factor, arises from the odderon exchange. For the sub-eikonal contribution to the quark Sivers function (the term with $C_1$), our result shown above supersedes the one obtained in [3] due to the new contributions identified recently in [4].
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1 Introduction

The problem of understanding the small Bjorken $x$ behavior of the transverse momentum dependent parton distribution functions (TMD PDFs or TMDs for short) received considerable attention in recent years [1, 2, 4–40]. The theoretical appeal of this problem is due to the fact that the small-$x$ asymptotics of TMDs cannot be obtained from the Collins-Soper-Sterman (CSS) evolution equations [41–45], which re-sum logarithms of the momentum scale $Q^2$ rather than logarithms of $x$. The formalism frequently employed to obtain the small-$x$ asymptotics of TMDs and related observables is the saturation/color glass condensate (CGC) framework [46–53], in which the unpolarized TMDs, also known
as unintegrated quark and gluon distributions, emerge quite naturally [54–60]. The saturation approach had to be extended to include sub-eikonal and sub-sub-eikonal operators in order to study spin-dependent TMDs at small $x$ [3, 4, 10, 12, 15, 19–23, 25–28, 30–33, 35–38], opening up an exciting brand-new research direction of light-cone operator treatment (LCOT) for small-$x$ physics beyond the eikonal approximation. On the phenomenological side, the possibility of measuring various leading-twist TMDs at small $x$ at the future Electron-Ion Collider (EIC) [61–64] would allow us to test the predictions of the above-mentioned theoretical developments in the future by comparing the beyond-eikonal small-$x$ formalism with the data.

The goal of this paper is to study the small-$x$ asymptotics of the T-odd leading-twist quark TMDs, the Sivers [65, 66] and Boer-Mulders [67] functions. The Sivers function at small $x$ has been extensively studied before [1, 2, 14], with the leading small-$x$ asymptotics shown to arise from the so-called spin-dependent odderon exchange [1, 14]. Our goal here is to revisit the sub-eikonal correction to the eikonal odderon contribution. (In our notation, the sub-eikonal terms are suppressed by one power of $x$ compared to the eikonal ones, the sub-sub-eikonal terms are suppressed by two powers of $x$, etc.) The sub-eikonal correction for the Sivers function has been recently calculated in [3], employing the formalism developed in [12, 23–25] for small-$x$ helicity and transversity evolution. However, the calculation in [3] did not include mixing of different types of sub-eikonal gluon operators and was, therefore, incomplete: here we will complete that calculation.

Since the calculation of [3], a new sub-eikonal operator was found to contribute to helicity evolution in [4]: this operator mixes with the evolution for other helicity operators, modifying the evolution equations and the resulting small-$x$ helicity asymptotics. More specifically, in the sub-eikonal gluon sector, the evolution for helicity TMDs and PDFs had been described by the $F^{12}$ component of the gluon field strength tensor [12, 23, 25, 35], which entered the calculation with the helicity-dependent prefactor $\sigma \delta_{\sigma,\sigma'}$ in the Brodsky-Lepage (BL) spinor basis [68] for the projectile quark (and with a similar expression for the projectile gluon). However, mixing with another sub-eikonal gluon operator, $D^i D^i$, made out of the right- and left-acting covariant derivatives $D^i = \partial^i - igA^i$, $\bar{D}^i = \bar{\partial}^i + igA^i$ with the transverse gluon field $A^i$, $i = 1, 2$, was neglected in [12, 23, 25], since this latter operator came in with a prefactor $\delta_{\sigma,\sigma'}$, which was (perhaps naively) interpreted as independent of helicity. As it turned out [4], the small-$x$ evolution of the two operators ($F^{12}$ and $\bar{D}^i D^i$) mixes, such that the contribution of the $\bar{D}^i D^i$ operator is important for helicity evolution. In our recent calculation of the sub-eikonal correction to the quark Sivers function [3], an opposite approximation was made: the evolution of the $\bar{D}^i D^i$ operator, that coupled to the Sivers function at the sub-eikonal order, was calculated without taking its mixing with the $F^{12}$ operator into account, resulting in incomplete evolution equations and asymptotics. In addition, the calculations of [3, 12, 23, 25] were missing the sub-eikonal contribution to the propagator $a^+ a^+$ of the “quantum” gluon field $a^\mu$ in the shock wave, which is important for the evolution of the $\bar{D}^i D^i$ operator. Below we will reinstate the missing contributions in the sub-eikonal small-$x$ evolution of the flavor non-singlet Sivers function, obtaining novel double-logarithmic evolution equations which re-sum powers of $\alpha_s \ln^2(1/x)$ with $\alpha_s$.
the strong coupling constant. (See [69–76] for resummations of this parameter for other parton distributions and related observables.) The equations are derived in the limit of the large number of colors $N_c$. By solving these equations numerically, we find the resulting sub-eikonal small-$x$ asymptotics of the flavor non-singlet Sivers function to be

$$f_{1T}^{\perp NS}(x \ll 1, k_T^2) \bigg|_{\text{sub-eikonal}} \sim \left(\frac{1}{x}\right)^{3.4 \sqrt{\frac{\alpha_s N_c}{4\pi}}} .$$

(1.1)

The power of $1/x$ in eq. (1.1) is quite large numerically (even for moderately low $\alpha_s \in [0.2, 0.3]$) and is close to one, which is the exact power of $1/x$ in the eikonal odderon exchange, $\sim 1/x$ [77–83] (possibly to all orders in the coupling). This means that the $x$-dependence of the sub-eikonal correction (1.1) is very close to that of the leading eikonal spin-dependent odderon $\sim 1/x$ contribution to the Sivers function [1, 2, 14]: this, potentially, makes an experimental detection of the spin-dependent odderon rather difficult.

We also apply our technique to determining the small-$x$ behavior of the flavor non-singlet Boer-Mulders function, which has not been studied yet in the literature to the best of our knowledge. It turns out that the Boer-Mulders function is sub-sub-eikonal at small $x$, suppressed by two powers of $x$ compared to the eikonal TMDs and PDFs, akin to the transversity distribution [24, 84]. Similar to the case of Sivers function, we construct small-$x$ evolution equations in the double-logarithmic approximation (DLA) re-summing powers of $\alpha_s \ln^2(1/x)$. Somewhat surprisingly, the solution of these equations yields no correction to the sub-sub-eikonal power of $x$, such that we obtain

$$h_{1}^{\perp NS}(x \ll 1, k_T^2) \sim \left(\frac{1}{x}\right)^{-1+O(\alpha_s)}$$

(1.2)

for the flavor non-singlet Boer-Mulders function, no order-$\sqrt{\alpha_s}$ correction to the power.

The paper is structured as follows. We analyse the sub-eikonal contribution to the quark Sivers function in section 2, concentrating on the flavor non-singlet channel. Following the approach developed in [3, 4, 12, 23, 25], we first simplify the Sivers function at small $x$ and then construct the DLA evolution equations for the relevant operators (in the large-$N_c$ limit). Numerical solution of these equations yields the asymptotics in eq. (1.1) above. The Boer-Mulders function is studied in section 3 along the similar lines. An analytic solution of the obtained DLA evolution equations results in the asymptotics (1.2). We conclude in section 4 by summarizing our results and speculating that the leading small-$x$ asymptotics of T-odd TMDs may receive no corrections to the integer powers of $x$ to all orders in the strong coupling $\alpha_s$.

### 2 The Sivers function

#### 2.1 The eikonal Sivers function

We begin our discussion of the Sivers function by reviewing the eikonal contribution due to the spin-dependent odderon exchange constructed in [3] (see also [2]). The eikonal contribution is given by the diagrams B and C from figure 5 of [3] (or by the same diagrams
B and C in the classification of [25]). The resulting standard linear combination of the unpolarized quark TMD \( f_1^u \) and the quark Sivers function \( f_1^{qA} \) is [3]

\[
\left[ f_1^u(x, k_T^2) - \frac{k \times S}{M_P} f_1^{qA}(x, k_T^2) \right]_{\text{eikonal}} = \frac{4p_1^+}{(2\pi)^3} \int d^2 \zeta_\perp d^2 w_\perp \frac{d^2k_{1\perp}dk_{1\perp}}{(2\pi)^3} e^{i(k_{1\perp} + k_{1\perp}) \left( w_\perp - \zeta_\perp \right) \theta(k_1^-)}
\]

\[
\times \left\{ \frac{k_1^+ k_1^-}{(xp_1^+ k_1^+ + k_1^\perp)(xp_1^+ k_1^+ + k_1^\perp)^2} \left\langle T \text{tr} \left[ V_2 V_1^\perp \right] + \overline{\text{tr}} \left[ V_2 V_1^\perp \right] \right\rangle + \frac{k_1^2}{(xp_1^+ k_1^+ + k_1^\perp)^2} \left\langle T \text{tr} \left[ V_2 V_1^\perp \right] \right\rangle \right\}.
\]

We are working in the frame where the proton is moving in the light-cone plus direction with the large \( p_1^+ \) momentum component. Our 4-vectors are \( x^\mu = (x^+, x^-, \mathbf{x}) \) where \( x^\pm = t \pm z \) and \( \mathbf{x} = (x^1, x^2) = (x, y) \). The magnitude of the transverse momentum vector is labeled \( k_T = |k| \). The cross-product is defined by \( \mathbf{u} \times \mathbf{v} \equiv u^1 v^2 - u^2 v^1 \).

The fundamental light-cone Wilson lines are denoted as

\[
V_2[x_f^-, x_i^-] = \mathcal{P} \exp \left[ \frac{ig}{2} \int_{x_i^-}^{x_f^-} dx^- A^+(0^+, x^-, \mathbf{x}) \right]
\]

with the infinite Wilson lines \( V_2 \equiv V_2[\infty, -\infty] \). Here \( \mathcal{P} \) is the path-ordering operator, \( A^\mu = \sum_a A^\mu_a t^a \) is the background gluon field with the fundamental SU\((N_c)\) generators \( t^a \), and \( g \) is the strong coupling constant. The trace operators “tr” in eq. (2.1) apply to the fundamental indices. Equation (2.1) also contains the time-ordering (T) and anti-time ordering (\( \overline{\text{tr}} \)) operators. The angle brackets \( \langle \ldots \rangle \) denote the standard small-\( x \) averaging, applied here in the transversely-polarized proton state [28, 85–90]. The proton has mass \( M_P \) and spin \( S_{\perp} \). Throughout the paper, we will work in the \( A^- = 0 \) light-cone gauge of the projectile.

Below we will also employ the adjoint light-cone Wilson lines

\[
U_2[x_f^-, x_i^-] = \mathcal{P} \exp \left[ \frac{ig}{2} \int_{x_i^-}^{x_f^-} dx^- A^+(0^+, x^-, \mathbf{x}) \right]
\]

with \( U_2 \equiv U_2[\infty, -\infty] \). The gluon field \( A^\mu = \sum_a A^\mu_a T^a \) is now in the adjoint representation with the adjoint SU\((N_c)\) generators \( T^a \) defined by \( (T^a)_{bc} = -if^{abc} \).

The Sivers function is extracted from the right-hand side of eq. (2.1) by identifying the terms which change sign under the \( k \rightarrow -k \) replacement. While the calculation in [3] employed the quark Sivers function, here we would like to distinguish the flavor-singlet and non-singlet Sivers functions. To this end, we define these functions by

\[ f_{1T}^{1S}(x, k_T^2) = \sum_f \left[ f_{1T}^{1q}(x, k_T^2) + f_{1T}^{1\bar{q}}(x, k_T^2) \right], \]

\[ f_{1T}^{1NS}(x, k_T^2) = f_{1T}^{1\bar{q}}(x, k_T^2) - f_{1T}^{1q}(x, k_T^2), \]

with the same definition for the flavor-singlet and non-singlet unpolarized TMDs (and for the Boer-Mulders function below). Here \( f_{1T}^{1\bar{q}} \) is the anti-quark Sivers function. At
the eikonal level, the anti-quark distribution can be obtained by interchanging $V \leftrightarrow V^\dagger$ in eq. (2.1),

$$
\left[ f^S_T(x, k_T^2) - \frac{k \times S_p}{M_p} f^{+S}_T(x, k_T^2) \right]_{\text{eikonal}} = 4p_+ \frac{N_f}{(2\pi)^3} \int d^2\zeta_\perp d^2w \frac{d^2k_{1\perp} d\theta(k_{1\perp})}{(2\pi)^3} e^{i(\zeta_1 + \theta) \cdot (w - \zeta)} \theta(k_{1\perp}) (2.5)
$$

Employing eqs. (2.1) and (2.5) in eq. (2.4a) we see that the flavor-singlet contribution is

$$
\left[ f^S_T(x, k_T^2) - \frac{k \times S_p}{M_p} f^{+S}_T(x, k_T^2) \right]_{\text{eikonal}} = 4p_+ \frac{N_f}{(2\pi)^3} \int d^2\zeta_\perp d^2w \frac{d^2k_{1\perp} d\theta(k_{1\perp})}{(2\pi)^3} e^{i(\zeta_1 + \theta) \cdot (w - \zeta)} \theta(k_{1\perp}) (2.6)
$$

where $N_f$ is the number of quark flavors. Since the right-hand side of eq. (2.6) does not change the sign under $k \rightarrow -k$, it does not contribute to the Sivers function. Thus, the flavor-singlet Sivers function in this eikonal approximation is zero,

$$
f^{+S}_T(x, k_T^2) = 0. (2.7)
$$

The flavor non-singlet part of eqs. (2.1) and (2.5) is obtained by using eq. (2.4b), which yields

$$
\left[ f^{NS}_T(x, k_T^2) - \frac{k \times S_p}{M_p} f^{+NS}_T(x, k_T^2) \right]_{\text{eikonal}} = 4p_+ \frac{N_f}{(2\pi)^3} \int d^2\zeta_\perp d^2w \frac{d^2k_{1\perp} d\theta(k_{1\perp})}{(2\pi)^3} e^{i(\zeta_1 + \theta) \cdot (w - \zeta)} \theta(k_{1\perp}) (2.8)
$$

The right-hand side of eq. (2.8) is anti-symmetric under $k \rightarrow -k$ and, therefore, only contributes to the Sivers function, such that

$$
-\frac{k \times S_p}{M_p} f^{+NS}_T(x, k_T^2)_{\text{eikonal}} = \frac{8iN_c p_+}{(2\pi)^3} \int d^2\zeta_\perp d^2w \frac{d^2k_{1\perp} d\theta(k_{1\perp})}{(2\pi)^3} e^{i(\zeta_1 + \theta) \cdot (w - \zeta)} \theta(k_{1\perp}) (2.9)
$$

where the odderon exchange dipole amplitude is defined by [78, 91]

$$
O_{\zeta w} = \frac{1}{2kN_c} \left\langle T \text{tr} \left[ V \tilde{V}^\dagger \right] - T \text{tr} \left[ V^\dagger \tilde{V} \right] \right\rangle. (2.10)
$$

Equation (2.9) gives us the contribution of the spin-dependent odderon [1, 2, 14] to the flavor non-singlet Sivers function. The expression (2.9) was shown to be non-zero in [3]. Comparing eq. (2.7) to eq. (2.9) we conclude that the spin-dependent odderon only
Figure 1. Diagram B with momentum and position variables shown in detail. The anti-quark with polarization $\chi_1$ propagates from the position $\zeta$ to $w$ with momentum $k_1$, undergoes a sub-eikonal interaction with the proton which changes its transverse position from $w$ on the left of the shock wave (the left shaded rectangle) to $z$ on the right of the shock wave and its polarization from $\chi_1$ to $\chi_2$. The anti-quark then propagates from $z$ to the position $\xi$ with momentum $k_2$. The shock wave is denoted by the shaded rectangle, while the sub-eikonal interaction with the shock wave is denoted by the white box.

contributes to the flavor non-singlet Sivers function, with the flavor-singlet Sivers function being zero at this eikonal order. The situation is completely opposite to the unpolarized or helicity distributions at small $x$, where the flavor-singlet distributions [4, 54–59, 73] typically dominate (in magnitude) over the flavor non-singlet ones [20, 72, 75]: the small-$x$ flavor non-singlet Sivers function dominates over the flavor-singlet one.

Below we will study the sub-eikonal correction to the flavor non-singlet Sivers function.

2.2 The sub-eikonal Sivers function

To calculate the sub-eikonal correction to the quark Sivers function we employ the analysis carried out earlier in [3, 25]. The sub-eikonal contribution comes only from the diagram B (and its complex conjugate) in the classification of [3, 25], which is shown in detail in figure 1.

Following [3], we start with eq. (46) in that reference, which gives the contribution of the diagram B and its complex conjugate in the notation introduced in [25],

$$
B + \text{c.c.} = \frac{2p_1^+}{2(2\pi)^3} \sum_\ell \int_0^\infty d\zeta^- \int_0^\infty d\xi^- \int d^2 \zeta \int d^2 \xi e^{ik \cdot (\zeta - \xi)} \left[ \frac{\gamma^+}{2} \right]_{\alpha\beta} \\
\times \langle \bar{\psi}_\alpha(\xi) V_{\xi}\xi^- \hat{\omega} \rangle \langle \xi^- | V_{\xi} | \infty \rangle \langle \infty | \hat{\omega} | \psi_\beta(\zeta) \rangle + \text{c.c.}
$$

$$
= - \frac{2p_1^+}{2(2\pi)^3} \int d^2 \zeta \int d^2 w \int \frac{d^2 k_1}{(2\pi)^3} \frac{d^2 k_2}{(2\pi)^3} e^{i(k_1 + k_2) \cdot (w - \zeta)} \theta(k_1^-) \\
\times \sum_{\chi_1, \chi_2} \bar{\psi}_{\chi_2}(k_2) \frac{\gamma^+}{2} \psi_{\chi_1}(k_1) \left\langle TV^{ji} \hat{v}_{\chi_1}(k_1) \left( \hat{V}_{\mu}^{ij} \right)^* v_{\chi_2}(k_2) \right\rangle \\
\text{with} \quad k_2 = k_1^- \quad \text{and} \quad k_1^+ = 0, k_2^+ = 0, k_1^2 = -k_1^2
$$

The momentum and position variables employed in eq. (2.11) are detailed in figure 1.

1The authors would like to thank Markus Diehl for pointing this feature out to them.
We are working with the spinors in the transverse spin basis \[7\]

\[ u_\chi \equiv \frac{1}{\sqrt{2}} [u_+ + \chi u_-], \quad v_\chi \equiv \frac{1}{\sqrt{2}} [v_+ + \chi v_-], \tag{2.12} \]

where \( \chi = \pm 1 \) and the helicity-basis \( \pm \)-reversed Brodsky-Lepage (BL) spinors \[68\] are \[24, 25\]

\[ u_\sigma(p) = \frac{1}{\sqrt{p}} [p^- + m \gamma^0 + \gamma^0 \cdot p] \rho(\sigma), \quad v_\sigma(p) = \frac{1}{\sqrt{p}} [p^- - m \gamma^0 + \gamma^0 \cdot p] \rho(-\sigma), \tag{2.13} \]

with \( p^\mu = \left( \frac{p^2 + m^2}{p^-}, p^-, p^\perp \right) \) and

\[ \rho(+1) = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 \\ 0 \\ -1 \end{pmatrix}, \quad \rho(-1) = \frac{1}{\sqrt{2}} \begin{pmatrix} 0 \\ 1 \\ 0 \end{pmatrix}. \tag{2.14} \]

In what follows below, except for appendix C, we assume the quarks to be massless, \( m = 0 \).

Equation (2.11) was written in \[25\] for the forward scattering on the target shock wave which does not change the transverse plane position of the anti-quark. To account for recoil associated with the change of this position we replace the interaction with the shock wave by \[3, 4\] (for massless quarks)

\[ \bar{v}_\chi_1(k_1) \left( \bar{V}_x^+ \right)^{ij} v_{\chi_2}(k_2) \rightarrow 2 \sqrt{k_1^- k_2^-} \int d^2 z^\perp \left( V_{\perp}^{\text{pol}} \right)^{ij}_{x \chi_2, \chi_1} \tag{2.15} \]

along with \( e^{ik \cdot (w^- - \zeta)} \rightarrow e^{ik \cdot (\zeta - \zeta)} \) in eq. (2.11). Employing

\[ \bar{v}_{\chi_2}(k_2) \frac{\gamma^+}{2} v_{\chi_1}(k_1) = \frac{1}{\sqrt{k_1^- k_2^-}} \left[ \delta_{\chi_1, \chi_2} k_1 \cdot k_2 - i \delta_{\chi_1, -\chi_2} \bar{k}_2 \times k_1 \right] \tag{2.16} \]

we get the following sub-eikonal contribution to the quark Sivers function

\[ -\frac{k \times S_P}{M_P} J_{\perp}^x(x, k_2^2) \biggr|_{\text{sub-eikonal}} \lesssim \frac{2p_1^+}{(2\pi)^3} \int d^2 \zeta_1 d^2 \zeta_2 d^2 z^\perp \frac{d^2 k_1^- d^2 k_2^-}{(2\pi)^3} - \theta(k_1^-) \frac{e^{i k_1 \cdot (w^- - \zeta)} + \bar{e}^{i k_1 \cdot (\zeta - \zeta)}}{(x_p^+ k_1^- + \bar{k}_1^-)(x_p^+ k_1^- + \bar{k}_1^-)} \times \sum_{\chi_1, \chi_2} \left[ \delta_{\chi_1, \chi_2} k_1 \cdot \bar{k} - i \delta_{\chi_1, -\chi_2} \bar{k} \times k_1 \right] \left( V_{\perp}^{\text{pol}} \right)^{ij}_{x \chi_2, \chi_1} + \text{c.c.} \tag{2.17} \]

Here the object \( V_{\perp}^{\text{pol}} \) is the \( S \)-matrix of a massless quark scattering on background gluon and quark fields at the sub-eikonal order, which was calculated in \[3, 25, 26, 33, 92\] to be

\[ V_{\perp}^{\text{pol}} \delta_{\chi, \chi'} V_{\perp}^\text{phase} + \delta_{\chi, -\chi'} V_{\perp}^\text{mag} \tag{2.18} \]
where

\[
\begin{align*}
V_{\frac{p}{2}+}^{\text{phase}} &= -\frac{i p^+}{2s} \int_{-\infty}^{\infty} dz^- d^2z_2 V_{\frac{p}{2}+}[\infty, z^-] \delta^2(z^-) \bar{D}_1^\dagger \bar{D}_2^\dagger V_{\frac{p}{2}+}[z^-, -\infty] \delta^2(y^-) \delta^2(z^-) \quad (2.19a) \\
-\frac{g^2 p^+_1}{4s} \delta^2(z^-) \int_{-\infty}^{\infty} dz^- \int_{-\infty}^{\infty} d^2z_2 V_{\frac{p}{2}+}[\infty, z_2^-] t^b \psi_\beta(z_2^-, \bar{x}) U_{\frac{p}{2}+}^{ba}[z_2^-, z_1^-] \\
\times \left[ \frac{\gamma^+ + \gamma^5}{2} \right]_{\alpha \beta} \bar{\psi}_{\alpha}(z_1^-, \bar{x}) t^a V_{\frac{p}{2}+}[z_1^-, -\infty] , \\
V_{\frac{p}{2}+}^{\text{mag}} &= \frac{ig p^+_1}{2s} \delta^2(z^-) \int_{-\infty}^{\infty} dz^- V_{\frac{p}{2}+}[\infty, z^-] F^{12} V_{\frac{p}{2}+}[z^-, -\infty] \quad (2.19b) \\
-\frac{g^2 p^+_1}{4s} \delta^2(z^-) \int_{-\infty}^{\infty} dz^- \int_{-\infty}^{\infty} d^2z_2 V_{\frac{p}{2}+}[\infty, z_2^-] t^b \psi_\beta(z_2^-, \bar{x}) U_{\frac{p}{2}+}^{ba}[z_2^-, z_1^-] \\
\times \left[ \frac{\gamma^+ + \gamma^5}{2} \right]_{\alpha \beta} \bar{\psi}_{\alpha}(z_1^-, \bar{x}) t^a V_{\frac{p}{2}+}[z_1^-, -\infty] 
\end{align*}
\]

Here $\psi, \bar{\psi}$ are the background quark and anti-quark fields. Note that the sign of the last term in eq. (2.19b) is different from that in [3, 25], but is in agreement with [4, 24], due to the sign error in the two former references. Once more, our right- and left-acting fundamental covariant derivatives are defined by $\bar{D}^i = \bar{\partial}_i - igA^i$, $\bar{D}_i = \partial_i + igA^i$. The center of mass energy squared for the quark-target scattering is denoted by $s$.

Using eqs. (2.18) and (2.19) in eq. (2.17) and integrating over $z$ yields

\[
-\frac{k \times S}{M_P} \int_{T_1}^{T_2}(x, k^2) \left( \text{sub-eikonal} \right) \frac{4p^+_1}{(2\pi)^3} \int d^2\zeta d^2w_1 \frac{d^2k_1 \cdot dk_1}{(2\pi)^3} e^{i(k_1 + k_1)(w - \bar{w})} \\
\times \left[ \bar{k} \cdot k \right]_T \left\{ T \int V_{\frac{p}{2}+}^{\text{phase}} + T \int V_{\frac{p}{2}+}^{\text{mag}} \right\} - i \bar{k} \cdot k \left\{ T \int V_{\frac{p}{2}+}^{\text{phase}} - T \int V_{\frac{p}{2}+}^{\text{mag}} \right\},
\]

(2.20)

where now

\[
V_{\frac{p}{2}+}^{\text{phase}} = \frac{i p^+_1}{8s} \int_{-\infty}^{\infty} dz^- V_{\frac{p}{2}+}[\infty, z^-] \left( \bar{D}_1^\dagger - \bar{D}_2^\dagger + ik_1^1 - ik_1^2 \right)^2 V_{\frac{p}{2}+}[z^-, -\infty] \quad (2.21a) \\
-\frac{g^2 p^+_1}{4s} \int_{-\infty}^{\infty} dz^- \int_{-\infty}^{\infty} d^2z_2 V_{\frac{p}{2}+}[\infty, z_2^-] t^b \psi_\beta(z_2, \bar{x}) U_{\frac{p}{2}+}^{ba}[z_2, z_1^-] \left[ \frac{\gamma^+ + \gamma^5}{2} \right]_{\alpha \beta} \bar{\psi}_{\alpha}(z_1^-, \bar{x}) t^a V_{\frac{p}{2}+}[z_1^-, -\infty] , \\
V_{\frac{p}{2}+}^{\text{mag}} = \frac{ig p^+_1}{2s} \int_{-\infty}^{\infty} dz^- V_{\frac{p}{2}+}[\infty, z^-] F^{12} V_{\frac{p}{2}+}[z^-, -\infty] \quad (2.21b) \\
-\frac{g^2 p^+_1}{4s} \int_{-\infty}^{\infty} dz^- \int_{-\infty}^{\infty} d^2z_2 V_{\frac{p}{2}+}[\infty, z_2^-] t^b \psi_\beta(z_2, \bar{x}) U_{\frac{p}{2}+}^{ba}[z_2, z_1^-] \left[ \frac{\gamma^+ + \gamma^5}{2} \right]_{\alpha \beta} \bar{\psi}_{\alpha}(z_1^-, \bar{x}) t^a V_{\frac{p}{2}+}[z_1^-, -\infty] .
\]

Further, rewriting

\[
V_{\frac{p}{2}+}^{\text{phase}} = (k - k_1)^T V_{\frac{p}{2}+} + V_{\frac{p}{2}+}^{[2]} \quad (2.22)
\]
with
\[
V_\pm^i = \frac{ip_+^i}{4s} \int \frac{dz^-}{z^-} \frac{dz^+}{z^+} \left[ \tilde{D}_{x^-}^i - \tilde{D}_{x^+}^i \right] V_\pm[z^+, -\infty],
\]

\[
V_{z \pm 1}^{[2]} = \frac{ip_{z \pm 1}^i}{8s} \int \frac{dz^-}{z^-} \frac{dz^+}{z^+} \left[ (\tilde{D}_{x^-}^i - \tilde{D}_{x^+}^i)^2 - (k_1^i - k^i)^2 \right] V_\pm[z^+, -\infty].
\]

we recast eq. (2.20) as
\[
-\frac{k \times S_P}{M_P} f_1^q(x, k_1^2) \left|_{\text{sub-eikonal}} \right. \frac{4p_{z \pm 1}^i}{(2\pi)^4} \mathcal{F} \frac{d^2 \zeta \perp d^2 w_\perp d^2 k_\perp d^2_{\zeta \perp}}{(2\pi)^4} e^{i(k_{\perp} + k_1^i)(w - \zeta)} \\
\times \left[ \bar{\epsilon}_1 \cdot k(k - k_1^i) \left\{ T \text{tr} \left[ V_\pm \tilde{V}^i_{\perp} \right] + \bar{T} \text{tr} \left[ V_\perp \tilde{V}^i_{\parallel} \right] \right\} + \bar{k}_1 \cdot \bar{k} \left\{ T \text{tr} \left[ V_\perp \tilde{V}^i_{\perp} \right] + \bar{T} \text{tr} \left[ V_\parallel \tilde{V}^i_{\parallel} \right] \right\} \right] \\
- i k \times \bar{k}_1 \left\{ T \text{tr} \left[ V_\perp \tilde{V}^{\text{mag}}_{\perp} \right] - \bar{T} \text{tr} \left[ V_\parallel \tilde{V}^{\text{mag}}_{\parallel} \right] \right\}.
\]

Equation (2.24) should be compared to eqs. (76) and (79) in [3]: the latter are missing the contribution of $V^{\text{mag}}$. As mentioned before, this contribution was neglected in [3] due to it being incorrectly understood in that reference (and, earlier, in [12, 23, 25]) as a helicity-only dependent operator, which should not couple to the unpolarized quark entering the Sivers function. We see from eq. (2.24) that this operator indeed does enter the expression for the quark Sivers function. Additionally, eqs. (2.23) should be compared to eqs. (77) in [3]: in the latter only terms linear in $A$ were retained, and all other terms were neglected. As we will see below (cf. [4]), the $A$-independent parts of the operators in eqs. (2.23) also contribute to the sub-eikonal evolution we will obtain. (Note that the $A$-dependent part of $V_\pm^i$ in eq. (2.23a) is different by a minus sign from that in eq. (77a) of [3]: this is just a difference in conventions.)

Let us repeat the calculation for the anti-quarks. For the (forward version of the) diagram B from figure 1 (plus its complex conjugate) with the anti-quark line replaced by a quark line we write
\[
B + \text{c.c.} = -\frac{2 p_{\perp}^i}{(2\pi)^4} \mathcal{F} \frac{d^2 \zeta \perp d^2 w_\perp d^2 k_\perp d^2_{\zeta \perp}}{(2\pi)^4} \frac{e^{i(k_{\perp} + k_1^i)(w - \zeta)} \delta(k_{\perp})}{(x p_{\perp}^i k_1^\perp + k_1^\perp)(x p_{\perp}^i k_1^\perp + k^\perp)} \\
\times \sum_{x_1, x_2} \bar{u}_{x_1}(k_1) \frac{\gamma^+}{2} u_{x_2}(k_2) \left\{ \left( T V_{\perp}^{ij} \right) \bar{u}_{x_2}(k_2) \left( V_{\parallel} \right)^{ji} u_{x_1}(k_1) \right\} \\
\bar{k}_2 = k_1^\perp + k_1^\perp = 0, k_2^\perp = -k_1^\perp \tag{2.25}
\]
and replace
\[
\bar{u}_{x_2}(k_2) \left( V_{\parallel} \right)^{ji} u_{x_1}(k_1) \rightarrow 2 \sqrt{k_1^\perp k_2^\perp} \int d^2 z_\perp \left( V_{\parallel}^{\text{pol}} \bar{w}_{x_2 x_1} \right)^{ji} \tag{2.26}
\]
along with $e^{i k_1^\perp (w - \zeta)} \rightarrow e^{i k_1^\perp (z - \zeta)}$. Similar to the above, employing (again, for massless quarks)
\[
\bar{u}_{x_1}(k_1) \frac{\gamma^+}{2} u_{x_2}(k_2) = \frac{1}{\sqrt{k_1^\perp k_2^\perp}} \left[ \delta_{x_1 x_2} k_1^\perp k_2 + i \delta_{x_1 x_2} k_1^\perp \times k_2 \right] \tag{2.27}
\]
we arrive at the sub-eikonal contribution to the anti-quark Sivers function

\[- \frac{k \times S_{P}}{M_{P}} f_{T}^{S}(x, k_{T}^{2})_{\text{sub-eikonal}} \]

\[\subset \frac{2p_{T}^{\perp}}{(2\pi)^{3}} \int \! d^{2}\zeta \, d^{2}w_{\perp} \, d^{2}z_{\perp} \frac{d^{2}k_{1\perp} \, d^{2}k_{1\perp}^{-}}{(2\pi)^{3}} \theta(k_{1}^{-}) \frac{e^{i(k_{1}^{\perp} \cdot w_{\perp}^{-} + i k_{1}^{\perp\perp} \cdot z_{\perp}^{-})}}{(x_{p_{T}^{\perp}} k_{1}^{-} + \epsilon_{k_{1}^{\perp} \perp})(x_{p_{T}^{\perp}} k_{1}^{-} + k_{1}^{2})} \times \sum_{\chi_{1} \chi_{2}} [\delta_{\chi_{1} \chi_{2}} \delta_{k_{1}^{-} - i \delta_{\chi_{1}^{-} - \chi_{2}^{-}} k_{1}^{-}} \langle T \, tr \left[ V_{z_{\perp}}^{\text{pol}}_{\chi_{1} \chi_{2}} V_{\perp}^{I}_{z_{\perp}} \right] \rangle + c.c.]. \] (2.28)

Employing eqs. (2.18), (2.19), (2.21), and (2.22) we integrate over \( \zeta \) obtaining

\[- \frac{k \times S_{P}}{M_{P}} f_{T}^{S}(x, k_{T}^{2})_{\text{sub-eikonal}} \subset \frac{4p_{T}^{\perp}}{(2\pi)^{3}} \int \! d^{2}\zeta \, d^{2}w_{\perp} \, d^{2}k_{1\perp} \, d^{2}k_{1\perp}^{-} \theta(k_{1}^{-}) \frac{e^{i(k_{1}^{\perp} \cdot w_{\perp}^{-} + i k_{1}^{\perp\perp} \cdot z_{\perp}^{-})}}{(x_{p_{T}^{\perp}} k_{1}^{-} + \epsilon_{k_{1}^{\perp} \perp})(x_{p_{T}^{\perp}} k_{1}^{-} + k_{1}^{2})} \times \left[ \hat{k}_{1} \cdot k(k - \hat{k}_{1}) \langle T \, tr \left[ V_{w_{\perp}}^{V_{z_{\perp}}^{I}} \right] + T \, tr \left[ V_{w_{\perp}}^{V_{z_{\perp}}^{I}} \right] \rangle \right] + \hat{k}_{1} \cdot \hat{k}_{1} \langle T \, tr \left[ V_{w_{\perp}}^{V_{z_{\perp}}^{I}} \right] \rangle \]

\[= - \hat{k}_{1} \times \hat{k}_{1} \langle T \, tr \left[ V_{w_{\perp}}^{V_{z_{\perp}}^{I}} \right] - T \, tr \left[ V_{w_{\perp}}^{V_{z_{\perp}}^{I}} \right] \rangle. \] (2.29)

Using eqs. (2.24) and (2.29) in eqs. (2.4) and taking the small-\( x \) limit we obtain the expressions for the flavor-singlet and non-singlet sub-eikonal quark Sivers functions,

\[- \frac{k \times S_{P}}{M_{P}} f_{T}^{S}(x, k_{T}^{2})_{\text{sub-eikonal}} \subset \frac{4p_{T}^{\perp}}{(2\pi)^{3}} \sum_{f} \int \! d^{2}\zeta \, d^{2}w_{\perp} \, d^{2}k_{1\perp} \, d^{2}k_{1\perp}^{-} \theta(k_{1}^{-}) \frac{e^{i(k_{1}^{\perp} \cdot w_{\perp}^{-} + i k_{1}^{\perp\perp} \cdot z_{\perp}^{-})}}{(x_{p_{T}^{\perp}} k_{1}^{-} + \epsilon_{k_{1}^{\perp} \perp})(x_{p_{T}^{\perp}} k_{1}^{-} + k_{1}^{2})} \times \left[ \hat{k}_{1} \cdot \hat{k}_{1}(k - \hat{k}_{1}) \langle T \, tr \left[ V_{w_{\perp}}^{V_{z_{\perp}}^{I}} \right] + T \, tr \left[ V_{w_{\perp}}^{V_{z_{\perp}}^{I}} \right] \rangle \right] + \hat{k}_{1} \cdot \hat{k}_{1} \langle T \, tr \left[ V_{w_{\perp}}^{V_{z_{\perp}}^{I}} \right] \rangle \]

\[= - \hat{k}_{1} \times \hat{k}_{1} \langle T \, tr \left[ V_{w_{\perp}}^{V_{z_{\perp}}^{I}} \right] - T \, tr \left[ V_{w_{\perp}}^{V_{z_{\perp}}^{I}} \right] \rangle. \] (2.30a)

\[\text{The expressions (2.30) are inclusive, in the sense that they are not equalities: just as in the eikonal case, only the } \hat{k} \rightarrow -\hat{k} \text{ anti-symmetric parts of their right-hand sides contribute to the Sivers functions-containing expression on the left. Unlike the eikonal case considered above, for which all flavors' contributions were identical such that we replaced } \sum_{f} \rightarrow N_{f} \text{ in arriving at eq. (2.6), at the sub-eikonal level different flavors may have different initial conditions, making the corresponding correlators different (see [37]). Therefore, we explicitly keep the sum over flavors in eqs. (2.30).} \]
Define the new scattering amplitudes

\[
F_{w,}\xi^S(z) = \frac{1}{2N_c} \sum_f \text{Re} \left( \left< T \text{ tr} \left[ V_{\xi^x} V_{w,\xi^z}^{[1]} + T \text{ tr} \left[ V_{w,\xi^z}^{[1]} V_{\xi^x} \right] \right] \right> \right), \tag{2.31a}
\]

\[
F_{w,}\xi^{NS}[2](z) = \frac{1}{2N_c} \sum_f \text{Im} \left( \left< T \text{ tr} \left[ V_{\xi^x} V_{w,\xi^z}^{[2] \dagger} + T \text{ tr} \left[ V_{w,\xi^z}^{[2] \dagger} V_{\xi^x} \right] \right] \right> \right), \tag{2.31b}
\]

\[
F_{w,}\xi^{mag}(z) = \frac{1}{2N_c} \sum_f \text{Re} \left( \left< T \text{ tr} \left[ V_{\xi^x} V_{w,\xi^z}^{mag} + T \text{ tr} \left[ V_{w,\xi^z}^{mag} V_{\xi^x} \right] \right] \right> \right), \tag{2.31c}
\]

and

\[
F_{w,}\xi^{NS}[1](z) = \frac{1}{2N_c} \text{Re} \left( \left< T \text{ tr} \left[ V_{\xi^x} V_{w,\xi^z}^{[1]} - T \text{ tr} \left[ V_{w,\xi^z}^{[1]} V_{\xi^x} \right] \right] \right> \right), \tag{2.32a}
\]

\[
F_{w,}\xi^{NS}[2](z) = \frac{1}{2N_c} \text{Im} \left( \left< T \text{ tr} \left[ V_{\xi^x} V_{w,\xi^z}^{[2] \dagger} - T \text{ tr} \left[ V_{w,\xi^z}^{[2] \dagger} V_{\xi^x} \right] \right] \right> \right), \tag{2.32b}
\]

\[
F_{w,}\xi^{mag}(z) = \frac{1}{2N_c} \text{Re} \left( \left< T \text{ tr} \left[ V_{\xi^x} V_{w,\xi^z}^{mag} - T \text{ tr} \left[ V_{w,\xi^z}^{mag} V_{\xi^x} \right] \right] \right> \right), \tag{2.32c}
\]

with the energy-rescaled averaging in the proton state defined by [12]

\[
\left< \ldots \right> \equiv zs \left< \ldots \right> = p_1^+ k_1^- \left< \ldots \right> \tag{2.33}
\]

and with \( z = k_1^- / p_2^- \) the fraction of some projectile’s momentum \( p_2^- \) carried by the polarized (sub-eikonal) line in the dipole and \( s = p_1^+ p_2^- \).

To study the properties of the newly-defined amplitudes, let us remember that we are looking for their contributions to the Sivers functions which describe a transversely polarized target proton. This means that the amplitudes should depend on \( S_P \), the transverse spin of the proton. In addition, the structure of eqs. (2.30) dictates that \( F^i \) and \( F^{[2]} \) should contain the two-dimensional Levi-Civita symbol \( \epsilon^{ij} (\epsilon^{12} = -\epsilon^{21} = 1, \epsilon^{11} = \epsilon^{22} = 0) \), while \( F^{mag} \) should not, since \( \epsilon^{ij} \) is present on the left-hand side of eqs. (2.30) in \( k \times S_P = \epsilon^{ij} k^i S_P^j \). We thus conclude, both for the flavor singlet and non-singlet amplitudes, that the impact-parameter integrated amplitudes contributing to the Sivers function(s) should be

\[
\int d^2 b_{\perp} F_{10}^{i} = \epsilon^{ij} S_P^j x_{10}^2 F_A(x_{10}^2, z) + x_{10}^2 S_P F_B(x_{10}^2, z) + \epsilon^{ij} x_{10}^1 S_P F_C(x_{10}^2, z), \tag{2.34a}
\]

\[
\int d^2 b_{\perp} F_{10}^{[2]} = x_{10} S_P F_{[2]}(x_{10}^2, z), \tag{2.34b}
\]

\[
\int d^2 b_{\perp} F_{10}^{mag} = x_{10} S_P F_{mag}(x_{10}^2, z). \tag{2.34c}
\]

Here \( b = (\xi_1 + \xi_0)/2 \) and the integrals over \( b \) are performed while keeping the dipole separation \( \xi_{10} = \xi_1 - \xi_0 \) fixed. (Here and below \( x_{10} = |\xi_{10}| \).) We also use an abbreviated notation where \( F_{10} = F_{21 \pm 20} \) for all dipole amplitudes. Equations (2.34) define the new amplitudes \( F_A, F_B, F_C, F^{[2]} \) and \( F^{mag} \). An important consequence of eqs. (2.34) is that the impact parameter integral of \( F_{10}^{i} \) is an even function of \( \xi_{10} \), while the impact parameter integrals of \( F_{10}^{[2]} \) and \( F_{10}^{mag} \) are odd functions of \( \xi_{10} \).
Therefore, we can utilize the recently-constructed evolution equations from [4] to derive

\[ F \text{ is, for subsection we construct the large-small-} \]

\[ 2.3 \text{ Evolution of the flavor non-singlet Sivers function} \]

In preparation for taking the large-\( N_c \) limit, let us consider only the gluon contribution to small-\( x \) evolution of the flavor non-singlet amplitudes \( F_{10}^0(z) \), \( F_{10}^{\text{mag}}(z) \) and \( F_{10}^{[2]}(z) \). In this subsection we construct the large-\( N_c \) DLA evolution equations for \( F_{10}^0(z) \) and \( F_{10}^{\text{mag}}(z) \), that is, for \( F_{10}^{NS}, F_{10}^{BS}, F_{10}^{CS} \), and \( F_{10}^{\text{mag}} \). These equations do not mix with \( F_{10}^{[2]}(z) \). We will then show that the evolution for \( F_{10}^{NS[2]}(z) \) decouples and does not mix with the other amplitudes: combined with zero initial conditions, this will allow us to conclude that \( F_{10}^{NS[2]}(z) = 0 \), in agreement with [3].

Keeping only the gluon parts of the operators, we write

\[ V_2^2 = \frac{p_1^+}{4s} \int_{-\infty}^{\infty} dz^- V_2^{[\infty,z^-]} \left[ \tilde{B}_z^1 - \tilde{B}_z^1 \right] V_2^{[z^-,\infty]}, \quad (2.36a) \]

\[ V_2^{\text{mag}} = \frac{i g p_1^+}{2s} \int_{-\infty}^{\infty} dz^- V_2^{[\infty,z^-]} F^{12} V_2^{[z^-,\infty]}. \quad (2.36b) \]

Incidentally, these are the same operators as for (the gluon sector of) helicity evolution [4]. Therefore, we can utilize the recently-constructed evolution equations from [4] to derive
the evolution of the operators (2.36). Let us note once again that we will be working in 
$A^- = 0$ light-cone gauge.

2.3.1 Evolution for $V^i$

We first rewrite the operator in eq. (2.36a) as

$$
V^i_\perp \equiv \frac{p^i}{4s} \int_{-\infty}^{\infty} dz^- V^i_\perp (\infty, z^-) \left[ D^i(z^-, \zeta) - D^i(z^-_, \zeta_) \right] V^i_\perp (\zeta^-, -\infty)
$$

$$
= -ig \frac{p^i}{2s} \int_{-\infty}^{\infty} dz^- V^i_\perp (\infty, z^-) \left[ \frac{1}{2} \zeta^- \partial^i A^+(z^-, \zeta) + A^i(z^-, \zeta) \right] V^i_\perp (\zeta^-, -\infty). \quad (2.37)
$$

As usual for the background field method [93–95], to evolve an operator we rewrite the gluon field as a sum of a (classical) background field and a quantum field, $A^\mu = A^\mu_{\text{background}} + a^\mu$, and integrate out the quantum field $a^\mu$. To accomplish the latter we will need the sub-eikonal propagator in the shock wave [4]

$$
\frac{1}{4} \int_{-\infty}^{0} dx_2^- \int_{0}^{\infty} dx_2^+ \left\{ \left[ \frac{x_2^-}{2} \partial^a(x_2^-, \zeta_2) + a^b(x_2^-, \zeta_2) \right] a^{+b}(x_2^-, \zeta_2) + \left[ \frac{x_2^-}{2} \partial^i(x_2^-, \zeta_2) \right] a^{i+}(x_2^-, \zeta_2) \right\}
$$

$$
= \frac{1}{8\pi} \int_{0}^{p^2} dk^- \int d^2 x_2 \left\{ \left[ \frac{\epsilon_{ij} x_2^j}{x_2^0} - 2x_2^1 \frac{x_2^1 x_2^0}{x_2^1 x_2^0} \right] (U^\text{mag}) \right\}^{ba}
$$

$$
+ \left\{ \delta^{ij} \left( \frac{x_2^0 x_2^1}{x_2^0 x_2^1} + \frac{1}{x_2^0} \right) V^j_\perp \right\}^{ba}
$$

$$
-2 \frac{x_2^0 x_2^1}{x_2^0} \right\}, \quad (2.38)
$$

where

$$
U^i_\perp \equiv \frac{p^i}{4s} \int_{-\infty}^{\infty} dz^- U^i_\perp (\infty, z^-) \left[ \mathcal{D}^i_\perp - \mathcal{D}^i_\perp \right] U^i_\perp (\zeta^-, -\infty), \quad (2.39a)
$$

$$
U^\text{mag} \equiv ig \frac{p^i}{2s} \int_{-\infty}^{\infty} dz^- U^i_\perp (\infty, z^-) \mathcal{F}^{12} U^i_\perp (\zeta^-, -\infty) \quad (2.39b)
$$

are the adjoint versions of eqs. (2.36) with the adjoint right- and left-acting covariant derivatives $\mathcal{D}^i_\perp = \partial^i - ig A^i$, $\mathcal{D}^i_\perp = \partial^i + ig A^i$. The transverse separations are defined by $\zeta_{ij} = \zeta_i - \zeta_j$ with the magnitude $x_{ij} = |\zeta_{ij}|$. 
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Employing eq. (2.38) we obtain the evolution equation for the trace entering the amplitude $F_{10}(z)$, suppressing the time-ordering signs for brevity (cf. eq. (105) in [4]),

$$
\frac{1}{2N_c} \text{Re} \left\langle \left( \text{Tr} \left[ V_0^i V_1^i \right] \right) \right\rangle(z) = \frac{1}{2N_c} \text{Re} \left\langle \left( \text{Tr} \left[ V_0^{i \dagger} V_1^{i \dagger} \right] \right) \right\rangle(0) +
$$

$$
\frac{\alpha_s N_c}{4\pi^2} \int \frac{dz'}{z'} \int d^2x_2 \left\{ \frac{\epsilon^{ij} x_{21}^i - \epsilon^{ij} x_{20}^i + 2x_{21}^i x_{20}^i - x_{21}^i x_{20}^i}{x_{20}^i x_{21}^i} \right\} \frac{1}{N_c^2} \text{Re} \left\langle \left( \text{Tr} \left[ i \theta V_0^a V_1^a \right] \left( U_2^{\text{max}} \right)^{ba} \right) \right\rangle(z') +
$$

$$
+ \left[ \delta^{ij} \left( \frac{3}{x_{21}^i} - \frac{2x_{20}^i x_{21}^i}{x_{20}^i x_{21}^i} - \frac{1}{x_{20}^i} \right) \right] \frac{1}{N_c^2} \text{Re} \left\langle \left( \text{Tr} \left[ i \theta V_0^a V_1^a \right] \left( U_2^j \right)^{ba} \right) \right\rangle(z') +
$$

$$
+ \frac{\alpha_s N_c}{4\pi^2} \int \frac{dz'}{z'} \int d^2x_2 \frac{x_{10}^i}{x_{21}^i x_{20}^i} \text{Re} \left\{ \frac{1}{N_c^2} \left\langle \left( \text{Tr} \left[ i \theta V_0^a V_1^a \right] \left( U_2^j \right)^{ba} \right) \right\rangle(z') - \frac{C_F}{N_c} \left\langle \left( \text{Tr} \left[ V_0^i V_1^i \right] \right) \right\rangle(z')(z's) \right\}.
$$

Here and below the sub(super)script 0 denotes the inhomogeneous term in the evolution equations, also known as the initial condition. It can be constructed by performing the lowest-order perturbative calculation for the dipole amplitude involved.

To take the large-$N_c$ limit of eq. (2.40) we employ the following relations [4, 25, 38], valid for the operators in eqs. (2.36) and (2.39),

$$
\left( U_2^{\text{max}} \right)^{ba} = 4 \text{tr} \left[ i \theta V_2^a V_2^a V_2^{i \dagger} \right] + 4 \text{tr} \left[ i \theta V_2^a V_2^{i \dagger} \right],
$$

$$(U_2^i)^{ba} = 2 \text{tr} \left[ i \theta V_2^a V_2^i \right] + 2 \text{tr} \left[ i \theta V_2^a V_2^i \right],
$$

$$(U_2^j)^{ba} = 2 \text{tr} \left[ i \theta V_2^a V_2^j \right],
$$

which yield, after applying the Fierz identity and neglecting the odderon contribution as a higher-order correction to the unpolarized $S$-matrix,

$$
\frac{1}{N_c^2} \left\langle \left( \text{Tr} \left[ i \theta V_0^i V_1^i \right] \right) \left( U_2^{\text{max}} \right)^{ba} \right\rangle = 2s_{20}(z) \frac{1}{N_c} \left\langle \left( \text{Tr} \left[ V_1^i V_2^{i \dagger} \right] \right) \right\rangle + 2s_{21}(z) \frac{1}{N_c} \left\langle \left( \text{Tr} \left[ V_0^{i \dagger} V_1^i \right] \right) \right\rangle,
$$

$$
\frac{1}{N_c^2} \left\langle \left( \text{Tr} \left[ i \theta V_0^i V_1^i \right] \right) \left( U_2^i \right)^{ba} \right\rangle = 2s_{20}(z) \frac{1}{N_c} \left\langle \left( \text{Tr} \left[ V_1^i V_2^i \right] \right) \right\rangle + 2s_{21}(z) \frac{1}{N_c} \left\langle \left( \text{Tr} \left[ V_0^{i \dagger} V_1^i \right] \right) \right\rangle,
$$

$$
\frac{1}{N_c^2} \left\langle \left( \text{Tr} \left[ i \theta V_0^i V_1^i \right] \right) \left( U_2^j \right)^{ba} \right\rangle(z) = 2s_{20}(z) \frac{1}{N_c} \left\langle \left( \text{Tr} \left[ V_1^i V_2^i \right] \right) \right\rangle(z).
$$

The “standard” (eikonal) unpolarized dipole $S$-matrix is defined by [90, 95–106]

$$
S_{10}(z) = \frac{1}{N_c} \left\langle \left( \text{Tr} \left[ V_2^i V_2^i \right] \right) \right\rangle(z).
$$
Employing eqs. (2.42) in eq. (2.40) we get

\[
\frac{1}{2N_c} \text{Re} \left\langle \text{tr} \left[ V_1 V^{[0]} \right] \right\rangle(z) = \frac{1}{2N_c} \text{Re} \left\langle \text{tr} \left[ V_1 V^{[+]} \right] \right\rangle_0(z) + \frac{\alpha_s N_c}{4\pi^2} \int \frac{dz'}{z'} \int d^2 x_2 \left\{ \right. \\
\times \left\{ \frac{e^{ij} x_{21}^j}{x_{21}^i} - \frac{e^{ij} x_{20}^j}{x_{20}^i} + 2x_{21}^i x_{20}^j x_{21}^j x_{20}^i \right\} \text{Re} \left[ S_{20}(z') \frac{1}{N_c} \left\langle \text{tr} \left[ V_1 V^{[\text{mag}]} \right] \right\rangle(z') \right. \\
+ S_{21}(z') \frac{1}{N_c} \left\langle \text{tr} \left[ V_2 V^{[\text{mag}]} \right] \right\rangle(z') \right\} \\
\left. + \left[ \delta^{ij} \left( \frac{3}{x_{21}^2} - \frac{2 x_{20}^j x_{21}^j}{x_{20}^i x_{21}^i} - \frac{1}{x_{20}^i} \right) - 2x_{21}^i x_{20}^j x_{21}^j x_{20}^i \left( \frac{2 x_{20}^j x_{21}^j x_{20}^i}{x_{20}^i} + 1 \right) + 2x_{21}^i x_{20}^j x_{21}^j x_{20}^i \left( \frac{2 x_{20}^j x_{21}^j x_{20}^i}{x_{20}^i} + 1 \right) \right] \right. \\
\times \text{Re} \left[ S_{20}(z') \frac{1}{2N_c} \left\langle \text{tr} \left[ V_1 V^{[1]} \right] \right\rangle(z') + S_{21}(z') \frac{1}{2N_c} \left\langle \text{tr} \left[ V_2 V^{[1]} \right] \right\rangle(z') \right\} \left. \right\} \\
+ \frac{\alpha_s N_c}{2\pi^2} \int \frac{dz'}{z'} \int d^2 x_2 \frac{x_{10}^j}{x_{21}^i} \text{Re} \left[ S_{20}(z') \frac{1}{2N_c} \left\langle \text{tr} \left[ V_1 V^{[1]} \right] \right\rangle(z') - \frac{1}{2N_c} \left\langle \text{tr} \left[ V_2 V^{[1]} \right] \right\rangle(z') \right]. \tag{2.44} \right.
\]

We are interested in the behavior of the Sivers function outside of the saturation region. Therefore, for simplicity we linearize eq. (2.44) by putting $S = 1$. We obtain the following equation for the flavor non-singlet amplitude $F_{10}^{NS_i}$ at large $N_c$:

\[
F_{10}^{NS_i}(z) = F_{10}^{NS(0)i}(z) + \frac{\alpha_s N_c}{4\pi^2} \int \frac{dz'}{z'} \int d^2 x_2 \left\{ \right. \\
\times \left\{ \frac{e^{ij} x_{21}^j}{x_{21}^i} - \frac{e^{ij} x_{20}^j}{x_{20}^i} + 2x_{21}^i x_{20}^j x_{21}^j x_{20}^i \right\} \left[ -F_{21}^{NS\text{mag}}(z') + F_{20}^{NS\text{mag}}(z') \right] \\
+ \left[ \delta^{ij} \left( \frac{3}{x_{21}^2} - \frac{2 x_{20}^j x_{21}^j}{x_{20}^i x_{21}^i} - \frac{1}{x_{20}^i} \right) - 2x_{21}^i x_{20}^j x_{21}^j x_{20}^i \left( \frac{2 x_{20}^j x_{21}^j x_{20}^i}{x_{20}^i} + 1 \right) + 2x_{21}^i x_{20}^j x_{21}^j x_{20}^i \left( \frac{2 x_{20}^j x_{21}^j x_{20}^i}{x_{20}^i} + 1 \right) \right] \left. \right\} \\
+ \frac{\alpha_s N_c}{2\pi^2} \int \frac{dz'}{z'} \int d^2 x_2 \frac{x_{10}^j}{x_{21}^i} \left\{ F_{12}^{NSi}(z') - \Gamma_{10,21}^{NSi}(z') \right\}. \tag{2.45} \right.
\]
dipole amplitude

$$\Gamma(x_{10}^2,z) = \int d^2b_1 \Gamma_{10,21}(z).$$ (2.46)

Integrating over impact parameters with the help of eqs. (2.34) we arrive at

$$\epsilon^{ij} S_{p} x_{10}^{2} F_{A}^{NS}(x_{10}^{2},z) + x_{10}^{2} \epsilon^{ij} S_{p} F_{B}^{NS}(x_{10}^{2},z) + x_{10}^{2} \epsilon^{ij} S_{p} F_{C}^{NS}(x_{10}^{2},z)$$

$$= \epsilon^{ij} S_{p} x_{10}^{2} F_{A}^{NS}(0)(x_{10}^{2},z) + x_{10}^{2} \epsilon^{ij} S_{p} F_{B}^{NS}(0)(x_{10}^{2},z) + x_{10}^{2} \epsilon^{ij} S_{p} F_{C}^{NS}(0)(x_{10}^{2},z)$$

$$+ \frac{\alpha_s}{4\pi^2} \int \frac{dz'}{z'} \int d^2x_2 \left\{ 2 \left[ \frac{\epsilon^{ij} x_{21}^{2}}{x_{20}^{2}} - \frac{\epsilon^{ij} x_{20}^{2}}{x_{21}^{2}} + 2x_{21}^{2} \frac{\bar{z}_{21} \times x_{20}}{x_{21}^{2} x_{20}^{2}} \right] \right\} \right.$$}

$$\times \left[-x_{21}^{2} S_{p} F_{B}^{NS}(x_{20}^{2},z') + x_{20}^{2} \epsilon^{ij} S_{p} F_{C}^{NS}(x_{20}^{2},z') \right]$$

$$+ \left[ \delta^{ij} \left( \frac{3}{x_{21}^{2}} - 2 \frac{x_{20}^{2} \bar{z}_{21}}{x_{21}^{2} x_{20}^{2}} - \frac{1}{x_{20}^{2}} \right) - 2 \frac{x_{21}^{2} x_{20}^{2}}{x_{21}^{2} x_{20}^{2}} \left( \frac{2 \bar{z}_{20} \bar{z}_{21}}{x_{20}^{2}} + 1 \right) + 2 \frac{x_{21}^{2} x_{21}^{2}}{x_{21}^{2} x_{20}^{2}} \left( \frac{2 \bar{z}_{20} \bar{z}_{21}}{x_{21}^{2}} + 1 \right) \right\} \right.$$}

$$+ 2 \frac{x_{20}^{2} x_{21}^{2}}{x_{20}^{2}} - 2 \frac{x_{21}^{2} x_{21}^{2}}{x_{21}^{2}} \right\} \right.$$}

$$\times \left[-x_{21}^{2} S_{p} F_{C}^{NS}(x_{20}^{2},z') - x_{21}^{2} S_{p} F_{B}^{NS}(x_{20}^{2},z') - x_{20}^{2} \epsilon^{ij} S_{p} F_{C}^{NS}(x_{20}^{2},z') \right]$$

$$+ \left[ \delta^{ij} \left( \frac{3}{x_{21}^{2}} - 2 \frac{x_{20}^{2} \bar{z}_{21}}{x_{21}^{2} x_{20}^{2}} - \frac{1}{x_{20}^{2}} \right) - 2 \frac{x_{21}^{2} x_{20}^{2}}{x_{21}^{2} x_{20}^{2}} \left( \frac{2 \bar{z}_{20} \bar{z}_{21}}{x_{20}^{2}} + 1 \right) + 2 \frac{x_{21}^{2} x_{21}^{2}}{x_{21}^{2} x_{20}^{2}} \left( \frac{2 \bar{z}_{20} \bar{z}_{21}}{x_{21}^{2}} + 1 \right) \right\} \right.$$}

$$+ \frac{\alpha_s}{2\pi} \int \frac{dz'}{z'} \int d^2x_2 \frac{x_{10}^{2} x_{20}^{2}}{x_{21}^{2} x_{20}^{2}} \left\{ \epsilon^{ij} S_{p} x_{21}^{2} F_{A}^{NS}(x_{21}^{2},z') + x_{21}^{2} \bar{z}_{21} \times S_{p} F_{B}^{NS}(x_{21}^{2},z') \right\} \right.$$}

$$+ \frac{\alpha_s}{2\pi} \int \frac{dz'}{z'} \int d^2x_2 \frac{x_{10}^{2} x_{20}^{2}}{x_{21}^{2} x_{20}^{2}} \left\{ \epsilon^{ij} S_{p} x_{21}^{2} F_{B}^{NS}(x_{21}^{2},z') + x_{21}^{2} \bar{z}_{21} \times S_{p} F_{C}^{NS}(x_{21}^{2},z') \right\} \right.$$}

$$+ \frac{\alpha_s}{2\pi} \int \frac{dz'}{z'} \int d^2x_2 \frac{x_{10}^{2} x_{20}^{2}}{x_{21}^{2} x_{20}^{2}} \left\{ \epsilon^{ij} S_{p} x_{21}^{2} F_{C}^{NS}(x_{21}^{2},z') + x_{21}^{2} \bar{z}_{21} \times S_{p} F_{B}^{NS}(x_{21}^{2},z') \right\} \right.$$}

$$- x_{10}^{2} \epsilon^{ij} S_{p} F_{C}^{NS}(x_{10}^{2},z') - \epsilon^{ij} S_{p} F_{B}^{NS}(x_{10}^{2},z') - \epsilon^{ij} S_{p} F_{C}^{NS}(x_{10}^{2},z') \right\} \right\} \right.$$}

Next we assume that all the amplitudes $F$ in eq. (2.47) contain no integer powers of dipole sizes and that they contain only perturbatively small powers, $\sim \sqrt{\alpha_s}$ or $\sim \alpha_s$, of $x_{10}$ and $x_{21}$ and/or logarithms of these dipole sizes. We will extract the DLA version of eq. (2.47) employing this approximation. The derivation of the double-logarithmic approximation of eq. (2.47) is detailed in appendix A. It leads to the following evolution equations:

$$F_{A}^{NS}(x_{10}^{2},z) = F_{A}^{NS(0)}(x_{10}^{2},z)$$

$$+ \frac{\alpha_s}{4\pi} \int \frac{dz'}{z'} \int d^2x_2 \frac{x_{10}^{2}}{x_{21}^{2}} \left[ 6 \left[ F_{A}^{NS}(x_{21}^{2},z') - F_{B}^{NS}(x_{21}^{2},z') + F_{C}^{NS}(x_{21}^{2},z') \right] \right],$$ (2.48a)

$$F_{B}^{NS}(x_{10}^{2},z) = F_{B}^{NS(0)}(x_{10}^{2},z)$$

$$+ \frac{\alpha_s}{4\pi} \int \frac{dz'}{z'} \int d^2x_2 \frac{x_{10}^{2}}{x_{21}^{2}} \left[ -2 \left[ F_{A}^{NS}(x_{21}^{2},z') + 5 F_{B}^{NS}(x_{21}^{2},z') - F_{C}^{NS}(x_{21}^{2},z') \right] \right],$$ (2.48b)
\[
F_C^{NS}(x_{10}^2, z) = F_C^{NS(0)}(x_{10}^2, z) + \frac{\alpha_s N_c}{4\pi} \int_{-\infty}^{z} \frac{dz'}{z'} \int_{-\infty}^{\infty} dx'_1 \int_{z'}^{\infty} dx'_{21} \left[ 2F_{C}^{NSmag}(x_{21}^2, z') + 6F_C^{NS}(x_{21}^2, z') \right].
\]

### 2.3.2 Evolution for \( V^{mag} \)

We now move on to the evolution for \( V^{mag} \). Employing the propagator [4]

\[
\frac{1}{4} e^{k_i d_i^k} \left[ \int_{-\infty}^{0} dx'_1 \int_{0}^{\infty} dx'_{21} \int_{z}^{\infty} d^{ab}_{ij} (x'_1, x'_2) a^+ b(x_0, x_2) + \int_{0}^{\infty} dx'_1 \int_{-\infty}^{0} dx'_{21} \int_{z}^{\infty} d^{ab}_{ij} (x'_1, x'_2) a^+ b(x_0, x_2) \right] =
\]

\[
- \frac{1}{4\pi^2} \int_{0}^{P_0^{-}} dk^- \int d^2 x_2 \left\{ \frac{\hat{x}_{21}}{x_{21}^2 - x_{20}^2} \left( U^{mag}_{ab} \right) + \int_{-\infty}^{\infty} dx'_{20} \int_{-\infty}^{\infty} dx'_{21} \left( U^{mag}_{ab} \right) \right\}
\]

one can derive the following evolution equation (cf. eq. (94) in [4], without the soft quark emission)

\[
\frac{1}{2N_c} \left\langle \text{tr} \left[ V_0^\dagger V_1^\dagger \right] \right\rangle (z, s) = \frac{1}{2N_c} \left\langle \text{tr} \left[ V_0^\dagger V_1^\dagger \right] \right\rangle_0 (s) \]

\[
+ \frac{\alpha_s N_c}{2\pi^2} \int_{-\infty}^{z} \frac{dz'}{z'} \int d^2 x_2 \left\{ \left[ \frac{1}{x_{21}^2} - \frac{x_{21}^2}{x_{20}^2 - x_{20}^2} \right] \frac{1}{N_c} \left\langle \text{tr} \left[ V_0^\dagger V_1^\dagger \right] \right\rangle (z, s) \right\}
\]

Employing eqs. (2.42) we write

\[
\frac{1}{2N_c} \left\langle \text{tr} \left[ V_0^\dagger V_1^\dagger \right] \right\rangle (z) = \frac{1}{2N_c} \left\langle \text{tr} \left[ V_0^\dagger V_1^\dagger \right] \right\rangle_0 (z) + \frac{\alpha_s N_c}{2\pi^2} \int_{-\infty}^{z} \frac{dz'}{z'} \int d^2 x_2 \left\{ S_{20}(z') \left[ \frac{1}{N_c} \left\langle \text{tr} \left[ V_1^\dagger V_1^\dagger \right] \right\rangle \right] (z') \right\}
\]

\[
+ \frac{2 e^{ij} x_{21}^2}{x_{21}^2} \int_{-\infty}^{z} \frac{dz'}{z'} \int d^2 x_2 \frac{x_{10}^2}{x_{21}^2 x_{20}^2} \left\{ \frac{1}{N_c} \left\langle \text{tr} \left[ V_1^\dagger V_1^\dagger \right] \right\rangle (z') \right\}
\]

\[
+ \frac{2 e^{ij} x_{21}^2}{x_{21}^2} \int_{-\infty}^{z} \frac{dz'}{z'} \int d^2 x_2 \frac{x_{10}^2}{x_{21}^2 x_{20}^2} \left\{ \frac{1}{N_c} \left\langle \text{tr} \left[ V_1^\dagger V_1^\dagger \right] \right\rangle (z') \right\}
\]

\[
+ \frac{\alpha_s N_c}{2\pi^2} \int_{-\infty}^{z} \frac{dz'}{z'} \int d^2 x_2 \frac{x_{10}^2}{x_{21}^2 x_{20}^2} \left\{ S_{21}(z') \left[ \frac{1}{2N_c} \left\langle \text{tr} \left[ V_1^\dagger V_2 \right] \right\rangle \right] (z') - \frac{C_F}{N_c} \left\langle \text{tr} \left[ V_0^\dagger V_1^\dagger \right] \right\rangle (z') \right\}
\]

\[
+ \frac{\alpha_s N_c}{2\pi^2} \int_{-\infty}^{z} \frac{dz'}{z'} \int d^2 x_2 \frac{x_{10}^2}{x_{21}^2 x_{20}^2} \left\{ S_{20}(z') \left[ \frac{1}{2N_c} \left\langle \text{tr} \left[ V_1^\dagger V_2 \right] \right\rangle \right] (z') \right\} - \frac{C_F}{N_c} \left\langle \text{tr} \left[ V_0^\dagger V_1^\dagger \right] \right\rangle (z') \right\}.
\]

\[\text{JHEP11(2022)098}\]
Putting $S = 1$ to linearize eq. (2.51) and subtracting the “complex conjugate” version of this equation while taking the Re part we obtain the equation for the flavor non-singlet amplitude at large $N_c$,

$$F^{N_S \text{mag}}_{10}(z) = F^{N_S \text{mag}}_{10}(0)(z)$$

(2.52)

$$+ \frac{\alpha_s N_c}{2\pi^2} \int \frac{d^2 x_2}{z} \left[ \sum_{i,j} \frac{x_{1i} x_{2j}}{x_{21}^2} \right] \left[ -F^{N_S \text{mag}}_{21}(z') + F^{N_S \text{mag}}_{20}(z') \right]$$

$$+ \frac{\alpha_s N_c}{2\pi^2} \int \frac{d^2 x_2}{z} \left[ \sum_{i,j} \frac{x_{1i} x_{2j}}{x_{21}^2} \right] \left[ -F^{N_S i}(z') + F^{N_S i}(z') \right]$$

$$+ \frac{\alpha_s N_c}{2\pi^2} \int \frac{d^2 x_2}{z} \left[ \sum_{i,j} \frac{x_{1i} x_{2j}}{x_{21}^2} \right] \left[ -F^{N_S \text{mag}}_{12}(z') - \Gamma^{N_S \text{mag}}_{10,21}(z') \right].$$

Integrating eq. (2.52) over impact parameters we obtain

$$\bar{z}_{10} \sum_p F^{N_S \text{mag}}(x_{10}^2, z) = \bar{z}_{10} \sum_p F^{N_S \text{mag}}(0)(x_{10}^2, z)$$

(2.53)

$$+ \frac{\alpha_s N_c}{2\pi^2} \int \frac{d^2 x_2}{z} \left[ \sum_{i,j} \frac{x_{1i} x_{2j}}{x_{21}^2} \right] \left[ -\bar{z}_{21} \sum_p F^{N_S \text{mag}}(x_{21}^2, z') + \bar{z}_{20} \sum_p F^{N_S \text{mag}}(x_{20}^2, z') \right]$$

$$+ \frac{\alpha_s N_c}{2\pi^2} \int \frac{d^2 x_2}{z} \left[ \sum_{i,j} \frac{x_{1i} x_{2j}}{x_{21}^2} \right] \left[ -\bar{z}_{21} \sum_p F^{N_S i}(x_{21}^2, z') - \bar{z}_{20} \sum_p F^{N_S i}(x_{20}^2, z') \right]$$

$$\times \left[ -\epsilon k \sum_p F^{N_S}_{x_{20}}(x_{20}^2, z') + x_{20} \sum_p F^{N_S}_{x_{20}}(x_{20}^2, z') + e^{ik} \sum_p F^{N_S}_{x_{20}}(x_{20}^2, z') \right]$$

$$+ \frac{\alpha_s N_c}{2\pi^2} \int \frac{d^2 x_2}{z} \left[ \sum_{i,j} \frac{x_{1i} x_{2j}}{x_{21}^2} \right] \left[ -\bar{z}_{21} \sum_p F^{N_S \text{mag}}(x_{21}^2, z') - \bar{z}_{20} \sum_p \Gamma^{N_S \text{mag}}(x_{21}^2, z') \right].$$

The DLA version of this equation is obtained in appendix A, again assuming that all dipole amplitudes involved contain no order-one powers of the dipole sizes they depend on. The DLA and large-$N_c$ evolution equation reads

$$F^{N_S \text{mag}}(x_{10}^2, z) = F^{N_S \text{mag}}(0)(x_{10}^2, z)$$

(2.54)

$$+ \frac{\alpha_s N_c}{2\pi} \int \frac{d^2 x_2}{z} \left[ \sum_{i,j} \frac{x_{1i} x_{2j}}{x_{21}^2} \right] \left[ -\Gamma^{N_S \text{mag}}_{x_{20},x_{21}^2}(z') + 2 \Gamma^{N_S}_{x_{10},x_{21}^2}(z') \right]$$

$$- \Gamma^{N_S}_{x_{10},x_{21}^2}(z') + 3 \Gamma^{N_S}_{x_{10},x_{21}^2}(z').$$
2.3.3 Evolution equations

Let us summarize the DLA large-$N_c$ evolution equations we obtained. We have eqs. (2.48) and (2.54), which we list here together,

\[
F^A_{NS}(x^2_{10}, z) = F^A_{NS(0)}(x^2_{10}, z) + \frac{\alpha_s N_c}{4\pi} \int \frac{dz'}{z'} \int \frac{dx^2_{21}}{x^2_{21}} \left[ 6F^A_{NS}(x^2_{21}, z') - F^B_{NS}(x^2_{21}, z') + F^C_{NS}(x^2_{21}, z') \right],
\]

(2.55a)

\[
F^B_{NS}(x^2_{10}, z) = F^B_{NS(0)}(x^2_{10}, z) + \frac{\alpha_s N_c}{4\pi} \int \frac{dz'}{z'} \int \frac{dx^2_{21}}{x^2_{21}} \left[ -2F^A_{NS}(x^2_{21}, z') + 5F^B_{NS}(x^2_{21}, z') - F^C_{NS}(x^2_{21}, z') \right],
\]

(2.55b)

\[
F^C_{NS}(x^2_{10}, z) = F^C_{NS(0)}(x^2_{10}, z) + \frac{\alpha_s N_c}{4\pi} \int \frac{dz'}{z'} \int \frac{dx^2_{21}}{x^2_{21}} \left[ 2F^{NS\text{mag}}(x^2_{21}, z') + 6F^C_{NS}(x^2_{21}, z') \right],
\]

(2.55c)

\[
F^{NS\text{mag}}(x^2_{10}, z) = F^{NS\text{mag}(0)}(x^2_{10}, z) + \frac{\alpha_s N_c}{2\pi} \int \frac{dz'}{z'} \int \frac{dx^2_{21}}{x^2_{21}} \left[ \Gamma^{NS\text{mag}}(x^2_{10}, x^2_{21}, z') + 2\Gamma^A_{NS}(x^2_{10}, x^2_{21}, z') - \Gamma^B_{NS}(x^2_{10}, x^2_{21}, z') - 3\Gamma^C_{NS}(x^2_{10}, x^2_{21}, z') \right].
\]

(2.55d)

It is not difficult to construct “mirror” evolution equations for the “neighbor” amplitudes [3, 12, 20, 25, 38],

\[
\Gamma^A_{NS}(x^2_{10}, x^2_{21}, z') = F^A_{NS(0)}(x^2_{10}, z') + \frac{\alpha_s N_c}{4\pi} \int \frac{dz''}{z''} \int \frac{dx^2_{31}}{x^2_{31}} \left[ 6F^A_{NS}(x^2_{31}, z'') - F^B_{NS}(x^2_{31}, z'') + F^C_{NS}(x^2_{31}, z'') \right],
\]

(2.56a)

\[
\Gamma^B_{NS}(x^2_{10}, x^2_{21}, z') = F^B_{NS(0)}(x^2_{10}, z') + \frac{\alpha_s N_c}{4\pi} \int \frac{dz''}{z''} \int \frac{dx^2_{32}}{x^2_{32}} \left[ -2F^A_{NS}(x^2_{32}, z'') + 5F^B_{NS}(x^2_{32}, z'') - F^C_{NS}(x^2_{32}, z'') \right],
\]

(2.56b)
\[ \Gamma^{NS}_{C}(x^2_{10}, x^2_{21}, z') = F^{NS(0)}_{C}(x^2_{10}, z') + \frac{\alpha_s N_c}{4\pi} \int \frac{dz''}{z''} \int \frac{dx^2_{32}}{x^2_{32}} \left( \frac{z'}{x^2_{10}} \right) \left( \frac{z'}{x^2_{21}} \right) \right] \times \left[ 2F^{NS mag}(x^2_{32}, z'') + 6F^{NS}_{C}(x^2_{32}, z'') \right]. \] 

\[ \Gamma^{NS mag}(x^2_{10}, x^2_{21}, z') = F^{NS mag(0)}(x^2_{10}, z') + \frac{\alpha_s N_c}{2\pi} \left( \int \frac{dz''}{z''} \int \frac{dx^2_{32}}{x^2_{32}} \right) \max \left\{ \frac{\Lambda^2}{x^2_{10} x^2_{32}}, \frac{1}{x^2_{32}} \right\} \times \left[ \Gamma^{NS mag}(x^2_{10}, x^2_{32}, z'') + 2\Gamma^{NS}_{A}(x^2_{10}, x^2_{32}, z'') - \Gamma^{NS}_{B}(x^2_{10}, x^2_{32}, z'') + 3\Gamma^{NS}_{C}(x^2_{10}, x^2_{32}, z'') \right]. \] 

We have a closed system of eight equations (2.55) and (2.56) with eight unknown functions. Given the inhomogeneous terms, these equations can be solved numerically or, perhaps, analytically. The solution of equations (2.55) and (2.56) should give us the sub-eikonal asymptotics of the flavor non-singlet Sivers function (2.35b). Below we will solve these equations numerically, leaving an attempt at an analytic solution for future work. Let us stress here that in equations (2.55) and (2.56) we assume that \( \Lambda \) is a scale characterizing the target which, for the sake of generality, is treated as a perturbative scale: if need be, the integration limits in these equations can be easily modified to make \( \Lambda \) an IR cutoff [4, 21, 31, 37].

2.3.4 Evolution for \( V^{[2]} \)

Before solving eqs. (2.55) and (2.56), we note that there is another dipole amplitude, \( F^{[2]10}_{10}(z) \), entering the expression (2.35b) for the flavor non-singlet Sivers function. Above, in eqs. (2.55) and (2.56), we have shown explicitly that \( F^{[2]10}_{10}(z) \) does not enter/mix with the evolution of the other relevant amplitudes, \( F_A, F_B, F_C \) and \( F_{mag} \). In [3] it was shown that the initial condition for this amplitude is zero, \( F^{[2]10(0)}_{10}(z) = 0 \). (The difference between our \( V^{[2]} \) in eq. (2.23b) and that in eq. (77b) of [3] does not affect the initial conditions.) The only task left to do is to construct the evolution equation for \( F^{[2]10}_{10}(z) \) to check whether it contains the amplitudes \( F_A, F_B, F_C \) and \( F_{mag} \); if no such mixing is observed and, hence, the evolution of \( F^{[2]10}_{10}(z) \) involves only this amplitude alone, given zero initial conditions, \( F^{[2]10(0)}_{10}(z) = 0 \), we would be able to conclude that \( F^{[2]10}_{10}(z) = 0 \). Below, instead of building the full evolution equation for \( F^{[2]10}_{10}(z) \), we will only complete the steps showing that the evolution equation for \( F^{[2]10}_{10}(z) \) is closed, and does not mix with the other amplitudes. Combined with \( F^{[2]10(0)}_{10}(z) = 0 \), this will allow us to conclude that this dipole amplitude is zero.
Specifically, we need the difference of these propagators (differentiated with background-field propagators \[4\]): sub-eikonal evolution at hand.

\[ \frac{ip_1^+}{8s} \int_{-\infty}^{\infty} dz^- V_\pm[\infty, z^-] \left[ (\partial_x^1 - \partial^x_2)^2 - (k_1^i - k_i^j)^2 \right] V_\pm[z^-, -\infty] \]

Here \( L = +\infty^- - (-\infty^-) \) is a regulator of the \( z^- \) integral. The first term on the right of (2.57) is proportional to the “standard” eikonal Wilson line. From the definition of the amplitude \( F_{10}^2(z) \) in eqs. (2.32b) and (2.34b) we see that if this term came in without the factor of \( i \) in its prefactor, it would have contributed a sub-eikonal correction to the leading-order spin-dependent odderon from section 2.1 by generating an approximately constant (in energy or \( z \)) term in \( F_{10}^2(z) \). However, the presence of the factor of \( i \) in the first term on the right of (2.57) makes it give a zero contribution to \( F_{10}^2(z) \). We can, therefore, discard it. The terms quadratic in \( A_\perp \) in eq. (2.57) are sub-sub-eikonal and also do not contribute to the sub-eikonal evolution at hand.

The evolution of the second operator on the right in eq. (2.57) is driven by the following background-field propagators [4]:

\[
\frac{1}{4} \int_{-\infty}^{0} dx_d' \int_{0}^{\infty} dx_2 \left[ \frac{1}{2} x_d' \partial^a a_\pm(x_d' \cdot \xi_1) + a_\pm^a(x_d' \cdot \xi_1) \right] a^{+-}(x_2 \cdot \xi_0) \]

\[
= \frac{1}{2(2\pi)^3} \int_{0}^{p_2^-} dk^- \left\{ \int d^2 x_2 \left[ \frac{\epsilon_{ij} x_2^i x_2^j}{x_2^0} - 2x_2^i x_2^j \frac{x_2^0 x_2^0}{x_2^0 x_2^0} \right] + (U_{\text{phase}}^{\text{mag}})^{ba} \right\} \]

and

\[
\frac{1}{4} \int_{-\infty}^{0} dx_d' \int_{0}^{\infty} dx_2 \left[ \frac{1}{2} x_d' \partial^a a_\perp(x_d' \cdot \xi_1) + a_\perp^a(x_d' \cdot \xi_1) \right] a^{+-}(x_2 \cdot \xi_0) \]

\[
= \frac{1}{2(2\pi)^3} \int_{0}^{p_2^-} dk^- \left\{ \int d^2 x_2 \left[ \frac{\epsilon_{ij} x_2^i x_2^j}{x_2^0} - 2x_2^i x_2^j \frac{x_2^0 x_2^0}{x_2^0 x_2^0} \right] + (U_{\text{phase}}^{\text{mag}})^{ba} \right\} \]

\[ + i \int d^2 x_2 d^2 x_d' \left[ \frac{x_2^0 x_2^0}{x_d'^0 x_d'^0} - 2x_2^i x_d'^i \frac{x_2^0 x_2^0}{x_d'^0 x_d'^0} \right] (U_{\text{phase}}^{\text{mag}})^{ba} \right\} .

Specifically, we need the difference of these propagators (differentiated with \( \partial_0^i \) in some of
the evolution equation terms), in which the first terms cancel, \n
\[
\frac{1}{4} \int_{-\infty}^{0} \int_{0}^{\infty} \int_{0}^{\infty} \left\{ \left[ \frac{1}{2} x_2^{-e} \partial^a a^{+a}(x_2, z_1) + a^{+a}(x_2, z_1) \right] a^{+b}(x_2, z_0) \right. \\
- \left[ \frac{1}{2} x_2^{-e} \partial^b a^{+a}(x_2, z_1) + a^{+b}(x_2, z_1) \right] a^{-a}(x_2, z_0) \right\} \\
= \frac{-i}{2(2\pi)^3} \int_{0}^{\infty} \int_{0}^{\infty} \left[ \frac{x_0^i}{x_2^0} - 2x_1^i x_2^0 + \bar{U}_{21} x_2^i x_2^0 - 2x_1^i x_2^0 \right] \left( U^{[2]}_{2} \right)^{b_0} (2.60) \\
\]

Since \( U^{[2]}_{2} \) canceled out, we conclude that \( F^{[2]} \) does not enter the (large-\( N_c \) DLA) evolution of \( F^{[2]} \).

Employing the adjoint-representation version of the operator in the first line of eq. (2.21a) (keeping the gluon sector sub-eikonal operator only), after some algebra we simplify the above expression to \n
\[
\frac{1}{4} \int_{-\infty}^{0} \int_{0}^{\infty} \int_{0}^{\infty} \left\{ \left[ \frac{1}{2} x_2^{-e} \partial^a a^{+a}(x_2, z_1) + a^{+a}(x_2, z_1) \right] a^{+b}(x_2, z_0) \right. \\
- \left[ \frac{1}{2} x_2^{-e} \partial^b a^{+a}(x_2, z_1) + a^{+b}(x_2, z_1) \right] a^{-a}(x_2, z_0) \right\} \\
= \frac{-i}{(2\pi)^3} \int_{0}^{\infty} \int_{0}^{\infty} \left[ \frac{x_0^i}{x_2^0} - 2x_1^i x_2^0 + \bar{U}_{21} x_2^i x_2^0 - 2x_1^i x_2^0 \right] \left( U^{[2]}_{2} \right)^{b_0}, (2.61) \\
\]

where we have defined the adjoint version of the operator in eq. (2.57) by \n
\[
U^{[2]}_{\frac{1}{2}} = \frac{g_{P_1}}{2} \int_{-\infty}^{\infty} \left[ \frac{1}{2} z^{-e} A^+ + A^+ \right] \partial_2 - \partial_2 \left( \frac{1}{2} z^{-e} A^+ + A^+ \right) U_{2}[z^-, -\infty] (2.62) \\
\]

with \( A^\mu \) the gluon field in the adjoint representation. Note that the eikonal operators (similar to that in the first term on the right of eq. (2.57)) appear to cancel in arriving at eq. (2.61).

The evolution of \( F^{[2]} \) also includes the standard eikonal emissions [90, 95–100] with the eikonal propagator \( a^{+a} a^{-} \): as usual, such emissions only come in with the eikonal (dipole) kernel acting on the same dipole amplitude \( F^{[2]} \) [3]. We conclude from this observation and from eq. (2.61) that, at large \( N_c \), the amplitudes \( F^{[2]} \) and \( F^i \) do not enter the DLA evolution of \( F^{[2]} \). Hence, just like in [3], the (linearized) evolution of \( F^{[2]} \) is closed and only involves this amplitude, with zero initial conditions at the lowest-order (Born) level. Therefore, without completing the construction of the exact evolution equation for \( F^{[2]}_{10}(z) \) we can conclude that \( F^{[2]}_{10}(z) = 0 \). This amplitude does not contribute to the Sivers function at DLA and we will not consider it further.
2.4 Numerical solution of the evolution equations and the small-$x$ asymptotics of the flavor non-singlet Sivers function

We now want to solve equations (2.55) and (2.56) for the dipole amplitudes $F_A, F_B, F_C$ and $F_{mag}$ numerically. To do so, let us introduce the dimensionless variables [21]

\[
\eta \equiv \sqrt{\frac{\alpha_s N_c}{4\pi}} \ln \frac{z s}{\Lambda^2}, \\
\eta' \equiv \sqrt{\frac{\alpha_s N_c}{4\pi}} \ln \frac{z' s}{\Lambda^2}, \\
\eta'' \equiv \sqrt{\frac{\alpha_s N_c}{4\pi}} \ln \frac{z'' s}{\Lambda^2},
\]

allowing us to rewrite the evolution equations (2.55) as

\[
F_A^{NS}(s_{10}, \eta) = F_A^{NS(0)}(s_{10}, \eta) \\
+ \int_{s_{10} - \eta}^{\eta'} d\eta'' \int_{s_{10} - \eta + \eta''}^{s_{10}} ds_{21} \left[ 6F_A^{NS}(s_{21}, \eta'') - F_B^{NS}(s_{21}, \eta') + F_C^{NS}(s_{21}, \eta') \right].
\]

\[
F_B^{NS}(s_{10}, \eta) = F_B^{NS(0)}(s_{10}, \eta) \\
+ \int_{s_{10} - \eta}^{\eta'} d\eta'' \int_{s_{10} - \eta + \eta''}^{s_{10}} ds_{21} \left[ -2F_A^{NS}(s_{21}, \eta'') + 5F_B^{NS}(s_{21}, \eta') - F_C^{NS}(s_{21}, \eta') \right].
\]

\[
F_C^{NS}(s_{10}, \eta) = F_C^{NS(0)}(s_{10}, \eta) \\
+ \int_{s_{10} - \eta}^{\eta'} d\eta'' \int_{s_{10} - \eta + \eta''}^{s_{10}} ds_{21} \left[ 6F_C^{NS}(s_{21}, \eta'') + 2F_{mag}^{NS}(s_{21}, \eta') \right].
\]

\[
F_{mag}^{NS}(s_{10}, \eta) = F_{mag}^{NS(0)}(s_{10}, \eta) + 2 \int_{s_{10}}^{\eta'} d\eta'' \int_{s_{10}}^{s_{10} + \eta''} ds_{21} \left[ 2\Gamma_A^{NS}(s_{10}, s_{21}, \eta'') \right.
\]

\[
- \Gamma_B^{NS}(s_{10}, s_{21}, \eta'') + 3\Gamma_C^{NS}(s_{10}, s_{21}, \eta'') + \Gamma_{mag}^{NS}(s_{10}, s_{21}, \eta'') \right],
\]

and also the neighbor dipole equations (2.56) as

\[
\Gamma_A^{NS}(s_{10}, s_{21}, \eta'') = F_A^{NS(0)}(s_{10}, \eta'') \\
+ \int_{0}^{\eta'' - s_{21} + s_{10}} d\eta''' \int_{s_{21} - \eta'' + \eta'''}^{s_{21} - \eta'' + \eta'''} ds_{32} \left[ 6F_A^{NS}(s_{32}, \eta''') - F_B^{NS}(s_{32}, \eta'') + F_C^{NS}(s_{32}, \eta''') \right],
\]

\[
\Gamma_B^{NS}(s_{10}, s_{21}, \eta'') = F_B^{NS(0)}(s_{10}, \eta'') \\
+ \int_{0}^{\eta'' - s_{21} + s_{10}} d\eta''' \int_{s_{21} - \eta'' + \eta'''}^{s_{21} - \eta'' + \eta'''} ds_{32} \left[ -2F_A^{NS}(s_{32}, \eta''') + 5F_B^{NS}(s_{32}, \eta'') - F_C^{NS}(s_{32}, \eta''') \right],
\]

\[
\Gamma_C^{NS}(s_{10}, s_{21}, \eta'') = F_C^{NS(0)}(s_{10}, \eta'') \\
+ \int_{0}^{\eta'' - s_{21} + s_{10}} d\eta''' \int_{s_{21} - \eta'' + \eta'''}^{s_{21} - \eta'' + \eta'''} ds_{32} \left[ 6F_C^{NS}(s_{32}, \eta''') + 2F_{mag}^{NS}(s_{32}, \eta''') \right.
\]

\[
- \Gamma_B^{NS}(s_{10}, s_{21}, \eta''') + 3\Gamma_C^{NS}(s_{10}, s_{21}, \eta''') + \Gamma_{mag}^{NS}(s_{10}, s_{21}, \eta''') \right].
\]
\[
\Gamma_{C}^{NS}(s_{10}, s_{21}, \eta') = F_{C}^{NS(0)}(s_{10}, \eta') \\
+ \int_{0}^{\eta'} d\eta'' \int_{\max[0, s_{10}]}^{s_{21} - \eta'' + \eta''} ds_{32} \left[ 6F_{C}^{NS}(s_{32}, \eta'') + 2F_{mag}^{NS}(s_{32}, \eta'') \right],
\]

\[
\Gamma_{mag}^{NS}(s_{10}, s_{21}, \eta') = F_{mag}^{NS(0)}(s_{10}, \eta') + 2 \int_{\max[0, s_{10}]}^{\eta'} d\eta'' \int_{\max[0, s_{10}, s_{21} - \eta'' + \eta'']}^{\eta''} ds_{32} \left[ 2\Gamma_{A}^{NS}(s_{10}, s_{32}, \eta'') - \Gamma_{B}^{NS}(s_{10}, s_{32}, \eta'') \right],
\]

We note again that we are going to solve eqs. (2.64) and (2.65) under the assumption that the scale \( \Lambda \) simply characterizes the target, and is not necessarily an IR cutoff (cf. [4, 21, 31, 37]). That is, \( \Lambda \) is assumed to be still perturbatively large, such that the dipoles may be larger than \( 1/\Lambda \). This means that \( s_{10}, s_{21} \) and \( s_{32} \) can assume negative values.

We can discretize eqs. (2.64) and (2.65) as in [21, 31], by converting the integrals over \( \eta' \) and \( s_{21} \) into sums over \( i' = s_{21}/\Delta s \) and \( j' = \eta' / \Delta \eta \) to yield dipole amplitudes of the form \( F_{ij} = F(i \Delta s, j \Delta \eta) = F(s_{10}, \eta) \) in eqs. (2.64) and by converting the integrals over \( \eta'' \) and \( s_{32} \) into sums over \( i'' = s_{32} / \Delta s \) and \( j'' = \eta'' / \Delta \eta \) to yield neighbor dipole amplitudes of the form \( \Gamma_{ij} = \Gamma(i \Delta s, k \Delta s, j \Delta \eta) = \Gamma(s_{10}, s_{21}, \eta') \) in eqs. (2.65). We will take a grid with \(-N \leq i, i', i'' \leq N \) and \( 0 \leq j, j', j'' \leq N \), where \( N (2N) \) is the number of grid steps in the \( \eta (s_{10}) \)-directions, and with equal step sizes \( \Delta s = \Delta \eta = \eta_{\text{max}} / N \) determined by the maximum \( \eta \)-value \( \eta_{\text{max}} \) [21]. This discretization yields the following equations for the dipole amplitudes

\[
F_{ij}^{A} = F_{ij}^{A(0)} + \Delta s \Delta \eta \sum_{j'=0}^{j-1} \sum_{i'=i-j+j'}^{\min[i, j']} \left[ 6F_{ij'}^{A} - F_{ij'}^{B} + F_{ij'}^{C} \right],
\]

\[
F_{ij}^{B} = F_{ij}^{B(0)} + \Delta s \Delta \eta \sum_{j'=0}^{j-1} \sum_{i'=i-j+j'}^{\min[i, j']} \left[ -2F_{ij'}^{A} + 5F_{ij'}^{B} - F_{ij'}^{C} \right],
\]

\[
F_{ij}^{C} = F_{ij}^{C(0)} + \Delta s \Delta \eta \sum_{j'=0}^{j-1} \sum_{i'=i-j+j'}^{\min[i, j']} \left[ 6F_{ij'}^{C} + 2F_{mag}^{C} \right],
\]

\[
F_{ij}^{mag} = F_{ij}^{mag(0)} + 2 \Delta s \Delta \eta \sum_{j'=\max[0, i]}^{i-1} \sum_{i'=\max[0, i]}^{j'} \left[ 2\Gamma_{A}^{ij'} - \Gamma_{B}^{ij'} + \Gamma_{C}^{ij'} + \Gamma_{mag}^{ij'} \right],
\]

and for the neighbor dipole amplitudes

\[
\Gamma_{ij}^{A} = F_{ij}^{A(0)} + \Delta s \Delta \eta \sum_{j''=0}^{i+j'-j'-1} \sum_{i''=i+j''-j'}^{\min[i, i'']} \left[ 6F_{ij''}^{A} - F_{ij''}^{B} + F_{ij''}^{C} \right],
\]

\[
\Gamma_{ij}^{B} = F_{ij}^{B(0)} + \Delta s \Delta \eta \sum_{j''=0}^{i+j'-j'-1} \sum_{i''=i+j''-j'}^{\min[i, i'']} \left[ -2F_{ij''}^{A} + 5F_{ij''}^{B} - F_{ij''}^{C} \right].
\]
\begin{align}
\Gamma^C_{i'j'} &= \Gamma^C_{ij} + \Delta s \Delta \eta \sum_{j''=0}^{j'-1} \min[i,j'''] \sum_{i''=i'+j''-j'} \left[ 6F^C_{i''j''} + 2F^\text{mag}_{i''j''} \right], \\
\Gamma^\text{mag}_{i'j'} &= \Gamma^\text{mag}_{ij} + 2\Delta s \Delta \eta \sum_{j''=\max[0,i]}^{j'-1} \sum_{i''=\max[i,i'+j''-j']} \left[ 2\Gamma^A_{i''j''} - \Gamma^B_{i''j''} + 3\Gamma^C_{i''j''} + \Gamma^\text{mag}_{i''j''} \right].
\end{align}

These equations can be directly evaluated numerically, but this will require performing a double summation to calculate the dipole amplitude for every point in the grid. Instead, we will use the approach developed in [31]: subtracting eqs. (2.66) and (2.67) with \( j \rightarrow j - 1 \) from eqs. (2.66) and (2.67), one can show [31] that the equations can be rewritten recursively in the form \( F_{ij} = F_{i(j-1)} + \ldots \), allowing one to perform a single summation for each value of the dipole amplitudes. Assuming, for simplicity, that all the inhomogeneous terms are constants independent of the indices \( i, j \), one can show that the recursive equations for the dipole amplitudes are

\begin{align}
F^A_{ij} &= F^A_{i(j-1)} + \Delta s \Delta \eta \left[ 6F^A_{i,j-1} - F^B_{i,j-1} + F^C_{i,j-1} \\
&\quad + \sum_{j'=0}^{j-1} \left( 6F^A_{i+j'-j,j'} - F^B_{i+j'-j,j'} + F^C_{i+j'-j,j'} \right) \right], \\
F^B_{ij} &= F^B_{i(j-1)} + \Delta s \Delta \eta \left[ -2F^A_{i(j-1)} + 5F^B_{i(j-1)} - F^C_{i(j-1)} \\
&\quad + \sum_{j'=0}^{j-1} \left( -2F^A_{i+j'-j,j'} + 5F^B_{i+j'-j,j'} - F^C_{i+j'-j,j'} \right) \right], \\
F^C_{ij} &= F^C_{i(j-1)} + \Delta s \Delta \eta \left[ 6F^C_{i,j-1} + 2F^\text{mag}_{i,j-1} + \sum_{j'=0}^{j-1} \left( 6F^C_{i+j'-j,j'} + 2F^\text{mag}_{i+j'-j,j'} \right) \right], \\
F^\text{mag}_{ij} &= F^\text{mag}_{i(j-1)} + 2\Delta s \Delta \eta \left[ \sum_{j'=i}^{j-1} \left( 2\Gamma^A_{i',j'-1} - \Gamma^B_{i',j'-1} + 3\Gamma^C_{i',j'-1} + \Gamma^\text{mag}_{i',j'-1} \right) \right],
\end{align}

and for the neighbor dipoles

\begin{align}
\Gamma^A_{i'k} &= \Gamma^A_{ik(j-1)} + \Delta s \Delta \eta \left[ 6F^A_{i',\max[0,i+j-k-1]} - F^B_{i',\max[0,i+j-k-1]} + F^C_{i',\max[0,i+j-k-1]} \right. \\
&\left. + \sum_{j''=0}^{i+j-k-1} \left( 6F^A_{i'+j''-j-j''} - F^B_{i'+j''-j-j''} + F^C_{i'+j''-j-j''} \right) \right], \\
\Gamma^B_{i'k} &= \Gamma^B_{ik(j-1)} + \Delta s \Delta \eta \left[ -2F^A_{i',\max[0,i+j-k-1]} + 5F^B_{i',\max[0,i+j-k-1]} - F^C_{i',\max[0,i+j-k-1]} \right. \\
&\left. + \sum_{j''=0}^{i+j-k-1} \left( -2F^A_{i'+j''-j-j''} + 5F^B_{i'+j''-j-j''} - F^C_{i'+j''-j-j''} \right) \right],
\end{align}
Figure 2. Plots of our numerical solutions for the dipole amplitudes numerically calculated at $\eta_{\text{max}} = 20$ and $\Delta \eta = \Delta s = \eta_{\text{max}} / N = 0.033$. The plots depict the logarithm of the absolute value of each dipole amplitude as a function of variables $\eta$ and $s_{10}$.

We obtain the dipole amplitudes in the physical region $\eta \geq s_{10}$ by performing these sums over the range $j - N \leq i \leq k \leq j$, starting with $j = 1$ and running up to $j = N$ where $\eta = \eta_{\text{max}}$. For simplicity in the numerical calculations and extrapolations we take the initial conditions of all the dipole amplitudes to be unity, $F_{A}^{(0)} = F_{B}^{(0)} = F_{C}^{(0)} = F_{\text{mag}}^{(0)} = 1$. In figure 2 we plot the logarithm of the absolute value of the numerically calculated polarized dipole amplitudes as a function of $\eta$ and $s_{10}$ at $1 / \eta_{\text{max}} = 0.05$ and $\eta_{\text{max}} / N = 0.033$. In figure 3 we plot the same logarithm of the absolute value, now as a function of $\eta$ only along the
line \( s_{10} = 0 \), demonstrating the asymptotic linear behavior. This indicates that the dipole amplitudes grow exponentially with \( \eta \): we, therefore, write

\[
F_{NS}^{A}(s_{10} = 0, \eta) = F_{NS}^{A}(0) e^{\alpha_{A} \eta},
\]

(2.70a)

\[
F_{NS}^{B}(s_{10} = 0, \eta) = F_{NS}^{B}(0) e^{\alpha_{B} \eta},
\]

(2.70b)

\[
F_{NS}^{C}(s_{10} = 0, \eta) = F_{NS}^{C}(0) e^{\alpha_{C} \eta},
\]

(2.70c)

\[
F_{NS}^{\text{mag}}(s_{10} = 0, \eta) = F_{NS}^{\text{mag}}(0) e^{\alpha_{\text{mag}} \eta},
\]

(2.70d)

such that each dipole amplitude contributes a factor proportional to \((1/x)^{\alpha \sqrt{\alpha s N_{c}/4\pi}}\) to the flavor non-singlet Sivers function, with the rescaled intercept \( \alpha \).

Our numerical solution follows the steps performed in \([4, 21, 31]\) for helicity evolution. Once we obtain the numerical data for the amplitudes, we extract the intercept by taking a linear regression of the logarithm of the absolute value of the dipole amplitudes for \( s_{10} = 0 \) and \( 0.75 \eta_{\text{max}} \leq \eta \leq \eta_{\text{max}} \), keeping the standard error of the regression as our uncertainty. We calculate this intercept for values of \( \eta_{\text{max}} \) ranging from 10 up to 40 and grid spacing \( \eta_{\text{max}}/N \) ranging from 0.1 down to 0.025. We find that the uncertainties from the linear regression decrease rapidly as we increase \( \eta_{\text{max}} \) while keeping \( \eta_{\text{max}}/N \) fixed. The decrease of the error is exponentially fast, falling from \( \mathcal{O}(10^{-4}) \) for \( \eta_{\text{max}} = 10 \) to \( \mathcal{O}(10^{-8}) \) for \( \eta_{\text{max}} = 40 \). If we perform the regression over the same \( \eta \) range using an amplitude calculated with two different \( \eta_{\text{max}} \) values, say \( \eta_{\text{Ma}} \) and \( \eta_{\text{Mb}} \) with

\[
\eta_{\text{Ma}} > \eta_{\text{Mb}},
\]

(2.71)

and taking the \( \eta \) range to be from 0.75\( \eta_{\text{Ma}} \) to \( \eta_{\text{Mb}} \), both amplitudes will yield identical results including the uncertainty from the statistical error of the linear regression. This demonstrates that the uncertainties are not due to numerical artifacts and that there is some physical ‘pre-asymptotic’ behavior which hinders the precise numerical extraction of the intercept. We find that the following modified ansatz (cf. eqs. (2.70)) captures the ‘pre-asymptotic’ behavior rather well:

\[
F_{NS}^{A}(s_{10} = 0, \eta) = F_{NS}^{A}(0) e^{\alpha_{A} \eta + \beta_{A} e^{-\gamma_{A} \eta}},
\]

(2.72a)

\[
F_{NS}^{B}(s_{10} = 0, \eta) = F_{NS}^{B}(0) e^{\alpha_{B} \eta + \beta_{B} e^{-\gamma_{B} \eta}},
\]

(2.72b)

\[
F_{NS}^{C}(s_{10} = 0, \eta) = F_{NS}^{C}(0) e^{\alpha_{C} \eta + \beta_{C} e^{-\gamma_{C} \eta}},
\]

(2.72c)

\[
F_{NS}^{\text{mag}}(s_{10} = 0, \eta) = F_{NS}^{\text{mag}}(0) e^{\alpha_{\text{mag}} \eta + \beta_{\text{mag}} e^{-\gamma_{\text{mag}} \eta}}.
\]

(2.72d)

The statistical errors in the linear regressions are at most \( \mathcal{O}(10^{-4}) \), so these exponentially suppressed ‘pre-asymptotic’ \( \beta e^{-\gamma \eta} \) terms added into the exponent are very small in the 0.75 \( \eta_{\text{max}} \leq \eta \leq \eta_{\text{max}} \) range we use to extract the intercept \( \alpha \). Thus, the parameters \( \beta_{A}, \gamma_{A}, \beta_{B}, \gamma_{B} \), etc. are difficult to extract numerically, but unimportant for extracting the intercepts \( \alpha_{A}, \alpha_{B}, \alpha_{C} \) and \( \alpha_{\text{mag}} \) to a precision \( \mathcal{O}(10^{-3}) \). Our estimates of the ‘pre-asymptotic’
parameters are
\[ \beta_A \approx -1.2, \quad \gamma_A \approx 0.4, \]  
\[ \beta_B \approx -1.2, \quad \gamma_B \approx 0.4, \]  
\[ \beta_C \approx 0.7, \quad \gamma_C \approx 0.4, \]  
\[ \beta_{\text{mag}} \approx 0.04, \quad \gamma_{\text{mag}} \approx 0.3. \]  

One may worry that the “exponential of an exponential” structure in eqs. (2.72) may appear somewhat unusual in small-$x$ QCD. However, since at small $x$ we have $\eta \sim \ln(1/x)$, one can see that
\[ e^{\alpha \eta + \beta e^{-\gamma \eta}} \rightarrow \left( \frac{1}{x} \right)^{\alpha \sqrt{\frac{\alpha_s N_c}{4\pi}}} e^{\beta \frac{1}{x} \left( \frac{1}{\eta_{\text{max}}} \right)^{(\alpha - \gamma) \sqrt{\frac{\alpha_s N_c}{4\pi}}} + \cdots. \]  

We see that the pre-asymptotic $\beta e^{-\gamma \eta}$ terms may arise from summing an infinite series of power-of-$x$ terms which are sub-leading at small $x$. While the infinite series in eq. (2.74) is still somewhat unusual and its origin is unclear to us at the moment, the individual power-of-$x$ terms in it are quite common in small-$x$ physics.

We want to extrapolate our numerical results to the continuum solution by taking the limit where we send both $1/\eta_{\text{max}} \to 0$ and $\eta_{\text{max}}/N = \Delta \to 0$. To do so, we fit multiple polynomial models for the four intercepts as functions of $1/\eta_{\text{max}}$ and $\Delta$ using the results of our linear regressions for data in the $(1/\eta_{\text{max}}, \Delta)$ plane. As the errors due to the ‘pre-asymptotic’ behavior are smaller than the precision we are looking for, we fit the data points without any weighting by their uncertainties. Weighting by the uncertainties would give a better continuum extrapolation in principle, but for our data the uncertainties vary by several orders of magnitude with changing $\eta_{\text{max}}$, so the weights for points with $\eta_{\text{max}} \sim 40$ which are well within the asymptotic behavior regime will wash out the data points with $\eta_{\text{max}} \sim 10$ and the fitting routine will not accurately capture the approach to the continuum limit with increasing $\eta_{\text{max}}$. Our polynomial models range from just a constant term up to a third-order polynomial in both variables including all possible interaction terms, so for a given intercept $\alpha$ we have (cf. [4, 21, 31])
\[ \alpha_{\text{const}} = a, \]  
\[ \alpha_{\text{lin}} = a + b_1 \frac{1}{\eta_{\text{max}}} + b_2 \Delta, \]  
\[ \alpha_{\text{quad}} = a + b_1 \frac{1}{\eta_{\text{max}}} + b_2 \Delta + c_1 \frac{1}{\eta_{\text{max}}} + c_2 \Delta^2 + c_3 \frac{1}{\eta_{\text{max}}} + c_4 \Delta \]  
\[ \alpha_{\text{cub}} = a + b_1 \frac{1}{\eta_{\text{max}}} + b_2 \Delta + c_1 \frac{1}{\eta_{\text{max}}} + c_2 \Delta^2 + c_3 \frac{1}{\eta_{\text{max}}} + d_1 \frac{1}{\eta_{\text{max}}} + d_2 \Delta^3 \]  
\[ + d_3 \frac{1}{\eta_{\text{max}}} \]  

We fit these polynomials to our data for the four dipole intercepts and then calculate the Akaike Information Criterion (AIC) [107] for each model. The AIC increases going
from the constant term model up to the quadratic model, then decreases moving to the cubic model, and the new parameters introduced for the cubic model beyond those in the quadratic model all have insignificant t-statistics. Thus, we take the intercepts from the best fit quadratic polynomials

\[
\alpha_A = 3.377 - 0.317 \frac{1}{\eta_{\text{max}}} + 3.815 \frac{1}{\eta_{\text{max}}^2} + 1.986 \Delta - 3.729 \Delta^2 + 0.501 \Delta \frac{1}{\eta_{\text{max}}},
\]

(2.76a)

\[
\alpha_B = 3.376 - 0.282 \frac{1}{\eta_{\text{max}}} + 3.616 \frac{1}{\eta_{\text{max}}^2} + 2.006\Delta - 3.800 \Delta^2 + 0.277 \Delta \frac{1}{\eta_{\text{max}}},
\]

(2.76b)

\[
\alpha_C = 3.376 + 0.168 \frac{1}{\eta_{\text{max}}} - 2.413 \frac{1}{\eta_{\text{max}}^2} + 2.027 \Delta - 3.886 \Delta^2 + 0.155 \Delta \frac{1}{\eta_{\text{max}}},
\]

(2.76c)

\[
\alpha_{\text{mag}} = 3.373 - 0.071 \frac{1}{\eta_{\text{max}}} + 0.165 \frac{1}{\eta_{\text{max}}^2} + 1.982 \Delta - 3.778 \Delta^2 + 0.852 \Delta \frac{1}{\eta_{\text{max}}},
\]

(2.76d)

In figure 4 we plot the best fit quadratic surface for each dipole amplitude’s intercepts along with the data points from the linear regression in the \((1/\eta_{\text{max}}, \Delta)\) plane. Taking the \(1/\eta_{\text{max}} \to 0\) and \(\eta_{\text{max}}/N \to 0\) limits yields the continuum extrapolation of the small-\(x\)
Figure 4. Plots of the approximate intercepts (blue dots) for the numerically calculated dipoles at each point in the $(1/\eta_{\text{max}}, \Delta)$ plane as well as the best fit quadratic surface for each amplitude. The continuum limit $1/\eta_{\text{max}} \to 0, \Delta \to 0$ corresponds to the lower left corner.

asymptotics as

\[
F_{NS}^A \sim \left( \frac{1}{x} \right) (3.377 \pm 0.003) \sqrt{\frac{\alpha_s N_c}{4\pi}} , \\
F_{NS}^B \sim \left( \frac{1}{x} \right) (3.376 \pm 0.004) \sqrt{\frac{\alpha_s N_c}{4\pi}} , \\
F_{NS}^C \sim \left( \frac{1}{x} \right) (3.367 \pm 0.003) \sqrt{\frac{\alpha_s N_c}{4\pi}} , \\
F_{NS}^{\text{mag}} \sim \left( \frac{1}{x} \right) (3.373 \pm 0.003) \sqrt{\frac{\alpha_s N_c}{4\pi}},
\]

where the uncertainties come from the standard error of the quadratic polynomial fits. Plugging these into eq. (2.35b) and rounding up the intercepts values to the first decimal
point yields
\[ f_{1T}^{1NS}(x, k_T^2) \bigg|_{\text{sub-eikonal}} \sim \left( \frac{1}{x} \right)^{3.4} \sqrt{\frac{\alpha_s N_c}{2\pi}}. \] (2.78)

### 2.5 Small-x asymptotics of the flavor non-singlet Sivers function: a summary

We conclude this section by summarizing the results of our calculations. The flavor non-singlet Sivers function at small \( x \) receives contributions at the eikonal and sub-eikonal order. The eikonal contribution is coming from the spin-dependent odderon (see eq. (2.9)) and leads to \( f_{1T}^{1NS} \sim 1/x \) asymptotics with an almost non-perturbative accuracy [77–83], in agreement with [1, 2]. The sub-eikonal contribution to the flavor non-singlet Sivers function is calculated in this section. At large \( N_c \) and in DLA it is given by eq. (2.78). We, therefore, conclude that one can describe the small-\( x \) asymptotics of the quark Sivers function as

\[ f_{1T}^{1NS}(x, k_T^2) = C_0(x, k_T^2) \frac{1}{x} + C_1(x, k_T^2) \left( \frac{1}{x} \right)^{3.4} \sqrt{\frac{\alpha_s N_c}{2\pi}} + \ldots \] (2.79)

with some functions \( C_0(x, k_T^2) \) and \( C_1(x, k_T^2) \), which can be numerically obtained from the above results. These functions also depend on \( x \), but in a much slower way than the powers explicitly shown in eq. (2.79) (see, e.g., eq. (26) in [108]). The ellipsis in eq. (2.79) denote the further energy-suppressed sub-sub-eikonal corrections.

### 3 The Boer-Mulders function

#### 3.1 The Boer-Mulders function at small \( x \)

Our next goal is to study the other leading-twist T-odd quark TMD, the Boer-Mulders function [67], at small values of \( x \). The LCOT analysis of [24, 25] applies to this TMD as well, such that we will need only the contribution of the diagram B in the classification of [24, 25], shown above in figure 1. The Boer-Mulders function, unlike the Sivers function, receives no eikonal-level contribution (as will become apparent shortly): hence, the diagram C from [24] need not be considered.

Employing the standard definition [109] for the quark Boer-Mulders function \( h_1^{ij}(x, k_T^2) \) we write, taking only the diagram B and it complex conjugate into account,

\[
-e^{ij} k_i \frac{k_j}{M_P} h_1^{ij}(x, k_T^2) \subset \int \frac{dr^- d^2r_\perp}{(2\pi)^3} e^{ik \cdot r} \langle P| \bar{\psi}(0) \mathcal{U}[0, r] \frac{i\sigma^+ \gamma^5}{2} \psi(r) | P\rangle
\]

\[ = \int \frac{dr^- d^2r_\perp}{(2\pi)^3} e^{ik \cdot r} \langle P| \bar{\psi}(0) \mathcal{U}[0, r] \frac{\gamma^5 \gamma^+ \gamma^j}{2} \psi(r) | P\rangle
\]

\[ = \frac{2p_i^+}{2(2\pi)^3} \sum \alpha \int d\xi^- d^2\xi_\perp d\zeta^- d^2\zeta_\perp e^{ik \cdot (\xi^- - \zeta^-)} \frac{\gamma^5 \gamma^j}{2} \left( \bar{\psi}_\alpha(\xi) V_{\xi}[\zeta^- = \infty, |X|] (X|V_{\xi}[\zeta^- = \infty, |X|] \psi_\beta(\zeta) \right)
\]

\[ = - \frac{2p_i^+}{2(2\pi)^3} \int d^2\zeta_\perp d^2w_\perp \frac{d^2k_1 \cdot dk_2}{(2\pi)^3} e^{i(k_1 + k_2) \cdot (w^- - \zeta)} \theta(k_1^-) \theta(k_2^-) \frac{1}{(xp_1^+ k_1^- + k_2^-)(xp_1^+ k_1^- + k_2^-)}
\]

\[ \times \sum_{\chi_1 \chi_2} \bar{v}_{\chi_2}(k_2) \frac{\gamma^5 \gamma^j}{2} v_{\chi_1}(k_1) \left\langle T \left( \mathcal{V}_{\chi_1}(k_1) \left( V_{\chi_2} T \right) ^{nm} v_{\chi_2}(k_2) \right) \right\rangle_{k_1^- = k_1^2 = 0, k_2^2 = 0, k_2^- = -k_2^-} + \text{c.c.}
\]
with the future-pointing (semi-inclusive deep inelastic scattering or SIDIS) fundamental Wilson-line staple $U([0,r])$, fundamental color indices $m,n$, and the $\pm$-reversed BL spinors from eq. (2.12).

Choosing, for definiteness, the transverse index $j=1$ in eq. (3.1) yields

$$
\frac{k^\mu}{M_P}h_1^{\perp \mu}(x,k_T^2) \subset -\frac{2p_1^+}{2(2\pi)^3} \int d^2z_\perp d^2w_\perp d^2k_{1\perp} dk_1^- e^{i(xk_1^-+\vec{k}_1^- \cdot \vec{w}_1^-)} \hat{\theta}(k_1^-) \frac{1}{(xp_1^+k_1^++k_1^2)(xp_1^+k_1^-+k_1^2)} \times \sum_{x_1,x_2} \bar{v}_{x_2}(k_2) \frac{\gamma^\mu + \gamma^1}{2} v_{x_1}(k_1) \left\langle \text{TV}_{\perp}^{nm} \bar{v}_{x_1}(k_1) \left( \hat{V}_\perp^{+ \mu} \right)^{nm} v_{x_2}(k_2) \right\rangle \bigg|_{k_1^2=x_1k_1^2=0,k_2^2=0,\theta=-\hat{1}} + \text{c.c.}
$$

(3.2)

Employing the $\pm$-reversed BL spinors (2.12) we find for massless quarks [24]

$$
\bar{v}_{x_2}(k_2) \frac{\gamma^\mu + \gamma^1}{2} v_{x_1}(k_1) = \frac{1}{2} \frac{1}{k_1^- k_2^-} \left[ -\chi_1 \delta_{x_1x_2} [2 \hat{S} \cdot \hat{k}_1 \hat{S} \cdot \hat{k}_2 - \hat{k}_1 \cdot \hat{k}_2] -i \chi_2 \delta_{x_1,-x_2} (\hat{S} \times \hat{k}_1 \hat{S} \cdot \hat{k}_2 + \hat{S} \cdot \hat{k}_1 \hat{S} \times \hat{k}_2) \right]
$$

where $\hat{S}=\hat{\tau}$ is the unit vector in the direction of the spin quantization axis for the spinors (2.12).

The replacement (2.15),

$$
\bar{v}_{x_1}(k_1) \left( \hat{V}_\perp^{+ \mu} \right)^{nm} v_{x_2}(k_2) \rightarrow 2\sqrt{k_1^- k_2^-} \int d^2z_\perp \left( V_\perp^{\mu \nu} \right)^{nm}_{x_2,x_1} \cdot \cdot \cdot \right.
$$

along with $e^{i(x \cdot \vec{k} - \vec{w}_1 \cdot \vec{\zeta})} \rightarrow e^{i(x \cdot \vec{k} - \vec{\zeta})}$ yields

$$
\frac{k^\mu}{M_P}h_1^{\perp \mu}(x,k_T^2) \subset
$$

(3.3)

$$
\left[ \chi_1 \delta_{x_1x_2} (2 \hat{S} \cdot \hat{k}_1 \hat{S} \cdot \hat{k}_2 - \hat{k}_1 \cdot \hat{k}_2) + i \chi_2 \delta_{x_1,-x_2} (\hat{S} \times \hat{k}_1 \hat{S} \cdot \hat{k}_2 + \hat{S} \cdot \hat{k}_1 \hat{S} \times \hat{k}_2) \right] \left\langle \text{Tr} \left[ \hat{V}_\perp V_\perp^{\mu \nu} \right] \right\rangle_{x_2,x_1} + \text{c.c.}
$$

(3.4)

$$
\left[ \chi_1 \delta_{x_1x_2} (2 \hat{S} \cdot \hat{k}_1 \hat{S} \cdot \hat{k}_2 - \hat{k}_1 \cdot \hat{k}_2) + i \chi_2 \delta_{x_1,-x_2} (\hat{S} \times \hat{k}_1 \hat{S} \cdot \hat{k}_2 + \hat{S} \cdot \hat{k}_1 \hat{S} \times \hat{k}_2) \right] \left\langle \text{Tr} \left[ \hat{V}_\perp V_\perp^{\mu \nu} \right] \right\rangle_{x_2,x_1} + \text{c.c.}
$$

(3.5)

We see that only the $\chi_1\delta_{x_1x_2}$ and $\chi_2\delta_{x_1,-x_2}$ structures in $V_{\perp}^{\mu \nu}$ survive in eq. (3.5). As promised above, this eliminates the eikonal contribution to $V_{\perp}^{\mu \nu}$, which comes in with $\delta_{x_1x_2}$ only. (The same is true for the eikonal contribution to the diagram C of [25].) Moreover, at the sub-eikonal order, the relevant polarization structures can be found from eq. (2.18): these are $\delta_{x_1x_2}$ and $\delta_{x_1,-x_2}$ [3]. These structures in $V_{\perp}^{\mu \nu}$ also do not contribute to eq. (3.5), due to the projections on $\chi_1\delta_{x_1x_2}$ and $\chi_2\delta_{x_1,-x_2}$ in it. We conclude that only the sub-sub-eikonal part of $V_{\perp}^{\mu \nu}$ can contribute to eq. (3.5).

The sub-sub-eikonal contribution to the quark $S$-matrix has to involve a quark-sector operator [3]. Only the terms quadratic in the quark or gluon fields may contribute to the DLA evolution: the sub-sub-eikonal operators which are at most quadratic in the non-eikonal field and come in with the $\chi_1\delta_{x_1x_2}$ and $\chi_2\delta_{x_1,-x_2}$ polarization structures exist only in the quark sector [3]. Sub-sub-eikonal operators containing the gluon fields either come
in proportional to the quark mass, which we neglect, or give zero projections onto $\chi_1 \delta_{\chi_1 \chi_2}$ and $\chi_1 \delta_{\chi_1 \chi_2}$, or enter through terms containing more than two sub-eikonal fields, which do not contribute to DLA evolution. Keeping only the sub-sub-eikonal quark terms, we write [3]

$$V_{\chi_1 ^\text{pol} q\gamma}^{\text{pol}}(\bar{\psi},z_2,\bar{\psi},z_1) \supset \frac{g^2(p_1^+)^2}{8 s^2} t^b \psi_\beta(z_2,\bar{z}_2) U_{\bar{z}_2}^b(z_2,\bar{z}_1) \delta^2(z_2-\bar{z}_1)$$

with

$$O_{\chi,\chi'}^{\text{pol} q\gamma} \left( i \gamma^5 \begin{pmatrix} \vec{D}_x - S \times \vec{D}_y \end{pmatrix} (1-i \gamma^5 \gamma^1 \gamma^2) + [i \gamma^5 S \cdot \vec{D}_z] (1+i \gamma^5 \gamma^1 \gamma^2) \right) - O_{\chi,-\chi'}^{\text{pol} q\gamma} \left( i \gamma^5 \begin{pmatrix} \vec{D}_x - S \times \vec{D}_y \end{pmatrix} (1-i \gamma^5 \gamma^1 \gamma^2) + [i \gamma^5 S \cdot \vec{D}_z - S \times \vec{D}_y] (1+i \gamma^5 \gamma^1 \gamma^2) \right) \bar{\psi}_\alpha(z_1,\bar{z}_1) t^a.$$  

Here the covariant derivatives act on the spinors only. Only the polarization structures $\chi_1 \delta_{\chi_1 \chi_2}$ and $\chi_1 \delta_{\chi_1 \chi_2}$ that survive in eq. (3.5) are shown explicitly. The ellipsis in eq. (3.6) denote the operators containing either multiple insertions of $O_{\chi,\chi'}^{\text{pol} q\gamma}$ or a four-quark field operator or additional powers of sub-eikonal gluon field components [3]; none of these are relevant for the DLA evolution we are about to construct.

We define

$$V_T^{\chi} \equiv \frac{g^2(p_1^+)^2}{16 s^2} \int d\bar{z}_2 \int d\bar{z}_1 \; V_{\chi}^{\text{pol} q\gamma} \left[ \begin{pmatrix} \vec{D}_x - S \times \vec{D}_y \end{pmatrix} \gamma^+ \gamma^- \right] \bar{\psi}_\alpha(z_2,\bar{z}_2) t^a \psi_\beta(z_2,\bar{z}_2) U_{\bar{z}_2}^b(z_2,\bar{z}_1) \delta^2(z_2-\bar{z}_1)$$

$$+ [i \gamma^5 \begin{pmatrix} \vec{D}_x - S \times \vec{D}_y \end{pmatrix} \gamma^- \gamma^+] \bar{\psi}_\alpha(z_1,\bar{z}_1) t^a V_{\chi}^{\text{pol} q\gamma} \left[ \begin{pmatrix} \vec{D}_x - S \times \vec{D}_y \end{pmatrix} \gamma^+ \gamma^- \right] \psi_\beta(z_2,\bar{z}_2) U_{\bar{z}_2}^b(z_2,\bar{z}_1) \delta^2(z_2-\bar{z}_1)$$

$$V_{\chi}^{T\perp} \equiv -\frac{g^2(p_1^+)^2}{16 s^2} \int d\bar{z}_2 \int d\bar{z}_1 \; V_{\chi}^{\text{pol} q\gamma} \left[ \begin{pmatrix} \vec{D}_x - S \times \vec{D}_y \end{pmatrix} \gamma^- \gamma^+ \right] \bar{\psi}_\alpha(z_1,\bar{z}_1) t^a V_{\chi}^{\text{pol} q\gamma} \left[ \begin{pmatrix} \vec{D}_x - S \times \vec{D}_y \end{pmatrix} \gamma^+ \gamma^- \right] \psi_\beta(z_2,\bar{z}_2) U_{\bar{z}_2}^b(z_2,\bar{z}_1) \delta^2(z_2-\bar{z}_1)$$

Note that the color matrix in $\vec{D}_x$ is inserted between $t^b$ and $\psi_\beta$, while the color matrix of $\vec{D}_x$ is inserted between $\bar{\psi}_\alpha$ and $t^a$ [3].

With this notation we have

$$V_{\chi}^{\text{pol} q\gamma} \supset \left[ \chi_1 \delta_{\chi_1 \chi_2} V_T^{\chi} + \chi_1 \delta_{\chi_1 \chi_2} V_{\chi}^{T\perp} \right] \delta^2(\bar{z}-\bar{y}),$$

(3.9)
such that eq. (3.5) becomes

\[
\frac{k^\theta}{M_P} h_{1,q}^+(x,k_T^2) \subset -\frac{4p_i^+}{2(2\pi)^3} \int d^2\zeta d^2w \frac{d^2k_{1\perp}dk_{\perp}}{(2\pi)^3} e^{i(k_{1\perp}+k_1) \cdot \vec{w}} \frac{1}{(xp_i^+ k_1^- + k_1^2)(xp_i^+ k_1^- + k^2)}
\]
\[
\times \left[ 2S \cdot k_1 S \cdot k - k_1 \cdot k \right] \left( T \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^T \right] + \bar{T} \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^T \right] \right) + i \left( \vec{S} \times k_1 \vec{S} \cdot k + \vec{S} \cdot k_1 \vec{S} \times k \right) \left( T \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^{T+1} \right] - \bar{T} \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^{T+1} \right] \right) \right].
\]

Finally, expanding the denominators in the powers of \( x \),

\[
\frac{1}{(xp_i^+ k_1^- + k_1^2)(xp_i^+ k_1^- + k^2)} = \frac{1}{k_1^2} \left( \frac{1}{k_1^2} + \frac{1}{k^2} \right) + \ldots
\]

while remembering that for sub-sub-eikonal quantities the leading term of such expansion is canceled by the instantaneous term in the quark propagator of diagram B [25], we arrive at the expression for the quark Boer-Mulders function,

\[
\frac{k^\theta}{M_P} h_{1,q}^+(x,k_T^2) \subset \frac{4x(p_i^+)^2}{2(2\pi)^3} \int d^2\zeta d^2w \frac{d^2k_{1\perp}dk_{\perp}}{(2\pi)^3} e^{i(k_{1\perp}+k_1) \cdot \vec{w}} \frac{k_1^-}{k_1^2} \left( \frac{1}{k_1^2} + \frac{1}{k^2} \right)
\]
\[
\times \left[ 2S \cdot k_1 S \cdot k - k_1 \cdot k \right] \left( T \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^T \right] + \bar{T} \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^T \right] \right) + i \left( \vec{S} \times k_1 \vec{S} \cdot k + \vec{S} \cdot k_1 \vec{S} \times k \right) \left( T \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^{T+1} \right] - \bar{T} \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^{T+1} \right] \right) \right].
\]

Repeating the above steps for the anti-quark Boer-Mulders distribution yields

\[
\frac{k^\theta}{M_P} h_{1,q}^+(x,k_T^2) \subset \frac{4x(p_i^+)^2}{2(2\pi)^3} \int d^2\zeta d^2w \frac{d^2k_{1\perp}dk_{\perp}}{(2\pi)^3} e^{i(k_{1\perp}+k_1) \cdot \vec{w}} \frac{k_1^-}{k_1^2} \left( \frac{1}{k_1^2} + \frac{1}{k^2} \right)
\]
\[
\times \left[ 2S \cdot k_1 S \cdot k - k_1 \cdot k \right] \left( T \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^T \right] + \bar{T} \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^T \right] \right) + i \left( \vec{S} \times k_1 \vec{S} \cdot k + \vec{S} \cdot k_1 \vec{S} \times k \right) \left( T \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^{T+1} \right] - \bar{T} \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^{T+1} \right] \right) \right].
\]

The flavor-singlet and non-singlet Boer-Mulders distributions are

\[
\frac{k^\theta}{M_P} h_{1,s}^{+s}(x,k_T^2) \subset \frac{4x(p_i^+)^2}{2(2\pi)^3} \sum_f \int d^2\zeta d^2w \frac{d^2k_{1\perp}dk_{\perp}}{(2\pi)^3} e^{i(k_{1\perp}+k_1) \cdot \vec{w}} \frac{k_1^-}{k_1^2} \left( \frac{1}{k_1^2} + \frac{1}{k^2} \right)
\]
\[
\times \left[ 2S \cdot k_1 S \cdot k - k_1 \cdot k \right] \left( T \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^T \right] + \bar{T} \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^T \right] + T \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^T \right] + \bar{T} \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^T \right] \right)
\]
\[
+ i \left( \vec{S} \times k_1 \vec{S} \cdot k + \vec{S} \cdot k_1 \vec{S} \times k \right) \left( T \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^{T+1} \right] - \bar{T} \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^{T+1} \right] \right) \right],
\]

\[
\frac{k^\theta}{M_P} h_{1,ns}^{+ns}(x,k_T^2) \subset \frac{4x(p_i^+)^2}{2(2\pi)^3} \int d^2\zeta d^2w \frac{d^2k_{1\perp}dk_{\perp}}{(2\pi)^3} e^{i(k_{1\perp}+k_1) \cdot \vec{w}} \frac{k_1^-}{k_1^2} \left( \frac{1}{k_1^2} + \frac{1}{k^2} \right)
\]
\[
\times \left[ 2S \cdot k_1 S \cdot k - k_1 \cdot k \right] \left( T \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^T \right] + \bar{T} \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^T \right] + T \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^T \right] - \bar{T} \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^T \right] \right)
\]
\[
+ i \left( \vec{S} \times k_1 \vec{S} \cdot k + \vec{S} \cdot k_1 \vec{S} \times k \right) \left( T \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^{T+1} \right] - \bar{T} \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^{T+1} \right] \right) \right].
\]

Defining

\[
\hat{h}_{\omega}^{+s}(z) \equiv \frac{1}{2N_c} \left\langle \left( T \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^T \right] - \bar{T} \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^T \right] \right) \rightangle,
\]
\[
\hat{h}_{\omega,ns}^{+ns}(z) \equiv \frac{1}{2N_c} \left\langle \left( T \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^{T+1} \right] - \bar{T} \text{ tr} \left[ V_{\omega}^{\dagger} V_{\omega}^{T+1} \right] \right) \rightangle,
\]
where, now and for the rest of this section,
\[
\langle \ldots \rangle \equiv (zs)^2 \langle \ldots \rangle = (p_1^+ k_1^-)^2 \langle \ldots \rangle
\]  
(cf. eq. (2.33)), we rewrite the non-singlet distribution as
\[
\frac{k^y}{M_P} h_1^{+\text{NS}}(x, k_T^2) \subset \frac{8 \pi N_c}{(2\pi)^3} \int d^2 \epsilon_{\perp} d^2 w_{\perp} \frac{d^2 k_{1\perp}}{(2\pi)^3} e^{i(\epsilon_{1\perp} + \hat{w}_{\perp}) \cdot (w_{\perp} - \zeta)} \left( \frac{1}{k_{1\perp}^2 + k_{1\perp}^2} \right) \int \frac{dz}{z} \frac{d^2 z}{\Delta^2} 
\]
\[
\times \left\{ (2 \hat{S} \cdot \hat{k}_1 \hat{S} \cdot \hat{k}_1 - \hat{k}_1 \cdot \hat{k}_1) \left[ \hat{H}^1_{\hat{w}_{\perp}}(z) + \hat{H}^1_{\hat{w}_{\perp}}(\hat{w}_{\perp} - \zeta) \right] + i \left( \hat{S} \times \hat{k}_1 \hat{S} \cdot \hat{k}_1 + \hat{s}_1 \hat{k}_1 \hat{S} \cdot \hat{k}_1 \right) \left[ \hat{H}^2_{\hat{w}_{\perp}}(z) - \hat{H}^2_{\hat{w}_{\perp}}(\hat{w}_{\perp} - \zeta) \right] \right\},
\]  
where, as before, \( z = k_1^- / p_2^- \).

The operators (3.8) are linear in \( \hat{S} \). Hence, the amplitude \( \hat{H}^1 \) and \( \hat{H}^2 \) should be linear in \( \hat{S} \) too. In addition, to contribute to the Boer-Mulders function, \( \hat{H}^1 \) should contain \( e^{i\phi} \), while \( \hat{H}^2 \) should not. We thus write (while changing the notation from \( \hat{w}_{\perp}, \zeta \) to \( \hat{x}_{10}, \hat{x}_{0} \))
\[
\int d^2 b_{\perp} \hat{H}^1_{10}(z) = \hat{x}_{10} \times \hat{S} \hat{H}^1(x_{10}, z),
\]
\[
\int d^2 b_{\perp} \hat{H}^2_{10}(z) = \hat{x}_{10} \cdot \hat{S} \hat{H}^2(x_{10}, z).
\]

Employing these results in eq. (3.17) we get
\[
\frac{k^y}{M_P} h_1^{+\text{NS}}(x, k_T^2) = \frac{8 \pi N_c}{(2\pi)^3} \int d^2 x_{10} d^2 k_{1\perp} \frac{d^2 \epsilon_{\perp}}{(2\pi)^3} e^{i(\epsilon_{1\perp} + \hat{w}_{\perp}) \cdot \hat{x}_{10}} \left( \frac{1}{k_{1\perp}^2 + k_{1\perp}^2} \right) \int \frac{dz}{z} \frac{d^2 z}{\Delta^2} 
\]
\[
\times \left\{ (2 \hat{S} \cdot \hat{k}_1 \hat{S} \cdot \hat{k}_1 - \hat{k}_1 \cdot \hat{k}_1) (\hat{x}_{10} \times \hat{S}) \Im \hat{H}^1(x_{10}, z) + (\hat{S} \times \hat{k}_1 \hat{S} \cdot \hat{k}_1 + \hat{s}_1 \hat{k}_1 \hat{S} \cdot \hat{k}_1) (\hat{x}_{10} \cdot \hat{S}) \Re \hat{H}^2(x_{10}, z) \right\}.
\]

Finally, defining
\[
\hat{H}^1_{10}(z) \equiv \frac{1}{2 N_c} \Im \left\langle \left[ T \text{ tr} \left[ V^\dagger_2 V_1^\dagger \right] - T \text{ tr} \left[ V_2^\dagger V_1^\dagger \right] \right] \right\rangle,
\]
\[
\hat{H}^2_{10}(z) \equiv \frac{1}{2 N_c} \Re \left\langle \left[ T \text{ tr} \left[ V^\dagger_2 V_1^\dagger \right] - T \text{ tr} \left[ V_2^\dagger V_1^\dagger \right] \right] \right\rangle,
\]

along with
\[
\int d^2 b_{\perp} \hat{H}^1_{10}(z) = \hat{x}_{10} \times \hat{S} \hat{H}^1(x_{10}, z),
\]
\[
\int d^2 b_{\perp} \hat{H}^2_{10}(z) = \hat{x}_{10} \cdot \hat{S} \hat{H}^2(x_{10}, z),
\]

we obtain our final expression for the flavor non-singlet Boer-Mulders function at small \( x \),
\[
\frac{k^y}{M_P} h_1^{+\text{NS}}(x, k_T^2) \equiv \frac{i x N_c}{\pi^3} \int d^2 x_{10} d^2 k_{1\perp} \frac{d^2 \epsilon_{\perp}}{(2\pi)^3} e^{i(\epsilon_{1\perp} + \hat{w}_{\perp}) \cdot \hat{x}_{10}} \left( \frac{1}{k_{1\perp}^2 + k_{1\perp}^2} \right) \int \frac{dz}{z} \frac{d^2 z}{\Delta^2} 
\]
\[
\times \left\{ (2 \hat{S} \cdot \hat{k}_1 \hat{S} \cdot \hat{k}_1 - \hat{k}_1 \cdot \hat{k}_1) (\hat{x}_{10} \times \hat{S}) \hat{H}^1(x_{10}, z) + (\hat{S} \times \hat{k}_1 \hat{S} \cdot \hat{k}_1 + \hat{s}_1 \hat{k}_1 \hat{S} \cdot \hat{k}_1) (\hat{x}_{10} \cdot \hat{S}) \hat{H}^2(x_{10}, z) \right\}.
\]
3.2 Evolution of the flavor non-singlet Boer-Mulders function at small $x$

We are now ready to construct small-$x$ evolution equations determining the small-$x$ asymptotics for the Boer-Mulders function. We want to build the DLA evolution of

$$H_{10}^1(z) = \frac{1}{2N_c} \text{Im} \langle \langle T \text{tr} \left[ V_0 V_T^T \right] - T \text{tr} \left[ V_0^T V_T \right] \rangle \rangle,$$  

(3.23a)

$$H_{10}^2(z) = \frac{1}{2N_c} \text{Re} \langle \langle T \text{tr} \left[ V_0 V_T^{\perp T} \right] - T \text{tr} \left[ V_0^T V_T^{\perp} \right] \rangle \rangle.$$  

(3.23b)

Since we need only the operators quadratic in non-eikonal fields for the DLA evolution at hand, we first simplify the operators (3.8) by replacing $D \to \partial$,

$$V_T^x = \frac{g^2(p_T^x)^2}{16 \pi^2} \int \frac{dz_1}{z_1} \int \frac{dz_2}{z_2} \, V_x[\infty,z_2] t^b \psi_\beta(z_2,x) U_{zb}^a \left[ i\gamma^5 \vec{S} \cdot \vec{Q}_x - \vec{S} \times \vec{Q}_x \right] \gamma^+ \gamma^- \int \alpha \beta \bar{\psi}_\alpha(z_1,x) t^a V_0[1,\infty],$$  

(3.24a)

$$V_T^{\perp x} = -\frac{g^2(p_T^{\perp x})^2}{16 \pi^2} \int \frac{dz_1}{z_1} \int \frac{dz_2}{z_2} \, V_x[\infty,z_2] t^b \psi_\beta(z_2,x) U_{zb}^a \left[ i\gamma^5 \vec{S} \cdot \vec{Q}_x - \gamma^5 \vec{S} \times \vec{Q}_x \right] \gamma^+ \gamma^- \int \alpha \beta \bar{\psi}_\alpha(z_1,x) t^a V_0[1,\infty].$$  

(3.24b)

The diagrams contributing to the DLA evolution of the amplitudes $H_{10}^1(z)$ and $H_{10}^2(z)$ from eq. (3.23) are shown in figure 5. To evaluate the diagram $\alpha$ we employ the quark
Adding the eikonal contributions from the diagrams (3.25) (and for massless quarks)

\[
\alpha \delta_{\chi,\chi'} \alpha \delta_{\chi,\chi'} \alpha \delta_{\chi,\chi'} \alpha \delta_{\chi,\chi'} \alpha \delta_{\chi,\chi'} \alpha \delta_{\chi,\chi'}
\]

The contribution of the diagram \( \alpha \) to the evolution of \( H_{10}(z) \) is

\[
\delta_{\alpha} H_{10}^{(1)}(z) = -\frac{\alpha_s}{2\pi^2 N_c} \int \frac{dz'}{z'} \int \frac{d^2 x_{21}}{x_{21}^2} \text{Im} \langle \langle \text{Tr} \left[ t^a V_{21}^a T^b_2 \right] U_{21}^{(ba)} - \text{Tr} \left[ t^a V_{21}^a T^b_2 \right] U_{21}^{(ba)} \rangle \rangle (z').
\]

(3.27)

The contribution of the \( \alpha \)-diagram to \( H_{10}^{(2)}(z) \) can be calculated similarly and is

\[
\delta_{\alpha} H_{10}^{(2)}(z) = -\frac{\alpha_s}{2\pi^2 N_c} \int \frac{dz'}{z'} \int \frac{d^2 x_{21}}{x_{21}^2} \text{Re} \langle \langle \text{Tr} \left[ t^a V_{21}^a T^b_2 \right] U_{21}^{(ba)} - \text{Tr} \left[ t^a V_{21}^a T^b_2 \right] U_{21}^{(ba)} \rangle \rangle (z').
\]

(3.28)

Adding the eikonal contributions from the diagrams \( \beta, \gamma, \delta, \) etc., using the standard technique [90, 95–100] we arrive at the evolution equations for the amplitudes \( H_{10}^{(1)}(z) \) and \( H_{10}^{(2)}(z) \)

\[
H_{10}^{(1)}(z) = H_{10}^{(1)(0)}(z) + \frac{\alpha_s N_c}{2\pi^2} \int \frac{dz'}{z'} \int d^2 x_{21} \frac{x_{21}^2}{x_{21}^2 x_{20}^2} \frac{1}{2} \text{Im} \langle \langle \frac{1}{N_c} \text{Tr} \left[ V_{21}^a T^b_2 \right] U_{21}^{(ba)} \rangle \rangle (z').
\]

(3.29a)

\[
- \frac{C_F}{N_c} \text{Tr} \left[ V_{21}^a T^b_2 \right] - \frac{1}{N_c} \text{Tr} \left[ V_{21}^a T^b_2 \right] U_{21}^{(ba)} + \frac{C_F}{N_c} \text{Tr} \left[ V_{21}^a T^b_2 \right] \rangle \rangle (z')
\]

\[
+ \frac{\alpha_s N_c}{2\pi^2} \int \frac{dz'}{z'} \int d^2 x_{21} \text{Im} \langle \langle \frac{1}{N_c} \text{Tr} \left[ t^a V_{21}^a T^b_2 \right] U_{21}^{(ba)} - \frac{1}{N_c} \text{Tr} \left[ t^a V_{21}^a T^b_2 \right] U_{21}^{(ba)} \rangle \rangle (z').
\]

(3.29b)

\[
H_{10}^{(2)}(z) = H_{10}^{(2)(0)}(z) + \frac{\alpha_s N_c}{2\pi^2} \int \frac{dz'}{z'} \int d^2 x_{21} \frac{x_{21}^2}{x_{21}^2 x_{20}^2} \frac{1}{2} \text{Re} \langle \langle \frac{1}{N_c} \text{Tr} \left[ V_{21}^a T^b_2 \right] U_{21}^{(ba)} \rangle \rangle (z').
\]

\[
- \frac{C_F}{N_c} \text{Tr} \left[ V_{21}^a T^b_2 \right] + \frac{1}{N_c} \text{Tr} \left[ V_{21}^a T^b_2 \right] U_{21}^{(ba)} + \frac{C_F}{N_c} \text{Tr} \left[ V_{21}^a T^b_2 \right] \rangle \rangle (z')
\]

\[
+ \frac{\alpha_s N_c}{2\pi^2} \int \frac{dz'}{z'} \int d^2 x_{21} \text{Re} \langle \langle \frac{1}{N_c} \text{Tr} \left[ t^a V_{21}^a T^b_2 \right] U_{21}^{(ba)} - \frac{1}{N_c} \text{Tr} \left[ t^a V_{21}^a T^b_2 \right] U_{21}^{(ba)} \rangle \rangle (z').
\]
These are the general equations for the small-$x$ evolution of the flavor non-singlet dipole amplitudes for the Boer-Mulders TMD. Let us note that the two equations are decoupled from each other: the evolution of $H_{10}^1(z)$ only depends on $V^T$, which, in turn, enters the definition (3.23a) of $H_{10}^1(z)$. Similarly, the evolution of $H_{10}^2(z)$ only depends on $V^T\perp$ entering (3.23b).

### 3.3 Large-$N_c$ evolution

The equations (3.29) we derived above are a general result for the amplitudes $H_{10}^1(z)$ and $H_{10}^2(z)$, but they are not a closed system of equations. The dipole amplitudes on the left-hand side of eq. (3.29a) and eq. (3.29b) are not present on the right-hand side, just as we saw with the Sivers function. Again we need to take the large-$N_c$ limit in order to obtain closed equations.

Employing the Fierz identity and eq. (2.41c), the contribution of the diagram $\alpha$ to eq. (3.29a) at large $N_c$ (the last line of eq. (3.29a)) can be readily shown to be

$$
\delta_\alpha H_{10}^1(z) = \frac{\alpha_s N_c}{2\pi^2} \int \frac{dz'}{z'} \int \frac{d^2 x_2}{x_{21}^2} H_{21}^2(z').
$$

Integrating over impact parameters while employing eq. (3.21a) yields zero, which results from the integration over the angles of $x_{21}$. In arriving at eq. (3.30) we have also assumed that we are outside the saturation region, and linearized the expression on its right-hand side by putting $S = 1$: the result may be non-zero inside the saturation region.

Similarly, the linearized ($S = 1$) contribution of the diagram $\alpha$ to eq. (3.29b) is

$$
\delta_\alpha H_{10}^2(z) = \frac{\alpha_s N_c}{2\pi^2} \int \frac{dz'}{z'} \int \frac{d^2 x_2}{x_{21}^2} H_{21}^2(z').
$$

This is also zero after integration over impact parameters, this time due to eq. (3.21b).

Therefore, only the eikonal evolution contributes to both $H_{10}^1(z)$ and $H_{10}^2(z)$. After applying the Fierz identity and eq. (2.41c), the linearized evolution equations become

\begin{align}
H_{10}^1(z) &= H_{10}^{1(0)}(z) + \frac{\alpha_s N_c}{2\pi^2} \int \frac{dz'}{z'} \int d^2 x_2 \frac{x_{10}^2}{x_{21}^2 x_{20}^2} \left[ H_{12}^1(z') - \Gamma_{10,21}^1(z') \right], \quad (3.32a) \\
H_{10}^2(z) &= H_{10}^{2(0)}(z) + \frac{\alpha_s N_c}{2\pi^2} \int \frac{dz'}{z'} \int d^2 x_2 \frac{x_{10}^2}{x_{21}^2 x_{20}^2} \left[ H_{12}^2(z') - \Gamma_{10,21}^2(z') \right]. \quad (3.32b)
\end{align}

Here $\Gamma_{10,21}^1(z')$ and $\Gamma_{10,21}^2(z')$ are the neighbor dipole amplitudes for $H_{10}^1(z)$ and $H_{10}^2(z)$, respectively [12, 20], which we wrote in anticipation that only the $x_{21} \ll x_{10}$ region would contribute in DLA. This is indeed the case. We assume, like for the Sivers function analysis, that all amplitudes do not contain integer powers of the dipole size, and may contain only $\sim \sqrt{\alpha_s}$ or $\sim \alpha_s$ powers or logarithms of the dipole sizes. In the $x_{10} \to x_0$ limit the two terms
in the brackets of eqs. (3.32) cancel each other, and the eikonal kernel itself has no IR logarithms, so we only have the $\mathcal{E}_2 \rightarrow \mathcal{E}_1$ ultraviolet (UV) logarithms to consider. Keeping only this UV logarithmic contribution in eqs. (3.32) and integrating the resulting equations over all impact parameters while employing eqs. (3.21) along with
\[
\int d^2 b_{\perp} \Gamma_{10,21}(z) = \mathcal{E}_{10} \times \mathcal{S} \Gamma^1(x_{10}^2, x_{21}^2, z),
\]
\[
\int d^2 b_{\perp} \Gamma_{10,21}(z) = \mathcal{E}_{10} \times \mathcal{S} \Gamma^2(x_{10}^2, x_{21}^2, z),
\]
we arrive at
\[
\mathcal{E}_{10} \times \mathcal{S} H^1(x_{10}^2, z) = \mathcal{E}_{10} \times \mathcal{S} H^{1(0)}(x_{10}^2, z) + \frac{\alpha_s N_c}{2\pi} \int \frac{z'}{z} \int \frac{\frac{dx_{12}^2}{x_{21}^2}}{\Delta^2} \left[ \mathcal{E}_{12} \times \mathcal{S} H^1(x_{12}^2, z') \right]
\]
\[
- \mathcal{E}_{10} \times \mathcal{S} \Gamma^1(x_{10}^2, x_{21}^2, z'),
\]
\[
\mathcal{E}_{10} \times \mathcal{S} H^2(x_{10}^2, z) = \mathcal{E}_{10} \times \mathcal{S} H^{2(0)}(x_{10}^2, z) + \frac{\alpha_s N_c}{2\pi} \int \frac{z'}{z} \int \frac{\frac{dx_{12}^2}{x_{21}^2}}{\Delta^2} \left[ \mathcal{E}_{12} \times \mathcal{S} H^2(x_{12}^2, z') \right]
\]
\[
- \mathcal{E}_{10} \times \mathcal{S} \Gamma^2(x_{20}^2, x_{21}^2, z').
\]

Just like with the DLA contribution of the diagram $\alpha$, the first term in the square brackets of each equation vanishes after the integral over the $x_{21}$ angles. We are left with
\[
H^1(x_{10}^2, z) = H^{1(0)}(x_{10}^2, z) - \frac{\alpha_s N_c}{2\pi} \int \frac{z'}{z} \int \frac{\frac{dx_{12}^2}{x_{21}^2}}{\Delta^2} \Gamma^1(x_{10}^2, x_{21}^2, z'),
\]
\[
H^2(x_{10}^2, z) = H^{2(0)}(x_{10}^2, z) - \frac{\alpha_s N_c}{2\pi} \int \frac{z'}{z} \int \frac{\frac{dx_{12}^2}{x_{21}^2}}{\Delta^2} \Gamma^2(x_{20}^2, x_{21}^2, z').
\]

Since the equations (3.35) are identical, we will solve only one of them, with the solution applicable to the other equation. To close the system, we need an equation for the neighbor dipole amplitude, which can be readily derived following [12, 20]. We thus have
\[
H(x_{10}^2, z) = H^{(0)}(x_{10}^2, z) - \frac{\alpha_s N_c}{2\pi} \int \frac{z'}{z} \int \frac{\frac{dx_{12}^2}{x_{21}^2}}{\Delta^2} \Gamma(x_{10}^2, x_{21}^2, z'),
\]
\[
\Gamma(x_{10}^2, x_{21}^2, z') = H^{(0)}(x_{10}^2, z) - \frac{\alpha_s N_c}{2\pi} \int \frac{z'}{z} \int \frac{\frac{dx_{12}^2}{x_{21}^2}}{\Delta^2} \Gamma(x_{10}^2, x_{21}^2, z').
\]
We can rewrite these equations in terms of the dimensionless variables similar to those
we used for the Sivers function dipole amplitudes

\[ \eta \equiv \sqrt{\frac{\alpha_s N_c}{2\pi}} \ln \frac{zs}{\Lambda^2}, \quad s_{10} \equiv \sqrt{\frac{\alpha_s N_c}{2\pi}} \ln \frac{1}{x_{10}\Lambda^2}, \]  

(3.37a)

\[ \eta' \equiv \sqrt{\frac{\alpha_s N_c}{2\pi}} \ln \frac{z's}{\Lambda^2}, \quad s_{21} \equiv \sqrt{\frac{\alpha_s N_c}{2\pi}} \ln \frac{1}{x_{12}\Lambda^2}, \]  

(3.37b)

\[ \eta'' \equiv \sqrt{\frac{\alpha_s N_c}{2\pi}} \ln \frac{z''s}{\Lambda^2}, \quad s_{32} \equiv \sqrt{\frac{\alpha_s N_c}{2\pi}} \ln \frac{1}{x_{32}\Lambda^2}. \]  

(3.37c)

Performing this substitution and putting \( H(0)(x_{10}, z) = 1 \) for simplicity, we have

\[ H(s_{10}, \eta) = 1 - \int_{s_{10}}^{\eta} d\eta' \int_{s_{10}}^{\eta'} ds_{21} \Gamma(s_{10}, s_{21}, \eta'), \]  

(3.38a)

\[ \Gamma(s_{10}, s_{21}, \eta') = 1 - \int_{s_{10}}^{\eta'} d\eta'' \int_{\max\{s_{10}, s_{21} + \eta'' - \eta\}}^{\eta''} ds_{32} \Gamma(s_{10}, s_{32}, \eta''). \]  

(3.38b)

Equations (3.38) are similar to those solved in [22]. Their kernel structure admits the
scaling ansatz for the dipole amplitudes,

\[ H(s_{10}, \eta') = H(\eta - s_{10}) = H(\zeta) \]  

(3.39)

\[ \Gamma(s_{10}, s_{21}, \eta') = \Gamma(\eta' - s_{10}, \eta' - s_{21}) = \Gamma(\zeta, \zeta'). \]

This ansatz converts eqs. (3.38) into the following evolution equations

\[ H(\zeta) = 1 - \int_0^\zeta d\xi \int_0^\xi d\xi' \Gamma(\xi, \xi'), \]  

(3.40a)

\[ \Gamma(\zeta, \zeta') = H(\zeta') - \int_0^{\zeta'} d\xi' \int_0^{\zeta'} d\xi' \Gamma(\xi, \xi'). \]  

(3.40b)

Note that \( H(\zeta) = \Gamma(\zeta, \zeta) \).

We solve eqs. (3.40) in appendix B, obtaining

\[ H(\zeta) = \frac{1}{\zeta} J_1(2\zeta). \]  

(3.41)

Plugging this solution back into the expression (3.22) for the flavor non-singlet Boer-
Mulders function (both for \( H^1(x_{10}^2, z) \) and \( H^2(x_{10}^2, z) \)) we find

\[ \frac{k_T}{M_P} h_{11}^{NS}(x, k_T^2) \propto x \sqrt{\frac{2\pi}{\alpha_s N_c}} \int_0^{\frac{\alpha_s N_c}{2\pi} \ln(s_{10}^2)} \frac{d\zeta}{\zeta} J_1(2\zeta). \]  

(3.42)
Since
\[ \frac{1}{\zeta} J_1(2\zeta) \bigg|_{\zeta \gg 1} \approx \sqrt{\frac{T}{\pi}} \frac{1}{\zeta^{3/2}} \cos \left( 2\zeta - \frac{3\pi}{4} \right) \]  
(3.43)
we see that the \( \zeta \) integral is convergent at high energies, giving us an \( s \)-independent constant in the \( s \rightarrow \infty \) limit. This means that DLA evolution leaves the small-\( x \) flavor non-singlet Boer-Mulders function with its exact naive sub-sub-eikonal scaling,
\[ h_1^{\perp NS}(x \ll 1, k_T^2) \sim \left( \frac{1}{x} \right)^{-1}. \]  
(3.44)

Note that the exact solution of the above evolution equations for \( H^1(x_T^2, z) \) and \( H^2(x_T^2, z) \), when employed in eq. (3.22) would allow us to generate a more detailed expression for the Boer-Mulders function, which would include its \( k_T \)-dependence (potentially mixing with the \( x \)-dependence) as well. In eq. (3.44) we are only showing the dominant power of \( x \) for this TMD.

One may notice that the lowest-order calculation of the quark Boer-Mulders function in the quark-scalar diquark model of the proton results in an additive sub-eikonal term proportional to the light quark mass: see eq. (A11) in [109]. This may motivate one to explore the possibility that keeping the (light) quark mass-dependent terms in eq. (3.3) may result in a different (perhaps sub-eikonal) small-\( x \) asymptotics for the Boer-Mulders function. In appendix C we explore the mass corrections to our result (3.44). We find that such sub-eikonal correction is possible: however, in DLA the evolution of the corresponding dipole amplitudes \( H^{NS}(x_T^2, z) \) and \( H^{NS[2]}(x_T^2, z) \) is trivial, the amplitudes do not evolve, as we also show in appendix C. Hence, the light quark mass correction to eq. (3.44) comes in with the amplitudes given entirely by their initial conditions, which, therefore, may simply be zero. If, similar to [109], either one or both of the initial condition amplitudes \( H^{NS(0)}(x_T^2, z) \) and \( H^{NS[2](0)}(x_T^2, z) \) from eqs. (C.14) and (C.23) in appendix C are not zero, then eq. (3.44) would receive an additive \( \sim x^0(m/k_T) \) correction to its right-hand side. Whether this correction dominates over the sub-sub-eikonal term given in eq. (3.44) would depend on the \( (x, k_T^2) \) region of interest and on the value of the light quark mass \( m \).

4 Conclusions

In this paper we studied the small-\( x \) asymptotics of T-odd leading-twist quark TMDs, the Sivers and Boer-Mulders functions. We have revised the sub-eikonal DLA small-\( x \) evolution for the flavor non-singlet Sivers function by including the terms omitted in our previous paper on the subject [3]. The final expression for the sub-eikonal contribution to the flavor non-singlet Sivers function is given in eq. (2.35b). The DLA large-\( N_c \) evolution of the corresponding dipole amplitudes \( F_{NS}^A(x_T^2, z) \), \( F_{NS}^B(x_T^2, z) \), \( F_{NS}^C(x_T^2, z) \), and \( F_{NS\text{mag}}(x_T^2, z) \) is given in eqs. (2.55) and (2.56), with the remaining amplitude \( F^{NS[2]}(x_T^2, z) = 0 \) as shown above as well. The solution of eqs. (2.55) and (2.56), when used in eq. (2.35b) would give us a complete expression for the flavor non-singlet Sivers function at small \( x \), including all the \( x \) and \( k_T \) dependence of this function. Leaving the search for an analytic solution of eqs. (2.55) and (2.56) for the future, we have solved these equations numerically with the
result shown in figure 2. While the corresponding numerical construction of \( f_{1T}^{NS}(x,k_T^2) \) can readily be accomplished using the amplitudes from figure 2, we have instead concentrated on extracting the leading \( x \)-dependence of these amplitudes. This resulted in the following dominant small-\( x \) asymptotics of the flavor non-singlet Sivers function,

\[
f_{1T}^{NS}(x \ll 1, k_T^2) = C_0(x,k_T^2) \frac{1}{x} + C_1(x,k_T^2) \left( \frac{1}{x} \right)^{3.4 \sqrt{\frac{\alpha_s N_c}{4\pi}}} + \ldots.
\]  

(4.1)

which also includes the (eikonal) spin-dependent odderon \([1, 2]\) term (the first term on the right), with our sub-eikonal result given by the second term on the right. The conclusion (4.1), given by the sum of the odderon and DLA terms, appears to be qualitatively similar to that found in [84] for the transverse structure function. The intercept (power of \( 1/x \)) of our sub-eikonal correction appears to be numerically large, \( 3.4 \sqrt{\frac{\alpha_s N_c}{4\pi}} \approx 0.91 \) for \( \alpha_s = 0.3 \), very close to the intercept of 1 for the odderon. If this DLA intercept remains large when higher-order corrections in \( \alpha_s \) are included, our result may indicate a difficulty in experimentally searching for the spin-dependent odderon caused by the “background” sub-eikonal correction having the \( x \)-dependence very similar to that of the odderon.

In the second part of the paper we have found the leading contribution to the flavor non-singlet Boer-Mulders function at small-\( x \) given by eq. (3.22), which depends on the sub-sub-eikonal dipole amplitudes \( H_{10} \) and \( H_{20} \) defined in eqs. (3.20). We obtained nonlinear evolution equations for these dipole amplitudes in the large-\( N_c \) limit, and solved the linearized large-\( N_c \) equations (3.32) analytically. It is interesting to note that the equations (3.32) are fully decoupled from each other, although the nonlinear versions of those equations couple to the unpolarized eikonal dipole \( S \)-matrices which obey the Balitsky-Kovchegov (BK) equations \([90, 95, 99, 100]\). In addition, the equations (3.32) for \( H_{10} \) and \( H_{20} \) are actually identical. Both of these features appear to be in contrast to the complex coupled system of equations we found for the dipole amplitudes defining the Sivers function.

We solved the linearized DLA equations (3.32) for the Boer-Mulders dipole amplitudes analytically, obtaining the solution (3.41) which oscillates with decreasing oscillation amplitude as \( \ln(1/x) \) increases. Plugging the evolved dipole amplitudes back into the expression (3.22) for this TMD led to the oscillations being practically “washed out”, and we found that the leading sub-sub-eikonal contribution to the Boer-Mulders function receives no power corrections to its scaling with \( x \), that is

\[
h_{1T}^{NS}(x \ll 1, k_T^2) = C(x,k_T^2) \left( \frac{1}{x} \right)^{1} + \ldots.
\]  

(4.2)

Here the ellipsis denote corrections further suppressed by powers of \( x \) while \( C(x,k_T^2) \) is a slowly-varying function of \( x \) which can be exactly determined by our formalism developed above. In addition, we discussed that the light quark mass corrections may bring in the sub-eikonal \( \sim x^0 m/k_T \) additive term in eq. (4.2).

The situation with small-\( x \) asymptotics of the Boer-Mulders function is very similar to the case of the spin-dependent odderon which gave the leading eikonal contribution to the
quark Sivers function [1, 2, 14] (cf. eq. (2.9)). As we briefly mentioned above, the odderon is known to have a small-$x$ intercept of one [77–83] (at leading and sub-leading logarithmic order, and to all orders in $\alpha_s N_c$), which translates into the eikonal scaling $\sim 1/x$ for the Sivers function. While the asymptotics (4.2) for the Boer-Mulders function is not known with such a high precision, we observe that with the accuracy of our DLA calculation, the intercept receives no correction to the lowest-order sub-sub-eikonal $x$-scaling. Additionally, a number of T-odd gluon TMDs with the dipole Wilson line staple studied in [1] have their small-$x$ asymptotics dominated by the spin-dependent odderon, with the intercept, again, receiving no corrections proportional to any power of $\alpha_s N_c$.

At this point one may speculate that the leading small-$x$ asymptotics of T-odd TMDs does not receive any power-of-$\alpha_s$ corrections to its leading intercept (leading power of $1/x$). It seems that we can conjecture that the T-odd TMDs have some protection from $\alpha_s$-corrections to their leading power of $1/x$ under small-$x$ evolution, possibly due to some hidden symmetry which has not yet been identified. It would be very interesting to further investigate this apparent protection, possibly by studying the higher-order in $\alpha_s$ corrections to our result in eq. (4.2). We already know from the sub-eikonal contribution to the quark Sivers function shown in eq. (4.1) that this protection does not hold when one goes beyond the leading-eikonality (leading power of $1/x$) small-$x$ contribution: while the protection holds for the Sivers function at the eikonal order, it is clearly broken in the sub-eikonal (the second on the right-hand side) term in eq. (4.1). Still it may be interesting to see whether this protection holds in the leading term of eq. (4.2) beyond the zero DLA-order correction ($\sim \sqrt{\alpha_s}$) found here.
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**A Extraction of the DLA Evolution equations for the Sivers function**

In this appendix we extract the DLA parts of eqs. (2.47) and (2.53), beginning with the former equation.

We start with the first term under the integral in eq. (2.47),

$$
\int d^2 x \frac{\epsilon^i x_{21}^i}{x_{21}^2} \left[ \frac{\epsilon^j x_{20}^j}{x_{20}^2} + 2 x_{21} \times x_{20} \right] \left[ -x_{21} \cdot \tilde{S}_P F^{NS mag}(x_{21}^2, z') + x_{20} \cdot \tilde{S}_P F^{NS mag}(x_{20}^2, z') \right].
$$

(A.1)
It clearly has no ultraviolet (UV) logarithms, neither when $2 \to 1$ nor when $2 \to 0$. It does have an IR logarithm (coming from the last term in the first square brackets), which gives

$$2\pi \epsilon^{ij} x_{10}^j \xi_{10}^i \sum P_{i} \int_{x_{10}^{10}}^{x_{21}^{21}} F^{NS_{mag}}(x_{21}^2, z').$$ \hspace{1cm} (A.2)

Next we analyze the $F_{A}^{NS}$ contribution to the second term under the integral in eq. (2.47), which we rewrite as

$$e^{ik} S_p^k \int d^2 x_2 \left[ \delta^{ij} \left( \frac{2}{x_{21}^2} + \frac{x_{10}^2}{x_{21}^2 x_{20}^2} - \frac{2}{x_{20}^2} \right) - 2 \frac{x_{21}^2 x_{20}^2}{x_{21}^2 x_{20}^2} \left( \frac{2}{x_{20}^2} \frac{\xi_{21}^2}{x_{20}^2} + 1 \right) + 2 \frac{x_{21}^2 x_{20}^2}{x_{21}^2 x_{20}^2} \left( \frac{2}{x_{20}^2} \frac{\xi_{21}^2}{x_{20}^2} + 1 \right) \right] \Gamma_{A}(x_{10}^2, x_{21}^2, z').$$ \hspace{1cm} (A.3)

One can readily verify that there is no UV logarithm as $2 \to 0$. There is a UV logarithm at $2 \to 1$, which gives

$$2\pi \epsilon^{ij} S_p^j x_{10}^i \int_{x_{10}^{10}}^{x_{21}^{21}} \Gamma_{A}(x_{10}^2, x_{21}^2, z').$$ \hspace{1cm} (A.4)

Here we have employed the impact-parameter integrated “neighbor” dipole amplitude $\Gamma$ [12, 20, 25], defined for any of the amplitudes $F_A, F_B, F_C$ and $F_{mag}$ as

$$\Gamma(x_{10}^2, x_{21}^2, z) = \int d^2 b_{1, 10} \Gamma_{10, 21}(z),$$ \hspace{1cm} (A.5)

where the neighbor dipole amplitude $\Gamma_{10, 21}(z)$ is the amplitude $F_{10}(z)$, but with the lifetime cutoff on its evolution dependent on another “neighbor” dipole size, $x_{21}$. (See eq. (2.46) in the main text and the discussion above it.)

The IR logarithm in eq. (A.3) is

$$2\pi (2 \epsilon^{ij} S_p^j x_{10}^i - x_{10}^i \xi_{10}^i \sum P) \int_{x_{10}^{10}}^{x_{21}^{21}} F^{NS}(x_{21}^2, z').$$ \hspace{1cm} (A.6)

Next we move on to the $F_{B}^{NS}$ contribution to the second term under the integral in eq. (2.47)

$$\int d^2 x_2 \left[ \delta^{ij} \left( \frac{2}{x_{21}^2} + \frac{x_{10}^2}{x_{21}^2 x_{20}^2} - \frac{2}{x_{20}^2} \right) - 2 \frac{x_{21}^2 x_{20}^2}{x_{21}^2 x_{20}^2} \left( \frac{2}{x_{20}^2} \frac{\xi_{21}^2}{x_{20}^2} + 1 \right) + 2 \frac{x_{21}^2 x_{20}^2}{x_{21}^2 x_{20}^2} \left( \frac{2}{x_{20}^2} \frac{\xi_{21}^2}{x_{20}^2} + 1 \right) \right] \left[ -x_{21}^2 F_{B}^{NS}(x_{21}^2, z') + x_{20}^2 F_{B}^{NS}(x_{20}^2, z') \right].$$ \hspace{1cm} (A.7)

Again, there is no UV logarithm as $2 \to 0$. From the $2 \to 1$ UV limit we get

$$2\pi x_{10}^i \xi_{10}^i \sum P \int_{x_{10}^{10}}^{x_{21}^{21}} \Gamma_{B}^{NS}(x_{10}^2, x_{21}^2, z').$$ \hspace{1cm} (A.8)
In the IR we have

\[
\pi (5 x_{10}^2 \xi_{10} \times \Sigma P - 2 \varepsilon^{ij} \xi_{10} \times \Sigma P) \int_{x_{10}^2}^{\frac{x_{10}^2}{x_{21}}} \frac{dx_{21}^2}{x_{21}^2} F_{B}^{C} (x_{21}^2, z'). \tag{A.9}
\]

Moving on to the \(F_{C}^{A} \) contribution to the second term under the integral in eq. (2.47)

\[
\int_{d^2 x_2} \left[ \delta^{ij} \left( \frac{2}{x_{21}^2} + \frac{x_{10}^2}{x_{21}^2 x_{20}^2} - \frac{2}{x_{20}^2} \right) - 2 \frac{x_{21}^2 x_{20}^2}{x_{21}^2 x_{20}^2} \left( \frac{x_{10}^2}{x_{20}^2} + 1 \right) + 2 \frac{x_{21}^2 x_{20}^2}{x_{21}^2 x_{20}^2} \left( \frac{x_{10}^2}{x_{20}^2} + 1 \right) \right]
\]

\[
\int_{x_{10}^2}^{\frac{x_{10}^2}{x_{21}}} \frac{dx_{21}^2}{x_{21}^2} \Gamma_{C}^{A} (x_{10}^2, x_{21}^2, z'). \tag{A.10}
\]

we again notice the lack of the UV logarithm as \(2 \to 0 \). The \(2 \to 1 \) UV logarithm is

\[
2 \pi \varepsilon^{ij} x_{10}^2 \xi_{10} \times \Sigma P \int_{\frac{x_{10}^2}{x_{21}}}^{x_{10}^2} \frac{dx_{21}^2}{x_{21}^2} \Gamma_{C}^{A} (x_{10}^2, x_{21}^2, z'). \tag{A.11}
\]

In the IR we have

\[
\pi (6 \varepsilon^{ij} x_{10}^2 \xi_{10} \times \Sigma P - x_{10}^2 \xi_{10} \times \Sigma P) \int_{x_{10}^2}^{\frac{x_{10}^2}{x_{21}}} \frac{dx_{21}^2}{x_{21}^2} F_{B}^{C} (x_{21}^2, z'). \tag{A.12}
\]

Finally we consider the eikonal evolution term,

\[
\int_{d^2 x_2} \left( \varepsilon^{ij} S_{10}^2 A_{21}^{F} (x_{21}^2, z') + x_{10}^2 \xi_{10} \times \Sigma P \right) \cdot \Gamma_{B}^{A} (x_{10}^2, x_{21}^2, z') \]

\[
\Gamma_{C}^{A} (x_{10}^2, x_{21}^2, z') \right) \tag{A.13}
\]

Again, there is no UV logarithm as \(2 \to 0 \). In the \(2 \to 1 \) UV limit only the virtual terms contribute, yielding

\[
- \pi \int_{\frac{x_{10}^2}{x_{21}}}^{x_{10}^2} \frac{dx_{21}^2}{x_{21}^2} \left( \varepsilon^{ij} S_{10}^2 A_{21}^{F} (x_{21}^2, z') + x_{10}^2 \xi_{10} \times \Sigma P \right) \cdot \Gamma_{B}^{A} (x_{10}^2, x_{21}^2, z') \]

\[
+ \varepsilon^{ij} x_{10}^2 \xi_{10} \times \Sigma P \right) \cdot \Gamma_{C}^{A} (x_{10}^2, x_{21}^2, z') \right) \tag{A.14}
\]

In the IR limit, only the real terms remain, giving

\[
\pi \frac{1}{2} \varepsilon^{ij} S_{10}^2 x_{10}^2 \int_{x_{10}^2}^{\frac{x_{10}^2}{x_{21}}} \frac{dx_{21}^2}{x_{21}^2} \left[ 2 A_{21}^{F} (x_{21}^2, z') + F_{B}^{C} (x_{21}^2, z') + F_{C}^{C} (x_{21}^2, z') \right]. \tag{A.15}
\]
We thus arrive at the following evolution equation:

\[
\begin{split}
\epsilon^j S_p^j x_{10}^2 F_A^{NS}(x_{10}^2 z) + x_{10}^1 \tilde{\pi}_{10} \times \Sigma_P^j F_B^{NS}(x_{10}^2 z) + \epsilon^j x_{10}^1 \tilde{\pi}_{10} \Sigma_P^j F_C^{NS}(x_{10}^2 z) \\
= \epsilon^j S_p^j x_{10}^2 F_A^{NS}(0)(x_{10}^2 z) + x_{10}^1 \tilde{\pi}_{10} \times \Sigma_P^j F_B^{NS}(0)(x_{10}^2 z) + \epsilon^j x_{10}^1 \tilde{\pi}_{10} \Sigma_P^j F_C^{NS}(0)(x_{10}^2 z) \\
+ \frac{\alpha_s N_c}{2\pi} \epsilon^j x_{10}^1 \tilde{\pi}_{10} \cdot \Sigma_P \int \frac{dz'}{z'} \int \frac{dx_{21}^2}{x_{21}^2} F^{NS\text{mag}}(x_{21}^2, z') \\
+ \frac{\alpha_s N_c}{2\pi} \epsilon^j S_p^j x_{10}^2 \int \frac{dz'}{z'} \int \frac{dx_{21}^2}{x_{21}^2} F_A^{NS}(x_{10}^2, x_{21}^2, z') \\
+ \frac{\alpha_s N_c}{2\pi} (2 \epsilon^j S_p^j x_{10}^2 - x_{10}^1 \tilde{\pi}_{10} \times \Sigma_P^j) \int \frac{dz'}{z'} \int \frac{dx_{21}^2}{x_{21}^2} F_B^{NS}(x_{21}^2, z') \\
+ \frac{\alpha_s N_c}{4\pi} (5 x_{10}^1 \tilde{\pi}_{10} \times \Sigma_P^j - 2 \epsilon^j S_p^j x_{10}^2) \int \frac{dz'}{z'} \int \frac{dx_{21}^2}{x_{21}^2} F_B^{NS}(x_{21}^2, z') \\
+ \frac{\alpha_s N_c}{2\pi} \epsilon^j x_{10}^1 \tilde{\pi}_{10} \cdot \Sigma_P \int \frac{dz'}{z'} \int \frac{dx_{21}^2}{x_{21}^2} F_C^{NS}(x_{10}^2, x_{21}^2, z') \\
+ \frac{\alpha_s N_c}{4\pi} (6 \epsilon^j x_{10}^1 \tilde{\pi}_{10} \cdot \Sigma_P^j - x_{10}^1 \tilde{\pi}_{10} \times \Sigma_P^j) \int \frac{dz'}{z'} \int \frac{dx_{21}^2}{x_{21}^2} F_C^{NS}(x_{21}^2, z') \\
- \frac{\alpha_s N_c}{2\pi} \int \frac{dz'}{z'} \int \frac{dx_{21}^2}{x_{21}^2} \left[ \epsilon^j S_p^j x_{10}^2 F_A^{NS}(x_{10}^2, x_{21}^2, z') + x_{10}^1 \tilde{\pi}_{10} \times \Sigma_P^j F_B^{NS}(x_{10}^2, x_{21}^2, z') \right] \\
+ \epsilon^j x_{10}^1 \tilde{\pi}_{10} \Sigma_P^j F_C^{NS}(x_{10}^2, x_{21}^2, z') \\
+ \frac{\alpha_s N_c}{4\pi} \epsilon^j S_p^j x_{10}^2 \int \frac{dz'}{z'} \int \frac{dx_{21}^2}{x_{21}^2} \left[ 2 F_A^{NS}(x_{21}^2, z') + F_B^{NS}(x_{21}^2, z') + F_C^{NS}(x_{21}^2, z') \right].
\end{split}
\]

Equating the coefficients of the three tensor structures we arrive at the equations (2.48) in the main text.
Next, we will obtain the DLA version of eq. (2.53). To extract the DLA evolution from eq. (2.53), we begin with the first term on its right,

$$\int d^2x_2 \left[ \frac{1}{x_{21}} \frac{x_{21}}{x_{22}} \frac{x_{20}}{x_{20}} \right] \left[ -x_{21} \cdot \Sigma_P F^{NS \text{mag}}(x_{21}^2, z') + x_{22} \cdot \Sigma_P F^{NS \text{mag}}(x_{22}^2, z') \right].$$  \hspace{1cm} \text{(A.17)}

There is no UV logarithm when \(2 \to 0\). There is no IR logarithm either. When \(2 \to 1\) we get

$$2\pi x_{10} \cdot \Sigma_P \int \frac{d^{2}x_{21}}{x_{21}} \Gamma^{NS \text{mag}}(x_{10}^{2}, x_{21}^{2}, z').$$  \hspace{1cm} \text{(A.18)}

Next we look at the \(F_A^{NS}\) contribution to the second term in eq. (2.53), which, in DLA, is

$$\epsilon^{ik} S_P^k \int d^2x_2 \left[ 2 \frac{\epsilon^{ij} x_{21}^{j}}{x_{21}^{i}} - \frac{\epsilon^{ij}(x_{20}^{j} + x_{21}^{j})}{x_{20}^{j} x_{21}^{j}} - \frac{2 x_{20} \times x_{21}}{x_{20}^{2} x_{21}^{2}} \left( \frac{x_{21}^{j}}{x_{21}^{i}} - \frac{x_{20}^{j}}{x_{21}^{j}} \right) \right] \left[ -x_{21} \cdot \Sigma_P F^{NS}(x_{21}^2, z') \right.$$  $$+ x_{20} \cdot \Sigma_P F^{NS}(x_{20}^2, z') \right] \approx -\pi x_{10} \cdot \Sigma_P \int \frac{d^{2}x_{21}}{x_{21}} \Gamma^{NS}(x_{10}^{2}, x_{21}^{2}, z').$$  \hspace{1cm} \text{(A.19)}

Similarly, for the \(F_B^{NS}\) contribution to the second term in eq. (2.53) we write

$$\int d^2x_2 \left[ 2 \frac{\epsilon^{ij} x_{21}^{j}}{x_{21}^{i}} - \frac{\epsilon^{ij}(x_{20}^{j} + x_{21}^{j})}{x_{20}^{j} x_{21}^{j}} - \frac{2 x_{20} \times x_{21}}{x_{20}^{2} x_{21}^{2}} \left( \frac{x_{21}^{j}}{x_{21}^{i}} - \frac{x_{20}^{j}}{x_{21}^{j}} \right) \right] \left[ -\epsilon^{ik} x_{21} \cdot \Sigma_P F^{NS}(x_{21}^2, z') \right.$$  $$+ x_{20} \cdot \Sigma_P F^{NS}(x_{20}^2, z') \right] \approx -\pi x_{10} \cdot \Sigma_P \int \frac{d^{2}x_{21}}{x_{21}} \Gamma^{NS}(x_{10}^{2}, x_{21}^{2}, z').$$  \hspace{1cm} \text{(A.20)}

The contribution of \(F_C^{NS}\) to the second term in eq. (2.53) is

$$\int d^2x_2 \left[ 2 \frac{\epsilon^{ij} x_{21}^{j}}{x_{21}^{i}} - \frac{\epsilon^{ij}(x_{20}^{j} + x_{21}^{j})}{x_{20}^{j} x_{21}^{j}} - \frac{2 x_{20} \times x_{21}}{x_{20}^{2} x_{21}^{2}} \left( \frac{x_{21}^{j}}{x_{21}^{i}} - \frac{x_{20}^{j}}{x_{21}^{j}} \right) \right] \left[ -\epsilon^{ik} x_{21} \cdot \Sigma_P F^{NS}(x_{21}^2, z') \right.$$  $$+ x_{20} \cdot \Sigma_P F^{NS}(x_{20}^2, z') \right] \approx 3\pi x_{10} \cdot \Sigma_P \int \frac{d^{2}x_{21}}{x_{21}} \Gamma^{NS}(x_{10}^{2}, x_{21}^{2}, z').$$  \hspace{1cm} \text{(A.21)}

Finally, the eikonal term on the right of eq. (2.53) contributes only the UV logarithm at \(2 \to 1\) coming from the virtual term,

$$\frac{\alpha_s N_c}{2\pi^2} \int \frac{dz'}{z'} \int d^2x_2 \frac{x_{20}^2}{x_{21}^2 x_{20}^2} \left\{ -x_{21} \cdot \Sigma_P F^{NS \text{mag}}(x_{21}^2, z') - x_{10} \cdot \Sigma_P \Gamma^{NS \text{mag}}(x_{10}^2, x_{21}^2, z') \right\}$$  $$\approx -\frac{\alpha_s N_c}{2\pi} x_{10} \cdot \Sigma_P \left\{ \int \frac{dz'}{z'} \int d^{2}x_{21} \Gamma^{NS \text{mag}}(x_{10}^{2}, x_{21}^{2}, z'). \right\} $$  \hspace{1cm} \text{(A.22)}

Assembling everything together we arrive at eq. (2.54) in the main text.
B Solution of the evolution equations and the small-$x$ asymptotics of the flavor non-singlet Boer-Mulders function

In this appendix we solve eqs. (3.32) for two different forms of the impact-parameter integrated amplitudes. We first solve eqs. (3.40) following the strategy presented in [22]. Differentiating the two equations yields

\[ \partial_\zeta H(\zeta) = - \int_0^\zeta d\xi' \Gamma(\zeta,\xi'), \quad (B.1a) \]
\[ \partial_\zeta \Gamma(\zeta,\zeta') = - \int_0^{\zeta'} d\xi' \Gamma(\zeta,\xi'). \quad (B.1b) \]

Introducing the inverse Laplace transforms

\[ H(\zeta) = \int \frac{d\omega}{2\pi i} e^{\omega \zeta} H_\omega, \quad \Gamma(\zeta,\zeta') = \int \frac{d\omega}{2\pi i} e^{\omega \zeta'} \Gamma_\omega(\zeta), \quad (B.2) \]

where the contours for integration are to the right of all the poles in $H_\omega$ and $\Gamma_\omega$, we can take the Laplace transform of eq. (B.1b) to find

\[ \partial_\zeta \Gamma_\omega(\zeta) = - \frac{1}{\omega} \Gamma_\omega(\zeta). \quad (B.3) \]

The solution of eq. (B.3) is

\[ \Gamma_\omega(\zeta) = e^{-\frac{\zeta}{\omega}} \Gamma_\omega(0), \quad (B.4) \]

with $\Gamma_\omega(0)$ an initial condition parameter which we will determine from the initial condition $H(0)$. We can combine the solution (B.4) with eqs. (B.2) and the $\Gamma(\zeta,\zeta) = H(\zeta)$ condition to arrive at

\[ H(\zeta) = \int \frac{d\omega}{2\pi i} e^{(\omega - \frac{1}{2}) \zeta} \Gamma_\omega(0), \quad (B.5a) \]
\[ \Gamma(\zeta,\zeta') = \int \frac{d\omega}{2\pi i} e^{\omega \zeta' - \frac{\zeta}{\omega}} \Gamma_\omega(0). \quad (B.5b) \]

Substituting eqs. (B.5) into both sides of eq. (B.1b) we arrive at the constraint

\[ \int \frac{d\omega}{2\pi i} e^{-\frac{\zeta}{\omega}} \frac{1}{\omega} \Gamma_\omega = 0. \quad (B.6) \]

Equation (B.1a) similarly yields another constraint

\[ \int \frac{d\omega}{2\pi i} e^{(\omega - \frac{1}{2}) \zeta} \omega \Gamma_\omega(0) = 0. \quad (B.7) \]

To satisfy these, we make a power series ansatz

\[ \omega \Gamma_\omega(0) = \sum_{n=-\infty}^{\infty} c_n \omega^n. \quad (B.8) \]
Following [22], we insert our power series ansatz into the constraints. The constraint in eq. (B.7) yields
\[
\int \frac{d\omega}{2\pi i} e^{(\omega - \frac{1}{2})\xi} \sum_{n=-\infty}^{\infty} c_n \omega^n = \sum_{m=0}^{\infty} \frac{(-\xi)^m}{m!} \sum_{n=-\infty}^{\infty} \int \frac{d\omega}{2\pi i} e^{\omega \xi} \frac{c_n}{\omega^{m+n}}
\]
\[
= \sum_{n=-\infty}^{\infty} c_n \sum_{m=n+1}^{\infty} \frac{(-1)^m (\xi)^{2m-n-1}}{m!(m-n-1)!}
\]
\[
= \sum_{n=-\infty}^{\infty} c_n (-1)^{n+1} J_{n+1}(2\xi) = 0
\] (B.9)

The Bessel functions satisfy \( J_{-n}(x) = (-1)^n J_n(x) \), so we have
\[
c_{-1} J_0(2\xi) + \sum_{n=1}^{\infty} (c_{n-1}(-1)^n - c_{n-1}) J_n(2\xi) = 0,
\] (B.11)

which, in turn, requires that \( c_{-1} = 0 \) and \( c_n = (-1)^n c_{n-2} \). We can now rewrite the ansatz as
\[
\omega \Gamma(\omega(0)) = \sum_{n=0}^{\infty} c_n \left[ \omega^n + \frac{(-1)^n}{\omega^{n+2}} \right].
\] (B.12)

such that the constraint in eq. (B.6) yields
\[
\int \frac{d\omega}{2\pi i} e^{-\frac{\xi}{\omega}} \frac{1}{\omega} \Gamma(\omega(0)) = \int \frac{d\omega}{2\pi i} e^{-\frac{\xi}{\omega}} \sum_{n=0}^{\infty} c_n \left[ \omega^{n-2} + \frac{(-1)^n}{\omega^{n+4}} \right] = 0.
\] (B.13)

The integral only converges for the \( n = 0 \) term, so only \( c_0 \) can be nonzero. We have
\[
\int \frac{d\omega}{2\pi i} e^{-\frac{\xi}{\omega}} c_0 \left[ \omega^{-2} + \omega^{-4} \right] = 0.
\] (B.14)

Therefore,
\[
\Gamma(\omega(0)) = \frac{c_0}{\omega^3} (1 + \omega^2).
\] (B.15)

We thus obtain
\[
H(\xi) = \int \frac{d\omega}{2\pi i} e^{(-\frac{1}{2})\xi} \frac{c_0}{\omega^3} (1 + \omega^2)
\]
\[
= c_0 \sum_{m=0}^{\infty} \frac{(-\xi)^m}{m!} \int \frac{d\omega}{2\pi i} e^{\omega \xi} \left( \frac{1}{\omega^{m+3}} + \frac{1}{\omega^{m+1}} \right)
\]
\[
= c_0 \sum_{m=0}^{\infty} \frac{(-1)^m}{m!} \left( \frac{\xi^{2m+2}}{(m+2)!} + \frac{\xi^{2m}}{m!} \right)
\]
\[
= c_0 \left[ J_0(2\xi) + J_2(2\xi) \right] = c_0 \frac{J_1(2\xi)}{\xi}.
\] (B.16)

Requiring that \( H(0) = 1 \) sets \( c_0 = 1 \), giving the result in eq. (3.41) of the main text.

To test the conclusion of no correction to the intercept of the flavor non-singlet Boer-Mulders function we derived from this result in the main text, let us assume that
\[
\int d^2 b_\perp H_{10}^1(z) = \frac{\xi_{10} S^1}{x_{10}^1} H^1(x_{10}^1, z),
\] (B.17a)
\[
\int d^2 b_\perp H_{10}^2(z) = \frac{\xi_{10}^2 S^2}{x_{10}^2} H^2(x_{10}^2, z)
\] (B.17b)
instead of eqs. (3.21). Using eq. (B.17a) in eq. (3.32a), and constructing the corresponding evolution equation for the neighbor dipole amplitude, we get (for either $H_{10}(z)$ or $H_{01}(z)$, along with the corresponding neighbor amplitude)

$$H(x^2_{10},z) = H^{(0)}(x^2_{10},z) + \frac{\alpha_s N_c}{2\pi} \int \frac{dz'}{z} \int \frac{dx'_2}{x'^2_{21}} \left[ H(x^2_{21},z') - \Gamma(x^2_{10},x^2_{21},z') \right], \quad (B.18a)$$

$$\Gamma(x^2_{10},x^2_{32},z') = H^{(0)}(x^2_{10},z') + \frac{\alpha_s N_c}{2\pi} \int \frac{dz''}{z''} \int \frac{dx''_2}{x''_32} \left[ H(x^2_{32},z'') - \Gamma(x^2_{10},x^2_{32},z'') \right]. \quad (B.18b)$$

In the scaling form this yields

$$H(\zeta) = 1 + \int^\zeta_0 d\xi \int^\zeta_0 d\xi' [H(\xi') - \Gamma(\xi,\xi')], \quad (B.19a)$$

$$\Gamma(\zeta,\zeta') = 1 + \int^\zeta_0 d\xi \int^\zeta_0 d\xi' [H(\xi') - \Gamma(\xi,\xi')] + \int^\zeta_0 d\xi \int^\zeta_0 d\xi' [H(\xi') - \Gamma(\xi,\xi')] \quad (B.19b)$$

$$= H(\zeta') + \int^\zeta_0 d\xi \int^\zeta_0 d\xi' [H(\xi') - \Gamma(\xi,\xi')].$$

Differentiating we get

$$\partial_\zeta H(\zeta) = \int^\zeta_0 d\xi' [H(\xi') - \Gamma(\zeta,\xi')], \quad (B.20a)$$

$$\partial_\zeta \Gamma(\zeta,\zeta') = \int^\zeta_0 d\xi' [H(\xi') - \Gamma(\zeta,\xi')]. \quad (B.20b)$$

Performing the Laplace transform

$$H(\zeta) = \int \frac{d\omega}{2\pi i} e^{\zeta \omega} H_\omega, \quad \Gamma(\zeta,\zeta') = \int \frac{d\omega}{2\pi i} e^{\zeta \omega} \Gamma_\omega(\zeta), \quad (B.21)$$

gives

$$\partial_\zeta \Gamma_\omega(\zeta) = \frac{1}{\omega} [H_\omega - \Gamma_\omega(\zeta)] \quad (B.22)$$

such that

$$\Gamma_\omega(\zeta) = H_\omega + e^{-\zeta/\omega} [\Gamma_\omega(0) - H_\omega] \quad (B.23)$$

and

$$\Gamma(\zeta,\zeta') = H(\zeta') + \int \frac{d\omega}{2\pi i} e^{\omega \zeta'} \frac{1}{\omega} [\Gamma(\omega) - H_\omega]. \quad (B.24)$$

Since $\Gamma(\zeta',\zeta') = H(\zeta')$ we use the above technique (see also [22]) to conclude that

$$\Gamma_\omega(0) - H_\omega = \sum_{n=0}^{\infty} c_n \left[ \omega^n + \frac{(-1)^n}{\omega^{n+2}} \right] \quad (B.25)$$
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Plugging eq. (B.24) into eq. (B.20b) yields
\[
0 = \int \frac{d\omega}{2\pi i} e^{-\frac{\omega}{\bar{\zeta}}} \frac{1}{\omega} [\Gamma_\omega(0) - H_\omega] = \sum_{n=0}^{\infty} c_n \int \frac{d\omega}{2\pi i} e^{-\frac{\omega}{\bar{\zeta}}} \frac{1}{\omega} \left[ \omega^n + \frac{(-1)^n}{\omega^{n+2}} \right],
\] (B.26)
where we have used eq. (B.25) in the last step. Since none of the integrals on the right of eq. (B.26) is convergent, we conclude that all \(c_n = 0\) for \(n \geq 0\). We arrive at \(\Gamma_\omega(0) - H_\omega = 0\) and, consequently,
\[
H(\zeta') = \Gamma(\zeta, \zeta') = 1
\] (B.27)
as the solution of eqs. (B.19). In retrospect, clearly
\[
H(x_{21}^2, z) = \Gamma(x_{10}^2, x_{21}^2, z) = H^{(0)}(x_{21}^2, z)
\] (B.28)
is a valid non-trivial solution of eqs. (B.18). These functions simply do not evolve.

The corresponding flavor non-singlet Boer-Mulders function (3.22) is going to be proportional to
\[
h_{1}^{NS}(x \ll 1, k_T^2) \sim x \int \frac{dz}{z} H^{(0)}(x_{10}^2, z),
\] (B.29)
which, for \(H^{(0)}(x_{10}^2, z) = 1\), gives \(h_{1}^{NS}(x \ll 1, k_T^2) \sim x \ln(1/x)\), where the power of \(x\) is in agreement with eq. (3.44) in the main text (eq. (3.44) does not include the slowly-varying functions of \(x\) such as the powers of \(\ln(1/x)\) which may depend on the initial condition, among other factors). Since the initial condition \(H^{(0)}(x_{10}^2, z)\), in general, should not contain powers of \(z\), and should typically be a lower-order polynomial in \(\ln(\kappa \Lambda^2)\) [12, 20], the leading power of \(x\) resulting from eq. (B.29) is \(h_{1}^{NS}(x \ll 1, k_T^2) \sim x\), again in agreement with eq. (3.44).

C Mass-dependent corrections to the flavor non-singlet Boer-Mulders function at small \(x\)

In this appendix we explore the quark mass corrections to the flavor non-singlet Boer-Mulders function at small \(x\). Once again, we use eq. (3.2) with the Dirac matrix element of the \(\pm\)-reversed BL spinors now including the light-quark mass terms [24] (cf. eq. (3.3))
\[
\bar{v}_{\chi_2}(k_2) \gamma^5 \gamma^+ \gamma^1 v_{\chi_1}(k_1) = \frac{1}{2\sqrt{k_1 k_2}} \left[ -\chi_1 \delta_{\chi_1 \chi_2} (2S \cdot k_1 S \cdot k_2 - k_1 \cdot k_2 - m^2) + i m \delta_{\chi_1 \chi_2} S \times (k_1 - k_2) \right.
\]
\[
\left. -i \chi_1 \delta_{\chi_1, -\chi_2} (S \times k_1 S \cdot k_2 + S \cdot k_1 S \times k_2) - m \delta_{\chi_1, -\chi_2} S \cdot (k_1 + k_2) \right],
\] (C.1)
where, again, \(S = \hat{z}\) is the unit vector in the direction of the proton spin and \(m\) denotes the (light) quark mass. Employing the replacement (2.15) we concentrate on the mass-dependent correction,
\[
\frac{k^y}{\Lambda_P} h_{1}^{\eta}(x, k_T^2) \bigg|_{m\text{-dependent}} - \frac{2 p^y m}{2(2\pi)^3} \int d^2 \zeta d^2 w d^2 z d^2 k_1 d^2 k_2 e^{i k_1 \cdot (w - \bar{\zeta}) + i k_2 \cdot (z - \bar{\zeta})} \theta(k_1)
\]
\[
\times \frac{1}{(x p_1 k_1 + k_1^2)(x p_1 k_1 + k_1^2)} \sum_{\chi_1, \chi_2} \left[ i \delta_{\chi_1 \chi_2} S \times (k_1 + k_2) - \delta_{\chi_1, -\chi_2} S \cdot (k_1 - k_2) \right] \langle T \Omega \{ V \Gamma_s V_{NS}^{p^y} |_{\hat{z} = \hat{w}, \bar{\chi}_2} \chi_1 \rangle + c.c.
\] (C.2)
We now have the $\delta_{\chi_1 \gamma_2}$ and $\delta_{\chi_1, -\chi_2}$ structures, which can be eikonal or sub-eikonal \cite{3}. The light quark mass dependence, which would likely result in the $m/k_T$ suppression factor, may be offset by the fact that the $x$-dependence of the accompanying operators is eikonal or sub-eikonal, instead of the sub-sub-eikonal one in eq. (3.44). Let us investigate this possibility. (In eq. (C.2) we neglect the squares of the quark masses in the propagator denominators as the order $m^2/k_T^2$ corrections, which are even smaller than the ones considered here.)

We start with the potential eikonal contribution to the Boer-Mulders function, which, as follows from eq. (2.18), is

$$
\frac{k^y}{M_p} h^{+q}_{i} (x, k_T^2) \bigg|_{m-dependent, eikonal} \subset -\frac{4p_i^+ m}{2(2\pi)^3} \int d^2\zeta_d d^2w_\perp \frac{d^2k_{1\perp} dk_{\perp}^-}{(2\pi)^3} e^{i(k_{1\perp} + k_{\perp}^-) \cdot (w - \zeta)} \theta(k_{\perp}^-)
$$

However, the eikonal Wilson lines obey the reflection property with respect to the final state cut, which implies that \cite{24, 25, 110}

$$
\langle T \text{ tr } [V_{\perp}^\dagger \cdot V_{\perp}^\dagger] - T \text{ tr } [V_{\perp}^\dagger \cdot V_{\perp}^\dagger]\rangle = 0.
$$

Hence, the Boer-Mulders function receives no eikonal contribution, even for the mass-dependent terms.

We proceed by studying the sub-eikonal light quark mass-dependent contribution. Employing eq. (2.18) we rewrite eq. (C.2) as

$$
\frac{k^y}{M_p} h^{+q}_{i} (x, k_T^2) \bigg|_{m-dependent, sub-eikonal} \subset -\frac{4p_i^+ m}{2(2\pi)^3} \int d^2\zeta_d d^2w_\perp \frac{d^2k_{1\perp} dk_{\perp}^-}{(2\pi)^3} e^{i(k_{1\perp} + k_{\perp}^-) \cdot (w - \zeta)} \theta(k_{\perp}^-)
$$

$$
\times \frac{1}{(p^+_{1\perp} k_{1\perp}^- + k_{\perp}^-)(p^+_{1\perp} k_{1\perp}^- + k_{\perp}^-)} \left[i S \times (k_{1\perp} + k_{\perp}^-) \left\langle T \text{ tr } [V_{\perp}^\dagger \cdot V_{\perp}^\dagger] - T \text{ tr } [V_{\perp}^\dagger \cdot V_{\perp}^\dagger]\right\rangle \right]
$$

$$
\times \left[ -S \cdot (k_{\perp}^- k_{1\perp}) \langle T \text{ tr } [V_{\perp}^\dagger \cdot V_{\perp}^\dagger] + T \text{ tr } [V_{\perp}^\dagger \cdot V_{\perp}^\dagger]\rangle \right].
$$

Since we are calculating the Boer-Mulders function, the proton is unpolarized: hence, the averaging $\langle \ldots \rangle$ does not contain any preferred direction in the transverse plane. We thus conclude that the impact parameter integral gives

$$
\int d^2b_\perp \left\langle T \text{ tr } [V_{\perp}^\dagger \cdot V_{\perp}^\dagger] + T \text{ tr } [V_{\perp}^\dagger \cdot V_{\perp}^\dagger]\right\rangle = f(|\zeta - w|^2)
$$

(6.6)

with some scalar function $f$, whose exact form is not important, and $b = (w + \zeta)/2$. We see that the last line of eq. (C.5) does not contain the two-dimensional Levi-Civita symbol $\epsilon^{ij}$ needed to obtain $k^y = \epsilon^{ij} S^i k^j$ on the left-hand side. Therefore the last line of eq. (C.5) does not contribute to the Boer-Mulders function. We, therefore, discard it and write, with the help of eq. (2.22),

$$
\frac{k^y}{M_p} h^{+q}_{i} (x, k_T^2) \bigg|_{m-dependent, sub-eikonal} \subset -\frac{4p_i^+ m}{2(2\pi)^3} \int d^2\zeta_d d^2w_\perp \frac{d^2k_{1\perp} dk_{\perp}^-}{(2\pi)^3} e^{i(k_{1\perp} + k_{\perp}^-) \cdot (w - \zeta)} \theta(k_{\perp}^-)
$$

$$
\times \frac{i S \times (k_{1\perp} + k_{\perp}^-)}{(p^+_{1\perp} k_{1\perp}^- + k_{\perp}^-)(p^+_{1\perp} k_{1\perp}^- + k_{\perp}^-)} \left[ (k_{1\perp} + k_{\perp}^-) \left\langle T \text{ tr } [V_{\perp}^\dagger \cdot V_{\perp}^\dagger] - T \text{ tr } [V_{\perp}^\dagger \cdot V_{\perp}^\dagger]\right\rangle \right]
$$

$$
\times \left[ T \text{ tr } [V_{\perp}^\dagger \cdot V_{\perp}^\dagger] - T \text{ tr } [V_{\perp}^\dagger \cdot V_{\perp}^\dagger]\right].
$$

(7.7)
Repeating the above steps for the anti-quark distribution we obtain

\[
\begin{align*}
\frac{k^y}{M_P} h^1_{N_S}(x,k_T^2) & \bigg|_{\text{m-dependent, sub-eikonal}} \subset -\frac{4p_1^+ m}{2(2\pi)^3} \int d^2\zeta d^2\omega \frac{d^2k_{\perp} d\bar{k}_{\perp}}{(2\pi)^3} e^{i{(\bar{k}_{\perp} + k_{\perp})}(\omega - \zeta)} \theta(k_{\perp}^-) \\
& \times \frac{i\hat{S} \times (k_{\perp} + \bar{k}_{\perp})}{(xp_1^+ k_{\perp}^1 + \bar{k}_{\perp}^1)(xp_1^+ k_{\perp}^1 + k_{\perp}^2)} \left[ (k - k_1)^i \left\langle \left[ T \text{ tr} \left[ V^i_1 V^i_1 \right] - T \text{ tr} \left[ V^i_1 V^i_1 \right] \right] \right\rangle \\
& + \left\langle T \text{ tr} \left[ V^i_1 V^i_1 \right] - T \text{ tr} \left[ V^i_1 V^i_1 \right] \right\rangle \right].
\end{align*}
\] (C.8)

Subtracting eq. (C.8) from eq. (C.7) we see that the mass correction to the flavor non-singlet Boer-Mulders distribution is

\[
\begin{align*}
\frac{k^y}{M_P} h^1_{N_S}(x,k_T^2) & \bigg|_{\text{m-dependent, sub-eikonal}} \subset -\frac{4p_1^+ m}{2(2\pi)^3} \int d^2\zeta d^2\omega \frac{d^2k_{\perp} d\bar{k}_{\perp}}{(2\pi)^3} e^{i{(\bar{k}_{\perp} + k_{\perp})}(\omega - \zeta)} \theta(k_{\perp}^-) \\
& \times \frac{i\hat{S} \times (k_{\perp} + \bar{k}_{\perp})}{(xp_1^+ k_{\perp}^1 + \bar{k}_{\perp}^1)(xp_1^+ k_{\perp}^1 + k_{\perp}^2)} \left[ (k - k_1)^i \left\langle \left[ T \text{ tr} \left[ V^i_1 V^i_1 \right] - T \text{ tr} \left[ V^i_1 V^i_1 \right] \right] \right\rangle \\
& + \left\langle T \text{ tr} \left[ V^i_1 V^i_1 \right] - T \text{ tr} \left[ V^i_1 V^i_1 \right] \right\rangle \right].
\end{align*}
\] (C.9)

Similar to the Sivers function, we define the dipole amplitudes

\[
\begin{align*}
H^{N_S i}_1(z) &= \frac{1}{2N_c} \text{Re} \left\langle \left[ T \text{ tr} \left[ V^i_2 V^i_2 \right] - T \text{ tr} \left[ V^i_2 V^i_2 \right] \right] \right\rangle, \tag{C.10a} \\
H^{N_S 2}_1(z) &= \frac{1}{2N_c} \text{Im} \left\langle \left[ T \text{ tr} \left[ V^2_1 V^2_1 \right] - T \text{ tr} \left[ V^2_1 V^2_1 \right] \right] \right\rangle. \tag{C.10b}
\end{align*}
\]

Since the two-dimensional Levi-Civita symbol \( \epsilon^{ij} \) is now present both on the left- and right-hand sides of eq. (C.9), we conclude that these dipole amplitudes, integrated over all impact parameters, should not contain \( \epsilon^{ij} \). Only the transverse vector \( \Xi_{10} \) can carry the \( i \) index for the impact-parameter integrated \( H^{N_S i}_1(z) \). We, thus, write

\[
\begin{align*}
\int d^2b H^{N_S i}_1(z) &= x^1_{10} H^{N_S}(x^2_{10}, z), \tag{C.11a} \\
\int d^2b H^{N_S 2}_1(z) &= H^{N_S 2}(x^2_{10}, z). \tag{C.11b}
\end{align*}
\]

Employing eqs. (C.11) in eq. (C.10) we arrive at the following expression for the mass correction to the flavor non-singlet sub-eikonal Boer-Mulders function,

\[
\begin{align*}
\frac{k^y}{M_P} h^1_{N_S}(x,k_T^2) & \bigg|_{\text{m-dependent, sub-eikonal}} = -\frac{16N_c m}{2(2\pi)^3} \int d^2x_{10} \frac{d^2k_{\perp}}{(2\pi)^3} e^{i{(\bar{k}_{\perp} + k_{\perp})}(\omega - \zeta_{10})} \int \frac{dz}{\Delta_{10}^2} \\
& \times \frac{\hat{S} \times (k_{\perp} + \bar{k}_{\perp})}{(xp_1^+ k_{\perp}^1 + \bar{k}_{\perp}^1)(xp_1^+ k_{\perp}^1 + k_{\perp}^2)} \left[ i{(\bar{k}_{\perp} - k_{\perp})} \cdot \Xi_{10} H^{N_S}(x^2_{10}, z) - H^{N_S 2}(x^2_{10}, z) \right].
\end{align*}
\] (C.12)

Next we need to construct the DLA evolution equations for the amplitudes \( H^{N_S}(x^2_{10}, z) \) and \( H^{N_S 2}(x^2_{10}, z) \). Just like for the Sivers function, in anticipation of the large-\( N_c \) limit, we will be working with the gluon sector only. The evolution for \( H^{N_S i}_1(z) \) obeys the same
equation (2.45) as \( F_{i0}^{NS}(z) \). There is one difference though: since the mixing between \( F_{i0}^{NS}(z) \) and \( F_{i0}^{NS\text{mag}}(z) \) in eq. (2.45) involves \( \epsilon^{ij} \), similar terms cannot contribute to the evolution of \( H_{i0}^{NS}(z) \), which, after integration over impact parameters, should not contain \( \epsilon^{ij} \) in order to contribute to the Boer-Mulders function (see (C.11a)). Dropping those terms we see that the relevant evolution equation for \( H_{i0}^{NS}(z) \) is

\[
H_{i0}^{NS}(z) = H_{i0}^{NS(0)}(z) + \frac{\alpha_s N_c}{4\pi^2} \int \frac{dz'}{z'} \int d^2 x_2 \left\{ \delta^{ij} \left( \frac{3}{x_{21}^2} - 2 \frac{x_{20} x_{21}}{x_{20} x_{21}^2} - \frac{1}{x_{20}^2} \right) - \frac{x_{21} x_{20}}{x_{21}^2 x_{20}^2} \left( 2 \frac{x_{20} x_{21}}{x_{20} x_{21}^2} + 1 \right) \right\} + 2 \frac{x_{21} x_{20}}{x_{21}^2 x_{20}^2} \left( 2 \frac{x_{20} x_{21}}{x_{20} x_{21}^2} + 1 \right) + 2 \frac{x_{21} x_{20}}{x_{21}^2 x_{20}^2} - \frac{x_{21} x_{20}}{x_{21}^2 x_{20}^2} \right\} \] (C.13)

\[
H_{i0}^{NS}(z) = H_{i0}^{NS(0)}(z) + \frac{\alpha_s N_c}{4\pi^2} \int \frac{dz'}{z'} \int d^2 x_2 \left\{ \delta^{ij} \left( \frac{3}{x_{21}^2} - 2 \frac{x_{20} x_{21}}{x_{20} x_{21}^2} - \frac{1}{x_{20}^2} \right) - \frac{x_{21} x_{20}}{x_{21}^2 x_{20}^2} \left( 2 \frac{x_{20} x_{21}}{x_{20} x_{21}^2} + 1 \right) \right\} + 2 \frac{x_{21} x_{20}}{x_{21}^2 x_{20}^2} \left( 2 \frac{x_{20} x_{21}}{x_{20} x_{21}^2} + 1 \right) + 2 \frac{x_{21} x_{20}}{x_{21}^2 x_{20}^2} - \frac{x_{21} x_{20}}{x_{21}^2 x_{20}^2} \right\} \] (C.13)

with the corresponding neighbor dipole amplitude \( \Gamma_{i0,21}^{NS} \). Integrating eq. (13) over impact parameters while employing eq. (C.11a) yields

\[
x_{10} H_{NS}(x_{10}^2, z) = x_{10} H_{NS(0)}(x_{10}^2, z) + \frac{\alpha_s N_c}{4\pi^2} \int \frac{dz'}{z'} \int d^2 x_2 \left\{ \left[ \frac{3}{x_{21}^2} - 2 \frac{x_{20} x_{21}}{x_{20} x_{21}^2} - \frac{1}{x_{20}^2} \right] - \frac{x_{21} x_{20}}{x_{21}^2 x_{20}^2} \left( 2 \frac{x_{20} x_{21}}{x_{20} x_{21}^2} + 1 \right) \right\} + 2 \frac{x_{21} x_{20}}{x_{21}^2 x_{20}^2} \left( 2 \frac{x_{20} x_{21}}{x_{20} x_{21}^2} + 1 \right) + 2 \frac{x_{21} x_{20}}{x_{21}^2 x_{20}^2} - \frac{x_{21} x_{20}}{x_{21}^2 x_{20}^2} \right\} \] (C.14)

where the decomposition (C.11a) is valid for the neighbor dipole amplitude as well,

\[
\int d^2 b_1 \Gamma_{i0,21}^{NS}(z) = x_{10} \Gamma_{NS}(x_{10}^2, z). \quad (C.15)
\]

We begin with the first term in the kernel of eq. (C.14): it contains no UV \( 2 \rightarrow 0 \) logarithm. There is no IR logarithm at \( x_{21} \sim x_{20} \gg x_{10} \) either. The logarithmic UV divergence at \( 2 \rightarrow 1 \) gives

\[
\frac{\alpha_s N_c}{2\pi} \int \frac{dz'}{z'} \int d^2 x_2 \frac{x_{10}^2}{x_{21}^2 x_{20}^2} \Gamma_{NS}(x_{10}^2, x_{21}^2, z'). \quad (C.16)
\]

The second (eikonal) term in the kernel of eq. (C.14) also contains no UV \( 2 \rightarrow 0 \) logarithm and no IR logarithm. When \( 2 \rightarrow 1 \), we get

\[
- \frac{\alpha_s N_c}{2\pi} \int \frac{dz'}{z'} \int d^2 x_2 \frac{x_{10}^2}{x_{21}^2 x_{20}^2} \Gamma_{NS}(x_{10}^2, x_{21}^2, z'). \quad (C.17)
\]
We see that the terms in eqs. (C.16) and (C.17) cancel, and the DLA evolution following from eq. (C.14) becomes trivial,
\[ H_{NS}^{(2)}(x_{t0}^2, z) = H_{NS}^{(0)}(x_{t0}^2, z). \]  
(H.18)

Hence the amplitude \( H_{NS}^{(2)}(x_{t0}^2, z) \) does not evolve, at least not at the DLA level. It contributes to the Boer-Mulders function only if \( H_{NS}^{(0)}(x_{t0}^2, z) \neq 0 \). Our preliminary calculation indicates that \( H_{NS}^{(0)}(x_{t0}^2, z) = 0 \) at the level of two- and three-gluon exchanges with an unpolarized target; hence, it is possible that \( H_{NS}^{(2)}(x_{t0}^2, z) = 0 \) and does not contribute to the Boer-Mulders function. A more detailed determination of the initial conditions is left for future work.

Last, we have to consider the DLA evolution for the amplitude \( H_{NS}^{(2)}(x_{t0}^2, z) \). Using the decomposition (2.57), where, similar to the case of the Sivers function, we only keep the second (sub-eikonal) term on the right, along with the propagator (2.61) we construct the following evolution equation
\[ H_{NS}^{(2)}(x_{t0}^2, z) = H_{NS}^{(2)(0)}(x_{t0}^2, z) - \frac{\alpha_s}{2N_c\pi^2} \int \frac{dz'}{z'} \int d^2x_2 d^2b_+ \left[ \frac{2(x_{21} \cdot x_{20})^2}{x_{21}^2 x_{20}^2} - \frac{1}{x_{21}'} - \frac{1}{x_{20}'} \right] \times \text{Im} \left\{ \left[ T \text{tr} \left( eV_2^aV_1^\dagger \right) - T \text{tr} \left( eV_2^aV_1^\dagger \right) \right] \left( U_2^{(2)} \right)^{ba} \right\}(z') \right. 
- \frac{\alpha_s}{4N_c\pi^2} \int \frac{dz'}{z'} \int d^2x_2 d^2b_+ \left[ 2(x_{21} \cdot x_{20})^2 - \frac{1}{x_{21}'} - \frac{1}{x_{20}'} \right] \times \text{Im} \left\{ \left[ T \text{tr} \left( eV_2^aV_1^\dagger \right) - T \text{tr} \left( eV_2^aV_1^\dagger \right) \right] \left( U_2^{(2)} \right)^{ba} \right\}(z') \right\}
+ \frac{\alpha_s N_c}{2\pi^2} \int \frac{dz'}{z'} \int d^2x_2 \frac{x_{10}^2}{x_{21}^2 x_{20}^2} \left( H_{NS}^{(2)}(x_{12}^2, z') - \Gamma_{NS}^{(2)}(x_{10}^2, x_{21}^2, z') \right),
\]  
where, for simplicity, the last term is taken in the large \( N_c \) limit and is linearized (by putting \( S = 1 \)). (We have also dropped the delta-function terms like \( \delta^2(x_{21}) \) in the kernel, since they do not contribute to small-\( x \) evolution [4].)

One can readily see that the first kernel in eq. (C.19),
\[ 2 \frac{(x_{21} \cdot x_{20})^2}{x_{21}^2 x_{20}^2} - \frac{1}{x_{21}'} - \frac{1}{x_{20}'} \]
contains neither IR \((x_{21} \sim x_{20} \gg x_{10})\) nor UV \((2 \rightarrow 0, 2 \rightarrow 1)\) logarithms. Hence it does not contribute to the DLA evolution. To assess the second kernel, we note that the derivative \( \partial_1^2 \) in the Wilson lines multiplying it would end up acting on the amplitude for the dipole 12: in the linearized approximation this dipole amplitude has to be “polarized”, otherwise it will be put to 1 \((S = 1)\) and will be zero after differentiation. The impact-parameter integrated dipole amplitude for the dipole 12 will be a function of \( x_{21} \) only. We thus can replace \( \partial_1^2 \rightarrow -\partial_1 \) and integrate by parts, making this derivative act on the kernel in the square brackets. We will get a kernel proportional to
\[ \partial_1^2 \left[ 2 \frac{(x_{21} \cdot x_{20})^2}{x_{21}^2 x_{20}^2} - \frac{1}{x_{21}'} - \frac{1}{x_{20}'} \right] = 2 \frac{(x_{21} \cdot x_{20})^2}{x_{21}^2 x_{20}^2} - \frac{x_{21} \cdot x_{20}}{x_{21}^2 x_{20}^2} - \frac{1}{x_{20}^2} \]
(C.21)
which also has neither IR \((x_{21} \sim x_{20} \gg x_{10})\) nor UV \((2 \to 0, 2 \to 1)\) logarithms and, therefore, does not contribute to the DLA evolution.

We conclude that only the last (eikonal) term contributes at DLA, giving us the following equations for the amplitude \(H^{NS[2]}(x_{10}^2, z)\) and for its corresponding neighbor amplitude:

\[
H^{NS[2]}(x_{10}^2, z) = H^{NS[2]}(0)(x_{10}^2, z) + \frac{\alpha_s N_c}{2\pi} \int_{\frac{x_{10}^2}{z}}^z \frac{dz'}{z'} \int_{1/z'}^{x_{21}^2} \frac{dx_{21}^2}{x_{21}^2} \left[ H^{NS[2]}(x_{21}^2, z') - \Gamma^{NS[2]}(x_{10}^2, x_{21}^2, x_{21}) \right],
\]

\[
\Gamma^{NS[2]}(x_{10}^2, x_{21}^2, z') = H^{NS[2]}(0)(x_{10}^2, z') + \frac{\alpha_s N_c}{2\pi} \int_{\frac{x_{10}^2}{z}}^{z'} \frac{dz''}{z''} \min\left\{\frac{x_{10}^2 - x_{21}^2}{x_{21}}, \frac{z''}{z'}\right\} \int_{1/z''}^{x_{32}^2} \frac{dx_{32}^2}{x_{32}^2} \left[ H^{NS[2]}(x_{32}^2, z'') - \Gamma^{NS[2]}(x_{10}^2, x_{32}^2, x_{32}) \right].
\]

These equations are equivalent to eqs. (B.18), which have been solved in appendix B with the solution being given by the inhomogenous terms/initial conditions.

\[
H^{NS[2]}(x_{10}^2, z) = \Gamma^{NS[2]}(x_{10}^2, x_{21}^2, z') = H^{NS[2]}(0)(x_{10}^2, z).
\]

We see that the last amplitude \(H^{NS[2]}(x_{10}^2, z)\) in the mass correction to the Boer-Mulders function also does not evolve at DLA.

Additionally, similar to the sub-eikonal contribution to the Sivers function [3], one can show that the lowest-order contribution to \(H^{NS[2]}(0)\) is zero in the gluon sector. However, it may be non-zero in the quark-exchange sector [109]. Therefore, we can conclude that while \(H^{NS[2]}(x_{10}^2, z)\) may or may not be zero, it certainly does not evolve under the DLA large-\(N_c\) evolution.
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