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Abstract—The growth in the number of low-cost narrow band radios such as, Bluetooth low energy (BLE) enabled applications, such as asset tracking, human behavior monitoring, and keyless entry. The accurate range estimation is a must in such applications. Phase-based ranging has recently gained momentum due to its high accuracy in multipath environment compared to traditional schemes such as ranging based on received signal strength. The phase-based ranging requires tone exchange on multiple frequencies on a uniformly sampled frequency grid. Such tone exchange may not be possible due to some missing tones, e.g., reserved advertisement channels. Furthermore, the IQ values at a given tone may be distorted by interference. In this article, we proposed two phase-based ranging schemes which deal with the missing/interfered tones. We compare the performance and complexity of the proposed schemes using simulations, complexity analysis, and measurement setups. In particular, we show that for small number of missing/interfered tones, the proposed system based on employing a trained neural network (NN) performs very close to a reference ranging system, where there is no missing/interfered tones. Interestingly, this high performance is at the cost of negligible additional computational complexity and up to 60.5 KB of additional required memory compared to the reference system, making it an attractive solution for ranging using hardware-limited radios such as BLE.
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I. INTRODUCTION

THE GROUP of connected devices, often referred to as Internet of Things, is widely available nowadays and the number of IoT devices will exceed 29 billions devices by 2030 [1]. This growth is due to availability of cheap narrowband systems such Bluetooth low energy (BLE) or ZigBee, as they are widely available in smart phones, airports, shopping malls, and factories. The IoT systems can be used in many applications, such as asset tracking, human behavior monitoring used for smart elderly care [2], and keyless entry. The main required functionality for such applications is the distance estimation between two devices, which in turn can be used for localization. Although it is known that ultra wide band (UWB) systems provide better ranging accuracy compared to the narrowband systems, its usage is rather limited in IoT systems due to its cost [3].

The distance between two radio systems can be estimated based on three main approaches: 1) received signal strength indicator (RSSI); 2) Time of Flight (ToF) or Time Difference of Arrival (TDoA); 3) phase-based ranging. RSSI-based ranging suffers from low accuracy [4], [5] as in practice, multipath violates the direct relation of distance to RSSI. ToF and TDoA are also effective in the UWB system, where the bandwidth and hence, time resolution is high [6]. In narrowband systems, phase-based ranging is a popular candidate [7], [8]. A comprehensive overview of accurate localization systems can be found in [9].

In phase-based ranging, the channel is measured between two devices (known as initiator and reflector) on a uniform frequency grid over the bandwidth of interest [8]. The measurements can be processed using fast Fourier transform (FFT) [10] to obtain the CIR, however, the ranging accuracy is not great in multipath environment due to limited resolution of the FFT [11]. Instead of FFT, super-resolution algorithms, such as multiple signal classification (MUSIC), can be used to improve the accuracy of ranging in multipath environments [12]. In [11] a novel ranging scheme based on single-snap shot MUSIC [13] is proposed which only employs the IQ measurements over the frequency band. In [11], it is shown that range estimation using the reconstructed channel as a one-way channel response is more accurate compared to range estimation using the two-way channel response which does not require the channel reconstruction.

The critical assumption of applying the super-resolution algorithms, such as MUSIC on phase-based ranging, is that the IQ measurements at the initiator and reflector are taken on a uniform, frequency-domain sampling grid [11]. However, this assumption will be violated in the case that there are missing or interfered tones. Missing tones in Bluetooth system are unavoidable as some channels are reserved for Bluetooth advertising packets [14]. Therefore, the initiator and reflector cannot measure on these advertisement channels. Furthermore, due to interference of other systems, such as Bluetooth, ZigBee, or WiFi (which uses the same bandwidth), some measurements cannot be trusted. To the best of our knowledge, there is no work in literature which evaluates the effect of missing/interfered tones on accuracy of phase-based ranging in multipath environments. We highlight that the contribution of this article is mainly about how to deal with the missing/interfered tones in phase-based ranging based on super resolution algorithm. To this end, we used MUSIC as a signal processing tool to remove the missing/interfered tones.
processing tool for evaluation of our methods. There are other signal–noise subspace separation methods that can be used, e.g., ESPRIT [15] and MVDR [16]. It is shown that MUSIC performs better than MVDR and ESPRIT in the direction of arrival estimation problem [17], [18].

There exists prior art on the performance of the MUSIC algorithm using a nonuniform sampling grid. For example, MUSIC-based direction of arrival estimation is possible when using sparse, nonuniform antenna arrays, see [19], [20]. These works however assume availability of multiple uncorrelated snapshots, and do not require any channel reconstruction (see Section II-B for channel reconstruction). Other works analyze direction of arrival estimation with MUSIC using randomly missing observations [21], [22], but they rely on many snapshots with uncorrelated sources, knowledge of the number of sources, and additionally do not require channel reconstruction, which makes them not applicable to our problem statement.

In this article, we propose two schemes for phase-based ranging using MUSIC as a super resolution algorithm in various multipath environments, where some tones are missing/interfered. In the first scheme, the IQ values corresponding to missing/interfered tones are neglected, and the cost function of the MUSIC algorithm is modified to infuse the information of the remaining IQ values. In the second scheme, we first estimate the squared frequency response of the channel at missing/interfered tones, and then apply the MUSIC algorithm to estimate the range. The estimation of the squared frequency response of the channel at missing/interfered tones are done either using atomic norm minimization or using a trained neural network (NN). The performance of both schemes is compared via simulations and further validated using measurement setups. Based on the complexity analysis of both schemes and observed performance, we show that the proposed system based on NN provides the best performance-complexity trade-off. We highlight that the conclusions drawn based on the second scheme (recovering the missing/interfered tones) can be also drawn if other super resolution algorithms are used for the range estimation.

The remainder of this article is organized as follows: In Section II, some preliminaries are explained and ranging based on [11] is reviewed. The proposed schemes for phase-based ranging with missing/interfered tones are discussed in Section III. In Section IV, we compare the complexity of the proposed schemes. The simulation and measurement results are given in Section V. Finally, conclusions are drawn in Section VI.

Notation: We use boldface letters for vectors and matrices, e.g., $x$ and $X$. Furthermore, $x^T$ stands for the elementwise squared of $x$. $(\cdot)^T$ and $(\cdot)^H$ are the matrix transpose and Hermitian operations, respectively. $c$ denotes the speed of light and $I_L$ is the identity matrix of size $L \times L$. Toeplitz matrix is a Toeplitz matrix [23] whose first column is equal to $x$. trace$(X)$ is a function returning the sum of the main diagonal components of $X$. $X > 0$ means that $X$ is a positive-definite matrix. $\angle$ denotes the unwrapped angle. stands for less than or equal to. $\text{Real}(\cdot)$ and $\text{Imag}(\cdot)$ stands for the order of the complexity. $\text{Real}(\cdot)$ and $\text{Imag}(\cdot)$ denotes the real and imaginary components of a complex value. Slice over integer numbers are shown using "\{\}", e.g., $\{1:4\}$ and $\{1, 2, 3, 4\}$ are equivalent. $\emptyset$ stands for the empty set. $\leftarrow$ means that $A \leftarrow B$ means that $A$ is overwritten by $B$. Finally, "$\propto$" and "$\approx$" denote proportional and a logical comparison, respectively.

II. Preliminaries

In this section, we first present the system model. Then, we briefly explain the structure of phase-based ranging based on IQ measurements using super resolution algorithm, such as MUSIC, which was introduced in [11].

A. System Model

During phase-based ranging, two narrowband radios collaborate to measure the frequency response of the propagation channel between them. First the so-called initiator sends an unmodulated tone on the first channel to the other radio, called reflector, such that it can measure the channel response. After the given time, the reflector sends a tone on the same channel and the initiator will measure the channel response. Then, both radio switch to the next channel and the procedure is repeated again, until the channel response is measured over bandwidth $B$ on a uniform frequency grid with step size $\Delta_f$. As will be explain in the following, during this procedure, both initiator and reflector measure the IQ values. Then, the IQ values of reflector are sent to the initiator, where the range will be estimated. This procedure is schematically shown in Fig. 1.

Assuming the whole procedure is conducted within the coherence-time of the channel, its response to a tone with frequency $f_k$ can be modeled as

$$h_k = \sum_{m=0}^{M-1} a_m \exp(-j\omega_0 t_m) \exp(-jk\Delta_\omega_0 t_m), k \in \{1, \ldots, K\}$$  \hfill (1)$$

where $\omega_0 = 2\pi f_0$, $f_0$ is the carrier frequency, $\Delta_\omega = 2\pi \Delta_f$, $M$ is the number of paths, $K$ is the number of tones, $a_m$ is the coefficient of $m$th path, and $t_m$ is the delay corresponding to $m$th path. The delay corresponding to Line-of-Sight (LoS) path is $t_0$.

Similar to [11] and [24], we assume both devices have a homodyne receiver architecture, where the local-oscillator (LO) signal is used to both generate tones and as a mixer signal. The LO signal is typically generated using a phase-locked loop (PLL), where in both initiator and reflector does not necessarily remain in lock when switching between different channels, which is a more commercialized PLL compared to phase coherent counterpart [25]. However, we do assume that the LO of both initiator and reflector is phase continuous.
when switching its role from transmitting to receiving mode or vice versa. The noise-free IQ samples corresponding to the $k$th tone measured at the reflector ($IQ_R(f_k)$) and initiator ($IQ_I(f_k)$) can be modeled as

$$IQ_R(f_k) = A_Re^{\theta_k}h_k, \quad IQ_I(f_k) = A_Ie^{-\theta_k}h_k$$

where $\theta_k$ is the uniformly random phase difference between initiator and reflector PLLs. As we assumed phase-continuous LO signals, the phase difference of LO manifests as a phase with different signs in (2). The variables $A_R$ and $A_I$ model the TX power and RX gain of the radios combined. It is important to emphasize that we assume these to be constant for all channels. In the following sections, we assume that the IQ values at the initiator and reflectors are normalized based on the $A_R$ and $A_I$ values, therefore, one can assume $A_R = A_I = 1$ in (2).

### B. Signal Processing Chain

The schematic of phase-based ranging using MUSIC as super-resolution algorithm is shown in Fig. 2. First the two-way channel response of the $k$th tone is computed by simply multiplying the IQ samples, i.e., $h_k^2 = IQ_R(f_k)IQ_I(f_k)$. As shown in [11], the ranging accuracy based on the two-way channel responses is lower than ranging based on the one-way channel response in multipath channel. Therefore, we use the one-way channel response for all tones, which is computed as

$$h_k \propto \sqrt{|IQ_R(f_k)IQ_I(f_k)|}c_kh_k, \quad c_k \in \{\pm 1\}$$

where $h_k$ is the estimated frequency of the $k$th tone. Note that due to square root operation in (3), there is a $\pi$ phase ambiguity between $\hat{h}_k$ and $h_k$. This phase ambiguity can be resolved by employing channel reconstruction method proposed in [24], which attempts to maintain the phase progression between tones, assuming that $\Delta f$ is smaller than the coherence band. The resulting estimated frequency response after channel reconstruction for the $k$th tone is denoted by $\hat{h}_k$. After channel reconstruction, the vector $\hat{h} = [\hat{h}_1, \ldots, \hat{h}_K]$ is used as the input for MUSIC to estimated the distance. Note that due to the uniform frequency step size between different tones, there is a constant phase rotation from tone $k$ to tone $k+1$ for each path in (1). This property is used in the single snapshot MUSIC [13] to find the time delays. In particular, spatial smoothing parameter [26] $L$ can be applied to $\hat{h}$ to compute the Hankel matrix $H$ given as

$$H = \begin{bmatrix} h_1 & \cdots & h_L \\ \vdots & \ddots & \vdots \\ h_{K-L+1} & \cdots & h_K \end{bmatrix}.$$

Then, using eigenvalue decomposition of $H^HH$, the signal and noise subspaces are computed as

$$H^HH = VA\Lambda V^H, \quad V = [V_S, V_N]$$

where $\Lambda$ is a diagonal matrix comprising the eigenvalues, and $V_S$ and $V_N$ contain eigenvectors corresponding to signal and noise subspaces, respectively. We remark that the signal–noise subspace separation can be done by setting the threshold on the eigenvalues [23]. Based on (1), (4), and the Vandermonde decomposition of Hankel matrix, the steering vectors given as

$$e(\tau) = [\exp(-j\Delta f\tau), \ldots, \exp(-j\Delta f(L-1)\tau)]^T$$

should be orthogonal to the noise subspace for the values of $\tau_n$. Hence, the pseudospectrum function given as

$$J(\tau) \triangleq \frac{1}{e(\tau)^H(V_N)\Lambda e(\tau)} = \frac{1}{L - e(\tau)^H(V_S)\Lambda (V_S)^e(\tau)}$$

can be computed, where the second equality follows by the fact that $(V_N)^H(V_N) = I_L - (V_S)^H(V_S)$. The time delay $\tau_0$ can be estimated by finding the first peak of $J(\tau)$ [13], hence, the estimated distance between initiator and reflector is $c\tau_0$.

### III. Ranging With Missing/Interfered Tones

In this section, we propose two schemes to estimate the range between initiator and reflector of a narrowband system, when some tones are missing/interfered. In this article, we refer to a “tone gap” as a block of consecutive tones, where measurements are missing or interfered. Furthermore, an “available tone band” refers to a block of consecutive tones, where the frequency response of the channel can be estimated using IQ measurements as discussed in Section II-A. In this section, we assume that the missing/interfered tones are known. As explained before, missing tones are imposed by the standard and are known by any standard compliant device.

Interfered tones can be detected in several manners, e.g., using the constant envelop property of the tones [27], [28], energy detection scheme [29], statistical measure technique [30], or employing the machine learning techniques [31], [32]. A simple interference detection based on [28] is explained in the following. Consider the IQ measurement at the reflector for the $k$th tone (corresponding to frequency $f_k$). The reflector downmixes the tone at frequency $f_k$ with its LO (with frequency $f_k$) and takes multiple samples. Then, the samples are averaged, giving $IQ_R(f_k)$. In the absence of interference, the measured envelop is constant for all samples. However, with interference the measured envelop vary over samples. Such variation can be used to detect the interfered tone. This variation can be captured in [28, eq. (4.1)] metric. If [28, eq. (4.1)] metric for a given tone is less than a threshold, then the corresponding IQ is marked as interfered. Furthermore, as IQs of both initiator and reflector impacts the ranging, if the IQ of the either of initiator or reflector is marked as interfered, such tone is considered as interfered.

A straightforward approach for range estimation is to zero-pad IQs of the missing/interfered tones. As we will show in Section V-A, such zero padding may result in a large ranging error compared to the range estimation without missing/interfered tones. The reason is that the fundamental

\footnote{Note that the same mechanism can be used at the initiator to detect the interfered tones.}
constant phase progression from tone to tone that was used to make the Hankel matrix in Section II-A will be violated by zero padding, yielding mixing of the signal with noise subspace.

A. Ranging With Modified MUSIC Pseudospectrum

There are multiple variants of MUSIC in the literature. To reduce the complexity of MUSIC, root-MUSIC [33] is proposed which approximate the eigenvalue decomposition with polynomial root solver. Gold-MUSIC [34] employs a two-stage search to find the peak in the pseudospectrum. The compress-MUSIC [35] and real-valued MUSIC [36] partitioned the field-of-view to efficiently estimate the angle of arrival and reduce the complexity of the MUSIC. In these papers, it is assumed that the observation (in our case measured IQs at initiator and reflector) are all available. In [37], an algorithm based on sparsity enforcing norm is proposed to estimate the angle of arrival, however, it assumes that the sources are well separated and the number of sources for angle of arrival is known. This is not a realistic assumption in our problem, as the number of multipath components is a-priori unknown and they can be arbitrary close (not well separated). To the best of our knowledge, there is no work in literature that modifies the MUSIC pseudospectrum in order to infuse available observations when the full observation is incomplete. Other related works are in essence similar to the method that will be discussed in the next section. In the following, we propose two modified cost functions for pseudospectrum which employ the IQ values of the available tone bands to estimate the range.2

The schematic of system model in this section is shown in Fig. 3. As it can be seen, the structure is similar to Section II-A (Fig. 2) with the difference that MUSIC is used with a modified pseudospectrum. In what follows, we propose two modified pseudospectrums.

Let us assume that there are \( I \) available tone bands. For each available tone band the reconstructed channel from the IQ samples of the initiator and reflector can be computed, similar to Section II-A. We assume that the reconstructed channels of tones in \( j \)th available tone band \((j \in \{1, \ldots, I\})\) are denoted as \( h_j = [h_{aj}, \tilde{h}_{aj+1}, \ldots, \tilde{h}_{bj}] \). \( a_j \) and \( b_j \) are the first and last index of the \( j \)th available tone band, hence, the number of tones in the \( j \)th available tone band is \( b_j - a_j + 1 \) and \( L_j \) as the smoothing factor of the \( j \)th available tone band. For each available tone band the Hankel matrix can be computed as

\[
H_j = \begin{bmatrix}
\tilde{h}_{aj} & \cdots & \tilde{h}_{aj+L_j-1} \\
\vdots & \ddots & \vdots \\
\tilde{h}_{bj-L_j+1} & \cdots & \tilde{h}_{bj}
\end{bmatrix}
\]  

(8)

We now explain how to select the smoothing factor for the \( j \)th available tone band.

**Proposition 1:** \( L_j = \lfloor (b_j - a_j + 1)/2 \rfloor + 1 \) maximizes the number of path delays that can be found by MUSIC pseudospectrum peaks for the \( j \)th available tone band.

**Proof:** See the Appendix.

In Section V-A, we verify the Proposition 1 with simulations.

Now it remains to define the two modified pseudospectrum to infuse the signal–noise subspace separation of different available tone bands.

1) **Multiplied Pseudospectrum:** We refer to the first proposed modified pseudospectrum as multiplied pseudospectrum (MPS). In MPS, pseudospectrum of all available bands will be multiplied to find the peak. Concretely, MPS, the range is computed by finding the first peak corresponding to the following pseudospectrum:

\[
J(\tau) = \frac{1}{\prod_{j=1}^{I} (L_j - e(\tau)^{H}((V_j)(V_j)^{H})e(\tau))}
\]  

(9)

where \((V_j)\) is computed by eigenvalue decomposition of \( H_j^{H} H_j \). Intuitively, finding the first peak in MPS means that all available tone bands should agree that the steering vector of \( e(\tau_0) \) is orthogonal to the noise subspace of all available tone bands.

2) **Weighted Average Pseudospectrum:** We refer to the second proposed modified pseudospectrum as weighted average pseudospectrum (WPS). Concretely, the range is computed by finding the first peak corresponding to the following pseudospectrum:

\[
J(\tau) = \frac{1}{\sum_{j=1}^{I} L_j (L_j - e(\tau)^{H}(V_j)(V_j)^{H}e(\tau))}
\]  

(10)

In (10), the orthogonality of the steering vector of \( e(\tau_0) \) are weighted based on the smoothing factors. The motivation for such weighting is that the number of eigenvalues of available tone band with larger smoothing factor selected based on Proposition 1 is larger, therefore, signal–noise subspace separation can be performed more reliably using the thresholds on the eigenvalues.

B. Ranging With Recovering the Missing/Interfered Tones

The schematic of a phase-based ranging with recovering the missing/interfered tones is shown in Fig. 5. The schematic in Fig. 5 is similar to Fig. 2, except the channel recovery unit. The channel recovery unit estimates the missing/interfered tones. For the channel recovery there are two options: 1) recovering of the \( \hat{h} \) corresponding to missing/interfered tones and 2) recovering of the \( h^2 \) corresponding to missing/interfered tones. Option 2) is preferred over option 1), as there is an

---

2We highlight that we considered other approaches to infuse the IQ values of the available tone bands for range estimation, e.g., run the MUSIC on each available tone band and then compute the average or weighted average of estimated ranges as the final range estimate. However, they perform worse than the proposed schemes in this section in multipath channel. Therefore, to make this article concise, we excluded them from this section.
In a multipath environment based on Saleh-Venezuela channel model, we show IQ values of channel response. Fig. 4, we show IQ values of channel response corresponding to 2.425, 2.426, and 2.427 GHz are missing. In available tones in 2.4-GHz ISM band and three tones corresponding to frequency step) in 80-MHz bandwidth is 1 MHz, yielding 80 tones. Based on Schur complement and Vandermonde decomposition lemmas [39], [40], the missing/interfered tones of \( h^2 \) can be computed by minimizing the atomic norm of \( h^2 \) which can be written as a semi-definite programming (SDP) problem given as

\[
\mathbf{h}^2 = \left( h_1, \ldots, h_K \right)^T = \sum_{n=0}^{M-1} \sum_{p=0}^{M-1} \tilde{a}_n \tilde{a}_p \exp(-j \Delta_k \omega (\tau_n + \tau_p)) \quad (11)
\]

where \( \tilde{a}_n = a_n \exp(-j \omega_0 \tau_n) \), \( \tilde{a}_p = a_p \exp(-j \omega_0 \tau_p) \). As can be seen from (11), the squared channel response is also a weighted sum of complex exponentials. Furthermore, the IQs measured on a uniform grid with the step size of \( \Delta \). Therefore, we can directly apply the atomic norm to estimate the missing/interfered components of \( h^2 \). In the following, we briefly explain how the recovering of missing channels using atomic norm is formulated.

Based on (11), \( h^2 \) can be computed as

\[
h^2 = \left( h_1, \ldots, h_K \right)^T = \sum_{n=0}^{M-1} \sum_{p=0}^{M-1} \tilde{a}_n \tilde{a}_p \exp(-j \Delta_k \omega (\tau_n + \tau_p)) \quad (12)
\]

where \( z(\tau_n + \tau_p) = [1, \exp(-j \Delta_0 (\tau_n + \tau_p)), \ldots, \exp(-j \Delta_0 K (\tau_n + \tau_p))]^T \). The set of \( z(\tau_n + \tau_p) \) for different \( \tau_n \) and \( \tau_p \) are known as atoms, which are the building block of \( h^2 \). Let us define \( \Omega \) as the set comprising the components of \( h^2 \), when there are no missing/interfered tones. Based on Schur complement and Vandermonde decomposition lemmas [39], [40], the missing/interfered tones of \( h^2 \) can be computed by minimizing the atomic norm of \( h^2 \) which can be written as a semi-definite programming (SDP) problem given as

\[
\mathbf{h}^2 = \inf_{u, \tau, \mathbf{h}} \left\{ \frac{1}{2} \text{trace} \left( \text{Toep}(u) + \frac{1}{2} I \right) \right\}
\]

s.t. \( \begin{bmatrix} \text{Toep}(u) & \mathbf{h}^2 \end{bmatrix} \mathbf{h}^2 > 0 \)

\[
\mathbf{h}^2_{\Omega} = \mathbf{h}^2_{\Omega} \quad (13)
\]

where \( u, \tau, \mathbf{h} \) are the optimization variables. The problem of (13) can be solved using standard SDP solvers such as CVX [41]. We remark that there are other problem formulation for estimating the missing/interfered tones based on denoising of the atomic norm [42] or formulating as a matrix completion problem using nuclear-norm minimization [43]. They both boils down to an SDP problem. In the application of range estimation based on phase-based ranging with missing/interfered tones, we did not see any notable performance difference between them, hence, we do not explain these formulations.

D. Channel Recovery Using Neural Network

As will be shown in Section IV, the complexity of SDP solver required for the atomic norm minimization is high, which prevents its use in a real-time application such as Bluetooth chips with limited resources. Therefore, in this section, we use an NN to estimate the frequency response of missing/interfered tones which has significant lower complexity than atomic norm minimization. The idea of the NN is to estimate the missing/interfered components of \( h^2 \) based on the components before and after the tone gap. This is motivated by the fact that there is a progression from components of \( h^2 \) before the tone gap to the components of \( h^2 \) after the tone gap. Therefore, we propose to train NN to extract this progression. We use feed-forward NN as it is known to be a universal function approximator [44], hence, it can estimate such progression.

In the following two sections, we propose two methods to realize channel recovery.

C. Channel Recovery Using Atomic Norm Minimization

In the literature, atomic norm as a sparsity enforcing norm is used to estimate the missing samples of a signal comprising the weighted sum of complex exponential when the signal is uniformly sampled [39]. As discussed in Section III-B, we aim to recover the \( h^2 \). Based on (1), the squared channel response corresponding to the \( k \)th tone is given as

\[
(h_k)^2 = \sum_{n=0}^{M-1} \sum_{p=0}^{M-1} \tilde{a}_n \tilde{a}_p \exp(-j k \Delta_k \omega (\tau_n + \tau_p)) \quad (11)
\]

Fig. 4. Comparing the channel reconstruction of two available tone bands.

Fig. 5. Schematic of the phase-based ranging with channel recovery.

ambiguity associated with option 1). The reason of ambiguity for option 1 is that the channel reconstruction in [24] can only guarantee the phase progression within a given available tone band. However, there is no guarantee that the phase progression is correct between two reconstructed available tone bands. To clarify more we provide an example in the following.

Example 1: Let us assume that the channel jump (or frequency step) in 80-MHz bandwidth is 1 MHz, yielding 80 available tones in 2.4-GHz ISM band and three tones corresponding to 2.425, 2.426, and 2.427 GHz are missing. In Fig. 4, we show IQ values of channel response (80 tones) in a multipath environment based on Saleh-Venezuela channel model [38] \( (a) \) as well as the result of channel reconstruction for the two available tone bands, i.e., available tone band [2.41, 2.424] GHz \( (h_1) \) and [2.428, 2.480] GHz \( (h_2) \). As it can be seen, although \( \mathbf{h}_1 \) is coherent with \( \mathbf{h} \), there is a \( \pi \) phase shift between \( \mathbf{h}_1 \) and \( \mathbf{h} \). To avoid such phase ambiguity, we consider recovering of \( \mathbf{h}^2 \) corresponding to missing/interfered tones.

In the following two sections, we propose two methods to realize channel recovery.
The schematic of channel recovery block using the NN is shown in Fig. 6. As it can be seen, input of the channel recovery block is \( h^2 \) and a list of tone indices corresponding to tone gaps. First, the list of gaps are ordered based on a scheduling algorithm, which will be explained in Section III-D2. Then, corresponding to number of missing/interfered tones in a tone gap, a trained NN out of a bank of NNs is selected to estimate the two-way frequency response of missing/interfered tones. After recovering all gaps, \((h')^2\) is build which will be passed to channel reconstruction and MUSIC algorithm as shown in Fig. 5. In the following, we first explain the structure of the NN. Then, we discuss the scheduling algorithm.

1) Structure of Each NN in the Bank of NNs: In the following, we explain the procedure for training of an NN, where the number of missing/interfered tones in a tone gap is \( W \). For the input features of NN, we use some components of \( h^2 \) corresponding to tones before and after the tone gap. The number of such components of \( h^2 \) is a design parameter, which provides a performance-complexity tradeoff of using the NN. Empirically, we found that it is enough to use \( W \) components of \( h^2 \) before and after the tone gap. We consider a real-valued NN, meaning that the weights, input, and output are real numbers. For such NN, the gap of width \( W \) results in 4\( W \) input and 2\( W \) output neurons. 2\( W \) output neurons correspond to the real and imaginary parts of \( W \) components of \( h^2 \) before/after the tone gap. Furthermore, 2\( W \) outputs correspond to the components of \( h^2 \) at the tone gap. To further limit the complexity, we only consider one hidden layer with 20 neurons. Note that this number is empirically found for the tone gap with 10 missing/interfered tones. It is also worth noting that for the considered NNs (NNs for the tone gaps with number of missing tones up to 10), 20 is the minimum number of neurons for the hidden layer that prevents the bottleneck [45]. The parameters regarding the NN structure and training are summarized in Table I. The input and output of NN are normalized properly such that the mean of the input and output layer is zero and the corresponding variance is 1. This normalization is known to improve the convergence speed of the NN training [46], [47].

To train the NN, we generate gaps of width \( W \) with a random position in the spectrum. Then, for each gap realization, we generate the frequency channel response and IQ samples based on the SV channel model [38]. Then, an exponent with uniformly distributed random phase [see \( \theta_k \) in (2)] is added to IQs to mimic the incoherent frequency switching. We remark that due to noise at initiator and reflector the noise is also added to the IQ samples [given in (2)]. Therefore, \( h_k^2 = (IQ_k(f_k) + n_R((f_k)))(IQ_j(f_j) + n_I((f_i))) \), where

\[
\begin{align*}
n_R((f_k)) & \text{ and } n_I((f_i)) \text{ stand for the noise realization at the } k \text{th} \\
& \text{and the } i \text{th tone for initiator and reflector, respectively. The parameters of SV model (which will be discussed in Section V-A) are also randomly selected to mimic different fading conditions. This random selection of the parameters of simulation model is essential in the training stage, as the trained model is expected to operate in any unseen ranging setup and fading conditions. More details on parameters used for generating the training data set are explained in Section V-A. The schematic of NN for recovering } ([h_k]^2, (h_{k+1})^2, \ldots, (h_{k+W-1})^2)^T \text{ is shown in Fig. 7.}
\end{align*}
\]

2) Scheduling of the Tone Gaps: Let us assume that different NNs, each corresponding to a given number of missing/interfered tones are trained, forming a bank of NNs. For a given tone gap, performance of the channel recovery based on NN depends on which order the components of the bank of NNs are used. To clarify the impact of order in recovering the tone gaps, in the following, we provide an example.

Example 2: For the ease of explanation, we refer to components of \( h^2 \) with the corresponding indices. For instance, for channel jump of 1 MHz in 80-MHz bandwidth in 2.4-GHz ISM band, there are 80 tones from frequency 2.401 to 2.48 GHz, which we referred with indices [0, \ldots, 79]. Let us assume that there are four tone gaps with indices [24, 25, 26], [29, 30], [32], and [34, 35]. The NN for recovering the components of \( h^2 \) for [24, 25, 26] requires the IQ samples at the index 29, which is not available due to tone gap [29, 30]. One can easily infer that it is better to recover tone gap [29, 30] earlier than tone gap [24, 25, 26], as the recovered value of \( h^2 \)
at index 29 can be used for recovering of \{24, 25, 26\}. With the same reasoning, one can check that it is better to recover \{32\} earlier than \{29, 30\} and \{34, 35\}. Following the same reasoning, the order for recovering the gaps is found as \{32\}, \{29, 30\}, \{34, 35\}, and \{24, 25, 26\}.

We propose a scheduling algorithm in Algorithm 1, which provides the order of recovering of tone gaps. The algorithm is based of the following two heuristics.

1) It is preferred to first recover the tone gaps, where the corresponding inputs of NN are not missing/interfered. The reason is that recovering of such gaps may provide some inputs for NNs that will recover other tone gaps.

2) In the case that recovering of two tone gaps rely on each other (e.g., recovering of tone gaps with indices \{17, 18\} and \{21, 22, 23, 24\}), it is better to first recover the channel gap with smaller size by zero padding the values of \(h^2\) corresponding to the larger tone gap. The reason is that the performance of channel recovery using NN degrades with increasing number of missing/interfered tones.

The input of Algorithm 1 is the “input tone gap map,” which is a list containing the indices of tone gaps. The output of the algorithm is “output gap map” which contains the scheduled tone gaps. Furthermore, Algorithm 1 requires “available tone indices” as a list of indices of tones which are not missing/interfered. For the example given in this section, the input tone gap map is \{24, 25, 26\}, \{29, 30\}, \{32\}, \{34, 35\} and available tone indices are \{0:23, 27, 28, 31, 33, 36:79\}.

Algorithm 1: Scheduling of Tone Gaps

| Input: | input tone gap map, available tone indices |
| Output: | output gap map |
| Variables: | current gap map, scheduled gaps, not scheduled gaps, old output gap map |

**Initialization:**

- current gap map ← input tone gap map
- output gap map ← \{\}
- scheduled gaps ← \{\}
- not scheduled gaps ← \{\}
- old output gap map ← \{\}

**while** current gap map is not empty do

**for** j ∈ current gap map do

if the required inputs for tone gap j is in available tone indices then

- Add the tone gap j to scheduled gaps;

else

- Add the tone gap j to not scheduled gaps;

end

end

if not scheduled gap is empty then

- Add tone gaps in scheduled gaps to output gap map
- current gap map ← \{\}

else if not scheduled gaps == old not scheduled gaps then

- Sort the gaps in not scheduled gaps based on their number of tones in an increasing order
- Add sorted gaps to output gap map
- current gap map ← \{\}

else

- current gap map ← not scheduled gaps
- Add gaps in scheduled gaps to the output gap map
- Update available tone indices by adding indices of scheduled gaps
- old not scheduled gaps ← not scheduled gaps

end

end

IV. COMPUTATIONAL COMPLEXITY OF THE CHANNEL RECOVERY SCHEMES

In this section, we evaluate the additional computational complexity of the proposed schemes in Sections III compared to a system with no channel recovery scheme (see Section II-B). We evaluate the complexity based on floating-point operations (flops) \[49\]. We highlight that the computational complexity of ranging without missing/interfered tones (see Fig. 2) is mainly dominated by the complexity of the eigenvalue decomposition in the MUSIC algorithm. The complexity of eigenvalue decomposition in (5) using Proposition 1 is \(O((\lfloor K/2 \rfloor + 1)^3)\).

A. Ranging With Modified MUSIC Pseudospectrum

In the scheme proposed in Section III-A, only eigenvalue decomposition for the available subbands are required, hence, the complexity of system is sum of complexity of eigenvalue decomposition on each available tone band. We remark that the complexity of eigenvalue decomposition for \(\lfloor K/2 \rfloor + 1\) the scheme proposed in Section III-A, does not impose an extra complexity compared to the system, where there are no missing/interfered tones. In this scheme, no extra memory with respect to (w.r.t.) system with no channel recovery scheme (see Section II-B) is required.

B. Channel Recovery Based on Using Atomic Norm Minimization

In the scheme proposed in Section III-C (based on atomic norm with or without denoising \[39\], \[40\] or nuclear norm \[43\] minimization, the channel recovery is based on solving an SDP problem. The SDP solvers typically solve (13) using the interior point method (IPM) \[41\]. The complexity of the IPM is at least \(O(K^6)\) flops per iteration at best \[49\]. To reduce the complexity of IPM, different solver known as alternating direction method of multipliers (ADMMs) can be employed which is known to have less accuracy than IPM \[51\]. The complexity of ADMM per each iteration is dominated by the eigenvalue decomposition of a \(K \times K\) matrix, which requires \(O(K^3)\) flops \[50\]. Note that the number of iterations required for SDP solvers to converge to the solution is around 100. Comparing \(100 \times O(K^3)\) with \(O((\lfloor K/2 \rfloor + 1)^3)\), one can conclude that the additional complexity of ranging based on channel recovery in Section III-C is much larger than the complexity of ranging without missing/interfered tones. In this scheme, no extra memory w.r.t. system with no channel recovery scheme (see Section II-B) is required.

C. Channel Recovery Using Neural Network

The complexity of the scheme proposed in Section III-D is twofold: 1) arithmetic operations required for forward propagating through components of the bank of NNs and 2) the
TABLE II
COMPARING THE COMPUTATIONAL COMPLEXITY AND REQUIRED FLASH MEMORY OF THE PROPOSED SCHEMES FOR RANGING WITH MISSING/INTERFERED TONES w.r.t. BASELINE LINE WHEN THERE IS NO MISSING/INTERFERED TONE

| Method                                                                 | Computational complexity (flops) | Extra required memory w.r.t. baseline (number of floating point values) |
|------------------------------------------------------------------------|----------------------------------|-------------------------------------------------------------------------|
| Base line: MUSIC without missing/interfered tones                      | \( \mathcal{O}((\frac{6}{2})+1)^3) \) | N.A                                                                     |
| MUSIC with modified pseudospectrum                                      | \( \sum_{i=1}^{T} \mathcal{O}(L_i)^3) \) | None                                                                    |
| MUSIC with channel recovery using atomic norm minimization [39] or formulation [40] or nuclear norm [43] | \( \mathcal{O}((\frac{1}{2})+1)^3) + \mathcal{O}(K^6) \) (OMP opt. [49]) | None                                                                    |
| MUSIC with channel recovery using NN                                     | \( \mathcal{O}((\frac{1}{2})+1)^3) + T \times \mathcal{O}(12W+12W) \) | \( \sum_{i=1}^{T} (6Hi + (H + 2i) + 12i) \) |

In (14), \( 6Hi \) is the total number of stored weights required for forward propagating from input to output of the NN trained for tone gap with number of components of \( i \). \( H + 2i \) is total number of biases in NN trained for tone gap with number of components of \( i \). Furthermore, 12i is the total number of values required to be stored for input and output normalization of the NN trained. In Table II, we compare the extra computational and memory requirement of proposed scheme in this article with the baseline when there is no missing/interfered tone and MUSIC is used as a super resolution algorithm for range estimation. In the following example, we provide an example for the complexity comparison.

Example 3: Let us assume \( K = 80, T = 10, H = 20, \) and 100 iterations for ADMM algorithm as an SDP solver, as considered in Section III-D. The complexity of ranging system without missing/interfered tones is \( \mathcal{O}(68921) \) (baseline in Table II). The extra complexity of using channel recovery based on atomic norm w.r.t. baseline system is \( 100 \times \mathcal{O}(5122000) \), and the extra complexity of using the largest component in the bank of NNs w.r.t. baseline system is 2640.

One can see that the extra complexity by NN is negligible. Furthermore, the total memory required for implementing the bank of NNs for single-precision and double-precision floating point are 30.2 and 60.5 KB, respectively. This required memory is sufficiently small for IoT devices such as BLE.

V. SIMULATION AND MEASUREMENT RESULTS

In this section, we evaluate the performance of ranging using schemes in Section III, when there are missing/interfered tones. For the sake of comparison, we also show the performance of ranging with no missing/interfered tones. We also show the performance of ranging system based on Fig. 2, when the missing/interfered tones are zero padded. We first show the simulation results, then, we show the results based on the measured data.

A. Simulation Results

Both for simulation and training of the NN, we used the SV model [38]. In the following, we briefly explain the model as well as the parameters used for training. The SV models the
time difference between two consecutive rays as an exponentially distributed random variable with parameter $\lambda$. The mean of such exponential distribution is $(1/\lambda)$, hence, $(1/\lambda)$ shows the expected time difference between two consecutive rays. The first time delay $(\tau_0)$ is generated based on the distance between initiator and reflector. Furthermore, there is a Rician factor parameter, which shows the ratio of power of the LoS component w.r.t. all none LoS components [38]. Each realization of the SV model gives $\{a_m\}$ and $\{\tau_m\}$ in (1). The IQ values are generated based on a uniform random phase [see (2)]. The additive white Gaussian noise is added to the IQ samples in order to have a given signal-to-noise ratio (SNR), which is defined as

$$\text{SNR} = \frac{1}{M} \sum_{m=0}^{M-1} |a_m|^2$$

where $N_0$ is the variance of complex Gaussian distributed noise. For training the NN, we generate the training and validation sets based on SV model, where the parameters of the model are uniformly random selected from the following intervals: $\text{SNR} \in [20, 30]$ dB; $\tau_0 \in [1, 30]$ ns; $(1/\lambda) \in [4, 10]$ ns; and Rician factor $\in [-15, 15]$ dB. The root mean square of the delay spread of the channel is chosen as 22 ns. This means that the coherence bandwidth is 7.2 MHz, therefore, the channel is frequency selective for the available bandwidth 80 MHz in the ISM frequency band. The frequency selective property of the channel in ISM band is confirmed by measurements [11]. The size of training set is 900,000 channel realizations and the size of validation set is 100,000 channel realizations.

To verify Proposition 1, in Table III, we compare the median of the estimated range (as a measure of the accuracy) using

![Fig. 9. RMSE of range estimation using different schemes for (a) gap 1, (b) gap 2, (c) gap 3, (d) gap 4, (e) gap 5, and (f) gap 6.](image)

![Fig. 10. Wireless outdoor measurement setup using NXP KW36 chip for comparing the range estimation with phase-based ranging using MUSIC (Fig. 2) and ToF.](image)
phase-based ranging with MUSIC (Fig. 2) for different values of spatial smoothing parameter $L$. In this table, we assume that there are no gaps (all 80 tones are used) and $L = \lceil F \times 80 \rceil + 1$. Furthermore, the Rician factor and SNR are in SV model are considered as 0 and 20 dB, respectively. As it can be seen, the minimum median (best accuracy) is for value of $F = 0.5$, which affirms Proposition 1.

As an ablation study, in Fig. 8 we show the normalized mean squared error (MSE) of the recovered channels ($\langle h'^2 \rangle$ in Fig. 5) when NN trained for a given gap length is used to recover the gaps of smaller lengths. Note that if the NN is trained for gap of length $W$, the size of its input and output layer is larger than the size of its input and output layer of an NN trained for gaps of length smaller than $W$ (see Section III-D). To be able to compare the MSE for different gap lengths, we normalize the MSE by the gap length. In this figure, for a given gap length, we randomly select the position of the gap in the 80 tones. As it can be seen, the normalized MSE is minimized when the NN trained for given gap length is used. This verifies the superiority of our proposed scheme in using a bank of NNs for recovering the missing/interfered tones.

To evaluate the performance of all proposed schemes, for the simulation results we independently generate channel realizations, where the distance between initiator and reflector is 6 m, (1/\lambda) = 4 ns, and SNR = 20 dB. We consider channel jump of 1 MHz in 80-MHz bandwidth in 2.4-GHz ISM band, there are 80 tones from frequency 2.401 to 2.48 GHz, which we referred with indices $\{0, \ldots, 79\}$. We consider six different gaps. In all of these six gaps, we assume tones with indices $\{0:2\}, \{78:79\}, \{24:26\}$ are the missing tones, therefore, in each tone gap, we consider at least three gaps due to the missing tones. Furthermore, we assume that the indices corresponding to interfered tones of gaps 1–6 are $\{1, 27:29\}, \{59:61, 59:67\}, \{29:30, 32, 34:36, 38, 52:55, 58:59, 62:63, 65\}$, and $\{12:13, 37:39, 40:41, 53:55, 61:64, 70:72\}$, respectively. Note that the overall number of tone gaps for each tone gap can be computed based on the number of the interfered gaps and missing tones, e.g., the number of gaps for gap 5 is $8 + 3 = 11$. These values are chosen such that we can study the impact of the gap size and its position on the overall ranging performance.

In Fig. 9, the root MSE (RMSE) of range estimation error is shown for gaps 1–6 when the Rician factor varies. As it is expected, by reducing the Rician factor, the RMSE increases. Comparing Fig. 9(a) with (b), and Fig. 9(c) with (d), one can see that with increasing number of missing/interfered tones, the RMSE of all schemes increases as well. However, such increase is less than 8 cm for schemes based on channel recovery using atomic norm and NN. In Fig. 9(e) and (f), the number of tone gaps increases from 4 on Figs. 9(b)–(d) to 11 in Fig. 9(e) and 9 in Fig. 9(f), yielding less available tone bands. Therefore, the RMSE of the MPS and WPS schemes which depends on the length of available tone bands increases as well. Furthermore, for tone gap 5, one can observe that the ranging using zero-padded tone gaps results in larger error than other schemes. This is due to the fact that large number
of zeros-padded tone gaps completely changes the signal–noise subspace separation of the MUSIC algorithm, leading to wrong first path peak in the pseudospectrum. Furthermore, in Fig. 9(e), we show RMSE of the ranging using channel recovery based on NN, when the scheduling algorithm is bypassed. As it can be seen, without scheduling algorithm the RMSE of ranging is increased by up to 35 cm. In particular, it performs roughly the same as ranging with channel recovery using atomic norm minimization. This highlights the impact of the scheduling algorithm on the performance of ranging with channel recovery using the NN.

Overall, from Fig. 9, one can conclude that ranging with channel recovery using NN performs the best compared to other schemes. In particular, if the number of tone gaps and the number of tones in each gap are small (e.g., consider tone gap 1 or tone gap 3), the ranging performance of channel recovery using NN is the same as ranging without missing/interfered tones! Furthermore, ranging with channel recovery using atomic norm is the second-best scheme in terms of performance. We can also conclude that MPS is performing better than WPS, however, they both yield larger ranging error compared to ranging with recovering of missing/interfered tones, especially for smaller Rician factors. We also observed...
that the performance of ranging with zero padding of the missing/interfered tones is the worst compared other schemes and is very sensitive to the position of tone gaps. This highlights the impact of employing proposed schemes, when there are missing/interfered tones.

B. Measurement Results

1) Comparing Phase-Based Ranging and ToF in LoS Strong Measurement: To show the superiority of phase-based ranging based on MUSIC algorithm (see Fig. 2) over range estimation using ToF, a wireless outdoor measurements using NXP KW36 (BLE) chip [52] are performed. The measurement setup has a strong LoS, as shown in Fig. 10 and is similar to setup considered in [53]. The initiator and reflector has omnidirectional antennas. The distance between initiator and reflector are varied from 1 to 10 m with the step size of 1 m. The total number of measurements per position is 250 and $K = 80$ channels are used for the IQ measurements. The box plot of estimated range for both schemes are shown in Fig. 11. Each bar in the box plot, shows the median of range error with red line, where the Q90 of ranging is shown with colored bar. One can also see the minimum and maximum of the ranging error of each bar with dashed lines. As it can be seen, both the accuracy and precision of the phase-based ranging using MUSIC is much better than ToF. In particular, for all distances the Q(90) of estimated range improves from 6 m in ToF to 7.5 cm in phase-based ranging using MUSIC. In the next measurements setups, we evaluate the effect of channel recovery in phase-based ranging using MUSIC.

2) Measurement Setup Based on VNA: The measurements are executed in a meeting room (without furniture) using a 4-port VNA (Keysight PNA-X N5242A [54]), where there are possible interference sources, such as WiFi-access point or mobile phones. Note that this data set is also used in performance analysis of [11]. The horizontal and vertical polarized antenna pairs are used for two ports of VNA as an initiator and for the other two ports as the reflector. This leads to four measurements between each antenna combination. A schematic of the meeting room is depicted in Fig 12. The locations of the initiator are shown with numbers 1–4. The location of the reflector shown as number 5, is located at every 25 cm on the lines between corner points ABCDEF, resulting in 110 measurement locations. The measurement is done 5 times on all $K = 80$ channels and for the four antenna pairs. The green box indicates the position of the VNA during the measurements.

In Fig. 13(a)–(f), we show the cumulative distribution function (CDF) of ranging error of the measured data for the tone gaps 1–6, respectively. In each figure, we also show the median, 90% quantile Q(90), and RMSE of the ranging error. The Q(90) is the ranging error around the median which contains the 90% of the data. Q(90) is a measure for the precision of ranging. In general, all the conclusions drawn based on simulated data apply to ranging on measured data as well. Interestingly, similar to Section V-A, the ranging using channel recovery based on NN provides the best compared to other schemes, where its Q(90) of ranging error is up to 35 cm better than the ranging using channel recovery based on atomic norm. Note that the median of range error for both schemes of ranging based on channel recovery is approximately constant (1.5 m) for various tone gaps, similar to the reference system of ranging without missing/interfered tone gaps. This bias is due to an unknown delay of the antennae in the measurement setup of Fig. 12, as the VNA is calibrated. This constant error can be removed as bias of range estimation. However, for MPS and WPS, the median of range error is changing more than a meter for various gap, hence, it cannot corrected as a bias.

3) Measurement Setup Based on Bluetooth Radio nRF52833 Board: The schematic of measurement setup is shown in Fig. 14. As it can be seen, two “nRF52833” boards [55], referred to as board 1 and board 2, are connected via an attenuator [56] and a directional coupler. The attenuator is tuned to have a received power of $-55$ dBm at both boards. Furthermore, a signal generator [56] is connected to the third port of the coupler. Due to the
directionality of the coupler, the IQ samples at board 1 are only interfered. In the signal generator, we used BLE 1M signal with Gaussian frequency shift keying modulation with continuous packet type, where the carrier frequency of the transmission can be tuned. The power of signal generator is such that the signal-to-interference-ratio (SIR) of 0, −10, and −15 dB are achieved. In the measurement, the carrier frequency of interference is varied from 2.419 to 2.454 GHz, corresponding to tone indices of \{20:55\}. We remark that due to limitations of the application running on the board, it was not possible to capture IQ samples when tones of index \{40:43\} are interfered in our setup.

In Fig. 15, the unwrapped phase of the measurement setup for different SIR levels is compared, when the interfered tone is at index 39. For the sake of comparison, we also show the unwrapped phase of the setup when there is no interference. As one may expect, due to the LoS condition of the setup, the unwrapped phase is a straight line, similar to Fig. 15(a). However, due to the interference, depending on the interference strength, the phase of tone index 39 and especially tones around it deviate from the straight line. In other words, the interference, perturbs the phase around interfered tones, which will impact the performance of ranging.
In Fig. 16, we show the box plot of the estimated range in the measurement setup for different SIR levels, when the position of interfered tone is varied. In this figure, we compare the performance of ranging system without channel recovery (Fig. 2) with the performance of ranging system when channel recovery based on NN is employed. Note that the y-axis of left and right figures are in a different range. As it can be seen, the median of range estimate is 5.85 m. This bias is due to cables, connectors, and the attenuator in measurement setup of Fig. 14. Furthermore, the interference especially for the tones close to the middle of the ISM band, reduces the precision of ranging without employing the channel recovery drastically. This is expected as a measurement in the middle of the ISM band appears more often in the Hankel matrix \((4), (8)\). Hence, the Hankel matrix is changed compared to the case, where there is no tone gap. Therefore, the quality of the signal–noise subspace separation is reduced, i.e., there maybe some noise subspaces with large eigenvalues, which will be incorrectly assigned to the signal subspace. Furthermore, with reducing SIR level, the ranging error increases. From Fig. 16, it can be inferred that the channel recovery using NN hugely improves the performance of ranging, e.g., for interfered tone of index 39, the Q90 of ranging error is improved from 4 m to 20 cm.

We highlight that for the CDF plots shown in Fig. 13 and the box plot in Fig. 16, we employed the NN that is purely trained based on the simulated data, i.e., no retraining based on transfer learning \([57]\) on the measured data is performed.

VI. CONCLUSION

We proposed two schemes to perform ranging, when there are missing/interfered tones in the bandwidth. In the first scheme, the pseudospectrum of MUSIC is modified to account for the missing/interfered tones. We have showed that in this scheme MPS outperforms WPS. However, they both perform worse than the second scheme, i.e., ranging based on channel recovery, which estimates the squared frequency response of missing/interfered tones and then apply the MUSIC to estimate the range.

In the second scheme, we showed that the channel recovery using atomic norm minimization effectively improves the performance at the cost of roughly three orders of magnitude additional computational complexity compared to computational complexity of MUSIC. We further have shown that the computational complexity of channel recovery can be reduced by four orders of magnitude using a trained NN, making its associated additional computational complexity negligible compared to the MUSIC algorithm. We show that the main cost of channel recovery using NN is at most 60.5 KB of program/flash memory. Interestingly, this scheme improves the RMSE of ranging using channel recovery compared to atomic norm minimization by up to 35 cm. Using simulations, we showed that for a small number of missing/interfered tones, ranging with channel recovery using NN performs close to the reference system, where there is no missing/interfered tones. Interestingly, this observation was true for the measured data using the VNA and Nordic platform, which the NN is not trained for.

Overall, we conclude that the ranging with channel recovery based on NN provides the best performance-complexity tradeoff, making it an attractive solution for ranging using hardware-limited radios such as BLE.

APPENDIX

PROOF OF PROPOSITION 11

Based on \([13, \text{Th. 1}]\), the possible path delays that can be estimated by finding the MUSIC pseudo spectrum peaks for Hankel matrix of \((8)\) is less than \(L_j\) and \(b_j - a_j - L_j + 2\) values. Therefore, to maximize the number of resolvable paths that can be estimated the following optimization should be solved:

\[
\max_{1 \leq L_j} \min(y_j, b_j - a_j - L_j + 2) \quad (16)
\]

such that the rank of \(H_j^T H_j\) is being maximized.

To solve (16), we consider two cases: 1) \(\min(y_j, b_j - a_j - L_j + 2) = L_j\) and 2) \(\min(y_j, b_j - a_j - L_j + 2) = b_j - a_j - L_j + 2\). In case 1), (16) boils down to \(\max_{1 \leq L_j} \min(y_j, b_j - a_j + 1)/2 + 1, L_j\), which has the obvious solution of \(L_j = \lfloor (b_j - a_j + 1)/2 \rfloor + 1\). For case 2), (16) boils down to \(\max\{b_j - a_j + 1, \lfloor (b_j - a_j + 1)/2 \rfloor + 1 \leq L_j \leq b_j - a_j - L_j + 2\}\). The objective function in this case maximize for the minimum values of \(L_j\), hence, the solution of case 2) is \(L_j = \lfloor (b_j - a_j + 1)/2 \rfloor + 1\). As in both cases, the solution is similar, the solution of (16) is also \(L_j = \lfloor (b_j - a_j + 1)/2 \rfloor + 1\).
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