Machine learning in the study of phase transition of two-dimensional complex plasmas
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Machine learning is applied to investigate the phase transition of two-dimensional complex plasmas. The Langevin dynamics simulation is employed to prepare particle suspensions in various thermodynamic states. Based on the resulted particle positions in two extreme conditions, bitmap images are synthesized and imported to a convolutional neural network (ConvNet) as training sample. As a result, a phase diagram is obtained. This trained ConvNet model can be directly applied to the sequence of the recorded images using video microscopy in the experiments to study the melting.
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I. INTRODUCTION

A complex plasma is a weakly ionized gas containing micron-sized dust particles. The particles are negatively charged owing to the higher thermal velocities of electrons compared to ions. The discovery of the plasma crystal in the laboratory inspired lasting interest. Using video microscopy, one can experimentally study plenty of phenomena such as wave propagation, self-organization, phase separation, and slow dynamics at single-particle level. The particles are illuminated by a laser sheet and are recorded as bright dots by a fast video camera equipped with bandpass filter. The structure of the complex plasmas can then be obtained by direct processes such as Fourier transformation of the recorded images or identification of x-y positions of individual particles using particle tracking algorithms.

Phase diagram and phase transition in complex plasmas are research topics of great interest. In the laboratory, monodisperse particles are suspended in a single layer above the lower electrode where the gravity is compensated by the electrostatic force in the sheath. The thermodynamic state of such two-dimensional (2D) complex plasma can be easily controlled by the experimental conditions, such as gas pressure and discharge power. Tuning experimental parameters leads to the variation of two dimensionless parameters: the coupling parameter $\Gamma$ and screening parameter $\kappa$. The former represents the ratio of interaction strength to the kinetic temperature, while the latter defines the relative scale of inter-particle distance to the Debye screening length.

Melting of plasma crystal can also be induced by the localized disturbance such as shocks or shear flows driven by external field. Besides, the lateral wave of a fast moving particle above or below the plasma crystal lattice leads to heat transport. Kinetic energy is transferred to the lattice particles via collisions with the self-propelled extra particle, resulting in the melting of the crystal lattice.

Recently, machine learning has become a widely used analysis technique in addressing physical problems, such as Gardner transition, phase transition, crystal structures classification. Meanwhile, various machine learning methods have also been applied to the analysis in the complex plasma research. For example, Bayesian optimization framework was applied to perform a nonlinear response analysis in a complex plasma. Multilayer perceptron was used to classify fcc, bcc, and hcp structure in the three-dimensional plasma crystal, where features are defined based on the particle positions. Support vector machine was used to locate the interface in a binary complex plasma directly based on the recorded images in the experiments performed in the PK-3 Plus laboratory on board the International Space Station. Convolutional neural network was applied to reconstruct the three-dimensional (3D) positions of particles in a dense dust cloud in a dusty plasma under weightlessness from stereoscopic camera images.

In this paper, we apply a machine learning method to investigate the phase transition in 2D complex plasmas based on the Langevin dynamics simulations. In Sec. II the numerical simulation is briefly introduced. The data process protocol and the machine learning model are described. In Sec. III the phase diagram is obtained using a convolutional neural network and compared with the ones obtained using other approaches. In Sec. IV the trained model is directly applied to identify the change of the state of the complex plasma as it melts. Finally, a conclusion is drawn in Sec. V.

II. METHOD

The Langevin dynamics simulation is applied to prepare complex plasmas in various thermodynamic states. For the purpose of model training and later application in the analysis of experiments, sequences of images are prepared based on the simulation results. The trained model can be used to identify the thermodynamic state of the experiments. The scheme is illustrated in Fig. [I].
The Langevin dynamics simulation is employed to prepare complex plasmas in different thermodynamic states. The equation of motion including the damping from the neutral gas and Brownian motion of microparticles is given by:

$$ m_i \ddot{r}_i + m_i v_i \dot{r}_i = - \sum_{j \neq i} \nabla \phi_{ij} + L_i, $$

where $r_i$ is the 2D position of particle $i$, $m$ is the particle mass, $v$ is the damping rate. The Langevin force $L_i$ is defined by $\langle L_i \rangle = 0$ and $\langle L_i(t) L_i(t' + \tau) \rangle = 2 \nu m k_b T \delta_{ij} \delta(\tau) I$, where $k_b$ is the Boltzmann constant, $T$ is the temperature of the heat bath, $\delta_{ij}$ is Kronecker delta, $\delta(\tau)$ is the delta function, and $I$ is the unit matrix. In the simulation, we assume that the particles interact with each other via the Yukawa potential,

$$ \phi_{ij} = \frac{Q_i Q_j}{4 \pi \varepsilon_0 r_{ij}} \exp(-\frac{r_{ij}}{\lambda_D}), $$

where $\lambda_D$ is the Debye length, $Q_i$ is the charge of particle $i$ and $Q_j$ is the charge of a neighboring particle $j$, the interparticle distance is $r_{ij}$. Here, we select typical experimental parameters in the simulations. The mass is set to $3 \times 10^{-13}$ kg and the particle charge is set to 8000 e. The damping rate is set to 0.9 $s^{-1}$. The total number of particles in the simulation is 6400. Periodic boundary conditions are used.

Two crucial dimensionless parameters to describe the strongly coupled systems with Yukawa interaction are the coupling parameter $\Gamma$ and screening parameter $\kappa$. The former is defined as

$$ \Gamma = \frac{Q^2}{4 \pi \varepsilon_0 \Delta \lambda_b T}, $$

where $\Delta$ is the length scale of the distance to the nearest neighbors and can be calculated as $\Delta = (\pi n_d)^{-1/2}$, and $n_d$ is the particle number density. The latter is defined as

$$ \kappa = \frac{\Delta}{\lambda_D}. $$

In the simulations, we set the kinetic temperature $T$ to tune the coupling parameter and the Debye length $\lambda_D$ to tune the screening length. In order to cover the typical parameter range in complex plasmas, the temperature ranges from 100 to 70000 K and the Debye length ranges from 150 to 1800 $\mu$m for $\Delta \sim 460$ $\mu$m, corresponding to $30 \lesssim \kappa \lesssim 22000$ and $0.25 \lesssim \kappa \lesssim 3$. As a result, complex plasmas in various thermodynamic states from liquid to crystal are prepared.

Snapshots of particle positions with two extreme coupling strengths are demonstrated in Fig. 2 (a,b). In order to quantify the local structure, we define the hexatic order parameter $\Psi_{6,i}$ as

$$ \Psi_{6,i} = \frac{1}{6} \sum_{k=1}^{6} e^{ij \theta_k}, $$

where we only consider six nearest neighbors and $\theta_k$ is the angle between $r_k - r_i$ and the $x$ axis. The color coding in the
snapshots represents the order parameter $|\Psi_{6,i}|$ of particles in simulation. For $|\Psi_{6,i}| = 1$, the particle $i$ is located in the center of a perfect hexagon cell, while for $|\Psi_{6,i}| = 0$, the particle $i$ is in a completely disordered structure.

On the one hand, for a strongly coupled 2D complex plasma, the particles self-organize in a triangular lattice with hexagonal symmetry. A chain of dislocations lies in the middle of the snapshot, as we see in Fig. 2(a). We select three strong coupling situations ($T = 1.5, 10 \times 10^{3}$) where the temperature is well below the melting temperature $T_m$, and the pair correlation functions $g_r$ as well as the distributions of $|\Psi_{6}|$ are rather similar. These simulation results can be labeled as plasma crystals. On the other hand, when the coupling parameter is small, the particle suspension is in a liquid state and does not exhibit ordered structure, as shown in Fig. 2(b). For three selected temperatures well above the melting temperature, $g_r$ and the distribution of $|\Psi_{6}|$ do not differ much. If the temperature further increases, the first peak value of $g_r$ and the averaged $|\Psi_{6}|$ may also decrease. However, the degree of the variation is much smaller than that close to the melting temperature and thus has marginal influence on the further analysis. The detailed structure of 2D liquid complex plasma is rather complicated and beyond the scope of this paper.

**B. Data Preparation**

The particle positions at each time step in the Langevin dynamics simulation are transformed into a gray-scale bitmap image, resembling the images exported from the video recording in the experiments. In order to achieve this purpose, a few steps are necessary. First, the particle positions $r$ in SI unit are transformed into positions $R_{x,y}$ in pixels by a coefficient $\eta$, so that the interparticle distances (in pixels) appear comparable with those in the recorded images. Second, the positions are ceiled, corresponding to the indices of a matrix $M$ representing a gray-scale image. This matrix reads

$$M_{i,j} = \begin{cases} 255 & (i,j) \in [R_{x,y}] \\ 0 & (i,j) \notin [R_{x,y}] \end{cases} .$$

Finally, a Gaussian filter is applied to the matrix, convolving binary image with a Gaussian kernel $G(0, (x,y)) = 1/2\pi\sigma^2 \cdot \exp[-(x^2+y^2)/2\sigma^2]$ and creating a gray-scale synthetic image. Here, the variance is set as $\sigma = 9$. The synthetic images are shown in Fig. 4(b).

Similar procedures are applied to the images obtained in the experiments. Despite the fact that the particles in the recorded bitmap images exhibit Gaussian profiles, certain deviations still exist, especially in the presence of overexposure. To mitigate the discrepancy while applying the method to the experiment analysis, we apply a threshold to the experimental images to remove noise, binarize the gray-scale bitmaps and apply the Gaussian filter to them, as illustrated in Fig. 4(c-e). These steps may not be necessary, but can improve the performance of the algorithm to some extent.

**C. Machine Learning**

ConvNet, also known as convolutional neural network, is a specific type of deep learning network, which has been widely used in image identification in the past years. In this work, we apply ConvNet to investigate the phase behaviors of 2D complex plasmas. The architecture of our network is shown in Fig. 3, similar to Lenes. It contains 2 convolutional layers, 2 max-pooling layers, 1 Gaussian Dropout layer and 2 fully connected layers.

Two $5 \times 5$ kernel 2D convolution layers are used. The convolutional layers extract increasingly high-level feature representations of the input and preserve their spatial relationship. The expression of the convolution can be written as:

$$h_{k}^{l} = \varphi(\sum_{j} W_{j,k}^{l} h_{j}^{l-1} + b_{k}^{l}),$$

where $l$ is the layer index, $j$ is the index of input feature maps, $k$ is the index of output feature maps. The input $h_{j}^{l-1}$ is the $j$th feature map at layer $l-1$, $h_{k}^{l}$ is the $k$th feature map at layer $l$, $W$ is the convolutional weight tensor and the value is random uniform. $b$ is the bias term and the value is initialized to zero. $\varphi(\cdot)$ is the element-wise nonlinearity function and we used the rectified linear unit (RELU) function. The number of channels is set to 16 for the first convolutional layer and 32 for the second convolutional layer.

Each convolutional layer is followed by a max-pooling layer. The max-pooling layers only preserve the maximum
value within a local receptive field and discard all other values. By applying max-pooling layers, we reduce the number of free parameters and introduce a small amount of translational invariance into the network. Before the fully connected layers, we use the Gaussian Dropout layer to prevent overfitting. The last two layers are fully connected layers. The first fully connected layer flattens all of the feature maps after the max-pooling layer. The second fully connected layer works like a linear classifier. We choose RELU for the fully connected hidden layers.

The ConvNet is easy to deploy using open source platform for machine learning. Our ConvNet is based on TensorFlow and Keras. The training sample contains 2000 labeled grayscale bitmap images with a size of 100 × 100 pixel². The training was conducted using Adam optimization with batches of 100 images for 20 epochs with a learning rate 10⁻³ and categorical cross-entropy as loss function. We train the ConvNet on 80% of the dataset, and use the remaining 20% as test set. Almost 100% accuracy is achieved on the training and test datasets. This means that our model can learn the samples and at the same time is capable of classifying the images which have not been seen before.

III. PHASE DIAGRAM

![Phase Diagram](image)

**FIG. 4.** Probability $P(\Gamma, N)$ of complex plasma being classified as crystal (dark symbols) and probability $1 - P(\Gamma, N)$ of being classified as liquid (light symbols), as function of coupling parameter $\Gamma$. (a) shows the dependence on the size of the sample image, while (b) shows the dependence on the screening parameter $\kappa$.

Supervised machine learning method is applied to investigate the phase diagram of 2D complex plasmas. In the conventional supervised learning, the training samples are labeled based on some other criteria (usually not included in the training sample), such as Lindemann measures, for example, in the investigation of phase behaviors of matter. This requires additional diagnostics of the particle motion while labeling the samples. In addition, the training data usually shall cover the whole range of thermodynamic states of interest.

However, in this work, we try a different approach. Although the training samples still need to be labeled, as usually done in the supervised learning, they only include the thermodynamic states in two extreme scenarios. For high coupling ($\Gamma \gtrsim 1000$) the first peak value of $g_r$ is higher than 7, while for low coupling ($\Gamma \lesssim 100$) the first peak value of $g_r$ is lower than 2. The systems are in crystalline and liquid states, respectively. We do not have to provide training sample with a thermodynamic state near the critical value, to avoid ambiguity.

Once the training is completed, we apply this trained model to classify the synthetic images of 2D complex plasma resulting from the Langevin simulation. The simulation method has already been introduced in Sec. II A. We prepare particles with $T = 100$ K, well below the melting temperature, in the simulation box and have the system relax. Then we slowly heat the system until it melts and further increase the temperature until $T = 70000$ K. Synthetic bitmap images are generated every thousand K during the temperature increase. The simulation is repeated 20 times with different initial conditions. The bitmap images are fed to the ConvNet model and result in the probability $P(\Gamma, N)$, that the image is classified as plasma crystal. Here, $N$ is the approximate number of particles included in the bitmap image sample. The cross of $P(\Gamma, N)$ and $1 - P(\Gamma, N)$ provides the coupling strength of the phase transition $\Gamma_m$.

The dependence of $P(\Gamma, N)$ on the size of bitmap images is shown in Fig. 4(a). The number of particles $N = 20, 80, 320$...
included in the bitmap image sample corresponds to the image sizes 50 × 50, 100 × 100, 200 × 200 pixel², respectively. The results show that for images including more than 20 particles, the sample image size has marginal impact on the identification of Γₘ. In order to study the dependence of Γₘ on the screening parameter, we also vary κ by changing the Debye length λ₉ in the simulation. As shown in Fig. 1h, as the screening parameter κ increases, the cross of P(Γₘ,N) and 1 − P(Γₘ,N) (denoting 1/Γₘ) shifts to the left.

The phase diagram resulting from our ConvNet is shown as red hexagons in Fig. 5. The melting line can be fitted by the analytical expression

\[ Γ_m(κ) = \frac{Γ^{OCP}}{1 + aκ² + bκ^3 + cκ^4}, \]  

(8)

where Γ^{OCP} = 131 is an approximation for the 2D-OCP melting point. The fitting results a = −0.401, b = 0.132, c = 0.0099 show a fairly good agreement with the 2D-YOC theory (blue dashed line) and numerical simulations, where the melting line is found with the criterion \( ⟨|Ψ₆|⟩ = 0.45 \) (blue solid hexagons), as well as other experiments listed in Tab. I.

TABLE I. Dimensionless parameters Γ and κ and thermodynamic state of 2D complex plasmas in various experiments, corresponding to the symbols in Fig. 5

| Ref. | Γ   | κ      | State       |
|------|-----|--------|-------------|
| 59   | 392 | 1.5 ± 0.3 | crystal     |
| 20   | 1850 ± 450 | 0.8 ± 0.13 | crystal     |
| 60   | 3000, 2500, 2700 | 2.3, 2.4, 1.8 | crystal     |
| 55   | 1900, 4000, 3000 | 1.9, 1.4, 1.7 | crystal     |
| 61   | 30, 150 | 0.375, 2.4 | liquid      |
| 26   | 12, 30  | 1       | liquid      |
| 10   | 68     | 0.5     | liquid      |
| 25   | 92 ~ 155 | 0.72    | liquid      |

IV. APPLICATION IN EXPERIMENT

We apply our trained ConvNet to an experiment, to identify the state of the 2D complex plasma as it melts. The experiment was carried out in Gaseous Electronics Conference (GEC) rf reference cell. Argon plasma was sustained using a capacitively coupled rf discharge at 13.56 MHz. The input power was set at 20 W. Melamine-formaldehyde(MF) spherical particles with a diameter of 7.17 ± 0.07 µm were levitated in the plasma sheath and illuminated by a horizontal laser sheet. The particle motion was recorded by a CMOS camera from the top. During the experiment, some disturbances were imposed by extra particles.

As an extra particle moved below the particle suspension with a high velocity, it created a strong disturbance in terms of Yukawa repulsion. The interparticle distance of the particle suspension in the vicinity of the extra particle increases dramatically, and the ordered structure is destroyed, illustrated by the emergence of many defects locally, see Fig. 6(b,e). Heat is transported to the plasma crystal, local kinetic temperature spikes, and eventually the system melts, as shown in Fig. 6(c,f).

The raw bitmap images [c.f. Fig. 7(a-c)] recorded in the experiment are processed according to the description in Sec. II B. The processed images of the whole melting event are fed to the trained ConvNet and the output layer provides the probability P of the particle suspension being crystalline. The evolution of P and \( ⟨|Ψ₆|⟩ \) are shown in Fig. 7(d,e), respectively. As the particle moves into the field of interest, P drops instantaneously, signifying that the plasma crystal melts. This can also be seen as the substantial drop of \( ⟨|Ψ₆|⟩ \) at the same time. By applying the machine learning method, a sharper contrast on the identification of the melting transition is achieved than that of the traditional method based on \( Ψ₆ \).

V. CONCLUSION

To conclude, we apply a machine learning method to study the phase transition of 2D complex plasmas. A convolutional neural network (ConvNet) is trained with the synthetic bitmap images based on the Langevin dynamics simulation, where definition of feature parameters is not needed. By training the model with the samples in two extreme scenarios in plasma crystal (very high Γ) and in liquid (very low Γ), a phase diagram is obtained, which agrees well with previous YOC theory and numerical simulations. The method can be directly applied to the analysis of experiments, as demonstrated in this paper.

This method may be extended to investigate the phase transition in 3D complex plasmas, where particle tracking using video microscopy is challenging. As particle tracking is not necessary and thus the analysis is much faster than traditional methods, it can be possibly applied to the experiments on board the space station, where the automation of the exper-
imment control based on the live diagnostics is desirable. We leave this for the future work.
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