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Abstract
We study vector bin packing and vector bin covering problems, multidimensional generalizations of the classical bin packing and bin covering problems, respectively. In Vector Bin Packing we are given a set of $d$-dimensional vectors from $(0, 1]^d$, and the aim is to partition the set into the minimum number of bins such that for each bin $B$, we have $\|\sum_{v \in B} v\|_\infty \leq 1$. Woeginger [17] claimed that the problem has no APTAS for dimensions greater than or equal to 2. We note that there was a slight oversight in the original proof. Hence, we give a revised proof using some additional ideas from [3, 8]. In fact, we show that it is NP-hard to get an asymptotic approximation ratio better than $\frac{600}{599}$.

An instance of vector bin packing is called $\delta$-skewed if every item has at most one dimension greater than $\delta$. As a natural extension of our general $d$-dimensional vector bin packing result we show that for $\epsilon \in (0, \frac{1}{2500})$ it is NP-hard to obtain a $(1 + \epsilon)$-approximation for $\delta$-skewed vector bin packing if $\delta > 20\sqrt{\epsilon}$.

The Vector Bin Covering problem given a set of $d$-dimensional vectors from $(0, 1]^d$, the aim is to obtain a family of disjoint subsets (called bins) with the maximum cardinality such that for each bin $B$, we have $\sum_{v \in B} v \geq 1$. Using ideas similar to our vector bin packing result, we show that for vector bin covering there is no APTAS for dimensions greater than or equal to 2. In fact, we show that it is NP-hard to get an asymptotic approximation ratio better than $\frac{998}{997}$.
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1 Introduction

In the $d$-dimensional vector bin packing problem we are given a set of $d$-dimensional vectors (say $S$) each of whose components belong to $(0, 1]$, i.e., $S \subseteq (0, 1]^d$. The aim is to find the minimum cardinality partition of $S$ into bins $\{B_i | i \in [m]\}$ such that $\|\sum_{v \in B_i} v\|_\infty \leq 1$, for any $i \in [m]$. Whenever the above condition holds for a set of vectors $B$ we say that the vectors in $B$ fit in a bin. This is a natural generalization of the classical bin packing problem, which can be obtained by setting $d = 1$.

We also studied related problem called the vector bin covering problem. This is a generalization of another classical problem called the bin covering problem. In the $d$-dimensional vector bin covering problem we are again given a set of $d$-dimensional vectors (say $S$) each of whose components belong to $(0, 1]$. The aim is to obtain a family of disjoint subsets (also called unit cover or bin) with the maximum cardinality such that for each bin $B$, we have $\sum_{v \in B} v \geq 1$.

There is a well-known reduction from the partition problem to the classical bin packing showing that it is NP-hard to approximate bin packing within a factor of $3/2$. This guarantee
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holds even for vector bin packing. However, note that this does not even rule out extremely strong guarantees like $\text{OPT} + 1$. Nevertheless, if we take a closer look at the reduction, we can conclude that the above lower bound holds only for instances with solutions with small values (e.g., a small number of bins in bin packing), which is not typical of most instances. Hence, it is instructive to look at the asymptotic approximation ratio ($R_\infty$) for a minimization problem is defined by,

$$R_\infty = \limsup_{n \to \infty} R_n$$

$$R_n = \max_i \left\{ \frac{A(I)}{\text{OPT}(I)} \middle| \text{OPT}(I) = n \right\}$$

where $I$, $A(I)$, $\text{OPT}(I)$ denote the instances of the problem, the value of the output of an algorithm $A$, and the optimal value for the instance $I$, respectively. An asymptotic polynomial time approximation scheme (APTAS) for a problem is a class of algorithms for the problem in which there is an $1 + \epsilon$ approximation algorithm for each $\epsilon > 0$. For a maximization problem, we have $R_n = \max \left\{ \frac{\text{OPT}(I)}{A(I)} \middle| \text{OPT}(I) = n \right\}$ and $R_\infty = \limsup R_n$ while the definition of APTAS remains the same. In fact, even in case of bin covering there is another well-known reduction from the partition problem to bin covering showing it is NP-hard to get an absolute approximation ratio of $2 - \epsilon$. Hence, we will be looking at the asymptotic approximation ratio for both these problems. For the remainder of this paper, we will refer to the asymptotic approximation ratio simply as the approximation ratio.

1.1 Related Works

For vector bin packing, in the case where $d$ has been supplied as part of the input, de la Vega and Lueker gave $(d + \epsilon)$-approximate algorithm in [11]. This algorithm is almost optimal as there is a reduction from the vertex coloring problem known, which shows a $d^{1-\epsilon}$ hardness (see [3]).

If $d$ is kept fixed, i.e., it is not supplied as part of the input, then the above lower bound does not hold, and in fact, much better approximation factors are known for this case. The barrier of $d$ was broken by Chekuri and Khanna [6] by obtaining a $1 + \epsilon d + H_{\epsilon-1}$ approximation where $H_k = \sum_{m=1}^{k} \frac{1}{m}$. Notice that taking $\epsilon = \frac{1}{d}$, this implies a $O(\ln d)$ approximation (in fact $\ln d + 2 + \gamma$). This was further improved to $\ln d + 1$ by Bansal, Caprara, and Sviridenko [2] and then to $\ln(d + 1) + 0.807$ by Bansal, Eliáš and Khan [4]. Recently Sandeep [16] showed that the best approximation ratio any vector bin packing algorithm, for high enough dimensions, can have is $\Omega(\ln d)$. In the $d = 2$ case, Bansal, Caprara, and Sviridenko [2] gave a 1.693 approximation algorithm which was later improved to 1.406 by Bansal, Eliáš, and Khan [4].

Bansal, Eliáš, and Khan [4] also note that skewed instance constitute the hard instances for rounding based algorithms for 2-dimensional vector bin packing. An item is called $\delta$-large if at least two dimensions are larger than $\delta$, for some constant $\delta > 0$, otherwise it is called $\delta$-skewed. In fact, the case where all items are skewed forms an important sub-case for many packing problems. Gálvez et al. [12] study the strip packing problem in this context and give a $(\frac{3}{2} + \epsilon)$-approximation and also show an (almost) matching $(\frac{3}{2} - \epsilon)$ lower bound. Recently, Khan and Sharma [14] gave an APTAS for 2-dimensional geometric bin packing with skewed items. They also note that it is possible to solve Maximum Independent Set of Rectangle (MISR)

\footnote{\(\gamma \approx 0.57721\) is the Euler-Mascheroni constant}
and 2-dimensional geometric knapsack (2GK) exactly in polynomial time if all items are δ-large. Finally, not only are the skewed instances of packing problems of theoretical interest but they occur in practice as well, e.g., in scheduling, it captures scenarios where no job can consume a significant amount of a shared resource (energy, memory space, etc.) for a significant amount of time.

For vector bin covering, when \( d \) is supplied as part of the input the best known algorithm by Alon et al. [1] gives an approximation ratio of \( O(\ln d) \). In the same paper, they also give another algorithm which gives \( d \)-approximation which is better than their \( O(\log d) \) algorithm for small values of \( d \). Finally, Sandeep [16] also gave a lower bound of \( \Omega(\frac{\log d}{\log \log d}) \) for arbitrary value of dimension \( d \).

For further information on approximation and online algorithms for multidimensional variants of the bin packing and bin covering problems, we refer the reader to the survey [10] by Christensen et al.

### 1.2 Our Results

It was believed that, [17] shows there is no APTAS for vector bin packing with \( d \geq 2 \). However, as we show in Section 3, there was a minor oversight in the original proof. Specifically, an essential claim made in the proof fails to hold for a few special cases. We also examine some natural modifications to the claim, which exclude those special cases. We conclude that it is impossible to obtain the final result if we try to use the same arguments. Unfortunately, this oversight is also present in the \( \frac{391}{390} \) lower bound for vector bin packing by Chlebík and Chlebíková [9]. Hence, we present a revision to the original proof in Section 2. Although our proof uses essentially the same construction as the original proof, the final analysis is slightly different, and the main ideas for the analysis are borrowed from [3] [8]. Specifically, we have obtained a gap reduction instead of an approximation ratio preserving reduction. The APX-hardness of vector bin packing, though not stated explicitly, was considered to be a simple corollary of the original result (see [3]). Although the revised proof gives us a constant lower bound on the approximation ratio, we cannot conclude that the vector bin packing problem is APX-hard. We note that Sandeep’s lower bound of \( \Omega(\ln d) \) does not hold for low dimensions, and hence, it does not even rule out the possibility of APTAS in the 2-dimensional case.

Our second result is concerning vector bin packing with skewed items. Extending the proof of our non-existence of APTAS for vector bin packing we show that for \( \epsilon \in (0, \frac{1}{2500}) \) we need \( \delta \leq 20\sqrt{\epsilon} \) to obtain a \((1 + \epsilon)\)-approximation for \( \delta \)-skewed \( d \)-dimensional vector bin packing. This rules out a APTAS for a fixed \( \delta \) for \( d \)-dimensional vector bin packing (for \( d \geq 2 \)). Finally, we adapt our proof for vector bin covering to show that there is no APTAS for vector bin covering with dimension \( d \geq 2 \).

### 1.3 Preliminaries

As is the case in [17] and [3], we start with maximum 3-dimensional matching (denoted by MAX-3-DM) and reduce it to an instance of 4-Partition and finally reduce it to a vector bin packing instance. In a 3-dimensional matching instance we have three sets \( X = \{x_1,x_2,\ldots,x_q\}, Y = \{y_1,y_2,\ldots,y_q\} \), and \( Z = \{z_1,z_2,\ldots,z_q\} \) and we are given a set of tuples \( T \subseteq X \times Y \times Z \). The aim is to find the maximum cardinality subset \( T' \subseteq T \) such that no element from \( X, Y, \) or \( Z \) occurs in more than one tuple. In the bounded variant of MAX-3-DM (denoted by MAX-3-DM-B), it is assured that any element which belongs to either \( X, Y, \) or \( Z \) will appear in at most \( B \) tuples. Kann [13] showed that bounded maximum
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matching with bound 3 is MAX SNP-hard which in turn implies it is APX-hard. Later, it was shown by Petrank \cite{15} that it is NP-hard to distinguish between instances where there is a solution $T'$ with $|T'| = q$ and from instances for which every solution $T'$, $|T'| \leq (1-\epsilon)q$ for a constant $\epsilon$. There is also a more restricted variant of the problem, which is frequently studied where there are exactly $B$ tuples for each element of the sets $X, Y$, and $Z$ called the exact maximum 3-dimensional matching (denoted by MAX-3-DM-E$B$). In case of MAX-3-DM-E$2$ it was shown by Berman and Karpinski \cite{5} that it is NP-hard to approximate with ratio better than $\frac{98}{97}$, which Chlebík and Chlebíková \cite{7} improved to $\frac{94}{93}$. Finally, Chlebík and Chlebíková \cite{8} also note an useful corollary of their $\frac{94}{93}$ bound, which is the following result for the promise variant of MAX-3-DM-E$2$.

**Theorem 1.** \cite{8} Let $I_M$ be a MAX-3-DM-E$2$ instance comprising of sets $X, Y, Z$ and tuples $T \subseteq X \times Y \times Z$ with $|X| = |Y| = |Z| = q$. Then, it is NP-hard to distinguish between the case with $\text{OPT}(I_M) \geq \lceil \beta_0 q \rceil$ and $\text{OPT}(I_M) \leq \lfloor \alpha_0 q \rfloor$, where $\alpha_0 = 0.9690082645$ and $\beta_0 = 0.979338843$.

For our result for the skewed item case we note that the size of the items in the reduction from MAX-3-DM to 2-dimensional vector bin packing can be reduced by going through $m$-Partition instead of 4-Partition. Finally, for our vector bin covering result we use the same reduction to 4-Partition to finally obtain a reduction to a vector bin covering instance.

## 2 The Main Result

In this section, we prove our main result, i.e., there is no APTAS for vector bin packing. We do so by modifying the construction in the original proof given in \cite{17} by adding a set of dummy vectors\cite{2}. The final analysis is based on the analysis in \cite{3} for the geometric bin packing lower bound.

We start by defining a few integers based on the given MAX-3-DM instance $I_M$. Let $r = 64q$, where $q = |X| = |Y| = |Z|$ and $b = r^4 + 15$. Define integers $x'_i, y'_i, z'_i$ corresponding to $x_i \in X, y_j \in Y, z_k \in Z$ to be,

\[
x'_i = ir + 1, \quad y'_i = ir^2 + 2, \quad z'_i = ir^3 + 4,
\]

and for $t_{(i,j,k)} = (x_i, y_j, z_k) \in T$ define $t'_{(i,j,k)}$ as,

\[
t'_{(i,j,k)} = r^4 - kr^3 - jr^2 - ir + 8.
\]

Let $U'$ be the set of integers constructed as above. Also, note that for any integer $a' \in U'$ constructed as above we have $0 < a' < b$. These integers were constructed so that the following statement holds (cf. Observation 2 in \cite{17}).

**Lemma 2.** A set of four integers from $U'$ add up to $b$ if and only if they correspond to some elements $x_i \in X, y_j \in Y, z_k \in Z$ and tuple $t_{(i,j,k)} \in T$ where $t_{(i,j,k)} = (x_i, y_j, z_k)$.

\footnote{We have tried to stay as close to the original proof as possible in terms of notations and arbitrary choices. Yet we have made two notable changes, (i) using $r = 64q$, and (ii) using $t_{(i,j,k)}$ to denote a tuple.}
Proof. (If) Suppose \( x_i \in X, y_j \in Y, z_k \in Z \) and \( t_{(i,j,k)} \in T \) where \( t_{(i,j,k)} = (x_i, y_j, z_k) \) then it is easy to verify that indeed
\[
t'_{(i,j,k)} + x'_i + y'_j + z'_k = b
\]
(Only if) Conversely, suppose that four integers \( a'_1, a'_2, a'_3, a'_4 \) sum to \( b \). Considering the equation modulo \( r \) and using the fact \( 1 + 2 + 4 + 8 \) is the only possible way of obtaining 15 as a sum of four elements (possibly with repetition) from the set \( \{1, 2, 4, 8\} \) and therefore we conclude the integers must correspond one element each from \( X, Y, Z, T \). This means we can write \( a'_1, a'_2, a'_3, a'_4 \) as \( x'_i, y'_j, z'_k, t'_{(i,j,k)} \). Now, considering the equation modulo \( r^2, r^3, r^4 \) gives us \( i = i_0, j = j_0, k = k_0 \). □

To obtain a vector bin packing instance for each integer \( a' \) constructed above construct the following vector,
\[
a = \left( \frac{1}{5} + \frac{a'}{5b}, \frac{3}{10} - \frac{a'}{5b} \right)
\]
We also construct additional \( |T| + 3q - 4\beta(I_M) \) dummy vectors as follows,
\[
d = \left( \frac{3}{5}, \frac{3}{5} \right)
\]
where \( \beta() \) is an arbitrary function which will be fixed later. We now note a few properties of the vectors. First of these pertains to how many vectors can fit in a bin (cf. Observation 4, Lemma 2.5 from [17] and [3]).

▶ Lemma 3. A bin can contain at most 4 vectors. If a bin contains a dummy vector it can contain at most one more vector. Furthermore, two dummy vectors will not fit in a bin while any other set of two vectors fit in a bin.

Proof. The first part follows from the fact that the first component of any vector is strictly greater than \( \frac{1}{5} \). The second part of the claim follows from the fact any vector in the instance has first component greater than \( \frac{1}{5} \) and the dummy vector has first component equal to \( \frac{2}{5} \). For the third part, observe if there are two dummy vectors then both the components would add up to \( 2 \cdot \frac{2}{5} > 1 \). However, if one of them is a non-dummy vector, then notice that both components of a non-dummy vector are less than \( \frac{2}{5} \), and both components of any vector are less than \( \frac{1}{5} \). Hence, both components of the sum are less than 1. □

The following lemma shows that a configuration corresponding to a tuple is an optimal configuration (cf. Observation 3 from [17]).

▶ Lemma 4. A set of four vectors fits in a bin if and only if it corresponds to a tuple.

Proof. (If) For a tuple \( t_{(i,j,k)} = (x_i, y_j, z_k) \), we have \( t'_{(i,j,k)} + x'_i + y'_j + z'_k = b \) by Lemma 2. So, we have
\[
t_{(i,j,k)} + x_i + y_j + z_k = \left( \frac{4}{5} + \frac{t'_{(i,j,k)}}{5b}, \frac{6}{5} - \frac{t'_{(i,j,k)}}{5b} \right) = (1, 1).
\]
(Only if) Suppose there are four vectors \( a_1, a_2, a_3, a_4 \) which fit in a bin. By Lemma 3 all the vectors are non-dummy vectors. Hence, each vector can be written as:
\[
a_i = \left( \frac{1}{5} + \frac{a'_i}{5b}, \frac{3}{10} - \frac{a'_i}{5b} \right).
\]
As they fit in a bin we get the following two conditions,

\[
\frac{4}{5} \sum_{i=1}^{4} a_i' + \frac{5b}{5b} \leq 1,
\]

\[
\frac{6}{5} - \frac{4}{5b} \sum_{i=1}^{4} a_i' \leq 1,
\]

which simplify to \( \sum_{i=1}^{4} a_i' \leq b \) and \( \sum_{i=1}^{4} a_i' \geq b \). Combining the inequalities we get \( \sum_{i=1}^{4} a_i' = b \).

Therefore, by Lemma 2 the vectors correspond to a tuple. \( \blacklozenge \)

Now, we show that the above construction is a gap reduction from MAX-3-DM to 2-dimensional vector packing (cf. Theorem 2.1 from [3]),

\textbf{Lemma 5.} If a MAX-3-DM instance \( I_M \) has a solution with \( \beta(I_M) \) tuples the constructed vector bin packing instance has a solution with \( |T| + 3q - 3\beta(I_M) \) bins. Otherwise, if all the solutions of the MAX-3-DM instance have at most \( \alpha(I_M) \) tuples then the constructed instance needs at least \( |T| + 3q - \frac{3\beta(I_M)}{3} \) bins where \( \alpha(\cdot) \) is an arbitrary function.

\textbf{Proof.} First, we show that if a MAX-3-DM instance has a matching consisting of \( \beta(I_M) \) tuples, then the vector bin packing instance has a solution of \( |T| + 3q - 3\beta(I_M) \) bins. Using Lemma 4, the \( 4\beta(I_M) \) vectors corresponding to the \( \beta(I_M) \) tuples and their elements can be packed into \( \beta(I_M) \) bins. Each of the \( |T| + 3q - 4\beta(I_M) \) non-dummy vectors can be packed along with a dummy vector into \( |T| + 3q - 4\beta(I_M) \) bins by Lemma 3.

Now, suppose that for a given instance, all the solutions have at most \( \alpha(I_M) \) tuples. Let \( n_g \) be the number of bins with 4 vectors, \( n_d \) be the number of bins with dummy vectors, and \( n_r \) be the rest of the bins. Now, since any solution to the bin packing instance must cover all the non-dummy vectors,

(a) any bin containing four vectors consists of only non-dummy vectors by Lemma 4

(b) any bin containing a dummy vector contains at most one non-dummy vector, by Lemma 3

and

(c) any other bin can contain at most 3 vectors by Lemma 3

Therefore, we have

\[
4n_g + 3n_r + n_d \geq 3q + |T|.
\]

Now, by Lemma 3 we have \( n_d = |T| + 3q - 4\beta(I_M) \). Hence, the above inequality simplifies to,

\[
4n_g + 3n_r \geq 4\beta(I_M) \\
\Rightarrow n_g + n_r \geq \frac{4}{3} \beta(I_M) - \frac{n_g}{3} \\
\Rightarrow n_g + n_r + n_d \geq |T| + 3q - \frac{n_g}{3} - \frac{8}{3} \beta(I_M) \quad \text{[Since, } n_d = |T| + 3q - 4\beta(I_M)]
\]

Since there are at most \( \alpha(I_M) \) triples in the MAX-3-DM instance, by Lemma 4 we have \( n_g \leq \alpha(I_M) \). Therefore, the number of bins is at least

\[
|T| + 3q - \frac{\alpha(I_M)}{3} - \frac{8\beta(I_M)}{3}.
\]

\( \blacklozenge \)
The following inapproximability for vector bin packing directly follows from Lemma 5.

**Theorem 6.** There is no APTAS for the d-dimensional vector bin packing with \( d \geq 2 \) unless \( P=NP \). Furthermore, for the 2-dimensional case there is no algorithm with asymptotic approximation ratio better than \( \frac{600}{599} \).

**Proof.** Suppose that there is an algorithm with approximation ratio

\[
1 + \frac{\beta_0 - \alpha_0}{15 - 9}\beta_0.
\]

Then we can distinguish between MAX-3-DM-E2 instances (i) having a solution of \( \lceil \alpha_0 q \rceil \) triples and (ii) having no solutions with more than \( \lfloor \alpha_0 q \rfloor \) tuples using Lemma 5 with \( \alpha(I_M) = \lfloor \alpha_0 q \rfloor \) and \( \beta(I_M) = \lceil \beta_0 q \rceil \). By Theorem 1, we know it is NP-hard to distinguish between these two types of MAX-3-DM-E2 instances with \( \beta_0 = 0.979338843 \) and \( \alpha_0 = 0.9690082645 \). Hence, we obtain the bound of

\[
1 + \frac{\beta_0 - \alpha_0}{15 - 9}\beta_0.
\]

Simple calculations will show this is at least \( 1 + \frac{1}{599} \).

3 The Original Proof

The original proof uses essentially the same reduction as ours, i.e., there we had 

\[
r = 32q, \quad b = r^4 + 15
\]

and then for each \( x_i \in X, y_i \in Y, z_i \in Z \) we had,

\[
\begin{align*}
  x_i' &= ir + 1, \\
  y_i' &= ir^2 + 2, \\
  z_i' &= ir^3 + 4,
\end{align*}
\]

and for \( t_l \in T \) was \( t_l' \) defined by,

\[
t_l' = r^4 - kr^3 - jr^2 - ir + 8.
\]

And finally, to obtain a vector bin packing instance for each integer \( a' \) constructed above construct the following vector,

\[
a = \left( \frac{1}{5} + \frac{a'}{5b}, \frac{3}{10} - \frac{a'}{5b} \right)
\]

The above set of vectors forms a 2-dimensional vector bin packing instance \( U \). A noticeable difference from our reduction being the absence of dummy vectors. In [17], Woeginger claimed that,

▷ Claim (Observation 4 in [17]). Any set of 3 vectors in \( U \) can be packed in a unit-bin. No set of 5 vectors in \( U \) can be packed into a unit-bin.

We show that this claim does not hold in general. In particular, all sets of 3 vectors can not be packed into a unit-bin.

Consider the tuple vectors for the tuples \( t_1 = (x_1, y_1, z_1), t_2 = (x_2, y_1, z_1), \) and \( t_3 = (x_3, y_1, z_1) \). According to the claim, the vectors \( t_1, t_2, t_3 \) corresponding to the above tuples can be packed in a bin. Suppose \( t_1, t_2, t_3 \) can indeed be packed in a bin. This implies that the first components of the vectors do not exceed 1, i.e.,

\[
\frac{3}{5} + \frac{t_1' + t_2' + t_3'}{5b} \leq 1,
\]

which simplifies to,

\[
t_1' + t_2' + t_3' \leq 2b.
\]

\[3\] Also notice that \( r = 32q \) and tuples are denoted by \( t_l \).
Finally, using
\[ t_1' = r^4 - r^3 - r^2 - r + 8, \]
\[ t_2' = r^4 - r^3 - r^2 - 2r + 8, \]
\[ t_3' = r^4 - r^3 - r^2 - 3r + 8, \]
and
\[ b = r^4 + 15, \]
along with further simplification we get,
\[ r^4 \leq 3r^3 + 3r^2 + 6r + 6. \]
But this inequality does not even hold for \( r \geq 32 \) whereas 32 is the smallest value for \( r = 32q \). Thus the claim is incorrect. This implies his main lemma (Lemma 5 in [17]) fails to hold.

\[ \triangleright \text{Claim (Lemma 5 in [17]).} \]
Let \( \alpha > 0 \) be an integer such that \( |T| - \alpha \) is divisible by 3. Then there exists a feasible solution for the instance \( I_M \) for MAX-3-DM that contains at least \( \alpha \) triples if and only if there exists a feasible packing for the instance \( U \) of the 2-dimensional vector packing problem that uses at most \( |T| + \frac{1}{3}(q - \alpha) \) unit bins.

We now consider, and rule out, a few natural attempts at fixing the proof. As a first attempt, we modify the claim of Observation 4 from [17] to exclude the case of 3 tuples. In this case, we see that it is not possible prove the original claim of Lemma 5 from [17]. Another attempt inspired by the failures of the above attempt is to consider modifying the claim of Observation 4 to apply to any set of 2 vectors. In this case, it is clear that the original claim of Lemma 5 can not be proven and even the natural modification to the claim of Lemma 5 to consider at most \( \frac{1}{2}(3q + |T|) - \alpha \) bins instead of \( q + \frac{1}{3}(q - \alpha) \) bins can not be proven. It seems that it may not be possible to show that the construction given in [17] is an approximation preserving reduction. Finally, the analysis in [19] also uses the relation in Lemma 5 of Woeginger’s proof to obtain their \( \frac{391}{390} \) inapproximability which unfortunately means that their analysis also suffers from the same oversight. Hence, the need for the revision.

\section{Vector Bin Packing with skewed items}

In this section, we adapt\[ \footnote{Proofs of statements in this section are similar to ones in Section 2 hence, omitted (see Appendix A).} \] the reduction presented in Section 2 to show that any algorithm for \( \delta \)-skewed \( d \)-dimensional vector bin packing cannot have an approximation ratio better than \( 1 + \epsilon \) if \( \delta > 20\sqrt{\epsilon} \) for small values of \( \epsilon \).

Again, we start by defining a few integers based on the given MAX-3-DM instance \( I_M \). Let \( m = \lceil \frac{\delta}{2} \rceil - 1 \), for some \( \delta \in (0, \frac{2}{5}) \). Choose \( n > m2^m \) and set \( r = nq \) and \( b = r^m + 2^{m+1} - 1 \). Define integers \( x'_i, y'_i, z'_i \) corresponding to \( x_i \in X, y_i \in Y, z_i \in Z \) to be,
\[ x'_i = ir + 1, \]
\[ y'_i = ir^2 + 2, \]
\[ z'_i = ir^3 + 4. \]
and for \( t_{(i,j,k)} = (x_i, y_j, z_k) \in T \) define \( t'_{(i,j,k)} \) as,

\[
t'_{(i,j,k)} = r^m - \sum_{l=4}^{m-1} r^l - kr^3 - jr^2 - ir + 2^m.
\]

Finally, we add additional \(|T|\) integers for each \( l \in \{4, \ldots, m - 1\} \),

\[
c'_l = r^l + 2^l.
\]

Let \( U' \) be the set of integers constructed as above. Also, note that for any integer \( a' \in U' \) constructed as above we have \( 0 < a' < b \). These integers were constructed so that the following statement holds.

**Lemma 7.** A subset of integers \( S \subseteq U' \) with \(|S| = m\) adds up to \( b \) if and only if there are \( x_{i}', y_{j}', z_{k}' \in S \) corresponding to some elements \( x_i \in X, y_j \in Y, z_k \in Z \) and tuple \( t_{(i,j,k)} \in T \) where \( t_{(i,j,k)} = (x_i, y_j, z_k) \) and \( c'_l \in S \) for each \( l \in \{4, \ldots, m - 1\} \).

To obtain a vector bin packing instance for each integer \( a' \) constructed above construct the following vector,

\[
a = \left( \frac{1}{m + 1} + \frac{a'}{(m + 1)b}, m + 2 = \frac{m + 2}{m(m + 1)} - \frac{a'}{(m + 1)b} \right).
\]

We also construct additional \((m - 3)|T| + 3q - m \beta(I_M)\) dummy vectors as follows,

\[
d = \left( \frac{m - 1}{m + 1}, 0 \right),
\]

where \( \beta() \) is an arbitrary function which will be fixed later. Notice that each of these vectors has a dimension whose size is less than \( \frac{2}{m+1} \leq \delta \). Again, we note a few properties of the vectors. First of these pertains to how many vectors can fit in a bin.

**Lemma 8.** A bin can contain at most \( m \) vectors. If a bin contains a dummy vector it can contain at most one more vector. Furthermore, two dummy vectors will not fit in a bin while any other set of two vectors fit in a bin.

The following lemma shows that a configuration corresponding to a tuple is an optimal configuration.

**Lemma 9.** A set \( S \) of \( m \) vectors fits in a bin if and only if there are \( x_i, y_j, z_k, t_{(i,j,k)} \in S \) corresponding to some elements \( x_i \in X, y_j \in Y, z_k \in Z \) and tuple \( t_{(i,j,k)} \in T \) where \( t_{(i,j,k)} = (x_i, y_j, z_k) \) and \( c'_l \in S \) for each \( l \in \{4, \ldots, m - 1\} \).

Now, we show that the above construction is a gap reduction from MAX-3-DM to 2-dimensional vector packing.

**Lemma 10.** If a MAX-3-DM instance \( I_M \) has a solution with \( \beta(I_M) \) tuples the constructed vector bin packing instance has a solution with \((m - 3)|T| + 3q - (m - 1)\beta(I_M)\) bins. Otherwise, if all the solutions of the MAX-3-DM instance have at most \( \alpha(I_M) \) tuples then the constructed instance needs at least \((m - 3)|T| + 3q - \frac{\alpha(I_M)}{m-1} - \frac{m(m-2)}{m-1} \beta(I_M)\) bins where \( \alpha() \) is an arbitrary function.

**Proof.** First, we show that if a MAX-3-DM instance has a matching consisting of \( \beta(I_M) \) tuples, then the vector bin packing instance has a solution of \((m - 3)|T| + 3q - (m - 1)\beta(I_M)\) bins.
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bans. Using Lemma 4, the \( m\beta(I_M) \) vectors corresponding to the \( \beta(I_M) \) tuples and their elements and one vector \( c_l \) for each \( l \in \{4, \ldots, m-1\} \) can be packed into \( \beta(I_M) \) bins. Each of the \((m-3)|T| + 3q - m\beta(I_M)\) remaining non-dummy vectors can be packed along with a dummy vector into \((m-3)|T| + 3q - m\beta(I_M)\) bins by Lemma 8.

Now, suppose that for a given instance, all the solutions have at most \( \alpha(I_M) \) tuples. Let \( n_g \) be the number of bins with \( m \) vectors, \( n_d \) be the number of bins with dummy vectors, and \( n_r \) be the rest of the bins. Now, since any solution to the bin packing instance must cover all the non-dummy vectors,

(a) any bin containing \( m \) vectors consists of only non-dummy vectors by Lemma 9,
(b) any bin containing a dummy vector contains at most one non-dummy vector, by Lemma 8
and
(c) any other bin can contain at most \( m - 1 \) vectors by Lemma 8.

Therefore, we have

\[
 mn_g + (m-1)n_r + n_d \geq 3q + (m-3)|T|.
\]

Now, by Lemma 8 we have \( n_d = (m-3)|T| + 3q - m\beta(I_M) \). Hence, the above inequality simplifies to,

\[
 mn_g + (m-1)n_r \geq m\beta(I_M)
\]
\[
 \Rightarrow n_g + n_r \geq \frac{m}{m-1} \beta(I_M) - \frac{n_g}{m-1}
\]
\[
 \Rightarrow n_g + n_r + n_d \geq (m-3)|T| + 3q - \frac{n_g}{m-1} - \frac{m(m-2)}{m-1} \beta(I_M).
\]

Since there are at most \( \alpha(I_M) \) triples in the MAX-3-DM instance, by Lemma 9 we have \( n_g \leq \alpha(I_M) \). Therefore, the number of bins is at least

\[
 (m-3)|T| + 3q - \frac{\alpha(I_M)}{m-1} - \frac{m(m-2)}{m-1} \beta(I_M).
\]

The following inapproximability for vector bin packing directly follows from Lemma 10.

**Theorem 11.** For \( \epsilon \in (0, \frac{4 \sqrt{\epsilon}}{25(\sqrt{\epsilon})}) \) there is no \( 1 + \epsilon \) for the \( d \)-dimensional vector bin packing with \( d \geq 2 \) if there are items with at least two dimensions greater than \( 20\sqrt{\epsilon} \) unless \( P=NP \).

**Proof.** Suppose that there is an algorithm with approximation ratio \( 1 + \frac{\beta_0-\alpha_0}{m(2m-3)-(m-1)^2\beta_0} \). Then we can distinguish between MAX-3-DM-E2 instances (i) having a solution of \( \lfloor \beta_0q \rfloor \) triples and (ii) having no solutions with more than \( \lfloor \alpha_0q \rfloor \) tuples using Lemma 10 with \( \alpha(I_M) = \lfloor \alpha_0q \rfloor \) and \( \beta(I_M) = \lceil \beta_0q \rceil \). By Theorem 1, we know it is NP-hard to distinguish between these two types of MAX-3-DM-E2 instances with \( \beta_0 = 0.979338843 \) and \( \alpha_0 = 0.9690082645 \). Hence, we obtain the bound of \( 1 + \frac{\delta_0-\alpha_0}{m(2m-3)-(m-1)^2\delta_0} \). Simple calculations will show that this is strictly greater than \( 1 + \frac{\epsilon^2}{445} \). Using \( \delta = 20\sqrt{\epsilon} \) we get the desired result.

## 5 Vector Bin Covering has no APTAS

In this section, we prove that vector bin covering has no APTAS unless \( P=NP \) by adapting the proof presented in Section 2. The analysis is slightly more complicated and bears some resemblance to the analysis of the reduction to geometric bin covering problem presented in 8. To show this we obtain a gap preserving reduction from MAX-3-DM to 2-dimensional
vector bin covering. We start with the same set of integers $U'$ we had in Section 2. To obtain a vector bin covering instance for each integer $a'$ in $U'$ construct the following vector,

$$a = \left( \frac{1}{5} + \frac{a'}{55}, \frac{3}{10} - \frac{a'}{55} \right)$$

we also construct additional $|T| + 3q - 4\beta(I_M)$ dummy vectors as follows,

$$d = \left( \frac{9}{10}, \frac{9}{10} \right)$$

where $\beta(\cdot)$ is an arbitrary function which will be fixed later. If a unit cover (or bin) has at least one dummy vector then we call it a D-bin. Otherwise, if a unit cover has no dummy vectors the we call it a non-D-bin.

**Observation 12.** Any set of 5 vectors can cover a bin. Any vector along with a dummy vector can cover a bin. At least 2 vectors are needed to form a unit cover. Though, as we observe, any bin can be covered using a dummy vector along with another vector. We now show that for a non-D-bin the optimal cover has cardinality 4.

**Lemma 13.** A set of four vectors covers a non-D-bin if and only if it corresponds to a tuple.

Now, we are ready to prove our main lemma showing our reduction is indeed a gap preserving reduction.

**Lemma 14.** If a MAX-3-DM instance $I_M$ has a solution with $\beta(I_M)$ tuples then there is a solution to the vector bin covering instance with $|T| + 3q - 3\beta(I_M)$ tuples. Otherwise, if all the solutions of $I_M$ have at most $\alpha(I_M)$ tuples then the constructed instance can cover at most $|T| + 3q - 4\beta(I_M)$ bins, where $\alpha(\cdot)$ is an arbitrary function.

**Proof.** Suppose that $\text{OPT}(I_M) \geq \beta(I_M)$. Then we can cover $\beta(I_M)$ bins using $4\beta(I_M)$ vectors corresponding to the $\beta(I_M)$ tuples from the solution of $I_M$ using Lemma 13. Now, we have $|T| + 3q - 4\beta(I_M)$ non-dummy vectors left along with exactly $|T| + 3q - 4\beta(I_M)$ dummy vectors. These vectors, by Observation 12, can cover $|T| + 3q - 4\beta(I_M)$ bins.

Now, suppose that every solution of the MAX-3-DM instance has value at most $\alpha(I_M)$. Consider an optimal solution to the constructed vector bin covering instance. We can normalize such a solution without any loss in the number of bins covered as follows,

(a) Each bin has at most one dummy element. Clearly, more than $|T| + 3q - 4\beta(I_M)$ bins are covered in an optimal solution. So, if there are $n$ bins with two dummy vectors then there must be at least $n$ non-D-bins. Therefore, we can pick one non-D-bin for each bin with 2 dummy vectors, which must contain 2 non-dummy vectors by Observation 12. Again by Observation 12 we can obtain two unit cover each with one dummy vector and one non-dummy vector. Similar arguments can be used for bins having $k$ dummy vectors, i.e., there are at least $(k - 1)n$ non-D-bins and then similar rearrangements can be done to obtain $kn$ unit covers with one dummy vector.

(b) No subset of a unit cover is an unit cover. To that end, some vectors can left out, i.e., they may be designated as not part of any unit cover. Now, using arguments similar to (a) we see that every dummy vector must be part of a unit cover. Also, note that number of such vectors can be at most four as five vectors always form a unit cover.

---

5 Note the difference in size of dummy vectors from Section 2.
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Let \( n_d \) be the number of D-bins, \( n_g \) be the number of non-D-bins covered by 4 vectors and \( n_r \) be the number of non-D-bin covered by 5 vectors. By our normalization every dummy vector is part of unit cover with exactly one dummy vector, i.e., \( n_d = |T| + 3q - 4\beta(I_M) \). Since there are \( 3q + |T| \) non-dummy vectors,

\[
\begin{align*}
    n_d + 4n_g + 5n_r & \leq 3q + |T| \\
\Rightarrow n_g + 5n_r & \leq 4\beta(I_M) \quad \text{[Since, } n_d = |T| + 3q - 4\beta(I_M) \text{]} \\
\Rightarrow n_g + n_r & \leq \frac{4}{5}\beta(I_M) + \frac{n_d}{5}
\end{align*}
\]

By Lemma 13, we have \( n_g \leq \alpha(I_M) \). Therefore,

\[
    n_g + n_r \leq \frac{4}{5}\beta(I_M) + \frac{\alpha(I_M)}{5}
\]

\[
    \Rightarrow n_d + n_g + n_r \leq |T| + 3q - \frac{16}{5}\beta(I_M) + \frac{\alpha(I_M)}{5}
\]

In other words, the number of bins covered is at most

\[
    |T| + 3q - \frac{16}{5}\beta(I_M) + \frac{\alpha(I_M)}{5}
\]

\[\blacktriangleright\]

**Theorem 15.** There is no APTAS for \( d \)-dimensional vector bin covering with \( d \geq 2 \) unless \( P=NP \). Furthermore, for the 2-dimensional vector covering there is no algorithm with asymptotic approximation ratio better than \( \frac{998}{997} \).

**Proof.** Suppose there is an algorithm with approximation ratio \( 1 + \frac{\beta_0 - \alpha_0}{25 - \alpha_0} \). Then we can distinguish between MAX-3-DM-E2 instances (i) having a solution of \( \lceil \beta_0 q \rceil \) tuples and (ii) with all solution less than \( \lfloor \alpha_0 q \rfloor \) using Lemma 14 with \( \alpha(I_M) = \lfloor \alpha_0 q \rfloor \) and \( \beta(I_M) = \lceil \beta_0 q \rceil \). By Theorem 1, we know it is NP-hard to distinguish between these two types of MAX-3-DM-E2 instances with \( \beta_0 = 0.979339943 \), and \( \alpha_0 = 0.9690082645 \). Hence, we obtain the bound of \( 1 + \frac{\beta_0 - \alpha_0}{25 - \alpha_0} \). Simple calculations will show this is at least \( 1 + \frac{1}{997} \).

\[\blacktriangleright\]

**Concluding Remarks**

In the original proof of the non-existence of an APTAS for vector bin packing reduction used claimed to be an approximation preserving reduction, and hence, the APX-hardness of the vector bin packing problem was a simple corollary. This is no longer the case now as we could only show that our reduction is a gap preserving reduction, and hence, it is not known if 2-dimensional vector bin packing is indeed APX-hard. More importantly, there is still a considerable gap between the best-known approximation ratio for \( d = 2 \) case (1.406) and our lower bound (1.00167). We also make similar observation in case of the vector bin covering problem, i.e., we have not showed that it is APX-hard, and the gap between the best-known algorithm for the two-dimensional case (2) and our lower bound (1.001). As Sandeep observed, his reduction (in [16]) does not give the exact lower bounds on the approximation ratio. Hence, the problem of finding the optimal lower bound on the approximation ratio in the exact sense is still open for vector bin packing with fixed dimension. Also, note that in case of vector bin covering there is a gap of factor \( c \log \log d \) between the lower bound and upper bound on the approximation ratio. Finally, we observe that Lemma 2 implies that the intermediate reduction to 4-Partition is still approximation preserving, and hence, 4-Partition is indeed APX-hard.
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A Omitted Proofs

Proof of Lemma 7 (If) Suppose \( x_i \in X, y_j \in Y, z_k \in Z \) and \( t_{(i,j,k)} \in T \) where \( t_{(i,j,k)} = (x_i, y_j, z_k) \) then it is easy to verify that indeed

\[
 t'_{(i,j,k)} + x'_i + y'_j + z'_k + \sum_{i=4}^{m-1} c'_i = b
\]

(Only if) Conversely, suppose that there is a subset \( S \subseteq U' \) with \( |S| = m \) which sums to \( b \). Let \( S = \{a'_1, \ldots, a'_m\} \). Considering the equation modulo \( r \) and using the fact \( \sum_{i=1}^{m} 2^i \) is the only possible way of obtaining \( 2^{m+1} - 1 \) as a sum of \( m \) elements (possibly with repetition) from the set \( \{1, 2, \ldots, 2^m\} \). Therefore, we conclude there are some elements \( x_i \in X, y_j \in Y, z_k \in Z \) and a tuple \( t_{(i_0,j_0,k_0)} \in T \) such that \( x'_i, y'_j, z'_k, t'_{(i_0,j_0,k_0)} \in S \). Now, considering the equation modulo \( r^2, r^3, r^4 \) gives us \( i = i_0, j = j_0 \), and \( k = k_0 \).

Proof of Lemma 8 The first part follows from the fact that the first component of any vector is strictly greater than \( \frac{1}{m+1} \). The second part of the claim follows from the fact the sum are less than \( 1 \).

Proof of Lemma 9 (If) For a tuple \( t_{(i,j,k)} = (x_i, y_j, z_k) \), we have \( t'_{(i,j,k)} + x'_i + y'_j + z'_k + \sum_{i=4}^{m-1} c'_i = b \) by Lemma 7. So, we have

\[
 t_{(i,j,k)} + x_i + y_j + z_k + \sum_{i=4}^{m-1} c'_i
 = \left( \frac{m}{m+1} + \frac{t'_{(i,j,k)} + x'_i + y'_j + z'_k + \sum_{i=4}^{m-1} c'_i}{(m+1)b} \right)m + 2 \left\lfloor \frac{m+2}{m+1} - \frac{t'_{(i,j,k)} + x'_i + y'_j + z'_k + \sum_{i=4}^{m-1} c'_i}{(m+1)b} \right\rfloor
 = (1, 1).
\]

(Only if) Suppose there is a set \( S = \{a_i\} \) of \( m \) vectors which fit in a bin. By Lemma 8 all the vectors are non-dummy vectors. Hence, each vector can be written as:

\[
a_i = \left( \frac{1}{m+1} + \frac{a'_i}{(m+1)b} \right)m + \frac{2}{(m+1)b} - \frac{a'_i}{(m+1)b}.
\]

As they fit in a bin we get the following two conditions,

\[
\frac{m - 1}{m + 1} + \frac{\sum_{i=1}^{m} a'_i}{(m+1)b} \leq 1,
\]

\[
\frac{m + 2}{m + 1} - \frac{\sum_{i=1}^{m} a'_i}{(m+1)b} \leq 1,
\]

which simplify to \( \sum_{i=1}^{m} a'_i \leq b \) and \( \sum_{i=1}^{m} a'_i \geq b \). Combining the inequalities we get \( \sum_{i=1}^{m} a'_i = b \). Therefore, by Lemma 7 we have shown what we set out to show.
Proof of Lemma 13. (If) For a tuple \( t_{(i,j,k)} = (x_i, y_j, z_k) \), we have \( t'_{(i,j,k)} + x'_i + y'_j + z'_k = b \) by Lemma 2. So, we have

\[
 t_{(i,j,k)} + x_i + y_j + z_k = \left( \frac{4}{5} + \frac{t'_{(i,j,k)} + x'_i + y'_j + z'_k}{5b}, \frac{6}{5} - \frac{t'_{(i,j,k)} + x'_i + y'_j + z'_k}{5b} \right) = (1, 1).
\]

(Only if) Suppose there are four vectors \( a_1, a_2, a_3, a_4 \) which cover a non-D-bin. By our assumption all the vectors are non-dummy vectors. Hence each vector can be written as,

\[
a_i = \left( \frac{1}{5} + \frac{a'_i}{5b}, \frac{3}{10} - \frac{a'_i}{5b} \right).
\]

As they fit in a bin we get the following two conditions,

\[
\begin{align*}
\frac{4}{5} + \frac{\sum_{i=1}^{4} a'_i}{5b} & \geq 1, \\
\frac{6}{5} - \frac{\sum_{i=1}^{4} a'_i}{5b} & \geq 1,
\end{align*}
\]

which simplify to \( \sum_{i=1}^{4} a'_i \geq b \) and \( \sum_{i=1}^{4} a'_i \leq b \). Combining the inequalities, we get \( \sum_{i=1}^{4} a'_i = b \).

Therefore, by Lemma 2 the vectors correspond to a tuple. \( \square \)