Enhanced Algebraic Error Control for Random Linear Network Coding

Zhiyuan Yan and Hongmei Xie
Department of Electrical and Computer Engineering, Lehigh University
Bethlehem, PA 18015, USA
Email: {yan, hox209}@lehigh.edu

Abstract—Error control is significant to network coding, since when unchecked, errors greatly deteriorate the throughput gains of network coding and seriously undermine both reliability and security of data. Two families of codes, subspace and rank metric codes, have been used to provide error control for random linear network coding. In this paper, we enhance the error correction capability of these two families of codes by using a novel two-tier decoding scheme. While the decoding of subspace and rank metric codes serves a second-tier decoding, we propose to perform a first-tier decoding on the packet level by taking advantage of Hamming distance properties of subspace and rank metric codes. This packet-level decoding can also be implemented by intermediate nodes to reduce error propagation. To support the first-tier decoding, we also investigate Hamming distance properties of three important families of subspace and rank metric codes, Gabidulin codes, Kötter–Kschischang codes, and Mahdavifar–Vardy codes. Both the two-tier decoding scheme and the Hamming distance properties of these codes are novel to the best of our knowledge.
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I. INTRODUCTION

Network coding [1] has the potential to fundamentally transform current and future communication networks (CNs) due to its promise of significant throughput gains. However, a key obstacle to its adoption in practical CNs is its vulnerability to errors caused by unreliable links or malicious nodes. If unchecked, errors greatly deteriorate the throughput gains of network coding and seriously undermine both reliability and security of data.

In this paper, we focus on algebraic error control for network coding, coding-theoretic end-to-end error correction for network coding [2]. Similar to classical error control coding, end-to-end error correction for network coding involves only two ends of a multicast: an encoder at the source node adds redundancy to the transmitted data so that the decoder at any destination node can distill out data in the presence of errors, while the intermediate nodes are oblivious. In contrast, other error control approaches for network coding — link-level error control (or channel coding), packet-level error control such as cyclic redundancy check, and cryptographic approach — all require extra operations at every intermediate node in the network. End-to-end error correction is embedded in network coding and does not require additional infrastructure as some cryptographic schemes do.

Also, we focus on error control for random linear network coding (RLNC) [3]. In RLNC, all packets are treated as vectors over some finite field, or Galois field (GF) of size $q$, denoted by $\text{GF}(q)$. Given incoming packets $u_1, u_2, \cdots, u_n$, an intermediate node forms an outgoing packet $v_i$ by linearly combining these vectors, that is, $v_i = \sum_{j=1}^n a_{i,j} u_j$, where $a_{i,j}$’s are randomly chosen from $\text{GF}(q)$. Instead of using network coding operations centrally designed to achieve the maximum throughput based on network topologies, RLNC achieves the maximum throughput [3] despite its distributed and random nature. Hence, RLNC is ideal for CNs that either are decentralized or have time-varying topologies [4]. Our work focuses on RLNC due to its significance, but can be readily extended to more general network coding schemes.

Algebraic error control proposed for RLNC assume either coherent or noncoherent transmission models. Error control schemes of the first type [2] depend on and take advantage of the underlying network topology or the particular network coding operations performed at intermediate network nodes. Error control schemes of the second type [4] assume that the transmitter and receiver have no knowledge of such channel transfer characteristics.

Two families of codes, subspace codes [4] and rank metric codes [5]–[7], are appropriate codes for error control in noncoherent and coherent network coding, respectively. For subspace and rank metric codes, the relevant metrics for error control are not Hamming metrics. Also, their decoders operate on a set of packets at the destination nodes of a multicast. The first main contribution of this paper is an enhanced control scheme that involves two-tier decoding. In our error control scheme, the decoding of subspace or rank metric codes is the second-tier decoding, and a first-tier decoding is carried out on a packet level. This enhanced error control is enabled by the fact that for each data session a valid packet (a packet that is a linear combination of the transmitted packets) belongs to a linear block code. Thus, a subspace (or rank metric) code correspond to a collection of linear block codes. By taking advantage of the Hamming distance properties of the collection of linear block codes corresponding to subspace or rank metric codes, the first-tier decoding can enhance the error correction capability of subspace and rank metric codes. Since the first-tier decoding is on the packet level, it can be implemented by intermediate nodes to reduce error propagation. In addition to the two-tier decoding scheme,
the other main contribution of this paper is the Hamming distance properties of the collection of linear block codes corresponding to three important families of subspace and rank metric codes, Gabidulin codes, Kötter–Kschischang (KK) codes, and Mahdavifar–Vardy (MV) codes. Both the two-tier decoding scheme and the Hamming distance properties of these codes are novel to the best of our knowledge.

The rest of the paper is organized as follows. Some preliminaries on subspace and rank metric codes are introduced in Section II. Section III proposes our two-tier decoding scheme for subspace and rank metric codes. In Section IV we investigate the Hamming distance properties of Gabidulin, KK and MV codes. Section V concludes the paper.

II. PRELIMINARY

A. Error Control for Random Linear Network Coding

Two families of codes, subspace codes [5]–[7] and rank metric codes [5]–[7], are appropriate codes for error control in noncoherent and coherent network coding, respectively. A subspace code is a subset of the projective space $[4]$. Two metrics, the subspace metric [4] and the injection metric [8], have been defined for subspace codes. When all subspaces over the alphabet share the same dimension, a subspace code is reduced to a constant-dimension code (CDC), a subset of all subspaces with the same dimension (called a Grassmannian). CDCs are interesting since they lead to simplified network protocols due to the fixed dimension. Rank metric codes are important for two reasons. First, error control for coherent transmission models can be solved by using rank metric codes. In particular, Gabidulin codes [6], a class of rank metric codes optimal with respect to the Singleton bound [5]–[7], maximize the error correction capability in coherent network coding [8]. Second, rank metric codes provide an alternative approach to investigating subspace codes, because subspace codes are intricately related to rank metric codes. The Kötter–Kschischang (KK) codes [4], a class of CDCs, are motivated by and related to Gabidulin codes via the lifting operation [8] Definition 3. Mahdavifar and Vardy proposed a family of CDCs with improved error correction capability [10], [11].

B. Gabidulin Codes

Delsarte [5], Gabidulin [6] and Roth [7] pioneered work on rank metric codes. The rank distance between two vectors $x, y \in GF(q^m)^n$ is defined to be $d_r(x, y) = r(x - y; q)$, where $r(x; q)$ is the rank of vector $x$ over $GF(q)$. The minimum rank distance of a code $C$, denoted as $d_r(C)$, is simply the minimum rank distance over all possible pairs of distinct codewords. For linear $(n, k)$ codes over $GF(q^m)$, when $n \leq m$, the Singleton bound gives $d_r(C) \leq n - k + 1$, and codes achieving the equality are called maximum-rank-distance (MRD) codes.

Gabidulin codes are a family of MRD codes proposed by Gabidulin [6]. An $(n, k)$ Gabidulin code $C_G$ over $GF(q^m)$ ($n \leq m$) is generated by $n$ elements $g_0, g_1, \ldots, g_{n-1} \in GF(q^m)$ that are linearly independent over $GF(q)$. Given a message vector $u = (u_0, u_1, \ldots, u_{k-1}) \in GF(q^m)^k$, the corresponding codeword in $C_G$ is $c = (u(g_0), u(g_1), \ldots, u(g_{n-1}))^T$, where $u(x) = \sum_{i=0}^{k-1} u_i x^i$ is a linearized polynomial with $[i] \triangleq q^i$.

C. KK Codes

KK codes [4] are a type of subspace codes for random linear network coding, where each codeword is a linear subspace of some ambient space $W$. A KK code $C_K$ is defined by $(l \leq m)$ elements $\alpha_0, \alpha_1, \ldots, \alpha_{l-1} \in GF(q^m)$ that are linearly independent over $GF(q)$. Given a message vector $u = (u_0, u_1, \ldots, u_{k-1}) \in GF(q^m)^k$, a linearized polynomial is formed by $u(x) = \sum_{i=0}^{k-1} u_i x^i$. Then a codeword of $C_K$ is given by the $l$-dimensional subspace of $W = \langle \alpha_0, \alpha_1, \ldots, \alpha_{l-1} \rangle \oplus GF(q^m)$ spanned by $\{\alpha_i, \beta_i\} : \beta_i = u(\alpha_i), i = 0, 1, \ldots, l-1$.

D. MV Codes

MV codes [10] are similar to but different from KK codes [4]. Suppose $C_{MV}$ is an $l$-dimensional MV code over $GF(q^m)$ ($l$ divides $q - 1$), generated by $\alpha_0, \alpha_1, \ldots, \alpha_{l-1} \in GF(q^m)$, a specially chosen set of elements linearly independent over $GF(q)$. Then message vectors $u = (u_0, u_1, \ldots, u_{k-1})$ are defined over $GF(q)$, and a linearized polynomial is formed by $u(x) = \sum_{i=0}^{k-1} u_i x^i$. Let $u^{\otimes i}(x)$ denote the composition of $u(x)$ with itself by $i$ times for any nonnegative integer $i$, and $u^{\otimes 0}(x) = x$. Then the codeword $V$ corresponding to the message $u$ is spanned by a set of vectors $v_i$ for $i = 1, 2, \ldots, l$, where $v_1 = (\alpha_1, u(\alpha_1), u^{\otimes 2}(\alpha_1), \ldots, u^{\otimes L}(\alpha_1)), v_i = (\alpha_i, u(\alpha_i), \ldots, u^{\otimes L}(\alpha_i))$, and $L$ is some list size desired at the decoder. Note that $(\alpha^{\otimes i})(\alpha_i) \in GF(q^m)$ for any $j \geq 0$ and $i = 2, 3, \ldots, l$ [11]. Then $V$ is an $l$-dimensional subspace of the $(l + Lm)$-dimensional ambient space $W = \langle \alpha_1, \alpha_2, \ldots, \alpha_l \rangle \oplus GF(q^{m})^{\otimes L}$.

III. TWO-TIER DECODING OF SUBSPACE AND RANK METRIC CODES

The two-tier decoding is enabled by a key observation that all valid packets for existing subspace and rank metric codes constitute a collection of linear block codes. For simplicity, we will assume a random linear network coding over $GF(q)$ and illustrate this with a CDC, which is a set of subspaces $V_i$ (with dimension $l$) of $GF(q)^{mL}$ ($l \leq m$). We denote the basis of $V_i$ as $\{v_{i,0}, v_{i,1}, \ldots, v_{i, l-1}\}$, where $v_{i,j} \in GF(q)^{mL}$ is a row vector. Then, when $V_i$ is selected for the multicast, its basis $\{v_{i,0}, v_{i,1}, \ldots, v_{i, l-1}\}$ is injected into the network. At any destination node, a valid packet is of the form $\sum_{j=0}^{l-1} a_j v_{i,j} = (a_0 \alpha_1 \cdots \alpha_{l-1}) v_i$, where $a_j \in GF(q)$ and $v_i = \big[ v_{i,0}^T \ v_{i,1}^T \ \cdots \ v_{i, l-1}^T \big]^T$. That is, all valid packets for $V_i$ constitutes a linear block code over $GF(q)$ with a generator matrix $v_i$, denoted as $C_i$, and all valid packets corresponding to all subspaces constitute a union code $C_U = \bigcup \{C_i\}$. We note that $C_U$ is not necessarily a linear code. Also, $C_U$ depends on the CDC used, not the transmitted data. Hence, it can be assumed that $C_U$ is known at all nodes.
At a destination node of a multicast, our two-tier decoding scheme is as follows. First, since the union code $C_U$ is known, the destination node performs error detection or correction on each received packet by taking advantage of the Hamming distance properties of $C_U$. For instance, when a received packet does not belong to the union code, it can be discarded. Alternatively, the minimum Hamming distance of $C_U$ also ensures a certain correction radius. Thus, if the number of bit errors in a received packet is within the error correction radius, the first-tier decoding can also correct the bit errors. The second-tier decoding is performed on the set of packets produced by the first-tier decoder. By removing packets that are invalid and correcting packets corrupted by few bit errors, the first-tier decoder improves the error correction capability of the second-tier decoder.

By allowing the first- and second-tier decoders to pass information to each other, both can be further enhanced. First, we show that how information from the first-tier decoder can help the second-tier decoder. When errors have known locations, they are called erasures. As in classical coding theory, the generalized rank decoder in [2] can correct twice as many erasures as errors by taking advantage of the extra location knowledge. Thus, when the first-tier decoder marks unreliable packets as erasures for the second-tier decoder, the first-tier decoder enhances the correction capability of the second-tier decoder. Second, information from the second-tier decoder can be used to help the first-tier decoder. For instance, if the second-tier decoder is a list decoder (such as those proposed by [11]), the second-tier decoder outputs a list $L$ of subspaces as possible transmitted subspaces. Given this information, all valid packets now constitute $\bigcup_{i \in L} C_i$. Given the list $L$ from the second-tier decoder, the first-tier decoder can re-decode the received packets with respect to $\bigcup_{i \in L} C_i$. Since $\bigcup_{i \in L} C_i \subseteq \bigcup_{i} C_i$, this information from the second-tier decoder will improve the error detection/correction capability of the first-tier decoder.

We note that our two-tier decoding scheme described above is carried out on the packet level and at the destination nodes only, without affecting intermediate nodes. However, the first-tier decoding can be implemented by intermediate nodes involved in the multicast. This is because $C_U$ and its Hamming distance properties are known to all nodes. In contrast, the second-tier decoding, existing decoders for subspace and rank metric codes, cannot be performed at intermediate nodes. For instance, an intermediate node may have only one packet in a session, and cannot perform the second-tier decoding. If intermediate nodes can discard invalid packets or correct packets corrupted by few bit errors, error propagation can be reduced at the expense of additional complexities at intermediate nodes.

Finally, we provide two remarks regarding the first-tier decoder. First, we emphasize that the first-tier decoding takes advantage of Hamming distance properties of $\bigcup_{i} C_i$, and hence is different from link-level channel coding, cyclic redundancy check, and the cryptographic operations. Second, the improved error correction capability from using first-tier decoding does not require any additional redundancy, since the first-tier decoding takes advantage of the redundancy that already exists in the Hamming metric space.

IV. HAMMING DISTANCE PROPERTIES OF SUBSPACE AND RANK METRIC CODES

As discussed above, Hamming distance properties of $C_U$ are important to our two-tier decoding scheme. Thus, we investigate the Hamming distance properties of $C_U$ corresponding to three important families of subspace and rank metric codes, Gabidulin codes, KK codes, and MV codes. Our work in this area revolves around two aspects. The first is the minimum Hamming distance of $\bigcup_{i} C_i$, which is vital to the first-tier decoder. Furthermore, we also investigate the minimum Hamming distances of the individual component codes $C_i$’s for two reasons. First, the minimum Hamming distances of the individual component codes $C_i$’s provide an upper bound on the minimum Hamming distance of $C_U$. Second, as described above, when partial information about the transmitted subspace is available, the first-tier decoder may consider only a small set $L$ of component codes, $\bigcup_{i \in L} C_i$. The minimum Hamming distances of $C_i$ also help us determine the minimum distance of $\bigcup_{i \in L} C_i$. Also, even when the minimum Hamming distance of $C_U$ is one, the first-tier decoding is possible as long as $C_U$ is not the whole ambient space. Finally, we assume a random linear network coding over GF($q$), and consider Gabidulin, KK, and MV codes over extension fields of GF($q$). We note that henceforth in this paper, an element in an extension field GF($q^m$) is sometimes treated as a length-$m$ row vector over GF($q$), depending on the context.

A. Hamming Distance Properties of Gabidulin Codes

Consider an $(n, k)$ Gabidulin code $C_G$ over GF($q^m$), generated by $g_0, g_1, \ldots, g_{n-1} \in$ GF($q^m$). For a codeword $c \in C_G$, we treat each encoded symbol $u_i(g_i)$ as an $m$-dimensional row vector over GF($q$), and obtain an $n \times m$ matrix $G$. Using $G$ as a generator matrix, we obtain a linear block code $C$, can call codewords of $C$ valid vectors. The union of all valid vectors corresponding to all the codewords of $C_G$ is called a union code $C_U$, and each linear block code $C$ is referred to as a component code of $C_U$. We want to find the minimum Hamming distance the union code $C_U$ and its component codes.

Any $(n, k)$ Gabidulin code $C_G$ contains codewords $c$ corresponding to $u(x) = u_i x^i$ with $u_i$ an arbitrary element in GF($q^m$) for $0 \leq i \leq k - 1$, while $u_i = 0$ for $i' = 0, 1, \ldots, i - 1, i + 1, \ldots, k - 1$. Hence codewords of the component code $C$ generated by $u_i g_0, u_i g_1, \ldots, u_i g_{n-1}$ are always valid vectors of the union code $C_U$. The distance property of those valid vectors reflects the minimum distance of $C_U$.

**Lemma 1.** The minimum Hamming distance of the union code $C_U$ is $1$.

**Proof:** For a nonzero $u_i \in$ GF($q^m$), we have $u_i = \alpha^j$ for some $j \in \{0, 1, \ldots, q^m - 2\}$, where $\alpha$ is a primitive element
in $\text{GF}(q^m)$. There are $q^m - 1$ component codes $C_j$’s generated by generator matrices

$$
G_j = \begin{pmatrix}
\alpha^i g_0[i] \\
\alpha^i g_1[i] \\
\vdots \\
\alpha^i g_{n-1}[i]
\end{pmatrix},
$$

for $j = 0, 1, \ldots, q^m - 2$, respectively. In particular, the first row in $G_j$, $\alpha^i g_0[i]$, is a valid vector of $C_0$. Since $g_0$ is a nonzero element over $\text{GF}(q^m)$, so is $g_0[i]$, hence we can express it as $g_0[i] = \alpha^A$ for some $A \in \{0, 1, \ldots, q^m - 2\}$. Valid vectors include $\alpha^A \alpha^j = \alpha^{A+j}$ for $j = 0, 1, \ldots, q^m - 2$, which are exactly all the nonzero elements in $\text{GF}(q^m)$, leading to a minimum Hamming distance of $1$ for the union code.

Now we consider minimum distances of the component codes. The general distance property is presented first, followed by some special cases on a code-to-code basis.

**Lemma 2.** Given an $(n, k)$ Gabidulin code $C_G$, the minimum Hamming distance $d_H(C)$ of each component code $C$ satisfies $d_H(C) \leq m - n + k$.

**Proof:** Suppose $c$ is a codeword of $C_G$, and the corresponding component code of $C_G$ is $C$. Then the dimension of $C$, denoted by $k^*$, is exactly $r$, the rank of the codeword $c$ in $C_G$. The Singleton bound gives $d_H(C) \leq m - k^* + 1 = m - r + 1$. Since Gabidulin codes are MRD codes, $r \geq d_r(C_G) = n - k + 1$. Hence we have $d_H(C) \leq m - n + k$.

**Lemma 3.** The component code $C_j$ generated by Eq. (1) has a minimum Hamming distance of $d_H(C_j) \leq m - n + 1$ for any $j \in \{0, 1, \ldots, q^m - 2\}$.

**Proof:** Since $g_0, g_1, \ldots, g_{n-1}$ are linearly independent over $\text{GF}(q)$, $\alpha^i g_0[i], \alpha^i g_1[i], \ldots, \alpha^i g_{n-1}[i]$ are also linearly independent for fixed $i, j \in \{0, 1, \ldots, q^m - 2\}$. Otherwise, we can find a set of nontrivial elements $a_0, a_1, \ldots, a_{n-1} \in \text{GF}(q)$, such that $\sum_{s=0}^{n-1} a_s (\alpha^i g_s[i]) = \alpha^i \sum_{s=0}^{n-1} a_s g_s[i] = 0$. Note that $\alpha^i$ is a nonzero element over $\text{GF}(q^m)$, hence we can multiply the previous equation with $\alpha^{-i}$ on both equation, and obtain $\sum_{s=0}^{n-1} a_s g_s = \alpha^{-i} \sum_{s=0}^{n-1} a_s g_s[i] = 0$, leading to $\sum_{s=0}^{n-1} a_s g_s = 0$. This contradicts the assumption that $g_0, g_1, \ldots, g_{n-1}$ are linearly independent. Hence the generator matrix $G_j$ has a full rank $n$, hence generating an $n$ dimensional linear block code with length $m$, resulting in $d_H(C_j) \leq m - n + 1$ from Singleton bound.

From Lemma 3 when $n = m$, all component codes generated by $G_j$ in Eq. (1) have minimum Hamming distance of $1$ since $G_j$ spans the entire space of $\text{GF}(q^m)$. When a polynomial basis is used to represent the elements of $\text{GF}(q^m)$, component codes with a minimum Hamming distance of $1$ exist even if $n < m$. Let us consider $G_j$ in Eq. (1) with $i = 0$. From previous analysis, we know that for a fixed $g_s$ with $s \in \{0, 1, \ldots, n-1\}$, there exists $A_s \in \{0, 1, \ldots, q^m - 2\}$ such that there exists a valid vector $\alpha^A g_s = 1$. Since $g_s$’s are different, $A_s$’s are also different, leading to at least $n$ component codes with minimum Hamming distance of $1$ when a polynomial basis is used.

**B. Hamming Distance Properties of KK Codes**

Consider an $l$-dimensional KK code $C_{KK}$ over $\text{GF}(q^m)$, generated by $l$ linearly independent elements $\alpha_0, \alpha_1, \ldots, \alpha_{l-1} \in \text{GF}(q^m)$. Each codeword or subspace $C$ of the KK code $C_{KK}$ is an $l$-dimensional subspace, called a component code, and vectors contained in $C$ valid vectors. The union of valid vectors contained in all the codewords of $C_{KK}$ is referred to as a union code $C_U$. Note that each valid vector can be written as $(a, b)$, where $a \in \text{GF}(q^m)$ is a linear combination of $\alpha_0, \alpha_1, \ldots, \alpha_{l-1}$, and $b \in \text{GF}(q^m)$ is obtained by $b = u(a)$, where $u(x)$ is the linearized polynomial from the message vector.

We also start from the minimum Hamming distance of the union code. Following similar arguments in Section [IV-A], we consider valid vectors obtained from linearized polynomials $u(x) = u_i x^{l[i]}$ with $u_i \in \text{GF}(q^m)$ for $i \in \{0, 1, \ldots, k-1\}$.

**Lemma 4.** The minimum Hamming distance of the union code $C_U$ is $1$.

**Proof:** For a nonzero $u_i \in \text{GF}(q^m)$, we express $u_i = \gamma^j$ for some primitive elements $\gamma \in \text{GF}(q^m)$ and some $j \in \{0, 1, \ldots, q^m - 2\}$. Consider a component code $C_j$ obtained from the a generator matrix

$$
G_j = \begin{pmatrix}
(\alpha_0, \gamma^j \alpha_0[i]) \\
(\alpha_1, \gamma^j \alpha_1[i]) \\
\vdots \\
(\alpha_{l-1}, \gamma^j \alpha_{l-1}[i])
\end{pmatrix}.
$$

Clearly, the first row $(\alpha_0, \gamma^j \alpha_0[i])$ in $G_j$ is a valid vector. Similar to Section [IV-A], we can write the nonzero element $\alpha_0[i] = \gamma^A$ for some $A \in \{0, 1, \ldots, q^m - 2\}$, and obtain valid vectors $(\alpha_0, b)$, where $b$ can take all the nonzero elements in $\text{GF}(q^m)$. Hence the minimum Hamming distance of the union code is $1$.

The minimum distance of the union code $C_U$ is examined across component codes in Lemma 3. Now for each component code $C$, which is an $l$-dimensional linear block code with length $2m$, the minimum distance satisfies $d_H(C) \leq 2m - l + 1$. Further, we can construct $C_{KK}$ such that the minimum distances of component codes are bounded from below.

**Lemma 5.** Let us denote by $C_0$ the component code corresponding to $u(x) = 0$, and $C$ any component code of $C_U$. Then $d_H(C) \leq d_H(C)$. Furthermore, we can construct $C_0$ with $d_H(C_0) = m - l + 1$ when $q \geq m$.

**Proof:** A component code $C$ of $C_U$ is spanned by $(\alpha_s, u(\alpha_s))'$s for $s = 0, 1, \ldots, l - 1$. Hence valid vectors can be written as $(a, b)$, where $a, b \in \text{GF}(q^m)$, and $a$ is a linear combination of $(\alpha_s, u(\alpha_s))'$s. In particular, valid codewords of $C_0$, which corresponds to the zero linearized polynomial, always take the form $(a, 0)$. Hence given a valid vector $(a, b)$
of component code $C_i$, there’s always a valid vector $(a, 0)$ of $C_0$. Note that the Hamming weight of $(a, 0)$ is always no greater than $(a, b)$. Hence we have $d_H(C_0) \leq d_H(C)$. On the other hand, the minimum distance of $C_0$ is exactly the minimum Hamming distance of a traditional $l$-dimensional linear block code $C_0'$, whose $l \times m$ generator matrix is composed of the $l$ row vectors $\alpha_0, \alpha_1, \ldots, \alpha_{l-1}$, leading to $d_H(C_0) \leq m-l+1$. When $q \geq m$, the bound is achievable by selecting $\alpha_0, \alpha_1, \ldots, \alpha_{l-1}$ to be row vectors of the generator matrix of an $(m, l)$ RS codes.

Lemma 6 points out that $C_0$ has the smallest minimum Hamming distance, hence we want to improve the distance properties of the component code by designing $C_0$ with larger minimum Hamming distance, and Lemma 6 indicates achievability when $q \geq m$. When $q < m$, we can also achieve $d_H(C_0) > 1$ by using codes such as BCH codes.

Although Lemma 4 establishes a minimum Hamming distance of one for the union code, it is still able to provide error detection based on the union code. The reason is that the cardinality of the union code is always smaller than that of the ambient space, as shown below in Lemma 6.

**Lemma 6.** The cardinality of the union code corresponding to a $KK$ code is always smaller than that of the ambient space.

**Proof:** Suppose $(a, b)$ is a valid vector of the union code, than $a \in GF(q^m)$ is a linear combination of $\alpha_0, \alpha_1, \ldots, \alpha_{l-1}$, and $b = u(a) \in GF(q^m)$ for some message polynomial $u(x)$. In fact, if $a \neq 0$, any $b \in GF(q^m)$ would make $(a, b)$ a valid vector following a similar argument as in Lemma 4. Given that $a$ belongs to the $l$-dimensional subspace spanned by $\alpha_0, \alpha_1, \ldots, \alpha_{l-1}$, there are a total of $q^l - 1$ nonzero combinations leading to a valid $a$. Hence there are a total of $(q^l-1)q^m+1 = |C_\ell|$ valid vectors in the union code, including the all zero element. The ambient space has a dimension of $l + m$ as shown in Section II-C and hence a total number of $q^{l+m}$ vectors. It is easy to see that $|C_\ell| = q^{l+m} - q^m + 1 < q^{l+m}$.

Note that received vectors with a form of $(a, b)$ belong to the $2mn$-dimensional space over $GF(q)$. Based on Lemma 6, even given the worst case with $l = m$, where the ambient space is the $2mn$-dimensional subspace over $GF(q)$, the union code still has error detection capabilities since its cardinality is smaller than $q^{2mn}$. Hence it is possible that the union code may provide some error correction capabilities at the receiver when $l < m$.

**Example 1.** We construct a $KK$ code over $GF(2^3)$ with $l = 2$ and $k = 1$. Select $\alpha_0 = \gamma^3$ and $\alpha_1 = \gamma^4$, where $\gamma$ is a root of the irreducible polynomial $x^3 + x + 1$, and can be verified that codewords of $C_0$ are $(\gamma^3, 0), (\gamma^4, 0), (\gamma^6, 0)$ as well as the all zero vector, with $d_H(C_0) = 2$. Thus, $C_0$ maximizes its minimum Hamming distance. In the union code, component codes corresponding to $u(x) = \gamma^j$ with $j = 0, 1, \ldots, 6$ gives valid vectors $(\gamma^3, \gamma^3), (\gamma^3, \gamma^4), (\gamma^3, \gamma^5), (\gamma^3, \gamma^6), (\gamma^3, 1), (\gamma^3, \gamma), (\gamma^3, \gamma^2)$, resulting in $d_H(C_\ell) = 1$.

C. Hamming Distance Properties of MV Codes

In this section, we examine the Hamming distances of the component codes first, and then present distance property for the union code $C_\ell$.

**Lemma 7.** Let us denote by $C_0$ the component code corresponding to $u(x) = 0$, and $C$ any component code of $C_\ell$. Then $d_H(C_0) \leq d_H(C)$. Further, we can construct $C_0$ with $d_H(C_0) = ml - l + 1$ when $q \geq ml$.

**Proof:** The proof follows similar arguments in KK codes case as stated in Lemma 5. Note that the generator matrix of $C_0$ is

$$G_0 = \left(\begin{array}{c} \alpha_0 & 0 & 0 & \ldots & 0 \\ \alpha_1 & 0 & 0 & \ldots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & \ldots & \ldots & \ldots & 0 \end{array}\right)$$

Accordingly, $d_H(C_0)$ is exactly the same as $d_H(C_0')$, where $C_0'$ is an $(ml, l)$ linear block code whose $l \times ml$ generator matrix is composed of $\alpha_0, \alpha_1, \ldots, \alpha_{l-1}$, resulting in $d_H(C_0) \leq ml - l + 1$. Further, when $q \geq ml$, the equality is achievable by selecting $\alpha_0, \alpha_1, \ldots, \alpha_{l-1}$ to be row vectors of the generator matrix of an $(ml, l)$ RS codes.

Note when $q < ml$, we can still use codes such as BCH codes to construct $C_0$ with $d_H(C_0) > 1$ such that the minimum Hamming distance of each component code is bounded from below.

**Lemma 8.** When $l = 1$, $d_H(C_\ell) \leq m$, and $d_H(C_\ell) \leq \min \{ml-l+1, L\}$ if $l > 1$.

**Proof:** Again we start from the case with $u(x) = u_0x^{[l]}$, where $u_0 \in GF(q)$. If $l = 1$, we obtain one-dimensional linear block codes generated by $(\alpha_0, u_0\alpha_0^{[2]}, \ldots, u_0^{[L]}\alpha_0^{[L]})$, where $L$ is the list size. Also denote the component code corresponding to $u(x) = 0$ by $C_0$, and we have $d_H(C_\ell) \leq d_H(C_0)$. Note that $u_0 \in GF(q^m)$, hence if a polynomial basis is used, we have $d_H(C_\ell) \leq d_H(C_0) \leq m$. Otherwise, a bigger upper bound could be possible. When $l > 1$, based on a fixed $\alpha_s \in GF(q^ml)$ with $s \in \{1, 2, \ldots, l-1\}$, there exist codewords $(\alpha_s, 0, 0, \ldots, 0)$ corresponding to $u_0 = 0$, and $(\alpha_s, 1, 1, \ldots, 1)$ corresponding to $u_0 = 1$. Hence the minimum distance of the union code is bounded by $d_H(C_\ell) \leq L$ if $l > 1$, and $d_H(C_\ell) \leq m$ if $l = 1$.

**Lemma 9.** The cardinality of the union code corresponding to an MV code is smaller than that of the ambient space.

**Proof:** The proof follows a similar argument as in Lemma 6. In this case, the cardinality of the union code is at most $(q^{l-1})q^{ml} + 1$, and is less than $q^{l+Lm}$, which is the size of the ambient space.

**Example 2.** We construct an MV code over $GF(2^3)$ with $l = 1, k = 1$, and $L = 2$. Let $\alpha_0 = \gamma^3$, where $\gamma$ is a root
of the irreducible polynomial $x^3 + x + 1$ such that $\gamma^5$ and its conjugates form a normal basis of $GF(2^5)$ over $GF(2)$. Then the union code $C_\cup$ contains two component codes, $C_0$ generated by $(\gamma^0, 0, 0)$, and $C_1$ generated by $(\gamma^0, \gamma^2, \gamma^3)$. We can directly get $d_H(C_0) = 3$, $d_H(C_1) = 9$, and $d_H(C_\cup) = 3$.

**Example 3.** Consider another MV code over $GF(3^6)$ with $m = 3$, $l = 2$, $k = 1$, and $L = 5$. Let $\alpha_0 = \gamma^{294}$ and $\alpha_0 = \gamma^{294}$, where $\gamma$ is a root of the irreducible polynomial $x^6 + x + 2$ such that $\gamma^{15}$ and its conjugates form a normal basis of $GF(3^6)$ over $GF(3)$. It can be verified that $d_H(C_\cup) = d_H(C_0) = 3$, while $d_H(C) = 9$ for any other component code $C$.

Example 2 shows a minimum distance equal to $m$ for an MV code with $l = 1$, hence the upper bound in Lemma 8 is reachable. Both union codes in the examples above have a minimum Hamming distance of three, which enables single-bit error correcting capability at the first-tier decoder.

**D. Discussions**

Lemmas 1 and 2 indicate that the minimum Hamming distance of the union code corresponding to a Gabidulin code or a KK code is one. Nevertheless, the first-tier decoding can be carried out in three ways. First, as shown by Lemmas 6 and 9 the union code corresponding to a KK code or an MV code is a proper subset of the ambient vector space. Hence, when a received packet does not belong to the union code, it can be discarded. Hence, the first-tier decoder is nontrivial even if the union code has a minimum distance of one. Second, the two examples in Section 1V.C show that the minimum Hamming distance of the union codes corresponding to MV codes can be larger than one. In such cases, the union code not only allows the first-tier decoder to reject packets that do not belong to the union code, but also enables correction of single-bit errors in any received packet. Third, so far we have focused on the Hamming distance properties of Gabidulin codes. In a sense, this is the worst-case scenario: if the first-tier decoder has no information about the transmitted packets, it has to assume any vector in the union code is likely. However, if the second-tier decoder is a list decoder (such as those proposed by [11]), the second-tier decoder outputs a list $L$ of subspaces as possible transmitted subspaces. Given this information, all valid packets now constitute $\bigcup_{V_i \in L} C_i$. Since $\bigcup_{V_i \in L} C_i \subseteq \bigcup_{V_i \in L} C_i$, the minimum Hamming distance of $\bigcup_{V_i \in L} C_i$ is no worse than that of the union code. Hence, given the list $L$ from the second-tier decoder, the first-tier decoder can re-decode the received packets with respect to $\bigcup_{V_i \in L} C_i$.

**V. Conclusions and Future Works**

In this paper, we enhance the error correction capability of subspace and rank metric codes by using a novel two-tier decoding scheme. While the decoding of subspace and rank metric codes serves a second-tier decoding, we propose to perform a first-tier decoding on the packet level by taking advantage of Hamming distance properties of subspace and rank metric codes. Furthermore, we investigate the Hamming distance properties of Gabidulin codes, KK codes, and MV codes.

Our future works will further investigate the Hamming distance properties of Gabidulin codes, KK codes, and MV codes. In particular, we will focus on the Hamming distance properties of $\bigcup_{V_i \in L} C_i$ for some list $L$ of codewords.
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