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Abstract

Double field theory (DFT) offers a manifest T-duality formulation for massless closed string field theory with both momentum and winding excitations. The gauge symmetry is defined by the generalized Lie derivative which is the extension of the Courant bracket. In this work, we solve and study the properties of FRW (Friedmann-Robertson-Walker) and doubled spherically symmetric metric of DFT.
1 Introduction

Double field theory (DFT) \cite{1-5} is a formulation with doubled dimension. The extra coordinates are motivated by string theory. One question naturally arises, “Could we know string features from DFT?”. From common sense, string is one dimensional, but particle is zero dimensional, thus DFT needs more degrees of freedom than usual field theory. One obvious way is to double the coordinates. The extra coordinates are dual to winding modes on massless closed string theory. It turns out that we can have manifest and well-defined T-duality in the case of massless closed string theory. It gives an evidence that we can incorporate string features into field theory from the doubled coordinates this way.

General relativity has at its foundation, semi-Riemannian geometry. From general relativity, we understand that geometry is related to matter. In other words, geometry depends on what kind of objects that we describe because geometry cannot decouple from matter. If the objects are point particles, we can use semi-Riemannian geometry to describe as before. It is a continuous manifold and the distance can be arbitrary small. But this smooth geometry should break down for stringy objects. We possibly need to replace semi-Riemannian geometry by a new geometry. We call this new geometry “stringy geometry”. Stringy geometry also leads us to some non-geometric problems \cite{6}. We cannot define T-duality in semi-Riemannian geometry so a deeper understanding of stringy geometry \cite{7,8} should be a good motivation to study double field theory in more details.

One interesting aspect of non-geometric problems is to reformulate the standard ten dimensional supergravity (NS-NS) into new ten dimensional supergravity \cite{8,9}. This new theory can be obtained from the standard NS-NS Lagrangian by field redefinition from the metric \((g_{mn})\), \(b\)-field \((b_{mn})\) and dilaton \((\phi)\) to the new fields \(\tilde{g}_{mn}, \beta_{mn}\) and \(\tilde{\phi}\). This field redefinition leads us to get \(Q\)- and \(R\)-flux from the standard three form flux \(H\). This new supergravity is called \(\beta\)-supergravity. Fortunately, this formulation can relate these backgrounds to the four dimensional supergravity. From \(\beta\)-supergravity, we can study non-geometric flux directly in ten dimension. This is one revolution in double field theory.

Another interesting feature in double field theory is the extension of double field theory to higher derivative \(\alpha'\) corrections \cite{10}. One related formulation for double field theory is
the so-called “exceptional field theory” [11] for eleven dimensional supergravity. Before this was not obvious for $E_{n(n)}$ in eleven dimensional supergravity for each $n$. Especially for $n=8$, we met difficulty of non-closure algebra [12]. Now, we already knew how to overcome some difficulties to obtain eleven dimensional supergravity by sacrificing some Lorentz gauge freedoms [13]. For details, we can see some recent reviews in double field theory [14].

The other related construction is generalized geometry [15, 16]. In generalized geometry, no additional coordinates are introduced. Instead, we consider tangent space and cotangent space together. A main ingredient in differential geometry is the various notions of derivatives of tensorial elements along the directions of velocity vectors, e.g., the Lie derivatives. The properties of Lie derivatives include Jacobi identity and Leibniz rule are useful in physics. Two important quantities in differential geometry are curvature and torsion. The extension of curvature and torsion in the context of generalized geometry are also discussed [17]. One of the familiar algebras in generalized geometry is the Courant algebra [18]. Other interesting features of generalized geometry is reduction [19], exceptional generalized geometry (EGG) [20] and supergravity [21].

The main point of this paper is to study classical analysis of double field theory since such analysis did not receive much attention; only a few papers worked on this direction [22, 23]. The motivation of this work is to understand the structure of solution with respect to manifest $O(D, D)$ structure. The current situation of double field theory is well-defined with strong constraint, but it is not what we expect. Some fluxes do not appear when we do compactification because strong constraint is too restrictive. One direction of relaxing strong constraint is the classical analysis of double field theory-solving equations of motion in double field theory may possibly shed light on relaxing strong constraint. However relaxing constraint is the same as annihilating unwanted solutions. Therefore, solving equations of motion should be a more direct approach to understand this problem. In view of this motivation, we do not use strong constraint to solve equations of motion. In this paper, we focus on FRW and doubled spherically symmetric metric, and perform cosmological analysis. We find that our FRW solutions are unstable against isotropic perturbation. However this only means that the solutions need fine-tuning. In these solutions, we find one solution can potentially describe inflationary cosmology.

The plan of this paper is to first review massless closed string of double field theory in
Sec. 2 Then we show FRW and doubled spherically symmetric solutions of this theory in Sec. 3. Finally, we give the summary, conclusions and the possible future directions in Sec. 4.

2 Review of DFT for Massless Closed String

We review the double field theory of massless closed string in this section. At first, We introduce some convenient notations for DFT and then write down the action and gauge symmetry for manifestly background independent [3] and generalized metric formulation [4]. Finally, we show the derivation of the generalized scalar curvature and Ricci tensor.

2.1 Basics

Double field theory is defined on a manifold with doubled dimensions. The fields in DFT depend on the ordinary coordinates $x^i$ and the dual coordinates $\tilde{x}_i$. The dual coordinates are associated with winding excitations. The field components of DFT for massless closed string [1, 24] are the metric field $(g_{ij})$, antisymmetric field $(b_{ij})$ and scalar dilaton $(d)$. This theory is gauge invariant up to cubic order by constraint. (We need to use constraint relation to annihilate all fields and gauge parameters). We have

$$\partial_i \tilde{\partial}^i (\text{field}) = 0, \quad \tilde{\partial}_i \tilde{\partial}^i (AB) = 0,$$

where

$$\partial_i = \frac{\partial}{\partial x^i}, \quad \tilde{\partial}^i = \frac{\partial}{\partial \tilde{x}_i}. \quad (2)$$

The two constraints also imply

$$\partial_i A \tilde{\partial}^i B + \tilde{\partial}^i A \partial_i B = 0. \quad (3)$$

By using the so-called strong constraint above, it can be shown that the fields and gauge parameters in this theory are independent of $\tilde{x}$ [2]. On the other hand, if we impose the first constraint relation only,

$$\partial_i \tilde{\partial}^i (\text{field}) = 0, \quad (4)$$
we call it to be weak constraint. But we have
\[ \partial_i \tilde{\partial}^i \delta(\text{field}) \neq 0, \] (5)
where \( \delta \) is the gauge transformation. We need strong constraint to annihilate it. According to the manifest \( O(D, D) \) structure in DFT, the \( O(D, D) \) invariant weak constraint above can be rewritten as
\[ \partial^M \partial_M(\text{field}) = 0, \] (6)
where the index \( \partial_M \) is defined by
\[ \partial_M \equiv \left( \begin{array}{c} \tilde{\partial}^i \\ \partial_i \end{array} \right) \] (7)
and \( \partial^M = \eta^{MN} \partial_N \). The \( \eta \) can also be used to raise and lower the indices for the arbitrary tensor \( h \) with respect to \( O(D, D) \).
\[ h = \begin{pmatrix} a & b \\ c & d \end{pmatrix}, \quad h^t \eta h = \eta, \quad \eta = \begin{pmatrix} 0 & I \\ I & 0 \end{pmatrix}, \] (8)
where \( a, b, c \) and \( d \) are all \( D \times D \) matrices. Then
\[ \partial^M \equiv \left( \begin{array}{c} \partial_i \\ \tilde{\partial}^i \end{array} \right). \] (9)
We can also define \( X^M \) to denote coordinates and dual coordinates together by
\[ X^M \equiv \left( \begin{array}{c} \tilde{x}_i \\ x^i \end{array} \right). \] (10)
Note that \( x^i \) and \( \tilde{x}_i \) are contravariant, while \( x_i \) and \( \tilde{x}^i \) are covariant tensor.

2.2 Action

In the beginning of this section, we review background independence property of double field theory [1]. Next, we show the manifestly background independent formulation [3], the generalized metric formulation and the correspondence between manifestly background independent and generalized metric formulation [4].
2.2.1 Manifestly Background Independence

The DFT action is

\[
S = \int [dx \bar{x}] \left[ \frac{1}{4} e_{ij} D^k D^l e^{ij} + \frac{1}{4} (\bar{D}^i e_{ij})^2 + \frac{1}{4} (D^i e_{ij})^2 - 2 d D^i \bar{D}^j e_{ij} - 4 d D^i D^j d \right. \\
+ \frac{1}{4} e_{ij} \left( (D^i e_{kl})(\bar{D}^k e^{lj}) - (D^i e_{kl})(\bar{D}^l e^{kj}) - (D^k e_{ij})(\bar{D}^l e^{lj}) \right) \\
+ \frac{1}{2} d \left( (D^i e_{ij})^2 + (\bar{D}^i e_{ij})^2 + \frac{1}{2} (D^i e_{ij})^2 + \frac{1}{2} (D^i e_{ij})^2 + 2 e^{ij}(D^i D^k e_{kj} + D^j D^k e_{ik}) \right) \\
\left. + 4 e_{ij} d D^i \bar{D}^j d + 4 d^2 D^i D^j d \right]. 
\]

(11)

This action up to cubic order is constructed by the scalar dilaton \((d)\) and fluctuation field \(\varepsilon_{ij}\). (The fluctuation is around the constant background \(E_{ij} = G_{ij} + B_{ij}.\) The indices inside this action are raised and lowered by \(G_{ij}\). The derivatives \(D_i\) and \(\bar{D}_i\) are defined by

\[
D_i \equiv \partial_i - E_{ik} \bar{D}^k, \quad \bar{D}_i \equiv \partial_i + E_{ki} \bar{D}^k. 
\]

(12)

Note that the action we defined here is the same as [3], but not exactly the same as [1], where they used \(\Box = \frac{1}{2} \left( D^i D_i + \bar{D}^i \bar{D}_i \right)\). We use \(\Box = D^i D_i\) instead. (These choices are the same when constraint is imposed.) From the setup above, we can show background independence without using \(\partial^M \partial_M = 0\) in the following. Mathematically, background independence means

\[
S[E_{ij}, \varepsilon_{ij} + \chi_{ij}] = S[E_{ij} + \chi_{ij}, \varepsilon'_{ij} = \varepsilon_{ij} + f_{ij}(\chi, \varepsilon)], 
\]

(13)

where \(f_{ij}(\chi, \varepsilon)\) can redefine \(\varepsilon_{ij}\). That is, the meaning of background independence is to combine \(\chi_{ij}\) with the constant background \(E_{ij}\). The scalar dilaton does not change here. If \(\varepsilon_{ij}\) vanishes, \(\varepsilon'_{ij}\) should also vanish. It implies \(f_{ij}\) should contain no \(\varepsilon_{ij}\) independent terms. We can redefine \(E_{ij}\) to be \(E_{ij} - \chi_{ij}\), and

\[
\varepsilon_{ij} = \varepsilon_{ij} - f_{ij}(\chi, \varepsilon) 
\]

(14)

so we can also have

\[
S[E_{ij} - \chi_{ij}, \varepsilon'_{ij} + \chi_{ij} - f_{ij}(\chi, \varepsilon)] = S[E_{ij}, \varepsilon'_{ij}]. 
\]

(15)
If we expand it to leading order ($e'_ij \to e_{ij}$), the restriction of background independence becomes

$$S[E_{ij} - \chi_{ij}, e_{ij} + \chi_{ij} - f_{ij}(\chi, e)] = S[E_{ij}, e_{ij}].$$

When this action is expanded to cubic order, we can choose

$$f_{ij}(\chi, e) = \frac{1}{2}(\chi^k e_{kj} + \chi^j e_{ik})$$

(17)

to show this theory is background independence. The background shift ($\delta_B$) is

$$\delta_B e_{ij} = \chi_{ij} - \frac{1}{2}(\chi^k e_{kj} + \chi^j e_{ik}),$$

$$\delta_B E_{ij} = -\chi_{ij},$$

$$\delta_B G^{ij} = \frac{1}{2}(\chi^{ij} + \chi^{ji}),$$

$$\delta_B d = 0.$$ (18)

This theory is background independent (under $\delta_B$) up to cubic order. One interesting aspect is that we do not need to use the constraint $\partial^M \partial_M = 0$ to prove this for (11). We can also define a background independent field $E_{ij}$.

$$E_{ij} \equiv g_{ij} + b_{ij} = E_{ij} + e_{ij} + \frac{1}{2} e^k e_{kj} + O(e^3), \quad \delta_B E_{ij} = O(e^2).$$

(19)

(The constant part is $E_{ij}$.) Now the background independent variables are $E_{ij}$, $d$ and $g^{ij}$. Since the theory has background independence up to cubic order, the action should be rewritten in terms of these background independent variables.

$$S = \int dxd\bar{x} e^{-2d} \left[ -\frac{1}{4} g^{ik} g^{jl} D^k \partial^l E_{ki} \partial^l \bar{E}_{ij} + \frac{1}{4} g^{kl} (D^l \partial^i E_{kj} + \bar{D}^l \bar{\partial}^i E_{kj}) + (D^i \bar{D}^j \partial_{ij} + \bar{D}^i \partial_{ij}) + 4D^i \bar{D}^i d \right].$$

(20)

where

$$D_i \equiv \partial_i - E_{ik} \bar{\partial}^k, \quad \bar{D}_i \equiv \partial_i + E_{ki} \partial^k.$$ (21)

Then we say this action is manifestly background independent because all elements now are background independent variables. Note that now the indices are raised and lowered by $g^{ij}$. The constraint $\partial_M \partial^M B = 0$ can be rewritten as

$$D^i A D_i B = \bar{D}^i A \bar{D}_i B.$$ (22)
Furthermore, $\partial_M \partial^M A = 0$ can also be rewritten as

$$
\mathcal{E}_{ij} \left( \bar{\mathcal{D}}^j \mathcal{D}^i - \mathcal{D}^j \bar{\mathcal{D}}^i - \bar{\mathcal{D}}^i \mathcal{D}^j + \mathcal{D}^i \bar{\mathcal{D}}^j \right) A = 0
$$

by using the relations

$$
\partial_i = \frac{1}{2} \left( \mathcal{E}_{ji} \mathcal{D}^j + \mathcal{E}_{ij} \bar{\mathcal{D}}^j \right), \quad \bar{\partial}^i = \frac{1}{2} \left( -\mathcal{D}^i + \bar{\mathcal{D}}^i \right).
$$

We make an additional remark that this theory also has $\mathbb{Z}_2$ symmetry. This means exchanging the indices in $\mathcal{E}$, the barred derivatives with unbarred ones, leave the action invariant \[1\]. It can be checked by using (22) to show $\mathbb{Z}_2$ symmetry for the first and last term of (20).

### 2.2.2 Generalized Metric Formulation

In this section, we first introduce the generalized metric $\mathcal{H}_{MN}$.

$$
\mathcal{H} \equiv \mathcal{H}^{\bullet \bullet},
$$

$$
\mathcal{H} = \begin{pmatrix}
  g - bg^{-1}b & bg^{-1} \\
  -g^{-1}b & g^{-1}
\end{pmatrix}. \tag{26}
$$

This matrix is a symmetric matrix with $O(D, D)$ symmetry,

$$
\mathcal{H} \eta \mathcal{H} = \eta. \tag{27}
$$

The inverse of it is

$$
\mathcal{H}^{-1} = \eta \mathcal{H} \eta. \tag{28}
$$

$$
\mathcal{H}^{-1} \equiv \mathcal{H}^{\bullet \bullet} = (\mathcal{H}^{MN})^{-1} = \begin{pmatrix}
  g^{-1} & -g^{-1}b \\
  bg^{-1} & g - bg^{-1}b
\end{pmatrix}. \tag{29}
$$

$\mathcal{H}$ and $\mathcal{H}^{-1}$ are both symmetric matrix and inverse to each other as usual metric. In the following, we show how to rewrite the action in terms of generalized metric and scalar dilaton. Because this theory has manifest $O(D, D)$ structure and $\mathbb{Z}_2$ symmetry as we discussed in the previous section, the construction now should also respect these symmetry. Consider the $\mathbb{Z}_2$ symmetry,

$$
b_{ij} \to -b_{ij}, \quad \bar{\partial} \to -\bar{\partial}. \tag{30}
$$
This implies
\[ \mathcal{E}_{ij} \rightarrow \mathcal{E}_{ji}, \]  
(31)
and \( \tilde{\partial} \rightarrow -\tilde{\partial} \) can be rewritten as
\[ \partial_M \rightarrow Z \partial_M, \quad \text{with} \quad Z = \begin{pmatrix} -1 & 0 \\ 0 & 1 \end{pmatrix}, \]  
(32)
where \( Z \) satisfies
\[ Z = Z^t, \quad Z^2 = 1. \]  
(33)
Under the transformation \( b_{ij} \rightarrow -b_{ij} \), the off-diagonal matrices in \( \mathcal{H}^{MN} \) change sign. That means
\[ \mathcal{H}^{MN} \rightarrow Z \mathcal{H}^{MN} Z, \quad \mathcal{H}_{MN} \rightarrow Z \mathcal{H}_{MN} Z. \]  
(34)
One should carefully note that \( Z \) is not an \( O(D, D) \) matrix, i.e.,
\[ \eta^{MN} \neq Z \eta^{MN}, \quad \eta_{MN} \neq Z \eta_{MN} Z. \]  
(35)
By using \( \partial_M, \mathcal{H}^{MN}, \mathcal{H}_{MN} \) and \( d \), we can construct the action with respect to the gauge symmetry (restricted to the strong constraint) by all possible terms within third order up to a boundary term. The action is
\[
S = \int dx \, d\bar{x} \, e^{-2d} \left( \frac{1}{8} \mathcal{H}^{MN} \partial_M \mathcal{H}^{KL} \partial_N \mathcal{H}_{KL} - \frac{1}{2} \mathcal{H}^{MN} \partial_N \mathcal{H}^{KL} \partial_L \mathcal{H}_{MK} + 2\partial_M d \partial_N \mathcal{H}^{MN} + 4 \mathcal{H}^{MN} \partial_M d \partial_N d \right). \]
(36)
By using the conditions below,
\[
\int [dx \, d\bar{x}] \, e^{-2d} \left( \mathcal{H}^{MN} \partial_M d \partial_N d \right) = \int [dx \, d\bar{x}] \, e^{-2d} \left( 4 g^{ij} \mathcal{D}_i d \mathcal{D}_j d \right),
\]
\[
\int [dx \, d\bar{x}] \, e^{-2d} \left( -2 \partial_M d \partial_N \mathcal{H}^{MN} \right) = \int [dx \, d\bar{x}] \, e^{-2d} \left( -2 \partial^k d \mathcal{D}_i \mathcal{E}_{ki} g^{ij} - 2 \mathcal{D}_i d \partial^k \mathcal{E}_{kj} g^{ij} - 2 \mathcal{D}_i d \mathcal{D}_j g^{ij} \right),
\]
\[
\int [dx \, d\bar{x}] \, e^{-2d} \left( \mathcal{H}^{MN} \partial_M \mathcal{H}^{KL} \partial_N \mathcal{H}_{KL} \right) = \int [dx \, d\bar{x}] \, e^{-2d} \left( g^{ij} g^{kl} \left( \mathcal{D}_i d \mathcal{D}_j \mathcal{E}_{ki} + \mathcal{D}_i d \mathcal{D}_k \mathcal{E}_{ij} \right) \right),
\]
\[
\int [dx \, d\bar{x}] \, e^{-2d} \left( -\frac{1}{2} \mathcal{H}^{MN} \partial_N \mathcal{H}^{KL} \partial_L \mathcal{H}_{MK} \right) = \int [dx \, d\bar{x}] \, e^{-2d} \left( \frac{1}{4} \mathcal{D}^i \mathcal{E}_{ik} \mathcal{D}^j \mathcal{E}_{jl} + \mathcal{D}^i \mathcal{E}_{ki} \mathcal{D}^j \mathcal{E}_{lj} \right),
\]
we can show the action (36) is indeed the same as the original action (20).

If we assume all fields in the action are independent of $\tilde{x}$, it can be checked easily that the action would reduce to the familiar action
\[
\int dx \sqrt{-g} e^{-2\phi} \left( R + 4(\partial\phi)^2 - \frac{1}{12} H^2 \right),
\]
where $\phi$ is the dilaton satisfying $\sqrt{-g} e^{-2\phi} = e^{-2d}$, $R$ is the Ricci scalar and $H = db$ is the three form field strength. Here $b$ is the two form potential corresponding to the field strength $H$.

### 2.3 Gauge Symmetry, Generalized Lie Derivative and Brackets

In this section, we review the gauge symmetry for the two different formulations. Furthermore, we also introduce the generalized Lie derivative, $C$- and $D$-brackets. Finally, we show how to derive Courant and Dorfman bracket from $C$- and $D$-brackets by using constraint.

The gauge transformation in manifestly background independent formulation is
\[
\delta \xi E_{ij} = D_i \tilde{\xi}_j - D_j \tilde{\xi}_i + \xi^M \partial_M E_{ij} + D_i \xi^k E_{kj} + D_j \xi^k E_{ik},
\]
\[
\delta \xi d = -\frac{1}{2} \partial_M \xi^M + \xi^M \partial_M d.
\]

The above gauge transformation is based on strong constraint. The gauge transformation has closure property.

\[
[\delta \xi_1, \delta \xi_2] = -\delta [\xi_1, \xi_2]_C,
\]
where the $C$-bracket is defined by
\[
[\xi_1, \xi_2]_C = \xi_1^N \partial_N \xi_2^M - \xi_2^N \partial_N \xi_1^M - \frac{1}{2} \eta^{MN} \eta_{PQ} \xi_1^P \partial_N \xi_2^Q + \frac{1}{2} \eta^{MN} \eta_{PQ} \xi_2^P \partial_N \xi_1^Q.
\]

We get
\[
\delta^{(0)}_\xi S^{(0)} = 0,
\]
\[
\delta^{(1)}_\xi S^{(2)} = 0,
\]
\[
\delta^{(0)}_\xi S^{(1)} + \delta^{(1)}_\xi S^{(0)} = 0,
\]
\[
\delta^{(1)}_\xi S^{(1)} + \delta^{(0)}_\xi S^{(2)} = 0.
\]
\(\delta^{(0)}, \delta^{(1)}\) and \(S^{(0)}, S^{(2)}\) are T-dual to each other. The second and fourth relations are related to the first and third relations by T-duality. We only need to check the first and third relations.

In the generalized metric formulation, the gauge transformation of the scalar dilaton is the same as the second equation of (38). The gauge transformation of the generalized metric is

\[
\delta \xi H^{MN} = \xi^P \partial_P H^{MN} + (\partial^M \xi_P - \partial_P \xi^M) H^{PN} + (\partial^N \xi_P - \partial_P \xi^N) H^{MP}.
\]

(42)

Then we can define the generalized Lie derivative

\[
\hat{L}_\xi H^{MN} \equiv \delta \xi H^{MN},
\]

(43)

which satisfies Leibniz rule and

\[
\hat{L}_{\xi + \eta} - \partial \chi A = \hat{L}_\xi A, \quad \hat{L}_\xi \eta_{MN} = 0, \quad \hat{L}_\xi \eta^{MN} = 0, \quad \hat{L}_\xi \delta M^N = 0.
\]

(44)

Ordinary Lie derivative acting on \(\eta\) is not zero, but now the generalized Lie derivative acting on \(\eta\) is zero. The gauge transformation is also compatible with manifest \(O(D, D)\) structure.

\[
\hat{L}_\xi (H \eta \mathcal{H}) = 0 = (\hat{L}_\xi \mathcal{H}) \eta \mathcal{H} + \mathcal{H} \eta (\hat{L}_\xi \mathcal{H}),
\]

\[
\delta \xi (H \eta \mathcal{H}) = 0 = (\delta \xi \mathcal{H}) \eta \mathcal{H} + \mathcal{H} (\delta \xi \mathcal{H}).
\]

(45)

The gauge algebra is closed by assuming strong constraint.

\[
[\hat{L}_{\xi_1}, \hat{L}_{\xi_2}] = \hat{L}_{[\xi_1, \xi_2]}.
\]

(46)

This also implies

\[
[\delta_{\xi_1}, \delta_{\xi_2}] = -\delta_{[\xi_1, \xi_2]}.
\]

(47)

Be careful that the signs are different in the above two relations. This is due to the fact that generalized Lie derivative is an operator, but the gauge transformation is a variation, so in general, \(\delta \xi \neq \hat{L}\). The \(D\)-bracket is defined by

\[
[A, B]_D \equiv \hat{L}_A B.
\]

(48)

10
The relation between $D$-bracket and $C$-bracket is

$$[A, B]_D^M = [A, B]_C^M + \frac{1}{2} \partial^M (B^N A_N),$$

(49)

where $A$ and $B$ are generalized vectors. Finally, we show how to obtain Courant bracket from $C$-bracket if we assume all parameters are independent of $\tilde{\xi}$ [2].

$$[\xi_1, \xi_2]_C^i = \xi_1^i \partial_j \xi_2^j - \xi_2^i \partial_j \xi_1^j = (L_{\xi_1} \xi_2)^i = ([\xi_1, \xi_2])^i,$$

$$[\xi_1, \xi_2]_{C_i} = \xi_1^i \partial_j \tilde{\xi}_2^j - \xi_2^i \partial_j \tilde{\xi}_1^j - \frac{1}{2} \left( \xi_1^i \partial_i \tilde{\xi}_2^j - \tilde{\xi}_2^j \partial_i \xi_1^i \right) + \frac{1}{2} \left( \xi_2^i \partial_i \tilde{\xi}_1^j - \tilde{\xi}_1^j \partial_i \xi_2^i \right)$$

$$= \xi_1^i \partial_j \tilde{\xi}_2^j - \xi_2^i \partial_j \tilde{\xi}_1^j + (\partial_i \xi_1^i) \tilde{\xi}_2^j - \frac{1}{2} \partial_j (\xi_1^i \tilde{\xi}_2^j) - (\partial_i \xi_2^i) \tilde{\xi}_1^j + \frac{1}{2} \partial_j (\xi_2^i \tilde{\xi}_1^j)$$

$$= \left( L_{\xi_1} \tilde{\xi}_2 - \frac{1}{2} d(i_{\xi_1} \tilde{\xi}_2) \right)_i - \left( L_{\xi_2} \tilde{\xi}_1 - \frac{1}{2} d(i_{\xi_2} \tilde{\xi}_1) \right)_i. \quad (50)$$

It is the same as $[\xi_1 + \tilde{\xi}_1, \xi_2 + \tilde{\xi}_2]_{\text{Cour}}$.

$$[A + \alpha, B + \beta]_{\text{Cour}} = [A, B] + \mathcal{L}_A \beta - \mathcal{L}_B \alpha - \frac{1}{2} d(i_A \beta - i_B \alpha), \quad (51)$$

where $A$, $B$ are vector fields, and $\alpha$, $\beta$ are one-form fields. Similarly, we can obtain Dorfman bracket [15] from $D$-bracket.

$$[A + \alpha, B + \beta]_{\text{Dor}} = [A, B] + \mathcal{L}_A \beta - i_B d\alpha. \quad (52)$$

For consistent notation, we use the above form to express Dorfman bracket instead of the conventional way $(A + \alpha) \circ (B + \beta)$. $D$-bracket also has Jacobi identity as Dorfman bracket.

$$[A, [B, C]_D]_D = [[A, B]_D, C]_D + [B, [A, C]_D]_D. \quad (53)$$

But it is not antisymmetric. In additional, $C$-bracket does not satisfy Jacobi identity, but is antisymmetric. Therefore $C$ and $D$-bracket are not Lie algebra.

### 2.4 Generalized Scalar Curvature and Ricci Tensor

In this section, we show how to define generalized scalar curvature and Ricci tensor in generalized metric formulation. The generalized scalar curvature is defined by the equations of motion of scalar dilation.

$$\mathcal{R} \equiv 4 \mathcal{H}^{MN} \partial_M \partial_N d - \partial_M \partial_N \mathcal{H}^{MN} - 4 \mathcal{H}^{MN} \partial_M d \partial_N d + 4 \partial_M \mathcal{H}^{MN} \partial_N d$$

$$+ \frac{1}{8} \mathcal{H}^{MN} \partial_M \mathcal{H}^{KL} \partial_N \mathcal{H}_{KL} - \frac{1}{2} \mathcal{H}^{MN} \partial_M \mathcal{H}^{KL} \partial_K \mathcal{H}_{NL}. \quad (54)$$
It satisfies
\[ \delta \xi R = \xi^M \partial_M R. \] (55)

By varying the \( O(D, D) \) tensor \( \mathbf{H}^{MN} \), we can obtain the other equation of motions used to define the generalized Ricci tensor. We need to add one constraint to the action,
\[ \lambda_{MN}(\mathbf{H} \eta \mathbf{H} - \eta)^{MN}. \] (56)

By the variation of \( \mathbf{H}^{MN} \), we can get
\[ \mathcal{K}_{MN} + (\lambda S + S' \lambda)_{MN} = 0, \] (57)
where
\[ \lambda \equiv \lambda_{\bullet \bullet}, \quad S \equiv \mathbf{H} \eta, \quad S^2 = 1, \]
\[ \mathcal{K}_{MN} \equiv \frac{1}{8} \partial_M \mathbf{H}^{KL} \partial_N \mathbf{H}_{KL} - \frac{1}{4} (\partial_L - 2(\partial_L d)) (\mathbf{H}^{LK} \partial_K \mathbf{H}_{MN}) + 2 \partial_M \partial_N d \\
- \frac{1}{2} \partial_M \mathbf{H}^{KL} \partial_L \mathbf{H}_{KN} + \frac{1}{2} (\partial_L - 2(\partial_L d)) (\mathbf{H}^{KL} \partial_M \mathbf{H}_{N}) + \mathbf{H}^{KLM} \partial_K \mathbf{H}_{L}^{N}). \]

We also have
\[ (S' K S)_{MN} + (S' \lambda + \lambda S)_{MN} = 0. \] (58)
It implies
\[ \mathcal{K}_{MN} - (S' K S)_{MN} = 0. \] (59)

Then the generalized Ricci tensor is defined by
\[ \mathcal{R}_{MN} \equiv \frac{1}{2} \mathcal{K}_{MN} - \frac{1}{2} (S' K S)_{MN}. \] (60)

3 Solutions for the DFT

In this section, we show FRW solutions and discuss the stability issue. Then we also show doubled spherically symmetric metric solutions. We first start with the action
\[ S = \int dx \, d\bar{x} \, e^{-2d} \left( \frac{1}{8} \mathbf{H}^{MN} \partial_M \mathbf{H}^{KL} \partial_N \mathbf{H}_{KL} - \frac{1}{2} \mathbf{H}^{MN} \partial_N \mathbf{H}^{KL} \partial_L \mathbf{H}_{MK} \\
- 2 \partial_M d \partial_N \mathbf{H}^{MN} + 4 \mathbf{H}^{MN} \partial_M d \partial_N d + V(d) \right), \] (61)
where the potential $V(d) = V_0$. In this case, we do not lose diffeomorphism. If potential depends on scalar dilaton, however probably breaks diffeomorphism. That is why we do not include this case in our discussion.

The equation of motions, i.e. the generalized scalar curvature and Ricci tensor are

$$\mathcal{R} = 4\mathcal{H}^{MN} \partial_M \partial_N d - \partial_M \partial_N \mathcal{H}^{MN} - 4\mathcal{H}^{MN} d \partial_N d + 4\partial_M \mathcal{H}^{MN} \partial_N d$$

$$= \frac{1}{8} \mathcal{H}^{MN} \partial_M \mathcal{H}^{KL} \partial_N \mathcal{H}_{KL} - \frac{1}{2} \mathcal{H}^{MN} \partial_M \mathcal{H}^{KL} \partial_K \mathcal{H}_{NL} + V_0 = 0,$$

$$\mathcal{R}_{MN} = \frac{1}{2} \mathcal{K}_{MN} - \frac{1}{2} (S^I KS)_{MN} = 0. \quad (62)$$

### 3.1 FRW metric

In order to solve FRW metric solution, we first assume the D-dim metric field $g_{ij} = \text{diag}\left(-1, a(t, \tilde{t}), \cdots, a(t, \tilde{t})\right)$ and $b_{ij} = 0$, and then the EOM are

$$\mathcal{R} = 0 \Rightarrow (4d'' - 4d^2 - (D - 1)\tilde{H}^2) + (4\ddot{d} - 4\dot{d}^2 - (D - 1)H^2) + V_0 = 0,$$

$$\mathcal{R}_{\tilde{t}\tilde{t}} = 0 \Rightarrow (2d'' - (D - 1)\tilde{H}^2) - (2\ddot{d} - (D - 1)H^2) = 0,$$

$$\mathcal{R}_{ii} = 0 \Rightarrow (\tilde{H}' - 2\tilde{H}d') + (\dot{H} - 2H\ddot{d}) = 0, \quad (63)$$

where $H \equiv \frac{\dot{a}}{a}$, $\tilde{H} \equiv \frac{\ddot{a}}{a}$. We define $' \equiv \partial_\tilde{t}$ and $\cdot \equiv \partial_t$ when considering FRW metric. In the following, we consider three solutions to FRW metric. The first solution is found in [22] and we also found another two nontrivial FRW metric solutions.

#### 3.1.1 First FRW Metric Solution

In the first case, we assume $V_0 = 0$ and

$$4\ddot{d} - 4\dot{d}^2 - (D - 1)H^2 = 0,$$

$$2\ddot{d} - (D - 1)H^2 = 0,$$

$$\dot{H} - 2H\ddot{d} = 0. \quad (64)$$

That means

$$4d'' - 4d^2 - (D - 1)\tilde{H}^2 = 0,$$

$$2d'' - (D - 1)\tilde{H}^2 = 0,$$

$$\tilde{H}' - 2\tilde{H}d' = 0, \quad (65)$$
and the solutions of the EOM above are

\[ a(t, \tilde{t}) = a_0 A(t) \cdot \tilde{A}(\tilde{t}), \quad d(t, \tilde{t}) = -\frac{1}{2} \ln \left( (t + t_0)(\tilde{t} + \tilde{t}_0) \right) + d_0, \]  

(66)

where

\[
A(t) = (t + t_0)^{\frac{1}{\sqrt{D-1}}} \quad \text{or} \quad (t + t_0)^{-\frac{1}{\sqrt{D-1}}}, \\
\tilde{A}(\tilde{t}) = (\tilde{t} + \tilde{t}_0)^{\frac{1}{\sqrt{D-1}}} \quad \text{or} \quad (\tilde{t} + \tilde{t}_0)^{-\frac{1}{\sqrt{D-1}}},
\]  

(67)

\[(t + t_0)(\tilde{t} + \tilde{t}_0) \neq 0, \]  

(68)

and \( t_0, \tilde{t}_0, a_0, d_0 \) are constants. Now the scale factor \( a(t, \tilde{t}) = a_0 A(t) \cdot \tilde{A}(\tilde{t}) \) depends on the two time coordinates \( t, \tilde{t} \), and \( \tilde{A}(\tilde{t}) \) is not periodic. This solution corresponds to a world with two time coordinates and the physical meaning of it is somehow nontrivial.

However, as the work in [22], in this case, we can compactify the dual time coordinate, and then obtain the EOM (64) which depend on \( t \) only. The solution is as follows:

\[ a_{\pm}(t) = a_0 \cdot (t + t_0)^{\frac{1}{\sqrt{D-1}}}, \quad d(t) = -\frac{1}{2} \left( \ln(t + t_0) \right) + d_0, \]  

(69)

where \( a_0, d_0, t_0 \) are constants, and \( t + t_0 \neq 0 \).

### 3.1.2 Second FRW Metric Solution

In this case, by assuming \( V_0 \neq 0 \) and

\[
4\ddot{d} - 4\dot{d}^2 - (D - 1)H^2 = z_0, \\
2\ddot{d} - (D - 1)H^2 = 0, \\
\dot{H} - 2H\dot{d} = 0.
\]  

(70)

We have

\[
4d'' - 4d'^2 - (D - 1)\dot{H}^2 = -(V_0 + z_0), \\
2d'' - (D - 1)\dot{H}^2 = 0, \\
\dot{H'} - 2\dot{H}d' = 0,
\]  

(71)
where $z_0$ is constant.

Then the solutions of the EOM above are

$$
a(t, \tilde{t}) = a_0 A(t) \cdot \tilde{A}(\tilde{t}),
$$
$$
d(t, \tilde{t}) = -\frac{1}{2} \ln \left[ \cos \left( \sqrt{z_0}(t + t_0) \right) \cos \left( \sqrt{-(V_0 + z_0)}(\tilde{t} + \tilde{t}_0) \right) \right] + d_0, \tag{72}
$$

where

$$
A(t) = \exp \left[ \frac{2}{\sqrt{D-1}} \tanh^{-1} \left[ \sec \left( \frac{\sqrt{z_0}}{2} t \right) \sin \left( \frac{\sqrt{z_0}}{2} (t + t_0) \right) \right] \right]
$$

or

$$
\exp \left[ -\frac{2}{\sqrt{D-1}} \tanh^{-1} \left[ \sec \left( \frac{\sqrt{z_0}}{2} t \right) \sin \left( \frac{\sqrt{z_0}}{2} (t + t_0) \right) \right] \right],
$$

$$
\tilde{A}(\tilde{t}) = \exp \left[ \frac{2}{\sqrt{D-1}} \tanh^{-1} \left[ \sec \left( \frac{\sqrt{-(V_0 + z_0)}}{2} \tilde{t} \right) \sin \left( \frac{\sqrt{-(V_0 + z_0)}}{2} (\tilde{t} + \tilde{t}_0) \right) \right] \right]
$$

or

$$
\exp \left[ -\frac{2}{\sqrt{D-1}} \tanh^{-1} \left[ \sec \left( \frac{\sqrt{-(V_0 + z_0)}}{2} \tilde{t} \right) \sin \left( \frac{\sqrt{-(V_0 + z_0)}}{2} (\tilde{t} + \tilde{t}_0) \right) \right] \right], \tag{73}
$$

and $a_0, d_0, t_0$ are constants. In this case, $a(t, \tilde{t}) = a_0 A(t) \cdot \tilde{A}(\tilde{t})$ with a periodic function $\tilde{A}(\tilde{t})$. The period of $\tilde{A}(\tilde{t})$ is $\frac{4\pi}{\sqrt{-(V_0 + z_0)}}$ and $A(t)$ is $\frac{4\pi}{\sqrt{z_0}}$. Therefore, we can tune the period of $\tilde{A}$ and $A(t)$ by varying the cosmological constant $V_0$ and $z_0$. 
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If we compactify the dual time coordinate $\tilde{t}$, this solution can potentially describe inflationary cosmology. However $\tilde{A}(\tilde{t})$ is periodic, but not bounded. Therefore it might encounter singularity. Nevertheless, we can expect that the singularity might be smoothed by higher order effects and then $\tilde{A}(\tilde{t})$ will become bounded. Double field theory only captures the feature of cubic order of closed string field theory.

By observing the behavior of the function $A(t)$ in Fig.(1), we can expect that this solution has potential to describe inflationary cosmology. We also check the behavior by calculating the series expansion of it directly,

$$\tanh^{-1} \left[ \frac{\sec(\sqrt{-V_0} t)}{2} \sin \left( \frac{\sqrt{-V_0}}{2} (t + t_0) \right) \right]$$

$$= \frac{1}{2} (t + 2t_0)(-V_0)^{\frac{1}{4}} + \frac{1}{6} t_0^2 + \frac{1}{4} t_0^3 t + \frac{1}{12} t_0^3 (-V_0)^{\frac{3}{2}} + O((-V_0)^{\frac{5}{2}}). \quad (74)$$

It is easy to find that the leading order contribution of $A(t)$ is indeed the exponential expansion, which is the key feature responsible for solving flatness and horizon problems in many inflation models. We plot two solutions of $A(t)$ and Hubble parameter versus time in Fig.(1) and Fig.(2) for $D = 4$, $z_0 = 0.7$ and $t_0 = 0$.

### 3.1.3 Third FRW Metric Solution

For the third FRW case, let $V_0 \neq 0$ and

$$4\ddot{d} - 4d^2 - (D - 1)H^2 = -\frac{V_0}{2},$$

$$2\ddot{d} - (D - 1)H^2 = -\frac{V_0}{4},$$

$$\dddot{H} - 2\dot{H}d = \pm \frac{V_0}{4\sqrt{D - 1}}. \quad (75)$$

This means

$$4d'' - 4d'^2 - (D - 1)\tilde{H}^2 = -\frac{V_0}{2},$$

$$2d'' - (D - 1)\tilde{H}^2 = -\frac{V_0}{4},$$

$$\tilde{H}' - 2\tilde{H}d' = \mp \frac{V_0}{4\sqrt{D - 1}}. \quad (76)$$
The solutions of the EOM now are

\[ a(t, \tilde{t}) = a_+ A_+(t) \tilde{A}_+ (\tilde{t}) \quad \text{or} \quad a_- A_-(t) \tilde{A}_- (\tilde{t}), \quad (77) \]

\[ d(t, \tilde{t}) = -\frac{1}{2} \ln \left[ \cos \left( \frac{\sqrt{-V_0}}{2} (t + t_0) \right) \cos \left( \frac{\sqrt{-V_0}}{2} (\tilde{t} + \tilde{t}_0) \right) \right] + d_0, \quad (78) \]

where

\[ A_\pm(t) = \left[ \cos \left( \frac{\sqrt{-V_0}}{2} (t + t_0) \right) \right]^{\pm \sqrt{D-1}}, \quad \tilde{A}_\pm(\tilde{t}) = \left[ \cos \left( \frac{\sqrt{-V_0}}{2} (\tilde{t} + \tilde{t}_0) \right) \right]^{\pm \sqrt{D-1}}, \quad (79) \]

and \(a_\pm, d_0, t_0\) are constants. In this case, \(A(t)\) and \(\tilde{A}(\tilde{t})\) are just sinusoidal functions (\(V_0 < 0\)) or hyperbolic functions (\(V_0 > 0\)).

When \(V_0 < 0\), \(A(t)\) and \(\tilde{A}(\tilde{t})\) will be imaginary. This solution cannot have real physical meaning.

On the other hand, for the case \(V_0 > 0\), \(A(t)\) and \(\tilde{A}(\tilde{t})\) are hyperbolic functions and thus not periodic. We cannot use it to describe our universe. We plot two solutions of \(A(t)\) and Hubble parameter versus time in Fig.(1) and Fig.(2) for \(D = 4, V_0 = 2\) and \(t_0 = 0\).
3.2 Bianchi Type Spacetime and Stability Issue

In the following, we investigate the stability issue by using the Bianchi type metric field

\[ g_{ij} = \text{diag}(-1, a_1(t), a_2(t), \ldots, a_2(t)), \] \[ b_{ij} = 0, \]

and then the EOM are

\[
\begin{align*}
\mathcal{R} &= 0 \Rightarrow \left( 4d'' - 4d'^2 - \tilde{H}_1^2 - (D - 2)\tilde{H}_2^2 \right) + \left( 4\ddot{d} - 4\dot{d}^2 - H_1^2 - (D - 2)H_2^2 \right) + V_0 = 0, \\
\mathcal{R}_{tt} &= 0 \Rightarrow \left( 2d'' - \tilde{H}_1^2 - (D - 2)\tilde{H}_2^2 \right) - \left( 2\ddot{d} - H_1^2 - (D - 2)H_2^2 \right) = 0, \\
\mathcal{R}_{xx} &= 0 \Rightarrow (\tilde{H}_1' - 2\tilde{H}_1d') + (\dot{H}_1 - 2H_1\dot{d}) = 0, \\
\mathcal{R}_{ii} &= 0 \Rightarrow (\tilde{H}_2' - 2\tilde{H}_2d') + (\dot{H}_2 - 2H_2\dot{d}) = 0, \\
\end{align*}
\]

where \( i \neq x \) and \( t \), and \( H_1 \equiv \frac{\dot{a}_1}{a_1}, \tilde{H}_1 \equiv \frac{\ddot{a}_1}{a_1}, H_2 \equiv \frac{\dot{a}_2}{a_2}, \tilde{H}_2 \equiv \frac{\ddot{a}_2}{a_2}. \)

3.2.1 First Solution

Similar to the first FRW metric solution, we consider

\[
\begin{align*}
4\ddot{d} - 4\dot{d}^2 - H_1^2 - (D - 2)H_2^2 &= 0, \\
2\ddot{d} - H_1^2 - (D - 2)H_2^2 &= 0, \\
\dot{H}_1 - 2H_1\dot{d} &= 0, \\
\dot{H}_2 - 2H_2\dot{d} &= 0. \\
\end{align*}
\]

These imply

\[
\begin{align*}
4d'' - 4d'^2 - \tilde{H}_1^2 - (D - 2)\tilde{H}_2^2 &= 0, \\
2d'' - \tilde{H}_1^2 - (D - 2)\tilde{H}_2^2 &= 0, \\
\tilde{H}_1' - 2\tilde{H}_1d' &= 0, \\
\tilde{H}_2' - 2\tilde{H}_2d' &= 0, \\
\end{align*}
\]

and then the solutions of EOM are

\[
\begin{align*}
a_1(t, \bar{t}) &= a_0A_1(t) \cdot \bar{A}_1(\bar{t}), \\
a_2(t, \bar{t}) &= a_0A_2(t) \cdot \bar{A}_2(\bar{t}), \\
d(t, \bar{t}) &= \frac{1}{2} \ln \left( (t + t_0)(\bar{t} + \bar{t}_0) \right) + d_0, \\
\end{align*}
\]
where

\[ A_1(t) = B(t) \cdot B_\pm(t), \quad A_2(t) = \frac{B(t)}{B_\pm(t)}, \quad \tilde{A}_1(\tilde{t}) = \tilde{B}(t) \cdot \tilde{B}_\pm(t), \quad \tilde{A}_2(\tilde{t}) = \frac{\tilde{B}(t)}{\tilde{B}_\pm(t)}, \]

\[ B(t) = (t + t_0)^p, \quad B_\pm(t) = (t + t_0)^{p_\pm}, \quad \tilde{B}(\tilde{t}) = (\tilde{t} + \tilde{t}_0)^{\tilde{p}}, \quad \tilde{B}_\pm(\tilde{t}) = (\tilde{t} + \tilde{t}_0)^{\tilde{p}_\pm}, \]

\[ p_\pm = \frac{(D - 3)p \pm \sqrt{(D - 1) - 4(D - 2)p^2}}{D - 1}, \quad \tilde{p}_\pm = \frac{(D - 3)\tilde{p} \pm \sqrt{(D - 1) - 4(D - 2)\tilde{p}^2}}{D - 1}, \]

in which \((t + t_0)(\tilde{t} + \tilde{t}_0) \neq 0\) and \(t_0, \tilde{t}_0, a_0, d_0, p, \tilde{p}\) are constants.

If we compactify the dual time coordinate, we will obtain the following EOM only:

\[ R = 0 \Rightarrow 4\ddot{d} - 4\dot{d}^2 - H_1^2 - (D - 2)H_2^2 = 0, \]

\[ R_{tt} = 0 \Rightarrow 2\ddot{d} - H_1^2 - (D - 2)H_2^2 = 0, \]

\[ R_{xx} = 0 \Rightarrow \dot{H}_1 - 2H_1\dot{d} = 0, \]

\[ R_{ii} = 0 \Rightarrow \dot{H}_2 - 2H_2\ddot{d} = 0, \quad (85) \]

where \(i \neq x\) and \(t\), and \(H_1 \equiv \frac{\dot{a}_1}{a_1}, \quad H_2 \equiv \frac{\dot{a}_2}{a_2}\). Then the solutions of the above EOM are

\[ a_1(t) = B_1(t) \cdot B_2(t), \quad a_2(t) = \frac{B_1(t)}{B_2(t)}, \quad (86) \]

\[ d(t) = -\frac{1}{2} \left( \ln(t + t_0) \right) + d_0, \quad (87) \]

where

\[ B_1(t) = a_1(t + t_0)^{p_1}, \quad B_2(t) = a_2(t + t_0)^{p_2}. \quad (88) \]

\[ p_2 = \frac{(D - 3)p_1 \pm \sqrt{(D - 1) - 4(D - 2)p_1^2}}{D - 1} \quad (89) \]

and \(p_1\) is an arbitrary constant.

In order to use this solution to describe our universe, we will refer to \(B_1(t)\) as background part with \(p_1 > 0\) and refer to \(B_2(t)\) as non-isotropic perturbation. Therefore \(p_2\) contains at least one positive solution when assuming \(D \geq 3\) and then in the late time \(B_2(t)\) will be much larger than 1 in general. Therefore the solution is unstable to non-isotropic perturbation.
3.2.2 Second Solution

Similar to the second FRW metric solution, let \( V_0 \neq 0 \) and

\[
4 \ddot{d} - 4d^2 - H_1^2 - (D-2)H_2^2 = z_0,
\]

\[
2 \ddot{d} - H_1^2 - (D-2)H_2^2 = 0,
\]

\[
\dot{H}_1 - 2H_1 \dot{d} = 0,
\]

\[
\dot{H}_2 - 2H_2 \dot{d} = 0,
\]

which leads to

\[
4 \dddot{d} - 4 \ddot{d}^2 - H_1^2 - (D-2)H_2^2 = -(V_0 + z_0),
\]

\[
2 \dddot{d} - H_1^2 - (D-2)H_2^2 = 0,
\]

\[
\dot{H}_1' - 2\dot{H}_1 \ddot{d} = 0,
\]

\[
\dot{H}_2' - 2\dot{H}_2 \ddot{d} = 0.
\]

The solutions of EOM are

\[
a_1(t, \tilde{t}) = a_0 A_1(t) \cdot \tilde{A}_1(\tilde{t}), \quad a_2(t, \tilde{t}) = a_0 A_2(t) \cdot \tilde{A}_2(\tilde{t}),
\]

\[
d(t, \tilde{t}) = -\frac{1}{2} \ln \left( (t + t_0)(\tilde{t} + \tilde{t}_0) \right) + d_0,
\]

where

\[
A_1(t) = B(t) \cdot B_{\pm}(t), \quad A_2(t) = \frac{B(t)}{B_{\pm}(t)}, \quad \tilde{A}_1(\tilde{t}) = \tilde{B}(t) \cdot \tilde{B}_{\pm}(\tilde{t}), \quad \tilde{A}_2(\tilde{t}) = \frac{\tilde{B}(t)}{\tilde{B}_{\pm}(\tilde{t})},
\]

\[
B(t) = \exp \left[ \frac{2p}{\sqrt{z_0}} \tanh^{-1} \left[ \frac{\sec(\sqrt{z_0}/2) \sin \left( \frac{\sqrt{z_0}}{2}(t + t_0) \right)}{2} \right] \right],
\]

\[
B_{\pm}(t) = \exp \left[ \frac{2p_{\pm}}{\sqrt{z_0}} \tanh^{-1} \left[ \frac{\sec(\sqrt{z_0}/2) \sin \left( \frac{\sqrt{z_0}}{2}(t + t_0) \right)}{2} \right] \right],
\]

\[
\tilde{B}(\tilde{t}) = \exp \left[ \frac{2\tilde{p}}{\sqrt{-(V_0 + z_0)}} \tanh^{-1} \left[ \frac{\sec(\sqrt{-(V_0 + z_0)/2}) \sin \left( \frac{\sqrt{-(V_0 + z_0)}}{2}(\tilde{t} + \tilde{t}_0) \right)}{2} \right] \right],
\]

\[
\tilde{B}_{\pm}(\tilde{t}) = \exp \left[ \frac{2\tilde{p}_{\pm}}{\sqrt{-(V_0 + z_0)}} \tanh^{-1} \left[ \frac{\sec(\sqrt{-(V_0 + z_0)/2}) \sin \left( \frac{\sqrt{-(V_0 + z_0)}}{2}(\tilde{t} + \tilde{t}_0) \right)}{2} \right] \right],
\]

\[
p_{\pm} = \frac{(D-3)p \pm \sqrt{(D-1)z_0 - 4(D-2)p^2}}{D-1},
\]

\[
\tilde{p}_{\pm} = \frac{(D-3)\tilde{p} \pm \sqrt{-(D-1)(V_0 + z_0) - 4(D-2)\tilde{p}^2}}{D-1}.
\]
and $t_0$, $\tilde{t}_0$, $a_0$, $d_0$, $p$, $\tilde{p}$ are constants. As in previous section, we expect that this solution can be compactified, and then similar to the first case, we will take $B(t)$ as background part and $B_\pm(t)$ as non-isotropic perturbations. This solution is also unstable to non-isotropic perturbation.

### 3.2.3 Third Solution

Similar to the third FRW metric solution, by assuming $V_0 \neq 0$ and

\begin{align*}
4\ddot{d} - 4\dot{d}^2 - H_1^2 - (D - 2)H_2^2 &= -\frac{V_0}{2}, \\
2\ddot{d} - H_1^2 - (D - 2)H_2^2 &= -\frac{V_0}{4}, \\
\dot{H}_1 - 2H_1\ddot{d} &= p + p_\pm, \\
\dot{H}_2 - 2H_2\ddot{d} &= p - p_\pm,
\end{align*}

(94)

we obtain

\begin{align*}
4\dddot{d} - 4\ddot{d}^2 - \ddot{H}_1^2 - (D - 2)\ddot{H}_2^2 &= -\frac{V_0}{2}, \\
2\dddot{d} - \ddot{H}_1^2 - (D - 2)\ddot{H}_2^2 &= -\frac{V_0}{4}, \\
\ddot{H}_1' - 2\dddot{H}_1d' &= -(p + p_\pm), \\
\ddot{H}_2' - 2\dddot{H}_2d' &= -(p - p_\pm).
\end{align*}

(95)

The solutions of EOM are

\begin{align*}
a_1(t, \tilde{t}) &= a_0\mathcal{A}_1(t) \cdot \tilde{\mathcal{A}}_1(\tilde{t}), \\
a_2(t, \tilde{t}) &= a_0\mathcal{A}_2(t) \cdot \tilde{\mathcal{A}}_2(\tilde{t}), \\
d(t, \tilde{t}) &= -\frac{1}{2} \ln \left(\frac{(t + t_0)(\tilde{t} + \tilde{t}_0)}{d_0}\right) + d_0,
\end{align*}

(96)

(97)
where

\[
\begin{align*}
A_1(t) &= B(t) \cdot B_\pm(t), \quad A_2(t) = \frac{B(t)}{B_\pm(t)}, \quad \tilde{A}_1(\tilde{t}) = \tilde{B}(t) \cdot \tilde{B}_\pm(t), \quad \tilde{A}_2(\tilde{t}) = \frac{\tilde{B}(t)}{\tilde{B}_\pm(t)}, \\
B(t) &= \left[ \cos \left( \frac{\sqrt{-V_0}}{2}(t + t_0) \right) \right]^{\frac{4p_+}{V_0}}, \quad B_\pm(t) = \left[ \cos \left( \frac{\sqrt{-V_0}}{2}(t + t_0) \right) \right]^{\frac{4p_+}{V_0}} , \\
\tilde{B}(\tilde{t}) &= \left[ \cos \left( \frac{\sqrt{-V_0}}{2}(\tilde{t} + \tilde{t}_0) \right) \right]^{\frac{-4p_+}{V_0}}, \quad \tilde{B}_\pm(\tilde{t}) = \left[ \cos \left( \frac{\sqrt{-V_0}}{2}(\tilde{t} + \tilde{t}_0) \right) \right]^{\frac{-4p_+}{V_0}} , \\
p_\pm &= \frac{(D - 3)p \pm \sqrt{(D-1)z_0^2 - 4(D - 2)p^2}}{D - 1},
\end{align*}
\]

and \(t_0, \tilde{t}_0, a_0, d_0, p\) are constants. This solution is not useful to describe our universe as the same discussion in the previous section.

### 3.3 Doubled Spherically Symmetric Metric

In the following we show that our spacetime depends only on \(r\) and \(\tilde{r}\). We expect that we can find some solutions which are analogous to spherically symmetric metric. Now, based on \(O(D, D)\) or manifest T-duality, we expect three dimensional metric field of the form \(g_{\mu\nu} = \text{diag} \left( -f(r, \tilde{r}), h(r, \tilde{r}), (\xi^2, 2) \right)\) which we called “doubled spherically symmetric metric” in the following discussion.

By assuming \(g_{\mu\nu} = \text{diag} \left( -f(r, \tilde{r}), h(r, \tilde{r}), (\xi^2, 2) \right), b_{ij} = 0, \) and \(V_0 = 0\), the EOM are

\[
\begin{align*}
\mathcal{R} &= 0 \Rightarrow h \left( \frac{1}{4} \dot{X}^2 + \frac{3}{4} \dot{Z}^2 + 4 \dot{Y}^2 + 4 \dot{\tilde{Y}} \dot{\tilde{Z}} - (\ddot{Z} + 4 \dot{Y}^\prime) + \dot{r}^{-2} \right) + h^{-1} \left( \frac{1}{4} X^2 + \frac{3}{4} Z^2 + 4 \dot{Y}^2 + 4 \dot{Y} Z - (\ddot{Z} + 4 \dot{Y}) + r^{-2} \right) = 0 , \\
\mathcal{R}_{tt} &= 0 \Rightarrow h \left( \dot{X} \dot{Z} + \dot{X}^\prime - 2 \dot{Y} \ddot{X} \right) + h^{-1} \left( -X Z + \dot{X} - 2 Y X \right) = 0 , \\
\mathcal{R}_{rr} &= 0 \Rightarrow h \left( -\dot{X}^2 - \dot{Z}^2 + 4 \dot{Y} \dot{Z} - 2 \ddot{Z}^\prime + 8 \dot{Y}^\prime - 4 \dot{r}^{-2} \right) - h^{-1} \left( -X^2 - Z^2 - 4 \dot{Y} Z + 2 \ddot{Z} + 8 \dot{Y}^\prime - 4 r^{-2} \right) = 0 , \\
\mathcal{R}_{\theta\theta} &= 0 \Rightarrow \frac{h}{r} (-\ddot{Z} + 2 \dot{Y} + \dot{r}^{-1}) - \frac{h^{-1}}{r} (Z + 2 Y + r^{-1}) = 0 ,
\end{align*}
\]
\[ X \equiv \frac{\dot{f}}{f}, \quad Y \equiv \dot{d}, \quad Z \equiv \frac{\dot{h}}{h}, \]
\[ \tilde{X} \equiv \frac{f'}{f}, \quad \tilde{Y} \equiv d', \quad \tilde{Z} \equiv \frac{h'}{h}. \] (99)

We denote \(' \equiv \partial_{\tilde{r}}\) and \(\dot{\cdot} \equiv \partial_r\) when discussing doubled spherically symmetric metric.

Assume
\[
\frac{1}{4}X^2 + \frac{3}{4}Z^2 + 4Y^2 + 4YZ - (\dot{Z} + 4\dot{Y}) + r^{-2} = 0,
-XZ + \dot{X} - 2YX = 0,
-X^2 - Z^2 - 4YZ + 2\ddot{Z} + 8\dot{Y} - 4r^{-2} = 0,
Z + 2Y + r^{-1} = 0.
\] (100)

These assumptions imply
\[
\frac{1}{4}\tilde{X}^2 + \frac{3}{4}\tilde{Z}^2 + 4\tilde{Y}^2 + 4\tilde{Y}\tilde{Z} - (\ddot{\tilde{Z}} + 4\ddot{\tilde{Y}}) + \tilde{r}^{-2} = 0,
\tilde{X}\tilde{Z} + \tilde{X}' - 2\tilde{Y}\tilde{X} = 0,
-\tilde{X}^2 - \tilde{Z}^2 + 4\tilde{Y}\tilde{Z} - 2\ddot{\tilde{Z}} + 8\ddot{\tilde{Y}} - 4\tilde{r}^{-2} = 0,
-\ddot{\tilde{Z}} + 2\tilde{Y} + \tilde{r}^{-1} = 0.
\] (101)

The solutions are
\[
f(r, \tilde{r}) = f_0 r^{x_0} \tilde{r}^{x_1},
h(r, \tilde{r}) = h_0 r^{-(1+2y_0)} \tilde{r}^{1+2y_1},
d(r, \tilde{r}) = y_0 \ln r + y_1 \ln \tilde{r} + d_0,
\] (102)

where \(x_0^2 - (2y_0 + 1)(2y_0 - 3) = 0, x_1^2 - (2y_1 + 1)(2y_1 - 3) = 0\) and \(f_0, h_0, x_0, x_1, y_0, y_1\) are constants. If we choose \(x_0 = x_1 = 0\), we can compactify one dual time to study one time physics in this solution. We found the equations of motion of metric field \(g_{\mu\nu}=\text{diag}(-f(r), h(r), r^2)\) is the same as the solution of equations of motion in ordinary coordinates. We can also observe \(X \leftrightarrow X, Y \leftrightarrow Y\) and \(Z \leftrightarrow -Z\) by exchanging \(r\) and \(\tilde{r}\). According to this observation we can find solutions readily. The solution of dual coordinate is just mapped from the solution in ordinary coordinates by the manifest
T-duality. It is also an analogue of spherically symmetric solution based on $O(D, D)$. That is why we call this solution doubled spherically symmetric metric. If we want to find analogue solutions to general relativity based on $O(D, D)$, this example shows that we cannot just use the same metric as general relativity.

4 Discussion and Conclusion

In this paper, we show that solutions of FRW and doubled spherically symmetric metric in DFT of massless closed string field theory, and then discuss the stability property of FRW metric.

We found some possible cosmological model in FRW metric solutions in double field theory. We found our solution have the potential to become an inflationary model if we compactify the dual time coordinate. We also performed test on anisotropic perturbation. The conclusion is that those FRW solutions are unstable to anisotropic perturbation, therefore there is a fine-tuning problem if we want to apply the FRW solution to the standard cosmology. Furthermore, we also found solutions of doubled spherically symmetric metric. This solution of ordinary coordinates correspond to spherical symmetry. The dual coordinate of the solution can be mapped by manifest T-duality from the solution of the ordinary coordinates. We also expect deeper understanding of classical solutions can shed light on the relax of constraint and Scherk-Schwarz compactification. Relation of constraint is a very important problem in double field theory. From the calculation of four tachyon amplitude, we already knew that strong constraint must be imposed in all the non-compact directions, but the compact directions are not restricted by any constraints [25]. It is consistent with our current conjecture, since we only require weak constraints in the compact directions. Because some fluxes do not appear when we perform compactification, the constraint is expected to be relaxed.

It is also interesting to formulate the low energy brane theory [26] with background effect [27] in double field theory, an issue that is still poorly understood. Recently, some people already showed how to combine non-commutative geometry with generalized geometry [28]. Extending D-brane theory to doubled geometry could be an interesting problem. We expect that brane cosmology of double field theory could provide some insights in this direction. Another interesting direction would be to understand more about the entropy of black hole [29]. We leave these interesting explorations as future
works.

Finally, we give some comments on relaxing constraint. We find that the solutions on doubled space can satisfy neither the weak nor the strong constraint. But we can use suitable field redefinitions to let our solutions satisfy the weak constraint. For example, Hubble parameters $(H, \tilde{H})$ satisfy the weak constraint, but the metric does not. Even if we require weak constraint only, the solutions of DFT are already restricted. If we do not use any field redefinition, many solutions of double field theory do not satisfy the weak constraint. By using field redefinitions, we can have non-trivial solutions with weak constraint. Technically, we can use field redefinitions to make non-trivial solutions satisfy weak constraint, and then check that $\partial\tilde{\delta}(\cdots)$. Solving equations of motion also give us more hints about how to perform field redefinitions to achieve the goal of constraint relaxation.
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