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Abstract—The underlying theme of this paper is to explore the various facets of power systems data through the lens of graph signal processing (GSP), laying down the foundations of the Grid-GSP framework. Grid-GSP provides an interpretation for the spatio-temporal properties of voltage phasor measurements, by showing how the well-known power systems modeling supports a generative low-pass graph filter model for the state variables, namely the voltage phasors. Using the model we formalize the empirical observation that voltage phasor measurement data lie in a low-dimensional subspace and tie their spatio-temporal structure to generator voltage dynamics. The Grid-GSP generative model is then successfully employed to investigate the problems pertaining to the grid of data sampling and interpolation, network inference, detection of anomalies and data compression. Numerical results on a large synthetic grid that mimics the real-grid of the state of Texas, ACTIVSg2000, and on real-world measurements from ISO-New England verify the efficacy of applying Grid-GSP methods to electric grid data.

I. INTRODUCTION

The power grid is one of the foremost examples of a large-scale man-made network. The nodes of the associated graph are the grid buses and its edges are its transmission lines. It is therefore natural to see measurements from the power grid as graph signals [3] and model power grid measurements using tools from the theory of graph signal processing (GSP) whose goal is to extend fundamental insights that come from the frequency analysis for time series to the domain of signals indexed by graphs [3]–[5]. One of the factors that motivate the development of GSP for the power grid is the abundance of high-quality data that can be acquired using phasor measurement units (PMUs), the sensors producing estimates of the voltage and current phasors [6]. With that, classical signal processing questions pertaining to sampling, interpolation, denoising and compression and questions that hinge on the underlying structure of the voltage phasors graph signal arise.

The overarching goal of this paper is to develop GSP based models for power systems from first principles by building upon the existing system-level knowledge of power systems to create a solid foundation to analyze power-grid measurements using tools from GSP. We call this the Grid-GSP framework. By identifying the correct graph shift operators (GSO), we extend well-known results in GSP to power system data without losing the associated physical interpretation.

The core idea is to rewrite the differential algebraic equations (DAE) [7], in a way often done in transient stability analysis of power systems, to reveal that the inherent structure in voltage phasors can be explained using a linear low-pass graph filter as a generative model, whose inputs are the generator voltages. This input signal is the generators’ response to electric load in the grid. Through this model the paper shows also that the temporal dynamics of the input signal, i.e. the generator voltages, can be explained using a non-linear GSP model defined via another GSO derived from the generator-only Kron-reduced network. This is done utilizing the well-known classical swing equations [8], [9]. This spatio-temporal generative model supports the empirical observation that voltage data obtained using PMUs tend to be confined to a much smaller dimension compared to the size of the data record in both space and time [10], [11]. Many papers have leveraged the empirical observation of the low-rank of phasor data for the interpolation of missing data [11], correcting bad data [12] and to detect faulty events [10], [13]–[15]. Importantly, our framework explicitly puts forth the structure of this low-dimensional subspace using our GSP-based generative model, directly tying this subspace to the graph Fourier domain of the GSO.

A. Literature review

We review prior works by dividing the most relevant literature into three categories: 1) a general survey of works that use concepts from graph theory and GSP in power systems in the areas of sensor placement, interpolation and network inference. 2) FDI attack detection and 3) literature pertaining to data compression for PMU data.

Graph theory for power systems: Several papers have used insights from spectral and algebraic graph theory. A few applications include optimal placement [16], [17] and generating statistically accurate topologies [18]. Grid topology identification is a network inference problem and has been studied by several works such as in [19]–[23]. GSP concepts have been leveraged in [24], [25] to detect FDI attacks. Prior work in [26] dealt with performance limits on fault localization with inadequate number of PMUs and connected it with graph signal sampling theory and optimal placement of PMUs for best possible resolution of fault localization in this under-sampled regime.

The Kron-reduced network among the generator buses and the associated properties are used in [27], [28] to detect
low-frequency oscillations as well as the resulting islanding patterns. In [29], the authors have shed light on the relationship that exists between graph Laplacian and modes in power systems. Recently, a comprehensive review of graph-theoretical concepts in power systems is presented in [7].

Additionally, there have been several papers adopting graphical models for state estimation [30], topology estimation [31] and optimal power flow [32]. While the modeling approach is valid, the graphical models capture correlation whereas our method models the underlying cause for that correlation structure thereby opening the door for statistical and non-statistical approaches.

Note that with the exception of [24], [25], no other papers make the connection with GSP and even in the aforementioned work, GSP is used in an empirical manner. On the other hand, in our preliminary work in [1], [2], established a case for GSP in a more rigorous manner.

Detection of FDI attacks: While anomaly detection can be broadly applied to identify various events, a large body of prior research has focused on False Data Injection (FDI) attacks that can bypass classical bad data detection (BDD) mechanisms [33]–[36] and trigger incorrect decisions or hide line overflows and contingencies [37]–[39]). FDI attacks to PMUs can, for instance, exploit the vulnerability of GPS signals to spoofing attacks [40], [41]. Recent papers on PMU data integrity have proposed leveraging the low rank spatio-temporal nature of PMU data not only to help with erasures but also to strengthen conventional BDD mechanisms [42]. In [38] the authors have suggested an FDI attack strategy that can pass the aforementioned BDD approach in [42] by generating false samples that approximately preserve the original subspace structure.

Compression of PMU data: Due to their relatively high sampling rate and their wide deployment, PMU data have called for compression. The performance of several off-the-shelf lossless encoding techniques applied to PMU data were investigated in [43]. In [44], a lossless compression called slack referenced encoding (SRE) method of PMU voltage measurements is introduced, by identifying a slack-bus and differentially encoding the difference between slack-bus measurements in time and all other buses. Similarly, in [45], phasor angle data is encoded in a lossless manner by preprocessing data using techniques from [44] and then using Golomb-Rice entropy encoding. The idea of slow-variation with time in PMU data such as phase angles is used in [46] to firstly transform data into frequency domain (in time) and then using a ‘reverse water-filling’ technique to encode frequency components in the difference measurements. Many lossy compression techniques utilize the low-rank structure inherent in voltage phasor data [47]–[49]. Several other wavelet based compression algorithms exist in the literature as well [50].

B. Contributions

The aim of this paper is to establish the framework of Grid-GSP and elucidate properties of power grid signals using tools from GSP. In particular, we:

1) Establish that PMU voltage measurements from the power grid are result of an excitation to a low-pass graph filter whose graph shift operator (GSO) is defined using a function of the system admittance matrix. This was partly explored in our previous work in [1], [2] and used for blind community detection.

2) Study the spatio-temporal structure of the excitation that, at a fast time scale, is dominated by the generators dynamics. It is shown that this excitation can be modeled as an auto-regressive graph filter [51] (GF-AR (2)) for the input signals from the generator internal bus. The spatial properties in quasi-steady state are captured by defining another GSO using the ‘generator-only’ or Kron-reduced [9] network for the generator buses.

These models set the foundations to revisit known GSP based algorithms for sampling and reconstruction, interpolation and denoising and network inference in the context of signal-processing PMU data. We harness the GFT for feature extraction, to detect anomalies (specifically, FDI attacks [2]) and to derive a lossy PMU voltage data compression algorithm, leveraging the sparsity of the GFT signal. By elucidating all the steps in modeling power systems data from graph construction, signal model, identification of the low-pass structure that is responsible for low-dimensional representation to signal denoising, network inference and anomaly detection, we illustrate how one can similarly develop GSP based models in other application domains especially data that can be modeled as the output of low-pass graph signals [52].

C. Paper organization

Section II reviews concepts from GSP focusing on complex-valued graph signals and applicable more broadly to bandpass signals whose signal models rely on complex envelopes or phasors. It also reviews measurements and parameters pertaining to the grid. Section III lays the foundation for Grid-GSP mapping the physical laws to a spatio-temporal generative model for voltage signals. Through these lens, in Section IV, the paper revisits algorithms and tools from GSP for PMU data pertaining to sampling and reconstruction along with optimal placement of PMUs, interpolation of missing samples and network inference. Section V highlights applications of Grid-GSP to detect FDI attacks and for sequential lossy voltage data compression. The algorithms and methods are tested numerically in Section VI. Section VII summarizes conclusions and future research directions.

Notation: Boldfaced lowercase letters are used for vectors, \( x \) and uppercase for matrices, \( A \). Transpose is \( x^T \), \( A^T \) and conjugate transpose is \( A^H \). \([x]_M\) is the new vector that has elements of the vector indexed by the set \( M \). The operation \( \Re\{\cdot\}, \Im\{\cdot\} \) denote the real and imaginary parts of the argument. Pseudo-inverse of a matrix is \( A^+ \). The operation \( \text{diag}(x) \) creates a diagonal matrix with elements from a vector \( x \) and \( \text{Diag}(A) \) is the extraction of diagonal values of a matrix \( A \).
II. Preliminaries

A. Graph Signal Processing (GSP) in a nutshell

Consider an undirected graph $\mathcal{G} = (\mathcal{N}, \mathcal{E})$ with nodes $i \in \mathcal{N}$ and edges $(i, j) \in \mathcal{E}$. A graph signal $x \in \mathbb{C}^{\mathcal{N}}$ is a vector whose $i$th entry $[x]_i$ is associated to node $i \in \mathcal{N}$. The set of nodes connected to node $i$ is called the neighborhood of $i$ and denoted as $\mathcal{N}_i$. GSP generalizes the notion of discrete time shift for a time series by introducing the notion of graph shift operator (GSO):

**Definition 1.** A graph shift operator (GSO) is a linear neighborhood operator, so that each entry of the shifted graph signal is a linear combination of the graph signal neighbors’ values [5].

The linear combinations can use complex-valued weights $s_{ij} \in \mathbb{C}$, with $s_{ij} = 0$, $(i, j) \notin \mathcal{E}$ and, clearly, the GSO can be defined as matrix multiplication, with a matrix $S \in \mathbb{C}^{\mathcal{N} \times \mathcal{N}}$. Although not the only option, one common choice for the GSO, is that of the graph weighted Laplacian\(^1\), i.e:

$$[S]_{i,j} = \begin{cases} \sum_{k \in \mathcal{N}_i} s_{ik}, & i = j \\ -s_{i,j}, & i \neq j \end{cases}$$

(1)

In this work, we focus on complex symmetric GSOs, $S = S^\top$ as is applicable to the weighted graph Laplacian for the power grid. Having defined the notion of shift-invariance, one can introduce the notion of shift-invariance:

**Definition 2.** Given a GSO $S$ a shift invariant operator $\mathcal{H}$ acting on a graph signal is such that:

$$\mathcal{H} : x \mapsto v, \quad \iff \quad \mathcal{H} : S x \mapsto S v.$$  

(2)

Linear shift-invariant operators must be matrix polynomials of the GSO $S$ [53]. Therefore, a linear shift-invariant graph filter is a linear operator and can be defined as:

$$v = \mathcal{H}(S)x, \quad \mathcal{H}(S) = \sum_{k=0}^{K-1} h_k S^k$$

(3)

Additionally, linear shift-invariant graph filters satisfy the condition: $S \mathcal{H}(S) = \mathcal{H}(S) S$.

Consider the following eigenvalue decomposition of the complex symmetric GSO $S$, given by Theorem 4.4.13 in [54] for diagonalizable complex symmetric matrices:

$$S = U A U^\top, \quad U^\top U = U U^\top = I.$$  

(4)

Here $A$ is the diagonal matrix with eigenvalues $\lambda_0, \lambda_1, \ldots, \lambda_{|\mathcal{N}|-1}$ on the principal diagonal and $U$ are complex orthogonal eigenvectors. An equivalent concept of frequency domain in GSP is defined using eigenvalues and eigenvectors of the GSO.

Graph frequencies are the eigenvalues of the GSO and the order of frequencies is based on the total variation (TV) criterion [5], [55] defined using the discrete $p$ Dirichlet form $S_p(x)$ with $p = 1$ as in [56] as:

$$S_1(x) = \|S x\|_1 \implies S_1(u_i) = \|S u_i\|_1 = |\lambda_i| ||u_i||_1$$

(5)

After normalizing the eigenvectors such that $||u_i|| = 1 \forall i$, it is clear that $S_1(u_i) > S_1(u_j) \implies |\lambda_i| > |\lambda_j|$. Hence, the *ascending* order of eigenvalues corresponds to increase in frequency, $|\lambda_0| \leq |\lambda_1| \leq |\lambda_2| \ldots |\lambda_{|\mathcal{N}|-1}|$. This ordering is not unique since two distinct complex eigenvalues can have the same magnitude.

The Graph Fourier Transform (GFT) basis is the complex orthogonal basis $U$ in (4). Hence, the GFT of a graph signal $x$, $\tilde{x}$ and the inverse GFT are given by $\tilde{x} = U^\top x$ and $x = U \tilde{x}$ respectively where $[\tilde{x}]_m$ is the frequency component that corresponds to the $m$-th eigenvalue $\lambda_m^2$. Also, we can define the graph-frequency response of the filter, $\tilde{h}$, by writing

$$\mathcal{H}(S) = \sum_{k=0}^{K} h_k S^k = U \text{diag}(\tilde{h}) U^\top,$$

$$|\tilde{h}_i| = H(\lambda_i), \quad H(\lambda) := \sum_{k=0}^{K} h_k \lambda^k$$

(6)

(7)

$h_k \in \mathbb{C}$, $i = 1, 2, \ldots |\mathcal{N}|$. The frequency response of the filter is given by elements in $\tilde{h}$. Subsequently, the input and output of a graph filter in graph-frequency domain are related as

$$v = \mathcal{H}(S)x \quad \Rightarrow \quad \tilde{v} = \text{diag}(\tilde{h}) \tilde{x},$$

(8)

which is analogous to convolution theorem for time-domain signals. Naturally, this leads to the extension of notions such as low-pass, high-pass and band-pass filters and signals that are at the heart of sampling and interpolation schemes.

B. GSP for time series of graph signals

So far, only the nodal index for the graph signal $v$ was considered. However, one can also encounter graph signal processes i.e. temporal variations in a graph signal \{vt\}\_(t\geq0). Since we are interested in the temporal characterization of voltage graph signals, we revise GSP concepts that are applied to time series of graph signals [57], [58] in this subsection. Then, we utilize these concepts while modeling the temporal dynamics at generator buses in Section III-B.

In order to characterize graph signal process \{vt\}\_(t\geq0), a joint time-vertex domain is considered in the literature by defining filters whose response is shift invariant with respect to the time series shift operator $z^{-1}$ and an appropriately chosen GSO [59]. To study the same, map the time series of graph signal $v_t$ in both the graph frequency (GF) and $z-$domain by the application of $z$-transform to the GFT of the graph signal process:

$$V(z) = \sum_{t=0}^{\infty} v_t z^{-t}, \quad \tilde{V}(z) = U^T V(z),$$

(9)

We refer to $\tilde{V}(z)$ as the $z$-GFT. A graph temporal filter’s [60] impulse response $\mathcal{H}_t(S)$ and output $v_t$ are

$$\mathcal{H}_t(S) = \sum_{k=0}^{K} h_k(S) S^k, \quad v_t = \sum_{\tau=0}^{t} \mathcal{H}_{t-\tau}(S) x_{\tau},$$

(10)

\(^2\)It is worth noting that the graph shift operator and Fourier transforms do not have in general important properties that are found in their conventional counterparts for time series. One notable fact is that the spectrum of $S x$ does not have the same amplitude as the spectrum of $x$. In fact, the GSO effect is closer to that of a derivative, since each of the GFT coefficients is rescaled by the corresponding frequency. For complex symmetric, rather than Hermitian operators, unfortunately also Parseval theorem is not valid.

\(^1\)In truth, the Laplacian should be considered a graph differential operator as opposed to a shift operator, but we use the conventional name nonetheless in the rest of the paper to be consistent with the literature.
respectively. Graph filter output \( v_t \) in the z-domain is:
\[
V(z) = \mathcal{H}(S \otimes z)X(z), \quad \text{where} \quad \mathcal{H}(S \otimes z) := \sum_{t=0}^{+\infty} \mathcal{H}_t(S)z^{-t} \quad (11)
\]
when the input is \( x_t \) with z-transform \( X(z) \) and \( \mathcal{H}_t(S) \) are matrix polynomials of the GSO operator:
\[
\mathcal{H}_t(S) = \sum_{k=0}^{K} h_{k,t}S^k \quad (12)
\]
Here \( h_{k,t} \) is the z-transform of the filter \( h_{k,t} \). We can define also the following impulse response in the GF domain:
\[
[\hat{h}]_i = H_t(\lambda_i), \quad H_t(\lambda) := \sum_{k=0}^{K} h_{k,t} \lambda^k \quad (13)
\]
and the graph-temporal joint transfer function in the \( z \) and GF domain as:
\[
[\hat{h}(z)]_i = H(\lambda_i, z), \quad H(\lambda, z) = \sum_{t=0}^{+\infty} \sum_{k=0}^{K} h_{k,t} \lambda^k z^{-t} \quad (14)
\]
With that, we obtain following input-output relationship:
\[
\hat{V}(z) = \text{diag}(\hat{h}(z)) \hat{X}(z), \quad (15)
\]
by applying GFT to \( z \)-domain in (11).

In this work, we focus on a class of graph-temporal filters called GF-ARMA \((q, r)\) filter [51], [60]. The input-output relation in both time and \( z \)-GF domain are described below, respectively:
\[
v_t - A_1(S)v_{t-1} - \cdots - A_q(S)v_{t-q} = B_0(S)x_t + \cdots + B_r(S)x_{t-r},
\]
\[
\text{diag}(\hat{a}(z)) \hat{V}(z) = \text{diag}(\hat{b}(z)) \hat{X}(z),
\]

where \( \hat{a}(z) = 1 - \sum_{q=1}^q a_i z^{-t} \) and \( \hat{b}(z) = \sum_{t=0}^r b_i z^{-t} \) are the \( z \)-transform of the graph frequency responses of the filter taps \( \{A_i(S)\}_{i=1}^q \), \( \{B_i(S)\}_{i=0}^r \) for the GF-ARMA \((q, r)\) filter. Particularly, the GF-AR \((2)\) filter is used in Section III-B to describe generator temporal dynamics.

### C. Measurements and parameters of the electric grid

The electric grid network can be represented by an undirected graph \( G = (N, \mathcal{E}) \) where nodes are buses and its edges are its transmission lines. The vertex set is a union between set of generator, \( N_G \) and non-generator/ load buses, \( N_L \) \( i \in \{N_G \cup N_L\} = N \) and the edge set \( \{i, j\} \in \mathcal{E} \) depicts electrical connections. To obtain Ohm’s law for a network of transmission lines, one starts from the telegrapher equations for a single line to obtain the so-called ABCD parameters that relate input-output currents and voltages in the Fourier domain. The equations are then rearranged and the so-called \( \pi \)-model is attained, which is an equivalent circuit containing a series impedance element and parallel susceptance elements. The \( \pi \)-model leads to the 2 \( \times \) 2 branch admittance matrix that relates current and voltage injections at the \( \text{from} \) and \( \text{to} \) ends of a transmission line [61]. From the branch admittance matrix of the network, applying Kirchhoff’s law, one can relate the current and voltage phasors for the entire network, introducing a system admittance matrix, \( Y \in \mathbb{C}^{N \times N} \) [61] thus obtaining the network version of Ohm’s law (see (18)). The matrix \( Y \) is defined as:
\[
[Y]_{i,j} = \begin{cases}
\sum_{k \in N} y_{i,k}, & i = j \\
y_{i,j}, & i \neq j
\end{cases} \quad (16)
\]
where \( y_{i,j} \) is the admittance of the branch between buses \( i \) and \( j \) if \( \{i, j\} \in \mathcal{E} \). The system admittance matrix \( Y \) is a complex symmetric matrix and it is equivalent to the complex-valued graph Laplacian matrix associated with the power grid. Next, we will partition the nodes or buses into generator and non-generators, so that:
\[
Y = \begin{bmatrix} Y_{gg} & Y_{gt} \\ Y_{tg} & Y_{tt} \end{bmatrix},
\]
where \( Y_{gg} \) is the generator buses-only network, \( Y_{gt} \) includes the portion connecting generators and loads and \( Y_{tt} \) corresponds to the section of the grid connecting the loads buses among themselves. The shunt (fixed admittance to ground at a bus) elements at all load buses are denoted by \( y_{sh}^g \in \mathbb{C}^{N_G} \) and at all load buses by \( y_{sh}^t \in \mathbb{C}^{N_L} \).

The state of the system, from which all other physical quantities of interest can be derived, are the voltage phasors at each bus. In the following we assume that a PMU installed on node/bus \( i \in N \) provides a noisy measurement of voltage and current phasors at time \( t \) where \( v(t, i) = |v(t, i)| e^{j\theta(t, i)} \). With some abuse of notation, we will refer to the PMU data as \( v(t, i) \) as well. Let the vector of voltage phasors collected at time \( t \) be \( v_t \in \mathbb{C}^{N^1} \). After \( v_t \) is partitioned into voltages at generator and non-generator buses, let \( i^g_i \in \mathbb{C}^{N_G} \) be the generator current and \( i^t_i \in \mathbb{C}^{N_L} \) the load current. Ohm's law for a network is3:
\[
\left( \text{Y} + \text{diag}(y_g^e) \right) \hat{V} = \hat{I}, \quad \text{where} \quad \hat{V} = \begin{bmatrix} v^g_t \\

v^t_t \end{bmatrix}, \quad \hat{I} = \begin{bmatrix} i^g_i \\
i^t_i \end{bmatrix}
\]

To describe the operating conditions of the system we introduce a few more quantities. In power systems transient dynamic analysis the impact of generating units is modeled as an internal bus characterized by a generator impedance (or admittance) \( y_g \in \mathbb{C}^{N_G} \) for \( g \in N_G \) connected to an ideal voltage source called internal voltage [61]; we denote its value at time \( t \) by \( E(t, i) = |E(t, i)| e^{j\theta(t, i)} \) \( i \in N_G \) and the corresponding vector as \( e_{i} \in \mathbb{C}^{N_G} \) so that \( |e_i| = E(i, i) \). The current at generator bus in (18), \( i^g_i \), is obtained as the multiplication of generator admittance and the difference in voltage at the internal bus and the generator bus [7]:
\[
i^g_i = \text{diag}(y_g) (e_i - v^g_i)
\]
As mentioned in Section I, the generators respond to electric load in the grid. In order to model the generators response, a commonly used approximation is that at the load buses \( \ell \in N_L \) are slowly varying admittances [7]. We denote them as \( y^\ell_i \in \mathbb{C}^N \).

### III. Graph Signal Processing for the Grid

Having described the relevant GSP concepts and introduced grid quantities and parameters of interest, we are ready to introduce the Grid-GSP framework4. Firstly, we define the

Note that the admittances values are frequency responses evaluated at 60Hz (for the US) the voltage and current signals are the corresponding envelopes at the same frequency; hence the assumption is the voltage and currents are narrowband and the convolution can be approximated by gain and phase rotation equal to the Fourier response at 60 Hz.

4Our preliminary GSP modeling effort can be found in [1]
A. Grid graph generative model

Grid-GSP for voltage phasors data relies on the following definitions:

**Definition 3.** The graph shift operator (GSO) is a complex symmetric matrix equal to a diagonal perturbation of the system admittance matrix with generator admittance values,

\[
S \triangleq Y + \text{diag}
\begin{bmatrix}
y_g + y_{gh}^0 \\
y_{gh}^0
\end{bmatrix}
\tag{20}
\]

From the definition of the GSO it follows that:

**Definition 4.** The grid Graph Fourier Transform (GFT) basis for voltage phasors is the orthogonal matrix \(U\) given by the eigenvalue decomposition of the GSO in Definition 3:

\[
S = U \Lambda U^T, \quad |\lambda_{\min}| > 0 \tag{21}
\]

Here, the GSO \(S\) is a complex-symmetric matrix that has the same support as the electric-grid graph Laplacian as \(Y\) with the diagonal addition of generator admittances. Note that unlike the graph Laplacian, this GSO is invertible, \(|\lambda_{\min}| > 0\). Even when shunt elements \(y_{gh}^0, y_{gh}^0\) are ignored as conventionally done to solve power-flow problems in power systems, a diagonal term with the generator admittances \(y_g\) that is added to the principal diagonal of \(Y\), makes the GSO invertible (see (20)).

With the GSO \(S\) as defined in (20), one can rewrite (18) and substitute for \(i_t^g\) from (19):

\[
\left(Y + \text{diag}
\begin{bmatrix}
y_g + y_{gh}^0 \\
y_{gh}^0
\end{bmatrix}
\right)v_t = \begin{bmatrix}
\text{diag}(y_g)(e_t - v_t^g) \\
i_t^g
\end{bmatrix}
\tag{22}
\]

From now on with slight abuse of notation we denote \(v_t\) as voltage phasor measurements that are noisy therefore we add measurement noise \(\eta_t\) which yields the following equation,

\[
v_t = \mathcal{H}(S)
\begin{bmatrix}
\text{diag}(y_g)(e_t - v_t^g) \\
i_t^g
\end{bmatrix} + \eta_t \tag{23}
\]

The Grid-GSP generative model for voltage phasor measurements \(v_t\) is given by (23). The linear shift-invariant graph filter is \(\mathcal{H}(S) = S^{-1}\).

**Remark 1.** Shift-invariance of \(\mathcal{H}(S) = S^{-1}\) can be directly verified from (2) i.e. \(\mathcal{H}(S)S = S\mathcal{H}(S) = I\). Since \(\mathcal{H}(S)\) is shift invariant, it can be expressed as a matrix polynomial in \(S\) (Theorem 1 in [31]). Also, \(\mathcal{H}(S) = S^{-1}\) can be written as in (3) where coefficients \(h_k\) can be determined by the application of Cayley-Hamilton theorem for inverse matrices [62].

\(\mathcal{H}(S)\) is approximately a low-pass graph filter [52] due to the inversion of GSO since the graph frequency response of the filter can be written from (7) as \(\text{diag} \left(\hat{h}\right) = \Lambda^{-1}\). This implies that as the graph frequency decreases, the magnitude of the filter response declines. More importantly, since generic power grids tend to be organized as communities system admittance matrix \(Y\) tends to be sparse [63]. Therefore the GSO \(S\) has a high condition number and the graph frequency response of \(\mathcal{H}(S)\) is such that it tapers off after a certain \(\lambda_k\).

To visualize this more explicitly, consider \(\Delta \mathcal{K}\) to be the diagonal matrix with entries \(\lambda_k, i \in \mathcal{K} = \{1, \ldots, k\}\). Define a low-pass filter with \(k\) frequency components and consequently the voltage phasor measurements as

\[
\mathcal{H}_k(S) \triangleq U \text{diag} \begin{bmatrix}
\mathcal{h}_k U^T, \mathcal{h}_k\end{bmatrix} = \begin{cases}
\lambda_k^{-1}, & i \in \mathcal{K} \\
0, & \text{else}
\end{cases}
\tag{24}
\]

where \(\mathcal{H}_k(S)\) will represent the principal subspace of the voltage phasors whose dimensionality is the number of graph-frequencies \(|\mathcal{K}|\). Therefore (24) defines the low-dimensional generative model for quasi-steady state voltage phasor measurements. The error term \(\eta_t\) now also captures modeling approximation.

To provide insights on the temporal dynamics of the voltage phasors, we need to capture the structure of the excitation term. As a matter of fact, \(e_t\) and \(i_t^g\), have different dynamics, as discussed in the subsequent subsections.

B. A GSP model for generator dynamics: \(e_t\)

The excitation term corresponding to generator currents has elements as \(|e_t|\), coming from each generator \(i \in G\). We illustrate a non-linear dynamical model for the generators internal voltages, namely \(e_t \in \mathbb{C}^{N_G}\) utilizing a GF-AR(2) graph temporal filter from Section II-B. The model is inspired by the classical swing equations [8], [9] that describes the coupled dynamics of the generators phase angles, \(\delta_i(t)\), \(i \in G\) and the resulting variation in frequency, \(\omega(t) = \delta_i - \omega_0\) where \(\omega_0 = 2\pi f_0\) with \(f_0\) being the grid frequency (50 or 60 Hz).

Our model, relies on two steps. First, we model the dynamics of a signal \(x_t\) obtained through the following non-linear transformation of the internal generator voltages:

\[
x_t \triangleq (\text{diag}(m))^{\frac{1}{2}} \ln(e_t) \tag{25}
\]

\[
\delta_t = (\text{diag}(m))^{\frac{1}{2}} \Im\{x_t\}, |e_t| = (\text{diag}(m))^{\frac{1}{2}} \Re\{x_t\}
\]

where the vector \(m\) entries are the so-called generators masses, \(\delta_t\) is the generators angles that appear in the swing equations and \(|e_t|\) are internal generator voltage magnitudes. Second, like in the swing equations, to describe the generators interactions, we resort to a Kron-reduction [8], [9] of the network, in which generators are all adjacent. To define this generator-only network and the corresponding GSO, consider the following admittance matrix, \(Y_{all}\) that describes the network topology consisting of the generator internal buses, generator buses and non-generator buses like done in [9]:

\[
\begin{bmatrix}
\text{diag}(y_g + y_{gh}^0) - \text{diag}(y_g + y_{gh}^0) & 0 \\
- \text{diag}(y_g + y_{gh}^0) & - \text{diag}(y_g + y_{gh}^0)
\end{bmatrix}^T S_{ci}
\tag{26}
\]

In order to model \(Y_{all}\) it is assumed that the loads are varying very slowly in time i.e. \(y_t(t) \approx y_t\ \forall t\). Then, let us denote
by $\mathcal{G}(A, B)$ the Schur complement of block $B$ of matrix $A$. We compute the Schur complement of block $S_{ci}$ of the matrix $Y_{al}$ which is nothing but Kron reduction. The Schur complement of the $S_{ci}$ in $Y_{al}$ has two contributions:

$$\mathcal{G}(Y_{al}, S_{ci}) = jY_{red} + E_{red} \quad (26)$$

where $E_{red}$ is a real diagonal dominated matrix, and the imaginary part $Y_{red}$ has the structure of a graph Laplacian. The proposed dynamical model for the graph signal $x_t$ relies on the following definition for the GSO of the Kron-reduced generator-only graph:

**Definition 5.** A GSO is defined for the Kron-reduced generator only network as

$$S_{red} = (\text{diag}(m))^{-\frac{1}{2}} Y_{red} (\text{diag}(m))^{-\frac{1}{2}} \in \mathbb{R}^{[N_G]} \quad (27)$$

with the following eigenvalue decomposition,

$$S_{red} = U_{red} \Lambda_{red} U_{red}^T \quad (28)$$

and the orthonormal GFT basis being $U_{red}$.

We introduce the GSP based dynamical model for the complex-valued generator internal voltages $e_t$ via graph temporal filter GF-AR (2) as follows,

**GSP-based dynamics for generator internal voltages**

$$e_t = \exp \left( \left( (\text{diag}(m))^{-\frac{1}{2}} x_t \right) \right) \quad (29)$$

where $x_t$ is a GF-AR (2) process, i.e. the $z$-GFT $X(z)$ satisfies the following:

$$\text{diag} (\tilde{a}(z)) X(z) = W(z) \quad (30)$$

$$\tilde{a}(z) = 1 - \tilde{a}_1 z^{-1} - \tilde{a}_2 z^{-2} \quad (31)$$

The GSP based dynamical model takes inspiration from swing equation for generator angles and we empirically choose to model generator internal voltage magnitude $|e|_t$ also using a GF-AR (2) model although in most power system models, the dynamics of the amplitudes of the generators internal voltages are typically ignored. The swing equation for the generator angles [64] are a key tool for power systems dynamical analysis:

$$\text{diag} (m) \ddot{x} + \text{diag} (d) \dot{x} = \sigma - Y_{red} \delta \quad (32)$$

where $m$ are the generators masses, introduced previously, $d$ are the damping coefficients of generators (often neglected) and $\sigma - Y_{red} \delta$ is the imbalance between the electrical and mechanical power that triggers the change in generator angular velocity and acceleration. Note that $\Im \{x\} = (\text{diag} (m))^{-\frac{1}{2}} \delta$.

We can manipulate (32) to prove the following:

**Proposition 1.** Let $\sigma$ be such that $\Im \{\sigma\} = (\text{diag} (m))^{-\frac{1}{2}} \sigma$. Using the approximation:

$$\text{diag} (d) \text{diag} (m)^{-1} \approx \chi I,$$

i.e. the homogeneous simplification as in [64], [65], the dynamics of $\Im \{x\}$ can be justified with an GF-AR (2) model with GSO $S_{red}$:

$$\Im \{x_t\} - A_1 (S_{red}) \Im \{x_{t-1}\} - A_2 (S_{red}) \Im \{x_{t-2}\} \approx \Im \{\sigma\}, \quad A_1 (S_{red}) := (2 - \chi) I - S_{red}, \quad A_2 (S_{red}) := (\chi - 1) I \quad (33)$$

**Proof.** Simple algebra on (32) allows us to recast the equations in the following form:

$$\Im \{\dot{x}\} + \chi \Im \{\ddot{x}\} = \text{diag} (m)^{-\frac{1}{2}} \sigma - S_{red} \Im \{\sigma\} \quad (34)$$

Assuming that the sampling rate is fast enough, and normalizing it to 1, the finite difference approximations for the derivatives are $\dot{x} \approx x_t - x_{t-1}$. $\ddot{x} \approx x_{t+1} - 2x_t + x_{t-1}$ and can be used to obtain AR (2) GF equations for the samples $\Im \{x_t\}$ in (33).

The model that we introduce is simply extending the GF-AR (2) model to capture both the real and imaginary part of $x_t$ i.e. internal generator voltage magnitudes $|e|_t$ and angles $\delta_t$ respectively and suggesting to search the $2 [N_G]$ parameters to fit the model with $\tilde{a}_1, \tilde{a}_2$ rather than exploring a general MIMO filter response. For simplicity of representation, we write the dynamical equation for $x_t$ in the GF domain,

$$\tilde{x}_t = \text{diag} (\tilde{a}_1) \tilde{x}_{t-1} + \text{diag} (\tilde{a}_2) \tilde{x}_{t-2} + \tilde{w}_t \quad (35)$$

such that the impulse response of the filter at graph-frequency $\lambda_{red,i}$ is defined by $[\tilde{a}_1]_i, [\tilde{a}_2]_i$. Note from (13) that $[\tilde{a}_1]_i, [\tilde{a}_2]_i$ can be written as polynomials in graph frequency $\lambda_{red,i}$,

$$[\tilde{a}_1]_i = \sum_{k=0}^{K_{1i}^{t-1}} a_{k,1} \lambda_{red,i}^k, \quad [\tilde{a}_2]_i = \sum_{k=0}^{K_{2i}^{t-1}} a_{k,2} \lambda_{red,i}^k \quad (36)$$

which characterizes the poles of the AR system using graph frequencies. From (33), a first order polynomial may suffice to characterize $[\tilde{a}_1]_i, [\tilde{a}_2]_i$ in most cases.

**C. Load dynamics:** $i_t^L$

There are several papers in the literature that deal with load forecasting and modeling [66]. We adopt a simple AR-2 model per node or load bus to describe the dynamics of the load,

$$i_t^L = \text{diag} (b_1) i_{t-1}^L + \text{diag} (b_2) i_{t-2}^L + \epsilon_t \quad (37)$$
where parameters $b_1, b_2$ are estimated load data time series. The block diagram in Fig.1 summarize our modeling efforts.

The unique nature of voltage phasor measurements allows us to describe a similar model for any subset of measurements on a graph. This is discussed next.

**D. Low-pass property of down-sampled voltage graph signal**

Let $\nu_M$ (time index $t$ is ignored for simplicity) be the down-sampled voltage graph signal where $M \subset N$ is the set of node indices at which measurements are available. It can be shown that any down-sampled graph signal with arbitrary graph frequency response is low-pass in the reduced-graph frequency domain. It suggests that one can utilize all the methods for low-pass graph signals onto down-sampled versions of the graph signal as well. This is summarized in lemma 1 below.

**Lemma 1.** Let $\nu_M$ be any graph signal down-sampled in the vertex-domain with $|M|$ samples. Let the GSO defined with respect to the full graph $S$ be invertible. Then, with the GSO defined with respect to the reduced-graph of $M$ vertices as $S_{\text{red},M}$, graph signal $\nu_M$ is the output of low-pass graph filter $H(S_{\text{red},M}) \triangleq S_{\text{red},M}^{-1}$

$$\nu_M = H(S_{\text{red},M}) \varphi$$

where the GSO for the reduced-graph is given by Kron-reduction of $S$, $S_{\text{red},M} = \mathcal{G}h(S, S_{M^c,M^c})$.

**Proof.** Consider a graph signal $\nu$ with arbitrary graph frequency response with respect to GSO $S$,

$$\nu = H(S) x = S^{-1} (SH(S)x)$$

The GSO $S$ is rewritten in a $2 \times 2$ block form

$$S = \begin{bmatrix} S_{M^c,M^c} & S_{M^c,M^c}^T \\ S_{M^c,M^c}^T & S_{M^c,M^c} \end{bmatrix}$$

and $S^{-1}$ can be written using inverse formula for block matrices. When graph signal $\nu$ is down-sampled, only $M$ rows are considered on both sides of (39). Thus we have,

$$\nu_M = S_{\text{red},M}^{-1} \begin{bmatrix} I_{|M|} & -S_{M^c,M^c} S_{M^c,M^c}^{-1} \end{bmatrix} (SH(S)x)$$

where $S_{\text{red},M}$ is the Schur complement of the block $S_{M^c,M^c}$ in the GSO $S$ i.e.,

$$S_{\text{red},M} = \mathcal{G}h(S, S_{M^c,M^c}) = S_{M^c,M^c} - S_{M^c,M^c} S_{M^c,M^c}^{-1} S_{M^c,M^c}^T$$

Lemma 1 translates to an interesting self-similarity/fractional property for voltage graph signals in that the down-sampled version $\nu_M$ is still a low-pass graph signal. The self-similarity is due to $H(S) = I$. In summary, for voltage graph signals,

$$\nu = S^{-1} i, \quad \nu_M = S_{\text{red},M}^{-1} (i_M - S_{M^c,M^c} S_{M^c,M^c}^{-1} i_M)$$

where sensors are not installed as long as correct placement strategies are devised i.e. that of choosing the subset $M$. Work in [26] explored the optimal placement for fault localization in the under-sampled regime and also made connections with GSP theory.

**IV. REVISITING ALGORITHMS FROM GSP FOR PMU DATA**

In this section we study some of the implications Grid-GSP has while understanding sampling, optimal placement of measurement devices in power systems, interpolation of missing samples and network inference. The underlying generative model responsible for low-rank nature of data that has been established in the previous section helps explaining the success that many past works, such as [12], [69], [70], have attained in recovering missing PMU data using matrix completion methods. The low-pass nature of the voltage graph signals discussed in Section III provides the theoretical underpinning that support the arguments made in the literature.

**A. Sampling and recovery of grid-graph signals**

From the approximation in (24) we see that voltage graph signals have graph frequency content that drops as $\lambda_k$ grows. This characteristic renders the signal approximately band-limited in the GFT domain [71] which means that there is a cut-off frequency $\lambda_k$ such that frequency content corresponding to $\lambda_{k+1}$ and higher is negligible. Let the GFT basis corresponding to the first dominant $k$ graph frequencies be $U_k$. The bandlimiting operator is, $B_k = U_k U_k^T \in \mathbb{C}^{|N| \times k}$ and the low frequency component of $v_t$ is:

$$B_k v_t = U_k U_k^T v_t$$

Similarly, a vertex limiting operator (with $|M|$) vertices is $D_M = P_M P_M^T$ where $P_M$ has columns that are coordinate vectors such that each column chooses a vertex/node. When the voltage measurements on the electrical network are from a few nodes, $i \in M$ at time $t$, it can be written as $[v_t]_M = P_M^T v_t$. For reconstruction, results in [71] dictate the necessary condition that $|M| \geq |K|$. In the presence of modeling error relative to the perfect band-limited definition, optimal sampling pattern i.e. the best placement for PMUs on the grid to minimize the worst-case reconstruction error is closely tied to the grid topology and the model mismatch relative to a strictly band-limited graph signal [72]. An optimal placement strategy of PMUs that minimizes the worst-case reconstruction error in the presence of model mismatch due to imperfect band-limited nature of the voltage graph signal, also known as the E-optimal design [72], is sought by maximizing the smallest singular value, $\sigma_{\text{min}}(D_M U_K)$, i.e. choose rows of $U_K$ such that they are as uncorrelated as possible and the resulting matrix has the highest condition number [71], [72]. Consider then the spatial sampling mask $D_M = \text{diag}(1_M)$ that selects $M$ locations.

1) **Sampling:** The optimal placement of $M$ PMUs maximizes $\sigma_{\text{min}}(D_M U_K)$ which amounts to choosing the rows of $U_K$ with the smallest possible coherence (as close as possible to being orthogonal). In [71] and references therein, a greedy method is employed to find $M$ rows from $U_K$ so that the least singular value is maximized.
Power systems topologies exhibit naturally a community structure that is reflected in the system admittance matrix $Y$ [1] due to population density or clusters of loads. It is known that a method to determine $k$ communities in a graph is to minimize the Ratio Cut [73] and spectral clustering performs a relaxed Ratio Cut minimization via $k$—means algorithm on rows of the eigenvectors $U_K$ [74]. Thus, choosing rows of $U_K$ to be uncorrelated is intuitively putting PMUs in different graph-clusters or communities. This fact was also discussed in [26] in the context of sensor placements for fault localization. The PMUs sampling rate in time exceeds the needs for reconstructions in a quasi-steady state conditions by a significant margin and it is designed to help detect sharp transients in the system.

2) Reconstruction: Voltage data samples are obtained down-sampling in space after the optimal placement of PMUs and also uniformly down-sampling in time. At time $t$ when $|\mathcal{M}|$ samples, $[v_i]_M$ are available, the following model applies

$$[v_i]_M \approx P_M U_K \hat{v}_t$$

(44)

where $\hat{v}_t$ is the GFT of graph signal $v_t$. Therefore, reconstruction in spatial domain is done via GFT basis as

$$\hat{v}_t = U_K (P_M U_K)^\dagger [v_i]_M$$

(45)

Reconstruction in temporal domain can be done independently by up-sampling, i.e., via the windowed inverse Fourier transform of the up-sampled signal created from uniformly time-decimated data.

B. Interpolation of missing samples

When voltage measurements are missing or corrupted, denoising and interpolation of such data can be cast as a graph signal recovery problem by regularizing the total variation, (TV). Overall, the problem resembles time-vertex graph signal recovery [59]. Let $V = [v_1 \, v_2 \, \ldots \, v_T]$ represent the voltage phasor measurements matrix collected over $T$ time instants. Let $\mathbb{F}_\Omega (\hat{V})$ be the set of available measurements that have samples in entries of set $\Omega$ and are noisy,

$$\min_{\hat{V}} \|\mathbb{F}_\Omega (\hat{V} - V)\|_F^2 + c_g \sum_{t=1}^T \|\hat{S} v_t\|_1 + c_t \sum_{t=2}^T \|v_t - v_{t-1}\|_2^2$$

(46)

where the two regularizing terms measure the variation in the graph and time domain and $c_g, c_t$ are the corresponding regularization constants. Importantly, one can use the GSO of the reduced graph, $S_{\text{red},M}$ if we only have access to a subset of measurements on the grid, $\mathcal{M}$ and employ the same formulation as in (46) for interpolation of missing samples.

C. Network inference as graph Laplacian learning

The problem of estimation of GSO $S$ from voltage phasor measurements can be cast as a solving a problem similar to graph Laplacian learning [75] which seeks the GSO that minimizes the total variation of the observed voltage phasors. If current measurements $i_t$ are available, then another regularization term $\|S v_t - i_t\|_2^2$ can be added such that Ohm’s law is satisfied. Therefore, estimation of GSO can be accomplished by solving the following problem:

$$\min_S \sum_{t=1}^T \|S v_t\|_1 + \gamma \|S - \text{diag}(\text{diag}(S))\|_F^2$$

$$+ \sum_{t=1}^T \|S v_t - i_t\|_2^2$$

(47)

subject to $\mathbb{R}[S]_{i,j} = \mathbb{R}[S]_{j,i} ; \mathbb{R}[S]_{i,j} = \mathbb{R}[S]_{j,i}, i \neq j,$ (48)

$\mathbb{R}[\text{Tr}(S)] = \alpha |\mathcal{N}|, \mathbb{R}[\text{Tr}(S)] = \beta |\mathcal{N}|$ (49)

Additional constraints on the GSO can be imposed based on the properties of complex-symmetry (see (48)), sparse off-diagonal entries via the term $\|S - \text{diag}(\text{diag}(S))\|_F^2$ and dominant diagonal values (see (49)). Also, $S$ tends to have larger imaginary values than real especially on the diagonal. and $\alpha, \beta > 1$ control the amplitude of real and imaginary values on the diagonal. As before, the problem above can be recast with down-sampled voltage graph signals to infer the Kron-reduced GSO $S_{\text{red},M}$ with the approximation that the term $S_{M,M'} S_{M',M}^\dagger$ in (41) is treated as additive Gaussian noise. Simulation results for network inference can be found in Section VI.

V. APPLICATIONS OF GRID-GSP

The goal of this section is to showcase the benefits of casting problems in the Grid-GSP framework through two exemplary applications, namely anomaly detection and data compression.

A. Detection of FDI attacks on PMU measurements

This application is based on our preliminary work in [2]. Note that, even though we cast the problem as that of FDI attacks detection, the idea can be easily extended to unveil sudden changes due to physical events (like fault-currents, or topology changes) that similarly excite high GF content. We assume that we have access to PMU measurements of voltage and current from the buses they are installed on. Let $\mathcal{A}$ be the set of available measurements where PMUs are installed and $\mathcal{U}$ be set of unavailable ones. A measurement model can be written using ‘state’ to be the voltage as

$$\begin{bmatrix} \tilde{z}_A \\ \hat{v}_A \\ \hat{v}_M \end{bmatrix} = \begin{bmatrix} Y_{\mathcal{A},\mathcal{A}} & Y_{\mathcal{A},\mathcal{U}} & 0 \\ I_{|\mathcal{A}|} & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} v_A \\ v_M \end{bmatrix} + \varepsilon$$

(50)

The attacker follows the strategy of FDI attack to manipulate both current and voltage on the set of malicious buses, $i \in C \subset \mathcal{A}$ by introducing a perturbation

$$\tilde{e} v^T_C = [\tilde{e} v^T_C \, 0_{|\mathcal{P}|+|i|}]$$

such that $Y_{\mathcal{P},C} \tilde{e} v_C = 0$ (51)

where $\mathcal{P}$ is the set of honest nodes. This requires special conditions and placement, since $Y_{\mathcal{P},C}$ is tall. Nonetheless, since the system admittance matrix $Y$ is generally sparse [63]. $Y_{\mathcal{P},C}$ does not have full column-rank for a sufficient number of attackers $C$ even when all the measurements are available with $\mathcal{A} = \mathcal{N}$. Our detection problem entails deciding between the hypotheses of attack $H_1$ and no attack $H_0$. To this end, we
can leverage the low-dimensional generative model for the voltage graph signal that comes from (24), which imposes additional constraint on the perturbation along with that in (51). In short, for the attacker to be successful and undetected, she needs to have knowledge of system parameters and the graph filter with \( k \) frequency components \( H_k(S) \). However, since the attacker does not have all this knowledge, a typical FDI attack as studied in literature is launched using (51). Using the generative model in (24), we know that under normal operating conditions in quasi-steady state, the received data \( z_t \) under the no-attack and attack hypotheses \( H_0, H_1 \) respectively have the structure:

\[
z_t = \begin{cases} 
H_0: H H_k(S) \left[ \text{diag}(y_g e_t) \right] \left[ (i_f^t) \right]^T + \varepsilon_t \\
H_1: H H_k(S) \left[ \text{diag}(y_g e_t) \right] \left[ (i_f^t) \right]^T + H \delta v_t + \varepsilon_t 
\end{cases}
\]

(52)

Therefore, we project \( z_t \) onto the subspace orthogonal to columnspace of \( H H_k(S) \) to get a test statistic, \( d(z) \). The projector is:

\[
P_{\perp H H_k(S)} = I - [H H_k(S)] [H H_k(S)]^\dagger
\]

(53)

and under the no attack hypothesis \( H_0 \), energy in the orthogonal subspace is less than when there is an attack, \( H_1 \). This can be converted to the following test,

\[
d(z_t) \triangleq \left\| P_{\perp H H_k(S)} z_t \right\|^2 \quad \text{subject to} \quad \left\| \delta v_t \right\|_1 \leq \mu
\]

(54)

where \( \tau \) is a threshold that can be chosen based on an empirical receiver operator characteristics (ROC) curve. Note that, since \( H_k(S) \) is a low pass filter, the projector \( P_{\perp H H_k(S)} \) in (53) is filtering high graph frequencies and the detection measures the energy on such frequencies as a signature for anomalies.

Isolating the compromised buses or estimate of \( \delta v \) can also be undertaken with a similar logic. Firstly, using the assumptions in the previous section we can solve the following regression problem to recover \( \delta v_t \), formulating a LASSO relaxation of the sparse support recovery problem:

\[
\min_{\delta v_t} \left\| P_{\perp H H_k(S)} (z - H \delta v) \right\|^2 \quad \text{subject to} \quad \left\| \delta v_t \right\|_1 \leq \mu
\]

(55)

Constraint on the \( \ell_1 \) norm is used to incorporate the prior knowledge that the attacker has access to a few measurement buses, \( C \ll N \). Note that the performance of the algorithm is also dependent on the number of graph-frequency components \( i.e. k \) considered.

B. Compression of PMU measurements

The proposed compression algorithm leverages both (23) and (35). The measure of distortion we use is the mean-squared error (MSE):

\[
d(v, \hat{v}) \triangleq \frac{1}{|N|} \sum_{t=0}^{T-1} \left\| v_t - \hat{v}_t \right\|^2
\]

where \( T \) denotes the time instant at which samples are stopped collecting. Since we have a temporal dynamical model for the evolution of voltage in time, we use differential encoding [76] to quantize the residuals in both generator and load dynamics, \( w_t \) and \( \varepsilon_t \) respectively. The voltage at time \( t \) is:

\[
\text{Algorithm 1 Encoding algorithm for compression}
\]

**Input:** \( \tilde{x}_0, \tilde{x}_1, i_f^0, i_f^1, (v_t)_{t=2} \)

1: for \( t = 2 : T \) do
2: States \( \tilde{x}_t, i_f^t \) from (59) and (60) respectively.
3: Voltage estimate:
4: Compute GFT of modeling error: \( \xi_t = U^T (v_t - \tilde{v}_t) \)
5: Quantize: \( \hat{\xi}_t = Q \{ \xi_t \} \), \( \tilde{v}_t = \tilde{v}_t + U \hat{\xi}_t \)
6: Update states, \( \tilde{x}_t \leftarrow U_{\text{red}} \text{diag} (m) \frac{2 \pi}{T} \ln (\xi_t), \hat{\varepsilon}_t \leftarrow [S \tilde{v}_t]_{N_L} \)
7: end for

**Output:** \( \{ \xi_t \}_{t=2} \)

\[
v_t = H(S) \left[ \text{diag}(y_g) \exp \left\{ \text{diag}(m) - \frac{2 \pi}{T} U_{\text{red}} \tilde{x}_t \right\} \right]
\]

where

\[
\tilde{x}_0 = \text{diag}(a_1) \tilde{x}_{t-1} + \text{diag}(a_2) \tilde{x}_{t-2}
\]

(59)

\[
i_f^0 = \text{diag}(b_1) i_f^{t-1} + \text{diag}(b_2) i_f^{t-2}
\]

(60)

Thus, \( v_t \) can be approximated as:

\[
v_t \simeq H(S) \left[ \text{diag}(y_g) \exp \left\{ \text{diag}(m) - \frac{2 \pi}{T} U_{\text{red}} \tilde{x}_t \right\} + \xi_t \right]
\]

(61)

Note that, the vector \( \xi_t \) GFT, \( U^T \xi_t \) has energy mostly in lower frequency components and is therefore an appropriate term to quantize using an optimal rate allocation. Specifically, we allocate bits to each component by setting a desired level of total distortion, applying the reverse water-filling result [77] which is optimum for a random vector \( U^T \xi_t \), whose entries are circularly symmetric complex independent Gaussian random variables and then quantize the components accordingly. Then, we use the quantized vector \( U^T \xi_t \) to update the state i.e. to estimate \( \tilde{x}_t \) and \( \hat{\varepsilon}_t \). Algorithms 1 and 2 describe the encoding and decoding algorithms respectively. Note that the proposed scheme of compression is sequential unlike others in literature. Several corrections can be made as data is collected in time such as the update of parameters \( a_1, a_2, b_1, b_2 \).

VI. NUMERICAL RESULTS

The numerical results in this section are mostly obtained using data from the synthetic ACTIVSg2000 case [78], a realistic model emulating the ERCOT system, which includes 2,000 buses-with 432 generators and the rest non-generator buses. The ACTIVSg2000 case data include a realistic PMU measurement dataset.

5The covariance matrix is not diagonal and ideally one would first whiten \( \hat{\varepsilon}_t \) in (53) before quantization, but this is a cumbersome operation. Therefore we make the assumption of a diagonal covariance matrix while sacrificing the benefit of modeling the underlying correlations among the random variables.
The block-diagonal structure is notable, and is the result of matrix when ordered into generator and non-generator buses.

Fig. 2 shows the support of the graph Laplacian or the modeling strategy through the ACTIVSg2000 PMU data set.

Grid-GSP model: In Fig. 3, magnitude of GFT of voltage graph signal $v_t$ and the input $x_t$ are plotted for a single time instant with respect to their corresponding normalized graph frequencies $|\lambda_i|/\max_i|\lambda_i|$ and shown in log-scale. From the linear decay, it is evident that the magnitude of GFT coefficients $|\tilde{v}_i|$ corresponding to lower frequencies are more significant as compared to higher frequencies. Similarly, the GFT of the exponent in the input, $\tilde{x}_t = U_{\text{red}}^\top x_t$ with the generator GSO $S_{\text{red}}$, is plotted with respect to the graph frequencies in Fig. 3. The decay in GFT coefficients with respect to frequency is less pronounced confirming that graph frequencies in Fig. 3. The decay in GFT coefficients with respect to frequency is less pronounced confirming that graph frequencies and time series Fourier power spectrum, and the variability of the temporal response depending on what frequency mode is excited with Fourier spectra that are more or less concentrated towards low frequencies depending on the GFT mode. Hence, temporal dynamics can inform about what is happening in space (i.e. the trends are coupled).

Revising GSP tools: sampling and optimal placement

In Fig. 4, magnitude of GFT of the downsampled voltage graph signal, $|\tilde{v}_M|$ is plotted with respect to normalized graph frequency.

To highlight the temporal variation in the GFT domain of input exponent, $\tilde{x}_t$, a short time-series of the real and imaginary parts along with the fit of the AR model are shown in Fig. 5. As expected, the AR model fits well. Fig. 6 shows the similar AR-2 model fit to the load current at a bus that had the highest absolute value of load. To emphasize the temporal nature of the input, the 2-dimensional frequency response (in both graph and time domains) is plotted for the input $\tilde{x}_t$ in Fig. 7. The figure provides evidence of the coupling between the graph frequencies and time series Fourier power spectrum, and the variability of the temporal response depending on what frequency mode is excited with Fourier spectra that are more or less concentrated towards low frequencies depending on the GFT mode. Hence, temporal dynamics can inform about what is happening in space (i.e. the trends are coupled).

Revising GSP tools: sampling and optimal placement

In Fig. 4, magnitude of GFT of the downsampling voltage graph signal, $|\tilde{v}_M|$ for $|M| = 261$ is plotted with two different down-sampling strategies: with PMUs placed at buses in few communities within the GSO $S$ and the other being optimal placement for graph signal reconstruction.

The placement strategy has an effect on the low-pass nature of the downsampling signal. The steeper attenuation of GFT magnitude with placement strategy being community-wise is a result of loss in spatial-resolution.

To highlight the temporal variation in the GFT domain of input exponent, $\tilde{x}_t$, a short time-series of the real and imaginary parts along with the fit of the AR model are shown in Fig. 5. As expected, the AR model fits well. Fig. 6 shows the similar AR-2 model fit to the load current at a bus that had the highest absolute value of load. To emphasize the temporal nature of the input, the 2-dimensional frequency response (in both graph and time domains) is plotted for the input $\tilde{x}_t$ in Fig. 7. The figure provides evidence of the coupling between the graph frequencies and time series Fourier power spectrum, and the variability of the temporal response depending on what frequency mode is excited with Fourier spectra that are more or less concentrated towards low frequencies depending on the GFT mode. Hence, temporal dynamics can inform about what is happening in space (i.e. the trends are coupled).
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imposed on the support of the ordered Grid-GSO, $S$ when $|K| = 100$ graph frequency components are considered. Note the distribution of PMUs to different communities as well as on the generator buses as they belong to different graph communities. Fig. 9 exhibits the performance of the GSP based reconstruction method on optimally placed $|M|$ PMUs that provide down-sampled measurements, $v_M$. The number of graph frequencies considered for reconstruction are $|K| = |M|$. Even with just 5% of measurements (100 PMUs), the reconstruction error is extremely low. For random placement, $|M|$ PMUs are chosen at random and $|K| = 100$ graph frequencies are used for reconstruction. The trial of random placement is repeated 1,000 times and the most frequently occuring error (estimate of mode of the error distribution) is plotted. As expected, the reconstruction error for random placement is orders of magnitude higher than optimal placement.

To illustrate that the proposed modeling holds and algorithms work well also for real PMU data, in the next numerical experiments we used a real-world dataset of measurements from 35 PMUs placed in ISO New-England grid (ISO-NE) [79]. The data corresponds to a period of 180 seconds when a large generator near Ln:2 and Ln:4 introduces oscillations in the system. We decimated in time the PMU signals down to sampling frequency 1 sample/s.

**Network inference:** As the underlying GSO is unknown, it is estimated via (47) with the goal of recovering the underlying reduced-GSO. Since admittance values are not given, we only compare the support of the estimated GSO with the community of PMUs in the network. Fig. 10 shows the support of the estimated GSO and compares it with the map of PMUs highlighting a few clusters of correspondence. From Fig. 10 we see that the block-diagonal nature of the estimated GSO captures the community structure in the map.

**Interpolation of missing measurements:** Once the GSO is estimated, we consider the interpolation problem in (46) for the same ISO-NE dataset. We delete data at random and add noise. We solve the problem in (46) to recover missing measurements. In Fig.11 we compare the original, corrupted and recovered measurements. Corrupted measurements have missing samples not just at random but also contiguous in time. The normalized MSE, $\|V - \hat V\|_F^2/\|V\|_F^2$ is the metric used to gauge the reconstruction performance. As a comparison, we tested on the same data the AM-FIHT algorithm proposed in [80], which regularizes the reconstruction task assuming that the Hankel matrix formed with the columns of $V$, i.e. $\mathbb{H}(V)$, has low rank $r$,

$$\min_{\hat V} \|F_\Omega (\hat V - V)\|_F^2 \text{ subject to rank}(\mathbb{H}(V)) = r \quad (62)$$

The plot comparing the two methods is shown in Fig. 12. As seen, the GSO based method outperforms the AM-FIHT for this dataset, indicating that the regularization using the GSO is more effective at capturing the low-rank nature of the data, compared to seeking an arbitrary low rank structure in the the Hankel matrix of the data.

**Detection of FDI attacks:** Fig.13 shows the magnitude of the projection of the received measurement $z$ on the orthogonal subspace $\Pi_{\bot H\mathbb{H}_K(\hat S)}$. From Fig. 13 it is evident that when
Fig. 10: The map of PMUs placed in ISO-NE test case 3 [79] (left) and the support of estimated GSO via (47) (right) shown. Note that the community structure corresponds to groups of PMUs in the actual system as highlighted in the figure for a few clusters.

Fig. 11: Interpolation of missing measurements for an ISO-NE case using GSO based regularization. Note the contiguous missing of samples and our ability to interpolate. The relative noise level used is, \((|M|T)\sigma^2/\|V\|_F^2 = 10^{-4}\) Normalized MSE for this run is \(6.22 \times 10^{-4}\).

Fig. 12: Comparison of AM-FIHT algorithm in [80] \((r = 10, n_1 = 3, \beta = 0)\) and the proposed GSO based interpolation with 50% of missing measurements in the ISO-NE dataset.

Fig. 13: Components of projection of received measurement \(z\) onto the orthogonal subspace, \(\Pi_{\bot \mathcal{H}_k(S)} z\), \(|\mathcal{A}| = 500, |\mathcal{C}| = 200, |\mathcal{C}| = 250\).

Fig. 14: Empirical ROC curve for different \(|\mathcal{C}|\) when a percentage of them are malicious, \(|\mathcal{C}|/|\mathcal{A}| \times 100\) with \(|\mathcal{A}| = 500\) (out of 2,000) are available.

there is no attack, the magnitude of the projected component is orders of magnitude lower than when the measurements are under the FDI attack. This validates the idea of using high GFT frequency activity as an indicator of anomalies. Fig. 14 shows the empirical receiver operator characteristics (ROC) curve highlighting the detection performance of the proposed FDI attack detection scheme. The detection performance remains good, even when very few buses are attacked. We compare the performance of the proposed FDI attack detection with that of the method in [25] when the full state i.e. when all voltage measurements are available, \(|\mathcal{A}| = 2,000\). The underlying principle to detect the attack in [25] is to look at the magnitude of graph frequency components at higher graph frequencies which is similar in principle to the detection test we undertake. They use the real and imaginary parts of the system admittance.
For voltage data compression, Drayer & Routtenberg showed that scalar quantization and singular value decomposition (SVD) achieve 20% and 50% relative noise levels, respectively. They compared their method with the proposed method in this paper. The proposed method performs better than the method in [25], as evident from the empirical ROC curves in Fig. 16. As expected, scalar quantization does not perform as well as the proposed method, which is more robust to noise and also significantly more sensitive in detecting the attack vectors, even when only few buses are attacked.

Fig. 15: Reconstruction of attack vector.

Fig. 16: Empirical ROC curve for methods proposed here and by Drayer & Routtenberg [25] when all voltage measurements are available, $|A| = 2,000$. A percent of the measurements, $|C|/|A| \times 100$ are malicious. The relative noise level is $10^{-2}$.

Matrix as 2 GSOs, $\Re\{Y\}$ and $\Im\{Y\}$ respectively. Their test statistic is comprised of four components that are the frequency response of high-pass filtered real and imaginary voltage measurements (see Algorithm 2 in [25]). Fig. 16 shows the empirical ROC curves that compare the performance of the proposed method and the one in [25] when all voltage measurements are available and are noisy. The relative noise level used is $10^{-2}$. As evident from the curves, the proposed method performs better than the method in [25]. This is because our test statistic is more robust to noise and also significantly more sensitive in detecting the attack vectors, even when only few buses are attacked.

Fig. 17: Empirical rate distortion (RD) curve for the proposed compression method compared with singular value thresholding and quantization.

while the proposed method is sequential, which has important implications for the online communications of PMU data.

VII. CONCLUSIONS

In this paper, we proposed the framework of Grid-GSP for the power grid that highlights the inherent spatio-temporal structure in the voltage phasors by employing concepts from GSP. Grid-GSP revisits the concepts of sampling and reconstruction, interpolation, network inference and applications, to detection of FDI attacks and a lossy sequential data compression, were introduced using the lens of GSP. The resulting algorithms were tested on data from both synthetic and real-world datasets. The paper opens the door to leverage the GSP foundations for all types of grid data analytical tasks.
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