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The problem of extrapolating the perturbation series for the dilute Fermi gas in three dimensions to the unitary limit of infinite scattering length and into the BEC region is considered, using the available strong-coupling information to constrain the extrapolation problem. In this constrained extrapolation problem (CEP), the goal is to find classes of approximants that give well-converged results already for low perturbative truncation orders. First, it is shown that the standard Padé and Borel methods are too restrictive to give satisfactory results for this CEP. A generalization of Borel extrapolation is given by the so-called maximum-entropy (MaxEnt) extrapolation method. However, it is shown that MaxEnt requires extensive elaborations to be applicable to the dilute Fermi gas and is, thus, not practical for the CEP in this case. Instead, order-dependent-mapping extrapolation (ODME) as a simple, practical, and general method for the CEP is proposed. It is found that the ODME approximants for the ground-state energy of the dilute Fermi gas are robust with respect to changes of the mapping choice and agree with results from quantum Monte Carlo simulations within uncertainties.

1. Introduction

Consider an observable $F$ of a system characterized by a coupling $x$, and let $F$ be defined relative to the noninteracting system. (The ground-state energy $E/E_0$ is a canonical example.) Quantitative analytic knowledge about $F(x)$ is, in most cases, restricted to its weak-coupling perturbation series up to a given order $N$, that is

$$F(x) \approx 1 + \sum_{k=1}^{N} c_k x^k + O(x^{N+1})$$  \hspace{1cm} (1)

While it provides precise information about the behavior of $F(x)$ as $x \to 0$, the perturbation series generally fails to yield viable approximations away from weak coupling.

Indeed, the perturbation series is generally a divergent asymptotic series, with factorially growing coefficients at large orders, e.g., $c_k \sim k^{1/2}$. The principle of supersymmetry[5] states that for a given $x$, the accuracy of the perturbation series increases with increasing $N$ only for $N < N_{opt}$, where the optimal truncation order $N_{opt}$ is given by the largest $N$ for which $|c_N x^N| < |c_{N-1} x^{N-1}|$.

Resummation methods such as Padé[4,5] and Borel resummation[2] can produce estimates for $F(x)$ beyond supersymptotics. In the case of simple idealized systems where detailed knowledge of the analytic structure of $F(x)$ is available, Borel methods can yield approximants that converge to the exact $F(x)$ for $N \to \infty$. However, for realistic systems, standard resummation methods generally fail to give access to the regime of strong coupling, in particular, if only a few of the perturbation coefficients are available.

Experimental or computational methods provide access to the behavior of $F(x)$ at strong coupling, yielding information on the...
limit \( F(x \to -\infty) = \xi \) as well as the leading coefficients \( d_k \) in the strong-coupling expansion (SCE)
\[
F(x) \approx \xi + \sum_{k=1}^{M} \frac{d_k}{x^k} + O(x^{-M-1})
\]

(2)

Weak-to-strong-coupling extrapolants can then be defined as classes of functions \( F_N(x) \) that reproduce the perturbation series to order \( N \) and incorporate additional strong-coupling information—where the latter, in general, will come with numerical uncertainties. This defines the constrained extrapolation problem (CEP). Formally, the goal of the CEP is to find approximants \( F_N(x) \) that converge rapidly and smoothly to the correct \( F(x) \) as \( N \to \infty \). In practice, \( F_N(x) \) should be well converged already at low orders, because typical knowledge of the perturbation series is restricted to a low truncation order \( N \leq 4 - 6 \) (see, e.g., refs. [9–12]).

In this article, we consider the CEP for an unpolarized gas of spin-1/2 fermions interacting via short-range interactions, which are characterized by the s-wave scattering length \( a_s \) at low energies. The zero-temperature properties of the system are then determined by the single variable \( x = k_F a_s \), where \( k_F \) is the Fermi momentum of the system. In this way, the dilute Fermi gas constitutes a prime example of low-energy universality, with relevance to a variety of systems, in particular, ultracold atoms and neutron matter. The weak-coupling expansion of the ground-state energy \( F = E/E_0 \) was recently calculated to fourth order:
\[
c_k = \frac{10}{9\pi^2} \left( 44 - 8\ln 2 \right), \frac{0.0303089(0)}{21\pi^2}, \frac{0.0708(1)}{2 \ln |x|}, \ldots
\]

(3)

where the “\(0\)” after the seventh digit of the third-order coefficient means that its numerical error is smaller than \( 5 \times 10^{-8} \). (We note that in our previous paper,[21] there is a typo in the seventh digit of \( c_3 \); i.e., Equation (3) of ref. [21] should say \( c_3 = 0.0303089(0) - 0.0708(1) \). Notably, for spins higher than 1/2, both logarithmic terms \( \sim x^{n+4} \ln |x| \) and multi-fermion couplings are present in the perturbation series.[10] The extrapolation problem is then much more intricate in that case, because both more and more multi-fermion parameters appear at higher orders (the complete perturbation series has an infinite number of them). Therefore, in this article, we consider only the spin-1/2 case with the single parameter \( a_s \). The perturbation series is then analytic in \( x = k_F a_s \).

The strong-coupling regime of the dilute Fermi gas has been the focus of many experimental and theoretical studies in the past two decades.[13–15] Here, the salient feature at zero temperature is the BCS–BEC crossover from large negative to large positive \( a_s \), where the point with infinite scattering length (i.e., \( 1/a_s = 0 \)) is referred to as the unitary limit. By dimensional analysis, the energy of the unitary Fermi gas is given by \( E(k_F) = \xi E_0(k_F) \), where \( \xi \) is called the Bertsch parameter.

Regarding the CEP, what is relevant is not the functional form of the \( k_F \) dependence at \( 1/a_s = 0 \), but only that \( \xi \) is the leading term in the SCE (Equation (2)). The Bertsch parameter has been determined experimentally with ultracold atoms as \( \xi = 0.376(4) \)[22] and from quantum Monte Carlo (QMC) simulations as \( \xi = 0.372(5) \).[21] Furthermore, QMC provides estimates for the leading two strong-coupling coefficients \( d_1 \) and \( d_2 \); \( d_1 \approx -0.9 \) and \( d_2 \approx -0.8 \), with \( d_1 \) known more precisely[24] (see also Navon et al.[25]). Such a situation is typical of many physics problems, because, often, only limited data are available in the nonperturbative region.

This article is organized as follows. First, in Section 2, we apply two-point Padé approximants to the CEP for the dilute Fermi gas. We find that Padé does not yield satisfactory results for the CEP; in particular, several of them give flawed approximants with poles in the BCS region. In Section 3, we then examine Borel methods. We find that these methods also have severe deficiencies regarding our goal of producing well-converged classes of constrained extrapolants. Next, in Section 4, we study maximum-entropy (MaxEnt) extrapolation,[26,27] which is a modification of Borel extrapolation that allows the definition of a larger class of approximant functions. It has been demonstrated that in certain cases, MaxEnt can outperform both Borel and Padé methods,[26,27] and we examine one such case, the harmonic oscillator with an octic term. However, we show that, to be applicable to the dilute Fermi gas, MaxEnt requires extensive elaborations that render it impractical in that case.

After these unsuccessful explorations, in Section 5, we then introduce order-dependent-mapping extrapolation (ODME) as a straightforward and very flexible method for the CEP. The ODME method, which was developed in our previous study,[21] improves on the order-dependent-mapping (ODM) approach invented by Seznec and Zinn-Justin[28] (see also Yukalov[29]) and builds in information on the leading strong-coupling coefficients—\( d_1 \) and \( d_2 \) in this case. We review the connection of the original ODM to optimized perturbation theory (PT) and discuss the principles used in previous work to select the parameter \( \alpha \) of the mapping. We then explain why, in the CEP, strong-coupling information provides a physics-guided way to choose \( \alpha \) and show that the ODME leads to well-converged approximants for the ground-state energy of the dilute Fermi gas. The ODME solution to the CEP for the dilute Fermi gas compares well with QMC results throughout the BCS regime and beyond. Finally, Section 6 offers a summary and avenues for future work.

Some of these results already appeared in our previous study,[21] but, here, we provide additional discussions of them, as well as detailed comparisons to the Borel and MaxEnt methods.

2. Padé Approximants

“This is a dangerous business, Frodo, extrapolation. You step out of the perturbative regime, and if you don’t keep your analytic structure, there’s no knowing where you might be swept off to.”

Padé extrapolation works by fixing the coefficients of a rational function Padé\( (n, m)(x) \), such that its Maclaurin series matches the perturbation series to order \( N = n + m \). Here, \( n \) is the degree of the polynomial in the numerator, \( m \) is the denominator degree, and the Padé approximant is normalized to Padé\( (n, m)(0) = 1 \) in our case. Two-point Padé is the
One sees that the perturbation series diverges strongly for $|x| > 1$. Eventually, there is a spurious pole at $1/x = 0.27$, so in the BEC region, it fails to provide viable results already for small positive $1/x$. The $N = 4$ Padé, on the other hand, has a pole at negative real coupling ($x = -1.49$), and as shown in Figure 1, this leads to a significantly impaired extrapolation. We note that the $n = 3$ two-point Padé constructed to match $d_1$, $d_2$, and three perturbation coefficients has also a pole at negative real coupling, at $x \approx -0.17$. Because of these defects in the analytic structure, we conclude that the two-point Padé approximants are not suitable for the CEP of the dilute Fermi gas.

### 3. Borel Extrapolation Methods

#### 3.1. General Discussion

Compared with Padé approximants, Borel extrapolation represents a more sophisticated framework that allows the construction of approximants that explicitly consider the large-order behavior of the perturbation series. The starting point of the Borel methods is the Borel(-Leroy) transformed perturbation series

$$B(t) = 1 + \sum_{k=1}^{\infty} \frac{c_k}{\Gamma(k + 1 + \beta_0)} t^k$$

where the standard Borel transform corresponds to $\beta_0 = 0$. In contrast to the perturbation series, the Borel transformed series
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**Figure 1.** Two-point Padé approximants for the ground-state energy $F(x)$ of the dilute Fermi gas; see text for details. The left plot shows the weak-to-intermediate coupling BCS regime of $F(x)$ as a function of $x = k_F a_s$, whereas the right plot shows $F(x)$ as a function of $1/x = (k_F a_s)^{-1}$ throughout the BCS–BEC crossover. In each plot, we also show the truncated PT series $PT[N]$ for $N = 2, 4$, and in the right plot, also the SCE truncated at the second order ($M = 2$). In both cases, we also show results from QMC computations. The errors of the QMC data are estimated as specified in ref. [21]. The inset in the right plot magnifies the behavior at the intermediate coupling $x = -2$. 

Long years ago, in the last years of the nineteenth century, Mathematicians forged resummation methods of great power.
has a finite convergence radius. That is, the large-order behavior

\[ c_k \sim a^k \Gamma(k + 1 + \beta) \]

(7)

together with the choice of \( \beta_0 \), determines the nature of the leading singularity of \( B(t) \) at \( t = 1/\alpha \); see refs. [8,9,11].

Borel resummation corresponds to constructing \( F(x) \) in terms of the inverse Borel transform \( B(x) \) of the analytic continuation \( B(t) \) of the Borel transformed perturbation series

\[ B(x) = \int_0^\infty dt \, e^{-t \beta_0} B(tx) \]

(8)

In the so-called “Borel nonsummable case” where \( B(tx) \) has poles on the positive real axis, one can shift the integration path infinitesimally off the real axis. In this case, the approximant for \( F(x) \) may be taken as the real part of \( B(x) \), a prescription that often gives the correct result.\(^{[2,6,28,30]} \) The detailed study of the analytic properties of the Borel transform and the Borel nonsummable case are the subject of resurgence theory.\(^{[31,32]} \)

In the realistic case where the perturbation series is known only to a certain order \( N \), the goal is to construct approximants \( B_N(x) \) for \( F(x) \) via the inverse Borel transform of approximants \( B_N(t) \) for \( B(t) \). There are three basic methods for that (As discussed, in each of these three methods, we incorporate the unitary limit \( F(-\infty) = \xi \). We note that in the weak-to-intermediate coupling region (i.e., for \( |x| \leq 1 \), the “unconstrained” Borel methods give results that are similar to the ones obtained from the “constrained” Borel methods):)

1) Padé–Borel: matching of Padé approximants to the Borel transform of the truncated perturbation series;
2) conformal-Borel (CB): truncated re-expansion of the Borel transform series in terms of a conformal mapping \( w(t) \) that is chosen based on the analytic properties of \( B(t) \); and
3) Padé-conformal-Borel (PCB): matching of Padé approximants to the conformally re-expanded Borel series. In the CB and PCB cases, this corresponds to the methods we denoted as CCB and PCCB in our previous study,\(^{[21]} \) where the additional “C” stands for “constrained.”

For each of these, to incorporate the correct unitary limit \( B_N(-\infty) = \xi \), we introduce a rescaled version of \( F(x) \) that approaches 0 as \( x \to -\infty \)

\[ f(x) = \frac{F(x) - \xi}{1 - \xi} \]

(9)

The implementation of further strong-coupling constraints is less straightforward and not considered here. A study of this problem can be found in ref. [33], where it was found that two-point Padé–Borel approximants do not improve upon two-point Padé.

In Padé–Borel, incorporating the unitary limit \( f(-\infty) = 0 \) requires that off-diagonal Padé[\( n, m \)] approximants with \( m > n \) are used. Padé–Borel, in contrast to the conformal methods CB and PCB, makes no use of analytic properties of \( f(x) \). In CB and PCB, the principal analytic information determining the choice of the conformal mapping \( w(t) \) is the large-order behavior of the perturbation series, specifically the coefficient \( a \) in Equation (7). That is, given knowledge of \( a \), one chooses the mapping

\[ w(t) = \frac{\sqrt{1 - at} - 1}{\sqrt{1 - at} + 1} \]

(10)

that maps the cut Borel \( t \)-plane to the interior of the unit disc.\(^{[10,11]} \) The conformal re-expansion of the Borel series is then constructed as

\[ B_N(t) = (1 - w(t))^\eta \sum_{k=0}^{N} s_k [w(t)]^k \]

(11)

where the prefactor ensures the correct unitary limit \( B_N(-\infty) = 0 \). The exponent \( \eta \) of the prefactor in Equation (11) is chosen, such that the known analytic structure at infinity is best reproduced. As the SCE (Equation (2)) has no fractional powers of \( 1/x \), we set \( \eta = 1 \). The coefficients \( s_k \) are given by

\[ s_k = \frac{1}{(1 - \xi)^k} \sum_{n,m=0}^{N} c_n \gamma_{n,m}(0) \]

(12)

with

\[ \gamma_{n,m}(t) = \frac{\delta^m[t(w)]^m}{\partial w^m} \bigg|_{w=w(t)} \]

(13)

The conformal transformation (10) yields a function that has a square-root branch point at \( t = 1/\alpha \). A refinement of CB resummation (compared with the standard choice \( \beta_0 = 0 \)) corresponds to setting \( \beta_0 = \beta + 3/2 \); since then, the exact Borel transform has the same feature.\(^{[9]} \)

3.2. Application to Dilute Fermi Gas

The large-order behavior of the perturbation series of the dilute Fermi gas is not known at present. The basic idea is that the (leading) large-order behavior should be determined by (dominant) nonperturbative properties of the system—that would be pairing effects in this case of the dilute Fermi gas. Based on their results for the dilute Fermi gas in 1D,\(^{[30,34]} \) Marino and Reiss recently conjectured that \( a = -1/\pi \) and \( \beta = 0 \) for the 3D Fermi gas.\(^{[50]} \) This conjecture is also motivated by their finding that the subset of ladder diagrams gives \( a = -1/(2\pi) \), whereas the subset of particle–particle ladders yields \( a = -1/(4\pi) \).\(^{[30]} \)

The results from different Borel approximants for the ground-state energy \( F(x) \) of the dilute Fermi gas are shown in Figure 2. Regarding the two choices for the parameter \( \beta_0 \) in the Borel transform (Equation (6)) considered earlier, for Padé–Borel, we use the standard choice \( \beta_0 = 0 \), whereas for CB and PCB, we use the refined choice \( \beta_0 = \beta + 3/2 = 3/2 \). In each case, this yields results that are closer to the central QMC points. (Note that the refined choice is motivated only for CB and PCB but not for Padé–Borel.) Furthermore, in contrast to the case of Padé approximants, no simple analytic continuation into the BEC region is available for Borel approximants.

Regarding Padé–Borel[\( n, m \)] approximants matched to the rescaled function \( f(x) \), in the upper row of Figure 2, we show the results obtained for \( [n, m] \in \{[0,1],[0,2],[1,2],[1,3]\} \).
corresponding to input from the first $N \in \{1, 2, 3, 4\}$ perturbative coefficients. One sees that at weak-to-intermediate coupling, the results from the $N = 2, 3, 4$ Padé–Borel are within the QMC errors. The $N = 3, 4$ results are within the QMC errors throughout the entire BCS regime. For $|x| \leq 1.5$, the $N = 2$ results are closest to the central QMC points, whereas for larger $|x|$, the $N = 4$ ones perform better.

The results from the CB[N] and PCB[N] approximants, shown in the middle and lower row of Figure 2, are notably different. (In the PCB case, we use the standard $[n, n]$ and $[n, n+1]$ Padé for even and odd $N$, respectively.) At low $|x| \leq 1.5$, the CB results that come closest to the central QMC points are those obtained for $N = 1$, followed by $N = 3$ and $N = 4$. In the strong-coupling regime, all CB approximants deviate substantially from the QMC results.

Figure 2. Different Borel approximants for the ground-state energy $F(x)$ of the dilute Fermi gas; see text for details. As in Figure 1, the two plots in each row show different parts of the BCS regime. In the strong-coupling plot (right-hand side), we cut out most of the BEC regions, because Borel approximants cannot easily be continued beyond the unitary limit. The first row shows various Padé–Borel approximants with $\beta_0 = 0$, whereas the subsequent two rows display results obtained from the CB and PCB methods with $\beta_0 = 3/2$. As in Figure 1, we also show PT, the SCE, and the QMC results.
data at some point. As the correct unitary limit is enforced, this behavior is accompanied by local extrema. In the PCB case, for $|x| < 1.5$, the results improve with increasing $N$, with the $N = 3, 4$ ones consistent with the QMC data. However, at larger $|x|$, only the $N = 3$ PCB stays within the QMC error bars.

Altogether, we find that among the Borel methods, only Padé–Borel approximants give good results in the BCS region. However, no simple analytic continuation into the BEC region and no straightforward way to incorporate strong-coupling information beyond the unitary limit are available for them. Furthermore, we note that although Padé–Borel approximants perform reasonably well for the dilute Fermi gas, in other cases, such as the 0D model and the 1D Fermi gas considered in our previous study,[21] they do not give accurate results at strong coupling (see Figure A1 and A2 of ref. [21]). (To be precise, in ref. [21] we used the standard $[n, n + 1]$ (for odd $N$) and $[n, n]$ (for even $N$) Padé for Padé–Borel, whereas, here, we use $[n, n + 1]$ (for odd $N$) and $[n, n + 2]$ Padé. For the 0D and 1D cases considered in ref. [21], the $[n, n + 2]$ Padé–Borel approximants improve upon the $[n, n]$ ones only near the strong-coupling limit.) Therefore, we conclude that the Borel methods are only of limited suitability for this CEP.

4. MaxEnt Extrapolation

“Fermi gas drowns out all but the brightest extrapolations.”

4.1. Setup

MaxEnt extrapolation[26,27,15] may be seen as a generalization of Borel extrapolation. That is, instead of Equation (8), we consider approximants $f_{n}(x)$ for $f(x)$ of Equation (9) of the more general form

$$f_{n}(x) = \int_{D} dt \rho(t) K(tx)$$

where the density $\rho(z)$ is semipositive in the domain $D$, i.e., $\rho(z) \geq 0$ for $z \in D$. As we consider the rescaled function $f(x)$ given by Equation (9), the kernel $K(x)$ should satisfy $K(-\infty) = 0$. Given a choice of the kernel $K(x)$ and the domain $D$, the approximant $f_{n}(x)$ is then required to reproduce the first $N$ terms of the perturbation series of $F(x)$. This means that one needs to solve the (finite) moment problem

$$\forall n \in \{0, \ldots, N\}: \int_{D} dt \rho(t) t^{n} = \mu_{n}$$

(15)

where the moments are given by $\mu_{n} = c_{n}/K_{n}$, with $K_{n}$ the Maclaurin coefficients of $K(x)$. Without loss of generality, we may choose a function $K(x)$ that has $K_{0} = 1$, so as $F(x)$ (or $f(x)$) have $c_{0} = 1$, we may assume $\mu_{0} = 1$.

The moment problem (Equation (15)) is solvable only in certain cases, as discussed in the following. However, even if it is solvable, the moment conditions do not determine the density $\rho(t)$ uniquely. The MaxEnt idea is to pick the most likely solution for $\rho(t)$. This means that as an additional condition on $\rho(t)$, we require that the entropy functional $S[\rho]$ given by

$$S[\rho] = -\int_{D} dt \rho(t) \ln(\rho(t))$$

is maximized.[36,37] Via the method of Lagrange multipliers, the moment problem and $\delta S/\delta \rho = 0$ can be combined into the condition

$$\delta S_{N}[\rho] \delta \rho = 0$$

(17)

with

$$S_{N}[\rho] = S[\rho] + \sum_{n=0}^{N} \lambda_{n} \left( \int_{D} dt \rho(t) t^{n} - \mu_{n} \right)$$

(18)

The (formal) solution of Equation (17) is readily found as

$$\rho_{N}(t) = \exp \left( - \sum_{n=0}^{N} \lambda_{n} t^{n} \right)$$

(19)

where the Lagrange multipliers $\lambda_{n}$ are determined by the solution of the moment problem with $\rho_{N}(t)$ substituted for $\rho(t)$, that is

$$\forall n \in \{0, \ldots, N\}: \int_{D} dt \exp \left( - \sum_{m=0}^{N} \lambda_{m} t^{m} \right) t^{n} = \mu_{n}$$

(20)

The problem of solving these $N + 1$ nonlinear equations can be formulated as a minimization problem.[38] That is, we define the “effective potential” $\Gamma(\lambda_{1}, \ldots, \lambda_{N})$ as

$$\Gamma = \ln Z + \sum_{n=1}^{N} \mu_{n} \lambda_{n}$$

(21)

where

$$Z = \int_{D} dt e^{\sum_{n=1}^{N} \lambda_{n} t^{n}}$$

(22)

From Equation (20) together with $\mu_{0} = 1$, it follows that $Z = e^{\lambda_{0}}$; i.e., $\lambda_{0}$ is determined by $\{\lambda_{1}, \ldots, \lambda_{N}\}$. Stationary points of $\Gamma$ obey the moment conditions, and $\Gamma$ can be shown to be convex everywhere.[38] Thus, given that $\Gamma$ has a local minimum, this unique minimum yields the set $\{\lambda_{1}, \ldots, \lambda_{N}\}$ that solves the MaxEnt moment problem, Equation (20).

4.2. Moment Conditions

Here, we discuss the necessary and sufficient conditions for the existence of a (unique) solution to the MaxEnt moment problem. We consider a compact domain $D = [a, b]$, so Equation (15) is the finite (i.e., $N$ is finite) Hausdorff moment problem.[19] We refer to Equation (20) as the (finite) Hausdorff MaxEnt moment problem. The case where $D = [a, \infty)$ is known as the Stieltjes moment problem and $D = [-\infty, \infty]$ corresponds to the Hamburger moment problem. Notably, the Stieltjes moment conditions[36,41] deviate from the $b \rightarrow \infty$ limit of the Hausdorff conditions discussed as follows. However, since in the Stieltjes case it is $\rho(t) \rightarrow 0$ for $t \rightarrow \infty$, for practical applications we can assume a compact domain.
The Hausdorff moment problem can be rescaled to the canonical form

\[ \forall n \in \{0, \ldots, N\}: \int_0^1 d\zeta p(\zeta)\zeta^n = \omega_n \]  

(23)

Here, the scaled moments \( \omega_n \) are obtained iteratively from the \( N + 1 \) linear equations

\[ \forall n \in \{0, \ldots, N\}: \left( \sum_{k=0}^{n} \binom{n}{k} (b-a)^{n-k} \right) a^k = \mu_n \]  

(24)

The original density \( \rho(t) \) is obtained from the scaled density \( \rho(\zeta) \) using the affine transformation that relates \( t \) and \( \zeta \)

\[ \rho(t) = \frac{1}{b-a} \rho \left( \frac{t-a}{b-a} \right) \]  

(25)

As shown in the book by Akhiezer[39] (p. 74), the necessary and sufficient condition for the existence of a unique solution to the finite Hausdorff moment problem is that the eigenvalues of the matrices

\[ Q = (a_{i+j})_{i=0, \ldots, m, j=0, \ldots, m}, \]  

\[ R = (a_{ij} - a_{i+j})_{i=0, \ldots, m, j=0, \ldots, m} \]  

(26)

for odd \( N = 2m + 1 \) and

\[ Q = (a_{i+j})_{i=0, \ldots, m, j=0, \ldots, m}, \]  

\[ R = (a_{ij} - a_{i+j+1})_{i=0, \ldots, m-1, j=0, \ldots, m-1} \]  

(27)

for even \( N = 2m \) are nonnegative. For \( N \in \{1, 2, 3\} \), this (together with \( 0 \leq \omega_{n+1} \leq \omega_n \leq 1 \)) yields the following conditions on the scaled moments \( \omega_n \)

\[ N = 1: \quad 0 \leq \omega_1 \leq 1 \]  

(28)

\[ N = 2: \quad 0 \leq \omega_1^2 \leq \omega_2 \leq \omega_1 \leq 1 \]  

(29)

\[ N = 3: \quad 0 \leq \omega_3^2 - \omega_1 \leq \omega_2 \leq \omega_1 \leq 1 \land \omega_3^2 - \omega_3 \omega_2 + \omega_1 \geq 0 \]  

(30)

Mead and Papanicolaou[38] proved that the existence conditions for the infinite Hausdorff moment problem (i.e., complete monotonicity of the sequence \( \{\omega_n\}, n \in \{1, \ldots, \infty\} \)) guarantee the existence of a unique solution of the associated infinite Hausdorff MaxEnt moment problem. Their proof can be trivially adapted to prove that the existence conditions for the finite Hausdorff moment problem are also sufficient for the existence of a unique solution of the finite Hausdorff MaxEnt problem.

### 4.3. Application to Octic Oscillator

Before we investigate the requirements on the kernel \( K(x) \) and the domain \( D = [a, b] \) imposed by the Hausdorff moment conditions for the dilute Fermi gas, following refs. [26,27], we first study a different system where these conditions are easily satisfied: the harmonic oscillator with an octic term, which we refer to as the octic oscillator.

The octic oscillator is defined by the Hamiltonian

\[ H = p^2/2 + x^2/2 + gx^8 \]  

where \([x,p] = i\). Following Bender et al.,[26] we write the ground-state energy as \( E(g) = 1/2 + 105g f(g)/16 \), where \( f(g) \rightarrow 0 \) and \( E(g) \rightarrow \infty \) for \( g \rightarrow \infty \). The weak-coupling perturbation series of \( f(g) \) reads

\[ f(g) \approx 1 + \sum_{k=1}^{N} c_k g^k + O(x^{N+1}) \]  

(32)

The leading perturbation coefficients are given by

\[ c_k = \left( \begin{array}{c} 643 \cdot 3824275 \cdot 242134255883 \cdot 8050560668350165 \cdot 9737365960273224723 \cdot 4096 \\ 2, 8, 128, 512, \ldots \end{array} \right) \]  

(33)

and their large-order behavior is of the form[26]

\[ c_k \sim k^{-1/2} q^k \]  

(34)

It can be shown that \( f(g) \) is a generalized Stieltjes function.[26] That is, \( f(g) \) can be written as

\[ f(g) = \int_0^\infty dt \rho(t) \frac{1}{1+tg} \]  

(35)

so the perturbation coefficients can be represented as

\[ c_k = \int_0^\infty dt \rho(t) q^{k-1} \]  

(36)

Because of the rapid growth of the perturbation coefficients with \( k \), the density \( \rho(t) \) is not uniquely determined.[26] However, Equation (36) implies that the (Stieltjes) MaxEnt moment problem with kernel \( K_0(g) = 1/(1+g) \) does have a unique solution (for each \( N \)). Thus, we consider MaxEnt approximants \( f_N(g) \) for \( f(g) \) of the form

\[ f_N(g) = \int_0^\infty dt e^{-\sum_{n=0}^N K_0(tg)} \]  

(37)

where the kernel

\[ K_0(g) = \frac{1}{1+g} \]  

(38)

associated with Equation (35). This corresponds to the original kernel choice by Bender et al. in their pioneering study of the MaxEnt extrapolation technique.[26] An improved kernel that incorporates the leading strong-coupling behavior[42]

\[ f(g) \sim g^{-4/5} \]  

(39)

was considered by Drabold and Jones,[27] that is
Table 1. Results from MaxEnt and Padé approximants for the inverse of the
ocic oscillator function \( f(g) \) compared with the exact \( 1/f(g) \) for
different perturbation orders \( N \) and \( g \in (0.001, 0.01, 0.1, 0.5, 1.0, 10) \). The
exact results are taken from refs. [26, 42, 62].

| Method   | \( N \) | \( g = 1/1000 \) | \( g = 1/100 \) | \( g = 1/10 \) | \( g = 1/2 \) | \( g = 1 \) | \( g = 10 \) |
|----------|--------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Exact    | –      | 1.21            | 2.04            | 5.46            | 13.37           | 20.46           | 94.98           |
| MaxEnt \([K_0]\) | 1      | 1.25            | 2.49            | 8.47            | 24.20           | 39.18           | 209.9           |
| MaxEnt \([K_0]\) | 2      | 1.24            | 2.41            | 8.02            | 22.43           | 36.75           | 195.9           |
| MaxEnt \([K_0]\) | 3      | 1.22            | 2.25            | 7.14            | 19.83           | 31.33           | 167.6           |
| MaxEnt \([K_0]\) | 4      | 1.26            | 2.68            | 10.66           | 35.43           | 61.65           | 428.6           |
| MaxEnt \([K_0]\) | 5      | 1.25            | 2.57            | 9.94            | 32.68           | 56.68           | 391.1           |
| MaxEnt \([K_0]\) | 6      | 1.22            | 2.37            | 8.61            | 27.58           | 47.44           | 321.8           |
| Padé     | 1      | 1.32            | 4.22            | 33.16           | 161.9           | 322.5           | 3216           |
| Padé     | 2      | 1.24            | 3.73            | 24.49           | 118.4           | 235.7           | 2348           |
| Padé     | 3      | 1.23            | 3.08            | 21.49           | 103.3           | 205.5           | 2046           |
| Padé     | 4      | 1.23            | 2.94            | 19.92           | 95.4            | 189.8           | 1888           |
| Padé     | 5      | 1.22            | 2.85            | 18.95           | 90.5            | 179.9           | 1789           |

For this kernel, there exists a range for \( \alpha \) and \( \beta \) as well as \( a \) and \( b \) for which Equation (42) is satisfied. However, the \( N \geq 3 \) conditions are still violated. To amend this, one may, for \( N = 3 \), add (e.g.,) a term \( \Delta K_3(x) = 1/(1 - \gamma x^3) \) to \( K(x) \), for \( N = 4 \), then (e.g.,) an additional term \( \Delta K_4(x) = 1/(1 + \delta x^4) \), and so on.

Then, there are two possibilities to construct a sequence of MaxEnt approximants \( f_{N-1}, \ldots, f_N(x) \) for a given truncation order \( N \), i.e., 1) one chooses \( K(x) \), such that the order \( N \) conditions are satisfied; and 2) one uses a “kernel scheme” where for each subsequent \( N \), a different (i.e., extended) kernel is used.

These two methods are, however, not very useful for the dilute-Fermi-gas CEP. In both, the kernel parameter space increases dimensionally with \( N \) or \( N' \). A given sequence of MaxEnt approximants corresponds to a particular trajectory in this parameter space. The dimensional increase in the parameter space with \( N \) or \( N' \) then makes it very difficult to identify approximant sequences with good convergence properties. We, therefore, conclude that MaxEnt is not suitable for the dilute-Fermi-gas CEP.

5. Order-Dependent Mapping Extrapolation

“In one extrapolation to rule them all.”

In this section, we discuss the ODME method developed in
our previous study.\(^{[21]}\) We start by introducing a 0D model
problem in Section 5.1. Therefore, we show how the (bare)
perturbation series for the 0D model can be improved using an
order-dependent expansion point. Subsequently, we show that
this improvement can be reformulated as an order-dependent
re-expansion of the bare perturbation series, corresponding to
the “method of order-dependent mappings (ODMs)” introduced
by Seznec and Zinn-Justin.\(^{[28]}\) In Section 5.2, we then state
the general formulation of ODM and prove that, for the 0D model, it
converges to the exact solution. Next, in Section 5.2, we introduce
ODME and show that it provides a significant improvement over
ODM. Finally, in Section 5.4, we discuss the application of
ODME to the dilute-Fermi-gas CEP.

5.1. From Optimized PT to ODM

5.1.1. Bare Perturbation Series

As in our previous study\(^{[21]}\), we consider the partition function of
the 0D \( \varphi^4 \) theory (see also Zinn-Justin\(^{[21]}\))

\[
Z(g) = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} d\varphi e^{-\varphi^2 - \beta \varphi^4} \tag{44}
\]

This is, of course, just an integral, whose value depends on the
coupling \( g \). We refer to it as the “0D model.” Its perturbative
approximants are given by
\[ Z_{\lambda N}^{PT(0)}(g) = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} d\phi e^{-\phi^2} \sum_{k=0}^{N} \left( -g\phi^2 \right)^k \frac{1}{k!} \]

\[ Z_{\lambda N}^{PT(\lambda)}(g) = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} d\phi e^{-\phi^2} \sum_{k=0}^{N} \left( -g\phi^2 + \lambda \phi^4 \right)^k \frac{1}{k!} \]

with

\[ c_k = (-1)^k \frac{(4k)!}{2^{4k}(2k)!k!} \lim_{k \to \infty} \frac{1}{\sqrt{2\pi}} (4k-4)(k-1)! \]

As shown in the first block of Table 2, the low-order perturbative approximants are very precise for \( g \leq 0.01 \), but for \( g \geq 0.1 \), they diverge strongly from the exact result. The divergent behavior of the perturbative approximants can be understood by comparing their integral representation with that of the exact partition function. The exact integrand \( e^{-\phi^2 - g\phi^2} \) decays smoothly with \( \phi \). The perturbative integrands \( Z_{\lambda N}^{PT(\lambda)}(\phi,g) \), on the other hand, have large tails with local extrema that grow with \( g \) and \( N \); see Pernice and Oleaga.\(^{[43]}\)

### 5.1.2. Optimized Perturbation Series

There is a straightforward way to fix this deficiency of the perturbative integrands: one constructs an "optimized perturbation series" where the unperturbed partition function has as integrand \( e^{-(1+g/\lambda)\phi^2} \). This gives

\[ Z_{\lambda N}^{PT(\lambda)}(g) = \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} d\phi e^{-\phi^2} \sum_{k=0}^{N} \left( -g\phi^2 + \lambda \phi^4 \right)^k \frac{1}{k!} \]

By having the parameter \( \lambda \) depend suitably on the truncation order \( N \), the tails of the perturbative integrands can be removed, leading to an expansion whose convergence is improved over that of the bare perturbation series. We note that this method, which we denote by "optimized perturbation series," is often referred to as the "linear delta expansion" in the literature.\(^{[54-55]}\) Also, note that the optimized perturbation series is similar to PT with an order-dependent reference Hamiltonian.\(^{[54]}\)

One can choose \( \lambda(N) \), such that the optimized perturbation series converges for all values of \( g \). As shown by Guida et al.,\(^{[55]}\) this requires that \( \lambda(N) \geq 30N/\sqrt{2} \), with \( 1 < \gamma < 2 \). (For \( \gamma = 1 \), the convergence condition is \( \lambda(N) \geq 30N/\sqrt{2}/C \), with \( C < C_{\text{crit}} \), where \( C_{\text{crit}} \approx 1.167 \).) In the second block of Table 2, we show results for the choice \( \lambda(N) = \sqrt{N} \). One sees that the optimized perturbation series indeed shows convergent behavior even for large values of \( g \). Furthermore, it is more accurate than the bare perturbation series also at small \( g \) where both give good results.

### 5.1.3. Method of ODMs

The construction of the optimized perturbation series in this way may face technical difficulties in more complicated problems. To address this, following Seznec and Zinn-Justin,\(^{[28]}\) we now reformulate the optimized perturbation series for the 0D model, such that the bare perturbation series is used directly as input; i.e., no new path integrals have to be evaluated. We first define two new parameters \( \alpha \) and \( w \) as follows

\[ \alpha = \frac{1}{\lambda + g\lambda^2}, \quad w = \frac{\sqrt{\alpha^2 - 4ag} - \alpha}{\sqrt{\alpha^2 - 4ag} + \alpha} \]

Substituting these new parameters into the optimized series, we find

\[ Z_{\lambda N}^{PT(\lambda)}(g) = \left( 1 - w \sum_{k=0}^{N} w^k \int_{-\infty}^{\infty} d\phi \frac{1}{\sqrt{\pi}} e^{-\phi^2 - g\phi^2} (\alpha \phi^2 - \phi^4)^k \right) \]

which corresponds to the "method of ODMs". As discussed further in Section 5.2, ODM corresponds to a truncated re-expansion (modulo a suitable prefactor) of the bare perturbation series.

While for the 0D model, ODM and the optimized perturbation series appear to be equivalent, there is a difference: in the ODM, it is \( \alpha \) and not \( \lambda \) that is fixed at each truncation order \( N \). (Note that the relation between \( \alpha \) and \( \lambda \) depends on \( g \); see Equation (48).) This difference between ODM and the optimized series is shown in Table 2, where in the third block, we show the results obtained.
from ODM with $a(N) = 1/N$. This corresponds to $\lambda(N) = \sqrt{N}$ only in the limit $N \to \infty$ but not at finite $N$. One sees that while the overall trend of the results is similar, for $N = 3-5$, the ODM method is slightly more precise than the optimized perturbation series both at small and large values $g$. However, at intermediate couplings near $g = 1$, the optimized perturbation series performs better.

5.2. ODM with FAC

For a function $F(x)$ with weak-coupling expansion and SCE of the form of Equation (1) and (2), respectively, the ODM approximants for the rescaled function $F(x)$ of Equation (9) are given by (with $x$ now instead of $g$)

$$f_N(x) = \xi + (1 - \xi)[1 - w(x; \alpha)] \sum_{k=0}^{N} h_k(\alpha)[w(x; \alpha)]^k$$  \hspace{1cm} (50)

Here, $w(-\infty, \alpha) = 1$, so the factor $(1 - w)$ ensures the correct strong-coupling limit of $F(x)$: $F(\infty) = \xi$. The mapping $w(x; \alpha)$ is chosen such that the (truncated) SCE of $F_N(x)$ matches Equation (2). The coefficients $h_k(\alpha)$ are chosen such that the weak-coupling expansion of $F_N(x)$ matches Equation (1) to order $N$. This implies that $h_k(\alpha)$ can be obtained by multiplying the perturbation series of the rescaled function $f(x)$ given by Equation (57) by $1/(1 - w)$, substituting $x = x(w)$, and then expanding in powers of $w$. From this, we find

$$h_k = \frac{1}{(1 - \xi)^k!} \sum_{n,m=0}^{k} c_n \gamma_{n,m}(0)$$  \hspace{1cm} (51)

with

$$\gamma_{n,m}(x) = \frac{\partial^n [x(w)]^m}{\partial w^m} \bigg|_{w=w(x)}$$  \hspace{1cm} (52)

The SCE of the 0D model is not of the form of Equation (2) but involves fractional powers of $g$

$$Z(g) = g^{1/4} \sum_{k=1}^{\infty} \frac{(-1)^{k-1} \Gamma(k/2 - 1/4)}{2\sqrt{\pi} (k - 1)!} g^{-k/2}$$  \hspace{1cm} (53)

To consider this feature, we use a prefactor $\sqrt{1 - w}$ instead of $(1 - w)$ and choose the mapping from Equation (48). The ODM approximants are then those given by Equation (49). The inverse mapping is given by

$$g(w) = \alpha \frac{w}{(1 - w)^{3/2}}$$  \hspace{1cm} (54)

In general, the inverse mapping will not be available in a closed form. In that case, the coefficients $\gamma_{n,m}$ can be calculated iteratively, as detailed in the Supplementary Material of our previous study.[21]

Two commonly used prescriptions for choosing $a(N)$ (or $\lambda(N)$, in optimized PT) are: 1) the criterion of “fastest apparent convergence (FAC)” that fixes $a(N)$ such that the order $N$ coefficient in the re-expanded series vanishes; and 2) the “principle of minimal sensitivity (PMS)”[29,37] meaning $a(N)$ should be chosen such that the ODM approximant is least sensitive to variations of $\alpha$ about its chosen value.

Both FAC and PMS may lead to complex values of $a(N)$, in which case the resulting approximant is, for each $N$, defined as the real part of underlying ODM form. (There is also a PMS version of optimized PT (known as “variational PT”) where the real values of $\lambda(N)$ are enforced; see refs. [9,58,59]).

In the original ODM by Seznec and Zinn-Justin[28] the parameter $a(N)$ is chosen by the FAC criterion, i.e., by $h_N = 0$. Adapting from refs. [28,48], we now show that Equation (49) indeed converges to the correct result for $N \to \infty$ under the FAC choice. (A more elaborate convergence proof was provided by Guida et al.[55]) From Equation (47), the FAC criterion can be written as

$$\int_{-\infty}^{\infty} du e^{-N\phi_0(u)} = 0$$  \hspace{1cm} (55)

with $u = g^2/\lambda$ and $\phi(u) = \beta u + \ln(u^2 - u)$, where $\beta = (g^2 + \lambda)/N$. Assuming the scaling $\lambda(N) \sim \sqrt{N}$ and $a(N) \sim 1/N$, respectively, we can evaluate Equation (55) by steepest descent. There are two saddle points, that is

$$u_{1,2} = \frac{1}{2} \pm \frac{1}{\beta} \left(1 \pm \sqrt{1 + \beta^2/4}\right)$$  \hspace{1cm} (56)

and $h_N = 0$ implies that $\phi(u_1) = \phi(u_2)$, which leads to $\beta = b_0 \approx 1.325487$. From this, we obtain

$$\lambda(N) \sim \sqrt{b_0 N g}, \quad a(N) \sim \frac{1}{b_0 N}$$  \hspace{1cm} (57)

From Equation (47), the remainder $R_N(g) = Z(g) - Z_N(g)$ can be written as[47]

$$R_N(g) = \frac{\sqrt{\pi}}{2\sqrt{2\pi}} \int_{-\infty}^{\infty} du \int \frac{dz}{2\pi i} \frac{1}{\sqrt{z^N + 1}} e^{-NS(z,u)}$$  \hspace{1cm} (58)

where $S(z, u) = \beta u + \beta_0 z(u - 1) + \ln(z)$, with $u$ and $\beta$ as before, and $\beta_0 = g^2/2N$. The contour $C$ encloses the poles at $z = 0$ and $z = 1$. A steepest descent evaluation leads to

$$R_N(g) \approx \frac{\sqrt{\pi}}{2\pi i} \int_{-\infty}^{\infty} du \frac{1}{\sqrt{z^N + 1}} e^{-NS(z,u)}$$  \hspace{1cm} (59)

with saddle point

$$z_0 = \frac{1}{\beta_0 u(1 - u)} \sim \frac{1}{b_0 u(1 - u)}$$  \hspace{1cm} (60)

Finally, performing the $u$ integral by steepest descent, one finds (see Duncan and Jones[48] for details)

$$R_N(g) \sim e^{-\nu N} N^{-3/4} e^{-\nu N}$$  \hspace{1cm} (61)

with $\nu \approx 0.662743$, corresponding to exponential (geometric) convergence.

The results for ODM with the FAC choice of $a(N)$ are given in the fourth block of Table 2. As the FAC criterion $h_N = 0$ yields several possibilities for $a(N)$, we need an additional criterion:
we choose the FAC solution with smallest \( h_{N-1} \). One sees that while the convergence pattern is qualitatively similar, FAC does yield a quantitative decrease in the errors at each order (and at each coupling) compared with what is seen with a generic \( \alpha = 1/N \) choice (the third block of Table 1). We note that we have examined ODM also with other \( \alpha(N) \) criteria, such as different versions of PMS, but we found that they give either worse or similar results as FAC with smallest \( h_{N-1} \).

5.3. From ODM to ODME

Evidently, the choice of the criterion to fix the mapping parameter \( \alpha(N) \) plays an important part in the application of ODM. We have seen that, for the 0D model, the FAC criterion improves upon the simple scaling choice \( \alpha(N) = 1/N \). However, the FAC (or PMS) choice appears somewhat heuristic, and it seems plausible \( \alpha(N) \) which give better results should exist.

A second issue is that in the CEP we want to include strong-coupling information beyond the unitary limit. One possible method for this was proposed (for optimized PT) by Kleinert. However, that method still leaves the first issue, the choice of \( \alpha(N) \).

The “ODME” approach introduced in our previous study\(^{[21]} \) tackles these two issues at once. That is, in the ODME one fixes \( \alpha(N) \) by ensuring that the SCE of \( F_N(x) \) has a first-order coefficient equal to the first correction to the strong-coupling limit, i.e., \( d_1 \) of Equation (2). This again yields several possibilities for \( \alpha(N) \); we select the one that minimizes the difference between \( d_2 \) and the corresponding coefficient of \( F_N(x) \).

The ODME results for the 0D model are shown in the fifth block of Table 2. One sees that the ODME choice for \( \alpha(N) \) leads to much more precise approximants than FAC. In particular, ODME is more precise also at very small values of \( g \) where including additional strong-coupling information is not expected to give improved results. Furthermore, in our previous study\(^{[21]} \) we showed that at low truncation orders ODME also outperforms the SCE (which has infinite radius of convergence), even at large \( g \). For example, for \( g = 10 \) and \( \leq 4 \) ODME is more accurate than the SCE truncated at the same order, and even at \( g = 100 \) they reach similar precision for \( N = 4 \). Furthermore, at \( g = 1 \) the SCE reaches a higher precision than ODME not until \( N \geq 14 \). Not surprisingly, in the weak-coupling regime (\( g \leq 1 \)), the SCE produces accurate results only for very large truncation order.

The ODME approach of our previous study\(^{[21]} \) also makes constructive use of the mapping ambiguity of ODM: among the available mappings, in ODME one selects those that give the best converged results at low orders. As a measure for convergence, we consider the sum of the deviations of consecutive-order approximants

\[
\Delta_w = \sum_{x_i} \sum_{N=2}^{M} \sigma_N |F_N(x_i) - F_{N-1}(x_i)|
\]

Here, \( \{x_i\} \) are selected points in the coupling regime of interest, and \( M \) is the truncation order up to which the perturbation series is known. The weights \( \sigma_N \) may be chosen in accord with the principle that the deviation should be smaller at higher orders; e.g., one may set \( \sigma_N = N \). In the ODME, one chooses the mappings \( w(x) \) for which the quantity \( \Delta_w \) is smallest. We will make use of this criterion of low-order convergence when we apply ODME to the dilute-Fermi-gas CEP.

5.4. Application to Dilute Fermi Gas

We now discuss the application of ODME for the 3D Fermi gas. We consider mappings of the form

\[
w(x) = -w_0 \frac{x}{D(x; \alpha)}
\]

with \( w_0 = \lim_{\alpha \to \infty} D(x; \alpha)/x \). A general form for \( D(x; \alpha) \) consistent with the SCE of the 1D and 3D Fermi gas is, for example

\[
D(x; \alpha) = \kappa_1 \alpha - \kappa_2 x + (\kappa_3 \alpha^p + (-x)^p)^{1/p}
\]

In principle, large sums of such terms could be used. However, we found that to have well-converged results at low orders, excessively complicated forms of \( D(x; \alpha) \) are disfavored.

In our previous study\(^{[21]} \) we examined several choices for \( D(x; \alpha) \). We found a number of mappings that give quite similar results in the BCS regime. Among them, the two mappings for which the ODME approximants are best converged have

\[
D(x; \alpha) = \alpha + \sqrt{\alpha + x^2}
\]

and

\[
D(x; \alpha) = \alpha + \sqrt{\alpha^2 + x^2}
\]

Of the mappings we surveyed the quantity \( \Delta_w \) of Equation (62) is smallest for these two (we chose \( x_i \) evenly distributed in the BCS regime).

The results for the dilute Fermi gas CEP from these two mappings are shown in Figure 3. The bands correspond to the uncertainties in the values \( d_1 = -0.90(5) \) and \( d_2 = -0.8(1) \). We used the central value of the experimental result for the Bertsch parameter, \( \xi = 0.376 \). For both mappings, the ODME results are below the central (variational) QMC points, and the ODME bands overlap with the QMC error bars for \( N \geq 2 \). While the first-order (\( N = 1 \)) ODME results are closer to the QMC points for the second mapping (Equation (66)), the ODME bands are smaller for the first mapping, corresponding to a slightly smaller \( \Delta_w \) (averaged over the \( d_1 \) and \( d_2 \) inputs)

The ODME approximants can be easily continued into the BEC region, and as shown in Figure 3, they still give reasonably well-converged results for BEC values of \( x \) that are not too far from the unitary limit. For both mappings, the dependence on the strong-coupling input in the BEC region is larger for \( N = 4 \). This may, however, be improved also by including BEC values into \( \Delta_w \) and by selecting sequences of ODME approximants according to their convergence for each \( (\xi, d_1, d_2) \) input value.

With approximant sequences that have good convergence properties in hand, we can use sequence extrapolation techniques such as the Shanks transformation to obtain estimates for \( N \to \infty \) results. For example, for \( x = -2 \) and the central values of \( d_1 \) and \( d_2 \) quoted earlier, the second mapping (Equation (66)) gives the ODME values \( F_N(-2) \approx (0.644, 0.660, 0.663, 0.665) \) for \( N = (1, 2, 3, 4) \), which approaches the QMC value \( F_{QMC}(-2) = 0.676(12) \). The Shanks extrapolated...
result is \( F_{\infty}(-2) \approx 0.670 \), which is well within the QMC error bar. For the first mapping (Equation (66)), we get instead \( F_N(-2) \approx (0.631, 0.664, 0.663, 0.663) \) for \( N = 1, 2, 3, 4 \). The Shanks transformation gives \( F_{\infty}(-2) \approx 0.663 \), which is just below the QMC error bar. The larger values of \( d_1 \) generally give results that are closer to the QMC data; e.g., for \( d_1 = 0.95 \), one gets \( F_N(-2) \approx (0.634, 0.669, 0.670, 0.668) \) and \( F_{\infty}(-2) \approx 0.670 \). Also, note that the QMC point at unitarity is \( F_{QMC}(-\infty) = 0.390(18) \); i.e., the experimental Bertch parameter \( \xi = 0.376(4) \) lies at the lower end of the QMC error bar at unitarity. This, perhaps, provides a hint that the exact result at \( x = -2 \) is actually closer to the ODME results than to the central QMC value used here.

6. Conclusion and Outlook

"Don’t adventures ever have an end? I suppose not. Someone else always has to carry on the story."

Bilbo Baggins

The problem of extrapolating a perturbation series beyond the weak-coupling regime is ubiquitous in theoretical physics. The CEP is to find sequences of perturbation-series extrapolants that consider limited strong-coupling information and are well converged at low orders. The strong-coupling information can come either from experimental or from numerical simulations. In this article, we investigated several different approaches to the CEP. As our target problem, we focused on the constrained extrapolation of the perturbation series for the ground-state energy of the dilute Fermi gas throughout the entire BCS regime and into the BEC regime.

First, we examined two standard extrapolation methods, Padé and Borel resummation. We found that the results from these methods for our target problem are deficient in significant ways. While Padé is a straightforward approach and can implement any number of SCE constraints, it is unreliable, because unphysical poles can appear in the extrapolation region. The more sophisticated Borel method does not produce spurious poles and reliably improves the convergence of perturbative results in the weak-coupling region. However, we found that for many Borel extrapolants, the convergence breaks down at intermediate-to-strong coupling (see also the previous work by Wellenhofer, Drischler, and Schwenk[20]), even if they are constrained by strong-coupling information. The more sophisticated Borel method does not produce spurious poles and reliably improves the convergence of perturbative results in the weak-coupling region. However, we found that for many Borel extrapolants, the convergence breaks down at intermediate-to-strong coupling (see also the previous work by Wellenhofer, Drischler, and Schwenk[20]), even if they are constrained by strong-coupling information. Moreover, because they are based on an integral transform, Borel extrapolants cannot be easily continued into the BEC regime.

We then turned to the more flexible MaxEnt extrapolation technique, which can provide better results than standard resummation methods in certain cases. However, its application to the dilute Fermi gas is inhibited by the fact that the moment conditions, which must be satisfied for it to be applicable, require quite
intricate choices for the MaxEnt kernel. This renders the kernel highly ambiguous.

Finally, we introduced the ODME method developed in our previous study,(21) building on previous work by Seznec and Zinn-Justin.(28) Instead of matching the low-order weak-coupling coefficients to an integral form (Borel and MaxEnt) or a fixed functional form (Padé), this method uses a re-expansion of the perturbation series in terms of a mapping $\omega(x)$. Strong-coupling constraints up to second order are implemented by adjusting the (truncation-order-dependent) mapping parameter $\alpha(N)$. Extrapolation into the BEC region is as straightforward as in the Padé case. We found that the ODME outperforms similar methods for a 0D model, and we showed that it provides good results for the dilute-Fermi-gas CEP. In particular, simple mappings already produce good results, and reasonable variations of the mapping choice do not significantly affect the obtained results. Overall, compared with the standard Padé and Borel methods as well as the MaxEnt technique, ODME is more generally applicable and does not induce artifacts such as spurious poles. Moreover, our results suggest that, already at low truncation orders, ODME often leads to well-converged results all the way from weak to strong coupling.

The ODME method is very flexible and can be applied to a variety of extrapolation problems. In particular, this method can also be applied in cases where the available weak- and strong-coupling data do not provide sufficient constraints, but additional information at an intermediate coupling is available. That is, by mapping the intermediate coupling point to infinity via a conformal transformation, ODME can be used to construct weak-to-intermediate coupling approximants, which can then, in a second application of the ODME method, be analytically continued to the strong-coupling regime. An interesting target for future applications of ODME along these lines is the construction of an equation of state of strongly interacting matter in neutron stars that combines constraints from low-density nuclear physics calculations, observational constraints at higher density, and ultrahigh-density perturbative quantum chromodynamics (see, e.g., ref. [61]).
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