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Abstract—Multi-atlas segmentation (MAS) is a promising framework for medical image segmentation. Generally, MAS methods register multiple atlases, i.e., medical images with corresponding labels, to a target image; and the transformed atlas labels can be combined to generate target segmentation via label fusion schemes. Many conventional MAS methods employed the atlases from the same modality as the target image. However, the number of atlases with the same modality may be limited or even missing in many clinical applications. Besides, conventional MAS methods suffer from the computational burden of registration or label fusion procedures. In this work, we design a novel cross-modality MAS framework, which uses available atlases from a certain modality to segment a target image from another modality. To boost the computational efficiency of the framework, both the image registration and label fusion are achieved by well-designed deep neural networks. For the atlas-to-target image registration, we propose a bi-directional registration network (BiRegNet), which can efficiently align images from different modalities. For the label fusion, we design a similarity estimation network (SimNet), which estimates the fusion weight of each atlas by measuring its similarity to the target image. SimNet can learn multi-scale information for similarity estimation to improve the performance of label fusion. The proposed framework was evaluated by the left ventricle and liver segmentation tasks on the MM-WHS and CHAOS datasets, respectively. Results have shown that the framework is effective for cross-modality MAS in both registration and label fusion https://github.com/NanYoMy/cmmas.
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I. INTRODUCTION

SEGMENTATION is an essential step in medical image analysis. Many clinical applications rely on segmentation to extract specific anatomy or to compute certain functional indices. For instance, anatomy structural segmentation is a general prerequisite in clinical cardiology [1] and hepatology [2] applications.

Multi-atlas segmentation (MAS) is one of the most successful techniques for the medical image segmentation [3]. Generally, MAS methods mainly contain two steps, i.e., the atlas-to-target registration and the label fusion of multiple warped atlases. The registration aims to warp the atlases to the target image space. Consequently, the labels of the warped atlases are regarded as the candidate segmentations of the target image. This step is therefore considered as an effective scheme in incorporating the prior shape knowledge from the atlases [4]. The label fusion is designed to jointly fuse the multiple candidates into one unified result for the final segmentation of the target image. This joint decision making of MAS considering multiple candidates can improve the generalization capability and robustness, comparing with single-atlas segmentation [5].

Most of the current MAS methods use single-modality atlases, whose intensity images have the same modality as the target images [6]. In clinical practice, multiple modalities of medical images are usually acquired to assess different properties of the same region of interest [7]. There are many benefits to analyze target images by using information from another modality (cross-modality). For instance, Li et al. [8] employed the structural information from anatomical MRIs to assist the segmentation of atrial scars on LGE MRIs. By developing a cross-modality MAS method, one can also employ high-quality images [such as CT, see left of Fig. 1(a)] to improve the segmentation of low-quality ones [such as MR, see right of Fig. 1(a)]. Meanwhile, cross-modality MAS methods could bring convenience when performing multi-modality segmentation [9]. For example, multi-modality abdominal images, i.e., T1-DUAL, T2-SPIR and CT, are usually acquired for liver analysis [7]. Based on a cross-modality MAS method, we can perform segmentation of multi-modality images (such as T1-DUAL and T2-SPIR) by only using atlases from a single high-quality modality (such as CT). Nevertheless, the intensity distributions of an anatomy can vary largely among different modalities [see Fig. 1(b)], which poses additional challenges for the cross-modality MAS.

Recently, several works have been proposed to adopt cross-modality atlases in MAS framework [9], [10], which however are
Examples of computed tomography (CT) and magnetic resonance (MR) atlas. To achieve atlas-to-target registration, we present a novel deep learning-based cross-modality MAS framework, which aims to segment a target image from modality $A$ by using a set of atlases from modality $B$ (cross-modality atlases). To achieve atlas-to-target registration, we propose a bi-directional cross-modality registration network (BiRegNet), which can jointly estimate the forward and backward dense displacement fields (DDFs). We further constrain the forward and backward DDFs by introducing a consistency loss. Additionally, attention gate (AG) [14] module is embedded into BiRegNet to emphasize misaligned areas for better registration performance. For fusion weight, we introduce a similarity estimation network (SimNet) to estimate similarity-based fusion weight for each warped atlas. Specifically, SimNet is particularly designed to compute similarities between target image and warped atlas labels instead of warped atlas images. This is because using warped atlas labels could improve the accuracy of the similarity estimation [15]. In this way, both the registration and fusion steps are achieved by deep neural networks (DNNs), i.e., BiRegNet and SimNet. Notably, the proposed MAS framework has better computational efficiency compared to conventional MAS, thanks to the well-designed DNN schemes. Moreover, the accuracy of the proposed MAS framework is validated by two public datasets, i.e., the MM-WHS dataset of MICCAI 2017 [16] and the CHAOS dataset of ISBI 2019 [7]. This paper extends a preliminary version of work presented at MICCAI 2020 [17]. First, we expand the architecture of the similarity estimation networks. Second, we employ more data to verify the effectiveness of the proposed framework. Finally, more objective analyses and studies are added.

The remainder of this paper is organized as follows: Section II reviews the related work. Sections III-A and III-B describe the details of the proposed cross-modality MAS framework. Section IV presents the experiments and results, followed by the discussion and conclusion in Section V.

II. RELATED WORK

A. MAS and Label Fusion

The principle of MAS framework is propagating atlas labels to the target image coordinate, and the propagated labels can be fused to generate the target image label. Here, the fusion of multiple atlas labels is the key component of MAS framework. Majority voting (MV) is one of the most straightforward fusion strategies. It assumes that each atlas contributes equally. In contrast, local weighted voting methods can assign adaptive weights to atlases based on their similarity to the target image. Coupé et al. [13] proposed a patch-based weighted label fusion method, where the weight of each atlas was calculated by the intensity similarity between local patches. Zhuang & Shen [18] proposed a metric of conditional probability of images to measure the pixel-wise similarities between multi-modality atlases and target images, and applied it to the local weighted label fusion of whole heart CT-MR images in the MAS. Besides, based on the probability theory, Warfield et al. [19] developed an expectation-maximization algorithm for label fusion. The algorithm could simultaneously compute a probabilistic estimation of target image labels and a measure of the performance level represented by each warped atlas label. Wang et al. [20] proposed a joint label fusion method, where label fusion was formulated by minimizing the total expectation of segmentation errors.

Recently, DNNs are employed to further enhance label fusion from three different aspects. The first is to select reliable atlases for fusion. For example, Ding et al. [21] proposed a DNN model to locally select reliable warped atlas labels. The model enhanced the label fusion performance by suppressing low-quality warped atlas labels. The second is to improve the estimation of fusion weights. Sanroma et al. [12] extracted better DNN-based features from atlas and target image patches for fusion weight calculation. Similarly, Xie et al. [22] developed a DNN to predict the probabilities of an atlas patch and a target patch with the same label. In this way, they achieved a spatial-aware weighted voting for fusion. The last is to upgrade fusion strategies directly. Yang et al. [23] parameterized the fusion strategy via a DNN in an end-to-end style. However, the aforementioned DNN-based fusion works mainly focused on mono-modality, and maybe can not be directly applied to cross-modality MAS. Therefore, in this work we explore a cross-modality multi-atlas fusion method based on DNN.

B. Image Registration

Registration aims to estimate spatial transformation between image pairs. Typically, the transformation can be used for atlas
label propagation in MAS. To achieve the registration of cross-modality atlas image to target image, one way is to use modality-invariant metrics as the registration criteria, such as mutual information (MI) [24], normalized mutual information (NMI) [25] and spatially encoded MI [26]. However, the MI-based metrics only consider the intensity distribution of images, and ignore the structural information. Therefore, it can not efficiently measure the local anatomical similarity between images [27]. An alternative way is to employ structural representations of images. Wachinger et al. [28] employed entropy and Laplacian images to represent structure information of original intensity images, and then directly employed $L_1$-norm or $L_2$-norm criterion for cross-modality image registration. Similarly, Heinrich et al. [29] designed a modality independent neighborhood descriptor for 3D CT and MR image registration. One can see that these approaches usually optimized registrations in an iterative way, which limits their application in the time-sensitive scenarios.

DNNs have shown great potentials to reduce computational consumption for registration [30]. As for the DNN-based registration models, they are mainly based on fully convolutional architectures, and can rapidly compute a transformation for a registration task [31], [32]. For cross-modality image registrations, Balakrishnan et al. [33] presented a diffeomorphic registration network. It could generate stationary velocity fields (SVFs) for a pair of images. Hu et al. [34] designed a weakly-supervised registration network by employing anatomical labels as supervisions. It is worth noting that the registration networks normally require a regularization term, such as bending energy on DDFs or $L_2$-norm on gradient of SVFs, to ensure the smoothness of the predicated deformation fields. These regularization techniques can globally control the spatial regularity of transformation fields (DDFs or SVFs) but with limited local flexibility. In contrast, we introduce a new form of consistency constraint, which regularizes the forward and backward DDFs predicted from BiRegNet in a transformation-cycle fashion.

III. METHOD

This section introduces the cross-modality MAS framework. As shown in Fig. 2(a), the framework mainly includes two steps: Section III-A presents the registration step, where BiRegNet is fully described; Section III-B presents the label fusion step, where cross-modality multi-atlas fusion method and SimNet are introduced.

A. Registration

1) BiRegNet: BiRegNet performs registration between each cross-modality atlas image and target image. Let $I_t$ be the target image to be segmented, $L_t$ be the gold standard label of $I_t$, and $\{ (I_i^a, L_i^a) | i = 1, \ldots, N \}$ be the cross-modality atlases, where $I_i^a$ and $L_i^a$ are the image and label of $i$-th atlas, respectively. For each pair of $I_i^a$ and $I_t$, two registrations can be performed by switching the role of $I_i^a$ and $I_t$. We denote the DDF from $I_i^a$ to $I_t$ as $U_i$, and vice versa as $V_i$. For convenience, we abbreviate
I_i, L_i, U_i and V_i as I_a, L_a, U and V when no confusion is caused. L_a, I_a, L_I and I_I can be warped by U and V as follows,

\[
\begin{align*}
\tilde{L}_I(x) &= L_a(x + U(x)), \\
\tilde{I}_I(x) &= I_a(x + U(x)), \\
\tilde{L}_I(x) &= L_I(x + V(x)), \\
\tilde{I}_I(x) &= I_I(x + V(x)),
\end{align*}
\]

where x is a spatial point in the coordinate space \(\Omega\); \(L_a, \tilde{I}_a, L_I, I_I\) denote the warped of \(L_a, I_a, I_I\) and \(L_I\), respectively; \(L_a(x), I_a(x), \tilde{L}_I(x)\) and \(\tilde{I}_I(x)\) stand for the voxel values of \(L_a, I_a, \tilde{L}_I\) and \(I_I\) at point x, respectively; and \(U(x)\) and \(V(x)\) are the displacement vectors at point x. Accordingly, BiRegNet is constructed to simultaneously estimate \(U\) and \(V\) between \(I_a\) and \(L_I\), which is formulated as follows,

\[
U, V = F_{\theta}(I_a, I_I),
\]

where \(\theta\) is the parameter of BiRegNet. The aim of joint estimation is to improve the plausibility of the generated DDFs via a consistency loss (see Section III-A2).

Fig. 2(b) shows the architecture of BiRegNet. The backbone of the network is an U-shape model. It includes four downsample and four upsample modules. On each skip connection of the network is an U-shape model. It includes four downsample layers, respectively; and four upsample modules. On each skip connection of the network, we adapt an AG module to force the network to focus on the informative areas during the registration. AG is defined as follows,

\[
\begin{align*}
\alpha_{att} = \sigma_3(w_3\sigma_2(w_2\sigma_1(g + w_f f))), \\
f = f \circ \alpha_{att},
\end{align*}
\]

where \(\sigma_1\) is the upsample operation using trilinear interpolation, \(\sigma_2\) is the Relu function, and \(\sigma_3\) is the Sigmoid function; \(w_f, w_g, w_a\) are trainable parameters; \(f\) and \(g\) denote the feature maps from skip connection and previous convolution layer, respectively; \(\alpha_{att}\) is the attention coefficient which can re-calibrate the feature map \(f\); \(\hat{f}\) is the output of AG module.

For cross-modality registration, we train BiRegNet by maximizing the similarity, i.e., multi-scale Dice coefficient [34], between the warped atlas label \(L_a\) and target label \(L_I\). Meanwhile, the network is constructed to jointly predict forward and backward DDFs, thus pairwise registration errors caused by both DDFs should be taken into account. In this way, a symmetric loss function for the network training is designed as follows,

\[
L_{\text{Dice}} = -D_s(L_I, \tilde{L}_a) - D_s(L_a, \tilde{L}_I),
\]

where \(D_s(A, B)\) calculates the multi-scale Dice coefficient between label A and B.

2) Consistency Loss: The \(L_{\text{Dice}}\) only provides a region-level matching criterion to independently estimate a pair of \(U\) and \(V\). It cannot ensure that the pair of DDFs satisfies a correspondence [35], i.e., the point-to-point mappings defined by \(U\) and \(V\) are consistent with each other. Notably, transformation-cycle, which could improve the consistency of a pair of DDFs [35], has been introduced in recent registration networks [36]–[38]. Unlike previous approaches, BiRegNet aims to jointly predict and regularize the forward and backward DDFs, and the transformation consistency is achieved by introducing a constraint loss as follows,

\[
L_{\text{cons}} = \sum_{x \in \Omega} \| I_{a}(x) - I_a(x) \|_1 + \| I_{a}(x) - I_I(x) \|_1,
\]

where \(I_{a}(x) = \tilde{I}_a(x + V(x)), I_{I}(x) = \tilde{I}_I(x + U(x))\), and \(\| \cdot \|_1\) calculates the L1-norm. Ideally, \(I_{a}(x)\) (or \(I_{I}(x)\)) should be identical to its original image \(I_a\) (or \(I_I\)) when \(U\) and \(V\) are consistent to each other. Therefore, it can regularize BiRegNet to generate realistic DDFs.

Finally, by compositing (5) and (6), the total trainable loss of BiRegNet is defined as follows,

\[
L_{\text{reg}} = L_{\text{Dice}} + \lambda L_{\text{cons}},
\]

where \(\lambda\) is a balance weight between \(L_{\text{Dice}}\) and \(L_{\text{cons}}\).

B. Label Fusion

1) Fusion Strategy: We fuse the warped atlas labels via locally weighted fusion (LWF) strategy [39], where each atlas voxel has a different weight in determining the target label. Given \(\{(L_a, L_I')\}_{i = 1, \ldots, N}\), we first register them to \(I_I\) by using BiRegNet, and obtain \(N\) warped atlases \(\{(L_a', L_I')\}_{i = 1, \ldots, N}\). Then, LWF can derive the predicted target label \(\hat{L}_I\) as follows,

\[
\hat{L}_I(x) = \arg\max_{i \in [1, \ldots, 1]} \sum_{i = 1}^{N} W^i(x) \delta(\tilde{L}_a(x) = l),
\]
Fig. 3. Visualization of a restoration procedure. We first estimated a pair of forward and backward DDFs between the atlas image and the target image via BiRegNet. Then, we transformed the atlas via the forward DDF to obtain the warped atlas, and transformed the warped atlas via the backward DDF for the restored atlas. The slices were extracted from the same spatial position along three different axes (axial, sagittal, and coronal).

where $x \in \Omega$, $\{l_1, l_2, \ldots, l_k\}$ is a label set, $W^i(x)$ is the fusion weight of the $i$-th atlas at spatial point $x$, and $\delta(\cdot)$ is the Kronecker delta function. We abbreviate $W^i$ as $W$ when no confusion is caused. In this equation, one can obtain a better $\hat{L}_t$ by providing more appropriate $W$. Thus, we propose a DNN model, i.e., SimNet, to improve the estimation of $W$ for label fusion.

2) SimNet: SimNet aims to estimate voxel-wise similarities between warped atlases and target image, and the similarities are regarded as the local weights for the fusion of warped atlas labels. Normally, conventional LWF methods calculate fusion weights via intensity-based similarity, such as mean square difference of image intensity, within local patches [13]. However, such similarity is ill-posed when the patches are from different modalities. To address this weakness, Zhuang et al. [15] proposed to calculate the conditional entropy between warped atlas labels and target images for multi-modality atlas ranking and selection, and achieved promising performance. Inspired by this, SimNet is constructed to compute similarity between $\tilde{L}_a$ and $I_t$ directly. Besides, most existing LWF methods compute similarities patch-wisely [12], [22], which could achieve promising performance but still time-consuming. To track this problem, SimNet is designed to calculate a voxel-wise similarity map between a pair of $L_a$ and $I_t$ in an one-step manner. Note that though SimNet is inspired by Zhuang et al. [15], we employed a neural network and therefore can estimate similarities in a computationally efficient way. It is formulated as follows,

$$\hat{W} = F_\phi(I_t, \tilde{L}_a),$$

(9)

Fig. 4. Visualization of AG coefficient. The showed attention maps are from the last AG module of BiRegNet [see Fig. 2(b)]. The activation maps are consistently corresponded to the perceptually misaligned areas between atlas and target images.

where $\phi$ is the parameter of SimNet, and $\hat{W}$ is the predicted similarity map. Each $\hat{W}(x)$ represents the similarity between $\tilde{L}_a$ and $I_t$ on spatial point $x$. Meanwhile, by using entire images ($L_a$ and $I_t$) instead of local patches, SimNet is supposed to extract more discriminative latent features for similarity estimation.
Visualization of Myo and liver registration results. The presented images are the median and worst cases in terms of Dice score of BiRegNet. The red contours delineate the gold standard labels, and the cyan contours delineate the (warped) atlas labels. The arrows point to the regions where BiRegNet achieves better visual results than the other registration methods. The dense arrows in last column are used to visualize the DDF of BiRegNet. Additional registration results can be found in the Supplementary Material. (The reader is referred to the colorful web version of this article.)
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Fig. 5. Visualization of Myo and liver registration results. The presented images are the median and worst cases in terms of Dice score of BiRegNet. The red contours delineate the gold standard labels, and the cyan contours delineate the (warped) atlas labels. The arrows point to the regions where BiRegNet achieves better visual results than the other registration methods. The dense arrows in last column are used to visualize the DDF of BiRegNet. Additional registration results can be found in the Supplementary Material. (The reader is referred to the colorful web version of this article.)

where $x \in \Omega$, $\mathcal{N}_x$ is a local patch centering at $x$, and $|\mathcal{N}_x|$ is the size of $\mathcal{N}_x$. $W_{gt}(x)$ measures the probability of $\tilde{L}_a$ and $L_t$ having same anatomical structure on $x$. The predicted $\hat{W}$ can be directly applied as $\hat{W}$ for cross-modality multi-atlas fusion in (8).

### IV. Experiments and Results

#### A. Datasets

The framework was validated by two segmentation tasks, i.e., LV (including LVC and Myo), ascending aorta (AA), and left atrium blood cavity (LAC) segmentation on the MM-WHS dataset [16] and liver segmentation on the CHAOS dataset [7].

1) the MM-WHS dataset provides cardiac CT and MR images. We adopted 40 (20 CT and 20 MR) images with corresponding manual labels to perform LV segmentation. The CT images were acquired from two state-of-the-art CT scanners with a resolution of $0.78 \times 0.78 \times 1.60$ mm. The MR images are balanced steady state free precession (b-SSFP) sequences acquired from a 1.5 T Philips scanner or a Siemens Magnetom Avanto 1.5 T scanner, and their resolutions are $(1.6 \sim 2) \times (1.6 \sim 2) \times (2 \sim 3.2)$ mm.

2) the CHAOS dataset provides multi-modality abdominal images. We adopted 40 (20 MR and 20 CT) images as well as their corresponding labels for liver segmentation. The CT images were acquired from three state-of-the-art CT scanners with resolutions of $(0.7 \sim 0.8) \times (0.7 \sim 0.8) \times (3 \sim 3.2)$ mm. The MR images are spectral presaturation inversion recovery (SPIR) sequences acquired from a 1.5 T Philips scanner, and their resolutions are $(1.36 \sim 1.89) \times (1.36 \sim 1.89) \times (5.5 \sim 9)$ mm.

For the image pre-processing, we re-sampled the original medical images to an isotropic resolution of $1 \times 1 \times 1$ mm, and then extracted sub-images from the task-relevant regions of interest. Next, the sub-images were normalized to zero-mean and unit variance by z-score. Finally, we performed rigid translation between a pair of atlas and target sub-images to align the geometric centers of the sub-images. Specifically, we employed the vector, which is formed from the center of the atlas sub-image to the center of the target sub-image, as the rigid translation parameter.

#### B. Implementations

For both MM-WHS and CHAOS datasets, the cross-modality MAS was conducted in two directions: using CT atlases to segment MR targets (CT $\rightarrow$ MR), or using MR atlases to segment CT targets (MR $\rightarrow$ CT). We implemented our cross-modality MAS framework, including BiRegNet and SimNet, by Tensor-Flow on NVIDIA 1080 GPU.

To train BiRegNet, we fed the network with pairs of atlas and target image. By setting the balance weight $\lambda$ to the optimal 0.1, we trained the network by minimizing the loss function (see (7)) with a default Adam optimizer (learning rate = 0.001, $\beta_1 = 0.9$, $\beta_2 = 0.999$). To train SimNet, we first registered the cross-modality atlases to the target image via BiRegNet, and achieved the corresponding warped atlases. Then, by setting the
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| Method | Parameters | Run Time (s) |
|--------|------------|-------------|
| BiRegNet | 1.0k | 3.5 |
| SimNet | 2.0k | 7.5 |
| MAS-Patch | 3.0k | 11.5 |
| MAS-SimNet | 4.0k | 13.5 |

Note: That the number of parameters is only reported for learning-based registration (LabReg, SiRegNet, BiRegNet-W/o-AG and BiRegNet) and label fusion (MAS-Patch and MAS-SimNet) methods.
TABLE III

| Method          | LVC       | Myo       | AA        | Liver     |
|-----------------|-----------|-----------|-----------|-----------|
| MV              | 90.05±1.45| 89.32±2.49| 82.81±2.38| 80.97±2.24|
| STAPLE [19]     | 89.44±2.62| 88.75±2.67| 82.28±2.39| 79.81±2.38|
| LW-MF [39]      | 90.67±1.50| 90.04±2.59| 85.53±2.35| 83.10±2.42|
| JPLA [43]       | 90.90±1.75| 91.05±2.67| 85.34±2.38| 83.50±2.38|
| MAS-Patch [17]  | 90.99±1.35| 90.87±2.35| 84.33±2.38| 82.91±2.35|
| MAS-SimNet      | 90.78±1.56| 90.23±2.49| 83.86±2.38| 82.74±2.35|

The best and second results are in bold and underlined, respectively.

size of \( N \) to the optimal \( 3 \times 3 \times 3 \), we could prepare the ground truth similarities (\( W_{gt} \)) based on the warped atlas labels and the target gold standard labels (see (11)). Finally, we inputted pairs of warped atlas label and target image into the network, and optimized the network parameter by minimizing the loss function (see (10)) via a default Adam optimizer. Besides, to avoid over-fitting, data augmentation using random spatial transformation was employed.

To verify the registration methods, we calculated the Dice score (DS) and average symmetric surface distance (ASD) [40] between the warped atlas labels and the target gold standard labels. To evaluate the performance of label fusion methods, we computed the DS, ASD, volume difference (VD) and Hausdorff distance (HD) between the predicted target labels and the target gold standard labels. We employed Student T-test to decide whether differences are significant. All results in our experiment were reported by cross-validation. In each validation, we used 30 (15 CT and 15 MR) labelled images as cross-modality atlases, and the rest (5 CT and 5 MR) as target images. Both BiRegNet and SimNet were trained by using the atlases.

C. Results of Registration

To evaluate the performance of BiRegNet, we compared it with five registration methods:

1) SyNCC: The conventional affine + deformable registration, which is based on the symmetric image normalization method (SyN) with cross-correlation (CC) as optimization metric. Note that the SyN is one of the top-performed registration methods [41]. We implemented it based on the popular ANTs\(^1\) [42] software package.

2) ElasticSyN: SyNCC registration method which use MI instead of CC as optimization metric.

3) LabReg: The state-of-the-art cross-modality registration network [34]. We adopted their official implementation online.\(^2\)

4) SiRegNet: BiRegNet without the consistency loss, i.e., a single-direction registration network. We compared this implementation to investigate the effect of the proposed consistency loss.

5) BiRegNet-W/o-AG: BiRegNet which utilizes channel-wise concatenation instead of AG module for skip connections. We compared this implementation to study the effect of AG module.

6) SiRegNet: The proposed cross-modality registration network.

Table I provides the quantitative results of the methods. One can see that BiRegNet outperformed the conventional methods (SyNCC and ElasticSyN) on both datasets. This is reasonable as BiRegNet took the advantages of anatomical labels to optimize the model parameter, which made it more reliable than the methods using intensity-based similarities (MI and CC). Meanwhile, compared to the state-of-the-art cross-modality registration network (LabReg), BiRegNet achieved better results, i.e., DS and ASD, on the both datasets. It indicates that BiRegNet could achieve promising performance for cross-modality image registration.

SiRegNet and BiRegNet achieved comparable result for the LVC and Liver registration. For LAC and AA registration, BiRegNet could obtain slightly better results than SiRegNet. For the most challenging Myo registration task, BiRegNet obtained average 1.7% (CT \( \rightarrow \) MR: 76.46\% VS. 74.47\%, \( p < 0.001 \); MR \( \rightarrow \) CT: 80.39\% VS. 78.89\%, \( p < 0.001 \)) and 0.11 mm (CT \( \rightarrow \) MR: 1.86 mm VS. 2.02 mm, \( p < 0.001 \); MR \( \rightarrow \) CT: 1.66 mm VS. 1.73 mm, \( p < 0.001 \)) improvements on DS and ASD metrics against SiRegNet, respectively. This demonstrates the advantage of consistency loss for regularizing the registration network.

\(^{1}\)https://github.com/ANTsX/ANTsPy

\(^{2}\)https://github.com/YipengHu/label-reg
Additionally, Fig. 3 investigates the consistency of forward and backward DDFs. We transformed an atlas by using a pair of forward and backward DDFs successively to obtain a restored atlas. Ideally, the restored atlas should be equal to the original one when the forward and backward DDFs define consistent correspondences. As expected, the restored atlas slices were visually similar to their original ones. It implies that the consistency loss could force BiRegNet to generate consistent forward and backward DDFs.

Moreover, without AG module, BiRegNet-W/o-AG suffered from the decline of performance on LVC, Myo, AA and liver regions. For example, on CHAOS dataset, the average DS dropped from 89.00% (CT $\rightarrow$ MR: 89.47%, MR $\rightarrow$ CT 88.54%) to 88.14% (CT $\rightarrow$ MR: 88.51%, MR $\rightarrow$ CT 87.78%), and the average ASD increased from 3.73 mm (CT $\rightarrow$ MR: 3.56 mm, MR $\rightarrow$ CT 3.91 mm) to 4.01 mm (CT $\rightarrow$ MR: 3.81 mm, MR $\rightarrow$ CT 4.21 mm). It proves the effectiveness of AG module. Additionally, Fig. 4 visualizes two representative attention coefficients $\alpha_{att}$ (see (3)) for a deep understanding of AG module. The coefficients aim to re-calibrate propagated feature maps to extract several specific information for the registration. For both cases, one can observe that $\alpha_{att}$ emphasized the areas which are not initially aligned between the atlas and the target images. This is reasonable because such misaligned areas require larger transformation for registration.

Fig. 5 presents four representative registration cases from the MM-WHS and CHAOS dataset. It shows that the DNN-based registration methods (LabReg, BiRegNet, SiRegNet and
BiRegNet-W/o-AG) achieved more reasonable visual results than the conventional methods (SyNCC and ElasticSyN), which is consistent with the quantitative results in Table I. Note that although BiRegNet only showed slight improvements in terms of DS and ASD when compared to other DNN-based registration methods, it could capture more reasonable details as indicated by the arrows in Fig. 5. In addition, the last column of Fig. 5 shows the DDFs of BiRegNet overlapped on atlas images. The directions and lengths of arrows indicate the directions and magnitudes of displacement vectors, respectively. Furthermore, Table II(a) presents the computational load. All learning-based registration methods (LabReg, SiRegNet, BiRegNet-W/o-AG and BiRegNet) required a large memory to load the DNN models, while their average run time for registration was promising, i.e., within 2 seconds. In contrast, an iterative conventional method, such as SyNCC, cost 106.7 seconds to perform registration.

D. Results of Label Fusion

1) Comparisons With Different Label Fusion Methods: To analyze the performance of the proposed fusion method, we compared it with four potential cross-modality multi-atlas fusion methods. Note that the performances of all fusion methods were reported by fusing the warped atlases obtained from BiRegNet.

1) MV: Majority voting label fusion strategy. This method can be directly employed for cross-modality fusion because it assumes all the atlases have the same fusion weights.

2) STAPLE: The simultaneous truth and performance level estimation label fusion strategy [19]. This method is suitable for cross-modality fusion as it estimates the probability of the true segmentation only using the warped atlas labels. We implemented it based on SimpleITK.\(^3\)

3) LWF-MI: LWF strategy [39], where the MI between the warped atlas image patches and the target image patch were employed as the fusion weights. To calculate the MI metric, the optimal size of the local patch was set to \(7 \times 7 \times 7\).

4) JLF\(_{ei}\): The state-of-the-art joint label fusion strategy [20]. The patch size and search range of JLF\(_{ei}\) were set to \(7 \times 7 \times 7\) and \(3 \times 3 \times 3\), respectively. Meanwhile, the intensity of patches were normalized by z-score when calculating the pairwise dependency matrix of JLF\(_{ei}\) based on entropy images [28]. We employed the implementation online.\(^4\)

5) MAS-Patch [17]: The learning-based cross-modality multi-atlas fusion method, where the fusion weights were calculated based on local intensity image patches. The patch size was set to \(15 \times 15 \times 15\).

6) MAS-SimNet: Our proposed cross-modality multi-atlas fusion method, where the fusion weights between the warped atlases and the target image are estimated by SimNet.

The top part of Table III summarizes the DS and ASD results of different label fusion methods. MAS-SimNet exhibited better DS (LVC: \(p < 0.001\), Myo: \(p < 0.001\), LAC: \(p < 0.001\), AA: \(p = 0.009\), Liver: \(p < 0.005\)) and ASD (LVC: \(p < 0.001\), Myo: \(p < 0.001\), LAC: \(p < 0.001\), AA: \(p = 0.023\), Liver: \(p < 0.001\)) results than MV on both datasets. Meanwhile, except for the segmentation of AA, MAS-SimNet could obtain better DS and ASD than STAPLE for all structures. Compared to LWF-MI, MAS-SimNet especially achieved better average DS (CT \(\rightarrow\) MR: 81.06% VS. 79.50%, \(p < 0.001\); MR \(\rightarrow\) CT: 85.71% VS. 83.77%, \(p < 0.001\)) and ASD (CT \(\rightarrow\) MR: 1.53 mm VS. 83.77%, \(p < 0.001\)) for the most challenging Myo segmentation. In addition, the bottom part of Table III also presents the VD and HD results of different label fusion methods. Overall, MAS-SimNet had better VD and HD results than MV, STAPLE and LWF-MI on both datasets. This proved that MAS-SimNet could achieve state-of-the-art performances for different anatomy structures.

In Table III, one can also observe the top performances in terms of DS, ASD, VD and HD of different anatomy structures (LVC, Myo, LAC, AA and Liver) were achieved by JLF\(_{ei}\), MAS-Patch or MAS-SimNet. Notably, except for the quantitative results in Table III, the computational load for label fusion methods needs to be taken into consideration [3], Table II(b) presents the computational load of each method. MV, STAPLE and MAS-SimNet were computationally efficient. They could perform a label fusion step within seconds, whereas LWF-MI, JLF\(_{ei}\) and MAS-Patch required more than 350 seconds. The reason is that LWF-MI, JLF\(_{ei}\) and MAS-Patch were designed to calculate fusion weights of atlases patch-wisely, while MAS-SimNet estimates fusion weights of atlases by using DNN in one-step fashion. Here, patch-based fusion weight estimation is

---

\(^3\)https://github.com/SimpleITK/SimpleITK

\(^4\)http://www.sdspeople.fudan.edu.cn/zhuangxiahai/

---

| Target | BiRegNet | MAS-SimNet |
|--------|----------|------------|
|        | DS (%)   | ASD (mm)  |
| Myo    | 88.82±3.30 | 1.81±0.50 |
| LVC    | 73.30±5.59 | 2.03±0.52 |
| Liver  | 88.75±3.50 | 3.90±0.64 |

We performed the registration and label fusion steps via BiRegNet and MAS-SimNet, respectively.

![Fig. 8. Results of using different numbers of atlases for Myo and LVC segmentation. Both CT \(\rightarrow\) MR and MR \(\rightarrow\) CT setups are included.](image-url)
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| Method | LVC | Myo | Method | Liver |
|--------|-----|-----|--------|-------|
| Seg-CNN* [48] | 87.7 | 75.2 | nnUNet* [7] | 95.0 |
| 3D-FCN [49] | 87.1 | 71.9 | PKDIA [7] | 94.0 |
| eFCN [50] | 85.8 | 74.2 | Mountain [7] | 92.0 |
| MAS-SimNet | 90.4 | 81.2 | MAS-SimNet | 97.0 |
| Seg-CNN* [48] | 92.4 | 87.2 | PKDIA* [7] | 98.0 |
| 3D-FCN [49] | 90.8 | 81.3 | MedianCHAOS5 [7] | 97.0 |
| eFCN [50] | 87.8 | 81.8 | ISDUE [7] | 91.0 |
| MAS-SimNet | 91.5 | 85.7 | MAS-SimNet | 97.1 |

The best and second results are in bold and underlined, respectively. The quantitative results of Seg-CNN, 3D-FCN, eFCN, nnUNet, PKDIA, mountain, MedianCHAOS5 and ISDUE are directly adopted from [7], [45]–[47]. Please also note that these semantic segmentation methods were conducted to train and evaluate on a mono-modality (CT or MR) of medical images. * Denotes the winners of the challenges.

The number of atlases could potentially impact the accuracy of MAS method. We compared MR → MR (using MR atlases to segment MR targets) to CT → MR (using CT atlases to segment MR targets, see Tables I and III) to investigate the benefit of cross-modality atlases. Table IV summarizes the registration (BiRegNet) and label fusion (MAS-SimNet) results under MR → MR setup. After the label fusion step, the DS of CT → MR were close to MR → MR on LVC (90.78% VS. 91.16%, p = 0.216) and Myo (81.06% VS. 81.03%, p = 0.953) structures. This indicates that the cross-modality (CT) atlases could obtain comparable results to the same-modality (MR) atlases. However, for liver segmentation, CT → MR achieved statistically better (91.24% VS. 90.70%, p < 0.05) DS result against MR → MR. This is reasonable, as the original coronal resolution of MR (5.5 ~ 9 mm) is much lower than that of CT (3 ~ 3.2 mm) in CHAOS dataset [see Fig. 1a]. Thus, CT → MR which employed high quality (resolution) CT atlases could be better than MR → MR.

### 3) Study of the Number of Atlases: The number of atlases could affect the performance of MAS methods [11]. In this study, we investigated the effect of the number of atlases on the performance of MAS-SimNet for LV segmentation. As shown in Fig. 8, the performance of MAS-SimNet initially improved along with the increase of the number of atlases, and then gradually converged after using seven atlases. This is consistent to the trend reported in current mono-modality MAS methods [11], [43].

### V. DISCUSSION AND CONCLUSION

This paper presents an automatic deep learning based cross-modality MAS framework. The motivation is to illustrate the potential and performance of utilizing cross-modality atlases via DNNs in MAS framework. Two major contributions have been introduced. The first is BiRegNet which can jointly estimate a pair of forward and backward DDFs for a registration. In BiRegNet, we further propose a consistency loss for realistic DDFs, as an alternative regularization term for registration networks [34], [44]. Besides, the attention-based module, i.e., AG, could also improve the performance of BiRegNet. The second is the cross-modality multi-atlas fusion method, where the fusion weights (similarities) are estimated by a DNN model, i.e., SimNet. To obtain a better similarity estimation, SimNet is designed to aggregate multi-scale information for the similarity estimation. The framework has been applied to two clinical tasks, i.e., LV segmentation and liver segmentation. Results have shown the effectiveness of the proposed DNN-based registration (see Table I) and label fusion (see Table III) methods. For the computation time, it costed average 0.9 seconds and 8.3 seconds for the registration and label fusion in our experiments, respectively.

In the literature, several works have been proposed to use cross-modality atlases for segmentation. Iglesias et al. [9] presented a generative probabilistic model for solving the cross-modality registration and label fusion steps. They used 20 proton density MR atlases to segment 8 T1-weighted MR brain images and vice versa. The model significantly outperformed MV method. Kasiri et al. [10] designed a similarity based on un-decimated wavelet transform for cross-modality atlas fusion. They achieved T2 MR brain targets segmentation using T1 MR atlases, and obtained average DS for white matter, grey matter and cerebrospinal fluid of the brain were 80.6%, 75.0% and 61.2%, respectively. Furthermore, Zhuang & Shen [18] proposed a multi-modality MAS framework, and achieved 85.0% and 94.0% DS for Myo and LVC segmentation on MR images. Such results are better than the proposed method (see Table III). The main reason is that they performed a cardiac MR image segmentation by jointly using same-modality (MR) and cross-modality (CT) atlases, whereas our work focus on utilizing the cross-modality (CT) ones.

At present, semantic segmentation methods are the most widely studied methods for medical image segmentation. These methods resolve segmentation problem via pixel-level classification. Table V summaries the top performances of semantic segmentation networks on MM-WHS and CHAOS datasets. Semantic segmentation methods (Seg-CNN, PKDIA or nnUNet) won the best places on the corresponding challenge of the datasets. Particularly, nnUNet and PKDIA demonstrated effectiveness on CHAOS dataset. It may be due to their employed data augmentation techniques (Gaussian noise/blur, simulated
low resolution and Gamma transform) they employed. However, for MM-WHS, compared to the winner of MM-WHS (Seg-CNN), the atlas-based segmentation method MAS-SimNet could achieve almost 6% (81.1% vs. 75.2%) DS improvement for Myo segmentation on MR images, thanks to the advantage of using the high quality CT images as atlases. Note that Myo segmentation is more difficult than LVC and liver segmentation, and MR is considered as more challenging (ambiguity boundaries, motion artifacts and noises) data compared to CT. This proved the robustness of MAS-SimNet.

There are four limitations of this work. First, both BiRegNet and SimNet are trained with anatomical labels in our framework, which limits the framework to the unlabelled datasets. Hence, one direction of future work is extending the framework with unsupervised registration and label fusion DNN models, which could also be a potential solution for cross-domain image segmentation [48], [49]. Second, BiRegNet and SimNet are optimized separately, which increases the training complication of the framework. Thus, it is worth to combine the registration and fusion DNN modules together to achieve an end-to-end framework in future. Third, the method only uses cross-modality atlases for segmentation, while multi-modality images are available in some clinical segmentation tasks. For example, Zhuang [50] provided three modalities of cardiac MR images, i.e., LGE, bSSFP and T2, which makes it possible to construct multi-modality atlases for segmentation in the future. Meanwhile, several opening questions, such as how to appropriately utilize multi-modality atlases to substantially improve the performance of segmentation, still remain to be explored and verified. Finally, our method processes 3D medical images which have high demand of computational resources, and thus we only crop a small field-of-view (FOV) as input. However, sometimes we need to segment multiple organs simultaneously from certain medical images, such as abdominal images. It is valuable to explore new memory-efficient network architectures [51] for MAS methods in the future.
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