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Effects of Shell Hash on Friction Angles of Surficial Seafloor Sediments near Oysters

Samuel T. Consolvo, A.M.ASCE1; Nina Stark, Ph.D., M.ASCE2; Bernardo Castellanos, Ph.D., M.ASCE3; Celso F. Castro-Bolinaga, Ph.D., A.M.ASCE4; Steven Hall, Ph.D., P.E., M.ASCE5; and Grace Massey, Ph.D.6

Abstract: Oysters are hypothesized to affect the shear strength of nearby surficial seafloor sediment as fragments of oyster shells (shell hash) are typically more angular relative to sand particles alone, among other differences. Resistance to shearing is well characterized by the friction angle, which is estimated in this study from vacuum triaxial laboratory and portable free-fall penetrometer field tests. Friction angles of sediment with shell hash were higher relative to those of sediment without shell hash (via hydrochloric acid treatment) on average by about 19% (36.0°–30.2°, respectively). Triaxial confining pressures ranged between 2.1 and 49.0 kPa to simulate subtidal and intertidal aquatic conditions. Regularity (average of particle roundness and sphericity) values of sediment samples with shell hash were found to be less than those of samples without by about 6% (0.66 and 0.70, respectively), which indicates the particle shapes of the former are, overall, more angular and less spherical. Further study and methodology improvements are needed to decrease the approximate 9° friction angle discrepancy estimated from field- and laboratory-based tests. Knowing oysters have the potential to increase sediment shearing resistance helps establish a pathway of how shellfish colonies may contribute to mitigating surficial erosion around coastal infrastructure.
DOI: 10.1061/(ASCE)WW.1943-5460.0000716. This work is made available under the terms of the Creative Commons Attribution 4.0 International license, https://creativecommons.org/licenses/by/4.0/.

Introduction

The potential increase of sediment shear strength associated with the presence of bivalve (e.g., oyster, mussel, and scallop) shells is investigated here, evaluating a pathway of how shellfish colonies may contribute to mitigating surficial erosion in aquatic environments in addition to decreasing flow from surface roughness, among other functions. The need to protect infrastructure from erosion and scour has been well documented and is critical to long-term serviceability (Chiew 1992; Briaud et al. 1999; Pagán-Ortiz 2002; Ameson et al. 2012). Traditional erosion protection measures, such as placement of riprap stones, installation of a collar around a pier, and the use of pier slots, have many challenges. These include difficulties replicating riprap field conditions with small-scale laboratory experiments (Johnson and Ayub 1996), significant fluctuations in bed surface elevation that could compromise the effectiveness of a pier collar (Chiew 1992), and flow direction mischaracterizations that could make a pier slot ineffective (Kumar et al. 1999). Negative environmental and ecological impacts from riprap placement must not be overlooked either. Reid and Church (2015) noted that increased channel bed scouring, downstream erosion, and detrimental effects on vertebrate habitats are more likely to occur from large quantities of riprap placement. These challenges with traditional erosion protection measures can be potentially alleviated by the implementation of bioengineered, self-sustaining contiguous mats of interconnected bivalve colonies that attract larval settlement in scour-prone areas. Although the implementation of this biologically engineered solution is not the focus of this paper, it is important to highlight for the purposes of explaining the motivation behind this study. Furthermore, use of bivalves does have to be limited to scour mitigation, but can possibly help with benthic life habitat, slope stabilization, and beach erosion (Meyer et al. 1997; Coen et al. 2007; Abel et al. 2019).

Bivalve colonies have been shown to withstand water velocities on the order of 6 m/s with less than a 10% probability of dislodgement (Hunt and Scheibling 2001). For context, a boulder with its longest dimension of approximately 5 m requires a minimum flow velocity on the order of 10 m/s to initiate transport (Nandasa et al. 2011), or about 1.5 m/s is required to scour the bed and banks of a shallow (<1 m) open channel comprised of cobble- and single-sized substrate (Fortier and Scobey 1926). As a geotechnical insight into the viability of using oyster reefs as a bioengineered scour solution, this paper focuses on the degree to which the varying amounts of oyster shell fragments affect sediments’ ability to resist shear stresses in terms of the friction angle estimated from laboratory and field testing. It should be noted that shell fragments are not exclusively found near bivalve colonies (Kwag et al. 1999); however, an abundance of broken shell material intermixed with the in situ surficial sediment can be expected near a bivalve colony.

Even small weight fractions of angular particles intermixed with rounded sand particles can have a significant influence
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(cited between approximately 6% and 15% increase) on the friction angle of soils (Holtz and Gibbs 1956; Kirchner et al. 1990; Yagiz 2001; Antony and Kuhn 2004; Cho et al. 2006; Li et al. 2013; Duncan et al. 2014; Stark et al. 2014). However, changes in friction angles for a mixture of shell and sand particles have not been adequately investigated in the context of their potential role in a bioengineered scour solution. The sediments tested and described in Stark and Wever (2009), Brandes (2011), and Stark et al. (2012) also contained calcium carbonate detritus, but the parent organisms and geomorphological environment of the carbonate material varied considerably from this study. Additionally, the sediment strength testing methodologies and the induced normal stresses differed meaningfully from this study. While particle shape plays an important role, friction angle estimates are also dependent on other compositional and environmental factors that include packing density, gradation, confining pressure, resistance to particle breakage, and biological material present (Duncan et al. 2014; Quiah et al. 2020). Yoon et al. (2010) tested an oyster shell-to-sand mixture ratio of 1:2 (dry weight fraction of about 33%) to develop correlations with friction angles at confining pressures ranging from 40.6 to 162.4 kPa. Friction angles ranged approximately from 50° to 60°. Li et al. (2013) found that granular particle shape plays an important role in friction angles of gravel-clay mixtures. Akin to particle angularity, Li et al. (2013) found that increasing the convexity (a measure of surface roughness) and elongation (a measure of symmetry and roundness) of the granular material in the mixture led to an increase in friction angle on the order of approximately 1°–4°. Yagiz (2001) found that when more than 20% of angular gravel is mixed in with sand, the friction angle increased. The knowledge gaps addressed in this study are: (1) how the presence of relatively small (<5%) weight fractions of oyster shell hash can still influence friction angles; and (2) how the weight distribution of shell hash-sediment mixtures and particle shapes influence sediment shear strength at low confining pressures (<50 kPa) typically found in shallow subtidal and intertidal oyster colony environments. Another purpose for testing at relatively low confining pressures is to limit carbonate shell particles from breaking.

Kirchner et al. (1990) showed that critical shear stress (i.e., minimum flow-induced stress required to entrain and transport sediment particles) is highly dependent on grain protrusion, angle of repose, and grain diameter in relation to the dominant type of bed roughness. Note that friction angle is defined here as the peak effective stress friction angle (which is synonymously used with secant friction angle). When there is no confining pressure and no external load (other than the sediment’s self-weight), the secant friction angle is equal to the angle of repose, which is the maximum angle that a pile of coarse-grained sediment is stable at its loosest state (Holtz et al. 2011; Briaud 2013; Stark et al. 2017; Al-Hashemi and Al-Amoudi 2018). Therefore, a higher secant friction angle observed for a shell hash–sand mixture relative to sand only is generally expected to result in the sediment having a higher resistance to erosion. As a result, even if critical shear stress is not directly examined in this study, the influence of oyster shell fragments on friction angle is postulated to provide insights into the benefits of bivalve colonies used to enhance scour mitigation efforts.

This paper presents the findings from several vacuum triaxial tests conducted on sediment samples containing varying amounts of silica-rich sand and shell hash collected from two field sites. Shell hash was identified, measured, and removed from specimens by dissolving carbonates using hydrochloric acid. The field sites were located near an artificial subtidal oyster reef in the Piankatank River in Virginia, USA and natural intertidal oyster reefs in the Rachel Carson Reserve in North Carolina, USA. Field measurements from a portable free-fall penetrometer were also used to estimate friction angles under in situ conditions.

Regional Context

The first field site is in the Piankatank River (PR) in Virginia and the second is in the Rachel Carson Reserve (RCR) in North Carolina [Fig. 1(a)]. The water levels at both sites are affected by semidiurnal tides (NOAA 2018). The PR oyster reef of interest is in the subtidal zone (i.e., always submerged), while the RCR oyster reefs are located in the intertidal zone (i.e., exposed during low tide and submerged during high tide). The species dominant at both sites is the American eastern oyster (Crassostrea virginica) (Galtsoff 1964).

Piankatank River Site

The PR is an estuarine river, located west of the Chesapeake Bay. The substrate material for the oysters near the study area consists of oyster rock (granite riprap), shell, mud, and sand (Harding et al. 2010). Due to the overharvesting of natural oyster populations since the early 1900s, research activities and oyster restoration efforts by the Virginia Institute of Marine Science, the US Army Corps of Engineers, and other stakeholders have taken place since the 1990s (Lipcius et al. 2010; Bloodgood 2017, 2019; Consolvo et al. 2020a). Restoration efforts have included the placement of granite riprap-sized stones from barges to create artificial oyster habitats in the PR (Bloodgood 2017).

As shown in Fig. 1(b), there were six field instrument deployment locations—PR1 through PR6—that were within and adjacent to an artificial oyster reef on top of rocks within a sand bed. Based on the local geology and previously reported abundance of natural oyster reefs near PR1 through PR6, the source of the carbonate-based bed material is likely limited to fine shell fragments from oysters and other mollusks (Haven et al. 1981; Harding et al. 2010). The subject oyster reef is under water at depths ranging

![Fig. 1. (Color) Annotated satellite images of the field locations of (a) the east coast of the U.S. (image ©2019 Google, image Landsat/Copernicus, data SIO, NOAA, U.S. Navy, NGA, GEBCO); (b) the Piankatank River near its mouth (image © Google ©2019 Commonwealth of Virginia); (c) the western portion of the Rachel Carson Reserve (subsite RCR1) (image ©Google Earth); and (d) the eastern portion of the Rachel Carson Reserve (subsites RCR2 and RCR3) (image ©Google Earth).](image)
from approximately 2.5–3.5 m based on the Mean Lower Low Water (MLLW) tidal datum (NOAA 2018). Relevant field instruments used at the PR were a Ponar grab sampler and a portable free-fall penetrometer (PFFP). Acoustic Doppler current profiler (ADCP) measurements performed during the field survey showed that depth-averaged flow velocity was on the order of 0.20 m/s on October 4, 2018 during the late morning ebb tide.

**Rachel Carson Reserve Site**

The RCR intertidal site is located east of Morehead City and south of the Town of Beaufort (NC DEQ 2020). Surrounding rivers and inlet flows influence the water and sediment dynamics around the islands, channels, and shoals that form the RCR (NC DEQ 2020). This coastal environment supports the natural growth of oyster reefs (Delgado 2019). Surficial soils of the RCR are characterized by soft mud, sandy bottoms, shell bottoms, dredge spoil beaches, tidal flats, oyster reefs, salt marshes, maritime forests, and submerged aquatic vegetation (Delgado 2019).

In Figs. 1(c and d), three main subsites are identified—RCR1 through RCR3—where field measurements were taken. Furthermore, within each subsite, multiple sampling locations were selected (tertiary level) for different positions relative to the natural oyster reefs on top of beach sand. The subsites were selected for the known presence of oyster reefs, accessibility, and variations in the local hydrodynamic conditions. RCR1 was exposed to moderate flow conditions, located parallel to the dominant flow, whereas RCR2 and RCR3 were directly exposed to more pronounced flow conditions. Shovels (used to collect grab samples), core tubes (used to collect cylindrical core samples), an X-ray corer (used to capture sediment cross-sections), digital cameras, and a PFFP were utilized in the RCR field survey. With the abundance of oyster colonies observed in the immediate vicinity of the RCR sampling locations [Figs. 1(c and d)], the source of the carbonate-based bed material is also predominantly limited to oyster shell fragments.

From ADCP measurements performed during the field survey, depth-averaged flow velocities at RCR1 were less than 0.10 m/s on July 29, 2019 during the evening high tide. For RCR2 and RCR3, depth-averaged flow velocities on the order of 0.20 m/s were measured on July 30, 2019 during the morning high tide. The tidal range for the evening tide on July 29th was approximately 1.2 m, and the tidal range for the morning tide on July 30th was approximately 0.9 m (NOAA 2019).

**Methodology**

**Field Measurements**

The field surveys performed at the PR and RCR were considered exploratory within the context of pursuing the first geotechnical insights into bivalve-sediment interactions. Field measurements were not replicated at both sites because the oyster reef at the PR was submerged and the reefs at the RCR were not at the time of the field surveys, and the substrate conditions were different. Grab sediment samples (disturbed) were collected at all PR and RCR subsites where at least about 2 kg of material was collected at each sample location. At the PR sites, a Ponar grab sampler was deployed from the side of the boat to retrieve sediment samples, and the samples from the RCR were hand-dug during low tide. X-ray cores were taken at nine of the RCR sampling locations (RCR1-A2, -B1, -C2, RCR2-A1, -A2, -A3, A4, RCR3-A1, -A2, -B1, -C1, and -C2). QOC is considered a proxy for shell hash content in this study. Thereafter, a 40 × 40 grid (the area of an individual square in the grid is approximately 3.3 cm²) was overlaid digitally onto the photographs, and squares that visibly contained oyster shells on the surface were colored red, whereas squares that did not have any visible shells were not colored. Green squares were not counted toward the total area because they represent regions where the presence of oyster shells could not be determined. An example is shown in Fig. 2. Note, the quadrat dimensions in the field were 1 × 1 m (made of PVC piping); however, the 40 × 40 grid area had to be smaller (approximately 72 × 72 cm) since the overhead photographs were not perfectly aligned or centered with the quadrats. In the case of Fig. 2, the green squares are where the base of a mini jet erosion test (JET) device (Wardinski et al. 2018) was located, which likely did not have oyster shells present but could not be verified visually after the photographs. The purpose of processing the quadrat overhead photographs was twofold: (1) to contextualize the particle-size distribution data from the RCR presented in this study; and (2) to see if shell coverage is correlated with erodibility parameters estimated from JETs (not within the scope of this paper). Overhead photographs for estimating QOC were only collected at the RCR sites. The available equipment was unsuitable for application on the rock-based and submerged oyster reefs in the PR.

A PFFP was utilized for in situ assessment of surficial sediment strength at both field sites; however, only PFFP data from the PR was processed, specifically at Subsites PR1 through PR3. The PFFP deployment locations approximately coincided with the sampling locations. However, the PFFP deployment locations at the RCR site were at least 27 m away from the sampling locations due to site access limitations with a boat from the shallow waters. Therefore, PFFP results are not considered for the RCR site.

The PFFP instrument used was the Blue Drop by Blue C Designs. It was hand-deployed off the side of a vessel and fell freely from a near-vertical position under its own weight until impact with the seabed. The purpose of deploying the PFFP was to rapidly characterize the seafloor sediments that contain shell hash (Stark and Wever 2009). The probe continuously measures the deceleration
using five vertical accelerometers ranging from 2 to 250 g, and two 55 g horizontal accelerometers to detect tilt (where g is the acceleration due to gravity) (Blue C Designs 2015). The data sampling rate of the probe is 2 kHz, which can produce a displacement resolution better than 1 cm. In situ friction angles ($\phi'_\text{PFFP}$) were estimated from the PFFP deceleration data using the methodology described in Albatal et al. (2020). This procedure involved deriving quasi-static bearing capacity ($q_{\text{bsc}}$) based off the bearing capacity theory from Durgunoglu and Mitchell (1973) for quasi-static cone penetration resistance of soils (Stark et al. 2009, 2012). The derivation of $q_{\text{bsc}}$ uses Newton’s 2nd Law to estimate the sediment resistance force established from the deceleration data, then divides this force by the product of the penetrated area of the cone and a strain rate correction factor, $K$. The value of $K$ chosen for this study was 1.25 based on similarities with previous literature in terms of particle-size distributions and the type of PFFP probe used (Stoll et al. 2007; Stark et al. 2012; Albatal et al. 2020). Field relative densities, $D_{\text{r, PFFP}}$, were found using a correlation ($D_{\text{r, PFFP}} = -2.18 \times 10^{-4} a_{\text{dec}}^2 + 1.29 \times 10^{-2} a_{\text{dec}}^2 + 1.61 a_{\text{dec}} - 13.09$) developed by Albatal et al. (2020) with the PFFP maximum deceleration ($a_{\text{dec}}$) field data for this study. It should be noted, however, $D_{\text{r, PFFP}}$ was developed for using a locally sourced quartz sand of specific grain size and range with no mention of shell material present (Albatal et al. 2020). This means that this method in the current form may overestimate $D_{\text{r, PFFP}}$ for sands featuring shell hash by associating a stronger sediment resistance (i.e., higher $a_{\text{dec}}$) against the PFFP with an increase in density instead of an increase in frictional resistance from sharper particle shapes.

### Laboratory Testing

All acid-treated and nonacid-treated samples from the PR and RCR were classified using the Unified Soil Classification System (USCS) per ASTM D2487 (ASTM 2017a) based on the gradation testing (ASTM D6913; ASTM 2017b) performed on all samples. Before the samples were acid-treated, shell hash particles larger than 2 mm (retained on a No. 10 sieve) were removed, and gradation tests were completed for the retained shell hash portion. Subsequently, the smaller (<2 mm) shell hash that could not be isolated easily from the noncarbonate sand particles were treated with acid. The weight of the smaller-sized shell hash fraction was estimated by weighing the sample before and after treatment with HCl.

To differentiate shell hash contribution to sediment properties, two of the samples from the PR (PR2 and PR6) were treated with hydrochloric acid (HCl) to dissolve carbonate material. This process was intended to retain the nondissolvable, noncarbonate sands in the original samples assumed (no mineralogical testing performed) to be silica-rich quartz minerals, which are generally regarded as inert (Crundwell 2017). While it cannot be proven that indeed all dissolved carbonate materials represented oyster shell hash, local geology and the proximity to the oyster reefs suggests that contributions from other carbonate detritus are negligible.

The dissolution of the carbonate material allowed strength testing to compare samples with and without shell hash. Modified from the rinse method described by Brodie et al. (2011), the HCl was added to the preweighed and predried sediment sample saturated with enough distilled water to dilute the acid to between 3.7 and 4.0 M [a concentration of 1.0 M was effectively used by Komada et al. (2008)]. Thereafter, the diluted acid-sediment mixture was stirred and shaken for approximately two minutes, and then left in a fume hood for at least 12 hours. This allowed enough time for the acid reactions to dissolve the carbonate material in the samples. This duration was found to be adequate for the effervescence to no longer be detected by visual inspection, in line with Komada et al. (2008). The acid-treated sample was carefully poured into a funnel through two stacked ordinary coffee filters. Then, it was rinsed with distilled water until the outflow tested neutral with pH paper. Finally, the sample was redried in an oven at 110°C ± 5°C for at least 12 hours and weighed to estimate the amount of shell hash dissolved. Laboratory limitations and time constraints hampered the ability to repeat the same elaborate acid-treatment program on the RCR samples. While this would certainly be interesting and is planned for future efforts, it did not affect the results of this exploratory study and is to some degree provided by the photograph estimates of QOC.

The particle-regularity procedure detailed in Cho et al. (2006) was followed to quantify particle shape, which was then used to estimate relative density, $D_{r, cho}$. Samples from Subsites PR2 (nonacid-treated portion of sample), PR6 (acid-treated portion of sample), RCR1-A3, RCR2-A3, and RCR3-C were photographed for this procedure. Instead of using a stereomicroscope as described in Cho et al. (2006), a Sony Alpha a6000 mirrorless digital camera was used to photograph sediment and shell hash particles retained in Sieves nos. 10, 20, and 60. With limited sample sizes able to be collected from the field, the same sample material was used for the particle regularity photographs, the vacuum triaxial tests, and the gradation testing previously performed. For each photograph, three arbitrarily selected individual particles from the retained material on each sieve were examined optically. Thereafter, roundness ($R$) and sphericity ($S$) were estimated, which are required to calculate particle regularity ($\rho = (R + S)/2$). $R$, $S$, and $\rho$ can range between dimensionless values of 0.1–0.9, and a lower value of $\rho$ for a particle means that it is more angular and less spherical relative to a round and smooth particle (Cho et al. 2006). The reasons for estimating $\rho$ for nonacid-treated and acid-treated samples were to quantify the difference in particle shapes for sediment with and without shell hash and to empirically estimate $D_{r, cho}$. Values of $\rho$ for nonacid-treated samples were expected to be less than acid-treated material because the shell fragments were visually more angular than the noncarbonate sand collected.

Subsequently, maximum and minimum void ratios ($e_{\text{max}}$ and $e_{\text{min}}$, respectively) were empirically calculated based on correlations with $\rho$ from Cho et al. (2006), provided the material was <5% fines by weight and had a coefficient of uniformity, $C_u \leq 2.5$ after Youd (1973) [$C_u = D_{60}/D_{10}$, where $D_{60}$ and $D_{10}$ are the particle diameters corresponding to 60% and 10% passing (ordinate) on the particle-size distribution curve per ASTM D2487; ASTM 2017a]. Fig. 3 depicts the photographic analysis and formulaic procedure to estimate $D_{r, cho}$. $D_{r, cho}$ is based on the general definition of relative density ($D_r = (e_{\min} - e)/(e_{\max} - e_{\min})$), where $e_{\max}$ and $e_{\min}$ are empirically derived, and the void ratio, $e$, is estimated from multiple specimen measurements of the initial height, diameter, and dry weight as part of the vacuum triaxial test procedure. Note, these initial physical measurements occurred prior to each vacuum triaxial test with the preselected vacuum pressure already being applied to the specimens.

The definition of the variables shown in Figs. 3(a and b) are as follows: $r_{\text{max-in}} = \text{radius of the largest inscribed circle of the particle}$; $r_{\text{min-cir}} = \text{radius of the smallest circumscribed circle of the particle}$; $r_i = \text{radius of curvature at a corner of a particle}$; $N = \text{number of corners examined for one particle}$; $n = \text{number of retained particles examined for a particular sieves}$; and $P_i = \text{percent (by weight) of particles retained on the subject sieve}$; and the subscript, $i$, refers to the $i$th value of the variable in a list of numbers of length $n$ or $N$.

No bulk samples large enough were collected to perform $e_{\text{min}}$ and $e_{\text{max}}$ tests (ASTM D4253; ASTM 2016a and D4254; ASTM 2016b, respectively) in this study. The sediments near the oyster...
reef surveyed at the PR were all coarse-grained in size and did not have cohesion between particles, which made it difficult to effectively retrieve sediment samples with the Ponar grab sampler used. As the samples were being lifted from the side of the boat, the sediments often fluidized and poured out of the small gaps between the clamps of the Ponar grab sampler. This meant several attempts had to be made before a sediment sample of reasonable weight (>2 kg) could be successfully collected. At the RCR, sampling was kept to a minimum to limit the amount of disturbance to the nature preserve managed by the NC DEQ. For the reasons aforementioned and the fact that these surveys were exploratory in nature, a limited number and volume of sediment samples could be taken.

Two other parameters were used to estimate the packing density of the samples: (1) relative density \(D_{r,cho}\) developed for this study based on information presented in Cho et al. (2006) and Youd (1973); and (2) the theoretical relative compaction (RC) which is a special case of relative compaction (RC). RC is defined as the ratio of the dry unit weight \(\gamma_d\) to the maximum dry unit weight \(\gamma_{d,\text{max}}\) of a soil (Han 2015), where \(\gamma_{d,\text{max}}\) is often estimated from a standard or modified proctor test (ASTM D698; ASTM 2012b or ASTM D1557; ASTM 2012a, respectively). For compaction testing, RC can be more readily field-estimated than relative density (Duncan et al. 2014). However, the authors in this paper propose using RC, \([\text{Eq. (1)}]\) in connection with the laboratory strength results, instead of RC, where \(\gamma_r\) is the maximum theoretical dry unit weight (zero voids) of a soil that can solely be estimated from a specific gravity, \(G_s\), test or the initial void ratio with no laboratory proctor tests needed. \(G_s\) tests were performed in accordance with ASTM D854 (ASTM 2014) by a commercial geotechnical laboratory on three samples (nonacid treated sample portions of PR2, PR6, and RCR2-C1), which had already gone through sieve analysis testing.

\[
RC_i = \frac{\gamma_d}{\gamma_s} \tag{1}
\]

The laboratory strength results were estimated by performing a total of 29 vacuum triaxial tests (Fig. 4) on PR1 (no acid treatment), PR2 (before and after acid treatment), PR6 (before and after acid treatment), RCR1-A3, RCR2-A3, and RCR3-C1. The samples that were selected for vacuum triaxial testing represented different geomorphological areas at both the PR and the RCR. For instance, PR6 is closer to the oyster reef than PR1, and RCR1-A3, RCR2-A3, and RCR3-C1 are exposed to different local flow regimes. With no ASTM standard for vacuum triaxial testing, the procedure followed Albatal et al. (2020) without the use of the sand raining system. The raining system was not used because the shell material clogged the openings in the diffuser section as this method was not developed for angular shell material. The pre-dried samples were compacted with a rod about 2 cm in diameter [Fig. 4(a)] and compacted into a thin (membrane thickness, \(t_m = 0.15\) mm) triaxial air-tight membrane enclosed by a rigid split-mold. Note, only RCR samples with \(\text{OOC} < 10\%\) were selected to reduce the possibility of shell fragments puncturing through the thin membrane during vacuum triaxial testing. Before any sediment was placed, the preselected vacuum pressure was applied between the membrane and the rigid split-mold to ensure the membrane was tight up against the rigid split-mold so there would not be folds in the membrane during sediment placement and compaction. Once enough material had been placed and compacted, it was carefully screened off flush with the top of the split mold to a specimen height of approximately 152 mm for each test. The level of compaction effort and number of layers varied depending on the desired packing density; the compaction procedures are detailed in the individual test workbooks available in Consolvo et al. (2020b). The packing densities of the prepared specimens ranged between 19.7% \(\leq D_{r,cho} \leq 90.8\%\), 8.6% \(\leq D_{r,sphe} \leq 51.6\%\), and 53.7% \(\leq RC \leq 61.7\%\). Generally, the intent was to achieve broad ranges of relative densities to simulate a variety of potential field conditions, namely 0%–25%, 25%–50%, 50%–75%, and 75%–100%. A cylindrical cap was then carefully placed on top...
of the sediment, then the preselected vacuum pressure was quickly applied to the interior of the membrane through the bottom plate as shown in Fig. 4(b). Right after the vacuum pressure was swiftly switched to the interior of the membrane, the top of the membrane was rolled over the perimeter of the cylindrical cap, then a rubber o-ring was placed over the membrane in a preset groove to seal the triaxial sample. This seal allowed for the vacuum pressure to stabilize to the preselected isotropic confining pressure for the entire testing duration. The split mold was then carefully removed, and the initial diameter of the specimen was measured with a digital caliper at the top, middle, and bottom, and then averaged. The average initial diameters ranged from 67.6 to 72.5 mm. Triaxial confining pressures were set between 2.1 and 49.0 kPa to simulate subtidal and intertidal aquatic conditions. Multiple triaxial tests (at least two—refer to Table 3) were performed on each sample at about the same packing density and at three different confining pressures to estimate shear strength parameters \(a\) and \(b\) (defined subsequently in this section) per Duncan et al. (2014). The tests were then started where the incremental load applied onto the triaxial sample \((P)\) is generated from the GeoJack Loading instrument, and the confining pressure \((\sigma^{3}_f = \sigma^{3})\) is created from vacuum suction controlled with a regulator [Fig. 4(b)]. The maximum variation in the confining pressure allowed during the tests was approximately \(\pm 0.5\) kPa. Once the deviator stress \((\sigma_d)\) peaked and started to steady state, the tests were then stopped.

The parabolic area correction formula \((A_{cor} = A_0 \left[ \frac{1}{4} + \left( \sqrt{25 - 20x - 5e^2} / 4(1-e) \right) \right]^2\); Mulabdic 1993) was used to compute the deviator stress \((\sigma_d = P/A_{cor} - \sigma_{dm})\) throughout the test, where \(A_0\) is the initial cross-sectional area, \(e\) is the axial strain, and \(\sigma_{dm}\) is subtracted to account for the added resistance of the rubber membrane \((\sigma_{dm} = 4Emtane/\pi)\); where \(Em\) is Young’s modulus for the membrane material; ASTM D4767; ASTM 2011). Once the deviator stress could be computed, two approaches were then taken to quantify sediment strength: (1) the secant friction angle \((\phi_{sec})\) based on the Mohr-Coulomb failure criterion; and (2) shear strength \((\tau)\) using nonlinear strength envelopes.

In order to estimate \(\phi_{sec}\), the major and minor principal stresses at failure, \(\sigma'_f\) and \(\sigma'_s\), respectively, needed to be calculated first. \(\sigma'_s\) was kept constant throughout each test and is the same as the confining pressure \((\sigma^{3}_f)\), which is a function of \(\sigma^{3}_f\) and \(\sigma_d\). The maximum \(\sigma_d\) for each vacuum triaxial test defined specimen failure for this study. Example stress–strain curves, as well as strength results, are provided in Fig. 5, where peak deviator stresses fall between 3% and 6% strain in Fig. 5(a). Thereafter, \(\phi_{sec}'\) was estimated based on Eq. (3) taken from Duncan et al. (2014), which defines the angle between the abscissa and the line tangent to Mohr’s circle passing through the origin (no cohesion assumed).

\[
\sigma_d = \sigma'_f - \sigma'_s \Rightarrow \sigma'_f = \sigma_d + \sigma'_s \tag{2}
\]

\[
\phi_{sec}' = 2 \left[ \tan^{-1} \left( \frac{\sigma'_f}{\sigma'_s} \right) - 45^\circ \right] \tag{3}
\]

As suggested by De Mello (1977) and presented in Duncan et al. (2014), shear strength envelopes can be curved for granular materials, which is applicable to the material sampled in this study. The equation for \(\tau\) in the form of a power equation (Lade 2010), defined in Eq. (4), was used for this study, which incorporates dimensionless curve-fitting parameters \(a\) and \(b\), \(p_{us}\) is the atmospheric pressure (101.3 kPa used in this study), and \(\sigma'_s\) is the effective normal stress on the failure plane [Eq. (5)]. The procedure shown in Fig. 5(b) was followed by Duncan et al. (2014).

\[
\tau = a p_{us} \left( \frac{\sigma'_s}{p_{us}} \right)^b \tag{4}
\]

\[
\sigma'_s = 2\sigma'_f \sin^2 \left( 45^\circ + \phi_{sec}' \right) \tag{5}
\]

Results

Particle-Size Distribution

USCS classifications, the range of median grain sizes \((D_{50})\), the range of coefficients of uniformity \((C_u)\), the range of coefficients of curvature \((C_c)\), and the range of weight fraction percentages of shell hash from PR and RCR samples are summarized in Table 1. \(C_u\) for both sites (PR and RCR) was consistently less than 6—except for one outlier value of 36.40 (sample location: RCR1-B1)—which is the cut off between poorly graded and well-graded sediments (ASTM D2484; ASTM 2017a). The average \(D_{50}\) for all samples from the PR and the RCR was approximately 0.28 mm. The sediment USCS classifications from this study for the PR samples generally agree with the findings of Haven et al. (1981) near the subject oyster reef investigated. The sediment classifications from this study for the RCR samples agree with the findings of Delgado (2019).

The particle-size distribution curves for the PR and RCR samples are shown in Figs. 6(a–d). The particle-size distribution curves from the PR are more closely spaced than the ones from the RCR. The standard deviations of \(C_u\) for the PR and RCR samples are approximately 0.11 and 1.12 (if RCR1-B1 is excluded), respectively. One reason for the differences in standard deviation is the range of shell hash content was greater for the RCR samples based on QOC estimations. In Fig. 6(b), the shell hash only curves are cut off at a particle size (abscessa) less than 2 mm because the small-sized shell...
material (<2 mm) could not be effectively isolated from the noncarbonate sand particles before selected samples were acid-treated. Therefore, only the weights from before and after acid treatment are known for the small-sized shell material.

More widely distributed particle size ranges were expected, and generally observed (Fig. 6) for samples that had a relatively high shell hash content. This was expected because the shell hash material collected was generally larger in size, and the noncarbonate sands were fairly uniform and smaller in size from initial field observations.

The wider distribution curves can be characterized by higher Cu. As shown in Fig. 7, Cu generally decreases the further away from the PR oyster reef, x, for the PR samples and the QOC for the RCR samples. QOC and x are considered proxies for shell hash content where curves that are redder likely contain greater amounts of shell material.

Friction Angle

\[ \phi_{sec}' \] roughly increased with increasing Dr,cho, and RCt for acid-treated and nonacid-treated PR samples as shown in Figs. 8(a–c). The trend is better approximated by linear relationships for the RCR samples [Figs. 8(d–f)]. The RCR samples had a greater percentage by weight of particle sizes larger than 1 mm relative to nonacid-treated PR samples [Figs. 6(a, c, and d)], which may be a contributing factor in the 6.4° increase in \[ \phi_{sec}' \], on average, observed. During the gradation testing, there was noticeably more shell hash visible on the sieves for the RCR, which was confirmed from the particle size distribution results.

There is an approximate average difference of 5.8° for \[ \phi_{sec}' \] from nonacid-treated to acid-treated samples. The average \[ \phi_{sec}' \] for the acid-treated samples is approximately 30.2° and approximately 36.0° for the nonacid-treated samples (percent increase of approximately 19.2%). The average Dr,cho is 48.5% for the acid-treated samples and 53.5% for the nonacid-treated samples, which equates to an approximate percent increase of 9.9%. Contrastingly, the averages of Dr,sphere and RCt decreased slightly when comparing acid-treated to nonacid-treated samples by 0.4% and 0.2%, respectively. Therefore, the increase in \[ \phi_{sec}' \] cannot solely be attributed to

**Table 1.** Selected index properties of the samples collected at the RCR and PR

| Site | USCS classification(s) | Range of \( D_{50} \) (mm) | Range of \( C_u \) | Range of \( C_c \) | Range of weight fraction of shell hash |
|------|------------------------|--------------------------|----------------|----------------|----------------------------------|
| PR   | SP                     | 0.28–0.32                | 1.48–1.82      | 0.96–1.23      | 3.3%–3.8%a                       |
| RCR  | SP, SP-SM, and SM      | 0.17–1.09                | 1.46–36.40b    | 0.54–1.35      | Not acid-treated                  |

Note: Index property data for each sample can be found in the associated online data repository (Consolvo et al. 2020b).

*aThis range is based on Samples PR2 and PR6.

*b36.40 is considered an outlier because it is approximately 3.8 standard deviations away from the mean.
increased packing densities between samples. For additional context, the shell hash in the PR2 and PR6 samples accounted for 3.3%-3.8% of their weight. Moreover, the RCR samples with QOC estimations closer to 0% generally had smaller \( \phi_{sec}^{t} \), except the two data points with the lowest packing density values (RCR2-A3). Note, the upper bound QOC value for the colorbar shown in Fig. 8(c) is a tenth of what was used for the particle-size distribution curves in Figs. 6(c and d) since the QOC values ranged approximately between 0% and 7% for the RCR samples used for vacuum triaxial testing. With the ±0.5 kPa maximum allowed variation in \( \sigma_{3}' \), the average \( \phi_{sec}^{t} \) for nonacid-treated and acid-treated samples is 37.8° and 32.0° computed with a low \( \sigma_{3}' \) and 34.4° and 28.5° computed with a high \( \sigma_{3}' \), respectively. The random error in \( \sigma_{3}' \) does not appear to alter the increase in friction angle result when shell hash is present either.

The coefficients of determination (also known as \( R^{2} \), which is the proportion of the variance in \( \phi_{sec}^{t} \) that is predictable from \( D_{r, cho} \), \( D_{r, spher} \), or \( RC_{t} \)) and the corresponding best-fit linear equations are tabulated in Table 2. Based on these correlation results, there appears to be no single independent variable (among the three packing density parameters) that clearly predicts the dependent variable (\( \phi_{sec}^{t} \)) better than another. The strongest correlation was expected to be with \( D_{r, cho} \) because the particle shape was accounted for in determining the extreme void ratios. However, the average \( R^{2} \) for \( D_{r, cho} \) is 0.48; whereas it is about 0.55 for both \( D_{r, spher} \) and \( RC_{t} \) for the laboratory test results. There is a consistent increase in \( R^{2} \) from nonacid-treated to acid-treated samples for the PR samples, which may be due to the increased homogeneity in grain size and shape for sediment without shell hash.

To test the statistical validity of whether \( \phi_{sec}^{t} \) is positively correlated with the three packing density parameters for the data in Fig. 8, probability values (\( p \)-values) were calculated. \( p \)-values can be between 0 and 1, and values closer to 1 are correlations that are more likely to have occurred by random chance (i.e., no statistically significant correlation exists for the given data). Literature (Feinstein 1975; Goodman 2008) customarily recommends statistically significant correlations be limited to \( p \)-values ≤ 0.05. In Table 2, \( p \)-values range between 0.002 and 1, where \( p \)-value 11 through \( p \)-value 13 were all greater than 0.05 by about 0.6, on average, indicating the corresponding correlations are not statistically significant. These statistical results merely suggest that the remaining correlations are potentially valid and further experimentation is merited.

### Shear Strength

The nonlinear shear strength equation [Eq. (4)] does not appear to estimate \( \tau \) significantly differently than its linear counterpart, \( \tau = \sigma_{3}' \tan(\phi_{sec}^{t}) \), based on the results shown in Fig. 9(a). With \( b \) capped at 1.0 for the calculated ordinate values plotted on Figs. 9(a and b), the average absolute difference between the nonlinear and linear estimate of \( \tau \) is approximately 0.9 kPa, or about 4% of their averages. This difference excludes two nonacid-treated RCR outliers shown in Fig. 9(a). As shown in Table 3, there were only two vacuum triaxial tests successfully performed for Group No. 9 completed at small confining pressures (4.8 and 6.9 kPa). Such limited number of tests most likely resulted in \( b \gg 1 \) in addition to the small confining pressures. Nevertheless, Fig. 9 reveals computing \( \tau \) in the form of a nonlinear or linear equation does not yield significantly different results for shell-hash-laden sediment tested at confining pressures between 2.1 and 49.0 kPa.

In Fig. 9(b), \( \tau \) is predominantly less (i.e., lower shear strength) for the acid-treated samples for a given \( \sigma_{3}' \), which is in line with the primary hypothesis of this study. Half of the test groups had values
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**Table 2.** Statistical measures for the numerical relationships between friction angle and the listed density parameters

| Site | Packing density parameter | Fig. | HCT? | \( R^{2} \) | Linear best-fit equation | \( p \)-value | \( p \)-value ID |
|------|--------------------------|------|------|-------------|--------------------------|-------------|-------------|
| PR   | \( D_{r, cho} \)         | 8(a) | No   | 0.40 | \( \phi_{sec}^{t} = 9.7 \cdot D_{r, cho} + 29.2 \) | 0.03        | \( p \)-value 1 |
|      | \( D_{r, spher} \)       | 8(b) | No   | 0.44 | \( \phi_{sec}^{t} = 11.4 \cdot D_{r, spher} + 24.6 \) | 0.05        | \( p \)-value 2 |
|      | \( RC_{t} \)             | 8(c) | No   | 0.40 | \( \phi_{sec}^{t} = 16.2 \cdot D_{r, spher} + 29.8 \) | 0.03        | \( p \)-value 3 |
| RCR  | \( D_{r, cho} \)         | 8(e) | No   | 0.62 | \( \phi_{sec}^{t} = 47.7 \cdot D_{r, cho} + 7.5 \) | 0.02        | \( p \)-value 7 |
|      | \( D_{r, spher} \)       | 8(d) | No   | 0.82 | \( \phi_{sec}^{t} = 101.1 \cdot D_{r, spher} + 7.4 \) | 0.0002      | \( p \)-value 8 |
|      | \( RC_{t} \)             | 8(f) | No   | 0.82 | \( \phi_{sec}^{t} = 547.3 \cdot RC_{t} - 276.8 \) | 0.0002      | \( p \)-value 9 |
| PR   | \( D_{r, cho} \)         | 11(a) | No | 0.40 | \( \phi_{sec}^{t} = 9.7 \cdot D_{r, cho} + 29.2 \) | 0.03        | \( p \)-value 10 |
|      | \( D_{r, spher} \)       | 11(a) | No | 0.086 | \( \phi_{sec}^{t} = 10.0 \cdot D_{r, spher} + 37.7 \) | 0.3         | \( p \)-value 11 |
|      | \( RC_{t} \)             | 11(b) | No | 0.26 | \( \phi_{sec}^{t} = -0.060 \cdot x + 37.8 \) | 0.09        | \( p \)-value 12 |
|      | \( D_{r, PFFP} \)        | 11(b) | No | 0.0052 | \( \phi_{sec}^{t} = -0.0053 \cdot x + 43.9 \) | 0.8         | \( p \)-value 13 |
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Fig. 7. (Color) Coefficient of uniformity plotted against shell hash content proxy measures for the (a) PR; and (b) RCR. \( C_{u} \) for Sample RCR1-B1 was excluded from the subplot (b) because it was an outlier.
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of $b<1.0$, indicating nonlinear strength envelopes would appropriately fit the data. When values of $b>1.0$ were estimated, the data is more appropriately fitted by a linear strength envelope (i.e., $b$ is capped at 1.0). However, considering the low-end variation in $\sigma'_f$ ($-0.5$ kPa), all the test groups have a $b$ value less than 1.0, except Group No. 9. Linear strength envelopes were expected for the tests run at relatively small confining pressures ($2.1-8.3$ kPa), whereas greater degrees of nonlinearity were expected for the larger confining pressures ($6.9-49.0$ kPa) tested. This was generally observed where the average $b$ value for small confining pressures was greater than 1.0, and 0.95 for the larger confining pressures (Table 3).

**Field Results**

X-ray cores (approximately 30 cm in length) collected at the RCR indicate that oyster shell fragments were not limited to the surface but were observed down to about 30 cm below the surface. As an example, three X-ray images are shown in Fig. 10, where a relatively large angular oyster shell is revealed in the RCR1-A2 core at a depth of approximately 20 cm below the surface level.

Friction angle estimates based on PFFP field tests performed on shell-hash-laden sediment at PR1–PR3 were used to contextualize the vacuum triaxial laboratory-based friction angle estimates performed on nonacid-treated Samples PR1, PR2, and PR6 (Fig. 11). Since no PFFP tests were conducted at the RCR sample locations, only calculated data from the PR is presented in Fig. 11 (also summarized in Table 3). While the slopes of the linear best-fit lines are similar for $\phi'_s$ versus $D_{r,cho}$ (9.7) and $\phi'_{PFFP}$ versus $D_{r,PFFP}$ (10.0), there is an approximate 9° discrepancy (higher for $\phi'_{PFFP}$) between ordinate intercepts per Table 2. $D_{r,PFFP}$ values were higher by 16%, on average, than the laboratory prepared relative densities ($D_{r,cho}$). In Fig. 11(b), friction angle results are plotted against

**Fig. 8.** (Color) Secant friction angles estimated from vacuum triaxial tests are plotted against: (a) $D_{r,cho}$; (b) $D_{r,sph}$; (c) $RC_r$ on nonacid-treated and acid-treated PR samples; and (d–f) the same variables are plotted for nonacid-treated RCR samples. The legend in (b) is applicable for (a–c), and the legend in (e) is applicable for (d–f).

**Fig. 9.** (Color) (a) Equal-axis plots of shear strength computed from the nonlinear power equation [Eq. (4)] versus from its linear counterpart ($\tau = \sigma'_N \tan(\phi'_s)$); and (b) plot of nonlinearly computed shear strength versus the effective normal stress for all the vacuum triaxial PR and RCR test results. $b$ values were set to 1.0 for calculating $\tau$ if they were originally found to be greater than 1.0 for the ordinate values plotted on (a and b).
distance from the reef, \( x \), in the PR. For both the field and laboratory results in Fig. 11(b), there is a subtle (although, statistically insignificant per Table 2) increase in \( \phi'_{sec} \) and \( \phi'_{PFFP} \) closer to the reef.

Discussion

Particle-Size Distribution

As seen in Fig. 6(b), a wider range of particle sizes is generally observed for shell material only, indicating the sizes of the shells are less uniform than the noncarbonate sand grains. To minimize impacts on the oysters, sampling at the RCR was limited to areas within the quadrats that were not entirely covered with oyster shells but where some sand was exposed. Therefore, the samples collected may not be representative of the highest percentage of shell content present within each of the quadrat RCR sampling locations. Future work should include attempting to correlate \( QOC \) with shell hash weight fraction to rapidly assess the suitability of

| Site | Group no. | HCl? | \( \rho \) | \( G_s \) | \( D_{s,foo} \) (%) | \( \sigma'_{3f} \) (kPa) | \( \phi'_{sec} \) (°) | Low \( \sigma'_{3f} \) | High \( \sigma'_{3f} \) | \( a \) and \( b \) with variations in \( \sigma'_{3f} \) |
|------|----------|------|-------|-------|------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| PR1  | 1        | No   | NT    | NT    | 73.7             | 6.9             | 35.1            | 36.8            | 33.4            | 0.68 0.98       |
|      |          |      |       |       | 71.9             | 20.7            | 35.4            | 36.0            | 34.9            | 0.58 1.00       |
|      |          |      |       |       | 69.2             | 49.0            | 34.0            | 34.2            | 33.7            | 0.58 1.04       |
|      |          |      |       |       | 33.4             | 6.9             | 29.4            | 31.2            | 27.6            | 0.58 1.04       |
|      |          |      |       |       | 25.6             | 20.7            | 30.7            | 31.3            | 30.1            | 0.58 1.04       |
|      |          |      |       |       | 20.6             | 49.0            | 29.5            | 29.8            | 29.2            | 0.58 1.04       |
| PR2  | 3        | No   | 0.69  | 2.71  | 26.6             | 2.1             | 30.5            | 37.1            | 25.0            | 0.88 1.12       |
|      |          |      |       |       | 29.6             | 4.8             | 32.3            | 35.0            | 29.9            | 0.88 1.12       |
|      |          |      |       |       | 43.7             | 6.9             | 34.4            | 36.2            | 32.8            | 0.88 1.12       |
|      |          |      |       |       | 81.3             | 6.9             | 37.2            | 38.9            | 35.6            | 0.88 1.12       |
|      |          |      |       |       | 90.8             | 20.7            | 36.5            | 37.1            | 36.0            | 0.88 1.12       |
|      |          |      |       |       | 73.0             | 49.0            | 29.1            | 29.3            | 28.8            | 0.88 1.12       |
|      |          |      |       |       | 34.5             | 6.9             | 29.5            | 31.4            | 27.8            | 0.88 1.12       |
|      |          |      |       |       | 34.7             | 20.7            | 30.5            | 31.1            | 29.9            | 0.88 1.12       |
|      |          |      |       |       | 19.7             | 49.0            | 30.7            | 31.0            | 30.5            | 0.88 1.12       |
| PR6  | 6        | No   | 2.72  | NT    | 54.2             | 2.1             | 38.7            | 44.6            | 33.7            | 0.59 0.91       |
|      |          |      |       |       | 33.5             | 4.8             | 35.2            | 37.8            | 32.9            | 0.59 0.91       |
|      |          |      |       |       | 40.2             | 6.9             | 36.2            | 38.0            | 34.6            | 0.59 0.91       |
|      |          |      |       |       | 38.6             | 2.1             | 22.6            | 29.8            | 16.8            | 0.59 0.91       |
|      |          |      |       |       | 27.4             | 4.8             | 28.0            | 30.7            | 25.5            | 0.59 0.91       |
|      |          |      |       |       | 36.5             | 8.3             | 27.3            | 28.9            | 25.8            | 0.59 0.91       |
| RCR1-A3 | 8  | No   | 0.65  | NT    | 79.1             | 6.9             | 52.2            | 53.5            | 50.9            | 0.96 0.87       |
|      |          |      |       |       | 76.4             | 20.7            | 47.1            | 47.5            | 46.6            | 0.96 0.87       |
|      |          |      |       |       | 77.0             | 49.0            | 44.9            | 45.1            | 44.7            | 0.96 0.87       |
| RCR2-A3 | 9  | No   | 0.67  | NT    | 49.3             | 4.8             | 44.9            | 31.9            | 26.8            | 2.35 1.54       |
|      |          |      |       |       | 47.8             | 6.9             | 29.2            | 36.7            | 33.3            | 2.35 1.54       |
| RCR3-C1 | 10 | No   | 0.62  | 2.72  | 72.3             | 6.9             | 35.0            | 39.5            | 36.2            | 0.71 0.96       |
|      |          |      |       |       | 69.9             | 20.7            | 37.2            | 37.7            | 36.6            | 0.71 0.96       |
|      |          |      |       |       | 71.6             | 49.0            | 35.6            | 35.9            | 35.4            | 0.71 0.96       |

Note: NT = not tested.

The values for the dimensionless curve-fitting parameter, \( b \), is in boldface within each group. When values of \( b > 1.0 \) were estimated, the data is more appropriately fitted by a linear strength envelope (i.e., \( b \) is capped at 1.0), which is how \( \tau \) is computed in Figs. 9(a and b).

Only two successful vacuum triaxial tests were able to be performed.
an(7,13),(995,989)area for scour susceptibility. With respect to geotechnical properties, well-graded particles will generally exhibit a greater resistance to shear for a given normal stress, compared to poorly graded particles (Duncan et al. 2014), which is observed in this study. Provided some level of densification is achieved, the smaller-sized particles tend to fill the voids created from the larger-sized particles, making the sediment mass denser (Lambe and Whitman 1969).

**Friction Angle**

Much of the literature regarding particle characterization of oyster shells revolves around biochemical applications of shells in a powder form (Kuo et al. 2013). With respect to geotechnical literature, calcareous sands (soil material partially composed of calcium carbonate) are examined more so than shell hash, in general (McDowell and Bolton 2000; Stark et al. 2012; Shahmazari and Rezvani 2013; Ata et al. 2018). However, Yoon et al. (2010) specifically studied the effects of an oyster shell-sand mixture on sediment strength and compressibility. This study similarly showed higher $C_\phi$ for the oyster shell-sand mixture compared to sand only. The sediment samples Yoon et al. (2010) tested contained large (>10 mm) crushed oyster shell particles (about 33% by dry weight) and contained little to no fine-grained soil particles. In contrast, this study evaluated shear strength for smaller weight fractions of shell hash. It should be noted that differently than in Yoon et al. (2010), the friction angle for Yoon et al. (2010) was roughly 55°, and it was approximately 0.70 (increase of approximately 6%), which generally agrees with the trends cited, albeit a smaller range of ρ was found than in Cho et al. (2006). Strictly adhering to the methodology of Cho et al. (2006) in estimating ρ by use of a stereomicroscope could yield greater understanding on the influence shell-hash-laden material has on its friction angle for future research. Additionally, mineralogy testing should be performed to narrow the potential applicability.

The scatter in the secant friction angles as a function of relative densities (Fig. 8) can be attributed to natural variations in the grain mineralogy and uncertainty in the empirical correlations used to estimate $e_{\text{max}}$ and $e_{\text{min}}$, which directly affect $D_{s,cho}$. With respect to a published dependence of friction angle of cohesionless soils on relative density ($\phi_{\text{sec}} \approx 14D_s+28$; estimated graphically for the uniform fine sand line in Figure 18 in Schertmann 1978), the linear best-fit equations from Table 2 that predicted the friction angle to within 3° of the published correlation correspond to the same rows as $p$-value 1, $p$-value 4, and $p$-value 10. While this may seem promising, there were still three correlations (rows corresponding to $p$-value 6, $p$-value 8, and $p$-value 9) that were greater than 10° off, so improvements should be pursued in predicting friction angles from a packing density parameter for shell-hash-laden sediment.

Although Shahmazari and Rezvani (2013) did not perform tests with oyster shell fragments, they did conclude a minimum

\[\phi_{\text{sec}} \approx 14D_s+28\]
confining pressure of approximately 650 kPa (about an order of magnitude greater than the pressures in this study) is required before significant particle breakage of calcareous sands would occur. In Lee and Seed (1967), particle crushing of Sacramento River sand and Ottawa sand (no shell hash materials mentioned) was not readily observed until at least about 1,000 kPa. While no particle crushing was expected with the relatively low confining pressures, some of the more brittle carbonate material could have broken during the preparation of the sample. Samples that were compacted to achieve high relative densities (>50% for this study) may have experienced small amounts of particle crushing. Improvements for future studies should include performing grain size analyses before and after vacuum triaxial testing to verify minimal to no particle breakage is occurring, by following the methodology outlined in Shahnazari and Rezvani (2013).

Acid-treated values of \( \phi_{sec} \) could also be lower than nonacid-treated because carbonate-based minerals that may have been coating the surface of the noncarbonate sand particles would have dissolved during the acid-treatment process, leading to progressive rounding of sharp edges and subduing irregularities (Margolis and Krinsley 1971; Bullard et al. 2004). Rounded particles typically exhibit a lower resistance to shear (i.e., lower \( \phi_{sec} \)) than angular particles (Duncan et al. 2014). Future studies could examine the effect of particle rounding on \( \phi_{sec} \) due to the dissolution of carbonate-based surface coatings on noncarbonate sands by carefully examining individual particles before and after acid treatment with a microscope.

Shear Strength

Confining pressures can be considered small (2.1–49.0 kPa in this study) relative to typical triaxial pressures found in literature, and therefore there were no pronounced nonlinear strength envelopes (\( b \ll 1.0 \)) observed in this study. Half of the values of the strength parameter \( b \) were equal to or greater than 1.0, and the remainder were 0.90 on average. With the same \( a \), a higher \( b \) will result in a less curved strength envelope (limited to \( b \leq 1.0 \)), relative to a lower \( b \). If the tests had been conducted at a greater range of confining pressures, the estimated values of \( b \) would be expected to decrease (Charles and Watts 1980; Charles and Soares 1984; Perry 1994; Lade 2010; Duncan et al. 2014), leading to more pronounced nonlinear relationships between shear strength and effective normal stress. Most likely, the observed slight nonlinearity is caused by dilatancy effects (i.e., tendency for compacted coarse-grained material to expand in volume) (Rowe 1962; Lambe and Whitman 1969), rather than by particle breakage, occurring on the more densely prepared samples. However, slight variations in packing density between triaxial tests within a group could also be contributing to the nonlinear shear strength results. If particle crushing was occurring, the \( b \) value for the larger confining pressure tests would be expected to increase and possibly exceed 1.0, which is observed at much greater pressures in Lee and Seed (1967). This is not the case though for this study, so the abnormal values of \( b \) greater than 1.0 were likely attributed to instrument error on the regulator governing confining pressure as well as variation in packing density between the samples tested.

Effects of Packing Density

In an attempt to reduce the uncertainty in estimating \( D_{r,cho} \), which is based on photographic estimates of \( \rho \) and its subsequent correlations with \( e_{\text{max}} \) and \( e_{\text{min}} \), and the somewhat unrealistic spherical particle assumption in estimating \( D_{r,sphere} \), RC was also computed. Furthermore, the range of \( D_{r,cho} \) for single test groups varied between 1.5% and 20.7%, meaning consistent densities were not necessarily achieved for each test group when preparing the triaxial samples in the laboratory. \( D_{r} \) may be the same for two different particle packing configurations but may have different shear resistance abilities from the rearrangement potential. However, RC was not better in predicting \( \phi_{sec} \) in that the coefficients of determination for RC were about the same, on average, than those for \( D_{r,sphere} \) or \( D_{r,cho} \) (Fig. 8).

The initial expectation was that RC would more accurately represent the packing density of the prepared samples, and therefore improve predictions of \( \phi_{sec} \). The reason for this initial expectation was because RC is only a function of the void ratio, \( e \), of the prepared sample [derived in Eq. (6)]. \( \gamma_w \) is the unit weight of water at a standard temperature, \( \gamma_d \) is the dry unit weight (allows for air voids), and \( \gamma'_d \) is the unit weight of particle solids (no air voids).

\[
RC = \frac{1}{1 + e} \Rightarrow \frac{\gamma'_d}{\gamma_d} = \frac{G_{s}\gamma'_w}{G_{s}\gamma_w + e} = RC_i
\]

To reduce the scatter in RC, even more care would have to be taken in estimating \( e \) and \( \phi_{sec} \). This could be done by more accurately measuring the initial specimen volume and how it changes during testing, akin to 3D scanning methods proposed by Hall et al. (2009). However, based on the results in this study, RC does not appear to be a useful parameter to predict friction angle alone, nor can void ratio be readily estimated in the field. \( \phi_{sec} \) is also dependent on confining pressure which would need to be adequately accounted for to potentially reduce scatter. Moreover, future testing should include performing \( e_{\text{max}} \) and \( e_{\text{min}} \) testing to improve estimates of relative density. However, the test method in ASTM D4253 (ASTM 2016a) would likely cause particle breakage of the shell hash material leading to artificially low estimates of \( e_{\text{min}} \), so thoughtful alternative methods would have to be followed.

Field Measurements

In terms of the PFFP field sediment strength results, the low coefficients of determination for \( D_{r,PFFP} \) and \( x \) in predicting \( \phi_{PFFP} \) were expected because the relative density correlation used was developed for sands without shell fragments present. Furthermore, the range of \( D_{r,PFFP} \) was smaller than \( D_{r,cho} \) by about 24% just for PR samples, which limited the analysis of \( \phi_{PFFP} \). Shell hash content—proxied by \( D_{40} \) and \( C_{50} \)—did not appear to vary considerably as a function of the distance away from the reef for the PR samples per Figs. 6(a) and 7(a). This further limited the variability present to see changes in \( \phi_{PFFP} \). The correlation between \( \phi_{PFFP} \) and \( D_{r,PFFP} \) and \( x \) are not statistically significant since the \( p \)-values were greater than 0.05 [Table 2, Figs. 11(a and b)], which may be a result of the lack of variability discussed.

Previous investigations have revealed that the bearing capacity method from Durgunoglu and Mitchell’s (1973) theory underestimates \( \phi_{PFFP} \) by approximately 2° (Albatal et al. 2020) compared to laboratory-estimated friction angles (\( \phi_{sec} \) in this paper). The results in Fig. 11(a) show that the opposite occurrence is observed, where \( \phi_{PFFP} \geq \phi_{sec} \) by about 9°. Generally, the choice of strain rate correction factor, \( K \), to ultimately compute \( \phi_{PFFP} \), could provide an explanation for deviation. A \( K = 1.25 \) was chosen for this study based on similarities with previous literature (Stoll et al. 2007; Stark et al. 2012) in terms of particle-size distributions, the PFFP probe used, and the bearing capacity method, but future studies should follow a calibration procedure to estimate \( K \) and \( D_{r,PFFP} \) for the soil type being investigated, especially with shell hash present. \( K \) is inversely proportional to \( \phi_{PFFP} \), therefore, a higher \( K (>1.25) \) used in the analyses would be expected to better align
the field and laboratory results. Doing the analysis with \( K = 1.5 \) yielded \( \phi'_{\text{PFFP}} \) only about 1° less than with \( K = 1.25 \). Since a value of 1.5 is an upper limit cited in current free-fall penetrometer literature (Stoll et al. 2007; Stark et al. 2012; Stephan et al. 2015; Albatal et al. 2020), the strain rate correction factor is unlikely to explain the discrepancy solely. Without a clear explanation for the 9° discrepancy in friction angles observed, a more focused PFFP investigation is warranted in a sediment environment with varying amounts of shell hash. Future research should also incorporate mineralogical composition testing to narrow the definition of shell hash and the noncarbonate materials present. Nonetheless, the PFFP test results showed (although in a statistically limited fashion) surficial seabed sediments with shell hash have a higher shear resistance relative to clean quartz sands, which is similarly found in Stark and Wever (2009) as well as in line with Stark et al. (2012) who tested carbonate sand versus quartz sand using a PFFP.

Conclusions

This study pursued geotechnical insights into the influence of bi-valve shell fragments on sediment shear strength estimated from laboratory- and field-based methods. It was motivated by the long-term goal of the application of bivalves for scour and erosion protection. Two field investigations that involved sediment sampling and in situ strength measurements from a PFFP were completed where artificial and natural oyster reefs were present. Subsequent laboratory testing was conducted to dissolve carbonate shell material from selected samples and thereafter test their resistance to shear in comparison with samples in which shell fragments remained. Particle sizes ranged from gravel-sized to fine-grained for the samples collected at the two field sites with median grain sizes ranging between 0.17–1.09 mm. The following five conclusions can be drawn:

1. Secant friction angles of specimens tested with shell hash (approximately 3.3%–3.8% by weight) were higher, on average, by approximately 6°, compared to specimens without shells. This indicates a higher resistance to shear for a given load with shell hash present.

2. As expected, specimens prepared at higher relative densities (more compact) for the vacuum triaxial tests generally exhibited higher peak deviator stresses (failure). The three methods for estimating specimen density (relative density assuming idealized uniform spherical particles, relative density based on correlations with particle shape developed by Cho et al. (2006), and theoretical relative compaction based on initial void ratios) were, on average, about the same in their certainty for predicting secant friction angles. The average coefficients of determination for the three methods (in the same order as before) were approximately 0.55, 0.49, and 0.55.

3. Samples that were closer to the oyster reef or had a high percent coverage of oyster shells (a proxy for shell hash content) exhibited less uniform particle-size distributions (i.e., higher coefficient of uniformity). This indicates that carbonate shell particles contributed to the higher coefficients of uniformity estimated from grain-size analyses.

4. Regularities—a function of particle roundness and sphericity—for sediment samples with shell hash were lower, on average, by approximately 0.04 (decrease of approximately 6%) than sediment samples without shells, which could be a contributing factor of the higher sediment shear strengths observed.

5. The friction angle results from the PFFP showed a similar trend with the laboratory-estimated friction angles, albeit with a discrepancy of about 9°. This discrepancy is possibly due to the relative density correlation and the strain rate correction factor not being calibrated with shell-hash-laden material, and the lack of variability in the shell hash content between the samples collected at the Piankatank River site. Therefore, a more focused investigation should generate correlations between friction angle and packing density parameters with PFFP data in a shell-hash-rich setting accompanied by mineralogy testing.

Further investigations should involve careful laboratory testing to estimate the minimum and maximum void ratios of sediments with varying amounts (by weight) of shell fragments intermixed. This would produce a higher reliability of the relative densities and may improve the correlation between relative density and secant friction angle for sands with shell fragments. The results presented herein confirmed the findings of previous literature that particle shape plays an important role in shear strength. This study expanded the domain of sediment types and confining pressures for shear strength testing on sand with low percentages of shell hash.

Addressing the influence oyster colonies have on the erodibility of sediments should also be investigated through field and laboratory efforts as a continuation of this study. Future efforts should consider the important role friction angles have on erosion and use the findings from this paper to study spatiotemporal variations in scour near estuarine and marine areas of interest that could accommodate bivalve farms. Refined interpretation of PFFP tests in sediment environments containing shell hash in combination with long-term sediment transport monitoring near oyster reefs could yield further understanding and bring the goal of using bivalves as a bioengineered soil improvement solution closer to implementation.
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