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ABSTRACT
In this article, a theoretical analysis is carried out to understand the role of electrokinetic effect on transient natural convection flow in a vertical microchannel. By incorporating the electrokinetic body force and the natural convection term in the classical Navier–Stokes equations, the governing momentum equation for the current investigation is developed and solved analytically using the classical Laplace transform technique. Due to the complexity of solutions obtained in Laplace domain, the Riemann-sum approximation (RSA) technique is used to transform the solutions from Laplace domain to time domain. For accuracy check, the steady-state solution is also computed and compared with the implicit finite difference method and RSA at large time. Results show that skin-friction at the walls as well as the mass-flux can be optimized by careful selection of flow controlling parameters. In addition, it is found that the time required to attain steady-state skin-friction and mass-flux is weakly dependent on EDL size while strongly dependent on Knudsen number.

Nomenclature

\( C_p, C_v \) specific heats at constant pressure and constant volume, respectively (kJ/kg K)

\( E'_x \) dimensional streaming potential (V/m)

\( E_x \) dimensionless streaming potential (dimensionless)

\( F \) Faraday's constant (dimensionless)

\( g \) acceleration due to gravity (m/s\(^2\))

\( Gr \) Grashof number (dimensionless)

\( G_3 \) dimensionless parameter

\( H \) spacing between the microchannel walls (m)

\( Q \) dimensionless volume flow rate (dimensionless)

\( R' \) universal gas constant (kJ/kmol K)

\( Q' \) dimensionless mass-flux (dimensionless)

\( t' \) dimensionless time (dimensionless)

\( T \) dimensional temperature (K)

\( T_0 \) ambient fluid temperature (K)

\( T_1 \) temperature of the wall at \( y = 0 \) (K)

\( T_2 \) temperature of the wall at \( y = H \) (K)

\( T \) absolute temperature (K)

\( u \) axial velocity (m/s)

\( U \) dimensionless axial velocity (dimensionless)

\( \bar{v} \) vectorial velocity profile (m/s)

\( z \) valence number of ions in the solution (dimensionless)

\( x, y \) axial and transverse coordinates respectively (m)

\( X \) dimensionless axial coordinate (dimensionless)

\( Y \) dimensionless transverse coordinate (dimensionless)

Greek letters

\( \alpha \) thermal diffusivity (m\(^2\)/s)

\( \beta \) thermal expansion coefficient (1/K)

\( \beta_t, \beta_v \) dimensionless variables (dimensionless)

\( \varepsilon' \) fluid permittivity (C/V m)

\( \xi_1, \xi_2 \) dimensional zeta-potential (V)

\( \xi^{'}, \xi^{' \prime} \) dimensionless zeta-potential (dimensionless)

\( \xi_t \) wall-ambient temperature difference ratio (dimensionless)

\( \sigma_t, \sigma_v \) thermal and tangential momentum accommodation coefficients, respectively (dimensionless)

\( \gamma \) ratio of specific heats \((C_p/C_v)\) (dimensionless)

\( l_n \) fluid–wall interaction parameter, \( \beta_t/\beta_v \) (dimensionless)

\( \Gamma \) magnitude of electrokinetic effect (dimensionless)

\( \phi \) electrostatic potential (V)

\( \Phi \) externally imposed electrostatic potential (V)

\( \kappa \) Debye–Hückel parameter (dimensionless)

\( \lambda \) mean free path (m)

\( \lambda_D \) Debye length (m)
1. Introduction

The study of time-dependent natural convection flow in a vertical channel is a known problem in the literature. In parallel plates channel, Jha et al. [1] obtained an exact solution for the transient free convective flow of a viscous and incompressible fluid in a vertical channel due to symmetric heating of channel walls. The correlation between time to attain steady state and Prandtl number is established and they concluded that nature of relationship is linear when Prandtl number is greater than one and cubic for Prandtl number less than one. Later, Singh and Paul [2] analytically studied transient natural convection between two vertical walls heated/cooled asymmetrically and concluded that there exists a formation of upward flow closed to the heated wall while the downward flow is formed near the cooled wall for negative value of buoyancy distribution parameter. Other related physical articles on transient natural convection flow are available in [3–5]. Natural convection in a vertical microchannel on the other hand has significant application in micro-electro-mechanical-system (MEMS) and nano-electro-mechanical systems (NEMS) designs as cooling mechanism. Though there are notable number of scientific, engineering and industrial applications found for MEMS devices, further understanding of flow formation and heat transfer enhancement in such MEMS devices is still far from being detailed. On the other hand, the performance of MEMS frequently disobeys calculations made using scaling laws developed for large systems. So, heat can be easily built up in a densely packed MEMS protective housing, which results to undesirable or even destructive deformation [6]. Therefore, there is a demanding necessity for reliable computational competences for accurate predictions of these devices.

It has been established that the Knudsen number is the key parameter which decides the division of rarefied gas flow [6–8] and can be defined as the fraction of the molecular mean free path ($\lambda$) to characteristic length scale. For a given fluid flow problem, when $Kn < 10^{-3}$, the flow domain can be treated as a continuum flow, in which the Navier–Stokes equation in conjunction with the no-slip wall boundary conditions become applicable. In the case of Knudsen number greater than 10 ($Kn > 10$), the flow becomes unrestricted molecule in nature, because of insignificant molecular collisions. For $10^{-3} < Kn < 10^{-1}$, the slip flow regime is considered and the no-slip boundary condition becomes invalid, though continuum conservation equations are used to characterize the bulk flow. A number of articles have been dedicated to predict flow formation and heat transfer problems in microchannel. Chen and Weng [9] analytically studied the steady fully developed natural convection in an open-ended vertical parallel plate microchannel with asymmetric wall temperature. It was established that rarefaction and fluid wall interaction effects enhance volumetric flow rate and reduce heat transfer. This result was later extended by taking into account suction/injection on the microchannel walls by Jha et al. [10]. They resolved that suction/injection parameter intensely influences skin-friction as well as rate of heat transfer. Other related works on flow formation in vertical microchannel can be found in [11–13].

The analysis of the electrokinetic effect on flow formation has been widely studied in relation to pressure gradient. The electrokinetic phenomenon gets its applications in laboratory experimentations, industrial and engineering applications such as the removal of contaminants in soil and imposing electric ion on flow formation [14]. It involves the passing of low-voltage direct current electric field across the boundary of a fluid. Other applications can be found in medical field for cardiopulmonary resuscitation and development or recharging of battery cells [14]. When a liquid containing small amount of ions is brought in contact with a solid boundary, the like charges repel while the unlike charges attract. This condition leads to the formation of electric-double layer (EDL) closed to the walls containing excess counter ions. The pioneer works available on electrokinetic effect are Reuss [15] and Probstein [16]. Since then, different experimental and analytical studies have been carried out for further understanding of this phenomenon. Helmholtz [17] formulated the theory of EDL, which relates the electric field and flow parameters for electrokinetics, Patankar and Hu [18] derived a numerical simulation of microfluidic injection using electroosmotic force through the intersection of two channels. Ren and Li [19] examined the electroosmotic flows in microchannels with axially non-uniform zeta potentials for variable cross-sections. One of the major approximations used in the study of electroosmotic flow is the Debye–Hückel approximation [20] which is applicable when the electric potential is low. Yang and Li [21] employed the Debye–Hückel approximation to develop a numerical algorithm for electrokinetically driven Newtonian liquid flow. They found that for a liquid solution of low ionic concentration and a solid surface of high zeta-potential, the liquid flow in rectangular microchannel is clearly controlled by the presence of the EDL field and hence deviates from the flow characteristics described by classical fluid mechanics. Recently, many contributions have been communicated to study the combined effect of

| Symbol | Definition |
|--------|------------|
| $\psi'$ | Dimensional EDL potential (V) |
| $\psi$ | Dimensionless EDL potential (dimensionless) |
| $k$ | Fluid thermal conductivity (W/mK) |
| $\mu$ | Fluid dynamic viscosity (Ns/m²) |
| $\rho$ | Fluid density (kg/m³) |
| $\tau$ | Skin-friction (dimensionless) |
| $v$ | Kinematic viscosity (m²/s) |
| $\rho_e$ | Charge density (C/m³) |
| $\theta$ | Dimensionless temperature (dimensionless) |

| Symbol | Definition |
|--------|------------|
| $\lambda$ | Characteristic length scale |
| $Kn$ | Knudsen number |
| $\rho$ | Fluid density |
| $\mu$ | Fluid dynamic viscosity |
| $\tau$ | Skin-friction |
| $v$ | Kinematic viscosity |
| $\rho_e$ | Charge density |
| $\theta$ | Dimensionless temperature |
pressure and electrokinetic effects on flow formation in channel and microchannel [22–27]. Mukhopadhyay et al. [22] presented an exact solution to investigate the fully developed hydrodynamic and thermal transport of combined pressure and electrokinetically driven flow with asymmetric boundary condition. They established that both heat transfer characteristics and flow formation are significantly affected by the asymmetries in wall boundary conditions for both purely electroosmotic and combined pressure-driven and electroosmotic flows. Peralta et al. [28], Medina et al. [29], Soong and Wang [23] and Jha and Oni [30] gave a theoretical analysis on the effects of asymmetries in wall conditions and zeta-potential on electrokinetic flows in a microchannel and concluded that the asymmetric conditions have significant effect on flow formation, temperature distribution and heat transfer. Other related reviewed references can be found in [31–34].

Generally, flows in the vertical microchannel are often been acted upon by force of gravity. Also, unequal wall heating at the microchannel walls leads to density difference thereby setting up natural convection current in the microchannel. This phenomenon has been widely neglected by researches in the study of electroosmotic flow. Recently, Khan et al. [35] investigated the mixed convection in a vertical channel in the presence of electrical double layers and found that the flow formation is slightly dependent on Debye–Hückel parameter.

The aim of this study is to theoretically examine the electrokinetic effect on transient natural convection flow in a vertical microchannel subjected to asymmetric zeta-potential and asymmetric wall heating.

The novelty of this analysis is to discuss the role of electrokinetic effect on transient natural convection flow formation in a vertical microchannel subjected to asymmetric wall heating. In application, it is hoped that this study will help in understanding flow formation enhancement and minimization of skin-friction at the microchannel walls. The transient as well as steady-state solutions (SSS) are obtained using the combination of Laplace transform techniques as well as Riemann-sum approximation (RSA) approach and method of underdetermined coefficients. Also, the implicit finite difference (IFD) approach is used to justify the accuracy of the solution obtained. Furthermore, the impact of various controlling parameters on flow formation is discussed with the help of graphs and tables.

2. Mathematical analysis

In this article, we considered a transient, laminar, fully developed flow in a vertical microchannel of width \( H \) with non-uniform wall temperatures of \( T_1 \) and \( T_2 \) and electric potentials \( \xi_1 \) and \( \xi_2 \) at the walls \( y = 0 \) and \( y = H \), respectively. The temperature difference at the walls results to density difference, which induced natural convection current the microchannel. In this current article, flow formation is assumed to be driven by combined externally applied voltage gradient and buoyancy force as displayed in Figure 1. The charge distribution in the EDL follows Boltzmann distribution, therefore, the effects ion convection are negligible. Also, the wall potentials are considered low enough for Debye–Hückel linearization to be valid. This has been proven to be a valid assumption for flow formation in micro-geometries [36]. Furthermore, the externally applied voltage is significantly higher than the flow-induced voltage. Except otherwise stated, all other thermodynamics and hydrodynamics physical parameters are assumed constant.

Based on the above assumptions, the electrical potential distribution is gotten from Poisson–Boltzmann equation as

\[
\nabla^2 \phi = -\frac{\rho_e}{\varepsilon}, \tag{1}
\]

The potential, \( \phi \) is as a result of externally imposed field \( \Phi \) and EDL potential \( \psi' \), \((\phi = \psi' + \Phi)\), where, \( \nabla = \frac{\partial}{\partial x} + \frac{\partial}{\partial y} + \frac{\partial}{\partial z} \) is the vector differential operator and \( \rho_e \) is the net volume charge density of symmetric electrolyte and defined as \( [37] \)

\[
\rho_e = -2FzC_0 \sinh \left( \frac{2F\psi'}{RT} \right) \tag{2}
\]

Since this current investigation is concern with the fully developed region, the external potential gradient is along axial direction only, i.e. \( \Phi = \Phi(x) \) and \( \psi' = \psi'(y) \). So that

\[
\frac{\partial^2 \psi'}{\partial y^2} = \frac{2FzC_0}{\varepsilon} \sinh \left( \frac{2F\psi'}{RT} \right) \tag{3}
\]

subject to the boundary conditions:

\[
\psi'(0) = \xi_1, \quad \psi'(H) = \xi_2. \tag{4}
\]

The momentum equation for the current investigation is obtained by incorporating the electrokinetic body force to the Navier–Stokes equation in the axial direction only.

Using Boussinesq approximation defined by

\[
\rho = \rho_0[1 - \beta(T - T_0)] \tag{5}
\]

Incorporating the Boussinesq approximation, the governing momentum and energy equations describing the flow formation and temperature distribution in the dimensional form are respectively given by

\[
\rho_0 \frac{\partial u}{\partial t'} = \mu \frac{\partial^2 u}{\partial y^2} + \rho_0 g \beta (T - T_0) + \rho_e \psi' \tag{6}
\]

\[
\frac{\partial T}{\partial t'} = \frac{k}{\rho_0 c_p} \frac{\partial^2 T}{\partial y^2} \tag{7}
\]

subject to the following conditions:

\( t' \leq 0, \quad u = 0, T = T_0 \quad 0 \leq y \leq H \)
where \( \rho_E E \) is the electric body force which represents the impact of EDL on transient flow formation in the vertical microchannel, \( \lambda = KnD_h \) is the molecular mean free path and \( \sigma_v \) is the tangential momentum accommodation coefficient, \( \sigma_t \) is the thermal accommodation coefficient which depends on the fluid and surface materials, particularly for air and water, it assumes typical values near unity [7]. The boundary conditions (8) represent the velocity slip and the temperature jump at the walls \( y = 0 \) and \( y = H \).

### 2.1. Dimensionless analysis

The following dimensionless parameters are employed to transform the governing equations (1)–(8) into their respective dimensionless forms:

\[
U = \frac{uH}{v}, \quad t = \frac{vt}{H^2}, \quad Gr = \frac{g \beta (T_2 - T_0) H^3}{v^2},
\]

\[
Y = \frac{y}{H}, \quad \psi = \frac{Z^2 \xi}{R_T}, \quad \kappa = \frac{H}{\lambda_D},
\]

\[
\lambda_D = \left[ \frac{\varepsilon R_T^2}{2 F^2 Z^2 C_0} \right]^{1/2}, \quad \theta = \frac{T - T_0}{T_2 - T_0}, \quad \xi_1 = \frac{Z^2 \xi_1}{R_T},
\]

\[
\xi_2^* = \frac{Z^2 F \xi_2}{R_T}, \quad \xi_t = \frac{T_1 - T_0}{T_2 - T_0}, \quad \Gamma = \frac{\varepsilon R_T^2 \xi^*}{Z F \rho v^2},
\]
Using the dimensionless parameters defined in (9), and considering the fact that the wall potential is assumed low enough for Debye–Hückel linearization to be valid, Equations (3)–(8) describing the electric potential, flow formation and temperature distribution in the vertical microchannel are respectively given in dimensionless form as
\[
\frac{d^2 \psi}{dY^2} - \kappa^2 \psi = 0 \quad (10)
\]
\[
\psi(0) = \xi_1^*, \quad \psi(1) = \xi_2^* \quad (11)
\]
\[
\frac{\partial U}{\partial t} + \frac{\partial^2 U}{\partial Y^2} + Gr \theta - E_x \kappa^2 \Gamma \psi \quad (12)
\]
\[
Pr \frac{\partial \theta}{\partial t} = \frac{\partial^2 \theta}{\partial Y^2} \quad (13)
\]
with the initial and boundary conditions:
\[
t \leq 0, \quad U = 0, \theta = 0.
\]
\[
0 \leq Y \leq 1 \\
\begin{align*}
U(Y) &= \beta_v Kn u(Y), \\
\theta(Y) &= \xi_1 + \beta_v Kn u(Y) \text{ at } Y = 0 \\
U(Y) &= -\beta_v Kn \frac{\partial U}{\partial Y}, \\
\theta(Y) &= 1 - \beta_v Kn \frac{\partial \theta}{\partial Y} \text{ at } Y = 1
\end{align*} \quad (14)
\]

2.2. Analytical solution

Solving Equation (10) with boundary conditions (11), the electric potential is obtained as
\[
\psi(Y) = \frac{(\xi_1^* - \xi_2^* e^{-\kappa Y}) e^{\kappa Y} + (\xi_1^* e^{\kappa Y} - \xi_2^*) e^{-\kappa Y}}{2 \sinh(\kappa)} \quad (15)
\]
The temperature distribution as well as velocity profile in the vertical microchannel is also obtained by solving the energy and momentum equations, respectively. Since these equations are time-dependent, it is convenient to use the well-known Laplace transform technique to transform the partial differential equations into ordinary differential equations as follows:
\[
\tilde{U}(Y, s) = \int_0^\infty U(Y, t) e^{-st} dt \quad \text{and}\]
\[
\tilde{\theta}(Y, s) = \int_0^\infty \theta(Y, t) e^{-st} dt
\]
where \( s > 0 \) is the Laplace transform parameter which is greater than zero for convergence.

Taking the Laplace transform of Equations (12) and (13), with boundary conditions (14) and solving the transformed ordinary differential equations, the temperature distribution as well as velocity distribution are respectively obtained in Laplace domain as follows:
\[
\tilde{U}(Y, s) = C_s e^{sY} + C_6 e^{-sY} \quad (16)
\]
\[
\tilde{\theta}(Y, s) = \frac{\left(1 + \beta_v Kn \sqrt{sPrIn} \right) e^{\sqrt{sPrIn}}}{e^{\sqrt{sPrIn}} \left(1 + \beta_v Kn \sqrt{sPrIn} \right) - \left(1 - \beta_v Kn \sqrt{sPrIn} \right) e^{-\sqrt{sPrIn}}} \quad (17)
\]

The skin-frictions at the microchannel walls \( Y = 0 \) and \( Y = 1 \) are respectively deduced in the Laplace domain as
\[
\tau_0 = \left. \frac{d\tilde{U}(Y, s) }{dY} \right|_{Y=0} = \sqrt{s} [C_5 - C_6] + \frac{E_x \Gamma \kappa^3 [C_1 - C_2]}{s(\kappa^2 - s)} - \frac{Gr \sqrt{sPr} \left[C_5 - C_6 \right]}{s(Pr - 1)} \quad (18)
\]
\[
\tau_1 = \left. \frac{d\tilde{U}(Y, s) }{dY} \right|_{Y=1} = \sqrt{s} \left[C_5 e^{s\kappa} - C_6 e^{-s\kappa}\right] + \frac{E_x \Gamma \kappa^3 \left[C_1 e^{s\kappa} - C_2 e^{-s\kappa}\right]}{s(\kappa^2 - s)}
\]
Also, the dimensionless mass-flux in the Laplace domain is given by

\[
\bar{Q} = \int_0^1 \bar{U}(Y,s)dY = \left[ C_5 \left( \epsilon^{-\sqrt{s}} - 1 \right) - C_6 \left( \epsilon^{-\sqrt{s}} - 1 \right) \right] \left( \sqrt{\frac{s}{Pr(s-1)}} \right) + \frac{\bar{E}_x \Gamma_\kappa \left[ C_1 \left( \epsilon^{\sqrt{s}} - 1 \right) - C_2 \left( \epsilon^{-\sqrt{s}} - 1 \right) \right]}{s(\kappa^2 - 3)}
\]

(20)

### 2.3. Riemann-sum approximation

The solutions obtained in Equations (16)–(20) are in the Laplace domain and need to be transformed to time domain in order to ascertain the aim of this current analysis. Due to the complexity of the closed-form expressions obtained in Laplace domain, a numerical Laplace inversion technique used in [38–41], which is based on the RSA, is employed. This numerical Laplace inversion technique has been seen to be a useful and reliable tool in obtaining time-dependent problems [4,39]. In this technique, the temperature distribution, velocity profile, skin-friction and mass-flux which are in Laplace domain are inverted to the time domain respectively as follows:

\[
\theta(Y,t) = \frac{e^{rt}}{t} \left[ \frac{1}{2} \breve{\theta}(Y,\epsilon) + \text{Re} \sum_{n=1}^{M} \tilde{\theta} \right] \left( Y, \epsilon + \frac{i\pi}{t} \right) (-1)^n, \quad 0 \leq Y \leq 1,
\]

(21)

\[
U(Y,t) = \frac{e^{rt}}{t} \left[ \frac{1}{2} \breve{U}(Y,\epsilon) + \text{Re} \sum_{n=1}^{M} \tilde{U} \right] \left( Y, \epsilon + \frac{i\pi}{t} \right) (-1)^n, \quad 0 \leq Y \leq 1,
\]

(22)

\[
\tau(0,t) = \frac{e^{rt}}{t} \left[ \frac{1}{2} \breve{\tau}(0,\epsilon) + \text{Re} \sum_{n=1}^{M} \tilde{\tau} \right] \left( 0, \epsilon + \frac{i\pi}{t} \right) (-1)^n, \quad Y = 0,
\]

(23)

\[
\tau(1,t) = \frac{e^{rt}}{t} \left[ \frac{1}{2} \breve{\tau}(1,\epsilon) + \text{Re} \sum_{n=1}^{M} \tilde{\tau} \right] \left( 1, \epsilon + \frac{i\pi}{t} \right) (-1)^n, \quad Y = 1,
\]

(24)

\[
Q(t) = \frac{e^{rt}}{t} \left[ \frac{1}{2} \breve{Q}(\epsilon) + \text{Re} \sum_{n=1}^{M} \tilde{Q} \right] \left( \epsilon + \frac{i\pi}{t} \right) (-1)^n,
\]

(25)

where \( \text{Re} \) denotes to the real part, \( i = \sqrt{-1} \) the imaginary number, \( M \) is the number of terms used in the RSA and \( \epsilon \) is the real part of the Bromwich contour that is used in inverting Laplace transforms. The Riemann-sum Laplace inversion approximation involves a single summation for the numerical process. Its correctness depends on the value of \( \epsilon \) and the truncation error dictated by \( M \). According to Tzou [41] and based on inspection, the value of \( \epsilon \) that best satisfied the result is 4.7.

### 2.4. Steady-state solution

It is worth computing the steady-state value for temperature distribution and velocity profile in the vertical channel as it helps to validate the accuracy of the RSA approach used in Equations (21) – (25). It is expected that at large time, the RSA results should correspond with the SSS. The SSS are obtained by taking \( \partial \theta / \partial t = 0 \) in Equations (12) and (13), and solving the ordinary differential equation under relevant boundary conditions. The following exact solutions are obtained for temperature distributions and velocity profile respectively at steady state:

\[
\theta(Y) = \frac{(1 - \xi)Y + (1 - \xi)\beta_sKnln + 1}{1 + 2\xi\beta_sKnln} + 1 \quad (25)
\]

\[
U(Y) = \frac{E_x \Gamma_\kappa \left[ (\xi_1 - \xi_1 \epsilon)^{-1} \right] \epsilon e^{Y} + (\xi_1 \epsilon e^{Y} - \xi_2 \epsilon e^{-Y}) \epsilon^{-kY} \right]}{2 \sinh(k)}
\]

(26)

where \( CC_1, CC_2, C_7, C_8 \) are constants defined in the Appendix.

In many research works, the externally applied electric field \( E_x \) is often prescribed. This assumption deviates from the physics of electroosmotic flow, therefore, the electric field strength shall be computed in this current research. It is known that the electrical field generated is driven by a hydrostatic pressure through a microchannel with charged walls, which results in a streaming current, defined in dimensionless form as [35]

\[
l_s = -\frac{2\eta_{ozv}}{H} \int_{0}^{1} U(Y) \psi(Y) dY
\]

(27)

Also, the streaming potential produces a conduction current in the reverse direction, which is given in dimensionless form as

\[
l_c = \frac{E_x \lambda_0 \xi}{L}
\]

(28)

At steady state, the sum of the streaming current and the electrical conduction current equals zero, so that

\[
l_s + l_c = 0
\]

(29)

So that

\[
E_x = 2G_3 \int_{0}^{1} U(Y) \psi(Y) dY,
\]

(30)
where $G_3 = \text{zevL}/\lambda_0\xi_1H$ is a constant.

By the use of Equation (30), the dimensionless streaming potential is obtained as

$$E_s = \frac{GrX_{31} + X_{32}X_{27} + X_{33}X_{29}}{1 - X_{30} - X_{28}X_{32} - X_{28}X_{33}} \quad (31)$$

where $X_{i}$'s are constants defined in the Appendix.

By the use of the exact solution obtained for velocity profile in Equation (26), the skin-frictions at the channel walls are obtained as

$$\tau_0 = \frac{dU(Y)}{dY} \bigg|_{Y=0} \quad (32)$$

$$\tau_1 = \frac{dU(Y)}{dY} \bigg|_{Y=1} \quad (33)$$

The mass-flux in the vertical microchannel at steady state is given as

$$Q = \int_0^1 U(Y) dY \quad (34)$$

$$= E_s \Gamma (\xi_2^* - \xi_1^* e^{-x}) (e^{-x} - 1) - \text{Gr} \left[ \frac{CC_1}{2} + CC_2 \right] + C_7$$

2.5. Implicit finite difference approach

By employing the IFD method, the electric potential, energy and momentum equations given in (10)–(14) are solved. This involves discretization of the equations into finite difference equations at the grid point $(i,j)$. The discretized electric potential, momentum and energy equations respectively become [42]

$$\left( \frac{\psi(i+1) - 2\psi(i) + \psi(i-1)}{(\Delta Y)^2} \right) = k^2 \psi(i) \quad (35)$$

$$\frac{U(i,j) - U(i,j-1)}{\Delta t} = \left( \frac{U(i+1,j) - 2U(i,j) + U(i-1,j)}{(\Delta Y)^2} \right) \quad (36)$$

$$\frac{\theta(i,j) - \theta(i,j-1)}{\Delta t} = \left( \frac{\theta(i+1,j) - 2\theta(i,j) + \theta(i-1,j)}{(\Delta Y)^2} \right) \quad (37)$$

Subject to:

$$\psi(0) = \xi_1^*, \quad \psi(1) = \xi_2^* \quad (38)$$

$$u(i,0) = \theta(i,0) = 0 \quad 0 \leq Y \leq 1$$

$$U(i,j) = \left\{ \begin{array}{l l}
\frac{\beta_v Kn}{2 \Delta Y} (U(1,j) - U(-1,j)), \\
\frac{\beta_v Kn}{2 \Delta Y} (\theta(1,j) - \theta(-1,j)), \\
\frac{\beta_v Kn}{2 \Delta Y} (U(j,1) - U(j,0)), \\
\frac{\beta_v Kn}{2 \Delta Y} (\theta(j,1) - \theta(j,0))
\end{array} \right\} \quad (39)$$

The indexes “$i$” and “$j$” represent ‘$x$’ and ‘$t$’ respectively. The backward difference formula is used for the time derivative, while the central difference formula is used for other spatial derivatives. The equations given above are solved using the Thomas algorithm which involves the complex manipulation of a system of linear algebraic equations in the tridiagonal form.

In each time step, the solution to the electric potential ($\psi$) was first obtained. This followed by the temperature distribution ($\theta$) after which the velocity, $U$ is obtained by using the already known values of $\psi$ and $\theta$. The computation process is continued further, until a steady state is approached which satisfies the following convergence criterion [43]:

$$\sum |A_{i,j+1} - A_{i,j}| < 10^{-4} \quad (40)$$

We have that $A_{i,j}$ stands for the velocity, temperature fields and electric potential, $P$ is the number of interior grid points and $|A|_{\text{max}}$ is the maximum absolute value of $A_{i,j}$.

In our numerical computation, we have chosen 51 grid points for the numerical variable. Also, it is very necessary to be careful in specifying the value of $\Delta t$, in order to obtain a steady-state result as quickly as possible, but also not too small enough to avoid instabilities. Hence, for this computation, it is set to

$$\Delta t = \text{stabr} \times (\Delta R)^2 \quad (41)$$

The parameter “$\text{stabr}$” is determined by numerical experiment in order to achieve convergence and stability of the solution procedure. After concise tests, it was observed that the value 1.0 was suitable for the numerical computations.

While trying to ascertain the accuracy of the numerical procedure, the results of this present approach (IFD) are compared with that of the analytical solution obtained for the steady state as well as those of RSA at large time. This comparison justifies the reliability of solution techniques (Table 1).
Table 1. Numerical comparison of velocity profile for different solution method at $E_x = \Gamma = G_3 = 2.0, \kappa = \ln = 5.0, Gr = 50, \xi_t = \xi_t^* = \xi_t^{**} = 1.0, t = 20, Pr = 7.2$. 

| $\gamma$ | $Kn$ | SS $U(Y)$ | RSA $U(Y,t)$ | IFD $U(Y,t)$ |
|----------|------|-----------|--------------|--------------|
| 0.0      | 0.0  | 0.0000    | 0.0000       | 0.0000       |
| 0.05     | 0.2634 | 0.2633 | 0.2633 | |
| 0.10     | 0.5268 | 0.5266 | 0.5265 | |
| 0.2      | 1.5344 | 1.5345 | 1.5344 | |
| 0.05     | 1.7978 | 1.7979 | 1.7979 | |
| 0.10     | 2.0612 | 2.0610 | 2.0609 | |
| 0.4      | 2.7355 | 2.7357 | 2.7356 | |
| 0.05     | 2.9989 | 2.9990 | 2.9990 | |
| 0.10     | 3.2623 | 3.2621 | 3.2620 | |
| 0.6      | 2.7355 | 2.7357 | 2.7356 | |
| 0.05     | 2.9989 | 2.9990 | 2.9990 | |
| 0.10     | 3.2623 | 3.2621 | 3.2620 | |
| 0.8      | 1.5344 | 1.5345 | 1.5344 | |
| 0.05     | 1.7978 | 1.7979 | 1.7979 | |
| 0.10     | 2.0612 | 2.0609 | 2.0609 | |
| 1.0      | 0.0000 | 0.0000 | 0.0000 | |
| 0.05     | 0.2634 | 0.2633 | 0.2633 | |
| 0.10     | 0.5268 | 0.5266 | 0.5265 | |

3. Results and discussion

In this article, the role of the electrokinetic effect on transient natural convection flow in a vertical microchannel is presented semi-analytically as well as numerically. For saltwater working fluid, the Prandtl number ($Pr = 7.2$) which controls the nature of fluid based and defined as the ratio of kinematic viscosity to thermal diffusivity. For further understanding on solutions obtained for flow formation and shear stress, line graphs are plotted to see the effects of various pertinent parameters governing flow formation. Throughout this article except as/where otherwise stated, the buoyancy force distribution parameter is taken from $0.0 \leq \xi_t \leq 1.0$ which measures the level of asymmetric wall heating ($\xi_t = 0, \xi_t = 1$ denote purely asymmetric heating and symmetric heating of the microchannel walls, respectively). $0.0 \leq \xi^*_t = \xi^*_2 \leq 1.0$ which denotes the microchannel walls zeta-potential, Debye–Hückel parameter ($\kappa$), which is inversely proportional to EDL size is taken over the range of $0.5 \leq \kappa \leq 20$, the Grashof number controlling the buoyancy force strength is taken over $0.0 \leq Gr \leq 50$, the Knudsen number controlling the flow regime is taken over the range $0.0 \leq Kn \leq 0.1$ to cover both the continuum and slip flow regimes. Except otherwise stated, the reference values in the present work are $\xi_t = \xi^*_t = \xi^*_2 = 1.0, \kappa = 5.0, Gr = 50, \Gamma = G_3 = 2.0$. These values have been carefully selected to solve a physical problem in microfluidic [22].

For accuracy check of the solution obtained, Table 1 computes the velocity profile at different points in the microchannel for different values of $Kn$ using the RSA, exact solution (SSS) and the IFD approaches. This comparison gives an accurate agreement.

3.1. Streaming potential

Figure 2 presents streaming potential as a function of Debye–Hückel parameter ($\kappa$), Knudsen number and buoyancy force distribution parameter ($\xi_t$) for a fixed value of $\xi^*_1, \xi^*_2, \kappa, Gr, \Gamma, G_3$ at steady state. It is obvious from this figure that the maximum streaming potential is achieved at the slip regime ($Kn = 0.1$) compare to the continuum regime ($Kn = 0.0$). In addition, increase in buoyancy force distribution parameter ($\xi_t$) leads to a corresponding increase in streaming potential. As expected, a careful look at this figure suggests that the streaming potential tends to zero as $\kappa \rightarrow \infty$. This is due to the fact that increasing $\kappa$ corresponds to a thinner EDL until no EDL is present.

Figure 3 on the other hand depicts the combined role of Knudsen number ($Kn$), $\kappa$ and $Gr$ on streaming potential in the vertical microchannel. It is interesting to note an asymmetric behaviour in $E_x$ between positive and negative values of $Gr$ for different values of $Kn$ and $\kappa$. Also, it is found that streaming potential in the vertical microchannel can be enhanced by increasing the positive Grashof number.

3.2. Velocity profile

The main objective of this present study is to comprehend the role of the electrokinetic effect on transient
natural convection flow in a vertical microchannel. In view of this, Figures 4–6 are attributed to this effect.

Figure 4 shows the influence of time \( (t) \) and Knudsen number \( (Kn) \) on transient natural convection flow in a vertical microchannel at fixed value of other governing parameters. It is obvious from this figure that flow at continuum regime attains steady-state faster than flows in slip flow regime. This is due to the fact that at slip flow regime, the ratio of molecular mean free path to the channel width is higher and thereby enhancing fluid motion in the vertical microchannel compared to the continuum flow regime.

For proper understanding on the role of asymmetric wall zeta-potential, Figure 5 illustrates the velocity profile for different values of Grashof number \( (Gr) \) and \( \xi_{t}^{*2} \) at steady state. It is interesting to note that flow formation in steady-state situation can be enhanced for purely asymmetric zeta-potential compared to symmetric or partially symmetric cases. In addition, increase in magnitude of buoyancy force leads to corresponding increase in flow formation in the microchannel. This could be attributed to the fact that increase in \( Gr \) increases the buoyancy force in the fluid which leads to rise in fluid motion.

Figure 6 on the other hand exhibits the steady-state velocity as a function of Debye–Hückel parameter \( (\kappa) \) and \( \xi_{t} \) at fixed value of \( Kn, Gr, \xi_{1}^{*}, \xi_{2}^{*}, \Gamma, G_{3} \). It is obvious that fluid velocity in the vertical microchannel is higher for the case of symmetric heating case \( (\xi_{t} = 1.0) \) compared to asymmetric wall heating case \( (\xi_{t} = 0.0) \) regardless of the EDL size. Also, the maximum fluid velocity is observed in the central region of the microchannel for thin EDL \( (\kappa = 10.0) \). From this figure, one can conclude that the presence of large EDL leads to retardation of fluid motion in the microchannel irrespective of symmetric or asymmetric wall heating conditions.

3.3. Skin-friction and mass-flux

Understanding the skin-friction as well as mass-flux of transient electrokinetic natural convection flow at microchannel walls has significant application in engineering designs such as drug delivery at microscale and batteries designs. Figures 7–14 represent the skin-friction as well as mass-flux, both at transient state as well as the steady-state situation. Figures 7 and 8 show the steady-state skin-friction for different values of \( Kn, \kappa \) and \( \xi_{t} \) at the walls \( Y = 0 \) and \( Y = 1 \), respectively. It is evident that the role of EDL is to reduce the drag at the walls regardless of flow regime. On the other hand, skin-friction is maximum at both walls for purely asymmetric wall heating. Also, at the wall \( Y = 1 \), there exist point of inflexion while varying \( \xi_{t} \). At this point, skin-friction is independent of \( \xi_{t} \).

Figures 9 and 10 simulate the steady-state mass-flux by varying Debye–Hückel parameter \( (\kappa) \), Knudsen number \( (Kn) \) and asymmetric wall zeta-potential \( (\xi_{2}^{*}) \). Figure 9 shows that mass-flux is higher in slip flow regime relative to the continuum flow regime regardless to the value of \( \xi_{t} \). One can resolve that mass-flux can be enhanced by subjecting the walls to symmetric walls heating in slip flow regime. Figure 10 on the other
hand explains the importance of $Gr$ and $\xi^*_{2}$ on mass-flux in the microchannel. Also, it is observed that the amount of fluid passing through the microchannel can be enhanced by subjecting the walls to purely asymmetric zeta-potential and increasing the magnitude of buoyancy force. This is because an increase in buoyancy force leads to a corresponding increase in fluid velocity, thereby increasing the amount of fluid passing through the microchannel.

Figures 11 and 12 depict the variation of skin-friction at the walls $Y = 0$ and $Y = 1$ respectively as a function of $\Gamma$ and $\xi^*_{2}$. It is found from both figures that skin-friction at the microchannel walls can be minimized by increasing the magnitude of the electrokinetic effect, reducing the EDL length and subjecting the walls to symmetric wall zeta-potential.
Figures 7–12 present the steady-state skin-friction and mass-flux. It is paramount to understand the transient state skin-friction as well as mass-flux. A careful look at Figures 13 and 14 clearly reveal that for transient skin-friction and mass-flux, the time required to attain steady-state is weakly dependent on EDL size ($\kappa$), while strongly dependent on Knudsen number. From Figure 13, the skin-friction at the wall $Y = 0$ is seen to increase with time until steady state. This behaviour is also noticed for transient mass-flux.

The solutions obtained in this current article deserve pronounced attention not just because of their engineering applications in flow formation enhancement but can also serve as an accuracy check for various conducted experimental results.

4. Conclusion

A theoretical analysis is carried out to examine the role of electrokinetic effect on transient natural convection flow in a vertical microchannel subjected to asymmetric wall zeta-potential. Using the classical Navier–Stokes equation, the governing momentum partial differential equation is presented and solved using the Laplace transform technique and RSA. For numerical justification of result, the IFD approach is employed as well as the SSS is obtained and compared with the RSA solution. Based on the solutions as well as pictorial representations, the following conclusions are drawn:

1. Velocity, mass-flux and skin-friction increase with time until steady state is achieved.
2. Velocity profile and mass-flux in the microchannel can be enhanced by subjecting the walls to purely asymmetric zeta-potential.
3. Skin-friction at the microchannel walls can be minimized by considering symmetric zeta-potential and reducing Grashof number.
4. The streaming potential can be enhanced by considering large EDL subjected to symmetric wall heating.
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\[ \begin{align*}
C_1 &= \frac{(\xi^* - \xi^* e^{-s})}{2 \sinh(\kappa)}, \quad C_2 = \frac{(\xi e^s - \xi^*)}{2 \sinh(\kappa)}, \quad C_{C1} = \frac{(1 - \xi)}{1 + 2\beta, Kn}, \quad C_{C2} = \frac{(1 - \xi)}{1 + 2\beta, Kn} + \xi_r, \\
C_3 &= 1 \frac{(X_2 - \xi X_4)}{X_3 X_2 - X_4 X_3}, \quad C_4 = 1 \frac{(\xi X_2 - X_1)}{X_3 X_2 - X_4 X_3}, \quad X_1 = 1 - \beta_y Kn \sqrt{sPr}, \quad X_2 = 1 + \beta_y Kn \sqrt{sPr}, \quad X_3 = e^{\sqrt{sPr}} \left(1 + \beta_y Kn \sqrt{sPr}\right), \\
X_4 &= e^{\sqrt{sPr}} \left(1 - \beta_y Kn \sqrt{sPr}\right), \quad X_5 = 1 - \beta_y Kn \sqrt{s}, \quad X_6 = 1 + \beta_y Kn \sqrt{s}, \quad X_7 = \frac{\Gamma x^2}{s^2 + 1}(C_1 - C_2) + \beta_y Kn \left(\xi + (C_1 + C_2)\right), \\
X_8 &= \frac{\text{Gr}}{s(Pr - 1)} \left[(C_3 + C_4) - (C_3 - C_4) \sqrt{sPr}/\xi \kappa \right], \quad X_9 = e^{\sqrt{sPr}} \left(1 + \beta_y Kn \sqrt{s}\right), \quad X_{10} = e^{-\sqrt{sPr}} \left(1 - \beta_y Kn \sqrt{s}\right), \\
X_{11} &= \frac{\Gamma x^2}{s^2 + 1} \left[\left(C_2 e^{-s} - C_1 e^s + (C_1 + C_2) e^{-s}\right)\right], \quad X_{12} = \frac{\text{Gr}}{s(Pr - 1)} \left(\left(C_3 e^{\sqrt{sPr}} + C_4 e^{-\sqrt{sPr}}\right)\right) \\
+ \left(C_3 e^{\sqrt{sPr}} - C_4 e^{-\sqrt{sPr}}\right) \sqrt{sPr}/\xi \kappa \right], \quad X_{13} = \frac{X_1 X_6 - X_10 X_7}{X_9 X_6 - X_10 X_5}, \quad X_{14} = \frac{X_2 X_6 - X_10 X_8}{X_9 X_6 - X_10 X_5}, \quad X_{15} = \frac{X_9 X_7 - X_11 X_5}{X_9 X_6 - X_10 X_5}, \\
X_{16} &= \frac{X_6 X_9 - X_12 X_5}{X_9 X_6 - X_10 X_5}, \quad C_5 = X_3 X_6 + X_4, \quad C_6 = X_3 X_4 + X_6, \quad C_7 = X_2 X_6 + X_27, \quad C_8 = X_28 X_6 + X_29, \quad X_21 = -\beta_y Kn, \\
X_{22} &= \left[(C_1 - C_2) \kappa \beta_y Kn \right] - (C_1 + C_2) \Gamma, \quad X_{23} = 1 + \beta_y Kn, \quad X_{24} = \Gamma \left((C_2 e^{-s} - C_1 e^s) \kappa \beta_y Kn \right) - (C_1 e^s + C_2 e^{-s})\right], \\
X_{25} &= \text{Gr} \left[\frac{CC_1}{6} + \frac{CC_2}{2} + \beta_y Kn \left(\frac{CC_1}{2} + \frac{CC_2}{2}\right)\right], \quad X_{26} = \frac{X_22 - X_24}{X_21 - X_23}, \quad X_{27} = \frac{-X_25}{X_21 - X_23}, \quad X_{28} = \frac{X_28 X_23 - X_22 X_23}{X_21 - X_23}, \quad X_{29} = \frac{X_21 X_25}{X_21 - X_23}, \\
X_{30} &= 2G_3 \left[\frac{\Gamma C_1^2 (e^{2\kappa} - 1)}{2\kappa} + 2\Gamma C_1^2 (e^{2\kappa} - 1)\right], \quad X_{31} = 2G_3 \left[\frac{C_2 C_2 (e^{2\kappa} + 2\kappa + 2\kappa e^{-2\kappa} - 2)}{2\kappa}\right] \\
- \frac{C_2 C_2 (6 - (\kappa^3 + 3\kappa^2 + 6\kappa + 6)e^{-2\kappa})}{6\kappa}, \quad X_{32} = 2G_3 \left[\frac{C_1 (1 + (\kappa - 1)e^{-\kappa})}{\kappa} + \frac{C_2 (1 - (\kappa + 1)e^{-\kappa})}{\kappa}\right], \quad X_{33} = 2G_3 \left[\frac{C_1 (e^\kappa - 1)}{\kappa} - \frac{C_2 (e^{-\kappa} - 1)}{\kappa}\right]
\end{align*}\]