Transport properties of multiple quantum dots arranged in parallel: results from the Bethe ansatz
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Abstract. In this paper we analyse transport through a double dot system connected to two external leads. Imagining each dot possessing a single active level, we model the system through a generalization of the Anderson model. We argue that this model is exactly solvable when certain constraints are placed upon the dot Coulomb charging energy, the dot–lead hybridization, and the value of the applied gate voltage. Using this exact solvability, we access the zero temperature linear response conductance both in and out of the presence of a Zeeman field. We are also able to study the finite temperature linear response conductance. We focus on universal behaviour and identify three primary features in the transport of the dots: (i) a so-called Ruderman–Kittel–Kasuya–Yosida (RKKY) Kondo effect; (ii) a standard Kondo effect; and (iii) interference phenomena leading to sharp variations in the conductance including conductance zeros. We are able to use the exact solvability of the dot model to characterize these phenomena quantitatively. While here we primarily consider a double dot system, the approach adopted applies equally well to N-dot systems.
1. Introduction

Quantum dot devices exhibit a wide range of strongly correlated phenomena. In the simplest of cases, single dot devices exhibit classical Kondo physics [1, 2], the archetype of strong correlations in impurity systems. This physics arises in dots due to their natural localization of electronic (and hence spin) degrees of freedom. Measuring transport properties provides the most effective means to probe the Kondo physics in such dots. The formation of the Abrikosov–Suhl resonance, a dynamical enhancement in the density of states at the Fermi energy, facilitates transport through the dot from one lead to the other. Manipulations of this resonance through adjustments of temperature, bias, or external fields are readily observed through monitoring the device’s conductance.

At the next level of complexity are single level dots where multiple energy levels are relevant to transport. Much attention has been paid to the situation where two levels in a single dot are anomalously close [3]–[6]. In such a case the dot can be tuned through a singlet–triplet transition. On the triplet side a two stage Kondo effect can be realized [5, 6]. Here two channels of electrons...
coupled with different strengths to the dot triplet successively reduce the impurity from $S = 1$ to $S = 1/2$ to $S = 0$ in a two stage process.

Quantum dot devices with multiple active dots offer the same range of phenomena as single multi-level dots but with greater versatility as level spacing and interactions are not precisely controllable within a single dot. In particular multiple quantum dot devices offer the opportunity to study nontrivial mixtures of strongly correlated physics and interference phenomena. Any Kondo physics that arises in such systems will be strongly affected by the presence of multiple tunneling paths afforded by the multiple dots. Even in the absence of interactions, multiple tunneling paths lead to richly structured transport behaviour predicated upon interference effects.

Multiple dot devices come in a number of guises. In one instance they are manufactured from gated semiconducting heterostructures [7]–[10]. An important feature that the semiconducting multi-dots share with their single dot cousins is their tunability. By adjusting voltages applied to various gates which define the dots, it is possible to change fundamental parameters of the dot system allowing experimental exploration of all of the dots’ various physical regimes. In a second instance they can be constructed from carbon nanotubes [11, 12]. With appropriate gating, carbon nanotube dots can also be made fully tunable [11, 12]. Much of the experimental interest in multiple quantum dots comes from their possible realization as elementary qubits in a quantum computer [10, 13, 14]. As the spin degrees of freedom on the dot serve as the states of the qubit, the question of spin decoherence due to coupling with the nuclear background becomes an important question [10], [13]–[15]. Carbon nanotube dots have the advantage that their spin decoherence times are expected to be longer due to a weaker nuclear background in carbon than in GaAs [11, 12].

The promised rich phenomenology and the ability to realize multiple dot devices together have led to a flurry of theoretical work in this area. Combinations of interference effects and Kondo physics in parallel dots have been studied in many works [16]–[22]. In response to the observations of a competition between an effective Ruderman–Kittel–Kasuya–Yosida (RKKY) coupling and a Kondo effect in a pair of double dots in series [7, 8], a number of works have studied the physics of RKKY effects in quantum dots [17, 23, 24]. Techniques that have been used to study multiple dots include infinite U slave boson mean field theory [16]–[19], [24]–[27], numerical renormalization group [16, 21, 24, 28, 29], exact diagonalization [20, 30], appeal to asymptotic limits [4, 5, 23, 31], a perturbative renormalization group [32], and a functional renormalization group [33, 34].

In this work we present a distinct approach to analysing such systems: we study such systems under the rubric of integrability. Like the numerical renormalization group it offers exact results but with the advantage of analytic control. Integrability has long been known to be able to access thermodynamic properties of single level dot systems [35]. More recently it has been shown to be successful in computing equilibrium transport properties of single level quantum dots [36]. In particular, these techniques were able to compute the finite temperature linear response conductance over a number of decades in temperature in good agreement with the numerical renormalization group. The aim of this paper is to apply this approach to multiple quantum dots. It is an extension and elaboration of work first reported in [37].

To this end, we examine a generalized Anderson model coupling two leads ($l = 1, 2$) to an array of dots in parallel:

$$
H = -i \sum_{l \alpha} \int_{-\infty}^{\infty} dx \left( c_{l \alpha}^+ \partial_x c_{l \alpha} + \sum_{\sigma \alpha} V_{l \alpha}(c_{l \alpha}^+ d_{\sigma \alpha} + \text{h.c.}) + \sum_{\sigma \alpha} \epsilon_{d \alpha} n_{\sigma \alpha} + \sum_{\alpha \alpha'} U_{\alpha \alpha'} n_{\uparrow \alpha} n_{\downarrow \alpha}. \right)
$$ (1.1)
Here the $c_{\alpha l}/d_{\alpha \alpha}$ specify electrons living in the leads and the dots. $\alpha$ indexes the various levels on the dots in the system. $V_{\alpha l}$ measures the tunnelling strength between the dot level $\alpha$ and lead $l$. $U_{\alpha \alpha'}$ characterizes the Coulomb repulsion between electrons of opposite spin living in levels $\alpha$ and $\alpha'$. A schematic of this Hamiltonian for two dots, i.e. $\alpha = 1, 2$, is given in figure 1.

We will argue in this paper that the above Anderson-like Hamiltonian is exactly solvable in two cases:

$$V_{1\alpha}/V_{2\alpha} = V_{1\alpha'}/V_{2\alpha'}; \quad U_{\alpha \alpha'} = \delta_{\alpha \alpha'} U_{\alpha}; \quad U_{\alpha} \Gamma_{\alpha} = U_{\alpha'} \Gamma_{\alpha'}; \quad U_{\alpha} + 2\epsilon_{d\alpha} = U_{\alpha'} + 2\epsilon_{d\alpha'}; \quad (1.2)$$

and

$$V_{1\alpha}/V_{2\alpha} = V_{1\alpha'}/V_{2\alpha'}; \quad U_{\alpha \alpha'} = U; \quad \Gamma_{\alpha} = \Gamma_{\alpha'}; \quad \epsilon_{d\alpha} = \epsilon_{d\alpha'} = \epsilon_{d}. \quad (1.3)$$

The first condition in both cases guarantees that only a single effective channel in the leads couples to the dots. This condition is commonplace in the literature [17]–[21], [29, 30, 32, 38]. The second condition implies that for fixed Coulomb repulsion of the dots, the bare level separation of the two dots, $|\epsilon_{d1} - \epsilon_{d2}|$, is also fixed. This still permits the dot levels to be moved in unison, say by the application of a uniform gate voltage. The final condition amounts to the insistence that the energy scale associated with the charge degrees of freedom, i.e. $\sqrt{U \Gamma}$, must be the same on both dots. However this is not a serious constraint as we are much more interested in physics occurring on a scale associated with spin fluctuations which are not so constrained.

In the bulk of the paper, we focus this approach on studying double dots (i.e. $\alpha = 1, 2$ in the above model). We identify a number of interesting phenomena. At the particle–hole symmetric point of the double dot system we find that the ground state of the system is a singlet and is characterized by a Kondo-like resonance. This implies that the RKKY interaction between the dots acts in an unusual fashion. In the standard picture, one expects either that an antiferromagnetic RKKY interaction binds the two electrons into a singlet but with any Kondo effect absent or that a ferromagnetic RKKY interaction binds the electrons into a triplet which is subsequently reduced upon Kondo screening to a doublet. But here we find neither scenario. Instead we find an effective antiferromagnetic RKKY interaction that cooperates, not competes, at an equivalent energy scale with Kondo singlet formation. We term this an RKKY Kondo effect. This RKKY effect is clearly much different than the perturbative ferromagnetic interaction [39] between dots appropriate for a high temperature analysis of the dot system [40]. Using the Bethe ansatz, we are able to describe quantitatively the associated Abrikosov–Suhl resonance together with how it evolves under applications of finite gate voltage (thus destroying particle–hole symmetry), finite magnetic field, and finite temperature.

We also identify a phenomenon that we believe is underappreciated. At values of the gate voltage where the dot system is transitioning from the mixed valence regime to the empty orbital...
regime, the number of electrons displaced, \( n_{\text{dis}} \), in connecting the leads to the dots is negative. \( n_{\text{dis}} \) is a sum of both the localized electrons on the dots and changes in the electron density in the leads. Our analysis allows us to argue that this second contribution to \( n_{\text{dis}} \) is finite (and negative). This phenomena is associated in general with the presence of interference and for example has also been predicted to occur in dots exhibiting Fano resonances [41].

A detailed outline of the paper is as follows. It is divided in two overall parts. The first part, comprising sections 2 through 4, is technical in nature. In section 2, we both introduce the model of \( N \)-dots in parallel and demonstrate that it admits an exact solution via the Bethe ansatz. To do so we construct both the one and two particle wavefunctions explicitly. This allows the extraction of the \( S \)-matrix and thus the ability to construct implicitly the \( N \)-particle wavefunctions through the algebraic Bethe ansatz. We also sketch briefly the explicit construction of the \( N \)-particle wavefunctions. This is necessary to ensure the posited Bethe ansatz wavefunctions are indeed eigenfunctions of the dot Hamiltonian. Finally in section 2, we provide a general analysis of the Bethe ansatz equations in the continuum limit both at zero and finite temperature.

In section 3, we sketch how the transport properties of the double dot can be accessed via the Bethe ansatz equations. We do so on the same basis that the magnetoconductance was computed in the Kondo model [42]. There the scattering phase of an electron off the spin impurity was computed by analysing the \( 1/L \) (where \( L \) is the system size) corrections of the Bethe ansatz equations. Here the analysis is more involved as Anderson-type models have nontrivial excitations involving both charge and spin degrees of freedom (unlike the Kondo model where the charge sector decouples). We, however, are still able to relate the scattering phase to an impurity density of states. As this latter quantity is readily extracted from the Bethe ansatz equations, we are in position to characterize the transport through the dot. In section 3 we sketch how this proceeds both at zero and finite temperature.

Up to this point in the paper, we have made no attempt to provide specific solutions to the integral equations arising out of the analysis of the Bethe ansatz quantization condition. In section 4 of the paper this changes. We both specialize to the case of two dots and we outline how the equations describing transport through two-dot systems can be solved analytically in the two particular limits of large and small bare level separation, i.e. \( |\epsilon_{d1} - \epsilon_{d2}| \gg V_{1,2} \) and \( |\epsilon_{d1} - \epsilon_{d2}| \ll V_{1,2}^2 \). This ends the technical portion of the paper.

In the second part of the paper, sections 5 through 7, we discuss the various features of transport arising in a double parallel dot system. These sections can be read (mostly) independently from the Bethe ansatz analysis in the paper’s first part. In section 5, we study zero temperature transport both in and out of an applied Zeeman field. In zero field we study the conductance through the double dots as a function of gate voltage. We identify two regions of gate voltage: (i) near the particle–hole symmetric point where two electrons sit on the dots and where what we term an RKKY Kondo effect is present; (ii) a region in gate voltage where one electron sits on the dots and a standard Kondo effect takes place; and (iii) a region in gate voltage marking the transition between a mixed valence and empty orbital regime where marked interference effects are present. We then study how these various phenomena are affected by the introduction of a Zeeman field. In section 6, we study the finite temperature linear response conductance at the particle–hole symmetric point (i.e. how the introduction of a temperature destroys the RKKY Kondo effect). In section 7, we end the paper considering two items. We first examine how the Friedel sum rule operates in the region where strong interference effects are present. And second we consider how breaking the integrability constraints, i.e. equations (1.2) and (1.3), affects the physics we have discussed in the paper. On this last point we conclude that
the effects are in general perturbative, i.e. small violations of the constraints leads only to small changes in the physics.

2. Exact solvability of $N$-dots in parallel

2.1. Integrability of model: Bethe ansatz equations

To begin to analyse the model in equation (1.1), we first map the problem to an Anderson model involving a single effective lead. To do so we need to assume the ratio of left/right lead couplings are equal, i.e. $V_{1a}/V_{2a} = V_{1a}/V_{2a'}$. Writing $c_{e/o} = (V_{1a}/2αc_1 ± V_{2a}c_2)/√2Γ_α$, with $Γ_α = (V_{1a}^2 + V_{2a}^2)/2$, the Hamiltonian factorizes into an even and an odd sector:

$$\mathcal{H}_e = -i\sum_{lσ} \int_{-∞}^{∞} dx \ c_{eσ}^\dagger \partial_x c_{eσ} + \sqrt{2Γ_α} (\sum_{σα} c_{eσα}^\dagger d_{σα} + \text{h.c.}) + \sum_{σα} ε_{σα} n_{σα} + \sum_{aa'} U_{aa'} n_{1a} n_{1a'};$$

$$\mathcal{H}_o = -i\sum_{lσ} \int_{-∞}^{∞} dx \ c_{oσ}^\dagger \partial_x c_{oσ}. \tag{2.1}$$

Only the even Hamiltonian, coupling directly to the dot degrees of freedom, is nontrivial.

To determine under what conditions $\mathcal{H}_e$ is exactly solvable by Bethe ansatz we compute both the one and two electron eigenstates. The one particle wavefunction takes the form,

$$|ψ_σ⟩ = \left[ \int_{-∞}^{∞} dx \{g_σ(x)c_{σ}^\dagger(x) + e_{σα}d_{σα}^\dagger \} |0⟩ \right]. \tag{2.2}$$

We solve the Schrödinger equation, $\mathcal{H}_e |ψ⟩ = q |ψ⟩$, and find $g(x)$ is of the form,

$$g_σ(x) = \theta(x)e^{iqx+is(q)/2} + \theta(−x)e^{iqx−is(q)/2}, \tag{2.3}$$

with $s(q)$ the scattering phase of the electron off the dot array equalling,

$$s(q) = -2 \tan^{-1} \left( \frac{Γ_α}{q − ε_{σα}} \right). \tag{2.4}$$

The total scattering phase is a sum of the arguments of $\tan^{-1}$ of scattering phases off the individual dots in the system.

The two particle eigenfunction in the $S_z = 0$ sector takes the form

$$|ψ⟩ = \left[ \int_{-∞}^{∞} dx_1 dx_2 g(x_1, x_2)c_{1σ}^\dagger(x_1)c_{1σ}^\dagger(x_2) + \sum_{σ} \int_{-∞}^{∞} dx \left[ e_σ(x)(c_{1σ}^\dagger(x)d_{1σ}^\dagger − c_{1σ}^\dagger(x)d_{1σ}^\dagger) \right] 
+ \sum_{σα} f_{1α}d_{1σ}^\dagger d_{1σ}^\dagger \right] |0⟩. \tag{2.5}$$

Again solving the Schrödinger equation $\mathcal{H}_e |ψ⟩ = (q + p) |ψ⟩$ gives $g(x_1, x_2)$ to be

$$g(x_1, x_2) = g_q(x_1)g_p(x_2)φ(x_1 - x_2) + g_p(x_1)g_q(x_2)φ(x_2 - x_1). \tag{2.6}$$
Here \( g_{q/p}(x) \) and \( e_{q/p} \) are the coefficients appearing in the one particle wavefunction corresponding to energies \( q/p \), \( \phi(x) \) governs the scattering when two electrons are interchanged. It takes the form \( \phi(x) = 1 + i\gamma(q, p)\text{sign}(x) \). We find that \( \gamma(q, p) \) must satisfy for arbitrary \( \alpha \),

\[
\gamma(q, p) = \frac{1}{2} \frac{1}{q - p} \frac{1}{\sum_{a'} p_{a} q_{a'} + p_{a'} q_{a}} - \frac{2\Gamma_{a}' U_{aa'}}{\epsilon_{d\alpha} + \epsilon_{d\alpha'} + U_{aa'} - q - p},
\]

(2.7)

where \( p_{a}/q_{a} = p - \epsilon_{d\alpha}/q - \epsilon_{d\alpha'} \). For consistency, \( \gamma(p, q) \) must be independent of a particular vale of \( \alpha \). This only happens if one of two sets of conditions holds:

case (i):

\[
U_{aa'} = \delta_{aa'} U_{a'}; \quad U_{a}\Gamma_{a} = U_{a'}\Gamma_{a'}; \quad U_{a} + 2\epsilon_{d\alpha} = U_{a'} + 2\epsilon_{d\alpha'};
\]

(2.8)

case (ii):

\[
U_{aa'} = U; \quad \Gamma_{a} = \Gamma_{a'}; \quad \epsilon_{d\alpha} = \epsilon_{d\alpha'} = \epsilon_{d}.
\]

(2.9)

Case (i) would be appropriate to describing well separated single level dots while case (ii) would be appropriate to describing a single dot with degenerate levels, but finely tuned interactions.

Exact solvability is predicated on how \( \gamma(q, p) \) determines the scattering matrix of the two electrons. The scattering matrix has the general spin (SU(2)) invariant form

\[
S_{\sigma_{1},\sigma_{2} \rightarrow \sigma_{1}',\sigma_{2}'} = b(p, q)I_{\sigma_{1},\sigma_{2} \rightarrow \sigma_{1}',\sigma_{2}'} + c(p, q)P_{\sigma_{1},\sigma_{2} \rightarrow \sigma_{1}',\sigma_{2}'}
\]

(2.10)

where here \( \{\sigma_{1}, \sigma_{2}\}/\{\sigma_{1}', \sigma_{2}'\} \) represent the incoming and outgoing spins. Here \( I_{\sigma_{1},\sigma_{2} \rightarrow \sigma_{1}',\sigma_{2}'} = \delta_{\sigma_{1}} \delta_{\sigma_{2}} \) is the identity matrix while \( P_{\sigma_{1},\sigma_{2} \rightarrow \sigma_{1}',\sigma_{2}'} = \delta_{\sigma_{1}} \delta_{\sigma_{2}} \) is the permutation matrix. The coefficients, \( b(p, q) \) and \( c(p, q) \), are determined by \( \gamma(p, q) \) from the two relations

\[
b(p, q) - c(p, q) = \frac{\phi(x_{1} - x_{2})}{\phi(x_{2} - x_{1})} = \frac{1 + i\gamma(p, q)}{1 - i\gamma(p, q)}; \quad b(p, q) + c(p, q) = 1.
\]

(2.11)

The first relation results from the two particle eigenfunction in the \( S_{c} = 0 \) sector solved above while the second relation arises from the corresponding eigenfunction in the \( S_{c} = \pm 1 \) sector where interactions between spins are trivial.

In order for the Hamiltonian \( H_{e} \) to be integrable, the above \( S \)-matrix must satisfy the Yang–Baxter relation. The Yang–Baxter relation governs the scattering of three electrons, \( \sigma_{1}, \sigma_{2} \) and \( \sigma_{3} \). It enforces the equivalency of different scattering orders. \( \sigma_{1} \) may first scatter off \( \sigma_{2} \) and then \( \sigma_{3} \) followed by a scattering of \( \sigma_{2} \) and \( \sigma_{1} \) or \( \sigma_{2} \) and \( \sigma_{3} \) may scatter first followed by successive scattering of \( \sigma_{1} \) off \( \sigma_{2} \) and \( \sigma_{3} \). This is graphically encoded in figure 2. Algebraically it is given by

\[
S_{\sigma_{1},\sigma_{2} \rightarrow \sigma_{1}',\sigma_{2}'}(p_{1}, p_{2})S_{\sigma_{1}',\sigma_{3} \rightarrow \sigma_{1}'',\sigma_{3}''}(p_{1}, p_{3})S_{\sigma_{2},\sigma_{3}'' \rightarrow \sigma_{1},\sigma_{2}'}(p_{2}, p_{3}) = S_{\sigma_{2},\sigma_{3} \rightarrow \sigma_{2}'',\sigma_{3}'''}(p_{2}, p_{3})S_{\sigma_{1},\sigma_{3}''' \rightarrow \sigma_{1}'',\sigma_{3}'''}(p_{1}, p_{3})S_{\sigma_{1},\sigma_{2} \rightarrow \sigma_{1}',\sigma_{2}'}(p_{1}, p_{2}).
\]

(2.12)

If this relation holds, the scattering among three particles is independent of the order in which the particles scatter among one another. For an SU(2) invariant system, the Yang–Baxter relationship reduces to the simple condition [35],

\[
b(p, q)/c(p, q) = g(p) - g(q),
\]

(2.13)

where \( g(p) \) is some function. In case (i), \( g(p) \) is given by

\[
g(p) = \frac{(p - \epsilon_{d\alpha}/U_{aa'}/2)^{2}}{2\Gamma_{a}' U_{aa'}};
\]

(2.14)
Figure 2. A graphical representation of the Yang–Baxter equation. Three particles $\sigma_1$, $\sigma_2$ and $\sigma_3$ scatter into $\sigma'_1$, $\sigma'_2$ and $\sigma'_3$ in two different ways. Under the Yang–Baxter relation, the two scattering processes are equivalent.

while in case (ii), $g(p)$ equals

$$g(p) = \frac{(p - \epsilon_d - U/2)^2}{2U \sum \alpha \Gamma_\alpha}.$$  \hspace{1cm} (2.15)

In the second case, $g(p)$ is equivalent to a single dot with level broadening $\Gamma = \sum \alpha \Gamma_\alpha$.

Having determined under what conditions the dot–lead Hamiltonian is exactly solvable, we are now in a position to construct $N$-particle eigenstates in a controlled fashion. An eigenfunction with spin $2S_z = N - 2M$, is characterized by a sea of $N$ electrons each carrying momenta $\{q_i\}_{i=1}^N$ and so total energy $E = \sum \lambda_i q_i$. In a periodic system of length $L$, integrability allows us to write down in a compact form the $k_i$-quantization conditions (the Bethe ansatz equations):

$$
e^{iq_j L + \delta(q_j)} = \prod_{\alpha=1}^M \frac{g(q_j) - \lambda_\alpha + i/2}{g(q_j) - \lambda_\alpha - i/2}; \quad \prod_{j=1}^N \frac{\lambda_\alpha - g(q_j) + i/2}{\lambda_\alpha - g(q_j) - i/2} = -\prod_{\beta=1}^M \frac{\lambda_\alpha - \lambda_\beta + i}{\lambda_\alpha - \lambda_\beta - i}.$$  \hspace{1cm} (2.16)

These equations are identical to those for the ordinary Anderson model [35] but for the form of $\delta(q)$ (here given in equation (2.4)). The $M - \lambda_\alpha$ appearing in the above equations are indicative of the spin degrees of freedom.

The Bethe ansatz equations are derived in the same fashion (using the algebraic Bethe ansatz) as described in [35]. However it is important to also explicitly construct the $N$-particle wavefunctions. There is an a priori possibility that even though the integrability conditions (i.e. equation (2.13)) are satisfied, the $N$-particle wavefunctions posited by the Bethe ansatz are not actual eigenfunctions of the Hamiltonian. This possibility has been seen previously in Hubbard models with more than two species of electrons [43]. In such a case what spoils integrability is the possibility that more than two electrons sit on the same site. A similar possibility thus exists here where more than two electrons can sit on the dots.
For simplicity, we only consider the case where two dots are involved. The $N$-particle wavefunctions with $M \downarrow$ electrons (assuming $N > M > 2$) in this case take the form

$$
|\psi_{N,M}\rangle = \int dx_1 c_1^+ \cdots dx_N g(x_1, \ldots, x_N) c_1^+(x_1) c_1^+(x_M) c_1^+ \cdots c_1^+(x_N) 
+ \sum_{a=1,2} \int dx_1 \cdots dx_{M-s_1(\sigma)} dx_{M+1} \cdots dx_{N-s_1(\sigma)}
\times e_{\sigma a}(x_1, \ldots, x_{M-s_1(\sigma)}, x_{M+1}, \ldots, x_{N-s_1(\sigma)}) c_1^+(x_1) \cdots c_1^+(x_{M-s_1(\sigma)})
\times c_1^+(x_{M+1}) \cdots c_1^+(x_{N-s_1(\sigma)}) d_1^{\sigma a} + \sum_{\sigma' \sigma'' \alpha} \int dx_1 \cdots dx_{M-s_1(\sigma)} dx_{M+1} \cdots dx_{N-s_1(\sigma)-s_1(\sigma')}
\times e_{\sigma a}(x_1, \ldots, x_{M-s_1(\sigma)-s_1(\sigma')}, x_{M+1}, \ldots, x_{N-s_1(\sigma)-s_1(\sigma')}) c_1^+(x_1) \cdots c_1^+(x_{M-s_1(\sigma)-s_1(\sigma')})
\times c_1^+(x_{M+1}) \cdots c_1^+(x_{N-s_1(\sigma)-s_1(\sigma')}) d_1^{\sigma a} d_1^{\sigma' a'}
\times d_1^{\sigma' a'} + \int dx_1 \cdots dx_{2M} dx_{M+1} \cdots dx_{N-2}
\times h(x_1, \ldots, x_{M-2}, x_{M+1}, \ldots, x_{N-2}) c_1^+(x_1) \cdots c_1^+(x_{M-2})
\times c_1^+(x_{M+1}) \cdots c_1^+(x_{N-2}) d_2^{\sigma_1} d_1^{\sigma_2} d_1^{\sigma_3} d_1^{\sigma_4},
$$

(2.17)

where $s_1(\downarrow) = s_1(\uparrow) = 1$ and $s_1(\uparrow) = s_1(\downarrow) = 0$. The different terms of the wavefunction correspond to different numbers of electrons sitting on the dots. We look for eigenstates with total energy $E = \sum_{i=1}^{N} q_i$, where the $q_i$ are single particle energies. Under the Bethe ansatz the coefficients, $g(x_i)$, $e_{\sigma a}(x_i)$, $f_{\sigma' \sigma'' \alpha}(x_i)$, $r_{\sigma' \sigma'' \alpha}(x_i)$, and $h(x_i)$ take the form

$$
g(x_1, \ldots, x_N) = \sum_{\sigma \in S_N} \prod_{i=1}^{N} g_{q_{\sigma i}}(x_i) \cdot A_{N,M}(x_i | \sigma);
$$

$$
e_{\sigma a}(x_1, \ldots, x_{M-s_1(\sigma)}, x_{M+1}, \ldots, x_{N-s_1(\sigma)}) = \sum_{\sigma \in S_N} \prod_{i=1}^{M-s_1(\sigma)} g_{q_{\sigma i}}(x_i) \prod_{i=M+1}^{N} g_{q_{\sigma i}}(x_i)
\times \prod_{i=M-s_1(\sigma)+1}^{M} e_{q_{\sigma i}} \cdot B_{\sigma a}(x_1, \ldots, x_{M-s_1(\sigma)}, x_{M+1}, \ldots, x_{N-s_1(\sigma)} | \sigma);
$$

$$
f_{\sigma' \sigma'' \alpha}(x_1, \ldots, x_{M-s_1(\sigma)-s_1(\sigma')}, x_{M+1}, \ldots, x_{N-s_1(\sigma)-s_1(\sigma')}) = \sum_{\sigma \in S_N} g_{q_{\sigma i}}(x_i)
\times \prod_{i=M+1}^{M} g_{q_{\sigma i}}(x_i) \prod_{i=M-s_1(\sigma)-s_1(\sigma')+1}^{M} e_{q_{\sigma i}} \prod_{i=N-s_1(\sigma)-s_1(\sigma')+1}^{N} e_{q_{\sigma i}}
\times C_{\sigma' \sigma'' N,M}(x_1, \ldots, x_{M-s_1(\sigma)-s_1(\sigma')}, x_{M+1}, \ldots, x_{N-s_1(\sigma)-s_1(\sigma')} | \sigma);
$$

(2.18)
In order for $N$-particle eigenstates defined in (2.3) with energy $q$ to be integrable we again require that $V_{a\sigma}/V_{a'} = V_{a\sigma'}/V_{a'}$, for all $\alpha$ and $\alpha'$ and that constraints analogous to those in equations (2.7) and (2.8) are satisfied. This type of generalization is akin to the multi-lead generalizations of the single level Anderson model found in [45, 46].

### 2.2. Analysis of Bethe ansatz equations

#### 2.2.1. Description at $T = 0$.

$N$-particle states with spin projection, $2S_z = N - 2M$, of the dot–lead system in general consist of a multitude of different types of solutions for the $q$'s appearing in the Bethe ansatz quantization conditions of equation (2.15). But at $T = 0$ only two solutions are relevant for the ground state. The ground state at $T = 0$ is composed of (i) $N-2M$ real values of $q$ and (ii) $2M$ complex values of $q$ interlinked to $M$ real values of $\lambda$ according to the rule,

$$q_{\pm}(\lambda) = x(\lambda) \pm iy(\lambda); \quad g(q_{\pm}(\lambda)) = \lambda \pm i/2.$$  

(2.19)

In the continuum limit, densities $\rho(q)$ and $\sigma(\lambda)$ describing the distributions of $q$ and $\lambda$ respectively may be derived [35]

$$\rho(q) = \frac{1}{2\pi} + \frac{\Delta(q)}{L} + g'(q) \int_Q \hat{Q} \, d\lambda \, a_1(g(q) - \lambda) \sigma(\lambda);$$

$$\sigma(\lambda) = \frac{x'(\lambda)}{\pi} + \frac{\tilde{\Delta}(\lambda)}{L} - \int_Q \hat{Q} \, d\lambda' \, a_2(\lambda' - \lambda) \sigma(\lambda') - \int_D \, dqa(\lambda - g(q)) \rho(q),$$  

(2.20)
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where
\[ \Delta(q) = \frac{1}{2\pi} \partial_q \delta(q); \quad \bar{\Delta}(\lambda) = -\frac{1}{\pi} \partial_{\lambda} \text{Re} \delta(x(\lambda) + iy(\lambda)); \]
\[ a_n(x) = \frac{1}{2\pi} \partial_x \theta_n(x) = \frac{2n}{\pi} \left( \frac{1}{n^2 + 4x^2} \right). \]

In the equations for the charge, \( \rho(q) \), and spin, \( \sigma(\lambda) \), distributions appear the Fermi surfaces, \( Q \) and \( B \), and ‘band’ bottoms \( \bar{Q} \) and \( -D \). These mark out the range of \( q \) and \( \lambda \) over which excitations appear in the ground state. \( -D \) is the lower band edge of the charge excitations. As each \( \lambda \) has two associated complex \( q \)’s, we expect \( q_{\lambda}(\bar{Q}) + q_{\lambda}(\bar{Q}) = 2x(\bar{Q}) = -2D \), thus determining \( \bar{Q} \) [35]. The Fermi surfaces \( Q \) and \( B \) are fixed by insisting that the overall spin and particle numbers,
\[ N - 2M = L \int_{-D}^B dq \rho(q); \quad M = L \int_{\bar{Q}}^Q d\lambda \sigma(\lambda), \]
are reproduced.

In understanding transport properties we will want to construct electronic-like excitations (even if zero-energy) about this ground state. These excitations are in turn related to specific solutions, \( q \) and \( \lambda \), of the Bethe ansatz equations. If for example we add an electron to the system, i.e. take \( N \to N + 1 \), to effect this change, we must add a real \( q \)-state as well as a \( \lambda \)-hole. Thus we must parameterize the energies, \( \epsilon_q(q) \) and \( \epsilon(\lambda) \) of the these excitations. Equations governing these energies are easily derivable (see [36]) and are given by
\[ \epsilon_q(q) = q - \frac{H}{2} - \int_{\bar{Q}}^Q d\lambda \epsilon_{\lambda}(\lambda) a_1(\lambda - g(q)); \]
\[ \epsilon_{\lambda}(\lambda) = 2x(\lambda) - \int_{\bar{Q}}^Q d\lambda' \epsilon_{\lambda}(\lambda') a_2(\lambda' - \lambda) + \int_{-D}^B dq \epsilon'(q) \epsilon_q(q) a_1(g(q) - \lambda). \]
\( \epsilon_q(q) \) is a monotonically increasing function that is equal to zero at the \( q \)-Fermi surface, i.e. \( \epsilon_q(B) = 0 \). For \( q > B, \epsilon_q(q) > 0 \) indicating it costs energy, \( \epsilon_q(q) \), to add a state above the \( q \)-Fermi surface while for \( q < B, \epsilon_q(q) < 0 \), indicating it costs energy to add a hole below the Fermi surface. Similar considerations hold for \( \epsilon_\lambda \) (although here \( \epsilon_{\lambda}(\lambda) \) is a monotonically decreasing function which passes through 0 at \( \lambda = \bar{Q} \)).

2.2.2. Description at finite \( T \). The description of the system at finite temperature is considerably more involved. At finite \( T \), an infinite hierarchy of excitations of the Bethe ansatz equations must be considered. The two coupled integral equations at \( T = 0 \) are replaced by a correspondingly infinite set. These equations are closely related to those analysed in [35, 36]. However some important differences are present and so we give the description of the system at finite temperature in some detail.

At finite temperature, the possible excitations of the system fall into three classes.

1. Real \( q \): as we have already seen, such solutions to the Bethe ansatz equations appear in the zero temperature ground state at finite \( H \).
2. The \( n \)-spin complex with \( 2n \) associated complex \( q \)'s: the \( n \)-spin complex groups together \( n \) different \( \lambda \)'s according to the rule
\[
\lambda^{n,j} = \lambda^n + i \left( \frac{n+1}{2} - j \right), \quad j = 1, \ldots, n.
\]
Here \( \lambda^n \), the centre of the complex, is a real number. For each \( \lambda^{n,j} \), there are two associated \( q \)'s:
\[
g(q^{n,j}) = \lambda^n + i \left( \frac{n}{2} + 1 - j \right); \quad g(q^{-n,j}) = \lambda^n + i \left( \frac{n}{2} - j \right).
\]
The simplest of this type of complex (\( n = 1 \)), as we have already seen, fills the \( H = T = 0 \) ground state.

3. The \( n \)-spin complex with no associated \( q \)'s: as in case (ii), the spin complex groups together \( n \) different \( \lambda \)'s according to
\[
\lambda^{n,j} = \lambda^n + i \left( \frac{n+1}{2} - j \right), \quad j = 1, \ldots, n.
\]
However here there are no associated \( q \)'s.

These excitations are governed by the following set of density equations describing their occupancies at finite \( T \) (akin to equation (2.6) for the simpler \( T = 0 \) case)
\[
\rho_p(q) + \rho_h(q) = \frac{1}{2\pi} + \frac{\Delta(q)}{L} + g'(q) \sum_{n=1}^{\infty} \int_{-\infty}^{\infty} d\lambda a_n(g(q) - \lambda)(\sigma_{pn}(\lambda) + \sigma'_{pn}(\lambda));
\]
\[
\sigma_{hn}(\lambda) = -\frac{x_n(\lambda)}{\pi} + \frac{\tilde{\Delta}_n(\lambda)}{L} - \int_{-\infty}^{\infty} a_n(\lambda - g(q))\rho_p(q) - \sum_{m=1}^{\infty} \int_{-\infty}^{\infty} d\lambda' A_{nm}(\lambda - \lambda')\sigma_{pn}(\lambda'); \quad (2.24)
\]
\[
\sigma'_{hn}(\lambda) = \int_{-\infty}^{\infty} a_n(\lambda - g(q))\rho_p(q) - \sum_{m=1}^{\infty} \int_{-\infty}^{\infty} d\lambda' A_{nm}(\lambda - \lambda')\sigma'_{pn}(\lambda');
\]
where \( x_n(\lambda) \) and \( \tilde{\Delta}_n(\lambda) \) are defined by
\[
x_n(\lambda) = \sqrt{2U\Gamma} \Re \left( \lambda + i \frac{n}{2} \right)^{1/2} + n \left( \frac{U}{2} + \epsilon_d \right),
\]
\[
\tilde{\Delta}_n(\lambda) = -\frac{1}{\pi} \partial_\lambda \delta_n(\lambda)
\]
\[
= -\frac{1}{\pi} \partial_\lambda \Re \delta \left( -\sqrt{2U\Gamma} \left( \lambda + i \frac{n}{2} \right)^{1/2} + U/2 + \epsilon_d \right)
\]
\[
- \frac{1}{2\pi} \partial_\lambda \sum_{k=1}^{n-1} \left\{ \delta \left( -\sqrt{2U\Gamma} \left( \lambda + i \frac{n}{2} - 2k \right)^{1/2} + U/2 + \epsilon_d \right) \right. \\
+ \delta \left( \sqrt{2U\Gamma} \left( \lambda + i \frac{n}{2} - 2k \right)^{1/2} + U/2 + \epsilon_d \right) \right\}. \quad (2.25)
\]
The kernels in the above density integral equations are
\[
d_n(\lambda) = \frac{2n}{\pi} \frac{1}{(n^2 + 4\lambda^2)^{\frac{1}{2}}};
\]
\[
A_{nm}(\lambda) = \delta_{nm}\delta(\lambda) + a_{|n-m|}(\lambda) + 2 \sum_{k=1}^{\min(n,m)-1} a_{|n-m|+2k}(\lambda) + a_{n+m}(\lambda).
\]
In the above, \(\rho_{\text{p/h}}(q)\) describe the particle/hole occupancy of the real \(q\)-excitations. The total density of states, \(\rho(q)\), is equal to the sum of the two
\[
\rho(q) = \rho_{\text{p}}(q) + \rho_{\text{h}}(q).
\]
To compare with the \(T = 0\) density equations, we note that at \(T = 0\),
\[
\rho_{\text{p}}(q) = \Theta(B - q)\rho(q);
\]
\[
\rho_{\text{h}}(q) = \Theta(q - B)\rho(q).
\]
\(\sigma_{\text{p/h}}(\lambda)\) similarly describe the finite temperature particle/hole occupancies of the \(n\)-spin complexes with associated complex \(q\)'s (here \(\lambda\) refers to the string centre). At \(T = 0\), \(\sigma'_{\text{p/h}}(\lambda)\) are uniformly zero (none of these excitations appear in the ground state).

The energies of creating the various types of excitations are indifferent to the form of the impurity scattering phase (as at \(T = 0\) in equation (2.21)). Thus these energies are the same as for the single dot case (see [36]) and are given by
\[
\epsilon_q(q) = q + T \sum_{n=1}^{\infty} \int_{-\infty}^{\infty} d\lambda \log \left( \frac{f(-\epsilon_{jn}(\lambda))}{f(-\epsilon_{jn}(\lambda))} \right) a_n(\lambda - g(q));
\]
\[
\log(f(\epsilon_{jn}(\lambda))) = -\frac{2}{T} x_n(\lambda) - \int_{-\infty}^{\infty} dq \ g'(q) \log(f(-\epsilon_q(q)))a_n(g(q) - \lambda)
+ \sum_{m=1}^{\infty} \int d\lambda' A_{nm}(\lambda' - \lambda') \log(f(-\epsilon_{jn}(\lambda')));
\]
\[
\log(f(\epsilon'_{jn}(\lambda))) = \int_{-\infty}^{\infty} dq \ g'(q) \log(f(-\epsilon_q(q)))a_n(g(q) - \lambda)
+ \sum_{m=1}^{\infty} \int d\lambda' A_{nm}(\lambda' - \lambda') \log(f(-\epsilon'_{jn}(\lambda'))),
\]
where \(f(\epsilon) = (1 + \exp(\epsilon/T))^{-1}\) is the Fermi distribution. These energies are related to the various particle–hole densities via
\[
\rho_{\text{p/h}}(q) = (\rho_{\text{p}}(q) + \rho_{\text{h}}(q)) f(\pm \epsilon_q(q)) = \rho(q) f(\pm \epsilon_q(q));
\]
\[
\sigma_{\text{p/h}}(\lambda) = (\sigma_{\text{p}}(\lambda) + \sigma_{\text{h}}(\lambda)) f(\pm \epsilon_{jn}(\lambda)) = \sigma(\lambda) f(\pm \epsilon_{jn}(\lambda));
\]
\[
\sigma'_{\text{p/h}}(\lambda) = (\sigma'_{\text{p}}(\lambda) + \sigma'_{\text{h}}(\lambda)) f(\pm \epsilon'_{jn}(\lambda)) = \sigma'(\lambda) f(\pm \epsilon'_{jn}(\lambda)).
\]
3. Computing transport properties: methodology

Here we describe how to extract the scattering phases of electrons off the dot system from the Bethe ansatz equations. We do so both for the system at zero and finite temperature in equilibrium. We believe that the results are obtained by this methodology are exact at $T = 0$ and an excellent approximation at finite $T$. The nature of this finite $T$ approximation is discussed in detail in [36].

3.1. General considerations

To compute transport properties we must translate the effects of the map between the $L/R$ and the even/odd electrons. Excitations in the even/odd picture scatter off the collection of dots with some pure scattering phase, $\delta_{e/o}(E)$, where $E$ is the energy of the excitation. This is true regardless of energy as there are no inelastic processes to take into account. The excitations are exact eigenstates of the system and not merely asymptotic approximations. The transmission/reflection ($T/R$) amplitudes of an excitation in the $L/R$ basis are related to the two scattering phases, $\delta_{e/o}$ via the following ansatz:

$$
e^{i\delta_{e}(E)} = R(E) + T(E); \quad e^{i\delta_{o}(E)} = 1 = R(E) - T(E).$$

(3.1)

$\delta_{o}(E)$ is necessarily 0 as the odd sector is uncoupled from the dots.

The computation of the $\delta_{e}(E)$ for a given excitation is described in detail in [36]. It is based on a technique used to compute the magnetoresistance in the Kondo model [42]. The scattering phase is identified with the portion of an excitation’s momentum scaling as $1/L$:

$$p = p_{\text{bulk}} + p_{\text{imp}}/L = p_{\text{bulk}} + \delta_{e}(E)/L.$$  

(3.2)

For the purposes of computing transport properties, we are interested in the scattering of electronic excitations. In the Bethe ansatz solution of this model, all excitations see a spin–charge separation. In order to construct an electronic excitation, we must glue together a charge excitation with a spin excitation. How this is done and potential (finite energy/temperature) pitfalls are again discussed in detail in [36]. A spin $\uparrow$ electron can be treated as a composite of a right-moving real $q$-excitation and a left moving $\lambda$-hole (here by a $\lambda$-hole we mean a hole in a 1-spin complex with associated complex $q$’s). Thus

$$\delta_{e\text{lectron}\uparrow} = p_{q}^{\text{imp}}(q) + p_{\lambda}^{\text{imp}}(\lambda).$$

(3.3)

The energy of this composite particle is

$$\epsilon_{e\text{lectron}} = \epsilon_{q}(q) - \epsilon_{\lambda}(\lambda).$$

(3.4)

The scattering of spin $\downarrow$ electrons can be accessed through a particle–hole transformation.

3.2. Zero temperature

At $T = 0$, we are interested in zero energy excitations at the Fermi surface. The conductance through the dot is given by:

$$G = \frac{e^2}{h} \left( |T_{\uparrow}(E = 0)|^2 + |T_{\downarrow}(E = 0)|^2 \right)$$

$$= \frac{e^2}{h} \left( \sin^2 \left( \frac{\delta_{\uparrow}(E = 0)}{2} \right) + \sin^2 \left( \frac{\delta_{\downarrow}(E = 0)}{2} \right) \right).$$

(3.5)
The zero energy composite excitation is constructed by choosing the \( q \), \( \lambda \)-excitations at their Fermi surfaces \( q = B/\lambda = Q \). (At zero temperature \( \epsilon_q(q = B) = \epsilon_{\lambda}(\lambda = Q) = 0 \).

A simplification in the computation of scattering phases arises from a relationship between the impurity momenta and the impurity densities. The impurity density is simply the portion of the density scaling as \( 1/L \), that is, the piece sensitive to the presence of the dots:

\[
\rho(q) = \rho^{\text{bulk}}(q) + \frac{1}{L} \rho^{\text{imp}}(q); \quad \sigma(\lambda) = \sigma^{\text{bulk}}(\lambda) + \frac{1}{L} \sigma^{\text{imp}}(\lambda).
\] (3.6)

Thus \( \rho^{\text{imp}}(q) \) and \( \sigma^{\text{imp}}(\lambda) \) satisfy

\[
\rho^{\text{imp}}(q) = \Delta(q) + g'(q) \int_{Q}^{Q} d\lambda a_{1}(g(q) - \lambda)\sigma^{\text{imp}}(\lambda);
\] (3.7)

\[
\sigma^{\text{imp}}(\lambda) = \tilde{\Delta}(\lambda) - \int_{Q}^{Q} d\lambda' a_{2}(\lambda' - \lambda)\sigma^{\text{imp}}(\lambda') - \int_{-D}^{B} dq a_{1}(\lambda - g(q))\rho^{\text{imp}}(q).
\]

In [36], it is then shown that

\[
\partial_{q} p^{\text{imp}}_{q}(q) = 2\pi \rho^{\text{imp}}(q); \quad \partial_{\lambda} p^{\text{imp}}_{\lambda}(\lambda) = -2\pi \sigma^{\text{imp}}(\lambda).
\] (3.8)

Thus by computing the impurity densities we can access the scattering phases of the excitations. In particular we see

\[
p^{\text{imp}}_{q}(B) = 2\pi \int_{-D}^{B} dq \rho^{\text{imp}}(q); \quad p^{\text{imp}}_{\lambda}(Q) = 2\pi \int_{Q}^{Q} d\lambda \sigma^{\text{imp}}(\lambda).
\] (3.9)

We point out that the integrated densities do not necessarily equal the number of electrons sitting on the dots. For example

\[
\sum_{i} n_{\uparrow i} + n_{\downarrow i} \neq \int_{-D}^{B} dq \rho^{\text{imp}}(q) + \int_{Q}^{Q} d\lambda \sigma^{\text{imp}}(\lambda),
\]

as would be the case for a single dot. Rather the r.h.s. of the above equation includes contributions coming from \( 1/L \) changes in the electron density of the leads. We will discuss this further in sections 5 and 7.

3.3. Finite temperature

At finite temperature, the calculation is less straightforward. We must both take into account all the thermally excited excitations and their dressing of the electron scattering phase [36]. For a variety of technical reasons, this is only feasible at the symmetric point of the dots, i.e. \( U_{ii}/2 + \epsilon_{di} = 0 \) as explained in [36]. At finite \( T \) the electronic excitations have a Fermi distribution and so the conductance, \( G \), equals

\[
G = \frac{e^{2}}{h} \int dE \left( -\frac{\partial f}{\partial E} \right) \left( |T_{\uparrow}(E)|^{2} + |T_{\downarrow}(E)|^{2} \right).
\] (3.10)

To determine the scattering probabilities, \( T_{\uparrow/\downarrow}(E) = \sin^{2}(\frac{\Delta(E,F)}{2}) \), we construct excitations above the thermal ground state discussed in section 2.2.2 in analogy to what we did at \( T = 0 \). The electronic excitations are built out of real \( q \) and an \( n = 1 \) spin–charge complex, \( \lambda \) (in the language
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of section 2.2.2). We have specifically

$$\delta_{el}(\epsilon = \epsilon_{el}, T) = p_{q}^{imp}(q) + p_{\lambda}^{imp}(\lambda).$$  (3.11)

However here $p_{q}^{imp}(q)$ and $p_{\lambda}^{imp}(\lambda)$ are dressed by the presence of the other thermal excitations in the ground state. The finite temperature forms of $p^{imp}(q)$ and $p_{1}^{imp}(\lambda)$ are [36]:

$$p_{q}^{imp}(q) = \delta(q) + \sum_{n=1}^{\infty} \int_{-\infty}^{\infty} \theta_{n}(g(q) - \lambda)(\sigma_{pn}^{imp}(\lambda) + \sigma_{pn}'^{imp}(\lambda));$$

$$p_{\lambda}^{imp}(\lambda) = 2\delta_{1}(\lambda) + \int_{-\infty}^{\infty} dq \rho_{p}^{imp}(q)\theta_{1}(\lambda - g(q)) + \sum_{m=1}^{\infty} \int d\lambda' \Sigma_{1m}(\lambda - \lambda')\sigma_{pm}^{imp}(\lambda'),$$

where the kernels $\theta_{n}(\lambda)$ and $\sigma_{1m}(\lambda)$ are given by

$$\theta_{n}(\lambda) = 2\tan^{-1}\left(\frac{2n\lambda}{\pi}\right) - \pi;$$

$$\Sigma_{nm}(\lambda) = \theta_{|n-m|}(\lambda) + 2\sum_{k=1}^{\min(n,m)-1} \theta_{|n-m|+2k}(\lambda) + \theta_{n+m}(\lambda).$$ (3.13)

Comparing the above with equation (2.25), we find the relationship,

$$\partial_{q}p_{q}^{imp}(q, T) = 2\pi\rho^{imp}(q, T); \quad \partial_{\lambda}p_{\lambda}^{imp}(\lambda, T) = -2\pi\sigma_{1}^{imp}(q, T).$$ (3.14)

Hence at finite temperature

$$\delta_{el}(T) = 2\pi \int_{-D}^{q} dq \rho^{imp}(q, T) + 2\pi \int_{\lambda_{0}}^{\tilde{\lambda}} d\lambda \sigma_{1}^{imp}(\lambda, T),$$

a generalization of equations (3.3) and (3.9).

We need to determine how to choose $q$ and $\lambda$ at finite temperature. If we are interested in constructing an excitation of energy, $\epsilon_{el}$, out of a $q$-particle and a $\lambda$-hole we must insist that

$$\epsilon_{el} = \epsilon_{q}(q) - \epsilon_{\lambda}(\lambda).$$ (3.16)

This would seem to provide a two parameter space ($q, \lambda$) for characterizing excitations. However as explained in [36], we fix $\lambda$ to some value $\lambda_{0}$ allowing only $q$ to vary. One justification for doing so lies in the nature of the physics at the symmetric point. At the symmetric point, Kondo physics will be present in some form governed by a scale, $T_{K}$. Of the two energies only $\epsilon_{q}(q)$ sees variations on this scale. $\epsilon_{\lambda}(\lambda)$ in contrast see variations on the much larger energy scale, $\sqrt{U_{i}/\Gamma_{i}}$ governing charge fluctuations. Thus it is natural to only vary $q$. To fix $\lambda_{0}$ we exploit the fact that at the symmetric point of the dot system, we expect the scattering phase to be similarly symmetric about zero energy, i.e.

$$\delta_{el}(\epsilon, T) = \delta_{el}(-\epsilon, T).$$ (3.17)

We thus have

$$\delta_{el}(\epsilon_{el}, T) = 2\pi \int_{-D}^{q} dq \rho^{imp}(q, T) + 2\pi \int_{\lambda_{0}}^{\tilde{\lambda}} d\lambda \sigma_{1}^{imp}(\lambda, T),$$ (3.18)
with \( q \) chosen such that
\[
\epsilon_{el} = \epsilon_q(q) - \epsilon_{\lambda}(\lambda_0). \tag{3.19}
\]

To compute \( \delta_{\epsilon_{q\lambda}} \) from equation (3.18), we need to compute \( \rho^{imp}(q) \) and \( \sigma_1^{imp}(\lambda) \). This can by done by solving equations (2.24) and (2.28). However at the symmetric point and at energies much smaller than \( \sqrt{\mathcal{U}_{ii}/\Gamma_i} \), these equations can be simplified. If we recast the energies as
\[
\phi_n(\lambda) = \frac{1}{T} \epsilon_{\lambda,n} \left( \lambda - \frac{1}{\pi} \log \left( \frac{2A}{T} \right) \right);
\phi'(q) = -\frac{1}{T} \epsilon_q \left( -g(q) + \frac{1}{\pi} \log \left( \frac{2A}{T} \right) \right); \tag{3.20}
\]
we can show that they satisfy the following set of integral equations
\[
\xi_n(\lambda) = -\int_{-\infty}^{\infty} d\lambda' s(\lambda - \lambda') \log(f(T \xi_{n-1}(\lambda)) f(T \xi_{n+1}(\lambda))) - \delta_{n1} e^{\pi \lambda}, \tag{3.21}
\]
where \( \xi_n = \phi_n \) or \( \phi'_n \) and \( s(\lambda) = \cosh^{-1}(\pi \lambda)/2 \). The impurity density equations take the initial form given in equation (2.24). If we focus upon energies \( \ll \sqrt{\mathcal{U}_{ii}/\Gamma_i} \), we can safely assume
\[
\sigma_{h1}^{imp}(\lambda) = 0; \quad \sigma_m^{imp} = 0; \quad m > 1. \tag{3.22}
\]
The impurity densities then reduce to
\[
\rho^{imp}(q) = \Delta(q) + g'(q) \sum_{n=1}^{\infty} \int_{-\infty}^{\infty} d\lambda \ a_n(g(q) - \lambda) \sigma_{pn}^{imp}(\lambda)
+ g'(q) \int_{-\infty}^{\infty} d\lambda \ a_1(g(q) - \lambda) \sigma_{p1}^{imp}(\lambda); \tag{3.23}
\]
\[
\sigma_{h1}^{imp}(\lambda) = \tilde{\Delta}_1(\lambda) - \int_{-\infty}^{\infty} dq \ \rho^{imp}(q) a_1(\lambda - g(q)) - \int_{-\infty}^{\infty} d\lambda' a_1(\lambda - \lambda') \sigma_{p1}^{imp}(\lambda');
\]
\[
\sigma_{hn}^{imp}(\lambda) = \int_{-\infty}^{\infty} dq \ \rho^{imp}(q) a_n(\lambda - g(q)) - \int_{-\infty}^{\infty} d\lambda' \sum_{m=1}^{\infty} A_{nm}(\lambda - \lambda') \sigma_{pm}^{imp}(\lambda').
\]
Using the inverse of the matrix \( A_{nm} \),
\[
A_{nm}^{-1}(\lambda) = \delta_{nm} \delta(\lambda) - s(\lambda)(\delta_{n+1} + \delta_{nm-1}), \tag{3.24}
\]
together with the relationship
\[
\delta_{n1} s(\lambda - \lambda'') = \int_{-\infty}^{\infty} d\lambda' A_{nm}^{-1}(\lambda - \lambda') a_m(\lambda' - \lambda''), \tag{3.25}
\]
we obtain
\[ \rho_{\text{imp}}(q) = \Delta(q) + g'(q) \int_{-\infty}^{\infty} d\lambda s(\lambda - g(q)) \tilde{\Delta}_1(\lambda) - g'(q) \int_{-\infty}^{\infty} d\lambda s(\lambda - g(q)) \sigma_{\text{imp}}^p(\lambda); \]
\[ \sigma_{\text{imp}}^p(\lambda) + \sigma_{\text{imp}}^h(\lambda) = -\int_{-\infty}^{\infty} d\lambda' R(\lambda - \lambda') \tilde{\Delta}_1(\lambda') \delta_{a1} \int_{-\infty}^{\infty} dq \rho_{\text{imp}}^p(q) s(\lambda - g(q)) \]
\[ \sigma_{\text{imp}}^p(\lambda) + \sigma_{\text{imp}}^h(\lambda) = -\int_{-\infty}^{\infty} d\lambda' R(\lambda - \lambda') \tilde{\Delta}_1(\lambda') \delta_{a1} \int_{-\infty}^{\infty} dq \rho_{\text{imp}}^p(q) s(\lambda - g(q)) \]
\[ \sigma_{\text{imp}}^p(\lambda) + \sigma_{\text{imp}}^h(\lambda) = \delta_{a1} \int_{-\infty}^{\infty} dq \rho_{\text{imp}}^p(q) s(\lambda - g(q)) + \int_{-\infty}^{\infty} d\lambda' s(\lambda - \lambda') (\sigma_{\text{imp}}^{\text{imp}}(\lambda') + \sigma_{\text{imp}}^{\text{imp}}(\lambda')). \]

(3.26)

In this form, the equations are easily solved numerically through iteration.

This computation of the finite temperature conductance comes with some potential pitfalls as discussed in [36]. However as shown in this same reference we are able to accurately reproduce the universal finite temperature linear response conductance scaling curve for a single dot. Uncertainties arose with the application of this methodology because of uncertainties with identifying the correct bulk scattering states. Here however the choice of bulk scattering states is exactly the same—differences between the treatment here and [36] only arise at the level of impurity scattering. As our choice of bulk scattering states was unproblematic previously, we expect it to be similarly so here.

4. Analysis of equations governing zero temperature transport of double dots in parallel

In this section, we will analyse in detail the equations governing zero temperature transport in double quantum dots. As discussed in section 2.2, there are two sets of constraints under which a pair of dots in parallel is integrable. The most interesting set of constraints is given in equation (2.8):
\[ U_{\alpha\alpha'} = \delta_{\alpha\alpha'} U_{\alpha}; \quad U_{\alpha} \Gamma_{\alpha} = U_{\alpha} \Gamma_{\alpha'}; \quad U_{\alpha} + 2 \epsilon_{\delta_{\alpha}} = U_{\alpha'} + 2 \epsilon_{\delta_{\alpha'}}; \]

(4.1)

These conditions correspond to well separated parallel dots. They are neither capacitively nor tunnelled coupled. The second set of conditions, corresponding to the constraints,
\[ U_{\alpha\alpha'} = U; \quad \Gamma_{\alpha} = \Gamma_{\alpha'}; \quad \epsilon_{\alpha} = \epsilon_{\alpha'}, \]

(4.2)

leads to transport that is identical in nature to a single level dot. As such we will focus primarily in this section on parallel dots meeting the first set of constraints and only briefly discuss dots constrained by the second set at the section’s end.

At zero temperature, as discussed in section 3.1, the scattering phases which determines the transport are expressed in terms of the two impurity densities, \( \rho_{\text{imp}}^\prime(q) \) and \( \sigma_{\text{imp}}^\prime(\lambda) \). These two densities satisfy the two integral equations (equation (3.7)):
\[ \rho_{\text{imp}}^\prime(q) = \rho_{0}^\prime(q) + g'(q) \int_{Q} d\lambda a_2(g(q) - \lambda) \sigma_{\text{imp}}^\prime(\lambda); \]
\[ \sigma_{\text{imp}}^\prime(\lambda) = \sigma_{0}^\prime(\lambda) - \int_{Q} d\lambda' a_2(\lambda' - \lambda) \sigma_{\text{imp}}^\prime(\lambda') - \int_{-B}^{B} dq a_1(\lambda - g(q)) \rho_{\text{imp}}^\prime(q). \]

(4.3)

The ‘Fermi surfaces’ of the dots, \( Q \) and \( B \) are determined by the conditions given in equation (2.19). As \( Q \) and \( B \) (up to 1/L corrections) are given solely by the bulk densities \( \sigma_{\text{bulk}}(\lambda) \) and
\( \rho_{\text{bulk}}(q) \), their behaviour, as a function of the two quantities \( 2\epsilon_{d1/2} - U_{11/22} \) and \( \Gamma_1/2U_{11/22} \), is exactly the same as that of a single level dot and so discussed extensively in [35, 36].

The equations in (4.3) can only be solved in general numerically. However they do admit analytic solutions in certain cases in two limits: (a) \( |\epsilon_{d1} - \epsilon_{d2}| \gg \frac{\Gamma_1}{\Gamma_1/2} \) and (b) \( |\epsilon_{d1} - \epsilon_{d2}| \ll \frac{\Gamma_1}{\Gamma_1/2} \). In both cases the source terms, \( \rho_{\text{imp}}(q) \) and \( \sigma_{\text{imp}}(\lambda) \) can be written in the form

\[
\rho_{\text{imp}}(q) \approx \Delta_{01}(q) + \Delta_{02}(q); \quad \sigma_{\text{imp}}(\lambda) \approx \sigma_{01}(\lambda) + \sigma_{02}(\lambda),
\]

where

\[
\Delta_{0i}(q) = \frac{\tilde{\Gamma}_i}{\tilde{\Gamma}_i^2 + (q - \tilde{\epsilon}_{di})^2};
\]

\[
\sigma_{0i}(\lambda) = -\text{Re} \frac{1}{\pi} \frac{\partial_i \Delta_{0i}(x(\lambda) + iy(\lambda))}{\Gamma_1/2};
\]

\[
= \int_{-\infty}^{\infty} dq \Delta_{0i}(q) a_1(\lambda - g(q)) - a_1(\lambda - g(\tilde{\epsilon}_{di} + i\tilde{\Gamma}_i)) + \beta a_1(\beta \lambda - \gamma_i);
\]

\[
\alpha_i = \frac{U_i}{2} + \epsilon_{di} - \tilde{\epsilon}_{di};
\]

\[
\beta_i = -\frac{U_i \Gamma_j}{\alpha_i \tilde{\Gamma}_i}.
\]

The parameters \( \tilde{\epsilon}_{di} \) and \( \tilde{\Gamma}_i \) are case dependent. For case (a), we obtain:

\[
|\epsilon_{d1} - \epsilon_{d2}| \gg \frac{\Gamma_1}{\Gamma_1/2}:
\]

\[
\tilde{\Gamma}_{1/2} = \gamma_{1/2} + \left( \epsilon_{d1} - \epsilon_{d2} \right)^2 (\gamma_{1/2} - \gamma_{2/1});
\]

\[
\tilde{\epsilon}_{d1/2} = \epsilon_{d1/2} - \frac{\epsilon_{d1/2} - \epsilon_{d2/1}}{\epsilon_{d1/2} - \epsilon_{d2/1}};
\]

and for case (b)

\[
|\epsilon_{d1} - \epsilon_{d2}| \ll \frac{\Gamma_1}{\Gamma_1/2}:
\]

\[
\tilde{\Gamma}_1 = \gamma_1 + \gamma_2; \quad \tilde{\epsilon}_{d1} = \frac{\epsilon_{d1} + \epsilon_{d2}}{2};
\]

\[
\tilde{\Gamma}_2 = \frac{(\epsilon_{d1} - \epsilon_{d2})^2 \gamma_1 \gamma_2}{(\gamma_1 + \gamma_2)^3}; \quad \tilde{\epsilon}_{d2} = \frac{\epsilon_{d1} + \epsilon_{d2}}{2} - \frac{\epsilon_{d1} - \epsilon_{d2}}{\gamma_1 + \gamma_2};
\]

If \( \epsilon_{d1} = \epsilon_{d2} \) exactly, then \( \tilde{\Gamma}_2 \) vanishes and \( \Delta_{02}(q) \) is identically zero.

Given the division of the source terms into two pieces and the linearity of the equations in (4.3), we can correspondingly write \( \sigma(\lambda) = \sigma_1(\lambda) + \sigma_2(\lambda) \) and \( \rho(\lambda) = \rho_1(\lambda) + \rho_2(\lambda) \) where

\[
\rho_{\text{imp}}(q) = \Delta_{0i}(q) + g(q) \int_{Q} d\lambda a_1(\lambda - g(q)) \sigma_{\text{imp}}(\lambda);
\]

\[
\sigma_{\text{imp}}(\lambda) = \sigma_{0i}(\lambda) - \int_{Q} d\lambda a_2(\lambda - \lambda) \sigma_{\text{imp}}(\lambda) - \int_{-D}^{R} dq a_1(\lambda - g(q)) \rho_{\text{imp}}(q).
\]
4.1. Linear response conductance at zero magnetic field

We compute the Fermi surface scattering phase, $\delta_e$, governing the linear response conductance, $G = \frac{2e^2}{\hbar} \sin^2(\delta_e/2)$, via

$$ \delta_e = 2\pi \int_Q^\infty (\sigma_1^{\text{imp}} + \sigma_2^{\text{imp}})(\lambda) = 2\pi - \pi \int_{-\infty}^Q (\sigma_1^{\text{imp}} + \sigma_2^{\text{imp}})(\lambda) = 2\pi - \delta_{e1} - \delta_{e2}. \quad (4.9) $$

The quantity, $\int_Q^\infty$, in first line of equation (4.9) is the impurity particle number while the corresponding integrated quantity in the second line is the impurity hole number. $\sigma^{\text{imp}}_i$ can be obtained via a Weiner–Hopf analysis of equation (4.8) (with $B = -D$). Our separation of the impurity densities into two pieces allows the computation to proceed along the lines of [35]. We relegate the analysis to appendix A simply reporting the results for $\delta_{ei}$ below. These results apply to both $\delta_{e1}$ and $\delta_{e2}$ provided $\epsilon_{d1} \neq \epsilon_{d2}$. If instead $\epsilon_{d1} = \epsilon_{d2}$, $\delta_{e2}$ is identically zero and the equations below apply only to $\delta_{e1}$.

The analysis of $\delta_{ei}$ breaks down into three cases depending on the value of $Q$, the parameter describing the position of the Fermi surface of the $\lambda$-excitations.

**Case (i):** dots near the particle–hole symmetric point $Q < 0$: Near the symmetric point, i.e. $U_i/2 + \epsilon_{di} \ll \sqrt{U_i}$, then $Q < 0$. Setting $J_i \equiv I_i^{-1} - Q$, where

$$ I_i^{-1} = \frac{\alpha_i^2 - \Gamma_i^2}{2U_i \Gamma_i}, \quad (4.10) $$

$\delta_{ei}$ is then given by

$$ \delta_{ei} = K_{i1} + K_{i2}. \quad (4.11) $$

Here $K_{ij}$ is the contribution to the scattering phase, $\delta_{ei}$, coming from the bare impurity densities, $\Delta^{\text{imp}}_0(q)$ and $\epsilon^{\text{imp}}_0(\lambda)$. In this case we find (see appendix A)

$$ K_{i1} = \sqrt{\pi} \sum_{n=0}^{\infty} \frac{(-1)^n}{n + 1/2} \left( \frac{n + 1/2}{e} \right)^{n+1/2} \frac{1}{\Gamma(n+1)} \int_{-\infty}^\infty dq \Delta_{0i}(q)e^{-\pi(2n+1)(q(q)-Q)}; $$

$$ K_{i2} = \text{sign}(1 - \beta_i) \sqrt{\pi}\mathcal{P} \int_0^\infty \frac{d\omega}{\omega} \left( \frac{\omega}{e} \right)^\omega e^{-2\pi\omega J_i} \frac{\sin(2\pi\omega(\gamma_i - 1/2))}{\Gamma(1/2 + \omega) \cos(\pi\omega)} $$

$$ + \text{sign}(1 - \beta_i) \sqrt{\pi} \sum_{n=0}^{\infty} \frac{(-1)^n}{n + 1/2} \left( \frac{n + 1/2}{e} \right)^{n+1/2} \frac{e^{-(2n+1)\pi J_i}}{\Gamma(n+1)} \cos (\pi(\gamma_i - 1/2)(2n+1)), \quad (4.12) $$

where $\mathcal{P}$ indicates that the principal value of the integral is to be taken and $\gamma_i = 1/2 \times (1 - \beta_i^{-1})\text{sign}(1 - \beta_i)$. The value of the Fermi surface, $Q$, was found in [35, 36] to be determined implicitly by

$$ \frac{2\epsilon_{di} + U_i}{\sqrt{2U_i \Gamma_i}} = \frac{\sqrt{2}}{\pi} \sum_{n=0}^{\infty} \frac{(-1)^n e^{n\pi(2n+1)}}{(2n + 1)^{3/2}} G^+(i\pi(2n + 1)). \quad (4.13) $$
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Case (ii): mixed valence regime of the dots: $Q > 0$ and $J_i = I_i^{-1} - Q > 0$: for these values of the parameters, we are in the mixed valence regime of the dots. Here $\delta_{ei}$ is given by

$$\delta_{ei} = K_{i1} + K_{i2}$$

$$K_{i1} = \pi \left( \sqrt{2} - 1 - \frac{\pi}{\sqrt{26}} J_i + \frac{\pi^2}{24^2} J_i^2 + \frac{1}{\pi \sqrt{2}} \left( \beta_i^{-1} - 1 \right) J_i + O(J_i^3) + O(J_i (\beta_i^{-1} - 1)) \right);$$

$$K_{i2} = \text{sign}(1 - \beta_i) \sqrt{\pi} P \int_0^\infty \frac{d\omega}{\omega} \left( \frac{e^\omega}{\epsilon} \right)^\omega \frac{e^{-2\pi J_i}}{\Gamma(1/2 + \omega)} \frac{\sin(2\pi \omega (\gamma_i - 1/2))}{\cos(\pi \omega)} + \text{sign}(1 - \beta_i) \sqrt{\pi} \sum_{n=0}^\infty \frac{(-1)^n}{n + 1/2} \frac{e^{-(2n+1)\pi J_i}}{\Gamma(n + 1)} \cos(\pi (\gamma_i - 1/2)(2n + 1)).$$ (4.14)

If $J_i$ is small, $K_{i2}$ can be approximated by

$$K_{i2} = - \text{sign}(1 - \beta_i) \frac{\sqrt{2}}{\pi} \tan^{-1} \left( \frac{J_i}{\gamma_i} \right).$$ (4.15)

For $\gamma_i$ small (as would be the case if $|\epsilon_{d1} - \epsilon_{d2}| \ll \Gamma_{1,2}$) we see that $K_{i2}$ undergoes a rapid variation as $J_i$ is varied. This in turn will imply a rapid variation in both the $T = 0$ linear response conductance and the number of localized electrons in the system as the gate voltage is swept.

In this case $Q$ needs to be determined by a self-consistent numerical evaluation of equation (2.23). If $Q \sim 1$ however, it is a reasonable approximation to take

$$Q = q^* + \frac{1}{2\pi} \ln(2\pi e q^*),$$ (4.16)

where $q^* = (\epsilon_{d1} + U_i/2)^2/(2U_i \Gamma_i)$.

Case (iii): empty orbital regime: $Q > 0$ and $J_i = I_i^{-1} - Q < 0$. In this parameter range, the dot filling is small. $\delta_{ei}$ is then given by

$$\delta_{ei} = K_{i1} + K_{i2}$$

$$K_{i1} = \pi + \frac{1}{\sqrt{\pi}} \int_0^\infty \frac{d\omega}{\omega} \frac{\Gamma(1/2 + \omega)}{\Gamma(1/2 + \omega)} \left( \frac{e^\omega}{\epsilon} \right)^\omega e^{2\pi J_i} \sin \left( \pi \omega \left( 1 + \frac{1}{\beta_i} \right) \right);$$

$$K_{i2} = \pi \text{sign}(1 - \beta_i) + \frac{1}{\sqrt{\pi}} \int_0^\infty \frac{d\omega}{\omega} \frac{\Gamma(1/2 + \omega)}{\Gamma(1/2 + \omega)} \left( \frac{e^\omega}{\epsilon} \right)^\omega e^{2\pi J_i} \sin(\pi \omega \gamma_i).$$ (4.17)

If $J_i$ is small, the expression for $K_{i2}$ in equation (4.15) holds equally well. Similarly, in this regime, $Q$ is given as above in equation (4.16).

4.2. Finite field transport

In finite field, we must compute the scattering phases, $\delta_{ei \uparrow \downarrow}$, separately for spin up/down electrons. Like at $H = 0$, these scattering phases are given in terms of the impurity densities:

$$\delta_{ei \uparrow} = 2\pi \int_{-D}^B dq \left( \rho_1^{\text{imp}}(q) + \rho_2^{\text{imp}}(q) \right) + 2\pi \int_Q^{\infty} (\sigma_1^{\text{imp}} + \sigma_2^{\text{imp}})(\lambda);$$

$$\delta_{ei \downarrow} = 2\pi \int_Q^{\infty} (\sigma_1^{\text{imp}} + \sigma_2^{\text{imp}})(\lambda).$$ (4.18)
In general these equations cannot be solved analytically. However at the symmetric point they do admit such a solution. At this point [36], \( Q = \infty \) and \( \sigma_i \) can be expressed solely in terms of \( \rho_i \) (simply by inverting equation (4.8) via Fourier transform):

\[
\sigma_i^{\text{imp}}(\lambda) = \int_{-\infty}^{\infty} d\lambda' (1 + a_2)^{-1}(\lambda - \lambda')\sigma_i^{\text{imp}}(\lambda') - \int_{-D}^{B} dq \rho_i^{\text{imp}}(q)s(\lambda - g(q)).
\]  

(4.19)

In turn, we obtain an equation for \( \rho_i^{\text{imp}} \) independent of \( \sigma_i^{\text{imp}} \):

\[
\rho_i^{\text{imp}}(q) = \rho_i^{\text{imp}}(q) - g'(q) \int_{-\infty}^{B} dq R(g(q) - g(q')) \rho_i^{\text{imp}}(q'),
\]  

(4.20)

where

\[
R(\lambda) = \frac{1}{2\pi} \int_{-\infty}^{\infty} d\omega \frac{e^{-i\omega\lambda}}{1 + e^{i|\omega|}},
\]  

(4.21)

and we can write \( \rho_i^{\text{imp}}(q) \) as

\[
\rho_i^{\text{imp}}(q) = \Delta_0(q) + g'(q) \int_{-\infty}^{\infty} dq R(g(q) - g(q')) \Delta_0(q)
\]  

\[+ \text{sign}(1 - \beta_i) g'(q) \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} e^{-i\omega(g(q) - I_i^{-1})} \frac{\epsilon_{\omega/2}(1 - \beta_i^{-1})}{2 \cosh(\omega/2)}. \]  

(4.22)

We are most interested in the behaviour of \( \rho_i^{\text{imp}} \) for \( q < 0 \) as this is the region relevant for magnetotransport when \( H \) is on the order of the Kondo temperature. Following [35], for \( q < 0 \) the first two terms may be rewritten as

\[
\Delta_0(q) + g'(q) \int_{-\infty}^{\infty} dq R(g(q) - g(q')) \Delta_0(q) = -g'(q) \int_{-\infty}^{\infty} \frac{d\omega}{2\pi} e^{-i\omega(g(q) - I_i^{-1}) + i\omega/2} \frac{\epsilon_{\omega/2}(1 - \beta_i^{-1})}{2 \cosh(\omega/2)}. \]  

(4.23)

At the symmetric point, the scattering phases similarly simplify reducing to

\[
\delta_{e^\uparrow} = 2\pi + \pi \int_{-D}^{B} dq \left( \rho_1^{\text{imp}}(q) + \rho_2^{\text{imp}}(q) \right);
\]  

(4.24)

\[
\delta_{e^\downarrow} = 2\pi - \pi \int_{-D}^{B} dq \left( \rho_1^{\text{imp}}(q) + \rho_2^{\text{imp}}(q) \right).
\]  

We thus see that even though \( \delta_{e^\uparrow} \) differs from \( \delta_{e^\downarrow} \), the conductance for each spin species is the same.

With the source term in this form, equation (4.20) can be solved by a Wiener–Hopf analysis. We again relegate the details to appendix A and here simply report the results. Firstly we consider the dependence of the limit \( B \), the Fermi surface of the \( q \)-excitations, on the magnetic field. It has the same functional dependence on \( \frac{U_i}{\Gamma_i} + 2\epsilon_{0i} \) and \( \Gamma_i U_i \) as in the case of a single level dot. Thus we can simply borrow results from [35, 36]:

\[
\frac{H}{2\pi} = \left( \frac{U_i \Gamma_i}{8\pi^2} \right)^{1/2} \int_{-\infty}^{\infty} d\omega e^{-i\omega(B/2U_i\Gamma_i)} \frac{1}{(i\omega + \delta)^{1/2} \omega - i\delta} \frac{1}{\Gamma((1/2) + (i\omega/2\pi))} \left( \frac{1}{2\pi e^{\omega/\delta}} \right)^{\frac{\omega}{2\pi e^{\omega/\delta}}}.
\]  

(4.25)
In the small $H$ limit, one can deform the contour into the lower half plane, merely taking into account the pole nearest zero. We so obtain
\[ b \equiv \frac{B^2}{2U_i \Gamma_i} = -\frac{1}{2\pi} \log \left( \frac{\pi e H^2}{4U_i} \right). \] (4.26)

Next we write down expressions for $\int_{-D}^B dq \rho_i^{\text{imp}}(q)$:
\[ \int_{-D}^B dq \rho_i^{\text{imp}}(q) = S_i^{\text{Kondo}} + S_i^{\text{charge}}. \] (4.27)

Here $S_i^{\text{Kondo}}$ encodes information that varies on the Kondo scale. It is given by
\[
S_i^{\text{Kondo}} = \begin{cases} 
\frac{2}{\sqrt{\pi}} (2\Theta(\beta_i - 1) \sum_{n=0}^{\infty} \frac{(-1)^n}{\Gamma(1+n)(n+(1/2))} \left( \frac{H \sqrt{\pi e}}{\tilde{T}_K^{\text{RKKY}}} \right)^{2n+1} 
\times \left( \frac{n + (1/2)}{e} \right)^{n+(1/2)} \cos(\pi \left( n + \frac{1}{2} \right)(1 - \beta_i^{-1})) 
& \text{if } b > I_i^{-1}, \\
2\Theta(\beta_i - 1) \left( 1 - \frac{1}{\pi^{3/2}} \int_0^\infty \frac{d\omega}{\omega} \left( \frac{8 (\tilde{T}_K^{\text{RKKY}})^2}{\pi \omega H^2} \right)^\omega \right) 
& \times \Gamma \left( \frac{1}{2} + \omega \right) \sin(\pi \omega) \cos(\pi \omega (1 - \beta_i^{-1})) 
& \text{if } b < I_i^{-1}.
\end{cases}
\] (4.28)

where the Kondo temperature is defined by
\[ T_K^{\text{RKKY}} = \left( \frac{U_i \Gamma_i}{2} \right)^{1/2} e^{-\pi I_i^{-1}}, \quad \text{if } \beta_i > 1. \] (4.29)

(We explain the label ‘RKKY’ in section 5.) This definition is well posed as of $\beta_1$ and $\beta_2$, only one will be ever greater than 1. This Kondo temperature is similar to what is found in a single level dot but for the form of $I_i^{-1}$ (see the definition in equation (4.10) involving parameters renormalized by the effects of interference between the two dots). We can evaluate $S_i^{\text{Kondo}}$ in the limit $H \gg T_K^{\text{RKKY}}$ (but $H < \sqrt{2U_i \Gamma_i / \pi e}$):
\[
S_i^{\text{Kondo}} = 2\Theta(\beta_i - 1) \left[ \frac{1}{2} \log \log \left( \frac{H/T_{\tilde{T}_K^{\text{RKKY}}}}{2} \right) + O \left( \frac{\log \log \left( H/T_{\tilde{T}_K^{\text{RKKY}}} \right)}{\log^2 \left( H/T_{\tilde{T}_K^{\text{RKKY}}} \right)} \right) + \frac{\pi^2 (1 - \beta_i^{-1})^2}{8 \log^3 \left( H/\tilde{T}_K^{\text{RKKY}} \right)} \right] + O \left( \frac{(1 - \beta_i^{-1})^4 \log^2 \left( H/\tilde{T}_K^{\text{RKKY}} \right)}{\log^4 \left( H/\tilde{T}_K^{\text{RKKY}} \right)} \right),
\] (4.30)

where $\tilde{T}_K^{\text{RKKY}} = \frac{2^{3/2}}{\sqrt{\pi e}} T_K^{\text{RKKY}}$. We have included the leading order term in $(1 - \beta_i^{-1})^2$ as this governs the differing behaviour of $S_i^{\text{Kondo}}$ in the two cases of $|\epsilon_{d_1} - \epsilon_{d_2}| \ll \Gamma_{1,2}$ and $|\epsilon_{d_1} - \epsilon_{d_2}| \gg \Gamma_{1,2}$.

The second term, $S_i^{\text{charge}}$, varies on a scale comparable to the charging energy of the dot, $\sqrt{U_i \Gamma_i}$. In the dots’ Kondo regime this scale will be much larger than $T_K$. $S_i^{\text{charge}}$ is given by
\[
S_i^{\text{charge}} = \frac{1}{\sqrt{\pi}} \sum_{n=0}^{\infty} \frac{e^{-2\pi n(1/2)}}{\Gamma(1+n)(n+(1/2))} \frac{(n + 1/2)}{e} \int_{-\infty}^{\infty} dq e^{-2\pi n(q(n+(1/2)))} \Delta_0(iq),
\] (4.31)

and for fields $H \sim T_K^{\text{RKKY}}$, makes a far smaller contribution than that of $S_i^{\text{Kondo}}$. 
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4.3. Two degenerate dots in parallel

We now briefly consider two degenerate dots in parallel satisfying the conditions given in equation (4.2). This case is less interesting than the one described by the conditions in equation (4.1) as it is equivalent to a single level dot with Coulomb repulsion, $U$, and linewidth $\Gamma = \sum_\alpha \Gamma_\alpha$. This follows directly from equations (2.4) and (2.15), the equations governing the bare impurity scattering phase, $\delta(q)$, and the function, $g(q)$, controlling the integrability of the dot model. Because $U_{\alpha\alpha} = U$ and $\epsilon_{d\alpha} = \epsilon_d$, we can make the replacement $\Gamma_{\alpha} \rightarrow \sum_\alpha \Gamma_\alpha$ and obtain equations corresponding to a single level dot.

With this equivalence, we can directly apply the analysis of the linear response conductance contained in [36]. And so none of interesting phenomena identified in the coming two sections remain. In particular the RKKY Kondo effect, the presence of interference phenomena, and a nontrivial form of the Friedel sum rule are all absent.

5. Examples of zero temperature transport of double dots in parallel

In this section, we consider various aspects of zero temperature transport in double quantum dots both in the absence and presence of a magnetic field. We will see that there is a mixture of different types of Kondo physics with interference effects. We will also see that the number of electrons displaced in attaching the quantum dots to the leads can be negative, a contrast to what is found in single level quantum dots. We begin by examining $H = 0$ conductance of the dot system as a function of gate voltage.

5.1. Zero field linear response conductance as a function of gate voltage

Here we study the behaviour of the $T = 0$ linear response conductance, $G$, as a function of gate voltage keeping the distance between the dot levels, i.e. $|\epsilon_{d1} - \epsilon_{d2}|$, fixed. Thus we allow the gate voltage to move the two dot chemical potentials in unison. In figure 3 we plot four examples of $G$ for dot systems with differing separations ranging from $|\epsilon_{d1} - \epsilon_{d2}| \gg \Gamma_1, \Gamma_2$ to $|\epsilon_{d1} - \epsilon_{d2}| = 0$. Provided that $|\epsilon_{d1} - \epsilon_{d2}| \neq 0$, the conductance exhibits three basic features: (i) an RKKY Kondo effect at the particle–hole symmetric point of the dot; (ii) a standard Kondo effect corresponding to a value of gate voltage when one electron sits on the dot; and (iii) interference effects whose strength is proportional to the separation of the two bare dot levels.

To understand this better let us begin by considering any of the first three panels of figure 3(a, b, or c). Here $|\epsilon_{d1} - \epsilon_{d2}|$ is nonzero. The linear response conductance trace begins at the particle–hole symmetric point of the dot where (uniformly) $\epsilon_{d1} = -10\Gamma_1$ and $\epsilon_{d2} = -5\Gamma_1, -\Gamma_1, -2\Gamma_1$ respectively for panels (a), (b), and (c). At this point exactly two electrons sit on the two dot system. By the Friedel sum rule the corresponding scattering phase is $\delta_e = 2\pi$ and the conductance vanishes. Although the conductance vanishes as this point, and counter to the intuition we have in a single level dot where Kondo physics is associated with a unitary maximum in the conductance, Kondo physics is still present. We determine its presence by studying the low energy density of states of the impurity double dot system. We find what amounts to an Abrikosov–Suhl resonance.

In the Bethe ansatz language this amounts to studying the quantity $\rho\text{imp} (q(\epsilon))$ where $\rho\text{imp} (q)$ is the impurity density of states of the charge excitations and $\epsilon_q (q)$ is their corresponding bulk
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excitation energy [36, 47]. In zero magnetic field, $\rho^{\text{imp}}(q)$ is equivalent to $\rho^{\text{imp}}_0(q)$ computed in appendix A.3:

$$\rho^{\text{imp}}(q < 0) = -2g'(q)\frac{\cos(\mu \pi) \cosh(\pi(g(q) - I_i^{-1}))}{\cosh(2\pi(g(q) - I_i^{-1})) + \cos(2\pi \mu)}. \quad (5.1)$$

where $g(q) = (q - \epsilon_{d_1} - U_i/2)^2/(2U_i \Gamma_i)$ and $\mu$ is given by

$$\mu = \begin{cases} 
\frac{1}{2}(1 - \beta_1^{-1}) & \text{if } \beta_1 > 1; \\
\frac{1}{2}(1 - \beta_2^{-1}) & \text{if } \beta_2 > 1, 
\end{cases} \quad (5.2)$$

where $\beta_1, 2$ are defined in equation (4.5). Given the equivalence of the bulk equations between the single level dot and our two dots in parallel, the bulk energy of charge excitations, $\epsilon_q(q)$, can be taken from [35, 36]:

$$\epsilon_q(q) = \frac{\sqrt{2U_i \Gamma_i}}{\pi} \frac{1}{\pi} e^{-\pi g(q)}. \quad (5.3)$$

This relationship is valid provided $\epsilon_q(q)$ is on the order of the Kondo temperature. Substituting equation (5.3) into (5.1) we obtain the form of the Abrikosov–Suhl resonance of the dot system.
Numerics
Closed form

Figure 4. The low lying impurity density of states (the Abrikosov–Suhl resonance) as a function of energy present in the double dot system at its particle–hole symmetric point. In the left panel we show the shape (Lorentzian) of the resonance for double dots with well separated levels. In the right panel we show the same resonance for the case $|\epsilon_{d1} - \epsilon_{d2}| \ll \Gamma_{1,2}$ (but $\epsilon_{d1} \neq \epsilon_{d2}$). Here the resonance has split about zero energy by an amount $4T_K^{RKKY}/\pi$.

as a function of energy, $\epsilon$:

$$\rho^{\text{imp}}(\epsilon) = \frac{\cos(\pi\mu)}{T_K^{RKKY}} \frac{1 + \tilde{\epsilon}^2}{2\tilde{\epsilon}^2 \cos(2\pi\mu) + \tilde{\epsilon}^4 + 1}, \quad \text{(5.4)}$$

where $\tilde{\epsilon} = \frac{\pi\epsilon}{2T_K^{RKKY}}$. We plot the resonances for two cases, $|\epsilon_{d1} - \epsilon_{d2}| \gg \Gamma_{1,2}$ and $|\epsilon_{d1} - \epsilon_{d2}| \ll \Gamma_{1,2}$ in figure 4. The plot is for positive energies (as the Bethe ansatz solution only directly gives positive energy information). However as we are at the particle–hole symmetric point the resonance itself will be symmetric about zero energy.

In the case $|\epsilon_{d1} - \epsilon_{d2}| \gg \Gamma_{1,2}$, i.e. $\mu \sim 0$, we obtain a resonance that has the familiar Lorentzian form associated with a single dot [36, 47] (see figure 4). However this resonance has twice the integrated weight in comparison with a single dot. Thus even though $|\epsilon_{d1} - \epsilon_{d2}| \gg \Gamma_{1,2}$, we cannot think of this resonance as arising solely from Kondo physics involving the energetically lower of the two dot levels.

If $0 < |\epsilon_{d1} - \epsilon_{d2}| \ll \Gamma_{1,2}$, i.e. $\mu \sim 1/2$, the resonance dramatically changes structure. Instead of peaking at zero energy it has a sharp peak instead at $\epsilon = 2T_K^{RKKY}/\pi$. While the resonance does not vanish at zero energy in this case (inset to right panel of figure 4), its value there is dramatically smaller than at $\epsilon = 2T_K^{RKKY}/\pi$ (by a factor of $1/4 \cos^2(\pi\mu)$). The resonance has thus split about zero energy. This splitting is akin to the splitting seen in the Kondo resonance when a interdot tunnelling term, $d_1^\dagger d_2 + d_2^\dagger d_1$, is turned on between two degenerate dots, i.e. $\epsilon_{d1} = \epsilon_{d2}$ [17, 18, 26]. However unlike this case the splitting is not proportional to the bare scale $|\epsilon_{d1} - \epsilon_{d2}|$, but rather to the much smaller dynamical scale, $T_K^{RKKY}$.

A note of caution is in order. What we have just computed is the low energy density of states due to the impurity double dot. But it is not exactly equivalent to the impurity Green’s function

$$\langle d_1^\dagger d_1 \rangle_{\text{ret}}(\omega) + \langle d_2^\dagger d_2 \rangle_{\text{ret}}(\omega).$$
A cartoon of the two different types of Kondo effects that might appear in the double dot: (i) an RKKY Kondo effect where two electrons total sit on the dots and form a singlet mediated through hopping on and off the leads—as this effect depends upon $\epsilon_{d1} \neq \epsilon_{d2}$, the dots possess an unequal distribution of electrons; and (ii) the standard Kondo effect where a single electron sits on the two dots localized primarily in the lower dot level.

Formally the two differ by energy-dependent matrix elements (matrix elements which are not directly computable in the Bethe ansatz). In the single dot case these matrix elements have, at best, only a weak dependence on energy. We would guess that this holds in the double dot case. But we note that regardless of whether the two can be exactly identified (up to a scaling constant), this assumption of equivalence does not affect the exactness of our $T=0$ results for transport.

We now turn to what sort of Kondo effect is present at the particle–hole symmetric point. The Kondo singlet that forms at this point involves both electrons sitting on the two dots. Because we know that an Abrikosov–Suhl resonance forms, we know the electrons are not forming a direct singlet with one another (and indeed, in our model there is no direct interaction between the dots). Rather the singlet formed involving the two localized electrons is mediated by the conduction electrons in the leads. We thus term this Kondo effect an RKKY Kondo effect. We sketch this type of Kondo effect in figure 5.

It is clear that the RKKY physics occurring here is considerably different than the ferromagnetic interaction that fourth-order perturbation theory would predict between closely spaced dots [40]. We see both that RKKY interaction is effectively antiferromagnetic and occurs at an energy scale akin the Kondo temperature. Moreover a strong ferromagnetic interaction would be characterized by a far different conductance. If the two electrons did form an effective spin-1 impurity, the $T=0$ conductance would instead be $2e^2/h$ not the $0e^2/h$ we universally find.

The ground state associated with the RKKY Kondo effect is Fermi liquid (as will be obvious when we consider the low temperature or low field conductances). This contrasts with the non-Fermi liquid nature of electrons bound into an effective spin-1 [27]. It is a check on our results that we do find Fermi liquid physics. We know that the properties of a single dot is perturbative in the Coulomb repulsion and so the dot’s low temperature fixed point is Fermi liquid. The perturbative structure in the Coulomb repulsion of a double dot is similar in nature. There is then a predilection to believe that the low temperature physics of the double dot should similarly be Fermi liquid. We find further support for our Fermi liquid picture in [48]. While [48] studied a two impurity Anderson model coupled to two electron channels (not one as here), they found that
the $T = 0$ electron scattering always obeyed the Friedel sum rule, a signature of Fermi liquid physics, no matter the anisotropy between the channels.

Moving away from the particle–hole symmetric point by adjusting $\epsilon_{d1,2}$ upwards (keeping their relative distance fixed) we uniformly decrease the number of electrons on the dot until we have in total one localized electron. At this point we then expect a standard type Kondo effect to take place. This Kondo effect is akin to that seen in single level dots at their particle–hole symmetric point. While analysing the Bethe ansatz equations in closed form is difficult, we can nonetheless guess what the associated Kondo temperature is:

$$T_K^{\text{Standard}} = \left( \frac{U_1 \Gamma_1}{2} \right)^{1/2} e^{(\epsilon_{d1}(U_1+\epsilon_{d1})/2U_1\Gamma_1)}. \quad (5.5)$$

This formula, available from the analysis of single level dots [35, 36, 49, 50] is valid provided $|\epsilon_{d1} - \epsilon_{d2}| \ll \Gamma_1, \Gamma_2$ and $\Gamma_1 \ll U_1$. In our analysis of the magnetoconductance in the next section, we verify that indeed $T_K^{\text{Standard}}$ as given above governs the physics. When however $|\epsilon_{d1} - \epsilon_{d2}| \sim \Gamma_1, \Gamma_2$, the behaviour of the double dot system with one localized electron appears Kondo like (as determined by the mangetoconductance) over a much narrower range of magnetic field (in units of the Kondo temperature).

As we further increase the gate voltage, we move into a regime characterized by a mixture of interference influenced by strong correlations on the dots. We see non-monotonic behaviour both in the conductance and the number of electrons, $n_{\text{displ}}$, displaced by the dots. Moreover if $|\epsilon_{d1} - \epsilon_{d2}| \gg \Gamma_1, \Gamma_2$ we see that $n_{\text{displ}}$ can go negative. This requires further explanation.

The Bethe ansatz does not allow one to directly by compute the number of electrons, $n_d$, occupying the dots. Rather it allows one to compute this number, $n_d$, plus $1/L$ changes of electron occupancy that arise in coupling the leads to the dots. Specifically

$$n_{\text{displ}} = n_{d1} + n_{d2} + \int \text{d}x \left[ \langle c_{\sigma}^+(x)c_{\sigma}(x) \rangle - \rho_{\text{ebulk}} \right], \quad (5.6)$$

where $\rho_{\text{ebulk}}$ is the density of electrons of spin $\sigma$ in the leads in the absence of any coupling to the dots. In terms of transport properties, this is a more natural quantity to compute. It is the quantity that is related to the scattering phase by the Friedel sum rule, as the proof of Langreth explicitly shows [51]. We comment on this further in the discussion section. Now by definition $n_{d1}$, the number of electrons on the dots, can never be negative. Thus when we find $n_{\text{displ}}$ to be negative, we know that coupling the dots to the leads has induced a negative $1/L$ correction to the lead electron density.

In this non-monotonic regime we see that sharp variations exist in the conductance [20] and are most pronounced if $|\epsilon_{d1} - \epsilon_{d2}| \gg \Gamma_{1,2}$. In particular, the variations occur at two values of the gate voltage (i.e. $\epsilon_{d1}$). The first variation is associated with a sudden decrease in the number of localized electrons $n_{\text{displ}}$ as $\epsilon_{d1}$ is lowered while the second variation sees a sudden increase in $n_{\text{displ}}$. We can characterize the two values of $\epsilon_{d1}$ where these variations occur.

The variations correspond to values of $\epsilon_{d1}$ where the contribution to the scattering phase from $K_\sigma$ is rapidly varying (see equation (4.14) of section 4.1). This rapid variation occurs when $Q$, the parameter marking the Fermi surface of the $\lambda$-excitations, is close to $I^{-1}_I$. Provided $Q > 0$ we can employ equation (4.16) to parameterize $Q$ in terms of $\epsilon_{d1}$. Equating $Q$ and $I^{-1}_I$ then leads to the two values of $\epsilon_{d1}$ (corresponding to the two values of $I^{-1}_{1,2}$) where the variation occurs:

$$\epsilon_{d1} = \left[ \frac{2U_1\Gamma_1}{1 + (1/2\pi I^{-1}_I)} \left( I^{-1}_I + 1/2\pi - 1/2\pi \log(2\pi e I^{-1}_I) \right) \right]^{1/2} - U_1/2. \quad (5.7)$$
The sharpness of these variations in the conductance and \( n_{\text{ordis}} \) are governed by the parameter

\[
\gamma_i = \frac{1}{2} |1 - \beta_i^{-1}|,
\]

a consequence of \( K_{12} \) behaving as \( \tan((I_1^{-1} - Q)/\gamma_i) \) for \( I_1^{-1} - Q \) small (see equation (4.15)). \( \gamma_i \) vanishes in the limit \( |\epsilon_{d1} - \epsilon_{d2}| \to \infty \) while becoming large in the opposite limit. As the two variations in \( n_{\text{ordis}} \) are of the opposite sign, the first of the two variations will induce \( n_{\text{ordis}} \) to go negative if it does not overlap significantly with the second. Thus the condition for \( n_{\text{ordis}} \) to go negative for some value of the gate voltage is

\[
|I_1^{-1} - I_2^{-1}| > \gamma_1 + \gamma_2
\]

that is, the spacing of the variations is larger than the sum of their widths. We can translate this into a condition upon the necessary separation of the two levels. We need

\[
|\epsilon_{d1} - \epsilon_{d2}| > \frac{b + \sqrt{b^2 + 4ac}}{2a};
\]

\[
a = \frac{U_1^2 - U_2^2}{4}; \quad b = \Gamma_1 \Gamma_2 (U_1 + U_2); \quad c = 2U_1 \Gamma_1 |\Gamma_2^2 - \Gamma_1^2|,
\]

if \( n_{\text{ordis}} \) is to go negative. If \( \Gamma_1, \Gamma_2 \ll U_1, U_2 \) this condition simplifies to

\[
|\epsilon_{d1} - \epsilon_{d2}| > \left( \frac{8U_1 \Gamma_1 |\Gamma_2^2 - \Gamma_1^2|}{|U_1^2 - U_2^2|} \right)^{1/2}.
\]

A note of caution is needed here. This condition is derived under the constraints governing integrability (equation (4.1)). While self-consistent, it should not be used to determine the minimum level separation in two dots with arbitrary parameters so as to guarantee \( n_{\text{ordis}} \) will be negative. However one might nonetheless suppose that this condition would provide a rough estimate of the minimum separation for such dots.

Up to this point we have discussed in detail the behaviour of the conductance provided \( \epsilon_{d1} \) is not exactly equal to \( \epsilon_{d2} \). If instead \( \epsilon_{d1} = \epsilon_{d2} \), we do not see a marked change in the \( T = 0, H = 0 \) linear response conductance. With \( \epsilon_{d1} \) close to \( \epsilon_{d2} \), we already see in figure 3(d) that the rapid variations in \( G \) associated with interference effects disappear. (This is consistent with the slave boson study of [19].) And as \( \epsilon_{d1} \) becomes equal to \( \epsilon_{d2} \), the functional dependence of \( G \) upon the gate voltage remains the same (compare panels (c) and (d) in figure 3). However at \( \epsilon_{d1} = \epsilon_{d2} \) there is one significant change. At the particle–hole symmetric point, the RKKY Kondo effect disappears. As this vanishing takes place discontinuously, \( \epsilon_{d1} = \epsilon_{d2} \) marks a first-order quantum critical point.

This critical behaviour at \( \epsilon_{d1} = \epsilon_{d2} \) has been observed before [33, 52], and can be most easily understood by first appealing to the non-interacting limit. In the non-interacting limit, one can diagonalize the dot degrees of freedom via the transformation,

\[
d_{\text{even/odd}} = \frac{1}{\sqrt{\Gamma_1^2 + \Gamma_2^2}} (\Gamma_{1/2} d_1 \pm \Gamma_{2/1} d_2),
\]

and so we have a system where only one dot level is tied to the leads [53]. This mapping is tied to a dramatic change in the non-interacting density of states (see figure 6). We see that with \( \epsilon_1 \) and \( \epsilon_2 \)
nearly equal but still different, the impurity density of states possesses a sharply peaked feature not present when $\epsilon_1 = \epsilon_2$. It is this feature that permits the formation of the Abrikosov–Suhl resonance when interactions are turned on. Its absence at $\epsilon_1 = \epsilon_2$ explains the absence of the RKKY Kondo effect. While interactions will couple the second (odd) dot level to the system, the absence of direct hopping to the odd level means that the RKKY Kondo effect cannot develop. Instead, the two electrons bind directly into a singlet and the Kondo effect is entirely absent.

We point out that the particular behaviour observed at $\epsilon_{d1} = \epsilon_{d2}$ is dependent on there being no coupling between the two dots (whether it be tunnel or capacitive coupling). If the dots are coupled, the two levels will be split by the coupling (for example, a tunnelling term will lead to split bonding/antibonding dot levels) [17, 18].

5.2. Finite field linear response conductance at the dots’ particle–hole symmetric point

We now consider the conductance of the double dots at the particle–hole symmetric point. As we have discussed in the previous section, this point sees the formation of an RKKY Kondo effect with an attendant Abrikosov–Suhl resonance. The presence of this resonance governs intimately how the conductance evolves as Zeeman fields on the order of the RKKY Kondo temperature are applied to the dots as it represents the sole available low energy degrees of freedom.

The shape of the Abrikosov–Suhl resonance thus determines the form of the magnetoconductance as a function of magnetic field. In the case that $|\epsilon_{d1} - \epsilon_{d2}| \gg \Gamma_{1,2}$, the Abrikosov–Suhl resonance has a Lorentzian form (see the left panel of figure 4) with a peak centred at zero energy. As a Zeeman field is turned on, the magnetoconductance will thus immediately depart from its particle–hole symmetric value ($0 e^2 / h$). The universal form of $G(H)$ in this case is shown in the rightmost panel of figure 7. We plot both the closed form available from the analysis performed in section 4.2 as well as a direct numerical evaluation of the Bethe ansatz integral equations. We see we obtain an excellent match (thus validating the approximations used in solving these equations analytically). We see that the magnetoconductance peaks at the maximal possible conductance for a value of $H$ corresponding to $1.4T_K^{RKKY}$. That it does reach the unitary maximum is a reflection of the fact that the scattering phases for spin up and down
electrons are symmetric about $2\pi$ (see equation (4.24)). After reaching the unitary maximum the magnetoconductance decreases uniformly behaving as $1/\log^2(H/T_{\text{RKKY}})$ for $H \gg T_{\text{RKKY}}$.

In the second panel of figure 7 we plot the magnetoconductance for the case $|\epsilon_{d1} - \epsilon_{d2}| \ll \Gamma_{1,2}$. The functional form of the magnetoconductance in this case is also governed by the shape of the Abrikosov–Suhl resonance. As shown in the right panel of figure 4, the resonance here is peaked at an energy $\epsilon = T_{\text{RKKY}}$. While it does not vanish at zero energy, its value relative to its peak value is $4 \cos^2(\pi \mu)$ where $\mu$ is defined in equation (5.2) and here is approximately $1/2$. Consequently the change in the conductance in this case upon the initial introduction of a magnetic field will be negligible. But once the magnetic field reaches a strength of $T_{\text{RKKY}}$, the magnetoconductance will undergo an extremely rapid variation (as seen in figure 7). Once the unitary maximum is reached, the magnetoconductance again decreases monotonically behaving as $1/\log^2(H/T_{\text{RKKY}})$.

We can summarize the behaviour of the magnetoconductance in these two cases via

$$G = \begin{cases} 
\frac{2e^2 \pi^2}{h} \frac{\cos^2(\pi \mu)}{4} \left( \frac{H}{T_{\text{K}}^{\text{RKKY}}} \right)^2 + O\left( \frac{H}{T_{\text{K}}^{\text{RKKY}}} \right)^4 ; & \text{if } H \ll T_{\text{K}}^{\text{RKKY}}, \\
\frac{\pi^2}{2 \log^3 \left( H/T_{\text{K}}^{\text{RKKY}} \right)} - \frac{\pi^4 \mu^2}{\log^4 \left( H/T_{\text{K}}^{\text{RKKY}} \right)} + O\left( \frac{\log \log \left( H/T_{\text{K}}^{\text{RKKY}} \right)}{\log^3 \left( H/T_{\text{K}}^{\text{RKKY}} \right)} \right) + O\left( \frac{\mu^4}{\log^6 \left( H/T_{\text{K}}^{\text{RKKY}} \right)} \right) ; & \text{if } H \gg T_{\text{K}}^{\text{RKKY}},
\end{cases}$$

(5.10)

where $T_{\text{K}}^{\text{K}} = T_{\text{K}}^{\text{RKKY}}$. In the above expression for the conductance in the limit $H \gg T_{\text{K}}^{\text{RKKY}}$ we have included the leading order term in $\mu^2$ as this governs the different behaviour in the two cases $|\epsilon_{d1} - \epsilon_{d2}| \ll \Gamma_{1,2}$ and $|\epsilon_{d1} - \epsilon_{d2}| \gg \Gamma_{1,2}$.

We now consider the final case when $\epsilon_{d1} = \epsilon_{d2}$. As discussed previously, in this instance, the Abrikosov–Suhl resonance identically vanishes. Without the Abrikosov–Suhl resonance and the concomitant absence of a low energy density of states, the conductance is unchanged upon
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5.3. Finite field linear response conductance as a function of gate voltage

In the top-left panel of figure 8 we first consider the case of $|\epsilon_{d1} - \epsilon_{d2}| \gg \Gamma_{1,2}$, plotting $G$ as a function of gate voltage (i.e. $\epsilon_{d1}$) for a variety of values of Zeeman field ranging from $H = \Gamma_1/500$ to $H = 3\Gamma_1$. As expected from the previous section even the smallest of these field strengths strongly alters the conductance near the particle hole symmetric point (we note that $T=0.00243\Gamma_1$). The region of $\epsilon_{d1}$ over which the conductance is altered from its zero field value significantly increases as $H$ is increased. As $\epsilon_{d1}$ is initially decreased, we see that the conductance tracks closely its zero field value (as displayed in the top left panel of figure 3). However a value of $\epsilon_{d1}$ is inevitably reached where the conductance markedly changes. For the smallest field value used, $H = \Gamma_1/500$, this occurs at $\epsilon_{d1} \approx -6\Gamma_1$ while for largest, $H = 3\Gamma_1$, large-scale deviations in $G$ begin at $\epsilon_{d1} \approx \Gamma_1$. 

Figure 8. Plots of the conductance as a function of $\epsilon_{d1}$ for a variety of values of Zeeman field, $H$. We consider three cases: (a) $|\epsilon_{d1} - \epsilon_{d2}| \gg \Gamma_{1,2}$; (b) $|\epsilon_{d1} - \epsilon_{d2}| \ll \Gamma_{1,2}$; (c) $|\epsilon_{d1} - \epsilon_{d2}| = 0$. In all three $U_1 = 1$ and $\Gamma_1 = U/20$. For (a) and (b) we see sharp changes in $G$ closely tied to the presence of an Abrikosov–Suhl resonance at $H = 0$. For (c) the resonance is absent and changes in $G$ occur only when $H$ exceeds $\Gamma_1$. 

application of a Zeeman field on the order of $T$ RKKY (see rightmost panel of figure 7). (We note that when $\epsilon_{d1} = \epsilon_{d2}$ there is no Kondo temperature. The scale on the plot in the right hand panel of figure 7 is derived taking the Kondo temperature as defined in the case $|\epsilon_{d1} - \epsilon_{d2}| \sim 0$ but not exactly 0.)

5.3. Finite field linear response conductance as a function of gate voltage

We now consider the magnetoconductance away from the particle–hole symmetric point. As with this point, the changes induced in the conductance by the application of a magnetic field is determined by the presence or absence of an Abrikosov–Suhl resonance. If a resonance is present, we see, in general, marked changes by the introduction of even a small Zeeman field. If however the resonance is absent (solely in the case $|\epsilon_{d1} - \epsilon_{d2}| = 0$), the conductance will only be sensitive to Zeeman fields on the order of the bare parameters in the model.

In the top-left panel of figure 8 we first consider the case of $|\epsilon_{d1} - \epsilon_{d2}| \gg \Gamma_{1,2}$, plotting $G$ as a function of gate voltage (i.e. $\epsilon_{d1}$) for a variety of values of Zeeman field ranging from $H = \Gamma_1/500$ to $H = 3\Gamma_1$. As expected from the previous section even the smallest of these field strengths strongly alters the conductance near the particle hole symmetric point (we note that $T=0.00243\Gamma_1$). The region of $\epsilon_{d1}$ over which the conductance is altered from its zero field value significantly increases as $H$ is increased. As $\epsilon_{d1}$ is initially decreased, we see that the conductance tracks closely its zero field value (as displayed in the top left panel of figure 3). However a value of $\epsilon_{d1}$ is inevitably reached where the conductance markedly changes. For the smallest field value used, $H = \Gamma_1/500$, this occurs at $\epsilon_{d1} \approx -6\Gamma_1$ while for largest, $H = 3\Gamma_1$, large-scale deviations in $G$ begin at $\epsilon_{d1} \approx \Gamma_1$. 
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Figure 9. A plot of the magnetoconductance for the case $|\epsilon_{d1} - \epsilon_{d2}| \gg \Gamma_{1,2}$ at a value of the gate voltage where one localized electron is found on the dots. We use the same parameters as in figure 8. We plot both the results of a numerical analysis of the Bethe ansatz equations as well as the small field analytic form that would be expected if the system was a single dot.

For the smaller values of the field used, the conductance sees a local maximum around $\epsilon_{d1} = -6\Gamma_1$. This is the position of the (standard) Kondo effect we argued to exist at zero field in the first part of this section. The Kondo temperature for this effect is $T_{K}^{\text{Standard}} = 0.00422\Gamma_1$, twice the smallest value of field ($H = 0.002\Gamma_1$) displayed in figure 8. As the magnetic field is increased, the conductance in the vicinity of $\epsilon_{d1} = -6\Gamma_1$ decreases as would be expected for the standard Kondo effect.

We plot this decrease in the conductance maximum as a function of $H$ in figure 9. From [36], the expected form of this decrease is

$$G(H) = G(H = 0) \left(1 - \frac{\pi^2}{16} \left(\frac{H}{T_{K}^{\text{Standard}}}\right)^2\right).$$  \hspace{1cm} (5.11)

We see in figure 9 that the numerical analysis of the Bethe ansatz equations follows this form for values of the Zeeman field up to $T_{K}^{\text{Standard}}$.

The plot in figure 9 was produced in the case $|\epsilon_{d1} - \epsilon_{d2}| \gg \Gamma_{1,2}$. As this condition is relaxed, the standard Kondo effect does not disappear. However the region of field over which equation (5.11) is valid decreases.

In the top-right panel of figure 8 we consider the magnetoconductance in the case $|\epsilon_{d1} - \epsilon_{d2}| \ll \Gamma_{1,2}$. In this case the conductance behaves in much the same fashion as $|\epsilon_{d1} - \epsilon_{d2}| \gg \Gamma_{1,2}$. For the smallest values of the field the conductance goes unaltered from its zero field value over a substantial range of gate voltages. This range shrinks as $H$ increases. And when the conductance ceases to track its $H = 0$ value, it does so abruptly. Due to the nature of the Abrikosov–Suhl in this case (i.e. a resonance sharply peaked about $\epsilon = T_{K}^{\text{RKKY}}$), we find...
Figure 10. Plots of the finite temperature linear response conductance in the cases $|\epsilon_{d1} - \epsilon_{d2}| \gg \Gamma_{1,2}$ (left panel (a)) and $|\epsilon_{d1} - \epsilon_{d2}| \ll \Gamma_{1,2}$. In both cases we employ $U_1 = 1$ and $\Gamma_1 = U/20$. For (a) we use a bare level separation of $\epsilon_{d2} - \epsilon_{d1} = 5\Gamma_1$ while for (b) $\epsilon_{d2} - \epsilon_{d1} = 0.5\Gamma_1$.

that the changes in the linear response conductance, when they occur, to be even more marked. Even for fields in excess of $T_{\text{RKKY}} K$ (in this case $T_{\text{RKKY}} K = 0.00179\Gamma_1$), we see sharp changes persist in the magnetoconductance. For both $H = \Gamma_1$ and $H = 3\Gamma_1$ we see that there are sharp downward changes in the conductance for values of $\epsilon_{d1}$ near 0.

In the final panel of figure 8 we plot the magnetoconductance in the case $|\epsilon_{d1} - \epsilon_{d2}| = 0$. Here there is no Abrikosov–Suhl resonance at the particle–hole symmetric point. With the absence of a dynamically enhanced low energy density of states, we find $G$ to be insensitive to values of $H$ smaller than the bare parameters. The conductance is approximately equal to its zero field value until $H$ becomes of the same magnitude as $\Gamma_1$. For values of $H$ in excess of $\Gamma_1$, we see that the zero field peak at $\epsilon_{d1} \sim -\Gamma_1$ splits in two with increasing separation as $H$ grows.

6. Finite temperature transport of double dot

In this section, we analyse the finite temperature linear response conductance, $G(T)$, at the particle–hole symmetric point. As with the magnetoconductance at this point, the behaviour of $G(T)$ at temperatures on the order of $T_{\text{RKKY}} K$ is ultimately determined by the form of the low energy density of states, that is, the Abrikosov–Suhl resonance as given in equation (5.4). In particular, the nature of the Abrikosov–Suhl resonance marks the difference between the two opposing limits of the bare level separation, i.e. $|\epsilon_{d1} - \epsilon_{d2}| \gg \Gamma_{1,2}$ and $|\epsilon_{d1} - \epsilon_{d2}| \ll \Gamma_{1,2}$.

To evaluate the finite temperature conductance, we solve numerically through iteration the equations in (3.21) and (3.26). To do so, we approximate the source term for the integral equation governing $\rho_{\text{imp}}(k)$ by equation (5.1), an excellent approximation provided we are at the particle–hole symmetric point. Then following the procedure described in section 3.3, we obtain the results plotted in figure 10.

In the case $|\epsilon_{d1} - \epsilon_{d2}| \gg \Gamma_{1,2}$ (see the left panel of figure 10), the Abrikosov–Suhl resonance is peaked at zero energy. Thus even for temperatures far below the Kondo temperature, $T_{\text{RKKY}} K$, we see an immediate change in the conductance from its zero temperature value $(0e^2/h)$. For
temperatures far below \( T_{K}^{RKKY} \) the conductance has a quadratic Fermi liquid form which we can determine to be

\[
G(T) = \frac{2e^2 \pi^4 \cos^2(\mu\pi)}{4h} \left( \frac{T}{T_{K}^{RKKY}} \right)^2.
\] (6.1)

We can determine this form by comparing the analysis of the Bethe ansatz equations at finite temperature for a single level dot [36]. For a single level dot (sld) the Abrikosov–Suhl resonance is given by

\[
\rho^{imp \ sld}(\epsilon, T_{K}^{sld}) = \frac{1}{2T_{K}^{sld}} \frac{1}{1 + \left( \frac{\pi^2 \epsilon^2}{4(T_{K}^{sld})^2} \right)}.
\] (6.2)

For a double dot (dd) with well-separated bare levels (i.e. \( \mu \sim 0 \)), the Abrikosov–Suhl resonance has the same form (see equation (5.4))

\[
\rho^{imp \ dd}(\epsilon, T_{K}^{RKKY}) = 2 \cos(\mu\pi) \rho^{imp \ sld}(\epsilon, T_{K}^{RKKY}).
\] (6.3)

This in turn implies that an electron with energy \( \epsilon \) scatters off the double dot via the relation

\[
\delta_{dd}(T, \epsilon) = 2 \cos(\mu\pi) \delta_{sld}(T, \epsilon).
\] (6.4)

This relation follows because the Abrikosov–Suhl resonance serves as the source term governing the linear integral equations determining the scattering phase. For a single level dot, the deviation of the finite temperature linear response conductance from its zero temperature value takes the form [36, 50],

\[
\delta G(T) = \frac{2e^2 \pi^4}{8h} T^2 \frac{T^2}{(T_{K}^{sld})^2}.
\]

As \( G(T) = \int \delta f(E) \sin^2(\delta_{el}(E, T)) \), we see that for \( \delta_{el}(E) \) small, the low temperature form of \( G(T) \) for the single level dot determines \( G(T) \) for the double dot to be given as in equation (6.1).

As the temperature is increased, \( G(T) \) reaches a maximum at roughly \( T = T_{K}^{RKKY} \). With further increases, \( G(T) \) decreases from its maximal value (for the parameters chosen, 1.4\( e^2/h \)) gradually. For large values of temperature we see that the conductance decreases logarithmically. From the behaviour of \( G(T \gg T_{K}) \) for a single level dot [54] and the similarity of analysis between that case and a double dot, we might expect

\[
G(T \gg T_{K}^{RKKY}) \sim \frac{1}{\log^2 \left( T/T_{K}^{RKKY} \right)}.
\] (6.5)

However from examining panel (a) of figure 10, it is clear that if this behaviour does hold, it is valid only for temperatures much larger than \( T_{K}^{RKKY} \) (in the range \( 10 T_{K}^{RKKY} \leq 100 T_{K}^{RKKY} \), figure 10 implies the conductance is decreasing at best according to \( 1/\log \left( T/T_{K}^{RKKY} \right) \)). This however is unsurprising as a similar condition holds on the finite temperature behaviour of a single level dot for \( T \gg T_{K} \).

In panel (b) of figure 10 we plot \( G(T) \) for the case of \( |\epsilon_{d1} - \epsilon_{d2}| \ll \Gamma_{1,2} \). In this case the Abrikosov–Suhl resonance has a sharp peak at an energy \( \epsilon = T_{K}^{RKKY} \) with minimal (although finite) spectral weight at zero energy. We thus expect that the low temperature response to be much smaller than for the case \( |\epsilon_{d1} - \epsilon_{d2}| \gg \Gamma_{1,2} \). And we see this in figure 10 where \( G(T) \) is effectively \( 0e^2/h \) (equal to its zero temperature value) until \( T \sim 0.1 T_{K}^{RKKY} \). For \( T \ll T_{K}^{RKKY} \), \( G(T) \)
has exactly the same form as given in equation (6.1) for the case $|\epsilon_{d1} - \epsilon_{d2}| \gg \Gamma_{1,2}$. However here $\mu \sim 1/2$ and so the coefficient of the $T^2$ correction is extremely small.  

As the temperature is increased in this case to roughly $2T_K^{RKKY}$, a maximum occurs in the conductance (for the particular parameters chosen). While the value at which the maximum occurs is non-universal, we do expect it to roughly occur when the temperature is $O(T_K^{RKKY})$. With further increases in temperature, the conductance logarithmically decreases. If this decrease is to behave as $G \sim 1/\log^2(T/T_K^{RKKY})$ (as for a single level dot), the temperature at which this asymptotic form begins to be valid is far in excess of $10T_K^{RKKY}$.

7. Discussion

7.1. Friedel sum rule

The Friedel sum rule relates the scattering phase, $\delta_{\sigma e}$, of an electron of spin $\sigma$ at the Fermi surface at zero temperature to the number of electrons displaced by connecting the leads to the dot, $n_{\sigma \text{dis}}$:

$$\delta_{\sigma e} = 2\pi n_{\sigma \text{dis}}. \tag{7.1}$$

$n_{\sigma \text{dis}}$ has two contributions: (i) the number of localized electrons sitting on the dot and equal to,

$$\sum_\alpha \langle d_{\sigma \alpha}^\dagger d_{\sigma \alpha} \rangle,$$

and (ii) the $1/L$ deviations induced in the electron number in the leads

$$\delta n_{\text{leads}} = \int \text{d}x \left[ (c_{\sigma e}^\dagger(x)c_{\sigma e}(x) - \rho_{\sigma \text{bulk}}) \right],$$

where $\rho_{\sigma \text{bulk}} = L/2\pi$ is the bulk interacting density of states of the leads with the leads and dots unconnected to one another. While this second contribution is typically not considered in the application of the Friedel sum rule, its proof explicitly takes it into account [51].

We have already seen that in the model of double dots analysed here that this second contribution, $\delta n_{\text{leads}}$, is non-negligible and in fact can be negative, driving $n_{\sigma \text{dis}}$ itself negative (and thus cannot be ignored if the conductance is to be computed correctly). The range of gate voltages where this occurs marks a region of rapid variation in the conductance (see the top left panel of figure 3 for example). The possibility that this second contribution is nonzero is closely tied to the presence of two interfering pathways for the electrons to transit the dot system. A finite value for $\delta n_{\text{leads}}$ has also been seen in the analysis of Fano resonances in quantum dots [41]. For dots exhibiting Fano resonances, there are two tunnelling paths between the leads: one resonant inducing a single particle scattering phase, $\delta(q) = -2\tan^{-1}(\Gamma/(q - \epsilon_d))$ and a non-resonant second path with a constant scattering phase. The two paths, however, interfere and the overall scattering phase is more complicated than the mere sum of the two (akin to the fact the sum of the bare scattering phase off the double dots in equation (2.4) has the sum in the argument of $\tan^{-1}$). The system exhibiting Fano resonances may be considered a certain limit of the double dots studied here. If we take the limit of $\epsilon_{d2}$ and $\Gamma_2$ in such a way that

$$\frac{\Gamma_2}{q - \epsilon_{d2}}$$

is constant for all wavevectors, $q$, we recover the physics of Fano resonances.
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\( n_{\text{rdk}} \) is a quantity naturally available from the Bethe ansatz as the Bethe ansatz allows one to directly access the scattering phase, i.e. the formalism, as discussed in section 3, provides a means to derive the scattering phase independent of directly invoking the Friedel sum rule. In this sense we provide a proof of the Friedel sum rule in the case of a double dot system. We do note that however we are able to compute in principle the occupation of the dots \( \sum_\alpha \langle d_{\alpha}^\dagger d_{\alpha} \rangle \) by computing the impurity free energy and then taking appropriate derivatives with respect to \( \epsilon_{\text{d} \alpha} \).

### 7.2. The effects of breaking integrability

We now turn to the question of how fine-tuned the results presented herein are. Our ability to exactly solve the models of the double dots depends upon the constraints listed in equation (2.8) being satisfied. However it is important to determine how the physics is affected if these conditions are broken, at least weakly. While it is easily conceivable that an experimental double dot system could be tuned so that its parameters satisfy approximately the constraints of equation (2.8), we cannot hope that the constraints are met exactly.

Fortuitously, we do not expect any of the major phenomena identified in this paper to change qualitatively if equation (2.8) is weakly violated. Generally, we expect the physics to be perturbative in any deviation from the conditions necessary for integrability. To see this, contrast the situation of a single dot coupled to a single lead. This problem is non-perturbative in the dot–lead coupling, a partial consequence of the ambiguous nature of the zeroth-order zero temperature dot density matrix about which one conducts the perturbation theory. This is true both in the presence and absence of interactions. Indeed it is relatively straightforward to derive the dots’ Green functions at \( U = 0 \) and see that they do not have a well-defined \( V \rightarrow 0 \) limit. Concomitantly, perturbation theory in \( U \), the dot Coulomb repulsion, is well behaved as the dot Green’s function is unambiguously defined at \( U = 0 \) by the presence of the dot–lead hybridization. Similarly if we weakly break one of the integrability constraints, we expect the deviation to behave in a perturbative fashion as the dot state is already robustly established. This principle guided the study of perturbations about the exactly solvable Toulouse limit of a non-equilibrium dot in [55].

Now while small deviations from the integrability constraints will only quantitatively change the physics, the same cannot be said of large deviations. In [28] a particle–hole symmetric double dot is considered where \( \epsilon_{d1} = -U_1/2, \epsilon_{d2} = U_2 = 0, \) and \( V_1, V_2 \) finite. These conditions represent a strong violation of the integrability condition, \( V_2^2 U_2 = V_1^2 U_1 \). And instead of a Kondo effect, the double dot is found to be in a local moment regime.

There are other more specific arguments as to why violating the integrability constraints will not drastically change the physics. To this end, let us consider the constraint upon the left–right hopping amplitudes. If this constraint is met, only one electron channel couples to the dot (the even channel), while the second channel is decoupled. Let us consider the effects of weakly violating this condition. The second (odd) channel then couples to the dots. However this will change qualitatively none of the Kondo physics discussed in the paper. In principle, the second channel could introduce a second Kondo scale, \( T_{K2} \) (for either the RKKY Kondo effect or the regular Kondo effect) as in [56]. If we start at some high temperature and begin to lower it, when \( T \) reaches \( T_{K1} \) (the Kondo temperature associated with the even channel and given in the paper) the Kondo singlets (either RKKY or standard) will establish themselves. If we continue to lower the temperature to \( T_{K2} \) nothing further will happen as there are no spin degrees of freedom (the state is a singlet) left to screen. (This contrasts with [56] where an effective spin-S \((S \geq 1)\) impurity was envisioned and a two-stage Kondo effect was predicted to occur.)
Another argument that demonstrates the RKKY Kondo effect is not a result of fine tuning makes appeal to a Schrieffer–Wolfe transformation at the particle–hole symmetric point. Under such a transformation the Hamiltonian reduces to the form,

\[ H = H_{\text{conduction electrons}} + J_1 S_1 \psi^\dagger \sigma \psi + J_2 S_2 \psi^\dagger \sigma \psi, \]

(7.2)

where the two couplings, \( J_i \), are given by

\[ J_i = \frac{2 \Gamma_i}{U + \epsilon_d} - \frac{2 \Gamma_i}{\epsilon_d}. \]

We see that generically \( J_1 \neq J_2 \) for the integrable range of parameters and that deviations away from the integrability constraints do not change this fact. Thus we would expect such deviations to affect only non-universal aspects of the physics (such as the exact values of Kondo temperatures).

While a small breaking of the integrability conditions will not destroy the RKKY Kondo effect, there is one small perturbation that will. The RKKY Kondo effect involves singlet formation of two electrons sitting on two dots as mediated by the electrons sitting in the leads. But if one were to add a coupling, \( J_{\text{singlet}} \), in excess of the Kondo temperature, \( T_{\text{RKKY}} \), that promoted direct singlet formation between the two localized electrons, i.e \( \delta H = J_{\text{singlet}} S_1 \cdot S_2 \), we would expect to destroy the RKKY Kondo effect. In principle, any experimental realization of a double dot system will contain such a \( J_{\text{singlet}} \). And because \( T_{\text{RKKY}} \) is exponentially small compared to the bare parameters, one might think that the RKKY Kondo effect will be generically overcome. While this may be true at the particle–hole symmetric point, the RKKY Kondo effect exists over a range of gate voltages centred around this point. By tuning the gate voltage to different values within this range, one can increase \( T_{\text{RKKY}} \) above any putative value of \( J_{\text{singlet}} \).

We finally turn to the effects of breaking the integrability conditions on the the quantum critical point at \( \epsilon_{d1} = \epsilon_{d2} \). We note that this point is tied to the disappearance of a singular feature in the non-interacting impurity density of states at \( \epsilon_{d1} = \epsilon_{d2} \) (see figure 6). In turn this disappearance is dependent upon the decoupling of the odd dot degree of freedom, \( d_{\text{odd}} \). A perturbation that restores this coupling (such as weakly coupling a second channel of electrons to the dots) will change the critical point to a smooth crossover and so restore the RKKY Kondo effect, but a perturbation which leaves \( d_{\text{odd}} \) uncoupled (such as perturbations on the inter-/intra-dot Coulomb repulsion) will presumably leave the critical point in place.
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**Appendix A. Wiener–Hopf analysis of equations governing the linear response conductance**

**A.1. Review of Wiener–Hopf analysis**

We review the method of solution as presented in [35] for equations of the general form

\[ f(z) = \int_{-\infty}^{+\infty} dz' f(z') h(z - z') + g(z). \]

(A.1)
Writing \( f^\pm(z) = f(z) \theta(\pm z \mp A) \), the Fourier transform of the above equation yields
\[
f^+(\omega) + f^-(\omega) = f^-(\omega)h(\omega) + g(\omega),
\] (A.2)
where Fourier transforms are defined by
\[
a(\omega) = \int d\omega e^{i\omega z} a(z).
\] (A.3)

The key step in the analysis is writing \( 1 - h(\omega) \) as a product of functions, \( G^\pm \), which are analytic in the upper/lower planes respectively:
\[
1 - h(\omega) = \frac{1}{G^+(\omega)G^-(\omega)}.
\] (A.4)

We can then write equation (A.2) as
\[
\begin{align*}
\frac{1}{2\pi i} \int d\omega' & \frac{1}{\omega' - (\omega \pm i\delta)} \left[ \int d\omega' \frac{1}{\omega' - (\omega - i\delta)} g(\omega') G^+(\omega') e^{-i\omega A} \right] G^-(\omega) e^{i\omega A} \\
& - \int d\omega' \frac{1}{\omega' - (\omega + i\delta)} g(\omega') G^+(\omega') e^{-i\omega A} \\
& = g(\omega) G^-(\omega). \\
& = g(\omega) G^+(\omega) e^{-i\omega A}.
\end{align*}
\] (A.5)

Given \( e^{-i\omega A} f^\pm(\omega) \) is analytic in the upper/lower half plane, applying the operators
\[
\pm \frac{1}{2\pi i} \int d\omega' \frac{1}{\omega' - (\omega \pm i\delta)}
\] (A.6)
to equation (A.5) yields solutions for both \( f^+ \) and \( f^- \):
\[
\begin{align*}
f^-(\omega) &= -G^-(\omega) \frac{e^{i\omega A}}{2\pi i} \int d\omega' \frac{1}{\omega' - (\omega - i\delta)} g(\omega') G^+(\omega') e^{-i\omega A}; \\
f^+(\omega) &= \frac{e^{i\omega A}}{2\pi i} \int d\omega' \frac{1}{\omega' - (\omega + i\delta)} g(\omega') G^+(\omega') e^{-i\omega A}.
\end{align*}
\] (A.7)

A.2. A Wiener–Hopf analysis of the scattering phase analysis of zero field

The scattering phase can be written as
\[
\delta_e = 2\pi \int_0^\infty d\lambda (\sigma_1(\lambda) + \sigma_2(\lambda)) = 2\pi - \pi \int_{-\infty}^{\infty} d\lambda (\sigma_1(\lambda) + \sigma_2(\lambda)).
\] (A.8)

where each \( \sigma_i(\lambda) \) satisfies
\[
\sigma_{i}^{\text{imp}}(\lambda) = \int_{-\infty}^{\infty} \lambda' R(\lambda - \lambda') \sigma_{i}^{\text{imp}}(\lambda') + \text{sgn}(1 - \beta_i) \int_{-\infty}^{\infty} d\lambda' (1 + a_2)^{-1}(\lambda - \lambda') d_{1-\beta^{-1}}(\lambda')
\]
\[
+ \int_{-\infty}^{\infty} dq s(\lambda - g(q)) \Delta_0(q).
\] (A.9)

The above two equations can be obtained by inverting via Fourier transform equation (4.8).
Identifying
\[ g(\omega) = \frac{1}{1+e^{-|\omega|/2}} e^{-|\omega|/2} \int_{-\infty}^{\infty} dq \Delta_0(q) e^{i\log(q)} + \text{sign}(1-\beta_i) \frac{e^{-|\omega|/2} e^{i\omega}}{1+e^{-|\omega|}}; \]
\[ \gamma_i = -\frac{1}{2} (1-\beta_i^{-1}) \text{sign}(1-\beta_i); \quad I_i^{-1} = \frac{\alpha_i^2 - \Gamma_i^2}{2U_i \Gamma_i^2}; \] (A.10)

\[ G^\pm(\omega) = \sqrt{\frac{2\pi}{\Gamma(1/2 \pm i\omega/2\pi)}} \left( \mp i\omega + \frac{\delta}{2\pi} \right), \]

where \( \beta_i \) and \( \alpha_i \) are defined in equation (4.5), we apply the Wiener–Hopf methodology presented at the beginning of this section to compute
\[ \int_{-\infty}^{Q} d\Lambda \sigma_i(\lambda) = \sigma_i^{-}(\omega = 0). \] (A.11)

We so find
\[ \int_{-\infty}^{Q} d\Lambda \sigma_i(\lambda) = K_{i1} + K_{i2}; \] (A.12)

where
\[ K_{i1} = -\frac{1}{2\pi^{3/2} i} \int d\omega \frac{1}{\omega + i\delta} \left( \frac{-i\omega + e^{-i\omega/2\pi}}{2\pi e} \right) \Gamma \left( \frac{1}{2} + \frac{i\omega}{2\pi} \right) \int_{-\infty}^{\infty} dq \Delta_0(q) e^{i\log(q) - Q}, \]
\[ K_{i2} = \text{sign}(\beta_i - 1) \frac{1}{2\pi^{3/2} i} \int d\omega \frac{1}{\omega + i\delta} \left( -i\omega + \delta \right) e^{-i\gamma_i/\omega} \left( i\omega + \delta \right) \left[ i(\gamma_i - 1/2)i/\pi \right] (1+\beta_i) \Gamma \left( \frac{1}{2} + \frac{i\omega}{2\pi} \right) e^{-i\omega(Q-I_i^{-1})}. \] (A.13)

We will evaluate each term \( K_{i1/2} \) in turn.

For \( K_{i1} \), if \( Q < 0 \), we can continue the contour into the upper half plane with the result
\[ K_{i1}(Q < 0) = \frac{1}{\pi} \sum_{n=0}^{\infty} \frac{(-1)^n (n + 1/2 \Gamma(n + 1))}{e} \int_{-\infty}^{\infty} dq \Delta_0(q) e^{-\pi(2n+1)\log(q) - Q}. \] (A.14)

If instead \( Q > 0 \), we directly evaluate the integral \( \int dq \Delta_0(q) e^{i\log(q)} \approx e^{i\omega I_i^{-1} - \left( \frac{\Gamma_i}{\alpha_i U_i \Gamma_i} \right) \omega} \). (A.15)

Setting \( J_i = I_i^{-1} - Q \) we can then write \( K_{i1} \) as
\[ K_{i1} = \frac{i}{\sqrt{2\pi}} \int_{-\infty}^{\infty} dw \frac{e^{i\omega J_i - |\omega|/2(1+\beta_i^{-1})}}{G^-(\omega)(\omega + i\epsilon)}. \] (A.16)

If \( J_i < 0 \), we evaluate this integral by continuing into the lower half plane:
\[ K_{i1}(Q > 0, J_i < 0) = 1 - \frac{1}{\pi^2} \int_0^{\infty} d\omega \frac{\sin(\pi\omega(1+\beta_i^{-1}))}{\omega^2} \left( \frac{\epsilon}{\omega} \right)^2 e^{2\pi J_i \omega} \]
\[ = 1 - \frac{1 + \beta_i^{-1}}{2\pi J_i} + O \left( \frac{1}{J_i^2} \right), \] (A.17)
where in the last line we have written down an expansion in $J_i$ to leading order in $1/J_i$. If instead
$J_i > 0$, i.e. $0 < Q < I_i^{-1}$, we close the contour in the upper half plane obtaining,

$$K_{i1} = \frac{1}{\sqrt{\pi}} P \int_0^\infty d\omega \frac{\sin(\pi \beta_i^{-1} \omega)}{\omega \cos(\pi \omega)} \left( \frac{\omega}{e} \right)^{\frac{\omega}{\Gamma((1/2) + \omega)} + \frac{1}{\sqrt{\pi}} \sum_{n=0}^{\infty} \frac{(-1)^n}{n + (1/2)} \left( \frac{n + (1/2)}{e} \right)^{n+1/2} \right) \cos(\pi \beta_i^{-1} (n + (1/2)))e^{-2\pi \omega J_i(n + (1/2))} \right) \Gamma(1 + n),$$

(A.18)

where the symbol $P$ indicates that the principal value of the integral is to be taken. We can alternatively evaluate this integral and sum in a fashion similar to that used in [35, 36] to obtain,

$$K_{i1}(Q > 0, J_i > 0) = \sqrt{2} - 1 - \frac{\pi}{\sqrt{26}} J_i + \frac{\pi^2 \sqrt{2}}{24^2} J_i^2 + \frac{1}{\sqrt{2\pi}} (\beta_i^{-1} - 1) J_i$$

$$+ \mathcal{O}((\beta_i^{-1} - 1)^2 J_i) + \mathcal{O}(J_i^3).$$

(A.19)

We similarly evaluate $K_{i2}$ for $J_i > 0$ and $J_i < 0$. For $J_i > 0$ we can continue into the upper half plane with the result

$$K_{i2}(J_i > 0) = \frac{\text{sign}(1 - \beta_i)}{\sqrt{\pi}} P \int_0^\infty d\omega \frac{\omega}{\Gamma((1/2) + \omega)} \left( \frac{\omega}{e} \right)^{\frac{\omega}{\Gamma((1/2) + \omega)} + \frac{1}{\sqrt{\pi}} \sum_{n=0}^{\infty} \frac{(-1)^n}{n + (1/2)} \left( \frac{n + (1/2)}{e} \right)^{n+1/2} \right) \cos(\pi \omega \gamma_i - (1/2)) \right) \sin(2\pi \omega \gamma_i - (1/2))$$

$$+ \text{sign}(1 - \beta_i) \frac{\text{sign}(1 - \beta_i)}{\sqrt{\pi}} \sum_{n=0}^{\infty} \frac{(-1)^n}{n + (1/2)} \left( \frac{n + (1/2)}{e} \right)^{n+1/2} \right) \cos(\pi (2n + 1) (\gamma_i - (1/2))) \right) \Gamma(1 + n)$$

$$= \frac{\text{sign}(1 - \beta_i) \gamma_i - (1/2)}{\pi J_i} + \mathcal{O} \left( \frac{1}{J_i^2} \right).$$

(A.20)

And if $J_i < 0$, we instead continue into the lower half plane with the result,

$$K_{i2}(J_i < 0) = \text{sign}(1 - \beta_i) \left( 1 - \frac{1}{\pi^{1/2}} \int_0^\infty d\omega e^{2\pi \omega J_i} \right) \frac{\omega}{\Gamma(1/2 + \omega)} \text{sign}(2\pi \omega \gamma_i)$$

$$= \text{sign}(1 - \beta_i) \left( 1 - \frac{\gamma_i}{\pi |J_i|} \right) + \mathcal{O} \left( \frac{1}{J_i^2} \right).$$

(A.21)

We now finally turn to how $Q$ depends on $U_i$, $\Gamma_i$, and $\epsilon_{di}$. As the bulk density equations are the same as for a single dot, this dependence can be taken directly from [35, 36]. If $Q < 0$, $Q$ is determined implicitly by the equation

$$\frac{2\epsilon_{di} + U_i}{\sqrt{2U_i \Gamma_i}} = \frac{\sqrt{2}}{\pi} \sum_{n=0}^{\infty} (-1)^n e^{\pi(2n+1)} \frac{G^*(i\pi(2n+1)).}{(2n + 1)^{3/2}}$$

(A.22)

If further $Q \gg 0$, $Q$ is given by

$$Q = q^* + \frac{1}{2\pi} \ln(2\pi eq^*),$$

(A.23)

$$\sqrt{q^*} = \frac{\epsilon_{di} + U_i/2}{\sqrt{2U_i \Gamma_i}}.$$

We note that there are no inconsistencies in the above equations as the the quantities $2U_i \Gamma_i$ and $U_i + 2\epsilon_{di}$ are independent of $i = 1, 2$. 
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A.3. Analysis of finite field equations

The equation we must solve takes the form

\[ \rho_{\text{imp}}^i(q) = \rho_{\text{imp}}^i(q) - g'(q) \int_{-\infty}^{B} d\lambda' R(g(q') - g(q)) \rho_{\text{imp}}^i(q'). \]  

(A.24)

As we are interested in the behaviour of \( \rho_{\text{imp}}^i(q) \) at \( q < 0 \), we introduce the change of variables \( z = g(q) \) for \( z > 0 \) and \( q < 0 \) and define \( \rho_{\text{imp}}^i(z) = -\rho_{\text{imp}}^i(q)/g'(q) \). The above equation is then recast as

\[ \rho_{\text{imp}}^i(z) = \rho_{\text{imp}}^0_i(z) + \int_{b}^{\infty} dz R(z - z') \rho_{\text{imp}}^i(z'), \]  

(A.25)

where \( b = B^2/(2U_i/F) \) and we can write the Fourier transform of \( \rho_{\text{imp}}^i(z) \) as

\[ \rho_{\text{imp}}^i(\omega) = \int dz e^{i\omega z} \rho_{\text{imp}}^i(z) = \Theta(\beta_i - 1) \frac{\cosh(\omega((1/2) - (1/2\beta_i)))e^{i\omega F_{\text{lat}}^{-1}}}{\cosh(\omega/2)} + \frac{i}{2} \tanh \frac{\omega}{2} \int dq e^{i\omega g(q)} \Delta_{0i}(q). \]  

(A.26)

The kernel, \( R(z) \), of the integral equation in equation (A.25) is the same encountered in analysing the scattering phase at zero field. Thus using the analysis at the beginning of this appendix together with the properties of \( R(z) \) already established, we can immediately write down the form of \( \rho_{\text{imp}}^i(z) \):

\[ \int_{-\infty}^{B} dq \rho_{\text{imp}}^i(q) = \frac{G_s(0)}{2\pi i} \int_{-\infty}^{\infty} d\omega e^{-i\omega \delta} \rho_{\text{imp}}^i(\omega) G_{-}(\omega). \]  

(A.27)

Substituting in the above form for \( \rho_{\text{imp}}^i(\omega) \), we obtain the solution as written in equation (4.28). As discussed in section 5.2, the Fermi surface parameter, \( b \), is the same as found in the analysis of the Anderson model for single level dots and for small fields takes the form

\[ b = -\frac{1}{2\pi} \log \frac{\pi e H}{4\pi T_i}. \]
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