Application of the Signature Method to Pattern Recognition in the CEQUEL Clinical Trial
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ABSTRACT: The classification procedure of streaming data usually requires various ad hoc methods or particular heuristic models. We explore a novel non-parametric and systematic approach to analysis of heterogeneous sequential data. We demonstrate an application of this method to classification of the delays in responding to the prompts, from subjects with bipolar disorder collected during a clinical trial, using both synthetic and real examples. We show how this method can provide a natural and systematic way to extract characteristic features from sequential data.
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1 Introduction

The analysis of streaming data is one of the biggest challenges posed by the expansion of digital healthcare and bioinformatics. A data stream is a sequence of data that arrives over time. Familiar examples are stock prices, sensor data from mobile devices, personal data from monitoring platforms and many more.

The field of machine learning and data mining offers various frameworks for discovering patterns, hidden information, and learning the functional dependencies in complex data. Most methods in machine learning require a good choice of characteristic features to learn functions or compute the posterior probabilities. Feature extraction and selection methods are numerous. Unfortunately, there is no clear consensus as to how analyse and extract features from heterogeneous sequential data. In this work we are aiming to introduce a novel framework for the analysis of data streams. Our approach is based on the mathematical theory called rough paths theory. This allows one to solve controlled differential equations driven by rough signals [1] as well as to solve stochastic partial differential equations [2–4].
The foundations of the proposed approach date back to the seminal work [5] on iterated integrals of multidimensional piecewise smooth paths. The core ingredient of the theory is a signature. The signature is a transformation of a path into the sequence of its coordinate iterated integrals, whereas the integrals obey particular algebraic properties.

Here we describe an application of the signature method to the analysis of longitudinal mood data from the clinical trial of treatments for bipolar depression. Bipolar disorder is a mental illness characterised by episodes of elevated mood (manic episodes) and periods of depression (low mood states) [6]. Depressive episodes are longer in duration that periods of mania and are associated with long-term disability and a high risk of suicide [7–9]. Effective treatments for bipolar depression are limited. One of the widely used medications is quetiapine, an atypical antipsychotic agent. Another recommended treatment is lamotrigine, an anticonvulsant.

CEQUEL (Comparative Evaluation of QUEtiapine-Lamotrigine combination versus quetiapine monotherapy in people with bipolar depression) was a double blind randomised placebo controlled parallel group trial of lamotrigine plus quetiapine versus quetiapine monotherapy in patients diagnosed with bipolar disorder currently suffering from a depressive episode. [10].

The primary outcome measure for the trial was improvement at 12 weeks in patient-reported depressive symptoms using the the 16 item Quick Inventory of Depressive Symptomatology - Self Report (QIDS-SR16) [11]. The resulting overall scores are represented by integer numbers and lies in the range between 0 and 27 for QIDS-SR16. Subjects were encouraged to submit their QIDS-SR16 on a weekly basis, and were prompted by text or e-mail sent using the True Colours platform (TC). Missing data correspond to absence of response within one week interval between the reminders. Typical self-reported data from subjects is presented in Fig. 1a.

The original data analysis [10] reported a significant improvement in depressive symptoms in patients randomised to lamotrigine compared with placebo. In our reanalysis of the data we focus on timestamps of the responses rather than the actual rating scale scores and examine the regularity of responses in the different treatment groups. The objective data were delays, defined as time intervals between the prompts and the actual response. Delays are schematically depicted in Fig. 1b. These represent the time it took for participants to complete their mood ratings following the receipt of a prompt to do so. Psychomotor retardation is a common symptom of depression [12–14] and these delays are likely to be representative of this impairment. Shortening of delays would predicted to occur as depressive symptoms improved. Given that mood lability, in addition to depression and mania, characterizes bipolar disorder [15], we were also interested to determine the regularity in response timings.

We formulated the problem as a binary classification problem: is there a difference between

---

1https://truecolours.nhs.uk/demo/documents/PatientGuide.pdf
**Figure 1:** Left panel: examples of two rating scales QIDS-SR$_{16}$ (blue line) and the AMSR (red line). Right panel: Response delays $d_i$ of subjects. The dashed vertical lines correspond to the time stamp of the prompt text and the red dots correspond to time stamps of actual responses. The sequence of delays in this example is: $d = (4, 2, 5, 0, 5, 0)$.

Two treatment groups “0” (placebo) and “1” (lamotrigine) conditioned on the distribution of delays.

### 2 Methods

One may think of the signature as a transformation of data into a sequence of real numbers (signature terms), which summarise the information hidden in data. These signature terms are then used as a systematic set of features of the data for any machine learning task. Intuitively, this method is similar to spectral methods (for example, the Fourier transform), where the iterated integrals of data serve as basis functions, but quite different conceptually. Recently, the signature framework for the time-series models [16] has been proposed and successfully applied to financial data streams [17]. In the following sections we will elaborate on this approach and provide the detailed mathematical derivations.

#### 2.1 Continuous Paths and their relation to raw sequential data

Consider a collection of $N$ $d$-tuples $X = \{X_1, X_2, ..., X_d\}^N_{i=1}$, where each $X_k$ represents an individual one-dimensional sequential data. We embed the discrete set of data into a continuous path by piecewise interpolation methods. For example, consider a set of pairs $\{(t_i, X_i)\}$ and a set of triples $\{(t_i, X_i, Y_i)\}$. In Fig. 2, the left panel shows the stairstep piecewise (axis path [18]) embedding of the pairs $X = \{t_i, X_i\}^{5}_{i=1}$ into a path, and the right panel shows a path constructed from the set of triples $X = \{t_i, X_i, Y_i\}^{5}_{i=1}$ in three-dimensional space.
Another important type of embedding of discrete data streams is the **Lead-Lag** transformation. It accounts for the relationship between the subsequent elements of the streams, which results in revealing the cross correlated information hidden in data. Formally, the lead-lag transformation of the stream \( \{X_i\}_{i=0}^N \) is defined separately for the lead and the lag streams:

\[
\begin{align*}
X_{2n+1}^{\text{lead}} &= X_{2n+1}^{\text{lead}} = X_{n+1}; \quad \forall n \in \{0, ..., N - 1\} \\
X_{2n}^{\text{lag}} &= X_{2n+1}^{\text{lag}} = X_{n+1}
\end{align*}
\]

(2.1)

The lead-lag transform of the stream \( \{X_i\}_{i=0}^N \) is defined by the two concatenated streams:

\[
\{X_i^{\text{lead–lag}}\}_{i=0}^{2N} = \{(X_i^{\text{lead}}, X_i^{\text{lag}})\}_{i=0}^{2N}
\]

(2.2)

The transformation of data streams into continuous paths in higher-dimensional space is the first step in our approach, followed by the computation of coordinate iterated integrals of continuous paths.

### 2.2 The Signature of a Path

The signature of a path is a sequence of its coordinate iterated integrals [19]. Let the \( X \) be a path in \( \mathbb{R}^d \) parametrized on interval \([0, T]\) with finite \( p \)-variation for some \( p < 2 \). The iterated integrals of order \( k \) with multi-index \( I = (i_1, i_2, ..., i_k) \) of the path \( X \) are defined as:

\[
X^I = \int_{0<u_1<u_2<...<u_k<T} dX_{u_1}^{i_1} dX_{u_2}^{i_2} ... dX_{u_k}^{i_k}.
\]

(2.3)

The signature of \( X \) denoted by \( S(X) \) is the infinite sequence of all coordinate iterated integrals

\[
S(X) = \left(1, X^{(1)}, X^{(2)}, ..., X^{(d)}, X^{(1,1)}, X^{(1,2)}, ...ight).
\]

(2.4)
where the multi-index $I$ consists of all combinatorial combinations of $i_j \in \{1, 2, \ldots, d\}$ for $j = 1, 2, \ldots, k$. For practical application of the signature transformation, we normally truncate the infinite sequence (2.4) at some level $L$ by taking only first terms of the full signature. In most applications it is enough to truncate the sequence at level $L = 4$, or even $L = 2$. The signature transformation and its iterated integrals obey several important mathematical properties:

- Invariance of signature to re-parametrisation of paths $X$.
- Any product of iterated integrals could be expressed as a linear combination of the higher order iterated integrals.
- The signature of the concatenated path is given by a tensor product of signatures of each individual paths.
- Signature is invariant to presence of tree-like paths.

There is a simple, intuitive interpretation of the low order signature terms. Consider a path which takes values in $\mathbb{R}^2$, for example the one depicted on the left panel in Fig. 2 parametrised as $\{(X_1^i, X_2^i) = \{(t_i, X_i)\}$. Its single iterated integral has a meaning of the increment of a path. Following the definition (2.3):

$$X^{(k)} = \int_{0<u_1<T} dX^k_{u_1} = X^k_T - X^k_0 = \Delta X^k; \quad k = 1, 2 \tag{2.5}$$

The double-iterated integrals of paths have meaning of signed area enclosed by the path in $\mathbb{R}^2$ and a straight chord connecting the endpoints of the path. The relation between the double-iterated integrals and the area is easily deduced from the Green’s theorem, namely:

$$X^{(1,2)} = \int_{0<u_1<T} dX^1_{u_1} dX^2_{u_2}$$
$$X^{(2,1)} = \int_{0<u_1<T} dX^2_{u_1} dX^1_{u_2}$$
$$A = \frac{1}{2} \left( X^{(1,2)} - X^{(2,1)} \right) \tag{2.6}$$

The geometrical meaning of these terms are presented in Fig. 3. The positive and the negative areas are coloured in red and in blue respectively. The total area is given by the sum of its positive and negative parts and is exactly equal to $A$ in (2.6).

It becomes less obvious to interpret the higher order iterated integrals, although one may deduce intuitively that $k$-fold iterated line integral corresponds to some hypervolume in $\mathbb{R}^k$.

The important property of the lead-lag transform defined in (2.2) is that the signed area between the lead-stream and the lag-stream corresponds to the quadratic variation of the data stream $X$. 
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Figure 3: Geometrical interpretation of the low order signature terms. Two total increments $\Delta X^{(1)}$ and $\Delta X^{(2)}$ and the signed area are shown.

The algebraic properties of signature terms are made transparent in the space of formal series of tensors $T((E))$ of Banach space $E$. The space of sequences defined as

$$T((E)) = \{ a = (a_0, a_1, ...) | \forall n \geq 0, a_n \in E \otimes^n \},$$

with

$$a + b = (a_0 + b_0, a_1 + b_1, ...)$$

and

$$a \otimes b = \left( a_0 \otimes b_0, a_0 \otimes b_1 + a_1 \otimes b_0, ..., \sum_{k=0}^{n} a_k \otimes b_{n-1}, ... \right).$$

For example, a product of two first order signature terms is given by the linear combination of second order terms: $X^{(1)}X^{(2)} = X^{(1,2)} + X^{(2,1)}$. The linearisation of signature terms due to shuffle product of iterated integrals has a potential for practical application of linear regression to non-linear problems.

2.3 The Signature Based Methodology in Machine Learning

It has been shown in [20] that any data stream of finite length is represented by its signature and Poincare-Birkhoff-Witt theorem ensures that the coordinate iterated integrals are a good choice for parametrisation of the polynomials on this space. This theorem underpins our motivation to use the signature terms as a faithful feature set of data streams. The application of the signature transformation of data streams to machine learning problems is straightforward and has already demonstrated its success [16, 17, 21–23]. One of the best
results to date for use of this method has been in the recognition of Chinese characters [24].

Here we outline the general approach of the signature method to various machine learning problems. The workflow for feature extraction using the signature method is depicted in the Fig. 4 and contains several important steps:

**Figure 4:** The workflow of the feature extraction using the signature method.

- Embed discrete data into continuous paths.
- Use the lead-lag transform to account for the quadratic variability in data.
- Compute the coordinate iterated integrals up to specified level of truncation \( L \).
- Standardise the signature terms by means of the first and the second statistical moments.
- Use the resulting feature set for machine learning tasks.

The number of the signature terms grows very fast as function of the dimensionality of the path and the truncation level, thus for the supervised learning applications, both regression and classification, one should use regularisation techniques (LASSO or Ridge) in order to shrink the initial feature set. One may prefer to use the hybrid combination of both techniques - the elastic net regularisation [25, 26] to account for the multi-colinearity in the feature matrix.

### 2.4 Dealing with Missing Data

One property of the path representation of data is its ability to incorporate the missing data. The absence of data in \( \mathbb{R}^d \) is treated as a presence of data in higher dimension \( \mathbb{R}^{d+1} \). Introducing a Boolean *indicator variable* which has the same dimension as the data stream with missing data and marks by “1” if the expected value is missing. For example, consider a one-dimensional data stream of values:

\[
Y_j = \{1, 3, *, 5, 3, *, *, 9, 3, 5\} \quad (2.7)
\]

\[
R_j = \{0, 0, 1, 0, 0, 1, 0, 0, 0\}
\]

where the symbol “*” denotes missing value at expected time point. The idea is to create a two dimensional path from this data. The evolution of the path is from the starting point
towards the end and might be seen as propagation in three dimensional space. First two dimensions are “observed data” and “missing data”, while the third direction corresponds to time. Every time we have a missing point, we jump from “observed” to “missing” dimension and filling in the missing place with the same value as seen before (a.k.a feed forward method). The intuition is simple: unless we have new information about the data, we continue walking along the “missing” axis direction, which is different than the “observed” data direction. The resulting path is given by \( \hat{Y_j} = \{(0, 1, 0), (1, 3, 0), (2, 3, 1), (3, 5, 0), (4, 3, 0), (5, 3, 1), (6, 3, 1), (7, 9, 0), (8, 3, 0), (9, 5, 0)\}\).

Here we introduce an auxiliary integer-time parametrization vector \( t = (0, 1, 2, \ldots, 9) \) to account for the time propagation and create a path in three-dimensional space as depicted in Fig. 5. Red points represent the missing values with coordinates \((t_j, Y_j, R_j) = (t_j, 0, 1)\). The path propagates from \( t = (0, 1, \ldots, 9) \) and the observed points lie in plane \((t_j Y_j)\), while in the presence of missing value, the path goes to \((t_j R_j)\).

**Figure 5**: Example of embedding of data with missing values into a single path. The red dots represent unobserved data.

This approach allows to treat data streams with unobserved data at the same footing as complete data streams, which demonstrates another conceptual advantage of the signature framework. The construction of lifted paths by accounting for various variables lies in the core of the signature approach and allows one to build a systematic framework for analysis of heterogeneous sequential data.

### 2.5 The CEQUEL Data

The CEQUEL data set contains 202 subjects randomly assigned to different treatment groups. We focused on the responses made during the first 12 weeks of the trial, to reflect the fact that the primary outcome of CEQUEL was defined as QIDS score at the 12 week time point. Participants were subselected based on their response rate, where no more than
two consecutive missing weeks are allowed, and available information about the timing of messages sent to prompt a response. Unfortunately, due to technical difficulties with the TC platform during the CEQUEL trial, the timestamps of the prompt messages were not recorded for a significant number of participants. The final subset of participants that matched our selection criteria were significantly reduced from 202 to 29: 11 were in the lamotrigine group and 18 in the placebo group.

3 Results

We used the signature method to extract features from the time series of delays \( \{d_i\} \) and then we learnt a binary classifier to discriminate between the two groups “0” (placebo) and “1” (lamotrigine).

First we converted the discrete delay data \( \{d_i\} \) into continuous axis paths denoted by \( X \), together with the lead-lag transformation and using the integer-time component \( \{t_i\} = (1, 2, ..., N) \):

\[
X = \left\{ \left( t_{i_{\text{lead}}}^{i_{\text{lead}}}, d_{i_{\text{lead}}}^{i_{\text{lead}}}, d_{i_{\text{lag}}}^{i_{\text{lag}}} \right) \right\}_i^N
\]

The example of typical distribution of the delays \( \{d_i\} \) of subjects from the two groups are shown in Fig. 6a and the embedding of these discrete data points into the axis path is demonstrated in Fig. 6b.

![Figure 6](image)

**Figure 6:** Left panel: The example of two randomly drawn subjects from the placebo “0” and the lamotrigine “1” group for 13 weeks of follow-up observations. The values \( d \) of delays are defined in Fig. 1b. Right panel: the example of embedding of points into axis paths from the discrete data \( \{d_i\} \) shown in Fig. 6a.

Then we extracted characteristic features by computing the iterated integrals of the path \( X \) using the definition (2.3):

\[
S(X) = (1, X^{(1)}, ..., X^{(t)}, ...)
\]
where the $I$ is the multi-index $I = (i_1, i_2, ..., i_k)$. The resulting features were standardised to have zero mean and unit variance.

### 3.1 Technical Details of the Classification Procedure

The final data set of subjects prepared for the classification learning presented two main problems. It was both relatively small and imbalanced: $N_0 = 18$ versus $N_1 = 11$. The nature of imbalance was not intrinsic to underlying phenomena in data, but rather was an artifact of the data collection platform. Thus, we used a state-of-the-art approach to balance the number of subjects in both groups for more robust classification learning. The method we used was based on SMOTE (Synthetic Minority Over-sampling Technique) [27] with ADASYN implementation [28] which outperforms a standard approach to over-sampling of the minority class with replacement. The core idea of the SMOTE method is to sample new synthetic features from the distribution of the original features.

First we computed the features of the delay series using the signature method. We experimented with various truncation levels and due to the small sample size, we limited ourselves to level $L = 4$. While higher truncation levels of the signature allow one to extract more information from the data (“a better resolution”) improving the classification precision, in case of small data sets, increasing the level of truncation will simply overfit the data. Then we applied the SMOTE algorithm to balance the classes and we ended up with $N_0 = N_1 = 18$ subjects in each class. Effectively, we simulated features for the additional seven synthetic subjects from the lamotrigine group labeled by “1”.

We compared a performance of various classification algorithms on this data set to assess a robustness of our approach. Due to the linearisation property of the signature features, we used two linear classification models: the logistic regression and linear support vector machines (SVM) along with non-parametric the k-nearest neighbour (kNN) classifier. Since, the dimension of the feature space grows with the signature truncation depth $L$, we applied the elastic net regularisation algorithm to select the most relevant set of features. For each truncation level $L$ the resulting sets of features are:

\[
\begin{align*}
L = 2 & : \{X^{(2,1)}, X^{(2,2)}, X^{(2,3)}\} \\
L = 3 & : \{X^{(2,2)}, X^{(2,1,2)}, X^{(2,3,2)}\} \\
L = 4 & : \{X^{(2,1,3)}, X^{(2,1,1,2)}, X^{(2,3,1,2)}, X^{(3,3,3,2)}\}
\end{align*}
\]  

The number of relevant features which were used for the classification at each truncation level is highlighted in the Table 1, where the total number of features at the same level is given in braces.

Due to the small sample size, we used the nested 6-fold cross-validation scheme with the stratified resampling method [29, 30] to tune hyperparameters of the classifiers and to assess the classification error. To estimate a performance of the classification we used
several statistical metrics summarised in Table 1. The projections of the selected features on two dimensional planes and the decision boundary between two groups are shown in Fig. 7.

![Figure 7](image)

**Figure 7:** Examples of projections of the classification decision hyperplane on selected features.

| Classifier   | Logistic regression | SVM        | kNN        |
|--------------|---------------------|------------|------------|
| Signature depth | L=2 | L=3 | L=4 | L=2 | L=3 | L=4 | L=2 | L=3 | L=4 |
| number of features | 3 (7) | 3 (23) | 4 (74) | 3 (7) | 3 (23) | 4 (74) | 3 (7) | 3 (23) | 4 (74) |
| sensitivity  | 0.71   | 0.67   | 0.67   | 0.67   | 0.55   | 0.72   | 0.72   | 0.55   | 0.67   |
| specificity  | 0.78   | 0.84   | 0.83   | 0.89   | 0.89   | 0.89   | 0.67   | 0.94   | 0.89   |
| accuracy     | 0.72   | 0.75   | 0.72   | 0.81   | 0.67   | 0.75   | 0.75   | 0.75   | 0.72   |
| f1-score     | 0.70   | 0.72   | 0.67   | 0.77   | 0.58   | 0.73   | 0.76   | 0.71   | 0.67   |
| AUC          | 0.78   | 0.83   | 0.83   | 0.85   | 0.80   | 0.78   | 0.73   | 0.77   | 0.81   |
| Cohen’s kappa| 0.50   | 0.50   | 0.50   | 0.56   | 0.44   | 0.61   | 0.39   | 0.28   | 0.56   |

**Table 1:** Statistical summary of the classification quality of various learning algorithms.

We compared a dependence of the classification accuracy on various signature truncation levels $L$ (3.3). It is clear from the Table 1 that there is no substantial gain in the classification performance with increasing $L$. In such cases the simplest model with minimal truncation level is preferred. The meaning of this result is that the signature transformation at minimal level is able to capture the essential structure in raw data and the higher order iterative integrals do not reveal any additional information.

### 3.2 Computational Considerations

The computation of the signature terms from discrete data points has been performed with the help of the *CoRoPa* project [31, 32] where the algorithms are implemented in C++.
programming language and with a special python wrapper for computation of the inner product of the signature terms.

4 Discussion and Conclusions

We have described a novel systematic framework for heterogeneous sequential data analysis and feature extraction method, applied to analysis of data collected remotely during a clinical trial of treatment for depression in bipolar disorder. The characteristic set of features arise naturally in our approach and have the interpretable geometrical meaning as functions of data. The algebraic properties of iterated integrals linearise the non-linear polynomials of integrals, allowing us to use the linear regression models to learn functional dependencies in data. The feature set constructed from the signature terms could be used for any types of machine learning problems. The conceptual flexibility of the representation of data as paths $\mathbb{R}^d$ space broaden the application area of the signature method far beyond the typical sequential data. The signature approach does not involve any intrinsic parameters, serving as a good candidate for Bayesian learning.

From the uniqueness property of the signature it follows, that the terms $S^I$ are faithful representation of the original data, and locally approximate arbitrary well the functions of data. These properties make the signature method a legitimate approach to representation learning.

The numerical results of the classification learning demonstrated that the two treatment groups could be distinguished with approximately 75 percent accuracy (cf. Table 1) on the basis of the signature transformation of the delays between the prompts and the responses. To combat the imbalance of the original data set, we applied the SMOTE algorithm to generate synthetic features for the less prevalent group (lamotrigine) with successive re-sampling of the synthetic data to ensure the robustness of the result.

The application of the signature approach to the CEQUEL data has revealed a previously unobserved indicator of treatment response. We demonstrated that the behavioural patterns of subjects - their delay in responding to a prompt delivered by text message asking about their depressive symptoms - are affected by treatment. The actual self-reported scale scores (QIDS-SR$_{16}$) are a subjective measure of the mood condition, while the delay patterns may be more objective correlate of mood. More broadly, the findings highlight the value of digital data capture which allows us to explore hitherto unknown or unmeasurable information. The collection of metadata is complemented by new mathematical approaches which can reveal new metrics and allow us to exploit low friction methods for data capture, which are of rapidly increasing use by health care systems to improve diagnosis and disease monitoring.

The small sample of 29 subjects does not allow us to generalise our findings to a larger population, but rather motivates us to initiate a new experimental study with main focus on response traits with proper data collection design.
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