Irregularly sampled time series (ISTS) data has irregular temporal intervals between observations and different sampling rates between sequences. ISTS commonly appears in healthcare, economics, and geoscience. Especially in the medical environment, the widely used Electronic Health Records (EHRs) have abundant typical irregularly sampled medical time series (ISMTS) data. Developing deep learning methods on EHRs data is critical for personalized treatment, precise diagnosis and medical management. However, it is challenging to directly use deep learning models for ISMTS data. On the one hand, ISMTS data has the intra-series and inter-series relations. Both the local and global structures should be considered. On the other hand, methods should consider the trade-off between task accuracy and model complexity and remain generality and interpretability. So far, many existing works have tried to solve the above problems and have achieved good results. In this paper, we review these deep learning methods from the perspectives of technology and task. Under the technology-driven perspective, we summarize them into two categories - missing data-based methods and raw data-based methods. Under the task-driven perspective, we also summarize them into two categories - data imputation-oriented and downstream task-oriented. For each of them, we point out their advantages and disadvantages. Moreover, we implement some representative methods and compare them on four medical datasets with two tasks. Finally, we discuss the challenges and opportunities in this area.

1 Introduction

Time series data have been widely used in practical applications, such as health [1], geoscience [2], sales [3], and traffic [4]. The popularity of time series prediction, classification, and representation has attracted increasing attention, and many efforts have been taken to address the problem in the past few years [4,5,6,7].

The majority of the models assume that the time series data is even and complete. However, in the real world, the time series observations usually have non-uniform time intervals between successive measurements. Three reasons can cause this characteristic: 1) The missing data exists in time series due to broken sensors, failed data transmissions or damaged storage. 2) The sampling machine itself does not have a constant sampling rate. 3) Different time series usually comes from different sources that have various sampling rates. We call such data as irregularly sampled time series (ISTS) data. ISTS data naturally occurs in many real-world domains, such as weather/climate [2], traffic [8], and economics [3].

In the medical environment, irregularly sampled medical time series (ISMTS) is abundant. The widely used electronic health records (EHRs) data have a large number of ISMTS data. EHRs are the real-time, patient-centered digital version of patients’ paper charts. EHRs can provide more opportunities to develop advanced deep learning methods to improve healthcare services and save more lives by assisting clinicians with diagnosis, prognosis, and treatment [9]. Many
Table 1: Abbreviations

| Full name                             | Abbreviations | Full name                             | Abbreviations |
|---------------------------------------|---------------|---------------------------------------|---------------|
| Time series                           | TS            | Recurrent neural network               | RNN           |
| Irregularly sampled time series       | ISTS          | Long short-term unit                  | LSTM          |
| Irregularly sampled medical time series | ISMTS        | Gated recurrent unit                  | GRU           |
| Electronic health record              | EHR           | Generative adversarial network        | GAN           |

works based on EHRs data have achieved good results, such as mortality risk prediction [10, 11], disease prediction [12, 13, 14], concept representation [15, 16] and patient typing [17, 16, 18].

Due to the special characteristics of ISMTS, the most important step is establishing the suitable models for it. However, it is especially challenging in medical settings.

Various tasks need different adaptation methods. Data imputation and prediction are two main tasks. The data imputation task is a processing task when modeling data while the prediction task is a downstream task for the final goal. The two types of tasks may be intertwined. Standard techniques, such as mean imputation [19], singular value decomposition (SVD) [20] and k-nearest neighbour (kNN) [21], can impute data. But they still lead to the big gap between the calculated data distribution and have no ability for the downstream task, like mortality prediction. Linear regression (LR) [22], random forest (RF) [23] and support vector machines (SVM) [24] can predict, but fails for ISTS data.

State-of-the-art deep learning architectures have been developed to perform not only supervised tasks but also unsupervised ones that relate to both imputation and prediction tasks. Recurrent neural networks (RNNs) [25, 26, 27], auto-encoder (AE) [28, 29] and generative adversarial networks (GANs) [30, 31] have achieved good performance in medical data imputation and medical prediction thanks to their abilities of learning and generalization obtained by complex nonlinearity. They can carry out prediction task or imputation task separately, or they can carry out two tasks at the same time through the splicing of neural network structure.

Different understandings about the characteristics of ISMTS data appear in existing deep learning methods. We summarized them as missing data-based perspective and raw data-based perspective. The first perspective [1, 32, 33, 34, 35] treat irregular series as having missing data. They solve the problem through more accurate data calculation. The second perspective [17, 36, 37, 38, 39] is on the structure of raw data itself. They model ISMTS directly through the utilization of irregular time information. Neither views can defeat the other.

Either way, it is necessary to grasp the data relations comprehensively for more effectively modeling. We conclude two relations of ISMTS - intra-series relations (data relations within a time series) and inter-series relations (data relations between different time series). All the existing works model one or both of them. They relate to the local structures and global structures of data and we will introduced in Section 5.

Besides, different EHR datasets may lead to different performance of the same method. For example, the real-world MIMIC-III [40] and CINC [41] datasets record multiple different diseases. The records between diseases have distinct data characteristics and the prediction results of each general methods [1, 17, 33, 35] varied between each disease datasets. Thus, many existing methods model a specific disease record, like sepsis [42], atrial fibrillation [43, 44] and kidney disease [45] and have improved the predicting accuracy.

The rest of the paper is organized as follows. Section 2 gives the basic definition and abbreviations. Section 3 describes the features of ISMTS based on two viewpoints - intra-series and inter-series. Section 4 and Section 5 introduce the related works in technology-driven perspective and task-driven perspective. In each perspective, we summarize the methods into specific categories and analyze the merits and demerits. Section 6 compares the experiments of some methods on four medical datasets with two tasks. In section 7 and 8 we raise the challenges and opportunities for modeling ISMTS data and then make conclusion.

2 Preliminaries

The summary of abbreviations is in Table 1.

A typical EHR dataset is consist of a number of patient information which includes demographic information and in-hospital information. In-hospital information is a hierarchical patient-admission-code form shown in Figure 1. Each patient has certain admission records as he/she could be in hospital several times. The codes have diagnoses, lab values and vital sign measurements.
Definition 1 (Electronic Health Records data EHRs) An electronic health record consists a set of patient records \( R = \{ r_i | i = 0, ..., N - 1 \} \), where \( N \) is the number of records. A patient \( p_i \), having the demographic information \( I_i \), may have \( K_i \) admission records. \( R_i \) is the admission record set of a patient \( p_i \), \( R_i = \{ r_{ij} | j = 0, ..., K_i - 1 \} \). Each record \( r_i \) is consist of many codes, including static diagnoses codes set \( d_i \) and dynamic vital signs codes set \( x_i \). Each code has the time stamp \( t \).

EHRs have many ISMTS because of two aspects: 1) multiple admissions of one patient and 2) multiple time series records in one admission. Multiple admission records of each patient have different time stamps. Because of health status dynamics and some unpredictable reasons, a patient will visit hospitals under varying intervals [46]. For example, in Figure 1, March 23, 2006, July 11, 2006 and February 14, 2011 are patient admission times. The time interval between the 1st admission and 2nd admission is couple of months while the time interval between admissions 2, 3 is 5 years. Each time series, like blood pressure in one admission, also has different time intervals. Shown as Admission 2 in Figure[1] the sampling time is not fixed. Different physiological variables are examined at different times due to the changes in symptoms. Every possible test is not regularly measured during an admission. When a certain symptom worsens, corresponding variables are examined more frequently; when the symptom disappears, the corresponding variables are no longer examined.

Without the loss of generality, we only discuss univariate time series. Multivariate time series can be modeled in the same way.

**Definition 2 (Irregularly Sampled Medical Time Series ISMTS)** A dataset of ISMTS \( D = \{ (s_i, y_i) | i = 0, ..., N - 1 \} \) has \( N \) time series. \( s_i \) is the observation of \( i \)th simple and \( y_i \) is its label. \( s_i \) is represented as a tuple \( (x_i, t_i) = ([x_i, 0, ..., x_i, L_i - 1], [t_i, 0, ..., t_i, L_i - 1]) \) with \( L_i \) time steps. \( x_{i,l} \) is the observed value in time step \( l \) and \( t_{i,l} \) is the corresponding time. The time interval between the \( p \)th time step and the \( q \)th time step of \( s_i \) is \( \delta_{i,(p,q)} \). Time interval \( \delta \) varies between different neighboring time steps.

\[
\delta_{i,(p,q)} = |t_{i,p} - t_{i,q}|
\]

(1)

Definition 2 illustrates three important matters of ISMTS - the value \( x \), the time \( t \) and the time interval \( \delta \). In some missing value-based works (we will introduce in Section[4]), they use masking vector \( m \in \{0, 1\} \) to represent the missing value.

\[
m_i = \begin{cases} 
1 & \text{if } x_i \text{ is observed} \\
0 & \text{otherwise} 
\end{cases}
\]

(2)

3 Characteristics of irregularly sampled medical time series

The medical measurements are frequently correlated both within streams and across streams. For example, the value of blood pressure of a patient at a given time could be correlated with the blood pressure at other times, and it could also
have a relation with the heart rate at that given time. Thus, we will introduce ISMTS’s irregularity in two aspects: 1) intra-series and 2) inter-series.

Intra-series irregularity is the irregular time intervals between the nearing observations within a stream. For example, shown in Figure 1, the blood pressure time series have different time intervals, such as 1 hour, 2 hours, and even 24 hours. The time intervals add a time sparsity factor when the intervals between observations are large [46]. Existing two ways can handle the irregular time intervals problem: 1) Determining a fixed interval, treating the time points without data as missing data. 2) Directly modeling time series, seeing the irregular time intervals as information. The first way requires a function to impute missing data [47, 48]. For example, some RNNs [1, 49, 34, 50, 51, 52] can impute the sequence data effectively by considering the order dependency. The second way usually uses the irregular time intervals as inputs. For example, some RNNs [17, 36] apply time decay to affect the order dependency, which can weaken the relation between neighbors with long time intervals.

Inter-series irregularity is mainly reflected in the multi-sampling rates among different time series. For example, shown in Figure 1, vital signs such as heart rate (ECG data) have a high sampling rate (in seconds), while lab results such as pH (PH data) are measured infrequently (in days) [53, 54]. Existing two ways can handle the multi-sampling rates problem: 1) Considering data as a multivariate time series. 2) Processing multiple univariable time series separately. The first way aligns the variables of different series in the same dimension and then solves the missing data problem [55]. The second way models different time series simultaneously and then designs fusion methods [38].

Numerous related works are capable of modeling ISMTS data, we category them from two perspectives: 1) technology-driven and 2) task-driven. We will describe each category in detail.

4 Categorization based on technology-driven

Based on technology-driven, we divide the existing works into two categories: 1) missing data-based perspective and 2) raw data-based perspective. The specific categories are shown in Figure 2.
The missing data-based perspective regards every time series has uniform time intervals. The time points without data are considered to be the missing data points. As shown in Figure 5a when converting irregular time intervals to regular time intervals, missing data shows up. The missing rate \( r_{\text{missing}} \) can measure the degree of the missing at a given sampling rate \( r_{\text{sampling}} \).

\[
\begin{align*}
    r_{\text{missing}} &= \frac{\text{# of time points with missing data}}{\text{# of time points}} \\
    r_{\text{sampling}} &= \frac{\text{# of observed data}}{\text{time unit}}
\end{align*}
\]

The ISMTS in the real-world EHRs have a severe problem with missing data. For example, Luo et al. \[56\] gathered statistics of CINC2012 dataset \[10, 57\]. As time goes by, the results show that the maximum missing rate at each timestamp is always higher than 95%. Most variables’ missing rate is above 80%, and the mean of the missing rate is 80.67%, as shown in Figure 5a. The other three real-word EHRs data set MIMIC-III dataset \[40\], CINC2019 dataset \[58, 41\], and COVID-19 dataset \[59\] are also affected by the missing data, shown in Figure 3b, 3c, and 3d. In this viewpoint, existing methods impute the missing data, or model the missing data information directly.

The raw data-based perspective uses irregular data directly. The methods do not fill in missing data to make the irregular sampling regular. On the contrary, they think that irregular time itself is the valuable information. As shown in Figure 5b, the time are still irregular and the time intervals are recorded. Irregular time intervals and multi-sampling rates are intra-series characteristic and inter-series characteristic we have introduced in Section 3 respectively. They are very common phenomenons in EHR database. For example, CINC2019 dataset is relatively clean but still has more than 60% samples with irregular time intervals. Only 1.28% samples have the same sampling rate in MIMIC-III dataset. In this viewpoint, methods usually integrate the features of varied time intervals to the inputs of model, or design models which can process samples with different sampling rates.

### 4.1 Missing data-based perspective

The methods of missing data-based perspective convert ISMTS into equally spaced data. They \[60, 61, 62\] discretize the time axis into non-overlapping intervals with hand-designed intervals. Then the missing data shows up.
The missing values damage temporal dependencies of sequences [56] and make applying many existing models directly infeasible, such as linear regression [63] and recurrent neural networks (RNN) [64]. As shown in Figure 4, because of missing values, the second valley of the blue signal is not observed and cannot be inferred by simply relying on existing basic models [63, 64]. But the valley values of blood pressure are significant for ICU patients to indicate sepsis [65], a leading cause of patient mortality in ICU [66]. Thus, missing values have an enormous impact on data quality, resulting in unstable predictions and other unpredictable effects [67]. Many prior efforts have been dedicated to the models that can handle missing values in time series. And they can be divided into two categories: 1) two-step approaches and 2) end-to-end approaches.

4.1.1 Two-step approaches

Two-step approaches ignore or impute missing values and then process downstream tasks based on the preprocessed data. A simple solution is to omit the missing data and perform analysis only on the observed data. But it can result in a large amount of useful data not being available [1]. The core of these methods is how to impute the missing data.

Some basic methods are dedicated to filling the values, such as smoothing, interpolation [68], and spline [69]. But they cannot capture the correlation between variables and complex patterns. Other methods estimate the missing values by spectral analysis [70], kernel methods [71], and expectation-maximization (EM) algorithm [72]. However, simple reasoning design and necessary model assumptions make data imputation not accurate. Recently, with the vigorous development of deep learning, these methods have higher accuracy than traditional methods. RNNs and GANs mainly realize the deep learning-based data imputation methods.

A substantial literature uses RNNs to impute the missing data in ISMTS. RNNs take sequence data as input, recursion occurs in the direction of sequence evolution, and all units are chained together. Their special structure endows them with processing sequence data by learning order dynamics. In a RNN, the current state $h_t$ is affected by the previous state $h_{t-1}$ and the current input $x_t$ and is described as

$$h_t = \sigma(W x_t + U h_{t-1} + b)$$  \quad (5)\

RNN can integrate basic methods, such as EM [23] and linear model (LR) [24]. The methods first estimate the missing values and again uses the re-constructed data streams as inputs to a standard RNN. However, EM imputes the missing values by using only the synchronous relationships across data streams (inter-series relations) but not the temporal relationships within streams (intra-series relations). LR interpolates the missing values by using only the temporal relationships within each stream (intra-series relations) but ignoring the relationships across streams (inter-series relations). Meanwhile, most of the RNN-based imputation methods, like simple recurrent network (SRN) and LSTM, which have been proved to be effective to impute medical data by Kim et al. [35], are also learn an incomplete relation with considering intra-series relations only.

Chu et al. [49] have noticed the difference between these two relations in ISMTS data and designed multi-directional recurrent neural network (M-RNN) for both imputation and interpolation. M-RNN operates forward and backward in the intra-series directions according to an interpolation block and operates across inter-series directions by an imputation block. They implanted imputation by a Bi-RNN structure recorded as function $\Phi$ and implanted interpolation by
fully connected layers with function $\Psi$. The final objective function is mean squared error between the real data and calculated data.

$$
\Phi^*, \Psi^* = \arg\min_{\Phi, \Psi} \ L((\Psi(x_i, \Phi(x_i, m, \delta_i))_{i=1}^T))_{i=1}^T(X)
$$

(6)

Where $x$, $m$ and $\delta$ represent data value, masking and time interval we have defined in [3] we will not repeat it below. Bi-RNN is Bidirectional-RNN [75]. It is an advanced RNN structure with forward and backward RNN chains. It has two hidden states for one time point in the above two orders. Two hidden states concatenate or sum into the final value in this time point. Unlike the basic Bi-RNN, the timing of inputs into the hidden layers of M-RNN is lagged in the forward direction and advanced in the backward direction.

However, in M-RNN, the relations between missing variables are dropped, the estimated values are treated as constants which cannot be sufficiently updated.

To solve the problem, Cao et al. [34] proposed bidirectional recurrent imputation for time series (Brits) to predict missing values with bidirectional recurrent dynamics. In this model, the missing values are regarded as the variables in the model graph and get delayed gradients in both forward and backward directions with consistency constraints, which makes the estimation of missing values more accurate. It can update the predicted missing data with a combined three objective function $L$ – the errors of historical-based estimation $\hat{X}$, the feature-based estimation $\hat{Z}$ and the combined estimation $\hat{C}$, which not only considered the relations between missing data and known data, but also modeled the relations between missing data ignored by M-RNN.

$$
L = L_e(X, \hat{X}) + L_e(X, \hat{Z}) + L_e(X, \hat{C})
$$

(7)

But Brits did not take both inter-series and intra-series relations into account, M-RNN solved it.

GANs are a type of deep learning model which train generative deep models through an adversarial process [76]. From the perspective of game theory, GAN training can be seen as a minimax two-player game [77] between generator $G$ and discriminator $D$ with the objective function.

$$
\min_G \max_D (V(D, G)) = \min_G \max_D (E_{z \sim q(z)}(\log D(x)) + E_{z \sim q(z)}[\log (1 - D(G(z)))]))
$$

(8)

However, typical GANs require fully observed data during training. In response to this, Yoon et al. [78] proposed generative adversarial imputation nets (GAIN) model. Different from the standard GAN, its generator receives both noise $Z$ and mask $M$ as input data. The masking mechanism makes missing data as input possible. GAIN’s discriminator outputs both real and fake components. Meanwhile, A hint mechanism $H$ makes discriminator get some additional information in the form of a hint vector. GAIN changes the objective $\min_G \max_D (V(D, G))$ of basic GAN to

$$
\min_G \max_D (E_{Z,M,H}(MlogD(G(z, x, m), H) + (1 - M)log(1 - D(G(z, x, m), H))))
$$

(9)

To improve GAIN, Camino et al. [79] used multiple-inputs and multiple-outputs to the generator and the discriminator. The method did the variable splitting by using dense layers connected parallelly for each variable.

Zhang et al. [80] designed Stackelberg GAN based on GAIN to impute the medical missing data for computational efficiency. Stackelberg GAN can generate more diverse imputed values by using multiple generators instead of a single generator and applying the ensemble of all pairs of standard GAN losses.

$$
\min_G \max_D (V(D, G)) \rightarrow \min_{G_1, ..., G_l} \sum_{k=1}^l \max_D (V(D, G))
$$

(10)

The main goal of the above two-step methods is to estimate the missing values in the converted time series of ISMTS (convert irregularly sampled features to missing data features). However, in medical background, the ultimate goal is to carry out medical tasks such as mortality prediction [10, 11] and patient subtyping [17, 16, 18]. Two separated steps may lead to the suboptimal analyses and predictions [81] as the missing patterns are not effectively explored for final tasks. Thus, some researches proposed finding ways to solve the downstream tasks directly, rather than filling missing values.
4.1.2 End-to-end approaches

End-to-end approaches process the downstream tasks directly based on modeling the time series with missing data. The core objective is to predict, classify, or clustering. Data imputation is an additional task or not even a task in this type of methods.

Lipton et al. [13] demonstrated a simple strategy - using the basic RNN model to cope with missing data in sequential inputs and the output of RNN being the final characteristics for prediction. Then, to improve this basic idea, they addressed the task of multilabel classification of diagnoses by given clinical time series and found that RNNs can make remarkable use of binary indicators for missing data, improving AUC, and F1 significantly. Thus, they approached missing data by heuristic imputation directly model missingness as a first-class feature in the new work [33].

Similarly, Che et al. [1] also use RNN idea to predict medical issues directly. For solving the missing data problem, they designed a kind of marking vector as the indicator for missing data. In this approach, the value $x^*$, the time interval $\delta$ and the masking $m$ impute missing data $x^*$ together. It first replaces missing data with the mean values, and then used the feedback loop to update the imputed values, which are the input of a standard RNN for prediction.

$$x^* \leftarrow [x, m, \delta]$$ (11)

Meanwhile, they proposed GRU-Decay (GRU-D) to model EHRs data for medical predictions with trainable decays. The decay rate $\gamma$ weighs the correlation between missing data $x_t$ and other data (previous data $x_{t'}$ and mean data $\bar{x}_t$).

$$x_t \leftarrow m_t x_t + (1 - m_t) \gamma x_{t'} + (1 - m_t)(1 - \gamma)\bar{x}_t$$ (12)

Meanwhile, in this research, the authors plotted the Pearson correlation coefficient between variable missing rates of MIMIC-III dataset. They have observed that the missing rate is correlated with the labels, demonstrating the usefulness of missingness patterns in solving a prediction task.

However, the above models [1, 63, 34, 37, 33] are limited to using local information (empirical mean or the nearest observation) of ISMTS. For example, GRU-D assumed that a missing variable could be represented as the combination of its corresponding last observed value and the mean value. The global structure and statistics are not directly considered. The local statistics are unreliable when the continuous data misses (shown in Figure 4), or the missing rate rises up.

Tang et al. [32] have realized this problem and designed LGnet, exploring the global and local dependencies simultaneously. They used GRU-D model local structure, grasping intra-series relations, and used a memory module to model the global structures, learning inter-series relations. The memory module $G$ have $L$ rows, it capture the global temporal dynamics for missing values with the variable correlations $a$. Meanwhile, an adversarial training process can enhance the modeling of global temporal distribution.

4.2 Raw data-based perspective

The alternative of processing the sequences with missing data by pre-discretizing ISMTS is constructing models which can directly receive ISMTS as input. The intuition of raw data-based perspective is from the characteristics of raw data itself - the intra-series relation and the inter-series relation. The intra-series relation of ISMTS is reflected in the irregular time intervals between two neighbor observations within one series; The inter-series relation is reflected in the different sampling rate of different time series. Thus, two subcategories are 1) irregular time intervals-based approaches and 2) multi-sampling rates-based approaches.

4.2.1 Irregular time intervals-based approaches

In EHRs setting, the time lapse between successive elements in patient records can vary from days to months, which is the characteristic of irregular time intervals in ISMTS. A better way to handle it is to model the unequally spaced data using time information directly.

Basic RNNs only process uniformly distributed longitudinal data by assuming that the sequences have an equal distribution of time differences. Thus, design of traditional RNNs may lead to suboptimal performance.
For better RNN performance, Baytas et al. \cite{17} proposed a novel unit, time-aware LSTM (T-LSTM), to handle irregular time intervals in ISMTS for patient subtyping. T-LSTM is incorporated the elapsed time information into basic LSTM by a time decay function

$$g(\delta_t) = \frac{1}{\log(e + \delta_t)} \quad (13)$$

They applied a memory discount in coordination with elapsed time to capture the irregular temporal dynamics to adjust the hidden status $C_{t-1}$ of basic LSTM to a new hidden state $C^*_t$.

$$C_{t-1} \rightarrow C^S_{t-1} \rightarrow C^S_{t-1}C^T_{t-1} \rightarrow C^*_t;$$

$$C_{t-1} \rightarrow \tanh(W_dC_{t-1} + b_d) \rightarrow C^S_{t-1} \cdot g(\delta_t)C_{t-1} - C^S_{t-1} \rightarrow C^T_{t-1} - \hat{C}^S_{t-1}. \quad (14)$$

However, when ISMTS is univariate, T-LSTM is not a completely irregular time intervals-based method. For the multivariate ISMTS, it has to align multiple time series and filling missing data first. Where they have to solve the missing data problem again. But the research did not mention the specific filling strategy and used simple interpolation like mean values when data preprocessing.

For the multivariate ISMTS and the alignment problem, Tan et al. \cite{36} gave an end-to-end dual-attention time-aware gated recurrent unit (DATA-GRU) to predict patients’ mortality risk. DATA-GRU uses a time-aware GRU structure T-GRU as same as T-LSTM. Besides, the authors give the strategy of multivariate data alignment problem. When aligning different time series to multi dimensions, previous missing data approaches, such as GRU-D \cite{11} and LGnet \cite{32}, assigned equal weights to observed data and imputed data, ignoring the relatively larger unreliability of imputation compared with actuality. DATA-GRU tackles this difficulty by a novel dual-attention structure - unreliability-aware attention $\alpha^u$ with reliability score $c$ and symptom-aware attention $\alpha^s$. The dual-attention structure jointly considers the data-quality and the medical-knowledge.

$$\alpha^u = \text{sigmoid}(Wc_t + b), \quad \alpha^s = TGRU(W\alpha^s_{0/1})$$

$$x^u = x \odot \alpha^u, \quad x^s = x \odot \alpha^s \quad (15)$$

Further, the attention-like structure makes DATA-GRU explainable according to the interpretable embedding, which is an urgently needed issue in medical tasks.

Instead of using RNNs to learn the order dynamics in ISMTS, Bahadori et al. \cite{37} have proposed methods for analyzing multivariate clinical time series that are invariant to temporal clustering. The events in EHRs may appear in a single admission together or may disperse over multiple admissions. For example, the authors postulated that whether a series of blood tests are completed at once or in rapid succession should not alter predictions. Thus, they designed a data augmentation technique, temporally coarsening, to exploits temporal-clustering invariance to regularize deep neural networks optimized for clinical prediction tasks. Moreover, they proposed a multi-resolution ensemble (MRE) model with the coarsening transformed inputs to improve predictive accuracy.

### 4.2.2 Multi sampling rates-based approaches

Only modeling the irregular time intervals of intra-series relation would ignore the multi-sampling rate relation of inter-series relation. Further, modeling inter-series relation is also a reflection of considering the global structure of ISMTS.

The above RNN-based methods of irregular time intervals-based category only consider the local order dynamics information. Although LGnet \cite{32} has integrated the global structures, it incorporates all of the information from all time points into an interpolation model, which is redundant and low adaptive. Some models can also learn the global structures of time series, like a basic model Kalman filters \cite{82} and a deep learning deep Markov models \cite{83}. However, this kind of models mainly process the every time series with a stable sampling rate.

Che et al. \cite{39} focused on the problem of modeling multi-rate multivariate time series and proposed a multi-rate hierarchical deep Markov model (MR-HDMM) for healthcare forecasting and interpolation tasks. MR-HDMM learns generation model and inference network by auxiliary connections and learnable switches. The latent hierarchical structure reflected in the states/switches $s$ factorizing by joint probability $p$ with layer $z$.

$$p(x_1, z_1, s_1|z_0) = p(x_1|z_1)p(z_1, s_1|z_0) \quad (16)$$
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\[ a = \sum_{l=1}^{L} f(G)^l(G)(l) \]  (17)

These structures can capture the temporal dependencies and data generation process. Similarly, Binkowski et al. [84] presented an autoregressive framework for regression tasks by modeling ISMTS data. The core idea of implementation is roughly similar with MR-HDMM.

However, these methods considered the different sampling rates between series but ignored the irregular time intervals in each series. They process the data with a stable sampling rate (uniform time intervals) for each time series. For the stable sampling rate, they have to use forward or linear interpolation, where the global structures are omitted again for getting the uniform intervals. The Gaussian process can build global interpolation layers for process multi-sampling rate data. Li et al. [85] and Futoma et al. [86] used this technique. But if a time series is multivariate data, covariance functions are challenging due to the complicated and expensive computation.

Satya et al. [38] designed a fully modular interpolation-prediction network (IPN). IPN has an interpolation network to accommodate the complexity of ISMTS data and provide the multi-channel output by modeling three information - broad trends \( \chi \), transients \( \tau \) and local observation frequencies \( \lambda \). The three information is calculated by a low-pass interpolation \( \theta \), a high-pass interpolation \( \gamma \) and an intensity function \( \lambda \).

\[ \chi = h^\chi(\sigma, \lambda), \quad \tau = h^\tau(\gamma, \chi); \]
\[ \sigma = h^\sigma(\chi, \tau, r), \quad \gamma = h^\gamma(\chi, \tau, r), \quad \lambda = h^\lambda(\chi, \tau, r) \]  (18)

IPN also has a prediction network which operates the regularly partitioned inputs from the former interpolation module. In addition to taking care of data relationships from multiple perspectives, IPN can make up for the lack of modularity in [1] and address the difficulty of the complexity of the Gaussian process interpolation layers in [85, 86].

5 Categorization based on task-driven

Modeling ISTS data aims to achieve two main tasks: 1) Missing data imputation and 2) Downstream tasks. The specific categories are shown in Figure 7.

Missing data imputation is of practical significance, as works on machine learning have become actively, getting large amounts of complete data has become an important issue. However, it is almost impossible in the real world to get complete data for many reasons like lost records. In many cases, the time series with missing values becomes useless and then thrown away. This results in a large amount of data loss. The incomplete data has adverse effects when learning a model [76].

Existing basic methods, such as interpolation [68] kernel methods [71] and EM algorithm [72, 73], have been proposed a long time ago. With the popularity of deep learning in recent years, most new methods are implemented by artificial neural networks (ANNS). One of the most popular models is RNN [64]. RNNs can capture long-term temporal dependencies and use them to estimate the missing values. Existing works [67, 54, 55, 33, 87, 88] have designed several special RNN structures to adapt the missingness and achieve good results. Another popular model is GANs [89], which
generate plausible fake data through adversarial training. GAN has been successfully applied to face completion and sentence generation \cite{90, 88, 91, 92}. Based on their data generation abilities, some research \cite{56, 76, 78, 93} have applied GAN on time series data generation with considering sequence information into the process.

Downstream tasks generally include prediction, classification, and clustering. For ISMTS data, medical prediction (such as mortality prediction, disease classification and image classification) \cite{10, 12, 13, 14, 11}, concept representation \cite{15, 16} and patient typing \cite{17, 16, 18} are three main tasks. The downstream task-oriented methods calculate missing values and perform downstream tasks simultaneously, which is expected to avoid suboptimal analyses and predictions caused by the not effectively explored missing patterns due to the separation of imputations and final tasks \cite{81}. Most methods \cite{1, 32, 17, 36, 38, 39, 37, 33} use deep learning technology to achieve higher accuracy on tasks.

6 Experiments

In this section, we apply the above methods on four datasets and two tasks. We will analyze the method through the experimental results.

6.1 Datasets

Four datasets were used to evaluate the performance of baselines.

MIMIC-III dataset \cite{40} is a freely accessible de-identified critical care database, developed and maintained by the Massachusetts Institute of Technology Laboratory for Computational Physiology. In this work, we extract diagnoses and demographics information for disease prediction and choose records with more than one visit. The dataset comprises 19,993 hospital admissions, 260,326 diagnoses and 4,893 unique ICD-9 codes of 7,537 patients. The average number of visits per patient is 2.66. There are 13.02 codes per visit on average and up to 39 codes in a visit.

CINC2012 dataset \cite{10} consist of records from 12,000 ICU stays and have 4000 multivariate clinical time series. All patients were adults who were admitted for a wide variety of reasons to cardiac, medical, surgical, and trauma ICUs. Each record is a multivariate time series of roughly 48 hours and contains 41 variables such as Albumin, heart rate, glucose etc.

CINC2019 dataset \cite{41} is publicly available and comes from two hospitals; it contains 30,336 patient admission records and 2,359 records of diagnosed sepsis cases. It is a set of multivariate time series that contains 40 related features, 8 kinds of vital signs, 26 kinds of laboratory values and 6 kinds of demographics. The time interval is 1 hour. The sequence length is between 8 and 336, and 29,414 records have lengths less than 60.

COVID-19 dataset \cite{59} is collected between 10 January and 18 February 2020 from Tongji Hospital of Tongji Medical College, Huazhong University of Science and Technology, Wuhan, China. The dataset contains 375 patients with 6120 blood sample records as training set, 110 patients with 757 records as test set and 80 characteristics.

6.2 Experiment setting

The experiments have two tasks – 1) mortality prediction and 2) data imputation. The mortality prediction tasks use the time series of 48 hours before onset time from the above four datasets. The imputation tasks use 8 features (using the method in \cite{39}) which are eliminated 10% of observed measurements from data. The eliminated data is the new ground-truth.

For RNN-based method, we fix the dimension of hidden state is 64. For GAN-based methods, the series inputs also use RNN structure. For final prediction, all methods use one 128-dimensions FC layer and one 64-dimensions FC layer. All methods apply Adam Optimizer \cite{94} with \(\alpha = 0.001\), \(\beta_1 = 0.9\) and \(\beta_2 = 0.999\). We use the learning rate decay \(\alpha_{current} = \alpha_{initial} \cdot \gamma^{\frac{\text{global\ step}}{\text{decay\ steps}}}\) with decay rate \(\gamma = 0.98\) and the decay step is 2000. The 5-fold cross validation is used for both two tasks.
Table 2: Performance comparison for mortality prediction task (in AUC-ROC)

|                  | MIMIC-III  | CINC2012  | CINC2019  | COVID-19  |
|------------------|------------|-----------|-----------|-----------|
| RNN [33]         | 0.809 ± 0.014 | 0.800 ± 0.016 | 0.825 ± 0.024 | 0.945 ± 0.004 |
| LSTM [35]        | 0.812 ± 0.009 | 0.805 ± 0.010 | 0.829 ± 0.019 | 0.945 ± 0.005 |
| GRU-D [1]        | 0.829 ± 0.003 | 0.818 ± 0.009 | 0.835 ± 0.013 | 0.965 ± 0.003 |
| M-RNN [49]       | 0.827 ± 0.005 | 0.820 ± 0.011 | 0.842 ± 0.010 | 0.959 ± 0.003 |
| Brits [34]       | **0.833 ± 0.002** | 0.819 ± 0.012 | 0.839 ± 0.013 | 0.959 ± 0.002 |
| T-LSTM [17]      | 0.817 ± 0.004 | 0.804 ± 0.010 | 0.831 ± 0.014 | 0.963 ± 0.003 |
| DATA-GRU [36]    | 0.832 ± 0.006 | 0.822 ± 0.012 | **0.851 ± 0.012** | 0.961 ± 0.003 |
| LGnet [32]       | 0.833 ± 0.003 | 0.822 ± 0.013 | 0.843 ± 0.013 | 0.956 ± 0.002 |
| IPN [38]         | 0.831 ± 0.003 | **0.824 ± 0.009** | 0.844 ± 0.015 | 0.960 ± 0.003 |

Table 3: Performance comparison for imputation task (in RMSE)

|                  | MIMIC-III  | CINC2012  | CINC2019  | COVID-19  |
|------------------|------------|-----------|-----------|-----------|
| RNN [33]         | 4.985      | 4.180     | 2.901     | 1.685     |
| LSTM [35]        | 4.712      | 4.046     | 2.899     | 1.710     |
| GRU-D [11]       | 4.412      | 3.567     | 2.379     | 1.543     |
| M-RNN [49]       | 4.435      | 3.236     | 2.337     | **1.530** |
| Brits [34]       | 4.339      | 3.238     | 2.439     | 1.533     |
| GAN-GRUI [56]    | **3.920**  | 3.129     | 2.275     | 1.533     |
| Stackelberg [80] | 4.431      | 3.741     | 2.435     | 1.932     |
| MR-HDMM [39]     | 4.015      | **3.113** | 2.217     | 1.555     |

6.3 Evaluation metrics

The prediction results were evaluated by assessing the area under curve of receiver operating characteristic (AUC-ROC). ROC is a curve of true positive rate (TPR) and false positive rate (FPR). TN, TP, FP and FN stand for true positive, true negative, false positive and false negative rates.

\[
TPR = \frac{TP}{TP + FN} \quad (19)
\]
\[
FPR = \frac{FP}{TN + FP}
\]

We evaluate the imputation performance in terms of mean squared error (MSE). For \(i\)th item, \(\hat{x}_i\) is the real value and \(x_i\) is the predicting value. The number of missing values is \(N\).

\[
MSE = \frac{1}{n} \sum_{i=1}^{N} (x_i - \hat{x}_i)^2 \quad (20)
\]

6.4 Results

Table 1 shows the performances of baselines for the mortality prediction task. For the two categories of technology-driven methods, each has its own merits, but irregularity-based methods work relatively well. Missing data-based methods have 2/4 top 1 results and 2/5 top 2 results, while irregularity-based methods have 2/4 top 1 results and 3/5 top 2 results.

For the methods of whether the two series relation are considered, the methods that take both inter-series relation and intra-series relation (both global and local structures) into account perform better. IPN, LGnet, and DATA-GRU have relatively good results. For different datasets, the methods show different effects. For example, as COVID-19 is a small dataset, unlike the other three datasets, the relatively simple methods perform better on this dataset, like T-LSTM, which doesn’t perform very well on the other three datasets.

Table 2 shows the performances of baselines for the imputation prediction task. The performances of RNN-based methods and GAN-based methods are similar. RNN-based methods have 3/4 top 1 results and 2/5 top 2 results, GAN-based methods have 1/4 top 1 results and 3/5 top 2 results. MR-HDMM and GAN-GRUI are the two best methods.
Table 4: Performance comparison for mortality prediction task based on the imputation data (in AUC-ROC)

| Method          | MIMIC-III | CINC2012 | CINC2019 | COVID-19 |
|-----------------|-----------|----------|----------|----------|
| RNN [33]        | 0.805     | 0.783    | 0.814    | 0.945    |
| LSTM [35]       | 0.802     | 0.794    | 0.819    | 0.943    |
| GRU-D [1]       | 0.819     | 0.813    | 0.840    | 0.949    |
| M-RNN [49]      | 0.826     | 0.818    | 0.842    | 0.949    |
| Brits [34]      | 0.823     | 0.810    | 0.831    | 0.947    |
| GAN-GRUI [56]   | 0.820     | 0.809    | 0.842    | 0.945    |
| Stackelberg [80]| 0.798     | 0.767    | 0.789    | 0.941    |
| MR-HDMM [39]    | **0.829** | **0.814**| **0.841**| **0.945**|

The data imputation is better in the Sepsis and COVID-19 dataset. Perhaps the time series in these two datasets is from the patients who suffered from the same disease. That’s probably why they also have relatively better results in the prediction task.

Table 3 shows a basic RNN model’s performance for mortality prediction tasks based on baselines’ imputation data. Different from the results in Table 2, the RNN-based methods perform better. Where the RNN-based methods have 4/5 top 1 results, but GAN-based methods have 1/5. The reason may be that the RNN-based approaches have integrated the downstream tasks when imputing. So, the data generated by them is more suitable for the final prediction task.

7 Discussions

According to the analysis of technologies and experiment results, in this section, we will discuss ISMTS modeling task from three perspectives - 1) imputation task with prediction task, 2) intra-series relation with inter-series relation / local structure with global structure and 3) missing data with raw data. The conclusions of the approaches in this survey are in Table 5.

7.1 Challenges

Based on the above five perspectives, we summarize the challenges as follows.

How to balance the imputation with the prediction? Different kinds of methods suit different tasks. GANs prefer imputation while RNNs prefer prediction. However, in the medical setting, aiming at different datasets, the conclusion does not seem correct. For example, missing data is generated better by RNNs than GANs in the COVID-19 dataset. And the two-step methods based on GANs for mortality prediction are no worse than using RNNs directly. Therefore, it seems difficult to achieve a general and effective modeling method in medical settings. The method should be specified according to the specific task and the characteristics of the datasets.

How to handle the intra-series relation with inter-series relation of ISMTS? In other words, how to trade off the local structure with global structure. In ISMTS format, a patient has several time series of vital signs connected to the diagnoses of diseases or the probability of death. Seeing these time series as a whole multivariate data sample, intra-series relations are reflected in longitudinal dependences and horizontal dependences. The longitudinal dependences contain the sequence order and context, time intervals, and decay dynamics. The horizontal dependence is the relations between different dimensions. And the inter-series relations are reflected in the patterns of time series of different samples.

However, when seeing these time series as separated multi-samples of a patient, the relations will change. Intra-series relations change to the dependencies of values observed on different time steps in a univariate ISMTS. The features of different time intervals should be taken care of. Inter-series relations change to the pattern relations between different patients’ different samples and between different time series of the same vital sign.

For the structural level, modeling intra-series relations is basically at the local level, while modeling inter-series relations is global. It is not clear what kind of consideration and which structure will make the results better. Modeling local and global structures seems to perform better in morality prediction, but it is a more complex method, and it’s not universal for different datasets.

How to choose the modeling perspective, missing data-based or irregularity-based? Both two kinds of methods have advantages and disadvantages. Most existing works are missing data-based and there are methods of estimating missing data for a long time [25]. In settings of missing data-based perspective, the discretization interval length is a hyper-parameter needs to be determined. If the interval size is large, missing data is less, but several values will show in
Table 5: Conclusions of introduced methods for medical tasks using EHRs data

| Category                | Subcategory             | Researches | Advantages                                                                 | Disadvantages                                                                 |
|-------------------------|-------------------------|------------|-----------------------------------------------------------------------------|-----------------------------------------------------------------------------|
| Missing data-based      | Two-step                | \[64, 56, 67, 34\] | Generality; Ability of imputation.                                           | Suboptimal prediction; Incomplete data relation; Data generation patterns assumptions; Introduced artificial dependency. |
| Raw data-based          | Irregular time          | \[17, 56, 37, 104\] | No artificial dependency.                                                   | Low-applicability for multivariate data; Incomplete data relation.          |
|                         | intervals-based         | \[105, 106, 107\] |                                                                             |                                                                             |
|                         | Multi sampling          | \[58, 59, 110, 111\] | No artificial dependency; No data imputation.                               | Implementation complexity; Data generation patterns assumptions.             |
|                         | rates-based             | \[108, 109\] |                                                                             |                                                                             |

the same interval; If the interval size is small, the missing data becomes more. No values in an interval will hamper the performance, while too many values in an interval need an ad-hoc choosing method. Meanwhile, missing data-based methods have to interpolate new values, which may artificially introduce some naturally occurring dependencies. Over-imputation may result in an explosion in size and the pursuit of multivariate data alignment may lead to the loss of raw data dependency. Thus, of particular interest are irregularity-based methods that can learn directly by using multivariate sparse and irregularly sampled time series as input without the need for other imputation.

However, although the raw data-based methods have metrics of no artificial dependencies introduced, they suffer from not achieving the desired results, complex designs, and large parameters. Irregular time intervals-based methods are not complex as they can be achieved by just injecting time decay information. But in terms of specific tasks, such as morality prediction, the methods seem not as good as we think (concluded from experiments section). Meanwhile, for multivariable time series, these methods have to align values on different dimensions, which leads to missing data problems again. Multi-sampling rates-based methods will not cause missing data. However, processing multiple univariate time series at the same time requires more parameters and is not friendly to batch learning. Meanwhile, modeling the entire univariate series may require data generation model assumptions.

7.2 Opportunities

Considering the complex patient states, the amount of interventions and the real-time requirement, the data-driven approaches by learning from EHRs are the desiderata to help clinicians.

Although some difficulties have not been solved yet, the deep learning method does show a better ability to model medical ISMTS data than the basic methods. Basic methods can’t model ISMTS completely as interpolation-based methods \[68, 69\] just exploit the correlation within each series, imputation-based methods \[72, 96\] just exploit the correlation among different series, matrix completion-based methods \[97, 98\] assume that the data is static and ignore the temporal component of the data. Deep learning methods use parameter training to learn data structures, and many basic methods can be integrated into the designs of neural networks. The deep learning methods introduced in this survey basically solve the problem of common methods and have achieved state-of-the-art in medical prediction tasks, including mortality prediction, disease prediction, and admission stay prediction. Therefore, the deep learning model based on ISMTS data has a broad prospect in medical tasks.

The deep learning methods, both RNN-based and GAN-based methods mentioned in this survey, are troubled by poor interpretability \[99, 100\], and clinical settings prefer interpretable models. Although this defect is difficult to solve due to models’ characteristics, some researchers have made some breakthroughs and progress. For example, the attention-like structures which are used in \[12, 14\] can give an explanation for medical predictions.
8 Conclusion

This survey introduced a kind of data – irregularly sampled medical time series (ISMTS). Combined with medical settings, we described characteristics of ISMTS. Then, we have investigated the relevant methods for modeling ISMTS data and classified them by technology-driven perspective and task-driven perspective. For each category, we divided the subcategories in detail and represented each specific model’s implementation method. Meanwhile, according to imputation and prediction experiments, we analyzed the advantages and disadvantages of some methods and made conclusions. Finally, we summarized the challenges and opportunities of modeling ISMTS data task.
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