PolyNet: Polynomial Neural Network for 3D Shape Recognition with PolyShape Representation
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Abstract

3D shape representation and its processing have substantial effects on 3D shape recognition. The polygon mesh as a 3D shape representation has many advantages in computer graphics and geometry processing. However, there are still some challenges for the existing deep neural network (DNN)-based methods on polygon mesh representation, such as handling the variations in the degree and permutations of the vertices and their pairwise distances. To overcome these challenges, we propose a DNN-based method (PolyNet) and a specific polygon mesh representation (PolyShape) with a multi-resolution structure. PolyNet contains two operations: (1) a polynomial convolution (PolyConv) operation with learnable coefficients, which learns continuous distributions as the convolutional filters to share the corresponding weights across different vertices, and (2) a polygonal pooling (PolyPool) procedure by utilizing the multi-resolution structure of PolyShape to aggregate the features in a much lower dimension. Our experiments demonstrate the strength and the advantages of PolyNet on both 3D shape classification and retrieval tasks compared to existing polygon mesh-based methods and its superiority in classifying graph representations of images. The code is publicly available from this link.

1. Introduction

In recent years, increasing applications of 3D shapes representation have made it a fundamental problem in computer vision, computer graphics, and augmented reality. The structure and the high-quality appearance of the representation significantly impact many tasks, such as 3D shape classification and retrieval. With the advent of deep neural network (DNN) architectures, several methods have been proposed to learn 3D shapes. Generally, these methods can be categorized into four groups based on the input shape representation: point clouds [47, 48], voxel grids [64, 41], 2D projections [56, 52, 50, 9, 63], and polygon meshes [20, 13, 43, 40]. The point clouds suffer from harsh noises and wasted substantial structural information of the 3D shapes. The voxel grids require large memory, and also rendering voxel grids generates unnecessarily voluminous data and quantization artifacts. Furthermore, 2D projection representations encounter severe self-occlusions.

By contrast, a polygon mesh is a collection of vertices that defines a 3D shape smoothly and entirely. Therefore, this representation contains structural information without any harsh noises, severe artifacts, and self-occlusions. Additionally, it is a memory-efficient representation that can store the full geometry details by reducing unnecessary voluminous data. However, in polygon mesh-based methods, weight sharing is still a challenging problem due to variations in the degree of vertices, the permutation of adjacent vertices, and their pairwise distances.

To overcome the limitations of the polygon mesh-based methods, in this work, we propose PolyNet, a novel network that can effectively learn and extract features of a polygon mesh representation of 3D shapes by a continuous polynomial convolution (PolyConv). PolyConv is a polynomial function with learnable coefficients which learns continuous distributions as the convolutional filters to share the corresponding weights among the features of the vertices in the local patches made from each vertex and its adjacent vertices on the surface. This operation is invariant to the number of adjacent vertices, their permutations, and their pairwise distances nearby the central vertex in the local patch. Moreover, we design PolyShape representation, a specific polygon mesh representation with a multi-resolution structure. We utilize this multi-resolution attribute to design our PolyPool operation and apply it after each PolyConv layer. This PolyPool operation reduces the mesh resolution by a fixed factor at each layer. We achieve the best classification accuracy and mean Average Precision (mAP) compared to
the previous methods based on voxel grid and polygon mesh and comparable performance to point cloud-based methods. We also show the superiority of our designed PolyConv on the challenging 75 Superpixel MNIST dataset. We summarize the main contributions of our method as follows:

- We propose PolyNet, a novel neural network method with a continuous convolution operation invariant to the number of adjacent vertices, their permutations, and their pairwise distances in 3D shapes.
- We employ PolyNet on PolyShape, a polygon mesh representation with a multi-resolution structure that enables us to use a pooling operation named PolyPool.
- We achieve an improvement in classification and retrieval tasks compared to the previous mesh-based methods on the ModelNet dataset and the best classification performance on the 75 Superpixel MNIST.

2. Related work

In this section, we review the related works based on the representation of the input 3D shapes: point cloud, voxel grid, 2D projection, and polygon mesh.

Point cloud. PointNet [47], as a simple and effective DNN-based method on point clouds, learns the features directly from each point and aggregate them as one global representation. However, extracting local structures is important for the success of convolutional architectures. To overcome the lack of local structure of this method, PointNet++ [48] proposes a hierarchical neural network that employs PointNet [47] on the group of points divided into overlapping local patches. Te et al. [57] and Wang et al. [60] utilized the GraphCNNs to learn the features from a local graph formed by the connection of the adjacent points. These graph-based methods produce little shape information since they do not explicitly represent the local neighboring points in an ordered alignment.

Voxel grid. 3D ShapeNets [64] and VoxNet [41] transfer a 3D shape to a structured binary 3D grid called voxel grid. Then they learn the global features from the voxels by extending the CNN architectures from 2D to 3D convolutions. To reduce the computational complexity on the sparse voxels, Riegler et al. [49] and Wang et al. [61] applied the octree data structure. However, these methods require heavy computations and unnecessarily voluminous data.

2D projection. MVCNN [56] and RotationNet [24] learn the features of a 3D shape over a multi-view rendered 2D images based on conventional 2D CNNs. Moreover, pooling operations aggregate these feature values to reduce the rotation effects of the 3D shape [52, 16, 56]. However, these pooling operations lose a lot of geometric details among the views, such as two surfaces occluded to each other. SeqViews2SeqLabels [19] and SPNet_VE [63] aggregate the information among the sequential views by considering the view specific importance to prevent the lost information. On the other hand, DeepPano [52] and PANORAMA-NN [50] consider a panoramic view of the 3D shape. They project the shape into a cylinder surrounding it to accumulate the contents of multiple views altogether. To extend the number of viewpoints, utilizing a sphere instead of the cylinder leads CNNs to cover all views and learn more robust features consistent with rotations [9, 63]. However, these image-based methods suffer from self-occlusions.

Polygon mesh. A polygon mesh is a discrete representation of the surface of a 3D shape with faces and vertices. This representation can be expressed as a graph; accordingly, any graph-based methods can be applied to it. The existing graph-based methods are classified into two main categories: spectral methods [8, 22, 10, 26, 32] and spatial methods [42, 2, 45, 17, 14, 40, 43, 23]. The convolution operation in the spectral domain is defined by the eigendecomposition of the graph Laplacian, where the eigenvectors are the same as the Fourier basis [8]. This process is basis-dependent, which indicates applying the learned parameters producing different features on a new domain [37]. Moreover, this operation is non-localized filtering in the spectral domain [10]. An efficient method to solve the non-localization problem is approximating the local spectral filters via the Chebyshev polynomial expansion [10]. On the other hand, there is no easy way to induce the weight sharing across different locations of the graph due to the difficulty of matching local neighborhoods in the spatial domain [8]. Nevertheless, Atwood and Towsley [2] proposed a spatial filtering method that assumes information is transferred from a vertex to its adjacent vertex with a specific transition probability. The power of the transition probability matrix implies that farther adjacent vertices provide little information for the central vertex. Furthermore, Geodesic CNN [40], MoNet [43], and SplineCNN [14] deal with the weight sharing problem by designing local coordinate systems for the central vertex in a local patch. They apply a set of weighting functions to aggregate features on adjacent vertices. Then they compute a learnable weighted average of these aggregated features as the spatial convolution. However, these methods are computationally expensive and require predefined local systems of coordinates. Moreover, Neural3DMM [5] introduces the spiral convolution operation by enforcing a local ordering of vertices through the spiral operator. An initial point for each spiral is a vertex with the shortest geodesic path to a fixed reference point on a template shape. The remaining vertices of the spiral are ordered in the clockwise or counterclockwise directions inductively. However, finding a reference point for an arbitrary shape is challenging. Moreover, the initial point is not unique once two or more adjacent vertices have the same shortest path to the reference point.
3. PolyNet

In this section, we explain the details of our PolyNet architecture and its consistency to the number of adjacent vertices, their permutations, and their pairwise distances in 3D shapes. PolyNet learns the features locally by PolyConv operation, and performs PolyPool procedure by utilizing the multi-resolution structure of our designed PolyShape representation. Figure 1 shows the overview of our PolyNet architecture. A 3D shape with PolyShape representation passes through a straightforward network with three PolyConv layers followed by PolyPool layers and another PolyConv layer with a global average pooling to learn and extract the features. Then three fully connected layers classify the shape with these extracted features.

3.1. Polynomial convolution operation

To overcome the challenges of the weight sharing across different vertices in the conventional CNNs and GraphCNNs, we propose PolyConv operation, which learns a probability density function (PDF) as a convolutional filter. Let us assume that the surface of a 3D shape is a differential manifold \( \mathcal{M} \). For a point \( v \) and its neighbor \( u \) in a local patch \( \mathcal{N}(v) \) on the manifold \( \mathcal{M} \), we define signals \( x : \mathcal{M} \rightarrow [-1, 1] \) and \( y : \mathcal{M} \rightarrow [-1, 1] \) as the features at those points, respectively. Without loss of generality, we consider the convolutional weights of the standard CNN as the probability distributions. We then argue that a patch operation \( D(v) \) in the standard CNN can be expressed as an expected value over the features on sample points \( \mathcal{N}_v \subset \mathcal{N}(v) \) surrounding \( v \) as Eq. 1:

\[
D(v) = E[y|x] = \sum_{u \in \mathcal{N}_v} w(u)y(u),
\]

where \( w(u) \) is the corresponding probability (weight) to the point \( u \). However, in a general graph or polygon mesh, the locations of the adjacent points are in a continuous domain and can vary; hence, it is not possible to assign a discrete distribution as the weights. Therefore, we assume that there is an unknown conditional PDF that can express the convolution filter weights, and then we can formulate the expected value over each patch as Eq. 2:

\[
D(v) = E[y|x] = \int_{\mathcal{N}(v)} yf(y|x)dy,
\]

where \( f(y|x) \) is the conditional probability of the feature \( y \) on point \( u \) in the neighborhood of the central point \( v \) with the given feature \( x \). The conditional probability \( f(y|x) \) can be written as Eq. 3:

\[
f(y|x) = \frac{f(x, y)}{f_x(x)} = \frac{f(x, y)}{\int_{-1}^{1} f(x, y)dy},
\]

where \( f_x(x) \) is the marginal distribution that can be obtained by integrating the joint probability distribution, \( f(x, y) \), over \( y \). Note that, since the value of feature \( y \) is defined in \( [-1, 1] \), \( \int_{-1}^{1} f(x, y)dy \) is a definite integral on the interval \( [-1, 1] \). We reformulate \( f(y|x) \) by approximating \( f(x, y) \) with a polynomial function of \( x \) and \( y \) by considering a certain degree \( d \) as Eq. 4:

\[
f(y|x) = \frac{\sum_{0 \leq i+j \leq d} a_{i,j}x^iy^j}{\sum_{0 \leq i \leq d} b_i x^i},
\]

where the coefficients \( b_i \) can be directly obtained by computing the marginal distribution \( f_x(x) \) from \( f(x, y) \). To ensure that the polynomial function as a PDF is always positive, the coefficient matrix \( A \) in the compact form of the
Figure 2: PolyConv operations over a local patch. A set of conditional PDFs approximated with polynomial functions with learnable coefficients is applied as the convolutional filters to learn the input features on a local patch of vertices \( N_s(v) \subset N(v) \). (a) The unsqueezed operation includes \( C \times C' \) conditional PDFs as the convolutional filters which map the input features to the higher dimensional output features. (b) The squeezed operation contains only \( C \) conditional PDFs which is combined with a fully connected layer to map the input features to the higher dimensional output features. Note that \( C \) and \( C' \) refer to the size of input channels and output channels, respectively.

A polynomial function as Eq. 5 must be positive definite.

\[
\begin{align*}
f(x, y) &= \sum_{0 \leq i, j, i+j \leq d} a_{i,j} x^i y^j \\
&= X^T A X > 0,
\end{align*}
\]

where \( X \) is the vector of variables \( x \) and \( y \) with degrees of less or equal \( d/2 \). Therefore, instead of learning the coefficient matrix \( A \), we parameterize it as \( A = B B^T > 0 \). Indeed, we approximate the conditional PDF \( f(x|y) \) as the continuous convolutional filters with the polynomial functions, which are parameterized by the learnable symmetric matrix \( B \). For more details, refer to the supplementary material. The large degree of freedom in polynomial functions allows approximating any complex distributions.

It is important to note that since we only have few samples \( N_s(v) \) (e.g., points, vertices, etc.) in each local patch \( N \) on the manifold \( M \), computing the exact expected value over each local patch is not possible with Eq. 2. Therefore, we approximate the integral by taking the weighted average over these sample points as Eq. 6:

\[
\int_{N_s(v)} y f(y|x) dy \approx \frac{1}{|N_s(v)|} \sum_{u \in N_s(v)} y f(y|x).
\]

Finally, we design unsqueezed and squeezed operations based on the proposed patch operator as the convolutions to learn from the input features, as shown in Figure 2. In the first approach, similar to the conventional CNNs, we consider multiple conditional PDFs corresponding to the input and the output channels as the convolution filters. However, this operation requires heavy computations and large memory usage. Therefore, we squeeze it by allocating different conditional PDFs to only the input channels and aggregate the results by a fully connected layer. The second approach is beneficial when the number of input vertices is large. Therefore, with this continuous convolution operation, we can locally learn the features from the surface of 3D shapes, which is invariant to the number of vertices in a local patch, their permutation, and their pairwise distances.

3.2. Polygonal shape representation and pooling

To apply pooling after each convolution operation, we present PolyShape representation with a multi-resolution structure made of a sequence of the subdivisions and shape fittings, as shown in Figure 3. This multi-resolution structure enables the pooling operations without any learnable parameter, which is similar to the multi-level pooling on images. Moreover, PolyShape maintains the structural details and the topology of the shape after each pooling and provides a semi-regular structure that benefits the analysis of the local structure of the shape (i.e., each vertex and its corresponding neighborhood) [46].

For PolyShape processing, we first employ the mesh fusion [55] to a given 3D CAD model for the abstraction of the shapes with a simpler topology. Next, we fix the geometric errors of the meshes, such as the non-manifold edges and double vertices, and then reduce the number of the vertices to obtain a coarse mesh with nearly 400 vertices. Lastly,
we subdivide the coarse mesh and fit the resulting mesh to the given model to restore the details of the original shape. We apply this sub-division routine iteratively, as frequent as the number of the pooling layers in the PolyNet (i.e., 3 times). For the subdivision, there are two common methods: the primal triangle quadrisection (PTQ) [39] and the $\sqrt{3}$-subdivision [28]. PTQ is a straightforward approach that splits a triangle into four sub-triangles. It creates new vertices on each edge in the original mesh and connects them to each of the other new vertices from the same face. The other strategy, $\sqrt{3}$-subdivision, adds the new vertices inside each triangle in the original mesh and connects the new vertices to each of its three old surrounding vertices and adjacent new vertices. Every two iterations of the $\sqrt{3}$-subdivision separate each original triangle into nine sub-triangles. Thus, PolyShapes have fewer triangles by the $\sqrt{3}$-subdivision than the PTQ. We evaluate the effectiveness of the PolyShapes made by both subdivisions in Section 4.

With the multi-resolution structure of PolyShape, we can downsample the output of PolyConv layers by collapsing the neighboring vertices to each interior vertex (i.e., the vertices of the coarser meshes), shown in Figure 4. The PTQ and $\sqrt{3}$-subdivision upsample the mesh vertices by adding another vertex at the center of each edge and each triangle, respectively. The downsampling procedures are accomplished as the inverse process of the upsampling methods, which allow us to generate relatively larger polygons, as shown in Figure 4. Therefore, we can reduce the number of polygons by the factors of four and three by employing the PTQ and $\sqrt{3}$-subdivision methods, respectively. We use these downsampling procedures as the pooling, which facilitates aggregating the features, where each vertex $V$ on the downsampled mesh takes the maximum (max-pool) over features values of the vertices $v \cup \{u_i\}_{i=1}^m$ in a local patch on the output of PolyConv layers. Therefore, PolyPool enables describing a 3D shape with a large number of vertices by aggregating the features. These aggregated features are much lower in dimension compared to using all of the extracted features and also can improve the performance like the conventional pooling operation of the 2D CNNs [44].

4. Experiments

In this section, we present the details of the datasets and several experiments of PolyNet on the 3D shapes with and without PolyShape representation and graph representation of images. We compare our proposed method with the state-of-the-art methods on both classification and retrieval tasks. We use Adam optimizer in all of our experiments with the initial learning rate as 1.e-3 and 1.e-2 for unsqueezed and squeezed cases, respectively. We set a mini-batch size as 100 and 10 for experiments on 3D shapes and graph representation of images, respectively. We choose hyperbolic tangent for the activation functions on PolyConv layers to
Figure 5: Joint and marginal distributions. Visualization of (a) the learned joint distributions $f(x, y)$ and (b) the marginal distributions $f_x(x)$ approximated by polynomial functions of degree $d = 2$ on the ModelNet-10 with the $\sqrt{3}$-subdivision.

4.1. Datasets

In our experiments, we use both the ModelNet-10 and the ModelNet-40 datasets [64] containing 4,899 CAD models (3991 for training and 908 for testing) in 10 categories and 12,311 CAD models (9843 for training and 2468 for testing) in 40 categories, respectively. We apply our PolyShape processing to the CAD models with Houdini [53], a popular 3D modeling software. For more details about the PolyShape pipeline, refer to supplemental material. Additionally, we translate and scale the resulting PolyShapes into the bounding box $[-1, 1]^3 \in \mathbb{R}^3$. We extract the coordinates $(x, y, z) \in \mathbb{R}^3$ and the normal vectors $(nx, ny, nz) \in \mathbb{R}^3$, for all vertices as the first input into PolyNet. We also use the MNIST dataset [31], which includes $28 \times 28$ images. These images are represented as different graphs so that each vertex and each edge corresponds to a superpixel and the spatial relation between two superpixels, respectively [43]. Therefore, we consider the construction of superpixel-based graphs with 75 vertices. We use the standard splitting of the MNIST dataset, including 60k and 10K images for training and testing, respectively.

4.2. Convolution operation

We evaluate our convolution operation PolyConv with different configurations and compare it with various famous convolutional operations as shown in Table 1. Since squeezed PolyConv requires fewer computations and less memory usage compared to the unsqueezed version due to the less number of learnable parameters, we use it for the experiments of 3D shape classification where the inputs are extremely large (roughly 10k vertices). We consider two different degrees $d = 2$ and $d = 4$ for each polynomial function defined in Eq. 5 which each requires six and 21 learnable coefficients for a patch operation, respectively. The results on ModelNet-10 with both subdivision strategies show that PolyConv with degree $d = 2$ achieves relatively higher performance than degree $d = 4$, which can be due to its straightforward and easier to learn structure for approximating the distributions. Furthermore, we evaluate PolyNet on ModelNet-10 by replacing PolyConv with well-known convolutions such as ChebConv [11], GCNConv [27], GMMConv [43], SplineConv [14], XConv [36], and FiLMConv [7]. We show that PolyConv with degree $d = 2$ achieves superior performances compared to all mentioned convolutions for both subdivision strategies. Towards a better understanding of the PDFs, we visualize the learned joint PDFs $f(x, y)$ and the marginal PDFs $f_x(x)$ of squeezed PolyConv for polynomial functions of degree $d = 2$ which are learned on the ModelNet-10 dataset with

| Conv.         | $\sqrt{3}$-subdivision | PTQ | Params. |
|---------------|------------------------|-----|---------|
|               | max | avg | Time | max | avg | Time | |
| XConv [36]    | 84.58 | 83.31 | 173ms | 85.54 | 83.85 | 8.35ms | 473k |
| SplineConv [14] | 93.46 | 92.72 | 12ms | 93.16 | 92.66 | 18ms | 111m |
| ChebConv [11] | 93.95 | 93.42 | 12ms | 93.70 | 93.11 | 14ms | 712k |
| GCNConv [27]  | 93.85 | 93.38 | 9ms | 93.85 | 93.30 | 13ms | 179k |
| GMMConv [43]  | 93.32 | 92.68 | 17ms | 93.20 | 92.36 | 28ms | 4.6m |
| XConv [36]    | 94.33 | 93.89 | 9ms | 94.29 | 93.73 | 13ms | 1.1m |
| PolyConv$(d = 4)$ | 93.96 | 93.13 | 25ms | 94.00 | 92.38 | 38ms | 189k |
| PolyConv$(d = 2)$ | **94.52** | **93.95** | **13ms** | **94.40** | **94.08** | **18ms** | **182k** |
prove the performance, especially by the pooling based on \(\sqrt{3}\)-subdivision. Moreover, we employ a three-level graclus [12] as an efficient clustering algorithm on the data without PolyShape representation. However, the results show lower accuracy when we use pooling based on the graclus clustering compared to both \(\sqrt{3}\)-subdivision and PTQ. We interpret the accuracy gap as the effect of losing structural information of 3D shapes by applying the graclus clustering. Note that we compute the maximum value (max-pool) of each local patch for all pooling strategies.

4.4. 3D shape classification

To improve the 3D shape classification performance, we combine the output of the last PolyConv layer for both subdivisions by taking an average over their features. We compare the classification results of our PolyNet, with the recent state-of-the-art methods in Table 4 on the ModelNet-10 and ModelNet-40 datasets. We note that our PolyNet outperforms all the mesh-based and voxel-based approaches on the classification task and achieves comparable performance to the methods based on point clouds. The performance gaps between the 2D projection-based methods and other methods are due to utilizing pre-trained networks on a large number of images. Moreover, images include texture information produced by lights and shadows, while the other representations suffer from a lack of such information.

| Method         | Acc. (max) |
|----------------|------------|
| MoNet [43]     | 91.11      |
| SplineCNN [14] | 95.22      |
| GCGP [59]      | 95.80      |
| GAT [4]        | 96.19      |
| PNCNN [15]     | 98.76      |
| PolyConv (squeezed) | 98.39 |
| PolyConv (unsqueezed) | 98.95 |

Table 2: Classification accuracy (Acc%) of various methods and our PolyConv operations on a superpixel representation of the MNIST dataset with 75 vertices.

| Pooling       | PolyShape | Accuracy | Time | Num. |
|---------------|-----------|----------|------|------|
| No pooling    | \(\times\) | 94.11    | 22ms | 2.8k |
| Gracclus [12] | \(\times\) | 94.14    | 16ms | 2.8k |
| PolyPool(PTQ) | \(\checkmark\) | 94.40    | 18ms | 25.7k|
| PolyPool(\(\sqrt{3}\)-sub) | \(\checkmark\) | 94.52    | 13ms | 10.8k|

Table 3: Classification accuracy (Acc%), average testing time, and average number of vertices for various types of poolings and data with and without PolyShape processing.
Table 4: Classification accuracy (Acc%) and mean Average Precision (mAP%) of PolyNet compared to the state-of-the-art methods based on different representations on the ModelNet-10 and the ModelNet-40 datasets.

4.5. 3D shape retrieval

We also evaluate and compare PolyNet in the retrieval task with previous methods. We extract the output after the softmax, measure similarities between the query and the retrieved shapes by the L1 norm, and rank the relevant shapes. We use mAP to quantitatively compare our retrieval approach to the related methods on both the ModelNet-10 and the ModelNet-40 datasets, as shown in Table 4. We outperform all previously evaluated methods on the retrieval task based on polygon mesh and voxel grid representations. Lastly, we show some retrieved shapes in a ranked order for the given queries on the ModelNet-10 trained by squeezed PolyConvs, including polynomial functions of degree \( d = 2 \) in Figure 7. We illustrate that our method can retrieve visually similar shapes even when the query and retrieved shapes are in different categories (e.g., retrieved table for the query desk and nightstand for the dresser).

5. Conclusion

In this paper, we propose PolyNet, a DNN-based method consists of PolyConv and PolyPool operations to locally learn and aggregate the information on the surface of 3D shapes. In PolyConv, we utilize polynomial functions to learn a continuous distribution as the convolutional filters, which is invariant to the variation in the degree of vertices, their permutations, and their pairwise distances. Moreover, we design PolyShape with a multi-resolution structure that enables applying PolyPool operation without missing geometrical structures after each layer. Our comprehensive evaluations of PolyNet across classification and retrieval tasks and the theoretical analysis indicating the invariant properties of PolyConv demonstrate its strength and superiority over most of the previous methods. In future works, we will explore the applications of PolyNet in 3D shape segmentation and PolyConv in image-based computer vision tasks where there are no regular neighboring connectives.
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S. PolyNet analysis

In this section, we provide more mathematical and qualitative analysis of our proposed PolyNet with additional explanations of PolyConv operation and the preprocessing procedure of PolyShape and its results. First, we analyze some equations of PolyConv mentioned in the main paper for better understanding. Then we discuss PolyShape preprocessing in detail and show its step-by-step results.

S.1. Expansion of PolyConv

We derive the compact form of the polynomial function \( f(x, y) \) defined in Eq. 5 in the main paper for \( d = 2 \) and \( d = 4 \) as in the following Eq. S1 and Eq. S2, respectively.

\[
X^T A X = \begin{bmatrix} A_{11} & A_{12} & A_{13} \end{bmatrix} \begin{bmatrix} x^2 & xy & y^2 \end{bmatrix} + (A_{12} + A_{21}) x + (A_{13} + A_{31}) y + A_{22} x^2 + (A_{23} + A_{32}) xy + A_{33} y^2
\]

\( = A_{11} \)

\( + (A_{12} + A_{21}) x + (A_{13} + A_{31}) y \)

\( + A_{22} x^2 + (A_{23} + A_{32}) xy + A_{33} y^2 \)

\( = a_{0,0} + a_{1,0} x + a_{0,1} y + a_{2,0} x^2 + a_{1,1} xy + a_{0,2} y^2 \)

\( = \sum_{0 \leq i,j,i+j \leq 2} a_{i,j} x^i y^j = f(x, y). \)  

Note that we parameterize the matrix \( A \) by the matrix \( B \) and learn the matrix \( B \) instead of the matrix \( A \). The parametrized matrix \( A \) for the polynomial functions of de-
Figure S1: PolyShape processing in Houdini. Each box refers to a node with the same name in the software.

greed $d = 2$ is as Eq. S3:

$$A = BB^T$$

$$A = \begin{bmatrix} A_{11} & A_{12} & A_{13} \\ A_{21} & A_{22} & A_{23} \\ A_{31} & A_{32} & A_{33} \end{bmatrix}$$

$$= \begin{bmatrix} B_{11} & B_{12} & B_{13} \\ B_{21} & B_{22} & B_{23} \\ B_{31} & B_{32} & B_{33} \end{bmatrix}$$

$$\implies A_{11} = B_{11}^2 + B_{12}^2 + B_{13}^2$$

$$\implies A_{12} = B_{11}B_{12} + B_{12}B_{22} + B_{13}B_{23}$$

$$\implies A_{13} = B_{11}B_{13} + B_{12}B_{23} + B_{13}B_{33}$$

$$\implies A_{21} = B_{12}B_{11} + B_{22}B_{12} + B_{23}B_{13}$$

$$\implies A_{22} = B_{12}^2 + B_{22}^2 + B_{23}^2$$

$$\implies A_{23} = B_{12}B_{13} + B_{22}B_{23} + B_{23}B_{33}$$

$$\implies A_{31} = B_{13}B_{11} + B_{23}B_{12} + B_{33}B_{13}$$

$$\implies A_{32} = B_{13}B_{12} + B_{23}B_{22} + B_{33}B_{23}$$

$$\implies A_{33} = B_{13}^2 + B_{23}^2 + B_{33}^2,$$

where $B$ is a learnable symmetric matrix.

**S.2. Details of PolyShape Processing**

We provide the flowchart of the PolyShape processing in Houdini software in Figure S1. Given a 3D CAD model and its cleaned model by mesh fusion, we first resize the models and remove the unused points with the `matchsize` and `clean` nodes. Next, we generate the coarse mesh by reducing the number of vertices to 400 with `polyreduce` and fitting the shape to the 3D CAD model with `ray`. We create the multiresolution of the PolyShape by subdividing the coarse mesh three times with primal triangle quadrisection (PTQ, `subdivide`) or $\sqrt{3}$-subdivision (`tridivide`), respectively. At each iteration of these subdivisions, we fit the generated mesh to the given 3D CAD model to maintain the details of the original shape. Figure S2 and Figure S3 show the resulting PolyShapes of $\sqrt{3}$-subdivision and PTQ with the same input models, respectively. The PolyShapes generated by $\sqrt{3}$-subdivision have fewer faces than the shapes created by PTQ at the same level of details. For the highest resolution of the PolyShapes, $\sqrt{3}$-subdivision creates 0.43 fewer faces than PTQ on average. Therefore, the $\sqrt{3}$-subdivision provides a more efficient representation for storage and the computation of the classification.
Figure S2: PolyShape representation. PolyShape processing results on some samples of ModelNet-10 dataset based on \( \sqrt{3} \)-subdivision. Sqrt1 to Sqrt3 refer to the output of the PolyShape procedure after each level of subdivision. Note that \( V \) and \( F \) refer to the number of vertices and faces for each shape.
Figure S3: PolyShape representation. PolyShape processing results on some samples of ModelNet-10 dataset based on PTQ. PTQ1 to PTQ3 refer to the output of the PolyShape procedure after each level of subdivision. Note that $V$ and $F$ refer to the number of vertices and faces for each shape.