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We consider the branching random walks in \( d \)-dimensional integer lattice with time–space i.i.d. offspring distributions. Then the normalization of the total population is a nonnegative martingale and it almost surely converges to a certain random variable. When \( d \geq 3 \) and the fluctuation of environment satisfies a certain uniform square integrability then it is nondegenerate and we prove a central limit theorem for the density of the population in terms of almost sure convergence.

1. Introduction. We write \( \mathbb{N} = \{0, 1, 2, \ldots\} \), \( \mathbb{N}^* = \{1, 2, \ldots\} \) and \( \mathbb{Z} = \{ \pm x : x \in \mathbb{N} \} \). For \( x = (x_1, \ldots, x_d) \in \mathbb{R}^d \), \( |x| \) stands for the \( \ell^1 \)-norm: \( |x| = \sum_{i=1}^d |x_i| \). For \( \xi = (\xi_x)_{x \in \mathbb{Z}^d} \in \mathbb{R}^{\mathbb{Z}^d} \), \( |\xi| = \sum_{x \in \mathbb{Z}^d} |\xi_x| \). Let \( (\Omega, \mathcal{F}, P) \) be a probability space. We write \( E[X] = \int X dP \) and \( E[X : A] = \int_A X dP \) for a random variable \( X \) and an event \( A \). We denote the constants by \( C, C_i \).

We consider the branching random walks in random environment. Branching random walks have been much studied \([1, 2]\) and a central limit theorem for the density of the population has been proved in the nonrandom environment case \([2]\). Also, in the random environment case, one has been proved in the sense of “convergence in probability” \([20]\) when \( d \geq 3 \) and the fluctuation of environment is well moderated by the random walk. In this article we prove a central limit theorem in the sense of “almost sure convergence” under the same condition as in \([20]\). The time–space continuous counterpart is the branching Brownian motion in random environment for which the central limit theorem has been proved in \([15]\). On the other hand, a localization property has been proved in \([10]\) for the branching random walks in random environment if the randomness of the environment dominates.
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It has been mentioned that the branching random walks in random environment (BRWRE) have a similar structure to the directed polymers in random environment (DPRE) [3, 5, 7, 20]. Also, we will see the relation between BRWRE and DPRE in Section 1.3. A central limit theorem has been proved for a Markov-chain-generalization of the directed polymers in random environment [4, 6, 12, 13] assuming a certain square integrability. Since we use an analogy to [13], we extend the framework to contain the branching random walks in random environment.

1.1. Branching random walks in random environment. We consider particles in $\mathbb{Z}^d$, performing random walks and branching into independent copies at each step of the random walk:

(i) At time $t = 0$ there is one particle at the origin $x = 0$.

(ii) When a particle is located at site $x \in \mathbb{Z}^d$ at time $t \in \mathbb{N}$, it moves to a uniformly chosen nearest neighbor site and is replaced at time $t + 1$ by $k$-particles with probability $q_{t,x}(k)(k \in \mathbb{N})$,

where we assume that the offspring distributions $q_{t,x} = (q_{t,x}(k))_{k \in \mathbb{N}}$ are i.i.d. in time–space $(t, x)$. This model is investigated in [3] and we call it the branching random walks in random environment (BRWRE). Let $N_{t,y}$ be the number of the particles which occupy the site $y \in \mathbb{Z}^d$ at time $t$. Let $N_t$ be the total population at time $t$. In this article we study the behavior of the density $\rho_t(y) = \frac{N_{t,y}}{N_t} \mathbf{1}_{\{N_t > 0\}}$. We look at the branching process to give a more precise definition of the branching random walks in random environment. First, we define $V_n, n \in \mathbb{N}, V_\mathbb{N}$ by

$$V_0 = \{1\}, \quad V_1 = (N^*)^2, \ldots, V_n = (N^*)^{n+1} \quad \text{for } n \geq 1,$$

$$V_\mathbb{N} = \bigcup_{n \in \mathbb{N}} V_n.$$

Then we label all particles as follows:

(i) At time $t = 0$ there exists just one particle which we call $1 \in V_0$.

(ii) A particle which lives at time $t$ is identified with a genealogical chart $y = (1, y_1, \ldots, y_t) \in V_t$. If the particle $y$ gives birth to $k_y$ particles at time $t$, then the children are labeled by $(1, y_1, \ldots, y_t, 1), \ldots, (1, y_1, \ldots, y_t, k_y) \in V_{t+1}$.

By using this naming procedure we rigorously define the branching random walks in random environment. This definition is based on the one in [20]. Note that the particle with name $x$ can be located at $x$ anywhere in $\mathbb{Z}^d$. As both information genealogy and place are usually necessary together, it is convenient to combine them to $x = (x, x)$; think of $x$ and $x$ written very closely together.
• **Spatial motion.** A particle at time–space location \((t, x)\) is supposed to jump to some other location \((t + 1, y)\) and is replaced there by its children. Therefore, the spatial motion should be described by assigning a destination for each particle at each time–space location \((t, x)\). So we are guided to the following definition. Let the measurable space \((\Omega_X, \mathcal{F}_X)\) be the set \((\mathbb{Z}^d)^{\mathbb{N} \times \mathbb{Z}^d \times \mathcal{V}_N}\) with the product \(\sigma\)-field and \(\Omega_X \ni X = (X^Y_{t,x})_{(t,x,y)\in \mathbb{N} \times \mathbb{Z}^d \times \mathcal{V}_N}\).

We define \(P_X \in \mathcal{P}(\Omega_X, \mathcal{F}_X)\) as the product measure such that

\[
P_X(X^Y_{t,x} = e) = \begin{cases} \frac{1}{2^d}, & \text{if } |e| = 1, \\ 0, & \text{if } |e| \neq 1 \end{cases}
\]

for \(e \in \mathbb{Z}^d\) and \((t, x, y) \in \mathbb{N} \times \mathbb{Z}^d \times \mathcal{V}_N\). Here we interpret \(X^Y_{t,x}\) as the step at time \(t + 1\) of the particle \(y\) at time–space location \((t, x)\).

• **Offspring distribution.** We set \(\Omega_q = \mathcal{P}([0, 1]^N)\) where \(\mathcal{P}(\mathbb{N})\) denotes the set of probability measure of \(\mathbb{N}\):

\[
\mathcal{P}(\mathbb{N}) = \left\{ q = (q(k))_{k \in \mathbb{N}} \in [0, 1]^\mathbb{N}; \sum_{k \in \mathbb{N}} q(k) = 1 \right\}.
\]

Thus each \(q \in \Omega_q\) is a function \((t, x) \mapsto q_{t,x} = (q_{t,x}(k))_{k \in \mathbb{N}}\) from \(\mathbb{N} \times \mathbb{Z}^d\) to \(\mathcal{P}(\mathbb{N})\). We interpret \(q_{t,x}\) as the offspring distribution for every particle occupying the time–space location \((t, x)\). The set \(\mathcal{P}(\mathbb{N})\) is equipped with the natural Borel \(\sigma\)-field introduced from that of \([0, 1]^\mathbb{N}\). We denote by \(\mathcal{F}_q\) the product \(\sigma\)-field on \(\Omega_q\).

We define the measurable space \((\Omega_K, \mathcal{F}_K)\) as the set \(\mathbb{N}^{\mathbb{N} \times \mathbb{Z}^d \times \mathcal{V}_N}\) with the product \(\sigma\)-field and \(\Omega_K \ni K = (K^Y_{t,x})_{(t,x,y)\in \mathbb{N} \times \mathbb{Z}^d \times \mathcal{V}_N}\). For each fixed \(q \in \Omega_q\) we define \(P^q_K \in \mathcal{P}(\Omega_K, \mathcal{F}_K)\) as the product measure such that

\[
P^q_K(K^Y_{t,x} = k) = q_{t,x}(k) \quad \text{for all } (t, x, y) \in \mathbb{N} \times \mathbb{Z}^d \times \mathcal{V}_N \text{ and } k \in \mathbb{N}.
\]

We interpret \(K^Y_{t,x}\) as the number of the children born from the particle \(y\) at time–space location \((t, x)\).

We now define the branching random walks in random environment. We fix a product measure \(Q \in \mathcal{P}(\Omega_q, \mathcal{F}_q)\), which describes the i.i.d. offspring distribution assigned to each time–space location. In the following we also use \(Q\) as \(Q\)-expectation, that is, we write \(Q[Y] = \int Y \, dQ\) and \(Q[Y : A] = \int_A Y \, dQ\) for a \(q\)-random variable \(Y\) and an \(\mathcal{F}_q\)-measurable set \(A\). Finally, we define \((\Omega, \mathcal{F})\) by

\[
\Omega = \Omega_X \times \Omega_K \times \Omega_q, \quad \mathcal{F} = \mathcal{F}_X \otimes \mathcal{F}_K \otimes \mathcal{F}_q
\]

and \(P^q, P \in \mathcal{P}(\Omega, \mathcal{F})\) for \(q \in \Omega_q\) by

\[
P^q = P_X \otimes P^q_K \otimes \delta_q, \quad P = \int Q(dq)P^q.
\]
We want to look at $N_{t,y}$ but here we investigate more detailed information. We define $N_{t,x}$ by

\[(1.1) \quad N_{t,x}^y = \begin{cases} 1 & \text{if the particle } y \text{ is located at time–space location } (t,x) \\ 0, & \text{otherwise} \end{cases} \]

for $(t, x, y) \in \mathbb{N} \times \mathbb{Z}^d \times \mathcal{V}_N$. Here we set $N_{0,x}^y = \delta_{0,x}^y$ where $\delta$ is the Dirac function such that

\[\delta_{0,x}^y = \begin{cases} 1, & \text{if } x = 0, y = 1 \in V_0 \\ 0, & \text{otherwise}. \end{cases} \]

Then we can describe $N_{t,x}^y$ inductively by

\[(1.2) \quad N_{t,y}^x = \sum_{x \in \mathbb{Z}^d} N_{t-1,x}^x \mathbbm{1}\{y - x = X_{t-1,x}^x, 1 \leq y/x \leq K_{t-1,x}^x\} \quad \text{for } t \geq 1, \]

where $y/x$ is given for $x, y \in \mathcal{V}_N$ as follows:

\[y/x = \begin{cases} k, & \text{if } x = (1, x_1, \ldots, x_n) \in V_n, y = (1, x_1, \ldots, x_n, k) \in V_{n+1} \\ \infty, & \text{otherwise}. \end{cases} \]

Moreover, $N_{t,y}$ and $N_t$ can be rewritten respectively as

\[(1.3) \quad N_{t,y} = \sum_{y \in \mathcal{V}_N} N_{t,y}^x \quad \text{and} \quad N_t = \sum_{y \in \mathbb{Z}^d} \sum_{y \in \mathcal{V}_N} N_{t,y}^x \]

for $t \in \mathbb{N}, y \in \mathbb{Z}^d$. We remark that the total population is exactly the classical Galton–Watson process if $q_{t,x} = q$, where $q \in \mathcal{P}(\mathbb{N})$ is nonrandom. For simplicity we write (1.2) as

\[(1.4) \quad N_{t,y}^x = \sum_{x \in \mathbb{Z}^d} N_{t-1,x}^x A_{t,x,y}^x \quad \text{for } t \geq 1, \]

where we set

\[A_{t,x,y}^x = \mathbbm{1}\{y - x = X_{t-1,x}^x, 1 \leq y/x \leq K_{t-1,x}^x\}. \]

This formula is similar to the one for directed polymers in random environment and linear stochastic evolutions. For $p > 0$, we write

\[m^{(p)} = Q[m_{t,x}^{(p)}] \quad \text{with} \quad m_{t,x}^{(p)} = \sum_{k \in \mathbb{N}} k^p q_{t,x}(k), \]

\[m = m^{(1)}, \quad m_{t,x} = m_{t,x}^{(1)}. \]

We set

\[(1.5) \quad \overline{N}_{t,y} = N_{t,y}/m', \quad \overline{N}_{t,y} = N_{t,y}/m' \quad \text{and} \quad \overline{N}_t = N_t/m'. \]
for \((t, y, y) \in \mathbb{N} \times \mathbb{Z}^d \times \mathcal{V}_N\). We prove later that \(N_t\) is a martingale with respect to \(\mathcal{F}_t = \sigma(A_s: s \leq t)\) where \(A_t = \{A_{t,x,y}^x: (x, y) \in \mathbb{N} \times \mathcal{V}_N\}\). Therefore, the following limit always exists (see Theorem 1.2): 

\[
N_\infty = \lim_{t \to \infty} N_t, \quad \text{P-a.s.}
\]

It is easy to see that 

\[
a_{y/x} = a_{y-x}^{y/x} = E[A_{1,x,y}^x,y]
\]

(1.6) 

\[
= \begin{cases} 
\frac{1}{2d} \sum_{j \geq k} q(j), & \text{if } |x - y| = 1, y/x = k, k \in \mathbb{N}^*, \\
0, & \text{otherwise,}
\end{cases}
\]

and 

\[
\sum_{y \in \mathbb{Z}^d, y \in \mathcal{V}_N} a_{y/x}^{y/x} = m \quad \text{for } x \in \mathbb{Z}^d, x \in \mathcal{V}_N,
\]

where \(q(j)\) is the \(Q\)-expectation of \(q_{t,x}(j)\).

1.2. Properties. In this section we look through the properties of BRWRE. First we introduce an important Markov chain and represent \(N_t^{x,y}\) by using it. We define the Markov chain \((S_t, P^t_{x,y}) = ((S_1, S_2), P_{S_1,S_2}^{x,y})\) on \(\mathbb{Z}^d \times \mathcal{V}_N\) for \(x = (x, x) \in \mathbb{Z}^d \times \mathcal{V}_N\), independent of \(\{A_t\}_{t \geq 1}\), by 

\[
P^t_{x,y}(S_0 = x) = P_{S_1,S_2}^{x,y}(S_0 = (x, x)) = 1, \quad (x, x) \in \mathbb{Z}^d \times \mathcal{V}_N
\]

and for each \(x, y \in \mathbb{Z}^d, x, y \in \mathcal{V}_N\),

\[
P^t_{x,y}(S_{t+1} = (y, y)|S_t = (x, x))
\]

\[
= \begin{cases} 
\frac{1}{2d} \sum_{j \geq k} q(j), & \text{if } |x - y| = 1, y/x = k \in \mathbb{N}^*, \\
0, & \text{otherwise,}
\end{cases}
\]

We remark that we can regard \(S_1\) and \(S_2\) as independent Markov chains on \(\mathbb{Z}^d\) and \(\mathcal{V}_N\), respectively, and that \(S_1\) is a simple random walk on \(\mathbb{Z}^d\). Here we introduce a certain martingale which is essential to the proof of our results:

\[
\zeta_0 = 1 \quad \text{and} \quad \text{for } t \geq 1 \quad \zeta_t = \prod_{1 \leq s \leq t} \frac{A_{s_t,s_t-1}^{S_t}}{a_{s_t,s_t-1}},
\]

where \(A_{t,s_t-1}^{S_t} = A_{t,s_t-1}^{S_t,S_t} \) and \(a_{s_t,s_t-1}^{S_t} = A_{s_t-1,s_t-1}^{S_t,S_t}\). In fact, this is a martingale with respect to the filtration defined by \(\mathcal{H}_t = \sigma(A_u, S_u; u \leq t)\) as in the following lemma where for \(t = 0\), \(\mathcal{H}_0 = \sigma(S_0)\).
Lemma 1.1. \( \zeta_t \) is a martingale with respect to \( \mathcal{H}_t \). Moreover, we have that
\[
N_{t,y} = m^t E^0_S[\zeta_t; S_t = (y, y)], \quad P\text{-a.s. for } t \in \mathbb{N}, (y, y) \in \mathbb{Z}^d \times V_N,
\]
where \( E^0_S[\cdot] \) denotes the expectation with respect to \( P_0^S = P_{S_1}^{0,1} \).

Proof. Since \( \{A_t\}_{t \geq 1} \) are i.i.d. random variables, it follows from the independence of \( \{A_t\}_{t \geq 1} \) and \( \{S_t\}_{t \geq 1} \) that
\[
E^0_{A,S}[\zeta_t | \mathcal{H}_{t-1}] = E^0_{A,S}[\zeta_{t-1}, S_1, \ldots, S_{t-1}] E^{S_{t-1}}_{A,S} \left[ \frac{A_{t,S_0}^S}{a_{S_1}/S_0} \right]
\]
\[
= \zeta_{t-1}, \quad P_{A,S}^\infty\text{-a.s.,}
\]
where \( P_{A,S}^\infty \) is the product probability measure of \( P \) and \( P_{S}^\infty \) and where \( E^0_{A,S} \) denotes the expectation with respect to \( P_{A,S}^\infty \). We now prove (1.7) by induction. It is easy to see that (1.7) holds for \( t = 0 \). If (1.7) holds for \( t \geq 0 \), then
\[
N_{t+1,y} = \sum_{x \in \mathbb{Z}^d, x \in V_N} N_{t,x} A^x_{t+1,x,y}
\]
\[
= \sum_{x \in \mathbb{Z}^d, x \in V_N} m^t E^0_S[\zeta_t; S_t = (x, x)] A^x_{t+1,x,y}.
\]
Since we have that
\[
A^x_{t+1,x,y} = m E_S^x \left[ \frac{A^S_{t+1,S_0}}{a_{S_1}/S_0}; S_1 = (y, y) \right],
\]
(1.7) holds for \( t + 1 \) and the proof is complete. \( \square \)

We remark that \( N_{t,y} = m^t E^0_S[\zeta_t; S_t^1 = y] \). From this lemma we obtain an important result. The following theorem means that a phase transition occurs for the growth rate of the total population.

Theorem 1.2. \( \overline{N}_t \) is a martingale with respect to \( \mathcal{F}_t = \sigma(A_s: s \leq t) \) and there exists the limit
\[
\overline{N}_\infty = \lim_{t \to \infty} \overline{N}_t, \quad P\text{-a.s.,}
\]
and
\[
E[\overline{N}_\infty] = 1 \quad \text{or} \quad 0.
\]
Moreover, \( E[\overline{N}_\infty] = 1 \) if and only if the limit (1.8) is convergent in \( L^1(P) \).
Before we prove Theorem 1.2 we introduce some notations and definitions. For \((s, z, z) \in \mathbb{N} \times \mathbb{Z}^d \times \mathcal{V}_N\), we define \(N^{s, z, z}_t = (N^{s, z, z}_{t, y})_{(y,y) \in \mathbb{Z}^d \times \mathcal{V}_N}\) and \(N^{s, z, z}_t = (\mathcal{N}^{s, z, z}_{t, y,y})_{(y,y) \in \mathbb{Z}^d \times \mathcal{V}_N}, t \in \mathbb{N}\), respectively by

\[
N^{s, z, z}_0 = \delta_{y,z}, \quad N^{s, z, z}_{t+1} = \sum_{x \in \mathbb{Z}^d, x \in \mathcal{V}_N} N^{s, z, z}_{t, x} A_{s+t+1, x, y}^x, \quad N^{s, z, z}_t = m^{-t} N^{s, z, z}_{t, y,y}.
\]

We remark that we can regard \(N^{s, z, z}_t = \{N^{s, z, z}_{t, y,y}\}_{(y,y) \in \mathbb{Z}^d \times \mathcal{V}_N}\) as the state of the branching random walks starting from particle \(z\) at time–space \((s, z)\) observed at time \(s + t\).

**Proof of Theorem 1.2.** The limit (1.8) exists by the martingale convergence theorem since \(\mathcal{N}_t\) is a nonnegative martingale and \(\ell \overset{\text{def}}{=} E[\mathcal{N}_\infty] \leq 1\) by Fatou’s lemma. To show (1.9) we will prove that \(\ell = \ell^2\) using the argument in [11]. With the notation (1.10) we write

\[
\mathcal{N}_{s+t} = \sum_{z \in \mathbb{Z}^d, z \in \mathcal{V}_N} \mathcal{N}_s^{z} \mathcal{N}_t^{s, z},
\]

where \(\mathcal{N}_s^{z}\) is defined by (1.5) for \((s, z, z) \in \mathbb{N} \times \mathbb{Z}^d \times \mathcal{V}_N\). Since every \((s, z, z) \in \mathbb{N} \times \mathbb{Z}^d \times \mathcal{V}_N\), \(\mathcal{N}_t^{s, z, z}\) is a martingale with respect to \(\mathcal{F}_s^t = \sigma(A_{s+u}; u \leq t)\) and has the same distribution as \(\mathcal{N}_t\), the limit

\[
\mathcal{N}_\infty^{s, z} = \lim_{t \to \infty} \mathcal{N}_t^{s, z}
\]

exists almost surely and is identically distributed as \(\mathcal{N}_\infty\). Moreover, by letting \(t \to \infty\), we have that

\[
\mathcal{N}_\infty = \sum_{z \in \mathbb{Z}^d, z \in \mathcal{V}_N} \mathcal{N}_s^{z} \mathcal{N}_\infty^{s, z}
\]

and hence, by Jensen’s inequality, that

\[
E[\exp(-\mathcal{N}_\infty^s)|\mathcal{F}_s] \geq \exp(-E[\mathcal{N}_\infty^s|\mathcal{F}_s]) = \exp(-\mathcal{N}_s \ell) \geq \exp(-\mathcal{N}_s).
\]

By letting \(s \to \infty\) in the above inequality, we obtain

\[
\exp(-\mathcal{N}_\infty^s) \geq \exp(-\mathcal{N}_\infty \ell) \geq \exp(-\mathcal{N}_\infty)
\]

and thus \(\mathcal{N}_\infty \overset{\text{a.s.}}{=} \mathcal{N}_\infty \ell\). By taking expectation we get \(\ell = \ell^2\). Once we know (1.9), the final statement of the theorem is standard (e.g., [9], formula (5.2), pages 257–258). □
We refer to the case $E[N_\infty] = 1$ as the regular growth phase and to the one $E[N_\infty] = 0$ as the slow growth phase. The regular growth phase means that the growth rate of the total population is the same order as its expectation $m^t$ and the slow growth phase means that, almost surely, the growth rate is slower than the growth rate of its expectation.

We discuss the case of the regular growth phase in this article. The slow growth phase is partially studied in [10]. If $N_t$ is uniformly square integrable then it is the regular growth phase since $N_t$ is a martingale.

Here we give the main theorem in this article.

**Theorem 1.3.** Suppose that $d \geq 3$ and

$$(1.11) \quad m > 1, \quad m^{(2)} < \infty \quad \text{and} \quad \frac{Q((m_{t,x})^2)}{m^2} < \frac{1}{\pi_d},$$

where $\pi_d$ is the return probability of a simple random walk in $\mathbb{Z}^d$. Then for all $f \in C_b(\mathbb{R}^d)$,

$$
(1.12) \quad \lim_{t \to \infty} \sum_{x \in \mathbb{Z}^d} f\left(\frac{x}{\sqrt{t}}\right)N_{t,x} = N_\infty \int_{\mathbb{R}^d} f(x) d\nu(x), \quad P\text{-a.s.,}
$$

where $C_b(\mathbb{R}^d)$ stands for the set of bounded continuous functions on $\mathbb{R}^d$ and $\nu$ is the Gaussian measure with mean 0 and covariance matrix $\frac{1}{d}I$.

The proof of Theorem 1.3 will be given in the next section.

**Remark.** From Lemma 1.1 we can rewrite (1.12) as

$$(1.13) \quad \lim_{t \to \infty} E^0_S \left[ f\left(\frac{S^1_t}{\sqrt{t}}\right) \zeta_t \right] = N_\infty \int_{\mathbb{R}^d} f(x) d\nu(x), \quad P\text{-a.s.}$$

In Lemma 2.2 we see that (1.11) is equivalent to $\sup_{t \geq 1} E[(N_t)^2] < \infty$ so that we have $E[N_\infty] = 1$, that is, $P(N_\infty > 0) > 0$. Also, if we set $\rho_t(x) = \frac{N_t}{N_\infty}1\{N_t > 0\}$, we can interpret $\rho_t(x)$ as the density of the particles. From this observation we can regard Theorem 1.3 as a central limit theorem for probability measures with the density $\rho_t(\sqrt{t}x)$ on $\{N_\infty > 0\}$.

1.3. Relation to directed polymers in random environment. In the end of this section we discuss the relation between BRWRE and DPRE (see [20], pages 1631–1634, for more detailed information).

• Random walk. $(S'_t, P^e_{S'})$ is a simple random walk on $d$-dimensional lattice defined on the canonical path space $(\Omega_{S'}, \mathcal{F}_{S'})$. $P^e_{S'}$ is the unique probability measure on $(\Omega_{S'}, \mathcal{F}_{S'})$ such that $S'_1 - S'_0, \ldots, S'_t - S'_{t-1}$ are independent and

$$
P^e_{S'}(S'_0 = x) = 1, \quad P^e_{S'}(S'_{t+1} - S'_t = e) = \begin{cases} 
\frac{1}{2d}, & \text{if } |e| = 1, \\
0, & \text{if } |e| \neq 1,
\end{cases}$$
where \( e \in \mathbb{Z}^d \). For \( x = 0 \) we write simply \( P_{S'} \) as \( P_{S'}^0 \). We denote by \( E_{S'}^\mathcal{Z} \) the \( P_{S'}^\mathcal{Z} \)-expectation. We can regard \((S'_t, P_{S'}^\mathcal{Z})\) as an independent copy of \((S_1^t, P_{S_1}^\mathcal{Z})\).

- **Random environment.** \( \eta = \{ \eta_{t,x} : (t, x) \in \mathbb{N} \times \mathbb{Z}^d \} \) are \( \mathbb{R} \)-valued i.i.d. random variables which are nonconstant and defined on a probability space \((\Omega_\eta, \mathcal{F}_\eta, Q')\) such that
  \[
  e^{\lambda(\beta)} \overset{\text{def}}{=} Q'[\exp(\beta \eta_{t,x})] < \infty \quad \text{for all } \beta \in \mathbb{R}.
  \]

- **Polymer measure.** For any \( t \in \mathbb{N} \), define the polymer measure \( \mu_t \) on \((\Omega_{S'}, \mathcal{F}_{S'})\) by
  \[
  d\mu_t = \frac{1}{Z_t} \exp(\beta H_t - t \lambda(\beta)) \, dP_{S'},
  \]
  where \( \beta > 0 \) is a parameter and
  \[
  H_t = \sum_{u=0}^{t-1} \eta_{u,S'_u} \quad \text{and} \quad Z_t = E_0^\mathcal{Z}[\exp(\beta H_t - t \lambda(\beta))]
  \]
  are the Hamiltonian and the partition functions. We call this system the directed polymers in random environment.

Coming back to BRWRE, fix the environment \( q = \{ q_{t,x} : (t,x) \in \mathbb{N} \times \mathbb{Z}^d \} \) with \( m_{t,x} > 0 \), \( Q \)-a.s. Set \( \exp(\beta \eta_{t,x}) = m_{t,x} \) for each \((t, x) \in \mathbb{N} \times \mathbb{Z}^d \). Then we have from Lemma 1.1 that

\[
E^q[N_{t,x}] = E_0^\mathcal{Z}[\exp(\beta H_t - t \lambda(\beta)) : S'_t = x] \quad \text{and} \quad E^q[N_t] = Z_t,
\]

where \( E^q[\cdot] \) denotes the expectation with respect to \( P^q \) since we have that

\[
E^q[A^{x,y}_{t,x,x}] = \begin{cases} 
  \frac{1}{2d} \sum_{j \geq k} q_{t-1,x}(j), & \text{if } |x - y| = 1, y/x = k, \\
  0, & \text{otherwise.}
\end{cases}
\]

Here we remark that \( \lambda(\beta) = \log(m) \) so we can construct DPRE from BRWRE. In [20] we find the converse, that is, how to construct i.i.d. random offspring distributions \( q_{t,x} \) from the environment \( \eta_{t,x} \).

2. **Proof of Theorem 1.3.**

2.1. **Preparation.** First we introduce some useful notations. We define \( w(x, \tilde{x}, y, \tilde{y}) \) for \( x = (x_1, x_2), \tilde{x} = (\tilde{x}_1, \tilde{x}_2), y = (y_1, y_2), \tilde{y} = (\tilde{y}_1, \tilde{y}_2) \in \mathbb{N} \times \mathbb{V}_\mathbb{N} \) by

\[
w(x, \tilde{x}, y, \tilde{y}) = \frac{E[A_{1,x_1,y_1} A_{1,\tilde{x}_1,\tilde{y}_1}]}{a_{y/x} a_{\tilde{y}/\tilde{x}}}
\]

(2.1)
Let $(\tilde{S}_t, P_{\tilde{S}})$ be an independent copy of $(S_t, P_S)$ and $P_{S,\tilde{S}}^x$ be the product measure of $P_S^x$ and $P_{\tilde{S}}^x$ for $x, \tilde{x} \in \mathbb{Z}^d \times \mathcal{V}_N$. Then we have the following Feynmann–Kac formula:

**Lemma 2.1.** For $t \in \mathbb{N},(y, y), (\tilde{y}, \tilde{y}) \in \mathbb{Z}^d \times \mathcal{V}_N$, 

$$(2.2) \quad E[\overline{N}_t, x, \overline{N}_{t,\tilde{y}}] = E_{S,\tilde{S}}^{0,0}[e_t; (S_t, \tilde{S}_t) = ((y, y), (\tilde{y}, \tilde{y}))],$$

where $e_t$ is defined by

$$e_t = \prod_{u=1}^t w(S_{u-1}, \tilde{S}_{u-1}, S_u, \tilde{S}_u).$$

**Proof.** From Lemma 1.1 we can write that

$$E[\overline{N}_{t, y}, \overline{N}_{t, \tilde{y}}] = E_{S}^{0}[\zeta_t; S_t = (y, y)]E_{\tilde{S}}^{0}[\zeta_{\tilde{t}}; \tilde{S}_t = (\tilde{y}, \tilde{y})]$$

$$= E_{S,\tilde{S}}^{0,0}[\zeta_t \zeta_{\tilde{t}}; (S_t, \tilde{S}_t) = ((y, y), (\tilde{y}, \tilde{y}))],$$

where $\zeta_t$ is $\zeta_t$ defined by $\tilde{S}_t$. It is easy to see that the $P$-expectation of the right-hand side coincides with the right-hand side of (2.2) from Fubini’s theorem. □

By using this formula we can represent the uniform square integrability of $\overline{N}_t$ in terms of the environment, that is, $\{q_{t,x}; (t, x) \in \mathbb{N} \times \mathbb{Z}^d\}$. This is the same condition as in [20].

**Lemma 2.2.** Suppose $d \geq 3$. Then the following are equivalent.

(i) $\sup_{t \geq 1} E[(\overline{N}_t)^2] < \infty$. 

(ii) $m > 1, m^{(2)} < \infty$ and $\alpha = \frac{Q[(m, \bar{m})^2]}{m^2} < \frac{1}{\pi_d}$, where $\pi_d$ is the return probability of a simple random walk in $\mathbb{Z}^d$.

**Proof.** (i) $\Rightarrow$ (ii): From Lemma 2.1 we can write that

$$E[(\bar{N}_t)^2] = E_{S,S}[e_t].$$

(2.3)

It follows from Fatou’s lemma that

$$E_{S,S}^0 \left( \liminf_{t \to \infty} e_t \right) \leq \sup_{t \geq 1} E[(\bar{N}_t)^2] < \infty.$$

By definition we can see that $e_t = e_{t+1}$ on $\{S_t^1 \neq \tilde{S}_t^1\}$ almost surely. The random walk $S_t^1 - \tilde{S}_t^1$ is transient since it is irreducible on $\mathbb{Z}^d$ for $d \geq 3$ and hence the limit $e_\infty = \lim_{t \to \infty} e_t$ exists $P_{S,S}^{x,\bar{x}}$-almost surely. Let $\tau$ be the first splitting time

$$\tau = \inf\{t \geq 1; S_t \neq \tilde{S}_t\}.$$  

Then it is easy to see that

$$E_{S,S}^0[e_{\tau}; S_\tau^1 \neq \tilde{S}_\tau^1] = 0$$

since $w(x, \bar{x}, y, y') = 0$ when $x = \bar{x}$ and $y_1 \neq y_1$. This implies that

$$e_\tau = 0, \quad P_{S,S}^{0,0}\text{-a.s. on } \{S_\tau^1 \neq \tilde{S}_\tau^1\}. \tag{2.5}$$

If $S_u^2 \neq \tilde{S}_u^2$, then $S_t^2 \neq \tilde{S}_t^2$ for $u \leq t$ and, therefore, it is clear that $w(S_t, \tilde{S}_t, S_{t+1}, \tilde{S}_{t+1})$ depends only on $S_t^1 - \tilde{S}_t^1$, $S_{t+1}^2 - \tilde{S}_{t+1}^2$, and $S_t^2 - \tilde{S}_t^2$ for $u \leq t$ (shift invariance). From this we have that

$$E_{S,S}^{x,\tilde{x}}[e_\infty] \text{ is constant for } x = (y, x_2), \tilde{x} = (y, \tilde{x}_2) \in \mathbb{Z}^d \times \mathcal{V}_h, x_2 \neq \tilde{x}_2. \tag{2.6}$$

From (2.5), (2.6) and Markov property we can deduce that

$$\infty > E_{S,S}^0[e_\infty] = \sum_{k=1}^{\infty} E_{S,S}^0[e_\tau E_{S,S}^{x,\tilde{x}}[e_\infty]; \tau = k]$$

$$= \sum_{k=1}^{\infty} E_{S,S}^0[e_\tau; \tau = k] E_{S,S}^{x,\tilde{x}}[e_\infty], \tag{2.7}$$

where $E_{S,S}^{x,\tilde{x}}$ denotes the expectation with respect to $P_{S,S}^{x,\tilde{x}}$ for $x = (0, x_2), \tilde{x} = (0, \tilde{x}_2), x_2 \neq \tilde{x}_2 \in \mathcal{V}_h$. In the following we use $E_{S,S}^{x,\tilde{x}}$ in this sense.
It is easy to see that $E_{S,\tilde{S}}^{0,0}[e_t;\tau > t] = m^{-t}$. Indeed, for $t = 1$ we have that
\begin{align*}
E_{S,\tilde{S}}^{0,0}[e_1;\tau > 1] &= E_{S,\tilde{S}}^{0,0}[w(0,0,S_1,\tilde{S}_1); S_1 = \tilde{S}_1] \\
&= E_{S,\tilde{S}}^{0,0}[(a_{S_1/0})^{-1}; S_1 = \tilde{S}_1] \\
&= m^{-1} \quad (\because (1.6)).
\end{align*}
By induction we have from Markov property that
\begin{align*}
E_{S,\tilde{S}}^{0,0}[e_t;\tau > t] &= E_{S,\tilde{S}}^{0,0}[e_t; S_j = \tilde{S}_j,j = 1,\ldots,t] \\
&= E_{S,\tilde{S}}^{0,0}[e_{t-1}; S_j = \tilde{S}_j,j = 1,\ldots,t - 1] E_{S,\tilde{S}}^{0,0}[e_1; S_1 = \tilde{S}_1] \\
&= m^{-t}.
\end{align*}
Also, it is easy to see that $E_{S,\tilde{S}}^{0,0}[e_1;S_1 \neq \tilde{S}_1] = m^{-2}(m(2) - m)$. Indeed we have that
\begin{align*}
E_{S,\tilde{S}}^{0,0}[e_1;S_1 \neq \tilde{S}_1] \\
&= \sum_{y \neq \tilde{y}} \sum_{y_1 \in \mathbb{Z}^d} E_{S,\tilde{S}}^{0,0}[w(0,0,y,\tilde{y}); S_1 = (y_1,\tilde{y}), S_1 = (y_1,\tilde{y})] \\
&= m^{-2} \sum_{y \neq \tilde{y}} \sum_{y_1 \in \mathbb{Z}^d} \left( \max\{a_{y/0}, a_{\tilde{y}/0}\} \right)^{-1} a_{y/0}a_{\tilde{y}/0} \\
&= m^{-2} \sum_{\ell \neq k} \min \left\{ \sum_{j \geq k} q(j), \sum_{j \geq \ell} q(j) \right\} \\
&= m^{-2} \sum_{k \geq 1} 2(k - 1) \sum_{j \geq k} q(j) \\
&= m^{-2}(m(2) - m).
\end{align*}
From this we can calculate $E_{S,\tilde{S}}^{0,0}[e_r;\tau = t]$ as follows:
\begin{align*}
E_{S,\tilde{S}}^{0,0}[e_r;\tau = t] &= E_{S,\tilde{S}}^{0,0}[e_{t-1}1_{\{\tau > t-1\}} E_{S,\tilde{S}}^{0,0}[e_1; S_1 \neq \tilde{S}_1]] \\
&= m^{-(t-1)}m^{-2}(m(2) - m).
\end{align*}
Later we will prove
\begin{equation*}
(*) \quad E_{S,\tilde{S}}^{x,\tilde{x}}[e_\infty; S^1_t \neq \tilde{S}^1_t, t \in \mathbb{N}^+] = \alpha(1 - \pi_d) > 0.
\end{equation*}
These imply that $m > 1$ and $m(2) < \infty$ from (2.7). In the remainder we check
\begin{equation*}
(*) \quad \text{and that } E_{S,\tilde{S}}^{x,\tilde{x}}[e_\infty] < \infty \text{ implies that } \alpha < \frac{1}{\pi_d}.
\end{equation*}
We divide $E_{S,S}^{x,\tilde{x}}[e_\infty]$ according to the number of meetings of two random walks $(S^1_t, \tilde{S}^1_t)$.

$$E_{S,S}^{x,\tilde{x}}[e_\infty] = \sum_{\ell=0}^{\infty} E_{S,S}^{x,\tilde{x}}[e_\infty; \tau \ell < \infty, \tau_{\ell+1} = \infty],$$

where we define $\tau_0 = 0$, $\tau_\ell = \inf\{t > \tau_{\ell-1}; S^1_t = \tilde{S}^1_t\}$ for $\ell \geq 1$ with $\inf \emptyset = +\infty$. We can obtain that

$$E_{S,S}^{x,\tilde{x}}[e_{\tau_1}; \tau_1 < \infty] = E_{S,S}^{x,\tilde{x}}[E_{S,S}^{x,\tilde{x}}[e_{\tau_1}; \tau_1 < \infty] = \alpha \pi_d.$$

To justify these equalities we first remark that $w(S_{t-1}, \tilde{S}_{t-1}, S_t, \tilde{S}_t) = 1$ for $2 \leq t \leq \tau_1 \leq \infty$ $P_{S,S}^{x,\tilde{x}}$-a.s. So we can write $e_{\tau_1} = w(S_0, \tilde{S}_0, S_1, \tilde{S}_1)$ $P_{S,S}^{x,\tilde{x}}$-a.s. and we see its $P_{S,S}^{x,\tilde{x}}$ independence of $(S^1, \tilde{S}^1)$ from (2.1). Next we have that $P_{S^1,\tilde{S}^1}^{x,\tilde{x}}$-

\[
E_{S^2,\tilde{S}^2}^{x,\tilde{x}}[e_{\tau_1}] = E_{S^2,\tilde{S}^2}^{x,\tilde{x}}[w(S_0, \tilde{S}_0, S, \tilde{S})]
\]

(2.10)

\[
= \sum_{k,\ell \geq 1} \frac{E[\sum_{i \geq k} q_{0,0}(i) \sum_{j \geq \ell} q_{0,0}(j)]}{\sum_{i \geq k} q(i) \sum_{j \geq \ell} q(j)} \frac{m^2}{m^2}
\]

(2.11)

Also we know that

$$P_{S^1,\tilde{S}^1}^{x,\tilde{x}}[\tau_1 < \infty] = P_{S^1,\tilde{S}^1}^{x,\tilde{x}}[S^1_\ell = \tilde{S}^1_\ell, 3 \geq t \geq 1] = P_{S}^{0,0}[S^1_t = 0, 3 \geq t \geq 1] = \pi_d.$$ 

These imply (\(*\)). Also, it follows from Markov property that

$$E_{S,S}^{x,\tilde{x}}[e_\infty] = \sum_{\ell=0}^{\infty} (E_{S,S}^{x,\tilde{x}}[e_{\tau_1}; \tau_1 < \infty])^\ell E_{S,S}^{x,\tilde{x}}[e_\infty; \tau_1 = \infty]
\]

$$= \sum_{\ell=0}^{\infty} (\alpha \pi_d)^\ell \alpha (1 - \pi_d) < \infty,$$

and therefore this implies that $\alpha \pi_d < 1$.

(ii) $\Rightarrow$ (i) This has been proved in [20], Theorem 1.1, page 1623. □

The next theorem means the delocalization (see the remark after the proof).
Theorem 2.3. Suppose \( d \geq 3 \) and (1.11). Then there exists a constant \( C \) such that
\[
E_{S,\tilde{S}}^{0,0}[e_t; S_t^1 = \tilde{S}_t^1] \leq Ct^{-d/2} \quad \text{for all } t \in \mathbb{N}.
\]

Remark. This theorem has been already proved in [20], Proposition 1.3, page 1624, but we prove it in this article by another way because it contains a certain important estimate which is used in the proof of our main theorem.

Proof of Theorem 2.3. From the same argument as in the proof of Lemma 2.2, we can obtain that
\[
E_{S,\tilde{S}}^{0,0}[e_t; S_t^1 = \tilde{S}_t^1] = E_{S,\tilde{S}}^{0,0}[e_t; \tau > t] + \sum_{k=1}^{t} E_{S,\tilde{S}}^{0,0}[e_t; \tau = k, S_t^1 = \tilde{S}_t^1]
\]
\[
= m^{-t} + \sum_{k=1}^{t} m^{-k+1} c E_{S,\tilde{S}}^x[e_{t-k}; S_{t-k}^1 = \tilde{S}_{t-k}^1] + m^{-t+1} c,
\]
where \( c \) is the constant given by \( m^{-2}(m^{(2)} - m) \) and where in the last term we used (2.8) and (2.9). It is clear that \( m^{-t} + m^{-t+1} c \leq Ct^{-d/2} \) and hence it is enough to estimate \( E_{S,\tilde{S}}^x[e_{t-k}; S_{t-k}^1 = \tilde{S}_{t-k}^1] \). By using \( \tau_j, j \geq 0 \), we can rewrite it as
\[
E_{S,\tilde{S}}^x[e_{t-k}; S_{t-k}^1 = \tilde{S}_{t-k}^1] = \sum_{k=1}^{t-k} E_{S,\tilde{S}}^x[e_{t-k}; \tau_\ell = t-k]
\]
\[
= \sum_{k=1}^{t-k} \sum_{t_1 + \cdots + t_{\ell-k} = t-k} E_{S,\tilde{S}}^x[e_{t-k}; \tau_1 = t_1, \tau_2 = t_2, \ldots, \tau_\ell - \tau_{\ell-1} = t_\ell].
\]
If we set \( a_t = E_{S,\tilde{S}}^x[e_{\tau_1}; \tau_1 = t] \), then it follows from Markov property and shift invariance that
\[
E_{S,\tilde{S}}^x[e_{t-k}; \tau_1 = t_1, \tau_2 - \tau_1 = t_2, \ldots, \tau_{\ell-1} - \tau_{\ell-1} = t_\ell] = a_{t_1} a_{t_2} \cdots a_{t_\ell},
\]
if \( t_1 + \cdots + t_{\ell} = t - k \). We remark that from (2.10)
\[
a_t = \alpha P_{S,\tilde{S}}^{0,0}(\tau_1 = t) \leq c_1 t^{-d/2},
\]
(2.13)
\[
\sum_{t \geq 1} a_t = E_{S,\tilde{S}}^x[e_{\tau_1}; \tau_1 < \infty] = \eta = \alpha \pi_d < 1 \quad \text{and}
\]
\[
\sum_{t \geq 1} \sum_{t_1 + \cdots + t_{\ell} = t} a_{t_1} \cdots a_{t_{\ell}} = (E_{S,\tilde{S}}^x[e_{\tau_1}; \tau_1 < \infty])^\ell = \eta^\ell,
\]
where we used on the first line the fact that sup_{x \in \mathbb{Z}^d} P_{S_1}[S_1^t = x] = O(t^{-d/2}).

From these properties we prove that there exist $\beta < 1$ and $C_1 > 0$ such that
\begin{equation}
\sum_{t_1 + \cdots + t_\ell = t} a_{t_1} \cdots a_{t_\ell} \leq C_1 \beta^\ell t^{-d/2} \quad \text{for all } t \geq 1.
\end{equation}

We consider the sequence $\{c_k\}_{k \geq 1}$ satisfying that for $0 < \varepsilon < 1$,
\begin{equation}
c_{k+1} = \frac{c_1}{(1 - \varepsilon)^{d/2}} \eta^k + \frac{c_k}{\varepsilon^{d/2}} \eta,
\end{equation}
where $c_1$ is given in (2.13). First we will prove for all $k \geq 1$ the following inequality holds:
\begin{equation}
\sum_{t_1 + \cdots + t_k = t} a_{t_1} \cdots a_{t_k} \leq c_k t^{-d/2} \quad \text{for all } t \geq 1.
\end{equation}

Indeed this inequality holds for $k = 1$. Suppose (2.16) holds for $k \geq 1$. Then we have the following inequality from (2.13):
\begin{align*}
\sum_{t_1 + \cdots + t_{k+1} = t} a_{t_1} \cdots a_{t_{k+1}} &= \sum_{s=k}^{t-1} \left( \sum_{t_1 + \cdots + t_k = s} a_{t_1} \cdots a_{t_k} \right) a_{t-s} \\
&\leq \sum_{s \leq \varepsilon t} \left( \sum_{t_1 + \cdots + t_k = s} a_{t_1} \cdots a_{t_k} \right) c_1 (t-s)^{-d/2} + \sum_{\varepsilon t \leq s \leq t} c_k s^{-d/2} a_{t-s} \\
&\leq \sum_{s \leq \varepsilon t} \left( \sum_{t_1 + \cdots + t_k = s} a_{t_1} \cdots a_{t_k} \right) c_1 (t-\varepsilon t)^{-d/2} + \sum_{\varepsilon t \leq s \leq t} c_k (\varepsilon t)^{-d/2} a_{t-s} \\
&\leq \eta^k c_1 (t-\varepsilon t)^{-d/2} + \eta c_k (\varepsilon t)^{-d/2} \\
&= c_{k+1} t^{-d/2}
\end{align*}

and hence (2.16) holds for $k + 1$. We choose $\varepsilon$ such that $\eta < \varepsilon^{d/2} < 1$. Then we have $c_k \leq C(\varepsilon^{d/2})^k$ for all $k \geq 1$ by simple calculation and (2.14) follows.

Therefore, we obtain that
\begin{align*}
E_{S,S_1}[\rho^{\varepsilon,x}_{t-k}; S_1^{t-k}] \leq \sum_{t=1}^{\infty} C_1 \beta^t (t-k)^{-d/2} \leq C_2 (t-k)^{-d/2}
\end{align*}

and from this it is easy to check (2.12). \hfill \Box

**Remark.** We define $\rho_t^*$ and $R_t$ by
\begin{align*}
\rho_t^* &= \max_{x \in \mathbb{Z}^d} \rho_t(x) \quad \text{and} \quad R_t = \sum_{x \in \mathbb{Z}^d} \rho_t^2(x).
\end{align*}
\( \rho^* \) is the density at the most populated site while \( R_t \) is the probability that a given pair of particles at time \( t \) are at the same site. Clearly \((\rho^*)^2 \leq R_t \leq \rho^* \).

The above theorem can be interpreted as if we suppose that \( d \geq 3 \) and (1.11), then

\[
R_t = \mathcal{O}(t^{-d/2}) \quad \text{in } P(\cdot|\mathbb{N}_\infty > 0)-\text{probability}.
\]

This can be seen as follows:

\[
R_t = \frac{1}{N_t^2} \sum_{x \in \mathbb{Z}^d} N_{t,x}^2 \mathbb{1}\{N_t > 0\} = \frac{1}{N_t^2} \sum_{x \in \mathbb{Z}^d} N_{t,x}^2 \mathbb{1}\{N_t > 0\}
\]

and \( \lim_{t \to \infty} N_t = \mathbb{N}_\infty > 0, \quad P(\cdot|\mathbb{N}_\infty > 0)-\text{a.s.} \) However, we know from Lemma 2.1 and Theorem 2.3 that

\[
E \left[ \sum_{x \in \mathbb{Z}^d} N_{t,x}^2 \mathbb{1}\{N_\infty > 0\} \right] = \mathcal{O}(t^{-d/2}),
\]

since \( P(\mathbb{N}_\infty > 0) > 0 \).

2.2. Some propositions. We now show Theorem 1.3 by using the argument in [4]. First we introduce some notations. Let \( \{\xi_t\}_{t \geq 1} \) be i.i.d. random variables with values in \( \mathbb{R}^d \). We denote by \( X_t \) a random walk whose steps are given by the \( \xi_t \)'s. Moreover, we assume that \( E[\exp(\theta \cdot \xi_1)] < \infty \) for \( \theta \) in a neighborhood of 0 in \( \mathbb{R}^d \). We define \( \rho(\theta) \) by

\[
(2.17) \quad \rho(\theta) = \ln E[\exp(\theta \cdot \xi_1)].
\]

Then it is obvious that

\[
\exp(\theta \cdot X_t - t \rho(\theta))
\]

is a martingale with respect to the filtration of the random walk.

We will use standard notation \( x^n = x_1^{n_1} \cdots x_d^{n_d} \) and \( \left( \frac{\partial}{\partial x}\right)^n = \left( \frac{\partial}{\partial x_1} \right)^{n_1} \cdots \left( \frac{\partial}{\partial x_d} \right)^{n_d} \) for \( n = (n_1, \ldots, n_d) \in \mathbb{N}^d \) and \( x \in \mathbb{R}^d \). For \( n = (n_1, \ldots, n_d) \in \mathbb{N}^d \) the polynomial \( W_n(t, x) \) is defined by

\[
W_n(t, x) = \left( \frac{\partial}{\partial \theta} \right)^n \exp(\theta \cdot x - t \rho(\theta))|_{\theta=0},
\]

where \( |n| = n_1 + \cdots + n_d \). We write

\[
(2.18) \quad W_n(t, x) = \sum_{(i,j) \in \mathbb{N}^{d-1} \times \mathbb{N}} A_n(i, j) x^i y^j.
\]

The coefficients \( A_n(i, j) \) depend on the derivatives of \( \rho \) in 0. The following lemma gives some useful properties of \( W_n(t, x) \).
LEMMA 2.4. For a general random walk with $\exp(\rho(\theta)) < \infty$ for $\theta$ in a neighborhood of 0 and $E[\xi_1] = 0$, we have:
(a) If $|i| + 2j > |n|$, then $A_n(i, j) = 0$.
(b) Coefficients with $|i| + 2j = |n|$ depend only on the second derivatives of $\rho$ at 0, that is, on the covariance of $\xi_1$.
(c) If $|i| = |n|$, then $A_n(i, 0) = \delta_{i_1,n_1}\delta_{i_2,n_2} \cdots \delta_{i_d,n_d}$.

PROOF. We have that $(\frac{\partial}{\partial \theta})(x \cdot \theta - tp(\theta))|_{\theta=0} = x_i$ and $(\frac{\partial}{\partial \theta})^4(x \cdot \theta - tp(\theta))|_{\theta=0} = -t(\frac{\partial}{\partial \theta})^4(p(\theta))|_{\theta=0}$ for $|i| \geq 2$ since $\frac{\partial}{\partial \theta} p(\theta)|_{\theta=0} = 0$. (a)-(c) follow from Faà di Bruno’s formula [8], Theorem 2.1, page 505, and from the fact that $\frac{d^k}{dx^k} e^t|_{x=0} = 1$ for all $k \in \mathbb{N}$. □

$W_n(t, X_t)$ is a martingale with respect to the filtration of the random walk. Coming back to Markov chain $(S, P^S)$ we have that

$$W_n(t, S_t) = E^S_n[W_n(t, S_t^1)\zeta_t]$$

is an $F_t$-martingale since $\zeta_t$ is an $H_t$-martingale. Indeed we have that for any set $B \in F_{t-1}$,

$$E_A[E^S_n[W_n(t, S_t^1)\zeta_t]:B] = E^S_n[W_n(t, S_t^1)E[\zeta_t:B]]$$

$$= E^S_n[W_n(t, S_t^1)E[\zeta_{t-1}:B]]$$

$$= E_A[E^S_n[W_n(t-1, S_{t-1}^1)\zeta_{t-1}]:B]$$

$$= E_A[E^S_n[W_n(t-1, S_{t-1}^1)\zeta_{t-1}]:B].$$

PROPOSITION 2.5. Suppose $d \geq 3$ and (1.11). Then we have that for each $n \in \mathbb{N}^d$ with $|n| \neq 0$,

$$\lim_{t \to \infty} t^{-|n|/2} Y_n(t) = 0, \quad P\text{-a.s.}$$

PROOF. We show that the $F_t$-martingale

$$Z_t = \sum_{s=1}^{t} s^{-|n|/2} (Y_n(s) - Y_n(s-1))$$

remains $L^2$-bounded. This implies that $Z_t$ converges a.s. and hence Proposition 2.5 follows from Kronecker’s lemma for $|n| \neq 0$. For simplicity we write $W_n(t, S_t^1) = W_n(t, S)$. It is enough to show that $E[(Y_n(t) - Y_n(t-1))^2] \leq C t^{|n|-d/2}$. Indeed it is obvious that

$$\sup_{t \geq 1} E[Z_t^2] = \sum_{s=1}^{\infty} s^{-|n|} E[(Y_n(s) - Y_n(s-1))^2]$$
and hence, if we show that \( E[(Y_n(t) - Y_n(t-1))^2] \leq Ct^{[n] - d/2} \), then the right-hand side of (2.20) is finite. We can write that
\[
E[(Y_n(t) - Y_n(t-1))^2] = E[(E^0_S|W_n(t, S)\xi_t - W_n(t-1, S)\xi_{t-1})]^2
\]
\[
= E[(E^0_S|W_n(t, S)(\xi_t - \xi_{t-1})]
\]
\[
+ E^0_S((W_n(t, S) - W_n(t-1, S))\xi_{t-1})]^2)
\]
(2.21)
where we use the fact that \( E^0_S([W_n(t, S) - W_n(t-1, S)]\xi_{t-1}) = 0 \) P-a.s. from the observation after the proof of Lemma 2.4. Moreover, we have that
the right-hand side of (2.21)
\[
= E[E^0_S(W_n(t, S)(\xi_t - \xi_{t-1}))E^0_S(W_n(t, \tilde{S})(\xi_t - \xi_{t-1}))]
\]
\[
= E^0_{S, \tilde{S}}[W_n(t, S)W_n(t, \tilde{S})]
\]
(2.22)
\[
\times E \left[ \xi_{t-1}\xi_{t-1} \left( \frac{A^S_{t, S_{t-1}}}{a_{S_t/S_{t-1}}} - 1 \right) \left( \frac{A^{\tilde{S}_t}_{t, \tilde{S}_{t-1}}}{a_{\tilde{S}_t/\tilde{S}_{t-1}}} - 1 \right) \right]
\]
\[
= E^0_{S, \tilde{S}}[W_n(t, S)W_n(t, \tilde{S})(\xi_t - \xi_{t-1})1\{S^{1}_{t-1} = \tilde{S}^{1}_{t-1}\}]
\]
\[
= E^0_{S, \tilde{S}}[||W_n(t, S)||^2(\xi_t - \xi_{t-1})1\{S^{1}_{t-1} = \tilde{S}^{1}_{t-1}\}],
\]
where we used on the last line the following facts obtained from Markov property and (2.1):
\[
E \left[ \xi_{t-1}\xi_{t-1} \left( \frac{A^S_{t, S_{t-1}}}{a_{S_t/S_{t-1}}} - 1 \right) \left( \frac{A^{\tilde{S}_t}_{t, \tilde{S}_{t-1}}}{a_{\tilde{S}_t/\tilde{S}_{t-1}}} - 1 \right) \right] = e_{t-1}(w(S_{t-1}, \tilde{S}_{t-1}, S_t, \tilde{S}_t) - 1)
\]
and \( w(S_{t-1}, \tilde{S}_{t-1}, S_t, \tilde{S}_t) = 1 \) P^0_{S, \tilde{S}}-a.s. on \( \{S^{1}_{t-1} \neq \tilde{S}^{1}_{t-1}\} \).

It is easy to see that \( ||W_n(t, S)||^2 \leq C_3||S^{1}_{t-1}||^{2[\{n]} + C_4t^{[n]} \) from Lemma 2.4, where \( C_3 \) and \( C_4 \) are constants dependent only on \( n \) and \( d \). We have already proved that \( E^0_{S, \tilde{S}}[e_t; S^1_t = \tilde{S}^1_t] \leq Ct^{-d/2} \). Therefore, from (2.22) we have to estimate the values \( E^0_{S, \tilde{S}}[||S^1_t||^{2[\{n]}]e_t1\{S^1_t = \tilde{S}^1_t\}] \) and \( E^0_{S, \tilde{S}}[||S^1_t||^{2[\{n]}]e_t+11\{S^1_t = \tilde{S}^1_t\}] \). However, we know from Markov property that
\[
E^0_{S, \tilde{S}}[||S^1_t||^{2[\{n]}]e_t+11\{S^1_t = \tilde{S}^1_t\}]
\]
\[
= E^0_{S, \tilde{S}}[||S^1_t||^{2[\{n]}]e_t1\{S^1_t = \tilde{S}^1_t\}]E^S_{S, \tilde{S}}[w(S_t, \tilde{S}_t, S_{t+1}, \tilde{S}_{t+1})]
\]
\[
\leq \max\left( \frac{m^{(2)}}{m^2}, \alpha \right) E^0_{S, \tilde{S}}[||S^1_t||^{2[\{n]}]e_t1\{S^1_t = \tilde{S}^1_t\}],
\]
where we used the fact that

\[ E_{S,\bar{S}}^{\gamma,\bar{\gamma}}[w(y, \bar{y}, S_1, \bar{S}_1)] = \begin{cases} 
\frac{m(2)}{m^2}, & \text{if } y = \bar{y}, \ y = \bar{y}, \\
\alpha, & \text{if } y = \bar{y}, \ y \neq \bar{y}.
\end{cases} \]

Therefore, it is enough to show that \( E_{S,\bar{S}}^{0,0}[|S_t^1|^{2|n|}e_t \mathbf{1}\{S_t^1 = \bar{S}_t^1\}] \leq Ct|n|^{-d/2} \).

We define \( \sigma_k \) for \( k \in \mathbb{N} \) by

\[ \sigma_0 = \inf\{t \geq 0; S_t \neq \bar{S}_t\} \quad \text{and} \quad \sigma_k = \inf\{t > \sigma_{k-1}; S_t^1 = \bar{S}_t^1\} \quad \text{for } k \geq 1 \]

with \( \inf \emptyset = +\infty \). We remark that \( \sigma_0 = \tau \) where \( \tau \) is defined by (2.4). Moreover, let \( \chi_{t_0, t_1, \ldots, t_k} = \mathbf{1}\{\sigma_0 = t_0, \sigma_1 - \sigma_0 = t_1, \ldots, \sigma_k - \sigma_{k-1} = t_k\} \). Then with a similar argument to the proof of Theorem 2.3, we can write that

\[ E_{S,\bar{S}}^{0,0}[|S_t^1|^{2|n|}e_t; S_t^1 = \bar{S}_t^1] = E_{S,\bar{S}}^{0,0}[|S_t^1|^{2|n|}e_t; \sigma_0 > t] \]

\[ + \sum_{k=0}^{t} \sum_{t_0 + \cdots + t_k = t} E_{S,\bar{S}}^{0,0}[|S_t^1|^{2|n|}e_t\chi_{t_0, \ldots, t_k}]. \]

Since \( |S_t^1|^{2|n|} \leq t^{2|n|} \), it is clear that

\[ E_{S,\bar{S}}^{0,0}[|S_t^1|^{2|n|}e_t; \sigma_0 > t] \leq t^{2|n|}/m^t \]

and hence we have that \( E_{S,\bar{S}}^{0,0}[|S_t^1|^{2|n|}e_t; \sigma_0 > t] \leq Ct|n|^{-d/2} \).

In the remainder we will show that there exists a certain constant \( C > 0 \) such that

\[ \sum_{k=0}^{t} \sum_{t_0 + \cdots + t_k = t} E_{S,\bar{S}}^{0,0}[|S_t^1|^{2|n|}e_t\chi_{t_0, \ldots, t_k}] \leq Ct|n|^{-d/2}. \]

If this has been shown then we complete the proof of Proposition 2.5. Since

\[ |S_{\sigma_k}^1| \leq |S_{\sigma_0}^1| + \sum_{\ell=1}^{k} |S_{\sigma_\ell}^1 - S_{\sigma_{\ell-1}}^1|, \]

it is obvious that

\[ \sum_{k=0}^{t} \sum_{t_0 + \cdots + t_k = t} E_{S,\bar{S}}^{0,0}[|S_t^1|^{2|n|}e_t\chi_{t_0, \ldots, t_k}] \]

\[ \leq \sum_{k=0}^{t} (k + 1)^{2|n|} \sum_{i=1}^{k} \sum_{t_0 + \cdots + t_k = t} E_{S,\bar{S}}^{0,0}[|S_{\sigma_i}^1 - S_{\sigma_{i-1}}^1|^{2|n|}e_t\chi_{t_0, \ldots, t_k}] \]

\[ + \sum_{k=0}^{t} (k + 1)^{2|n|} \sum_{t_0 + \cdots + t_k = t} E_{S,\bar{S}}^{0,0}[|S_{\sigma_0}^1|^{2|n|}e_t\chi_{t_0, \ldots, t_k}]. \]
By using Markov property and shift invariance we have that, for $1 \leq i \leq k$,
\begin{equation}
\sum_{t_0+\cdots+t_k = t} E_{S,S}^0[S_{\sigma_i}^1 - S_{\sigma_{i-1}}^1 | e_t \chi_{t_0}, \ldots, t_k]
= \sum_{t_0+\cdots+t_k = t} E_{S,S}^0[e_{t_0}; \sigma_0 = t_0] \left( \prod_{j \neq 0, i} E_{S,S}^{e_x}[e_{\sigma_1}; \sigma_1 = t_j] \right)
\times E_{S,S}^{e_x}[S_{\sigma_1}^1 | e_{\sigma_1}; \sigma_1 = t_i]
\leq \sum_{t_0+\cdots+t_k = t} m^{-t_0+1} c \left( \prod_{j \neq 0, i} a_{t_j} \right) E_{S,S}^{e_x}[S_{\sigma_1}^1 | e_{\sigma_1}; \sigma_1 = t_i],
\end{equation}
(2.27)

where $c$ is the constant given by $c = m^{-2}(m(2) - m)$. It is easily seen from (2.10) that
\begin{equation*}
E_{S,S}^{e_x}[S_{t}^1 | e_t; \sigma_1 = t] = E_{S,S}^{e_x}[S_{t}^1 | e_{t}; \sigma_1 = t] \alpha
\leq \sum_{x \in \mathbb{Z}^d} E_{S}^0[S_{t}^1 | e_{t}; S_t^1 = x] P_{S}^0[S_t^1 = x]
\leq C t^{n-d/2},
\end{equation*}
where we have used on the third line the fact that $\sup_{x \in \mathbb{Z}^d} P_{S}^1[S_t^1 = x] = \mathcal{O}(t^{-d/2})$ [19]. Therefore, it follows that

the right-hand side of (2.27)
\begin{align*}
&= \sum_{t_0+\cdots+t_k = t} m^{-t_0+1} c \left( \prod_{j \neq 0, i} a_{t_j} \right) E_{S,S}^{e_x}[S_{\sigma_1}^1 | e_{\sigma_1}; \sigma_1 = t_i]
\leq \sum_{t_0+\cdots+t_k = t} C_5 t_0^{-d/2} \left( \prod_{j \neq 0, i} a_{t_j} \right) t^n t_i^{-d/2}
\leq \sum_{t_0+t_i < t} C_6 t_0^{-d/2} \beta^{k-1} (t-t_0-t_i)^{-d/2} \cdot t^n t_i^{-d/2}
\leq C_7 \beta^{k-1} t^n t_i^{-d/2},
\end{align*}

where we use (2.14) and the fact that $m^{-t} \leq C t^{-d/2}$. Since this inequality is independent of $i$, we have that

the right-hand side of (2.25)
\begin{equation*}
\leq \sum_{k=1}^{\infty} C(k+1)^{2n+1} \beta^{k-1} t^n t_i^{-d/2}
\leq C_8 t^n t_i^{-d/2},
\end{equation*}
where $C$ is a constant depending only on $n$ and $d$. A similar argument holds for the right-hand side of (2.26). Indeed we have that

$$\sum_{t_0+\cdots+t_k=t} E_{S,S}^0([S^1_{t_0}]^{2n} e^{t \chi_{t_0+\cdots+t_k}})$$

$$= \sum_{t_0+\cdots+t_k=t} E_{S,S}^0([S^1_{t_0}]^{2n} e^{t \chi_{t_0}}; \sigma_0 = t_0) \prod_{j \neq 0} E_{S,S}^0(e_{\sigma_1}; \sigma_1 = t_j)$$

$$\leq \sum_{t_0+\cdots+t_k=t} cm^{-2} t_0^{2n} \prod_{j \neq 0} a_{t_j}$$

$$\leq \sum_{t_0 \leq t} C t_0 - d/2 C_1 \beta^k (t - t_0)^{-d/2}$$

$$\leq C_9 \beta^k t^{-d/2},$$

where we use (2.14) and the fact that $t^{2n}/m \leq C t^{-d/2}$. Hence we can obtain that

the right-hand side of (2.26) $\leq C_{10} t^{-d/2},$

where $C_{10}$ is a constant depending only on $n$ and $d$. From these we have that

the left-hand side of (2.24) $\leq C t^{n-d/2},$

so that

$$\sum_{k=0}^t \sum_{t_0+\cdots+t_k=t} E_{S,S}^0([S^1_{t_0}]^{2n} e^{t \chi_{t_0+\cdots+t_k}}) \leq C t^{n-d/2},$$

where $C$ is a constant depending only on $n$ and $d$. Hence the proof is complete. $\square$

Since we have proved Proposition 2.5 we can show Theorem 1.3.

2.3. Proof of the result. From [14], Theorem 3, page 363, it is enough to show the following proposition instead of Theorem 1.3.

**Proposition 2.6.** Suppose $d \geq 3$ and (1.11). Then for all $n = (n_1, \ldots, n_d) \in \mathbb{N}^d$

$$\lim_{t \to \infty} E_{S}^0 \left[ \left( \frac{S^1_t}{\sqrt{t}} \right)^n \xi_t \right] = N_{\infty} \int_{\mathbb{R}^d} x^n \nu(x), \quad P.a.s.,$$

where $\nu$ is the Gaussian measure with mean 0 and covariance matrix $\frac{1}{d} I$. 
Proof. By induction it follows from Lemma 2.4(a), (c) and Proposition 2.5 that for all \( n \in \mathbb{N}^d \)

\[
\sup_{t \geq 1} E_0^0 \left[ \left( \frac{S_1}{\sqrt{t}} \right)^n \right] < \infty, \quad \text{P.-a.s.} \tag{2.29}
\]

To see this we divide \( Y_n(t) \) into three parts as follows:

\[
Y_n^1(t) = t^{-|n|/2} E_S^0 \left[ \left( \frac{S_1}{\sqrt{t}} \right)^n \right],
\]

\[
Y_n^2(t) = t^{-|n|/2} E_S^0 \left[ \sum_{|i| + 2j = |n|, j \geq 1} A_n(i, j) \left( \frac{S_1}{\sqrt{t}} \right)^i \right]
\]

\[
Y_n^3(t) = E_S^0 \left[ \sum_{|i| + 2j < |n|} t^{\lfloor |i|/2 + j \rfloor} A_n(i, j) \left( \frac{S_1}{\sqrt{t}} \right)^i \right].
\]

Then we can write

\[
E_S^0 \left[ \left( \frac{S_1}{\sqrt{t}} \right)^n \right] = t^{-|n|/2} Y_n^1(t)
\]

\[
= t^{-|n|/2} (Y_n^1 - Y_n^2 - Y_n^3).
\]

We suppose that (2.29) holds for \( n \in \mathbb{N}^d \) with \( |n| \leq k \). From Proposition 2.5 we have \( \sup_{t \geq 1} t^{-|n|/2} |Y_n(t)| < \infty \) P.-a.s. for all \( n \in \mathbb{N}^d \). It is easy to check that for \( n \in \mathbb{N}^d \) with \( |n| = k + 1 \),

\[
\sup_{t \geq 1} t^{-|n|/2} |Y_n^2(t)| < \infty \quad \text{and} \quad \sup_{t \geq 1} t^{-|n|/2} |Y_n^3(t)| < \infty, \quad \text{P.-a.s.}
\]

Thus (2.29) holds for all \( n \in \mathbb{N}^d \). Therefore, we conclude that

\[
\lim_{t \to \infty} t^{-|n|/2} Y_n^3(t) = 0, \quad \text{P.-a.s.,}
\]

and hence from (2.31) and Proposition 2.5 that for \( |n| \geq 1 \)

\[
\lim_{t \to \infty} t^{-|n|/2} (Y_n^1(t) + Y_n^2(t)) = 0, \quad \text{P.-a.s.}
\]

On the other hand, let \( Z \) be an \( \mathbb{R}^d \)-valued random variable with density \( \nu \). Then it can be seen that \( \rho_1(\theta) \) is a polynomial of degree 2 where \( \rho_1(\theta) \) is given by (2.17) for \( \xi_1 = Z \). Moreover, we have that for \( |n| \geq 1 \),

\[
0 = \left( \frac{\partial}{\partial \theta} \right)^n \mathbb{E}[\exp(\theta \cdot Z - \rho_1(\theta))]
\]

\[
= \mathbb{E} \left[ \sum_{|i| + 2j \leq |n|} A_n'(i, j) Z^j \right].
\]
where $A'_n(i,j)$ is defined by (2.18). From Lemma 2.4, $A'_n(i,j)$ corresponds with $A_n(i,j)$ for $(i,j)$ with $|i| + 2j = |n|$ and hence we can write for $|n| \geq 1$

$$E\left[Z^n + \sum_{|i|+2j=|n|, j\geq 1} A_n(i,j)Z^j\right] = 0. \tag{2.34}$$

Here we remark that $A'_n(i,j) = 0$ for $(i,j)$ with $|i| + 2j < |n|$ since $(\partial/\partial \theta)^j \times \rho_1(\theta)|_{\theta=0} = 0$ for $j \in \mathbb{N}^d$ with $|j| \geq 3$.

We know that $\lim_{t \to \infty} E^n_{\mathbb{S}}[\zeta_t] = N_\infty$ for $|n| = 0$ which gives (2.28) for $|n| = 0$. If (2.28) holds for all $n \in \mathbb{N}^d$ with $|n| \leq k$, then we have that for all $n \in \mathbb{N}^d$ with $|n| = k+1$,

$$\lim_{t \to \infty} t^{-|n|/2} Y^2_n(t) = \overline{N}_\infty E\left[\sum_{|i|+2j=|n|, j\geq 1} A_n(i,j)Z^j\right], \quad P\text{-a.s.} \tag{2.35}$$

From this, (2.32) and Proposition 2.5 it follows that the right-hand side of (2.31) converges to

$$-\overline{N}_\infty E\left[\sum_{|i|+2j=|n|, j\geq 1} A_n(i,j)Z^j\right],$$

almost surely as $t \to \infty$, so that (2.28) holds for $n \in \mathbb{N}^d$ with $|n| = k+1$ from (2.34). Therefore, we complete the proof of Proposition 2.6 and Theorem 1.3.

\[\square\]
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