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Abstract

The increase in minimally invasive surgery has led to a decrease in surgical experience. To date, there is only limited research examining whether skills are evaluated objectively and equally in simulation training, especially in microsurgery. The purpose of this study was to analyze the objectivity and equality of simulation evaluation results conducted in a contest format. A nationwide recruitment process was conducted to select study participants. Participants were recruited from a pool of qualified physicians with less than 10 years of experience. In this study, the simulation procedure consisted of incising a 1 mm thick blood vessel and suturing it with a 10-0 thread using a microscope. Initially, we planned to have the neurosurgical supervisors score the simulation procedure by direct observation. However, due to COVID-19, some study participants were unable to attend. Thus requiring some simulation procedures to be scored by video review. A total of 14 trainees participated in the study. The Cronbach’s alpha coefficient among the scorers was 0.99, indicating a strong correlation. There was no statistically significant difference between the scores from the video review and direct observation judgments. There was a statistically significant difference (p <0.001) between the scores for some criteria. For the eight criteria, individual scorers assigned scores in a consistent pattern. However, this pattern differed between scorers indicating that some scorers were more lenient than others. The results indicate that both video review and direct observation methods are highly objective techniques evaluate simulation procedures.
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Introduction

The Coronavirus Disease 2019 (COVID-19) pandemic has forced restructuring of surgical training programs around the world.1–3 Simulation training for surgical procedures is a proven method to improve surgeon skills.4–6 Some countries have adopted virtual reality simulation for training and recertification for surgical specialties, including obstetrics and gynecology6 and abdominal surgery.7–9 However, there is only limited reported research on the use of simulation training in the field of microsurgery.10–14 This research11,13,15 only discusses the development of simulation equipment and does not extend to analysis of the objectivity of the evaluation results from the simulation training. A survey by the American Society for Reconstructive Microsurgery reported that only about 6% of microsurgeons had experience with high-precision simulation training.10 Additionally, 24% of the respondents thought that simulation training was a useful indicator of clinical performance, despite having no actual experience with simulation training.10

In Japan, the Organization for the Certification of Cardiovascular Surgeons (which consists of three academic societies including the Japanese Society for Vascular Surgery) mandates 30 hours of off-the-job training under a new medical specialist system. The Japanese Society of Endoscopic Surgeons requires an educational seminar of more than 10 hours and at least three practical training sessions for technical certification. However, there is no mention of off-the-job training for board certification by The Japan Neurosurgical Society. Japanese Society on
Surgery for Cerebral Stroke has a technical certification medical education seminar, but the content is limited to only a single 3-hour session with content that corresponds to off-the-job training. The Japanese Society of Plastic and Reconstructive Surgery (which conducts microsurgery) has a similar system for medical specialists but with no mention of off-the-job training. This is because the models that can be used in microsurgery for the fields of plastic surgery\(^\text{10,14}\) and neurosurgery\(^\text{11,13}\) are microscopic in nature. Consequently, research on the objectivity of evaluation may be difficult to conduct.

The evaluation of skills from simulation practice should not just confirm that a trainee has practiced but also identify the strengths and weaknesses of individual skills and report these back to the trainee. Thus, it is necessary to analyze how differences in evaluator scoring patterns may affect trainee results. There is only limited research examining the objectivity of evaluations of microsurgical techniques by scorers from different backgrounds or differences in scoring patterns between video review and actual face-to-face review of simulation procedures. This paper investigates the effect of scoring patterns on simulation training procedure evaluations even for situations where it is difficult for trainees to participate in-person due to the COVID-19 restrictions. Additionally, to objectively evaluate the improvement of skills over time due to simulation training, it needs to be confirmed that similar evaluations are possible even if there is a change of evaluator (e.g., due to retirement or transfer) or the evaluation method (video or face-to-face) changes.

The purpose of this study is to clarify the effectiveness of simulation-based evaluation in microsurgery education by analyzing the results of simulation training evaluations conducted in a contest format with many experts participating as judges. Additionally, this study assesses the objectivity and equality of these results.

**Materials and Methods**

**Materials**

We invited neurosurgeons from all over Japan who became physicians in 2010 or later to participate in a surgical technique contest with the task of incising and suturing artificial blood vessels. The contest was open to the public, and the judges observed the participants directly.

The task contents were uploaded to YouTube and made public. Each participant was given 5 minutes to incise and suture a 1 mm diameter artificial blood vessel. The suture thread was 10-0 nylon, and the participants could select, the micro forceps, scissors, and needle holder for the procedure. An identical artificial blood vessel was prepared by the organizers to ensure equality and fairness. A scoring chart was prepared based on the Objective Structured Assessment of Technical Skill scoring method.\(^\text{16}\)

The scores were assigned based on a 6-point scale where 0 = Failing, 1 = Bad, 2 = Poor or Below Average, 3 = Fair or Average, 4 = Good or Fairly Good, and 5 = Excellent or Almost Excellent. There were eight evaluated criteria, resulting in a maximum possible score 40 points assigned per scorer. Each participant was evaluated by 5 scorers, so the maximum total score for the contest was 200 points. Details about the eight evaluation criteria follow:

1. POSTURE: Surgeons Positioning/Instrument layout (preparation).
2. MICROSCOPE: microscope operation/Focus, Positioning, Hand movement (Knowledge of microscope).
3. TREMOR: Hand tremor (Motion),
4. CUT: Line drawing, linear incision, Use of scissors (Knowledge of micro instrument),
5. NEEDLE: Handling of Needle/Insertion Angle/Vessel Treatment (Handling of needle and thread),
6. SUTURE: Pull and Stop of thread (Respect for vessel wall),
7. STITCH: Ligation/making a loop pull direction (Flow of suture),
8. KNOT: final ligature/Slack, direction, length (Knowledge of completion).

**Methods**

This study was conducted with the approval of the Ethical Review Committee of the Medical University Hospital.

We asked neurosurgeons who are qualified as supervisors by The Japan Neurosurgical Society and Japanese Society on Surgery for Cerebral Stroke from different universities and affiliated institutions to be the scorers for this experiment. Selection of scorers from these societies ensured that differences in surgical techniques and philosophical approaches were represented in the study. After the contest, the specialist judges discussed technique strengths and weaknesses with each participant due to the impact of COVID-19, the contest was rescheduled from March 2020 to September 2020, and the contest format was changed from requiring an in-person format for all participants to using a web conference for some participants. Video judging was provided for those who wanted to participate but was unable to attend the contest in-person due to restrictions on domestic travel.

An example of a video review was prepared and sent to participants not able to attend in-person.
The review video consisted of a video of the microscope screen and a video of the surgeon’s entire body taken from the side and back perspectives of the surgeon (Fig. 1). The contest organizer mailed a urethane stand to fix the artificial blood vessel used for suturing, a 1-mm artificial blood vessel, and 10-0 thread to each of these participants. Additionally, this video review and the scoring sheet were sent to the judges. Judges were asked to write down the advantages and disadvantages of each participant’s technique as a comment. Results of these evaluations were sent to the participants so that they could assess their skills. The same scoring chart was used for both the video review and on-site judging.

A venue with a 200 person capacity was chosen as the final judging site. However, due to COVID-19 restrictions, only about 40 people attended. A KINEVO 900 (Carl Zeiss medic. Germany) surgical microscope was placed in the front center of the room, and with five judges positioned around this microscope (Fig. 2). The final ranking score for each participant was determined based on the sum of the scores from all judges. Final contest ranking was determined by comparing average scores from the judges. For fairness, a judge’s score was excluded from the final average if he/she were from the same institution as the participant. For instances where participants became doctors in the same year and had identical final average scores, the younger doctor was ranked higher.

**Statistical analysis of evaluation results**

The evaluation scores from all the judges for both the video and on-site judging were averaged to form final rankings. We examined whether there were any differences in the rankings patterns among the judges. Statistical analysis was performed to assess the following: (1) differences in overall scores and years of medical experience between the video and on-site judging; (2) differences in individual judging scores between video review and on-site judging; and (3) correlation analysis of all judges in the video and on-site judging. A commercially available software package (JMP Pro 14, SAS Institute, Cary, NC, USA) was used for the statistical analyses. All statistical results are presented as mean and standard error of mean or median and standard deviation. Statistical significance was evaluated using the nonparametric Mann–Whitney U test and Fisher’s exact test. These tests were chosen due to heterogeneity of variance and the small sample size. The DUNN test with merged ranks was used for all paired mean testing between multiple groups. The statistical significance level was set to p <0.05. Consistency of ratings among scorers was estimated using the Cronbach’s alpha coefficient.

**Results**

Initially, the March 2020 conference had an enrollment of 18 participants. But this conference had to be postponed due to the COVID-19 pandemic. When the rescheduled contest was held in September 2020, only six participants were able to attend the in-person contest. Reduction in attendance was due to work relocation, study abroad, and domestic travel restrictions. There were eight participants in the video review contest and four participants who attended both the in-person and video review contests. One
of the video review participants was currently studying abroad during the contest. Five judges participated in both the video review and on-site contests two of which participated in both contests.

The average number of years of graduation for the eight video review participants was $13.8 \pm 0.86$ years, and the average number of years of graduation for the six face-to-face participants was $14.3 \pm 0.66$ years. The average contest rating score of the eight participants in the video review was $148.3 \pm 4.73$, and the average rating score of the six participants in the face-to-face session was $137.0 \pm 7.30$.

There was no significant difference in overall score or years of medical experience between the participants in either of the contests. Of the four participants who participated in both the video review and in-person contests, two had high scores in the video review contest and two had high scores in the in-person contest. To examine whether there was a difference in the scoring results between the video review contest and in-person contest, the scoring results of the two scorers and the four participants who participated in both were compared using the Wilcoxon rank-sum test for each scoring item. There was no statistically significant difference in the scoring results of the video review and in-person contests (mean ± standard error of video review; $3.906 \pm 0.1214$, and in-person contest; $4.016 \pm 0.1102$, $p = 0.55$). Only participants and scorers who participated in both video review and in-person contest were selected, and Cronbach’s alpha coefficients were calculated for the consistency between the video review and in-person contests. The Cronbach’s alpha coefficient was $0.9520$, indicating high consistency.

Table 1 shows the participant evaluation scores by judge and overall total for the video review contest (Table 1 upper) and in-person contest. (Table 1 lower). Examination of these tables indicates that there between differences judge scoring patterns but final participant rankings tended to be similar.

Table 2 shows the statistical results for each evaluation criteria broken down by judge and overall total. Judges for each evaluation criteria for the video review contest (Table 2 upper, A–E) and the in-person contest (Table 2 lower, F–J).

Review of the video review contest results shows (Table 2 upper, A–E) that there was no statistically significant difference between judges in scoring the cutting and needle criteria. However, the other six criteria showed a statistically significant difference in scores between judges. Of the six items, Judge C scored statistically significantly lower than the other judges on five of the six evaluate criteria. For four of the six evaluated criteria, Judge D gave statistically significant higher scores than the other judges. Judge D also scored statistically significantly higher than Judge C in the total score. ($p = 0.0118$).
### Table 1  Results of video review (upper) and in-person (lower) contest

| Grader | Judge A | Rank | Judge B | Rank | Judge C | Rank | Judge D | Rank | Judge E | Rank | Final Total score |
|--------|---------|------|---------|------|---------|------|---------|------|---------|------|------------------|
| 1      | 39      | 1    | 32      | 1    | 27      | 1    | 39      | 2    | 30       | 3    | 167              |
| 2      | 37      | 2    | 30      | 4    | 26      | 4    | 37      | 3    | 32       | 1    | 162              |
| 3      | 27      | 7    | 32      | 1    | 33      | 1    | 40      | 1    | 25       | 6    | 157              |
| 4      | 31      | 4    | 25      | 6    | 29      | 2    | 35      | 6    | 29       | 4    | 149              |
| 5      | 29      | 6    | 25      | 6    | 25      | 5    | 32      | 7    | 32       | 1    | 143              |

| Grader | Judge F | Rank | Judge G | Rank | Judge H | Rank | Judge I | Rank | Judge J | Rank | Final Total score |
|--------|---------|------|---------|------|---------|------|---------|------|---------|------|------------------|
| 1      | 33      | 1    | 32      | 1    | 33      | 1    | 33      | 1    | 39       | 1    | 170              |
| 2      | 31      | 2    | 27      | 2    | 22      | 3    | 26      | 4    | 36       | 3    | 142              |
| 3      | 24      | 6    | 27      | 2    | 21      | 5    | 27      | 2    | 37       | 2    | 136              |
| 4      | 26      | 3    | 21      | 4    | 23      | 2    | 27      | 2    | 33       | 5    | 130              |
| 5      | 25      | 4    | 20      | 5    | 18      | 6    | 24      | 5    | 35       | 4    | 122              |
| 6      | 26      | 3    | 20      | 5    | 22      | 3    | 21      | 6    | 33       | 5    | 122              |

For the in-person contest (Table 2 lower, F–J), there was no statistically significant difference in scoring between the judges for the posture, ligation, and knots evaluation criteria. The remaining five evaluation criteria had a statistically significant difference in scores between judges. In particular, Judge I statistically significantly scored higher than Judge F (p = 0.0083) and Judge H (p = 0.001) for the in-person contest.

Note: Judge C in the video review contest and Judge H in the in-person contest are not the same person. Similarly, Judge D in the video review contest and Judge J in the in-person contest are not the same person.

Although there was no statistically significant difference between the scoring results of the video review and in-person contests, Cronbach’s alpha coefficient was calculated to verify the correlation of the scoring among the scorers in each of the video review and in-person contests. The alpha coefficient of Cronbach’s among the scorers of the in-person contest was 0.9914, indicating high consistency. In the video review contest, the Cronbach’s alpha coefficient was 0.9902, which also shows a high degree of consistency. The partial correlation coefficients extracted for individual judges of the video review and in-person contests were also highly consistent, above 0.95 for all combinations (Table 3).

### Discussion

Using the current evaluation criteria, there was homogeneity in the evaluation results among the five judges in both the video review and in-person contests. In both contests, judges tended to give higher or lower evaluations scores depending on the individual evaluation criteria. Some judges tended to give “severe” evaluation scores while some others tended to give “gentle” scores evaluations. Two judges participated in both the video review and the in-person review contests, but neither of these judges who were analyzed as assigning “harsh” or “gentle” scoring patterns. There was no statistically significant difference in the scoring results when comparing only the data of the scorers and participants who participated in both the video review and in-person contests.

Additionally, from the results in Table 2, the rankings were reconfirmed on the basis of the total scores when scorers C, D, I, or G, who had statistically significant differences in total scores, were excluded. The ranking was exactly the same as the final result when scorers D or G were excluded. When only scorer C was removed, the top three and the last place were exactly the same. The top four places were exactly the same even when only scorer I was removed. However, further research is needed to determine whether the contestants would have the same rankings if they were scored by five
completely different scorers. The results of this study indicate that video review and in-person contests can produce statistically homologous results if the same expert is in charge of the review and if the task content and scoring tables are standardized.

The impact of COVID-19 has created a need for social distancing. This has affected the simulation educational environment. In other words, it has become difficult for many trainees to assemble in-person, practice a simulation, and subsequently be evaluated on their performance. Of course, the purpose of simulation training is not competition in surgical procedure contests, but to motivate trainees to improve their skills and to appropriately deliver performance feedback back to them.\(^{17}\) To achieve this, we conducted this study to confirm that objective and equal evaluation are not affected by differences in judges, video observation, or in-person observation. Results from this study show that it is possible to objectively evaluate the technique of microsurgery using a web system because the details of the technique can be projected on a monitor. This is an advantage of microsurgical education, since it is easy to record detailed techniques.\(^{14}\) After both contests conducted for this study, contestants were given the opportunity to discuss the strengths and weaknesses of their techniques with the judges and commented to the study organizers that their participation was very meaningful.\(^{17}\)

### Simulation materials needed for microsurgical technique evaluation

In this contest, we used artificial blood vessels. Artificial blood vessels were selected based on the

---

| Table 3 | The results of the partial correlation coefficients extracted for the individual judges (A–J) for the video review (upper) and in-person contest (lower) |
|---------|---------------------------------------------------------------|
| Judge   | B                             | C                             | D                             | E                             |
| A       | 0.9579                        | 0.9433                        | 0.9791                        | 0.9754                        |
| B       | (–)                           | 0.9731                        | 0.9877                        | 0.9656                        |
| C       | (–)                           | (–)                           | 0.9757                        | 0.97                           |
| D       | (–)                           | (–)                           | (–)                           | 0.9757                        |
| E       | (–)                           | (–)                           | (–)                           | (–)                           |

| Judge   | F                             | G                             | H                             | I                             | J                             |
|---------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|-------------------------------|
| A       | 0.9812                        | 0.9799                        | 0.9851                        | 0.988                         |
| B       | (–)                           | 0.9808                        | 0.9906                        | 0.9848                        |
| C       | (–)                           | (–)                           | 0.9847                        | 0.9753                        |
| D       | (–)                           | (–)                           | (–)                           | 0.9907                        |

\(^{p}<0.05; **p<0.01\); SE: standard error.
Objective Evaluation of Simulation

following factors: availability of the same simulation material for all participants, cost, safety, animal welfare, ease of access, and similarity to actual surgery. There are many reports on the practice of vascular anastomosis using arteries from chicken wings,\textsuperscript{13,14} and the similarity to actual human blood vessels has been discussed. However, for this study, artificial blood vessels were selected because they could serve as a better guarantee of identity than a chicken wing artery. However, if artificial blood vessels are not available, chicken wing arteries are a feasible alternative. A 5-minute time limit for each participant was set to allow time for scoring after the observation of the actual procedure, as well as provide sufficient time for participant change and preparation. The in-person contest with six participants took more than 3 hours from the start to the end of the contest, including 2 hours of participant discussion with judges; obviously, more participants will require more time, accordingly. If chicken wing arteries are used, drying of the wing blood vessels is required in the preparation, which will require more time for the contest. In addition to artificial blood vessels and chicken wing arteries, other simulation training that reported using placenta\textsuperscript{18} and vascular models created by 3D printers.\textsuperscript{19,20} These models have higher similarity to the actual surgical field than use of artificial blood vessels.\textsuperscript{17,21,22} It has been suggested that these alternatives may contribute to the improvement of surgical techniques, but identical items are difficult to prepare, thus limiting their use in objective evaluation programs. Furthermore, they are not readily available.

To investigate and compare the educational effects of simulation-based training models, McGaghie, et al.\textsuperscript{23} proposed a translational outcome effect classification for simulation-based training models. This\textsuperscript{23} is a five-level classification of effectiveness, ranging from trainee satisfaction (level of effectiveness 1) to patient outcomes (level of effectiveness 4), cost reduction, and skill improvement (level of effectiveness 5). Skill assessment with simulator tools is categorized per their level of effectiveness. A recent review of 108 articles on neurosurgical simulation training reported\textsuperscript{17} that there were 15 models at level 2 and only six models above level 2. In other words, most of the papers on simulation training are about useful methods for improving skills, but not about objective evaluation of skills. The objective evaluation method for microsurgical skills used in this study is McGaghie’s classification\textsuperscript{23} level 2, but previous reports that fall into this classification have used 3D model\textsuperscript{19,20} creations and cadavers.\textsuperscript{24} Both of these preparations require the time and costs for model creation. Patel et al.\textsuperscript{17} pointed out the need for a cost-effective training simulator to continue simulation training. Our method is a model that can be practiced with an artificial blood vessel or a winged blood vessel and has the potential to be a cost effective method of technical evaluation when used in conjunction with a web-based screening method.

Limitations

Due to the small number of participants, multifactorial statistical analysis could not be performed. We requested expert reviewers from all over Japan, but not all facilities have experts, and some facilities do not have people who can conduct evaluations. The use of an artificial vessel model allows for a more basic setup at a lower cost. However, it limits the ability to evaluate completion due to the lack of active blood flow to evaluate anastomotic patency.

Ultimately, it is necessary to be able to objectively evaluate the relationship between actual improvement in procedure skill and subsequently with patient prognosis. In other words, we would like to investigate the correlation between evaluation results from simulation training and patient prognosis.
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