Using Conditional Adversarial Networks to Deblur the Sonar Image of the Unknown Motion Blur Kernels
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Abstract. In order to recover the blur sonar image collected by the side scan sonar during motion, we propose a solution based on the conditional adversarial networks to deblur the sonar image of the unknown motion blur kernels. First, we use improved conditional adversarial networks to recover the sonar image, and improve the loss function, so that the quality of image generation is improved while the training stability is enhanced. Then we propose a method for generating blurred sonar images. The blurred sonar image generated by this method is closer to the real blurred sonar image. Finally, we made our own sonar image set and trained it with two-timescale update rule. The final results proved that the image restored by this method has higher definition.

1. Introduction

The side scan sonar[1] during motion may blur the sonar image of underwater moving objects. If the movement speed is too fast, the collected sonar image will be too blurred to extract the required information. In addition, although the sonar image is substantially identical to the optical image, it is a plane or spatial distribution of energy. Due to the complex or variable nature of the seawater medium of the acoustic information transmission channel boundary[2-3], and the projection characteristics of the sonar itself, the energy distribution of the sonar image is irregular. Generally, the sonar image is a low frequency image, and the details of the image are not much, which makes the information in the sonar image generally difficult to recognize. The sonic image deblurring can improve the accuracy of the recognition of the marine environment, so that the collected sonar image information can be fully utilized.

The blurred sonar image can be expressed as the sum of the convolution and additive noise of the unknown blur kernels and the sharp sonar image. Its mathematical model expression is equation (1):

\[ X_b = \text{Kernel}(M) \ast X_c + \text{Noise}. \]  

(1)

Where \( X_b \) is a blurred sonar image, \( \text{Kernel}(M) \) are unknown blur kernels determined by the motion field \( M \), \( X_c \) is the sharp sonar image, \( \ast \) represents a convolution operation, and Noise represents an additive noise.

Previous image deblurring algorithms use local linear assumptions of fuzzy functions and simple heuristics to quickly estimate unknown blur kernels. For example, Sun et al.[4] use convolutional neural networks(CNN) to estimate the blur kernels. Chakrabarti[5] predicts that the complex Fourier coefficients of the motion kernels performed non-blind deblurring in Fourier space. And Gong[6] uses a full convolutional network to move motion flow estimates. All of these methods use CNN to estimate a particular unknown fuzzy function.
With the development and growth of deep learning, Goodfellow et al. [7] proposed a framework for image style migration, called the Generative Adversarial Networks (GAN), which divides the deep neural network into two parts: the generation network G and the discrimination network D. G and D form a competing network: G receives random noise for generating pseudo samples. D receives the real samples and the generated samples and tries to distinguish them. In the process of competing two networks, the capabilities of the two networks are getting stronger and stronger: the pictures generated by the G network are more and more like real pictures, and the D network is more and more easy to distinguish the true and false images. The mathematical model of GAN is equation (2):

$$\min_G \max_D \mathbb{E}_{x \sim P_r}[\log(D(x))] + \mathbb{E}_{z \sim P_z}[1 - \log(D(G(z)))].$$  \hspace{1cm} (2)

Where $P_r$ is the data distribution, $P_g$ is the model distribution, $\hat{x} = G(z)$, $z$ is a sample of simple noise distribution.

Today the application of GAN is no longer limited to conversion between two images with different objects. More and more improvements are now being made to control the output by controlling the user's input. For example, Mirza et al. [8] propose a conditional confrontation network, which is an extension of the original GAN, with additional information $y$ added as conditions to the original generator and discriminator to implement the condition GAN. Based on the conditional confrontation network, Lsola et al. propose the pix2pix [9] structure and the pix2pixHD [10] structure, which use the U-Net [11] architecture to generate high-definition images. Zhu et al. [12] complete the transformation of image style through conditional confrontation network without pairing training data.

2. Related algorithms in this paper

In our paper, the generated network structure $G$ is used to map motion blur sonar images to sharpened sonar images. The discrimination network $D$ is used to distinguish the generated sonar image from the real high definition sonar image. Alternately train $G$ and $D$ separately to minimize the loss function of $G$ and $D$, so that the high-resolution sonar image generated by $G$ is confused with the judgment of $D$ as much as possible and $D$ judges as much as possible. When the loss function values of $G$ and $D$ are almost constant, the training is stopped.

2.1. Network structure

We input the blurred image into $G$ to obtain the restored image, then input the image we generated together with our desired image into $D$ to obtain the corresponding loss, and finally feedback the loss back to the $G$ network and the $D$ network.

The network structure is shown in Figure 1.
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Figure 1. The network structure used in this article.

$G$ consists of three main parts: a multi-scale block part, a feature extraction block, and an upsampled block. In the multi-scale block section, the data set is enhanced by a series of random cropping and scaling operations, effectively avoiding network overfitting. In the feature extraction block part, the feature information of the motion blur sonar image is extracted by downsampling the three convolutional blocks and a series of residual blocks. The upsampled block is upsampled by a series of deconvolution blocks to achieve feature fusion and the feature is restored to the same size as the original image. Image-level features are fused at the end of $G$ to overcome the problem of effective
weight reduction over long distances. And batch normalization (BN)[13] is added in G, which solves the problem that the gradient disappears or explodes due to the change of the data distribution of the middle layer in the training process. Dropout[14] is added after each convolution block to prevent model overfitting. The G network structure is shown in Figure 2.

![Figure 2. Generating a network G structure.](image)

The residual block is the residual block in ResNet[15]. Except that the first convolutional convolution kernel and the last convolutional convolution kernel are 7 × 7, the remaining convolution kernel (or deconvolution kernel) is 3 × 3. The number of convolution kernels (or deconvolution kernels) and the convolution step size of each convolution are: (64, 1) → (128, 2) → (256, 2) → (256, 1) → (256, 1) → (256, 1) → (256, 1) → (256, 1) → (256, 1) → (256, 1) → (128, 2) → (64, 2).

D only deals with the classification of generated sonar images and real sonar images, so we use a simple two-class model. D is composed of a plurality of consecutive convolution blocks and one fully connected block. BN is added to D. Dropout is added after each convolution block to prevent model overfitting. The fully connected layer uses ReLU and sigmoid as the active layer, and the leaky block uses LeakyReLU as the active layer. D network structure is shown in Figure 3.

![Figure 3. Discriminating network D structure.](image)

All convolution kernel sizes are 4 x 4. The number of convolution kernels and the convolution step are in order: (64, 2) → (128, 2) → (256, 2) → (512, 1) → (512, 1). The output level of the full connection layer is 1024→1.

2.2. Loss function

Traditional confrontational losses focus on restoring picture texture details without considering the connection between pixels. Most researchers[16-18] use regular loss to guarantee the commonality of input and output, but the characteristics of regular loss lead to the loss of a part of the local details while improving the consistency of the global content. The regular loss mathematical expression is equation (3):

$$ L(G) = \frac{1}{2m} \sum_{i=1}^{m} || I_{i} - I_{i} ||_{k}. \quad (3) $$

Where $I_{i}'$ is the generated image, $I_{i}$ is the real image, m is the number of generated images, k=1 or 2, k=1 indicates that L(G) is the L1 regular loss, and k=2 indicates that L(G) is the L2 regular loss.

In our paper, the loss function of G should consider both the local reconstruction accuracy of each pixel and the global pixel combination position state, that is, the relationship between each pixel and other global pixels. Therefore, this paper introduces the global information loss function $loss_{content}$.
while using the $\text{loss}_{\text{content}}$ [19] guarantee local details, which is an improved L2 regularization loss based on the difference between the generated image features and the target image features, so that the picture achieves better vision. The effect of $\text{loss}_{\text{content}}$ not only considers the global content loss, and also takes into account the local detail loss. The mathematical expression of $\text{loss}_{\text{content}}$ is equation (4):

$$
\text{loss}_{\text{content}} = \frac{1}{W_{ij}H_{ij}} \sum_{x=1}^{W_{ij}} \sum_{y=1}^{H_{ij}} (\Phi_{ij}(l)_{x,y} - \Phi_{ij}(l)_{x,y})^2.
$$

(4)

Where $\Phi_{ij}(l)$ indicates that the target image obtains the feature result through VGG[20].

Mao et al.[21] believe that the traditional GAN loss function does not make the collected data distribution close to the real data distribution. They propose to use the least squares loss instead of the cross entropy loss in GAN to solve the two defects of the standard GAN generated image quality and the instability of the training process. In view of the outstanding advantages of the least squares loss, we replace the cross entropy loss in the loss with the least squares loss. The mathematical expression against the loss function $\text{loss}_{\text{adversarial}}$ is equation (5):

$$
\text{loss}_{\text{adversarial}} = \frac{1}{2} E_{x \sim P_l} [D(G(x)) - a]^2.
$$

(5)

Finally, we combine $\text{loss}_{\text{adversarial}}$ and $\text{loss}_{\text{content}}$ according to a certain ratio. The mathematical expression of the loss function of $G$ in this paper is equation (6):

$$
L_G = \alpha \text{loss}_{\text{adversarial}} + \beta \text{loss}_{\text{content}}.
$$

(6)

Similarly, we also consider the stability of training when designing the loss function $L_D$ of the discriminant network. We also used the least squares loss instead of the cross entropy loss. At the same time, we refer to the idea put forward by Gulrajani et al.[22], adding Wasserstein distance loss with gradient penalty in $L_D$ to prevent gradient explosion and stable training. The mathematical expression of the loss function of network $D$ is equation (7):

$$
L_D = \mu \left( \frac{1}{2} E_{x \sim P_l} [D(x) - b]^2 + \frac{1}{2} E_{x \sim P_l} [D(G(x)) - c]^2 \right) + \gamma E_{x \sim P_{ij}} [||\nabla_x D(x)||_p - 1]^2.
$$

(7)

2.3. Sonar image data pair set production

A simple way to obtain a data pair is to use the side scan sonar to capture a sharp sonar image and a blurred sonar image in a very short time at the same location. It is unrealistic to obtain two images in the same place due to the influence of the water flow and the movement of the submarine itself. So the method used to create a dataset in our paper is to generate the blurred sonar images dataset on a sharp sonar images dataset.

Because the points in the blurred image are related to the corresponding points in the original sharp image and the points in the moving direction of the sharp image, and the closer to the anchor point, the greater the point influence in the direction of motion, we consider the position of the anchor while designing the fuzzy kernel. In addition, due to the interference of the underwater environment, the blurred sonar image carries additive noise, so we add the simulated underwater environment interference noise when generating the blurred image.

The pseudo code of the algorithm for generating fuzzy sonar images in our paper is as follows:

**Algorithm 1 Create blur image**

Parameters:
Velocity - Side scan sonar relative speed
Angle - Side scan sonar relative motion angle
EPS - Very small interference holder - Correction threshold

1: **procedure** Create_blur(Image, Velocity, Angle, holder)
2:   sx = [ | Velocity * cos(Angle) + a * holder - Velocity * EPS | ]
3:   sy = [ | Velocity * sin(Angle) + a * holder - Velocity * EPS | ]
3. Experiment and analysis

In the past GAN network training, each iteration needs to update D several times before updating G, so that the gradient does not disappear when training G. In other words, we update the discriminator several times before updating the generator, for example, the regularization discriminator may require 5 or more updates before each generator update. And adding regularization loss to the discriminant network will make GAN training slower. For the problem of slow learning and unbalanced update steps, Zhang et al.[23] propose different learning rates for D and G. Training D with a higher learning rate, because a higher learning rate can solve the problem of slow learning by the regularization discriminator. G is trained using a lower learning rate because a lower learning rate can improve the accuracy of image generation. The two-timescale update rule (TTUR) used by Zhang et al. allows G and D to be updated at 1:1 speed. Given the advantages of TTUR, we use different learning rates to optimize our discriminator and generator.

We have accumulated relevant sharp sonar images through previous experiments, and made our own sonar images through the blurred image generation algorithm. By testing different sonar images, we got very good results. In Figure 4, we present two sets of comparative experimental pictures. Each group consists of a blurred image, a restored image and a clear image. In each group, we highlight the contrast of three small areas.
The results show that the proposed scheme can deblur the motion blur sonar image, and the effect of this model is still very good under the sonar image with different degrees of blur.

We present the values of the average peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM) based on our data set. The results are shown in Table 1.

Table 1. Comparison of the results of training different models on our datasets.

|        | Sun et al. | Nah et al. | Our result |
|--------|------------|------------|------------|
| PSNR   | 23.4       | 26.9       | 27.2       |
| SSIM   | 0.817      | 0.858      | 0.916      |

We compared the model structure proposed by Sun et al.[24], the model structure proposed by Nah et al.[25], and the model structure we used. Through comparative analysis, our results performed very well in terms of structured self-similarity and achieved good results in peak signal-to-noise ratio. It is slightly better than some of the existing models.

4. Conclusion
We proposed a solution for generating a sharp sonar image based on conditional adversarial networks. And for how to make an effective blur-sharp sonar data set, we described an effective method and gave the corresponding pseudo code. For the effectiveness of training, we used a dual learning rate approach to train our model. The final experimental results are in line with the expected results.
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