Practicality of magnetic compression for plasma density control
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Plasma densification through magnetic compression has been suggested for time-resolved control of the wave properties in plasma-based accelerators$^1$. Using particle in cell simulations with real mass ratio, the practicality of large magnetic compression on timescales shorter than the ion gyro-period is investigated. For compression times shorter than the transit time of a compressional Alfvén wave across the plasma slab, results show the formation of two counter-propagating shock waves, leading to a highly non-uniform plasma density profile. Furthermore, the plasma slab displays large hydromagnetic like oscillations after the driving field has reached steady state. Peak compression is obtained when the two shocks collide in the mid-plane. At this instant, very large plasma heating is observed, and the plasma $\beta$ is estimated to be about 1. Although these results point out a densification mechanism quite different and more complex than initially envisioned, these features still might be advantageous in particle accelerators.
I. INTRODUCTION

One of the main phenomena limiting the electron energy in plasma-based particle accelerators is electron dephasing (see, for e.g., Ref.\textsuperscript{2}). Assuming a constant phase velocity $v_p < c$, with $c$ the speed of light, for the plasma wave, the velocity $v_z$ of an electron accelerated along the $z$ axis eventually becomes greater than the wave phase velocity. When $v_z > v_p$, the electron outruns the wave, and it moves into a decelerating phase region of the plasma wave.

Using magnetic compression to control the time-resolved plasma wave properties was recently suggested\textsuperscript{1} as a possible option to overcome electron dephasing. In the proposed method, the plasma density is modulated using a time-dependent externally applied magnetic field, so that the phase velocity $v_p$ can match the electron velocity over a larger spatial region. The physical mechanism proposed for the plasma densification is the following: within a bounded parameter regime, the induced azimuthal electric field $E_\phi = -r B/2$ associated with the time variation of the uniform external axial magnetic field $B(t)$ causes an inward radial drift of both electrons and ions. The resulting plasma densification is such that $n \sim B(t)$. In addition, this densification mechanism is predicted to hold even for timescales short compared to the ion gyro-period $\tau_{ci} = 2\pi/\omega_{ci}$, with $\omega_{ci}$ the ion gyro-frequency, thanks to an averaging over the gyrophases continuum.

In essence, the compression scheme proposed in Ref.\textsuperscript{1} is a fast parallel theta-pinch setup. In theta-pinch experiments, compression and plasma heating are classically described by a "bounce"\textsuperscript{3,4} or a "snowplow"\textsuperscript{5,6} model depending on the experiment parameters. The bounce model has been applied for collisionless plasmas, such as predicted for the application considered here. For a sufficiently large compression ratio, a collisionless shock is associated with the compression when $\tau_r \ll \tau_{ii}$ and $\tau_r \leq \Delta x/V_A$, where $\tau_r$ and $\tau_{ii}$ are respectively the current rise-time in the theta-coil and the ion-ion collision time, $\Delta x$ is the plasma width along the compression direction (radius in a theta pinch), and $V_A$ is the Alfven velocity.

Since the parameters regime envisioned for plasma densification through magnetic compression differs from the typical theta-pinch operating conditions, direct transposition of these results is difficult. However, in light of these results, it seems that the densification mechanism proposed in Ref.\textsuperscript{1} is overly simplified. In order to confirm the potential of magnetic compression for plasma densification, a better understanding of the physics controlling
the compression process in this regime is required.

In this paper, we investigate, through particle-in-cell simulations, the practicality of plasma magnetic compression for time-dependent wave properties control. The parameter regime studied here is suitable for electron dephasing in plasma-based particle accelerators. In Sec. II, the configuration is introduced. In Sec. III, global results illustrating the evolution of plasma parameters particularly relevant to wave properties control are presented, and apparent limitations are highlighted. In Sec. IV, the initial plasma compression phase is analyzed, and the shock dynamics leading to density non-uniformity is exposed. In Sec. V, plasma properties near peak compression and plasma expansion are discussed. In Sec. VI, the main findings are summarized.

II. PROBLEM DESCRIPTION

Although typical accelerator channels are cylindrical, the configuration chosen here, for simplicity, is a 1D plasma slab. Due to this simplification, geometrical densification effects are lost. As a result, the compression ratio at peak compression differs from what would be the ratio of a cylindrical plasma column for the same compression parameters. On the other hand, this choice greatly simplifies the analysis of the propagation and reflection of the compression waves, while conserving all the compression physics.

The configuration studied is depicted in Fig. II. The initial value of parameter $p$ is denoted $p^0$. The domain includes an electron-proton plasma region in the center, surrounded by a vacuum region on each side. The width of the plasma slab is $2\Delta x^0 = 20$ mm, which is about 375 electron skin depths for the plasma parameters chosen (see Table I). The vacuum region extends for $3\Delta x^0/2$ on each side of the plasma. Both the plasma and vacuum regions are initially immersed in a uniform bias magnetic field $B(x, t = 0) = B^0 \hat{z}$, with $B^0 = 5$ T. The initial plasma density is $n_e^0 = n_i^0 = n^0 = 10^{16}$ cm$^{-3}$, so that the plasma is magnetically overdense with $\omega_{pe}^0/\omega_{ce}^0 \gtrsim 6$. The ion and electron temperatures are $T_e^0 = T_i^0 = T^0 = 20$ eV. The initial kinetic to magnetic pressure ratio $\beta^0 = 2\mu_0 n^0 k_B T^0 / B^0^2 \sim 2 \times 10^{-3}$, and grows to $\beta \sim \mathcal{O}(1)$ as the temperature increases during the plasma compression.

Plasma dynamics is modeled using the one-dimensional version of the fully electromagnetic and relativistic particle in cell code Epoch$^7$. Particles are followed in one spatial dimension ($x$) and three velocity dimensions. Due to the slab assumption, only three field
FIG. 1. Computational domain. The domain includes a plasma region surrounded by a vacuum region on each side of the plasma. Both the plasma and vacuum regions are initially immersed in a uniform bias magnetic $B = B^\circ \hat{z}$. Magnetic compression ramps are generated at each boundary of the domain and propagate toward the plasma region. Boundaries transmit outgoing waves reflected by the plasma.

Components are retained, with $\mathbf{E} = (E_x, E_y, 0)$ and $\mathbf{B} = (0, 0, B_z)$. The size of a grid cell is defined as the Debye length $\lambda_D$, and $30 - 50$ particles per cell are used. The time step is chosen to satisfy the Courant condition. Real proton and electron masses are used ($m_p/m_e \sim 1846$).

On the left hand side boundary, right propagating electromagnetic waves are launched, whereas left propagating waves are transmitted without reflection. Boundary condition for particles on this boundary has no influence since no particle ever reaches it. The transverse electric field $E_y$ is specified on the left boundary so that the magnetic field component of the right propagating wave is

$$B_z \left( x = -\frac{3\Delta x}{2}, t \right) = \begin{cases} B^\circ \left[ 1 + \delta_B \sin \left( \frac{\pi t}{2\tau_r} \right) \right] & \text{for } t \leq \tau_r \\ B^\circ \left[ 1 + \delta_B \sin \left( \frac{\pi t}{2\tau_m} + \frac{\pi}{2} \right) \right] & \text{for } t \geq \tau_r \end{cases}$$

(1)

where $\tau_r$ is the driving magnetic field rise-time, $\tau_m$ is the time over which the driving field is maintained and $\delta_B$ is the driving to bias magnetic field ratio. For $t \geq \tau_r$, the amplitude of
| Parameter                                                                 | Value       |
|--------------------------------------------------------------------------|-------------|
| Plasma slab width $2\Delta x^\circ$ [mm]                               | 20          |
| Electron and ion density $n_e^\circ$ and $n_i^\circ$ [cm$^{-3}$]        | $10^{16}$   |
| Electron and ion temperature $T_e^\circ$ and $T_i^\circ$ [eV]           | 20          |
| Bias (background) magnetic field $B^\circ$ [T]                           | 5           |
| Plasma frequency $\omega_{pe}^\circ$ [s$^{-1}$]                         | $5.6 \times 10^{12}$ |
| Electron gyro-frequency $\omega_{ce}^\circ$ [s$^{-1}$]                  | $8.8 \times 10^{11}$ |
| Ion gyro-frequency $\omega_{ci}^\circ$ [s$^{-1}$]                       | $4.8 \times 10^8$ |
| Debye length $\lambda_D^\circ$ [\mu m]                                | 0.3         |
| Electron skin depth $c/\omega_{pe}^\circ$ [\mu m]                      | 50          |
| Alfven velocity $v_A^\circ$ [m.s$^{-1}$]                                | $1.1 \times 10^6$ |
| Sound speed $c_s^\circ$ [m.s$^{-1}$]                                    | $\sim 10^5$ |
| Electron gyro-radius $\rho L_e^\circ$ [\mu m]                          | 3           |
| Ion gyro-radius $\rho L_i^\circ$ [\mu m]                               | 130         |
| Plasma $\beta^\circ$                                                    | $2 \times 10^{-3}$ |

**TABLE I.** Initial plasma parameters at $t = 0$. The notation $p^\circ$ is used to denote $p|_{t=0}$.

the magnetic field component of the right propagating wave at the left boundary is nearly constant. Following Ref.\textsuperscript{1}, the compression parameters are $\tau_r = 5$ ns and $\delta_B = 2$, and $\tau_m$ is taken as $10^3\tau_r$, which ensures an almost constant driving field for $t > \tau_r$.

On the right hand side boundary, left propagating waves are launched, while right propagating waves are transmitted without reflection. Similarly, boundary condition for particles at this boundary has no influence. The transverse electric field at the right boundary is in phase opposition with the one at the left boundary, so that the magnetic field component of the left propagating wave is identical to the one given in Eq. 1, i.e. $B_z (-3\Delta x^\circ/2, t) = B_z (7\Delta x^\circ/2, t)$.

The right (resp. left) propagating compression wave generated at the left (resp. right) boundary propagates towards the plasma boundary at the speed of light. Although the frequency associated with the driving field is much lower than the plasma frequency $\omega_{pe}$, part of the driving field is transmitted to the plasma due to the plasma pre-magnetization.
Introducing $\mu - i\chi = [ (\epsilon_{\perp}^2 - \epsilon_{\times}^2) / \epsilon_{\perp} ]^{1/2}$, with $\epsilon_{\perp}$ and $\epsilon_{\times}$ respectively the perpendicular and cross-field component of the dielectric tensor, the power transmission coefficient through the vacuum-plasma interface reads

$$T = \frac{4\mu}{(1 + \mu)^2 + \chi^2}. \quad (2)$$

Using the collisionless cold plasma dispersion relation for a fast magneto-sonic wave, one finds that for $\omega_{pe}/\omega_{ce} \sim 6$, $T \sim 1.5\%$. Because of this very small transmission coefficient, this model predicts a reflected wave of amplitude nearly equal to the incident wave. For this reason, and although the large amplitude compression setup considered here differs greatly from this idealized linear wave picture, large power reflection is anticipated at the vacuum-plasma interface.

III. GLOBAL RESULTS

The evolution of the plasma slab width $\Delta x$ with time is plotted in Fig. 2. Peak compression, which is defined as the instant for which $\Delta x/\Delta x^0$ is minimum, occurs in this setup for $t \omega_{ci}^0 = 2.26$, that is to say right before the driving field $B$ reaches its maximum ($\tau \omega_{ci}^0 = 2.39$). Following peak compression, the plasma experiences successive compression and expansion phases. These oscillations appear similar to hydromagnetic oscillations\textsuperscript{8}, with a period $\tau \sim \Delta x^0 / v_A \sim 1/\omega_{ci}^0$, where $v_A$ is the Alfvén velocity calculated for the maximum driving field $B$ and $\omega_{ci}^0$ is the ion cyclotron angular frequency. This result is consistent with oscillations observed in fast-rising theta-pinches\textsuperscript{9,10}.

Figure 3 presents the simulated time evolution of the plasma parameters in the spatial domain corresponding to the initial plasma slab width $\Delta x^0 \sim 375 \, c/\omega_{pe}^0$. Looking at the plasma density profile in Fig. 3a, one immediately notices that the density is highly non-uniform across the plasma slab. More precisely, the simulations depict a plasma den-
FIG. 2. Time evolution of the plasma slab width $\Delta x$. Peak compression is obtained right before the driving field reaches its maximum value ($t = \tau_r$). Past this instant, the plasma slab shows successive expansion and compression phases, with weak damping.

The density profile that is almost always hollow, with the exception of peak compression times ($t \omega_{ci} \sim 2.26, 4.54$ and $6.99$), for which the density appears to peak in the mid-plane. As the compression and expansion phases follow each other, the density gradient scale-length appears to grow, making density gradients across the plasma slab less severe.

The trends observed on the plasma density are confirmed when looking at the magnetic field profile plotted in Fig. 3b. With the exception of peak compression times, the magnetic field profile is hollow, and shows strong variations in a region near the plasma-vacuum interface. As anticipated, the field in the vacuum region is significantly larger than the driving field amplitude due to reflection at the plasma-vacuum interface. For a fully reflected driving field, one expects a field amplitude $(1 + 2\delta_B)B^o$ in the vacuum region, which seems consistent with the $B/B^o \lesssim 5$ observed in Fig. 3b. Furthermore, qualitative comparison of Fig. 3a and 3b suggests limited variations of $B/n$ during compression.

The ion and electron temperature evolution is depicted in Fig. 3c and Fig. 3d, showing very large ion heating as well as significant electron heating. Ion and electron temperature increases $T_i/T_i^o$ and $T_e/T_e^o$ in excess of respectively 2000 and 150 are locally measured.
FIG. 3. Evolution of the plasma parameters in response to the compressing wave: ion number density (a), magnetic field (b), ion temperature (c) and electron temperature (d). Initial plasma parameters are listed in Table I.
Assuming for the sake of simplicity that $B/n$ remains constant at peak compression, the ion temperature required to balance the magnetic pressure $P_B = B^2/(2\mu_0)$ is $T_i \sim T_i^\circ B/(\beta^\circ B^\circ)$. For $\beta^\circ \sim 2 \times 10^{-3}$ (see Table I), and $B/B^\circ = 5$, the required plasma heating is $T_i/T_i^\circ \sim 2300$. Since these ion temperatures are very close to the ones observed near peak compression, one can infer that $\beta = nkT/P_B \sim O(1)$ for peak compression.

Similarly to what was observed for the ion density in Fig. 3a, temperature gradients across the plasma slab weaken with time, with $T_i$ becoming rather uniform for $t\omega_{ci}^\circ \geq 5$. Although a similar uniformization trend is observed for $T_e$, relatively strong non-uniformity prevails at longer times. However, it stands to reason that collisional effects, which are neglected in this study, would lead at later times to electron heating and thermalization. For the initial plasma parameters considered here (see Table I), the ion and electron collision frequency are respectively $\nu_i^\circ \sim \omega_{ci}^\circ /5$ and $\nu_e^\circ \sim \omega_{ci}^\circ /135$. Although heating effects associated with compression could extend significantly the duration over which collisional effects are negligible, these estimates suggest $t\omega_{ci}^\circ \sim 5$ as a conservative upper limit for collisionless modeling.

These global numerical results suggest that plasma densification through magnetic compression, such as proposed in Ref. 1, will not occur as envisioned. Numerical results highlight two main hurdles towards this goal. First, plasma parameters, in particular density, show significant variations across the plasma slab. These density gradients are associated with magnetic field gradient across the plasma, which differs from the homogeneous magnetic field amplification described in Ref. 1. Second, the plasma slab width displays strong oscillations, rather than converging towards a steady-state solution as the driving field reaches its set value. This occurs even on timescales short compared to the collision time. On the other hand, one might be able to take advantage of these features, in particular the profile hollowness, to better focus a particle beam in a particle accelerator. In order better to appreciate whether these phenomena are true show-stoppers for the use of magnetic compression for wave properties control in plasma based particle accelerators, or simply added complexity, the physics of the initial compression phase and of the peak compression and following expansion is analyzed.
IV. INITIAL COMPRESSION PHASE

In this section, only the results obtained for the left half of the domain are presented since the other half is a mirror image.

At early times, the driving field amplitude at the vacuum-plasma boundary is much smaller than the bias field (\( |B/B^\circ - 1| \ll 1 \)). As shown in Fig. 4, the magnetic field perturbation propagates in the plasma with a velocity \( v \sim v_A = B/\sqrt{\mu_0 m_p} \), with \( m_p \) the proton mass. This is consistent with the phase velocity \( v_{ms} \) of the fast magneto-sonic wave since the sound speed \( c_s^0 \sim 0.1v_A^0 \), and hence \( v_{ms} = (v_A^{\circ 2} + c_s^{\circ 2})^{1/2} \sim v_A^\circ \). In first approximation, \( B/n \) can be assumed constant, and \( v_A \propto \sqrt{n} \propto \sqrt{B} \). Consequently, the phase velocity of the wave increases as the perturbation becomes larger, and the wave front steepens. This is illustrated by the decrease of the slope between the first and second contour in Fig. 4.

Since the time of passage of the magnetic disturbance is small compared to the ion gyro-period (\( \omega_{ci} \ll 2\pi/\tau_r \ll \omega_{ce} \)), electrons and ions response to this disturbance differs: electrons are magnetized, whereas ions are essentially non-magnetized. For small enough perturbations, electrons motion, which consist mostly in the \( E \times B \) drift, is essentially in the \( x \) direction, with velocity \( E_y/B \). In the absence of a longitudinal electric field, ions motion would be limited to a velocity kick in the \( y \) direction. Because of these different dynamics, a charge separation occurs, and a longitudinal electric field is formed to ensure that ions and electrons exhibit the same displacement in the \( x \) direction after the pulse passage. An estimate for the amplitude of this longitudinal field can be obtained from the cold plasma solution of the fast magneto-sonic mode. The longitudinal to total electric field ratio goes from 0 for \( \omega \ll \omega_{ci} \) to 1 as \( \omega \) approaches the resonance frequency \( \omega_{lh} \), with \( \omega_{lh} \) the lower hybrid frequency. Quantitatively, \( E_y/E_x = \epsilon_x/\epsilon_\perp \), which is about 1 for \( \omega \sim \omega_{ci} \). This result shows very weak dependance on \( \omega_{ce}/\omega_{pe} \) in this frequency range.

For larger driving field amplitudes, \( B/B^\circ - 1 \sim \mathcal{O}(1) \), features typical of a dispersive shock wave\textsuperscript{11,12} develop. Similarly to what is observed for finite-amplitude waves propagating perpendicular to a background magnetic field\textsuperscript{13–16}, a sharp leading edge followed by a trailing wave train downstream of the shock is seen Fig. 4. Consistent with these results\textsuperscript{14}, both the amplitude and wavelength of the pulses forming these compression waves decrease away from the leading edge. Concurrently, space charge separation grows and the longitudinal
For low driving fields, the propagation velocity is close to $v_A$. As the driving field amplitude increases, a trailing wave train is observed in the piston region.

This manifests as an increase of the $x$-component of the ion velocity, as shown in the first four frames in Fig. 5 ($0 \leq t\omega_{ci} \leq 0.6$).

As the amplitude of the driving field grows larger, the shock or discontinuity becomes super-critical. By super-critical we mean that the ions are reflected by the shock, following, for example, the identification of such a transition in Refs 12 and 22. Reflection of some of the upstream ions by the shock is then an important mechanism for shock dissipation. Evidence of ion reflection is found in the last two frames in Fig. 5 ($t\omega_{ci} = 0.72$ and 0.86). Upstream ions are reflected by the potential well associated to the shock, and move ahead of the shock with a velocity $v_{xi} \sim 2v_s$, where $v_s$ is the shock velocity in the laboratory frame. An increase of the ion temperature is observed both upstream and downstream of the shock. Downstream of the shock, in the piston region, ion trapping such as observed in the last frame in Fig. 5, provides additional dissipation. Although the trailing wave train persists in the super-critical regime, as expected for low $\beta$ plasmas, it is partly damped as a result of
FIG. 5. Close-up on the ion phase-space \((x, v_x)\) density distribution at various times. The ion velocity \(v_{x_i}\) and the axial position \(x\) are normalized by respectively the initial Alfven velocity \(v_A^0\) and the electron skin depth \(c/\omega_{pe}^0\). The shock is moving towards the right. Reflected ions, which are characteristic of a super-critical shock, are clearly seen for \(t\omega_{ci}^0 = 0.72\) and \(0.86\), with \(v_{x_i} \sim 3.4\ v_A^0\). Initial ion thermal velocity \((k_B T_i^0/m_p)^{1/2} \sim v_A^0/18\).

An estimate of the driving to bias field ratio leading to the formation of a super-critical shock wave can be inferred from this data set. Taking \(t\omega_{ci}^0 = 0.7\) as the onset, one gets \((B/B^0 - 1) \sim 1.7\). At this instant, the velocity of the accelerating shock front inferred from simulations is \(v_s \sim 1.7\ v_A^0\), so that the critical Mach number \(M_c \sim 1.7\). This value is as expected lower than the \(M_c = 2.76\) typically quoted for a resistive shock propagating perpendicularly into a cold plasma\(^{23}\), but close to the well-known limit \(M_c = 2\) for magne-
tosonic soliton obtained for vanishing resistivity\textsuperscript{12,14,17,24,25}. The difference with the $M_c = 2$ limit might be explained by the finite temperature plasma\textsuperscript{26} upstream of the shock.

As the shock grows and propagates, the density downstream of the shock increases with $B$. As seen in Fig 6, $B/n$ remains on average close to $B^o/n^o$, and a hollow density profile is formed. The density in the piston region displays large oscillations in response to the compression waves observed in this region. The amplitude of these oscillations increases with $B$ for $t\omega_{ci}^o \lesssim 1.2$, and then seems to saturate. This pattern is consistent with the magnetic field profiles in the piston region. In addition, the onset of this saturation phase coincides with the development of turbulent features in the magnetic field profiles downstream of the shock, which are typical of a laminar to turbulent shock transition\textsuperscript{27}. The wavelength $\lambda$ of the density oscillations decreases with $B$, with $0.6 \lesssim \lambda\omega_{pe}^o/c \lesssim 3$ in Fig. 6, which roughly gives $\lambda \propto B^o/B$. Interestingly, since $\omega_{ci}^o\omega_{ce}^o \ll \omega_{pi}^o$, a $B^{-1}$ scaling corresponds in this case to $1/\omega_{lh}$. This wavelength decrease with a driving field amplitude increase is consistent with two-fluid modeling results\textsuperscript{15}.

In addition to ion reflection, another typical feature of super-critical shocks is the presence of a foot in the magnetic field profile upstream of the shock\textsuperscript{12,28}. This foot is due to the reflection of the upstream ions by the potential hill in the shock, and its extension increases as the reflected ions propagate ahead of the shock. The formation of this foot in the magnetic field profile is clearly seen in Fig. 6a, and its onset for $t\omega_{ci}^o \sim 0.75$ is quite consistent with the reflected ions identified in Fig. 5. However, although the extension of the foot does initially increase as the reflected ions propagate ahead of the shock, this mechanism diminishes progressively due to the deflection of these ions by the magnetic field. For $t\omega_{ci}^o \geq 1.4$, the foot extension does not vary significantly, and the magnetic field increases ($\partial B/\partial x > 0$) due to the negative transverse ion current. This pattern develops until the two counter-propagating beams ahead of their respective shock collide.

V. PEAK-COMPRESSION AND EXPANSION

When the two counter-propagating ion beams reach the mid-plane of the simulation domain, which happens for $t\omega_{ci}^o \sim 1.85$, the magnetic field carried by each of the feet add and the magnetic field in the mid-plane grows momentarily, with $B \sim 5B^o$. This is seen is Fig. 7a and 7b. The magnetic field in the mid-plane then decreases to $B \sim 2B^o$ as the head
a) Magnetic field $B$

b) Ion density $n_i$

FIG. 6. Spatial profile of the magnetic field (a) and ion density (b) for different values of $t\omega_{ci}$. The foot formation upstream of the shock is clearly visible for $t\omega_{ci} \geq 0.75$. The density downstream of the shock increases with $B$, creating a hollow profile. For $t\omega_{ci} \geq 1.4$, the deflection of reflected ions by the magnetic field is responsible for the formation of a local field maximum upstream of the shock.

of the beams move further away from the mid-plane.

Next, when the right (resp. left) propagating beam encounters the left (resp. right) shock, the beam ions loose momentum in the $x$ direction (Fig. 7c). Simultaneously, magnetic deflection of the beam ion is amplified due to the increase of $B$ across the shock. As a result, the amplitude of the negative (resp. positive) ion transverse current $j_y$ increases, and the magnetic field downstream of each shock increases beyond the driving field intensity. Progressive magnetic deflection of the ions in the piston region amplifies this response.

Later on, when the two counter-propagating shocks collide, part of the ions located in the piston (downstream) region of one shock go through the other shock. In the process, these ions loose most of their momentum along the $x$ direction. This is illustrated by the central region highlighted in the close-up in the second panel in Fig. 7d. The rest of the ions from the piston region are reflected by the incoming shock. As a result, the velocity of these ions in the laboratory frame is $v_x \sim -v_p - v_s$, where $v_p$ is the ion velocity in the piston region.
FIG. 7. Ion phase space and magnetic field profile evolution around peak compression: prior to (a) and immediately after (b) the interaction of the counter-propagating ion beams, during the interaction of the ions beam and the counter-propagating shock (c) and after the interaction of the two counter-propagating shocks (d). The close-up in the second panel in Fig. (d) highlights the slowing down of piston ions by the counter-propagating shock.
and $v_s \sim$ is the velocity of the incoming shock. In the laboratory frame, the left moving shock velocity is $v_s \lesssim -2v_A^\circ$ and the right moving piston ions velocity is $v_p \lesssim 2v_A^\circ$, so that $v_x \sim -4v_A^\circ$. This left propagating ion beam and the corresponding right propagating ion beam produced by the right moving shock are seen respectively in the left ($v_x \sim -4v_A^\circ$) and right ($v_x \sim 4v_A^\circ$) half of the domain in the second panel in Fig. 7d.

Consider now the magnetic field profile in the first panel in Fig. 7d. The magnetic field peaks in the mid-plane immediately after the two shocks collide. This strong and localized increase is due to the positive (resp. negative) transverse electron current $j_ye^\circ$ associated with the positive (resp. negative) longitudinal electric field $E_x$ of the right (resp. left) propagating shock. Prior to the shocks colliding, these electron currents are responsible for the magnetic field drop in the central region. Immediately after the shocks propagate past the mid-plane, these currents lead to a strong field amplification in the region in between the shocks.

The instant when shocks reach the mid-plane corresponds as well to peak compression. For $t\omega_{ci}^\circ \sim 2.26$, the plasma region width is $\Delta x \sim 62c/\omega_{pe}^\circ$, which is about $\Delta x^\circ/6$, with $\Delta x^\circ$ the slab width at $t = 0$. This compression value first seems surprising since one would expect $\Delta x^\circ/\Delta x \sim B/B^\circ \sim 2\delta_B + 1$, which is equal to 5 for the conditions studied here (see Table II). However, a more careful look at the magnetic field profile provides an explanation for this result. Prior to the shocks colliding, the magnetic field in the outer plasma region is larger than the driving field due to the ion beam-shock interaction described above. This is illustrated in the first panel in Fig. 7c. Since $B/n$ remains nearly constant, the compression $n/n^\circ$ in this region is greater than $2\delta_B + 1$, while $n/n^\circ \sim 2\delta_B + 1$ in the central region as the shocks collide. Consequently, the peak compression is greater than what one would expect considering only the driving to bias field ratio.

Past peak compression, the plasma expands again. Concurrently, the magnetic field peak in the mid-plane decreases and broadens. Eventually, the magnetic field profile returns to a hollow profile, with $B \sim (2\delta_B + 1)B^\circ$ outside of the plasma region, and $B \leq (2\delta_B + 1)B^\circ$ in the plasma region.
VI. SUMMARY

The practicality of plasma density control through fast magnetic compression was studied using fully electromagnetic particle in cell simulations. In particular, the feasibility of plasma densification for wave properties control, such as envisioned for electron dephasing suppression in plasma-based particle accelerators, was investigated.

In the plasma regime relevant to this application, namely compression on timescales shorter than the ion gyro-period, simulation results obtained in a slab geometry indicate a plasma dynamic significantly different from the homogeneous compression initially proposed. During the compression phase, the plasma density is seen to be strongly non-uniform, and exhibits a hollow profile. Density variations as large as the driving to bias field ratio times the initial density are observed over a distance on the order of an electron skin depth. Furthermore, collisionless oscillatory behavior, with multiple successive compression and expansion phases, similarly to hydromagnetic oscillations, is observed. As the plasma is compressed, strong plasma heating is also observed, with the largest part of the kinetic energy in the ion motion. Simple estimates suggest $\beta \sim \mathcal{O}(1)$ near peak compression.

Instead of the uniform plasma densification initially suggested, fast magnetic compression is shown to take the form of two counter-propagating and accelerating shock waves. Downstream of each shock, in the piston region, the density increases with the driving field, while the plasma upstream of the shock remains initially unperturbed. As the driving magnetic field grows, the shock becomes supercritical, and an ion beam forms ahead of the shock, as some of the incident upstream ions are reflected. The deflection of this ion beam by the magnetic field is suddenly amplified as the head of the beam interacts with the counter-propagating shock, leading temporarily to a magnetic field greater than the driving field in the plasma. Peak compression coincides with the collision of the two counter-propagating shocks. In the process, a fraction of ions downstream of a given shock is reflected by the counter-propagating shock.

The phenomena uncovered in this paper are expected to take place for fast compression experiments in which: (i) the driving to bias field ratio $\delta_B \gtrsim 2$; (ii) the compression time $\tau_r$ is shorter than the ion gyro-period; (iii) the compression time is shorter than the system size $\Delta x$ divided by the Alfven speed $V_a$; and (iv) the compression time is shorter than the ion and electron collision times. For very large systems, defined as $\tau_r V_A \ll \Delta x$, the dynamics of
the shock foot is expected to differ since in this limit beam ions will be turned around by the magnetic field, and possibly re-interact with the shock, before interacting with the counter-propagating shock. Furthermore, space charge effects are expected to become stronger for regimes where the plasma frequency becomes comparable, or even smaller, than the electron gyro-frequency.

Although the results presented here indicate a densification mechanism much more complex than what was initially envisioned for wave properties control in plasma-based particle accelerators, these results are not necessarily incompatible with this application. In fact, with the transit time of a light wave being much shorter than the compression time, it might be possible to take advantage of a specific plasma density profile resulting from shock compression at a given time. It remains, however, to evaluate whether these benefits balance the added complexity associated with time-resolved shock compression.
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