Limits of the equivalence of time and ensemble averages in shear flows.
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In equilibrium systems, time and ensemble averages of physical quantities are equivalent due to the equivalence of time and ensemble averages.[1, 2, 3, 4, 5]. The exploration of phase space is achieved through thermal fluctuations, and this allows for a description of equilibrium dynamics in terms of well-defined averaged observables. The observables are extracted either by averaging over states explored over long periods of time or from ensembles of states distributed over all of phase space, whichever method is most convenient for the observable being studied. A natural question is whether or not athermal fluctuations in a driven system lead to the equivalence of time and ensemble averages through a similar exploration of phase space. Ideally, testing the equivalence of time and ensemble averages in driven systems requires measuring the instantaneous value of an observable for an infinite period of time (temporal averages) and constructing an infinite number of ensembles (ensemble averages). This is untenable for real experiments; however, if time scales of observation are faster than intrinsic timescales, it is possible to gather a reasonable approximation of the distribution of values for an observable.

The averaging process is governed by the fluctuations of phase space that move the system through phase space. In driven, complex fluids, athermal fluctuations arise through particle rearrangements that are induced by flow. The potential for these athermal fluctuations to play a role that is similar to thermal fluctuations in normal fluids is the basis of many statistical treatments of highly non-equilibrium complex fluids.[6, 7, 8]. A specific example of this is the various proposals for using effective temperatures[6, 7, 8] in driven systems. An open question in this field is the quantitative disagreement[9] between different definitions of effective temperatures[6, 7]. These disagreements may be connected to the ability of athermal fluctuations to provide sufficient exploration of phase space for certain variables, such as velocity. In this letter, we specifically focus on the ability of athermal fluctuations in the system to explore phase space in a manner that results in an equivalence between time and ensemble averages. Testing such an equivalence is an important step in understanding how well the various elements of statistical mechanics (such as temperature) can be translated to driven systems.

In considering any comparison of time and ensemble averages, it is important to recognize the separate question of the convergence of either time or ensemble averages. Independent of whether the two averages agree, it is possible that the nature of athermal fluctuations in a driven system are such that average quantities are not well-defined on experimentally accessible time scales or number of ensembles. This is highlighted by work in granular matter in which extremely long times were required for convergence of the average density under tapping.[11]. As we will demonstrate, for our system, both the time and ensemble averages are well-defined.

In this Letter, we report on measurements of the average velocity profile using a model two-dimensional foam: a bubble raft.[12]. One advantage of this system is the irrelevance of thermal fluctuations due to the macroscopic nature of the bubbles. Instead, the fluctuations are the result of bubble rearrangements during flow.[13]. Even though the average velocity profile for foam has been the subject of substantial theoretical,[14, 15, 16, 17] and experimental,[18, 19, 20, 21, 22, 23] work, the connection between time and ensemble averages for velocity profiles remains an open question.

The bubble raft is produced by flowing regulated nitrogen gas through a needle into a homogeneous solution of 80% by volume deionized water, 5% by volume Miracle Bubbles (from Imperial Toy Corporation), and 15% by volume glycerine. The glycerine provides additional stabilization of the bubble raft as a function of time. The bubbles are confined between two parallel bands sep-
rated by a distance \( d = 57 \text{ mm} \). The bands are driven at a constant velocity \( v_{\text{w}} \) in opposing directions. This applies a steady rate of strain to the system given by \( \dot{\gamma} = 2v_{\text{w}}/d = 1.4 \times 10^{-3} \text{ s}^{-1} \). The total applied strain is \( \gamma = \dot{\gamma}t \), where \( t \) is the time interval under consideration.

The direction of flow imposed by the bands is taken to be parallel to the x-axis. We use a CCD camera to capture the state of the system at a frame rate of 10 Hz. A Particle Image Velocimetry program \([24]\) is then used to extract velocities of individual bubbles using consecutive images. Each consecutive pair of images corresponds to a measurement of its instantaneous velocity. For this paper, we focus exclusively on the behavior of the velocity in the x-direction, and the system was divided into forty bins in the y-direction so as to measure the velocity as a function of y. The bubbles are relatively monodisperse, with a bubble diameter of \( D = 2.66 \pm 0.2 \text{ mm} \). Details of the apparatus and methods can be found in Ref. \([25]\).

The results presented in this letter are based on thirty different experimental realizations of a bubble raft. All of the parameters for each experimental realization were the same except for the configuration of the bubbles. In each of the experimental realizations, the system is subjected to a total strain of five and \( N = 1000 \) consecutive images of the bubbles are captured. From these thirty different experimental realizations, we develop two different data sets: a time set and an ensemble set. The time set is the 30 independent time series of the bubble velocities. A member of the time set corresponds to a single experimental realization with 1000 elements. Each element captures the instantaneous position and velocity of the bubbles as measured between successive images at a given time (or value of strain). A member of the “ensemble set” is constructed from the thirty experimental realizations by randomly sampling 1000 elements from the thirty experimental realizations. We build 30 such members to constitute the ensemble set. This procedure ensures an equal number of elements in each of the members of the time and ensemble sets. This allows for a direct statistical comparison between the two data sets. A time/ensemble average refers to averaging all instantaneous velocities from a individual member of the time/ensemble set of data.

To characterize the system’s behavior, we measured the distribution of velocities, the time-correlation of the velocities, the average velocity profiles, and characterized the convergence rate of the averaging process. All of these studies (except the velocity correlations) were made for both the time and ensemble data sets. The results for the velocity distributions are shown in Fig. 1 for a single member of both the time and ensemble set. Sampling the velocities from either time sets \([26]\) or ensemble sets result in a Lorentzian distribution. However, as we will show, a key distinction lies in the distribution of the mean values for different members of the respective sets.

The average velocity profiles are approximately linear

![FIG. 1: (color online) The probability distribution of velocities is indicated for ensemble averaging (open circles) and time averaging (closed squares). The solid lines are Lorentzian fits to the data, red curves for time averaged data and blue for ensemble averaged data. (a) Results for a position at the center of the trough. For the ensemble (time) average the center of the Lorentzian fits are at 0.01 ± 0.01 (−0.01 ± 0.01) and the widths are 0.68 ± 0.02 (0.72 ± 0.02), respectively. (b) For a position 0.25d from the center. For the ensemble (time) average the center of the Lorentzian fits are at 0.41 ± 0.01 (0.36 ± 0.01) and the widths are 0.47 ± 0.03 (0.52 ± 0.02), respectively.]

There are two key issues regarding the average profiles: (1) are they computed over independent configurations? and (2) have the averages converged? Fig. 2 and 3 address these two questions. In Fig. 2 the autocorrelation of instantaneous velocities for a member of a time set and an exponential fit to the correlation function \( \propto \exp(-\gamma/0.01) \) are shown. The decay constant corresponding to a strain of 0.01 is consistent with the previously reported yield strain in polydisperse bubble rafts \((\sim 0.05)\) \([27]\). As the yield strain corresponds to the point at which elastic response gives way to flow through significant bubble rearrangements, it is reasonable that this determines the interval of strain necessary to produce independent configurations. Therefore, time averages using a total strain of 5 consist of between 100 to 500 independent configurations. While building an ensemble member, we randomly choose states of velocity configurations across all thirty members of the time set. This results in the average strain between randomly
FIG. 2: (a) Deviation of time average velocity profiles (normalized by the wall speed $v_w$) from the mean profile ($v_m$) generated by ten members of the time set. (b) Deviation of ten different ensemble averages of the velocities from the mean profile. Plotting the deviation highlights the differences between the different time average profiles. The average standard deviation for time average profiles in (a) is 0.081, in contrast, the ensemble averages shown in (b) are relatively indistinguishable with a standard deviation of 0.017. The y-position is scaled by the bubble diameter $D$.

FIG. 3: This is the decay in the correlation of the mean velocity $0.25d$ away from the trough center. The total strain in each experiment is 5, and we only show the autocorrelation to a unit strain to make it visually easier to read. The remainder of the curve is qualitatively unchanged at higher strains. The inset shows a closeup at short strain along with an exponential fit (correlation $\propto \exp(-\gamma/0.01)$).

chosen states being 0.15, with a correlation less than the baseline noise in Fig. 3. The selection of these states across 30 independent time members, further decreases any correlations between them.

We find the rate of convergence to the mean value of the velocity profile is the same for members of the time and ensemble sets. However, the distribution of final mean values attained are different, with the time set showing a significantly larger spread in the converged mean values than those from the ensemble set. In Fig. 4 the convergence of the mean velocity as a function of the number of bubbles used to compute the average is plotted for ten members of the time and ensemble averages. Plotting the mean velocity versus the number of bubbles allows for direct comparison of the time and ensemble averages. However, it should be noted, that for the time averages, the number of bubbles corresponds directly to increasing time, or strain, which in this case is a strain $\leq 5$. In all cases (ensemble and time averages), the mean values converge to a well-defined value after averaging over approximately $n = 2000$ bubbles. (This corresponds to a strain of 1 for the time averages, or approximately 100 independent configurations, and is consistent with previous measurements of the rate of convergence [19].) The spread in the final mean values is very different for the two sets. For the time averages, as expected from Fig. 2, the deviation in final mean values is larger than the fluctuation in the mean for large enough values of $n$. For the ensemble averages, the deviation in final mean values is similar to the fluctuation in the mean. To quantify this deviation, for a given set of average velocities, we define the deviation $\delta \equiv v_{max} - v_{min}$, where $v_{max}$ ($v_{min}$) is the largest (smallest) final average velocity in the set.

Next, in Fig. 4 we describe the spread in the final mean values of the velocity profile parameterized by $\delta$ as a function of an increasing number of independent members of the time set, $M$, used in constructing the ensemble set. This is done to test whether or not thirty independent members of the time set is sufficient to build an ensemble set with physical relevance, i.e. uncorrelated and independent. One method of testing this is to consider ensembles constructed from constructed $M < 30$ mem-
FIG. 5: (color online) Plot of the average deviation $<\delta(M)>$ between different ensemble averages as a function of $M$, the number of runs used to generate the ensemble set. As the number of independent runs used to generate the ensemble increases, the deviation between computed averages decreases.
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