Abstract: To minimize the impacts of large losses and optimize the emergency response when a large earthquake occurs, an accurate early warning of an earthquake or tsunami is crucial. One important parameter that can provide an accurate early warning is the earthquake’s magnitude. This study proposes a method for estimating the magnitude, and some of the source parameters, of an earthquake using genetic algorithms (GAs). In this study, GAs were used to perform an inversion of Okada’s model from earthquake displacement data. In the first stage of the experiment, the GA was used to inverse the displacement calculated from the forward calculation in Okada’s model. The best performance of the GA was obtained by tuning the hyperparameters to obtain the most functional configuration. In the second stage, the inversion method was tested on GPS time series data from the 2011 Tohoku Oki earthquake. The earthquake’s displacement was first estimated from GPS time series data using a detection and estimation formula from previous research to calculate the permanent displacement value. The proposed method can estimate an earthquake’s magnitude and four source parameters (i.e., length, width, rake, and slip) close to the real values with reasonable accuracy.
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1. Introduction

Earthquakes with large magnitudes always result in large losses and can even trigger a subsequent disaster such as a tsunami. To provide an early warning for tsunamis and facilitate emergency responses to earthquakes, one important parameter that needs to be known early and as accurately as possible is the earthquake’s magnitude [1]. Tsunami early warning systems in many countries such as Indonesia use the estimated magnitude of the earthquake as the main reference for providing tsunami early warnings [2,3]. If the earthquake’s magnitude is estimated at 6.5 or greater, the system will issue a warning that the earthquake has the potential to trigger a tsunami [3]. The tsunami potential of an earthquake must be decided within 3–5 min. However, the magnitude estimation performed by conventional estimation methods is far from accurate in such a short period of time. In some previous cases of large earthquakes that have triggered tsunamis, the early warning was inaccurate because the magnitude was underestimated at crucial times [4–7].
As a result, the earthquake’s impacts were larger than expected and caused a greater loss of life and infrastructure.

Conventionally, rapid magnitude estimation is still carried out based on seismometer data using magnitude scales that can be derived as soon as an earthquake occurs. Such scales include the body-wave magnitude (\(M_{bw}\)), surface-wave magnitude (\(M_{sw}\)), and moment magnitude (\(M_{w}\)) measurement scales [1]. However, these types of measurements have significant limitations when estimating values due to saturation problems hampering measurement equipment used to record seismic signals, especially in the event of a large earthquake. The signal amplitude is often clipped during major earthquakes. Stations nearest to the epicenter are the most important sources of information to obtain an early estimation of an earthquake’s magnitude. Unfortunately, these nearby stations are more susceptible to the saturation and clipping-off problems mentioned above, which can cause the magnitude to be underestimated compared with the actual value [4,5,7].

For example, in the 2004 Sumatran earthquake that triggered the most fatal tsunami in the country’s history, an initial estimate of the earthquake’s magnitude was released 11 min after the earthquake occurred: 8.0 using \(M_{bw}\) [1]. One hour after the earthquake occurred, the value was revised using \(M_{sw}\) to 8.5. The next update was given five hours after the earthquake, and the newly estimated magnitude was 9.0 [1]. The actual magnitude of 9.2 was ultimately released a few days later. The initial estimated value of magnitude (8.0) resulted in the tsunami early warning decision being underestimated, which led to a suboptimal emergency response. In the three hours after the earthquake occurred, a huge tsunami crossed the sea at high speed and devastated the nearby area [5,7].

When the Tohoku Oki earthquake occurred in 2011, the actual magnitude was similarly underestimated. This underestimation provided an inaccurate tsunami early warning followed by an emergency response that was far below the recommended standard. Three minutes after the earthquake occurred, the estimated magnitude released by the Japan Meteorology Agency was 7.9 [5]. This estimation was updated to 8.4 one hour and 20 min after the earthquake. A few days later, the actual magnitude was determined to be an \(M_{w}\) of 9.0. In the 25 min after the earthquake occurred, a large tsunami destroyed the coast nearest to the source of the earthquake [5,7].

These two earthquake events show the importance of providing an accurate magnitude estimation within the crucial few minutes after the earthquake occurs [1–8]. However, because such estimation relies on seismic data from broadband seismometers and has not been able to address the saturation and clipping-off problems that occur after large earthquakes, alternative methodological approaches are needed to estimate an earthquake’s magnitude more accurately in a short space of time.

GPS, with its ability to record ground displacement data, has the potential to generate more accurate magnitude estimations without suffering saturation and clipping-off problems [6]. Indeed, some methods for rapid magnitude estimation based on GPS data have been examined in previous research [4,5,7,9–14]. This study proposes a method for rapidly estimating an earthquake’s magnitude based on an inversion of Okada’s model using a genetic algorithm (GA). This method can also estimate other source parameters such as the length, width, rake, and slip parameters of the fault plane.

GAs are optimization algorithms that can estimate many parameters to find the optimal value of an objective function [15]. Such algorithms are also known for their robustness in solving nonlinear problems [16,17]. In research on earthquake problems, GAs have been used to understand focal mechanisms and stress tensor inversion [18,19], carry out InSAR data inversion to learn about deformation [20], predict earthquakes [21], and select earthquake ground motion [22]. Other evolutionary computation-based algorithms have also been used to estimate the hypocenter location of an earthquake [23], inverse an earthquake’s dislocation [24], estimate earthquake magnitudes [25], estimate fault parameters [26,27], and solve engineering problems related to earthquakes [28].
In this study, the proposed rapid estimation method using GAs was tested on the 2011 Tohoku Oki earthquake data to measure its ability to estimate the earthquake’s source parameters and magnitude.

2. Materials and Methods

This study aimed to estimate earthquakes’ magnitudes and source parameters from GPS time series data recorded during an earthquake event. Here, the parameters were estimated using a GA to inverse the elastic dislocation equation based on Okada’s model. The hyperparameters of the GA were tuned to obtain the best configuration settings that yielded the best parameter estimation. The selected configuration was then tested on real displacement time series data from the GPS stations affected by the 2011 Tohoku Oki earthquake. GPS time series data from all stations were processed to estimate the permanent displacement value in both the horizontal and vertical components. The estimated permanent displacement was then inversed using the GA based on Okada’s model to obtain the source parameters.

2.1. Inversion of Okada’s Model

A fault is a large fracture in the Earth’s crust that causes two sides of rock blocks to become displaced relative to each other. An earthquake occurs due to a sudden release of energy that causes the fault to slip suddenly. The plane of the fracture where the fault slips is called the fault plane, and is represented by parameters such as strike, dip, depth, and rake [29]. Figure 1a illustrates a fault plane.

A slip on the fault plane will cause some displacements on the seafloor of the Earth, which is called surface deformation. Okada’s elastic dislocation model, proposed by Okada in 1985, features a set of analytical solutions for surface displacements in a homogeneous half-space. This model translates the effect of a fault-plane slip into the ground displacements represented in \( \mathbf{u} = (u_x, u_y, u_z) \) [30], as illustrated in Figure 1b. Okada’s model is widely used for co-seismic displacement analysis. The displacement field \( u_i(x_1, x_2, x_3) \) due to a dislocation \( \Delta u_j(\xi_1, \xi_2, \xi_3) \) across a surface \( \Sigma \) in an isotropic medium is given by the following formula [31]:

\[
    u_i = \frac{1}{F} \iint_{\Sigma} \Delta u_j \left[ \lambda \frac{\partial u_i}{\partial \xi_j} + \mu \left( \frac{\partial u_i}{\partial \xi_k} + \frac{\partial u_k}{\partial \xi_j} \right) \right] n_k d\Sigma.
\] (1)

A fault in an earthquake can be modeled as a collection of rectangular patches, where each patch has the following parameters [32]:

Figure 1. Basic concepts related to elastic dislocation based on Okada’s model: (a) a fault plane with its parameters; (b) ground displacement as the effect of the slip of a fault plane.
a. The latitude and longitude of the fault plane’s centroid point;
b. The length and width of the fault field (in meters or kilometers);
c. The depth (in meters or kilometers);
d. The strike (0–360°);
e. The dip (0–90°);
f. The rake (−180–180°);
g. The slip (>0 m).

In simple terms, Okada’s model formulates these nine parameters to calculate the coseismic displacement fault values, tilts, and compression of an earthquake. This process can be expressed as a function of the nine parameters, which results in the following set of three-dimensional displacements [32]:

\[ \text{Okada}(E, N, \text{depth}, \text{strike}, \text{dip}, \text{length}, \text{width}, \text{rake}, \text{slip}) = [uE, uN, uZ] \]  

(2)

where \( E \) and \( N \) are the coordinates of the observation at the geographic reference (east and north) relative to the centroid of the fault plane, and \([uN, uE, uZ]\) is a set of displacement values at the observation points in the directions of north (N), east (E), and vertical (Z). Elastic dislocation modeling, in particular Okada’s model, requires the assumption of the fault plane’s centroid. In actual conditions, the centroid of an earthquake’s fault plane can be assumed to be the hypocenter location obtained from the seismic observations.

For the inversion of Okada’s model, a calculation in the inverse direction of the model is used to find some or all of the earthquake’s source parameters in the model function above from the displacement values at the observation points.

2.2. GAs

A GA is an optimization algorithm based on the principle of biological scientific selection. GAs are widely used in linear and nonlinear optimization problems [15,33,34]. In this study, the inversion of Okada’s model is also carried out through an optimization approach using GAs.

Based on Equation (2), the inversion process takes displacement data as the input to obtain the nine parameters of Okada’s model. However, this study only estimates four parameters through inversion: the length, width, rake, and slip parameters. The other parameters of \( E, N, \) depth, dip, and strike are predetermined parameters based on the earthquake fault model used in the experiment. GAs, as heuristic search algorithms, seek the best solutions for the estimated parameters.

In this study, the estimation results of the four variables along with the predetermined parameters are then used as input for the forward calculation of Okada’s model to obtain the displacement estimation values. There are two displacement values involved in this inversion process: actual displacement and estimated displacement. The actual displacement is calculated from GPS time series data using the permanent displacement formula, while the estimated displacement is obtained from the estimation using Okada’s model.

The generic GA is shown in Figure 2. The algorithm starts by initializing a population that consists of individuals representing solution candidates for the problem to be solved. The fitness of each candidate solution for the problem is then evaluated using an objective function called the fitness function. Two individuals with highest fitness score are then selected for the next parent candidate to produce new offspring through a crossover phase. The next step is the mutation phase to maintain or increase the genetic diversity of the population. This process will continue until the fitness value stabilizes and the algorithm has converged to an optimal solution. The following paragraphs provide more detailed descriptions about the implementation of each step in this study.
2.2.1. Population Initialization

The first step in this phase is to define individual representations as candidate solutions for the source parameter estimation problem. As mentioned previously, in this study the GA only estimates four parameters through the inversion, i.e., length, width, rake, and slip. Hence, in this study, each individual \((I)\) consists of four chromosomes, \(I = [c_1, c_2, c_3, c_4]\), where \(c_i\) is the chromosome representing the candidate solution for the \(i\)th estimated variable, i.e., length, width, rake, and slip, respectively.

Each chromosome is represented as a number of bits. Therefore, the number of bits parameter \((n_{bits})\) is tuned in this experiment. The number of bits will determine the number of possible values generated for each variable. Tuning of the number of bits parameter is described in the scenarios and settings section in Section 3.1. Each chromosome has a predetermined range of values that depends on the estimated variable it represents. According to the range of values for the Okada model parameters previously described in Section 2.1 and the parameter values of fault models tested, the search value for the length parameter ranges from 25 to 750 km, the width parameter from 10 to 300 km, the rake parameter from \(60^\circ\) to \(120^\circ\), and the slip parameter from 0.1 to 25 m. The parameters of length, width, and rake are specified as integer data type, while the slip parameter is of real data type. The fault models tested in this study are described in detail in Section 3.1.1.

In addition to individual representation, another hyperparameter that needs to be determined in this phase is the size of the population, which denotes the number of individuals generated in one population. The size of the population is also included in the hyperparameter tuning of the experiment.

2.2.2. Fitness Calculation

The optimization problem in the source parameter estimation in this study is to find, for the four estimated variables, the optimal solutions that result in the minimum error value between the estimated displacement and the actual displacement. In other words, the closer the estimated displacement value is to the actual displacement value, the more optimal the model parameter estimation value is. Therefore, the objective function used...
in this study is the minimize function, and the minimized parameter is the error value between the estimated displacement and the actual displacement. The smaller the error value is, the more individuals that will be generated that will fit the optimal solution.

Error value representations used in the objective functions in this study are the mean square error (mse), square error (se), and the number of elements in the displacement matrix with a specific error value. Two objective functions were tested in the experiment to find the optimal estimation as follows:

\[ e_{\text{dis}_1} = \left( \sum_{i=0}^{n} (\text{dis}_{\text{est}} - \text{dis}_{\text{ref}})^2 \right) + n_{(e_{\text{disj}} > 1)}, \]  

\[ e_{\text{dis}_2} = \frac{1}{N} \left( \sum_{i=0}^{n} (\text{dis}_{\text{est}} - \text{dis}_{\text{ref}})^2 \right) + \left( \sum_{i=0}^{n} (\text{dis}_{\text{est}} - \text{dis}_{\text{ref}})^2 \right) + n_{(e_{\text{disj}} > 1)}, \]

where \( e_{\text{dis}} \) is the displacement error between the estimated displacement and actual or referred displacement; \( \text{dis}_{\text{est}} \) is the estimated displacement result from element data \( i \); \( \text{dis}_{\text{ref}} \) represents the referenced displacement value for element data \( i \); \( N \) is the number of data points; and \( n_{(e_{\text{disj}} > 1)} \) represents the number of elements for which the displacement errors are >1.

The estimated displacement (\( \text{dist}_{\text{est}} \)) is obtained from the forward calculation of Okada’s model based on Equation (2) as follows:

\[ \text{dist}_{\text{est}} = \text{Okada}(E, N, \text{depth}, \text{strike}, \text{dip}, v_1, v_2, v_3, v_4) \]

where \( E, N, \text{depth}, \text{strike} \), and \( \text{dip} \) are the predetermined parameters based on the earthquake’s fault model used in the calculation as described previously, while \( v_1, v_2, v_3, v_4 \) are the estimated variables of the source parameter length, width, rake, and slip, respectively. GA generates the estimation values for the estimated variables. The more optimal the estimation value for the variables, the more minimal the displacement error value will be. In other words, the estimated displacement (\( \text{dist}_{\text{est}} \)) values are getting closer to the reference displacement (\( \text{dist}_{\text{ref}} \)) values.

Both objective functions in Equations (3) and (4) include the square error between estimated displacement and actual displacement, and the number of elements in the displacement matrix for which the displacement errors are >1. However, the second objective function also includes the mean square error of the displacements. Hence, the second objective function attempts to capture the central value of the displacement errors, in addition to accumulating the error values. One of the objective functions will be selected as the recommended optimal function based on the experimental results.

2.2.3. Parent Selection

The purpose of selecting parent candidates is to obtain better individuals or solution candidates than the previous generation. This study uses the tournament selection method to perform this selection. The selected parent candidate is the fittest individual among \( k \) randomly chosen individuals in the population, with \( k \) representing a predetermined hyperparameter in the tournament selection method. Individuals with the smallest error values will have the highest probability to be selected.

2.2.4. Crossover

The crossover method used in this study is one point crossover, which designates only one point to split the bit strings of the selected parents. Hence, each pair of selected parents will create two children. The splitting point is randomly selected in the experiment. The bit string representation of each created child refers to the bit string of its parents. The left part of the splitting point in the first child’s chromosomes refer to the first parent’s bit strings, and the right part of the splitting point refers to the second parent’s bit strings. The second child is created by inverting the process.
The crossover process is controlled by a parameter called crossover rate \((r_{\text{cross}})\), which denotes the probability of the crossover to be applied. Since the crossover concept is something that naturally occurs in real life, the crossover rate is generally set high.

### 2.2.5. Mutation

A mutation is used to maintain genetic variation within the population. Therefore, mutation is an important step to avoid a local minimum during the search for the optimum solution. Mutation involves bit flipping of the created child. The mutation rate denotes the probability of the mutation, which is typically low and set to \(1/L_{\text{bit}}\) where \(L_{\text{bit}}\) is the length of the bit strings representing the individual [35]. The formula for the mutation rate \((r_{\text{mut}})\) is as follows [35]:

\[
r_{\text{mut}} = \frac{1}{L_{\text{bit}}} = \frac{1}{n_{\text{bit}} \cdot n_{\text{chrom}}}
\]  

where \(n_{\text{bit}}\) denotes the number of bits in a chromosome, and \(n_{\text{chrom}}\) is the number of chromosomes in an individual.

The set values for all GA hyperparameters used and tuned in this study are represented in the scenarios and setting subsection in Section 3. The inversion of Okada’s model using the GA will be referred to as the Okada–GA inversion model in this paper.

### 2.3. Moment Magnitude (Mw) Estimation

Moment is related to the total energy released during an earthquake event. Moment is proportional to the slip on the fault multiplied by the fault area that slips. The formula is shown below [36]:

\[
M_o = \mu \cdot \text{area} \cdot \text{slip} = \mu \cdot (L \cdot W) \cdot l_s,
\]  

where \(M_o\) is moment seismicity, \(\mu\) is the rigidity parameter or shear modulus of the crust (approximately \(3 \times 10^{10}\) N/m), \(L\) is the fault length (m), \(W\) is the fault width (m), and \(l_s\) is the slip length (m).

Moment seismicity can be converted into an earthquake’s magnitude standard called moment magnitude using the following formula [36]:

\[
Mw = \frac{2}{3} \cdot \log(M_o) - 6.06.
\]  

### 2.4. Permanent Displacement Detection and Estimation

This study uses the permanent displacement calculation formula proposed in [5] to detect and estimate the permanent displacement that occurs at certain observation points. This formula uses a characteristic function, \(D\), based on the parameters of the short-term average and long-term average as follows [5]:

\[
D = |\text{STA}(t) - \text{LTA}(t)| - \text{SD}(\text{LTA}(t)),
\]  

where \(\text{STA}(t)\) and \(\text{LTA}(t)\) are the short-term and long-term averages of a time series in a certain \(t\), expressed as follows [5]:

\[
\text{STA}(t) = \frac{\sum_{i=t-a+1}^{i=t} (p_i \cdot x_i)}{\sum_{i=t-a+1}^{i=t} p_i}, \quad \text{LTA}(t) = \frac{\sum_{i=t-\beta+1}^{i=t} (p_i \cdot x_i)}{\sum_{i=t-\beta+1}^{i=t} p_i},
\]  

where \(x_i\) is the norm of the horizontal components at \(t = i\), \(a\) and \(\beta\) are the suitable time window lengths based on the noise properties of the real-time kinematic GPS time series (this study assumes \(a = 60s\) and \(\beta = 600s\)), and \(p_i\) is the weighting parameter [5].

For the standard deviation, the generic formula is as follows:

\[
\text{SD}(x) = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (x_i - \bar{x})^2},
\]  

where \( \{ x_1, x_2, \ldots, x_i \} \) are the observed values of the sample items, \( \bar{x} \) is the mean of the data observed, and \( N \) is number of data points observed.

\( D \) is a key value for detecting permanent displacement. Permanent displacement is said to occur and be detected when the value of \( D \) passes a certain threshold value. The threshold used is expressed in \( K \), which is defined as follows [5]:

\[
K = 4 \cdot SD(D),
\]

where \( SD(D) \) is the standard deviation of \( D \).

To detect permanent displacement, the formula uses only the norm of the horizontal components to minimize the chance of false detection. The horizontal component has a higher signal-to-noise ratio than the vertical data [5]. However, to estimate the displacement value, the vertical components are also used in the estimation formula.

The algorithm used to detect and estimate permanent displacement is shown in Figure 3. The estimation process begins when the system detects the occurrence of permanent displacement. The process is completed when no more movement is detected at the observation point and \( D \) has reached its maximum value. The permanent displacement value is calculated as the difference between the observation point coordinates before and after the earthquake event occurs [5].

![Figure 3. Flowchart of the algorithm: (a) permanent displacement detection; (b) permanent displacement estimation.](image-url)
3. Results

Two experimental stages were involved in this study, namely, tuning of the GA hyperparameters in the Okada–GA inversion model and testing of the model using the observation data. The scenarios and settings of each stage along with its results are outlined below.

3.1. GA Hyperparameter Tuning Experiments for Okada–GA Inversion Model

The purpose of the first-stage experiments in this study was to test the ability of the GAs to carry out inversion of Okada’s model to estimate four earthquake source parameters (i.e., length, width, rake, and slip) and to obtain the hyperparameter setting that resulted in the best performance of the Okada–GA inversion model.

3.1.1. Experimental Scenarios and Settings

In simple terms, the task of the GA in the Okada–GA inversion model was to convert the earthquake displacement value into the estimated parameters (i.e., length, width, rake, and slip) based on Okada’s inversion model. In this stage of the experiment, the displacement value used for the inversion was obtained from the forward calculation of Okada’s model using a predetermined earthquake fault model. The displacement was referred to as Okada’s displacement. As Okada’s model involves observation points in its forward calculation, this stage of the experiment used 737 GPS stations related to the 2011 Tohoku Oki earthquake as the observation points. Hence, the fault model used in the experiment was also the fault model of the 2011 Tohoku Oki earthquake event. To obtain valid results for the GA performance when performing the inversion of Okada’s model, more than one fault model was used for the experiment. The four predetermined earthquake fault models used in this stage of the experiment are shown in Table 1.

Table 1. Earthquake fault models used in the first stage of the experiment.

| Parameters | Model 1 | Model 2 | Model 3 | Model 4 |
|------------|---------|---------|---------|---------|
| lat. (°)   | 142.834 | 142.834 | 144.00  | 142.80  |
| long. (°)  | 38.17   | 38.17   | 38.80   | 37.33   |
| depth (km) | 20      | 21      | 5.1     | 17      |
| strike (°) | 210     | 201     | 203     | 203     |
| dip (°)    | 9       | 9       | 16      | 15      |
| length (km)| 250     | 625     | 186     | 194     |
| width (km) | 50      | 280     | 129     | 88      |
| rake (°)   | 90      | 104     | 101     | 83      |
| slip (m)   | 2       | 6       | 24.7    | 6.1     |

The first model was based on prior knowledge about the 2011 Tohoku Oki earthquake, the second model referred to a study published formally by the Tectonics Observatory California Institute of Technology [37], and the third and fourth models were based on models published by the Geospatial Information Authority of Japan (GSI) [38]. Figure 4 shows the fault model and distribution of observation points in the experiment.

To obtain a reliable estimation and represent the actual conditions of the data, some random error values were added to Okada’s displacement; these values were about 2–5 mm for each displacement value in the horizontal component. Both the forward and the inversion calculations of Okada’s model in this experiment involved the 737 GPS stations as observation points.
As noted earlier, all parameters of each fault model presented in Table 1 were used as input for the forward calculation of Okada’s model to generate Okada’s displacement. In this stage of experiment, the Okada’s displacement of each fault model was inversed using the GA to obtain four source parameters (i.e., the length, width, rake, and slip of the fault plane) by searching for the optimum solution that yielded the minimum fitness function. The range of search values for each estimated parameter and its data type were previously described in Section 2.2.1. From the estimated parameters obtained using the GA, the estimated displacement was calculated using Okada’s model. In this study, the estimated displacement was referred to as GA displacement.

GA performance strongly relies on the hyperparameter settings. Therefore, this study also included the tuning process in its experiments. In this stage, the hyperparameters of the GA were tuned to obtain the optimal estimation results. These hyperparameters included the number of generations \((n_{\text{gen}})\), size of the population \((n_{\text{pop}})\), number of chromosome bits \((n_{\text{bits}})\), crossover rate \((r_{\text{cross}})\), and mutation rate \((r_{\text{mut}})\). The previously mentioned tournament selection hyperparameter \(k\) was set as a fixed parameter in the experiment: \(k = 4\). Each hyperparameter combination generated in the tuning process was tested on the four fault models using the two objective functions described previously. At the end of the tuning process, the optimal set of hyperparameters along with the optimal objective function were selected for each fault model.

The values set for each hyperparameter tuned in the experiments are outlined in Table 2. According to the number of values of each hyperparameter, 108 hyperparameter combinations were generated for each combination of fault model and objective function. Hence, a total number of 864 experiments were run in the hyperparameter tuning process, with different hyperparameter settings for each. The Okada–GA inversion model was run for each experiment. All experiments in this study were run using Python programming on a computer with the following hardware specification: 16 GB RAM DDR4 and 4.2 GHz processor.
Table 2. Hyperparameter values in the tuning process.

| Hyperparameters | Description                  | List of Values          |
|-----------------|------------------------------|-------------------------|
| n_gen           | number of generations        | [100, 200, 500]         |
| n_pop           | size of the population       | [20, 40]                |
| n_bits          | number of chromosome bits    | [16, 20, 24]            |
| r_cross         | crossover rate               | [0.8, 0.9]              |
| r_mut           | mutation rate (×10⁻²)        | [1.563, 1.250, 1.042]   |

3.1.2. Hyperparameter Tuning Results

Based on the experimental results obtained from the hyperparameter tuning process, the GA performance in the Okada–GA inversion model was measured using the following parameters:

1. The displacement error value, which was defined as the difference between GA displacement and Okada’s displacement. This displacement error value was represented by using the RMSE of all the displacement values generated at each observation point. The error value was referred to as the error_disp parameter;

2. The estimated magnitude Mw, which was generated by the GA estimation compared with the reference magnitude value generated from the Mw calculation based on the length, width, and slip parameter values in the forward calculation of Okada’s model.

The best estimation result was the estimation with the minimal displacement error value and magnitude value error for all conducted experiments. Table 3 shows the best estimation result for each fault model tested in this stage of the experiment, compared with their original values as presented earlier in Table 1.

Table 3. The best estimation results of the source parameters for each fault model tested.

| Parameters | Model 1 | Model 2 | Model 3 | Model 4 |
|------------|---------|---------|---------|---------|
| length (km)| 250     | 625     | 186     | 194     |
| width (km) | 50      | 280     | 129     | 88      |
| rake (°)   | 90      | 104     | 101     | 83      |
| slip (m)   | 2       | 6       | 24.7    | 6.1     |
| Mw         | 7.857   | 8.939   | 8.773   | 8.27    |
| error_disp (×10⁻³ m) | 3.572 | 4.339 | 3.614 | 3.609 |
| Mw         | 7.865   | 8.939   | 8.772   | 8.270   |

Figure 5 compares GA displacement with Okada’s displacement for each fault model tested. Blue vectors represent GA displacement and black vectors represent Okada’s displacement. Coinciding vectors indicate that the estimation results are closer to the reference value. The red pentagram indicates the centroid of each fault model.
Figure 5. Comparison of the displacements between the estimation (GA displacement) and the reference displacement (Okada’s displacement): (a) fault model 1; (b) fault model 2; (c) fault model 3; (d) fault model 4.

The hyperparameter combination settings shown in Table 3 that resulted in the best estimation performance were then selected to be used in the next stage of the experiment. The settings here included the number of generations, size of the population, number of chromosome bits, crossover rate, and mutation rate for each fault model. Table 4 shows the best configuration settings recommended by the tuning process for each fault model used.

| Fault Model | Fitness Function | Generation | Size of Population | Number of Bits | Crossover Rate | Mutation Rate ($\times 10^{-2}$) |
|-------------|------------------|------------|--------------------|----------------|----------------|-------------------------------|
| 1           | Equation (4)     | 500        | 40                 | 24             | 0.8            | 1.042                         |
| 2           | Equation (3)     | 500        | 20                 | 16             | 0.8            | 1.563                         |
| 3           | Equation (4)     | 500        | 40                 | 24             | 0.8            | 1.042                         |
| 4           | Equation (3)     | 200        | 40                 | 16             | 0.8            | 1.563                         |
In the following experiments, the selected objective function and hyperparameter setting shown in Table 4 were used to test the Okada–GA inversion model on real observation data, i.e., the GPS timeseries data from the 2011 Tohoku Oki and 2018 Lombok earthquake events.

3.2. Testing the Okada–GA Inversion Model Using the Observation Data

The testing in this step aimed to measure the ability of the Okada–GA inversion model to estimate source parameters from the real data of an earthquake. The estimated parameters were the same as those used in the previous stage (i.e., length, width, rake, and slip), in addition to the magnitude $M_w$ of the earthquake. In this stage, the GA with the best hyperparameter settings and the selected objective function was tested on the real displacement time series data from two earthquake events, i.e., the 2011 Tohoku Oki and 2018 Lombok earthquake events.

For all experiments carried out in this stage, the difference between the estimated parameters and reference parameters was expressed as the RMSE using the following standard formula:

$$
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_{est}^i - x_{ref}^i)^2},
$$

where $x_{est}^i$ is the $i$th estimated value, $x_{ref}^i$ is the $i$th reference value, and $N$ is the number of data points.

The results of the testing for each data event are described in the following sections.

3.2.1. The 2011 Tohoku Oki Earthquake Event

The time series data used for the testing were 1 Hz real-time kinematic-GPS data recorded at 737 observation points during this major earthquake. Here, the displacement of the 2011 Tohoku Oki earthquake was first calculated using the permanent displacement detection and estimation formula [5] described earlier. The displacement result from the formula using the real GPS time series data is referred to, in the next section, as the referenced permanent displacement. From the permanent displacement detection and calculation process, information about the permanent displacement detection and estimation time needed by each GPS station was obtained. Figure 6 shows the number of GPS stations involved in the calculation of the permanent displacement completed at a certain elapsed time $t$. The estimated permanent displacement was then inversed using the GA to obtain the estimated source parameters.

![Number of GPS stations with completed permanent displacement at a certain elapsed time $t$ (s)](image_url)

**Figure 6.** Number of GPS stations with completed permanent displacement as input for the Okada–GA inversion at a certain elapsed time $t$. 
The permanent displacement results were used as input for the Okada–GA inversion model. The fault centroid, depth, strike, and dip parameters used for the inversion were the same parameters of the fault models used in the previous stage of the experiment. Comparison between the GA displacements and the referenced permanent displacement can be seen in Figure 7. The blue vectors are GA displacements, and the black vectors are the referenced permanent displacements of the 2011 Tohoku Oki earthquake event. The red pentagram indicates the centroid of each fault model.

Figure 7. Comparison of GA displacement and referenced permanent displacement of the 2011 Tohoku Oki earthquake: (a) fault model 1; (b) fault model 2; (c) fault model 3; (d) fault model 4.

The estimation results for the 2011 Tohoku Oki earthquake’s source parameters of each fault model are shown in Table 5. Table 5 also presents the error $disp$ between the GA displacement and referenced permanent displacement obtained from the permanent displacement formula [5] using the real time series data of 2011 Tohoku Oki earthquake event. The $error\_disp$ is illustrated earlier in Figure 7.
Table 5. The estimation results of the 2011 Tohoku Oki earthquake’s source parameters using real observation data.

| Parameters      | Model 1 | Model 2 | Model 3 | Model 4 |
|-----------------|---------|---------|---------|---------|
| length (km)     | 308     | 425     | 668     | 202     |
| width (km)      | 153     | 171     | 234     | 202     |
| rake (°)        | 116     | 99      | 94      | 75      |
| slip (m)        | 24.777  | 12.999  | 10      | 24.598  |
| $M_w$           | 8.97    | 8.908   | 9.054   | 8.926   |
| $error_{disp}$ (m) | 0.087   | 0.108   | 0.141   | 0.085   |
| $rmse_{disp_N}$ (m) | 0.076   | 0.075   | 0.096   | 0.07    |
| $rmse_{disp_E}$ (m) | 0.102   | 0.151   | 0.195   | 0.1     |
| $rmse_{disp_Z}$ (m) | 0.081   | 0.08    | 0.112   | 0.083   |

From the estimated results of the length, width, rake, and slip of the parameters, the $M_w$ value was estimated using Equations (7) and (8). Tables 3 and 5 show the estimated results of $M_w$ for the first and second stages of the experiment, respectively.

In this stage of the experiment, in addition to the displacement results to be used as input into the GA, information about the elapsed time required by each GPS station was also retrieved to complete the permanent displacement formula as shown in Figure 6. Here, $t_{pd}$ is the elapsed time required to complete the calculation of the estimated permanent displacement, and $t_{GA}$ is the GA computational time required to obtain the parameter estimation results and $M_w$, calculated from the time of the permanent displacement is input into the GA. Hence, the total elapsed time required by the Okada–GA inversion model proposed in this study to complete the source parameters and magnitude $M_w$ estimation ($t_{est}$) was as follows:

$$t_{est} = t_{pd} + t_{GA}. \quad (14)$$

Table 6 shows the GA computational time required ($t_{GA}$) to obtain the estimated source parameters and the estimated $M_w$ of the 2011 Tohoku Oki earthquake for each fault model tested in the experiment using the previously mentioned hardware specification.

Table 6. The GA computational time required ($t_{GA}$) in the case of the 2011 Tohoku Oki earthquake, for each fault model tested.

|         | Model 1 | Model 2 | Model 3 | Model 4 |
|---------|---------|---------|---------|---------|
| $t_{GA}$ (s) | 49.13   | 26.485  | 48.99   | 19.81   |

According to the data shown in Figure 6, Equation (14), and the $t_{GA}$ data presented in Table 6, the progress of the $M_w$ estimation could be observed per elapsed time, as shown in Figure 8. The figure presents an update of the estimated value $M_w$ per unit of elapsed time for each fault model employed in the testing, starting from the elapsed time $t = 173.81$ to $t = 713.13$ s. The first estimation is obtained at the elapsed time $t = 173.81$ s, which yields an $M_w$ value of 9.067 using fault model 4.
Figure 8. Magnitude updates per unit of elapsed time (t) in the 2011 Tohoku Oki earthquake for each tested fault model calculated by the proposed method.

3.2.2. The 2018 Lombok Earthquake Event

The Okada–GA inversion model was also tested on the 2018 Lombok earthquake’s time series data. Due to limited observation data, the time series data used for testing were 1 Hz real-time kinematic-GPS data recorded at one observation point during this major earthquake. As in the testing experiment for the 2011 Tohoku Oki earthquake described previously, the displacement of the 2018 Lombok earthquake was first calculated. The displacement results were then used as input data for the Okada–GA inversion model.

In this testing experiment, the predetermined parameters used for the inversion, i.e., hypocenter location, strike, and dip, referred to the focal mechanism information published by the International Seismological Centre (ISC) [39], as can be seen in Table 7.

| Lat. (°) | Long. (°) | Depth (km) | Strike (°) | Dip (°) | Mw |
|---------|-----------|------------|-----------|---------|----|
| −8.33   | 116.24    | 18         | 262       | 70      | 6.9 |

The estimation results of the parameters length, width, rake, and slip were 73 km, 73 km, 60°, and 0.171 m, respectively. Figure 9 shows the comparison between the GA displacements and the referenced permanent displacement of the 2018 Lombok earthquake case. The GA displacement and the referenced displacement are represented by the blue vector and the black vector, respectively. The red pentagram indicates the epicenter of the 2018 Lombok earthquake.
From the source parameters estimation results, the $M_w$ estimation was calculated using Equations (7) and (8). The estimated $M_w$ result was 6.898, with the $t_{pd} = 64$ s and $t_{GA} = 28.263$ s, using the hardware specification previously described. Hence, the total elapsed time required by the Okada–GA inversion model proposed in this study to complete the source parameters and magnitude $M_w$ estimation ($t_{est}$) of the 2018 Lombok earthquake event was 92.263 s.

4. Discussion

The estimation results of the first stage of the experiment in Table 3 showed that $error_{disp}$ was, on average, $3.784 \times 10^{-3}$ m for all the models or $3.572 \times 10^{-3}$ m for the first model as the minimum error and $4.339 \times 10^{-3}$ m for the maximum error value. These values indicated that the Okada–GA inversion model generated estimated displacements close to the referenced displacements. The estimation results for each parameter in each model were also close to the reference values in all fault models tested. This meant that the Okada–GA inversion model proposed in this study could provide relatively accurate estimation results. Figure 5 also showed that the GA displacements almost coincided with Okada’s displacements.

However, the estimation results in the second stage of the experiment were not as accurate as the first stage results. The average of $error_{disp}$ in the second stage of the experiment (0.105 m) was larger than $error_{disp}$ generated in the first experiment ($3.78 \times 10^{-3}$ m). In the first stage, the referenced displacement values were Okada’s displacements, which were fixed values generated from the forward calculation of Okada’s model. Meanwhile, in the second stage, the reference values were the real permanent displacement values estimated from the permanent displacement formula [5], which presented significant errors compared with Okada’s displacements.

According to the calculations using all the observation points, the average of $error_{disp}$ in the RMSE between the real permanent displacements and Okada’s displacements was 0.083 m for the N components and 0.148 m for the E components. For the vertical components, the RMSE of $error_{disp}$ in the Z components was 0.098 m.

The Okada–GA inversion model proposed in this study used Okada’s model as the main component of its objective function. Hence, the smaller the $error_{disp}$ was between the real permanent displacement and Okada’s displacement, the smaller the RMSE was.
between GA displacement and the reference value, which was Okada’s displacement. Therefore, when the Okada–GA inversion model estimated the displacement values with real permanent displacement as its reference values, it was reasonable for the error difference to reach 0.105 m, but not when the Okada–GA inversion model estimated the displacement values using Okada’s displacements as its reference values.

However, the estimated result of each source parameter (length, width, rake, and slip) shown in Table 5 was reasonable according to the 2011 Tohoku Oki earthquake’s source model described and analyzed in previous research [40–42]. Some fault plane models analyzed in previous research ranged from 600 to 812 km in length and from 109 to 240 km in width [41,42], while the results estimated in this study used 668 km for the length parameter and 234 km for the width parameter in the third fault model tested. The range of estimated width parameter values that resulted from this study was between 153 to 234 km. The slip estimation value ranged between 25 and 60 m in most previous research [40,41], while this study estimated slips in the range of 10 to 24.598 km.

The $M_w$ estimation results in both the first and second stages of the experiment were also close to the reference values in each model, both in the 2011 Tohoku Oki and 2018 Lombok earthquake events. Furthermore, Figure 8 showed that the proposed method provided a relatively stable estimation value from early observations (elapsed time $t = 173.81$ s)—that is, as soon as a permanent displacement was detected and estimated. In the testing experiment on the 2011 Tohoku Oki earthquake’s data, the first $M_w$ estimations generated using each fault model in testing were 8.8, 8.823, 9.14, and 9.067 for fault model 1, 2, 3, and 4, respectively. In the 2018 Lombok earthquake testing, the $M_w$ estimation generated based on the single observation point was 6.898 which was close to the referenced $M_w$, 6.9. Unlike the estimation results in previous studies, where the magnitude generally started with a low value [5,7,9,11–13], the first generated magnitude value that was estimated in this study was already close to the reference value and then increased or decreased slowly until it stabilized.

According to the data shown in Figures 6 and 8, the first $M_w$ estimation generated in elapsed time $t = 173.81$ s was generated from the observation data of a single GPS station. The estimation value was relatively stable compared with the $M_w$ estimations at the following elapsed times generated from multiple GPS stations. In the case of the 2018 Lombok earthquake, due to the limited observation data, the $M_w$ estimation was also generated from a single GPS station. However, the estimation result was close to the referenced value of $M_w$. It meant that in the proposed method, the number of GPS stations used as observation points did not significantly affect the values of the estimated parameter results.

The two main processes in the proposed model were permanent displacement estimation based on GPS time series data and the inversion of Okada’s model via GA to convert the displacement data into estimated source parameters. Hence, the proposed model has the potential to be applied to almost any earthquake case, as long as the earthquake causes surface deformation and significant permanent displacement that can be estimated using GPS time series data. However, the proposed model still requires some predetermined source parameters to perform the inversion, such as strike and dip parameters. Therefore, for different earthquake types such as an outer rise event, there may be constraints that need to be studied further in order for the model to estimate properly.

5. Conclusions

One crucial parameter must be estimated carefully when an earthquake occurs: the earthquake’s magnitude. Underestimating an earthquake’s magnitude will result in an inaccurate early warning and emergency response. This paper proposed a method using a GA to estimate four source parameters (i.e., length, width, rake, and slip). The proposed method can also estimate the moment magnitude with greater reliability and accuracy than previous methods, at least for the earthquake case analyzed in this study: the 2011 Japan Tohoku Oki earthquake. However, this method currently only estimates four source
parameters and needs prior information to carry out the inversion. Hence, the model proposed in this study should be improved in future work.
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