Abstract—We develop a probabilistic control algorithm, GTLProCo, for swarms of agents with heterogeneous dynamics and objectives, subject to high-level task specifications. The resulting algorithm not only achieves decentralized control of the swarm but also significantly improves scalability over state-of-the-art existing algorithms. Specifically, we study a setting in which the agents move along the nodes of a graph, and the high-level task specifications for the swarm are expressed in a recently-proposed language called graph temporal logic (GTL). By constraining the distribution of the swarm over the nodes of the graph, GTL can specify a wide range of properties, including safety, progress, and response. GTLProCo, agnostic to the number of agents comprising the swarm, controls the density distribution of the swarm in a decentralized and probabilistic manner. To this end, it synthesizes a time-varying Markov chain modeling the time evolution of the density distribution under the GTL constraints. We first identify a subset of GTL, namely reach-avoid specifications, for which we can reduce the synthesis of such a Markov chain to either linear or semi-definite programs. Then, in the general case, we formulate the synthesis of the Markov chain as a mixed-integer nonlinear program (MINLP). We exploit the structure of the problem to provide an efficient sequential mixed-integer linear programming scheme with trust regions to solve the MINLP. We empirically demonstrate that our sequential scheme is at least three orders of magnitude faster than off-the-shelf MINLP solvers and illustrate the effectiveness of GTLProCo in several swarm scenarios.

I. INTRODUCTION

Large numbers, or swarms, of autonomous and heterogeneous agents can collaboratively achieve complex tasks that a single agent cannot. Such swarms have been used in the construction of a complex formation shape [1], [2], opinion dynamics [3], task allocations [4], [5], surveillance, and search or rescue missions with ground or aerial vehicle swarms [6]. However, as the number of agents comprising a swarm increases, individual-agent-based control techniques for collective task completion become computationally intractable. Besides, the heterogeneity of the agents makes the problem even harder due to the diverse dynamics and objectives. Consequently, controlling a heterogeneous swarm to achieve some global task requirements remains a challenging problem.

We propose an approach, which is agnostic to the number of agents comprising the swarm, to control a collective property of the swarm: its density distribution. Specifically, we consider a setting in which the agents of a swarm move along the nodes of a graph [8]. We sometimes refer to this graph as the configuration space. In this scenario, instead of controlling each agent individually, we propose an approach to control the time-varying density distribution of the swarm over the nodes of the graph. Therefore, imposing constraints on the time evolution of the density distribution can express a set of collective behaviors for the swarm.

We specify the constraints on the evolution of the density distribution of the swarm using graph temporal logic (GTL) [2]. GTL, an extension of linear temporal logic (LTL) [10], is an expressive language for high-level task specifications that focuses on the spatial-temporal properties of the node labels of a graph. Specifically, GTL can express spatial-temporal properties on a graph more concisely than other logics such as alternating-time temporal logic (ATL) [11] and LTL. As an example, GTL can express properties such as “whenever the density of the swarm in a node is less than 0.3, eventually in the next 3 time steps, at least two of its neighbor nodes have their density above 0.6,” by a formula with only a few propositions. This property will result in a lengthier formula if expressed in either ATL or LTL.

We seek to synthesize controllers for swarms of heterogeneous agents subject to high-level task specifications expressed in GTL. We consider that the heterogeneity of the swarm is due to the diverse dynamics and objectives of its agents. Then, the desired control algorithm should have the following properties: (a) correctness, i.e., the algorithm should enable the satisfaction of the GTL specifications; (b) scalability, i.e., the algorithm should scale with the size of the swarm and the size of the configuration space; and (c) distributed, i.e., the algorithm should return decentralized control laws to be executed by each agent comprising the swarm [12].

We develop GTLProCo to control, in a probabilistic and decentralized manner, the time evolution of the density distribution of the swarm. GTLProCo synthesizes a time-varying Markov chain [12], [13], which models the time evolution of the density distribution in the configuration space. The obtained Markov chain is such that its states and transitions correspond to the nodes and edges of the configuration space. On the agent level, the transition probability between two nodes is specified by the transition probability between the corresponding states of the synthesized Markov chain. Thus, the proposed formalism builds on the notion of transition probabilities between nodes of the configuration space, which is agnostic to the low-level individual dynamics or local interactions between agents as long as the transitions imposed by the synthesized Markov chain can be achieved.

GTLProCo computes Markov chains to control a swarm subject to GTL specifications through linear programs (LP), semi-definite programs (SDP), or mixed-integer linear pro-
grams (MILP). We first identify a subset of GTL, e.g., reach-avoid specifications, for which we show that, depending on the graph structure, the synthesis of such a Markov chain can be formulated as either an LP or SDP problem. Then, in the general case, we formulate the synthesis problem as an NP-hard mixed-integer nonlinear programming (MINLP) [14] problem. Thus, we develop algorithms that can efficiently compute approximate solutions for the resulting MINLP. In the particular case where the agents move along the nodes of a complete graph [8], we prove an equivalence between the feasibility of the MINLP and the feasibility of a mixed-integer linear program (MILP). For a non-complete graph, we adapt a sequential MILP scheme that takes advantage of the structure of the problem to efficiently compute a locally optimal solution for the resulting MINLP. GTLProCo iteratively linearizes the nonconvex constraints around the solution of the previous iteration and leverages trust regions to account for the potential errors due to the linearization.

The complexity analysis of GTLProCo shows that, in the general case, its worst-case time complexity is polynomial in the size of the configuration space and only exponential in the size of the specifications. The resulting complexity is a significant improvement over the existing approaches, which have exponential complexity in both the size of the configuration space and specifications. We empirically demonstrate that even on relatively small problems, the sequential convex programming scheme is three orders of magnitude faster and more accurate than off-the-shelf MINLP solvers [15]–[17].

Finally, we demonstrate the scalability and correctness of the developed algorithm in several gridworld scenarios involving heterogeneous swarms with thousands of agents.

GTLProCo is scalable as it does not depend on the number of agents in the swarm. Furthermore, it is correct since, by construction, the resulting Markov chain enables the satisfaction of the GTL specifications. Assuming that the transition time between two nodes is synchronized, each agent individually chooses the node to transit solely based on the transition probabilities of the synthesized Markov chain. Henceforth, the Markov chain synthesized by the algorithm enables a decentralized control for each agent in the swarm.

**Related work.** Existing techniques for probabilistic density control [18], [19] of swarms based on the synthesis of Markov chains assume homogeneity and do not consider complex behaviors, such as the ones induced by temporal logic specifications. The approach in [19] performs probabilistic decentralized control of swarms subject to ergodicity and upper-bound density constraints: A subset of GTL specifications. It provides an SDP formulation to find a Markov chain satisfying the constraints. In contrast, this paper improves the scalability of such approaches through an LP-based formulation for the Markov chain synthesis problem. Furthermore, to the best of our knowledge, this is the first paper to investigate probabilistic density control with temporal logic specifications.

The problem of synthesizing a controller for systems with multiple agents from a high-level temporal logic specification is considered in [20]–[24]. These papers define the specifications on the agent level and use an automata-based approach [20], [25] to compute a discrete controller satisfying the specifications over a finite abstraction of the system. However, it is expensive to compute such a finite abstraction, and the size of the automaton may be exponential in the length of the specifications while the synthesis of a controller can be double exponential in the length of the specifications. Moreover, the length of the specifications depends on the size of the configuration space and may also grow exponentially with the number of controllable agents. Instead, this paper presents a synthesis algorithm with a worst-case time complexity that is only exponential in the size of the specifications.

The synthesis of control algorithms for swarms subject to spatial and temporal logic specifications has also been considered in recent work [26]–[30]. When considering spatial-temporal properties on a graph, GTL is more expressive than the spatial-temporal logics such as counting LTL [26] or SpaTeL [28], [29]. Besides, the approaches based on these logics are significantly less scalable than the proposed approach, and most of them require a central unit to assign targets to individual agents. Specifically, the number of integer variables in the optimization problems resulting from counting LTL-based, GR(1)-based [30], and SpaTeL-based approaches depends on the size of the specifications. Besides, it exhibits quadratic dependency on the size of the considered abstraction. In contrast, the number of integer variables in the proposed approach depends only on the size of the specifications.

We make several extensions over our conference paper [31]. First, GTLProCo enables probabilistic control of heterogeneous swarms subject to infinite-horizon GTL formulas, while the conference paper assumes homogeneous swarms and finite-horizon GTL formulas. Second, this paper identifies a subset of GTL for which LP and SDP formulations are sufficient to solve the control problem. Finally, the conference paper relies on a coordinate descent algorithm to solve the resulting MINLP, which convergence to an accurate and feasible solution is highly dependent on the proximity of the starting point of the algorithm to an optimal solution. In contrast, the sequential scheme developed in this paper is faster, more accurate, and robust to the choice of the starting point.

**Contributions.** We make the following contributions: (a) we present a novel, correct-by-construction, scalable, and decentralized algorithm for controlling swarms of autonomous and heterogeneous agents subject to GTL specifications; (b) we develop an algorithm, GTLProCo, based on LP, SDP, and MILP formulations to efficiently tackle the control problem, and we provide a worst-case time complexity analysis of GTLProCo; (c) we evaluate the developed algorithm on numerical examples involving a large number of agents.

**II. Preliminaries**

**Notation.** 0 is the zero matrix or vector of appropriate dimensions. 1 denotes a vector with all elements equal to 1 of appropriate dimensions. $e_i$ is a vector of appropriate dimensions with its i-th entry 1 and its other entries 0. $A^T$ denotes the transpose of a matrix $A$. $A_{i,j} = A[i,j] = e_i^T A e_j$ for a matrix $A$. $x_i = x[i] = e_i^T x$ for a vector $x$. Comparisons (e.g., $\geq$) between matrices or vectors are conducted element-wise. The operator $\odot$ represents the element-wise product, and $[x_1; x_2]$ is the vector obtained by stacking vectors $x_1$ and $x_2$. 
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A. Markov Chain-based Control of Homogeneous Swarms

We present the definitions and assumptions used in the Markov chain approach to control swarms of autonomous and homogeneous agents. Note that most of the definitions in this section can be found in the existing literature [12, 18].

Definition 1 (BINS). The configuration space over which the state of an agent is distributed is denoted as $\mathcal{R}$. It is assumed that $\mathcal{R}$ is partitioned into $n_r$ disjoint subspaces called bins.

Each bin $\mathcal{R}_i$ (also referred to as bin $i$) represents a predefined range of the state of an agent, e.g., position, behavior, etc.

Definition 2 (STATE OF AN AGENT). We denote by $N_a$ the number of agents in the swarm. We define $r^n_m(t) \in \{0,1\}^{n_r}$ as the state of agent $m$ at time $t$. If $r^n_m(t)$ belongs to the bin $\mathcal{R}_i$, for some $i \in \{1, \ldots, n_r\}$, then $r^n_m(t) = e_i$.

Definition 3 (MOTION CONSTRAINTS). The state of each agent can transition, between two consecutive time steps, from a bin to only certain bins because of the dynamics or the environment. These motion constraints are specified by the fixed matrix $A_{\text{adj}} \in \{0,1\}^{n_r \times n_r}$, called an adjacency matrix. Each component of $A_{\text{adj}}$ is given by

$$A_{\text{adj}}[i,j] = \begin{cases} 1 & \text{if the transition from bin } \mathcal{R}_i \text{ to bin } \mathcal{R}_j \text{ is allowed,} \\ 0 & \text{if this transition is not allowed.} \end{cases}$$

Equivalently, the topology of the bins can be modeled as a graph $G = (V,E)$ where $V = \{v_1, \ldots, v_{n_r}\}$ is the set of bins, and $E \subseteq V \times V$ is the set of edges such that $(v_i, v_j) \in E$ if and only if $A_{\text{adj}}[i,j] = 1$, $\forall i,j \in \{1, \ldots, n_r\}$.

In the rest of the paper, when we refer to an agent belonging to a bin, we mean that its state belongs to that bin. Similar, when we refer to an agent transiting between bins, we suggest that its state transits between these bins.

Example 1. Consider a swarm scenario where the state of an agent is its position, and the physical configuration space is partitioned into $n_r = 3$ bins. Consider that $A_{\text{adj}}[1,1] = A_{\text{adj}}[2,1] = 1$, and $A_{\text{adj}}[1,3] = 0$ enforces agents in bin $\mathcal{R}_1$ to either stay in $\mathcal{R}_1$ or transit to $\mathcal{R}_2$ between two consecutive time steps. The corresponding graph $G = (V,E)$ is given by $V = \{v_1, v_2, v_3\}$, where the nodes $v_1, v_2$, and $v_3$ represent respectively the bins $\mathcal{R}_1, \mathcal{R}_2$, and $\mathcal{R}_3$. The set of edges is given by $E = \{(v_1,v_1), (v_1,v_2), (v_2,v_1), (v_2,v_2), (v_2,v_3), (v_3,v_2), (v_3,v_3)\}$.

Definition 4 (DENSITY DISTRIBUTION OF THE SWARM). The density distribution $x(t) \in \mathbb{R}^{n_r}$ of a swarm is a column-stochastic vector, i.e. $x(t) \geq 0$ and $\mathbf{1}^T x(t) = 1$, such that a component $x_i(t)$ is the proportion of agents in bin $\mathcal{R}_i$ at time $t$:

$$x_i(t) := \frac{1}{N_a} \sum_{m=1}^{N_a} r^n_m(t).$$

Definition 5 (TRANSITION POLICY OF AN AGENT). At time $t$, the agent $m$ transits from bin $\mathcal{R}_j$ to bin $\mathcal{R}_i$ with probability $M_{i,j}^m(t) = Pr(r^n_m(t+1) = 1 | r^n_m(t) = 1)$, where $M^n_m(t) \in \mathbb{R}^{n_r \times n_r}$ is a column-stochastic matrix, i.e. $1^T M^n_m(t) = 1^T, M^n_m(t) \geq 0$. We refer to $M^n_m(t)$ as the time-varying Markov matrix of agent $m$ at time $t$.

Remark 1. Under the motion constraints given by $A_{\text{adj}}$, the transitions between some bins may not be allowed. For agent $m$, $M_{i,j}^m(t)$ is the probability of transition from bin $\mathcal{R}_j$ to bin $\mathcal{R}_i$. Hence, $M_{i,j}^m(t) = 0$ if $A_{\text{adj}}[j,i] = 0$.

In Example 1 if $M^n_m(t)$ is the time-varying Markov matrix of agent $m$ at time $t$, then $M^n_{1,3}(t)$ gives the probability of agent $m$ to transit from bin $\mathcal{R}_1$ to bin $\mathcal{R}_2$ in one time step. Moreover, having $A_{\text{adj}}[1,3] = 0$ enforces that $M^n_{1,3}(t) = 0$.

In this section, we focus on methods that ensure that each agent of the homogeneous swarm has the same time-varying Markov matrix at any given time $t$, i.e., $M^n{1}(t) = \cdots = M^n{N_a}(t) = M(t)$. When the agents independently choose their transitions between bins using $M(t)$, two mathematical interpretations are given for $x(t)$ [12]: (a) $x(t)$ is the vector of expected ratio of the number of agents in each bin; (b) the ensemble of agent state, $\{x(t)\}_{k=1}^{N_a}$, has a distribution that approaches $x(t)$ with probability one as $N_a$ increases towards infinity (due to the law of large numbers). As a consequence, the dynamics of the density distribution of the swarm can be modeled by [12, 19]

$$x(t+1) = M(t)x(t),$$

as $N_a$ increases towards infinity. The Markov chain approach for the control of swarms relies on the synthesis of a time-varying Markov matrix $M(t)$ such that the time evolution of the density distribution of the swarm is given by [1].

B. Graph Temporal Logic

Let $G = (V,E)$ be a graph, where $V$ is a finite set of nodes and $E$ is a finite set of edges. We use $\mathcal{X}$ to denote a (possibly infinite) set of node labels. $T = \{0,1, \ldots\}$ is a discrete set of time indices. A graph with node labels is also called a labeled graph. A trajectory $g : V \times T \to \mathcal{X}$ on the graph $G$ denotes the time evolution of the node labels.

In the swarm scenario, we focus on labelled versions of $G$ where each of its nodes is labelled with a given function of the density distribution of the swarm. That is, the graph trajectory $g$ at node $v_i$ and time $t$ is given by $g(v_i,t) = f_i(x(t))$, where $f_i : \mathbb{R}^{n_r} \to \mathcal{X}$ is known and specific to $v_i$. For example, for the remainder of this section, consider the following labelling on $G$ of Example 1:

- $f_1(x) = [x_1, x_1 - x_3]^T$, $f_2(x) = [x_2, x_3 - x_1 - x_2]^T$, and $f_3(x) = [x_1, x_3 - x_2]^T$.

An atomic node proposition is a predicate on $\mathcal{X}$, i.e., a Boolean valued map from $\mathcal{X}$. We use $\pi$ to denote an atomic node proposition, and $O(\pi)$ to denote the subset of $\mathcal{X}$ for which $\pi$ is true.

We define that a graph trajectory $g$ satisfies the atomic node proposition $\pi$ at a node $v$ at time index $k$, denoted as $(g,v,k) = \pi$, if and only if $g(v,k) \in O(\pi)$. In Example 1
using the labelling described above, if \( x(0) = [0.3, 0.3, 0.4]^T \)
and \( \pi = (y \leq [0.3, 0.3]) \) with \( y \) a symbolic representation of \( f_i \), then \( \pi \) is satisfied by \( g \) at time index 0 at nodes \( v_1 \) and \( v_2 \).

**Definition 6 (Neighbor Operator).** Given a graph \( G \), the neighbor operation \( \bigcirc : 2^V \to 2^V \) is defined as

\[
\bigcirc(V') = \{ v \in V \mid \exists v' \in V' \text{ s.t. } (v', v) \in E \}.
\]

Intuitively, \( \bigcirc(V') \) consists of nodes that can be reached from \( V' \). Note that neighbor operations can be applied successively. In Example 2 we have \( \bigcirc(\{v_1\}) = \{v_1, v_2\} \).

We refer to a graph trajectory as a trajectory \( g : V \times \{0, \ldots, T_i\} \to X \), where \( T_i \in \mathbb{T} \cup \{+\infty\} \). Graph trajectories are sufficient to satisfy (resp. violate) GTL formulas. We define the syntax of a GTL formula \( \varphi \) recursively as

\[
\varphi := \pi \mid \neg \varphi \mid X \varphi \mid \varphi_1 \land \varphi_2 \mid \varphi \land \varphi_2 \mid \exists \varphi(\bigcirc \cdots \bigcirc) \varphi_1,
\]

where \( \pi \) is an atomic node proposition. \( \exists \varphi(\bigcirc \cdots \bigcirc) \varphi \) reads as “there exist at least \( N \) nodes under the neighbor operation \( \bigcirc \cdots \bigcirc \) that satisfy \( \varphi \)”, “\( \neg \)” and “\( \land \)” stand for negation and conjunction respectively. \( X \) is the temporal operator “next”, and \( \bigcirc \) is the temporal operator “until”. We can also derive \( \lor \) (disjunction), \( \Rightarrow \) (implication), \( \Diamond \) (eventually), \( \Box \) (always), \( \Box \Diamond \) (always eventually), and \( \Diamond \Box \) (eventually always) from the above-mentioned operators [2], e.g.,

\[
\Diamond \varphi = \text{True} \varphi, \quad \Box \varphi = \neg \Diamond \neg \varphi.
\]

The satisfaction relation \((g, v, t) \models \varphi\) for a graph trajectory \( g \) at node \( v \) at time index \( t \) with respect to a GTL formula \( \varphi \) is defined recursively by

\[
(g, v, t) \models \varphi \quad \text{iff} \quad \begin{cases} \varphi(v, t) \in \mathcal{O}(\pi), \\ (g, v, t) \models \neg \varphi, \\ (g, v, t) \models X \varphi, \quad \text{iff} \quad (g, v, t + 1) \models \varphi, \\ (g, v, t) \models \varphi_1 \land \varphi_2, \quad \text{iff} \quad (g, v, k) \models \varphi_1 \text{ and } (g, v, t) \models \varphi_2, \\ (g, v, t) \models \varphi \land \varphi_2, \quad \text{iff} \quad \exists \exists \geq t, \text{s.t.} (g, v, t') \models \varphi_2 \text{ and } (g, v, t') \models \varphi_1, \forall t \leq t'' < t', \\ (g, v, t) \models \exists \forall(\bigcirc \cdots \bigcirc) \varphi_2, \quad \text{iff} \quad \forall v_1, \ldots, v_N \quad (v_i \neq v_j \text{ for } i \neq j), \text{s.t., } \forall i, v_i \in \bigcirc \cdots \bigcirc \{(v)\}, \text{ and } (g, v, t) \models \varphi.
\end{cases}
\]

Intuitively, a graph trajectory \( g \) satisfies \( \exists \forall(\bigcirc \cdots \bigcirc) \varphi \) at a node \( v \in V \) at index \( k \) if there exist at least \( N \) nodes in \( \bigcirc \cdots \bigcirc \{(v)\} \) where \( \varphi \) is satisfied by \( g \) at time index \( k \). Note that, by definition, \( \bigcirc \cdots \bigcirc \{(v)\} \) consists of fewer than \( N \) nodes, then \( \exists \forall(\bigcirc \cdots \bigcirc) \varphi \) is false. In Example 1 if \( x(0) = [0.3, 0.3, 0.4]^T \) then the nodes that satisfy \( \exists \forall(\bigcirc \cdots \bigcirc) \varphi \geq [0.2, 0.2, 0.2]^T \) at time index 0 are \( v_2 \) and \( v_3 \).

We also define that a graph trajectory \( g \) satisfies \( \varphi \) at node \( v \), denoted as \((g, v) \models \varphi \) if \( g \) satisfies \( \varphi \) at node \( v \) at time 0.

**III. Problem Formulation**

In this section, we first specify the link between a graph trajectory satisfying a graph temporal logic (GTL) formula and the time evolution of the density distribution of a swarm. Then, we formulate the problem of controlling the density distribution of a swarm subject to GTL, as the problem of synthesizing time-varying Markov matrices.

In the remainder of the paper, we assume a configuration space divided into \( n_t \) bins, and we consider that the swarm of heterogeneous agents can be partitioned into \( m \) smaller swarms of homogeneous agents. Typically, such partitioning enables to regroup agents in the swarm that might have the same dynamics, objectives, or motion constraints.

**Definition 7 (Sub-swarms).** Given \( s \in \{1, \ldots, m\} \), the \( s \)-th sub-swarm is a collection of homogeneous agents with motion constraints given by the adjacency matrix \( A_{s \text{adj}} \in \{0, 1\}^{n_s \times n_s} \), its density distribution denoted by \( \pi_s(t) \), and the graph induced by \( A_{s \text{adj}} \) (Definition 3), denoted by \( G^s = (V, E^s) \).

Thus, we define GTL specifications over the heterogeneous swarm as joint constraints on the time evolution of the density distributions of the sub-swarms.

**Definition 8 (GTL Specifications).** Let \( G = (V, E) \) with \( E = \cup_{s=1}^m E^s \) be the graph obtained by considering the motion constraints of all the sub-swarms. By labeling each node \( v_i \in V \) with a function \( f_s : (\mathbb{R}^{n_s})^m \to X \) of all the density distribution \( x_s(t) \) of the sub-swarms, we define GTL specifications on the swarm as GTL formulas on the obtained labelled graph \( G \).

Definition 8 specifies that a graph trajectory \( g \) on the labeled graph \( G \), at node \( v_i \) and time index \( t \) in \( T \), is given by \( g(v_i, t) = f_s(x_1(t), \ldots, x_m(t)) \).

**Assumption 1.** For all \( i \in \{1, \ldots, m\} \), the function \( f_i \) associated to the node label of \( v_i \) is an affine function, and for every atomic node proposition \( \pi \) of a given GTL formula, \( \mathcal{O}(\pi) \subseteq X \) is a convex polyhedra.

**Problem 1.** Given the adjacency matrices \( A_{s \text{adj}} \) for all \( s \in \{1, \ldots, m\} \), the induced labelled graph \( G = (V, E) \) (Definition 8), the initial density distributions \( x_s^i(0), \ldots, x_s^m(0) \) for all sub-swarms, a set \( V' \subseteq V \), and a GTL formula \( \varphi \) on \( G \), compute the time-varying Markov matrices \( M^s(t) \) for all \( s \in \{1, \ldots, m\} \) such that the followings are true:

1) The motion constraints are satisfied by all sub-swarms.
2) \((g, v_i) \models \varphi \) for all \( v_i \in V \), where \( g \) is induced by the combined evolution of \( M^s(t) \) for all \( s \in \{1, \ldots, m\} \).
3) A linear cost function \( C : (\mathbb{R}^{n_s})^m \times (\mathbb{R}^{n_s \times n_s})^m \to \mathbb{R} \) is minimized over time.

**Remark 2.** According to [1], \( M^s(t) \) dictates the evolution of the density distribution \( x_s(t) \) of the \( s \)-th sub-swarm. Thus, the matrices \( M^s(t) \) for all \( s \in \{1, \ldots, m\} \) also specify the graph trajectory of \( G \) since by Definition 8 the trajectory at \( v_i \) is given by \( f_i \), a function of all \( x^s(t) \).

The cost function \( C \) enables to distinguish among the trajectories satisfying \( \varphi \). Typically, we seek to minimize over a time horizon \( T \), \( \sum_{t=0}^T C((x_s^i(t))_{s=1}^m, (M^s(t))_{s=1}^m) \).

As a toy example, consider Example 1 with two sub-swarms having the same motion constraints \( A_{s \text{adj}} = A_{s \text{adj}}^2 \). The initial density distributions are \( x^1(0) = [0.3, 0.3, 0.4]^T \) and \( x^2(0) = [0.3, 0.4, 0.3]^T \). We label nodes \( v_1, v_2, \) and \( v_3 \) with
the functions \( f_1(x^1, x^2) = x_1^1 + x_2^1, \ f_2(x^1, x^2) = x_3^1 - 2x_1^2, \) and \( f_3(x^1, x^2) = x_3^1. \) We consider the GTL formula \( \varphi_1 = X(\square(y = 0)) \) specified for node \( v_1 \) and \( v_2 \) (bin \( R_1 \) and \( R_2 \)), and no cost function. Recall that \( y \) is a symbolic representation of \( f_1. \) That is, \( \varphi_1 \) specified at node \( v_1 \) can also be written as \( \varphi_1 = X(\square(f_1(x^1, x^2) = 0)). \) Intuitively, \( \varphi_1 \) specified for \( v_1 \) and \( v_2 \) means that starting from time index 1, there should always be no agents from both sub-swarms in bin \( R_1. \) Further, the density of the 2nd sub-swarm in bin \( R_2 \) is always twice the density of the 1st sub-swarm in bin \( R_2. \) Markov matrices \( M^1(t) \) and \( M^2(t) \) solution to Problem 1 are given by

\[
M^1(0) = \begin{bmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}, \quad M^2(0) = \begin{bmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \\ 0 & 0.75 & 0 \end{bmatrix}, \quad M^s(t) = I_3, \quad s \in \{1, 2\}, \quad t \geq 1
\]

where \( s \in \{1, 2\}, \ t \geq 1 \) and \( I_3 \) is the identity matrix of dimension 3. Intuitively, at time 0, the agents of each sub-swarm in \( R_1 \) must move to \( R_2 \) with probability 1, the agents of the 1st sub-swarm in \( R_2 \) must move to \( R_3 \) with probability 1 while the agents of the 2nd sub-swarm in \( R_2 \) moves to \( R_3 \) with probability 0.75 and remains in \( R_2 \) with probability 0.25. For all \( t \geq 1, \) the agents in each sub-swarm remains in their current bin. The reader can check that with \( x^s(t + 1) = M^s(t)x^s(t) \) for \( t \geq 0 \) and \( s \in \{1, 2\}, \) we have \( x_1^1(t) = x_2^1(t) = 0 \) and \( x_3^1(t) = 2x_3^1(t) \) hold for all \( t \geq 1. \) Thus, \( \varphi_1 \) is satisfied at nodes \( v_1 \) and \( v_2 \) at time index 0.

IV. MINLP FORMULATION

In this section, we do not make any assumptions on the GTL specifications or the structure of the graph, and we formulate Problem 1 as a mixed-integer nonlinear programming (MINLP) problem containing \( M^s(t) \) as the variables.

A. Stochasticity and Motion Constraints

The desired time-varying Markov matrices \( M^s(t) \) at time index \( t \) and for all \( s \) are column-stochastic matrices, i.e.,

\[
1^T M^s(t) = 1^T. \tag{2}
\]

From Remark 1, we have that \( M_{i,j}^s(t) = 0 \) if \( A_{i,j}^s \) is zero, and \( M_{i,j}^s(t) \geq 0 \) otherwise. Thus, for all \( s \in \{1, \ldots, m\}, \)

\[
(11^T - (A_{i,j}^s)^T) \odot M^s(t) = 0, \tag{3}
\]

\[
M^s(t) \geq 0. \tag{4}
\]

B. Mixed-Integer Encoding of GTL Formulas

In this section, we ignore the constraints implied by the dynamics 1, and we build on the work in [33] to provide a mixed-integer linear program (MILP) for finding graph trajectories satisfying a GTL formula \( \varphi \) on the labelled graph \( G = (V, E), \) where \( V = \{v_1, \ldots, v_n\}. \)

Although satisfying an infinite-horizon GTL formulas requires a graph trajectory of infinite length, we design periodic trajectories to capture the infinite length requirement.

**Definition 9** \((k_p, l_p)\)-PERIODIC GRAPH TRAJECTORY. A graph trajectory \( g_p \) is \((k_p, l_p)\)-periodic if

\[
g_p(v_i, k_p) = g_p(v_i, l_p - 1), \tag{5}
\]

and for all \( t \in \{l_p, \ldots, k_p - 1\}, \) we have that

\[
g_p(v_i, t + (k_p - l_p + 1)q) = g(v_i, t), \quad \forall q \geq 0, \tag{6}
\]

where \( l_p, k_p \in \mathbb{T} \) are such that \( 0 < l_p \leq k_p \) and \( v_i \in V \) is a node of \( G. \) Thus, such trajectory can be seen as a finite sequence of length \( k_p, \) where a loop is introduced between the \((k_p - 1)\)-th and the \((l_p - 1)\)-th elements of the sequence.

As a consequence, given a node \( v_i \in V \) and a length \( k_p \in \mathbb{T}, \) we seek for mixed-integer linear constraints that are satisfiable if and only if there exists \( l_p \in (0, k_p]\) and a \((k_p, l_p)\)-periodic graph trajectory \( g_p \) such that \( g(v_i, t) \models \varphi. \) Specifically, given \( t \in \{0, \ldots, k_p\} \) and the formula \( \varphi \), we construct the equivalent mixed-integer constraints that encode \( g(v_i, t) \models \varphi \) by induction on \( t \) and \( \varphi \) as follows.

Before going through the induction, we first encode the loop constraint resulting from the periodicity of \( g_p. \) To this end, we introduce \( r \), binary variables \( l_1, \ldots, l_k, \) which determine where the graph trajectory loops. The variables are such that there is a unique \( l_j \) satisfying \( l_j = 1 \) and \( l_j \) enforces \( g(v_i, k_p) = g(v_j, j - 1) \). Thus, since \( g_p \) is affine in \( x^s \), such loop constraint can be encoded as the mixed-integer constraints

\[
l_1 + l_2 + \cdots + l_k = 1, \tag{7}
\]

\[
g_p(v_i, k_p) \leq g_p(v_i, j - 1) + P(1 - l_j), \quad j = 1, \ldots, k_p, \tag{8}
\]

\[
g_p(v_i, k_p) \geq g_p(v_i, j - 1) - P(1 - l_j), \quad j = 1, \ldots, k_p, \tag{9}
\]

where \( P > 0 \) is a sufficiently large positive number, and recall that \( g(v_i, t) = f_i(x^1(t), \ldots, x^m(t)). \)

In the case \( \varphi = \pi, \) where \( \pi \) is an atomic node proposition, \( O(\pi) \subseteq \mathcal{X} \) is a convex polyhedra by Assumption 1. Thus, using the halfspace representation, we can write \( O(\pi) \) as the intersection of finite number of halfspaces. That is, there exists a matrix \( A \) and vector \( b \) of appropriate dimensions such that \( g_p(v_i, t) \in O(\pi) \) if and only if \( Ag_p(v_i, t) \leq b. \) That is, \( g_p(v_i, t) \in O(\pi) \) if and only if \( f_i(x^1(t), \ldots, x^m(t)) \leq b. \) Since \( f_i \) is a linear function of \( x^1, \ldots, x^m, \) the last inequality is also a linear inequality. Thus, if the binary variable \( \varphi^e \in \{0, 1\}^{d} \) encodes the result of the query \( (g_p, v_i, t) \models \pi, \) the equivalent mixed-integer constraints are given by

\[
A f_i(x^1(t), \ldots, x^m(t)) \leq b + P(1 - \varphi^e), \tag{10}
\]

\[
A f_i(x^1(t), \ldots, x^m(t)) > b - P\varphi^e. \tag{11}
\]

For \( \varphi = \neg \varphi_1 \), let \( \varphi_1^e \) (binary or continuous) encodes the result of the query \( (g_p, v_i, t) \models \varphi_1. \) That is, \( \varphi_1^e = 1 \) if and only if \( (g_p, v_i, t) \models \varphi_1. \) By induction hypothesis on \( \varphi_1 \), there exists an equivalent mixed-integer constraint denoted by \([A^1, b^1, w^p, \varphi_1^e]\) such that \( A^1x^1(t_1); \ldots; x^m(t_1); w^p; \varphi_1^e \leq b^1, \) for some \( A^1 \) and \( b^1 \) of appropriate dimensions. \( w^p \in \{0, 1\}^p \) combines binary and continuous variables, \( \forall p \in \mathbb{N}. \) Thus, if the continuous variable \( \varphi^e \) in \( [0, 1] \) encodes the result of the query \( (g_p, v_i, t) \models \neg \varphi_1, \) using the definition of the \( \neg \) operator, the equivalent mixed-integer constraints are given by

\[
A^1x^1(t_1); \ldots; x^m(t_1); w^p; \varphi_1^e \leq b^1, \tag{12}
\]

\[
\varphi^e = 1 - \varphi_1^e. \tag{13}
\]

In the case \( \varphi = \varphi_1 \wedge \varphi_2, \) let \( \varphi_1^e \) and \( \varphi_2^e, \) both either binary or continuous variables, encode the result of the queries
The existence of a periodic graph trajectory \( G \) with a given GTL formula \( \varphi \), the set of subset of \( \varphi \), \( \vee \), \( \pi \), \( \sigma \), the latter constraint can also be encoded as mixed-integer constraint is given by (7)–(9), (14)–(17),

\[
A^1[x^1(t_1); \ldots; x^m(t_1); w^p; \varphi^1]\leq b^1, \\
A^2[x^1(t_1); \ldots; x^m(t_1); z^2; \varphi^2]\leq b^2, \\
\varphi^1 \leq \varphi^j, \; j = 1, 2, \\
\varphi^1 \geq \varphi^1 + \varphi^2 - 1.
\]

In the case \( \varphi = X\varphi_1 \), let \([A^1, b^1, w^p, \varphi^1]\) be the equivalent mixed-integer constraint obtained by induction on \( \varphi_1 \), where \( \varphi^1 \) (binary or continuous) encodes the result of the query \((g_p, v_t, t) \models \varphi_1 \). If \( t < k_p \) and the binary variable \( \varphi^1 \) encodes the result of the query \((g_p, v_t, t) \models X\varphi_1 \), then the equivalent mixed-integer constraint is given by (7)–(9),

\[
A^1[x^1(t_1); \ldots; x^m(t_1); w^p; \varphi^1] \leq b^1 + P(1 - \varphi^1), \\
A^1[x^1(t_1); \ldots; x^m(t_1); w^p; \varphi^1] > b^1 - P\varphi^1,
\]

where \( t_1 = t + 1 \) and \( P > 0 \) is a sufficiently large number. However, if \( t = k_p \), we need to encode that the next time step \( t + 1 \) corresponds to the unique \( j \) such that \( l_j = 1 \). That is, \( \varphi^k = \vee_{p=1}^{k_p} (l_j \wedge \varphi^1) \), wherein \( \varphi^1 \) encodes the result of the query \((g_p, v_t, j) \models \varphi_1 \). It is straightforward to see that the latter constraint can also be encoded as mixed-integer constraints as \( \wedge \) can be transformed into \( \wedge \) and \( \neg \), for which we already obtained mixed-integer constraints.

In the case \( \varphi = \varphi_1 \cup \varphi_2 \), let \( \varphi^1 \) and \( \varphi^2 \) be the binaries or continuous variables encoding the result of \((g_p, v_t, j) \models \varphi_1 \) and \((g_p, v_t, j) \models \varphi_2 \), respectively, for all \( j \in \{0, \ldots, k_p\} \). If \( t < k_p \) and \( \varphi^1 \) is the result of \((g_p, v_t, t) \models \varphi_1 \), the definition of \( U \) enables to write that \( \varphi^1 = \varphi^1 \vee (\varphi_1 \wedge \varphi^2) \). With a similar approach to [33], we resolve the circular reasoning appearing at \( t = k_p \) by \( \varphi^k = \varphi^k \vee (\varphi_1 \wedge \varphi^2) \), where \( \varphi^2 \) is recursively defined by \( \varphi^{k_p} = \varphi_2 \), and \( \varphi^2 \) is \( \varphi_2 \vee (\varphi_1 \wedge \varphi^2) \) for all \( 0 < k < k_p \). Thus, since equivalent mixed-integer constraints can be obtained for the \( \wedge \) and \( \neg \), by induction we can also construct mixed-integer constraints for satisfiability of \( \varphi \).

Finally, in the case \( \varphi = \exists^N (\bigotimes \varphi) \), let denote by \( S_i \) the set of subset of \( V \) such that

\[
S_i = \{\{v_1, \ldots, v_k\} \mid v_j \in \bigotimes \{\{v_i\} \}, \; j \leq k, \; k \geq N, v_j \neq v_p, \; \text{for} \; p \neq j\}.
\]

If \( \varphi^i \) denotes the result of the query \((g_p, v_t, t) \models \varphi \), then \( S_i \) is empty implies that \( \varphi^i = 0 \). Otherwise, if \( S_i \) is non empty, we have that \( \varphi^i = \forall s \in S_i, (\bigotimes \varphi^i(v_k)) \), where \( \varphi^i(v_k) \) encodes the result of the query \((g_p, v_t, k) \models \varphi \). Thus, we can construct mixed-integer constraints for satisfaction of \( \varphi \).

Corollary 1 (MILP for Infinite-Horizon GTL). Given a GTL formula \( \varphi \), a trajectory length \( k_p \), and a node \( v_i \in V \), the existence of a periodic graph trajectory \( g_p \) of length \( k_p \) such that \((g_p, v_t) \models \varphi \) can be equivalently formulated as the mixed-integer constraint

\[
A'[x; w^u; l] \leq b',
\]

where the variables are \( x^i(t), M^s(t), l \in \{0, 1\}^{k_p} \), \( w^u \in [0,1]^u \) has continuous and binary components, and \( l \in \{0,1\}^{k_p} \) is such that if there exists \( j \in \{1, \ldots, k_p\} \) with \( l_j = 1 \), then the resulting \( y_p \) is \((k_p, j)\)-periodic. Further, the parameters \( b' \in \mathbb{R}^p \), \( A' \) of appropriate dimensions, and \( q_i, p_i \in \mathbb{N} \) depend only on \( \varphi \) and \( v_i \).

Remark 3. Note that due to page limitations, the MILP encoding of GTL formulas shortly described in this section might not be optimal in the obtained number of constraints and continuous components of \( w^u \). However, code implementation provides efficient encoding of \( V, U, \) safety property \( \Box \varphi, \) persistence \( \Box \Box \varphi \), and liveness \( \Box \varphi \).

C. Synthesis of a Time-Varying Markov Matrix via MINLPs

Corollary 1 shows that the synthesis of a graph trajectory satisfying a GTL formula \( \varphi \) at a given node can be equivalently formulated as mixed-integer constraints. However, the resulting graph trajectory must also incorporate the dynamics of the sub-swarms given by (1) and their motion constraints.

Lemma 1 (General MINLP Formulation). Let \( G = (V, E) \) be the labeled graph induced by the topology of the bins as in Definition 3, \( \varphi \) be a GTL formula, \( k_p \in \mathbb{T} \) be the desired length of a periodic graph trajectory, \( V' \) be a subset of \( V \), \( C \) be the cost function to minimize, and \( x^1(0), \ldots, x^m(0) \) be the initial density distributions for all the sub-swarms. Then, the following statements are equivalent:

1) There exists a periodic graph trajectory \( g_p \) of length \( k_p \) such that \((g_p, v_t) \models \varphi \) for all \( v_i \in V \) while the motion constraints are satisfied and the cost \( C \) is minimized.

2) There exists a solution to the MINLP

\[
\text{minimize} \; \sum_{i=0}^{k_p} C((x^s(t))^{m}_{s=1}) (M^s(t))^{m}_{s=1}, \\
\text{subject to} \; w^u \in [0,1]^u, l \in \{0, 1\}^{k_p}, \\
\forall v_i \in V', \\
A'[x; w^u; l] \leq b', \\
\forall t, s \in [1, k_p] \times [1, m], \\
1 x^s(t) = 1, \\
\forall t, s \in [1, k_p] \times [1, m], \\
x^s(t) = 0, \\
\forall t, s \in [0, k_p-1] \times [1, m], \\
M^s(t) = 1, \\
\forall t, s \in [0, k_p-1] \times [1, m], \\
M^s(t) \geq 0, \\
\forall t, s \in [0, k_p-1] \times [1, m], \\
x^s(t + 1) = M^s(t) x^s(t),
\]

where the variables are \( x^i(t), M^s(t), l \in \{0,1\}^{k_p} \), \( w^u \in [0,1]^u \) for all \( v_i \in V \) with \( i \) denoting a bin index, the parameters \( A', b', q_i \) and \( q_i \) depend only on \( v_i \) and \( \varphi \) for all \( v_i \in V' \), and \( N[a,b][c,d] = \{a, \ldots, b\} \times \{c, \ldots, d\} \). Recall that \( x \) stacks \( x^s(t) \) for all possible values of \( s \) and \( t \), and \( w^u \) has components that can be either binary and continuous.

Proof. This is a direct application of Corollary 1. The constraint (20) is obtained by the equivalence shown in Corollary 1. The bilinear constraint (25), source of nonlinearity, is resulting from the dynamics (1). The definition of the density distribution, the stochasticity, and the motion constraints are given by (21)–(25).
V. EFFICIENT SOLUTIONS

In this section, we provide an efficient algorithm to find locally-optimal solutions to the mixed-integer nonlinear program (MINLP) \([19]-[26]\). We first show that for a specific and widely-used subset of GTL specifications, it is only sufficient to solve a linear program (LP) or semi-definite program (SDP). Then, we use the specific structure of the problem to propose an efficient sequential mixed-integer linear programming (MILP) to address the problem.

A. LP and SDP Formulations for Reach-Avoid Specifications

We first specify explicitly the subset of GTL formulas corresponding to reach-avoid specifications.

**Definition 10 (Reach-avoid Specifications).** Given the distributions \(\nu^1, \ldots, \nu^m \in [0, 1]^n\), a GTL formula \(\varphi\) encoding safety constraints (i.e., avoid specifications) in the form \(\varphi = \bigwedge_{k=1}^{n} (\Box (s_k))\), where \(s_k\) is an atomic node proposition, the reach-avoid constraints correspond the densities \(x^1, \ldots, x^m\) to reach the steady-state distributions \(\nu^1, \ldots, \nu^m\), respectively, while the resulting graph trajectory must satisfy \(\varphi\).

**Remark 4.** The steady-state distribution constraints can be also encoded using GTL formulas with operators such as \(\Box \square \pi\) or \(\Box \pi\), where \(\pi\) is applied on an adequate node labelling.

Recall that in order for a graph trajectory to satisfy an atomic proposition \(\pi\) at a node \(v_i \in V\) and time \(t \in T\), we have that \(g(v_i, t) \in \mathcal{O}(\pi)\). That is, there should exist \(x^s(t)\) for all \(s \in \{1, \ldots, m\}\) such that \(A_i f_i(x^s(t), x^s(t+1)) \leq b\), where \(A\) and \(b\) are defined by the polyhedra \(\mathcal{O}(\pi)\). Since the function \(f_i\) is affine in its arguments, we can write such constraint as the linear constraint \(A_i^T x^s(t) \leq b_i\), where \(\varphi^i\) of adequate dimension encodes both \(A\) and the linear part of \(f_i\).\footnote{\[A_i^T x^s(t) \leq b_i\]}

As a consequence, the satisfiability of a safety specification, e.g. \(\Box (s_1)\) at \(v_i\), can be equivalently formulated as the infinite-dimensional linear constraint

\[
A_i^T x^s(t) \leq b_i, \quad \forall t \geq 0,
\]

where \(x^s(t)\) for all \(s \in \{1, \ldots, m\}\) are the variables.

**Lemma 2 (Finite-Dimensional Linear Encoding for Safety Constraints).** Assume \(A_i^T x^s(0) \leq b_i\) is satisfied. Then, the safety specification given by the infinite-dimensional constraint \([27]\) is satisfied if and only if there exists \(Y \in \mathbb{R}^{p_i \times p_i}, S \in \mathbb{R}^{p_i \times m}\) such that

\[
Y b^i + S 1 \geq -b^i, \quad Y A_i^T S \leq -A_i^T \mathcal{M}(t), \quad Y \leq 0,
\]

where \(\mathcal{M}(t) = \text{diag}(M^1(t), \ldots, M^m(t))\) is a block diagonal matrix of \(M^s(t)\) for all \(s \in \{1, \ldots, m\}\), the matrix \(S \in \mathbb{R}^{n_i \times m}\) satisfies \(S_{i,j} = 1\) for all \(i \in \{1, \ldots, m\}, j \in \{n_i(i-1), \ldots, n_i\}\), and \(S_{i,j} = 0\) otherwise.

**Proof.** Let define the set \(Y\) of distributions characterizing the safety constraints by \(Y = \{y = [y^1; \ldots; y^m] \in \mathbb{R}^{n \times m} | y \geq 0, S y = 1, A_i y \leq b_i\}\). Let \(x(t) = [x^1(t); \ldots; x^m(t)]\). Since the safety constraint \([27]\) is satisfied at \(t = 0\), one can observe that it remains satisfied if and only if \(\forall x(t) \in Y, A_i^T x(t+1) = A_i^T \mathcal{M}(t)x(t) \leq b^i\). The latter condition holds if and only for all \(k \in \{1, \ldots, p_i\}\)

\[
\text{maximize} \{e_k^T A_i^T \mathcal{M}(t)x(t) | x(t) \in \mathcal{Y} \} \leq b_k^i
\]

\[
\iff \text{minimize} \{-e_k^T A_i^T \mathcal{M}(t)x(t) | x(t) \in \mathcal{Y} \} \geq -b_k^i.
\]

In the standard form, the minimization problem is given by

\[
\text{minimize} \left\{ v | x(t) \geq 0 \right\}
\]

\[
\text{subject to } \left[ A_i^T \begin{array}{c} 1 \\ 0 \end{array} \right] y = \left[ b^i \begin{array}{c} 1 \\ 0 \end{array} \right],
\]

where \(\mathcal{Y}\) is the identity matrix of appropriate dimension. Thus, the dual form of the above LP standard form is given by

\[
\text{maximize } \left\{ (b_i)^T y_k \right\}
\]

\[
\text{subject to } \left[ (A_i)^T \begin{array}{c} 0 \\ 1 \end{array} \right] y_k \leq \left[ 0 -A_i^T \mathcal{M}(t)^T e_k \right],
\]

for all \(k \in \{1, \ldots, p_i\}\). For an LP, Strong duality holds when either the primal or dual problem is feasible \([34]\). Since the constraint \([27]\) is satisfied at \(t = 0\), \(\mathcal{Y}\) is non-empty. Thus, the primal \([32]\) is feasible, hence strong duality holds. As a consequence, the constraint given by \([31]\) is equivalent to the existence of \((y_k^s, s_k^e) \in \mathbb{R}^{p_i} \times \mathbb{R}^m\) such that

\[
(b_i)^T y_k^s + 1^T s_k^e \geq -b_i^s,
\]

\[
(A_i)^T y_k^e + 1^T s_k^e \leq -A_i^T \mathcal{M}(t)^T e_k,
\]

\[
y_k^e \leq 0,
\]

for all \(k \in \{1, \ldots, p_i\}\). Hence, the announced result.

**Remark 5.** Lemma 2 states that as long as there exists \(Y\), \(S\) and \(\mathcal{M}(t)\) such that the linear constraints \([28]-[30]\) are satisfied, we only need to consider time-invariant Markov matrices, i.e. \(\mathcal{M} = \text{diag}(M^1, \ldots, M^m)\), to satisfy the safety constraints \([27]\). Hence, the linear constraints have finite dimension. In the remainder of this section, we focus on such time-invariant matrices and denote \(\mathcal{M}\) instead of \(\mathcal{M}(t)\).

With the safety specifications given by \([27]\) expressed as finite-dimensional linear constraints, we now focus on the reach specifications.

**Lemma 3 (Ergodicity Constraint, \([35]\)).** Assume that each graph \(G^s = (V, E^s)\) of each sub-swarm is strongly connected, i.e. there exists a path between every pair of bins \(R_i, R_j\). Then, \(\nu^1, \ldots, \nu^m\) are steady-state distributions of the sub-swarms if and only if the desired time-invariant Markov matrices \(M^s\) for all \(s \in \{1, \ldots, m\}\) satisfy

\[
M^s \nu^s = \nu^s, \quad \forall s \in \{1, \ldots, m\}.
\]

Although Lemma 3 enables to write the reach specifications as the linear constraint \([33]\), we seek for Markov matrices that converge optimally to the steady-state distribution.

**Definition 11 (Coefficient of Ergocity, \([35]\)).** For a stochastic matrix \(M \in \mathbb{R}^{n \times n}\), its coefficient of ergocity \(\tau_1(M)\) is defined by \(\tau_1(M) = 0.5 \text{max}_{i,j \in \{1, \ldots, n\}} \sum_{p=1} \{M_{p,i} - M_{p,j}\} \).
Lemma 4 ([35], Theorem 2.10). Given a stochastic matrix $M$, suppose $\lambda$ is an eigenvalue of $M$ such that $\lambda \neq 1$. Then, $|\lambda| \leq \tau_1(M)$. In particular, the rate of convergence to the steady-state distribution given by the second largest eigenvalue, $\lambda_2(M)$, is such that $|\lambda_2(M)| \leq \tau_1(M)$.

As a consequence of Lemma 4, by minimizing the linear function $\tau_1(M^*)$, one can obtain a tight upper bound on the rate of convergence of $x^1(t), \ldots, x^m(t)$, a graph trajectory that satisfies the GTL formula.

**Definition 12 (Scrambling Pattern).** A graph $G^* = (V, E^*)$ has a scrambling pattern if for every pair of rows $i,j$, there exists a column $k$ such that $A^*_{\text{adj}[i,k]} = A^*_{\text{adj}[j,k]} = 1$.

We demonstrate in Lemma 5 that when the graph associated to each sub-swarm has a scrambling pattern, minimizing the function $\tau_1(M^*)$ guarantees an exponential rate of convergence to the steady-state distribution since $\tau_1(M^*)$ is an upper bound on the second largest eigen value $\lambda_2(M^*)$.

**Lemma 5 (Exponential Convergence Rate for Graphs with Scrambling Pattern).** The graph $G^* = (V, E^*)$ has a scrambling pattern for all $s \in \{1, \ldots, m\}$ if and only if $\tau_1(M^*) < 1$. Hence $\lambda_2(M^*) < 1$ and we ensure an exponential convergence rate to the steady-state distribution.

**Proof.** By the scrambling pattern, for all $i, j \in \{1, \ldots, n_r\}$ there exists $k \in \{1, \ldots, n_r\}$ such that $A^*_{\text{adj}[i,k]} = A^*_{\text{adj}[j,k]} = 1$. Without loss of generality, consider that $M^* \geq A^*_{\text{adj}}$ for some small fixed $\epsilon > 0$. That is, $M^*$ preserves the connectivity of $G^*$. Therefore, we have that $M^*_{k,i} \geq \epsilon$ and $M^*_{k,j} \geq \epsilon$ and

$$\tau_1(M^*) \leq 0.5 \sum_{p=1}^{n_r} |M_{p,i} - M_{p,j}|$$

$$= 0.5(|M^*_{k,i} - M^*_{k,j}| + \sum_{p \neq k} |M^*_{p,i} - M^*_{p,j}|)$$

$$\leq 0.5(|M^*_{k,i} - M^*_{k,j}| + \sum_{p \neq k} M^*_{p,i} + \sum_{p \neq k} M^*_{p,j})$$

$$= 0.5(|M^*_{k,i} - M^*_{k,j}| + 2 - (M^*_{k,i} + M^*_{k,j}))$$

$$= \begin{cases} 1 - M^*_{k,j}, & \text{if } M^*_{k,i} - M^*_{k,j} \geq 0 \\ 1 - M^*_{k,i}, & \text{otherwise} \end{cases}$$

$$\leq 1 - \epsilon < 1.$$ 

Thus, since $\lambda_2(M^*) \leq \tau_1(M^*) < 1$, we have exponential convergence to the steady-state distribution. On the other hand, if $A^*_{\text{adj}}$ does not have the scrambling pattern, there exists $i_0, j_0 \in \{1, \ldots, n_r\}$ such that for all $k \in \{1, \ldots, n_r\}$ either $M^*_{k,i_0} = 0$ and $M^*_{k,j_0} > 0$ or $M^*_{k,i_0} > 0$ and $M^*_{k,j_0} = 0$. As a consequence, $\sum_{p=1}^{n_r} |M_{p,i} - M_{p,j}| = 2$ which is the maximum possible value that can be attained by $\sum_{p=1}^{n_r} |M_{p,i} - M_{p,j}|$ for all $i, j \in \{1, \ldots, n_r\}$. Hence $\tau_1(M^*) = 1$, and the equivalence is therefore obtained. □

To summarize, consider reach-avoid specifications encoded with $A^i$ and $b^i$ as detailed in (27), nonnegative weights $c_1, \ldots, c_m$ specifying the relative importance of the rate of convergence of each sub-swarm, and a cost function $C : [\mathbb{R}^{n_r \times n_r}]^m \rightarrow \mathbb{R}$ to be optimized. Then, the time-invariant Markov matrices $M^1, \ldots, M^m$ solution of the LP (34–41) induce, through the evolution of $x^1(t), \ldots, x^m(t)$, a graph trajectory that satisfies the GTL formula.
where $\lambda_{\text{max}}(\cdot)$ denotes the maximum eigen value. The last equality of equation (42) is due to $\mathcal{M}(M^*)$ straightforwardly being a stochastic matrix. The equation (43) comes from straightforward algebra and combined with (44), we have that $r^*$ is an unit eigenvector of $(Q^*)^{-1}M(M^*)Q^*$ associated with the maximum eigen value 1. Thus, a classic result in algebra linking the second eigen value and the maximum eigen value provides that

$$\lambda_2(M(M^*)) = \lambda_{\text{max}}((Q^*)^{-1}M(M^*)Q^* - r^\ast(r^\ast)^T).$$

(45)

Observe that

$$(Q^*)^{-1}M^*Q^* - r^\ast(r^\ast)^T = \sum_{i,j} M_{ij}^*(t_{ij}^\ast(t + 1)) - \sum_{i,j} M_{ij}^*(t_{ij}^\ast(t + 1))$$

$$= \sum_{i,j} M_{ij}^*(s_{ij}^\ast(1)) - \sum_{i,j} M_{ij}^*(s_{ij}^\ast(1))$$

$$= \sum_{i,j} M_{ij}^*(s_{ij}^\ast(1)) - \sum_{i,j} M_{ij}^*(s_{ij}^\ast(1))$$

$$= \sum_{i,j} M_{ij}^*(s_{ij}^\ast(1)) - \sum_{i,j} M_{ij}^*(s_{ij}^\ast(1))$$

$$= \sum_{i,j} (Q^*)^{-1}M^*Q^* - r^\ast(r^\ast)^T.$$ 

(46)

Remark 7. Lemma 2 provides a way to control the rate of convergence to the stationary distribution via the convex function $\|((Q^*)^{-1}M^*Q^* - r^\ast(r^\ast)^T)\|^2_2$ of $M^*$. Note that if $M^*$ is a reversible Markov matrix [27], we have that $\|((Q^*)^{-1}M^*Q^* - r^\ast(r^\ast)^T)\|^2_2 = \lambda_{\text{max}}((Q^*)^{-1}M^*Q^* - r^\ast(r^\ast)^T)$, which is widely studied in the literature of the fastest mixing rate for Markov chains [27]. However, in this paper, we characterize the rate of convergence via the convex $\|((Q^*)^{-1}M^*Q^* - r^\ast(r^\ast)^T)\|^2_2$ without assuming reversibility of $M^*$.

As a consequence of Lemma 3, the time-invariant Markov matrices $M^1, \ldots, M^s$ solutions of the SDP (47) induce, through the evolution of $x^1(t), \ldots, x^m(t)$, a graph trajectory that satisfies the specifications.

$$\text{minimize} \quad \mathcal{C}(\mathcal{M}(M^*))_{s=1}^m + \sum_{s=1}^m c_s\|(Q^*)^{-1}M^sQ^* - r^\ast(r^\ast)^T\|^2_2$$

subject to (35) – (41).

(47)

Complexity and correctness analysis. The worst-case time complexity to solve the LP (34) – (41) and SDP (47) is polynomial in its number of constraints and variables. Specifically, we have $mn^2 + p^2 + p_m n_m$ number of variables, where we recall that $p_i$ is defined as the number of constraints enforced by the specifications. Note that $p_i$ is therefore proportional to the size of the specifications. Similarly, the number of constraints can be straightforwardly upper-bounded by $p_i^2 + p_i + n_m p_i + 2mn_i^2 + 2mn_i$. Besides, by Lemma 2 a solution of the LP or SDP ensures the satisfaction of the constraints. Therefore, the algorithm for reach-avoid specifications is correct.

B. Special Case: MILP Formulation for Complete Graphs

In the scenario where the GTL formula $\varphi$ does not express reach-avoid specifications, if each $G^i = (V, E^i)$ is a complete graph, we can reduce the MINLP feasibility problem given by constraints (20) – (26) to a MILP feasibility problem.

Corollary 2 (MILP for complete graphs). With the notation of Lemma 2 assume that each graph $G^i$ is complete. Then, the latter statements are equivalent:

1. There exists a periodic graph trajectory $g_p$ of length $k_p$ such that $(g_p, v_t) \models \varphi$ for all $v_t \in V^t$ while the motion constraints are satisfied.

2. There exists an optimal solution to the MILP problem given by (19) – (22).

Furthermore, if there exists $\hat{x}(t)$ for all $(s, t) \in \mathbb{N}[1, m] \times [1, k_p]$ satisfying constraints (20) – (22), then $M^s(t)$ given by

$$\hat{M}^s(t) = \hat{x}(t + 1), \forall i, j \in \{1, \ldots, n_r\},$$

(48)

for $t \in \{0, \ldots, k_p - 1\}$, satisfies constraints (23) – (40).

Proof. For a complete graph $G^s$, we have that $A_{ad}^s = 11^T$. Thus, the constraint (23) is automatically satisfied. Further, 1) implies 2) is trivial by the equivalence of Corollary 1.

Suppose 2) is valid, i.e. the constraints (20) – (22) are satisfied by $\hat{x}(t)$ for all $s$ and $t$. We want to show the the constraints (23) – (40) are automatically satisfied. With $M^s(t)$ given by (48) and $\hat{x}(t)$, we have

$$\sum_{i=1}^{n_r} \hat{M}^s_{ij}(t) = \sum_{i=1}^{n_r} \hat{x}^s(t + 1) = 1^T \hat{x}(t + 1) = 1.$$

This yields the satisfiability of the constraint (23) by $\hat{M}^s(t)$. The constraint (24) is satisfied by $\hat{M}^s(t)$ due to the constraint (22). Finally, for $i \in \{1, \ldots, n_r\}$, we have

$$\sum_{j=1}^{n_r} M^s_{ij}(t) \hat{x}^s(t) = \hat{x}^s(t + 1) \sum_{j=1}^{n_r} \hat{x}^s(t) = \hat{x}^s(t + 1).$$

Thus, we have the satisfiability of the constraint (26) by $\hat{M}^s(t)$. Hence, 2) implies 1) as the constraints (20) – (26) are satisfied by $\hat{x}(t)$ and $\hat{M}^s(t)$ for all $(s, t) \in \mathbb{N}[1, m] \times [1, k_p]$.

In the case of complete graphs, Corollary 2 provides that the feasibility of constraints (20) – (26) is equivalent to the feasibility of (20) – (22). Thus, when the cost function $C$ is a function of only the densities $x^1(t), \ldots, x^m(t)$, we can rewrite the MINLP optimization problem (19) – (26) as the MILP problem (19) – (22). The resulting densities are then used in (48) to find the Markov matrices. When the cost function $C$ is dependent of $M^s(t)$, one can obtain suboptimal solutions by replacing $M^s(t)$ with the corresponding $x^s(t)$ as in (48).

Complexity and correctness analysis. With the notation of Corollary 1 the number $N_c$ of non-binary variables and an upper bound $N_b$ on the number of binary variables of the equivalent MILP in Corollary 2 are given by $N_c = n_k p_m$ and $N_b = k_h + \sum_{v_i \in V} q_i$. The number of constraints $C$ of the MILP is $C = N_c + \sum_{v_i \in V} p_i$, where $q_i$ is the dimension of $b_i$. Since a linear program (LP) can be solved in polynomial time in the number of variables and constraints via interior-point methods [39], the worst-case time complexity to solve the MILP is $O(2^{2n} R(N_c, C))$, $R$ is a polynomial. By Corollary 2 a solution to the MILP ensures the satisfaction of the constraints. Therefore, the algorithm for the special case is correct by construction.
C. General Case: Trust-Region-Based Sequential Mixed-Integer Programming

In this section, we make no assumptions on the structure of the GTL specifications and the graph of each sub-swarm. Then, we develop an efficient sequential mixed-integer linear programming scheme to solve the MINLP \[19\]–[22].

Linearizing the nonconvex constraints. The idea of the efficient solving scheme is to reduce the problem to an adequate set of MILPs that can be solved efficiently and optimally by off-the-shell solvers. Specifically, we solve the nonconvex problem by sequentially linearizing the constraint \[25\] around the solution of the \(k\)th iteration. This linearization results into a MILP. The obtained solutions are then used for the \((k+1)\)th iteration. We begin by denoting the solutions of the \(k\)th iteration by \(x^{s,k}(t)\) and \(M^{s,k}(t-1)\) for all \(t \in \{1, \ldots, k_p\}\) and \(s \in \{1, \ldots, m\}\). Thus, \(x^{s,k}(0) = x^{s}(0)\) for all iteration \(k\). First, note that the linearization \[49\] may create an infeasible problem. To mitigate the effects of this infeasibility, we augment the linearized dynamics with the unconstrained slack variable \(z^{s}(t) \in \mathbb{R}^{n_s}\). Thus, the resulting constraint is always feasible and can be written as follows:

\[
x^{s}(t+1) = x^{s,k}(t+1) + M^{s,k}(t)(x^{s}(t) - x^{s,k}(t)) + \left(\frac{1}{\rho} - M^{s,k}(t)\right)x^{s,k}(t),
\]

(49)

where \(x^{s,k}(0) = x^{s}(0)\) for all iteration \(k\). Further, to ensure that the variable \(z^{s}(t)\) is used only when necessary, we augment the cost function with a sufficiently large penalization weight \(\lambda > 0\). Thus, the solution for the \((k+1)\)th iteration optimizes the linearized cost given by

\[
L^k(x, M) = \text{cost}(x, M) + \lambda \sum_{t=0}^{k_p-1} \sum_{s=1}^{m} ||z^{s}(t)||_1,
\]

(51)

where \(\text{cost}(x, M) = \sum_{t=0}^{k_p} C((x^{s}(t))^{m}_{s=1}, (M^{s}(t))^{m}_{s=1})\) and \(\| \cdot \|\) can be either the infinity norm or 1-norm. Recall that \(x \in \mathbb{R}^{n_s \times m \times k_p}\) contains the densities of all sub-swarms at all time and similarly we define \(M\) to contain the Markov matrices at all time and for all sub-swarms.

Trust Region Constraints and linearized problem. We ensure that the resulting density distribution \(x^{s}(t)\) at the \((k+1)\)th iteration does not deviate significantly from the density obtained at the \(k\)th iteration by imposing, for all \(s \in \{1, \ldots, m\}\) and \(t \in \{1, \ldots, k_p\}\), the following trust region constraint

\[
||x^{s}(t) - x^{s,k}(t)|| \leq \rho^k,
\]

(52)

where \(\rho^k\) is a trust region that will be updated at each iteration so that the solution \(x^{s}(t)\) remains close to the density obtained in the previous iteration, \(x^{s,k}(t)\). This update rule enables to keep the solutions within a region where the linearization is accurate. As a consequence, at the \((k+1)\)th iteration, the convex subproblem is given by

minimize \(L^k(x, M)\) subject to

(53)

Starting point via McCormick relaxations. The choice of the starting points \(x^{s,0}(t)\) and \(M^{s,0}(t)\) are crucial to accelerate and provide feasible solutions to the MINLP problem. We seek to get as close as possible feasible and optimal solutions. To this end, we write the constraint \(x^{s}(t+1) = M^{s}(t)x^{s}(t)\) component-wise as \(x^{s}_{i,j}(t+1) = \sum_{n=1}^{n_t} V^{s}_{i,j} \lambda(t)\), where \(V^{s}_{i,j}(t) = M^{s}_{i,j}(t) x^{s}_{i,j}(t)\) is a new variable. Then, for all \(s \in \{1, \ldots, m\}\) and \(t \in \{0, \ldots, k_p - 1\}\), we have the following McCormick relaxation of the bilinear constraint \(V^{s}_{i,j}(t) = M^{s}_{i,j}(t) x^{s}_{i,j}(t)\):

\[
V^{s}_{i,j}(t) \geq 0, \quad V^{s}_{i,j}(t) \geq M^{s}_{i,j}(t) + x^{s}_{i,j}(t) - 1, \quad V^{s}_{i,j}(t) \leq M^{s}_{i,j}(t), \quad (54)
\]

Further, from the obtained starting point \(x^{s,0}(t)\) for all \(s\) and \(t\), we seek for \(M^{s,0}(t)\) that minimizes the error of not satisfying the bilinear constraints \[26\]. To this end, \(M^{s,0}(t)\) is an optimal solution of the following LP problem

minimize \(M^{s,0} x^{s,0}(t)\) subject to

(56)

\[
\sum_{s=1}^{m} \sum_{t=0}^{k_p} ||z^{s}(t)||_1
\]

(58)

\[
\sum_{s=1}^{m} \sum_{t=0}^{k_p} ||z^{s}(t)||_1
\]

(59)

where \(x^{s,0}(t+1) = M^{s}(t)x^{s,0}(t) + z^{s}(t)\), where we relax the bilinear constraints and add a slack variable such that we penalize its use in the cost function.

Sequential mixed-integer programming algorithm. Algorithm \[1\] summarizes the trust-region-based sequential convex optimization scheme to compute approximate (possibly local) solutions of \[19\]–[25]. Specifically, the quality of the solution is established using three metrics: The change \(\Delta L^k\) in the optimal cost, the accuracy \(\rho^k\) of the bilinear constraint attained by the new solution, and the ratio \(\rho^{k+1}\) of the resulting accuracy and past accuracy. These metrics are given by

\[
\Delta L^{k+1} = |\hat{L}^{k+1} - \hat{L}^k|,
\]

(59)

\[
\rho^{k+1} = \frac{\hat{L}^{k+1}}{L^k},
\]

(61)

where \(\hat{L}^k\) is the optimal cost of the linearized problem at iteration \(k\). The ratio \(\rho^{k+1}\) compares the accuracy of the new solution and the solution obtained at the past iteration. When \(\rho^k > 1\), the new solution is considered inaccurate. Then, we
Algorithm 1 Sequential convex programming with trust region to efficiently solve the MINLP Problem (19)–(26).

**Input:** Swarm distribution $x^s(0)$ for all $s \in \{1, \ldots, m\}$, penalty weight $\lambda > 0$, parameters $r_{\min} < 1$, $r_{\text{exp}}, r_{\text{con}} > 1$, cost tolerance $\epsilon_{\text{tol}} > 0$, and accuracy tolerance $\epsilon_{\text{acc}} > 0$.

**Output:** $M^s(t)$ locally optimal solution of (19)–(26).

1. Initialize $x^s(0)$ by solving MILP (56)–(57).
2. Initialize $x^0(0)$ by solving LP (58).
3. $k \leftarrow 0$ and $r^k \leftarrow 2$ \(\triangleright\) Initial trust region $r^0$
4. do
5. Find $x^{s,k+1}(t)$ by solving (53) at $x^{s,k}(t), M^k, s(k), r^k$
6. Find $M^{s,k+1}(t)$ solution of (58) \(\triangleright\) $x^{s,0} \leftarrow x^{s,k+1}$
7. Compute $\Delta L_{k+1}, \Delta L_{k+1}$ from (59), (60), (61).
8. if $\Delta L \leq \epsilon_{\text{tol}}$ and $(\Delta L \leq \epsilon_{\text{acc}})$ or $(\Delta L \leq \epsilon_{\text{acc}})$ then
9. \quad return $M^{s,k}(t)$ \(\triangleright\) Found a solution
10. end if
11. if $\rho^k > 1$ then \(\triangleright\) New solution reduces accuracy
12. \quad $r^k \leftarrow r^k / \min\{r_{\text{con}}, \rho^k\}$ \(\triangleright\) Contract trust region
13. else \(\triangleright\) Accept new solution
14. \quad $k \leftarrow k + 1$
15. \quad $r^k \leftarrow r^k / \min\{1 / \rho^k, r_{\text{exp}}\}$ \(\triangleright\) Expand trust region
16. end if
17. while $r^k > r_{\min}$ \(\triangleright\) Minimum trust region reached
18. return $M^{s,k}(t)$

contract the trust region $r^k$ and restart the iteration. If not, the solutions $M^{s,k+1}(t)$ and $x^{s,k+1}(t)$ are considered acceptable. Then, we move to the next iteration and expand the trust region depending on the value of $\rho^k$. Algorithm 1 stops when the minimum trust region value is reached or the cost cannot be improved while the bilinear constraint is satisfied with $\epsilon_{\text{acc}}$.

**Complexity and correctness analysis:** We consider in this analysis the notation of Corollary 1. Let $N_{\text{iter}}$ be the number of iterations required by Algorithm 1 to terminate. By arguments similar to the complete graph case and using the notation in the discussion of its complexity analysis, the worst-case time complexity of Algorithm 1 is $O(2^{N_s} R(N_s, C) N_{\text{iter}})$. According to [39], such a sequential convex optimization can achieve a linear rate of convergence. Besides, a solution returned by Algorithm 1 ensures the satisfaction of the specification.

D. The Complete Algorithm: GTLProCo

We develop GTLProCo to compute the desired Markov matrices $M^s(t)$ for all $s \in \{1, \ldots, m\}$ and $t \in \{0, \ldots, k_p - 1\}$. GTLProCo chooses the most efficient and scalable formulation for the problem depending on whether the specifications are reach-avoid specifications, the graph has a scrambling pattern, the graph is complete, or none of these special cases holds. Algorithm 2 provides the description of GTLProCo. The user should provide as an input to GTLProCo the trajectory length $k_p$. However, one might derive a sequential algorithm with increasing length $k_p$ as long as the problem is feasible until a feasible solution can be found.

The Markov matrices computed by GTLProCo are distributed to each agent in order for them to choose their bin-to-bin transitions. Algorithm 3 is a decentralized algorithm that specifies how each agent probabilistically computes its target bin at each time index in order for the high-level task specifications to be satisfied.

**Remark 8.** Note that using a finite number of agent $N_s^a$ for the sub-swarm $s$, achieving exactly a desired density $x^s(t)$ might not be possible due to the quantization error $\frac{1}{N_s^a}$. For example, if $x^s(t) = \{\frac{1}{3}, \frac{2}{3}\}$ and $N_s^a = 10$, the realized density by $N_s^a$ is $[0.3, 0.7]$ due to the finite value of $N_s^a$.

VI. NUMERICAL EXPERIMENTS

In this section, we evaluate the GTLProCo on several swarm control tasks expressed using GTL. Specifically, we first empirically demonstrate that GTLProCo significantly improves scalability over off-the-shelf MINLP solvers applied on the original MINLP (19)–(26). Besides, we show that GTLProCo can compute Markov matrices with a higher accuracy for the bilinear constraints than off-the-shelf MINLP solvers. Second, in several gridworld examples, we show that our control approach is fast, sound, and can be applied in scenarios involving a large number of agents.

All the experiments of this paper are performed on a computer with an Intel Core i9-9900 CPU 3.1GHz ×16 processors and 31.2 Gb of RAM. All the implementations are written and tested in Python 3.8. We use Gurobi 9 [15] to solve all the linear and mixed-integer linear programs...
in this paper. We use Mosek [40] to solve the semi-definite programs presented in this paper. We provide in https://github.com/wuwushrek/GTLProCo all the codes for reproducibility and the videos of the experiments.

A. Comparisons with Off-The-Shelf MINLP Solvers

In this section, we compare GTLProCo with open-source and efficient MINLP solvers such as Gurobi [15], Couenne [16], Bonmin [41], and SCIP [42]. To this end, we randomly generate both problem instances of different sizes and GTL specifications as follows:

- We generate 2000 random problem instances.
- We generate each problem instance such that the number of bins \( n_r \in \{5, 10, 15, 20, 25, \ldots, 90, 95, 100\} \), the trajectory length \( k_p \in \{5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15\} \), and the number of sub-swarms \( m = 1 \).
- We generate the underlying graph \( G \) for each problem instance such that each node in \( G \) has a random number of edges between 2 and 5.
- We randomly generate the GTL formula of each problem such that the atomic propositions are random. We use a set of operators in the list \( \land, \lor, \Box, \text{ and } \Diamond \). We make sure that the MILP encoding of the GTL formula is feasible.
- In each problem, since the \( l_j \) terms for the loop constraints are variables, we impose the additional cost function \( C_{\text{loop}} = \sum_{j=1}^{k_p} (j+1)l_j \). Basically, by minimizing the cost, we desire the time loop to start as early as possible.

We use the default parameters of each MINLP solver except for the time limit that we constrain to be ten minutes. For GTLProCo, we choose the trust region contraction and expansion parameters as \( r_{\text{con}} = 1.5 \) and \( r_{\text{exp}} = 1.5 \). We also choose the minimum trust region value to be \( r_{\text{min}} = 1e^{-4} \), the linearization penalty to be \( \lambda = 10 \), the cost tolerance to be \( \epsilon_{\text{tol}} = 1e^{-6} \), and the accuracy tolerance to be \( \epsilon_{\text{acc}} = 1e^{-6} \).

We compare the computation time and the error of the bilinear constraint of GTLProCo with the off-the-shelf MINLP solvers over the aforementioned randomly-generated problem instances. Given a solution \( x^s(t) \) and \( M^s(t) \) of the MINLP problem, we define the error of the bilinear constraint as \( \varepsilon_{\text{bil}} = \max_{s \in \{1, \ldots, n_r\}} \max_{t \in \{0, \ldots, k_p-1\}} \|x^s(t) + M^s(t)x^s(t)\|_\infty \).

Figure 1 empirically demonstrates the superior performance of our control algorithm GTLProCo, both in terms of computation time and error of the bilinear constraint, compared to off-the-shelf MINLP solvers. Specifically, it shows that Bonmin is unable to solve any problems in the given time limit while Couenne is only able to solve problems corresponding to \( n_r = 5 \) with a computation time of 468s. SCIP times out for problem instances with \( n_r \geq 25 \) while Gurobi times out with \( n_r \geq 95 \). Therefore, Gurobi is the only algorithm that achieves comparable performance with GTLProCo. The standard deviation in compute time demonstrates that the compute time of GTLProCo is more consistent in most examples compared to Gurobi. Finally, Figure 1 additionally demonstrates that, in almost all cases, GTLProCo finds a solution with better accuracy for the bilinear constraint than the MINLP solvers.

B. Homogeneous Swarm Subject to GTL Specifications

In this section, we consider a simulation example with a swarm of homogeneous agents navigating in a gridworld environment as shown in Figure 2. The desired behavior of the swarm is, from a given initial distribution, to reach a target distribution defined by some set of linear constraints while avoiding obstacles. Moreover, the swarm must satisfy some capacity constraints in the bins, i.e., each bin can contain only a fixed maximum number of agents at any time index. We obtain the graph representing the gridworld and label it with \( f_i(x) = x \) for each node \( i \). Then, we use GTL to express the task specifications of the homogeneous swarm (\( m = 1 \)) as following:

- Initially we have \( x_i^s(0) = 0.25 \) for all \( i \in \{0, 6, 24, 30\} \). That is, the agents are distributed in bins 0, 6, 24, and 30.
- We consider the GTL formulas \( \Box(f_i \geq 0.2) \) for all \( i \in \{16, 17, 23, 28\} \) and \( \Box(f_i = 0) \) for each obstacle bin \( i \). Thus, we expect to swarm to reach final bins 16, 17, 23, 28 while satisfying the specified constraints.
- We enforce the capacity constraints via the safe properties \( \Box(f_i \leq 0.25) \) for \( i \in \{0, 6, 16, 17, 23, 24, 28, 30\} \) and
\( (f_i \leq 0.15) \) for the remaining bins. Thus, we relaxed the capacity constraints for the starting and final bins.

More specifically, we consider a scenario with a swarm comprised of 1000 agents. We first apply GTLProCo to find a time-varying Markov matrix \( M^1(t) \) such that the specifications above are satisfied. Then, at each time index, each agent independently and probabilistically chooses their target bin based on Algorithm 3 with the computed \( M^1(t) \).

Fig. 3 empirically demonstrates that the proposed approach is sound since all the specifications for this experiment were satisfied. Specifically, one can observe that the density inside the obstacles bins is always zero, all the capacity constraints are satisfied, and the final bins constraints (density greater than 0.2) are also satisfied. Thus, we empirically demonstrate with this example the correctness of our algorithm. Furthermore, GTLProCo took only 1.1s to terminate.

C. Heterogeneous Swarm in a Gridworld

In this section, we consider a simulation example with a swarm of heterogeneous agents navigating in a gridworld as shown in Figure 4. The swarm contains 2 sub-swarms. The first sub-swarm, referred to as the leader, must reach a target density distribution while the second sub-swarm, referred to as the follower, must satisfy some density constraints in the neighborhood of each leader. Note that the leader and follower do not need to have the same dynamics. In such a situation, it is straightforward to deal with the different dynamics via the adjacency matrix \( A_{\text{adj}} \). However, for simplicity of this simulation, we assume that each sub-swarm has the same dynamics. Therefore, we obtain the graph representing the gridworld and label it with \( f_i(x_1, x_2) = (x_1, x_2) \) for each node \( i \). We use GTL to express the task specifications as follows:

- Initially \( x^0_i(0) = 0.5 \) for \( i \in \{0, 20\} \) and we impose no constraints on the sub-swarm 1. That is, the algorithm should find a correct initialization for the follower.
- We enforce the capacity constraints \( \Box (f_i \leq [0.5, 0.25]) \) for each bin \( i \). Thus, each bin can contain at most 50% of agents from sub-swarm 0 and 25% from sub-swarm 1.
- We consider the GTL formulas \( \Diamond \Box (f_i \geq [0.5, 0]) \) for nodes \( i \in \{9, 19\} \) and \( \Box (f_i = [0, 0]) \) for the obstacle bin \( i = 12 \). Thus, the density of the leader sub-swarm 0 should eventually be 0.5 in bin 9 and bin 19.
- We require that no follower should be in the same bin as the leader with the formula \( \Box (f_i \leq [0, 1] \lor f_i \leq [1, 0]) \) for all bins \( i \).
- We enforce \( \Box (f_i \leq [0, 1] \lor 3\Box (f_i \geq [0, 0.25])) \) for all bins \( i \). This means that for each node, there should always be no leader in each bin \( i \) or if there is a leader in any bin \( i \), the density of the follower sub-swarm should be greater than 0.25 in at least two of the neighboring bins of \( i \). In other words, each leader should always be surrounded by followers.

In this scenario, the swarm is comprised of a total of 150 agents performing collision avoidance in a decentralized man-

Fig. 2. Evolution of the thousand agents comprising the swarm at different time indexes. From the left to the right figure, we show the distribution of the swarm at time indexes 0, 5, 9, and 15. In the figure, the obstacle bins are in red, the target bins are in green, and the starting bins are in cyan.
The leader swarm contains 50 agents while the follower swarm contains 100 agents. Each agent in the simulation uses optimal reciprocal collision avoidance (ORCA) \cite{7} to dynamically and locally compute safe velocities to reach a given goal region. We first apply GTLProCo to find time-varying Markov matrices $M^1(t)$ and $M^2(t)$ such that the specifications above are satisfied. The computation time to generate the Markov matrices was 1.8s. Then, each agent independently and probabilistically chooses their target bin based on Algorithm \cite{3} with computed $M^s(t)$. When the target bin is obtained, the line \cite{5} of Algorithm \cite{3} consists of using ORCA to generate in real-time, at a fixed frequency, control velocities to reach the target bin while avoiding the fixed obstacles and the other agents in the gridworld.

Figure 4 demonstrates that the GTL specifications are satisfied. Specifically, it can be seen that the obstacles are always avoided, the leaders reach the target bins with the desired densities, the leader and follower never occupy the same bin at each time index, and finally the leaders are always surrounded by followers in at least two adjacent bins. For example, the third image shows that the leader sub-swarm has 50\% of agents in bin 2 and 50\% in bin 22, which are surrounded by 25\% of follower agents in each bin 1, 7, 21, and 23.

VII. Conclusion

We develop a correct-by-construction algorithm to control, in a decentralized and probabilistic manner, the density distribution of a swarm of heterogeneous agents subject to infinite-horizon GTL specifications. The algorithm, agnostic to the number of agents comprising the swarm, relies on synthesizing time-varying Markov matrices by adequately formulating the problem as either linear, semi-definite, or mixed-integer linear programs. The synthesized Markov matrices are independently used by each agent to determine the next targets while the entire swarm satisfies the specifications. Theoretically, we prove that the algorithm is correct by construction, and a complexity analysis shows that it significantly improves scalability over existing swarm control approaches. Empirically, we successfully demonstrated the efficiency and correctness of the algorithm in several simulation experiments.
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