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Abstract
In this paper we consider Wronskian polynomials labeled by partitions that can be factorized via the combinatorial concepts of $p$-cores and $p$-quotients. We obtain the asymptotic behavior for these polynomials when the $p$-quotient is fixed while the size of the $p$-core grows to infinity. For this purpose, we associate the $p$-core with its characteristic vector and let all entries of this vector simultaneously tend to infinity. This result generalizes the Wronskian Hermite setting which is recovered when $p = 2$.
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1 Introduction
In this paper we study the asymptotic behavior of the Wronskian polynomials

$$q_{\lambda} = \frac{\text{Wr}[q_{n_1}, q_{n_2}, \ldots, q_{n_r}]}{\Delta(n_{\lambda})} = \frac{\det \left( \frac{d^{i-1}}{dx^{i-1}} q_{n_j} \right)_{1 \leq i, j \leq r}}{\prod_{i<j} (n_j - n_i)}$$  \hspace{1cm} (1.1)

which are labeled by partitions $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_r)$ and where the associated degree vector $n_{\lambda} = (n_1, n_2, \ldots, n_r)$, defined by $n_i = \lambda_i - i + r$ for $i = 1, 2, \ldots, r$, describes the degrees of the polynomial entries in the Wronskian. These entries are defined via the exponential generating function

$$\sum_{n=0}^{\infty} q_n(x) \frac{t^n}{n!} = \exp \left( tx - \frac{tp}{p} \right)$$  \hspace{1cm} (1.2)
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where \( p \) is a fixed positive integer. The Wronskian in (1.1) is divided by the Vandermonde determinant of the degree vector, i.e., \( \Delta(n_\lambda) = \prod_{i<j} (n_j - n_i) \), and acts as a normalization constant to obtain monic polynomials. The Wronskian polynomials (1.1) appear in several applications for specific values of \( p \), most notably for \( p = 2 \) and \( p = 3 \). For \( p = 1 \), the set-up trivializes.

When \( p = 2 \), we get Wronskians of Hermite polynomials which are of interest as they describe the rational solutions of the fourth Painlevé equation and its higher order generalizations [11, 12, 20, 25]. The asymptotic behavior of the polynomial zeros associated with Painlevé IV is studied in several works [8, 23, 24]. Another domain where these Wronskian Hermite polynomials appear, is in the field of exceptional orthogonal polynomials. A description of exceptional Hermite polynomials, labeled by partitions, is given in [16], their zeros are studied in [21], and recurrence relations are obtained in [6, 14, 17].

When \( p = 3 \), the polynomials \((q_n)_n\) are multiple orthogonal polynomials [27], and the net of polynomials \((q_\lambda)_\lambda\) comprises the Yablonskii-Vorobiev polynomials [19]. They are associated with the rational solutions of the second Painlevé equation and their zeros are studied in [2, 9, 10].

In this paper, we do not specify the value of \( p \) and merely require it to be a positive integer. For such general \( p \), the polynomial sequence \((q_n)_n\) is an Appell sequence and the combinatorial framework which associates a Wronskian polynomial \( q_\lambda \) defined as in (1.1) with every partition, was dubbed Wronskian Appell polynomials in [5]. An appealing feature of this combinatorial framework is the existence of a recurrence relation that generates the whole net of polynomials. This relation becomes particularly remarkable for the Appell sequences \((q_n)_n\) that we consider in this paper, i.e., those with a generating function as in (1.2), see [5, Section 7.2]. The particular form of this recurrence relation was exploited in [4] to show that every polynomial \( q_\lambda \) factorizes according to the combinatorial concepts of \( p \)-cores and \( p \)-quotients [15, 18, 22] for the same \( p \) as in (1.2). The \( p \)-core is the unique partition obtained by removing as many border strips of size \( p \) as possible from the original partition, its size describes the multiplicity of the origin as a zero of \( q_\lambda \). The \( p \)-quotient, which is an ordered \( p \)-tuple of partitions obtained via \( p \)-modular decomposition of the original partition, contains all other information about the coefficients of the polynomial.

More concretely, Theorem 6 in [4] states that

\[
q_\lambda(x) = x^{|\vec{\lambda}|} R_\lambda(x^p)
\]

where \( \vec{\lambda} \) denotes the \( p \)-core of \( \lambda \), and the polynomial \( R_\lambda \) can be described via the \( p \)-quotient of \( \lambda \). In the same paper, the asymptotic behavior of these polynomials is studied for \( p = 2 \): fix a 2-quotient \((\mu^{(0)}, \mu^{(1)})\), write the 2-core as the partition \((k, k-1, \ldots, 2, 1)\), and let \( k \) tend to infinity, then the asymptotic behavior for the associated polynomials is given by

\[
\lim_{k \to +\infty} \frac{R_{\lambda(k)}(2kx)}{(2k)^{|\mu^{(0)}| + |\mu^{(1)}|}} = (x + 1)^{|\mu^{(0)}|} (x - 1)^{|\mu^{(1)}|}
\]

where the partition \( \lambda(k) \) is identified by the fixed 2-quotient \((\mu^{(0)}, \mu^{(1)})\) and the \( k \)-depending 2-core \((k, k - 1, \ldots, 2, 1)\), see Theorem 5 in [4]. We observe that, as \( k \)

\( \Theta \) Springer
grows, the size $|\mu^{(0)}|$ (respectively $|\mu^{(1)}|$) indicates the number of zeros that are attracted by $-1$ (respectively $1$).

We now generalize this asymptotic result to arbitrary $p$. To do so, we describe the $p$-core via a $p$-tuple of integers $(c_0, c_1, ... c_{p-1})$ called the characteristic vector [7, 15]. Next we let this vector depend on $k \in \mathbb{N}$, i.e., $c(k) = (c_0(k), c_1(k), \ldots, c_{p-1}(k))$, such that all entries grow linearly at most: for each $i$ we require that $c_i(k) = a_i k + o(k)$ as $k \to +\infty$, with $a_i \in \mathbb{R}$. Then we identify the partition $\lambda(k)$ as the unique partition with $p$-quotient $\mu = (\mu^{(0)}_1, \mu^{(1)}_1, \ldots, \mu^{(p-1)}_1)$ and $p$-core described by the characteristic vector $c(k)$. Finally, we let $k$ tend to infinity and obtain the asymptotic behavior for the associated polynomials $R_{\lambda(k)}$ defined in (1.3).

**Main result.** Fix an integer $p \geq 1$ and a $p$-quotient $\mu$. For any $k \in \mathbb{N}$, let $\lambda(k)$ be the partition identified via its characteristic vector $c(k)$ and its $p$-quotient $\mu$. If $c_i(k) = a_i k + o(k)$ as $k \to +\infty$ for all $i$, then the polynomials $R_{\lambda(k)}$ satisfy

$$\lim_{k \to +\infty} \frac{R_{\lambda(k)} \left((pk)^{p-1}x\right)}{(pk)^{(p-1)|\mu|}} = \prod_{i=0}^{p-1} (x - \alpha_i)^{|\mu(i)|} \quad (1.5)$$

where $\alpha_i = \prod_{j \neq i} (a_i - a_j)$ for all $i$.

In the described set-up, we let all entries of the characteristic vector simultaneously tend to infinity and obtain that, as $k$ grows, $|\mu^{(i)}|$ zeros are attracted by the real value $\alpha_i$. We reformulate this main result in Theorem 3.1.

The paper is constructed as follows. In Section 2 we first introduce the necessary combinatorial concepts and then use them to label Wronskian polynomials. The main difference with the notions used in [4] is that we introduce characteristic vectors to describe $p$-cores which makes the statement of the behavior for the associated polynomials easier. The asymptotic result is given in Section 3 and its proof in Section 4.

## 2 Preliminaries

We introduce partitions and their associated $p$-cores and $p$-quotients, as well as characteristic vectors which are in 1-1 correspondence with $p$-cores. These combinatorial concepts are well-studied and all the described material in Section 2.1 is retrieved from [7]. We only explain the necessary concepts to state our results whereas extra material can be found in [7, 15, 18]. In Section 2.2 we define Wronskian polynomials which are labeled by partitions and can be factorized via $p$-cores and $p$-quotients as described in [4].

### 2.1 Partitions and their $p$-cores and $p$-quotients

A partition $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_r)$ is a sequence of positive integers such that $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_r > 0$. The number $r$ is called the length of the partition and the
size is denoted by $|\lambda| = \sum_i \lambda_i$. We associate each partition $\lambda$ with its degree vector $n_\lambda = (n_1, n_2, \ldots, n_r)$ defined by $n_i = \lambda_i + r - i$ for $i = 1, 2, \ldots, r$, and therefore $n_1 > n_2 > \cdots > n_r > 0$. We indicate the degree vector in the associated Maya diagram $M_\lambda$ which is defined as

$$M_\lambda = \{ n \in \mathbb{Z} \mid n < 0 \} \cup \{ n_i \mid 1 \leq i \leq r \} \subset \mathbb{Z}. \quad (2.1)$$

This diagram can be visualized by a doubly-infinite sequence of consecutive boxes that are either empty or are filled with a bullet. The boxes are labeled by the integers and the $n^{th}$ box is filled precisely when $n \in M_\lambda$. Furthermore, a vertical line is placed between the boxes labeled with $-1$ and $0$; subsequently we can omit the labels. We may shift the vertical line such that the sequence of filled and empty boxes remains unchanged, but the labeling differs. We call such Maya diagrams equivalent to $M_\lambda$ and denote them by $M_\lambda + t$ where the integer $t$ indicates the shift, that is, $m \in M_\lambda$ if and only if $m + t \in M_\lambda + t$. There is a unique shift such that the number of empty boxes to the left of the vertical line equals the number of filled boxes to the right of it. We write $\hat{M}_\lambda$ to denote this specific Maya diagram. In mathematical physics, see for example [13], particles represent filled boxes while empty boxes are called holes. Moreover, the number of filled boxes to the right minus the number of empty boxes to the left of the vertical line is usually called the charge of the diagram, and so $\hat{M}_\lambda$ has charge zero. Using this definition, we can create a bijection which maps Maya diagrams to their charge and associated partition so that equivalent Maya diagrams are mapped to the same partition but different charges.

**Example 2.1** Let $\lambda = (8, 8, 6, 6, 2, 2, 1)$ so that $n_\lambda = (14, 13, 10, 9, 4, 3, 1)$. The integers in the latter sequence are indicated to the right of the vertical line in the first Maya diagram of Fig. 1. If we move the vertical line 7 steps to the right, then there are 4 empty boxes to the left of it and 4 filled boxes to the right. So $\hat{M}_\lambda = M_\lambda - 7$. The Maya diagram $\hat{M}_\lambda$ reveals the Young diagram (in Russian style) of the partition as shown in Fig. 2. Each filled dot corresponds to a downwards step whereas the empty ones give rise to an upwards step.

With each partition $\lambda$, we can associate its $p$-core and its $p$-quotient for any positive integer $p$. The $p$-quotient is a $p$-tuple of partitions denoted by $\mu = (\mu^{(0)}, \mu^{(1)}, \ldots, \mu^{(p-1)})$. It is defined via the $p$-modular decomposition of the degree vector $n_\lambda$. The $p$-core is the partition $\bar{\lambda}$ obtained by removing as many border strips (also called rim hooks) of size $p$ as possible. Here, we describe the $p$-core via the associated characteristic vector $c_\lambda = (c_0, c_1, \ldots, c_{p-1})$ which is a $p$-tuple of integers such that $\sum_i c_i = 0$. We now give the precise definitions.

**Fig. 1** Two equivalent Maya diagrams (Example 2.1)
2.1.1 From a Partition to its Characteristic Vector and its p-quotient and Vice Versa

Fix a positive integer $p$ as well as a partition $\lambda$ and consider the Maya diagram $\hat{\lambda}$. Define the Maya diagrams $M^{(0)}, M^{(1)}, \ldots, M^{(p-1)}$ as the $p$-modular decomposition of $\hat{\lambda}$, that is

$$M^{(i)} = \{ m \in \mathbb{Z} \mid pm + i \in \hat{\lambda} \}$$

for $i = 0, 1, \ldots, p - 1$. Although the Maya diagram $\hat{\lambda}$ is defined so that there are as many empty boxes to the left of the vertical line as filled boxes to the right of it, it is not granted that the same holds for each $M^{(i)}$. We therefore define the integers $c_0, c_1, \ldots, c_{p-1}$ such that

$$\hat{M}^{(i)} = M^{(i)} - c_i$$

for each $i$. We define $c_{\lambda} = (c_0, c_1, \ldots, c_{p-1})$ as the characteristic vector of $\lambda$ and the described process ensures that $\sum c_i = 0$. Furthermore, for each $i$ set $\mu^{(i)}$ as the partition such that its Maya diagram $M^{(i)}$ is equivalent to $\hat{M}^{(i)}$, and hence also to $M^{(i)}$. The tuple of partitions $\mu = (\mu^{(0)}, \mu^{(1)}, \ldots, \mu^{(p-1)})$ is called the $p$-quotient of $\lambda$ and its size is $|\mu| = \sum |\mu^{(i)}|$.

This process to obtain the $p$-quotient and the characteristic vector from a partition can be reversed. To do so, we first construct $M^{(0)}, M^{(1)}, \ldots, M^{(p-1)}$ from the given $p$-quotient and characteristic vector, i.e., for each $i$ set $M^{(i)}$ as the equivalent Maya diagram of $M^{(i)}$ such that $M^{(i)} = \hat{M}^{(i)} + c_i$. Next, we set $M$ as the Maya diagram

$$M = \bigcup_{i=0}^{p-1} \{ pm + i \mid m \in M^{(i)} \}. $$

Then the associated partition $\lambda$ is the unique partition such that $M = \hat{\lambda}$.

Example 2.2 Reconsider the previous example where $\lambda = (8, 8, 6, 6, 2, 2, 1)$ and take $p = 3$. The Maya diagrams $M^{(0)}, M^{(1)}$ and $M^{(2)}$ are visualized in Fig. 3. We directly observe that $\mu = ((1,1), (4), (2,1))$, moreover, the dotted lines display the locations such that there are as many empty boxes to the left as filled boxes to the right of it. We therefore find that the characteristic vector is given by $c_{\lambda} = (2, -1, -1)$. 

![Fig. 2 Young diagram in Russian style (Example 2.1)](image-url)
Remark 2.3 The \( p \)-modular decompositions of two equivalent Maya diagrams are the same up to a cyclic permutation: if \( \hat{M} = M + t \) for some integer \( t \) and if \( M^{(0)}, M^{(1)}, \ldots, M^{(p-1)} \) and \( \hat{M}^{(0)}, \hat{M}^{(1)}, \ldots, \hat{M}^{(p-1)} \) denote the decomposed Maya diagrams defined similarly as (2.2), then for each \( i \) we have that \( M^{(i)} \) and \( \hat{M}^{(i+t)} \) are equivalent Maya diagrams, where we interpret the indexes modulo \( p \). In the construction of the \( p \)-quotient of \( \lambda \), we use the (unique) Maya diagram \( \hat{M}_\lambda \) and thereby fix the ordering in the \( p \)-quotient. Any other equivalent Maya diagram would lead to the same partitions in the \( p \)-quotient, but possibly in a different order.

### 2.1.2 From a Characteristic Vector to its \( p \)-core and Vice Versa

Fix a positive integer \( p \) and a partition \( \lambda \). Denote its characteristic vector by \( c_\lambda \) and let \( \emptyset \) be the unique partition of size 0 so that \( M_\emptyset \) equals the set of negative integers. We define the Maya diagrams \( \bar{M}^{(0)}, \bar{M}^{(1)}, \ldots, \bar{M}^{(p-1)} \) by

\[
\bar{M}^{(i)} = M_\emptyset + c_i \tag{2.5}
\]

for each \( i \), i.e., they all are equivalent to \( M_\emptyset = \hat{M}_\emptyset \) and the charge of \( \bar{M}^{(i)} \) is \( c_i \). Next, set \( \bar{M} \) as the Maya diagram such that

\[
\bar{M} = \bigcup_{i=0}^{p-1} \{ pm + i \mid m \in \bar{M}^{(i)} \}. \tag{2.6}
\]

Then, the \( p \)-core \( \bar{\lambda} \) of \( \lambda \) is defined as the partition such that \( M_{\bar{\lambda}} \) and \( \bar{M} \) are equivalent Maya diagrams. That is, \( \bar{M}_{\bar{\lambda}} = \bar{M} \) because the assumption \( \sum_i c_i = 0 \) implies that \( \bar{M} \) has as many filled boxes to the right of the vertical line as empty boxes to the left of it.

Again we can reverse the process. For a given \( p \)-core \( \bar{\lambda} \), consider the Maya diagram \( \bar{M}_{\bar{\lambda}} \) and take its \( p \)-modular decomposition to obtain the Maya diagrams \( \bar{M}^{(0)}, \bar{M}^{(1)}, \ldots, \bar{M}^{(p-1)} \). Then, the \( i \)th element in the characteristic vector is the integer \( c_i \) such that \( \bar{M}^{(i)} - c_i = M_\emptyset \).

**Example 2.4** In our running example we have that \( c_\lambda = (2, -1, -1) \). In Fig. 4 we display the Maya diagrams \( \bar{M}^{(0)}, \bar{M}^{(1)}, \bar{M}^{(2)} \). From these Maya diagrams we construct \( \bar{M} \) and find that the 3-core of \( \lambda \) is given by \( \bar{\lambda} = (4, 2) \).
Let $\mathcal{Y}$ be the set of all partitions and denote by $\overline{\mathcal{Y}}_p$ the subset of $p$-cores, i.e., $\lambda \in \overline{\mathcal{Y}}_p$ if and only if $\lambda = \overline{\lambda}$, or equivalently, $\overline{\mathcal{Y}}_p$ is the set of all partitions with empty $p$-quotient. The set $\overline{\mathcal{Y}}_2$ is given by all partitions of the form $(k, k-1, \ldots, 2, 1)$ with $k \in \mathbb{Z}_{\geq 0}$, and the partitions in $\overline{\mathcal{Y}}_3$ precisely label the generalized Okamoto polynomials, see Remark 16 in [4]. There is a lot of ongoing research about counting the number of specific types of core partitions, see for example [26] and the references therein, or [1] where the concept of characteristic vectors is used to determine the asymptotics for the number of $p$-core partitions of size $n$.

Remark 2.5 For any $p$, the size of the $p$-core can directly be computed from its characteristic vector [15]: if $c_\lambda = (c_0, c_1, \ldots, c_{p-1})$, then the $p$-core $\overline{\lambda}$ has size

$$|\overline{\lambda}| = \frac{p}{2} \sum_{j=0}^{p-1} c_j^2 + \sum_{j=1}^{p-1} j c_j$$

which is integer valued because the condition $\sum_i c_i = 0$ implies that the number of odd elements in $c_2$ is even, and therefore the first sum in (2.7) is even. A proof of (2.7) is given in Section 4.5.

2.1.3 Border Strips and Hook Lengths

There is another process [22, I.1 Ex. 8(c)] to obtain the $p$-core of a partition $\lambda = (\lambda_1, \lambda_2, \ldots, \lambda_r)$, namely via its Young diagram

$$D_\lambda = \{(i, j) \in \mathbb{N}^2 \mid 1 \leq i \leq r, \ 1 \leq j \leq \lambda_i\}$$

which consists of $r$ rows, and the $i^{th}$ row has $\lambda_i$ boxes. The points $(i, j) \in D_\lambda$ are depicted as unit squares with matrix-style coordinates, and so the size of the partition equals the number of boxes. To determine the $p$-core from the Young diagram, we remove strips of $p$ connected boxes that do not contain a $2 \times 2$-square, such that after
each removal, the remaining diagram is still associated to a partition. Such strips are called border strips of size $p$. At some point, we end up with a partition, possibly the empty partition, such that we cannot remove a border strip of size $p$ any more. This partition is the $p$-core, and it is well-known that although in each step there are several possible options for deleting a border strip, the process will always end with the same partition.

The partitions in the $p$-quotient can be read off from the Young diagram too [22, I.1 Ex. 8(d)]. For each box in the diagram, its hook length is defined as the number of boxes to the right and below it, hereby counting the box itself just once. If we then color all boxes whose hook lengths are a multiple of $p$, then the Young diagrams obtained by merging all colored boxes that are in the same row or in the same column, determine the partitions in the $p$-quotient. For a clarifying example, see Fig. 5. Note that this approach does not fix the ordering of the partitions.

Example 2.6 There are 4 border strips of size 3: two rectangles and two hooks. The left part of Fig. 5 visualizes a process to remove such border strips from $\lambda = (8, 8, 6, 6, 2, 2, 1)$: every shade of gray matches a border strip that we remove. The remaining white boxes indicate the 3-core, i.e., the partition $\bar{\lambda} = (4, 2)$ from which we can no longer remove any border strips of size 3. The right part of Fig. 5 indicates the hook lengths in the Young diagram and colors those that are a multiple of 3. We recognize the partitions $(4), (1, 1)$ and $(2, 1)$ which are the entries of the 3-quotient.

We end this section with the following well-known result, see for example [15, 18]. It says that each partition can be uniquely identified with its $p$-core and $p$-quotient. It immediately follows by the above explained constructions.

Lemma 2.7 Fix a positive integer $p$. The map

$$\Phi : \mathbb{Y} \to \mathbb{Y}_p \times \mathbb{Y}_p : \lambda \mapsto (\bar{\lambda}, \mu)$$

where $\bar{\lambda}$ is the $p$-core of $\lambda$ and $\mu$ is the $p$-quotient of $\lambda$, is a bijection.

Fig. 5 The 3-core and the partitions in the 3-quotient obtained from the Young diagram (Example 2.6)
2.2 Wronskian Polynomials

Fix a positive integer \( p \) and consider the sequence of polynomials \( (q_n)_{n=0}^{\infty} \) that have exponential generating function

\[
\sum_{n=0}^{\infty} q_n(x) \frac{t^n}{n!} = \exp \left( tx - \frac{t^p}{p} \right). \tag{2.10}
\]

From this generating sequence we directly obtain that \( q'_n(x) = nq_{n-1}(x) \) for all \( n \geq 1 \) and hence \( (q_n)_{n=0}^{\infty} \) is an Appell sequence [5]. We can generate these polynomials via the recurrence relation

\[
q_n(x) = xq_{n-1}(x) - \frac{(n-1)!}{(n-p)!} q_{n-p}(x) \tag{2.11}
\]

for \( n \geq p \), along with the initial conditions \( q_n(x) = x^n \) for \( n < p \). Via induction, or using (2.10), we then find that

\[
q_n(\omega_p x) = \omega^n q_n(x) \tag{2.12}
\]

for all \( n \geq 0 \), where \( \omega_p = \exp(2\pi i/p) \) is the \( p^{th} \) root of unity. Using this property, among other things, one can show that all zeros lie on the \( p \)-star, i.e., the union of the semi-infinite intervals \([0, \omega_j^p \infty)\) for \( j = 0, 1, \ldots, p-1 \). More precisely, if \( n \equiv t \mod p \), then the zero at the origin of \( q_n \) has multiplicity \( t \) while the other zeros are equally divided over the semi-infinite intervals, i.e., each interval contains \((n-t)/p\) simple zeros. These last zeros are symmetric, meaning that if \( z \) is a zero, then \( \omega^j_p z \) is a zero too for all \( j = 0, 1, \ldots, p-1 \).

The polynomial sequence \( (q_n)_{n=0}^{\infty} \) can be generalized to a net of polynomials \( (q_\lambda)_{\lambda \in \mathbb{Y}} \). For each partition \( \lambda \) we define

\[
q_\lambda = \frac{\text{Wr}[q_{n_1}, q_{n_2}, \ldots, q_{n_r}]}{\Delta(n_\lambda)} = \frac{\det \left( \frac{d^{i-1}}{dx^{i-1}} q_{n_j} \right)_{1 \leq i, j \leq r}}{\prod_{i<j} (n_j - n_i)} \tag{2.13}
\]

where \( n_\lambda = (n_1, n_2, \ldots, n_r) \) is the degree vector of \( \lambda \), and \( \Delta(n_\lambda) \) denotes the Vandermonde determinant of this vector. For \( \lambda = (n) \) we get \( q_\lambda(x) = q_n(x) \) and hence the original sequence is included in the net.

The polynomials (2.13) were studied in several papers and it is known that the specific form of the exponential generating function in (2.10) ensures that \( q_\lambda \) has integer coefficients [5]. Via the notion of \( p \)-cores and \( p \)-quotients, where the positive integer \( p \) is obtained from the exponential generating function (2.10), the following factorization is obtained in [4]: for any partition \( \lambda \) with \( p \)-core \( \bar{\lambda} \) and \( p \)-quotient \( \mu \), we have

\[
q_\lambda(x) = x^{|\bar{\lambda}|} R_\lambda(x^p) \tag{2.14}
\]

where \( R_\lambda \) is a monic polynomial of degree \(|\mu|\) with a non-vanishing constant coefficient. Several explicit expressions for the coefficients of \( R_\lambda \) are given in [4]. Our
main result, given in Section 3, states the asymptotic behavior of the polynomials $R_\lambda$ when $|\lambda|$ grows. We hereby identify $\lambda$ with its $p$-quotient and $p$-core, and let the size of the $p$-core grow while the $p$-quotient stays fixed. This means that during this process, the degree of $R_\lambda$ does not change while the multiplicity of the zero at the origin for $q_\lambda$ increases to infinity.

Example 2.8 In the trivial case $p = 1$ we have that $q_n(x) = (x - 1)^n$ for any $n \geq 0$, which by directly computing of the Wronskian in (2.13) implies that $q_\lambda(x) = (x - 1)^{|\lambda|}$ for any partition $\lambda$. The 1-quotient equals the original partition while the 1-core is the empty partition, hence $R_\lambda(x) = (x - 1)^{|\lambda|}$.

Example 2.9 When $p = 2$, we recover Wronskian Hermite polynomials which are intensively studied: there is a connection to rational solutions of the fourth Painlevé equation [11, 12, 20, 23–25, 27] and they appear in the field of exceptional orthogonal polynomials [14, 16, 17, 21]. The results in [12] use $p$-modular decompositions of Maya diagrams to construct cyclic Maya diagrams, but they do not use the notions of $p$-cores and $p$-quotients. Further research is needed to determine if these concepts help to interpret their results.

Example 2.10 The Yablonskii–Vorobiev polynomials $(Q_n)_{n=0}^\infty$ can be represented via the Wronskian determinants

$$Q_n = d_n \operatorname{Wr}[q_{2n-1}, q_{2n-3}, \ldots, q_3, q_1]$$

(2.15)

for all $n \geq 0$, where $d_n$ is a normalization constant, and the sequence $(q_n)_{n=0}^\infty$ has generating function $\sum_n q_n(x) \frac{t^n}{n!} = \exp \left( t x - \frac{4}{3} t^3 \right)$, see [19]. Therefore, up to rescaling of the polynomials, they are contained in the net $(q_\lambda)_{\lambda \in \mathcal{Y}}$ when $p = 3$, because the polynomial $Q_n$ is linked to $q_\lambda$ with $\lambda = (n, n - 1, \ldots, 2, 1)$. Note that these partitions are exactly the 2-cores.

3 Main Result

For $p = 2$, it is shown in [4] that after a proper rescaling, the zeros of the polynomial $R_\lambda$ are attracted to $-1$ and $1$ when the 2-quotient is fixed and the size of the 2-core grows to infinity, see (1.4). We now generalize this result to arbitrary $p$ and offer an asymptotic result for the polynomial $R_\lambda$ defined in (2.14). We associate the $p$-core with its characteristic vector and let all entries simultaneously tend to infinity.

Theorem 3.1 Fix an integer $p \geq 1$ as well as a $p$-quotient $\mu = (\mu^{(0)}, \mu^{(1)}, \ldots, \mu^{(p-1)})$. Let $c(k) = (c_0(k), c_1(k), \ldots, c_{p-1}(k)) \in \mathbb{Z}^p$ be a characteristic vector for all $k \in \mathbb{N}$ such that each entry satisfies

$$c_i(k) = a_i k + o(k)$$

(3.1)
as \( k \to +\infty \) for some \( a_i \in \mathbb{R} \). For any \( k \in \mathbb{N} \), denote by \( \lambda(k) \) the partition identified with the \( p \)-quotient \( \mu \) and the \( p \)-core associated to \( c(k) \). Then

\[
\lim_{k \to +\infty} \frac{R_{\lambda(k)} \left((pk)^{p-1}x\right)}{(pk)^{(p-1)|\mu|}} = \prod_{i=0}^{p-1} (x - \alpha_i)^{|\mu^{(i)}|}
\]

(3.2)

uniformly for \( x \) in compact subsets of the complex plane, and where

\[
\alpha_i = \prod_{j=0}^{p-1} (a_i - a_j)
\]

(3.3)

for \( i = 0, 1, \ldots, p - 1 \).

The proof of this result is given in Section 4, it generalizes the ideas in [4] which deals with the case \( p = 2 \). Observe that accordingly to Remark 2.5, the size of the \( p \)-core identified with the characteristic vector \( c(k) \) grows to infinity when \( k \to +\infty \), and hence the size of \( \lambda(k) \) tends to infinity as well. The rescaled zeros of the polynomial \( R_{\lambda(k)} \) tend to real values and the sizes of the partitions in the \( p \)-quotient indicate how many zeros are attracted to each value. For \( p = 1 \), the asymptotic result (3.2) trivializes as the fraction in the left-hand side is independent of \( k \) and both sides trivially equal \((x - 1)^{|\lambda|}\). It is also possible to determine the asymptotic behavior for \( k \to -\infty \): when \( p \) is odd it just equals the limit (3.2), when \( p \) is even we replace \( k \) by \(-k\) and apply the result of Theorem 3.1 whereby we substitute \( a_i \) with \(-a_i\) for all \( i \) in (3.1).

**Example 3.2** Take \( p = 3 \), fix the 3-quotient \( \mu = ((2), (2, 1), (1, 1)) \), and define the vector \( c(k) = (-2k, -k, 3k) \) so that the sum of the elements in this vector equals 0 for any \( k \in \mathbb{N} \). All non-zero roots of the polynomials \( q_{\lambda(k)} \) for \( k \in \{5, 7, 9, 11\} \) are plotted in the right part of Fig. 6. The left part shows the rescaled zeros of \( R_{\lambda(k)} \) as in Theorem 3.1. Although the convergence is very slow, we observe that the zeros on the left are attracted by \(-4, 5\) and 20.

**Example 3.3** Take \( p = 2 \), \( a \in \mathbb{Z} \) and set \( c(k) = (-ak, ak) \). Then the asymptotic result in (3.2) states that

\[
\lim_{k \to +\infty} \frac{R_{\lambda(k)}(2akx)}{(2ak)^{|\mu|}} = (x + 2a)^{|\mu^{(0)}|}(x - 2a)^{|\mu^{(1)}|}
\]

(3.4)

When \( a \geq 0 \), the characteristic vector \( c(k) \) is associated with the 2-core \((2ak, 2ak - 1, \ldots, 2, 1)\). Similarly, when \( a < 0 \), then \( c(k) \) corresponds to the 2-core \((2ak - 1, 2ak - 2, \ldots, 2, 1)\). Hence, if we rescale (3.4) such that the zeros are attracted by \(-1\) and 1, we recover the asymptotic result in [4] as described in (1.4).

**Remark 3.4** In [4], where the case \( p = 2 \) is studied, it is mentioned that the location of the zeros of \( q_{\mu} \) reveals the 2-quotient of \( \lambda \), that is, from Fig. 9 in [4] we recognize the associated 2-quotient. For arbitrary \( p \), a similar observation can be made: we
somehow can determine the 3-quotient from the exact location of the zeros in the plots of Fig. 6, but more research is needed to obtain precise statements.

4 Proof of the Main Result

In this section we prove Theorem 3.1. We first explain the general idea and then provide all the details in the upcoming subsections. The structure of the proof is similar to the proof in [4] which covers the case $p = 2$, however, the concept of characteristic vectors, which is not used in [4], simplifies several aspects. Throughout this section, let $p$ be a fixed positive integer.

Step 0: setting the scene. Fix some $p$-quotient $\mu = (\mu^{(0)}, \mu^{(1)}, \ldots, \mu^{(p-1)}) \in \mathbb{Y}^p$. Let $c(k) = (c_0(k), c_1(k), \ldots, c_{p-1}(k)) \in \mathbb{Z}^p$ be a vector such that $\sum_i c_i(k) = 0$ for any $k \in \mathbb{N}$ and assume that the asymptotic behavior for each entry is given by (3.1). For each $k$, denote $\lambda(k)$ as the unique partition identified with the $p$-quotient $\mu$ and the $p$-core associated to $c(k)$, see Lemma 2.7. For each $k$, the polynomial $R_{\lambda(k)}$ defined in (2.14) has degree $|\mu|$, so we can write

$$R_{\lambda(k)}(x) = \sum_{j=0}^{|\mu|-j} r_{\lambda(k),j} x^{|\mu|-j}. \quad (4.1)$$

Several expressions for the above coefficients are given in [4, Section 7], we will use the expression in terms of hook lengths. That is,

$$r_{\lambda(k),j} = (-1)^j \binom{|\mu|}{j} \sum_{\mu < j \mu} (-1)^{ht_{p}(\mu/\hat{\lambda})} \frac{F_{\mu}^{(p)}}{F_{\mu/\hat{\mu}}^{(p)}} \frac{F_{\mu/\hat{\mu}}^{(p)}}{F_{\mu}^{(p)}} H_{\text{non-}p\text{-fold}}(\hat{\lambda}(k)) \quad (4.2)$$
for all \( j = 0, 1, \ldots, |\mu| \), and where the numerator and the denominator in the last fraction are products over the hook lengths in the partition that are not a multiple of \( p \), see Section 4.2. Note that this fraction is the only term in the expression that depends on \( k \). The other combinatorial concepts as well as all of the notation used in (4.2) are explained in Section 4.1.

**Step 1: expressing the hook lengths.** In the first step we determine the asymptotic behavior as \( k \) tends to infinity for the terms in the last fraction in (4.2), see Lemma 4.6. This is the most technical part of the proof, all details are clustered in Section 4.2.

**Step 2: the behavior of the coefficients.** We apply Lemma 4.6 to rewrite (4.2) and show that

\[
(pk)^{-(p-1)} r_{\lambda(k), j} = L_j + o(1) \tag{4.3}
\]

as \( k \to +\infty \), and where

\[
L_j = (-1)^j \sum_{l_0 + \cdots + l_{p-1} = j} \left( |\mu^{(0)}| \right) \left( |\mu^{(1)}| \right) \cdots \left( |\mu^{(p-1)}| \right) \alpha_0^{l_0} \alpha_1^{l_1} \cdots \alpha_{p-1}^{l_{p-1}} \tag{4.4}
\]

with \( \alpha_i \) defined in (3.3). In the above expression, we sum over all \( p \)-tuples of non-negative integers \( l_0, l_1, \ldots, l_{p-1} \) such that \( \sum_i l_i = j \). Note that \( L_j \) possibly vanishes. The details are given in Section 4.3.

**Step 3: deriving the asymptotic behavior.** As a final step, we compute the limit (3.2) in Section 4.4 using (4.1) and (4.3). A crucial ingredient to obtain the asymptotic behavior is the binomial expansion

\[
\prod_{i=0}^{p-1} (x - \alpha_i)^{|\mu^{(i)}|} = \sum_{j=0}^{|\mu|} L_j x^{|\mu|-j} \tag{4.5}
\]

with \( L_j \) defined in (4.4).

### 4.1 The Young Lattice

The set of all partitions \( \mathbb{Y} \) forms a lattice, called the Young lattice, partially ordered by inclusion of Young diagrams, see (2.8). That is, \( \mu \leq \lambda \) if \( \mu_i \leq \lambda_i \) for all possible \( i \). For any non-negative integer \( j \) we write \( \mu < j \lambda \) if \( \mu \leq \lambda \) and \( |\lambda| - |\mu| = j \). If \( \mu < j \lambda \), then a path from \( \mu \) to \( \lambda \) is a finite sequence of partitions \( (\gamma^0, \gamma^1, \ldots, \gamma^j) \) such that \( \mu = \gamma^0 < 1 \gamma^1 < 1 \cdots < 1 \gamma^j-1 < 1 \gamma^j = \lambda \).

For any two partitions \( \mu \) and \( \lambda \) with \( \mu \leq \lambda \), the difference of the Young diagrams denoted by \( D_{\lambda/\mu} = D_{\lambda} \setminus D_{\mu} \) is called a skew diagram of shape \( \lambda/\mu \). A border strip is a connected skew diagram \( \lambda/\mu \) that does not contain any \( 2 \times 2 \) squares. Its height, denoted \( \text{ht}(\lambda/\mu) \), is one less than the number of rows it occupies. If \( \mu \) is obtained from \( \lambda \) by removing several border strips of size \( p \) consecutively, then \( \text{ht}_p(\lambda/\mu) \) denotes the sum of all heights. Although \( \mu \) probably can be obtained in multiple ways from \( \lambda \), the parity of the number \( \text{ht}_p(\lambda/\mu) \) is always the same.
The unique partition of size 0 is $\emptyset$, and the integer $F_{\lambda}$ denotes the number of paths in the Young lattice from the empty partition $\emptyset$ to $\lambda$. Similarly, the number $F_{\lambda/\mu}$ is the number of paths from $\mu$ to $\lambda$. Formulated differently, $F_{\lambda/\mu}$ denotes the number of standard Young tableaux of the skew diagram $\lambda/\mu$. Subsequently, for any partition $\lambda$ and any non-negative integer $j$, we have

$$\sum_{\mu < j \lambda} F_{\mu} F_{\lambda/\mu} = F_{\lambda}$$

(4.6)

where we sum over all partitions $\mu$ such that $\mu < j \lambda$. Observe that both sides count the number of paths from $\emptyset$ to $\lambda$, i.e., each summand in the left-hand side counts the number of paths that passes through $\mu$.

The set of all $p$-quotients forms the product lattice $\mathbb{Y}^p$. For any $\mu, \tilde{\mu} \in \mathbb{Y}^p$ we say that $\tilde{\mu} \leq \mu$ if $\tilde{\mu}^{(i)} \leq \mu^{(i)}$ for all $i$. The size is defined as $|\mu| = \sum_i |\mu^{(i)}|$ and for any non-negative integer $j$ we write $\tilde{\mu} < j \mu$ if $\tilde{\mu} \leq \mu$ and $|\tilde{\mu}| + j = |\mu|$. A path from $\tilde{\mu}$ to $\mu$ is a finite sequence of $p$-tuples of partitions $(\gamma^0, \gamma^1, \ldots, \gamma^j)$ such that $\tilde{\mu} = \gamma^0 < 1 \gamma^1 < 1 \cdots < 1 \gamma^j = \mu$. The number of lattice paths from $\tilde{\mu}$ to $\mu$ is denoted by $F_{\mu/\tilde{\mu}}^{(p)}$, and obviously equals

$$F_{\mu/\tilde{\mu}}^{(p)} = \left(\prod_{i=1}^{p-1} F_{\mu^{(i)}/\tilde{\mu}^{(i)}}ight) F_{\mu/\tilde{\mu}^{(0)}}^{(p)}.$$

(4.7)

We write $F_{\mu/\emptyset}^{(p)}$ instead of $F_{\mu/\emptyset}^{(p)}$ when $\emptyset$ is the tuple of empty partitions.

An essential link between the notion of border strips and the $p$-quotients is that for any two partitions $\lambda$ and $\tilde{\lambda}$ we have that $\lambda/\tilde{\lambda}$ is a border strip of size $p$ if and only if the $p$-quotients $\tilde{\mu}$ and $\mu$ satisfy $\tilde{\mu} < 1 \mu$. Hence, the process of removing border strips from a partition to obtain the $p$-core can be described via the $p$-quotient: for each removal the size of the $p$-quotient decreases by 1. This then implies that

$$|\lambda| = |\tilde{\lambda}| + p |\mu|$$

(4.8)

where $\tilde{\lambda}$ denotes the $p$-core of $\lambda$. More details can be found in [7, 15, 22]. We end this section with the following result which we need in the proof of Lemma 4.5.

**Lemma 4.1** Take two partitions $\tilde{\lambda}$ and $\lambda$ such that $\lambda/\tilde{\lambda}$ is a border strip of size $p$. Then the Maya diagrams $\tilde{M}_\lambda$ and $\tilde{M}_\tilde{\lambda}$ differ in two boxes: $\tilde{M}_\lambda$ is obtained from $\tilde{M}_\tilde{\lambda}$ by moving a bullet $p$ steps to the right hereby passing $ht(\lambda/\tilde{\lambda})$ other bullets.

**Proof** The partitions $\tilde{\lambda}$ and $\lambda$ have the same $p$-core as they differ by a border strip of size $p$, moreover, we have that $\tilde{\mu} < 1 \mu$ where $\tilde{\mu}$ (respectively $\mu$) denotes the $p$-quotient of $\tilde{\lambda}$ (respectively $\lambda$). Hence, if we construct $\tilde{M}_\lambda$ and $\tilde{M}_\tilde{\lambda}$ from their $p$-core and $p$-quotient, we get that they only differ in two boxes: $\tilde{M}_\lambda$ is obtained from $\tilde{M}_\tilde{\lambda}$ by moving a bullet $p$ steps to the right. Let $d$ be the number of bullets that it passes by this movement. We now argue that $ht(\lambda/\tilde{\lambda}) = d$.

Assume first that the lengths of $\tilde{\lambda}$ and $\lambda$ are equal. As only 1 bullet is moved in the associated Maya diagrams, the degree vectors $n_{\tilde{\lambda}}$ and $n_{\lambda}$ considered as sets only
differ by 1 element, but the entries in the vectors themselves differ at \( d + 1 \) places. Hence, \( d + 1 \) entries of the partitions \( \lambda \) and \( \tilde{\lambda} \) are different, so the border strip \( \lambda/\tilde{\lambda} \) occupies \( d + 1 \) rows. Accordingly to the definition, its height therefore equals \( d \). If the length of \( \tilde{\lambda} \) is smaller than the length of \( \lambda \), then a similar but slightly more technical argument can be given. This ends the proof. \( \square \)

**Example 4.2** We illustrate Lemma 4.1 in Fig. 7. On the left we show the Young diagram of the partition \( \lambda = (6, 5, 4, 1, 1) \) where we shaded a border strip of size 3. Removing this border strip yields the partition \( \tilde{\lambda} = (4, 4, 4, 1, 1) \). For both partitions, the associated Maya diagrams are shown on the right. We clearly see that both diagrams only differ at 2 places, and that \( \tilde{M}_\lambda \) can be obtained from \( M_\lambda \) by replacing the gray bullet 3 steps to the right. It hereby passes 1 other bullet which equals the height of the removed border strip.

Section 2.1.3 states that the \( p \)-core of a partition \( \lambda \) can be obtained by removing as many border strips of size \( p \) as possible from the Young diagram. According to Lemma 4.1, each removal of such a border strip is equivalent to moving a bullet \( p \) steps to the left hereby ending in an empty box in the Maya diagram \( M_\lambda \). Hence, another way to obtain the \( p \)-core of \( \lambda \) is by moving as many bullets as possible \( p \) steps to the left. For each move the bullet ends up in an empty box, and it is allowed to move a bullet more than once. The obtained diagram equals the Maya diagram of the \( p \)-core.

### 4.2 Hook Lengths Described Via Maya Diagrams

For any partition \( \lambda \), the number \( H(\lambda) \) is the product of all hook lengths in the Young diagram of \( \lambda \). These hook lengths can be read off from the associated Maya diagram: each hook length is given by the distance between an empty box and a filled box to the right of it. We therefore have that

\[
H(\lambda) = \prod_{m \in M_\lambda, n \notin M_\lambda, m > n} (m - n) \tag{4.9}
\]

where each factor represents one of the \(|\lambda|\) hook lengths. Obviously, the same identity holds if we replace \( M_\lambda \) by any other equivalent Maya diagram.

**Example 4.3** Let \( \lambda = (4, 4, 4, 1, 1) \). Figure 8 shows the Young diagram where each box displays its hook length, and the associated Maya diagram where several hook

---

**Fig. 7** Two partitions that differ by a border strip (Example 4.2)
lengths are indicated by the distances between empty and filled boxes. The other hook lengths could be visualized in a similar way.

We split the set of hook lengths into two disjoint parts: the ones that are multiples of $p$ ($p$-folds), and the others which are not multiples of $p$ (non-$p$-folds). Accordingly we write

$$H(\lambda) = H_{\text{non-}p\text{-fold}}(\lambda) \cdot H_{p\text{-fold}}(\lambda). \quad (4.10)$$

This factorization naturally appears when we express the hook lengths via filled and empty boxes in the Maya diagrams $M^{(0)}, M^{(1)}, \ldots, M^{(p-1)}$ of the $p$-quotient. Hereby recall that if $m$ is an element of the $i$th Maya diagram in the quotient, then $pm + i$ is an element of the original Maya diagram. Therefore (4.9) can be written as

$$H(\lambda) = \prod_{i=0}^{p-1} \prod_{j=0}^{p-1} \left( (pm + i) - (pn + j) \right)$$

(4.11)

where $M^{(i)} = \hat{M}_{\mu^{(i)}} + c_i$ for $i = 0, 1, \ldots, p - 1$, see Section 2.1. The hook lengths that are multiples of $p$ are obtained when $i = j$, this yields

$$H_{p\text{-fold}}(\lambda) = \prod_{i=0}^{p-1} \prod_{m \in M^{(i)}} \prod_{j=0}^{p-1} \prod_{n \neq m \in M^{(j)}} \frac{p(m-n)}{pm+i > pn+j}$$

(4.12)

$$H_{\text{non-}p\text{-fold}}(\lambda) = \prod_{i=0}^{p-1} \prod_{j=0}^{p-1} \prod_{m \in M^{(i)}} \prod_{j \neq i} \prod_{n \neq m \in M^{(j)}} \frac{(pm + i) - (pn + j)}{pm+i > pn+j}$$

(4.13)

This shows that the set of hook lengths from any $p$-core partition (a partition whose $p$-core is the partition itself) does not contain any numbers that are multiples of $p$, moreover, the hook lengths that are a multiple of $p$ indicate the $p$-quotient.
as explained in Section 2.1.3. Finally, using \( M^{(i)} = \hat{M}_{\mu^{(i)}} + c_i \) which says that \( m \in \hat{M}_{\mu^{(i)}} \) if and only if \( m + c_i \in M^{(i)} \), we can write (4.13) as

\[
H_{\text{non-}p}\text{-fold}(\lambda) = \prod_{i=0}^{p-1} \prod_{j=0}^{p-1} \prod_{\substack{m \in \hat{M}_{\mu^{(i)}} \\ n \notin \hat{M}_{\mu^{(i)}}}} \left( (p(m + c_i) + i) - (p(n + c_j) + j) \right).
\]

Example 4.4 Reconsider \( \lambda = (4, 4, 4, 1, 1) \) and take \( p = 3 \). Its 3-quotient is \( \mu = ((1), (2), (1)) \) and its characteristic vector is given by \( c_\lambda = (1, -1, 0) \), or equivalently, the 3-core is \( \bar{\lambda} = (1, 1) \). In Fig. 9 we visualize the process to obtain these data and indicate the same hook lengths as shown in the Maya diagram of Fig. 8. The hook lengths that are divisible by 3 are obtained via pairs of empty and filled boxes in the same Maya diagram.

In [3, Section 4], a remarkable result about hook lengths is obtained: for any partition \( \lambda \), the set of hook lengths (including multiplicities) of the \( p \)-core \( \bar{\lambda} \) is a subset of the hook lengths (including multiplicities) of the partition \( \lambda \) itself. Furthermore, as all hook lengths of \( \bar{\lambda} \) are not multiples of \( p \), we have that each factor of \( H(\bar{\lambda}) \) is a factor of \( H_{\text{non-}p}\text{-fold}(\lambda) \). The number of extra factors in \( H_{\text{non-}p}\text{-fold}(\lambda) \) is indicated in the following lemma.

**Lemma 4.5** For any positive integer \( p \), and any partition \( \lambda \) with \( p \)-quotient \( \mu \) and \( p \)-core \( \bar{\lambda} \), we have that each factor of \( H(\bar{\lambda}) \) is a factor of \( H_{\text{non-}p}\text{-fold}(\lambda) \), moreover, the latter product has exactly \((p - 1)|\mu|\) more factors than the product \( H(\bar{\lambda}) \).

**Proof** The first statement follows from the reasoning stated before the lemma. For the second part, recall that the size of the partition \( \lambda \) indicates the total number of hook lengths, and that the hook lengths which are a multiple of \( p \) can be identified with
the quotient $\mu$, i.e., the number of hook lengths that are a multiple of $p$ equals $|\mu|$. Hence, the difference in the number of factors is given by $|\lambda| - |\mu| - |\bar{\lambda}|$. The result then follows from (4.8).

The previous lemma tells us that the fraction $H_{\text{non}-p\text{-fold}}(\lambda)/H(\bar{\lambda})$ is actually just a product of $(p - 1)|\mu|$ hook lengths in $\lambda$ that are not multiples of $p$. We now have the following result related to the set-up of Theorem 3.1.

**Lemma 4.6** Fix some positive integer $p \geq 1$ as well as a $p$-quotient $\mu = (\mu(0), \mu(1), \ldots, \mu(p-1))$. Let $c(k) = (c_0(k), c_1(k), \ldots, c_{p-1}(k)) \in \mathbb{Z}^p$ be a characteristic vector for any $k \in \mathbb{N}$ such that each entry satisfies $c_i(k) = a_i k + o(k)$ as $k \to +\infty$ for some $a_i \in \mathbb{R}$. For any $k \in \mathbb{N}$, denote by $\lambda(k)$ the partition identified with the $p$-quotient $\mu$ and the $p$-core associated to $c(k)$. Then

$$H_{\text{non}-p\text{-fold}}(\lambda(k)) / H(\bar{\lambda}(k)) = A k^{(p-1)|\mu|} + o(k(p-1)|\mu|)$$

(4.15)

as $k \to +\infty$, and where

$$A = (-1)^{ht_p(\lambda(k)/\bar{\lambda}(k))} p^{(p-1)|\mu|} \prod_{i=0}^{p-1} a_i^{(|\mu(i)|)}$$

(4.16)

with $a_i$ defined in (3.3).

**Proof** The first part of the proof shows the asymptotic behavior (4.15) while the second part deals with the coefficient (4.16).

**Part 1.** Lemma 4.5 states that the left-hand side of (4.15) is an integer as each factor in the product of the denominator is also a factor of the product in the numerator, moreover, it indicates that after the division there are $(p - 1)|\mu|$ remaining factors. Using (4.14), the numerator of the fraction can be written as

$$H_{\text{non}-p\text{-fold}}(\lambda(k)) = \prod_{i=0}^{p-1} \prod_{j=0}^{p-1} \prod_{j \neq i}^{m \in \hat{M}_{\mu(i)}}^{n \in \hat{M}_{\mu(j)}} \left( p(c_i(k) - c_j(k)) + pm + i - pn - j \right).$$

(4.17)

Then, using the limiting behavior of the entries in the characteristic vector, we find that

$$H_{\text{non}-p\text{-fold}}(\lambda(k)) = \prod_{i=0}^{p-1} \prod_{j=0}^{p-1} \prod_{j \neq i}^{m \in \hat{M}_{\mu(i)}}^{n \in \hat{M}_{\mu(j)}} (pk(a_i - a_j) + o(k))$$

(4.18)

as $k \to +\infty$. As in the left-hand side of (4.15) exactly $(p - 1)|\mu|$ factors of $H_{\text{non}-p\text{-fold}}(\lambda(k))$ survive, we directly get the asymptotic result via (4.18).

**Part 2.** We now approach by induction on $|\mu|$ to determine the coefficient associated to the term $k^{(p-1)|\mu|}$ in (4.15). If we reconsider (4.18), we observe that the
coefficient $A$ can be determined by counting how many factors arise for any 2 different Maya diagrams, i.e., only the part $a_i - a_j$ is relevant which depends on the associated Maya diagrams $M^{(i)}$ and $M^{(j)}$.

If $\mu = \emptyset$, then $\lambda(k)$ is a $p$-core for any $k$, i.e., its $p$-core equals the partition itself. We then have $H_{\text{non-}}p-\text{fold}(\lambda(k)) = H(\lambda(k)) = H(\tilde{\lambda}(k))$. Hence, the left-hand side of (4.15) equals 1 and so the result is trivially true in this case.

Next fix a $p$-quotient $\mu = (\mu(0), \mu(1), \ldots, \mu(p-1))$ with $|\mu| > 0$ and assume that the result holds for any other smaller $p$-quotient. Take $\tilde{\mu} = (\tilde{\mu}(0), \tilde{\mu}(1), \ldots, \tilde{\mu}(p-1))$ such that $\tilde{\mu}_{<1} < 1 \mu_{<1}$ $\mu$. That is, there exists a non-negative integer $i^*$ such that $\tilde{\mu}_{<1} < 1 \mu_{<1} = \mu_{<1}$ for $i \neq i^*$. Further, let $\lambda(k)$ (respectively $\tilde{\lambda}(k)$) be the partition identified by the $p$-quotient $\mu$ (respectively $\tilde{\mu}$) and $p$-core associated to $c(k)$, and let $M^{(0)}, M^{(1)}, \ldots, M^{(p-1)}$ (respectively $\tilde{M}^{(0)}, \tilde{M}^{(1)}, \ldots, \tilde{M}^{(p-1)}$) denote the Maya diagrams in the construction of the $p$-quotient of $\lambda(k)$ (respectively $\tilde{\lambda}(k)$). That is, $M^{(i)} = \tilde{M}^{(0)}(\mu_{<1}) + c_i$ and $\tilde{M}^{(i)} = \tilde{M}^{(0)}(\tilde{\mu}_{<1}) + c_i$ for all $i$, and note that $M^{(i)} = \tilde{M}^{(i)}$ for $i \neq i^*$. We so obtain the following set-up.

$$
\lambda(k) \longleftrightarrow (c(k), \mu = (\mu(0), \mu(1), \ldots, \mu(p-1))) \text{ with Maya diagrams } M^{(0)}, M^{(1)}, \ldots, M^{(p-1)} \\
\tilde{\lambda}(k) \longleftrightarrow (c(k), \tilde{\mu} = (\tilde{\mu}(0), \tilde{\mu}(1), \ldots, \tilde{\mu}(p-1))) \text{ with Maya diagrams } \tilde{M}^{(0)}, \tilde{M}^{(1)}, \ldots, \tilde{M}^{(p-1)}
$$

As $\tilde{\mu}_{<1} < 1 \mu_{<1}$, the difference between the Maya diagrams $M^{(i^*)}$ and $\tilde{M}^{(i^*)}$ is given by a move of a bullet 1 step to the right. In Fig. 10 we visualize this move. The crosses indicate that a box can either be filled or empty, but corresponding crosses (at the same location) in both Maya diagrams should be the same. The integer $t$ denotes the location of the bullet in Maya diagram $\tilde{M}^{(i^*)}$ which is moved to box $t + 1$ in $M^{(i^*)}$. Note that this is only possible when the box located at $t + 1$ in $\tilde{M}^{(i^*)}$ is empty.

We now obtain the coefficient associated to $k^{(p-1)|\mu|}$ in the fraction $H_{\text{non-}}p-\text{fold}(\lambda(k))/H(\tilde{\lambda}(k))$ using the induction hypothesis on $H_{\text{non-}}p-\text{fold}(\tilde{\lambda}(k))/H(\tilde{\lambda}(k))$. As both fractions have the same denominator, the same factors in both fractions are canceled. Hence, it is sufficient to describe the difference between all factors in the numerators to compare the behavior of both fractions.

To study the factors in $H_{\text{non-}}p-\text{fold}(\lambda(k))$ and in $H_{\text{non-}}p-\text{fold}(\tilde{\lambda}(k))$, we describe these factors by pairs of empty and filled boxes in the $p$-quotient as stated in (4.14). As $M^{(i)} = \tilde{M}^{(i)}$ for $i \neq i^*$, and as the Maya diagrams $M^{(i^*)}$ and $\tilde{M}^{(i^*)}$ only differ in two boxes, see Fig. 10, we have that all factors in both products are the same except those related with the boxes $t$ and $t + 1$ in $\tilde{M}^{(i^*)}$ and $M^{(i^*)}$. We now precisely describe these factors.

$$
\tilde{M}^{(i^*)} \quad \cdots \quad \begin{array}{c} t \\
\times \times \bullet \times \times \end{array} \\
M^{(i^*)} \quad \cdots \quad \begin{array}{c} t \\
\times \times \bullet \times \times \end{array}
$$

Fig. 10 The difference between the Maya diagrams in the $p$-quotients
First, consider the factors in $H_{\text{non-}p\text{-fold}}(\tilde{\lambda}(k))$ that are obtained via the empty box located at $t + 1$ in $\tilde{M}(i^*)$. These factors are established in combination with filled boxes located at $t + 1$ in $\tilde{M}(i)$ for $i > i^*$, or with filled boxes located at $n > t + 1$ in $\tilde{M}(i)$ for $i \neq i^*$. Pick any such factor which is established via a filled box in $\tilde{M}(i)$ and recall that $\tilde{M}(i) = M(i)$. Then there is a related factor in $H_{\text{non-}p\text{-fold}}(\lambda(k))$ which is obtained via the same filled box in $M(i)$ in combination with the empty box located at $t$ in $M(i^*)$.

Second, consider the factors in $H_{\text{non-}p\text{-fold}}(\tilde{\lambda}(k))$ that are obtained via the filled box located at $t$ in $\tilde{M}(i^*)$. These factors are established in combination with empty boxes located at $t$ in $\tilde{M}(i)$ for $i < i^*$, or with empty boxes located at $n > t$ in $\tilde{M}(i)$ for $i \neq i^*$. Pick any such factor which is established via an empty box in $\tilde{M}(i)$ and recall that $\tilde{M}(i) = M(i)$. Then there is a related factor in $H_{\text{non-}p\text{-fold}}(\lambda(k))$ which is obtained via the same empty box in $M(i)$ in combination with the filled box located at $t + 1$ in $M(i^*)$.

As an intermediate conclusion, the two types of described factors in $H_{\text{non-}p\text{-fold}}(\tilde{\lambda}(k))$, obtained via filled and empty boxes in $\tilde{M}(i^*)$ and $\tilde{M}(i)$, are in 1-1 correspondence with factors in $H_{\text{non-}p\text{-fold}}(\lambda(k))$ which are obtained via filled and empty boxes in $M(i^*)$ and $M(i)$. Stated otherwise, the factors themselves are different in both products, but they are obtained via the same empty or the same filled boxes in the Maya diagrams $\tilde{M}(i) = M(i)$ for $i \neq i^*$. Hence, the linear behavior in $k$ for these factors is the same in both products $H_{\text{non-}p\text{-fold}}(\tilde{\lambda}(k))$ and $H_{\text{non-}p\text{-fold}}(\lambda(k))$.

Third, the movement of bullet as indicated in Fig. 10 induces exactly $p - 1$ new factors in $H_{\text{non-}p\text{-fold}}(\tilde{\lambda}(k))$ that have no analogue in $H_{\text{non-}p\text{-fold}}(\lambda(k))$. We now precisely describe these new factors.

Assume first that $j < i^*$ and consider $M(j)$. The box located at $t + 1$ is either filled or empty. If it is filled, then this box together with the empty box at $t$ in $M(i^*)$ leads to a factor. If it is empty, then this box together with the filled box at $t + 1$ in $M(i^*)$ leads to a factor, see Fig. 11. These factors were not present in $H_{\text{non-}p\text{-fold}}(\tilde{\lambda}(k))$ because in $\tilde{M}(i^*)$, the box located at $t$ is filled while the box at $t + 1$ is empty.

Next, assume that $j > i^*$ and consider the box located at $t$ in $M(j)$. If it is empty, then this box together with the filled box at $t + 1$ in $M(i^*)$ leads to a factor, if it is filled, then a factor is obtained via a combination with the empty box at $t$ in $M(i^*)$, see Fig. 12. Again, these are new factors.

From the third part we conclude that there are exactly $p - 1$ new factors in $H_{\text{non-}p\text{-fold}}(\tilde{\lambda}(k))$ that were not present in $H_{\text{non-}p\text{-fold}}(\lambda(k))$, and that each such factor

![Fig. 11 New factors for $j < i^*$](image_url)
is obtained via a filled and an empty box in $M(i^*)$ and $M(j)$ with $j \neq i^*$. Via (4.14), the product of these new factors is given by

$$
\prod_{j=0}^{p-1} \left( (-1)^{h_{i^*.j}} p(c_{i^*}(k) - c_j(k)) + d_{i^*.j} \right) = (pk)^{p-1} \prod_{j=0}^{p-1} \left( (-1)^{h_{i^*.j}} (a_{i^*} - a_j) \right) + o(k^{p-1})
$$

as $k \to +\infty$ for some $d_{i^*.j} \in \mathbb{Z}$, and where $(-1)^{h_{i^*.j}}$ is needed to indicate if the factor is obtained from a filled box in $M(i^*)$ or from a filled box in $M(j)$.

The overall conclusion is that the difference of the (leading) behavior in $k$ between the fractions $H_{\text{non-p-fold}}(\lambda(k))/H(\tilde{\lambda}(k))$ and $H_{\text{non-p-fold}}(\tilde{\lambda}(k))/H(\tilde{\lambda}(k))$ is given by (4.19). Hence, if we recall $|\tilde{\mu}| = |\mu| - 1$, we get that the coefficient associated to $k^{(p-1)|\mu|}$ in $H_{\text{non-p-fold}}(\lambda(k))/H(\tilde{\lambda}(k))$ equals the coefficient associated to $k^{(p-1)|\mu|}$ in $H_{\text{non-p-fold}}(\tilde{\lambda}(k))/H(\tilde{\lambda}(k))$ times

$$
p^{p-1} \prod_{j=0}^{p-1} \left( (-1)^{h_{i^*.j}} (a_{i^*} - a_j) \right) = (-1)^d p^{p-1} \alpha_{i^*},
$$

with $\alpha_{i^*} = \prod_{j \neq i^*} (a_{i^*} - a_j)$ and

$$
d = \#\{j < i^* \mid t + 1 \in M(j)\} + \#\{j > i^* \mid t \in M(j)\}
$$

which indicates the number of new factors that are obtained from the empty box located at $t$ in $M(i^*)$. Applying the induction and recalling that $|\tilde{\mu}(i^*)| = |\mu(i^*)| - 1$ and $|\tilde{\mu}(i)| = |\mu(i)|$ for $i \neq i^*$, as well as using (4.20), yields that the coefficient associated to $k^{(p-1)|\mu|}$ is given by

$$
(-1)^{d + \text{ht}_p(\tilde{\lambda}(k)/\tilde{\lambda}(k))} p^{(p-1)|\mu|} \prod_{i=0}^{p-1} \alpha_i^{|\mu(i)|}.
$$

We therefore obtain the result if

$$
d \equiv \text{ht}(\lambda(k)/\tilde{\lambda}(k)) \mod 2. \tag{4.23}
$$

To show this, recall that $\tilde{\mu} <_l \mu$ and so the difference between both Young diagrams of $\lambda(k)$ and $\tilde{\lambda}(k)$ is a border strip of size $p$. In terms of the Maya diagrams $M_{\tilde{\lambda}(k)}$ and $M_{\lambda(k)}$, a bullet at place $T$ in $M_{\tilde{\lambda}(k)}$ moves $p$ steps to the right, and thereby passing exactly $d$ filled other boxes, see Fig. 13. This exactly means that $d = \text{ht}(\lambda(k)/\tilde{\lambda}(k))$, see Lemma 4.1, and thereby confirms (4.23).
Example 4.7 We show the main idea of the previous proof using the partitions $\lambda = (6, 5, 4, 1, 1)$ and $\tilde{\lambda} = (4, 4, 4, 1, 1)$. Both partitions have 3-core $(1, 1)$, or equivalently $c_{\lambda} = c_{\tilde{\lambda}} = (1, -1, 0)$. The 3-quotient is different for both partitions, we have $\mu = ((1), (2), (2))$ while $\tilde{\mu} = ((1), (2), (1))$, and so $\tilde{\mu} < \mu$. More precisely, in Fig. 14 we have that $\tilde{M}^{(0)}(0) = M^{(0)}$, $\tilde{M}^{(1)}(1) = M^{(1)}$, but $\tilde{M}^{(2)}(2) \neq M^{(2)}$. In these last two different Maya diagrams, a bullet is moved 1 step to the right, and therefore the Maya diagram $\hat{M}_{\lambda}$ can be obtained from $\hat{M}_{\tilde{\lambda}}$ by moving a bullet 3 steps to the right. The associated boxes are indicated with white bullets. Note that by the movement of the white bullet, it passes 1 black bullet which equals the height of the border strip $\lambda/\tilde{\lambda}$. It also implies that 1 of the new factors, as described in the previous proof, is obtained from an empty box in $M^{(2)}$, while the other new one is obtained from a filled box in $M^{(2)}$.

4.3 Asymptotic Behavior of the Coefficients

In this section we use Lemma 4.6 to obtain the behavior of $r_{\lambda(k),j}$ as indicated in (4.3). As before, let $\lambda(k)$ be the partition identified with the $p$-quotient $\mu$ and the $p$-core associated to $c(k)$.

Lemma 4.8 For each $j$, the coefficient $r_{\lambda(k),j}$ described in (4.2) satisfies

$$r_{\lambda(k),j} = L_j(kp)^{(p-1)j} + o(k^{(p-1)j})$$

as $k \to +\infty$, and where $L_j$ is defined in (4.4).
Proof Recall that
\[
  r_{\lambda(k), j} = (-1)^j \binom{|\mu|}{j} \sum_{\tilde{\mu} < j \mu} (-1)^{ht_p(\lambda(k)/\tilde{\lambda}(k))} \frac{F^{(p)}(\mu/\tilde{\mu})}{F^{(p)}(\mu)} H_{\text{non-fold}}(\lambda(k)) 
\]
(4.25)
where the partition \(\lambda(k)\) (respectively \(\tilde{\lambda}(k)\)) is identified with the \(p\)-quotient \(\mu\) (respectively \(\tilde{\mu}\)) and the \(p\)-core associated to \(c(k)\). In the above expression, we sum over all \(p\)-tuples of partitions \(\tilde{\mu} = (\tilde{\mu}^{(0)}, \tilde{\mu}^{(1)}, \ldots, \tilde{\mu}^{(p-1)})\) such that \(\tilde{\mu}^{(i)} \leq \mu^{(i)}\) for all \(i\), and \(\sum_i (|\mu^{(i)}| - |\tilde{\mu}^{(i)}|) = j\). Set \(l_i = |\mu^{(i)}| - |\tilde{\mu}^{(i)}|\) and rewrite (4.25) as
\[
  r_{\lambda(k), j} = (-1)^j \binom{|\mu|}{j} \sum_{l_0 + \cdots + l_{p-1} = j} \sum_{\tilde{\mu}^{(0)} < l_0 \mu^{(0)} < \tilde{\mu}^{(p-1)} < l_{p-1} \mu^{(p-1)}} (-1)^{ht_p(\lambda(k)/\tilde{\lambda}(k))} \times \frac{F^{(p)}(\mu/\tilde{\mu})}{F^{(p)}(\mu)} H_{\text{non-fold}}(\lambda(k)) H_{\text{non-fold}}(\tilde{\lambda}(k)) 
\]
(4.26)
where we sum over all non-negative integers \(l_0, l_1, \ldots, l_{p-1}\) such that \(\sum_i l_i = j\).

As \(\lambda(k)\) and \(\tilde{\lambda}(k)\) have the same \(p\)-core, we can apply Lemma 4.6 to write the last fraction in (4.26) as
\[
  \frac{H_{\text{non-fold}}(\lambda(k))}{H_{\text{non-fold}}(\tilde{\lambda}(k))} = (-1)^{ht_p(\lambda(k)/\tilde{\lambda}(k))} (pk)^{(p-1)j - p} \prod_{i=0}^{p-1} \alpha_i^{(\mu^{(i)}) - (\tilde{\mu}^{(i)})} + o(k^{(p-1)j}) 
\]
(4.27)
as \(k \rightarrow +\infty\), and where we used that
\[
  ht_p(\lambda(k)/\tilde{\lambda}(k)) - ht_p(\tilde{\lambda}(k)/\tilde{\lambda}(k)) \equiv ht_p(\lambda(k)/\tilde{\lambda}(k)) \mod 2. 
\]
(4.28)
Combining (4.26) and (4.27) yields
\[
  (pk)^{-(p-1)j} r_{\lambda(k), j} = (-1)^j \binom{|\mu|}{j} \sum_{l_0 + \cdots + l_{p-1} = j} \alpha_0^{l_0} \alpha_1^{l_1} \cdots \alpha_{p-1}^{l_{p-1}} 
\]
(4.29)
\[
  \times \sum_{\tilde{\mu}^{(0)} < l_0 \mu^{(0)} < \tilde{\mu}^{(p-1)} < l_{p-1} \mu^{(p-1)}} \frac{F^{(p)}(\mu/\tilde{\mu})}{F^{(p)}(\mu)} H_{\text{non-fold}}(\lambda(k)) H_{\text{non-fold}}(\tilde{\lambda}(k)) + o(1) 
\]
as \(k \rightarrow +\infty\). If we simplify the binomial coefficient and the numbers in the last fraction using (4.7), we get that the right-hand side equals
\[
  (-1)^j \sum_{l_0 + \cdots + l_{p-1} = j} \alpha_0^{l_0} \alpha_1^{l_1} \cdots \alpha_{p-1}^{l_{p-1}} \left( \binom{|\mu^{(0)}|}{l_0} \binom{|\mu^{(1)}|}{l_1} \cdots \binom{|\mu^{(p-1)}|}{l_{p-1}} \right) 
\]
(4.30)
From (4.6) we find that each sum in the second line of (4.30) equals 1. Hence, this yields
\[ r_{\lambda(k),j} = L_j (pk)^{p-1}j + o(k^{p-1}j) \] (4.31)
as \( k \to +\infty \), and where \( L_j \) is defined in (4.4). This ends the proof. \( \square \)

### 4.4 Asymptotic Behavior of the Polynomial

Via Lemma 4.8 we now obtain the asymptotic result stated in (3.2).

**Proof of Theorem 3.1** We first determine the behavior of the fraction in the left-hand side of (3.2), and then take the limit to find the result. Via the expansion (4.1) we get
\[ \frac{R_{\lambda(k)}((pk)^{p-1}x)}{(pk)^{p-1}|\mu|} = \sum_{j=0}^{|\mu|} \frac{r_{\lambda(k),j}}{(pk)^{p-1}j} x^{|\mu|-j} . \] (4.32)
We now use Lemma 4.8 to describe the behavior of the coefficient \( r_{\lambda(k),j} \). This yields
\[ \frac{R_{\lambda(k)}((pk)^{p-1}x)}{(pk)^{p-1}|\mu|} = \sum_{j=0}^{|\mu|} \left( L_j + o(1) \right) x^{|\mu|-j} \] (4.33)
as \( k \to +\infty \), with \( L_j \) defined in (4.4). Applying the limit gives
\[ \lim_{k \to +\infty} \frac{R_{\lambda(k)}((pk)^{p-1}x)}{(pk)^{p-1}|\mu|} = \sum_{j=0}^{|\mu|} L_j x^{|\mu|-j} \] (4.34)
which equals the right-hand side of (3.2) because of (4.5). This ends the proof. \( \square \)

**Remark 4.9** In the special case that all entries of the characteristic vector are multiples of \( k \), i.e., \( c(k) = (a_0k, a_1k, \ldots, a_{p-1}k) \) with \( a_0, a_1, \ldots, a_{p-1} \in \mathbb{Z} \) and \( \sum_i a_i = 0 \), then Lemma 4.8 results in
\[ r_{\lambda(k),j} = L_j (kp)^{p-1}j + O(k^{p-1}j-1) . \] (4.35)
This then implies that the speed of convergence in Theorem 3.1 is \( O(k^{-1}) \), and that all zeros are attracted by integer values. An example is illustrated in Fig. 6.

### 4.5 The size of the \( p \)-core expressed via the characteristic vector

Each \( p \)-core is uniquely described via its characteristic vector. We now prove the expression for the size of the \( p \)-core in terms of the entries from the characteristic vector as stated in Remark 2.5. The proof is based on the ideas in Section 4.2 whereas the result itself was already obtained in [15].

**Proposition 4.10** For any positive integer \( p \) and any \( p \)-core \( \bar{\lambda} \) described via the characteristic vector \((c_0, c_1, \ldots, c_{p-1})\), we have that
\[ |\bar{\lambda}| = \frac{p}{2} \sum_{j=0}^{p-1} c_j^2 + \sum_{j=1}^{p-1} j c_j . \] (4.36)
The size of any partition equals the number of boxes in the Young diagram. Each box in the diagram has an associated hook length, hence the number of factors in the product over all hook lengths equals the size of the partition. To count the number of factors in $H(\bar{\lambda})$, we express the hook lengths of $\bar{\lambda}$ via the Maya diagrams of the quotient $\bar{M}^{(0)}, \bar{M}^{(1)}, \ldots, \bar{M}^{(p-1)}$, that is

$$H(\bar{\lambda}) = \prod_{i=0}^{p-1} \prod_{j=0}^{p-1} \prod_{m \in \bar{M}^{(i)}}^{m \neq \bar{M}^{(j)}} \prod_{n \in \bar{M}^{(j)}} ((pm + i) - (pn + j)) \quad (4.37)$$

where $\bar{M}^{(i)} = M_\emptyset + c_i$ for $i = 0, 1, \ldots, p - 1$. As each Maya diagram is equivalent to $M_\emptyset$, the last product in (4.37) has no factors when $i = j$. We now argue that the last product of (4.37) has $(c_i - c_j)(c_i - c_j - 1)/2$ factors when $i \neq j$. We distinguish four possibilities.

1. $i < j$ and $c_i > c_j$
2. $i < j$ and $c_i \leq c_j$
3. $j > i$ and $c_i < c_j$
4. $j > i$ and $c_i \geq c_j$

The first possibility is visualized in Fig. 15. We directly observe that for each filled box in $\bar{M}^{(i)}$ located at $t$ with $t \in \{c_j + 1, c_j + 2, \ldots, c_i\}$, the empty boxes located at $t - 1, t - 2, \ldots, c_j + 1$ in $\bar{M}^{(j)}$ give rise to a factor in $H(\bar{\lambda})$. Counting all possibilities directly gives the number of $(c_i - c_j)(c_i - c_j - 1)/2$ factors. The other three possibilities can be treated similarly and are left out.

As each pair $(i, j)$ in (4.37) leads to $(c_i - c_j)(c_i - c_j - 1)/2$ factors, and as the total number of factors in $H(\bar{\lambda})$ equals $|\bar{\lambda}|$, we find that

$$|\bar{\lambda}| = \frac{1}{2} \sum_{0 \leq i < j \leq p-1} (c_i - c_j)(c_i - c_j - 1). \quad (4.38)$$

We now rewrite this expression to obtain (4.36). Expanding the sum gives

$$|\bar{\lambda}| = \frac{1}{2} \sum_{0 \leq i < j \leq p-1} (c_i^2 + c_j^2) + \frac{1}{2} \sum_{0 \leq i < j \leq p-1} (c_j - c_i) - \sum_{0 \leq i < j \leq p-1} c_i c_j. \quad (4.39)$$

![Fig. 15 Counting the number of hook lengths](image)
An elementary calculation shows that the first two sums can be rewritten as
\[
\sum_{0 \leq i < j \leq p-1} (c_i^2 + c_j^2) = (p - 1) \sum_{j=0}^{p-1} c_j^2, \tag{4.40}
\]
\[
\sum_{0 \leq i < j \leq p-1} (c_j - c_i) = 2 \sum_{j=0}^{p-1} j c_j + (1 - p) \sum_{j=0}^{p-1} c_j. \tag{4.41}
\]
Now we use that \(c_\lambda\) is a characteristic vector, i.e., \(\sum_i c_i = 0\), so that the last sum in (4.41) vanishes. Taking the square of both sides in the condition yields the identity
\[
\sum_{0 \leq i < j \leq p-1} c_i c_j = -\frac{1}{2} \sum_{j=0}^{p-1} c_j^2. \tag{4.42}
\]
Hence, if we use (4.40), (4.41) and (4.42) to rewrite (4.39), we get (4.36).
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