Highly Asymmetric Electrolytes in the Primitive Model: Hypernetted Chain Solution in Arbitrary Spatial Dimensions

Marco Heinen,[a] Elshad Allahyarov,[a,b] and Hartmut Löwen[a]

The pair-correlation functions for fluid ionic mixtures in arbitrary spatial dimensions are computed in hypernetted chain (HNC) approximation. In the primitive model (PM), all ions are approximated as nonoverlapping hyperspheres with Coulomb interactions. Our spectral HNC solver is based on a Fourier-Bessel transform introduced by Talman (J. Comput. Phys. 1978, 29, 35), with logarithmically spaced computational grids. Numeric efficiency for arbitrary spatial dimensions is a commonly exploited virtue of this transform method. Here, we highlight another advantage of logarithmic grids, consisting in efficient sampling of pair-correlation functions for highly asymmetric ionic mixtures. For three-dimensional fluids, ion size and charge-ratios larger than 1000 can be treated, corresponding to hitherto computationally not accessed micrometer-sized colloidal spheres in 1-1 electrolyte. Effective colloidal charge numbers are extracted from our PM results. For moderately large ion size and charge-asymmetries, we present molecular dynamics simulation results that agree well with the approximate HNC pair correlations. © 2013 Wiley Periodicals, Inc.
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Introduction

Most of the essential features of polyelectrolyte solutions can be efficiently modeled by a combination of charges and excluded volume, see[1–4] for reviews. In the so-called primitive model (PM), all specific properties of the solvent are neglected except for its dielectric constant. Research over the past decades has shown that some of the basic properties of polyelectrolytes (like screening and Coulomb association) are contained in the asymmetric PM of electrolytes which enables wide applications to charged colloidal suspensions, micelles and globular proteins. However, for high asymmetry in charge and size between the microions and macroions, as occurring in suspensions of charged colloidal particles, the PM is not easy to solve numerically in general. For example, structural correlations in the PM were obtained by numerically expensive computer simulations only up to charge and diameter asymmetries of about 1:100,[5–10] corresponding to the micellar rather than the colloidal regime.

In this article, liquid structure is computed by solving integral equations based on the Ornstein-Zernike (OZ) equation.[11] This approach requires an approximative closure for an explicit solution. A rather simple but successful closure is the hypernetted chain (HNC) scheme,[12] which has been proven to be a realistic approximation for mixtures of charged particles. The numerical solution methods presented here can be straightforwardly generalized to more sophisticated, thermodynamically partially self-consistent OZ closure relations[13–15] like, for example, the one proposed by Zerah and Hansen.[16] For the sake of simplicity, and as it was shown that enforcing thermodynamic self-consistency leads to a weak accuracy improvement only,[17] in the present work we restrict ourselves to the HNC approximation. A variety of liquid integral equation[17–23] or density functional studies[24–26] of the PM have been reported. The HNC equations have been solved for the asymmetric PM by Léger and Levesque,[27] in case of nonzero macroion number densities for size asymmetries between microions and macroions as high as 1:80 and charge asymmetries ranging up to 1:450.

The HNC scheme can be formulated in any spatial dimension \( d > 0 \). While \( d = 3 \) is the standard three-dimensional situation, it is important to note that also two-dimensional and one-dimensional fluids occur in experiments with strong confinement between glass plates or at interfaces, or in onedimensional channels.[28] Dimensions higher than \( d = 3 \) have no immediate realization. However, they play an important role in constructing and testing theories and are also helpful to find suitable mean-field-like approximations in lower dimensions.[29–32] Hence, there is a need to study charged systems also in \( d > 3 \). We formulate the solution method in this article for arbitrary \( d > 0 \), with explicit data presented for spatial dimensions \( d = 1, 2, 3, 4, 5, \) and 6.
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Here we pick up a strategy of solving the PM-HNC equations that, for \( d = 3 \), has first been used by Rossky and Friedman.\(^{[33]}\) The key idea lies in using computational grids with logarithmic spacing in coordinate- and wavenumber space. For even number of dimensions \( d \), in particular for \( d = 2 \), the use of logarithmic grids in a spectral OZ equation solver emerges as a necessary consequence of mapping the occurring Fourier-Bessel transforms to numerically efficient fast Fourier transform (FFT) methods.\(^{[34–38]}\) Hence, logarithmic grids appear quite naturally in \( d = 2 \) liquid integral equation studies like, for example, Refs. 39,40. For odd number of dimensions, where FFT methods can be applied directly on uniformly spaced grids, using logarithmic grids is a less obvious approach which has nevertheless been used in some \( d = 3 \) studies.\(^{[41–43]}\) In none of these studies, however, extensive use has been made of an important virtue of the logarithmic grids, which is highlighted in our present article. The simultaneous dense distribution of grid points at very different length scales renders logarithmic grids ideal for the discretization of pair-correlation functions in a highly asymmetric PM, at moderate numerical expense. Here we are presenting results for ion size and charge-asymmetries as high as \( 1:1000 \) (both asymmetries simultaneously reached, for nondilute suspensions), which represents well the colloidal regime. To our knowledge, no liquid integral equation or computer simulation studies have been published so far, where asymmetries of this magnitude have been reached.

We investigate the accuracy of the HNC pair-correlation functions by comparing to results of numerically expensive molecular dynamics (MD) simulations, for ion charge- and diameter asymmetries up to \( 1:500 \) and \( 1:250 \), respectively. The HNC results are found to be in overall good agreement with the MD results, except for a somewhat underestimated principal peak in the macroion radial distribution function at high macroion charge numbers.

Our results can be used to extract colloidal effective interaction potentials, including nonsaturated effective charge numbers, at high-numerical efficiency. As opposed to other approximate theories for colloidal effective charge numbers like the cell model (CM)\(^{[44,45]}\) or the renormalized jellium model (RJM)\(^{[19,10,46–51]}\) pair correlations among all ionic species are treated on equal footing in our method, with the HNC entering as the only approximation. The virtue of the CM and RJM, conversely, is their applicability in larger ranges of salt concentrations and macroion charge numbers.

In a future study, the method described here could be augmented to include colloidal surface chemistry, described by a mass action balance that takes into account the local variations in the pH value near the colloidal surfaces. This would allow for parameter free \( ab \) initio calculation of pair correlations in colloidal suspensions with reactive electrolyte like, for example, suspensions of silica spheres in NaOH with a re-entrant fluid-crystal-fluid phase diagram, reported in Refs. 52,53.

**Methodology**

**The \( d \)-dimensional PM**

Let \( n_i \) with \( 1 \leq i \leq m \), denote the number density of ions of species \( i \) in an \( m \)-component fluid mixture of hyperspherical particles in an arbitrary positive number \( d \) of spatial dimensions. Then, \( n = \sum n_i \) is the total particle number density and \( \chi_i = n_i/n \) is the mole fraction of species \( i \). Let \( Z_i e \) denote the electric charge of a particle of species \( i \), where \( e \) is the elementary charge. In order to prevent singular attractions between oppositely charged particles, ions of species \( i \) possess a hard-core diameter \( \sigma_i \). Hence, the particles of species \( i \) occupy a fraction

\[
\varphi_i = \frac{V(d)}{\sigma_i^d} n_i
\]

of the system hypervolume, where \( V(d) = \pi^{d/2} / \Gamma(d/2 + 1) \) is the \( d \)-dimensional unit hypersphere volume, \( \Gamma(x) \) denoting the Gamma function. All ions are assumed neutrally buoyant in an infinite structureless solvent, which is fully described by the solvent dielectric constant \( \epsilon \) in the PM applied here. We express all real-space functions in units of the dimensionless particle-center to particle-center distance \( x = m_i^{-1/d} \).

The functions \( u_{ij}(x) = V_{ij}(x)/(k_BT) \) are the pair-potentials of direct interaction, \( V_{ij}(x) \), between ions of species \( i \) and \( j \), divided by the Boltzmann constant \( k_B \) and the absolute temperature \( T \). The dimensionless pair-potentials can be decomposed as

\[
u_{ij}(x) = u^{(i)}_{ij}(x) + u^{(f)}_{ij}(x)
\]

into short-ranged (hard-core) parts

\[
u^{(i)}_{ij}(x) = \begin{cases} \infty & \text{for } x < \sigma_i^{-1/d} \\ 0 & \text{otherwise} \end{cases}
\]

with pairwise additive hard core diameters \( \sigma_{ij} = (\sigma_i + \sigma_j)/2 \), and long-ranged (Coulomb) parts

\[
u^{(f)}_{ij}(x) = \begin{cases} -\Gamma_{ij} \ln(x) & \text{for } d=2, \\ \Gamma_{ij} / (d-2)x^{d-2} & \text{for } d \neq 2, \end{cases}
\]

with coupling constants \( \Gamma_{ij} \propto Z_i Z_j \). In \( d = 3 \) dimensions, connection to experimentally accessible systems can be made by choosing the coupling constant \( \Gamma_{ij} \) in eq. (4) as \( \Gamma_{ij} = L_b n^{1/3} Z_i Z_j \), involving the solvent-specific Bjerrum length \( L_b = e^2/(\epsilon k_B T) \) in Gaussian units. In this article, we investigate only such systems that obey the Berthelot mixing rule \( \Gamma_{ij}^2 = \Gamma_{ij} \Gamma_{ji} \).

One-component systems, \( m = 1 \), with pair-potential according to eqs. (2)–(4), are commonly referred to as \( (d\text{-dimensional}) \) one component plasmas (OCPs). Global electroneutrality of an OCP implies the presence of a homogeneous background charge density that does not couple to the distribution of the correlated ions (like, for example, an electron plasma at sufficiently high temperature). For systems with \( m > 1 \) components, global electroneutrality without a neutralizing charge background is enforced in all cases studied here, by requiring that \( \sum_i n_i Z_i = 0 \).
HNC scheme

We compute the ion pair-correlations in the PM described in the previous section, by numerically solving the OZ equations\(^\text{[11]}\) in combination with the approximate HNC closure.\(^\text{[12–14]}\) In an isotropic, homogeneous fluid mixture, the coupled OZ equations may be written as

\[
\gamma_i(y) = \chi_k \int d^d x \, c_k(x') [c_i(x-x') + \gamma_i(x-x')]. \tag{5}
\]

In eq. (5) and the rest of this article, we adhere to the Einstein summation convention. Equation (5) can be regarded as the definitions of the partial direct correlation functions \(c_i(x)\) in terms of the continuous partial indirect correlation functions \(\gamma_i(x) = h_i(x) - c_i(x) = g_i(x) - 1 - c_i(x)\). The latter identity comprises the total correlation functions \(h_i(x)\) and the partial radial distribution functions (rdffs), \(g_i(x)\), which are the conditional probabilities of finding a particle of species \(j\) at a dimensionless center-to-center distance \(x\) from a particle of species \(i\).\(^\text{[11]}\) Note here that various labels have been attributed to the indirect correlation functions in the literature. Apart from the symbol \(\gamma(x)\) used here, common notations are \(t(x)\)\(^\text{[55]}\) and \(b(x)\)\(^\text{[11]}\).

An isotropic function \(f\) can be Fourier-transformed in \(d\) dimensions as

\[
\tilde{f}(y) = \frac{(2\pi)^{d/2}}{y^{d/2-1}} \int_0^\infty dx \, x^{d/2} f(x) J_{d/2-1}(xy), \tag{6}
\]

\[
f(x) = \frac{x^{1-d/2}}{(2\pi)^{d/2}} \int_0^\infty dy \, y^{d/2} \tilde{f}(y) J_{d/2-1}(xy), \tag{7}
\]

with \(J_n(x)\) denoting the Bessel function of the first kind and order \(n\). Using the convolution theorem, the OZ equations are Fourier-transformed into the space of dimensionless wavenumbers \(s\), where they read

\[
\tilde{\gamma}_i(y) = \chi_k \tilde{c}_k(y) \tilde{c}_i(y) + \chi_l \tilde{c}_l(y) \tilde{\gamma}_j(y). \tag{8}
\]

The OZ equations need to be supplemented by an appropriate closure relation. The HNC closure, which is known to be a good approximation for the PM\(^\text{[17]}\) reads

\[
c_i(x) = \exp \{ \gamma_i(x) - u_i(x) \} - \gamma_i(x) - 1. \tag{9}
\]

Numerical solution of the set of eqs. (5) and (9) in combination with the long-ranged potentials in eqs. (2)–(4) requires splitting the analytically known long-ranged asymptotic parts \(\pm u_i^{(l)}(x)\) off the direct and indirect correlation functions \(c_i(x)\)\(^\text{[11,27,56]}\)

\[
c_i(x) = c_i^{(l)}(x) - u_i^{(l)}(x) \tag{10}
\]

and

\[
\gamma_i(x) = \gamma_i^{(l)}(x) + u_i^{(l)}(x). \tag{11}
\]

The so-defined functions \(c_i^{(l)}(x)\) and \(\gamma_i^{(l)}(x)\) are considerably shorter in range than \(c_i(x)\) and \(\gamma_i(x)\). We note here that eq. (11) is a simple but suboptimal choice of defining a short-ranged part of the indirect correlation function. The so-defined functions \(\gamma_i^{(l)}(x)\) decay exponentially, but less steeply than the functions \(c_i^{(l)}(x)\). An indirect correlation function part that is short-ranged in a stricter sense than \(\gamma_i^{(l)}(x)\) used here, is obtained in a renormalized formulation based on the diagrammatic expansion\(^\text{[11]}\) of the correlation functions,\(^\text{[55,57–59]}\) where a chain sum of \(u_i^{(l)}(x)\), instead of \(u_i^{(l)}(x)\) itself is subtracted off the function \(\gamma_i(x)\). However, the decay of \(\gamma_i^{(l)}(x)\) defined in eq. (11) is steep enough for our purposes, which is largely owed to our use of logarithmic grids that extend to very large values of the coordinate \(x\).

In terms of the short-ranged correlation functions and long-ranged potential parts, the OZ equations in wavenumber space can be written as the set of coupled algebraic equations

\[
\delta_k \gamma_i - \chi_k \tilde{c}_k(x) \tilde{c}_i(x) + \chi_l \tilde{c}_l(x) \tilde{\gamma}_j(x) = - \tilde{u}_i(x) - \chi_k \tilde{u}_k(x) \tilde{c}_i(x) + \chi_l \tilde{c}_l(x) \tilde{\gamma}_j(x) \tag{12}
\]

with Kronecker-delta \(\delta_k\). The HNC closure in terms of the short-ranged correlation functions and the hard-core diameters is

\[
c_i^{(l)}(x) = \Theta(x - \sigma_i n^{1/d}) \exp \{ \gamma_i^{(l)}(x) \} - \gamma_i^{(l)}(x) - 1, \tag{13}
\]

with unit step function \(\Theta(x)\).

The Fourier transform of the Coulombic part \(u_i^{(l)}(x)\) of the potential is\(^\text{[60]}\)

\[
u_i^{(l)}(y) = \frac{\Gamma_i A(d)}{y^2}, \tag{14}
\]

where \(A(d) = 2\pi^{d/2}/\Gamma(d/2)\) denotes the surface of the \(d\)-dimensional unit hypersphere.

We solve the closed set of eqs. (12)–(14) by the numeric methods described in the following two sections. Our results are presented in form of the partial rdf's \(g_i(x)\), and partial static structure factors, \(S_i(y)\)\(^\text{[11,14]}\) and reference interaction site model HNC equations of liquid water\(^\text{[65]}\).

Numerical algorithm

In order to solve the set of eqs. (12)–(14), we use a generalized version of the numerically robust, quickly convergent solution method introduced by Ng in the appendix of Ref. 56. The method shares great similarities with the direct inversion of iterative subspace (DIIS) method developed by Pulay\(^\text{[61,62]}\) which is commonly used in the solution of quantum mechanical (Hartree-Fock) density functional problems (see Ref. 63 for a detailed analysis of the DIIS method). The DIIS method has been applied also to density functional theory of hard spheres\(^\text{[64]}\) and reference interaction site model HNC equations of liquid water\(^\text{[65]}\).

In conformity with Ng's notation, we formulate a fixed point problem

\[
A \cdot c^{(l)}(x) = c^{(l)}(x), \tag{15}
\]

to be fulfilled by the exact solutions \(c^{(l)}(x)\) of eqs. (12)–(14), for arbitrary values of the coordinate \(x\). Equation (15) contains...
the $m \times m$ function array $c^{(i)}(x)$ with elements $c^{(i)}_{ij}(x)$, and the nonlinear fourth-rank operator $A$, that depends on all pair potentials $u_i(x)$.

We solve eq. (15) numerically by executing two nested instruction loops with iteration indices $n_1 \in \{N \cap [0,n_{\text{max}}]\}$ and $n_2 \in \mathbb{N}$, such that $\lim_{n_2 \to \infty} c_{m,n_2}^{(i)}(x)=c^{(i)}(x)$, provided that the iteration with respect to index $n_2$ converges. To avoid confusion with other kinds of indices or with particle number densities in the following, $n_1$ and $n_2$ are exclusively used to label entire operators, matrices or vectors, and are never used in indexing scalars. Both $n_1$ and $n_2$ are always enclosed in curly brackets when used as an index, whereas other lower indices, like the species indices $i,j,...$ stand always without brackets. For instance, $c_{m,n_1}^{(i)}$ is the $m \times m$ array of intermediate solutions for the short-ranged parts of partial direct correlation functions at iteration stage characterized by $n_1$ and $n_2$, and the element of that array with particle-species indices $i$ and $j$ is the function $(c^{(i)}_{m,n_1})_{ij}(x)$.

In the outer loop with index $n_1$, the elements of an $m \times m$ matrix $\Gamma_{[n_1]}$ of coupling parameters and an $m$-dimensional vector $\Phi_{[n_1]}$ of hypervolume fractions are both ramped up from initial values $(\Gamma_{[0]} \Phi_{[0]})$, of small magnitude, to their final values $(\Gamma_{[n_{\text{max}}]} \Phi_{[n_{\text{max}}]})$, characterizing the pair-potentials to be solved for through eqs. (1–4). We use the rules

$$\Gamma_{[n_1]}=\varepsilon(n_1)\Gamma_{[n_{\text{max}}]}$$

and

$$\Phi_{[n_1]}=[\varepsilon(n_1)]^{1/\alpha}\Phi_{[n_{\text{max}}]}$$

for potential ramp-up, where a near-optimal convergence rate, combined with good numerical stability of the outer loop iteration is achieved by a convergence-adaptive scaling parameter $0<\varepsilon \leq 1$, which increases monotonically as a function of $n_1$. After each outer iteration, the growth rate of $\varepsilon(n_1)$ is increased if the previous inner loop took less than a certain threshold of iterations to converge, and decreased in the opposite case.

Our experience shows that numerical stability of the algorithm benefits considerably from the superlinear form of eq. (17), characterized by the (empirically chosen) exponent $1/10$. This can be rationalized by considering the contact value $u_i(x_0 n_1^{1/\nu}+)$ of the pair potential in eqs. (1–4), that is, the right-hand limit of $u_i(x)$ as $x$ approaches the separation of particles with touching surfaces: The contact value decreases for increasing values of $\nu_1$ and $\nu_2$, and increases for increasing $\Gamma_i$. The potential at particle contact has great influence on the strength of the undulations in the pair-structure functions, which, in turn, influence numerical stability. Therefore, it is favorable to choose potential ramp-up rules like eqs. (16) and (17), where the $\nu_i$ are increased quicker than the $\Gamma_i$.

That a potential ramp-up is necessary at all, is owed to critical dependence of the inner loop convergence on the quality of the inner loop seed $c_{[n,0]}^{(i)}$. A good analytical estimate of $c_{[n,0]}^{(i)}$ exists only for low magnitudes of all $(\Gamma_{[n_1]})_{ij}$ and $(\Phi_{[n_1]})_{ij}$. The inner iteration seeds used in our algorithm are given in eqs. (33–35), and rationalized in the surrounding text.

We proceed now with the discussion of the inner iteration loop, where $n_1$ is kept fixed. Operator $A_{[n_1]}$ is defined by

$$A_{[n_1]} \cdot c_{m,n_2}^{(i)}(x)=\eta_{m,n_2}^{(i)}(x),$$

as the operator that transforms the input functions arrays, $c_{[n_1]}^{(i)}(x)$, for fixed indices $n_1$ and $n_2$, into the corresponding output functions arrays, $\eta_{[n_2]}^{(i)}(x)$, the latter being defined further down the text of this subsection. Hence, $A_{[n_{\text{max}}]}=A$, and eq. (15) is equivalent to

$$\lim_{n_2 \to \infty} d_{m,n_2}^{(i)}(x)=0,$$

with function arrays $d_{m,n_2}^{(i)}(x)$ defined by

$$d_{m,n_2}^{(i)}(x)=[\eta_{m,n_2}^{(i)}(x)-c_{m,n_2}^{(i)}(x)]$$

$$=(A_{[n_1]}-1) \cdot c_{m,n_2}^{(i)}(x).$$

In our implementation, iteration in the inner loop is stopped at a finite, $n_1$-dependent value, $n_{\text{max}}^{(i)}(n_1)>1$, of the index $n_2$, once the convergence criterion

$$\frac{\|d_{m,n_2}^{(i)}(x)\|}{\|\eta_{m,n_2}^{(i)}(x)\|}<\text{TOL}(n_1),$$

with a small tolerance TOL$(n_1)$, as specified below, has been fulfilled. In eq. (21), the norm, $\|f(x)\|$, of an $m \times m$ function array $f(x)$, is defined as

$$\|f(x)\|=(f(x),f(x))^{1/2},$$

and the bracket $(f,g)$ denotes the inner product

$$(f,g)=\int_{x_1}^{x_2} f(x) \cdot g(x) \, dx,$$

of two $m \times m$ function arrays $f(x)$ and $g(x)$ with elements $f_{ij}(x)$ and $g_{ij}(x)$, double dots indicating the contraction with respect to both particle species indices $i$ and $j$. The interval $[x_1,x_2]$ should be chosen to contain the major structural features of the partial direct correlation functions. To obtain the results presented in this paper, we have used $x_1=\min \{0.5 \sigma n_1^{1/\nu}, i=1,...,m\}$, $x_2=3.0$, and values of TOL that decrease as a function of $n_1$, with $\text{TOL}(0)<10^{-4}$ and $\text{TOL}(n_{\text{max}})<10^{-12}$.

In our algorithm, $\eta_{m,n_1}(x)$ is obtained from $c_{m,n_1}^{(i)}(x)$ at fixed values of $n_1$ and $n_2$ by applying the following four steps:

**Step 1.** The function arrays $c^{(i)}_{m,n_1}(x)$ are Fourier-transformed into $\tilde{c}^{(i)}_{m,n_1}(y)$ by the fast transform method described in the following subsection, requiring logarithmically spaced grids in $x$- and $y$-space.
Step 2. The coupled OZ eq. (12) is solved to obtain \( \psi^{(i)}_{\varnothing}(y) \) from \( c^{(i)}_{\varnothing}(y) \).

Step 3. The fast inverse transform method on logarithmic grids is applied to compute the inverse Fourier transform, \( \psi^{(i)}_{\varnothing}(x) \), of the function array \( \tilde{\psi}^{(i)}_{\varnothing}(y) \).

Step 4. The elements of the function arrays \( \eta_{\varnothing}(y) \) are calculated as the left-hand-sides of eq. (13) (the HNC closure), where the elements of the function arrays \( \tilde{\psi}^{(i)}_{\varnothing}(y) \) from step 3 are entered to the right-hand-sides of eq. (13).

A straightforward way of selecting the input functions, \( c^{(i)}_{\varnothing}(y) \), for the next step of the inner loop, is the Picard-iteration scheme

\[
c^{(i)}_{\varnothing}(y) = \mu \eta_{\varnothing}(y) + (1 - \mu) c^{(i-1)}_{\varnothing}(y).
\]

Fixed point iterations on basis of eqs. (24) or (25) have been applied in a number of integral equation studies, where different strategies have been applied in computing the Fourier transforms, and various closure relations for the OZ-equations have been used, including the HNC closure. The mixing parameter \( \mu \) in eq. (25) has been empirically determined in most cases.

Despite being numerically more robust than the Picard iteration in eq. (24), the iteration scheme according to eq. (25) still fails to converge for large values of \( |\Gamma| \gamma \eta \) or \( \varphi \), especially if the number of components, \( m \), is larger than one. We therefore use a generalized version of the fixed point iteration scheme proposed by Ng,[56] which has proven to be numerically much more stable and efficient. Ng’s iteration scheme, generalized to \( m \)-component mixtures and arbitrary number, \( M \), of mixing coefficients, reads

\[
c^{(i)}_{\varnothing}(y) = \mu \eta_{\varnothing}(y) + (1 - \mu) c^{(i-1)}_{\varnothing}(y) + \sum_{j=1}^{M} \left( \alpha_{\varnothing}(y) \right) \eta_{\varnothing}(y - j) \tag{26}
\]

For \( M = 0 \), eq. (26) reduces to the Picard iteration in eq. (24). At every step of the iteration, the \( M \)-dimensional mixing coefficient vector \( \alpha_{\varnothing}(y) \) is determined as the solution of the set of linear equations

\[
\Delta_{\varnothing} \cdot \alpha_{\varnothing} = \delta_{\varnothing}, \tag{27}
\]

where the elements,

\[
\Delta_{\varnothing} = (\Delta_{\varnothing})_{ij} = (\psi^{(i)}_{\varnothing}, \psi^{(j)}_{\varnothing}) \quad (28)
\]

and

\[
\delta_{\varnothing} = (\delta_{\varnothing})_{ij} = (d^{(i)}_{\varnothing}, d^{(j)}_{\varnothing}) \quad (29)
\]

of the \( M \times M \) matrix \( \Delta_{\varnothing} \) and the vector \( \delta_{\varnothing} \) are inner products involving the function arrays \( d^{(i)}_{\varnothing} \) and

\[
\psi^{(i)}_{\varnothing} = d^{(i)}_{\varnothing} - d^{(i-1)}_{\varnothing}. \tag{30}
\]

Solving for \( \alpha_{\varnothing} \) in eqs. (27)–(30) is equivalent to solving the minimization problem

\[
\|d^{(i)}_{\varnothing} - \sum_{l=1}^{M} (\alpha_{\varnothing})_{lj} \psi^{(j)}_{\varnothing}\| = \min, \tag{31}
\]

with respect to \( \alpha_{\varnothing} \), and the minimization in expression (31) can be motivated by approximating \( A_{\varnothing} \) as a locally linear operator.[56,66]

It may be counterintuitive, but is worthwhile to note that one should select \( M = n_2 \), that is, the maximum possible order at each inner loop iteration. Instead, numerical stability is increased if one chooses \( M \) to rise slower than possible, in our case as

\[
M(n_2) = \begin{cases} 
\min\{n_2, M_{\text{max}}\} & \text{for } n_2 \leq 5, \\
\min\{2 + \lfloor n_2/2 \rfloor, M_{\text{max}}\} & \text{for } n_2 > 5,
\end{cases} \tag{32}
\]

with \( \lfloor a \rfloor \) denoting the largest integer number smaller than or equal to \( a \), and \( M_{\text{max}} = 20 \), which results in swift convergence. Presumably, the reason for the increased numerical stability of the rule in eq. (32) as compared to the rule \( M = n_2 \), is that the low-quality intermediate solutions for small values of \( n_2 \) are always retained in the mixing rule in eq. (26) if \( M = n_2 \) is chosen, whereas they are dismissed, and thereby prevented from spoiling convergence at sufficiently high \( n_2 \), if \( M \) rises more slowly than \( n_2 \).

The iteration scheme defined by eqs. (26)–(30) fails to converge, if the seed of the inner loop iteration, \( c^{(i)}_{\varnothing}(y) \), is too different from the fixed point of operator \( A_{\varnothing} \). A good analytical estimate of an iteration seed exists only for sufficiently small coupling parameters and hypervolume fractions. In this regime, one may approximate the \( c_{\psi}(y) \) by their infinite dilution (number density \( n \to 0 \) limit \( c_{\psi}(y) \to f_{\psi}(y) = \exp \{-u_{\psi}(y)\} - 1 \), where the \( f_{\psi}(y) \) are the Mayer functions.[11,67]

This results in a seed

\[
c^{(0)}_{\varnothing}(y) = \exp (-u_{\psi}(y) - 1) + u_{\psi}(y) \tag{33}\]

for \( n_1 = n_2 = 0 \), where \( u_{\varnothing}(y) \) denotes an array of pair-potentials \( u_{\varnothing}(y) \) between particles of species \( i \) and \( j \), obtained from inserting the potential parameters \( (\Gamma_{\varnothing})_{ij} \) and \( (\phi_{\varnothing})_{ij} \), into eqs. (1–4).

To access HNC solutions at higher \( |\Gamma| \gamma \eta \) and \( \varphi \), we construct the seeds for \( n_1 > 0 \) from the converged solutions of inner iterations corresponding to smaller values of \( n_1 \). For \( n_1 = 1 \), we choose
which is a Picard-iteration step in the outer loop. For \( n_1 > 1 \), we use the seed

\[
\mathbf{c}_{[n_1]}^{(s)}(x) = \mathbf{\eta}_{[n_1-1]} \mathbf{c}_{[n_1-1]}^{(s-1)}(x),
\]

(34)

that extrapolate linearly on basis of the previous two converged inner iteration solutions. While the linear extrapolation in eq. (35) is crucial for numerical stability at strong particle correlations, generalizing to quadratic and higher orders of polynomial extrapolation for \( n_1 > 2 \) seems to have a weakening effect on numerical stability.

Variations of Ng’s fixed point iteration method have been successfully applied in various liquid integral equation studies. General performance figures of the algorithm in eqs. (26–37) are difficult to formulate, as its efficiency depends on the number of particle species and spatial dimensions, and, most importantly, on the pair-potential parameters. All individual HNC solutions presented in this article took few minutes or less to be computed on an inexpensive personal computer.

Note that the fixed point iteration scheme in eqs. (26–37) is merely one among a wide variety of solution methods that have been developed. Part of the alternative solution methods have been reported to show superior numerical efficiency, at the cost of a more complicated implementation. Along with Ng’s algorithm, Newton-Raphson-like fixed-point iteration schemes, first introduced by Gillan, Labik et al. and Zerah, are routinely used in integral equation studies of liquids with strong pair-correlations. For an elaborate comparison of Ng’s and Zerah’s methods, including a formulation of the latter method for liquid mixtures, we refer to appendix A of Ref. 68. Furthermore, highly elaborate Newton-GMRES (Krylov subspace) algorithms have been applied, and have been combined with multigrid techniques. Yet another alternative approach is the vector extrapolation method. For the sake of simplicity, in this study we do not use the methods laid out in Refs. 75–78.89. In future studies, however, use of such elaborate fixed point solution methods, in combination with the Fourier transform method described in the following subsection, might give access to liquid integral equation solutions of the PM for even larger ion-size and charge asymmetries than accomplished in this work.

Fourier transform on logarithmic grids

In this subsection, we present our numerical method of choice to approximate the forward- and backward Fourier transforms in eqs. (6) and (7), for functions \( f(x) \) and \( \tilde{f}(y) \) that are sampled on finite computational grids. The method used here has been devised in essence by Talman and constitutes a sophisticated version of the so-called quasi-fast Hankel transform method of Siegman. It is based on the use of logarithmic variables, that is, computational grids of the form

\[
x_n = x_0 \exp \{ nL/N \}, \quad y_n = y_0 \exp \{ nL/N \},
\]

(38)

with grid index \( n \) in the range \(-N/2 \leq n \leq N/2\), and \( L, N > 0 \). The use of logarithmic grids has been motivated by the work of Gardner et al. As demonstrated in Ref. 35, sampling on logarithmic grids allows to rewrite eqs. (6) and (7) as discrete circular correlations, each of which can be treated by applying two subsequent FFTs. For a complete, and particularly clear-cut documentation, we refer to the work of Hamilton, where the method has been named FFTLog. As we closely followed Refs. 37,38 and in our implementation of the FFTLog transform, we refrain from repeating all details here, and list only the essential expressions instead.

Adapting to the notation of Refs. 37,38, we define the primed sum symbol \( \sum' \) through

\[
\sum'_{n} x_n = \sum_{n=-\lfloor N/2 \rfloor}^{\lfloor N/2 \rfloor} w_n x_n,
\]

(39)

with weights \( w_n \) for all \( n \), except for \( w_{-N/2} = w_{N/2} = 1/2 \) if \( N \) is even.

In a preprocess, preceding the many FFTLog transforms occurring in the fixed point iteration described in the previous subsection, lookup tables of the grid-specific coefficients

\[
u_n = \left( \frac{2}{x_0 y_0} \right)^{2\pi n/L} \frac{d}{4 + \frac{\pi n}{L}} \frac{\pi n}{L} \Gamma \left( \frac{d}{4} - \frac{\pi n}{L} \right)
\]

(40)

are computed. As pointed out in Refs. 36,39, numerical evaluation of eq. (40) for large arguments of the Gamma functions is considerably simplified by noticing that \( |\Gamma(x+iy)/\Gamma(x-iy)| = 1 \) for \( x, y \in \mathbb{R} \). The remaining problem of determining the complex phases of the Gamma functions in eq. (40) is conveniently solved in resorting to Ref. 90. An alternative way to determine the complex phases has been devised in Ref. 39, where the problem was tackled using recurrence relations of the Gamma function.

The forward FFTLog transform from the space of dimensionless distances \( x \) to the space of dimensionless wavenumbers \( y \) can be evaluated as

\[
\tilde{f}(y_n) = \left( \frac{2\pi}{y_0} \right)^{d/2} \sum_{m} c_m \exp \left( \frac{-2\pi m n}{N} \right), \quad m \geq 0
\]

(41a)

\[
c_m = \frac{1}{N} \sum_{n} f(x_n) \exp \left( \frac{-2\pi m n}{N} \right), \quad n \in \mathbb{Z}.
\]

(41b)

and the inverse transform (from \( y \)- to \( x \)-space) reads
with the star denoting the complex conjugate. Being nothing else but discrete, one-dimensional Fourier transforms, all four eqs. (41a–42b) can be solved by numerically efficient FFT algorithms, which are available in a great variety of implementations. Here, we use a mixed-radix FFT routine,\(^{[90]}\) imposing no constraints on the number of grid points \(2^N/2 + 1\).

For validity of eqs. (41b) and (42b), it is necessary to fulfill the constraint \(\frac{1}{2^N/2} = u_{i,[N/2]}\) in choosing the parameters \(x_0, y_0, N,\) and \(L\) of the grids in eq. (38). Fulfilling this constraint is equivalent to

\[
\frac{N \ln(x_0 y_0)}{L} = 1 \frac{1}{\pi} \text{Arg}\left[2^{N[L/2]} \frac{\Gamma(d/4 + \pi i N/(2L))}{\Gamma(d/4 - \pi i N/(2L))}\right] + z, \tag{43}
\]

with an arbitrary integer number \(z\), and \(\text{Arg}[c]\) denoting the phase of complex number \(c\). In Refs. 37,38, the criterion in eq. (43) has been named the low-ringing condition. In all calculations with results presented here, we have chosen \(x_0 = 1,\) and \(x_0 y_0 \approx 1,\) while fulfilling eq. (43).

An important virtue of the FFTLog transform in eqs. (40–42b) is its computational efficiency for arbitrary dimensions \(d\). Choosing the number of grid points as an integer power of 2 results in optimal performance of the transforms in eqs. (41a–42b), each requiring \(O(N \ln N)\) arithmetic operations in that case. We note here that an alternative, numerically efficient method of calculating \(d\)-dimensional Fourier-Bessel transforms of the kind of eqs. (6) and (7) has been used in Refs. 91–94. In this alternative approach, which does not require logarithmic grids, the Fourier-Bessel transforms are replaced by a sequence of so-called hat transforms and FFTs.

For even \(d\), in particular for \(d = 2\), numerically less efficient methods for computing the transforms in eqs. (6) and (7) have been reported\(^{[95–97]}\) each of which requires \(O(N^d)\) arithmetic operations. Such numerically suboptimal \(O(N^d)\) transforms have been applied in various liquid integral equation studies.\(^{[23,67,98]}\)

For \(d = 3\) (odd number of dimensions, in general), using the transform in eqs. (39)–(43) is not obvious as the standard FFT can be directly applied to functions sampled on grids with uniform spacing. Uniformly spaced grids, however, are not ideally suited for sampling the correlation functions of highly asymmetric PM fluids. Ion size and charge-ratios of the order of 1:1000 in typical colloidal suspensions render it necessary to simultaneously resolve length scales that differ by a factor of more than 1000, which requires huge numbers of grid points in uniformly spaced grids. For instance, in Ref. 27, \(2^{19} = 262,144\) points had to be used to sample correlation functions for ion diameter asymmetry of 1:80 and charge asymmetries up to 1:450 (at nonzero macroion number density), resembling only rather small macrorions. Logarithmic grids, conversely, are ideally suited to capture the different length scales in (asymmetric) charged sphere systems, as it has been first pointed out by Rossky and Friedman.\(^{[33]}\) Logarithmic grids have later been used in \(d = 3\) liquid integral equation studies\(^{[41–43]}\) but, to our knowledge, no liquid integral equation study has been conducted so far, where the advantages of the transform in eqs. (39)–(43) have been exploited in solving pair correlations of an extremely asymmetric PM. Our results presented here, for ion charge- and size-ratios both simultaneously as high as 1:1000, have been obtained using no more than \(2^{13} = 8192\) grid points.

In addition to ionic mixtures, suspensions of electrically neutral, nonoverlapping hard (hyper)spheres, for which \(\Gamma_i = 0\) in eq. (4), are a salient testing ground for the applicability of the numerical algorithm presented here. The rdf’s of hard sphere suspensions exhibit narrowly spaced undulations in the rdf’s \(g_i(x),\) with a periodicity that is approximately equal to the dimensionless hard-core diameter \(\sigma_i n^{1/d} [99]\) for logarithmic grids with exponentially increasing spacing of the gridpoints, one might therefore expect severe undersampling of hard-sphere rdf’s for large values of \(x.\) This kind of undersampling, however, is of negligible influence, since the hard-sphere total correlation functions \(h_i(x)\) decay very steeply to values that are in the range of the numerical resolution of common digital computers. Using representative values for \(d = 3\) hard sphere suspensions with nonadditive hard-core diameters, taken from Ref. 99, we have checked that our algorithm converges reliably, even for nonadditive hard sphere mixtures close to the critical fluid–fluid demixing point.

MD simulations

In this article, we present MD simulation data for fluids in \(d = 3\) spatial dimensions only. We have simulated globally electro-neutral systems with three or four different ion species in a cubic box of edge length \(B\) with periodic boundary conditions in all three Cartesian directions. The MD simulation method used here is the same as in Refs. 8,100. In order to handle the long-ranged Coulomb interactions, we use the Lekner summation method,\(^{[101–103]}\) which takes the real-space particle coordinates as its only input. An alternative way to handle the Coulomb interactions is the Ewald summation method,\(^{[104]}\) where the Coulomb interactions are split into two quickly convergent sums in real space and reciprocal (wavenumber) space. Both methods are of comparable numerical expense, and have been successfully applied to colloidal systems in \(d = 3\) dimensions. For a comprehensive review of the computation of long-ranged interactions, including the Ewald and Lekner summation methods, we refer to Ref. 105.

All parameters for the simulations presented here are listed in Table 1, with \(N_i\) denoting the total number of particles of species \(i\) in the simulation box, such that \(n_i = N_i/B^3.\) All simulations are for a 8 mm length of \(L_8 = 0.701\) nm, corresponding to water at room temperature. A representative snapshot of particle positions for the four-component system (rightmost column of Table 1) is shown in Figure 1.

On average, 1 week of execution time on a 64 bit computer cluster is enough to get fairly good statistics for the
Table 1. Parameters for the \(d = 3\) MD simulations of the present study.

| Results in | Ternary Fig. 3 | Quaternary Fig. 4 |
|-----------|----------------|------------------|
| \(N_1\)   | 48             | 24               |
| \(N_2\)   | 4080           | 24               |
| \(N_3\)   | 6280–28080     | 1900             |
| \(N_4\)   | --             | 13680            |
| \(\sigma_1\) | 150 nm        | 122 nm           |
| \(\sigma_2\) | 0.60 nm        | 68 nm            |
| \(\sigma_3\) | 0.60 nm        | 0.61 nm          |
| \(\sigma_4\) | --             | 0.61 nm          |
| \(Z_1\)   | 25–500         | 380              |
| \(Z_2\)   | 1              | 190              |
| \(Z_3\)   | –1             | 1                |
| \(Z_4\)   | --             | –1               |
| \(B/\sigma_1\) | 7.951     | 7.566            |

The \(N_i\) are the numbers of particles of species \(i\) in the cubic box of edge length \(B\).

macroion–macroion and the macroion–microion correlation functions, for the systems consisting of up to 32,208 charged particles. Achieving comparably good macroion–microion statistics would require even much longer execution times, due to the small relevant macroion–microion scattering cross section, the overall rather small number density of microions, and the short binning length that would be required to extract sensible macroion–microion radial distribution functions from the raw MD data. Therefore, we restrict ourselves here to comparisons of macroion–macroion and macroion–microion pair correlations obtained from MD simulations and the HNC scheme.

Results

Thermodynamical properties and pair-correlations in one to six dimensions

As a first result, the HNC solutions computed in our numerical algorithm are in agreement with the \(d\)-dimensional local electroneutrality (LEN) conditions

\[
\text{sgn}(Z_i) \sqrt{|\Gamma_d|} = \lim_{x \to \infty} A(d) \int_0^x \tau_i(x') x'^{d-1} dx',
\]  
(44)

where \(\tau_i(x)\), defined as

\[
\tau_i(x) = \chi_i \text{sgn}(Z_i Z_j) \sqrt{|\Gamma_d|} g_i(x)
\]  
(45)

is the isotropic charge density around a test particle of species \(i\). In eqs. (44) and (45), \(\text{sgn}(x)\) is the sign function. The LEN condition states that the total charge of ions around a test particle cancels out with the test particle's charge. If a computational grid is chosen that extends to a very large outer radius \(x_{\text{grid}}\), we find the LEN condition in eq. (44) violated at large \(x\), where the functions \(c_i^{(d)}(x)\) and \(c_j^{(d)}(x)\) assume values too small to be resolved at machine precision. However, if taking the \(x \to \infty\) limit in eq. (44) is replaced by insertion of an intermediately large value of \(x \approx 100\), where the oscillations in all \(g_i(x)\) have essentially died out, we find eqs. (44) fulfilled to within good accuracy.

In the special case of \(m = 1\), our algorithm allows to compute pair-correlations of the OCP in arbitrary dimensions, as illustrated in Figure 2. Note here the good quality of the HNC solutions at small wavenumbers, where the vanishing compressibility of the OCP, with \(\lim_{y \to 0} S_1(y) = 0\), is well described. The magnitude of the undulations in the \(S_1(\gamma_x)\) and \(g_1(\gamma_x)\) plotted in Figure 2 is a nonmonotonic function of the dimension \(d\), with maximal undulations occurring for \(d = 3\).

In Figures 3 and 4, we compare the HNC rdf’s \(g_i(r)\) for three- and four-component PMS in \(d = 3\) to the results of our MD simulations. Overall good agreement is observed between the HNC and MD results, the most prominent discrepancy being an underestimation (up to about 20%) of the principal peak height in the HNC macroion–macroion rdf’s, occurring at strong macroion correlations. Underestimation of the principal peak heights in the macroion–macroion pair-correlation functions is a known shortcoming of the HNC,\(^[11,106,107]\) which can be tackled by choosing an alternative, thermodynamically partially self-consistent integral equation scheme.\(^[13–16]\) An alternative method to improve the accuracy of the HNC consists in using a tailored Ansatz\(^[56,98]\) for the bridge function\(^[111]\) at high coupling, which is neglected altogether in the HNC.

In Figure 5, we display all HNC partial rdfs and static structure factors of three-component, globally electroneutral PMS in all integer dimensions \(d\) from 2 to 6. The dimensionless pair-potential parameters are the same for all systems in the figure, with coupling constants \(\Gamma_2 = \Gamma_3 = \Gamma_4 = 0.01\), \(\Gamma_{13} = -\Gamma_{12} = 25\), and \(\Gamma_{11} = 625\), corresponding, for \(d = 3\), to \(Z_1 = 250\),
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Figure 1. A representative snapshot of particle positions from our MD simulations of a four-component, three-dimensional PM (right column of Table 1, with rdfs shown in Fig. 4). The full simulation box is shown. Two macroion species (green and bronze) of different diameters and charge numbers have essentially died out, we find eqs. (44) fulfilled to within good accuracy.
$Z_2 = -1$, $Z_3 = 1$, and $L_{ah} n^{1/3} = 0.1$. The hypervolume fraction of species 1 is $\varphi_1 = 0.01$ for all systems in Figure 5, and $n_3 = n_1 \sqrt{11}$, which means that there is one salt coion per macroion-surface released counterion. A rather small ratio of macroion- to microion diameters, $\sigma_1 / \sigma_2 = \sigma_1 / \sigma_3 = 5$, has been chosen for the systems in Figure 5 since, for larger size asymmetry, the solution in higher dimensions such as $d = 6$ becomes numerically very slowly convergent or divergent. Note that Figure 5 features panels with double logarithmic as well as logarithmic-linear axes, and that the axes ranges vary from panel to panel, to exhibit simultaneously the details of the various plotted functions.

In Figure 5, the $g_3(x)$ and $S_3(y)$ with the most pronounced oscillations around the asymptotic value one are for $d = 2$. For rising dimension and fixed dimensionless potential parameters, particle packing becomes less efficient and the decay of the Coulomb potentials becomes steeper. Therefore, the undulations in the pair-correlation functions get reduced for rising $d$ until, for $d = 6$, the undulations have almost completely died out.

Application to the colloidal domain

Figure 6 features all HNC $g_a(x)$ and $S_a(y)$ for $d = 3$, ternary PM that resembles a realistic suspension of colloidal particles in aqueous ($L_a = 0.70$ nm) electrolyte with a low concentration of dissociated NaCl. The diameter of the macroions is taken to be $\sigma_1 = 1$ nm, corresponding to rather large colloidal particles, while the diameters $\sigma_2 = 0.756$ nm and $\sigma_3 = 0.922$ nm correspond to hydrated Na$^+$ and Cl$^-$ ions, respectively. Here, we have chosen the concentration of Cl$^-$ coions (species 3) as $n_3 = n_1 |Z_1|$, so that the suspension contains one coion per colloid-surface released counterion, and overall about twice as many counterions as coions, $n_2 \approx 2n_1$. With the assumed macroion charge $Z_1 = -750$, which is a realistic bare charge for a micron-sized colloidal sphere, this gives a coion concentration of $n_3 = 0.71 \mu$M. This corresponds to an almost deionized aqueous solvent with a little amount of dissociated salt only ($C_{DL}$, the number concentration, $n = 0.1 \mu$M, of the water self-dissociation products H$_3$O$^+$ and OH$^-$ at neutral pH-value, which is a lower bound for the coion concentration).

Effective colloidal interactions

As a dimensionless effective pair potential between particles of the same species $a$ in an $m$-component fluid mixture, one can define

$$u^{\text{eff}}_a(x) = h_a(x) - c^{\text{eff}}_a(x) - \ln |g_a(x)|,$$  \hspace{2cm} (46)

where $c^{\text{eff}}_a(x)$ is an effective direct correlation function between particles of species $a$. The Fourier transform of the latter is

$$c^{\text{eff}}_a(y) = \frac{h_a(y)}{1 + \chi_a h_a(y)},$$  \hspace{2cm} (47)

with the total correlation function $h_a(y) = \xi_a(y) + \zeta_a(y)$ taken from the solution of the coupled $m$-component set of eqs. (12–14). Equations (46) and (47) constitute an inversion of the HNC for species $a$ only, meaning that a one-component fluid of particles with pair-potential $u^{\text{eff}}_a(x)$, solved within the HNC approximation, shows exactly the same pair-correlation functions as component $a$ of the $m$-component mixture.

Consider now a three-dimensional, ternary ionic liquid mixture of macroionic spheres (species $a$) with diameter $\sigma_a$ and charge number $Z_a$, monovalent counterions, and monovalent coions. In this case, the repulsive part of the dimensionless Derjaguin-Landau-Verwey-Overbeek (DLVO) effective pair potential between two macroions at a nonoverlap center-to-center distance $x > \sigma_a n^{1/3}$ can be written as

$$\Gamma_a(x) = \frac{\xi_a(x) e^{-kx}}{1 + \chi_a(x)} - \frac{1}{\chi_a(x)}.$$  \hspace{2cm} (48)

with $\Gamma_a(x) = L_a n^{1/3} Z_a^2$, as defined further up this text. Equation (48) involves the dimensionless DLVO screening parameter $k$, which is given by

$$k^2 = 4\pi L_a n^{1/3} (\chi_a Z_a + 2\chi_{\text{coion}})$$  \hspace{2cm} (49)

with $\chi_{\text{coion}}$ denoting the mole fraction of coions. The DLVO potential in eq. (48) is valid for two macroions in a bath of microions whose distribution can be treated in the Debye-Hückel approximation. It is thus valid only at low-macroion concentration, and for $L_a Z_a / \sigma_a < 1$, that is, for ionic pair interactions that do not considerably exceed the thermal energy. Under conditions where $L_a Z_a / \sigma_a > 1$, the potential in eq. (48) is nevertheless a good approximation to the effective macroion pair-potential at sufficiently large particle separation, provided that the charge number $Z_a$ entering via $\Gamma_a(x)$ and eq. (49), is replaced by an effective charge number $Z^{\text{eff}}_a < Z_a$. The
effective charge $Z_{\text{eff}}$ has to be regarded as the net charge of a colloid dressed with closely associated counterions. While theories for the saturation value, $Z_{\text{eff}}(Z_a \to \infty)$, of the effective charge number are available,\cite{112,113,118} calculation of the nonsaturated effective charge in a PM, in its full dependence on the concentrations and charges of all ionic species, remains a challenging task. Two approximate theories must be mentioned at this point, which are being extensively used to calculate colloidal effective charges. The first approach is commonly referred to as the CM and has been introduced by...
Alexander et al. [44] In this approach, the coupled Poisson and Boltzmann (PB) equations for the microion distribution are numerically solved in a spherical cell reminiscent to the Wigner-Seitz cell of a crystal, with the diameter of the cell chosen equal to the colloidal mean geometric distance $C_2$. The CM allows to compute approximate values for $Z_{\text{eff}}$, and its dependence on $Z_a$ and the concentration of all ion species. However, macroion correlation effects are represented only in a minimalistic fashion in the CM, by a contraction of the cell at rising particle concentration.

A second, alternative mean-field like approach to determine $Z_{\text{eff}}$ is the RJM by Trizac and Levin. [46] In the RJM, the macroion charges entering the PB equation are approximated as a homogeneous background charge density (the “jellium”) of a magnitude $-n_a Z_{\text{eff}} e$, which has to be determined self-consistently. Later works comprise modifications of the RJM, where macroion correlations are accounted for in a minimalistic model for the macroion–macroion rdf with a density-dependent correlation hole, [9,47] or via the Rogers-Young integral equation scheme, [106] solved self-consistently in combination with the PB equation. [49]

Figure 5. HNC partial rdf’s $g_{ij}(x)$ (dark and light blue) and partial static structure factors $S_{ij}(y)$ (red and orange) of three-component, globally electroneutral PMs in $d=2$, 3, 4, 5, and 6 spatial dimensions, with equal dimensionless pair-potential parameters as indicated in the box in the upper left corner. The undulations in the functions are strongest for $d=2$, and decay with rising dimension $d$. All rdf’s are plotted in double-logarithmic scales of equal horizontal and vertical axes ranges. The horizontal $y$-axis ranges are equal in all structure factor plots, and the vertical $S_{ij}(y)$-axis ranges are $[0,2]$ for $i=j=1$, $[-1,6]$ for $j=2$ and for $i=j=3$, and $[-6,1]$ for $i=3 \neq j$. The peak positions of the three $d=2$ partial static structure factors that exceed their panel’s vertical axis ranges are $S_{22}(y=0.237)=9.0$, $S_{23}(y=0.237)=-9.5$, and $S_{33}(y=0.236)=10.7$. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
In Ref. 50, the RJM has been revisited and an efficient solution method for the self-consistent solution has been proposed, where the colloidal bare charge is avoided as an input parameter. The same method has been extended to suspensions containing macroions of different size and charge. The CM, the RJM, and related schemes where the PB equation has been solved for particle configuration obtained from Monte Carlo simulation, are routinely being used in determining the microstructure in suspensions of highly charged colloidal particles.

Here, we determine the effective charge by replacing \( Z_{\text{eff}} \) with \( Z_a \) in eqs. (48) and (49), and tuning \( Z_{\text{eff}} \) until the resulting pair-potential optimally fits the HNC inversion effective potential in eq. (46) at large \( x \). Examples for systems of colloidal particles with \( \sigma_a = \sigma_b = 250 \) nm, suspended at \( \phi_a = \phi_b = 10^{-4} \) in an aqueous 1-1 electrolyte with a fixed concentration, \( n_b = 1 \mu M \), of salt coions, are shown in Figure 7. Results for three different colloidal charge numbers, \( Z_1 = 100, 400, \) and 1000 are shown. Note that \( x_3 = x_{\text{coion}} \gg Z_{a,co} Z_{1,1} \) for all three systems shown in Figure 7, such that the DLVO screening length in eq. (49) is not considerably altered by replacing \( Z_a \) with \( Z_{\text{eff}} \). Fitting the potential in eq. (48) to the one obtained from eq. (46) therefore corresponds to vertical translation of \( u_{DLVO}^{\text{eff}}(x) \) in the linear-logarithmic plot of Figure 7. For the lowest considered colloid charge number, \( Z_1 = 100 \), the DLVO-potential calculated according to eqs. (48) and (49) (lowermost blue dotted curve) is in nearly perfect agreement with the HNC-inversion potential (lowest red solid curve). Fitting the DLVO potential with effective charge number input to the HNC-inversion potential, results in \( Z_{\text{eff}} = 99.85 \), which is only slightly lower than the bare colloidal charge number. The same procedure, carried out for \( Z_1 = 400 \) and \( Z_1 = 1000 \), results in effective charge numbers of \( Z_{\text{eff}} = 390 \) and 825, respectively. This demonstrates the capability of the used numerical methods to access HNC solutions of the PM for realistic suspensions of charged colloids, where charge renormalization plays an important role.

In Figure 8, we plot the effective charge of macroions (species 1) as a function of the macroion bare charge, for various concentrations of salt coions, \( n_b = 1, 10, \) and 100 \( \mu M \). The maximal macroion–microion attraction for systems plotted in Figure 8 is characterized by a value of \( L_a Z_1 / n_b \approx 3.92 \), for \( Z_1 = 1400 \) and \( n_b = 100 \mu M \). In agreement with recent small angle X-ray scattering studies for charged colloidal spheres in aqueous electrolytes, we find that association of counterions to the macroion surfaces is most efficient at low salinity. This is reflected in Figure 8 by a steepening decay of \( Z_{\text{eff}}(Z) \), for decreasing salinity \( n_b \). The macroion–counterion rdf’s \( g_{12}(r) \) (not shown here) exhibit a contact value \( g_{12}(r_{\text{coion}}) \) that is much higher at low than at high salinity, which can be attributed to changes in the effective macroion–counterion pair-potential: in a similar way as the repulsive macroion–macroion interactions, also the attractive macroion–counterion interactions are screened in the presence of (other) microions. This screening is more efficient at high microion concentrations,
CM and RJM are not in principle limited to low salinity, experiments where solvent self-dissociation and ionic contamination with modified RJM results for zero salinity and a small salt-ion concentration only. Note, however, that salt-ion volume fraction accumulation of counterions close to the macroion surfaces.

Upon further reducing the salt coion concentration \( n_1 \) to values significantly less than 1 \( \mu \)M, we did not succeed in fitting the DLVO potential in eq. (48), with adjustable effective charge number, to the effective potential obtained from the HNC inversion at large particle separations. This failure to predict reliable effective colloidal charge numbers at very low salinity can be traced back to the corresponding small value of the screening parameter \( k \), and the relative long-rangedness of \( u_{\text{eff}}(x) \): For very long-ranged effective potentials, the asymptotic decay is shifted to particle separations \( x \gg 100 \), where the LEN condition in eq. (44) is violated due to numerical rounding errors. In such a case, we do not obtain reliable long-ranged asymptotics of \( u_{\text{eff}}(x) \) from the coupled PM-HNC scheme solution. Unfortunately, the failure of our method to predict effective charges at very low salinity complicates comparisons to CM or RJM results for \( Z_{\text{eff}} \), as a function of \( Z_1 \). Although the CM and RJM are not in principle limited to low salinity results for \( Z_{\text{eff}}(Z_1) \) have been published for vanishing or very small salt-ion concentrations only. Note, however, that salt-ion concentrations of less than 1 \( \mu \)M are uncommon in typical experiments where solvent self-dissociation and ionic contamination such as adsorbed CO\(_2\) are difficult to avoid. The salt concentration range covered in Figure 8, therefore, includes the experimentally most relevant cases. Also, we have checked that our results shown in Figure 8 are in reasonable agreement with modified RJM results for zero salinity and a small volume fraction \( \varphi = 10^{-3} \), shown in Figure 2 of Ref. 47.

Conclusions

We have shown that a combination of a numerically robust fixed-point iteration scheme and logarithmically spaced computational grids allows efficient computation of HNC solutions of the \( d \)-dimensional PM, with explicit results shown for \( d \leq 6 \). Logarithmic grids are ideally suited for the discretization of pair-correlation functions of ionic mixtures with large particle diameter and charge asymmetries. This has allowed us to access HNC solutions for PM parameters corresponding to realistic suspensions of micrometer-sized colloidal spheres with charge numbers as high as \( |Z| \approx 1000 \), in an aqueous 1-1 electrolyte.

Numerical stability might be further improved in future studies, if another elaborate fixed-point iteration scheme is used.\(^{75-77,87-89}\) We expect that this would give access to HNC solutions of the PM at charge and diameter asymmetries exceeding the ones reported here.

We have demonstrated that colloidal effective interaction potentials and effective DLVO charge numbers can be extracted from the multicomponent HNC scheme solution, provided that the salt ion concentration is nonzero, and that the macroion–counterion attraction energy at contact does not exceed a value of \( \Delta_{\text{LB}} Z_1/|Z_1| \approx 4.0 \). Our approach of determining colloidal effective charges complements the Poisson-Boltzmann cell model and the jellium model in its various recent modifications. Both the cell model and the jellium model have been solved mostly for vanishing salinity, in very large ranges of the bare colloidal charge \( Z_1 \) that exceed the values accessible by our method.

Future projects, based on the methods presented here, might include \textit{ab initio} modeling of colloidal suspensions with reactive electrolytes such as NaOH\(^{52,53}\) including chemical association–dissociation reactions influenced by the locally varying pH-value near the colloidal particle’s surfaces.

As opposed to MD simulations of the asymmetric PM, with very long program execution times even for moderate ion size and charge-asymmetries, the solution of the HNC equations with the method described here takes few minutes or less on an inexpensive, standard computer. In addition, the HNC is a good approximation for mixtures of charged particles with long-ranged pair-potentials, predicting pair-correlation functions in good agreement with the numerically expensive computer simulations. Despite continuing rapid progress in computer simulations, liquid integral equations therefore remain an indispensable approach in studying highly asymmetric electrolytes.
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