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Abstract. A contraction metric for an autonomous ordinary differential equation is a Riemannian metric such that the distance between adjacent solutions contracts over time. A contraction metric can be used to determine the basin of attraction of an equilibrium and it is robust to small perturbations of the system, including those varying the position of the equilibrium.

The contraction metric is described by a matrix-valued function \( M(x) \) such that \( M(x) \) is positive definite and \( F(M)(x) \) is negative definite, where \( F \) denotes a certain first-order differential operator. In this paper, we show existence, uniqueness and continuous dependence on the right-hand side of the matrix-valued partial differential equation \( F(M)(x) = -C(x) \). We then use a construction method based on meshless collocation, developed in the companion paper [12], to approximate the solution of the matrix-valued PDE. In this paper, we justify error estimates showing that the approximate solution itself is a contraction metric. The method is applied to several examples.

1. Introduction. Many important problems from applications require the analysis of autonomous ordinary differential equations (ODE). The long-term behaviour of solutions can often be determined by attractors and their basins of attraction.

In this paper, we are interested in the existence, uniqueness and exponential stability of an equilibrium, as well as the determination of its basin of attraction. To avoid the direct numerical approximation of many solutions which is costly and requires estimates to be exact, other methods have been developed. If the equilibrium is known, then Lyapunov functions [21] are one way of analysing the stability of the equilibrium as well as its basin of attraction. There is a vast literature on Lyapunov functions, see, e.g., [29, 14] as well as the review [16] for converse theorems proving the existence of Lyapunov functions and the review [11] on computational methods. Other methods include density functions [25], which show that almost all solutions are attracted by the origin, and Koopman operators [22], which are linear operators (observables) on a function space, such that their spectral properties give insight into the stability properties of the dynamical system.
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A different way of studying stability and the basin of attraction, which does not require any knowledge about the equilibrium and which is also robust with respect to perturbations of the ODE, uses contraction metrics. Contraction analysis can be used to study the distance between trajectories, without reference to an attractor, establishing (exponential) attraction of adjacent trajectories, see [17, 15] and also [11, Section 2.10]; it can be generalised to the study of a Finsler-Lyapunov function [5].

If the distance between the trajectory through $x$ and any adjacent trajectory is contracted over time, then solutions converge to an equilibrium. If the attractor is, e.g., a periodic orbit, then the distance to adjacent trajectories in the tangential direction to the trajectories cannot contract.

Only few converse theorems for contraction metrics have been obtained, establishing the existence of a contraction metric, see [8] for some references. A constructive converse theorem, providing algorithms for the explicit construction of a contraction metric, is given in [2] for the global stability of an equilibrium in polynomial systems, using Linear Matrix Inequalities (LMI) and sums of squares (SOS). In contrast to our method which requires a compact set, [2] shows global stability. On the other hand, our method can deal with general smooth right-hand sides, while [2] assumes the right-hand side to be polynomial. Moreover, since the SOS condition is not equivalent to the positivity of a matrix, but just a sufficient condition, one cannot prove a converse theorem, while we will establish such a result in this paper. An algorithm to construct a continuous piecewise affine (CPA) contraction metric for periodic orbits in time-periodic systems using semi-definite optimisation has been proposed in [9].

In this paper, we will introduce a method to construct a contraction metric for an equilibrium using meshless collocation. The (Riemannian) contraction metric will be expressed by a matrix-valued function $M : \mathbb{R}^n \to S^{n \times n}$, where $S^{n \times n}$ denotes the symmetric $n \times n$ matrices with real entries, such that $M(x)$ is positive definite for every $x$. It defines a (point-dependent) scalar product on $\mathbb{R}^n$ by \( \langle v, w \rangle_{M(x)} = v^\top M(x) w \). For $M$ to be a contraction metric, we require the distance between adjacent solutions to decrease with respect to such a contraction metric. This can be expressed by the negative definiteness of $F(M)(x) = Df(x)^\top M(x) + M(x) Df(x) + M'(x)$, where $(M'(x))_{ij} = \nabla M_{ij}(x) f(x)$ denotes the orbital derivative.

To construct a contraction metric we approximate the matrix-valued solution $M(x)$ of the PDE

$$F(M)(x) = Df(x)^\top M(x) + M(x) Df(x) + M'(x) = -C,$$

where $C \in S^{n \times n}$ is a given positive definite matrix. After fixing a finite number of collocation points, the approximation $S(x)$ is obtained as the optimal recovery of $M$ based on the information in the collocation points in a reproducing kernel Hilbert space (RKHS), more precisely a Sobolev space. In practice, the approximation $S(x)$ is obtained by solving a system of linear equations.

In the accompanying paper [12], we derive the numerical framework for approximating solutions to general matrix-valued PDEs, including error estimates. We also consider the specific type of differential operator $F$ for contraction metrics, described above. In this paper, we will derive explicit formulas for our specific case.

The outline of this paper is as follows: in Section 2 we will prove existence, uniqueness and continuous dependence on the right-hand side of the equation

$$F(M)(x) = M(x) Df(x) + Df(x)^\top M(x) + M'(x) = -C(x).$$
In Section 3 we will discuss the method to construct a contraction metric by solving a matrix-valued PDE using meshless collocation by adapting the general method from [12] to our case. We will show error estimates and establish that the approximation itself is a contraction metric if the collocation points are sufficiently dense. Finally, we apply the method to several examples in Section 4, including a perturbed van der Pol system with reversed time and a three-dimensional example, before we conclude in Section 5.

2. Contraction metric. We consider the autonomous ODE

\[ \dot{x} = f(x) \]  

where \( f \in C^1(\mathbb{R}^n, \mathbb{R}^n) \); further assumptions on the smoothness of \( f \) will be made later. The solution \( x(t) \) with initial condition \( x(0) = \xi \) is denoted by \( x(t) =: S_t \xi \) and is assumed to exist for all \( t \geq 0 \).

We are interested in the existence, uniqueness and exponential stability of an equilibrium, as well as the determination of its basin of attraction. An equilibrium is a point \( x_0 \in \mathbb{R}^n \) such that \( f(x_0) = 0 \). The basin of attraction of an asymptotically stable equilibrium is defined by \( A(x_0) = \{ x \in \mathbb{R}^n \mid \lim_{t \to \infty} S_t x = x_0 \} \).

Existence and uniqueness of an exponentially stable equilibrium, as well as information about its basin of attraction, can be obtained from a Riemannian contraction metric. There are many results in this direction, dating back to the middle of the 20th century [19, 17, 18, 20]. For example, there are results available on the rate of attraction, generalisations to manifolds or relaxations of the assumptions on, e.g. the smoothness of \( M \). Here, we cite a theorem from [8].

**Theorem 2.1.** Let \( \emptyset \neq G \subset \mathbb{R}^n \) be a compact, connected and positively invariant set and \( M \) be a Riemannian contraction metric in \( G \), i.e.

- \( M \in C^3(G, \mathbb{S}^{n \times n}) \), such that \( M(x) \) is positive definite for all \( x \in G \).
- \( F(M)(x) := Df(x)^\top M(x) + M(x)Df(x) + M'(x) \) is negative definite for all \( x \in G \), where \( (M'(x))_{ij} = \nabla M_{ij}(x) \cdot f(x) \) denotes the orbital derivative.

Then there exists one and only one equilibrium \( x_0 \in G \); \( x_0 \) is exponentially stable and \( G \subset A(x_0) \).

To apply the theorem, we need to constructively find such a contraction metric as well as a positively invariant set. A positively invariant set can, e.g., be found through a level set of a Lyapunov-like function, on which the function is strictly decreasing along orbits as discussed at the end of Section 5. In this paper, we focus on the problem of constructing a contraction metric.

In [8], the existence of a solution of the linear first-order PDE

\[ F(M)(x) := M(x)Df(x) + Df(x)^\top M(x) + M'(x) = -C \]  

for all \( x \in A(x_0) \) was established, where \( C \in \mathbb{S}^{n \times n} \) is a given positive definite matrix. On the other hand, in [12] a method for solving such linear matrix-valued PDEs was introduced. This method uses the optimal recovery \( S \) of \( M \) in a RKHS and provides an error estimate on \( \|F(M) - F(S)\| \) depending on the fill distance of the collocation points.

In this section we will establish uniqueness of solutions of (2). Moreover, we will prove existence and uniqueness of the slightly more general equation

\[ F(M)(x) = M(x)Df(x) + Df(x)^\top M(x) + M'(x) = -C(x). \]
This will enable us to prove an estimate of the form
\[ \|M_1(t) - M_2(t)\|_{L^\infty(K;\mathbb{R}^{n \times n})} \leq c\|F(M_1) - F(M_2)\|_{L^\infty(K;\mathbb{R}^{n \times n})}, \]
where \( K \) is a compact, positively invariant subset of \( A(x_0) \). In particular, we can conclude in Section 3 that the meshless collocation method will construct a contraction metric if the collocation points are sufficiently dense.

2.1. Existence. The following existence theorem is a generalisation of [8, Theorem 4.4], where \( C(x) \) is the constant matrix \( C \). The proof follows the same strategy with some modifications. Note that, in addition to the existence of a solution of (3), we show that \( M(x) \) is symmetric and positive definite, and has a particular integral form, which will be used in Theorem 2.4.

**Theorem 2.2.** Consider the dynamical system given by \( \dot{x} = f(x) \), \( f \in C^s(\mathbb{R}^n, \mathbb{R}^n) \), \( s \geq 2 \), and assume that \( x_0 \) is an exponentially stable equilibrium with basin of attraction \( A(x_0) \). Let \( C \in C^{s-1}(A(x_0), \mathbb{R}^{n \times n}) \), such that \( C(x) \) is a positive definite matrix for all \( x \in A(x_0) \).

Then there exists a function \( M \in C^{s-1}(A(x_0), \mathbb{R}^{n \times n}) \), such that \( M(x) \) is symmetric and positive definite for all \( x \in A(x_0) \), and
\[ DF(x)^\top M(x) + M(x)DF(x) + M'(x) = -C(x) \text{ for all } x \in A(x_0). \] (3)

\( M \) is of the form \( M(x) = \int_0^\infty \phi(\tau, 0; x)^\top C(S_\tau x)\phi(\tau, 0; x) \, d\tau \), where \( \phi \) is the principal fundamental matrix solution of \( \dot{y} = DF(S_t x)y \) at initial time \( 0 \).

**Proof.** For the proof we choose the vector norm \( \|x\|^2 = \sum_{i=1}^n x_i^2 \) and the induced matrix norm, defined by \( \|A\|_2 = \sup_{x \neq 0} \|Ax\|_2 / \|x\|_2 \). Note that the matrix norm is sub-multiplicative and satisfies \( \|A\| = \|A^\top\| \).

**Step 1. Definition of \( M \)**

We consider the linear, non-autonomous ODE
\[ \dot{y} = DF(S_t x)y. \]

As \( DF(S_t x) \) is defined and continuous for all \( x \in A(x_0) \) and \( t \geq 0 \), the principal fundamental matrix solution of the initial value problem with initial time \( t_0 \) exists and we denote it by
\[ \phi(t, t_0; x). \]

Note that for fixed \( x \) there exists a \( \theta_0 > 0 \) such that \( S_t x \), \( DF(S_t x) \) and thus also \( \phi(t, t_0; x) \) are defined for all \( t, t_0 \geq -\theta_0 \), and \( \phi(t, t_0; x) \) is \( C^{s-1} \) with respect to \( x, t \) and \( t_0 \).

By the Chapman-Kolmogorov identities, cf. e.g. [4], p. 151, we have
\[ \frac{d}{dt} \phi(t, t_0; x) = DF(S_t x)\phi(t, t_0; x), \] (4)
\[ \frac{d}{dt_0} \phi(t, t_0; x) = -\phi(t, t_0; x)DF(S_{t_0} x), \] (5)
\[ \phi(t_0, t_0; x) = I, \] (6)
\[ \phi(t, 0; S_{t_0} x) = \phi(t, 0; x). \] (7)

for all \( t, t + \theta \geq -\theta_0 \).

We define the function
\[ M(x) = \int_0^\infty \phi(\tau, 0; x)^\top C(S_\tau x)\phi(\tau, 0; x) \, d\tau. \] (8)
We will show that $M(x)$ is well defined for all $x \in A(x_0)$, symmetric and positive definite and also satisfies the equation (3) in Step 2 and that it is $C^{r-1}$ in Step 3.

**Step 2. Matrix equation**

Define

$$g_T(\theta, x) = \int_{\theta}^{T+\theta} \phi(\tau, \theta; x)^\top C(S_x)\phi(\tau, \theta; x) d\tau. \quad (9)$$

We have for all $\theta \geq -\theta_0$ by a change of variables and (7)

$$g_T(\theta, x) = \int_{0}^{T} \phi(\tau + \theta, \theta; x)^\top C(S_{\tau+\theta}x)\phi(\tau + \theta, \theta; x) d\tau \quad (10)$$

$$= \int_{0}^{T} \phi(\tau, 0; S_\theta x)^\top C(S_{\tau+\theta}x)\phi(\tau, 0; S_\theta x) d\tau. \quad (11)$$

We will show that $g_T(\theta, x)$ converges pointwise and $\frac{d}{d\theta}g_T(\theta, x)$ converges uniformly for $|\theta| \leq \theta_0$ as $T \to \infty$ so that $\frac{d}{d\theta} \lim_{T \to \infty} g_T(\theta, x) = \lim_{T \to \infty} \frac{d}{d\theta} g_T(\theta, x)$.

By the exponential stability of $x_0$ there is a positively invariant, compact neighbourhood $U$ of $x_0$ and $K, \mu > 0$ such that $\|S_t x - x_0\| \leq Ke^{-\mu t}$ holds for all $x \in U$ and $t \geq 0$.

Fix $x \in A(x_0)$. Since $Df$ is locally Lipschitz-continuous at $x_0$, there is $d > 0$ such that

$$\|Df(S_{t+\theta}x) - Df(x_0)\| \leq de^{-\mu t} \quad (12)$$

for all $t \geq 0$ and all $|\theta| \leq \theta_0$. To show (12), we use the Lipschitz-continuity and the exponential decay for all $t \geq T_\theta$, where $T_\theta$ is so large that $S_t x_0 \in U$ for all $t \geq T_\theta$.

Then we choose the constant $d$ so large that (12) also holds for all $t \in [0, T]$ and $|\theta| \leq \theta_0$.

[8, Lemma A.2], applied to $A(t) = Df(S_t S_\theta x)$ and $A = Df(x_0)$, gives

$$\|\phi(t, 0; S_\theta x)\| \leq ce^{-\mu t} \quad (13)$$

for all $|\theta| \leq \theta_0$ and $t \geq 0$.

Recall that $S_{t-\theta} x \in U$ for all $t \geq T_\theta$. Hence, $\bigcup_{t=0}^{\infty} \{S_{t-\theta_0} x\} \subset \bigcup_{t=0}^{T_\theta} \{S_t x\} \cup U$, which shows that the set $S = \bigcup_{t=0}^{\infty} \{S_{t-\theta_0} x\}$ is compact and, since $C(\cdot)$ is continuous, there exists $C^* > 0$ such that

$$\|C(S_t x)\| \leq C^* \quad (14)$$

for all $t \geq -\theta_0$.

Thus we have, with a new constant $c$, by (13) and (14)

$$\|\phi(\tau, 0; S_\theta x)^\top C(S_{\tau+\theta}x)\phi(\tau, 0; S_\theta x)\| \leq ce^{-2\mu \tau} \quad (15)$$

for all $|\theta| \leq \theta_0$ and all $\tau \geq 0$. The right-hand side is integrable over $\tau \in [0, \infty)$. Hence, by Lebesgue’s dominated convergence theorem, the function $g_T(\theta, x)$, see (11), converges pointwise for $T \to \infty$. This shows that $M(x)$ is well defined, and it is clear from (8) that $M(x)$ is symmetric and positive definite.

Also, using (9), (6) and (5), we have, similar to (9) to (11)

$$\frac{d}{d\theta} g_T(\theta, x) = \phi(T + \theta, \theta; x)^\top C(S_{T+\theta}x)\phi(T + \theta, \theta; x) - C(S_\theta x)$$

$$- Df(S_\theta x)^\top \int_{\theta}^{T+\theta} \phi(\tau, \theta; x)^\top C(S_{\tau}x)\phi(\tau, \theta; x) d\tau$$
Since

By Step 1 of [8, Theorem 4.1] there is an invertible matrix $T$

Hence, for 

This shows the matrix equation (3).

Let $-\theta$ be the largest real part of all eigenvalues of $Df(x)$ and let $\epsilon = \frac{\nu}{2}$.

By Step 1 of [8, Theorem 4.1] there is an invertible matrix $T \in \mathbb{R}^{n \times n}$ such that

by (7). By (15), the right-hand side converges uniformly for $|\theta| \leq \theta_0$ as $T \to \infty$.

Hence, for $|\theta| \leq \theta_0$ we can exchange limit and derivative, obtaining

Altogether, we thus have

by (16) and (8). This shows the matrix equation (3).

**Step 3. Smoothness of $M$**

Let $-\nu < 0$ be the largest real part of all eigenvalues of $Df(x_0)$ and let $\epsilon = \frac{\nu}{2}$.

By Step 1 of [8, Theorem 4.1] there is an invertible matrix $T \in \mathbb{R}^{n \times n}$ such that

Since $f \in C^1(\mathbb{R}^n, \mathbb{R}^n)$ we can choose a positively invariant, compact neighborhood $U$ of $x_0$ so small that

$$
\|T^{-1}[Df(x) - Df(x_0)]T\| \leq \frac{\epsilon}{2}
$$

(18)
holds for all \( x \in U \).

Let \( \nu' = \min \left( \frac{\varepsilon}{4}, \rho \right) \), where \( \rho \) was defined in (13). The proof of

\[
\| T^{-1} \partial^2_x \phi(t, 0; x) \| \leq C_\alpha e^{-\nu't}
\]

for all \( \alpha \in \mathbb{N}_0^\infty \) with \( |\alpha| := \sum_{i=1}^n |\alpha_i| \leq s - 1 \), \( x \in U \) and \( t \geq 0 \) is as in the proof of [8, Theorem 4.4].

Next, we show that \( \int_0^T \partial^2_x (\phi(\tau, 0; x) \top C(S_x \phi(\tau, 0; x)) \, d\tau \) converges uniformly with respect to \( x \) as \( T \to \infty \) for \( 1 \leq |\alpha| \leq s - 1 \).

First, note that there is a constant \( c \) such that

\[
\| \partial^2_x C(S_x x) \| \leq c
\]

for all \( 0 \leq |\alpha| \leq s - 1 \) and all \( x \in U \), where \( U \) is the previously defined compact and positively invariant neighborhood of \( x_0 \). This follows from the chain rule, since \( C \) is \( C^{s-1} \), \( S_x x \) is \( C^s \) with respect to \( x \), and \( U \) is compact and positively invariant.

Then we can proceed as in the proof of [8, Theorem 4.4] to show that

\[
\int_0^T \| \partial^2_x (\phi(\tau, 0; x) \top C(S_x \phi(\tau, 0; x)) \| \, d\tau \leq \int_0^T |\phi(\tau, 0; x) \top C(S_x \phi(\tau, 0; x)) \| \, d\tau
\]

for all \( x \in U \), \( T \geq 0 \) and \( |\alpha| \leq s - 1 \). For \( x \in A(\Omega) \) we can choose a bounded, open neighborhood \( O \) of \( x \) with \( \partial O \subset A(\Omega) \). Then there is a \( T_0 \geq 0 \) such that \( S_{T_0+T} \partial O \subset U \) for all \( T \geq 0 \). Hence, \( \int_0^T \partial^2_x \phi(\tau, 0; x) \top C(S_x \phi(\tau, 0; x)) \, d\tau \) converges uniformly in \( x \) as \( T \to \infty \). This proves that \( M \in C^{s-1}(A(x_0), \mathbb{S}^{n \times n}) \).

2.2. Uniqueness and continuous dependence. In the next theorem we will prove the uniqueness of solutions of (21). Note that, as usual, a solution is a function \( M \in C(A(x_0), \mathbb{R}^{n \times n}) \), such that the orbital derivative \( M'(x) \) exists for all \( x \in A(x_0) \) and (21) holds for all \( x \in A(x_0) \).

Note that (21) is considered without an initial condition, it will turn out that this is not needed; for details see the proof of the following theorem.

**Theorem 2.3.** Let \( f \in C^s(\mathbb{R}^n, \mathbb{R}^n) \), \( s \geq 2 \). Let \( x_0 \) be an exponentially stable equilibrium of \( \dot{x} = f(x) \) with basin of attraction \( A(x_0) \). Let \( C \in C^{s-1}(A(x_0), \mathbb{S}^{n \times n}) \) such that \( C(x) \) is a positive definite matrix for all \( x \in A(x_0) \).

Then the matrix equation

\[
Df(x) \top M(x) + M(x) Df(x) + M'(x) = -C(x) \text{ for all } x \in A(x_0)
\]

has a unique solution.

In particular, \( M \in C^{s-1}(A(x_0), \mathbb{S}^{n \times n}) \), \( M(x) \) is positive definite for all \( x \in A(x_0) \) and \( M \) is of the form \( M(x) = \int_0^\infty \phi(\tau, 0; x) \top C(S_x \phi(\tau, 0; x)) \, d\tau \), where \( \phi(\tau, 0; x) \) is the principal fundamental matrix solution of \( \dot{y} = Df(S_t x) y \) at initial time 0.

**Proof.** In Theorem 2.2 it was shown that there exists a solution to the matrix equation with the properties described in the lemma. Hence, it is enough to show that the matrix equation has at most one solution.

Assume that \( M_1, M_2 : A(x_0) \to \mathbb{R}^{n \times n} \) are two solutions of the matrix differential equation (21). Fix \( x \in A(x_0) \). Along the solution \( S_t x \), (21) becomes

\[
Df(S_t x) \top M_i(S_t x) + M_i(S_t x) Df(S_t x) + \frac{d}{dt} M_i(S_t x) = -C(S_t x).
\]

Regarding \( M_i(S_t x) \), \( i = 1, 2 \) as a vector-valued function in \( \mathbb{R}^{n^2} \), the equation (22) is a linear ODE with respect to \( t \) for \( M_i \) with continuous coefficients, and thus the corresponding initial value problem at time \( t = 0 \) with \( M_i(x) = M_i^0 \) has a unique
This implies expression \( M \) right-hand side. The proof uses the uniqueness in Theorem 2.3, in particular the \( \gamma \) solution, which exists for all \( t \geq 0 \); note that \( x \in A(x_0) \). However, we are not given an initial value for \( M_i \).

Denote by \( \phi(t, t_0; x) \) the principal fundamental matrix solution of \( \dot{y} = Df(S_t x)y \) with initial time \( t_0 \), see (4) to (7). We have for \( i = 1, 2 \) with (22) and (4)

\[
\frac{d}{dt} \left( \phi(t, 0; x)^\top M_i(S_t x) \phi(t, 0; x) \right) = \phi(t, 0; x)^\top \left[ Df(S_t x)^\top M_i(S_t x) + \frac{d}{dt} M_i(S_t x) + M_i(S_t x) Df(S_t x) \right] \phi(t, 0; x)
\]

and hence

\[
\frac{d}{dt} \left( \phi(t, 0; x)^\top [M_1(S_t x) - M_2(S_t x)] \phi(t, 0; x) \right) = 0.
\]

This implies

\[
0 = \int_0^t \frac{d}{d\tau} \left[ \phi(\tau, 0; x)^\top [M_1(S_\tau x) - M_2(S_\tau x)] \phi(\tau, 0; x) \right] d\tau = \phi(t, 0; x)^\top [M_1(S_t x) - M_2(S_t x)] \phi(t, 0; x) - [M_1(x) - M_2(x)].
\]

Note that all terms depend continuously on \( t \), since \( M_i(\cdot) \) and the solution \( S_t x \) of the ODE do. Letting \( t \to \infty \) we have with \( S_t x \to x_0 \), since \( x \in A(x_0) \), the continuity of \( M_i \) and (13)

\[
[M_1(x) - M_2(x)] = 0.
\]

This shows \( M_1(x) = M_2(x) \) for an arbitrary \( x \in A(x_0) \) and thus the uniqueness.

In the next theorem we will prove the continuous dependence of solutions on the right-hand side. The proof uses the uniqueness in Theorem 2.3, in particular the expression \( M(x) = \int_0^\infty \phi(\tau, 0; x)^\top C(S_\tau x) \phi(\tau, 0; x) d\tau \) for \( M \).

This will enable us in Section 3 to extend the existing error estimates on \( \|F(M) - F(S)\| \), where \( S \) is the approximation of \( M \) by meshless collocation, to an error estimate on \( \|M - S\| \).

**Theorem 2.4.** Let \( f \in C^s(\mathbb{R}^n, \mathbb{R}^n) \), \( s \geq 2 \). Let \( x_0 \) be an exponentially stable equilibrium of \( \dot{x} = f(x) \) with basin of attraction \( A(x_0) \). Let \( C_i \in C^{s-1}(A(x_0), \mathbb{S}^{n \times n}) \), \( i = 1, 2 \), such that \( C_i(x) \) is a positive definite matrix for all \( x \in A(x_0) \).

Let \( M_i \in C^{s-1}(A(x_0), \mathbb{S}^{n \times n}) \) be the unique solution (see Theorem 2.3) of the matrix equation

\[
Df(x)^\top M_i(x) + M_i(x) Df(x) + M_i(x) = -C_i(x) \text{ for all } x \in A(x_0)
\]

where \( i = 1, 2 \).

Let \( K \subset A(x_0) \) be a compact set.

Then there is a constant \( c_0 \), independent of \( M_i \) and \( C_i \) such that

\[
\|M_1 - M_2\|_{L_\infty(K, \mathbb{S}^{n \times n})} \leq c_0 \|C_1 - C_2\|_{L_\infty(\gamma^+(K), \mathbb{S}^{n \times n})}
\]

where \( \gamma^+(K) = \bigcup_{t \geq 0} S_t K \).

**Remark 1.** Note that for a positively invariant and compact set \( K \) we have \( \gamma^+(K) = K \).
Proof. For the proof we choose again the induced matrix norm \( \| \cdot \| = \| \cdot \|_2 \). Note that the matrix norm is sub-multiplicative and satisfies \( \| A \| = \| A^\top \| \). The result follows for a general matrix norm with a different constant.

By Theorems 2.2 and 2.3, the unique solutions satisfy

\[
M_1(x) = \int_0^\infty \phi(\tau, 0; x)\top C_i(S_\tau x)\phi(\tau, 0; x) \, d\tau.
\]

Hence, for fixed \( x \in K \) we have

\[
\| M_1(x) - M_2(x) \| = \left\| \int_0^\infty \phi(\tau, 0; x)\top (C_1(S_\tau x) - C_2(S_\tau x))\phi(\tau, 0; x) \, d\tau \right\|
\leq \int_0^\infty \| \phi(\tau, 0; x) \|^2 \| C_1(S_\tau x) - C_2(S_\tau x) \| \, d\tau
\leq \| C_1 - C_2 \|_{L_\infty(\gamma(K); \mathbb{R}^{n \times n})} \int_0^\infty \| \phi(\tau, 0; x) \|^2 \, d\tau.
\]

We will now show that there are uniform constants \( \rho \) and \( c_1 \) such that

\[
\| \phi(t, 0; x) \| \leq c_1 e^{-\rho t}
\tag{25}
\]

for all \( x \in K \) and all \( t \geq 0 \).

By the exponential stability of \( x_0 \) there is a positively invariant, compact neighbourhood \( U \) of \( x_0 \) such that \( \| S_t x - x_0 \| \leq c_0 e^{-\rho t} \) holds for all \( x \in U \) and \( t \geq 0 \); we can choose \( U \) so small that \( Df \) satisfies a Lipschitz condition on \( U \).

Since \( x_0 \) attracts the compact set \( K \) uniformly there is a time \( T^* > 0 \) such that \( S_t K \subseteq U \) for all \( t \geq T^* \). Since \( Df \) is Lipschitz-continuous in \( U \) we can conclude

\[
\| Df(S_t x) - Df(x_0) \| \leq L \| S_t x - x_0 \| \leq d e^{-\rho t}
\]

for all \( t \geq 0 \) and \( x \in K \); this follows directly for all \( t \geq T^* \), but holds also for all \( t \geq 0 \) when choosing \( d \) appropriately as \( \bigcup_{T^*}^{T^*+d} S_t K \) is a compact set.

Now, for any \( x \in K \), we can apply [8, Lemma A.2] to \( A(t) = Df(S_t x) \) and \( A = Df(x_0) \) to obtain (25).

Thus we have for all \( x \in K \), using (25)

\[
\| M_1(x) - M_2(x) \| \leq \| C_1 - C_2 \|_{L_\infty(\gamma(K); \mathbb{R}^{n \times n})} \int_0^\infty c_1^2 e^{-2\rho t} \, d\tau
\leq \frac{c_1^2}{2\rho} \| C_1 - C_2 \|_{L_\infty(\gamma(K); \mathbb{R}^{n \times n})}.
\]

3. Meshless collocation. In this section we want to solve the matrix-valued equation

\[
F(M)(x) := Df(x)\top M(x) + M(x)Df(x) + M'(x) = -C.
\tag{26}
\]

We use meshless collocation to approximate the solution of the above PDE by a matrix-valued function \( S \), see [12]. The error estimates will establish that the approximation \( S \) itself is a contraction metric, as \( S(x) \) will be positive definite and \( F(S)(x) \) negative definite if the collocation points are sufficiently dense. We continue to assume that \( x_0 \) is an exponentially stable equilibrium of (1) with basin of attraction \( A(x_0) \).

We summarise the methodology and establish error estimates in Section 3.1 before we compute the specific formulas for our case in Section 3.2.
3.1. Matrix-valued collocation and error estimates. Meshless collocation, in particular by Radial Basis Functions, is used to approximate multivariate functions and approximately solve Partial Differential Equations [24, 3, 26]. For a general introduction to meshless collocation and reproducing kernel Hilbert spaces (RKHS) see [28] for real-valued functions. We will follow [12] here to introduce the method for matrix-valued functions.

Let \( \Omega \subseteq \mathbb{R}^n \) be a bounded domain with Lipschitz boundary and denote by \( H^\sigma(\Omega) \) the Sobolev space of order \( \sigma > n/2 \), where the weak derivatives are measured in the \( L^2(\Omega) \)-norm. The assumption \( \sigma > n/2 \) ensures \( H^\sigma(\Omega) \subseteq C(\Omega) \) by the Sobolev embedding theorem.

We are interested in RKHS of matrix-valued functions. Let us first introduce RKHS of functions with values in a general Hilbert space \( W \).

**Definition 3.1.** Let \( W \) be a real Hilbert space and denote the linear space of all linear and bounded operators \( L : W \to W \) by \( \mathcal{L}(W) \).

The Hilbert space \( \mathcal{H}(\Omega; W) \) of functions \( g : \Omega \to W \) is called a reproducing kernel Hilbert space (RKHS) if there is a function \( \Phi : \Omega \times \Omega \to \mathcal{L}(W) \) with

1. \( \Phi(\cdot, x)\alpha \in \mathcal{H}(\Omega; W) \) for all \( x \in \Omega \) and all \( \alpha \in W \).
2. \( \langle g(x), \alpha \rangle_W = \langle g, \Phi(\cdot, x)\alpha \rangle_{\mathcal{H}(\Omega; W)} \) for all \( g \in \mathcal{H}(\Omega; W) \), all \( x \in \Omega \) and all \( \alpha \in W \).

The function \( \Phi \) is called the reproducing kernel of \( \mathcal{H}(\Omega; W) \).

Before we choose \( W \) to be the space of symmetric matrices, let us look at the classical RKHS of real-valued functions. Here, we choose \( W = \mathbb{R} \) with the usual inner product. \( \mathcal{H}(\Omega; \mathbb{R}) \) consists of real-valued functions and each element of \( \mathcal{L}(\mathbb{R}) \) can be represented by \( Lx = \ell x, \ell \in \mathbb{R} \), i.e. \( \mathcal{L}(\mathbb{R}) \) can be identified with \( \mathbb{R} \). The first condition \( \Phi(\cdot, x)\alpha \in \mathcal{H}(\Omega; \mathbb{R}) \) for all \( \alpha \in \mathbb{R} \) is equivalent to \( \Phi(\cdot, x) \in \mathcal{H}(\Omega; \mathbb{R}) \), and the second condition is equivalent to \( g(x) = \langle g, \Phi(\cdot, x) \rangle_{\mathcal{H}(\Omega; \mathbb{R})} \).

We will now consider \( W = \mathbb{S}^{n \times n} \) to be the Hilbert space of all symmetric \( n \times n \) matrices with inner product

\[
\langle \alpha, \beta \rangle_W = \sum_{i,j=1}^{n} \alpha_{ij} \beta_{ij}, \quad \alpha = (\alpha_{ij}), \beta = (\beta_{ij}).
\] (27)

We define \( E^\mu_{\mu} \) to be the matrix with value 1 at position \((\mu, \mu)\) and value zero everywhere else. For \( \mu < \nu \), we define \( E^\mu_{\nu} \) to be the matrix with value \( 1/\sqrt{2} \) at positions \((\mu, \nu)\) and \((\nu, \mu)\) and value zero everywhere else. It is easy to see that \( \{E^\mu_{\mu} : 1 \leq \mu \leq \nu \leq n\} \) is an orthonormal basis of \( \mathbb{S}^{n \times n} \). We also define \( E^\mu_{\nu} \in \mathbb{R}^{n \times n} \) to be the matrix with value 1 at position \((\mu, \nu)\) and value zero everywhere else.

The matrix-valued Sobolev space \( H^\sigma(\Omega; \mathbb{S}^{n \times n}) \) consists of all symmetric matrix-valued functions \( M \) having each component \( M_{ij} \in H^\sigma(\Omega) \). \( H^\sigma(\Omega; \mathbb{S}^{n \times n}) \) is a RKHS with inner product given by

\[
\langle M, S \rangle_{H^\sigma(\Omega; \mathbb{S}^{n \times n})} := \sum_{i,j=1}^{n} \langle M_{ij}, S_{ij} \rangle_{H^\sigma(\Omega)}.
\]

A kernel \( \Phi \) is a mapping \( \Phi : \Omega \times \Omega \to \mathcal{L}(\mathbb{S}^{n \times n}) \) and can be represented by a tensor of order 4, i.e. we will write

\[
\Phi = (\Phi_{ij\mu\nu})
\]
and define its action on $\alpha \in \mathbb{S}^{n \times n}$ by

$$ (\Phi(x, y)\alpha)_{ij} = \sum_{\mu, \nu = 1}^{n} \Phi(x, y)_{ij\mu\nu} \alpha_{\mu\nu}. \quad (28) $$

If $\phi : \Omega \times \Omega \to \mathbb{R}$ is a reproducing kernel of $H^\sigma(\Omega)$, then

$$ \Phi(x, y)_{ij\mu\nu} := \phi(x, y)\delta_{i\mu}\delta_{j\nu} \quad (29) $$

for $x, y \in \Omega$ and $1 \leq i, j, \mu, \nu \leq n$ is a reproducing kernel of $H^\sigma(\Omega; \mathbb{S}^{n \times n})$, see [12, Lemma 3.2].

Note that $\phi(x, y) = \psi_{\ell,k}(c\|x - y\|)$, $c > 0$, given by a Wendland function $\psi_{\ell,k}$, see [27], with $\ell = \lceil \frac{n}{2} \rceil + k + 1$, $k \in \mathbb{N}$, is a reproducing kernel of the Sobolev space $H^\sigma(\Omega; \mathbb{R})$, $\sigma = k + \frac{n+1}{2}$ with equivalent norm.

Let $X = \{x_1, \ldots, x_N\} \subseteq \Omega \subseteq A(x_0)$ be pairwise distinct points. We define the distance by

$$ h_{X, \Omega} = \sup_{x \in \Omega, x_i \in X} \|x - x_i\|_2. \quad (30) $$

We define the linear functionals $\lambda_k^{(i,j)} : H^\sigma(\Omega; \mathbb{S}^{n \times n}) \to \mathbb{R}$ by

$$ \lambda_k^{(i,j)}(M) = e_i^\top F(M) e_j = e_i^\top \left[ Df(x_k)\top M(x_k) + M(x_k)Df(x_k) + \nabla M(x_k) \cdot f(x_k) \right] e_j \quad (31) $$

for $x_k \in \Omega$, $1 \leq k \leq N$ and $1 \leq i \leq j \leq n$. Here, $e_i$ denotes the $i$th unit vector in $\mathbb{R}^n$ and $f \in C^s(\mathbb{R}^n, \mathbb{R}^n)$, where $s = \sigma + 1$.

Let $C = (C_{ij})_{i,j=1,\ldots,n} \in \mathbb{S}^{n \times n}$ be positive definite. We seek to compute the solution $S$ of the following optimal recovery problem: $S$ satisfies $\lambda_k^{(i,j)}(S) = -C_{ij}, 1 \leq k \leq N, 1 \leq i \leq j \leq n$ and minimises the norm $\|S\|_{H^\sigma(\Omega; \mathbb{S}^{n \times n})}$. It turns out that the solution can be computed by solving a system of $N^2(n+1)/2$ linear equations.

**Theorem 3.2** (see [12], Theorem 5.2). Let $\sigma > n/2 + 1$, $s = \sigma + 1$ and let $\Phi : \Omega \times \Omega \to L(\mathbb{S}^{n \times n})$ be a reproducing kernel of $H^\sigma(\Omega; \mathbb{S}^{n \times n})$. Let $X = \{x_1, \ldots, x_N\} \subseteq \Omega \subseteq A(x_0)$ be pairwise distinct points and let $\lambda_k^{(i,j)} \in H^\sigma(\Omega; \mathbb{S}^{n \times n})^*, 1 \leq k \leq N, 1 \leq i \leq j \leq n$ be defined by (31).

Then there is a unique function $S \in H^\sigma(\Omega; \mathbb{S}^{n \times n})$ solving

$$ \min \left\{ \|S\|_{H^\sigma(\Omega; \mathbb{S}^{n \times n})} : \lambda_k^{(i,j)}(S) = -C_{ij}, 1 \leq i \leq j \leq n, 1 \leq k \leq N \right\}, $$

where $C = (C_{ij})_{i,j=1,\ldots,n}$ is a symmetric, positive definite matrix. It has the form

$$ S(x) = \sum_{k=1}^{N} \sum_{1 \leq i \leq j \leq n} \gamma_k^{(i,j)} \sum_{1 \leq \mu \leq \nu \leq n} \lambda_k^{(i,j)}(\Phi(\cdot, x)E^\nu_{\mu})E^\mu_{\nu} $$

$$ = \sum_{k=1}^{N} \sum_{1 \leq i \leq j \leq n} \gamma_k^{(i,j)} \left[ \sum_{\mu=1}^{n} F_k(\Phi(\cdot, x), \cdots, \mu)_{ij} E_{\mu} + \frac{1}{2} \sum_{\mu, \nu = 1, \mu \neq \nu}^{n} \left[ F_k(\Phi(\cdot, x), \cdots, \mu, \nu)_{ij} + F_k(\Phi(\cdot, x), \cdots, \nu, \mu)_{ij} \right] E_{\mu} \right] \quad (32) $$

where the coefficients $\gamma_k = (\gamma_k^{(i,j)})_{1 \leq i \leq j \leq n}$ are determined by $\lambda_k^{(i,j)}(S) = -C_{ij}$ for $1 \leq i \leq j \leq n$ and $1 \leq k \leq N$. 

If the kernel \( \Phi \) is given by (29) then we also have the alternative expression

\[
S(x) = \sum_{k=1}^{N} \sum_{i,j=1}^{n} \beta_k^{(i,j)} \sum_{\mu,\nu=1}^{n} (F_k(\cdot, x))_{\mu \nu} E_{\mu \nu}
\]

(33)

where the symmetric matrices \( \beta_k \in S^{n \times n} \) are defined by \( \beta_k^{(i,j)} = \beta_k^{(j,i)} = \frac{1}{2} \gamma_k^{(i,j)} \) if \( i \neq j \) and \( \beta_k^{(i,i)} = \gamma_k^{(i,i)} \).

Note that the assumptions that \( x_0 \) is an exponentially stable equilibrium of \( \dot{x} = f(x) \) and \( X \subseteq A(x_0) \) imply that the conditions of [12, Theorem 4.6] are satisfied.

We have the following error estimate, see [12, Theorem 5.3], which makes use of Theorem 3.2. Then, we have the error estimate

\[
\|M - S\|_{L^\infty(K;S^{n \times n})} \leq c_1 \|F(M) - F(S)\|_{L^\infty(\Omega;S^{n \times n})} \leq c_2 h_{X,\Omega}^{-1-n/2} \|M\|_{H^s(\Omega;S^{n \times n})}.
\]

for all \( X \subseteq \Omega \) with sufficiently small \( h_{X,\Omega} \), see (30) for the definition of the fill distance. The constants \( c_1, c_2 \) do not depend on the collocation points \( X \).

In particular, \( S \) itself is a contraction metric provided \( h_{X,\Omega} \) is sufficiently small.

3.2. Explicit formulas for the calculations. To derive explicit formulas for the specific operators \( F_k \), let us choose a radially symmetric kernel of the form \( \phi(x, y) = \psi_0(\|x - y\|) \) and denote \( \psi_{d+1}(r) = \frac{d \psi_d(r)}{dr} \) for \( d = 0, 1 \). We assume that \( \psi_1 \) and \( \psi_2 \) can be continuously extended up to \( r = 0 \); this is, e.g. the case for (smooth enough) Wendland functions. Note that the kernel \( \Phi \) is by (29) of the form

\[
\Phi(\cdot, x)_{ij,\mu \nu} = \psi_0(\|\cdot - x\|) \delta_{i\mu} \delta_{j\nu}.
\]

Thus, for the linear operators \( F_k \), see (31), we have

\[
(F_k(M))_{ij} = \sum_{p=1}^{n} Df_{pi}(x_k)M_{pj}(x_k) + \sum_{p=1}^{n} M_{ip}(x_k)Df_{pj}(x_k)
\]

\[
+ \sum_{p=1}^{n} \partial_p M_{ij}(x_k)f_p(x_k)
\]

\[
(F_k(\Phi(\cdot, x))_{\cdot, \cdot, \cdot, \mu, \nu})_{ij} = \sum_{p=1}^{n} \psi_0(\|x_k - x\|) Df_{pi}(x_k) \delta_{pi} \delta_{j\nu}
\]

\[
+ \sum_{p=1}^{n} \psi_0(\|x_k - x\|) \delta_{i\mu} \delta_{p\nu} Df_{pj}(x_k)
\]

\[
+ \sum_{p=1}^{n} \psi_1(\|x_k - x\|)(x_k - x)_p f_p(x_k) \delta_{i\mu} \delta_{j\nu}
\]
where \( \langle \cdot, \cdot \rangle \) denotes the standard scalar product in \( \mathbb{R}^n \).

Now we can compute \( S(x) \), using (33) of Theorem 3.2. We have

\[
S(x) = \sum_{k=1}^{N} \sum_{i=1}^{n} \sum_{\mu=1}^{N} \psi_{k}(\|x_k - x\|_2) Df_{\mu}(x_k) E_{\mu}
\]

\[
= \sum_{k=1}^{N} \left[ \sum_{i=1}^{n} \beta_{k}^{(i)} \psi_{0}(\|x_k - x\|_2) Df_{\mu}(x_k) E_{\mu} + \sum_{j=1}^{n} \beta_{k}^{(j)} \psi_{0}(\|x_k - x\|_2) Df_{\nu}(x_k) E_{\nu} + \sum_{\mu=1}^{N} \beta_{k}^{(\mu, \nu)} \psi_{1}(\|x_k - x\|_2)(x_k - x, f(x_k)) E_{\mu} \right]
\]

\[
= \sum_{k=1}^{N} \left[ \psi_{0}(\|x_k - x\|_2) \left[ Df(x_k) \beta_k + \beta_k Df(x_k)^\top \right] + \psi_{1}(\|x_k - x\|_2)(x_k - x, f(x_k)) \beta_k \right].
\]

Hence,

\[
F(S(x)) = \sum_{k=1}^{N} \psi_{0}(\|x_k - x\|_2) \left[ Df(x)^\top Df(x) \beta_k + Df(x)^\top \beta_k Df(x) \right] + Df(x_k) \beta_k Df(x) + \beta_k Df(x_k)^\top Df(x)
\]

\[
+ \sum_{k=1}^{N} \psi_{1}(\|x_k - x\|_2) \langle x_k - x, f(x_k) \rangle \left[ Df(x)^\top \beta_k + \beta_k Df(x) \right]
\]

\[
+ \sum_{k=1}^{N} \psi_{1}(\|x_k - x\|_2)(x, f(x)) \left[ Df(x_k) \beta_k + \beta_k Df(x_k)^\top \right] - \sum_{k=1}^{N} \psi_{1}(\|x_k - x\|_2) \langle x - x, f(x) \rangle \beta_k
\]

\[
+ \sum_{k=1}^{N} \psi_{2}(\|x_k - x\|_2)(x_k - x, f(x_k)) \langle x - x, f(x) \rangle \beta_k.
\]

Observe that \( F(S(x)) \) is a symmetric matrix if all \( \beta_k, k = 1, \ldots, N \) are symmetric.

After establishing the formulas for \( S \) and \( F(S) \), let us now consider the linear system for the coefficients \( \gamma \) and \( \beta \), respectively.

Let us first calculate the coefficients \( b_{k, \ell, i, j, \mu, \nu} \) for \( 1 \leq k, \ell \leq N, 1 \leq i, j, \mu, \nu \leq n \) such that

\[
(F(S)(x))_{i,j} = \sum_{k=1}^{N} \sum_{\mu, \nu=1}^{n} b_{k, \ell, i, j, \mu, \nu} \beta_{k}^{(\mu, \nu)}.
\]

By (36) we have
\[ b_{k,\ell,i,j,\mu,\nu} = \psi_0(\|x_k - x_\ell\|^2) \left[ \sum_{p=1}^{n} Df_p(x_\ell) Df_p(x_k) \delta_{ij} + Df_{\mu} Df_{\nu} (x_k) \right] \]
\[ + Df_{\nu}(x_k) Df_{\nu}(x_\ell) + \delta_{\mu \nu} \sum_{p=1}^{n} Df_{p\mu}(x_k) Df_{p\nu}(x_\ell) \]
\[ + \psi_1(\|x_k - x_\ell\|_2)(x_k - x_\ell, f(x_k)) [Df_{\mu}(x_\ell) \delta_{ij} + \delta_{\mu \nu} Df_{\nu}(x_\ell)] \]
\[ + \psi_1(\|x_k - x_\ell\|_2)(x_\ell - x_k, f(x_\ell)) [Df_{\nu}(x_k) \delta_{ij} + \delta_{\mu \nu} Df_{\mu}(x_k)] \]
\[ - \psi_1(\|x_k - x_\ell\|_2)(f(x_k), f(x_\ell)) \delta_{ij} \delta_{\mu \nu} \]
\[ + \psi_2(\|x_k - x_\ell\|_2)(x_k - x_\ell, f(x_k))(x_\ell - x_k, f(x_\ell)) \delta_{ij} \delta_{\mu \nu}. \] (38)

It is now easy to see that
\[ b_{k,\ell,i,j,\mu,\nu} = b_{k,\ell,\mu,\nu,i,j} \] and
\[ b_{k,\ell,i,j,\mu,\nu} = b_{k,\ell,i,\nu,j,\mu}. \] (39) (40)

We, however, will consider a smaller linear system with unknowns \( \gamma_k^{(\mu,\nu)} \) and coefficient matrix \( c_{k,\ell,i,j,\mu,\nu} \)
\[ \sum_{k=1}^{N} \sum_{1 \leq \mu, \nu \leq n} c_{k,\ell,i,j,\mu,\nu} \gamma_k^{(\mu,\nu)} = (F(S)(x_\ell))_{i,j} \]
\[ = \lambda_{i,j}^{(S)} \]
\[ = -C_{ij} \] (41)
for \( 1 \leq \ell \leq N, 1 \leq i \leq j \leq n \). While the system (37) is of size \( Nn^2 \), the coefficient matrix \( c_{k,\ell,i,j,\mu,\nu} \) is symmetric (see below) and of size \( N^2 \left( \frac{n(n+1)}{2} \right) \).

Let us express the \( c_{k,\ell,i,j,\mu,\nu} \) in terms of the previously calculated \( b_{k,\ell,i,j,\mu,\nu} \). Noting that
\[ \sum_{k=1}^{N} \sum_{\mu, \nu=1}^{n} b_{k,\ell,i,j,\mu,\nu} \gamma_k^{(\mu,\nu)} = \sum_{k=1}^{N} \sum_{1 \leq \mu, \nu \leq n} c_{k,\ell,i,j,\mu,\nu} \gamma_k^{(\mu,\nu)}, \] (42)
\[ \gamma_k^{(\mu,\mu)} = \beta_k^{(\mu,\mu)} \]
and \( \frac{1}{2} \gamma_k^{(\mu,\nu)} = \beta_k^{(\mu,\nu)} \) \( = \beta_k^{(\nu,\mu)} \) for \( \mu \neq \nu \), we have
\[ \sum_{k=1}^{N} \sum_{\mu, \nu=1}^{n} b_{k,\ell,i,j,\mu,\nu} \beta_k^{(\mu,\mu)} \]
\[ = \sum_{k=1}^{N} \sum_{\mu=1}^{n} b_{k,\ell,i,j,\mu,\mu} \beta_k^{(\mu,\mu)} \]
\[ + \sum_{k=1}^{N} \sum_{1 \leq \mu, \nu \leq n} (b_{k,\ell,i,j,\mu,\nu} \beta_k^{(\mu,\nu)} + b_{k,\ell,i,j,\nu,\mu} \beta_k^{(\nu,\mu)}) \]
\[ = \sum_{k=1}^{N} \sum_{\mu=1}^{n} b_{k,\ell,i,j,\mu,\mu} \gamma_k^{(\mu,\mu)} \]
\[ + \sum_{k=1}^{N} \sum_{1 \leq \mu, \nu \leq n} \frac{1}{2} (b_{k,\ell,i,j,\mu,\nu} + b_{k,\ell,i,j,\nu,\mu}) \gamma_k^{(\mu,\nu)}. \] (43)

Comparing (43) to (42) gives, using (40)
\[ c_{k,\ell,i,j,\mu} = b_{k,\ell,i,j,\mu}. \]
\[ c_{k,\ell,i,i,\mu,\nu} = \frac{1}{2} (b_{k,\ell,i,i,\mu,\nu} + b_{k,\ell,i,i,\nu,\mu}) \]
\[ c_{k,\ell,i,j,\mu,\mu} = b_{k,\ell,i,j,\mu,\mu} = \frac{1}{2} (b_{k,\ell,i,j,\mu,\mu} + b_{k,\ell,j,i,\mu,\mu}) \]
\[ c_{k,\ell,i,j,\mu,\nu} = \frac{1}{4} (b_{k,\ell,i,j,\mu,\nu} + b_{k,\ell,i,j,\nu,\mu} + b_{k,\ell,i,j,\nu,\mu} + b_{k,\ell,j,i,\mu,\nu}) \] (44)

where we assume \( \mu < \nu \) and \( i < j \). The matrix \( c_{k,\ell,i,j,\mu,\nu} \) is symmetric due to (39).

Summarising, for the computations we calculate the coefficients \( c_{k,\ell,i,j,\mu,\nu} \) using (44) and (38). Then we determine \( \gamma_k^{(\mu,\nu)} \) by solving (41) and compute \( \beta_k \in S_{n \times n} \) from \( \gamma_k \); recall that \( \beta_k^{(j,i)} = \gamma_k^{(i,j)} = \frac{1}{2} \gamma_k^{(i,j)} \) if \( i \neq j \) and \( \beta_k^{(i,i)} = \gamma_k^{(i,i)} \). \( S(x) \) and \( F(S)(x) \) are then given by (35) and (36).

**Figure 1.** System (45) with \( \epsilon = 0 \). The collocation points used for the approximation together with the boundaries of the areas where \( \text{sign}(\text{tr} F(S)(x,y)) - \text{sign}(\text{det} F(S)(x,y)) = -2 \) (red) and \( \text{sign}(\text{tr} S(x,y)) + \text{sign}(\text{det} S(x,y)) = 2 \) (blue). Blue and red lines are lines where one of the requirements of a contraction metric is violated. The constructed metric is thus a valid contraction metric where the collocation points are placed, but not beyond the first red or blue line.

4. **Examples.** When applying the method to examples, we choose the symmetric and positive definite matrix \( C \) on the right-hand side of (26) to be \( C = I \). Note that due to (41), choosing \( C = aI \) with \( a \in \mathbb{R}^+ \) would result in multiplying the matrix entries of the solution \( \gamma_k^{(\mu,\nu)} \) also by \( a \) and thus in the same regions where \( S(x) \) and \( F(S)(x) \) are positive/negative definite, respectively.
4.1. **Perturbed van der Pol.** One of the advantages of a contraction metric compared to a Lyapunov function is that a contraction metric remains a contraction metric for a perturbed system, even if the perturbation varies the position of the equilibrium.

As an example, we consider the following system with parameter $\epsilon$

\[
\begin{align*}
\dot{x} &= -y + \epsilon \\
\dot{y} &= x - (3 + \epsilon)(1 - x^2)y
\end{align*}
\]

and denote the right-hand side by $f_\epsilon(x, y)$.

In [12, Section 6.2], the system with $\epsilon = 0$, which is the classical van der Pol equation with reversed time, has been considered. It has an exponentially stable equilibrium at the origin with basin of attraction bounded by an unstable periodic orbit.

![Figure 2] sign(tr $F_\epsilon(S)(x, y)$) - sign(det $F_\epsilon(S)(x, y)$). If this function is $-2$, then $F_\epsilon(S)(x, y)$ is negative definite, which is one of the requirements for $S$ to be a contraction metric for the system with $\epsilon = 0.1$.

In [12] the contraction metric was constructed by approximately solving $F(M) = -I$ where $f = f_0$ is given by the right-hand side of (45) with $\epsilon = 0$. We used the $N = 501$ collocation points $X = 0.125 \cdot \mathbb{Z}^2 \cap \{(x, y) \in \mathbb{R}^2 \mid x - 1.5 < y < 1.5 + x, -3x - 5.5 < y < -3x + 5.5\}$, and as each collocation point requires 3 variables of a symmetric $2 \times 2$ matrix, we need to solve a linear system with a $1503 \times 1503$ matrix. The kernel given by Wendland’s function $\psi_{6,4}(r) = (1 - cr)^{10}(2145(cr)^4 + 1050(cr)^2 + 250c + 25)$ with $c = 0.9$ was used with corresponding RKHS $H^\sigma$ with $\sigma = 4 + \frac{2 + 1}{2} = 5.5$; here $x_+ = x$ for $x \geq 0$ and $x_+ = 0$ for $x < 0$. 
Figure 3. The collocation points used for the approximation with \( f_0 \) together with the boundaries of the areas where \( \text{sign}(\text{tr} \ F_\epsilon(S)(x, y)) - \text{sign}(\text{det} \ F_\epsilon(S)(x, y)) = -2 \) (red) and \( \text{sign}(\text{tr} \ S(x, y)) + \text{sign}(\text{det} \ S(x, y)) = 2 \) (blue). Blue and red lines are lines where one of the requirements of a contraction metric is violated. Hence, there are collocation points, where the constructed metric is not a contraction metric, since it was computed using a different system, namely with \( \epsilon = 0 \).

We need to check that the constructed matrix-valued function \( S(x) \) is positive definite and \( F(S)(x) \) is negative definite, where \( F(S)(x) = Df(x)^\top S(x) + S(x)Df(x) + S'(x) \). To verify that a 2 \( \times \) 2 matrix \( A \) is positive (negative) definite we check that \( \text{tr}(A) \) is positive (negative) and \( \text{det}(A) \) is positive (\( -\text{det}(A) \) is negative). Figure 1 summarises the results by displaying the collocation points and the set where \( \text{sign}(\text{tr} \ F_\epsilon(S)(x, y)) - \text{sign}(\text{det} \ F_\epsilon(S)(x, y)) = -2 \) (red), bounding the area where \( F_\epsilon(S)(x) \) is negative definite, as well as set where \( \text{sign}(\text{tr} \ S(x)) + \text{sign}(\text{det} \ S(x)) = +2 \) (blue), respectively, bounding the area where \( S(x) \) is positive definite. If either of these two conditions is violated, the function \( S(x) \) is not a contraction metric.

To illustrate the fact that the constructed Riemannian metric is also valid for a perturbed system, we will now take the metric \( S \) above, constructed for the system with \( \epsilon = 0 \), and show that, in a large area, \( S \) is still a contraction metric for the perturbed system \( f_\epsilon \) with \( \epsilon = 0.1 \). Note that the origin is no equilibrium in the perturbed system.

The constructed matrix-valued function \( S(x) \) is the same as above, so positive definite in the same area. It remains to check where \( F_\epsilon(S)(x) \) is negative definite, where \( F_\epsilon(S)(x) = Df_\epsilon(x)^\top S(x) + S(x)Df_\epsilon(x) + \nabla S(x) \cdot f_\epsilon(x) \), see (36), i.e.
\[ F_\epsilon(S(x)) = \sum_{k=1}^{N} \psi_0(\|x_k - x\|)[Df_\epsilon(x)^T Df(x_k)\beta_k + Df_\epsilon(x)^T \beta_k Df(x_k)^T]
+ Df(x_k)\beta_k Df_\epsilon(x) + \beta_k Df_\epsilon(x)^T Df(x)
+ \sum_{k=1}^{N} \psi_1(||x_k - x||)\langle x_k - x, f(x_k) \rangle [Df(x_k)^T \beta_k + \beta_k Df(x_k)^T]
+ \sum_{k=1}^{N} \psi_1(||x_k - x||)\langle x - x_k, f_\epsilon(x) \rangle [Df(x_k)\beta_k + \beta_k Df(x_k)^T]
- \sum_{k=1}^{N} \psi_1(||x_k - x||)\langle f_\epsilon(x), f(x_k) \rangle \beta_k
+ \sum_{k=1}^{N} \psi_2(||x_k - x||)\langle x_k - x, f(x_k) \rangle \langle x - x_k, f_\epsilon(x) \rangle \beta_k. \]

Figure 2 shows \(\text{sign}(\text{tr} F_\epsilon(S(x))) - \text{sign}(\text{det} F_\epsilon(S(x)))\), and Figure 3 summarises the results by displaying the collocation points and the boundaries of the areas where \(S(x)\) is positive definite (blue) and \(F_\epsilon(S(x))\) is negative definite (red). Note that the area where \(S(x)\) is a contraction metric does not contain all collocation points any more, but still covers a large part including the new equilibrium \((0, 0, 0)\).

4.2. Three-dimensional example. We consider the three-dimensional example
\[
\begin{align*}
\dot{x} &= x(x^2 + y^2 - 1) - y(z^2 + 1) \\
\dot{y} &= y(x^2 + y^2 - 1) + x(z^2 + 1) \\
\dot{z} &= 10z(z^2 - 1)
\end{align*}
\]
which was discussed in [6, Example 6.4] and has an exponentially stable equilibrium at the origin with basin of attraction \(A(0, 0, 0) = \{(x, y, z) \in \mathbb{R}^3 \mid x^2 + y^2 < 1, |z| < 1\}\).

We have used the collocation points \(X = 0.13 \cdot \mathbb{Z}^3 \cap [-0.65, 0.65]^3\) with \(N = 1331\) points, and as each collocation point requires 6 variables of a symmetric \(3 \times 3\) matrix, we solve a linear system with a \(7986 \times 7986\) matrix. We have used the kernel given by Wendland’s function \(\psi_{6,4}(r) = (1 - cr)^{10}(2145(cr)^4 + 2250(cr)^3 + 1050(cr)^2 + 250cr + 25)\) with \(c = 0.9\). The RKHS in this case is \(H^\sigma\) with \(\sigma = 4 + \frac{3+1}{2} = 6\).

We need to check that the constructed matrix-valued function \(S(x)\) is positive definite and \(F(S(x))\) is negative definite, where \(F(S) = Df(x)^T S(x) + S(x) Df(x) + S'(x)\). To check that a \(3 \times 3\) matrix \(A\) is positive/negative definite we check the signs of the leading principal minors.

Figure 4 summarises the results by displaying the collocation points and the areas where \(F(S)\) is negative definite. Note that \(S\) is positive definite in the whole area displayed.

5. Conclusion and outlook. In this paper we have introduced a method to construct a contraction metric for the determination of the basin of attraction of an equilibrium. The contraction metric is characterised as matrix-valued solution of a linear first-order PDE. We have shown uniqueness of solutions for this PDE as well as continuous dependence on the right-hand side. The construction method is based on approximately solving this linear, first-order PDE for a matrix-valued
function by meshless collocation. This is done by choosing collocation points and solving a system of linear equations.

We have established error estimates which prove that the approximation itself is a contraction metric, provided that the collocation points are dense enough. Thus, we have proven a constructive converse theorem.

Note that the error estimates require that the collocation points are placed in the basin of attraction which is unknown. In practice, however, the numerical method using meshless collocation will always give a result, even if the collocation points are placed outside the basin of attraction, but we cannot guarantee that $S(x)$ will be positive definite and $F(S)(x)$ negative definite.

Moreover, to determine a subset of the basin of attraction, we need to find a compact and positively invariant set. This can, e.g., be achieved by determining a level set of a Lyapunov-like function, such that the orbital derivative of the function is negative at the level set. The computation of Lyapunov(-like) functions can be achieved by various methods, see [11]. Some methods, such as SOS [23, 1] or the revised CPA [10] method, construct a Lyapunov function which has a negative orbital derivative also near the equilibrium, but even methods which fail to have negative orbital derivative near the equilibrium such as the classical CPA [13] or RBF [6] methods can be employed. The reason is that if $K$ is a compact sublevel set of the Lyapunov(-like) function which covers the area with non-negative derivative,
then $K$ is a compact and positively invariant set. After that, we can construct a contraction metric in $K$, which shows that there is a unique exponentially stable equilibrium in $K$ and $K$ is a subset of its basin of attraction.

Hence, a combination of Lyapunov function and a contraction metric is a natural next step, see [7] for a similar idea in the context of periodic orbits. As the computation of a Lyapunov function, a scalar-valued function, is computationally less demanding than computing a matrix-valued function, one should start with computing a Lyapunov function.

The advantage of such a combined method not only solves the problem of finding a compact and positively invariant set $K$, but also requires the more demanding computation of a contraction metric only in a relatively small set $K$, thus reducing computation time. Compared to just computing a Lyapunov function, the combination with a contraction metric is robust to perturbations, as both the positive invariance of the set $K$ and the contraction metric remain valid for a perturbed system.
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