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Abstract: The experience of disruptive events causing supply chain vulnerability and business downturns has motivated manufacturing purchasers to consider resilience capability when selecting suppliers. However, this problem is complex, mainly due to difficulties in obtaining precise data on supplier performance. Disruptions are viewed as low-possibility events, leading to incomplete or insufficient evidence to support assessment. A literature review presented in this paper identifies a list of prospective criteria for resilient supplier selection, within the electronics market, considering both quantitative and qualitative aspects in a symmetrical way. A new hybrid methodology, able to handle various forms of uncertain and incomplete data, is proposed to facilitate the supplier selection process. Evidence theory, which suggests the assignment of degrees of belief, instead of traditional probabilities, to expected results, is adopted to construct a decision matrix. The rule-based transformation technique is then employed to transform various forms of the assessment results into a unified format before further aggregation by the modified Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) method. The proposed methodology is tested with a case of resilient supplier selection in a company producing computer hardware components. The proposed decision-making methodology can be applied not only by electronics purchasers but also by practitioners in other industries to logically and straightforwardly model the uncertainty and incompleteness of the available information.
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1. Introduction

Concerns about supply disruptions that may be man-made (e.g., due to labour strikes, terrorist attacks, political instability, or accidents at plants) or caused by natural disasters (e.g., floods, earthquakes, or epidemic diseases) are increasing among business firms [1,2]. A number of disruptive events in the past caused many buying firms to experience a downturn in their businesses because of shortages of raw materials [3]. For example, a fire at a microchip plant, owned by Philips, in New Mexico caused its production shutdown in 2000, significantly affecting its buyers’ operations. Ericsson, one of the buyers, lost potential income of around 400 million dollars from this event [4]. The Japanese earthquake and tsunami of 2011 considerably affected Apple’s supply chain as a number of its suppliers...
were temporarily shut down. This caused delays in the availability of components for iPad2 for some time [2]. Currently, the COVID-19 outbreak is severely disrupting supply chain and manufacturing operations all over the world, and it is predicted that thousands of assembly plants in the United States and Europe would have to be temporarily shut down since they rely heavily on suppliers in China [5]. The recognition of supply chain continuity has prompted manufacturing companies to increasingly focus on resilience as a criterion for selecting suppliers [6].

Resilience can be defined as the ability of the supply chain to adapt itself to and prepare for unexpected disruptive events, as well as its ability to recover quickly to return to normal operations [1,7]. The effective planning of resilience strategies is now a priority for manufacturers to mitigate business uncertainties and to sustain themselves in an environment of global competition [8].

Supplier selection significantly influences a buyer’s business success and competitive advantage [2,6,9,10]. It is a challenging decision-making process that involves various criteria for consideration. The multi-criteria decision-making (MCDM) approach introduces different methods to solve selection problems when multiple criteria and alternatives are involved. In general, the application of MCDM methods to handle the supplier selection process involves three basic steps. The first is the identification of the criteria for consideration. The second step is the assessment of candidate suppliers based on the previously selected criteria, and the final step is aggregation or analysis of the suppliers’ composite performance under multiple criteria to eventually rank them.

Resilient supplier selection can be defined as the selection of a potential supplier that can provide the best support in the face of disruptive scenarios and reduce the overall risk of supply chain interruption [3,11,12]. Resilient supplier selection is considered a more complex problem than traditional selection problems for several reasons. The resilience capability of a supplier is multidisciplinary, and its complete assessment through quantitative indicators is considered unrealistic. Subjective judgement is always involved in the assessment process due to the inclusion of many qualitative criteria [7,13]. As stressed by Levary [14] and Rajesh and Ravi [15], a method for assessing and ranking suppliers must incorporate input information of both tangible and intangible criteria. Moreover, the risk of supply disruption needs to be considered in modern supply chain management. When the disruption risk is associated with the supplier selection problem, it is unrealistic to expect that complete information regarding all criteria or the decision-maker’s full understanding of the problem is available. Disruptive events normally occur with low probability (but high intensity), and they can be considered inherent uncertainties in the supply chain system. Rare or low-probability events imply incompleteness or a lack of evidence to support the assessment of a supplier’s performance under disruptive situations. Suppliers may have no relevant experience to deal with some events that might never have happened in the past. This also implies that a supplier’s performance in some criteria may be truly unknown at the assessment date. Clear and precise data, therefore, may be unavailable or impossible to find for modelling supplier performance under uncertain scenarios [1,2,7,12]. The probability of events and unknown information, thus, should be used as inputs in the decision-making model to reflect reality and avoid losing meaningful information. From the three basic steps of supplier selection mentioned earlier, questions arise as to what the criteria widely used for resilient supplier selection are and how to logically make such a decision when precise and complete sources of information are unavailable.

This study, therefore, aims to identify commonly used criteria for resilient supplier selection based on a review of the relevant literature and to propose a new decision-making method that can handle uncertainty and incompleteness of information arising from unexpected disruptive situations. ‘Uncertainty’ is defined here as a fluctuation of a supplier’s performance due to possibly changed circumstances, while ‘incompleteness’ means a lack of comprehensive evidence and knowledge that can perfectly explain its performance. The Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) is adopted as a fundamental basis of the proposed method for several reasons. First, it is one of the most widely used MCDM methods for alternative selection. Additionally, its logic is straightforward and easy to understand; it assigns a high composite score to an alternative whose performance is simultaneously the most distant from the negative-ideal solution and the least distant
from the best or the positive-ideal solution. At the end of the process, the TOPSIS method simply gives the closeness coefficient to the ideal solutions for each alternative, which can be viewed as a composite index to rank them [16–18]. However, according to the original TOPSIS introduced by Hwang and Yoon [19], input information must be numeric, definite, monotonically decreasing and increasing, and share a commensurable unit [16]. This means that the original technique is unable to handle qualitative criteria that are difficult to assess precisely, and it cannot tackle incompleteness and uncertainty of the assessment information. In 2018, Sureeyatanapas et al. [17] extended the ability of traditional TOPSIS to be able to determine a composite score of each alternative from a range of possible values, rather than allowing only crisp data to be considered. This current study aims to propose a generalised version of that extended TOPSIS by providing a solution when the assessment of performance is better described through probabilities of occurrence.

A review of the literature addressing resilient supplier selection showed that many studies have integrated fuzzy logic into MCDM methods to handle uncertainties caused by decision makers’ subjective judgements. However, the employment of fuzzy logic still raises a number of concerns and impracticalities. Firstly, fuzzy numbers are linked to linguistic variables used in the assessment of supplier performance and lead to the questions of what is the most appropriate set of fuzzy numbers to represent each variable, and who is the appropriate person to determine it. In addition, linguistic scales used for assessment still lack standardisation and are open to personal bias. Moreover, the aggregated results are still in fuzzy form and need to be defuzzified for the final decision making, and the best alternative is sometimes sensitive to the chosen defuzzification method. Furthermore, most previous studies propose a fuzzy method to handle both quantitative and qualitative criteria, although the former can be simply and straightforwardly assessed using a precise form. In general, there is no need to transform such data into fuzzy numbers, but most previous studies do not present a solution to handling both certain and fuzzy information simultaneously [17]. According to Hasan et al. [13], fuzzy logic lacks sophistication in processing quantitative information. In addition, fuzzy sets lack the ability to model the uncertainty caused by inadequate knowledge or the absence of supportive evidence [20]. The application of fuzzy logic has also been criticised as it unnecessarily increases the complexity of the decision-making process since the results generated by fuzzy methods are usually not different from those calculated by traditional processes [21]. Equally importantly, many studies have proposed methods to solve alternative selection problems by limiting the types of input information. This restriction may result in the loss of meaningful information during the assessment process. Therefore, instead of applying fuzzy logic, this study aims to model the uncertainty and incompleteness of information, arising from unexpected disruptive events, through degrees of belief (according to evidence theory) and evidence-based evaluation grades. Various forms of input information are transformed into a unified format through rule-based transformation. To this end, a solution for logically handling uncertain and incomplete information in MCDM problems is developed and proposed for practical applications.

In this study, the applicability of the proposed solution is demonstrated through the case of resilient supplier selection in electronic components procurement. The electronics industry is chosen for a number of reasons. First, it is one of the significant sectors influencing the global economy. Second, most electronic products (e.g., computers, televisions, and mobile phones) are assembled from a variety of sub-components. Purchasing and supplier selection strategies are, therefore, the critical functions that influence production quality and cost. As stressed by Bharadwaj [22], electronics manufacturers generally spend up to 22–53% of their revenue on the procurement of materials and services from various suppliers. Third, the industry relies heavily on technology that is fast-changing and products with short life cycles. Many electronics manufacturers, therefore, focus on establishing buyer-supplier partnerships, such as technological collaboration, purchase contracts, and strategic alliances, to lower costs and survive global competition [23]. These factors attest to the significance of supplier selection strategy in the electronics industry.
This paper is organised as follows. After the introduction, Section 2 presents a review of previous studies. Section 3 then proposes a new TOPSIS-based methodology. In Section 4, the proposed methodology is applied to a case study of a large-scale manufacturer of computer hardware components. At the end of Section 4, the obtained ranking of candidate suppliers is cross-compared to that determined by the evidential reasoning (ER) approach for validation. Conclusions are drawn in Section 5.

2. Literature Review

This section presents a review of previous studies in four sub-sections. Section 2.1 presents trends in supplier selection. Section 2.2 then reviews previous studies relating to resilient supplier selection by focusing on the criteria and methods employed. Section 2.3 reviews supplier selection criteria generally used in the electronics industry, and Section 2.4 suggests a list of criteria for resilient supplier selection for electronic components procurement.

2.1. Trends in Supplier Selection

Based on review articles and surveys published from 1966 to 2016, Sureeyatanapas et al. [17] reviewed the criteria and methods generally used for supplier selection, without reporting a specific industry or business sector. They concluded that product price was the most commonly used criterion for supplier selection. However, when reviewing the level of importance of each criterion as rated by the respondents in these studies, price was generally not perceived as the most important criterion. Product quality, service, and delivery performance were among the criteria rated as highly important by most business practitioners. They also concluded that the list of criteria for supplier selection was dynamic and likely to change according to current trends in business management strategies. For example, just-in-time manufacturing led to the emergence of criteria relating to geographical location; the trend in supply-chain management introduced many new criteria, such as the supplier’s flexibility, responsiveness, and information and communication technology; the advent of sustainability strategy then encouraged businesses to select suppliers based on their environmental and social responsibility. In the case of the current trend in supplier selection, resilience capabilities have been in the spotlight recently. According to the available literature, the number of SCOPUS-indexed articles with the term ‘resilient supplier selection’ in their titles, abstracts and keywords is increasing every year, from only two articles in 2012 to 45 articles at the end of 2019, indicating the growing interest in this topic in academia, which is also a reflection of the interest among business firms.

According to studies in supply chain performance analysis [24–27], decision-making models supporting the assessment of supply chain performance must consider comprehensive elements in the supply network, covering not only cost and technical capabilities, but also qualitative aspects. For the sake of supplier evaluation and selection, various aspects were emphasised, such as the supplier’s capacity in production, storage, handling and transportation, safety stock, delivery time to the recipient, service quality, supply reliability, safety factors regarding their geographical location, as well as their flexibility or ability to adapt to customer requirements and unexpected circumstances.

In terms of the generally used methods for supplier selection, the review by Sureeyatanapas et al. [17] found that the analytic hierarchy process (AHP), TOPSIS, and data envelopment analysis (DEA) are among the most popular methods employed to solve supplier selection problems. Similar results were obtained in another recently published review article by Aouadni et al. [28] who presented a systematic literature review on supplier selection from 2000 to 2017. They showed that AHP and TOPSIS were the most commonly used methods; hybrid methods also received considerable attention in the last five years of the study. Regarding the TOPSIS, which is selected as a fundamental method for this study, Behzadian et al. [16], who conducted a survey on application of TOPSIS in 266 articles from 103 journals between 2000 and 2011, found that the primary sectors applying TOPSIS were supply chain management and logistics, followed closely by engineering and manufacturing systems. Within the area of supply chain and logistics management, most studies focused on problems of supplier selection as well as transportation and location selection. Most of the studies reviewed proposed a combination of TOPSIS with other methods, rather than...
applying classical TOPSIS. Fuzzy set theory, group decision-making techniques, and AHP were the top three approaches combined with TOPSIS.

AHP and DEA, the other two widely used methods for ranking alternatives, are not adopted here for several reasons. First, AHP and fuzzy AHP are highly dependent on subjective judgements in pairwise comparisons, regardless of any utilisation of quantitative information that may be available. Moreover, they require a large number of judgements and are therefore not practical methods when many criteria and alternatives are considered since it is difficult to obtain consistent judgements from all subjective comparisons [17]. Furthermore, AHP needs to be adopted with caution as there are some technical issues to it, such as the rank reversal problem [29,30] and the violation of the Pareto optimality axiom [31,32]. DEA also raises several concerns. First, it relies on a generally adopted rule of thumb, stating that to optimise the discrimination power of the method the number of alternatives should be at least twice the number of the criteria [33,34]. This requirement is often unrealistic in supplier selection problems. In addition, DEA often gives more than one efficient alternative, and decision makers need to identify another solution to select the best one. It may suit the purpose of performance analysis but not of alternative selection [17].

As seen in these review articles [16,17,28], issues concerning uncertainties in the assessment of supplier performance became the focus of most published articles in the late years of their periods reviewed. The literature relating to supplier management also mentions issues of inherent uncertainties and incompleteness of information in procurement and inventory management processes. Sari [35], for example, addressed the significance of vendor managed inventory (VMI) and collaborative planning, forecasting and replenishment (CPFR) to optimise material and information flow. However, in most VMI implementations, communications between all partners are usually incomplete due to the unavailability or inadequacy of retail-level information. The unique knowledge of retailers is generally not utilised in inventory and purchasing decisions. The implementation of CPFR also faces difficulties due to the intensive requirement of organisational resources and the lack of mutual trust among all supply chain members about sharing information. Similar to Niranjan et al. [36], poor information sharing and data integrity, as well as data inaccuracies, are some of the impediments to successful VMI implementations, as reported in their case studies. Aloini et al. [37] proposed a conceptual design of a ‘last-mile’ logistics solutions (e.g., drones and automation technologies in transportation) to improve the efficiency of the procurement process. Such a concept also faced difficulty from the variability and unpredictability of related information. Additionally, Ravindran et al. [38] stressed that supplier selection problems, particularly in global supply chains, always connected to uncertainties that arise from diverse conditions (e.g., different locations, control capabilities, trade restrictions). The literature shows that most studies employed fuzzy logic to model existing uncertainties [16,17]. However, fuzzy logic may not be the best solution to tackle uncertainties, as described in the introduction.

2.2. Resilient Supplier Selection

The topic of resilient supplier selection has received increasing attention during the past decade. Nourbakhsh et al. [4] proposed a new model to support the supplier selection process by considering both conventional selection criteria (quality, delivery, price, and capacity) and supply risks. In their study, the risks, which were linked to supplier reliability, were grouped into three categories: (i) production (failure of facilities, unavailability of raw materials and labour strikes); (ii) transportation (failure of vehicles and route insecurity); and (iii) communication (failure of communication that disables further operations and transactions). They employed DEA to determine efficient suppliers based on the conventional criteria, while they used an artificial neural network, trained by expert opinion of the risk factors, for estimating reliability scores. The efficiencies and reliability scores were eventually combined to determine the list of non-dominated suppliers.

Several studies have developed mathematical programming models to find the best compromised solution for supplier management that considers supply disruptions. For instance, Sawik [12] proposed a mathematical programming model to select part suppliers and allocate the order quantity by
considering the resilient supply portfolio (suppliers capable of supplying parts during disruptive events). The disruption probability for each supplier was utilised in the proposed model. Ravindran et al. [38] developed a multi-criteria supplier selection model to screen out a large set of initial suppliers (Phase I) and then to allocate the order quantity to the remaining ones (Phase II) under the risk of disruptions. Fourteen criteria were employed for the first phase, while only four significant criteria were used for Phase II, including lead time, quality, cost and risk. Similarly, Torabi et al. [2] proposed a two-stage stochastic programming model to solve supplier selection and order allocation problems under disruption risks. They suggested several proactive strategies, such as consideration of the supplier’s business continuity plans (BCP) and its contracts with backup suppliers. Chen et al. [8] developed a multi-objective programming model for determining the best supplier and the most appropriate supplier location in a particular region, under supply risks caused by natural or man-made disasters. They used an automotive company as a case study. Various criteria were classified into eight groups: safety, quality, delivery, cost, people, environment, cash flow, and risks.

MCDM methods were generally proposed to tackle resilient supplier selection problems. Haldar et al. [1] proposed the application of a fuzzy TOPSIS method to rank suppliers under resilience scenarios in automobile manufacturing. Five basic criteria—quality, product reliability, product functionality, customer satisfaction, and price—were adopted in combination with three resiliency strategy criteria—investment in capacity buffers, responsiveness, and capacity for holding inventory stocks for crises. Sahu et al. [11] applied the fuzzy VIKOR method to handle the vagueness of assessment information in resilient supplier selection problems and to calculate a final score for each candidate supplier. Their list of selection criteria was adopted from Haldar et al. [1]. Rajesh and Ravi [15] utilised a grey relational analysis approach to solve the resilient supplier selection problem. In this study, the issues of imprecise and limited information were mentioned, and the grey relational analysis employed linguistic scales to facilitate the assessment and handle such issues. Thirteen criteria were used in the supplier selection problem, and they were classified into five groups: primary criteria, responsiveness, risk reduction, technical support, and sustainability.

AHP was employed in various studies. Levary [14] applied AHP to rank suppliers by considering the supply risk. Four criteria were employed, including supplier reliability (potential of strikes and loss of client’s proprietary information), country risk (risk of political issues, currency conversion, natural and man-made disasters), transportation reliability, and reliability of the supplier’s suppliers. Pramanik et al. [7] integrated fuzzy TOPSIS with AHP and quality function deployment (QFD) methods to facilitate the resilient supplier selection process. Similar to a number of previous studies, this study suggested consideration of both general criteria and resilience criteria for selection. According to their methodology, suppliers were initially screened by TOPSIS and AHP using general criteria (quality, delivery time, reliability, processing time, and profit margin). Suppliers whose performance was above the predefined cut-off value passed into the second stage where both the manufacturer’s critical criteria and resilience criteria were considered. The critical criteria included conformity of production, fitments of a product, and mean time between failures, while the resilience criteria covered buffer capacity, the number of critical nodes, responsiveness, re-engineering, and adaptive capability. AHP and QFD were integrated to construct a subjective factor measure (SFM) for each supplier. The objective factor measure (OFM) was then determined for each supplier for several cost factors. The SFM and OFM were then combined to construct the supplier selection index for ranking the suppliers. Mohammed et al. [39] applied AHP and fuzzy TOPSIS to evaluate and select suppliers based on their performance in green and resilience criteria. AHP was used to determine the importance weight of the criteria, and candidate suppliers were then ranked through the fuzzy TOPSIS method. The adopted criteria were categorised into three groups: (i) traditional (cost, quality, delivery, performance history, turnover, lead time, and capacity); (ii) green (environmental management system, waste management, and environmental certificate); and (iii) resilience (robustness, agility, leanness, visibility, and flexibility).

Hosseini and Khaled [5] divided suppliers’ resilience capacities into three categories: (i) absorptive capacity (the supplier’s preparedness to absorb damage and minimise negative consequences of
disruptive events, including surplus inventory, location separation, backup supplier contracting, physical protection, and reliability); (ii) adaptive capacity (the supplier’s ability to adapt to unexpected scenarios, including rerouting and reorganisation); and (iii) restorative capacity (the supplier’s capacity to recover from disruptions and return to the normal stage of operation). Data mining, logistic regression, and neural network approaches were employed to predict the resilience capability of each supplier, and AHP was then used to rank them. The proposed hybrid methodology was applied in a case study of plastic supplier selection by a manufacturer in the United States. Gan et al. [3] also proposed a hybrid approach, called GMo-RTOPSIS, that combines the fuzzy best–worst method and TOPSIS to solve resilient supplier selection problems in random environments. The same set of criteria introduced by Hosseini and Khaled [6] was employed. Davoudabadi et al. [20] introduced a new interval-valued intuitionistic fuzzy evaluation framework for solving resilient supplier selection problems. The criteria weights were determined based on the entropy method. The proposed method was applied to the same case studies used by Haldar et al. [1] and Sahu et al. [11] for comparison. Recently, Hasan et al. [13] also employed fuzzy TOPSIS to rank alternative suppliers in resilient supplier selection for the logistics 4.0 industry. The originality of this work lies in the fact that the probability-possibility consistency principle was used to determine triangular fuzzy numbers from large-scale temporal data; goal programming was used to determine optimal order allocation for each supplier.

2.3. Supplier Selection in the Electronics Industry

Due to the fact that the list of decision criteria for supplier selection differs by product category [22], this section reviews previous studies addressing supplier selection problems in the electronics industry to capture the critical criteria generally employed within this industry. Using a questionnaire-based survey, Hirakubo and Kublin [40] compared the relative importance of several criteria adopted by Japanese electronics companies when purchasing switches and printed circuit boards. In general, price was the most critical criterion for Japanese electronics purchasers due to the intense competition in electronic products. A number of other criteria were also identified as important for this industry, including quality, delivery, technology, design, and manufacturing capabilities, as well as experience and reputation. Based on a survey, Bharadwaj [22] also explored a ranking of key buying criteria used by electronics manufacturers. The list of criteria was initially drawn up from a literature review and validated by purchasing managers in the electronics industry. This resulted in a variety of criteria that were then classified into four groups. They were ranked in order of importance from the highest to lowest, based on group means for ratings, as follows: product quality, delivery, price, and post-sales service. The survey results for two different product groups also indicated that the importance of decision criteria was generally similar across an array of electronic component parts.

Gencer and Gürpinar [41] proposed a supplier selection model based on the analytic network process (ANP) and applied the model to a company producing electronic products. A large number of selection criteria were identified and classified into three clusters: supplier’s business structure, manufacturing capability, and quality system. Chiou et al. [42] employed fuzzy AHP to determine and compare the relative importance of criteria for green supplier selection by American, Japanese, and Taiwanese electronics manufacturers in China. More than 20 criteria were identified and classified into six groups, including a group for the supply chain base (cost, quality, delivery, and service) and five other groups relating to environmental performance and social responsibility. The comparative results showed that the supply chain base criteria were rated as of the highest importance, with the relative weights greater than 0.33 for all three groups of respondents.

Lee et al. [23] identified four strategic criteria influencing buyer-supplier relationships in the electronics industry, with a case study of a company manufacturing hard disks in Taiwan. The four strategies were cost reduction, quality improvement, stabilised supply, and research and development (R&D) facilitation. Various supplier evaluation criteria were also identified in their study. Chang et al. [10] designed a questionnaire, by applying a fuzzy decision-making trial and evaluation
laboratory (DEMATEL) technique, to survey key criteria for supplier selection in the electronics industry, as well as to analyse causal relationships between criteria. The results showed that the criteria of high importance for this industry included product quality, stable delivery, reaction to demand change in time, and service.

2.4. Suggested List of Criteria for Resilient Supplier Selection in the Electronics Industry

From the reviews in Sections 2.2 and 2.3, the large number of criteria suggested in the literature for resilient supplier selection in the electronics industry was synthesised into 17 criteria. They were classified into two groups: resilience capabilities and general criteria (Table 1). Note that the names of criteria shown in Table 1 may not be the same as in the original sources. The names were generated based on the authors’ interpretation.

|Criterion| Definition| References|
|---|---|---|
|**Resilience capabilities**| | |
|1. Responsiveness| The supplier’s ability and availability to quickly react or respond to customer requirements. | [1,6,7,11,13,15,38,39]|
|2. Safety stock inventory| The supplier’s capacity to hold adequate amounts of essential materials and goods to support customers during disruptive events. | [1,2,4,6,7,11,13]|
|3. Invulnerable location| The supplier’s location which should be in a safe area with low risk of natural disasters to minimise impacts on supply chain processes. | [4,6,14]|
|4. Backup supplier contracts| The supplier’s outsourcing contracts which enable customers to overcome shortages of supply capacity in the case of disruption. | [2,6,7,13,14]|
|5. Robustness| Physical protection infrastructure and safety system of the supplier’s building and facilities to minimise negative impacts of disruption, especially in the case of natural disasters. | [4,6,13,15,39]|
|6. Delivery rerouting| Rerouting options (based on the supplier’s location) or the supplier’s ability to adjust transportation routes during disruptive events. | [4,6,13,14,39]|
|7. Restoration| The supplier’s ability to restore damaged facilities and equipment or to resume production to a normal state of operation. | [2,6,7,13,15]|
|8. Risk of production shutdown| The possibility of production shutdown, which may be caused by failure of facilities, machine breakdown, labour strikes, natural disasters, and technological problems. | [4,8,14,15,38]|
|9. Risk of transportation failure| The possibility of transportation failure, which may be caused by vehicle failure, route insecurity, terrorist attacks, and natural disasters. | [4,8,14,15]|
|10. Risk of communication breakdown and loss of information| The possibility of communication and transaction breakdown which may be caused by system errors and instability and insecurity of the information system. | [4,8,13–15,38,39,41]|
|**General criteria**| | |
|11. Production capacity| The volume of products that can be produced and delivered by the supplier using their current resources. | [4,7,13,23,38–41]|
|12. Delivery performance| The supplier’s order cycle time, on-time delivery performance, and shipping accuracy. | [4,7,8,13,15,22,23,38–42]|

Table 1. Synthesised criteria for resilient supplier selection in the electronics industry.
Table 1. Cont.

| Criterion                        | Definition                                                                 | References          |
|----------------------------------|---------------------------------------------------------------------------|---------------------|
| 13. Service and support          | The supplier’s ability and willingness to assist with the design process and ability to provide technical assistance and support for post-sales services. | [1,8,11,15,22,23,38,40–42] |
| 14. Innovation and technology    | The supplier’s innovation and technological advances.                      | [7,15,23,38,40,41]  |
| 15. Firm’s image and reputation  | The supplier’s profile, image, market share, and brand recognition.        | [7,8,15,23,38–42]   |
| 16. Product quality              | Defect rate at the customer’s plant, or the supplier’s process capability. | [1,4,7,8,11,15,22,23,38–42] |
| 17. Product price                | The unit price of the product.                                             | [1,4,7,8,11,13,15,22,23,38–42] |

3. Extension of TOPSIS

The ideal scenario for supplier selection is one in which the suppliers’ performance can be precisely assessed with sufficient sources of information. When their performance in all criteria is available and stable, the assessor can be confident enough to assign a single value to each supplier for a quantitative criterion, or precisely rate each supplier with a specific set of rating scales or evaluation grades for a qualitative criterion. However, this is not always the case in reality. When a supplier’s performance in a particular criterion fluctuates or is uncertain, it may be more rational to determine the probability of occurrence for each outcome based on historical information or logical prediction. For example, when assessing supplier X on the criterion ‘service and support’ with a set of evaluation grades (very poor, poor, fair, good and excellent), according to past experience, most of their staff members were able to instantly solve a technical problem with competence and always with a good attitude in assisting and supporting. However, a few were still not competent enough and could not solve problems without asking for help from colleagues and consequently spent a long time in completing tasks. With this type of information, the assessor is only 80% sure that the performance is ‘excellent’ and 20% sure it is ‘good’. Because of the completeness of historical information, the probabilities assigned to all grades sum to one. Uncertainty also exists in quantitative assessments, for instance, for product prices that are periodically adjusted because they are influenced by many global factors. For example, based on information from the previous 12 months, the price is changed every three months, starting from 10 Baht in the first quarter to 9.5 Baht and then to 9.2 Baht in the second and third quarters before raising it to 11 Baht in the last quarter. This information leads the assessor to assign a probability of 0.25 (or 25%) to each price (10, 9.5, 9.2, and 11 Baht). Instead of the allocation of 100% probability to the average value (9.925 Baht), the distribution of probabilities of occurrence to the quarterly values provides a more comprehensive picture of price fluctuation and preserves the original features of the data [43].

Nevertheless, a supplier’s past performance may not be completely known, and on-hand sources of information may help the assessor to predict only some parts of future performance. In this case, full confidence cannot be given by the assessor to the supporting information or evidence due to its incompleteness. For example, for the criterion ‘inulnerable location’, the available information based on geology may lead the assessor to be 90% certain that the supplier’s current location is safe from flooding, earthquakes, and other kinds of natural disasters. The assessor, however, still leaves 10% for unpredictable incidents due to the incompleteness of the information. This 10% is the degree of global ignorance [44]. This means that if the same set of evaluation grades (very poor, poor, fair, good and excellent) is employed, the probability of 0.1 is not assigned to any grade, and the probabilities assigned to all the grades do not sum to one. This case, in fact, does not conform to probability theory which states that the probabilities of all possible events must sum to one. Due to non-conformance with probability theory, this study, therefore, employs evidence theory to model the assessment results instead of the traditional probability theory. Another possible situation in real-life practice is the assessor completely lacking information for an assessment—a case of complete ignorance [44].
Evidence theory also provides a solution to handle such circumstances. The theory and its application to resilient supplier selection problems are described in Section 3.1.

With several types of results possibly emerging from the assessment of qualitative and quantitative criteria, the results need to be transformed into a unified format to enable the aggregation of data for TOPSIS. This study employs the rule-based information transformation technique to handle the task. Section 3.1 introduces the basic principle of evidence theory and the formation of a generalised decision matrix, and Section 3.2 describes the rule-based information transformation technique that has been modified for this study. Section 3.3 presents the integration of the generalised or transformed decision matrix into the extended TOPSIS method.

3.1. Evidence Theory and Generalised Decision Matrix

Evidence theory was originally developed by Arthur P. Dempster in 1967 [45] and was later formalised by Glenn Shafer in 1976 [46]. It is also known as the Dempster-Shafer theory or D-S theory. Evidence theory is a generalisation of traditional probability theory. The latter allows probabilities to be assigned to only mutually exclusive singletons, or individual answers; in contrast, in the former, probabilities can be assigned to subsets of answers to model uncertainties and ignorance. Evidence theory gives way to probability theory when adequate evidence is available, leading to the assignment of probabilities to only single answers [47].

Evidence theory considers belief functions instead of probability functions. According to this, for each source of information or piece of evidence, a decision maker can express a degree of belief or probabilistic opinion in either an individual answer in the space or a set of possible answers, or both. The assignment of degrees of belief to a set of answers implies that the evidence does not have sufficient information to precisely specify the single right answer. After considering all pieces of evidence, the degrees of belief assigned to all possible answers do not necessarily sum to one, and the sum can be less than one. In the case of the latter, the remainder denotes the degree of incompleteness of the evidence. In other words, the available sources of information are unable to provide a complete picture of the situation [48].

Based on evidence theory, Yang and Singh [49] and Yang [43] proposed a generalised decision matrix to model MCDM problems, in which each criterion is assessed and then reported in the form of a belief structure, or a belief distribution. For an MCDM problem considering \( M \) number of alternatives \( a_l (l = 1, \ldots, M) \) for each of \( L \) number of criteria \( e_i (i = 1, \ldots, L) \), each criterion is assessed using a set of evaluation grades \( H_n (n = 1, \ldots, N) \) called a frame of discernment, with the grades being mutually exclusive and collectively exhaustive. The relative weight of criterion \( e_i \) is denoted by \( w_i \) under the conditions, \( 0 \leq w_i \leq 1 \) and \( \sum_{i=1}^{L} w_i = 1 \). In evidence theory, each grade \( H_n \) is considered an individual answer, and the criterion \( e_i \) is considered a piece of evidence or a source of information. The finite set of \( N \) distinctive grades can be defined by:

\[
H = \{H_n, n = 1, \ldots, N\}
\]  

where \( H_{n+1} \) is preferred to \( H_n \). This means that \( H_1 \) and \( H_N \) are the worst and the best grades, respectively. Then, a generalised decision matrix can be constructed as shown in Table 2.

Table 2. Generalised decision matrix in the form of belief structures.

| Decision Matrix   | \( w_1 \) | \( w_2 \) | \( \ldots \) | \( w_L \) |
|-------------------|-----------|-----------|-------------|-----------|
| \( M \times L \)  | \( e_1 \) | \( e_2 \) | \( \ldots \) | \( e_L \) |
| \( a_1 \)         | \( S(e_1(a_1)) \) | \( S(e_2(a_1)) \) | \( \ldots \) | \( S(e_L(a_1)) \) |
| \( a_2 \)         | \( S(e_1(a_2)) \) | \( S(e_2(a_2)) \) | \( \ldots \) | \( S(e_L(a_2)) \) |
| \( \ldots \)      | \( \ldots \) | \( \ldots \) | \( \ldots \) | \( \ldots \) |
| \( a_M \)         | \( S(e_1(a_M)) \) | \( S(e_2(a_M)) \) | \( \ldots \) | \( S(e_L(a_M)) \) |
$S(e_i(a_i))$ denotes a generalised belief structure, which is the assessment result for alternative $a_i$ for criterion $e_i$. It can be expressed as shown below.

$$S(e_i(a_i)) = \{ (H_n, \beta_{n,i}(a_i)), \ n = 1, \ldots, N; \ (H, \beta_{H,i}(a_i)) \}, \ i = 1, \ldots, L, \ l = 1, \ldots, M$$

(2)

where $\beta_{n,i}(a_i)$ denotes a degree of belief in which an alternative $a_i$ is assessed as grade $H_n$ when considering criterion $e_i$, and $\beta_{n,i}(a_i) \geq 0$ and $\sum_{n=1}^{N} \beta_{n,i}(a_i) \leq 1$. If $\sum_{n=1}^{N} \beta_{n,i}(a_i) = 1$, the assessment is considered complete; otherwise, it is incomplete. The case of complete ignorance emerges when $\sum_{n=1}^{N} \beta_{n,i}(a_i) = 0$. $\beta_{H,i}(a_i)$ represents the degree of global ignorance implying that, for a criterion $e_i$, an alternative $a_i$ could be assessed as any grade in the set $H$ due to the lack of supporting evidence. Thus, the following conditions are applied: $\beta_{H,i}(a_i) \geq 0$ and $\sum_{n=1}^{N} \beta_{n,i}(a_i) + \beta_{H,i}(a_i) = 1$. This means that $\beta_{n,i}(a_i)$ represents the lower bound of the probability that $a_i$ is assessed as $H_n$, while $\beta_{n,i}(a_i) + \beta_{H,i}(a_i)$ becomes the upper bound [43,44,50].

A strict condition required by evidence theory for combining information is that elements defined by all pieces of evidence must be members of the same frame of discernment [51,52]. In general, when it is applied to MCDM problems, all criteria must be assessed by the same set of evaluation grades; otherwise, the performance of an alternative for different criteria cannot be aggregated. This condition may not be practical in reality. For example, it may be more sensible and practical to assess quantitative criteria using numerical measurement values, rather than by employing subjective grading or rating scales. For qualitative criteria, although rating scales or a set of grades can be employed to facilitate evaluation, each grade should be attached to a clear description connected to evidence or feasible situations to minimise inconsistency in subjective grading as well as to standardise the assessment. Under this concept, it may be unrealistic to employ the same set of grades for all qualitative criteria since the number of grades for each criterion should depend on how many distinct levels of feasible practices exist to ensure that the grades are collectively exhaustive [17,53]. The next section, therefore, describes how various forms of assessment results can be transformed into the same standards, which are in the form of generalised belief structures as defined by Table 2 and Equation (2). The generalised belief structures all employ the same set of grades, hereafter called the ‘general’ set of grades, as shown in Equation (1).

Table 3 summarises eight possible forms of assessment results considered in this study. For qualitative assessment, $S^i(e_i(a_i))$ denotes a belief structure which is the assessment result of alternative $a_i$ for criterion $e_i$ using its own set of evaluation grades, $H^i = \{ H^i_n, \ n = 1, \ldots, N^i \}$, which is not in the form of the general grades yet. $\gamma^{i,n}(a_i)$ represents a degree of belief in which an alternative $a_i$ is assessed as grade $H^i_n$ when considering a criterion $e_i$. In terms of quantitative assessment, $S^i(e_i(a_i))$ denotes a belief structure that is the assessment result of alternative $a_i$ for criterion $e_i$ in the form of numerical measurement values, or $h^i_j$, and $\gamma^{i,j}(a_i)$ is the degree of belief that an alternative $a_i$ is assessed to a value $h^i_j$ for criterion $e_i$. As previously stated, these possible forms of the assessment results need to be transformed into the same standards before aggregation.

| Assessment Results | Mathematical Formulations ($i = 1, \ldots, L, l = 1, \ldots, M$) |
|--------------------|---------------------------------------------------------------|
| **Qualitative assessment** | | |
| (1) Precise and complete | $S^i(e_i(a_i)) = \{ (H^i_n, 1.0) \}$ |
| (2) Uncertain but complete | $S^i(e_i(a_i)) = \{ (H^i_n, \gamma^{i,n}(a_i)), \ n = 1, \ldots, N^i; \sum_{n=1}^{N^i} \gamma^{i,n}(a_i) = 1 \}$ |
| (3) Uncertain and incomplete (with a degree of ignorance) | $S^i(e_i(a_i)) = \{ (H^i_n, \gamma^{i,n}(a_i)), \ n = 1, \ldots, N^i; \sum_{n=1}^{N^i} \gamma^{i,n}(a_i) < 1 \}$ |
| (4) Complete ignorance | n/a (the assessor has no information to conduct the assessment) |
| **Quantitative assessment** | | |
| (5) Precise and complete | $S^i(e_i(a_i)) = \{ (h^i_j, 1.0) \}$ |
| (6) Uncertain but complete | $S^i(e_i(a_i)) = \{ (h^i_j, \gamma^{i,j}(a_i)), \ j = 1, \ldots, J^i; \sum_{j=1}^{J^i} \gamma^{i,j}(a_i) = 1 \}$ |
| (7) Uncertain and incomplete (with a degree of ignorance) | $S^i(e_i(a_i)) = \{ (h^i_j, \gamma^{i,j}(a_i)), \ j = 1, \ldots, J^i; \sum_{j=1}^{J^i} \gamma^{i,j}(a_i) < 1 \}$ |
| (8) Complete ignorance | n/a |
3.2. Rule-Based Information Transformation Technique

The rule-based information transformation technique was introduced by Yang [43] to transform various forms of assessment information into a unified format, as a normalisation process in traditional MCDM, before the aggregation of multiple criteria for each alternative. Such a technique is readily applicable to various forms of assessment results defined for this study, as summarised in Table 3. The proposed technique requires a decision-maker to construct ‘rules of equivalence’ based on his/her knowledge and experience. The explanation of the rule-based transformation technique, mainly adapted from Yang [43], is given in two parts below for qualitative and quantitative assessments.

3.2.1. Rule-Based Transformation Technique for Qualitative Assessment

Let each qualitative criterion \( e_i \) be assessed using its own set of grades, \( H^i = \{H^i_n, n = 1, \ldots, N^i\} \). The original assessment of alternative \( a_l \) for criterion \( e_i \), or \( S^i(e_i(a_l)) \), can be defined by Equation (3).

\[
S^i(e_i(a_l)) = \{(H^i_n, \gamma^i_n(a_l)) ; n = 1, \ldots, N^i\}
\]

(3)

where \( \sum_{n=1}^{N^i} \gamma^i_n(a_l) \leq 1 \). Then, each grade \( H^i_n \) can be transformed into any grades in the general set \( H \), where \( H = \{H_n, n = 1, \ldots, N\} \) based on their equivalence which is determined by the form of rules. The simplest idea is that both sets have an equal number of grades, or \( N^i = N \), and each grade \( H^i_n \) completely means or is equivalent to a grade \( H_n \) in \( H \). In this case, \( S^i(e_i(a_l)) \) can be easily transformed into a generalised belief structure \( S(e_i(a_l)) \) defined by Equation (4).

\[
S(e_i(a_l)) = \{(H_n, \beta_{n,l}(a_l)) ; n = 1, \ldots, N\}
\]

(4)

However, as mentioned before, this may not be practical for actual assessment according to the different characteristics of various criteria. In general, it may be the case that \( N^i \neq N \), and a grade \( H^i_n \) in \( H^i \) does not exactly mean a single grade \( H_n \) in \( H \), but a number of grades in \( H \) to some degrees of equivalence. To avoid confusion from a duplicate parameter, only for qualitative assessment, the generalised belief structure \( S(e_i(a_l)) \) defined by (4) is revised as shown in (5).

\[
S(e_i(a_l)) = \{(H_k, \beta_{k,l}(a_l)) ; k = 1, \ldots, N\}
\]

(5)

Let \( H^i_n \) in \( H^i \) be equivalent to grade \( H_k \) in \( H \) to a degree \( \alpha_{k,n} \), where \( 0 \leq \alpha_{k,n} \leq 1 \) and \( \sum_{k=1}^{N} \alpha_{k,n} = 1 \). Then, the equivalence rules can be defined, using symbol \( \leftrightarrow \) to represent the equivalence, as follows:

\[
H^i_n \leftrightarrow \{(H_k, \alpha_{k,n}) ; k = 1, \ldots, N\}
\]

(6)

Equivalence implies that the underlying utility, based on the decision-maker’s preference, of \( H^i_n \), is equal to the expected utility of \( \{(H_k, \alpha_{k,n}) ; k = 1, \ldots, N\} \). After all the rules for equivalence are determined, the original assessment \( S^i(e_i(a_l)) \) can be transformed into the generalised belief structure \( S(e_i(a_l)) \), and \( \beta_{k,l}(a_l) \) can be calculated as follows:

\[
\beta_{k,l}(a_l) = \sum_{n=1}^{N^i} \alpha_{k,n} \gamma^i_n(a_l) ; k = 1, \ldots, N
\]

(7)

3.2.2. Rule-Based Transformation Technique for Quantitative Assessment

To transform numerical values into the generalised belief structure in the form of a general set of grades \( H = \{H_n, n = 1, \ldots, N\} \), let \( h^i_n \) be the numerical value equivalent to the general grade \( H_n \), as defined by (8).

\[
h^i_n \leftrightarrow H_n (n = 1, \ldots, N)
\]

(8)
Suppose value $h_{ij}^i$ is an assessment result of alternative $a_l$ for criterion $c_i$ with a belief degree of $\gamma_{ij}^l(a_l)$, the original assessment can be defined as in Equation (9).

$$S_i^l(c_i(a_l)) = \{(h_{ij}^i, \gamma_{ij}^l(a_l)), j = 1, \ldots, J\}$$ (9)

where $0 \leq \gamma_{ij}^l(a_l) \leq 1$ and $\sum_{j=1}^J \gamma_{ij}^l(a_l) \leq 1$. In the case of precise assessment where there is only one $h_{ij}^l$, $\gamma_{ij}^l(a_l) = 1.0$. The assessment value $h_{ij}^l$ is not necessarily equal to value $h_{in}^i$, and it can fall between the two values $h_{in}^i$ and $h_{in+1}^i$, as exemplified by Figure 1.

![Figure 1](image)

**Figure 1.** Case in which $h_{ij}^l$ falls between $h_{in}^i$ and $h_{in+1}^i$, when $N = 4$.

In Figure 1, the belief degree $\gamma_{ij}^l$ is distributed to both of the general grades $H_n$ and $H_{n+1}$. The closer the distance, the higher the degree of belief allocated to both grades. As seen in Figure 1, a higher degree of belief is given to $H_n$. $\beta_{n,ij}(a_l)$ denotes the degree of belief allocated based on value $h_{ij}^l$ to grade $H_n$ for alternative $a_l$ and criterion $c_i$; it can be calculated as follows:

$$\beta_{n,ij}(a_l) = \frac{h_{n+1}^i - h_{ij}^l}{h_{n+1}^i - h_{n}^i}$$ (10)

$$\beta_{n+1,ij}(a_l) = 1 - \beta_{n,ij}(a_l)$$ (11)

$$\beta_{k,ij}(a_l) = 0, \ k = 1, \ldots, N \text{ and } k \neq n \text{ and } k \neq n + 1$$ (12)

When the assessment is uncertain, or when the number of $h_{ij}^l$ is equal to $J$, and each $h_{ij}^l$ holds a belief degree equal to $\gamma_{ij}^l(a_l)$, $\beta_{n,ij}(a_l)$ can be calculated by the following equation:

$$\beta_{n,ij}(a_l) = \sum_{j=1}^J (\gamma_{ij}^l \beta_{n,ij}(a_l))$$ (13)

From the proposed formulation, $S_i^l(c_i(a_l))$ can be transformed into the generalised belief structure shown in Equation (14).

$$S(c_i(a_l)) = \{(H_n, \beta_{n,ij}(a_l)), n = 1, \ldots, N\}$$ (14)

Transformation using rules of equivalence preserves the original features of complete and incomplete assessment. Based on the rule-based transformation technique, various forms of the original assessments shown in Table 3 can be transformed into the generalised belief structure shown in Table 4. $\beta_{H_n}(a_l)$ is the degree of global ignorance that exists when an alternative $a_l$ could be assessed to any grades in the set $H$, which is a consequence of unavailable or incomplete information.
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Table 4. Generalised belief structures after rule-based transformation.

| Qualitative assessment | Mathematical Formulations \( i = 1, \ldots, L, l = 1, \ldots, M \) |
|------------------------|--------------------------------------------------------------------------------|
| (1) Precise and complete | \( S(c_l(a_i)) = \{(H_n, \beta_{n,l}(a_i)) \}, n = 1, \ldots, N \}, \sum_{n=1}^{N} \beta_{n,l}(a_i) = 1 \) |
| (2) Uncertain but complete | \( S(c_l(a_i)) = \{(H_n, \beta_{n,l}(a_i)) \}, n = 1, \ldots, N \}, \sum_{n=1}^{N} \beta_{n,l}(a_i) = 1 \) |
| (3) Uncertain and incomplete (with a degree of ignorance) | \( \sum_{n=1}^{N} \beta_{n,l}(a_i) < 1 \) and \( \beta_{H,l}(a_i) > 0 \) and \( \sum_{n=1}^{N} \beta_{n,l}(a_i) + \beta_{H,l}(a_i) = 1 \) |
| (4) Complete ignorance | \( S(c_l(a_i)) = \{(H, 1.0)\} \) |

Quantitative assessment
(1) Precise and complete
(2) Uncertain but complete
(3) Uncertain and incomplete (with a degree of ignorance)
(4) Complete ignorance
S(c_l(a_i)) = \{(H_n, \beta_{n,l}(a_i)) \}, n = 1, \ldots, N \}, \sum_{n=1}^{N} \beta_{n,l}(a_i) = 1 \)
S(c_l(a_i)) = \{(H_n, \beta_{n,l}(a_i)) \}, n = 1, \ldots, N \}, \sum_{n=1}^{N} \beta_{n,l}(a_i) = 1 \)
S(c_l(a_i)) = \{(H_n, \beta_{n,l}(a_i)) \}, n = 1, \ldots, N \}, \sum_{n=1}^{N} \beta_{n,l}(a_i) = 1 \)
S(c_l(a_i)) = \{(H, 1.0)\} |

3.3. Integration of a Generalised Decision Matrix Into TOPSIS
After transformation, the generalised decision matrix (Table 2) can be constructed. The belief
distribution shown in the matrix describes a comprehensive picture of the assessment result for each alternative for each criterion. These, however, are still difficult and not straightforward for comparing and ranking the alternatives. Yang [43] suggested the comparison of alternatives based on their utility, which reflects the degree of a decision-maker’s preferences for the values being considered; utility is based on his/her attitude towards risk [54]. The utility of a general grade \( H_n \), denoted by \( u(H_n) \), is a function between 0 and 1, where \( u(H_{n+1}) > u(H_n) \). When the utility of all grades is determined, the expected utility of an alternative \( a_i \) for criterion \( c_l \) can be defined by Equation (15).

\[
 u(S(c_l(a_i))) = \sum_{n=1}^{N} (\beta_{n,l}(a_i) \cdot u(H_n)) \tag{15}
\]

Nevertheless, when an assessment is incomplete, with an unassigned belief degree or \( \beta_{H,l}(a_i) \), the expected utility of an alternative \( a_i \) cannot be straightforwardly determined; therefore, a utility interval for that alternative needs to be established, instead. The maximum and minimum of the interval can be set by simply assuming that \( \beta_{H,l}(a_i) \) is transferred to either the best grade \( (H_N) \) or the worst grade \( (H_1) \), respectively. The maximum and minimum utility of each alternative \( a_i \) can be calculated by Equations (16) and (17), as adapted from Yang [43].

\[
 U_{\text{max}}(c_l(a_i)) = \sum_{n=1}^{N-1} (\beta_{n,l}(a_i) \cdot u(H_n)) + (\beta_{n,l}(a_i) + \beta_{H,l}(a_i)) \cdot u(H_N) \tag{16}
\]

\[
 U_{\text{min}}(c_l(a_i)) = (\beta_{H,l}(a_i) + \beta_{H,l}(a_i))u(H_1) + \sum_{n=2}^{N} (\beta_{n,l}(a_i) \cdot u(H_n)) \tag{17}
\]

If all assessments are complete, or \( \beta_{H,l}(a_i) = 0 \), the maximum utility and the minimum utility are equal. This process results in a new decision matrix, hereafter called an interval decision matrix, which becomes a starting point for applying the extended TOPSIS method proposed by Sureeyatanapas et al. [17]. The extended TOPSIS is briefly described below.

Table 5 shows an interval decision matrix for an MCDM problem with \( M \) number of alternatives \( a_i \) \( (i = 1, \ldots, M) \) for \( L \) number of criteria \( c_l \) \( (l = 1, \ldots, L) \). The meaningful concept of TOPSIS is to give the highest composite score to an alternative with the shortest distance from the positive ideal solution (PIS) and the longest distance from the negative ideal solution (NIS). The composite score,
Thus, instead of giving a single TOPSIS clarifies that when the input information is uncertain, the output is consequently uncertain. Symmetry 2020 CC based on the average of their min \( \bar{Z} \) back into a matrix \( Z \) at the highest level, and all \( U \) and \( k \) must be at the minimum level, and performances of other alternatives or all \( U \) and \( k \) are at the maximum level. The same concept is applied when determining max \( CC \) for an alternative \( l \) and all \( U \) for the highest level, and all \( U \) for \( k \) are at the lowest level, as specified by Equations (18) and (19). Based on this concept, the interval decision matrix, which is a matrix of \( 2M \times L \), is converted back into a matrix \( Z \), which is in a common form for \( M \times L \). Then, the problem can be simply solved by the traditional TOPSIS method, as described by (20)–(25). This means that calculations are made \( 2 \times M \) times when comparing \( M \) alternatives (twice for calculating min \( CC \) and max \( CC \) for each alternative \( a_l \)).

| Decision Matrix | \( w_1 \) | \( w_2 \) | ... | \( w_L \) |
|-----------------|-----------|-----------|-----|-----------|
| \( 2M \times L \) | \( e_1 \) | \( e_2 \) | ... | \( e_L \) |
| \( a_1 \) | \( U_{\min}(e_1(a_1)) \) | \( U_{\min}(e_2(a_1)) \) | ... | \( U_{\min}(e_L(a_1)) \) |
| \( a_2 \) | \( U_{\max}(e_1(a_2)) \) | \( U_{\max}(e_2(a_2)) \) | ... | \( U_{\max}(e_L(a_2)) \) |
| ... | ... | ... | ... | ... |
| \( a_M \) | \( U_{\min}(e_1(a_M)) \) | \( U_{\min}(e_2(a_M)) \) | ... | \( U_{\min}(e_L(a_M)) \) |
| | \( U_{\max}(e_1(a_M)) \) | \( U_{\max}(e_2(a_M)) \) | ... | \( U_{\max}(e_L(a_M)) \) |

To calculate min \( CC \) for an alternative \( a_l \), all of its performances, or all \( U(e_i(a_l)) \), \( i = 1, \ldots, L \) must be at the minimum level, and performances of other alternatives or all \( U(e_i(a_k)) \) for \( i = 1, \ldots, L \) and \( k \neq l \) are at the maximum level. The same concept is applied when determining max \( CC \), that is another alternative \( a_l \) which will reach the maximum composite score only when all of its \( U(e_i(a_l)) \), \( i = 1, \ldots, L \) are at the highest level, and all \( U(e_i(a_k)) \) for \( k \neq l \) are at the lowest level, as specified by Equations (18) and (19).

If objective function = Min \( CC \), \( Z_{kl} = \begin{cases} U_{\min}(e_i(a_k)), & k = l \\ U_{\max}(e_i(a_k)), & k \neq l \end{cases} \) \( V_l = w_l \bar{Z}_l \) \( PIS_l = \max(V_l) \) \( NIS_l = \min(V_l) \) \( S_{PIS_l} = \sqrt{\sum_{i=1}^{k}(V_l - PIS_l)^2} \) \( S_{NIS_l} = \sqrt{\sum_{i=1}^{k}(V_l - NIS_l)^2} \) \( CC_l = S_{NIS_l}/(S_{PIS_l} + S_{NIS_l}) \)
The alternative with the highest avg CC is recommended. This approach, however, may not be decisive or convincing due to its potential loss of meaningful information. Another approach is to integrate the decision-maker’s risk attitude into the judgement. For example, if the decision maker is risk seeking, an alternative with the highest max CC may be preferred to the others, although its avg CC may not be the highest. On the other hand, a person who is risk averse may avoid selecting an alternative with the lowest min CC, although its avg or max CC is superior to that of the others, in order to avoid the possibility of very low performance by the selected alternative [17,54].

The procedure for the implementation of the proposed methodology can be summarised as follows. Note that our assumption is that the weights of decision criteria are certain and available; the weighting process is thus not mentioned in this paper.

1. Conduct an assessment of quantitative criteria through numerical measurement and qualitative criteria with a specified set of evaluation grades. Degrees of belief are assigned to numerical values for quantitative criteria and grades that best describe the actual situation for qualitative criteria. Note that more than one value or a grade could be assigned if the situation is uncertain, and the total degree of belief could be less than one if the supporting information is insufficient or incomplete. The results can eventually be in various forms, as defined in Table 3.

2. Identify a general set of grades and construct the equivalence rules between the assessment scales of each criterion and the general grades.

3. Transform the original assessment results, using the rule-based transformation technique, into the generalised belief structure \( S(e_i(a_l)) \) for each alternative \( a_l \) for each criterion \( e_i \), and then draw the generalised decision matrix, as exemplified by Table 2.

4. Convert the belief structures into utility intervals, and then construct the interval decision matrix, as shown in Table 5.

5. Calculate the min CC\(_l\) and max CC\(_l\) for each alternative \( a_l \) based on extended TOPSIS.

6. Select the best alternative based solely on avg CC or in combination with the decision-maker’s risk attitude.

4. Application of the Proposed Methodology in a Resilient Supplier Selection Problem

To demonstrate the applicability of the proposed hybrid methodology, a case of resilient supplier selection in electronic components procurement was employed. The case study was a large-scale company producing various components of computer hardware in Thailand. First, a purchasing manager was asked to select criteria, from the list in Table 1, for resilient supplier selection for the purchase of one particular product. The manager chose seven criteria, including responsiveness (\( e_1 \)), backup supplier contracts (\( e_2 \)), restoration (\( e_3 \)), risk of losing information and communication (\( e_4 \)), service and support (\( e_5 \)), innovation and technology (\( e_6 \)), and product quality (\( e_7 \)). The number of chosen criteria is considered appropriate, as suggested by the literature on supplier selection, which states that it is difficult for buyers to simultaneously consider more than seven to nine criteria in their supplier selection process [22]. Next, an interview was conducted with the same manager and a purchasing engineer for defining the assessment scale for each criterion. A suitable indicator and its measurement unit were set for each quantitative criterion (\( e_2 \), \( e_4 \), and \( e_7 \)). For each qualitative criterion (\( e_1 \), \( e_3 \), \( e_5 \), and \( e_6 \)), the definition of each evaluation grade was clarified to ensure the whole set of grades covered all feasible situations. The defined assessment scales are shown in Table 6. Note that this study does not aim to generalise the important criteria for resilient supplier selection and the appropriate assessment scales since these types of information tend to vary by decision-makers’ experiences and preferences on a case-by-case basis. We do not claim the information in Table 6 to be the most appropriate way of assessment since it was identified by only two staff members of the case-study company.
### Table 6. Examples of assessment scales for criteria chosen for resilient supplier selection.

| Criterion | Assessment Scale |
|-----------|------------------|
| **Responsiveness** ($c_1$) | Assessment grades A–D  
(A) The supplier responds rapidly (before the commitment or beyond the buyer’s expectation).  
(B) The supplier responds on time and in the expected manner.  
(C) The supplier responds slightly later than the commitment (1–3 h late).  
(D) The supplier responds very slowly (> 3 h later than the commitment). |
| **Backup supplier contracts** ($c_2$) | The number of backup suppliers or partners that can supply raw materials when disruptive events occur (count data)  
Assessment grades A–D  
(A) A BCP is provided to handle various disruptive events that may affect the buyer’s operations. It clarifies procedures and tools for responding and restoring possible damage as well as specifying the recovery time objective (RTO) for each scenario.  
(B) A BCP is provided to handle various disruptive events that may affect the buyer’s operations. It clarifies procedures and tools for responding and restoring possible damage. However, the RTO for each scenario is not specified.  
(C) Only a general plan to prepare and respond to possible disruptions is provided.  
(D) There is no official plan to respond to possible disruptions. |
| **Restoration** ($c_3$) | Assessment grades A–D  
(A) A BCP is provided to handle various disruptive events that may affect the buyer’s operations. It clarifies procedures and tools for responding and restoring possible damage.  
(B) A BCP is provided to handle various disruptive events that may affect the buyer’s operations. It clarifies procedures and tools for responding and restoring possible damage. However, the RTO for each scenario is not specified.  
(C) Only a general plan to prepare and respond to possible disruptions is provided.  
(D) There is no official plan to respond to possible disruptions. |
| **Risk of losing information and communication** ($c_4$) | The number of failures or issues regarding the supplier’s information and communication infrastructure/network during the past 12 months (count data)  
Assessment grades A–E  
(A) The supplier’s staff are competent and have expertise to give advice and provide effective solutions, and show willingness to help and excellent service mindedness. They also have convenient and concise processes for giving feedback, refunding, or returning goods.  
(B) The supplier’s staff have sufficient knowledge to solve problems, with good service mindedness. They also have convenient and concise processes for giving feedback, refunding, or returning goods.  
(C) The supplier’s staff have sufficient knowledge to solve problems, with acceptable service mindedness. Their processes for giving feedback, refunding, or returning goods are rather complicated or time-consuming.  
(D) The supplier’s staff are not sufficiently competent to give advice or recommend effective solutions, but show an acceptable level of service mindedness. Their processes for giving feedback, refunding, or returning goods are rather complicated or time-consuming.  
(E) The supplier’s staff are not sufficiently competent to give advice or recommend effective solutions, and also show an unacceptable level of service mindedness. Their processes for giving feedback, refunding, or returning goods are rather complicated or time-consuming. |
| **Service and support** ($c_5$) | The supplier’s staff are competent and have expertise to give advice and provide effective solutions, and show willingness to help and excellent service mindedness. They also have convenient and concise processes for giving feedback, refunding, or returning goods.  
(B) The supplier’s staff have sufficient knowledge to solve problems, with good service mindedness. They also have convenient and concise processes for giving feedback, refunding, or returning goods.  
(C) The supplier’s staff have sufficient knowledge to solve problems, with acceptable service mindedness. Their processes for giving feedback, refunding, or returning goods are rather complicated or time-consuming.  
(D) The supplier’s staff are not sufficiently competent to give advice or recommend effective solutions, but show an acceptable level of service mindedness. Their processes for giving feedback, refunding, or returning goods are rather complicated or time-consuming.  
(E) The supplier’s staff are not sufficiently competent to give advice or recommend effective solutions, and also show an unacceptable level of service mindedness. Their processes for giving feedback, refunding, or returning goods are rather complicated or time-consuming. |
| **Innovation and technology** ($c_6$) | Assessment grades A–D  
(A) The supplier uses state-of-the-art technologies in their manufacturing process and for new product development.  
(B) The supplier uses new technologies in their manufacturing process and for new product development.  
(C) The supplier uses common technologies, providing merely moderate capability and/or efficiency in their manufacturing process and for new product development.  
(D) The supplier uses obsolete or out-of-date technologies, providing low capability and/or efficiency in their manufacturing process and for new product development. |
| **Product quality** ($c_7$) | The defect rate in the last quarter (defective parts per million: DPPM)  
A set of general grades, or $H = \{H_n, n = 1, \ldots, N\}$, was identified for this study: $H = \{\text{very poor, poor, fair, good, excellent}\}$. Then, the equivalence rules between the assessment scales of each criterion and the general grades were constructed based on the manager’s perception. The rules are presented following Equation (6) for quantitative criteria and Equation (8) for qualitative criteria in Table 7. For example, to transform a supplier’s responsiveness, it was assumed that if their responsiveness was graded ‘A’, then their performance was ‘excellent’, but if responsiveness was grade ‘B’, their performance was ‘excellent’ only at 0.4 degrees of belief, and it was ‘good’ at 0.6 degrees of belief. |
Next, three candidate suppliers were assessed for the seven criteria via interview of the purchasing manager. He was concerned about confidential information and was informed that this study did not need real information, and only close or estimated values were sufficient to demonstrate the application of the proposed method. Furthermore, he could assign probabilities to a case that he was uncertain about or when the supplier’s performance fluctuated. He was also recommended to consider a new candidate supplier whose performance on some criteria was unavailable or unknown for representing a case of complete ignorance. The weights of the criteria were determined by asking the manager to directly assign a score of 0–100 to reflect the level of importance of each criterion. The weights were then normalised to make them sum to one. The assessment results for the three suppliers and criteria weights are shown in Table 8. Incomplete assessments were obtained for the performance of suppliers 2 and 3 for criterion \(e_6\). As stated by the manager, he had only partial information for the technologies employed by these two companies since the information was considered partly confidential even for their customers, while he was quite confident about those of supplier 1 since he had visited their plant many times. Complete ignorance was reported for supplier 3’s product quality (DPPM) or \(e_7\). This is because the company had never purchased this particular product from supplier 3, and their performance on other criteria was inferred from experience of purchasing other product models.
From the original assessment results and the constructed rules of equivalence, the suppliers’ performance was transformed with rule-based transformation. The results are shown in Table 9. As an example, supplier 1’s responsiveness ($e_1$) is transformed according to Equation (7) as follows:

\[ \beta_{\text{Excellent},1} = (0.4 \times 0.5) = 0.2 \]
\[ \beta_{\text{Good},1} = (0.6 \times 0.5) + (0.4 \times 0.5) = 0.5 \]
\[ \beta_{\text{Fair},1} = (0.4 \times 0.5) = 0.2 \]
\[ \beta_{\text{Poor},1} = (0.2 \times 0.5) = 0.1 \]
\[ \beta_{\text{Very poor},1} = 0 \]

For quantitative transformation, the calculation of supplier 1’s product quality ($e_7$), following Equations (10)–(13), is given as an example.

\[ \beta_{\text{Fair},7} = \frac{7 - 6}{7 - 4} = 0.333 \]
\[ \beta_{\text{Poor},7} = 1 - 0.333 = 0.667 \]
\[ \beta_{\text{Excellent},7} = \beta_{\text{Good},7} = \beta_{\text{Very poor},7} = 0 \]

The next step was to convert the generalised belief structures into utility intervals using Equations (16)–(17). For this case study, suppose the utility of each of the general grades is estimated as a linear function as follows: $u(\text{Very poor}) = 0, u(\text{Poor}) = 0.25, u(\text{Fair}) = 0.5, u(\text{Good}) = 0.75, u(\text{Excellent}) = 1.0$. Table 10 shows the interval decision matrix obtained. Examples of the calculation for supplier 2’s innovation and technology are shown below. Note again that the minimum utility and maximum utility are equal for a complete assessment.

\[ U_{\text{max}}(e_6) = (0.25 \times 0.25) + (0.25 \times 0.5) + (0.2 \times 0.75) + (0.3 \times 1) = 0.6375 \]
\[ U_{\text{min}}(e_6) = (0.3 \times 0) + (0.25 \times 0.25) + (0.25 \times 0.5) + (0.2 \times 0.75) = 0.3375 \]

The min CC, max CC, and avg CC of each of the three candidate suppliers can be derived from their utility intervals with Equations (18)–(25). The results (Table 11) clearly indicate that, according to the avg CC, supplier 3 should be selected as the best compromise choice, with supplier 2 next and supplier 1 last. The rankings were all the same whether the decision maker was risk averse or risk seeking. However, due to the effect of uncertain and incomplete information, the recommendation is not conclusive, as there was some overlap of the utility intervals of the three suppliers. The max CC of supplier 1, who was the worst based on the average, was still higher than the min CC of the other two suppliers. If all sources of information are complete and precise, it is possible that supplier 1 could be the best.
Table 8. Original assessment results for the three candidate suppliers.

| Original Decision Matrix | \( w_1 = 0.17 \) | \( w_2 = 0.14 \) | \( w_3 = 0.09 \) | \( w_4 = 0.12 \) | \( w_5 = 0.17 \) | \( w_6 = 0.14 \) |
|--------------------------|----------------|----------------|----------------|----------------|----------------|----------------|
| Supplier 1               | \{B, 0.5\}, \{C, 0.5\} | 1              | \{B, 1\}       | 1              | \{C, 0.8\}, \{D, 0.2\} | \{B, 0.4\}, \{C, 0.6\} |
| Supplier 2               | \{B, 1\}       | 0              | \{A, 1\}       | 0              | \{B, 1\}       | \{B, 0.2\}, \{C, 0.5\} |
| Supplier 3               | \{B, 1\}       | 0              | \{B, 1\}       | 0              | \{B, 1\}       | \{B, 0.2\}, \{C, 0.4\} |

Table 9. Transformed assessment results for the three candidate suppliers.

| Generalised Decision Matrix | \( w_1 = 0.17 \) | \( w_2 = 0.14 \) | \( w_3 = 0.09 \) | \( w_4 = 0.12 \) | \( w_5 = 0.17 \) | \( w_6 = 0.14 \) |
|-----------------------------|----------------|----------------|----------------|----------------|----------------|----------------|
| Supplier 1                 | \{Excellent, 0.2\}, \{Good, 0.5\}, \{Fair, 0.2\}, \{Poor, 0.1\} | \{Excellent, 0.4\}, \{Good, 0.6\} | \{Good, 1\} | \{Fair, 0.6\}, \{Poor, 0.2\} | \{Good, 0.4\}, \{Fair, 0.3\}, \{Poor, 0.3\} | \{Good, 0.4\}, \{Fair, 0.667\} |
| Supplier 2                 | \{Excellent, 0.4\}, \{Good, 0.6\} | \{Very poor, 1\} | \{Excellent, 1\} | \{Good, 1\} | \{Good, 0.2\}, \{Fair, 0.25\}, \{Poor, 0.25\}, \{H, 0.3\} | \{Poor, 1\} |
| Supplier 3                 | \{Excellent, 0.4\}, \{Good, 0.6\} | \{Very poor, 1\} | \{Excellent, 0.4\}, \{Good, 0.6\} | \{Excellent, 1\} | \{Good, 1\} | \{Good, 0.2\}, \{Fair, 0.2\}, \{Poor, 0.2\}, \{H, 0.4\} |

Table 10. Utility intervals for the three candidate suppliers.

| Interval Decision Matrix | \( w_1 = 0.17 \) | \( w_2 = 0.14 \) | \( w_3 = 0.09 \) | \( w_4 = 0.12 \) | \( w_5 = 0.17 \) | \( w_6 = 0.14 \) | \( w_7 = 0.17 \) |
|--------------------------|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| Supplier 1               | \( U_{\text{min}} \) 0.7 | \( U_{\text{max}} \) 0.7 | \( U_{\text{max}} \) \{Excellent\} | \{Good\}, 0.75 | \{Poor\}, 0.45 | \{For\}, 0.35 | \{H\}, 0.15 |
| Supplier 2               | \( U_{\text{min}} \) 0.85 | \( U_{\text{max}} \) 0.85 | \( U_{\text{max}} \) \{Very poor\} | \{Excellent\}, 0.75 | \{Poor\}, 0.45 | \{For\}, 0.35 | \{H\}, 0.15 |
| Supplier 3               | \( U_{\text{min}} \) 0.85 | \( U_{\text{max}} \) 0.85 | \( U_{\text{max}} \) \{Very poor\} | \{Excellent\}, 0.75 | \{Poor\}, 0.45 | \{For\}, 0.35 | \{H\}, 0.15 |
Table 11. Closeness coefficient to the ideal solution (CC1) of the three suppliers derived by the proposed methodology.

| Suppliers | Min CC1 | Avg CC1 | Max CC1 | Range (max–min) |
|-----------|---------|---------|---------|-----------------|
| Supplier 1 | 0.217   | 0.371   | 0.526   | 0.309           |
| Supplier 2 | 0.318   | 0.514   | 0.711   | 0.393           |
| Supplier 3 | 0.441   | 0.624   | 0.806   | 0.365           |

The proposed methodology can be validated by comparing the ranking order of the three candidates to the results determined by other MCDM methods. The ER approach, developed by Yang and Singh [49], was chosen for this purpose due to its ability to tackle data in the form of belief distribution. The ER algorithm is given in Yang and Singh [49] and Yang [43]. The final results given by the ER method are in the form of the utility interval, denoted by \( U_{\text{min}}(a_l) \) and \( U_{\text{max}}(a_l) \) for alternative \( a_l \). The average or \( U_{\text{avg}}(a_l) \) can also be used for decision making. The results of the ER method are shown in Table 12.

Table 12. Minimum, average, and maximum utility of the three suppliers derived by the evidential reasoning method.

| Suppliers | \( U_{\text{min}}(a_l) \) | \( U_{\text{avg}}(a_l) \) | \( U_{\text{max}}(a_l) \) | Range (max–min) |
|-----------|-----------------|-----------------|-----------------|-----------------|
| Supplier 1 | 0.519           | 0.519           | 0.519           | 0.000           |
| Supplier 2 | 0.586           | 0.604           | 0.623           | 0.037           |
| Supplier 3 | 0.549           | 0.641           | 0.733           | 0.184           |

Based on average utility, the ER method also chose supplier 3. In addition, it is highly likely for a risk-seeking person to consider supplier 3 as the best compromise choice. However, a risk-averse person may prefer supplier 2 due to their highest minimum score. By comparing the decisions determined by the two methodologies, the differences can be summarised as follows.

1. Although both methodologies provide a compensatory process of aggregation, they employ different approaches to derive the composite scores for each alternative. The proposed hybrid methodology is based on the principle of the TOPSIS method, which derives the score from the distances between the performance of the alternative and the best and worst values within the peer group, while the ER method conforms to conjunctive reasoning by seeking joint support from all criteria. This means that the composite score of an alternative derived by the ER method is independent of the performance of other alternatives; however, this is not the case for the TOPSIS-based methodology.

2. According to the different approaches described in (1), the ER method did not assign an interval to supplier 1’s composite score since the interval only reflected the incompleteness of the information which emerged solely from suppliers 2 and 3. This implies that supplier 1’s overall performance did not change whether or not the other suppliers’ performance fluctuated. On the other hand, the TOPSIS method gave an interval to supplier 1’s composite score due to the fact that the other suppliers’ performance was uncertain because of incomplete or unknown information, and the overall performance of an alternative was dependent on the changes in performance of the others. Therefore, the proposed TOPSIS methodology is more rational, and provides a more comprehensive picture for ranking and choosing alternatives. The ER method seems to be more appropriate for constructing a self-assessment model for analysing and monitoring overall performance. The performance analysis of a single element without another alternative for comparison is an obvious limitation of the TOPSIS-based methodology.

3. When considering minimum composite scores derived by the two methodologies, supplier 2 received a lower score than supplier 3 in the TOPSIS method, while the opposite result was obtained by the ER method. Such a difference was mainly caused by the high level of
incompleteness in supplier 3’s performance (in criteria $e_6$ and $e_7$). The incompleteness means that the performance can be assigned to any value or any grade in the frame of discernment, such that its utility can range from 0 to 1. In the extended TOPSIS method, when calculating the minimum score for each alternative, its performance is assumed at the lowest level while the performance of the others is set at the highest level. This means that when calculating $\text{min } CC_2$, supplier 3’s utility was assumed at 0.7 and 1 in criteria $e_6$ and $e_7$, respectively. This considerably downgraded supplier 2’s $CC$ score due to the large distance between its minimum performance and the assumed excellent performance of supplier 3. Although the same method was applied when calculating $\text{min } CC_3$, the effects were not significant since only a short distance between supplier 3’s minimum utility and the highest utility of other suppliers was reported.

4. Based on the explanation in (3), each alternative’s range derived by the proposed TOPSIS methodology is not sensitive to the incompleteness and uncertainty of its own assessment data, but to those of the other alternatives. In contrast, in the ER approach, each alternative’s range is a true reflection of the incompleteness of its own data.

In summary, both methodologies provide meaningful results for decision making through different approaches. Understanding the underlying concepts of each method is, therefore, necessary. As previously stated, the TOPSIS-based methodology tends to be a more rational solution for selecting the best choice from a finite set of alternatives. In the example, supplier 3 ultimately seemed to be the best choice. To improve the quality of outcomes, the decision maker should try to reduce the incompleteness of supporting information to narrow the range of the utility interval for making the final choice more robust.

5. Conclusions

This study identified a set of criteria for supplier selection in relation to the supplier’s ability to prepare itself to cope with any disruptive events. Seventeen criteria were gathered and synthesised from a review of published articles focusing on resilient supplier selection as well as general supplier selection problems within the electronics industry. The list of criteria was divided into two groups: (i) resilience capability and (ii) general criteria commonly considered critical for electronic components procurement. Our study makes several contributions, the first being that it fills the gap in research regarding resilient supplier selection in the electronics market. Our list, particularly the group of resilience capability criteria, can also be used as a starting point for practitioners in other industries, as well as for researchers in future studies, to formulate their own lists for the purpose of resilient supplier selection.

Another contribution of this study is the proposed hybrid methodology to facilitate the supplier selection process when there is uncertainty and incompleteness in supporting information. This issue is considered to be highly likely in assessments of supplier performance that include, in particular, consideration of disruptive situations that have never happened. This study is the first of its kind to integrate evidence theory and the rule-based information transformation technique into TOPSIS. Evidence theory involves the assignment of degrees of belief, instead of probabilities, during the assessment process. Consequently, the incompleteness of on-hand information can be modelled since the theory allows that subjective probabilities do not necessarily have to sum to one, but the sum can be less than one. Incompleteness is modelled here in the form of ‘global ignorance’, implying that the right answer can be any element in the frame of discernment. The rule-based technique was employed to transform various forms of possible assessment results into a unified format (a set of general grades) based on utility equivalence. After the completion of these processes, the transformed data are readily applicable to the extended TOPSIS method to determine a range of possible values of the composite score for each candidate supplier. This study provides a convenient method of aggregation in which various forms of uncertainties and incompleteness in the original assessment results can be used for further analysis. The uncertainty of the data is still preserved in the final form of the results to minimise the inaccuracy of a composite score and to frame guidelines for further discussion. The results
obtained are considered to be more realistic and convincing than those provided by other methods
constrained by the assumption of a combined precise value (as a consequence of managing uncertainty)
or ignoring missing information. In this study, the final results are expressed as a range of possible CC
scores, which also allows decision makers to integrate their risk attitudes to reach the best compromise
solution. The recommended choice in the case study is mostly comparable to that derived by the ER
method whose algorithm is viewed as more complicated. There is only a slight difference between the
results of the two methodologies due to their dissimilar approaches to decision making.

This study enables manufacturers, acting as purchasers, to devise a resilience strategy to minimise
the vulnerability of their business processes to any disruptions. The proposed hybrid methodology is
applicable not only to electronic components procurement, but also to any cases of MCDM applied
to other industries, particularly when decision makers perceive insufficient evidence or unavailable
information as an obstacle for assessing alternatives.

The TOPSIS-based hybrid methodology presented here, however, still does not provide a solution
for a case where the incompleteness (unassigned belief degree) is not assigned to the whole range
of grades but only to subsets of the frame of discernment (which is not a singleton and the set \( H \)
 itself) based on known or partially known information. This can be regarded as the degree of ‘local
ignorance’. Future studies may extend the proposed methodology to create a solution for these new
types of assessment results.
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