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Abstract

Over the last decade, it has been demonstrated that many systems in science and engineering can be modeled more accurately by fractional-order than integer-order derivatives, and many methods are developed to solve the problem of fractional systems. Due to the extra free parameter order $\alpha$, fractional-order based methods provide additional degree of freedom in optimization performance. Not surprisingly, many fractional-order based methods have been used in image processing field. Herein recent studies are reviewed in ten sub-fields, which include image enhancement, image denoising, image edge detection, image segmentation, image registration, image recognition, image fusion, image encryption, image compression and image restoration. In sum, it is well proved that as a fundamental mathematic tool, fractional-order derivative shows great success in image processing.
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1. Introduction

The idea of fractional order derivative was mentioned in 1695 during discussions between Leibniz and L'Hospital: “Can the meaning of derivatives with integer order be generalized to derivatives with non-integer orders?”. The question raised by Leibniz was ongoing in the past 300 years till people like Liouville, Riemann, and Weyl made major contributions to the
theory of fractional calculus. Nowadays, people like Chen [2], Podlubny [3], Oustaloup [4], Richard [5 6 7 8] and Xue [9] extended the theory to mechanics, physics, control theory field, bioengineering and so on. Moreover, a few very good and interesting Matlab functions were programmed and already submitted to the MatlabCentral File Exchange, where they are available for sharing among the users.

The subject of fractional calculus and its applications have gained considerable popularity during the past decades or so in diverse fields of science and engineering, like dynamics system and image processing. As to image processing, the work flow using fractional-order is shown in the Fig.1.1. The flow contains three steps. Firstly, the effective operator, model or equation involving ordinary differentiation and integration is selected. Then, the ordinary differentiation and integration are generalized to fractional-order (arbitrary order) using the fractional calculus definition (G-L, R-L or Caputo). Finally, numerical approximation to the fractional-order operator, model or equation will be calculated by discretization methods.

The remainder of this paper is organized as follows: in Section 2 fractional-order derivative definition, discretization method and related toolboxes in Matlab are introduced. Section 3 summarizes and analyzes fractional-order based image processing method in ten sub-fields, and demonstrates some experimental data. The paper is concluded in Section 4.

2. Basics Fact of Fractional-order Derivative

According to the above flow, once we design the method involving differentiation or integration, the next step is to generalize it with fractional-order concept and finally obtain the numerical result. The fractional-order definition, approximating methods and toolboxes are introduced below.
2.1. Fractional-order Definition

Three popular definitions of fractional calculus were given by Grünwald-Letnikov (G-L), Riemann-Liouville (R-L), and Caputo. Of these, G-L and R-L are the most popular definitions used in digital image processing. The G-L definition is defined as:

\[ aD_t^\alpha f(t) = \lim_{h \to 0} h^{-\alpha} \sum_{j=0}^{\lfloor \frac{t-a}{h} \rfloor} (-1)^j \binom{\alpha}{j} f(t - jh) \]  

(2.1)

where the \( \binom{\alpha}{j} \) are the binomial coefficients.

The R-L definition is:

\[ aD_t^\alpha f(t) = \frac{1}{\Gamma(n-\alpha)} \left( \frac{d}{dt} \right)^n \int_a^t \frac{f(\tau)}{(t-\tau)^{\alpha-n+1}} d\tau \quad (n-1 < \alpha < n) \]

(2.2)

where \( \Gamma(.) \) is the gamma function, which is defined as:

\[ \Gamma(n) = \int_0^\infty t^{n-1} e^{-t} dt \]  

(2.3)

This function is a generalization of the factorial in the following form:

\[ \Gamma(n) = (n-1)! \]  

(2.4)

This gamma function is directly implemented with the function gamma() in Matlab.

The Caputo definition of fractional derivatives is:

\[ aD_t^\alpha f(t) = \frac{1}{\Gamma(n-\alpha)} \int_a^t f^{(n)}(\tau) (t-\tau)^{\alpha-n+1} d\tau \quad (n-1 < \alpha < n) \]

(2.5)

In fact, the three best known definitions G-L, R-L, and Caputo are equivalent under zero initial conditions.

2.2. Fractional-order Discretization Methods and Toolboxes

For numerical calculation of fractional-order derivatives we can use the formula derived from the G-L definition and matrix method.

2.2.1. Grünwald-Letnikov Discretization Method. Grünwald-Letnikov discretization method is given by

\[ aD_t^\alpha f(t) = \lim_{h \to 0} \frac{1}{h^\alpha} \sum_{j=0}^{\lfloor \frac{t-a}{h} \rfloor} (-1)^j \binom{\alpha}{j} f(t - jh) \approx \frac{1}{h^\alpha} \sum_{j=0}^{\lfloor \frac{t-a}{h} \rfloor} \omega_j^{(\alpha)} f(t - jh) \]  

(2.6)
where \( \omega_j^{(\alpha)} = (-1)^j \binom{\alpha}{j} \) is the polynomial coefficients of \((1 - z)^\alpha\), and can be calculate by the following the recurrence formula:

\[
\omega_0^{(\alpha)} = 1, \quad \omega_j^{(\alpha)} = \left(1 - \frac{\alpha + 1}{j}\right) \omega_{j-1}^{(\alpha)}, \quad j = 1, 2, \ldots
\]  

(2.7)

The Matlab function `gfkdiff()` for the numerical approximate solution is given in [9]. Another function `fgl_deriv(a, y, h)` is provided in MatlabCentral [10].

### 2.2.2. Matrix Discretization Method

Suppose \( t_k = kh(k = 0, 1, \ldots, N) \) are equidistant nodes with the step \( h \) in the interval \([a, b]\), \( t_0 = a \) and \( t_N = b \), according to the definition of formula (R-L) and using the backward fractional difference approximation for the \( \alpha \)-th derivative at the points \( t_k \), \( k = 0, 1, \ldots, N \), we have:

\[
aD^\alpha_h f(t) \approx \frac{\nabla^\alpha f(t_k)}{h^\alpha} = h^{-\alpha} \sum_{j=0}^{k} (-1)^j \binom{\alpha}{j} f_{k-j}, \quad k = 1, 2, \ldots, N.
\]  

(2.8)

All \( N + 1 \) above formulas can be written simultaneously in the matrix form [11]:

\[
\begin{bmatrix}
  h^{-\alpha} \nabla^\alpha f(t_0) \\
h^{-\alpha} \nabla^\alpha f(t_1) \\
h^{-\alpha} \nabla^\alpha f(t_2) \\
\vdots \\
h^{-\alpha} \nabla^\alpha f(t_{N-1}) \\
h^{-\alpha} \nabla^\alpha f(t_N)
\end{bmatrix}
= \frac{1}{h^\alpha}
\begin{bmatrix}
  \omega_0^{(\alpha)} & 0 & 0 & \cdots & 0 \\
  \omega_1^{(\alpha)} & \omega_0^{(\alpha)} & 0 & \cdots & 0 \\
  \omega_2^{(\alpha)} & \omega_1^{(\alpha)} & \omega_0^{(\alpha)} & \cdots & 0 \\
  \vdots & \ddots & \ddots & \ddots & \vdots \\
  \omega_{N-1}^{(\alpha)} & \cdots & \omega_2^{(\alpha)} & \omega_1^{(\alpha)} & \omega_0^{(\alpha)} \\
  \omega_N^{(\alpha)} & \omega_{N-1}^{(\alpha)} & \cdots & \omega_2^{(\alpha)} & \omega_1^{(\alpha)} & \omega_0^{(\alpha)}
\end{bmatrix}
\begin{bmatrix}
  f_0 \\
f_1 \\
f_2 \\
\vdots \\
f_{N-1} \\
f_N
\end{bmatrix}
\]  

(2.9)

\[
\omega_j^{(\alpha)} = (-1)^j \binom{\alpha}{j}, \quad j = 1, 2, \ldots, N.
\]  

(2.10)

\[
B_N^\alpha = \frac{1}{h^\alpha}
\begin{bmatrix}
  \omega_0^{(\alpha)} & 0 & 0 & \cdots & 0 \\
  \omega_1^{(\alpha)} & \omega_0^{(\alpha)} & 0 & \cdots & 0 \\
  \omega_2^{(\alpha)} & \omega_1^{(\alpha)} & \omega_0^{(\alpha)} & \cdots & 0 \\
  \vdots & \ddots & \ddots & \ddots & \vdots \\
  \omega_{N-1}^{(\alpha)} & \cdots & \omega_2^{(\alpha)} & \omega_1^{(\alpha)} & \omega_0^{(\alpha)} \\
  \omega_N^{(\alpha)} & \omega_{N-1}^{(\alpha)} & \cdots & \omega_2^{(\alpha)} & \omega_1^{(\alpha)} & \omega_0^{(\alpha)}
\end{bmatrix}
\]  

(2.11)
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We can consider the matrix \( B_\alpha^N \) as a discrete analogue of left-sided fractional differentiation of \( \alpha \)-order, and the right-sided fractional derivative is defined as:

\[
iD^\alpha_b = \frac{(-1)^n}{\Gamma(n-\alpha)} \left( \frac{d}{dt} \right)^n \int_t^b \frac{f(\tau)}{(\tau-t)^{\alpha-n+1}} d\tau \quad (n-1 \leq \alpha < n, a < t < b)
\]  

Similarly to the left-sided fractional differentiation, numerical solution of the right-sided fractional differentiation is represented by the matrix (2.14):

\[
F_N^\alpha = \frac{1}{h^\alpha} \begin{bmatrix}
\omega_0^{(\alpha)} & \omega_1^{(\alpha)} & \cdots & \omega_{N-1}^{(\alpha)} & \omega_N^{(\alpha)} \\
0 & \omega_0^{(\alpha)} & \omega_1^{(\alpha)} & \cdots & \omega_{N-1}^{(\alpha)} \\
0 & 0 & \omega_0^{(\alpha)} & \omega_1^{(\alpha)} & \cdots \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & 0 & \omega_0^{(\alpha)} \\
0 & 0 & \cdots & 0 & \omega_0^{(\alpha)} \\
\end{bmatrix}
\]  

According to left-sided fractional differentiation, the corresponds to right-sided differentiation as:

\[
(B_N^\alpha)^T = F_N^\alpha
\]  

The function \( \text{fracdiffdemoy}(\alpha, \beta) \) is provided for matrix numerical solution in the MatlabCentral [12].

![Fig. 2.1: Comparison of Grunwald-Letnikov discretization method and matrix discretization method [11]](image)
Fig.2.1 compare right-sided Riemann-Liouville fractional derivatives and Grünwald-Letnikov fractional derivatives of the function $y(x) = 1$ with the orders $\alpha$ as 0.2, 0.4 and 0.6.

3. A Review of Fractional-order Image Processing Methods

This section mainly introduces and analyzes the fractional-order based image processing methods, meanwhile summarizes and classifies the existing literature involving fractional-order image processing, and gives part of the simulation results.

3.1. Image Enhancement

As for image enhancement, most integral differential operators work well when used for high-frequency features of image (e.g. Sobel, Prewitt, and Laplacian of Gaussian operators). Nevertheless, their performance deteriorates significantly when applied to smooth regions. Whereas the fractional differential operator has the capability of not only preserving high-frequency contour features, but also improving the low-frequency texture details in smooth area. Therefore, more and more fractional differentiation-based methods were applied in the field of image enhancement. A number of cutting-edge techniques have been proposed in two categories: transform-based [13, 14] and spatial domain-based [15, 16, 17, 18, 19, 20, 21, 22]. In transform-based methods, images are converted to fractional frequency domain, and the coefficients of filter function are regulated. Finally, all the output images are obtained by inverse transform. These methods improve the image contrast to achieve better texture and seldom noise is introduced, whereas spatial domain-based methods using fractional differential approaches can completely avoid noise introduction while enhancing image. Among the different fractional differential approaches, fractional differential mask operator design stands out as a particularly important method.

Commonly fractional differential mask operators are designed or rewritten for the purposes of fractional differential, fractional integral, different parameter range, best convergence and precision respectively [15][16]. Mask structure includes single direction, multi-direction (group direction) and non-regular region. Single direction masks are difficult to capture image gradient for better enhancement result. To obtain the fractional differential on the multiple symmetric directions and make the fractional differential masks have anti-rotation capability, 8 fractional differential masks are designed which include the directions of negative x-coordinate, negative y-coordinate, positive x-coordinate, positive y-coordinate, left downward diagonal, right upward diagonal, left upward diagonal, and right downward
diagonal \cite{16,17,18} (see Fig. 3.1). The $\alpha$th-order derivatives of $G(x, y)$ in the different directions are calculated by equation (3.1), equation (3.2) and an unsupervised optimization algorithm is used for choosing the fractional order in \cite{17} (see Fig. 3.2, Fig. 3.3). To improve the anti-rotation performance of algorithm, the 16 directions of the gradient operator is used to construct a $5 \times 5$ fractional differential mask \cite{19}. For non-regular region enhancement, fractional differential operator with non-integer step and order is used to enhance image texture \cite{20}. By constructing a non-regular self-similar support region according to a local texture similarity measure it can effectively exclude pixels with low correlation and noise. In the image, edge and texture characteristics are different with $\alpha$th-order value. To treat the edge and texture differently, piecewise function of $\alpha$th-order fractional differential was used to design the corresponding adaptive fractional differential function, with a high order in edge pixels and a relatively small order in the weak texture pixels \cite{21, 22}. It can make edges clearer and preserve weak textures. The 8 directions fractional differential masks are defined as Fig. 3.1. Fig. 3.2 compares the original image with the enhanced image using eight directions mask, and we can see that the detail texture is enhanced greatly. Fig. 3.3 adopts the adaptive fractional-order selection method for the best texture. The optimized $\alpha$ is 0.28 that are better than others enhanced images.

$$W^{(\alpha)}_{m+1} = [W(1), W(2), ..., W(2m + 1)];$$

(3.1)
3.2. Image Denoising

It is very easy to introduce noise in the process of capturing and transmitting images, hence it becomes necessary to reduce the noise level to
preserve the image texture or edge features. Currently, fractional calculus provides an important tool for image denoising, which can be divided into three categories: operator mask-based [23, 24, 25, 26], model-based [27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39] and anisotropic diffusion equation based [40, 41, 42]. Operator mask-based methods use fractional order differentiation or integration to construct fractional operator in advance (e.g. Alexander polynomials, Srivastava Owa and fractional partial differential), based on which the structures of $n \times n$ fractional mask windows on symmetrical directions are constructed. The window size is usually set as $3 \times 3$ or $5 \times 5$ pixels in eight directions (see Fig.3.1). The methods could remove noise while preserving texture and edge detail of image (see Fig.3.4). However, these methods focus on local and it is difficult to achieve the global optimum. In order to obtain the global optimum, many fractional model-based methods have been proposed. These fractional model-based algorithm construct the observed image $f$ as a sum of two parts, e.g. $f = u + v$, where $u$ is a piecewise smooth part representing the clean image and $v$ is the oscillatory part representing the noise and textures. According to above theory, the minimization equation in integer-order derivative have been proposed by Rudin, Osher and Fatemi [43].

$$\min_{u \in BV} \left\{ F(u) = |u|_{BV} + \frac{\lambda}{2} \| f - u \|_2^2 \right\}$$

(3.3)

where $|u|_{BV}$ represents the total variation of $u$ named as regularization term, $BV$ is the functions space, $\lambda$ is the regularization parameter and $\| f - u \|_2^2$ is a fidelity term. The equation (3.3) is known as the ROF model. It performs very well on noise reducing while maintaining edges and texture. However, the model has two defects:

(i) The ROF integer-order derivative model may lead to the staircase effect (or called blocky effect) since piecewise constant solution is adopted.
(ii) The ROF integer-order derivative model cannot maintain better textures. The noise and textures are modeled as the same oscillatory component and cannot be separated. An experiment shows that the model cannot separate textures and noise with different oscillatory components of different frequencies [44], and often removes the textures along with noise in the process of denoising [27].

With respect to this problem, many methods using fractional-order derivative in the regularized term of the ROF model are proposed. It has been proved that the fractional-order derivative serves the biological visual system better than the integer-order derivative. [27, 45, 46] show that the fractional-order derivative not only maintains the contour feature in the smooth area, but also preserves high-frequency components like edges and textures. To eliminate the undesirable staircase effect, fractional anisotropic diffusion equation methods are proposed. As generalizations of second-order and fourth-order anisotropic diffusion equations [41], the Euler-Lagrange is redefined as an increasing function of the fractional derivative of the image intensity function. In order to improve its ability of wave propagation for image denoising, fractional diffusion-wave equation and spatial fractional telegraph equation are used to obtain an integrated behavior of diffusion and wave propagation, that is, to preserve edges or texture in a highly oscillatory region [40, 42]. These equations have good visual effects and better signal-to-noise ratio. Fig. 3.4 shows image denoising in different parameter mask $M$. From the picture we can show that the bigger $M$ results in better smoothing and denoising performance.

![Figure 3.4: Fractional-order image denoising in different parameter mask $M$](image.png)

3.3. Image Edge Detection

In image processing, integer-order differentiation operators are often used in edge detection, especially first order for the gradient (e.g. Roberts, Prewitt and Sobel) and second order for the Laplacian (e.g. Laplacian of Gaussian). However, the first order derivative methods generally cause
thicker edges, resulting in the loss of image details. The second order derivative methods have a stronger response to fine detail, but they are more sensitive to noise. To solve this problem, the fractional order derivative has been introduced in the edge detection methods, with the capability to preserve more low-frequency contour features in the smooth areas, maintain high-frequency marginal features and also enhance medium-frequency texture details. Many fractional order operators are used for edge detection, such as fractional order Sobel operator [47], fractional order CRONE operator [48,49], quaternion fractional differential operator [50], fractional Laplace transform [51], and Newton interpolations fractional differentiation operator [52]. Chen [53] expands Riemann-Liouville fractional integral definition from one-dimensional to two-dimensional to analyze the performance of smoothing and enhancing by tuning the frequency-domain $\alpha$ and parameter mask width $M$. The method simulation shows that the bigger $\alpha$ results in worse smoothing and better enhancing, the bigger $M$ works on the contrary to $\alpha$(see Fig.3.4). False reject rate (FRR), false accept rate (FAR) and single pixel detecting (SPD) are used to evaluate the method. Fig.3.5 compares fractional edge detection method with other traditional methods. It shows that the fractional method obtains sharper edge and better edge recognition rate than the other methods.

![Fractional-order method and other method comparison result](image)

3.4. Image Segmentation

The goal of image segmentation is to divide an image into its constituent component that is more meaningful and easier to analyze. Up to now, a broad variety of models have been proposed to solve the image segmentation problem, in which geometric active contour (AC) model using the level set
method is very efficient. It segments objects images using dynamic curves based on an energy-minimizing model. However, it is sensitive to initial conditions and hard to deal with topological changes, like the combining and separating of the evolving curve. In order to solve this problem, the regularization is necessary to diminish the influence of noise and smooth the curve. So a new adaptive active contour model based on fractional order differentiation is proposed to realize it [54 55 56]. This method generalizes the model regulation term with fractional derivative of the level set function instead of the integral order gradient. The fractional order gradient term shows better capability of preserving texture and extracting more image details [54]. The other method combines the fractional order fitting term with the global fitting term to form a novel fitting term to describe the original image more accurately, and is robustness to noise [55]. Region scalable fitting(RSF) model is generalized with fractional-order gradient to get better texture and lower frequency features of images.

In addition, the fractional Brownian motion model has shown great success in simulating and parameterizing a wide variety of natural phenomena. In particular, the model provides a mathematical method for the analysis and representation of scale-invariant random textures [57 58 59 60 61 62]. Moreover, fractional order Darwinian particle swarm optimization is proposed, where fractional derivative is used to control the convergence rate of particles. In this method, the problem of n-level thresholding is considered as an optimization problem to search the thresholds that maximize the between-class variance [63]. Fig.3.6 compares AC model, RSF model with their fractional-order methods, showing that the fractional-order method is superior than the integer order method, especially in the concave zone.

### 3.5. Image Registration

Nowadays, image registration has been applied in different fields, such as medicine, remote sensing and machine vision. Fractional-order derivative image registration methods have been proved many advantages to common methods. These algorithms can be classified according to the transformation models. The first category of transformation models refers to spatial transformations, which include rotation, scaling and translation. Spatial transformations cannot model local geometric differences between images because they are global in nature. To deal with this problem, matching key points with the fractional order SIFT method are used [64 65 66] (see fig.3.7). The second category of transformations enables non-rigid transformations. These transformations allow to locally register the template image to the reference image using fractional Fourier transform [65 67 68]. An
adaptable multi-layer fractional Fourier transform approach for image registration is proposed in [65]. It generates lower interpolation errors in both polar and log-polar Fourier transform, and obtains higher accuracy with almost the same computing complexity as the pseudo-polar FFT. Niu et al. [67] combine the fractional Fourier transform and conventional phase correlation technique for image registration which has been proved better noise immunity than FFT-based method. Zhang et al. [68] compare two types fractional Fourier transforms techniques (discrete fractional Fourier transform and Shins fractionalization of Fourier transform) in medical image registration. There are some other fractional Fourier transform methods that are used in images registration [69, 70]. On the other hand, fractional-order based image registration algorithms can also be classified according to the variational model [71] and differential equations [72, 73]. Variational model approaches register images by minimizing the similarity measures, an index to quantify the degree of similarity between intensity patterns within two images. Zhang et al. [71] use total fractional-order variation model to design variation regularization in non-rigid image registration. The model demonstrates substantial improvements in accuracy and robustness over the conventional image registration approaches. Recently, there have been
several works about the image registration involving fractional order differential equations. Melbourne et al. [72] design new gradients of image intensities using fractional differentiation and register image gradients directly to enhance image registration performance. Garvey et al. in [73] propose a non-rigid registration algorithm by directly and rapidly solving a discretized fractional PDE modeling super-diffusive process in non-rigid image registration. Experiments indicate that this algorithm has lower average deformation errors than standard diffusion-based registration in the registration. Fig. 3.7 compares fractional method of different $\alpha$ with original SIFT method. We can see that the fractional-order method extract more key points than the original SIFT method.

![Fig. 3.7: Comparison of different fractional $\alpha$’s method with original SIFT method][64]

3.6. Image Recognition

Image recognition is an important research topic in pattern recognition. Fractional-order based method is used to reduce the dimensions of the image features for image recognition. It decomposes the image into a composition of a set of base images by singular value decomposition, and
the top singular values are sensitive to great image variations, e.g., lighting, and occlusion. For instance, fractional-order embedding canonical correlation analysis [74] is proposed to reduce the dimensionality of multi-view data for classification tasks. Li et al. use fractional power polynomial model to reduce the dimensions of the textural features for image recognition [75]. Fractional low-order independent component analysis algorithm (FLOD-ICA) is constructed by Chen et al. to solve the partial occlusion face recognition problem [76]. In addition, Kumar et al. design the joint fractional Fourier transform (JFRT) correlators with digital Fresnel holography technique for 3D object recognition [77]. Particularly, the JFRT may be used to detect a specific object appearing at a certain location because it is of shift-variance.

### 3.7. Image Fusion

Image fusion is the process of combining multiple images into a single image to increase the information content of the processed image. The researchers have developed various image fusion methods in the spatial domain and Fourier domain with different fusion rules like pixel averaging, maximum value selection, weighted average, region energy, region variance and so on. In these methods, fractional-order based fusion schemes provide additional degree of freedom in optimizing fusion quality. Fractional Fourier transform (FRFT) is the most famous method generalized from the FFT to analyze the signal in intermediate domains. In [78], FRFT and non-subsampled contourlet transform (NSCT) are combined to exploit the local feature representation capability of NSCT and intermediate time-frequency representation capability of FRFT. Fusion method based on image decomposition using self-fractional Fourier functions (SFFF) is reported in [79, 80], where fusion quality of images is optimized by changing number of decomposition levels and by using some transform before SFFF decomposition. In addition, fusion method based on multi-parameter fractional random transform is proposed in [81, 82], according to which images are converted into the discrete multi-parameter fractional random transform domains respectively. The high amplitudes carry the spectral information and the low amplitudes just carry the spatial detail. Moreover, image fusion algorithm based on the fractional wavelet transform is used in [83, 84, 85]. It decomposes two source images to different frequency bands with fractional wavelet transform, then takes the largest absolute value fusion rules to gain the fusion coefficients, finally obtains the fusion image after fractional wavelet inverse transform. The simulation results prove that the performance of the fused image based on fractional wavelet transform is
better than that based on conventional wavelet transform and fractional Fourier transform under the same condition.

Recently, image fusion based on fractional differential and variational model is proposed in [15]. The variational super-resolution and the image fusion method are combined to produce a novel variational model for image fusion and super-resolution in pixel level. By minimizing the energy function, the important structure information of the source images can be extracted and transferred into the fused image. The numerical results indicate that the proposed method is feasible and effective.

3.8. Image Encryption

With the development of network and communication technology, image encryption plays an important role in information security. Usually, there are two methods to protect the encrypt image from brute-force attack for the key. One is to provide large enough key space to make such a search infeasible, the other method is to substitute the linear encryption method with the nonlinear encryption method for the higher security level. Fractional-order based methods have unique advantages in nonlinear control and key space extension and have been widely used in image encryption [86, 87, 88, 89, 90]. One of the classical optical image encryption methods is double random phase encoding (DRPE). It is composed of two statistically independent masks of random phases where the first one is used in the spatial domain and the second one is applied as encryption key in the Fourier domain. With one fractional order parameter as an additional key, fractional Fourier transform (FrFT) has been used in DRPE in different ways to extend the key space. For example, a generalization of FrFT, multiple-parameter discrete fractional Fourier transform (MPDFrFT), can significantly increase DRPE key space by using multiple fractional orders [91]. Upon the appearance of these techniques, hybrid opto-digital encryption methods have got a lot of attention [92, 93, 94, 95, 96, 97]. In [93], Sui et al. generated digitally the masks of the DRPE using chaos maps, which are well-known of good cryptographic properties of high sensitivity to the initial parameters. In [95], opto-digital encryption schemes have been proposed to enhance classical DRPE by applying digital random techniques. In [97], Lang et al. designed a permutation function in the MPDFrFT domains, which provides parameters of fractional orders and the logistic maps as the secret key. However, application of either Fourier transform (FT) or FrFT directly in classical DRPE is not safe in the aspects of security. It is easily attacked because the entire DRPE method is a linear transformation intrinsically [98]. Therefore non-linear DRPE [99] is proposed to increase security for encryption of digital images, where the second mask is
replaced with a chaotic permutation and Fourier transform is substituted with MPDFrFT. In addition, enhanced version of encryption scheme [100] is proposed to improve its attack defensibleness, plaintext sensitivity and inherent encryption strength. Multiple-image encryption based on the cascaded fractional Fourier transform [101] is proposed. Each original image is directly separated into two phase masks. One is used as ciphertext image; the other is used as the encryption keys. The method has high resistance to various potential attacks, including the chosen-plaintext attack. Other methods include fractional matrix, fractional Mellin transform and multiple images encryption [102].

3.9. Image Compression

The objective of image compression is to reduce irrelevance and redundancy of the image data meanwhile maintaining a high visual quality of decompressed images. The principle of image compression is to obtain the decomposition coefficients through specified basic function and then use the coefficient to express the image. Among these methods, fractional-order Fourier transform method has superior features owing to its extra degree of freedom, which provides extremely good compression rate, and allows to control degradation of image quality. It divides an image into non-overlapped $n \times n$ sub images firstly, and then calculates the decomposition coefficients in the frequency domain. Finally, these coefficients are normalized according to the selected cutoff value as image representation. This method provides better compression rate by tuning the fractional order in FrFT [103, 104]. By selecting different basic functions, different image decomposition coefficients will be obtained to represent the compressed image. For example, in [105] an image is approximately represented as the coefficients of the minimum mean square with FrFT method. An image is approximately represented as the coefficients of fractional Fourier transform with a wavelet algorithm and Huffman encoder [106]. Recently, image compression decomposition coefficients obtained from nonlinear fractional Mellin transform (FrMT) [107] is proposed. The method provides a convenient way to compress image. It measure the original image though measurement matrices, and then takes nonlinear FrMT to decrease the data volume of the decomposition image. In this process, the measurements are performed in two directions and the measurement matrices are designed as partial Hadamard matrices. The simulation results show its good security to resist common attacks due to nonlinearity and high compression ratio.
3.10. Image Restoration

The encoded block stream data might be damaged or lost though the unsafe network protocol transmission, especially in the user datagram protocol (UDP) transmission. Also the focus might be lost during image capture, especially in motion object image capture. Image restoration has got widely used when some part of an image is missing, incomplete, degraded or distorted. One problem of 2-D image restoration is obstacle background estimation and lost block recovery. Another one is recovery of blurred defocused image and degraded image. For the first problem, Serbes et al. propose an image recovery approach by alternating projections onto convex sets in fractional Fourier domains [108]. Here the optimum fractional Fourier domain is obtained by minimizing the bandwidth of fractional Fourier domain order, and alternating projections are used for image recovery problems. Yang et al. use defocused imaging model based on fractional Fourier transform (FrFT) to illustrate the blurring phenomena and then inverse FrFT is implemented to resharpen image [109]. In order to improve imaging clarity, retina-filtering model is used, whose parameters were determined by fractional diffusion equation [110]. For the second problem, total variation model [111, 112, 113] and lots of filters in fractional Fourier domain are used, such as repeated filtering in consecutive fractional Fourier domains for image restoration [114], image restoration based on the fraction Fourier transform [115], optimal image restoration with the fractional Fourier transform [116] and fractional nonlinear anisotropic diffusion method [117].

4. Conclusion

This paper introduces the fractional-order definitions, discretization methods and related Matlab toolboxes. Moreover, an extensive collection of fractional-order based image processing methods are exhibited to introduce the methodology of fractional-order image processing, as well as some experimental data, with an emphasis on fractional order tuning.
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