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Abstract

Class imbalance is a challenging issue in practical classification problems for deep learning models as well as for traditional models. Traditionally successful countermeasures such as synthetic over-sampling have had limited success with complex, structured data handled by deep learning models. In this work, we propose to use a Generative Adversarial Network (GAN) equipped with a generator network \( G \), a discriminator network \( D \) and a classifier network \( C \) to remove the class-imbalance in visual data sets. The generator network is initialized with auto-encoder to make it stable. The discriminator \( D \) ensures that \( G \) adheres to class distribution of imbalanced class.

In conventional methods, where Generator \( G \) competes with discriminator \( D \) in a min-max game, we propose to further add an additional classifier network to the original network. Now, the generator network tries to compete in a min-max game with Discriminator as well as the new classifier that we have introduced. An additional condition is enforced on generator network \( G \) to produce points in the convex hull of desired imbalanced class. Further the contention of adversarial game with classifier \( C \), pushes conditional distribution learned by \( G \) towards the periphery of the respective class, compensating the problem of class imbalance. Experimental evidence shows that this initialization results in stable training of the network. We achieve state of the art performance on extreme visual classification task on the FashionMNIST, MNIST, SVHN, ExDark, MVTec Anomaly Detection dataset, Chest X-Ray dataset and others.

1. Introduction

The problem of class imbalance occurs when the distribution of samples among all possible classes is uneven, which results in classes with widely varying sample sizes. Here, the distribution of examples across the known categories is biased or skewed. The distribution can vary from a slight bias to a severe imbalance where there is one example in the minority class for hundreds[5], thousands, or millions of illustrations in the majority class or classes. Datasets with class imbalance pose a severe challenge for predictive modeling as most of the machine learning algorithms used for classification are designed around the assumption of an approximately equal number[16][30][13] of examples for each class. Hence, for the same reason, machine learning models obtained after training on data sets with severe class imbalance often have poor predictive performance, specifically for the minority class (a class with too few training samples).

Various methods have been proposed in past to handle class imbalance[32][20][40][43][23][8][31][7]. Most popular of these approaches can be classified into two major categories (i) Data-level solution [14], and (ii) Algorithmic level solution. Data-Level methods have few initial success stories and are often based on under-sampling, over-sampling, and synthetic sampling. These approaches face certain drawbacks. While performing under sampling[50], there is a high risk of removing the data point that may contain important information about the predictive class. On the other hand, oversampling may result in overfitting to the training data. Synthetic sampling(SMOTE)[5] based approach synthetically manufacture observations of unbalanced classes similar to the existing one using nearest neighbor classification. However, it is not clear how one synthetically manufacture observation of an unbalanced class when the number of observations is infrequent. For example, we may have only one picture of a rare species we would like to identify using an image classification algorithm. Algorithm-Level methods include cost-sensitive[42] and hybrid approaches. At the Algorithm-Level[21], there are a variety of methods that have been used. Such as hybrid/ensemble approaches includes a Bayesian Optimization Algorithm that maximizes Matthew’s Correlation Coefficient by learning optimal weights for the positive and negative classes [36] and an approach that combines Random Over-Sampling (ROS) and Support Vector Machines (SVMs)[25].
Recently, generative adversarial networks (GANs) [10] have emerged as a class of generative models approximating the real data distribution. GANs have been widely used for the task of image generation [48], image super-resolution [19] and semi-supervised learning [38]. State of the art performances for these tasks is obtained by utilizing generative adversarial networks’ power to generate samples from the real data distribution. Various work including Conditional GANs (CGAN) [8] and auxiliary classifier GANs (ACGAN) [31] further extend GANs by conditioning the training procedure on the class labels for the classifier. It was demonstrated in [7] that data generated by conditioned GAN improved the classification performance. However, to the best of our knowledge, there has not been any substantial work done for extreme visual classification tasks while using a GAN to generate samples. The main hurdle of using GAN for extreme visual classification tasks comes from the fact that it usually requires many samples to train a generative adversarial network. More often than not, few training samples are available for most of the datasets with class imbalance. Apart from that, the training process’s instability remains a major practical challenge while training a GAN. Also, conditional GANs only performs well in the case where class boundaries are clear.

When a supervised model makes a prediction, it often provides a confidence score for that prediction. In this paper, we use modified GAN as an uncertainty sampling method. Getting feedback when the model is uncertain about prediction has resemblance with active learning popularly known in the literature as uncertainty sampling for active learning [49]. Using uncertainty-based sampling (Manali and Mustafa et al.) has shown that distinguishing between different types of uncertainties has a drastic impact on the learning efficiency [34]. This paper uses a modified Generative Adversarial Network for uncertainty sampling, which we further utilize to sample hard examples and use it for extreme visual classification. To achieve the goal, we also propose adding a second classifier network to the original network. Here, the Generator network tries to compete in a min-max game with Discriminator and the classifier we introduced in the GAN module. An additional condition is enforced on generator network G to produce points within the desired imbalanced class convex hull. The generator network is initialized with auto-encoder to make it stable. The discriminator D ensures that G adheres to the class distribution of imbalanced class. We make the following contributions to the paper.

- Changes introduced in the GAN, i.e., generating points in the convex hull while keeping it in contention with classifier make sure that the points generated are on the boundary, which helps classifier find a more deterministic decision boundary.
- Using autoencoders and generating points in convex hulls provide better convergence and prevent points from mixing into different classes, respectively.
- Using uncertainty help in making the distribution more even. We have done testing extensively on real-world data sets having a high imbalance class, which is not performed in previous methods.

We used the below parameters to measure uncertainty sampling.

- Least Confidence: the difference between the most confident prediction and 100% confidence.
- Margin of Confidence: the difference between the top two most confident predictions.
- Ratio of Confidence: the ratio between the top two most confident predictions.
- Entropy: the difference between all predictions, as defined by information theory with our methods.

We achieve state of the art performance on extreme visual classification tasks on the FashionMNIST [46], CIFAR10 [17], MNIST [18], SVHN [29], ExDark [22], UCF101 [37], Anomaly Detection, detection [3], COVID datasets [44]. In the rest of the paper, we will discuss Methodology used, Algorithms, Results and Related work. Our method lead an improvement of 5% for class with least sample i.e. 1:10 ratio in CIFAR-10 dataset.

2. Related Work

Several works have been done to solve the imbalanced data problem in Machine Learning/Deep learning [32][20][40][43][23][8][31][7]. Huang et al. [12] handled imbalanced-data by integrating the sampling process into Convolution Neural Network (CNN) [39]. The sampling process was done by dividing the data into several clusters, then a pair of databases on the determined condition was retrieved. These pairs of data were then inputted to CNN. After this, the process was then repeated from clustering until the model reaches the convergences. Yan et al. [47], and Khan et al. [15] handled imbalanced data by modifying a CNN. Wei et al. [45] handled an imbalance in object recognition by designing an image-cutting technique used as additional training data. George et al. [9] and Mostajabi et al. [28] used cost-sensitive to handle imbalanced data in scene-parsing. The techniques used in these researches were specifically designed for the data set that was used in their research. Thus, it isn’t easy to implement techniques for different data sets. These techniques also had other limitations addressed by Aida Ali et al. [1].
Recently, generative adversarial networks (GANs) (Goodfellow et al., 2014, Schmidhuber, 2020) have emerged as a class of generative models approximating the real data distribution. GANs represent a class of generative models based on a game-theoretic framework in which a generator network $G$ competes against an adversary $D$, a discriminator. GANs aim to approximate the probability distribution function that certain data is assumed to be drawn from. Although GAN has shown success in realistic image generation, the training is not easy; the process is known to be unstable and slow.

Later on, Arjovsky, Chintala et al. had introduced WGAN (Wasserstein GAN) [2] (Figure 1) to solve the stability problem. In this work, the Wasserstein-1 distance, also known as the earthmover (EM) distance, is used as a cost function, a continuous and more appropriate metric for measuring the distance between two distributions. The EM distance does not suffer from vanishing gradients; by contrast, the JS (Jensen–Shannon divergence) [26] divergence in the GAN does not supply useful gradients to the generator.

**Conditional GANs (CGAN):** (Mirza, Osindero, 2014) [27] (Figure 11 in the Appendix). This model’s novelty is that they implemented classification shared weights with discriminate models and forced D models to concentrate on small classes’ features. They simultaneously train a generative model and a fine-grained classifier.

Later, Giovanni Mariani, Florian Scheidegger et al. [24] had introduced applied class conditioning in the latent space to drive the generation process towards a target class. They called it BAGAN. **Auxiliary Classifier GANs (ACGAN)** (Odena, Olah, Shlens, 2017) (Figure 12 in the Appendix) is a class-conditional extension of GANs and offers a simple method for providing varying amounts of control in the image generation process by adding a classification layer to the discriminator. The two generator objectives, i.e., classifying real/fake and classifying the label, as shown in equation 12 and 13, are contradictory. The generator here is made to generate an image that is real or generate an image for minority labels, which causes deterioration of images generated. Thus the quality of the data generated is incomparable with that of the real training data.

Douzas and Bacao (2018) [7] demonstrate that the data generated by CGAN improves the classification’s performance. However, GAN and conditional GANs, such as CGAN and ACGAN, have limitations. The instability of the training process remains these GANs as a challenge in practice. The other problem is the influence of noise. As the generator of the GANs takes as input a random noise vector and outputs a synthetic image, we need the classifier for the conditional GANs to consider the influence of noise. Also, conditional GANs perform well in the hypothesis that the class boundaries are clear. In a real-world dataset, this hypothesis does not hold because the boundaries between classes are often unclear and ambiguous.

There is another approach taken by Suh, Sungho et al. in CE-GAN [41], also known as classification enhancement GAN. In this approach, firstly, the class label is classified by an independent classifier. Step 2 involves training a classifier with the real and augmented dataset to verify the classification performance’s improvement. In this approach, data augmentation is done to increase samples. It is entirely unclear whether the performance improvement is because of progress in the performance for minority class or overall improvement in the classification performance.

We found missing major components in all GAN-based approaches that the authors have not performed any experimental evaluation on real-world data set with imbalance distribution. Such as like anomaly detection [3], Healthcare data, fault diagnosis, face recognition, and COVID datasets [44], medical diagnosis, detection of oil spillage in satellite images. Majorly all experiments have been performed with CIFAR-10, MNIST data sets. We find out that state-of-the-art architecture like WGAN tends to overfit those datasets for minority classes.

**3. Background**

Before going into details of our method, we discuss the background on generative adversarial networks, which we build upon and use for our baseline. For the baseline, the image generated using GANs is further fed into the classifier to learn the prediction function.

**3.1. GAN**

It consist of two major components (i) a **Discriminator D** and (ii) a **Generator G**. The discriminator estimates the probability of a given sample coming from the real dataset. It works as a critic and is optimized to tell the fake samples from the real ones.

The generator G outputs synthetic samples given a noise variable input $z$ ($z$ brings in potential output diversity). It is trained to capture the real data distribution so that its generative examples can be as accurate as possible. In other words, it can trick the discriminator into offering a high probability. The objective function of the min-max game between the generator and the discriminator is expressed as follows:

$$\min_G \max_D V(D, G) = \mathbb{E}_{x \sim p_{data}(x)}[\log D(x)] + \mathbb{E}_{z \sim p_z(z)}[\log(1 - D(G(z)))]$$

(1)

where $V(D, G)$ is the objective function, $G$ and $D$ denote the generator and discriminator respectively. Here figure 1 shows architecture of GAN. In this both discriminator and Generator competes with each other in Min-Max Game.
3.2. WGAN

The architecture design of WGAN is almost the same as that of vanilla GAN discussed previously. However, the critic does not have a non-linearity (sigmoid) on the output. The significant difference is only on the cost function used to measure the discrepancy between two distributions. WGAN uses Wasserstein-1 distance to measure the disparity between real data distribution and generated data distribution. Due to Kantorovich-Rubinstein’s duality, the training becomes tractable for WGAN. The architectural representation is given in Figure 1. The objective function of WGAN is:

\[ V(D,G) = \min_G \max_{D \in D} \mathbb{E}_{x \sim p_r}[D(x)] - \mathbb{E}_{x \sim p_g}[D(\tilde{x})] \]  

(2)

Here, in equation 2, \(D\) denotes the set of 1-Lipschitz functions (A Lipschitz function is a function \(f\) such that \(|f(x) - f(y)| \leq K|x - y|\) for all \(x\) and \(y\), where \(K\) is a constant independent of \(x\) and \(y\), meaning discriminator loss should follow the Lipschitz constraint.

3.3. BAGAN

Balancing GAN (BAGAN) uses as an augmentation tool to restore balance in imbalanced data sets. The GAN generator is initialized with an auto-encoder module that enables us to learn an accurate class-conditioning in the latent space. Here in the Figure 2 shows the architectural details of BAGAN.

4. Proposed Method

In the previous section, we discussed the relevant background. In this section, we will discuss our proposed approach. But, let us first discuss the major challenges of GANs while dealing with imbalanced datasets. Suppose we train a vanilla GAN on all available data and generate many random samples. The generated samples are mostly from the majority class due to the more number of training samples. However, due to the small number of available samples for minority classes, the training procedure makes our model memorize the samples and leads to overfitting.

We propose a variant of a generator that solves the above problem by generating samples in the training samples’ convex hull for each class. The generator here competes in a min-max game with a classifier to generate samples difficult for the classifier to classify. In contrast, the classifier pushes the generator to generate more challenging samples, eventually causing the generator to generate the samples near the training samples’ convex hull. It helps the classifier to find a more deterministic decision boundary. The generator also competes in a min-max game with a discriminator to ensure the generator’s samples are within each label’s class distribution and does not suffer from leakage into other classes.

Leakage of Points: The convex hull is defined as a set of points is the minimum convex set containing all points of the set. The major problem with the convex hull is that in many cases, it can not represent the shape of a set, i.e., for a set of points having interior “corners” or concavities. It omits the points that determine the border of those areas. An example can be seen in Figure 3. In such cases, if another class has training points inside the convex hull as shown in Figure 4, then the generator will generate points in the intersecting region of both classes. To make it difficult for the classifier to classify the points, it diverts us from our main motive to generate points near the boundary. There-
Therefore, we use discriminator here as a check and balance to make sure the generator adheres to class distribution.

Figure 4. Leaking of generated points in other label’s class distribution.

Algorithm 1 Polarity GAN Algorithm

**Require:** $G$: Generator, $D$: Discriminator, $C$: Classifier, $X$: Training Data, $Y$: Labels of Training Data $X$. $F$: Feature Extractor, $z$: noise

**Ensure:**

1: while not converged do
2: Update weights of feature extractor $F$ by gradient descent on $(C(F(X)), Y)$ while keeping weights of classifier $C$ fixed.
3: for $j$ steps do
4: Update classifier $C$ and discriminator $D$ on training data $X$ by gradient descent on $(C(F(X)), Y)$ and $(D(F(X)), 1)$, while keeping $F$ fixed.
5: Sample data $X' \sim z$.
6: Generate labels $Y'$ for $X'$ into one of the $k - 1$ minority classes with probability $\propto (P_k - P_i) \forall i \in K \setminus k$ and $K$ set of class labels.
7: Update classifier $C$ and discriminator $D$ on $X'$ by gradient descent on $(C(G(X' | Y')), Y')$ and $(D(G(X' | Y')), 1)$ keeping generator $G$ fixed.
8: Sample data $X'' \sim z$.
9: Generate labels $Y''$ for $X''$ into one of the $k - 1$ minority classes with equal probability
10: Update generator $G$ by gradient on $(C(G(X'' | Y'')), Y'')$ keeping $C$ fixed.
11: Update generator $G$ by gradient on $(D(G(X'' | Y'')), 1)$ keeping $D$ fixed.
12: end for
13: end while

The generator network consists of two mapping functions: the first mapping $Q$ from noise $z$ conditioned on class label $k$ to a pseudo space where it is combined with original training samples to create another mapping $P$ from pseudo space to the convex hull of the training samples. Taking inspiration from WGAN we have introduced Wasserstein distance in our cost function. Wasserstein distance is a continuous and more appropriate metric for measuring the distance between two distributions. The EM distance does not suffer from vanishing gradients; by contrast, the GAN’s JS divergence does not supply useful gradients to the generator. The generator function can be defined as:

$$G(z|k_i) = \sum_{j=1}^{n_k} P(Q(z|k_i) | x_j)$$ (3)

In equation 3, $x_j$ represents a single training sample belonging to the class label $k$ and $n_k$ represents number of training samples in label $k$ with condition $\sum_{j=1}^{n_k} P(Q(z|k_i)) = 1$ using softmax activation.

We have also applied a pragmatic use of auto-encoders inspired by BAGAN to initialize the GAN close to the right solution and far from mode collapse. The decoder of the auto-encoder matches the topology of the generator network.

**Autoencoder training** : The auto-encoder is trained by using all the images in the training dataset. The auto-encoder has no explicit class knowledge; it processes all images from the majority and minority classes unconditionally.

![Figure 5. Frame work of Polarity-GAN.](image)

The complete framework of our method is described in Figure 5. The training details of P-GAN are summarized in Algorithm 1. Assuming without loss of generality, the prior probability of $i_{th}$ label be $p_i$ then class can be ordered in the following manner $p_1 \leq p_2 \ldots \leq p_k$. Then final objective function can be written as follows:

$$\min_G \max_D \max_C V(G, D, C) = \sum_{i \in D, C} S_i$$ (4)

$$S_D = p_i \mathbb{E}_{x \sim P_{data}}[D(x)] - (p_k - p_i) \mathbb{E}_{z \sim p_z}(D(G(z|x)))$$ (5)
\[
S_C = p_i \mathbb{E}_{x \sim p_{data}(x)} [\log C(x|i)] \\
+ \sum_{j \in K \setminus \{i\}} (p_k - p_j) \mathbb{E}_{x \sim p_{data}(x)} [\log 1 - C(x|j)] \\
+ p_i \mathbb{E}_{z \sim p_z(z)} [\log (C(G(z)|i))] \\
+ \sum_{j \in K \setminus \{i\}} (p_k - p_j) \mathbb{E}_{z \sim p_z(z)} [\log (1 - C(G(z)|j))]
\]  

(6)

In the equation 5 and 6, \(S_D\) and \(S_C\) represent the objective function of the min-max game between generator and discriminator and generator and classifier respectively. The generator’s objective function is based on Wasserstein’s loss, while for classifier and generator, it is based on cross-entropy loss. We also have augmented the data using data augmentation methods to avoid the under-fitting scenario.

5. Experiments

Now that we have discussed our proposed approach in the previous section, in this section, we experimentally evaluate our proposed method’s performance on real-world datasets and compare it with other baselines.

5.1. Datasets and Model Details

For the evaluation of proposed methods we have used 9 Datasets. These data-sets are: MNIST[18], fashion-MNIST[46], CIFAR-10[17], SVHN[11], ExDark[22], UCF101[37],COVID datasets[6], Kaggle Bird dataset\(^1\) and Satellite Cloud Anomaly detection\(^2\).

Example images from each dataset are shown in Figure 6.

![Example images](image)

Figure 6. Example images of each dataset: (a) MNIST, (b) Fashion-MNIST, (c) CIFAR-10, (d) SVHN, (e) Exdark, (f) UCF101, (g) CovidX (h) Kaggle Birds (i) Cloud Anomaly

We have taken Resnet-50 as a base model for the extraction of features with weights of imagenet. The hyperparameters for generator, discriminator, and classifier are fixed using grid search. The optimizer used is Adam Optimizer, with the learning rate set at 0.0002 and exponential decay rate for the 1st-moment estimates at 0.6.

\(^1\)https://www.kaggle.com/gpionsenko/100-bird-species

\(^2\)https://www.kaggle.com/ashoksrinivas/cloud-anomaly-detection-images

5.2. Experimental Settings and Results

5.2.1 MNIST

The MNIST database of handwritten digits[18] has a training set of 60,000 examples, and a test set of 10,000 examples. The digits have been size-normalized and centered in a fixed-size image. We have used all ten classes in the experiment with examples in following ratio: [5000, 4000, 3000, 2000, 1500, 1000, 500, 250, 100, 50]. The data points selected were at random. The overall F1-score of PGAN is 0.91.

5.2.2 Fashion MNIST

Fashion-MNIST is a dataset of Zalando’s article images consisting of a training set of 60,000 examples and a test set of 10,000 examples. Each example is a 28x28 grayscale image, associated with a label from 10 classes. (T-shirt/top, Trouser, Pullover, Dress, Coat, Sandal, Shirt, Sneaker, Bag, Ankle boot). We have used all ten classes in the experiment with examples in following ratio: [5000, 4000, 3000, 2000, 1500, 1000, 500, 250, 100, 50]. The data points selected were at random. The true positive and F1 scores of class 0,1 and 9 are 0.90, 0.96, and 0.92, respectively, and the overall F1-score is 0.90. Here in Figure 7 and Figure 8 shows how training loss varies with iteration for our method compared to BAGAN method. It also shows the time consumed to reach convergence with our model much less than BAGAN and WGAN.

![Training loss](image)

Figure 7. Training loss Vs Iteration with our model

Figure 8. Training loss Vs Iteration with BAGAN

5.2.3 CIFAR10

The CIFAR-10 dataset consists of 60000 32x32 color images in 10 classes(airplane, automobile, Bird, Cat, Deer, Dog, Frog, Horse, Ship, Truck) with 6000 images per class. There are 50000 training images and 10000 test images. We have used all ten classes in the experiment with examples in following ratio: [5000, 4500, 4000, 3500, 3000, 2500, 2000, 1500, 1000, 500]. The data points selected were at random. The true positive of class 0,1 and 9 are 0.69, 0.80, and 0.86, respectively, and the overall F1-score of PGAN is 0.75. Some of the image shown in Figure 9 which were misclassified earlier with previous methods due to small resolution and now are classified correctly.
It can be seen as similar in flavor to MNIST but incorporates more labeled data. We have used all ten classes in the experiment with examples in following ratio: [5000, 4000, 3000, 2000, 1500, 1000, 500, 250, 100, 50]. The data points selected were at random. The overall F1-score of PGAN is 0.78.

### 5.2.5 UCF101

UCF101 is an action recognition data set of real action videos, collected from YouTube, having 101 action categories. It’s originally imbalanced classes where “Pushups” have less than 400 samples while “Playing Sitar” has more than 2000 samples. The overall F1-score of PGAN is 0.74.

### 5.2.6 ExDark

The Exclusively Dark (ExDARK) dataset is a collection of 7,363 low-light images from very low-light environments to twilight (i.e., ten different conditions) with 12 object classes. The overall F1-score of PGAN is 0.54.

### 5.2.7 Covidx

COVIDx is an open COVID-19 X-Ray dataset comprised of a total of 14200 CXR images. The dataset contains 617 CXR images for COVID-19 cases. For CXR images with no pneumonia and non-COVID19 pneumonia, there are significantly more patient cases and corresponding CXR images. More specifically, there are a total of 8,066 patient cases who have no pneumonia (i.e., regular) and 5,517 patient cases who have non-COVID19 pneumonia. The over-
| Dataset         | Least Confidence | Margin of Confidence | Ratio of Confidence | Entropy |
|-----------------|------------------|----------------------|---------------------|---------|
|                 | Previous Best    | Ours                 | Previous Best       | Ours    |
|                 | Previous Best    | Ours                 | Previous Best       | Ours    |
| MNIST           | 0.07             | 0.08                 | 0.15                | 0.09    |
| Fashion MNIST   | 0.14             | 0.12                 | 0.19                | 0.19    |
| CIFAR10         | 0.62             | 0.56                 | 0.76                | 0.72    |
| SVHN            | 0.26             | 0.24                 | 0.33                | 0.32    |
| UCF101          | 0.63             | 0.64                 | 0.87                | 0.86    |
| ExDark          | 0.58             | 0.56                 | 0.92                | 0.92    |
| Covidx          | 0.12             | 0.07                 | 0.18                | 0.14    |
| Kaggle Birds    | 0.05             | 0.02                 | 0.06                | 0.03    |
| Cloud           | 0.68             | 0.62                 | 0.72                | 0.72    |
|                 |                  |                      |                     | 0.51    |

Table 3. Uncertainty Sampling.

all F1-score of PGAN is 0.96. Some of the images shown in Figure 9, which was misclassified earlier with previous methods due to very few samples(0.4% of total image) classified correctly.

5.2.8 Kaggle Birds Dataset

Kaggle Birds dataset\(^3\) comprises 225 bird species 31316 training images, 1125 test images, and 1125 validation images. We took four species for our experiment: Sora, Pheasant, Road Runner, and Sand Martin. We used the original ratio provided in the dataset, i.e., 300:100:100:100. The overall F1-Score of PGAN is 0.98.

5.2.9 Satellite Cloud anomaly detection

Satellite Cloud anomaly detection dataset\(^4\) consist of two classes cloud and non-cloud, with 1600 images where 100 belong to the cloud, and the rest belongs to non-cloud. We take 50 images for each class for the testing set at random. The overall F1-Score of PGAN is 0.69.

Here in this Table 1, the first column denotes the various data sets on which we have done experiments, which is also described earlier. And from column 2 to column 10 denotes F-Score with multiple methods. In Table 2 represent the average accuracy of each class on different datasets. Our method outperforms on all datasets.

In our framework, P-GAN acts as an active learning framework using uncertainty sampling. Hence we called the uncertainty approach. While generating labeled data, we make sure that it’s just not generate labeled data, but it generates more labeled data where distribution is less.

Our method finds the most useful sample in the given distribution of the least class. There are several ways to measure this. We are using Least Confidence, Margin of Confidence, Ratio of Confidence, and Entropy. The four measures are calculated using the formula given below:

\[
\text{Least Confidence} = \sum_{i=0}^{n} \frac{m(1 - y_i^*)}{m - 1} \quad (7)
\]

\[
\text{Margin of Confidence} = \sum_{i=0}^{n} (1 - (y_i^* - y_i^{**})) \quad (8)
\]

\[
\text{Ratio of Confidence} = \sum_{i=0}^{n} \frac{y_i^{**}}{y_i^*} \quad (9)
\]

\[
\text{Entropy} = - \sum_{i=0}^{n} \frac{y_i \log_2 y_i}{\log_2 m} \quad (10)
\]

In the equation 7, 8, 9 and 10, \(y_i\) is the prediction for \(i_{th}\) sample in the data, \(n\) represents number of samples in the data, \(m\) is number of labels in the data. \(y_i^*\) and \(y_i^{**}\) are the most confident and second most confident prediction for \(i_{th}\) sample respectively. Table 3 shows our method generates better samples at the imbalanced class’s convex hull boundary.

6. Conclusion

We have modified the generator network to generate points such that these points lie within the convex hull of training samples. The addition of a classifier, which competes with the generator, helps us generate points at the boundary of classes with better distribution. This proposed method outperforms other state-of-the-art techniques and can be used in computer vision to remove class imbalance. This method can also be used as an uncertainty sampling method (an active learning technique) where data annotation is challenging. Our future work will be to test it on NLP(Click Through Rate, Anomaly Detection, Semantic segmentation, and others) and Speech tasks(with less annotated low resource language). We would also like to use different generator discriminator architecture such as Memory Replay GAN.

---

\(^3\)https://www.kaggle.com/gpiosenka/100-bird-species

\(^4\)https://www.kaggle.com/ashoksrinivas/cloud-anomaly-detection-images
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A. Appendix

A.1. CGAN

Generative adversarial nets can be extended to a conditional model if both the generator and discriminator are conditioned on some extra information $y$. $y$ could be any kind of auxiliary information, such as class labels or data from other modalities. In CGAN, the conditioning is performed by feeding $y$ into the both the discriminator and generator as additional input layer. The objective function for CGAN is similar to GAN with only difference of conditioning by class label $y$:

$$\min_G \max_D V(G, D) = \mathbb{E}_{x \sim p_{\text{data}}}[\log D(x|y)] + \mathbb{E}_{z \sim p_z(z)}[\log(1 - D(G(z|y)))]$$ (11)

A.2. AC-GAN

The Auxiliary Classifier GAN, or AC-GAN for short, is an extension of the conditional GAN that changes the discriminator to predict the class label of a given image rather than receive it as input. It has the effect of stabilizing the training process and allowing the generation of large high-quality images whilst learning a representation in the latent space that is independent of the class label. Though it still suffers in training due to contradicting objective function. The objective function ACGAN is the summation of two function below:

$$L_S = \mathbb{E}[\log P(S = \text{real}|X_{\text{real}})] + \mathbb{E}[\log P(S = \text{fake}|X_{\text{fake}})]$$ (12)
\[ L_C = \mathbb{E}[\log P(C = c|X_{real})] + \mathbb{E}[\log P(C = c|X_{fake})] \]  

(13)

In equation 12 and 13, \( P(S|X) \) is the probability distribution over source and \( P(C|X) \) is the probability distribution over the class labels.

A.3. KL Divergence

KL (Kullback–Leibler) Divergence measures how one probability distribution \( p \) diverges from a second expected probability distribution \( q \).

\[
D_{KL}(p||q) = \int_x p(x) \log \frac{p(x)}{q(x)} \, dx
\]  

(14)

\( D_{KL} \) achieves the minimum zero when \( p(x) = q(x) \) everywhere. It is noticeable according to the formula that KL divergence is asymmetric. In cases where \( p(x) \) is close to zero, but \( q(x) \) is significantly non-zero, the \( q \)'s effect is disregarded. It could cause buggy results when we just want to measure the similarity between two equally important distributions.

A.4. Wasserstein Distance

Wasserstein Distance is a measure of the distance between two probability distributions. It is also called Earth Mover’s distance, short for EM distance, because informally it can be interpreted as the minimum energy cost of moving and transforming a pile of dirt in the shape of one probability distribution to the shape of the other distribution. The cost is quantified by: the amount of dirt moved \( x \) the moving distance. When dealing with the continuous probability domain, the distance formula becomes:

\[
W(p_r, p_s) = \inf_{\gamma \in \Pi(p_r, p_s)} \mathbb{E}_{(x,y) \sim \gamma}[\|x-y\|]
\]  

(15)

In the formula above, \( \Pi(p_r, p_s) \) is the set of all possible joint probability distributions between \( p_r \) and \( p_s \). One joint distribution \( \gamma \in \Pi(p_r, p_s) \) describes one dirt transport plan, same as the discrete example above, but in the continuous probability space. Precisely \( \gamma(x, y) \) states the percentage of dirt should be transported from point \( x \) to \( y \) so as to make \( x \) follows the same probability distribution of \( y \). That’s why the marginal distribution over \( x \) adds up to \( p_s(y) \), \( \sum_x \gamma(x, y) = p_s(y) \) (Once we finish moving the planned amount of dirt from every possible \( x \) to the target \( y \), we end up with exactly what \( y \) has according to \( p_s(y) \)) and vice versa \( \sum_y \gamma(x, y) = p_r(x) \). When treating \( x \) as the starting point and \( y \) as the destination, the total amount of dirt moved is \( \gamma(x, y) \) and the traveling distance is \( \|x-y\| \) and thus the cost is \( \gamma(x, y) \cdot \|x-y\| \). The expected cost averaged across all the \( (x, y) \) pairs can be easily computed as:

\[
\sum_{x,y} \gamma(x, y) \cdot \|x-y\| = \mathbb{E}_{x,y \sim \gamma}[\|x-y\|]
\]  

(16)

Finally, we take the minimum one among the costs of all dirt moving solutions as the EM distance. In the definition of Wasserstein distance, the inf (infimum, also known as *greatest lower bound*) indicates that we are only interested in the smallest cost. For more details you can refer the paper \( ^5 \).

\(^5\)https://arxiv.org/pdf/1904.08994.pdf