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Despite recent advances in automating theorem proving in full first-order theories, inductive reasoning still poses a serious challenge to state-of-the-art theorem provers. The reason for that is that in first-order logic induction requires an infinite number of axioms, which is not a feasible input to a computer-aided theorem prover requiring a finite input. Mathematical practice is to specify these infinite sets of axioms as axiom schemes. Unfortunately these schematic definitions cannot be formalized in first-order logic, and therefore not supported as inputs for first-order theorem provers.

In this work we introduce a new method, inspired by the field of axiomatic theories of truth, that allows to express schematic inductive definitions, in the standard syntax of multi-sorted first-order logic. Further we test the practical feasibility of the method with state-of-the-art theorem provers, comparing it to solvers’ native techniques for handling induction.

1 Introduction

Automated reasoning has advanced tremendously in the last decades, pushing the limits of what computer programs can prove about other computer programs. Recent progress in this area features techniques such as first-order reasoning with term algebras [18], embedding programming control structures in first-order logic [17], the AVATAR architecture [27], combining theory instantiation and unification with abstraction in saturation-based proof search [23], automating proof search for higher-order logic [3, 4], and first-order logic with rank-1 polymorphism [5].

Despite the fact that first-order logic with equality can be handled very well in many practical cases, there is one fundamental mathematical concept most first-order theorem provers lack; namely inductive reasoning. Not only is induction a very interesting theoretical concept, it is also of high practical importance, since it is required to reason about software reliability, safety and security, see e.g. [13, 7, 10, 22, 11]. Such and similar software requirement typically involve properties over natural numbers, recursion, unbounded loop iterations, or recursive data structures like lists, and trees.

Many different approaches towards automating inductive reasoning have been proposed, ranging from cyclic proofs [9, 16], computable approximations of the \( \omega \)-rule [2], recursion analysis [1, 8, 21], theory exploration [6, 25], inductive strengthening [20, 25], and integrating induction in saturation based theorem proving [12, 8, 24]. What all these approaches have in common is that they tackle the problem of inductive theorem proving by specializing the proof system. In the present paper, we propose a different approach. Instead of changing the proof system, we will change our input problem, replacing the infinite induction scheme by a finite conservative extension. Hence our approach is not tailored to one specific reasoner, but can be used with any automated theorem prover for first-order logic.

In order to achieve such a generic approach, we use ideas from axiomatic theories of truth [15]. As Gödel’s incompleteness theorem tells us that there is a formula \( \text{Bew}(x) \) in Peano Arithmetic \( \text{PA} \) that expresses provability in \( \text{PA} \), Tarski’s undefinability theorem teaches us that there is no formula \( T(x) \) that expresses truth in \( \text{PA} \). Extending the language of \( \text{PA} \), in order to be able to express truth in \( \text{PA} \) is the core idea of axiomatic theories of truth. The truth theory we introduce in this paper will not be an extension of...
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PA, but an extension of an arbitrary theory. This theory will let us express the sentence “for all formulas, the induction scheme is true”, within first order logic.

As our experimental evaluation shows our technique does not outperform state of the art built-in methods for inductive reasoning in general, we will see that there are cases where an improvement can be achieved.

The contributions of our work can be summarized as follows:

- We introduce a method for conservatively extending an arbitrary theory with a truth predicate (Section 3);
- We show how our method can be used to replace the induction scheme of PA, and other theories involving inductive datatypes (Section 4);
- We provide a new set of benchmarks to the automated theorem proving community (Section 5);
- We conduct experiments on this set of benchmarks with state-of-the-art theorem provers. (Section 5)

2 Preliminaries

We assume familiarity with multi-sorted first-order logic and automated theorem proving; for details, we refer to [19, 5].

We consider reasoning on the object and the meta level. Therefore we will use different symbols for logic on all of these levels. We use the symbols ¬, ∧, ∨, →, and ≡ for negation, conjunction, disjunction, implication, equivalence, and equality respectively, and write \( Qx : \sigma . \phi \) with \( Q \in \{ \exists, \forall \} \) for existential and universal quantification over the sort \( \sigma \) on the object level. We will drop sort declarations for quantified variables when there is no ambiguity. Further we will write \( \forall \forall x_1, \ldots, x_n \phi \) for the formula \( \forall \ldots \forall x_n. \phi \), and \( \forall \forall \phi \) to denote the universal closure of \( \phi \).

On the meta-level we will use !, &], ||, \( \rightarrow \), \( \leftrightarrow \), and = for negation, conjunction, disjunction, implication, equivalence, and equality and \( \exists \), and \( \forall \) for quantification. Meta-level logical formulas will only be used where they help to improve readability and precision, and otherwise natural language will be used.

By \( \text{Var}_\sigma \), \( \text{Term}_\sigma \), and \( \text{Form} \), we respectively denote the sets of variables of sort \( \sigma \), terms of sort \( \sigma \) and object-level formulas over a signature \( \Sigma \). As \( \text{Var}_\sigma \) is a countably infinite set, we assume without loss of generality that it is composed of the variables \( \{ x^\sigma_i | i \in \mathbb{N} \} \), and leave away the sort superscript \( \sigma \), if it is clear from the context.

For a function symbol \( f \) from signature \( \Sigma \), we write \( f :: \sigma_1 \times \ldots \times \sigma_n \rightarrow \sigma \in \Sigma \), to denote that \( \text{dom}(f) = \sigma_1 \times \ldots \times \sigma_n \) is the domain of \( f \), \( \text{codom}(f) = \sigma \) is its codomain, and \( \text{arity}(f) = n \) is the arity of \( f \). We consider constants being functions of arity 0 and write \( c :: \sigma \) for \( c :: \Sigma \). Further we write \( P : \text{Pred}(\sigma_1 \times \ldots \times \sigma_n) \) to denote that \( P \) is a predicate with domain \( \text{dom}(P) = \sigma_1 \times \ldots \times \sigma_n \) and arity \( \text{arity}(P) = n \). Further, we write \( \text{dom}(s,i) \) to refer to the \( i \)th component of the domain of \( s \).

Given formula/term \( \phi \), a variable \( x \) and a term \( t \), we write \( \phi[x \mapsto t] \) to denote the formula/term resulting from replacing all occurrences of \( x \) by \( t \) in \( \phi \). Similarly, if \( x \) is a variable and \( \phi[x] \) is a formula/term, we denote the formula/term resulting from replacing all occurrences of \( x \) for \( t \) by \( \phi[t] \).

A formula is open if it contains free variables, and closed otherwise. We consider a theory to be a set of closed formulas. If \( \mathcal{T} \) is a theory with signature \( \Sigma \), by \( \text{Form}^{\mathcal{T}} \) we denote the set of all formulas over \( \Sigma \).
The semantics of formulas and terms over a signature $\Sigma$ is defined using multi-sorted first-order interpretations $\mathcal{M}$, consisting of $\langle \langle \Delta_{\sigma_1}, \ldots, \Delta_{\sigma_n} \rangle , \mathcal{I} \rangle$, where $\Delta_{\sigma}$ is the domain for sort $\sigma \in \text{sorts}_\Sigma$, and $\mathcal{I}$ is an interpretation function that freely interprets variables, function symbols, and predicate symbols, respecting the sorts, and is extended to terms in the standard way. By $\Delta$ we denote $\langle \langle \Delta_{\sigma_1}, \ldots, \Delta_{\sigma_n} \rangle , \mathcal{I} \rangle$. We write $\mathcal{M} \models \phi$ for the structure $\mathcal{M}$ satisfying the formula $\phi$ and say that $\mathcal{M}$ is a model of $\phi$. We write $\mathcal{I} \models \phi$ instead of $\langle \langle \Delta_{\sigma_1}, \ldots, \Delta_{\sigma_n} \rangle , \mathcal{I} \rangle \models \phi$, whenever the domains are clear from context. By Interpret$_\Sigma$ we denote the class of all interpretation functions over a signature $\Sigma$.

For defining our approach for reflective reasoning, we need the concept of a conservative extension. A conservative extension of a theory $\mathcal{T}$ is a theory $\mathcal{T'}$, such that $\Sigma_{\mathcal{T'}} \subseteq \Sigma_{\mathcal{T}}$, and $\forall \phi \in \text{Form}^{\mathcal{T}}. (\mathcal{T} \models \phi \iff \mathcal{T'} \models \phi)$

An inductive datatype $\mathcal{D}_\tau$, with respect to some signature $\Sigma$ is a pair $\langle \tau, \text{ctors}_\tau \rangle$, where $\tau$ is a sort and $\text{ctors}_\tau$ is a set of function symbols $F \subset \Sigma$ such that $\forall f \in F. \text{codom}(f) = \tau$. By the first-order structural induction scheme of $\mathcal{D}_\tau$ we denote the set of formulas:

$$\left\{ \left( \bigwedge_{c \in \text{ctors}_\tau} \text{case}_c \right) \rightarrow \forall x. \phi[x] \mid \phi[x] \in \text{Form} \right\}$$

(I$_\tau$)

where

$$\text{case}_c = \bigwedge_{x_1, \ldots, x_n} \left( \left( \bigwedge_{i \in \text{recursive}_c} \phi[x_i] \right) \rightarrow \phi[c(x_1, \ldots, x_n)] \right)$$

$$\text{recursive}_c = \{ i \mid \text{dom}_\Sigma(c, i) = \tau \}$$

$x$ the induction variable, $\bigwedge_{c \in \text{ctors}_\tau} \text{case}_c$ the induction premise, and $\forall x \phi[x]$ the induction conclusion.

An example for such an inductive datatype is the type of lists $\mathcal{D}_{\text{List}} = \langle \text{List}, \{ \text{nil} :: \text{List}, \text{cons} :: \alpha \times \text{List} \Rightarrow \text{List} \} \rangle$. The first-order induction scheme for $\mathcal{D}_{\text{List}}$ is therefore

$$\left\{ \text{case}_{\text{nil}} \land \text{case}_{\text{cons}} \rightarrow \forall x. \phi[x] \mid \phi[x] \in \text{Form} \right\}$$

$$\text{case}_{\text{nil}} = \top \rightarrow \phi[\text{nil}]$$

$$\text{case}_{\text{cons}} = \forall x : \alpha, xx : \text{List}. \left( \phi[xx] \rightarrow \phi[\text{cons}(x, xx)] \right)$$

3 Reflective extension

Our aim is to finitely axiomatise the induction scheme I$_\tau$ with respect to some datatypes $\mathcal{D}$ and an arbitrary base theory $\mathcal{T}$. We will hence first construct a conservative extension $\mathcal{I}$ of $\mathcal{T}$, which allow us to quantify over first-order formulas of the language of $\mathcal{T}$. In order to achieve this we will take an approach that is inspired by Horsten’s theory TC [15]. There are however a few crucial differences between our approach and [15], as follows. While TC [15] is an extension of Peano Arithmetic PA, our work can be used for an arbitrary theory $\mathcal{T}$. Further, while TC [15] relies on numbers to encode formulas, our approach uses multi-sorted logic and introduces additional sorts for formulas, terms, and variables, yielding a rather straightforward definition of models and proof of consistency for the extended theory.

The basic idea of our approach is to redefine the syntax and semantics of first-order logic in first-order logic itself. As such, there will be three levels of reasoning. As usual, we have the meta level
logic (the informal logical reasoning going on in the paper), and the object level (the formal logical reasoning we reason about on the meta level). In addition we will have a logic embedded in the terms of object level logic formulas. We will refer to this level as the reflective level, and refer to formulas/functions/terms/expressions as reflective formulas/functions/terms/expressions.

### 3.1 Signature

In a first step, we extend the signature \( \Sigma \) and the set of sorts \( \text{sorts}_\Sigma \) of our base theory \( \mathcal{T} \) with the vocabulary to be able to talk about variables, terms, and formulas.

**Definition 1** (Reflective signature). Let \( \Sigma \) be an arbitrary signature. We define \( \dot{\Sigma} \) to be the reflective extension of \( \Sigma \).

\[
\text{sorts}_\dot{\Sigma} = \{ \text{var}_\sigma \mid \sigma \in \text{sorts}_\Sigma \} \\
\cup \{ \text{term}_\sigma \mid \sigma \in \text{sorts}_\Sigma \} \\
\cup \{ \text{form, env} \}
\]

\[
\dot{\Sigma} = \Sigma \cup \{ v^\dot{\sigma}_0 :: \text{var}_\sigma \mid \sigma \in \text{sorts}_\dot{\Sigma} \} \\
\cup \{ \text{next}_\sigma :: \text{var}_\sigma \rightsquigarrow \text{var}_\sigma \mid \sigma \in \text{sorts}_\dot{\Sigma} \} \\
\cup \{ \text{inj}_\sigma :: \text{var}_\sigma \rightsquigarrow \text{term}_\sigma \mid \sigma \in \text{sorts}_\dot{\Sigma} \} \\
\cup \{ f :: \text{term}_{\sigma_1} \times \ldots \times \text{term}_{\sigma_n} \rightsquigarrow \text{term}_\sigma \mid f :: \sigma_1 \times \ldots \times \sigma_n \rightsquigarrow \sigma \in \Sigma \} \\
\cup \{ P :: \text{term}_{\sigma_1} \times \ldots \times \text{term}_{\sigma_n} \rightsquigarrow \text{form} \mid P :: \text{Pred}(\sigma_1 \times \ldots \times \sigma_n) \in \Sigma \} \\
\cup \{ \approx_\sigma :: \text{term}_\sigma \times \text{term}_\sigma \rightsquigarrow \text{form} \mid \sigma \in \text{sorts}_\dot{\Sigma} \} \\
\cup \{ \bot :: \text{form} \} \\
\cup \{ \forall_\sigma :: \text{var}_\sigma \times \text{form} \rightsquigarrow \text{form} \mid \sigma \in \text{sorts}_\dot{\Sigma} \} \\
\cup \{ \emptyset :: \text{env} \mid \sigma \in \text{sorts}_\dot{\Sigma} \} \\
\cup \{ \text{push}_\sigma :: \text{env} \times \text{var}_\sigma \times \sigma \rightsquigarrow \text{env} \mid \sigma \in \text{sorts}_\dot{\Sigma} \} \\
\cup \{ \text{eval}_\sigma :: \text{env} \times \text{var}_\sigma \rightsquigarrow \sigma \mid \sigma \in \text{sorts}_\dot{\Sigma} \} \\
\cup \{ \text{eval}_\sigma :: \text{env} \times \text{term}_\sigma \rightsquigarrow \sigma \mid \sigma \in \text{sorts}_\dot{\Sigma} \} \\
\cup \{ \dot{\vdash} :: \text{Pred}(\text{env} \times \text{form}) \}
\]

where all newly introduced symbols, and sorts are disjoint from the ones in \( \Sigma \), and \( \text{sorts}_\dot{\Sigma} \) respectively.

As this definition is rather lengthy we will break down the intended semantics of all newly introduced symbols. We can split the definitions into two parts: (i) one formalizing the syntax and (ii) one formalizing the semantics of our reflective first-order logic.

(i) **Reflective syntax.** Our reflective syntax is formalized as follows.

**Variables** The sort \( \text{var}_\sigma \) is used to represent the countably infinite set of variables \( \text{Var}_\sigma \). The two functions \( v^\dot{\sigma}_0 \), and \( \text{next}_\sigma \) that are added to the signature can be thought of as the constructors for this infinite set of variables. This means \( v^\dot{\sigma}_0 \) is intended to be interpreted as the variable \( x_0 \).
next$_\sigma(v^\sigma_i)$ is meant to be interpreted as $x_1$, and so on. We introduce the following syntactic sugar for variables:

$$v^\sigma_{i+1} = \text{next}_\sigma(v^\sigma_i) \quad \text{for } i \geq 0$$

**Terms** We use the sort term$_\sigma$ to represent terms of sort Term$_\sigma$. On the meta level terms are defined inductively, as follows.

The base case is a variable. Since variables and terms are of different sorts, we need the function inj$_\sigma$ to turn variables into terms. This function is intended to be interpreted as the identity function.

The step case of the inductive definition is building terms out of function symbols and other terms. Therefore, we need to introduce a reflective function symbol $\hat{f}$ for every function $f$ in the signature.

The $\hat{f}$ is intended to be interpreted as the function symbol $f$, while $f$ itself is interpreted as an actual function.

**Formulas** As for terms, formulas Form are defined inductively on the meta level.

For atomic formulas we introduce a reflective equality symbol $\approx_\sigma$ for each sort $\sigma$ and a reflective version $\hat{P}$ for every predicate symbol $P$. Even though it’s not strictly necessary we introduce a nullary reflective connective $\bot$ is intended to be interpreted as the formula $\bot$.

Complex formulas are built from atomic formulas and connectives, or quantifiers. Therefore we introduce a functionally complete set of reflective connectives, namely $\lor$, and $\neg$ As it will help in terms of readability, we will use infix notation for $\lor$, and drop the parenthesis for $\neg$ if there is no ambiguity.

In order to formalize quantification we introduce a function $\forall_\sigma$ for each sort. We will write $\forall_\sigma(x:p)$ for the term $\forall_\sigma(x,p)$.

(ii) **Reflective semantics.** For axiomatising the meaning of formulas, we will use syntactic representations of the semantic structures needed to define the semantics of first-order logic.

**Environment** In order to define the meaning of a quantifier, we redefine the meaning of a variable within the scope of the quantifier. Therefore we will use a stack of variable interpretations, which we will call an environment. The idea is that a variable $v^\sigma_i$ is freely interpreted in an empty environment empty, while it is interpreted as $t$ if the tuple $(v^\sigma_i, t)$ was pushed on the stack using push$_\sigma(e, v^\sigma_i, t)$. This setting becomes more clear in Sections 3.2-3.3 where we axiomatise the meaning and define a model of the reflective theory.

**Evaluation** To make use of the environment, we need a reflective evaluation function for terms eval$_\sigma$ and eval$_\sigma^v$ that corresponds to interpreting terms and variables in some model $\mathcal{I}$ of the reflective theory.

**Satisfaction** Finally, we have our reflective satisfaction relation $\models$. We write $e \models p$ for $\models (e, p)$, which can roughly be interpreted as “the interpretation $\mathcal{I}$ partially defined by $e$ satisfies $p$”. Our truth $\mathcal{T}$ predicate in the Tarskian sense is $\mathcal{T}(x) = (\text{empty } \models x)$.

**3.2 Axiomatisation**

We now formalize our semantics. We relate reflective with non-reflective function and predicate symbols, by defining the meaning of the reflective satisfaction relation $\models$, and the meaning of the reflective evaluation functions eval$_\sigma$ and eval$_\sigma^v$. All axioms we list are implicitly universally quantified, and one instance of them will be present for every sort $\sigma$, $\tau \in \text{sorts}_\Sigma$. Finally, the reflective extension $\mathcal{I}$ of our base theory $\mathcal{I}$ is the union of all these axioms and $\mathcal{I}$. 

Reflective variable interpretation. As already mentioned, the interpretation of variables in an empty environment empty is undefined. In contrast an environment to which a variable $v$, and a value $x$ is pushed, evaluates the variable $v$ to $x$. Hence,

$$
eval^v_\sigma(\text{push}_\sigma(e,v,x),v) = x$$

(A\text{x}\text{eval}_v^{\text{push}})

$$v \not\equiv v' \rightarrow \neval^v_\sigma(\text{push}_\sigma(e,v',x),v) = \neval^v_\sigma(e,v) \tag{A\text{x}\text{eval}_v^{\text{push}}}$$

for $\sigma \neq \tau$

Reflective evaluation. The function symbol $\text{eval}_\sigma$ defines the value of a reflective term $t$, and thereby maps the reflective functions $f$ to their non-reflective counterparts $\overline{f}$. For variables $\text{eval}_\sigma$, the evaluation to $\text{eval}_v^\sigma$ is used.

$$\text{eval}_\sigma(e,\text{inj}_\sigma(v)) = \text{eval}_\sigma(e,v) \tag{A\text{x}\text{eval}_v^{\text{inj}}}$$

$$\text{eval}_\sigma(e,f(t_1,\ldots,t_n)) = f(\text{eval}_{\sigma_1}(e,t_1),\ldots,\text{eval}_{\sigma_n}(e,t_n)) \tag{A\text{x}\text{eval}_v^{f}}$$

for $f : \sigma_1 \times \ldots \times \sigma_n \rightsquigarrow \sigma \in \Sigma$

Reflective satisfaction. The predicate symbol $\models \sigma$ defines the truth of a formula with respect to some variable interpretation. To this end, the meaning of the reflective connectives and the quantifiers in terms is defined by their respective object-level counterparts, as follows:

$$e \models (x \equiv y) \leftrightarrow \text{eval}_\sigma(e,x) \approx \text{eval}_\sigma(e,y) \tag{A\text{x}\text{eq}}$$

$$e \models P(t_1,\ldots,t_n) \leftrightarrow P(\text{eval}_{\sigma_1}(e,t_1),\ldots,\text{eval}_{\sigma_n}(e,t_n)) \tag{A\text{x}\text{P}}$$

for $P : \text{Pred}(\sigma_1 \times \ldots \times \sigma_n)$

$$e \models \bot \leftrightarrow \bot \tag{A\text{x}\text{bot}}$$

$$e \models \neg \phi \leftrightarrow \neg (e \models \phi) \tag{A\text{x}\neg}$$

$$e \models \phi \lor \psi \leftrightarrow (e \models \phi) \lor (e \models \psi) \tag{A\text{x}\lor}$$

$$e \models \forall v : \sigma. \phi \leftrightarrow \forall x : \sigma. (\text{push}_\sigma(e,v,x) \models \phi) \tag{A\text{x}\forall}$$

3.3 Consistency and Conservativeness

As we have now specified our theory, we next ensure that (i) $\mathcal{F}$ is indeed a conservative extension of $\mathcal{F}$ and (ii) $\mathcal{F}$ is consistent. In general, we cannot ensure that $\mathcal{F}$ is consistent, since already the base theory $\mathcal{F}$ could have been inconsistent. Hence we will show that $\mathcal{F}$ is consistent if $\mathcal{F}$ is consistent.

In order to prove (i) and (ii), that is conservativeness and consistency of $\mathcal{F}$, we introduce the notion of a reflective model $\mathcal{M}$, that is based on a model $\mathcal{M}$ of $\mathcal{F}$. The basic idea is that $\mathcal{M}$ interprets every symbol in the base theory $\mathcal{F}$ as it would be interpreted in $\mathcal{M}$, hence every formula in $\text{Form}_{\mathcal{F}}$ is true in $\mathcal{M}$ iff it is true in $\mathcal{M}$. Due to soundness and completeness of first-order logic we get that $\mathcal{F}$ is indeed a conservative extension of $\mathcal{F}$. Further, due to the fact that for every model of $\mathcal{M}$ of $\mathcal{F}$ we have a model $\mathcal{M}$ of $\mathcal{F}$, we also have that $\mathcal{F}$ is consistent if $\mathcal{F}$ is consistent. In order to ensure this reasoning is correct we need to ensure that $\mathcal{M}$ also satisfies the axioms we introduced for reflective theories. This will be done by interpreting the new reflective sort form as the set of first order formulas $\text{Form}$, and interpreting the sort $\text{Term}_{\sigma}$ as terms of sort $\text{Term}_{\sigma}$.

Definition 2 (Reflective interpretation). Let $\mathcal{M} = (\Delta_{\sigma_1},\ldots,\Delta_{\sigma_n}), \mathcal{F}$ be a first-order interpretation over the signature $\Sigma$. We define the reflective interpretation $\mathcal{M}$ to be
\[ \mathcal{M} = \langle \langle \Delta_{\sigma_1}, \ldots, \Delta_{\sigma_n}, \text{Term}_{\sigma_1}, \ldots, \text{Term}_{\sigma_n}, \text{Form} \rangle, \mathcal{I} \rangle \]

\[ \mathcal{I}(f) : \Delta_{\sigma_1} \times \ldots \times \Delta_{\sigma_n} \rightarrow \Delta_\sigma \quad \text{for } f :: \sigma_1 \times \ldots \times \sigma_n \rightsquigarrow \sigma \in \Sigma \]

\[ \mathcal{I}(f) = \mathcal{I}(f) \]

\[ \mathcal{I}(P) : \mathcal{P}(\Delta_{\sigma_1} \times \ldots \times \Delta_{\sigma_n}) \quad \text{for } P :: \text{Pred}(\sigma_1 \times \ldots \times \sigma_n) \in \Sigma \]

\[ \mathcal{I}(P) = \mathcal{I}(P) \]

\[ \mathcal{I}(v_0^\sigma) : \text{Var}_\sigma \quad \text{for } \sigma \in \text{sorts}_\Sigma \]

\[ \mathcal{I}(v_0^\sigma) = x_0 \]

\[ \mathcal{I}(\text{next}_\sigma) : \text{Var}_\sigma \rightarrow \text{Var}_\sigma \quad \text{for } \sigma \in \text{sorts}_\Sigma \]

\[ \mathcal{I}(\text{next}_\sigma)(x_i) = x_{i+1} \]

\[ \mathcal{I}(\text{inj}_\sigma) : \text{Var}_\sigma \rightarrow \text{Term}_\sigma \quad \text{for } \sigma \in \text{sorts}_\Sigma \]

\[ \mathcal{I}(\text{inj}_\sigma)(x) = x \]

\[ \mathcal{I}(f) : \text{Term}_{\sigma_1} \times \ldots \times \text{Term}_{\sigma_n} \rightarrow \text{Term}_\sigma \quad \text{for } f :: \sigma_1 \times \ldots \times \sigma_n \rightsquigarrow \sigma \in \Sigma \]

\[ \mathcal{I}(f)(t_1, \ldots, t_n) = f(\mathcal{I}(t_1), \ldots, \mathcal{I}(t_n)) \]

\[ \mathcal{I}(P) : \text{Term}_{\sigma_1} \times \ldots \times \text{Term}_{\sigma_n} \rightarrow \text{Form} \quad \text{for } P :: \text{Pred}(\sigma_1 \times \ldots \times \sigma_n) \in \Sigma \]

\[ \mathcal{I}(P)(t_1, \ldots, t_n) = P(\mathcal{I}(t_1), \ldots, \mathcal{I}(t_n)) \]

\[ \mathcal{I}(\approx_\sigma) : \text{Term}_\sigma \times \text{Term}_\sigma \rightarrow \text{Form} \quad \text{for } \sigma \in \text{sorts}_\Sigma \]

\[ \mathcal{I}(\approx_\sigma)(s, t) = \mathcal{I}(s) \approx \mathcal{I}(t) \]

\[ \mathcal{I}(\bot) : \text{Form} \]

\[ \mathcal{I}(\bot) = \bot \]

\[ \mathcal{I}(\lor) : \text{Form} \times \text{Form} \rightarrow \text{Form} \]

\[ \mathcal{I}(\lor)(\phi, \psi) = \phi \lor \psi \]

\[ \mathcal{I}(\neg) : \text{Form} \rightarrow \text{Form} \]

\[ \mathcal{I}(\neg)(\phi) = \neg \phi \]
\begin{align*}
\mathcal{I}(\forall \sigma) & : \mathbf{Var}_\sigma \times \mathbf{Form} \to \mathbf{Form} \\
& \quad \text{for } \sigma \in \text{sorts}_\Sigma \\
\mathcal{I}(\forall \sigma)(x_i, \phi) & = \forall x_i : \sigma. \phi \\
\mathcal{I}(\emptyset) & : \text{Interpret}_\Sigma \\
\mathcal{I}(\emptyset) & = \mathcal{I} \\
\mathcal{I}(\text{push}_\sigma) & : \text{Interpret}_\Sigma \times \mathbf{Var}_\sigma \times \sigma \to \text{Interpret}_\Sigma \\
& \quad \text{for } \sigma \in \text{sorts}_\Sigma \\
\mathcal{I}(\text{push}_\sigma)(\mathcal{I}, x_i, v)(x) & =
\begin{cases}
  v & \text{if } x = x_i \\
  \mathcal{I}(x) & \text{otherwise}
\end{cases} \\
\mathcal{I}(\text{eval}_\sigma^v) & : \text{Interpret}_\Sigma \times \mathbf{Var}_\sigma \to \Delta_\sigma \\
& \quad \text{for } \sigma \in \text{sorts}_\Sigma \\
\mathcal{I}(\text{eval}_\sigma^v)(\mathcal{I}, x_i) & = \mathcal{I}(x_i) \\
\mathcal{I}(\text{eval}_\sigma) & : \text{Interpret}_\Sigma \times \mathbf{Term}_\sigma \to \Delta_\sigma \\
& \quad \text{for } \sigma \in \text{sorts}_\Sigma \\
\mathcal{I}(\text{eval}_\sigma)(\mathcal{I}, t) & = \mathcal{I}(t) \\
\mathcal{I}(\models) & : \mathcal{P}(\text{Interpret}_\Sigma \times \mathbf{Form}) \\
\mathcal{I}(\models) & = \{(\mathcal{I}, \phi) \in \text{Interpret}_\Sigma \times \mathbf{Form} \mid \mathcal{I} \models \phi\}
\end{align*}

We now need to ensure that our reflective interpretation \(\mathcal{M}\) is indeed a model of \(\mathcal{J}\) if \(\mathcal{M}\) is a model of \(\mathcal{T}\).

**Theorem 1 (Reflective model).**

\[\mathcal{M} \models \mathcal{T} \iff \mathcal{M} \models \mathcal{J}\]

**Proof.** The “\(\iff\)” part of the biconditional is trivial since \(\mathcal{T} \subset \mathcal{J}\), and \(\mathcal{M}\) interprets all symbols of the original signature in the same way as \(\mathcal{M}\).

For the same reason as before we have that \(\mathcal{M} \models \mathcal{J} \implies \mathcal{M} \models \mathcal{T}\). Hence we are left to show that \(\mathcal{M} \models \mathcal{J} \setminus \mathcal{T}\). This follows from the axioms we introduced in Section 3.2 in natural language, as well as from the meta level semantics of first-order logic, by also making sure that our meta level and our object level definitions match.

### 3.4 Truth predicate

We showed that our theory \(\mathcal{J}\) is indeed a conservative extension of \(\mathcal{T}\). Next we prove that \(\mathcal{J}\) behaves in the way we need it for axiomatising induction. That is, we need to make sure that \(\mathcal{J}\) has a truth predicate, allowing us to quantify over formulas and thus defining the induction scheme as a single formula.

As in [15], we use a Gödel encoding to state that our theory \(\mathcal{J}\) has a truth predicate. Usually, a Gödel encoding maps variables, terms, and formulas to numerals. Since our theory \(\mathcal{J}\) does not necessarily contain number symbols, we need to use a more general notion of a Gödel encoding, namely that it maps variables, terms, and formulas in our base language \(\mathbf{Form}\) to terms in our extended language \(\mathbf{Form}^\mathcal{J}\). That is, we map formulas \(\mathbf{Form}\) to terms of sort \(\mathbf{form}\), variables \(\mathbf{Var}_\sigma\) to \(\mathbf{var}_\sigma\) and \(\mathbf{Term}_\sigma\) to \(\mathbf{term}_\sigma\). Formally, we define our Gödel encoding as follows:
Definition 3 (Gödel encoding).

\[
\begin{align*}
\Gamma \phi \lor \psi & = \Gamma \phi \lor \Gamma \psi, \\
\Gamma \neg \phi & = \neg \Gamma \phi, \\
\Gamma \bot & = \bot, \\
\Gamma \forall x : \sigma. \phi & = \forall v^\sigma : \sigma. \Gamma \phi, \\
\Gamma x_n & = \text{inj}_\sigma (v^\sigma_n), \\
\Gamma s \approx t & = \Gamma s \approx \Gamma t, \\
\Gamma f(t_1, \ldots, t_n) & = f(\Gamma t_1, \ldots, \Gamma t_n), \\
\Gamma P(t_1, \ldots, t_n) & = P(\Gamma t_1, \ldots, \Gamma t_n)
\end{align*}
\]

where \( x_n \in \text{Var}_\sigma \) and \( s, t \in \text{Term}_\sigma \).

With our Gödel encoding at hand, we can now show that \( \mathcal{T} \) contains a truth predicate \( T[\phi] \) for \( T \), namely the formula empty \( \vdash \Gamma \phi \). To this end, we have the following result.

Theorem 2 (Truth Predicate).

\[
\forall \phi \in \text{Form}_T \left( \mathcal{T} \vdash \phi \iff (\text{empty} \vdash \Gamma \phi) \right)
\]

In order to prove Theorem 2, we strengthen its statements, such that it holds not only for the empty reflective interpretation \( \text{empty} \), but also for every reflective interpretation built from terms \( \text{empty} \) and \( \lambda e. \text{push}_\sigma (e, v^e, x^e) \). This is necessary, as (i) our axiomatisation of \( \forall \sigma \) defines the meaning of a quantifier in terms of a different reflective environment and (ii) we relate finitary representation of variables (based on \( v^0 \) and \( \lambda x. \text{next}_\sigma (x) \)) to the infinite set of variables used for standard first-order logic syntax. For the detailed proof of Theorem 2, we refer to the extended version of this paper [26].

4 Induction by Reflection

We next show how to build a finite theory that entails the first-order induction scheme \( I_\tau \). For the sake of simplicity we will first have a look at the rather familiar case of Peano Arithmetic, and present a generalisation of the same approach in the following subsection.

4.1 Natural Numbers

In order to finitely axiomatise \( \text{PA} \), we need a finite fragment of \( \text{PA} \) to start with. The obvious choice is \( \text{Q} \), which we define as \( \text{PA} \) without the induction formulas. We then build the reflective extension \( \mathcal{Q} \), with the following two essential properties. First, it has a sort form of formulas, hence we can quantify over this sort. Second, we have a truth predicate \( \mathcal{Q} \) for \( \text{Q} \), which means we can represent an arbitrary formula of \( \text{Q} \) in a single term in \( \mathcal{Q} \).

Now we can define a conservative extension \( \mathcal{Q} \) of \( \text{PA} \). Therefore we will add the following axiom to \( \mathcal{Q} \); we call this axiom as the reflective induction axiom:

\[
\forall \phi : \text{form.} \left( \text{True}[\phi, 0] \land \\
\forall n : \text{nat.} \left( \text{True}[\phi, n] \rightarrow \text{True}[\phi, sn] \right) \rightarrow \forall n : \text{nat.} \text{True}[\phi, n] \right)
\]

(I_{nat})
where \( \text{True}[\phi, n] := (\text{push}_{\text{nat}}(\text{empty}, v_0^{\text{nat}}, n) \models \phi) \). Thus, we define \( \tilde{Q} \) as

\[
\tilde{Q} = Q \cup \{ I_{\text{nat}} \}
\]

**Theorem 3.** \( \tilde{Q} \) is a conservative extension of \( \text{PA} \)

**Proof.** We will need the following auxiliary formula:

\[
\mathcal{T} \models (\text{push}_\Delta(e, \Gamma x_i \gamma, t) \models \Gamma \phi[x_i \gamma] \iff (e \models \Gamma \phi[t \gamma]) \tag{1}
\]

This formula holds by induction over \( \phi \). Proving that \( \tilde{Q} \) is a conservative extension of \( \text{PA} \) reduces showing that every formula in \( \text{Form}_{\text{PA}} \) is provable in \( \tilde{Q} \) iff it is provable in \( \text{PA} \). We next prove both directions of this property.

(1) \( \forall \phi \in \text{Form}_{\text{PA}}. (\text{PA} \models \phi \iff \tilde{Q} \models \phi) \) To this end, we show that all axioms of \( \text{PA} \) are derivable in \( \tilde{Q} \). Since \( Q \) is a subset of both \( \text{PA} \) and \( \tilde{Q} \), we only need to deal with the induction axioms. Let \( \phi[0] \land \forall n. (\phi[n] \rightarrow \phi[n + 1]) \rightarrow \forall n. \phi[n] \) be an arbitrary instance of the first-order mathematical induction scheme \( I_{\text{nat}} \). Let us instantiate the reflective induction axiom \( (I_{\text{nat}}) \) with \( \Gamma \phi[x_0 \gamma] \). We obtain

\[
\tilde{Q} \vdash \text{True}[(\Gamma \phi[x_0 \gamma], 0] \land \forall n : \text{nat}. (\text{True}[(\Gamma \phi[x_0 \gamma], n) \rightarrow \text{True}[(\Gamma \phi[x_0 \gamma], sn)]) \rightarrow \forall n : \text{nat}. \text{True}[(\Gamma \phi[x_0 \gamma], n]
\]

which expands to

\[
\tilde{Q} \vdash (\text{push}_{\text{nat}}(\text{empty}, v_0^{\text{nat}}, 0) \models \Gamma \phi[x_0 \gamma] \land \forall n : \text{nat}. ((\text{push}_{\text{nat}}(\text{empty}, v_0^{\text{nat}}, n) \models \Gamma \phi[x_0 \gamma] \rightarrow (\text{push}_{\text{nat}}(\text{empty}, v_0^{\text{nat}}, sn) \models \Gamma \phi[x_0 \gamma])) \rightarrow \forall n : \text{nat}. (\text{push}_{\text{nat}}(\text{empty}, v_0^{\text{nat}}, n) \models \Gamma \phi[x_0 \gamma])
\]

By formula (1), we can derive

\[
\tilde{Q} \vdash (\text{empty} \models \Gamma \phi[0 \gamma] \land \forall n : \text{nat}. ((\text{empty} \models \Gamma \phi[n \gamma] \rightarrow (\text{empty} \models \Gamma \phi[sn \gamma])) \rightarrow \forall n : \text{nat}. (\text{empty} \models \Gamma \phi[n \gamma])
\]

Applying Theorem 2 the fact that \( \lambda x. (\text{empty} \models x) \) is our truth predicate, we finally get

\[
\tilde{Q} \vdash \phi[0] \land \forall n : \text{nat}. (\phi[n] \rightarrow \phi[sn]) \rightarrow \forall n : \text{nat}. \phi[n]
\]

(2) \( \forall \phi. (\tilde{Q} \models \phi \iff \text{PA} \models \phi) \) We prove by contraposition. Suppose we have some formula \( \phi \) such that \( \text{PA} \not\models \phi \). Hence there is a counter-model \( \mathcal{M} \), such that \( \mathcal{M} \not\models \text{PA} \) but \( \mathcal{M} \not\models \phi \). Since \( Q \subseteq \text{PA} \), it holds that \( \mathcal{M} \not\models Q \). Thanks to Section 3.3 we can extend the model \( \mathcal{M} \) to the reflective model \( \mathcal{M} \) such that \( \mathcal{M} \models \tilde{Q} \), and that \( \mathcal{M} \not\models \phi \). We are thus left with establish that \( \mathcal{M} \) is a model of \( \tilde{Q} \).
In $\mathcal{M}$ the sort form is interpreted as the actual set of formulas $\text{Form}$. Therefore let $\phi[x_0]$ be an arbitrary of these formulas. Since $\mathcal{M} \models \text{PA}$, we have that $\mathcal{M} \models \text{PA}$, which implies that

$$\mathcal{M} \models \phi[0] \land \forall n : \text{nat}.(\phi[n] \rightarrow \phi[sn]) \rightarrow \forall n : \text{nat}.\phi[n]$$

By Theorem 2 we get

$$\mathcal{M} \models (\text{empty} \models \phi[0]) \land$$

$$\forall n : \text{nat}.((\text{empty} \models \phi[n]) \rightarrow (\text{empty} \models \phi[sn]))$$

$$\rightarrow \forall n : \text{nat}.(\text{empty} \models \phi[n])$$

which, using formula 1, can be rewritten to

$$\mathcal{M} \models \text{True}[\phi[x_0], 0] \land$$

$$\forall n : \text{nat}.(\text{True}[\phi[x_0], n] \rightarrow \text{True}[\phi[x_0], sn])$$

$$\rightarrow \forall n : \text{nat}.\text{True}[\phi[x_0], n]$$

Since $\mathcal{M}$ interprets sort formulas exactly as the set $\text{Form}$ and $\phi[x_0]$ is an arbitrary formula, we conclude that the reflective induction axiom $\text{I}_\tau$ holds for $\mathcal{M}$. Therefore, $\mathcal{M}$ models $\mathcal{Q}$ but not $\phi$, which concludes our proof.

### 4.2 Arbitrary datatypes

The result of Section 4.1 can be lifted to arbitrary datatypes. Therefore, we translate the meta-level definition of the induction scheme $\text{I}_\tau$ for datatypes $\text{D}_\tau$ to an equivalent reflective version. That is, for a theory $\mathcal{T}$, we build $\mathcal{T}'$ by adding the axiom $\text{I}_\tau$ to $\mathcal{T}$ for every datatype $\text{D}_\tau$ in the theory, as follows:

$$\forall \phi : \text{form}. \left( \bigwedge_{c \in \text{ctors}} \text{case}_{\phi,c} \rightarrow \forall x : \tau.\text{True}[\phi,x] \right)$$

(\text{I}_\tau)

where

$$\text{case}_{\phi,c} := \bigwedge_{x_1, \ldots, x_n} \left( \bigwedge_{i \in \text{recursive}_c} \text{True}[\phi,x_i] \rightarrow \text{True}[\phi,c(x_1, \ldots, x_n)] \right)$$

$$\text{recursive}_c := \{ i \mid \text{dom}_{\Sigma}(c, i) = \tau \}$$

$$\text{True}[\phi,n] := (\text{push}_{\tau}(\text{empty}, v^c_0, n) \models \phi)$$

In the case of extending $\mathcal{Q}$ to a conservative extension of $\text{PA}$, the axioms of constructor disjointness $\text{Disj}_{\text{nat}}$, and injectivity $\text{Inj}_{\text{nat}}$ were already present in $\mathcal{Q}$. Thus, for an arbitrary inductive theory $\mathcal{T}$ with inductive datatypes $\mathcal{D}_\tau$, we define the reflective inductive extension $\mathcal{T}'$ as follows:

$$\mathcal{T}' = \mathcal{T} \cup \{ \text{I}_\tau, \text{Disj}_\tau, \text{Inj}_\tau \mid \mathcal{D}_\tau \in \mathcal{D} \}$$

### 5 Experiments

In order to evaluate the practical viability of the techniques introduced Sections 3\textsuperscript{4}, we performed two set of experiments, denoted as $\text{Ref}$ and Ind and described next.
Setup  Note that our work introduces many new function symbols, and axioms which might blow up the proof search space, even if induction is not involved at all. Therefore, in our first experiment Refl we wanted to evaluate the feasibility of reasoning in the reflective extension of a theory.

Refl itself consists of two groups of benchmarks Refl0, and Refl1. Refl is the simplest one. For every theory \( \mathcal{T} \) in some set of base theories, and every axiom \( \alpha \in \mathcal{T} \) we try to proof the validity of \( \mathcal{T} \vdash (\text{empty} \models \neg \alpha) \). Since we established that \( \lambda x . (\text{empty} \models x) \) is the truth predicate of \( \mathcal{T} \), and the fact that \( \alpha \) is an axiom, we know that these consequence assertions indeed hold. Refl1 involves reasoning in the reflective extension \( \mathcal{T} \) of some theory as well. But in this case not the reflective version of the axioms, but the reflective versions of some simple consequence of \( \mathcal{T} \) are to be proven.

The benchmarks in the second experiment Ind are a set of crafted properties that require inductive reasoning. Every problem \( \mathcal{T} \models \phi \) in this set of benchmarks is addressed in two ways. Firstly, proving it directly for the solvers that support induction natively, and secondly, translating the problem to \( \mathcal{T} \models \phi \). For a description of the exact axioms and conjectures used in each of our benchmarks we refer to the extended version of this paper [26].

All benchmarks, as well as a program for generating reflective, and reflective inductive extensions of theories, and Gödel encodings for conjectures can be found at GitHub [1]. As the different solvers we used for evaluation support different input formats, our tool supports serializing problems into these various formats.

We used two (non-disjoint) sets of solvers. Firstly, solvers that support induction natively, and secondly various general-purpose theorem provers that are able to deal with multi-sorted quantified first-order logic, hence induction using the reflective extension.

The solvers considered where the SMT-solvers CVC4 and Z3, the superposition-based first-order theorem prover Vampire, the higher-order theorem prover ZIPPERPOSITION that uses a combination of superposition and term rewriting, and the inductive theorem prover Zeno, that is designed to proof inductive properties of a Haskell-like programming language. Since Vampire in many cases uses incomplete strategy, per default it was run with a complete strategy forced as well. This configuration if referred to as VampireComplete. ZIPPERPOSITION supports replacing equalities by dedicated rewrite rules, which comes at the cost of the theoretical loss of some provable problems, but yields a significant gain of performance in practice. ZIPPERPOSITION with these rewrite rules enabled will be referred to as ZIPPERWRITE. CVC4 allows for theory exploration which was shown to be helpful for inductive reasoning in [12]. CVC4 with this heuristic enabled is referred to as CVC4GEN.

We ran each solver with a timeout of 10 seconds per problem.

Results  In the first part of Table [1] we can see the results of solvers proving reflective versions of axioms. What is striking is that the SMT solvers CVC4, and Z3, can solve all benchmarks of this category, while the problem seems to be harder for the saturation based theorem provers. Further ZIPPERWRITE does pretty well in this class of benchmarks as well. A potential reason for this difference in performance between the ordinary saturation approach and ZIPPERWRITE might have to do with the following: For ZIPPERWRITE equalities for function definitions of the reflective extensions are translated to rewrite rules that are oriented in way that they would intuitively be oriented by a human, this means that for example the axiom \( \text{Ax}\text{eval} \) can be evaluated as one would intuitively do. In contrast Vampire, using superposition with the Knuth-Bendix simplification ordering will orient this equality in the wrong way, which means that it won’t be able to evaluate it in the intuitive way, which might be the reason for the difference in performance.

[1] https://github.com/joe-hauns/msc-automating-induction-via-reflection
| benchmark             | CVC4 | CVC4GEN | VAMPIRE | VAMPIRE-COMPLETE | ZIPPER-POSITION | ZIPPER-REWRITE |
|----------------------|------|---------|---------|------------------|-----------------|---------------|
| $N+Leq+Add+Mul-ax0$  | ✓    | ✓       | ✓       | ✓                | ✓               | ✓             |
| $N+Leq+Add+Mul-ax1$  | ✓    | ✓       |         |                  |                 |               |
| $N+Leq+Add+Mul-ax2$  | ✓    | ✓       | ✓       | ✓                | ✓               | ✓             |
| $N+Leq+Add+Mul-ax3$  | ✓    | ✓       |         |                 |                 |               |
| $N+Leq+Add+Mul-ax4$  | ✓    | ✓       | ✓       |                 |                 |               |
| $N+Leq+Add+Mul-ax5$  | ✓    | ✓       |         |                 |                 |               |
| $N+L+Pref+App-ax0$   | ✓    | ✓       | ✓       | ✓                | ✓               | ✓             |
| $N+L+Pref+App-ax1$   | ✓    | ✓       | ✓       | ✓                |                 | ✓             |
| $N+L+Pref+App-ax2$   | ✓    | ✓       |         |                 |                 |               |
| $N+L+Pref+App-ax3$   | ✓    | ✓       | ✓       |                 |                 | ✓             |
| $N+L+Pref+App-ax4$   | ✓    | ✓       |         |                 |                 |               |

**Table 1:** Results of the experiment **Refl**.
Automating Induction by Reflection

Table 2: Lists the results of running solvers on the benchmark set Ind. For every solver Slvr that supports full first-order logic with equality as input, there is a solver Slvr using the reflective inductive theory as an input instead of using the solvers native handling of induction. The greyed out cells mean that the problem cannot be translated to the solvers input format.

The second part of the table shows that the performance of the SMT-solvers drops as soon as more complex reasoning is involved. Especially the problems with conjectures involving existential quantification\(^2\) are hardly solved by the SMT solvers. This is not surprising since SMT solvers target at solving quantifier-free fragments of first-order logic.

Table 2 lists the results of the final experiment Ind. As the first experiments have shown reasoning in the reflective theories is hard even for very simple conjectures, it is not surprising that it is even harder for problems that require inductive reasoning to solve. Nevertheless there are some problems that can be solved using the reflective inductive extension instead of built-in induction heuristics. The most striking result is that Z3 is able to solve benchmarks that involve induction, even though it is a SMT-solver without any support for inductive reasoning.

\(^2\)These problem ids contain the substring “exists” in their id.
6 Conclusion

It is mathematical practice to define infinite sets of axioms as schemes of formulas. Alas these schemes of axioms are not part of standard input syntax of today’s theorem provers. In order to circumvent this shortcoming, we developed a method to express these schematic definitions in the language of first-order logic by means of a conservative extension, which we called the reflective extension of a theory. We showed that this reflective extension is indeed a conservative extension of the base theory. It contains a truth predicate which allows us to quantify over formulas within the language of first-order logic.

We replaced the first-order induction scheme of $\text{PA}$ by the axioms needed for the reflective extension and a single additional axiom, called the reflective induction axiom. We proved that the resulting theory is indeed a conservative extension of $\text{PA}$. Further, we demonstrated how to replace the induction scheme of a theory with arbitrary inductive datatypes. This kind of conservative extension is what we called the reflective inductive extension.

Our experiments show that reasoning in the reflective extension of a theory is hard for modern theorem provers, even for very simple problems. Despite the poor performance in general, we have a positive result serving as a proof of concept of our method, namely that the SMT-solver Z3, which does not support induction natively was able to solve problems that require inductive reasoning.

Investigating our encoding in relation with the proof systems supported by the Dedukti framework [14] is an interesting line for further work. Further we are interested to explore which different proof search heuristics can be used to make our technique feasible for practical applications.
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