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ABSTRACT. We consider a class of nearly integrable Hamiltonian systems with
Hamiltonian being \(H(\theta, I, u, v) = h(I) + \frac{1}{2} \sum_{j=1}^{m} \Omega_j (u_j^2 - v_j^2) + f(\theta, I, u, v)\). By
introducing external parameter and KAM methods, we prove that, if the fre-
quency mapping has nonzero Brouwer topological degree at some Diophantine
frequency, the hyperbolic invariant torus with this frequency persists under
small perturbations.

1. Introduction and main results. Consider a real analytic Hamiltonian

\[ H(\theta, I, \zeta) = h(I) + \frac{1}{2} \langle A\zeta, \zeta \rangle + f(\theta, I, \zeta). \]

where \((\theta, I, \zeta) \in T^n \times D \times \mathbb{R}^{2m}\), with \(T^n\) being the usual \(n\)-torus obtained from \(\mathbb{R}^n\)
by identifying coordinates modulo \(2\pi\) and \(D\) a bounded open domain in \(\mathbb{R}^n\) which
is homeomorphic to an open unit ball in \(\mathbb{R}^n\); \(A\) is \(2m \times 2m\) non-singular, constant
matrices; the functions \(f(\theta, I, \zeta)\) is a small perturbation. Let \(\zeta = (u, v) \in \mathbb{R}^{2m}\).
The associated symplectic form is \(\sum_{i=1}^{n} d\theta_i \wedge dI_i + \sum_{j=1}^{m} du_j \wedge dv_j\).

If \(f = 0\), system (1) possesses a family of invariant tori \(T^n \times \{I_0\} \times \{0\} \times \{0\}\)
for all \(I_0 \in D\) and the flow on each torus is given by \(\theta(t) = \theta_0 + \omega(I_0) t\) with
\(\omega(I_0) = h_t(I_0)\) as its tangential frequency.

Some of the invariant tori can be destroyed by an arbitrarily small perturbation.\nWhether some invariant tori can persist under small perturbation is an important
problem in the perturbation theory of Hamiltonian systems and is studied by many
authors. If \(m = 0\), that is, when there is no normal frequency, Kolmogorov [8]
and Arnold [1] obtained that if \(\omega = h_I\) satisfies the Diophantine condition then the
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invariant torus with the frequency $\omega$ can persist under small perturbation. Later on, the result was extended by many authors to the case where the frequency $\omega$ depends on some parameter in a degenerate way, that is, the rank of the Jacobian matrix of $\omega$ with respect to the parameter is less than $n$, see [4, 5, 15].

When $m \neq 0$, if all the eigenvalues of $JA$ are not on imaginary axis, the tori are called hyperbolic. If all the eigenvalues of $JA$ are nonzero pure imaginary, the tori are called elliptic. In the hyperbolic case, the persistence of invariant tori for the perturbed systems has been extensively studied. Under Kolmogorov’s non-degeneracy condition, i.e.,

$$\det(\partial \omega/\partial I) = \det(h_{II}) \neq 0, \forall I \in D,$$

for a fixed Diophantine frequency $\omega_0$(see (3) below), Moser [11] proved that, if all the eigenvalues of $JA$ are distinct, the perturbed system still has a hyperbolic invariant tori with $\omega_0$ as its tangential frequency (in this case, we say that the torus persists under small perturbations). Later, Graff[7] and Zehnder[24] generalized Moser’s result by allowing multiple eigenvalues of $A$ under the same non-degeneracy condition.

In the sixties, the persistence of elliptic tori in the non-degenerate case was first observed by Melnikov [10] and later proved by Eliasson [6] and Pöschel [12]. The above results demand that the eigenvalues of $JA$ are different. However, Xu [19] proved the persistence of elliptic invariant tori for a class of nearly integrable Hamiltonian systems, where $JA$ has multiple eigenvalues. In [9] and [14], Kuksin and Pöschel extended the result to infinite dimensional Hamiltonian systems arising from some partial differential equations, such as nonlinear string wave equations.

In a recent paper of Xu and You [22], under a weaker condition than Kolmogorov’s non-degeneracy condition, they proved the persistence of the non-twist torus(see the following paragraph for the definition) in the classically nearly integrable Hamiltonian systems with one pair of conjugate variables. Motivated by [22], in this paper we consider the following reduced Hamiltonian

$$H(\theta, I, u, v) = h(I) + \frac{1}{2} \sum_{j=1}^{m} \Omega_j (u_j^2 - v_j^2) + f(\theta, I, u, v),$$

where $\text{Re}(\Omega_j) \neq 0$, $j = 1, 2, ..., m$. The corresponding Hamiltonian system reads as

$$\begin{align*}
\dot{\theta} &= H_I = h_I(I) + f_I(\theta, I, u, v) \\
\dot{I} &= -H_\theta = -f_\theta(\theta, I, u, v) \\
\dot{u} &= H_u = \Omega u + f_u(\theta, I, u, v) \\
\dot{v} &= H_v = \Omega v - f_v(\theta, I, u, v).
\end{align*}$$

(2)

Here $\Omega = \text{diag}(\Omega_1, \Omega_2, ..., \Omega_m)$.

Consider an unperturbed hyperbolic torus of system (2) ($f \equiv 0$) with tangential frequency $\omega_0 = \omega(I_0) = h_I(I_0)$. If $h_{II}(I_0) = 0$, we call this unperturbed hyperbolic torus non-twist. In this paper, we will prove that if $\omega_0$ is a Diophantine frequency and the topological degree $\text{deg}(\omega, D, \omega_0) \neq 0$, then the perturbed system (2) still has a hyperbolic invariant torus with $\omega_0$ as its tangential frequency, i.e., the torus persists under small perturbations.

Denote the complex neighbourhood of $T^n \times \{0\} \times \{0\} \times \{0\}$ by

$$D(s, r) = \{\theta : |\text{Im} \theta|_{\infty} < s\} \times \{I : |I|_1 < r^2\} \times \{u : |u|_2 < r\} \times \{v : |v|_2 < r\} \subset \mathbb{C}^n/2\pi \mathbb{Z}^n \times \mathbb{C}^n \times \mathbb{C}^m \times \mathbb{C}^m,$$
Theorem 1.1. Suppose that $D = 0$ where $\omega$ is a Diophantine frequency. Then there exists a sufficiently small positive constant $\epsilon > 0$ such that for any $\omega_0$ with $\omega_0 \neq \omega_0$, there is a perturbation $\epsilon$ of $\omega_0$ such that the system does not have a non-typical invariant torus. Moreover, the system (2) defined by $h(I) = h_1(I)$ and $\omega_0 = \omega(I_0)$, $I_0 \in D$ is a non-degenerate system.

Remark 1. We give an example as the application of Theorem 1.1. Consider the Hamiltonian system (2) defined by $h(I) = \langle \omega_0, I \rangle + I_1^2 + I_2^2 + \cdots + I_n^2$, where $\omega_0$ is a Diophantine frequency. Then $\omega(I) = h_1(I) = \omega_0 + (4I_1^2, 4I_2^2, \cdots, 4I_n^2)$, $\omega_1(I) = 12\text{diag}(I_1^2, I_2^2, \cdots, I_n^2)$. Obviously, the Kolmogorov’s non-degeneracy condition cannot be satisfied due to $\omega_1(0) = 0$, so the previous KAM theorem under the Kolmogorov’s non-degeneracy condition cannot be applied. However, we have $\text{det}(\omega_1(I)) = 12^n I_1^2 I_2^2 \cdots I_n^2 > 0, \forall I \in D \setminus \{0\}$, which implies $\text{deg}(\omega, D, \omega_0) \neq 0$. Thus, Theorem 1.1 can be applied.

As far as we know, the weakest non-degeneracy condition which can ensure the existence of a family of invariant tori is the Rüssmann’s non-degeneracy condition (see[16, 21]). This says that $\omega(p)$ does not fall into any hyperplane through the origin. However, one cannot obtain any information on the persistence of a fixed Diophantine frequency under this non-degeneracy condition. So, although the Rüssmann’s non-degeneracy condition can apply to the above example, it cannot tell us whether the frequency $\omega_0$ is broken under small perturbation.

Remark 2. It is obvious that Theorem 1.1 includes the result obtained by Moser[11]. In fact, if $A$ is hyperbolic with all eigenvalues being distinct, then the corresponding Hamiltonian system of (1) can be reduced to system (2). At the same time, according to the properties of the topological degree, it is not hard to see that $\text{det}(h_1(I)) \neq 0$ on $D$ implies $\text{deg}(\omega, D, \omega_0) \neq 0$. This implies the assertion. Moreover, if system (1) can be reduced to system (2) by allowing multiple eigenvalues of $JA$, then for the same reasons as above, our result partly includes the results obtained by Graff[7] and Zehnder[24].
Remark 3. In view of the topological degree theory, it is easy to see that if a Diophantine frequency $\omega^*$ is in a sufficiently small neighborhood of $\omega_0$, then the hyperbolic invariant tori with $\omega^*$ as its tangential frequency can also persist.

2. The parameterized form of Theorem 1.1 and its proof.

2.1. The parameterized form of Theorem 1.1. Our methods are to use the standard part of KAM iteration [13] to prove our result. At first, by linearizing the Hamiltonian system (2) at the invariant tori, we consider a parameterized Hamiltonian system instead. For any $\xi \in D$, let

$$I = \xi + y, \quad \theta = x, \quad \frac{u_i - v_i}{\sqrt{2}} = z_i, \quad \frac{u_i + v_i}{\sqrt{2}} = \bar{z}_i, \quad (i = 1, 2, \ldots, m).$$

Then,

$$H(\theta, I, u, v) = h(\xi + y) + (\Omega z, \bar{z}) + f(x, \xi + y, z, \bar{z})$$

$$= e + (\omega(\xi), y) + (\Omega z, \bar{z}) + P(\xi; x, y, z, \bar{z}),$$

where $e = h(\xi)$, $\omega(\xi) = h_1(I)$, $P(\xi; x, y, z, \bar{z}) = \int_{\xi} f(y, \xi) + f(x, \xi + y, z, \bar{z})$ and $\xi \in D$ is regarded as a parameter. Here $e$ is an energy constant and has no influence on the dynamical properties of the Hamiltonian system, so we usually omit it in the following discussion; $\omega : \xi \rightarrow \omega(\xi)$ is called the frequency mapping; and $P$ is a small perturbation term. Let

$$\Pi = \{\xi \in D \mid \text{dist}(\xi, \partial D) \geq \sigma\},$$

where $\sigma(> r)$ is a small constant. Let $\Pi_{\sigma}$ be the complex closed neighborhood of $\Pi$ in $\mathbb{C}^n$ with radius $\sigma$, that is

$$\Pi_{\sigma} = \{\xi \in \mathbb{C}^n \mid \text{dist}(\xi, \Pi) \leq \sigma\}.$$

Now the Hamiltonian $H(\xi; x, y, z, \bar{z})$ is real analytic in $(\xi; x, y, z, \bar{z})$ on $\Pi_{\sigma} \times D(s, r)$. The corresponding Hamiltonian system becomes

$$\begin{cases}
\dot{x} = H_y = \omega(\xi) + P_y(\xi; x, y, z, \bar{z}) \\
\dot{y} = -H_x = -P_x(\xi; x, y, z, \bar{z}) \\
\dot{z} = H_z = \Omega z + P_z(\xi; x, y, z, \bar{z}) \\
\dot{\bar{z}} = -H_{\bar{z}} = -\Omega \bar{z} - P_{\bar{z}}(\xi; x, y, z, \bar{z}).
\end{cases} \quad (4)$$

Thus, the persistence of hyperbolic invariant tori for system (2) is reduced to the persistence of hyperbolic invariant tori for the family of Hamiltonian systems (4) depending on the parameter $\xi \in \Pi$.

We expand $P(\xi; x, y, z, \bar{z})$ as Fourier series with respect to $x$ as follows:

$$P(\xi; x, y, z, \bar{z}) = \sum_{k \in \mathbb{Z}^n} P_k(\xi; y, z, \bar{z}) e^{i\sqrt{-1}(k,x)},$$

where $P_k(\xi; y, z, \bar{z}) = \sum_{l \in \mathbb{N}^n, p, q \in \mathbb{N}^m} P_{klpq}(\xi) y^l z^p \bar{z}^q$. Define

$$\|P\|_{\Pi_{\sigma} \times D(s, r)} = \sum_k \|P_k\|_{\sigma,r} e^{s|k|},$$

where $\|P_k\|_{\sigma,r} = \sup_{\xi \in \Pi_{\sigma}} \max_{|y| \leq r, |z| \leq r, |\bar{z}| \leq r} \sum_{l \in \mathbb{N}^n, p, q \in \mathbb{N}^m} |P_{klpq}(\xi)| y^l \bar{z}^p \bar{z}^q$. 

Theorem 2.1. Let $H(\xi; x, y, z, \bar{z}) = \langle \omega(\xi), y \rangle + \langle \Omega z, \bar{z} \rangle + P(\xi; x, y, z, \bar{z})$ be real analytic on $\Pi_\sigma \times D(s, r)$. Let $\omega_0 = \omega(\xi_0)$, with $\xi_0 \in \Pi$. Suppose that $\omega_0$ satisfies (3) and that $\deg(\omega, \Pi, \omega_0) \neq 0$. Then there exists a sufficiently small constant $\epsilon > 0$ such that if $\|P\|_{\Pi_\sigma \times D(s, r)} \leq \epsilon$, there exists $\xi_* \in \Pi$ such that the Hamiltonian system (4) has a hyperbolic invariant torus at $\xi = \xi_*$ with $\omega_0$ as its tangential frequency.

Remark 4. Theorem 1.1 can obviously follow from Theorem 2.1, and this technique was first introduced by Pöschel in [13].

2.2. The proof of Theorem 2.1 by introducing external parameter. The key idea is to introduce an artificial external parameter as used in [12, 21, 13]. Consider the following Hamiltonian system.

$$\begin{cases}
\dot{x} = H_y = \omega(\xi) + \lambda + P_y(\xi; x, y, z, \bar{z}) \\
\dot{y} = -H_x = -P_x(\xi; x, y, z, \bar{z}) \\
\dot{z} = H_z = \Omega\bar{z} + P_z(\xi; x, y, z, \bar{z}) \\
\dot{\bar{z}} = -H_{\bar{z}} = -\Omega z - P_{\bar{z}}(\xi; x, y, z, \bar{z}),
\end{cases}$$

where $H = H(\xi, \lambda; x, y, z, \bar{z}) = \langle \omega(\xi), \lambda \rangle + \langle \Omega z, \bar{z} \rangle + P(\xi; x, y, z, \bar{z})$. Obviously, system (4) is a special form of Hamiltonian system (5) with $\lambda = 0$. We will first give a KAM theorem for system (5) with parameters $(\xi, \lambda)$ and then prove Theorem 2.1.

Let

$$d = \max_{\xi, \eta \in \Pi_\sigma} |\omega(\xi) - \omega(\eta)|$$

and define

$$B(\omega, d) = \{ \lambda \in \mathbb{C}^n | \text{dist}(\lambda, \omega) < d \}.\]

Let $O = (\bigcup_{\xi \in \Pi} B(\omega(\xi), d)) \cap \mathbb{R}^n$. It follows that

$$\omega(\Pi) = \{ \omega(\xi) | \xi \in \Pi \} \subset O.$$

Let

$$O_\alpha = \{ \Delta \in O | |\langle k, \Delta \rangle| \geq \frac{\alpha}{|k|} \}, \forall k \in \mathbb{Z}^n \setminus \{0\} \}$$

and $O_{\alpha, \delta} = B(O_\alpha, \delta)$. Let $K > 0$ and $\delta = \frac{\alpha}{2|K|+1}$. Then, for all $\Delta \in O_{\alpha, \delta}$ it follows that

$$|\langle k, \Delta \rangle| \geq \frac{\alpha}{2|k|}, \quad 0 < |k| \leq K.$$

Let $M = \Pi_\sigma \times B(0, 2d + 1)$. The Hamiltonian $H(\xi, \lambda; x, y, z, \bar{z})$ is real analytic on $M \times D(s, r)$.

Theorem 2.2. There exists a small $\epsilon > 0$ such that if $\|P\|_{\Pi_\sigma \times D(s, r)} \leq \epsilon$, then we have a Cantor-like family of analytic curves in $M$,

$$\{ \Gamma_\Delta : \lambda = \lambda(\xi), \xi \in \Pi, \Delta \in O_\alpha \},$$

which are determined implicitly by the equation

$$\lambda + \omega(\xi) + h(\xi, \lambda) = \Delta,$$

where $h(\xi, \lambda)$ is a $C^\infty$-smooth function on $M$ with $|h(\xi, \lambda)| \leq \frac{\epsilon}{2}$ and $|h_\lambda(\xi, \lambda)| + |h_\xi(\xi, \lambda)| \leq \frac{1}{2}$, and a parameterized family of symplectic mappings

$$\Phi(\xi, \lambda; t) : D(s/2, r/2) \to D(s, r), \quad (\xi, \lambda) \in \Gamma = \bigcup_{\Delta \in O_\alpha} \Gamma_\Delta,$$
where $\Phi$ is $C^\infty$-smooth in $(\xi, \lambda)$ on $\Gamma$ in the sense of Whitney and analytic in $(x, y, z, \bar{z})$ on $D(s/2, r/2)$, such that for each $(\xi, \lambda) \in \Gamma_\Delta$,

$$H(\xi, \lambda; \Phi(\xi, \lambda; x, y, z, \bar{z})) = \langle \Delta, y \rangle + \langle \Omega z, \bar{z} \rangle + \hat{P}(\xi, \lambda; x, y, z, \bar{z}),$$

where $\hat{P}(\xi, \lambda; x, y, z, \bar{z})$ contains only the terms of $y^p\bar{z}^q$ with $2|l| + |p| + |q| > 2$ and the terms of $z^p\bar{z}^q$ with $|p| + |q| = 2$. Therefore, system (5) has hyperbolic invariant tori $\Phi(\xi, \lambda; T^n, 0, 0, 0)$ with $\Delta$ as their tangential frequencies.

Due to the complexity of the proof of Theorem 2.2, we first prove Theorem 2.1 by Theorem 2.2 and leave the proof of Theorem 2.2 until next section. In fact, let $\Delta = \omega_0$ and then we have an analytic curve $\Gamma_{\omega_0} : \xi \in \Pi \rightarrow \lambda(\xi)$, implicitly determined by the equation $\lambda + \omega(\xi) + h(\xi, \lambda) = \omega_0$. This yields

$$\lambda(\xi) = \omega_0 - \omega(\xi) + \hat{\lambda}(\xi), \forall \xi \in \Pi,$$

where $\hat{\lambda}(\xi) = h(\xi, \lambda(\xi))$. Furthermore, if $\epsilon$ is sufficiently small, we have $|\hat{\lambda}(\xi)| \leq 8\epsilon/r^2$ and $|\hat{\lambda}(\xi)| \leq 4\epsilon/r$. From the assumption it follows that

$$\deg(w_0 - \omega, \Pi, 0) \neq 0.$$

So if $\epsilon$ is sufficiently small we have

$$\deg(\lambda, \Pi, 0) = \deg(w_0 - \omega, \Pi, 0) \neq 0.$$

Then we have $\xi_* \in \Pi$ such that $\lambda(\xi_*) = 0$. Therefore, system (4) with $\xi = \xi_*$ has a hyperbolic invariant torus $\Phi(\xi_*, 0; T^n, 0, 0, 0)$ with $\omega_0$ as its tangential frequency. Thus, Theorem 2.1 holds. \hfill $\square$

3. The proof of Theorem 2.2 by KAM theories. Now it remains to prove Theorem 2.2. Our method is the KAM iteration and the idea is similar to [16, 21, 13, 3, 18, 2, 17, 20, 23, 25].

3.1. KAM-step. We note that the procedure of KAM-step is standard. We summarize the result for our KAM-step in the following lemma.

**Lemma 3.1** (Iteration Lemma). *Consider the Hamiltonian

$$H(\xi, \lambda; x, y, z, \bar{z}) = N(\xi, \lambda; y, z, \bar{z}) + P(\xi, \lambda; x, y, z, \bar{z}),$$

where $N(\xi, \lambda; y, z, \bar{z}) = (\Delta(\xi, \lambda), y) + \langle \Omega z, \bar{z} \rangle + Q(\xi, \lambda; x, z, \bar{z})$ with $\Delta(\xi, \lambda) = \omega(\xi) + \lambda + h(\xi, \lambda)$. Assume that the following conditions hold:

**C1.** $N$ and $P$ are real analytic on $M$ and $M \times D(s, r)$, respectively. For $0 < E < 1$, $0 < \rho < s/5$, $P$ satisfies

$$\|P\|_{M \times D(s, r)} \leq \epsilon = \alpha \rho^{\epsilon+n+1} E.$$

**C2.** The function $h$ satisfies

$$|h(\lambda, \xi, \lambda)| + |h(\xi, \lambda)| \leq \frac{1}{2}, \forall (\xi, \lambda) \in M$$

and for each $\Delta \in \mathcal{O}_\alpha$ the equation

$$\Delta(\xi, \lambda) = \omega(\xi) + \lambda + h(\xi, \lambda) = \Delta$$

defines implicitly an analytic mapping

$$\lambda : \xi \in \Pi_\sigma \rightarrow \lambda(\xi) \in B(0, 2d + 1)$$
such that $\Gamma_{\Delta} = \{(\xi, \lambda(\xi))|\xi \in \Pi_\sigma}\subset M$. Moreover, for $K > 0$ satisfying $e^{-K\rho} = E$, 
$\delta = \frac{\alpha}{2K^{r+1}}$, $L = 1 + \max_{\xi \in \Pi_{\sigma}}|\omega(\xi)|$ and $\delta = \frac{\alpha}{L}$, we have

$$U(\Gamma_{\Delta}, \delta) = \{(\xi, \lambda') \in \Pi_{\sigma} \times \mathbb{C}^n | |\lambda' - \lambda(\xi)| \leq \delta\} \subset M.$$

Then, there exist $M_+ \subset M$ and $D(s_+, r_+) \subset D(s, r)$ such that for every $(\xi, \lambda) \in M_+$ there exists a symplectic mapping

$$\Phi(\xi, \lambda; \cdot, \cdot, \cdot) : D(s_+, r_+) \to D(s, r)$$

with $\Phi$ real analytic on $M_+ \times D(s_+, r_+)$, such that

$$H_+(\xi, \lambda; x, y, z, \bar{z}) = H(\xi, \lambda; \Phi(\xi, \lambda; x, y, z, \bar{z})) = N_+(\xi, \lambda; y, z, \bar{z}) + P_+(\xi, \lambda; x, y, z, \bar{z})$$

where $N_+(\xi, \lambda; y, z, \bar{z}) = \langle \Delta_+(\xi, \lambda), y \rangle + \langle \Omega z, \bar{z} \rangle + Q_+(\xi, \lambda; x, y, z, \bar{z})$ with $\Delta_+(\xi, \lambda) = \omega(\xi) + \lambda + h(\xi, \lambda) + \hat{h}(\xi, \lambda)$, $Q_+ = Q + \hat{Q}$, $\hat{Q}$ is defined in the proof below, and the following conclusions hold:

(i) The new perturbation term $P_+$ satisfies

$$\|P_+\|_{M_+ \times D(s_+, r_+)} \leq \epsilon_+ = \alpha\rho_+^{r+n+1} E_+,$$

$$\|\hat{Q}\|_{M_+ \times D(s_+, r_+)} \leq \epsilon_+ = \alpha\rho_+^{r+n+1} E_+,$$

with

$$s_+ = s - 5\rho, \; \eta = \sqrt{E}, \; \rho_+ = \frac{1}{2}\rho, \; r_+ = \eta r, \; E_+ = cE^\frac{4}{r},$$

and

$$M_+ = \{(\xi, \lambda') \in \mathbb{C}^n \times \mathbb{C}^n | \xi \in \Pi_{\sigma - \frac{4}{r}\delta}, (\xi, \lambda) \in \Gamma, |\lambda' - \lambda| \leq \frac{1}{2}\delta\} \subset M,$$

where $\Gamma = \bigcup_{\Delta \in O_{\sigma}} \Gamma_{\Delta}$. Moreover, for the mapping $\Phi$ we have the following estimates:

$$\|W(\Phi - id)\|_{M_+ \times D(s_+, r_+)} \leq cE$$

and

$$\|W(D\Phi - Id)W^{-1}\|_{M_+ \times D(s_+, r_+)} \leq cE,$$

where $D$ is the differentiation operator with respect to $(x, y, z, \bar{z})$ and $W = \text{diag}(\frac{1}{\rho} I_n, \frac{1}{\rho} I_m, \frac{1}{\rho} I_n, \frac{1}{\rho} I_m)$ with $I_n$ and $I_m$ being the $n$-th unit matrix and $m$-th unit matrix, respectively.

(ii) $\hat{h}$ satisfies

$$|\hat{h}| \leq \frac{4\epsilon}{\tau^2} = 4\alpha\rho_+^{r+n+1} E, \; \forall (\xi, \lambda) \in M$$

and

$$|\hat{h}_\xi(\xi, \lambda)| + |\hat{h}_\z(\xi, \lambda)| \leq \frac{16\epsilon}{\tau^2\delta}, \; \forall (\xi, \lambda) \in M_+.$$

Thus, if

$$8\alpha\rho_+^{r+n+1} E \leq \frac{1}{4}\delta,$$

then the equation $\Delta_+(\xi, \lambda) = \omega(\xi) + \lambda + h_+(\xi, \lambda) = \Delta$ with $h_+(\xi, \lambda) = h(\xi, \lambda) + \hat{h}(\xi, \lambda)$ determines implicitly an analytic mapping

$$\lambda_+ : \xi \in \Pi_{\sigma_+} \to \lambda_+(\xi) \in B(0, 2d + 1)$$

with $\sigma_+ = \sigma - \frac{1}{2}\delta$, which satisfies

$$|\lambda_+(\xi) - \lambda(\xi)| \leq \frac{8\epsilon}{\tau^2} = 8\alpha\rho_+^{r+n+1} E \leq \frac{1}{4}\delta$$
and 

$$\Gamma^+_\Delta = \{ (\xi, \lambda_+(\xi)) | \xi \in \Pi_{s_+} \} \subset M_+.$$  \hspace{1cm} (9)

Let $\delta_+ = \frac{\alpha}{2K^+_1}$ with $K_+$ satisfying $e^{-\rho_+K_+} = E_+$. If 

$$\delta_+ < \frac{1}{4} \delta,$$  \hspace{1cm} (10)

then for all $\Delta \in O_\alpha$ we have $U(\Gamma^+_\Delta, \delta_+) \subset M_+$.

Remark 5. Lemma 3.1 is actually one step in our KAM iteration. If (7) and (10) hold and $h_+$ satisfies (6), then the assumptions C1 and C2 hold for the transformed Hamiltonian $H_+$ and so the KAM step can iterate.

Proof of the iteration lemma. First, we give an equivalent deformation to the Hamiltonian of system (5) as follows:

$$H(\xi, \lambda; x, y, z, \bar{z}) = N(\xi, \lambda; y, z, \bar{z}) + P(\xi, \lambda; x, y, z, \bar{z})$$

$$= (\Delta, y) + (\Omega, \bar{z}) + Q(\xi, \lambda; x, z, \bar{z}) + P'(\xi, \lambda; x, y, z, \bar{z}),$$

where $Q + P' = P$. Here $Q$ contains only the terms of $z^p \bar{z}^q$ with $|p| + |q| = 2$, i.e.,

$$Q(\xi, \lambda; x, z, \bar{z}) = \frac{1}{2} (Q_1(\xi, \lambda; x)z, \bar{z}) + (Q_2(\xi, \lambda; x)z, \bar{z}) + \frac{1}{2} (Q_3(\xi, \lambda; x)\bar{z}, \bar{z}).$$

For simplifying notations, we still denote $(\Delta, y) + (\Omega, \bar{z}) + Q(\xi, \lambda; x, z, \bar{z})$ and $P'$ by $N$ and $P$, respectively.

A. Truncation. Consider the Fourier series of $P$ on $M \times D(s, r)$

$$P = \sum_{k \in \mathbb{Z}^n, l \in \mathbb{N}^n, p \in \mathbb{N}^n} P_{klp}(\xi, \lambda) y^l z^p \bar{z}^q e^{\sqrt{-1}(k,x)}.$$ 

Let 

$$R^K = \sum_{k \in \mathbb{Z}^n, |k| \leq K} (P_{k000}(\xi, \lambda) + (P_{k100}(\xi, \lambda), y)$$

$$+ (P_{k010}(\xi, \lambda), z) + (P_{k001}(\xi, \lambda), \bar{z})) e^{\sqrt{-1}(k,x)}$$

$$= R_0(\xi, \lambda; x) + (R_1(\xi, \lambda; x), y) + (R_2(\xi, \lambda; x), z) + (\bar{R}_2(\xi, \lambda; x), \bar{z}).$$

Let $P - R^K = D_1 + D_2$, where 

$$D_1 = \sum_{|k| > K, |l| + |p| + |q| = 1} P_{klpq}(\xi, \lambda) y^l z^p \bar{z}^q e^{\sqrt{-1}(k,x)}, \forall k \in \mathbb{Z}^n,$$

$$D_2 = \sum_{2(|l| + |p| + |q|) > 2, |p| + |q| \neq 2} P_{klpq}(\xi, \lambda) y^l z^p \bar{z}^q e^{\sqrt{-1}(k,x)}, \forall k \in \mathbb{Z}^n.$$ 

By above definitions and Lemma 4.2 in Appendix, we have the following estimates

$$\|R^K\|_{M \times D(s, r)} \leq 2\|P\|_{M \times D(s, r)} < 2\epsilon$$

and 

$$\|D_1\|_{M \times D(s - \rho, r)} \leq cK^ne^{-K\rho}\epsilon, \|D_2\|_{M \times D(s, 2\eta r)} < c\eta^3 \epsilon.$$  \hspace{1cm} (11)

B. Homology equation. Now we try to find a symplectic coordinate transformation to eliminate as many terms in $R^K$ as possible. The transformation is generated by a Hamiltonian flow mapping at time 1, that is, $\Phi = X_F^1|_{t=1}$, where $F = F_0(\xi, \lambda; x) + \langle F_1(\xi, \lambda; x), y \rangle + \langle F_2(\xi, \lambda; x), z \rangle + \langle \bar{F}_2(\xi, \lambda; x), \bar{z} \rangle$ defined in smaller domain $D(s -$
According to Lemma 4.4 in Appendix, (14) exists unique solution $F$. Then (14) and (15) can be transformed into the following form

$$2 \rho, r)$$ is the generation function. The original method of the definition of $F$ stems from [1, 13]. It follows that [24, 12, 20]

$$H \circ \Phi = N \circ X_F^{t=1} + R^K \circ X_F^{t=1} + (P - R^K) \circ X_F^{t=1}$$

$$= N + \{N, F\} + R^K + \int_0^1 (1 - t) \{\{N, F\}, F\} \circ X_F^t \, dt$$

$$+ \int_0^1 \{R^K, F\} \circ X_F^t \, dt + (P - R^K) \circ X_F^{t=1}$$

$$= N + \{N, F\} + R^K + \int_0^1 \{R^K, F\} \circ X_F^t \, dt + (P - R^K) \circ \Phi,$$

where $\{\cdot, \cdot\}$ is the Poisson bracket and $R^K_n = (1 - t) \{N, F\} + R^K$. Then

$$\{N, F\} = \langle N_x, F_y \rangle - \langle N_y, F_x \rangle + \langle N_z, F_z \rangle$$

$$= \langle Q_x, F_1(x) \rangle - \langle \Delta, (F_0)_x \rangle + (F_1)_x y + (F_2)_x z + (F_2)_x \bar{z}$$

$$+ \langle \Omega z, F_2 \rangle + \langle Q_z, F_2 \rangle - \langle \Omega z, F_2 \rangle - \langle Q_z, F_2 \rangle$$

$$= \langle Q_x, F_1 \rangle - \partial_\Delta F_0 + F_1 y + F_2 z + F_2 \bar{z} - \langle \Omega z, F_2 \rangle$$

$$- \langle Q_2 z, F_2 \rangle + \langle Q_1 z, F_2 \rangle + \langle \Omega z, F_2 \rangle + \langle Q_2 \bar{z}, F_2 \rangle - \langle Q_3 \bar{z}, F_2 \rangle.$$  

In order to get rid of the first-order of $R^K$ on $y, z, \bar{z}$, we choose $F$ such that

$$\{N, F\} - \langle Q_x, F_1 \rangle + R - [R_0] - [R_1] y = 0,$$

where $[R_i]$ denotes the average of $R_i$ on $T^n (i = 0, 1)$. More precisely, we have

$$\partial_\Delta F_0 = R_0 - [R_0],$$

$$\partial_\Delta F_1 = R_1 - [R_1],$$

$$\partial_\Delta F_2 + \Omega F_2 + \langle Q_2, F_2 \rangle - \langle Q_1, F_2 \rangle = R_2,$$

$$\partial_\Delta \bar{F}_2 - \Omega \bar{F}_2 - \langle Q_2, F_2 \rangle + \langle Q_3, F_2 \rangle = \bar{R}_2.$$  

It follows that

$$\Delta : (\xi, \lambda) \in U(\Gamma, \delta) \to \Delta(\xi, \lambda) \in O_{\alpha, \delta}.$$  

According to Lemma 4.3 in Appendix, it is easy to see that (12) exists unique solution $F_0(\xi, \lambda; x)$ and (13) exists unique solution $F_1(\xi, \lambda; x)$. Moreover, we have

$$\|F_0\|_{U(\Gamma, \delta) \times D(s-2\rho, r)} \leq c \frac{\epsilon}{\alpha \rho^{r+n}}, \quad \|F_1\|_{U(\Gamma, \delta) \times D(s-2\rho, \bar{r})} \leq c \frac{\epsilon}{\alpha \rho^{r+n} r^2}. \quad (16)$$

Let

$$g(x) = \left( \begin{array}{c} R_2 \\ \bar{R}_2 \end{array} \right), \quad f(x) = \left( \begin{array}{c} F_2 \\ \bar{F}_2 \end{array} \right), \quad \Theta = \left( \begin{array}{cc} -\Omega & 0 \\ 0 & \Omega \end{array} \right), \quad \bar{\Theta} = \left( \begin{array}{cc} -Q_2 & Q_1 \\ -Q_3 & Q_2 \end{array} \right).$$

Then (14) and (15) can be transformed into the following form

$$g = \langle \Delta, \partial_x f \rangle - (\Theta + \bar{\Theta}) f.$$  

According to Lemma 4.4 in Appendix, (14) exists unique solution $F_2(\xi, \lambda; x)$ and (15) exists unique solution $\bar{F}_2(\xi, \lambda; x)$. Furthermore, by Cauchy estimates (Lemma 4.1 in Appendix), we have

$$\|F_2\|_{U(\Gamma, \delta) \times D(s-2\rho, \bar{r})} \leq c \frac{\epsilon}{\bar{r}}, \quad \|\bar{F}_2\|_{U(\Gamma, \delta) \times D(s-2\rho, \bar{r})} \leq c \frac{\epsilon}{\bar{r}}.$$  

(17)
Thus, by the symplectic mapping \( \Phi = X^t_{P} \), we get
\[
H \circ \Phi = (\Delta, y) + (\Omega z, \bar{z}) + Q + [R_0] + ([R_1], y)
\]
\[+ (Q_z, F_1) + \int_0^1 \{ R_t, F \} \circ X^t_{P} dt + (P - R) \circ \Phi = N_+ + P_+,
\]
where
\[N_+ = e_+(\xi, \lambda) + (\Delta_+, y) + (\Omega z, \bar{z}) + Q_+(\xi, \lambda; x, z, \bar{z}),
\]
\[P_+ = \int_0^1 \{ R_t, F \} \circ X^t_{P} dt + (P - R) \circ \Phi + (Q_z, F_1) - \bar{Q},
\]
where \( e_+(\xi, \lambda) = [R_0], \Delta_+ = \Delta + [R_1], \bar{Q} \) means the terms of \( z^p \bar{z}^q \) in \( \int_0^1 \{ R_t, F \} \circ X^t_{P} dt + (P - R) \circ \Phi \) with \(|p| + |q| = 2\), and \( Q_+ = Q + \bar{Q} \).

C. Estimates for the symplectic mapping. By \( \| R \|_{M \times D(s, r)} \leq 2\epsilon \) and Cauchy estimates, we get
\[
\| R_0 \|_{U(\Gamma, \delta) \times D(s - \rho, r)} \leq 2\epsilon,
\]
\[
\| R_1 \|_{U(\Gamma, \delta) \times D(s - \rho, \bar{z})} \leq \frac{4\epsilon}{r},
\]
(18)
\[
\| R_2 \|_{U(\Gamma, \delta) \times D(s - \rho, \bar{z})} \leq \frac{2\epsilon}{r}.
\]
(19)
Meanwhile, by (16) and (17), we have
\[
\| F \|_{U(\Gamma, \delta) \times D(s - 2\rho, \bar{z})} \leq \frac{\epsilon}{\alpha \rho^2 + n + \epsilon} + \frac{\epsilon}{\alpha \rho^2 + n + \epsilon} + \frac{\epsilon}{\alpha \rho^2 + n + \epsilon} + \frac{\epsilon}{\alpha \rho^2 + n + \epsilon}.
\]
Combining this with Cauchy estimates, we have
\[
\| F \|_{U(\Gamma, \delta) \times D(s - 3\rho, \bar{z})} \leq \frac{\epsilon}{\alpha \rho^2 + n + \epsilon},
\]
(20)
\[
\| F \|_{U(\Gamma, \delta) \times D(s - 2\rho, \bar{z})} \leq \frac{\epsilon}{\alpha \rho^2 + n + \epsilon},
\]
(21)
Thus, if \( 0 < cE \leq \eta \leq \frac{\epsilon}{\alpha} \), then for all \((\xi, \lambda) \in U(\Gamma, \delta)\), we have
\[
\Phi(\xi, \lambda; \cdot, \cdot, \cdot, \cdot) = X^t_{P} \big|_{t=1} : D(r_{\frac{r}{4}}, s - 4\rho) \rightarrow D(r_{\frac{r}{2}}, s - 3\rho),
\]
where
\[
\Phi(\xi, \lambda; x, y, z, \bar{z}) = (\varphi(\xi, \lambda; x), \psi(\xi, \lambda; x, y, z, \bar{z}), b(\xi, \lambda; x, z), \bar{b}(\xi, \lambda; x, \bar{z})),
\]
where \( \psi \) is affine linear transformation on \( y, z \) and \( \bar{z} \); \( b \) and \( \bar{b} \) are the translation transformation on \( z \) and \( \bar{z} \) respectively. Meanwhile, for all \((\xi, \lambda) \in U(\Gamma, \delta)\), it is easy to get
\[
|\varphi - id| \leq \frac{\epsilon}{\alpha \rho^2 + n + \epsilon} \leq cE \rho < \rho,
\]
\[
|\psi - id| \leq \frac{\epsilon}{\alpha \rho^2 + n + \epsilon} \leq cE \rho^2 < \eta^2 r^2,
\]
\[
|b - id| \leq \frac{\epsilon}{\alpha \rho^2 + n + \epsilon} \leq cp \rho < \rho,
\]
\[
|\bar{b} - id| \leq \frac{\epsilon}{\alpha \rho^2 + n + \epsilon} \leq cp \rho < \rho.
\]
Thus, for all \((\xi, \lambda) \in U(\Gamma, \delta)\), we have
\[
\Phi(\xi, \lambda; \cdot, \cdot, \cdot, \cdot) = X^t_{P} \big|_{t=1} : D(\eta \rho, s - 5\rho) \rightarrow D(2\eta \rho, s - 4\rho)
\]

and $D\Phi = \begin{pmatrix} \varphi_x & 0 & 0 & 0 \\ \psi_x & \psi_y & \psi_z & \psi_y \\ b_x & 0 & Id & 0 \\ b_x & 0 & 0 & Id \end{pmatrix}$. By Cauchy estimates, we have
\[
\|\varphi_x - Id\|_{U(\Gamma, \delta) \times D(s-5, \eta r)} < c \frac{\epsilon}{\alpha \rho^{r+n+1} r^2},
\]
\[
\|\psi_y - Id\|_{U(\Gamma, \delta) \times D(s-5, \eta r)} < c \frac{\epsilon}{\alpha \rho^{r+n+1} r^2},
\]
\[
\|\psi_z\|_{U(\Gamma, \delta) \times D(s-5, \eta r)} < c \frac{\epsilon}{\alpha \rho^{r+n+1} r},
\]
\[
\|\psi_y\|_{U(\Gamma, \delta) \times D(s-5, \eta r)} < c \frac{\epsilon}{\alpha \rho^{r+n+1} r},
\]

Thus, the estimates for $\Phi$ hold.

D. Estimates of the error terms. From $\hat{h}(\xi, \lambda) = [R_1]$, we have
\[
\|\hat{h}\|_M = \|R_1\|_M \leq \frac{\|P\|_{M \times D(s, r)}}{r^2} \leq \frac{\epsilon}{r^2},
\]
indicating that the estimate for $\hat{h}$ of in conclusion (ii) holds. Noticing that the set $O_\alpha$ is closed, it is easy to see that $M_+$ is also closed. Furthermore, we have $\text{dist}(M_+, \partial M) \geq \frac{\epsilon}{2 \delta}$. By Cauchy estimates, the estimates for $\hat{h}_\xi$ and $\hat{h}_\lambda$ hold. Moreover, by (7) and the implicit function theorem, if $|h_{+\lambda}(\xi, \lambda)| \leq \frac{1}{2}, \forall (\xi, \lambda) \in M,$

the equation
\[
\Delta_+ (\xi, \lambda) = \omega(\xi) + \lambda + h_+(\xi, \lambda) = \Delta \in O_\alpha
\]
determines implicitly an analytic mapping
\[
\lambda_+ : \xi \in \Pi_{\sigma_+} \to \lambda_+(\xi) \in B(0, 2d + 1).
\]
Then
\[
\omega(\xi) + \lambda_+(\xi) + h(\xi, \lambda_+(\xi)) + \hat{h}(\xi, \lambda_+(\xi)) = \Delta.
\]
Combining this with $\omega(\xi) + \lambda(\xi) + h(\xi, \lambda(\xi)) = \Delta$, we get
\[
|\lambda_+(\xi) - \lambda(\xi)| \leq \|h_\lambda\|_{\lambda_+(\xi) - \lambda(\xi)} + 4\frac{\epsilon}{r^2} \leq \frac{1}{2} |\lambda_+(\xi) - \lambda(\xi)| + \frac{4\epsilon}{r^2},
\]
which means
\[
|\lambda_+(\xi) - \lambda(\xi)| \leq \frac{8\epsilon}{r^2} \leq \frac{\delta}{4}.
\]
Meanwhile, we have
\[
\Gamma_+^\Delta = \{(\xi, \lambda_+(\xi))|\xi \in \Pi_{\sigma_+}\} \subset M_+.
\]
Thus, the statements (8) and (9) hold. By (10), it is easy to see that $U(\Gamma_+^\Delta, \delta_+) \subset M_+$. Thus, conclusion (ii) holds.
Now, it remains to prove conclusion (i). Since $F$ satisfies the following expressions

$$\{N, F\} + R^K = [R_0] + \langle [R_1], y\rangle + (Q_x, F_1)$$

and

$$\langle Q_x, F_1\rangle, F\rangle = \langle \partial(Q_x, F_1) \rangle \partial_x F_1 + \langle \partial(Q_x, F_1) \rangle \partial_z F_2 - \langle \partial(Q_x, F_1) \rangle \partial_z F_2,$$

it follows that $\hat{Q}$ stems from $\langle \partial(Q_x, F_1) \rangle F_1.$

For all $(\xi, \lambda) \in M,$ we have

$$\{N, F\}, F\rangle = \{[R_0] + \langle [R_1], y\rangle + (Q_x, F_1) - R^K, F\}$$

$$= \{[R_0], F\} + \langle [R_1], y\rangle + \{Q_x, F_1\}, F\rangle - \{R^K, F\}.$$

By (18), (19), (20), and (21), we have the following estimate

$$\|\{R^K, F\}\|_{U(\Gamma, \delta) \times D(s-3\rho, r)} \leq \|R^K\|_{U(\Gamma, \delta) \times D(s-3\rho, r)} \|F\|_{U(\Gamma, \delta) \times D(s-3\rho, r)}$$

$$+ \|R^K\|_{U(\Gamma, \delta) \times D(s-3\rho, r)} \|F\|_{U(\Gamma, \delta) \times D(s-3\rho, r)}$$

$$+ \|R^K\|_{U(\Gamma, \delta) \times D(s-3\rho, r)} \|F\|_{U(\Gamma, \delta) \times D(s-3\rho, r)}$$

$$+ \|R^K\|_{U(\Gamma, \delta) \times D(s-3\rho, r)} \|F\|_{U(\Gamma, \delta) \times D(s-3\rho, r)}$$

$$< 2c \frac{\epsilon}{\rho^\alpha r + n + 1} + c \frac{\epsilon}{\rho^\alpha r + n + 1} + c \frac{\epsilon}{\rho^\alpha r + n + 1} + c \frac{\epsilon}{\rho^\alpha r + n + 1}$$

$$< c \frac{\epsilon}{\rho^\alpha r + n + 1}.$$

For the similar reasons, we have

$$\|\{[R_0], F\}\|_{U(\Gamma, \delta) \times D(s-3\rho, r)} = 0 < c \frac{\epsilon^2}{\rho^\alpha r + n + 1}$$

$$\|\{[R_1], y\}, F\rangle\|_{U(\Gamma, \delta) \times D(s-3\rho, r)} \leq c \frac{\epsilon}{\rho^\alpha r + n + 1} \leq c \frac{\epsilon^2}{\rho^\alpha r + n + 1}$$

$$\|\partial(Q_x, F_1)\|_{U(\Gamma, \delta) \times D(s-3\rho, r)} \leq c \frac{\epsilon^2}{\rho^\alpha r + n + 1} \leq c \frac{\epsilon^2}{\rho^\alpha r + n + 1}$$

$$\|\partial(Q_x, F_1)\|_{U(\Gamma, \delta) \times D(s-3\rho, r)} < c \frac{\epsilon^2}{\rho^\alpha r + n + 1}$$

$$\|\{Q_x, F_1\}, F\rangle\|_{U(\Gamma, \delta) \times D(s-4\rho, r)} \leq c \frac{\epsilon^3}{\rho^\alpha r^2 + n + 2 + 2r^2} < c \frac{\epsilon^3}{\rho^\alpha r^2 + n + 2 + 2r^2}$$

Then we have

$$\|\hat{Q}\|_{U(\Gamma, \delta) \times D(s-5\rho, r)} \leq \|\partial(Q_x, F_1)\|_{U(\Gamma, \delta) \times D(s-4\rho, r)} < c \frac{\epsilon^2}{\rho^\alpha r + n + 1}$$

$$\|\{Q_x, F_1\}, F\rangle\|_{U(\Gamma, \delta) \times D(s-3\rho, r)} < c \frac{\epsilon^2}{\rho^\alpha r + n + 1}.$$
and
\[
\|\{N, F\} \|_{U(\Gamma, \delta) \times D(s-3\rho, \xi)} \\
\leq \|\{R_0, F\} \|_{U(\Gamma, \delta) \times D(s-3\rho, \xi)} + \|\{Q_x, F, k\} \|_{U(\Gamma, \delta) \times D(s-3\rho, \xi)} \\
+ \|\{R^K, F\} \|_{U(\Gamma, \delta) \times D(s-3\rho, \xi)} \leq c_2 \frac{c^2}{\alpha \rho^{r+n+1} r^2}.
\]

Thus, we obtain
\[
\| (1-t)\{N, F\} + R, F \|_{U(\Gamma, \delta) \times D(s-3\rho, \xi)} < c_2 \frac{c^2}{\alpha \rho^{r+n+1} r^2}.
\]

By (11), we have
\[
\| (P - R^K) \circ \Phi \|_{U(\Gamma, \delta) \times D(s-5\rho, \eta r)} \\
\leq \| P - R^K \|_{U(\Gamma, \delta) \times D(s-4\rho, 2\eta r)} \\
\leq \| D_1 \|_{U(\Gamma, \delta) \times D(s-4\rho, 2\eta r)} + \| D_2 \|_{U(\Gamma, \delta) \times D(s-4\rho, 2\eta r)} \\
< c(K^n e^{-K_\rho} + \eta^2) \epsilon.
\]

As usual, by the choice of the parameters, we have the following estimate
\[
\| P_+ \|_{M_+ \times D(s-5\rho, \eta r)} = \int_{0}^{1} \{R^K, F\} \circ X^t dt + (P - R^K) \circ \Phi \\
- \tilde{Q} + \{Q_x, F, k\} \|_{M_+ \times D(s-5\rho, \eta r)} \\
\leq c[\frac{c^2}{\alpha \rho^{r+n+1} r^2} + (K^n e^{-K_\rho} + \eta^2) \epsilon] \leq \alpha r_+ \rho_+^{r+n+1} E_+ = \epsilon_+.
\]

Then we also have
\[
\| \tilde{Q} \|_{M_+ \times D(s-5\rho, \eta r)} \leq \epsilon_+.
\]

Thus conclusion (i) is proved.

3.2. Iteration. Now we choose some suitable parameters so that the above iteration can go on infinitely.

At the initial step, let \( \rho_0 = \frac{s}{20}, r_0 = r, \epsilon_0 = \alpha r_0^2 \rho_0^{r+n+1} E_0, \) and \( \eta_0 = E_0^{\frac{3}{2}}. \) Let \( K_0 \) satisfy \( e^{-K_0 \rho_0} = E_0. \)

Assume the above parameters are all well defined for \( j. \) Then, we define \( \rho_{j+1} = \frac{2}{j} \rho_j, \)
\( \eta_j = E_j^{\frac{3}{2}}, r_{j+1} = \eta_j r_j, E_{j+1} = c E_j^{\frac{3}{2}}. \) Moreover, \( \epsilon_{j+1}, \eta_{j+1}, \) and \( K_{j+1} \) are defined similar to the initial step \( (\epsilon_{j+1} = \alpha r_{j+1}^2 \rho_{j+1}^{r+n+1} E_{j+1}, \eta_{j+1} = E_{j+1}^{\frac{3}{2}}, K_{j+1} = \frac{-\ln E_{j+1}}{\rho_{j+1}}). \)

Let \( M_0 = \Pi_0 \times B(0, 2d+1), D_0 = D(s_0, r_0) \) and \( H_0 = H. \) By the KAM-step, we have a sequence of closed sets \( \{M_j\} \) with \( M_{j+1} \subset M_j \) and a sequence of symplectic mappings \( \{\Phi_j\} \) such that for each \( (\xi, \lambda) \in M_{j+1}, \Phi_j(\xi, \lambda; \cdots, \cdots) : D_{j+1} \rightarrow D_j, \) where \( D_j = D(s_j, r_j). \) Furthermore, we have the following estimates
\[
\| W_j(\Phi_j - \text{id}) \|_{M_{j+1} \times D_{j+1}} \leq c E_j, \| W_j(D\Phi_j - \text{id}) W_j^{-1} \|_{M_{j+1} \times D_{j+1}} \leq c E_j.
\]
Let $\Phi^j = \Phi_0 \circ \Phi_1 \circ \cdots \circ \Phi_{j-1}$ with $\Phi^0 = id$ and

$$H_j = H \circ \Phi^j = N_j + P_j,$$

where $N_j = (\Delta_j(\xi, \lambda), y) + (\Omega z, \tilde{z}) + Q_j$ with $\Delta_j(\xi, \lambda) = \omega(\xi) + \lambda h_j(\xi, \lambda)$ and $Q_j = Q_{j-1} + \tilde{Q}_j$. Let $\delta_j = \frac{\alpha}{2K_j^2}$, $\delta = \frac{\delta}{2}$ with $L = 1 + \max_{\xi \in \Pi_{\sigma}} |\omega(\xi)|$, and $\sigma_j = \sigma_{j-1} - \frac{1}{2}\delta_{j-1}$ with $\sigma_0 = \sigma$. From the iteration lemma, we know that for $\Delta \in O_{\alpha}$ and $\xi \in \Pi_{\sigma_j}$ the equation

$$\Delta_j(\xi, \lambda) = \omega(\xi) + \lambda h_j(\xi, \lambda) = \Delta$$

on $M_j$ defines implicitly an analytic mapping $\lambda = \lambda_j(\xi)$, whose graph forms an analytic curve $\Gamma^{j}_\Delta$ in $M_j$.

Let $\Gamma_j = \bigcup_{\Delta \in O_{\alpha}} \Gamma^{j}_\Delta$. We have

$$M_{j+1} = \{ (\xi, \lambda') \in \mathbb{C}^n \times \mathbb{C}^n | \xi \in \Pi_{\sigma_{j+1}}, (\xi, \lambda) \in \Gamma_j, |\lambda' - \lambda| \leq \frac{1}{2}\delta_j \}$$

Evidently, it follows that $M_{j+1} \subset M_j$ and $\text{dist}(M_{j+1}, \partial M_j) \geq \frac{1}{2}\delta_j$.

Let $\hat{h}_j(\xi, \lambda) = \Delta_{j+1}(\xi, \lambda) - \Delta_j(\xi, \lambda)$. Then we have

$$|\hat{h}_j(\xi, \lambda)| \leq \frac{4\epsilon_j}{r_j^2}, \forall (\xi, \lambda) \in M_j$$

and

$$|\hat{h}_j(\xi, \lambda)| + |\hat{h}_j(\xi, \lambda)| \leq \frac{16\epsilon_j}{\delta_j r_j^2}, \forall (\xi, \lambda) \in M_{j+1}.$$

Moreover, we have

$$|\lambda_{j+1}(\xi) - \lambda_j(\xi)| \leq \frac{8\epsilon_j}{r_j^2}, \forall (\xi, \lambda) \in M_{j+1}.$$

Thus it follows that

$$||P_j||_{M_j \times D_j} \leq \epsilon_j = \alpha r_j^{n+1} r_j^2 E_j.$$

3.3. Convergence of the iteration. Now we prove convergence of the KAM iteration. In view if the structure of $\Phi_j$ and the relevant estimates, using the same way as in [22] and [13], we get that the sequence $\{ \Phi^j \}$ converges to $\Phi$ on $D\left(\frac{s}{2}, \frac{s}{2}\right)$ and

$$||W_0(\Phi - id)||_{M_j \times D\left(\frac{s}{2}, \frac{s}{2}\right)} \leq cE_0.$$ 

Now we consider the convergence of $\{h_j\}$. Let $B_j = \frac{8\epsilon_j}{\delta_j r_j^2}$. It follows that

$$\frac{B_{j+1}}{B_j} = \frac{(K_{j+1} r_{j+1})^{n+1}}{(K_{j} r_{j})^{n+1}} \left( \frac{K_{j}}{K_{j+1}} \right)^n \frac{E_{j+1}}{E_j} = \left( \frac{1}{2} \right)^n \frac{a_{j+1}}{a_j} e^{-a_{j+1}} e^{-a_j},$$

where $a_j = K_j r_j$. By the iteration $E_{j+1} = cE_j^4$, if $E_0$ is sufficiently small, $E_j$ are all sufficiently small and $a_j$ are all sufficiently large. Since the function $a^{n+1} e^{-a}$ is decreasing on $a$ in interval $(\tau + 1, \infty)$, there exists a sufficiently small $E_0 > 0$ such that

$$\frac{B_{j+1}}{B_j} \leq \left( \frac{1}{2} \right)^n \frac{a_{j+1}}{a_j} e^{-a_{j+1}} e^{-a_j} \leq \frac{1}{4}.$$
Similarly, by \(\xi, \lambda\), it is easy to see that for all \((\xi, \lambda)\)

\[
B_j \leq \left(\frac{1}{4}\right)^j B_0 \leq \frac{1}{4}, \quad \forall j \geq 0.
\]

Then the assumption (7) holds. Moreover,

\[
\frac{\delta_{j+1}}{\delta_j} = \left(\frac{K_j}{K_{j+1}}\right)^{r+1} = \left(\frac{1}{2}\right)^{r+1}\left(\frac{a_j}{a_{j+1}}\right)^{r+1} \leq \frac{1}{4}.
\]

This implies the condition (10).

Let \(\sigma_* = \sigma - \frac{1}{2} \sum_{j=0}^{\infty} \delta_j\). From \(\frac{\delta_{j+1}}{\delta_j} \leq \frac{1}{4}\), we obtain \(\sigma_* \geq \sigma - \frac{2}{3} \delta_0\). If \(E_0\) is sufficiently small such that \(\delta_0 \leq \varsigma\), then we have \(\sigma_* \geq \frac{1}{3} \sigma\).

By iteration we know \(h_j = \sum_{i=0}^{j-1} h_i\). Combining this with the estimates for \(h_i\), it is easy to see that for all \((\xi, \lambda) \in M_j\),

\[
|h_j(\xi, \lambda)| \leq \sum_{i=0}^{j-1} \frac{1}{2} \delta_i B_i \leq \frac{1}{2} \delta_0 \sum_{i=0}^{j-1} B_i \leq \frac{1}{2} \cdot \frac{3}{4} \delta_0 B_0 \leq \frac{8\epsilon}{r^2}.
\]

Similarly, by \(\rho_0 = \frac{-\ln E_0}{K_0}\), it follows that for all \((\xi, \lambda) \in M_j\),

\[
\left|\frac{\partial h_j(\xi, \lambda)}{\partial \xi}\right| + \left|\frac{\partial h_j(\xi, \lambda)}{\partial \lambda}\right| \leq \sum_{i=0}^{j-1} B_i \leq 2B_0 = \frac{8\epsilon \rho_0 r^{n+1} E_0}{\alpha_0 \frac{1}{2K_0^{r+1}}} = 16K_0^{-n} E_0 \left(\frac{1}{r^{n+1}}\right) E_0 \leq 16L(-\ln E_0)^{r+1} E_0
\]

Since \((-\ln E_0)^{r+1} E_0 \to 0(E_0 \to 0)\), so if \(E_0\) is sufficiently small we have

\[
|h_j(\xi, \lambda)| + |h_j(\xi, \lambda)| \leq \frac{1}{2}, \forall (\xi, \lambda) \in M_j,
\]

and so the assumption (6) holds for all \(j\).

Let \(h = \lim_{j \to \infty} h_j\). Then for \((\xi, \lambda) \in M_*\) we have

\[
|h(\xi, \lambda)| \leq \frac{8\epsilon}{r^2}
\]

and

\[
|h(\xi, \lambda)| + |h(\xi, \lambda)| \leq 16L(-\ln E_0)^{r+1} E_0 \leq \frac{1}{2}.
\]

Now, in the same way, we show that \(\{\lambda_j\}\) is also convergent on \(\Pi_{\sigma_*}\). In fact, for \(i > j\) it follows that

\[
|\lambda_i(\xi) - \lambda_j(\xi)| \leq |\lambda_i(\xi) - \lambda_i(\xi)| + |\lambda_i(\xi) - \lambda_i(\xi)| + \cdots + |\lambda_j(\xi) - \lambda_j(\xi)|
\]

\[
\leq \sum_{i=j}^{i-1} B_i \delta_i \leq 2B_j \delta_j \leq \frac{\delta_j}{2}.
\]

Since \(\lim_{j \to \infty} \delta_j = 0\), so \(\{\lambda_j\}\) is uniformly convergent on \(\Pi_{\sigma_*}\). Let \(\lambda_j(\xi) \to \lambda(\xi)\), \(\xi \in \Pi_{\sigma_*}\). Since \(\Gamma^\ast_{\Delta} = \{(\xi, \lambda(\xi))| \xi \in \Pi_{\sigma_*}\} \subset M_j\) and \(\lambda_j\) are all analytic on \(\Pi_{\sigma_*}\), so is the limit \(\lambda\). Let \(i \to \infty\). Then we get

\[
|\lambda(\xi) - \lambda_j(\xi)| \leq \frac{\delta_j}{2}.
\]

This implies that \(\Gamma^\ast_{\Delta} = \{(\xi, \lambda(\xi))| \xi \in \Pi_{\sigma_*}\} \subset M_j\) and so \(\Gamma^\ast = \bigcup_{\Delta \in O_0} \Gamma^\ast_{\Delta} \subset M_j\).

Hence, \(\Gamma^\ast \subset M_* = \bigcap_{j \geq 0} M_j\). Evidently, for all \((\xi, \lambda) \in \Gamma^\ast_{\Delta}\) we have

\[
\lambda + \omega(\xi) + h(\xi, \lambda) = \Delta.
\]
Finally, we consider the convergence of \( \{Q_j\} \) and \( \{P_j\} \). Since 
\[
P_j = P_{0j}(\xi, \lambda; x) + P_{1j}(\xi, \lambda; x)y + P_{2j}(\xi, \lambda; x)z + P_{2j}(\xi, \lambda; x)\bar{z} + \cdots,
\]
where the dots denote the terms of \( y^lz^p\bar{z}^q \) with \( 2|l| + |p| + |q| > 2 \). On \( M_j \times D_j \), by Cauchy estimates, we have
\[
\|P_{0j}\| < c\epsilon_j \to 0, \quad \|P_{1j}\| < \frac{c\epsilon_j}{r_j^2} \to 0, \quad \|P_{2j}\| < \frac{c\epsilon_j}{r_j} \to 0, \quad \|\bar{P}_{2j}\| < \frac{c\epsilon_j}{r_j^2} \to 0.
\]
Let \( P_j \to P_* \). Then \( P_* \) contains only the terms of \( y^lz^p\bar{z}^q \) with \( 2|l| + |p| + |q| > 2 \).

Since \( \|Q_{j+1} - Q_j\| < c\epsilon_j \), for \( i > j \) we obtain
\[
\|Q_i - Q_j\| \leq \|Q_i - Q_{i-1}\| + \|Q_{i-1} - Q_{i-2}\| + \cdots + \|Q_{j+1} - Q_j\|
\]
\[
\leq \sum_{k=1}^{i-j} \epsilon_{j+k} < c\epsilon_{j+1} \to 0.
\]
Then \( Q_i \to Q_* \) and so \( Q_* \) contains only the terms of \( z^p\bar{z}^q \) with \( |p| + |q| = 2 \).

Furthermore, we have
\[
N_j \to N_* = \langle \Delta, y \rangle + \langle \Omega z, \bar{z} \rangle + Q_* (\xi, \lambda; x, z, \bar{z}).
\]

Then
\[
H \circ \Phi = \langle \Delta, y \rangle + \langle \Omega z, \bar{z} \rangle + Q_* + P_*.
\]
We denote \( Q_* + P_* \) by \( \bar{P} \). Then Theorem 2.2 holds.

4. Appendix. In this section we state several lemmas. Some of the lemmas describe properties of the norm \( \| \cdot \|_{D(s, r)} \). The most of proofs are very similar to [12, 21] and even simpler, hence we omit some of them.

Denote by \( A_{s, r} \) the space of all real analytic function defined on \( D(s, r) \). For every \( f \) belonging to \( A_{s, r} \), we can write it as Fourier series \( f = \sum_{k \in \mathbb{Z}^n} f_k e^{\sqrt{-1}(k, x)} \),
\[
where \( f_k = \sum_{l \in \mathbb{N}^n, p, q \in \mathbb{N}^n} f_k e^{\sqrt{-1}l \cdot y^p\bar{z}^q} \). Let \( A^0_{s, r} = \{ f | f \in A_{s, r}, [f] = 0 \} \), where \([f]\) denotes the average of \( f \), i.e., \([f] = \frac{1}{(2\pi)^n} \int_{\mathbb{T}^n} f \, dx\).

Lemma 4.1 (Cauchy estimates). Let \( f \in A_{s, r} \). Then, for every \( \rho \) in \((0, s)\) and \( \sigma \) in \((0, r)\), we have
\[
\|f_x\|_{D(s-\rho, r)} \leq \frac{1}{\epsilon \rho} \|f\|_{D(s, r)}, \quad \|f_y\|_{D(s, r-\sigma)} \leq \frac{1}{(2s - \sigma)\sigma} \|f\|_{D(s, r)}.
\]
\[
\|f_x\|_{D(s, r-\sigma)} \leq \frac{1}{\sigma} \|f\|_{D(s, r)} , \quad \|f_{x}\|_{D(s, r-\sigma)} \leq \frac{1}{\sigma} \|f\|_{D(s, r)}.
\]

Lemma 4.2. Let \( f \in A_{s, r} \), \( T_K(f) = \sum_{|k| \leq K} f_k e^{\sqrt{-1}(k, x)} \). Then we have
\[
\|f - T_K f\|_{D(s-\rho, r)} \leq cK^n e^{-K\rho} \|f\|_{D(s, r)}, \quad 0 \leq \rho \leq s,
\]
where the constant \( c \) only depends on \( n \).

Lemma 4.3. Let \( \Xi_{\alpha, r} = \{ \omega | \langle k, \omega \rangle \geq \frac{\alpha}{|k|}, \forall 0 \neq k \in \mathbb{Z}^n \} \). Let \( \omega \in \Xi_{\alpha, r} \) and \( g(x) \in A^0_{s, r} \). Then the equation
\[
\partial \omega f = \sum_{j=1}^{n} \omega_j f_{x_j} = \langle \omega, \partial_x f \rangle = g(x)
\]
exists unique solution $f(x) \in \bigcup_{0 < \rho < s} A^0_{s-\rho, r}$ with
\[
\|f\|_{D(s-\rho, r)} \leq \frac{c}{\alpha \rho^{r+\tau}} \|g\|_{D(s, r)},
\]
where the constant $c$ depends only on $\tau$ and $n$.

For simplifying the description of the following lemma, we denote
\[
\mathcal{V}_{s,r} = \{f|f = (f_1, f_2, ..., f_{2m})^T, f_i \in A_{s,r}, 1 \leq i \leq 2m\}
\]
and
\[
\mathcal{M}_{s,r} = \{\Theta|\Theta = (\tilde{\lambda}_{ij})_{2m \times 2m}, \tilde{\lambda}_{ij} \in A_{s,r}, 1 \leq i, j \leq 2m\}.
\]
Moreover, the norm of $f \in \mathcal{V}_{s,r}$ and $\Theta \in \mathcal{M}_{s,r}$ are defined as
\[
\|f\|_{D(s, r)} = \sum_{i=0}^{2m} \|f_i\|_{D(s, r)} \quad \text{and} \quad \|\Theta\|_{D(s, r)} = 2m \times \max_{1 \leq i,j \leq 2m} \|\tilde{\lambda}_{ij}\|_{D(s, r)},
\]
respectively.

**Lemma 4.4.** Let $\lambda_1, \ldots, \lambda_{2m}$ be the eigenvalues of constant matrix $\Theta_0$. If $|\text{Re}\lambda_i| \geq \mu > 0$, $i = 1, 2, ..., 2m$ and $g \in \mathcal{V}_{s,r}$, then there exists a sufficiently small positive constant $\epsilon_0 = \epsilon_0(\Theta_0)$ such that for arbitrary $\tilde{\Theta} \in \mathcal{M}_{s,r}$, if $\|\tilde{\Theta}\|_{D(s, r)} \leq \epsilon_0$, the equation
\[
\langle \omega, \partial_x f \rangle - (\Theta_0 + \tilde{\Theta}) f = g,
\]
where $\langle \omega, \partial_x f \rangle = (\langle \omega, \partial_x f_1 \rangle, \ldots, \langle \omega, \partial_x f_{2m} \rangle)^T$, exists unique solution $f \in \mathcal{V}_{s,r}$ with $\|f\|_{D(s, r)} \leq c\|g\|_{D(s, r)}$. Here the constant $c$ depends only on $\mu$.

**Proof.** Let $L$ be a linear operator defined on $\mathcal{V}_{s,r}$ with $Lf = \langle \omega, \partial_x f \rangle - \Theta f$. By the Fourier expansions, it is easy to know that the eigenvalues of $L$ are $\sqrt{-1}(k, \omega) - \lambda_j, 1 \leq j \leq 2m$. From the assumption, it follow that $L$ exists bounded reversible operator $L^{-1} : \mathcal{V}_{s,r} \rightarrow \mathcal{V}_{s,r}$. Moreover, there exists a sufficiently small positive constant $\epsilon_0$ such that $\|L^{-1}\| \leq \frac{1}{2\epsilon_0}$. Let $\mathcal{T}f = L^{-1}(g + \tilde{\Theta} f)$. Then, for arbitrary $f_1, f_2 \in \mathcal{V}_{s,r}$, we have
\[
\|\mathcal{T}f_1 - \mathcal{T}f_2\|_{D(s, r)} = \|L^{-1}(\tilde{\Theta} f_1 - f_2)\|_{D(s, r)} \leq \|L^{-1}\| \|\tilde{\Theta}\|_{D(s, r)} \|f_1 - f_2\|_{D(s, r)} \leq \frac{1}{2\epsilon_0} \epsilon_0 \|f_1 - f_2\|_{D(s, r)} = \frac{1}{2} \|f_1 - f_2\|_{D(s, r)}.
\]
Therefore, the operator $\mathcal{T}$ has a unique fixed point $f \in \mathcal{V}_{s,r}$ by the contraction principle. Furthermore, we have
\[
\|f\|_{D(s, r)} = \|\mathcal{T}f\|_{D(s, r)} = \|L^{-1}(g + \tilde{\Theta} f)\|_{D(s, r)} \leq \|L^{-1}\| \|g + \tilde{\Theta} f\|_{D(s, r)} \leq \|L^{-1}\| \|g\|_{D(s, r)} + \|\tilde{\Theta}\|_{D(s, r)} \|f\|_{D(s, r)} \leq \frac{1}{2\epsilon_0} (\|g\|_{D(s, r)} + \epsilon_0 \|f\|_{D(s, r)}).
\]
Then
\[
\|f\|_{D(s, r)} \leq \frac{1}{\epsilon_0} \|g\|_{D(s, r)} \leq c\|g\|_{D(s, r)}.
\]
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