Superior generalization of smaller models in the presence of significant label noise
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Abstract

The benefits of over-parameterization in achieving superior generalization performance have been shown in several recent studies, justifying the trend of using larger models in practice. In the context of robust learning however, the effect of neural network size has not been well studied. In this work, we find that in the presence of a substantial fraction of mislabeled examples, increasing the network size beyond some point can be harmful. In particular, the originally monotonic or ‘double descent’ test loss curve (w.r.t. network width) turns into a U-shaped or a double U-shaped curve when label noise increases, suggesting that the best generalization is achieved by some model with intermediate size. We observe that when network size is controlled by density through random pruning, similar test loss behaviour is observed. We also take a closer look into both phenomenon through bias-variance decomposition and theoretically characterize how label noise shapes the variance term. Similar behavior of the test loss can be observed even when state-of-the-art robust methods are applied, indicating that limiting the network size could further boost existing methods. Finally, we empirically examine the effect of network size on the smoothness of learned functions, and find that the originally negative correlation between size and smoothness is flipped by label noise.

1 Introduction

The ever-increasing size of modern datasets allows large and overparameterized neural networks to achieve unprecedented success. The classical bias-variance tradeoff suggests that increasing the model size beyond some sweet spot will result in overfitting and negatively affect generalization performance. However, it has been widely observed that for overparameterized neural networks, increasing model size only improves generalization [38, 44, 6, 23]. Double descent [6, 44], proposed as a remedy for the conflicting views in classical and modern machine learning, breaks the test loss curve into two regimes: the classical/underparameterized regime where the loss exhibits U-shaped behavior, and the modern/overparameterized regime where the loss monotonically decreases. The two regimes are separated by the interpolation threshold.

As datasets grow larger, maintaining their quality becomes prohibitively expensive. In particular, the commonly used crowd-sourcing and automatic-labeling techniques introduce a lot of mislabeled...
Label noise can flip the effect of network size on the test loss the complexity/smoothness of the learned function. See plots generated from real data in Appendix B.

examples in big datasets. Over-parameterized networks have the capacity to memorize any (even random) labeling of the training data [55], hence a significant fraction of noisy labels drastically degrades their generalization performance. As machine learning is increasingly applied to high-risk and sensitive applications, it is necessary to ensure the robustness of the models deployed in the real world. Due to its importance, dealing with significant levels of noisy labels, e.g. 60%-80% symmetric noise on CIFAR10 and 40% noise on CIFAR100, is the main focus of all the recent studies on robust training against noisy labels [cite a lot of works]. This setting is particularly important as it represents the real-world scenarios in which the noise level is not as high, but the noise distribution is more complex than the synthetic symmetric or asymmetric noise. However, the effect of model size on generalization performance of models trained with significant levels of noisy labels has not been studied.

In this work, we thoroughly study the effect of neural network size on generalization in the presence of label noise and make the following observations/contributions:

• As we increase the noise level, the curve of the test loss w.r.t. network width transitions from the well known double-descent curve into a double U-shaped curve.
• Interestingly, when the network size is beyond optimal, even randomly pruning parameters at initialization can improve generalization.
• For both of the above results, we start with empirical observations and corroborate them with theoretical analysis on random feature ridge regression.
• We show that the above phenomena can be observed even when state-of-the-art robust methods (particularly DivideMix [28] and ELR [29]) are applied.
• We take a closer look into the smoothness of the learned functions and find that significant label noise can flip the originally negative correlation between size and complexity.

Overall our work reveals that the effect of network size on generalization can be flipped by label noise, as illustrated in Figure 1. Our results provide useful suggestions for practitioners on how to build more robust neural network architectures, and present broader challenges to designing robust learning methods.

2 Related Work

Generalization and overfitting of neural networks The traditional views on generalization have been renewed by recent counter-intuitive findings. On one hand, several recent studies have shown that contradictory to the classical bias-variance trade-off, increasing the size of overparameterized neural networks only improves generalization [38, 44, 6, 23], concluding that overfitting may not hurt generalization [23, 5]. Furthermore, it has been observed that small label noise does not change this behavior [54, 55]. It is also known that SGD biases towards simpler functions which generalize better, [7, 19, 22, 31] and a larger model architecture gives SGD more functions to select from. On the other hand, one may naturally expect the opposite. Since under large noise, gradient descent may be more affected by the noisy part of the data (theoretical evidence can be found in (9)), larger models may be more susceptible to overfitting.

Figure 1: Label noise can flip the effect of network size on the test loss the complexity/smoothness of the learned function. See plots generated from real data in Appendix B.
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Figure 2: Under small noise, the test loss curve can either be monotonic (e.g., zero noise on MNIST) or the well-known double descent (e.g., 20%-50% noise on CIFAR-10). When the noise is large enough, the test loss will increase with the width after some point (20%-90% symmetric noise on MNIST, 60%-80% symmetric noise on CIFAR-10, 40% asymmetric noise on CIFAR-10/100).

Role of noise in double descent. The role of label noise in double descent has been discussed in recent literature [35, 1, 12], while the focus is mainly on the effect of label noise on the peak at the interpolation threshold. The experimental studies carried out by [35] contain some experiments under 10-20% label noise showing that the risk is always monotonically decreasing after the peak, indicating that larger neural networks can make better prediction, even with a perfect fit on noisy training data. In this work we extend the experiments to higher noise levels and corroborate the new findings with theoretical analysis.

Neural network pruning before training. While in this work we simply use network pruning as a way to control the network size, we note that pruning before training has been an active research topic since the establishment of Lottery Ticket Hypothesis [13]. Works in this field mainly focus on extracting a sparse subnetwork from a dense neural network to alleviate training cost [26, 48, 51]. Our finding opens new doors to extending this technique to learning with label noise and provides an optimistic prediction of its success: an appropriate pruning ratio significantly improves the robustness of neural networks and even boosts the performance of SOTA robust learning methods.

Robust training against noisy labels. Methods for robust learning from noisy labels are mainly focused on estimating the noise transition matrix [15, 40], designing robust loss functions [14, 49, 52, 58], correcting noisy labels [32, 41, 47, 28], using explicit regularization techniques [8, 56, 57, 29], and selecting or reweighting training examples [10, 17, 21, 33, 42, 52, 54]. These efforts focus on developing algorithms to improve robustness. Recently [27] showed that choosing the right architecture leads to predictive representations even when the model is trained with label noise. Nonetheless, in most tasks the type of the architecture is predefined, so the remaining question is what network size should we use, which we address in this paper. The theory part in [27] considered the effect of architecture alignment on the predictive power, where architecture alignment is defined in terms of the sample complexity required to learn the target function and predictive power is defined as the performance of a linear probe trained on hidden features (outputs of hidden layers) with clean labels. This does not help us answer the above question because (1) the relationship between sample complexity and size remains unclear for modern neural networks. Recent studies even suggest that sample complexity and size are independent [16], and (2) as mentioned in [27] the predictive power can be high even when the test performance is bad and therefore it is not directly related to generalization.

3 Label Noise Can Flip the Effect of Network Size on Generalization

3.1 Larger Width Can Hurt Generalization

We start by empirically investigating the test loss of models of increasing width under various levels of label noise. We train a two-layer ReLU network on MNIST [25] and ResNet34 [18] on CIFAR-10 [24] (see Appendix A for details). The width of the two-layer network is controlled by the number of hidden neurons and the width of ResNet is controlled by the number of convolutional layer filters. We consider two types of noise in the experiments: symmetric noise, where the labels of certain
3.1.1 The Second Ascent in Variance Caused by Label Noise

To understand how label noise changes the effect of width on test loss, we look at the bias-variance decomposition: Loss = Bias² + Variance. Despite the difference in the philosophies of decomposing the variance term, recent works [12, 54, 1] agree on the shapes of bias and total variance: the bias is monotonically decreasing and the variance is unimodal, which is confirmed by the experimental results on various network architectures, datasets and loss functions [54]. Here, we first empirically show that under large label noise, the variance manifests as unimodal followed by a second ascent. Then we explain this observation by providing a theoretical example where the variance can be decomposed into a noise-independent unimodal term and a monotonically increasing term that scales as the noise level.

Empirical observations. To empirically measure the bias-variance decomposition of the loss, we apply the unbiased estimator proposed in [54] to calculate the unbiased empirical variance of the network output across splits of training set. To do so, we randomly split the training set for each model into N subsets (N = 6 for MNIST and N = 5 for CIFAR-10), train a copy of the model for each subset and take the average test loss. In both settings we use MSE loss because the bias-variance decomposition is only well defined for MSE (see equation 1) which can be empirically measured by an unbiased estimator [54]. We see in Figures 3 (bottom row) and 4 that as the label noise increases, the end of the originally unimodal variance curve eventually goes up.

Theoretical results. Now we provide a theoretical analysis on a two-layer linear network to explain why the second ascent occurs. Suppose we have a training dataset (X, y) where X =
\[ x_1, x_2, \ldots, x_n \] and \( y = [y_1, y_2, \ldots, y_n]^{\top} \), with \( x_i \in \mathbb{R}^d \) and \( y_i \in \mathbb{R} \) are feature vector and label point data point \( i \). We assume each \( x_i \) is independently drawn from a Gaussian distribution \( \mathcal{N}(0, I_d/d) \) and labels are generated by \( y_i = x_i^{\top} \theta + \epsilon_i \) where \( \theta \in \mathbb{R}^d \) with entries independently drawn from \( \mathcal{N}(0, 1) \) and \( \epsilon_i \in \mathbb{R} \) is the label noise drawn from \( \mathcal{N}(0, \sigma^2) \) for each \( x_i \). The learned function is given by random feature ridge regression. Specifically, we learn a two-layer linear network where the first layer \( W \in \mathbb{R}^{p \times d} \) has each entry randomly drawn from \( \mathcal{N}(0, 1/d) \) and the second layer is given by

\[
\hat{\theta} = \arg \min_{\beta \in \mathbb{R}^p} \| (WX)^{\top} y - \beta \|^2 + \lambda \| \beta \|^2 = (WXWX^{\top} + \lambda I)^{-1} WX(X^{\top} \theta + \epsilon),
\]

where \( \epsilon = [\epsilon_1, \epsilon_2, \ldots, \epsilon_n]^{\top} \). Given a clean test example \((x, y)\) where \( x \sim \mathcal{N}(0, I_d/d) \) and \( y = x^{\top} \theta \), the prediction of the learned model is given by \( f(x) = (Wx)^{\top} \hat{\beta} \). The expected test loss can then be written as

\[
\text{Risk} = \mathbb{E}_{x} \mathbb{E}_{\epsilon}(f(x) - y)^2 = \mathbb{E}_{x} \mathbb{E}_{\epsilon}(E_{x,W,\epsilon} f(x) - y)^2 + \mathbb{E}_{x} \mathbb{E}_{\epsilon} \|X_{\epsilon}Wf(x)\|^2,
\]

where \( A := W^{\top}(WXWX^{\top} + \lambda I)^{-1} WX \) and \( B := AX^{\top} \). See the derivation in Appendix C.1. Recently, [54] analyzed Bias and Variance, i.e., the bias-variance decomposition without label noise, in the asymptotic scaling limit where \( n, d, p \) all tend to infinity with \( \frac{d}{n} = 0 \) and \( \frac{p}{n} = 1 \). The exact expressions of Bias and Variance are unimodal are given in the Appendix C.2. In Theorem 1 below, we extend their result by presenting the closed-form expression of Variance in the same asymptotic regime.

**Theorem 1.** For a 2-layer linear network with \( p \) hidden neurons and a random first layer, consider learning the second layer by ridge regression with parameter \( \lambda \) on \( n \) training examples with feature dimension \( d \) and label noise with variance \( \sigma \), let \( \lambda = \frac{4}{\gamma} \lambda_0 \) and \( \sigma^2 = \frac{4}{\gamma} \sigma_0^2 \) for some fixed \( \lambda_0 \) and \( \sigma_0 \). The asymptotic expression (where \( n, d, p \) → ∞ with \( \frac{d}{n} = 0 \) and \( \frac{p}{n} = 1 \)) of Variance is given by

\[
\text{Variance} = \frac{\sigma_0^2}{2} \left( \gamma + 2 \lambda_0 + 1 - \frac{\gamma^2 + (3 \lambda_0 - 2) \gamma + 2 \lambda_0^2 + 3 \lambda_0 + 1}{\sqrt{\gamma^2 + (2 \lambda_0 - 2) \gamma + \lambda_0^2 + 2 \lambda_0 + 1}} \right).
\]

We plot the expressions in the top row of Figure 3 with \( \lambda_0 = 0.1 \). The dashed gray line shows Variance monotonically increases with \( \gamma \). The solid gray line shows Variance, i.e., the bias-variance decomposition without label noise, in the asymptotic scaling limit where \( n, d, p \) all tend to infinity with \( \frac{d}{n} = 0 \) and \( \frac{p}{n} = 1 \). We see that the shape of Variance perfectly matches that of the variance measured in experiments (Figure 3 bottom row).

Our analysis provides a straightforward explanation: there is a term Variance in the total variance that increases with both width and label noise. When label noise is large enough so that Variance reaches the scale comparable to Variance, the second ascent occurs (Figure 3 middle column). In this case the risk can be either U-shaped (c.f. 20% or 60% label noise in Figure 2) or double U-shaped (c.f. 60% or 80% label noise in Figure 2), depending on the relative scales of bias and Variance. Moreover, under extreme noise where Variance dominates the variance (Figure 3 right column), the double-descent (or sometimes monotonic) curve degenerates to a U-shaped curve as in classical bias-variance tradeoff where both bias and variance are monotonic.

### 3.2 Smaller Density Can Help Generalization

As we discussed in Section 3.1 increasing width will eventually hurt the performance in presence of large label noise. Motivated by this finding, we study another natural approach for controlling the network size: pruning network connections before training, which reduces the number of trainable parameters without removing neurons. While one can easily change the width of ResNet by adjusting the number of channels in each block, for more complex models that are heavily engineered, e.g., the Inception-ResNet family [45] (which we experiment with in Section 5), there is no straightforward way to do so without significant change to the architecture. Here, specifying the network by pruning a fraction of weights is of interest as a more practical way to control the network size.
with density under different noise levels. Under zero or small label noise, random pruning only hurts density and width after some point.

Figure 5: Test loss and accuracy of models with different densities on MNIST and CIFAR-10 under symmetric noise.

Empirical observations. We conduct experiments on MNIST, CIFAR-10, under the same settings as in section 3.1 with symmetric noise. After initialization, we randomly prune a certain fraction of weights and keep them at 0 throughout the training. Figure 5 shows how the performance changes with density under different noise levels. Under zero or small label noise, random pruning only hurts the performance. While for larger label noise, e.g., 60% on MNIST, 50% and 80% on CIFAR-10, the test loss first decreases and then increases, with the increase of density.

Since the effect of density can also be dependent on the width of the architecture, to see the whole picture of how these two quantities jointly affect the test loss, we further conduct experiments on 90% corrupted MNIST and 80% corrupted CIFAR-10 with varying both width and density. The results are given in Figures 6a and 6c with the annotated number in red showing which model achieves the lowest test loss. As we can see, the best models are not the largest ones at the top right corner, and there is an increasing trend in the loss towards the top-right corner. Notably, for CIFAR-10 the model with lowest loss has width 11 and density 0.1, which outperforms any
the full-density model with smaller width. This suggests that pruning as a more fine-grained capacity control can find the optimal size that can not be achieved by merely tuning the width. For MNIST, while the lowest loss is achieved by an unpruned model, as we show in Appendix B the model with highest test accuracy has a density of 0.3.

We explore the variance of the test loss in Figures 6b and 6d. The key observation is that in both figures there is an increasing trend towards the top-right corner, though for CIFAR-10 the behavior is non-monotonic and more complicated. Note that the variance curve for 0.8 noise ratio in Figure 4 is exactly the rightmost column in Figure 6d. As we discussed in Section 3.1.1 there is a second asent in the variance. Hence, we should expect higher variance for widths larger than 256 with density 1. We also show the monotonically decreasing (along both axes) bias in Appendix B.

Theoretical results. We now corroborate our empirical results with a theoretical analysis which characterizes the effects of both width and density. The random feature regression setting of Theorem 1 where the first layer of the network is random and the second layer is trained can not distinguish pruning from reducing width because the parameter of the second layer is a vector. We instead consider a three-layer linear network where the first layer is the same as in Theorem 1 whose output yields random features, the second layer is pruned and trained, and the last layer is also random. Formally, the function represented by the network is \( f(x) = (V \odot M)Wx^T \mu \). \( W \) and \( X \) are the same as in Theorem 1. \( V \in \mathbb{R}^{q \times p}, M \in \{0, 1\}^{q \times p} \) with entries independently drawn from \( \text{Bernoulli}(\alpha) \) where \( \alpha \in [0, 1] \) is the density. \( \mu \in \mathbb{R}^q \) with entries independently drawn from \( \mathcal{N}(0, 1/q) \) (we set the variance to 1/q to cancel the effect of \( q \) thus the network size is only controlled by \( p \) and \( \alpha \) so that we can plot the risk in a 2-D plane; of course we have other choices, e.g., set it to 1/d and let \( q = p \), see those variants in Appendix C.5). We show that, in the above setting, in terms of the risk and its decomposition, it is equivalent to replacing the \( \lambda_0 \) in Theorem 1 with \( \lambda_0/\alpha \). See the proof in Appendix C.4.

**Theorem 2.** For a 3-layer linear network with \( p \) first-layer hidden neurons and both the first and last layers random, consider learning the second layer by ridge regression with random masks drawn from \( \text{Bernoulli}(\alpha) \). Let \( \lambda, n \) and \( \sigma \) be the ridge regression parameter, number of training examples and noise level, respectively. Let \( \lambda = \frac{d}{q} \lambda_0 \) and \( \sigma^2 = \frac{\gamma}{q} \sigma_0^2 \) for some fixed \( \lambda_0 \) and \( \sigma_0^2 \). The asymptotic expressions (where \( n, d, p \to \infty \) with \( \frac{n}{d} = \infty \) and \( \frac{p}{d} = \gamma \) of Risk, \( \text{Bias}^2 \), \( \text{Variance}_{\text{clean}} \) and \( \text{Variance}_{\text{noise}} \) are given by their counterparts in the setting of Theorem 1 with \( \lambda_0 \) substituted with \( \lambda_0/\alpha \).

Figure 7 shows the plots for risk and variance under different noise levels given by Theorem 2 with \( \lambda_0 = 0.05 \). See in Appendix C.6 for the plots for the bias and the decomposition of variance. Under zero noise, the risk monotonically decreases along both axes (Figure 7a), and the variance is unimodal along y-axis, manifests more complicated behavior along x-axis, and decreases along both axes once width is sufficiently large (Figure 7c). When noise is large, we see that the trend in both the risk and variance match the empirical results in Figure 6; the lowest risk is given by models with intermediate width and density (and the optimal density under given width decreases as the width increases) and the variance increases towards the top-right corner.

**Pruning vs. regularization.** One may notice that Theorem 2 implies that pruning is equivalent to increasing the strength of \( l_2 \) regularization by the inverse factor. Such equivalence may not hold for neural networks considering the non-linearity and the optimization process. Our empirical results show that pruning can achieve a lower loss/higher accuracy than that of tuning \( l_2 \) regularization and we defer the plots and discussion to Appendix B.

### 3.3 Effect of Width and Density for Models Trained with Robust Methods

The above experiments are all conducted with standard training procedure. However, in noisy settings robust methods are usually applied to achieve reasonable test performance. One may ask whether the above situation can be turned around by these methods, since they are specially designed to counter the effect of label noise. To answer this question we experiment with two state-of-the-art robust methods: ELR [29] and DivideMix [28]. ELR leverages the early learning phenomenon where the network fits clean examples first and then wrongly-labeled examples. It mitigates overfitting by regularizing the loss with a term that encourages the alignment between the model’s prediction and the running average of the predictions in previous rounds. DivideMix dynamically discards labels that are highly likely to be noisy and trains the model in a semi-supervised
manner. We train ResNet34 on CIFAR-10 and CIFAR-100 with these methods using the same training setup as reported in the original papers [29, 28]. See in Appendix A for more details.

Figure 8 presents the cases where size controlling is still important for models trained with these methods. The optimal size we observed for ELR is 128 on CIFAR-10, and 64 on CIFAR-100. This contradicts the prevailing intuition that one should always use larger models for more complex tasks. Actually the same amount of label noise can be more harmful on more complex datasets (e.g., per-class label noise on CIFAR-100 is 10x that on CIFAR-10), and the weakness of a too rich hypothesis class is more pronounced. For networks with width 128 on CIFAR-10 and width 64 on CIFAR-100, pruning to extreme density greatly improves the performance. Notably, pruning out 90% of the parameters improves the test accuracy from 27.73% (29.87% reported in [29]) to 32.92%, indicating that even random pruning can be used to boost robust methods to achieve SOTA performance. For DivideMix, the test performance becomes worse when we increase the width beyond 160 or increase the density beyond 0.8.

Similar phenomenon can also be observed under moderate noise levels. Figure 15 shows the results of ELR on CIFAR-10 with 30% asymmetric noise and on CIFAR-100 with 40 symmetric noise.

4 A Closer Look into the Smoothness of Learned Functions

A core component in (theoretical or empirical) analysis of generalization is the notion of a complexity measure; a quantity that monotonically relates to some aspect of generalization. More specifically, a lower complexity should often imply a smaller generalization gap. A complexity
measure may depend on the properties of the trained model, optimizer, and possibly training data. Theoretically motivated complexity measures such as norm [4], sharpness [37, 11], etc., as well as empirically motivated ones are often featured as the major components of generalization bounds.

In this section, we look into Lipschitz constant, a quantity of special importance for its theoretical [53, 36] and empirical [39] correlation with generalization. Since exactly computing the Lipschitz constants of neural networks is known to be NP-hard [50], we instead consider (1) the spectral norm, known as an upper bound for the Lipschitz constant [46], and (2) the trajectory of the first layer bias [30], which sheds light on both training dynamics and local Lipschitz constant. We observe on a two-layer neural network (trained on MNIST with the same set up as in Section 3) that these two quantities both decrease with the network size on clean dataset and increase with the network size under label noise. Figure 9 shows that the end of spectral norm curve goes up as we increase the noise level. In Figure 10 we see that on the clean dataset the algorithm learns functions with potentially larger local Lipschitz at the end of training (indicated by larger variance of first-layer bias and trajectory length), while for 60% it’s the other way around. This finding suggests that the originally negative correlation between size and complexity/smoothness can be flipped by label noise.

5 Experiments on Real-world Noisy Data

Next we examine our findings in a real-world setting: training a heavily engineered architecture on a dataset containing real-world noise results from human mislabeling. In particular, here we train InceptionResNet-v2 [45] on Red Stanford Cars [20] whose images are annotated using the Google Cloud labeling service. The details of the dataset and training setup are in Appendix A. The noise level is approximately 70.5%. Due to the intricate nature of such architecture, we control the network size through pruning. For each density, we repeat the experiment 4 times and take the average of the performance. We also repeat the experiment with ELR. The results presented in Figure 11 confirm the benefit of the size controlling in realistic scenarios. In particular, both with and without ELR, the best accuracy occurs at a density less than 100%, substantiating our findings that model size control is important to achieve the best performance.
6 Discussion and Future Work

Despite the recent counter-intuitive findings on the generalization of neural networks, our work suggests that the classical wisdom of capacity control is still useful in the context of learning with label noise. Meanwhile, we also expect that stronger robust methods can be designed (e.g., by enforcing the simplicity/smoothness of learned functions) to fully unleash the expressive power of larger neural networks.

We have observed that network size control through random pruning can benefit robustness a lot. It is natural to ask: can we do better than random? And if so, what makes the optimal subnetwork special? Answering these questions may make it possible to derive more powerful robust learning techniques and a deeper insight into the role of network architecture.

To help practitioners efficiently find the optimal network size, it will be important to extend the empirical scaling laws (functional approximations of the test loss in terms of certain quantities such as width and pruning level), e.g., neural scaling laws [23, 2] and the scaling law for pruning [43] to noisy settings. And these new laws should be able to characterize the non-monotonic behavior of the test loss under label noise.

We only consider label noise generated randomly or introduced by human labeling. It will be valuable to investigate whether large models are more vulnerable in the presence of adversarial noise or even attacks.
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A Details of Experiments

All experiments are implemented using PyTorch. We use four Nvidia A40 to run the experiments.

A.1 Noise Generation

Symmetric noise  We first select a fraction of training examples then randomly shuffle their labels. For example, on CIFAR-10, if the noise level is 50%, the resulting fraction of mislabeled examples is expected to be around $0.9 \times 50\% = 45\%$.

Asymmetric noise  The noise is class-dependent. We follow the scheme proposed in [40] which is also widely used in robust method papers (e.g., ELR [29] and DivideMix [28]). For CIFAR-10, labels are randomly flipped according to the following map: TRUCK→AUTOMOBILE, BIRD→AIRPLANE, DEER→HORSE, CAT→DOG, DOG→CAT. For CIFAR-100, since the 100 classes are grouped into 20 superclasses, e.g. AQUATIC MAMMALS contains BEAVER, DOLPHIN, OTTER, SEAL and WHALE, we flip labels of each class into the next one circularly within super-classes. For both datasets, the fraction of mislabeled examples in the training set is the noise level.

A.2 Basic Experiments

To apply the estimator provided in [54], each time we train a model, we split the training set into $N$ subsets ($N = 6$ for MNIST and $N = 5$ for CIFAR-10), train a copy of the model for each subset and take the average test loss. The variance is estimated by calculating the variance of the network output across splits of training set. And the squared bias is estimated by subtracting the variance from the average loss. The training setup is given by the following.

**MNIST**  We train a two-layer ReLU network for 200 epochs using SGD with batch size 128, momentum 0.9, initial learning rate 0.1, a weight decay of $5 \times 10^{-4}$, a learning rate decay of 0.1 at epoch 100.

**CIFAR-10**  We train ResNet34 for 1000 epochs using SGD with batch size 128, momentum 0.9, initial learning rate 0.1, weight decay of $5 \times 10^{-4}$, learning rate decay of 0.1 every 400 epochs. For width $w$, there are $w, 2w, 4w, 8w$ filters in each layer of the four Residual Blocks, respectively.

A.3 Experiments with Robust Methods

For both ELR and DivideMix we use the same setup in the original papers. [29][28].

**ELR**  We train ResNet-34 using SGD with momentum 0.9, a weight decay of 0.001, and a batch size of 128. The network is trained for 120 epochs on CIFAR-10 and 150 epochs on CIFAR-100. The learning rate is 0.02 at initialization, and decayed by a factor of 100 at epochs 40 and 80 for CIFAR-10 and at epochs 80 and 120 for CIFAR-100. We use 0.7 for the temporal ensembling parameter, and 3 for the ELR regularization coefficient.

**DivideMix**  We train ResNet-34 for 200 epochs using SGD with batch size 64, momentum 0.9, initial learning rate 0.02, a weight decay of $5 \times 10^{-4}$, and a learning rate decay of 0.1 at epoch 150. We use 150 for the unsupervised loss weight.

A.4 Experiments with Real-world Noise

We train InceptionResNet-v2[45] on Red Stanford Car[20]. There are 10 different noise levels for Red Stanford Car and we choose 80%. In particular, 6469 out of the 8144 images in the dataset are annotated incorrectly by human annotators, which can only be downloaded from the provided URLs. However, 590 of the images cannot be downloaded and among the downloaded JPG files 1871 are corrupted and unopenable, hence we end up with 1675 clean examples and 4008 noisy examples, i.e., the actual noise level is 70.53%.

\footnote{See their webpage for details: https://google.github.io/controlled-noisy-web-labels/download.html}
Figure 12: Test Loss w.r.t. noise level for varied width, i.e., we replot Figure 2b but switch the x-axis and the legend.

Figure 13: Heatmaps of test accuracy and bias of ResNet34 trained on CIFAR-10.

We train the network for 160 epochs with an initial learning rate of 0.1, and a weight decay of $1 \times 10^{-5}$ using SGD and momentum of 0.9 with a batch size of 32. We anneal the learning rate by a factor of 10 at epochs 80 and 120, respectively.

B Additional Empirical Results

Test loss w.r.t. noise Figure 12 is a counterpart of Figure 1 plotted with results on CIFAR-10. The colors show the widths. We see that the noise hurts larger models more, and as a result, when the noise reaches certain point the effect of width on test loss is flipped.

Additional results for section 3.2 Figure 13 show the heatmaps of test accuracy and bias. The bias of models with varied width and density is shown in Figures 13c and 13d. In both settings the bias monotonically decreases w.r.t. both width or density. We also present the heatmaps of test accuracy in 13a and 13b. On MNIST, the highest accuracy is achieved by width 4000 and density 0.4. On CIFAR-10 it is achieved by width 32 and density 0.03.

Pruning vs. $l_2$ regularization In the setting of Theorem 2 we show that pruning the network is equivalent to increasing the strength of $l_2$ regularization. To see whether this applies to more complex settings, we train ResNet34 on CIFAR-10 with 50% symmetric noise with varied weight decay and network density. Results are shown in Figure 14. Three observations are made here,

- In both cases the shape of the curve is similar (e.g., both loss curves are U-shaped), implying that increasing weight decay and reducing density have a similar effect on the loss.
- The relation between density and weight decay is not exactly the inverse relationship as is in Theorem 2 (otherwise the two curves would overlap). This can be a result of the complicated effect of nonlinearities in deep neural networks.
- We can see that pruning can achieve a lower loss/higher accuracy than that of $l_2$ regularization. We conjecture this is because pruning also significantly changes the loss landscape.
Figure 14: Comparing effects of the strength $l_2$ regularization (weight decay) and network density. We use CIFAR-10 with 50% symmetric noise as our dataset. For weight decay experiments, the density is fixed to 1. For density experiments, weight decay is fixed to 0.0005. The x-axis is the inverse of the scale-up of weight decay, i.e., the current weight decay divided by 0.0005, for the weight decay curve (purple), and the density for the density curve (red).

Figure 15: Experiments on CIFAR with varied network density when the model is trained by ELR.

More experiments with ELR Fig 15 shows that increasing density eventually hurts the performance under 30% asymmetric noise on CIFAR10, and 40% symmetric noise on CIFAR100 when the model is trained with ELR.

C Theoretical Results

Notations: We use bold-faced letter for matrix and vectors. The training dataset is denoted by $(X, y)$ where $X = [x_1, x_2, \ldots, x_n]$ and $y = [y_1, y_2, \ldots, y_n]^T$, with $x_i \in \mathbb{R}^d$ and $y_i \in \mathbb{R}$ are feature vector and label point data point $i$. We assume each $x_i$ is independently drawn from a Gaussian distribution $\mathcal{N}(0, I/d)$ and labels are generated by $y_i = x_i^\top \theta + \epsilon_i$ where $\theta \in \mathbb{R}^d$ with entries independently drawn from $\mathcal{N}(0, 1)$ and $\epsilon_i \in \mathbb{R}$ is the label noise drawn from $\mathcal{N}(0, \sigma^2)$ for each $x_i$. And we assume each test example $(x, y)$ is clean, i.e., $y = x^\top \theta$. 
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C.1 Bias-Variance Decomposition of the MSE Loss in Section 3.1

Here we show the derivation of Equation 1.

\[
\text{Bias}^2 = \mathbb{E}_{\theta} \mathbb{E}_{\epsilon}(\mathbb{E}_{X,W}(\epsilon f(x) - y)^2) \\
\text{Variance} = \mathbb{E}_{\theta} \mathbb{E}_{\epsilon}(\mathbb{E}_{X,W}(\epsilon f(x) - y))^2 \\
\text{Bias}^2 = \mathbb{E}_{\theta} \mathbb{E}_{\epsilon}(\mathbb{E}_{X,W}(\epsilon f(x) - y))^2 \\
\text{Variance} = \mathbb{E}_{\theta} \mathbb{E}_{\epsilon}(\mathbb{E}_{X,W}(\epsilon f(x) - y))^2
\]

C.2 Expressions of Bias and Variance clean

[54] analyzed the bias-variance decomposition without considering label noise. Hence the variance in their analysis corresponds to \(\text{Variance}_{\text{clean}}\) in our analysis. We show their expressions below, based on which we plot the dashed curve in Figure 8 (\(\text{Variance}_{\text{clean}}\)) and dashed gray in Figure 16 (\(\text{Bias}^2\)).

\[
\text{Bias}^2 = \frac{1}{4} \Phi_3(\lambda_0, \gamma)^2 \\
\text{Variance}_{\text{clean}} = \left\{ \begin{array}{ll}
\frac{\Phi_1(\lambda_0, \gamma)}{(1-\gamma)(1-2\gamma)} - \frac{\Phi_3(\lambda_0, \gamma)^2}{2} & \gamma \leq 1, \\
\frac{\Phi_2(\lambda_0, 1/\gamma)}{2-1} - \frac{\Phi_3(\lambda_0, \gamma)^2}{4} & \gamma > 1,
\end{array} \right.
\]

where

\[
\Phi_1(\lambda_0, \gamma) = \lambda_0(\gamma + 1) + (\gamma - 1)^2, \\
\Phi_2(\lambda_0, \gamma) = \sqrt{(\lambda_0 + 1)^2 + 2(\lambda_0 - 1)\gamma + \gamma^2}, \\
\Phi_3(\lambda_0, \gamma) = \Phi_2(\lambda_0, \gamma) - \lambda_0 - \gamma + 1.
\]

C.3 Proof of Theorem 1

Lemma 3. Define \(B = W^T(WW^T + \lambda_0 I)^{-1}W\). \(\|BB^T - \frac{1}{d}AA^T\|_2 = 0\) almost surely, i.e.,

\[
P(\|BB^T - \frac{1}{d}AA^T\|_2 \leq \epsilon) \geq 1 - \delta \text{ where } \epsilon \text{ and } \delta \text{ both tend to } 0 \text{ under the asymptotics } n \to \infty, \ d \to \infty \text{ and } n/d \to \infty.
\]
Proof. Define
\[
\Delta := \frac{d}{n}XX^T - I, \\
\Psi := (WW^T + \lambda_0 I)^{-1} \\
\Gamma := (\frac{d}{n}WXX^T W^T + \lambda_0 I)^{-1} \\
\Omega := \Gamma - \Psi.
\]
Then we have
\[
\tilde{BB}^T - \frac{n}{d}AA^T = \Omega WDW^T \Omega + \Psi WDW^T \Psi + \Psi WDW^T \Omega + \Omega WWDW^T \Psi + \Psi WWDW^T \Omega.
\]
By triangle inequality and the sub-multiplicative property of spectral norm we have
\[
\|\tilde{BB}^T - \frac{n}{d}AA^T\|_2 \leq \|W\|^2_2 \|\Omega\|^2_2 \|\Delta\|_2 + \|W\|^2_2 \|\Psi\|^2_2 \|\Delta\|_2 + 2\|W\|^2_2 \|\Psi\|_2 \|\Omega\|_2 \|\Delta\|_2
\]
\[
+ \|W\|^2_2 \|\Omega\|^2_2 + 2\|W\|^2_2 \|\Psi\|_2 \|\Omega\|_2,
\]
It remains to show that with the asymptotic assumption \(n/d \to \infty\), \(\|\Omega\|_2 = 0\) and \(\|\Delta\|_2 = 0\) almost surely, and \(\|W\|_2\) and \(\|\Psi\|\) can be bounded from above:\
\[
\mathbb{P}(\|\Delta\|_2 \leq \epsilon) \leq \sqrt{\frac{d}{n} + \frac{d}{n}} \geq 1 - e^{-d/2}
\]
\[
\|\Omega\|_2 \leq \|\Psi\|^2_2 \|W\|^2_2 \|\Delta\|_2 + O(\|\Delta\|_2)
\]
\[
\|W\|_2 \approx 1 + \sqrt{\gamma} < \infty
\]
\[
\|\Psi\|_2 \leq \frac{1}{\lambda_0} < \infty.
\]
Therefore we have \(\|\tilde{BB}^T - \frac{n}{d}AA^T\|_2 = 0\) almost surely. \(\square\)

Corollary 4. \(\frac{a^2}{d} \|A\|_F^2 = \frac{2}{d} \|\tilde{B}\|_F^2\) almost surely.

Proof. By lemma\[3\] we have
\[
\|\text{Tr}(\frac{1}{n}BB^T - \frac{1}{d}AA^T)\|_2 = \frac{1}{n} \text{Tr}(\tilde{BB}^T - \frac{n}{d}AA^T)
\]
\[
\leq \frac{d}{n} \|\tilde{BB}^T - \frac{n}{d}AA^T\|_2
\]
\[
= 0,
\]
which yields \(\|A\|_F^2 = \frac{1}{n} \|\tilde{B}\|_F^2\), and then \(\frac{a^2}{d} \|A\|_F^2 = \frac{a^2}{d} \|\tilde{B}\|_F^2\). \(\square\)

Now it only remains to compute \(\frac{1}{d} \|\tilde{B}\|_F^2\). By Sherman–Morrison formula,
\[
\tilde{B} = I - (I + \frac{\alpha}{\eta} Q)^{-1},
\]
where \(\alpha = \lambda_0^{-1}\), \(Q = (d/p)W^TW\) and \(\eta = d/p = 1/\gamma\). Let \(F^Q\) be the empirical spectral distribution of \(Q\), i.e.,
\[
F^Q(x) = \frac{1}{d} \# \{ j \leq d : \lambda_j \leq x \},
\]
where \# denotes the cardinality of the set \(S\) and \(\lambda_j\) denotes the \(j\)-th eigenvalue of \(Q\). Then
\[
\frac{\|\tilde{B}\|^2}{d} = \int_{\mathbb{R}^+} \frac{(\alpha \eta^2 x^2)}{(1 + \frac{\alpha}{\eta} x^2)^2} dF^Q(x).
\]
By Marchenko-Pastur Law [3],
\[
\frac{\| B \|^2}{d} = \frac{1}{2\pi} \int_{\eta -}^{\eta +} \frac{\sqrt{\eta - x}(x - \eta)(\sqrt{x})^2}{\eta x(1 + \frac{x}{\eta})^2} dx = \frac{1}{2\alpha} \left( -\alpha^2/\eta^2 - (3\alpha - 2\alpha^2)/\eta - \alpha^2 - 3\alpha - 2 + \alpha/\eta + \alpha + 2 \right). \tag{2}
\]
Combining equation 2 and corollary 4 and substituting \( \alpha = \lambda_0^{-1}, \eta = \gamma^{-1} \) into the result completes the proof.

C.4 Proof of Theorem

Define the following shorthand
\[
F : = WX
\]
\[
D_i := \text{diag}(M_{i,1}, M_{i,2}, \ldots, M_{i,p})
\]
\[\mu_i := i\text{-th entry of } \mu \]
\[V_i^T := i\text{-th row of } V \]
\[\Sigma := \sum_{i=1}^{q} \mu_i^2 D_i \]
\[H := y^T F^T \Sigma F (F^T \Sigma F + \lambda I)^{-1} \]
The parameter of the second layer is given by ridge regression:
\[
\hat{V} = \arg\min_{V \in \mathbb{R}^{q \times p}} \| (V \odot M) W X \|^T \mu - y\|_F^2 + \lambda\| V \|_F^2.
\]
\[
= \arg\min_{V \in \mathbb{R}^{q \times p}} \| \sum_{i=1}^{q} \mu_i V_i^T D_i F - y^T \|_F^2 + \lambda\| V \|_F^2.
\]
Solving the above yields
\[
\hat{V}_i^T = \frac{1}{\lambda}(y^T - H) F^T (\mu_i D_i).
\]
Given a clean test example \((x, y)\), the expression of the risk is
\[
\text{Risk} = \mathbb{E}\| \sum_{i=1}^{q} \mu_i \hat{V}_i^T W x - \theta^T x \|_F^2
\]
\[
= \mathbb{E}\| \frac{1}{\lambda}(y^T - H) F^T \Sigma W x - \theta^T x \|_F^2.
\]
\[
= \mathbb{E}\| \frac{1}{\lambda}(y^T - y^T F^T \Sigma F (F^T \Sigma F + \lambda I)^{-1}) F^T \Sigma W x - \theta^T x \|_F^2.
\]
Observe that the term \(\Sigma\), whose entries (on the diagonal) \(\sum_{i=1}^{q} \mu_i^2 M_{i,j} = \frac{1}{q} \sum_{i=1}^{q} (\sqrt{\eta} \mu_i)^2 M_{i,j}\) converge in probability to \(\alpha\) as \(q \to \infty\), captures all the effects of \(\mu\) and \(M\) on the risk. Thus we can effectively replace \(\Sigma\) with \(\alpha I_p\)
\[
\text{Risk} = \mathbb{E}\| \frac{\alpha}{\lambda} y^T F W x - \alpha^2 x y^T F F (\frac{\alpha}{\lambda} F^T F + I)^{-1} F^T W x \|_F^2. \tag{3}
\]
It remains to show that the expression of the risk is exactly the same as the risk in the setting of Section 3.1 with \(\lambda\) replaced by \(\lambda/\alpha\). Write down the risk in Section 3.1 (for convenience denote it by Risk_0):
\[
\text{Risk}_0 = \mathbb{E}\| y^T (F F^T + \lambda I)^{-1} F W x - \theta^T x \|_F^2
\]
\[
= \mathbb{E}\| \frac{1}{\lambda} y^T F W x - \frac{1}{\lambda^2} y^T F F (\frac{1}{\lambda} F^T F + I)^{-1} F^T W x \|_F^2. \tag{4}
\]
Equation 4 is obtained by applying Woodbury matrix identity to \((F F^T + \lambda I)^{-1}\). It is easy to check that replacing \(\lambda\) in the RHS equation with \(\lambda/\alpha\) yields the RHS in equation 3.
Figure 16: Risk, bias and variance given by expressions in section C.2 and Theorem 1.

Figure 17: Expressions of Bias and Variance noise/σ² in Theorem 2

Figure 18: Expressions of the risk and variance under different noise levels with κ = γ. We let λ₀ = 0.05.

C.5 Variants of Theorem 2

In Theorem 2 we let μ’s entries be drawn from N(0, 1/q) so that q does not appear in the expression of the risk. Alternatively we can let μ’s entries be drawn from N(0, 1/d) and assume q/d = κ. Then the risk and its decomposition are dependent on γ, κ, α. Similar to the proof in C.4 we can show that in this case one just need to replace λ₀ in the setting of Theorem 1 with λ₀/(κα) to get the expressions of risk. In Figures 18 and 19 we further let κ = γ and generate the heapmaps.

C.6 Plots of Theoretical Expressions

Bias² and Risk in Section 3.1 In Figure 16 we plot Risk, Bias² and Variance based on expressions in section C.2 and Theorem 1. We see that Bias² is monotonic and Risk turns from monotonic to U-shaped due to the second ascent in variance as we increase noise.

Bias² and Variance noise/σ² in Section 3.2 In Figure 17 we plot the expressions of Bias² and Variance noise/σ² based on Theorem 2. Bias² monotonically decreases along both axes and Variance noise/σ² monotonically increases along both axes.
Figure 19: Expressions of $\text{Bias}^2$ and $\text{Variance}_{\text{noise}}/\sigma_0^2$ with $\kappa = \gamma$. 

Plots for section C.5 Figures 18 and 19 plot the expressions of Risk and all terms in its decomposition with $\kappa = \gamma$. 

(a) $\text{Bias}^2$ (b) $\text{Variance}_{\text{noise}}/\sigma_0^2$