Stability of edge states and edge magnetism in graphene nanoribbons
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We critically discuss the stability of edge states and edge magnetism in zigzag edge graphene nanoribbons (ZGNRs). We point out that magnetic edge states might not exist in real systems, and show that there are at least three very natural mechanisms – edge reconstruction, edge passivation, and edge closure – which dramatically reduce the effect of edge states in ZGNRs or even totally eliminate them. Even if systems with magnetic edge states could be made, the intrinsic magnetism would not be stable at room temperature. Charge doping and the presence of edge defects further destabilize the intrinsic magnetism of such systems.
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I. INTRODUCTION

Graphene is a single layer of graphite. Since the first successful isolation of mono- and multi-layers of graphene, this material has raised tremendous attention within the scientific community. This is mainly due to the fact that graphene is an almost perfect two-dimensional system with unique electronic properties, that might ultimately lead to a new generation of nano-electronic devices.1–3

Graphene nanoribbons (GNRs) are one-dimensional stripes "cut" from graphene, which are a few nanometers in width and quasi infinite in the perpendicular direction. Initially GNRs were primarily discussed in the theoretical literature,4,5 but meanwhile GNRs can be fabricated and studied in the laboratory.6–8 GNRs with zigzag edges (ZGNRs) are of particular interest, because they are forming edge states.9,10 The latter are localized electronic states that decay exponentially towards the center of the ribbon.11 The decay lengths are in the range of a few nanometers.10 Such edge states do not only exist in perfect ZGNRs, but in any graphene system that has zigzag edge segments.11 The localized nature of the edge states in ZGNRs gives rise to flats bands (i.e. parts of bands with little dispersion) in the electronic band structure, and thus to a pronounced peak in the electronic density of states (DOS) right at the Fermi level (EF). This peak has been measured in the local DOS of monoatomic zigzag step edges of graphite by scanning tunneling microscopy.10,12,13 In those measurements the peak in the DOS did not appear right at EF, but very close to it. However, no such measurements for a monolayer of graphene or GNRs are known up to date.

According to numerous theoretical studies based on density functional theory or on the mean-field Hubbard model,1,14 it is believed that the peak in the DOS at EF gives rise to a magnetic instability, where the edge states become spin-polarized. In the magnetic ground state a band gap at EF is opened, and the atoms are ferromagnetically ordered along one edge, and antiferromagnetically ordered between opposite edges [see Fig. 1(a)]. This antiferromagnetic ground state is consistent with the Lieb theorem for a bi-particle lattice within a Hubbard model type of description.15 Potential applications of edge magnetism for spintronics are widely discussed (for an overview see [14]). But up to now, the edge magnetism in ZGNRs was never directly observed in local probe microscopy. Only an indirect observation has been reported quite recently.16

In this article we critically discuss the present state of research on graphene edge states and edge magnetism. We point out that magnetic edge states might not exist in real systems. And even if they do, the intrinsic magnetism would be so weak, that realistic applications in spintronic devices will not be feasible. In order to use a physical effect in a practical device, the effect must be
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\caption{Graphical outline of this article. Top: Three mechanisms that strongly affect the edge states in ZGNRs: (a) the atomic structure of the 2z11 passivated edge, (b) the atomic structure of the zz(57) reconstructed edge, (c) edge closure. Bottom: The edge magnetism in (d) ideal ZGNRs is not stable at room temperature. The low temperature magnetism is destabilized (or even totally disappears) whenever the system has (e) edge defects or (f) is charge doped.}
\end{figure}
(i) a strong intrinsic effect and (ii) it must be stable at room temperature. We show that graphene edge magnetism does not fulfill these two criteria: (i) the effect is easily destroyed by a multitude of mechanisms and (ii) it is not stable at room temperature, even in perfect samples.

II. COMPUTATIONAL METHODS

Our electronic structure calculations are based on density functional theory (DFT)\textsuperscript{21}, using a plane wave basis set (cutoff energy: 450 eV) and the projector augmented-wave (PAW) method\textsuperscript{18} (we use the program VASP, version 4.6)\textsuperscript{19,20} The exchange-correlation interactions were approximated by the generalized gradient approximation (GGA) within the Perdew-Wang parametrization (PW91)\textsuperscript{22}. Total energies in the self-consistency cycle were converged such that energetic changes were less than 10\textsuperscript{-4} eV. The \( k \)-space integrations were carried out using the method of Methfessel and Paxton\textsuperscript{22} in first order, with a smearing width of 0.1 eV for the structural optimizations, and with the improved tetrahedron method\textsuperscript{23} for a final static calculation of the total energies. The optimal sizes of the \( k \)-point meshes for different systems were individually converged, such that changes in the total energy were reduced to at least 3 meV/atom\textsuperscript{24}.

In our study we consider 10-ZGNRs and 12-ZGNRs, where the prefix ‘10’ or ‘12’ represents the number of zigzag lines across the width of the ribbon. A suffix ‘+H’ indicates that each carbon edge atom is passivated by one hydrogen atom, ‘+EV’ that one edge contains an edge vacancy, ‘+zz(57)’ that the edge is reconstructed with alternating lines of pentagons and heptagons, and ‘+zz(57)’ that one out of three edge atoms is passivated by two hydrogen atoms and the other two by one hydrogen atom. The atomic structures of some of these systems are shown in Figs. 2-5. For the calculations of hydrogen atom. The atomic structures of some of these examples.

In Table I we list the edge energies of all ZGNRs that are considered in this study. The edge energy quantifies the energy needed to form an edge from infinite graphene and (for hydrogen passivated systems) molecular hydrogen, i.e. the enthalpy of the virtual reaction

\[
\text{graphene} + \frac{N_H}{2} \text{H}_2 \rightarrow \text{ZGNR}.
\]

The edge energy can be defined per edge atom (\( E_{\text{edge}}^{\text{at}} \)) or per unit length along the edge (\( E_{\text{len}}^{\text{edge}} \)) as follows

\[
E_{\text{edge}}^{\text{at}} = (E_{\text{tot}}^{\text{ZGNR}} - N_C E_{\text{coh}}^{\text{graphene}} - N_H E_{\text{coh}}^{\text{H}_2})/N_C \tag{1}
\]

\[
E_{\text{len}}^{\text{edge}} = (E_{\text{tot}}^{\text{ZGNR}} - N_C E_{\text{coh}}^{\text{graphene}} - N_H E_{\text{coh}}^{\text{H}_2})/2A \tag{2}
\]

where \( N_C, N_H, \) and \( N_{\text{edge}}^{\text{edge}} \) are the number of carbon, hydrogen, and carbon edge atoms per unit cell, respectively. \( E_{\text{tot}}^{\text{ZGNR}} \) is the total energy per unit cell of the ZGNRs in the (magnetic) ground state as given in Tab. I. \( E_{\text{coh}}^{\text{graphene}} = -9.244 \) eV/atom and \( E_{\text{coh}}^{\text{H}_2} = -3.394 \) eV/atom are the cohesive energies of a carbon atom in graphene and a hydrogen atom in the \( \text{H}_2 \) molecule, respectively. \( A \) is the lattice constant in the periodic direction, as indicated in Fig. 1.\textsuperscript{1} Note that in Eq. 2 we divided by 2\( A \), because the unit cell contains both edges of the ZGNR. Our results for edge energies compare well with previous data for such systems\textsuperscript{26,27}.

The hydrogen adsorption energies in Tab. I quantify the gain in energy of a hydrogen passivated ZGNR, as compared to an unpassivated system and molecular hydrogen. In other words, it is the enthalpy of the reaction

\[
\text{ZGNR} + \frac{N_H}{2} \text{H}_2 \rightarrow \text{ZGNR} + \text{H}.
\]

The hydrogen adsorption energy per carbon edge atom is defined as

\[
E_{\text{ads}} = (E_{\text{tot}}^{\text{ZGNR}+\text{H}} - E_{\text{tot}}^{\text{ZGNR}} - N_H E_{\text{coh}}^{\text{H}_2})/N_{\text{C}} \tag{3}
\]

where \( E_{\text{tot}}^{\text{ZGNR}+\text{H}} \) and \( E_{\text{tot}}^{\text{ZGNR}} \) are the total energies of the hydrogen passivated and the non-passivated ZGNR, respectively.

For magnetic systems we performed collinear, spin-polarized DFT calculations. The results are listed in Tab. I comprising energies and magnetic moments for nonmagnetic (NM), ferromagnetic (FM), and antiferromagnetic (AFM) states. The energies of different magnetic states are compared via the quantity \( \Delta E_{\text{mag}} \), that is the difference in total energy with respect to the magnetic ground state \( E_{\text{tot}}^{\text{GS}} \) per magnetic atom:

\[
\Delta E_{\text{mag}} = (E_{\text{tot}} - E_{\text{tot}}^{\text{GS}})/N_{\text{MA}}, \tag{4}
\]

where \( N_{\text{MA}} \) is the number of magnetic atoms per unit cell. For ZGNRs \( N_{\text{MA}} \) is the number of magnetic carbon edge atoms per unit cell.

| System | \( E_{\text{edge}}^{\text{at}} \) (eV/at) | \( E_{\text{len}}^{\text{edge}} \) (eV/Å) | \( E_{\text{ads}} \) (eV/at) |
|--------|---------------------------------|---------------------------------|--------------------------|
| 10-ZGNR+H | 2.99 | 1.21 | - |
| 12-ZGNR+H | 0.26 | 0.11 | -2.73 |
| 12-ZGNR+H | 3.00 | 1.21 | - |
| 12-ZGNR+H | 0.28 | 0.11 | -2.72 |
| 12-ZGNR+H | 0.08 | 0.03 | -2.91 |
| 12-ZGNR+H | 2.39 | 0.97 | - |
| 12-ZGNR+H | 0.87 | 0.36 | -1.52 |
| 10-ZGNR+EV | 2.88 | 1.17 | - |
| 10-ZGNR+EV | 0.86 | 0.35 | -2.02 |
FIG. 2. (Color online) Atomic structures (top) and nonmagnetic band structures (bottom) of a 12-ZGNR with (a) unpassivated edges and (b) monohydrogenated edges. The fatness of the bands is proportional to the orbital character of the corresponding wave function on the encircled edge atom (top). Orange (light gray) represents the $\pi$ character of the bands, and blue (dark gray) represents their $\sigma$ character. Gray horizontal lines were added to the atomic structure (top), in order to indicate the boundaries of the corresponding unit cell along the periodic direction (see also Fig. 5). Because of the presence of (partially) flat bands near $E_F$ in the nonmagnetic band structure, there will be a magnetic transition into an antiferromagnetic ground state with a band gap (not shown).

III. DISCUSSION

A. Stability of edge states

In a planar $sp^2$ system like graphene, the electronic states split into in-plane ($\sigma$) and out-of-plane ($\pi$) states that are decoupled by symmetry. At an unpassivated zigzag edge the hexagonal carbon network is interrupted, and both the $\sigma$ and the $\pi$ system form edge states. The edge states of the $\sigma$ system are unpaired electrons in $sp^2$ orbitals, i.e. dangling $\sigma$ bonds. The edge states of the $\pi$ system are the ones that were introduced above, and those are usually discussed in the literature. Within the nonmagnetic, electronic band structure of an unpassivated ZGNR both sets of edge states appear as nearly flat bands (or as flat parts of bands) at $E_F$, $^{26,28}$These bands are highlighted in Figs. 2(a). In all of these plots, the fatness of the bands is proportional to the orbital character of the corresponding wave function at an edge atom. Orange (light gray) represents their $\pi$ character, and blue (dark gray) represents their $\sigma$ character.

The nonmagnetic band structure of an unpassivated 12-ZGNR is shown in Fig. 2(a). Here the $\sigma$ and $\pi$ edge states exist in a range of about 0.5 eV above and below $E_F$. Only the degenerate part of the $\pi$ band has edge state character, and its non-degenerate part has bulk state character. Flat bands lead to a high DOS. As the chemical reactivity is proportional to the DOS near $E_F$, an unpassivated ZGNR would be highly reactive, since the edge states are available to form chemical bonds. In other words, the edge states do not only lead to a magnetic instability, but they also lead to a chemical and structural instability. The latter will be discussed below. For the 12-ZGNR the magnetic instability leads to an AFM ground state with a band gap of 0.7 eV (Fig. 2(a) shows the band structure of the metastable NM state). The high instability of an unpassivated edge is marked by a rather high edge energy $E_{\text{edge}}^{\text{ten}}$ of the 10-ZGNR and 12-ZGNR systems of 1.21 eV/Å (see Tab. 1).

1. Edge passivation

One stabilization mechanism for an unpassivated ZGNR is edge passivation. The system will catch any bond partner it can possibly get to saturate its dangling bonds. The majority of papers on ZGNRs consider monohydrogenated edges with a single hydrogen atom per edge atom. In these systems the dangling $\sigma$ bonds are saturated, and the $\sigma$ edge states are removed from the vicinity of $E_F$ [see Fig. 2(b)]. However, the $\pi$ edge states per-
Another stabilization mechanism for an unpassivated ZGNR is a structural deformation via edge reconstruction. In their DFT/GGA calculations Koskinen et al. show that a planar reconstruction with alternating pentagon-heptagon carbon rings along the edge, named \(zz(57)\) (see Fig. 3), is 0.35 eV/Å lower in edge energy than the normal zigzag edge. In our own calculations of a 12-ZGNR+\(zz(57)\) system we found that the reconstructed edge is 0.24 eV/Å lower in edge energy than the 12-ZGNR system (see Tab. 1). Compared to the edge energies of the hydrogen passivated systems this is only a modest lowering, indicating that the \(zz(57)\) edge reconstruction is likely to occur only in high vacuum.

The Koskinen reconstruction leads to the formation of triple bonds in the nearly linear parts of the heptagons, which shift the \(\sigma\) edge states away from \(E_F\) [see Fig. 3(a)]. The \(\pi\) edge states remain near \(E_F\) in two normally dispersed bands, that render the system metallic. However, there is no magnetic transition, because these bands are not flat. We confirmed this fact on the basis of spin-polarized calculations, which all converged into a NM state. Again, only the degenerate part of the band at \(E_F\) can be associated with edge states, the non-degenerate part has bulk character. In the hydrogen passivated 12-ZGNR+\(zz(57)+H\) the \(\sigma\) edge states are removed from the band structure, and the occupied \(\pi\) bands are practically unchanged [see Fig. 3(b)].

Because of the absence of \(\sigma\) states near \(E_F\) Koskinen et al. argue that \(zz(57)\) reconstructed edges do not need to be stabilized by passivation. They further show that such systems do not favor hydrogen passivation, and therefore they call the \(zz(57)\) reconstruction “self-passivating”. Our results support this judgment only partially. First, the edge energy of 0.97 eV/Å for the unpassivated 12-ZGNR+\(zz(57)\) is still very high. And second, we find that the hydrogen adsorption energy is \(-1.52\) eV per edge atom. Here a negative sign indicates that hydrogenation leads to an increase of binding energy, i.e. that hydrogen adsorption is favored. After passivation the edge energy of the system (12-ZGNR+\(zz(57)+H\)) drops to a value of 0.36 eV/Å, indicating that the passivated system is energetically much more favorable than the unpassivated system. However, because of the absence of \(\sigma\) states near \(E_F\), hydrogenation is the least favorable process for these particular systems, in contrast to all other systems. This is reflected in a lower hydrogenation energy, and a relatively high edge energy of the 12-ZGNR+\(zz(57)+H\) system.

Among other unusual edge reconstructions, the existence of the \(zz(57)\) type was confirmed by analyzing aberration-corrected transmission electron microscopy (TEM) graphs of free-standing graphene.29,30,31

---

**FIG. 4.** (Color online) Atomic structure and band structure of a 12-ZGNR with a \(z_{211}\) edge (see Fig. 2). The system does not have edge states, it is nonmagnetic, and a semiconductor with a band gap of 0.61 eV.
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### 2. Edge reconstruction

Another stabilization mechanism for an unpassivated ZGNR is a structural deformation via edge reconstruction. In their DFT/GGA calculations Koskinen et al. show that a planar reconstruction with alternating pentagon-heptagon carbon rings along the edge, named \(zz(57)\) (see Fig. 3), is 0.35 eV/Å lower in edge energy than the normal zigzag edge. In our own calculations of a 12-ZGNR+\(zz(57)\) system we found that the reconstructed edge is 0.24 eV/Å lower in edge energy than the 12-ZGNR system (see Tab. 1). Compared to the edge energies of the hydrogen passivated systems this is only a modest lowering, indicating that the \(zz(57)\) edge reconstruction is likely to occur only in high vacuum.

The Koskinen reconstruction leads to the formation of triple bonds in the nearly linear parts of the heptagons, which shift the \(\sigma\) edge states away from \(E_F\) [see Fig. 3(a)]. The \(\pi\) edge states remain near \(E_F\) in two normally dispersed bands, that render the system metallic. However, there is no magnetic transition, because these bands are not flat. We confirmed this fact on the basis of spin-polarized calculations, which all converged into a NM state. Again, only the degenerate part of the band at \(E_F\) can be associated with edge states, the non-degenerate part has bulk character. In the hydrogen passivated 12-ZGNR+\(zz(57)+H\) the \(\sigma\) edge states are removed from the band structure, and the occupied \(\pi\) bands are practically unchanged [see Fig. 3(b)].

Because of the absence of \(\sigma\) states near \(E_F\) Koskinen et al. argue that \(zz(57)\) reconstructed edges do not need to be stabilized by passivation. They further show that such systems do not favor hydrogen passivation, and therefore they call the \(zz(57)\) reconstruction “self-passivating”. Our results support this judgment only partially. First, the edge energy of 0.97 eV/Å for the unpassivated 12-ZGNR+\(zz(57)\) is still very high. And second, we find that the hydrogen adsorption energy is \(-1.52\) eV per edge atom. Here a negative sign indicates that hydrogenation leads to an increase of binding energy, i.e. that hydrogen adsorption is favored. After passivation the edge energy of the system (12-ZGNR+\(zz(57)+H\)) drops to a value of 0.36 eV/Å, indicating that the passivated system is energetically much more favorable than the unpassivated system. However, because of the absence of \(\sigma\) states near \(E_F\), hydrogenation is the least favorable process for these particular systems, in contrast to all other systems. This is reflected in a lower hydrogenation energy, and a relatively high edge energy of the 12-ZGNR+\(zz(57)+H\) system.

Among other unusual edge reconstructions, the existence of the \(zz(57)\) type was confirmed by analyzing aberration-corrected transmission electron microscopy (TEM) graphs of free-standing graphene.29,30,31

---

**FIG. 4.** (Color online) Atomic structure and band structure of a 12-ZGNR with a \(z_{211}\) edge (see Fig. 2). The system does not have edge states, it is nonmagnetic, and a semiconductor with a band gap of 0.61 eV.
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TABLE II. Magnetic states of different systems calculated at the DFT/GGA/PAW level of theory. “State” denotes states with different magnetic ordering: NM (non-magnetic), FM (ferromagnetic), AFM (antiferromagnetic). \( N_{\text{at}} \) is the number of atoms per unit cell. \( \mu \) is the total magnetic moment per unit cell. \( E_{\text{tot}} \) is the total energy per unit cell. \( \Delta E_{\text{mag}} \) is defined in Eq. 4.

| System       | State | \( N_{\text{at}} \) | \( \mu \) (\( \mu_0 \)) | \( E_{\text{tot}} \) (eV) | \( \Delta E_{\text{mag}} \) (meV/at) |
|--------------|-------|---------------------|--------------------------|--------------------------|-------------------------------------|
| 10-ZGNR      | NM    | 60                  | 0.0                      | -535.04379               | 269                                 |
|              | FM    | 60                  | 7.7                      | -536.62974               | 4                                    |
|              | AFM   | 60                  | 0.0                      | -536.64359               | 0                                    |
| 12-ZGNR      | NM    | 72                  | 0.0                      | -645.97119               | 265                                 |
|              | FM    | 72                  | 7.7                      | -647.54796               | 2                                    |
|              | AFM   | 72                  | 0.0                      | -647.56282               | 0                                    |
| 10-ZGNR+H    | NM    | 66                  | 0.0                      | -573.24160               | 27                                   |
|              | FM    | 66                  | 1.4                      | -573.36746               | 6                                    |
|              | AFM   | 66                  | 0.0                      | -573.40631               | 0                                    |
| 12-ZGNR+H    | NM    | 78                  | 0.0                      | -684.05304               | 29                                   |
|              | FM    | 78                  | 1.4                      | -684.20262               | 4                                    |
|              | AFM   | 78                  | 0.0                      | -684.22471               | 0                                    |
| 10-ZGNR+EV   | NM    | 59                  | 0.0                      | -527.32015               | 260                                 |
|              | FM    | 59                  | 4.0                      | -528.09920               | 0\( ^a \)                             |
|              | AFM   | 64                  | 1.0                      | -557.18430               | 0\( ^a \)                             |
| 10-ZGNR+EV+H | NM    | 64                  | 0.0                      | -557.08600               | 33                                   |
|              | FM    | 64                  | 1.0                      | -557.18430               | 0\( ^a \)                             |
| Fe           | NM    | 1                   | 0.0                      | 7.756476                 | 395                                 |
|              | FM    | 1                   | 2.1                      | -8.1517557               | 0                                    |
| NiO          | NM    | 12                  | 0.0                      | -68.67312                | 244                                 |
|              | FM    | 12                  | 4.8                      | -68.729296               | 237                                 |
|              | AFM   | 12                  | 0.0                      | -70.142254               | 0                                    |

\( ^a \) Only the defect-free edge carries magnetic moments.

TABLE II. Magnetic states of different systems calculated at the DFT/GGA/PAW level of theory. “State” denotes states with different magnetic ordering: NM (non-magnetic), FM (ferromagnetic), AFM (antiferromagnetic). \( N_{\text{at}} \) is the number of atoms per unit cell. \( \mu \) is the total magnetic moment per unit cell. \( E_{\text{tot}} \) is the total energy per unit cell. \( \Delta E_{\text{mag}} \) is defined in Eq. 4.

Finally, edge closure in multi-layered graphene is the third stabilization mechanism we would like to emphasize. Liu et al. study the edge structures of graphite by atomically resolved high-resolution TEM.\(^{32}\) In a series of tilting experiments the authors demonstrate, that after thermal treatment (at 2000°C) the zigzag and armchair edges between adjacent graphene layers are mostly closed, and that they tend to form folded layers. Edge closure in multi-layered graphene therefore seems to be a simple way to get rid of edges, as well as of the corresponding edges states [see Fig. 11(c)].

### 3. Edge closure

To summarize the first part of our discussion, we showed that ZGNRs with magnetic edge states are not very likely to exist. Nevertheless let us now hypothesize that such systems could be made, and let us discuss the resulting edge magnetism in more detail throughout the second part of this paper.

We start our discussion with two standard magnetic systems, the FM iron (bcc phase, space group Fm\( \bar{3} \)m) and the AFM NiO (rhombohedral lattice system, space group R\( \bar{3} \)m). The energies and magnetic moments of different magnetic states for the two systems are given in Tab. \( ^{11} \). For both systems the ground state magnetic configuration is separated from other possible magnetic configurations by an energy gap of several hundred meV per magnetic atom. This large energy gap is the reason, why magnetic order persists at room temperature. The size of this energy gap \( \Delta E_{\text{mag}}^{GS+1} \), as given by the value of \( \Delta E_{\text{mag}} \) for the second lowest (GS+1) energy state, is an indication of the thermal stability of the magnetic state. \( \Delta E_{\text{mag}}^{GS+1} \) defines an upper bound for the critical temperature \( T_{\text{c}}^{\text{max}} \) for spontaneous magnetization (\( \Delta E_{\text{mag}}^{GS+1} = k T_{\text{c}}^{\text{max}} \)). The real critical temperatures are usually much smaller. For iron and NiO the we find \( T_{\text{c}}^{\text{max}} \) to be about five times bigger than the experimentally measured \( T_{\text{c}} \). Below we will use \( T_{\text{c}}^{\text{max}} \) to estimate the thermal stability of spontaneous magnetization in ZGNRs.

### 1. Ideal ZGNRs

Now consider the magnetic states of the ideal, unpasivated and monohydrogenated systems 10-ZGNR, 12-ZGNR 10-ZGNR+H, 12-ZGNR+H. The 12 carbon chain systems are shown in Fig. 2. Table \( ^{11} \) indicates that for each of these systems a NM, FM, and AFM state can be found. For the FM configuration all magnetic atoms are aligned along the magnetic axis, and in the AFM configuration the atoms are ferromagnetically ordered along one edge, and antiferromagnetically ordered between opposite edges. Figure \( ^{33} \)a) depicts the spin density of the AFM state of the 12-ZGNR. All of these results are in excellent agreement with other DFT studies of similar systems.\(^{33-35}\)

The AFM configuration is the lowest energy state of all systems. However, the FM states are only \( \Delta E_{\text{mag}}^{GS+1} = 2 - 6 \text{ meV per edge atom higher in energy. The upper bound for the critical temperatures in these cases is } T_{\text{c}}^{\text{max}} = 70 \text{ K. Furthermore, these very small energy differences are of the order of the precision of modern DFT calculations. So within DFT the AFM and FM states can hardly be distinguished at all from an energetic point of view. The reason for this finding is the large width of the ribbons (19.8 and 24.1˚A for 10-ZGNR and 12-ZGNR, respectively), which leads to a decoupling of the magnetic edges. This is in perfect agreement with the well known finding, that for large ribbon widths, the FM and AFM states are degenerate.\(^{33}\) For ZGNRs with smaller widths the interactions between the tails of the edge states are more pronounced, and the energy differences between the AFM and FM configurations \( \Delta E_{\text{mag}}^{GS+1} \) increase. It has been shown by Jung et al. that \( \Delta E_{\text{mag}}^{GS+1} \) follows a \( C/W^2 \) law, where \( W \) is the ribbon width and \( C = 2.7 \text{ eVÅ}^2 \). But even for very narrow ZGNRs, \( \Delta E_{\text{mag}}^{GS+1} \) will not significantly exceed 30 meV.

We conclude that the edge magnetism in ideal, unpasivated and monohydrogenated ZGNRs will not be stable
at room temperature. Therefore practical applications in spintronic devices will not be feasible. We estimate that the AFM state can only be stabilized at temperatures \( T \lesssim 10 \text{ K} \). Above that temperature ideal ZGNRs will simply exhibit paramagnetic behavior.

These findings are in good agreement with a recent experimental study by Sepioni et al.\(^{38}\) Those authors studied graphene laminates by SQUID magnetometry, and found that the laminates are strongly diamagnetic and exhibit no sign of ferromagnetism down to 2 K. Below 50 K they detect a very weak paramagnetic contribution. These results can be explained by our previous argument, that the majority of edges is either reconstructed, passivated, or closed. Only a few remaining magnetic edges would give rise to the very weak paramagnetic contribution. This explanation, however, cannot account for very narrow distribution of magnetic moments that was measured in Ref. \(^{37}\).

A further confirmation of the highly unstable magnetism in ZGNRs was given by Yazyev et al.\(^{39}\) They used a DFT parametrized spin-Heisenberg model to show, that the spin correlation length of the magnetic edges is only about 1 nm at room temperature.

2. Edge Defects

Under current experimental conditions one cannot produce such ideal ZGNR. It is also rather questionable, whether this will be possible at all. In reality one always has to deal with non-ideal structures, containing impurities, vacancies, lattice defects, etc.\(^{40}\)

Figure 5(b) shows a 10-ZGNR with an edge vacancy (EV) on the left hand side of the ribbon. This vacancy totally suppresses any magnetic moments on that side, but it does not influence the moments on the other side. Therefore only one magnetic solution (FM) exists for 10-ZGNR+EV and 10-ZGNR+EV+H. Apart from that, the values of \( \Delta E_{\text{mag}} \) for the FM an NM states are similar to previous cases without edge vacancy. This result shows again that opposite edges are almost decoupled.

For the unpassivated 10-ZGNR+EV \( \Delta E_{\text{mag}}^{\text{GS+1}} \) is very high. This is an effect of the dangling \( \sigma \) bonds, which have unpaired electrons with individual magnetic moments of about 1 \( \mu_B \). These unpaired electrons render the system strongly magnetic. However, as discussed above, unpassivated systems are highly unstable and they will never exist at ambient conditions. The instability of this system is again reflected by its high edge energy of 1.17 eV/Å (see Tab. 1). It is interesting to notice that the edge energy of the 10-ZGNR+EV is lower than the edge energy of an ideal 10-ZGNR by 0.04 eV/Å. Thus for unpassivated systems the formation of EV is energetically favorable. The reason is that the EV removes \( \sigma \) edge states from the vicinity of \( E_F \). This finding might be important for the understanding of disorder during the growth process, where unpassivated edges might exist at an early stage.

However, if the edges are passivated, as for the 10-ZGNR+EV+H system, no \( \sigma \) edge states are present. Consequently the formation of EV will not be favored any more (\( E_{\text{edge}}^{\text{plen}} \) is 0.21 eV/Å higher than for 10-ZGNR+H). As the 10-ZGNR+EV+H system has magnetic moments only along one edge \( \Delta E_{\text{mag}}^{\text{GS+1}} = 33 \text{ meV} \) can be considered as the energy of moment formation along a single edge. The corresponding upper bound for the critical temperature \( T_{c}^{\text{max}} = 380 \text{ K} \) is significantly higher than for ideal ZGNRs (\( T_{c}^{\text{max}} = 70 \text{ K} \)). However we want to remind the reader that real critical temperatures are usually much lower than \( T_{c}^{\text{max}} \). So room temperature applications of edge magnetism along a single edge are also unlikely.

Huang et al. systematically studied the effect of edge defects (vacancies and substitutional dopants) on the magnetism with DFT/LDA calculations.\(^{41}\) The stability of the magnetism is found to continuously decrease with increasing concentration of the defects. ZGNRs become nonmagnetic at concentrations of about one edge defect impurity per 10 Å (in our example the concentration is one defect per 7.4 Å). The authors judge that such critical defect concentrations are accessible in real samples. The corresponding suppression of edge magnetism is mainly caused by the removal of edge states from \( E_F \).

Yazyev et al. used DFT/GGA calculations to show that the magnetic domain wall creation energy of 114 meV for the ideal zigzag edge decreases dramatically in the presence of edges defects, down to energies of the order of 30 meV. This means that magnetic alignment along one edge, which might be relatively stable in ideal...
NGNRs, will easily be destroyed by the occurrence of edge defects.\textsuperscript{38}

We therefore conclude that the edge magnetism, which is already a very weak effect in ideal ZGNRs, is further weakened or even totally disappears in the presence of edge defects. The stability of the edge magnetism could only be enhanced, if high density edge defects are confined to one edge of the ribbon, while the other edge remains in an ideal zigzag shape (10-ZGNR+EV+H). However, even in this very artificial case, the magnetism is still too weak to allow for room temperature applications.

3. Charge doping

In experimental measurements of graphene systems one always has to deal with (intentional or unintentional) charge doping effects, which are induced by the substrate/back-gate or by various impurities.

In Fig. 6 we show the effect of charge doping on a 12-ZGNR-H system. \(\Delta N\) is the number of excess electrons per edge atom, \(\mu^\text{FM}\) is the magnetic moment per edge atom in the FM state, and \(\Delta E_F\) is the change of the Fermi energy with respect to the undoped case for both the NM and the FM state.

![Graph showing the effect of charge doping on 12-ZGNR+H](image)

**FIG. 6.** The effect of charge doping in 12-ZGNR+H: \(\Delta N\) is the number of excess electrons per edge atom, \(\mu^\text{FM}\) is the magnetic moment per edge atom in the FM state, and \(\Delta E_F\) is the change of the Fermi energy with respect to the undoped case for both the NM and the FM state.

The critical doping level for a 12-ZGNR-H is ca. 0.5 electrons per edge atom, which agrees very well with previous results.\textsuperscript{41,42} However this is a very high doping level, which is not reached in standard experimental settings. The charge fluctuations in typical graphene charge puddles are of the order of \(n_{2D} = 10^{11} \text{ cm}^{-2}\), and back-gate doping can inject charge carriers in concentrations up to \(n_{2D} = 10^{12} - 10^{13} \text{ cm}^{-2}\).\textsuperscript{43,44} Such substrate induced charge concentrations \(n_{2D} = 10^{11} - 10^{13} \text{ cm}^{-2}\) would correspond to doping levels \(\Delta N\) between 0.0006 and 0.06 electrons/holes per edge atom for the 12-ZGNR-H ribbon.\textsuperscript{45} Under such conditions the weakening of the edge magnetism would only be marginal.

Figure 6 allows for the translation of the critical doping level into a critical shift in \(E_F\), which is about \(\pm 2 \text{ eV}\). So by contacting the 12-ZGNR-H at two points along the periodic direction, and by applying critical voltage of 4 eV (shifting the electronic structure by \(\pm 2 \text{ eV}\) on one contact and by \(-2 \text{ eV}\) on the other contact), one would also destroy the edge magnetism close to the contacts. Smaller voltages may not destroy the edge magnetism, but it will be weakened quite significantly. As the charge mobility in graphene is very high, voltages of the order of a few volts can indeed be applied,\textsuperscript{46} which leads to a significant weakening of the edge magnetism.

We thus conclude that under current experimental conditions, back-gate doping and charge puddles do not significantly influence the edge magnetism in ideal ZGNRs of rather small width. However, when contacting ZGNR electrically, and after applying voltages of a few volts, the edge magnetism will be significantly weakened.

IV. CONCLUSIONS

In summary, we critically discussed the stability of edge states and edge magnetism in ZGNRs. In the first part of our paper we pointed out that magnetic edge states are not very likely to exist. We showed that there are at least three very natural mechanisms – edge reconstruction, edge passivation, and edge closure – which dramatically reduce the effect of edge states in ZGNRs, or even eliminate them completely. In the second part of our paper, we showed that if ZGNRs with magnetic edge states could be made, the intrinsic magnetism would not be stable at room temperature. Furthermore, charge doping and the presence of edge defects further destabilize this already rather weak type of collective magnetism. We conclude that antiferromagnetic ZGNRs might only be observed under ultra-clean, low-temperature conditions in defect-free samples. The present state of research indicates that edge magnetism...
within graphene ZGNRs is much too weak to be of practical significance, in particular for spintronics applications.
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