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ABSTRACT

We obtain one family of dynamic solutions in the Einstein-Maxwell-scalar(EMS) theory. Our solutions could describe the evolving charged black(white) hole or wormhole and its transition, including the case of black bounce/wormhole transition. We compare different wormhole throat definitions and suggest that the usage of trapping horizons is the most suitable choice for tracking the evolution of the dynamic black(white) hole and wormhole, and their conversion in a unified framework. Then we research several evolving processes in the appropriate parameters region, including the charge, the initial condition for the scalar hair, and parameters in our EMS Lagrangian. The results show that the appearance of a degenerate marginal trapped surface is the crucial event for the conversion or transition, particularly in these cases: i) when the evolving wormhole converts to a black hole, the surface emerges and splits into two trapping horizons; ii) if the metric would become a black hole but finally fails, two trapping horizons combine as the surface and then vanish; iii) if the black bounce/wormhole transition happens, one single trapping horizon changes its type.
1 Introduction

Black holes and wormholes are two kinds of fascinating objects predicted by general relativity. Recent observations provide strong evidence for the presence of black holes [1–3]. As a massive object characterized by its horizon, a black hole is a robust prediction of general relativity that plays crucial roles in several fields about astrophysics, cosmology, and the frontier of theoretical physics [4–6]. On the other hand, though the presence of wormholes is still less evident, it is an interesting hypothesis prediction from general relativity. The concept of the wormhole can be traced back to the paper written by Flamm in 1916 [7]. Later in 1935, Einstein and Rosen proposed a “tunnel” geometry that connects two asymptotic Minkowski worlds without an explicit singularity [8]. Morris and Thorne revived the investigations for traversable wormholes in 1988 [9,10]. They showed that maintaining a traversable wormhole needs exotic matter that violates the null energy condition (NEC) according to classical general relativity. Further, they also studied how to build a time machine using a “short-cut” type traversable wormhole, which connects separate regions of the same universe. The metrics they used are called Morris-Thorne wormholes.

The simplest exact traversable wormhole solution was suggested by Ellis in 1973, earlier than the Morris-Thorne wormhole [11]. It is a solution for the Einstein-scalar theory in
which the scalar is the phantom field. This scalar field has a sign-flipped kinetic term in the Lagrangian, such that it plays the role of exotic matter. Although phantom fields may cause instability problems due to their not-bound-from-below energy, theories with phantom fields could appear as some kinds of effective theories \[12\] [13]. Bronnikov has also obtained the same static wormhole solutions in the same year \[14\]. Further, Ellis also found the evolving version of his solution \[15\]. And it is very natural for finding the charged or rotating wormhole solutions \[16\] [18]. Some researchers even proof the unique theorem for wormhole solutions in the Einstein-Maxwell-scalar (EMS) theory \[19\] [20]. Meanwhile, it is also possible to avoid the requirement of exotic matter in the context of modified gravity \[21\] [22].

In the recent decade, theoretical progress strengthened the connection between black holes and wormholes. The firewall argument sharpens the contradiction between the principles of quantum mechanics and general relativity \[6\]. It inspires the ER=EPR conjecture, which expects that two particles in the Einstein-Podolsky-Rosen (EPR) state keep in connection through a microscopic Einstein-Rosen (ER) bridge \[23\]. Later, it is suggested that quantum teleportation corresponds to the traversable wormhole in the context of ER=EPR \[24\]. Following this approach, the research for traversable wormholes is revived again \[25\] [26]. It is worth noting that recent progress tells us constructing wormhole solutions without exotic matter or modified gravity is possible. Though the traversable wormhole violates the NEC, one crucial observation is that fermions offer negative Casimir-like energy. Thus it could keep a traversable wormhole open \[27\]. Some solutions were obtained in the Einstein-Dirac theory or the Einstein-Maxwell-Dirac theory \[28\] [29].

Simpson and Visser have suggested one kind of metric which connects different situations. Adjusting the parameters, the metric could become a Schwarzschild black hole, a regular black hole with a bounce instead of a singularity, or a traversable wormhole \[30\]. They call the case of a bounce that happens behind the black hole horizon black bounce. Bronnikov has also suggested a similar idea called black universe \[31\]. The investigations done by Bronnikov are motivated by studying regular black holes. The singularity behind the horizon is avoided. In some quantum gravity theories, like loop quantum gravity, not only the singularity in the early universe but also the Schwarzschild singularity could be avoided by quantum geometric effect \[32\]. The black bounce metric given by Simpson and Visser gives further interesting scenarios. It may be hard to distinguish a black hole and a wormhole just from the outside. To clarify this, much research for lensing, quasinormal

---

\[1\] Then the solution is called Ellis-Bronnikov wormhole, including symmetric and asymmetric situations.
modes, echoes, etc. in the background of the Simpson-Visser or other wormhole metrics were studied [33–41]. Further, Simpson and Visser have introduced Vaidya mass to their black bounce/wormhole metrics [42]. One can trace the black bounce to the wormhole, or the wormhole to the black bounce, transition process in detail by this dynamic Simpson-Visser metric.

S.A. Hayward has also suggested a similar idea about black hole/wormhole transitions [43–45]. This work was motivated by the study of the trapping horizon for the black hole. It is well known that the event horizon is the boundary of a black hole, but the event horizon is too foreseeing [46]. Despite that the event horizon is the Killing horizon for a stationary black hole, it is hard to say where the horizon is just using the data in a particular moment. Especially for numerical relativity, researchers prefer the quasilocal concept, apparent horizon, as the boundary of a black hole [47–49]. Otherwise, one must use the information of the final state of the spacetime to determine the location of the event horizon. The apparent horizon is where the expansion of outgoing null geodesics vanishes. Hayward defined the trapping horizon by this same property and classified it into different types [43, 50, 53]. He also found that this concept is also suitable for describing a wormhole. Though the wormhole throat is well defined in a stationary situation, how to define a wormhole throat in general is still an open problem [43, 46, 54–57]. The earliest suggestion is from the Hochberg-Visser definition [54]. Later, Hayward suggested it is sufficient to say there is a wormhole throat if a trapped or antitrapped region bound by two temporal trapping horizons exists [43]. Other definitions like the Maeda-Harada-Carr and the Tomikawa-Izumi-Shiro wormhole throats were also suggested [55, 56]. We will discuss them in Sec. III.

In previous work [58], we generalized the static Ellis wormhole to a static metric, which serves as a charged wormhole or a regular charged black hole depending on the scalar hair and charge. The new metric is a solution in the theory which included an additional Maxwell field nonminimally coupled to the free scalar field. In this paper, we find the dynamic version of this metric following the same EMS theory, and realize the dynamic black hole/wormhole transition processes which are similar to the suggestion proposed by Simpson and Visser [42]. However, different from their designed dynamic metric, the size of the wormhole/bounce and the Vaidya mass are related to each other in our dynamic solution. One could not change the Vaidya mass without changing the size and vice versa. We should note that the scalar field and the Maxwell field in our theory could be both phantomlike and lead to violating the null energy condition.
With the different values of the parameters in the theory, our dynamic solution describes two kinds of physical processes of gravitational collapse. One situation shows the evolution end to the charged Ellis wormhole or black bounce in Ref. [58]. Another situation is eternal evolution. In some situations of eternal evolution, the final fate of the spacetime is similar to the dynamic Ellis wormhole in the far future. The beginning of the evolution could be a null singularity or look like a dynamic Ellis wormhole in the far past. It is worth noting that our dynamic metric would probably run into a medium phase that could become a black hole but finally fail. We introduce the concept of a quasi-black hole to describe these situations.

The paper is organized as follows. In Sec. II we will review our Einstein-Maxwell-scalar theory and give the dynamic solutions. Then we calculate the Vaidya masses of the dynamic solutions. We also ensure the solutions could reduce to the static solutions in Ref. [58]. In Sec. III we will give more details of the concept of trapping horizons. Then we will use the dynamic Ellis wormhole as a simple enough example to compare four definitions for the dynamic wormhole throat. We will also explain why we chose Hayward’s trapping horizon for describing the evolution of our dynamic black holes or wormholes. In Sec. IV we will display how trapping horizons evolve in different cases, including the dynamic black hole/wormhole transition. Finally, we give a summary and discuss other open problems in Sec. V.

2 The theory and solution

We consider an EMS theory in this work. The Lagrangian of the theory takes the form

$$\mathcal{L} = \sqrt{-g}(R + \frac{1}{2} (\partial \phi)^2 - \frac{1}{4Z} F^2),$$

(1)

where

$$Z(\phi) = \gamma_1 \cos \phi + \gamma_2 \sin \phi$$

(2)

is the coupling function of the scalar field and the Maxwell field is \( F = dA \). Note that the scalar field is a phantom scalar because of its sign-flipped kinetic term. The Maxwell field could also become phantomlike due to the form of the coupling function \( Z \). We investigated the same Lagrangian with (1) in Ref. [58], where we obtained static traversable wormhole and regular black hole solutions.

The equations of motion of \( g_{\mu\nu} \), the Maxwell field \( A_\mu \), and the phantom scalar \( \phi \) are
respectively given by
\[ \square \phi = -\frac{1}{4} \frac{\partial Z^{-1}}{\partial \phi} F^2, \]
\[ \nabla_\mu (Z^{-1} F^{\mu \nu}) = 0, \]
\[ E_{\mu \nu} \equiv R_{\mu \nu} - \frac{1}{2} R g_{\mu \nu} - T^A_{\mu \nu} - T^\phi_{\mu \nu} = 0, \]
where
\[ T^\phi_{\mu \nu} = -\left( \frac{1}{2} \partial_\mu \phi \partial_\nu \phi - \frac{1}{4} g_{\mu \nu} (\partial \phi)^2 \right), \]
\[ T^A_{\mu \nu} = \frac{1}{2} Z^{-1} \left( F^2_{\mu \nu} - \frac{1}{4} g_{\mu \nu} F^2 \right). \]

For the spherically symmetric metric, we obtain a dynamic solution, which is given by
\[ ds^2 = -h dv^2 + 2drdv + (r^2 + a^2) d\Omega^2, \]
\[ h = 1 - \frac{Q^2 \gamma_2 r}{4a(r^2 + a^2)} + \frac{Q^2 \gamma_1}{4(r^2 + a^2)}, \]
\[ \phi = 2 \arcsin \left( \frac{a}{\sqrt{r^2 + a^2}} \right), \quad A = \xi(r, q, Q, v) dv, \quad \xi' = \frac{QZ}{r^2 + a^2}. \]

where \( Q \) is a constant which corresponds to the electric charge. In the viewpoint of \( r \to \pm \infty \) observers, the Vaidya mass of the solution is given by
\[ M_+ = \frac{2Q^2}{8a} + a \dot{a}, \quad M_- = -\frac{\gamma_2 Q^2}{8a} + a \dot{a}. \]

It is not a trivial work to read the mass from the metric even in the spacetime of the stationary wormhole \[41, 59\]. We have chosen to expand by the areal radius \( \sqrt{r^2 + a^2} \) rather than \( r \). We should note that the two masses satisfy \( M_+ + M_- = 0 \) in the static limit. This is different from the designed geometry considered in Refs. \[30, 42\], the mass of this wormhole associates with the parameter \( a \) which characterizes the size of the wormhole or bounce.

The time-dependent function \( a = a(v) \) is governed by the second-order evolution equation
\[ Q^2 \gamma_2 \ddot{a} + 8a^3 \dddot{a} = 0. \]

This second-order evolution equation \[8\] can be integrated once and leads to the first-order equation
\[ \dot{a} = \frac{Q^2 \gamma_2}{16a^3} + C, \]
as we will see later, where \( C \) is a nontrivial constant. For the theory with \( \gamma_2 = 0 \), we have \( a(v) = Cv + a_0 \). In the case of \( C = 0 \) it just gives the static solution. If \( C \) is a nonzero constant, we could adjust \( v \to v - a_0/C \) such that there is \( a = Cv \).
The dynamic solution is consistent with the static solution we found in Ref. [58] when \( \dot{a} = 0 \) and \( a \) is replaced by \( q \).

\[
\begin{align*}
\text{ds}^2 &= -h dt^2 + h^{-1} dr^2 + (r^2 + q^2) d\Omega_2^2, \\
\phi &= \phi(r, q), \\
A &= \xi(r, q, Q) dt,
\end{align*}
\]

\[
\begin{align*}
h &= 1 - \frac{\gamma_2 Q^2 r}{4q(r^2 + q^2)} + \frac{\gamma_1 Q^2}{4(r^2 + q^2)}, \\
\phi &= 2 \arccos \left( \frac{r}{\sqrt{r^2 + q^2}} \right), \\
\xi' &= \frac{QZ}{r^2 + q^2}.
\end{align*}
\]

These static solutions, which were first constructed in Ref. [58], could describe a charged Ellis wormhole or a regular black hole including black bounce. Thus our dynamic solutions (6) are the dynamic generalizations of the static solutions (10) and hence they could describe a dynamic wormhole or black hole. However, due to the evolution equation (8) or (9), we will find that dynamic solutions (6) do not always take the static solutions (10) as the final states when the time \( v \) goes to infinity. This novel feature implies that the evolution of a massive object described by our solution strongly depends on the initial value. We will show this in Sec. IV.

Before moving to the next section, we prefer to make some conventions. Noting that our solutions are symmetric under flipping the sign of \( v \), \( r \), and \( \gamma_2 \), we see that situations of \( \gamma_2 \leq 0 \) are just the \( v \) and \( r \) reversed version of \( \gamma_2 \geq 0 \). Thus we always set \( \gamma_2 \geq 0 \), only keep interested with the case of \( g_{vr} = 1 \), and stand with the observers at the infinity far region of the \( r > 0 \) side throughout this paper.

3 Trapping horizon, apparent horizon and wormhole throat

In this section, we will discuss some characteristic surfaces for a black hole (white hole) and wormhole before studying the evolution of \( a(v) \). The boundary for a static black hole is the event horizon. Events behind or just lying on the event horizon cannot be observed by any distant observer, so the event horizon is a null hypersurface. The area of the event horizon for a settled-down black hole does not change with time. Meanwhile, one of the most important surfaces for a stationary wormhole is the wormhole throat, which has the minimum area and satisfies the flare out condition. If a wormhole is traversable it means that its throat is a timelike hypersurface in spacetime. Therefore, this hypersurface can be foliated by a series of extreme surfaces with the same area. The timelike feature of the wormhole throat distinguishes from the event horizon of a stationary black hole, though both of their areas do not change with time.

However, both the wormhole throat and the event horizon are obscure in dynamic solutions. Since the event horizon is defined globally, one has to solve the dynamic black
hole metric first, then find the event horizon by the whole information of the metric. On the other hand, there is no reason to expect that any extreme surface exists for a dynamic wormhole. Ashtekar, Hayward, etc. suggested using a quasilocal definition for the black hole horizon \[50,60\]. Most of them use the same main property: a vanishing expansion for null geodesics. Furthermore, Hayward has found that one of the quasilocal definitions for the black hole horizon is also suitable for defining the dynamic wormhole throat, such that the quasilocal horizon of a black hole and the dynamic wormhole throat share the same local features.

### 3.1 Marginal surface and trapping horizon

It would be useful to clarify the concepts of untrapped, (anti) trapped, and marginal surface first. Suppose we have an orientable codimension 2 closed surface, \( S \). Take two sets of the future-pointed null vector fields \( m^\mu \) and \( n^\mu \), which are orthogonal to this surface with the normalization \( m^\mu n_\mu = -1 \). Then, the reduced inverse metric of the surface \( S \) is

\[
h^{\mu\nu} = g^{\mu\nu} + m^\mu n^\nu + n^\mu m^\nu. \tag{11}
\]

The expansions of \( m^\mu \) and \( n^\mu \) are

\[
\theta_{(m)} = h^{\mu\nu} \nabla_\mu m_\nu, \quad \theta_{(n)} = h^{\mu\nu} \nabla_\mu n_\nu. \tag{12}
\]

A surface \( S \) is called untrapped, if \( \theta_{(m)} \) and \( \theta_{(n)} \) have opposite signs. If both expansions are negative or positive, then \( S \) is a trapped or antitrapped surface. The surface \( S \) is marginal, if \( \theta_{(m)} = 0 \) or \( \theta_{(n)} = 0 \). The definition of the trapping horizon is the hypersurface foliated by marginal surfaces.

Without loss of generality, we assume it is the \( \theta_{(n)} \) that vanishes at the marginal surface. Based on the behaviors of another expansion \( \theta_{(m)} \) and the Lie derivative \( \mathcal{L}_m \theta_{(n)} \), we could further classify different types of marginal surfaces, which are listed in Table I and draw an intuited picture in Fig. 1. We can use the same classification for trapping horizons since a trapping horizon could be treated as a world tube of the marginal surface \[61,62\]. Reference \[63\] also makes a clear summarization for the four nondegenerate situations.

Since there is \( \mathcal{L}_m \theta_{(n)} \neq 0 \) for nondegenerate types, the covector field \( \nabla_\mu \theta_{(n)} \) is nonvanishing. This is the normal covector field for the trapping horizon \( \theta_{(n)} = 0 \). We could use the sign of \( \mathcal{L}_n \theta_{(n)} \) to justify whether the normal vector field \( \nabla^\mu \theta_{(n)} \) is timelike or spacelike, which shows the trapping horizon is a spatial or a temporal hypersurface, because of

\[
\nabla^\mu \theta_{(n)} = -\mathcal{L}_n \theta_{(n)} m^\mu - \mathcal{L}_m \theta_{(n)} n^\mu. \tag{13}
\]
Table 1: Classification of marginal surfaces

| Type                  | $\theta_{(m)}$ | $\mathcal{L}_m \theta_{(n)}$ | Examples                                      |
|-----------------------|----------------|-----------------------------|-----------------------------------------------|
| Future Outer (FO)     | $< 0$          | $< 0$                       | Black hole horizon, wormhole throat           |
| Future Inner (FI)     | $< 0$          | $> 0$                       | Cauchy horizon, anti-Hubble horizon,          |
| Past Outer (PO)       | $> 0$          | $< 0$                       | White hole horizon, wormhole throat           |
| Past Inner (PI)       | $> 0$          | $> 0$                       | Past Cauchy horizon, Hubble horizon,          |
| Future Degenerate (FD)| $< 0$          | $= 0$                       | Extreme black hole horizon                    |
| Past Degenerate (PD)  | $> 0$          | $= 0$                       | Extreme white hole horizon                    |

Table 2: Spatial, Temporal, and Null Trapping Horizons

| Type                  | $\mathcal{L}_n \theta_{(n)}$ | $\mathcal{L}_m \theta_{(n)}$ | $\nabla^\mu \theta_{(n)}$ | Energy flux                                      |
|-----------------------|-----------------------------|-----------------------------|------------------------|-------------------------------------------------|
| Spatial Outer         | $< 0$                       | $< 0$                       | time-like              | Positive flux into FO or from PO                |
| Temporal Outer        | $> 0$                       | $< 0$                       | space-like             | Negative flux into FO or from PO                |
| Null Outer            | $= 0$                       | $< 0$                       | null                   | No flux                                          |
| Spatial Inner         | $> 0$                       | $> 0$                       | time-like              | Negative flux into PI or from FI                |
| Temporal Inner        | $< 0$                       | $> 0$                       | space-like             | Positive flux into PI or from FI                |
| Null Inner            | $= 0$                       | $> 0$                       | null                   | No flux                                          |

Meanwhile, according to the Raychaudhuri equation \[64\]

\[
\mathcal{L}_n \theta_{(n)} = -\frac{1}{2} \theta^2_{(n)} - \sigma_{\mu \nu} \sigma^{\mu \nu} + \omega_{\mu \nu} \omega^{\mu \nu} - R_{\mu \nu} n^\mu n^\nu - \kappa \theta_{(n)},
\]

the sign of $\mathcal{L}_n \theta_{(n)}$ at the trapping horizon also shows whether the NEC is violated. This is because the null congruence described by $n^\mu$ is orthogonal to the marginal surface such that $\omega_{\mu \nu} = 0$ and $\theta_{(n)} = 0$ at the trapping horizon. Also, $\sigma_{\mu \nu}$ is positive so $\mathcal{L}_n \theta_{(n)} > 0$ only if $R_{\mu \nu} n^\mu n^\nu < 0$. Especially in spherically symmetric spacetime, since there is $\sigma_{\mu \nu} = \omega_{\mu \nu} = 0$ for radial null congruence, the sign of $R_{\mu \nu} n^\mu n^\nu$ directly determines the sign of $\mathcal{L}_n \theta_{(n)}$. We can claim that the NEC is violated at the trapping horizon if the horizon is temporal outer or spatial inner. Simultaneously, $\mathcal{L}_n \theta_{(n)} > 0$ at the marginal surface also means that the area of the null geodesics congruence takes minimum. Namely, the flare out condition is satisfied.

It is worth noting that though one example of a degenerate trapping horizon is the extreme black hole or white hole horizon, we would see the emergence of a degenerate marginal surface signal trapping horizon pair creation (annihilation) or the transition between different types of trapping horizons in the latter discussion.
Figure 1: Intuited picture for the classification of nondegenerate marginal surfaces. T labels the trapped region; A labels the antitrapped region; U labels the untrapped region. If an untrapped region surrounds the (anti) trapped region, the boundary is called outer. The boundary for the opposite situation is called inner; Future or past depends on trapped or antitrapped regions.

3.2 Apparent horizon

It is preferred to use the term apparent horizon to describe the evolution of a dynamic black hole. An apparent horizon is usually defined as a hypersurface with vanishing expansion for outgoing radial null geodesic congruences $n^\mu$ \textsuperscript{[47–49,65]},

$$\theta_{(n)} = 0.$$  \hspace{1cm} (15)

This definition makes an apparent horizon exactly a trapping horizon. The apparent horizon coincides with the event horizon for a stationary black hole. This is exactly the intuitional picture that an evaluating black hole finally settles down at a stationary phase. As an example, we consider the Vaidya black hole. Its line element is

$$ds^2 = -(1 - \frac{2m(v)}{r})dv^2 + 2dvdr^2 + r^2 d\Omega_2^2.$$  \hspace{1cm} (16)

The apparent horizon of the Vaidya black hole is located at $r = 2m(v)$. If there is a stationary point of the function $m(v) = m_f$, this metric will approximate to the Schwarzschild black hole with mass $m_f$ when the advanced time $v$ is large enough. The apparent horizon tends to and finally merges with the event horizon. For a white hole, one should consider the place where the ingoing null vector field has vanishing expansion as its boundary. The
advanced time $v$ should be replaced by the retarded time $u$. The metric would have a minus $g_{ur}$ term. Settling down at the event horizon changes as beginning from the past event horizon. More details and examples of the apparent horizon can be found in Refs. [47–49, 65]. In this article, we use the term apparent horizon in the sense that the final state of hypersurface $\theta_n = 0$ merges with the event horizon of a black hole, or the initial state of the hypersurface is from the past event horizon in the following section.

### 3.3 Wormhole throats

On the other hand, there is no agreed definition for the dynamic wormhole throat [43, 54–56]. Reference [57] has compared several definitions in the circumstance of a wormhole in a Friedmann-Robertson-Walker universelike background. We will give a short introduction here.

_Hochberg-Visser and Hayward_: Hochberg and Visser gave several definitions for the wormhole throat with different strengths [54]. The simplest one is the two hypersurfaces $\Sigma_{\pm}$, with vanishing expansion $\theta_{\pm}$ for affine parametric null vector field $l_{\pm}^\mu$, which satisfies the flare out condition $\frac{d\theta_{\pm}}{du_{\pm}} \geq 0$ where the $u_{\pm}$ are affine parameters. The Hochberg-Visser (HV) definition may treat the bounce of the universe as a wormhole throat so in some circumstances the wormhole throat defined in this way does not match our intuition.

Hayward defines the wormhole throats or mouths as temporal outer trapping horizons with mutual communication. Later, in Ref. [43], Hayward gave a more flexible explanation about his definition. Despite what a wormhole throat means, a wormhole region is bounded by two wormhole horizons which are locally like a black hole (FO) or white hole (PO) horizon but with negative energy. Requiring mutual communication ensures the wormhole is traversable. The wormhole horizon that satisfied Hayward’s definition is also a wormhole throat in the sense of the HV definition.

_Maeda-Harada-Carr_: H. Maeda, T. Harada, and B. J. Carr (MHC) define the wormhole throat as having the minimum area on spacelike hypersurfaces [55]. It demands that we take a spacelike hypersurface as the whole space for a particular moment, while one could view the HV or Hayward definitions as having chosen null hypersurfaces. The MHC definition matches our intuition, but it depends on how we decompose the spacetime into a set of time slices when we discuss a dynamic wormhole.
Tomikawa-Izumi-Shiromizu: Y. Tomikawa, K. Izumi, and T. Shiromizu (TIS) define the wormhole throat as somewhere with satisfied $\theta_k = \theta_l$ \[56\]. The TIS definition is considered to be the hybrid between the HV/Hayward and the MHC definition. Despite that it gets rid of which set of time slices we chose, this definition for a wormhole throat still depends on a chosen-by-hand structure. If we rescale the null vector field like this:

$$k^\mu \to \tilde{k}^\mu = ak^\mu, \ l^\mu \to \tilde{l}^\mu = a^{-1}l^\mu \quad (17)$$

in which $a > 0$ and $a \neq 1$. Since the vector fields $\tilde{k}^\mu$ and $\tilde{l}^\mu$ are still future pointed and satisfy the normalization $\tilde{k}^\mu\tilde{l}_\mu = -1$, the rescaling does not effect the HV and the Hayward definitions but shifts the hypersurface $\theta_k - \theta_l = 0$ to

$$\theta_k - \theta_l = a\theta_k - a^{-1}\theta_l = 0. \quad (18)$$

Comparison by Evolving Ellis drain hole: As a concrete example, we consider the metric which takes the following form

$$ds^2 = -h dv^2 + 2dr dv + (r^2 + a(v)^2) d\Omega_2^2. \quad (19)$$

The tangent vector fields of outgoing (denoted by $k^\mu$) and ingoing (denoted by $l^\mu$) radial null geodesic congruences are given by

$$k^\mu \frac{\partial}{\partial x^\nu} = \frac{\partial}{\partial v} + \frac{h}{2} \frac{\partial}{\partial r}, \quad (20)$$

$$l^\mu \frac{\partial}{\partial x^\nu} = -\frac{\partial}{\partial r}, \quad (21)$$

respectively. The area of a hypersurface with constant $v$ and $r$ is given by $A = 4\pi(r^2 + a^2)$. Thus the expansion of $k^\mu$ is

$$\theta_k = \frac{k^\mu \nabla_\mu A}{A} = \frac{rh + 2a\dot{a}}{r^2 + a^2}. \quad (22)$$

Similarly, the expansion of $l^\mu$ is given by

$$\theta_l = \frac{l^\mu \nabla_\mu A}{A} = -\frac{2r}{r^2 + a^2}. \quad (23)$$

A similar trick is also applied in Ref. \[65\].

If we set $Q = 0$ for the solution given in Sec. II, we obtain the metric \[19\] where $h = 1$ and $a(v) = Cv$. Thus the metric is the evolving flowless drain hole solution first proposed by H. Ellis in Ref. \[15\], Eq. (4.27), though our metric \[19\] with $h = 1$ looks different with the original line element

$$ds^2 = -dt^2 + dx^2 + (\alpha^2 t^2 + (1 + \alpha^2)x^2) d\Omega_2^2, \quad (24)$$
We fix the expression in our convention. These two line elements are the same up to the coordinates transformation and parameter redefinition,

\[ t = \frac{(1+\alpha^2)v-r}{\sqrt{1+2\alpha^2}}, \quad x = \frac{\alpha^2v+r}{\sqrt{1+2\alpha^2}}, \quad \alpha^2 = \frac{\sqrt{1+4C^2}-1}{2}. \]  

(25)

Additionally, we redefine the two radial null vector fields,

\[ \tilde{k}^\mu \frac{\partial}{\partial x^\mu} = \frac{1}{\sqrt{2}} \left( \frac{\partial}{\partial t} + \frac{\partial}{\partial \bar{r}} \right), \quad \tilde{l}^\mu \frac{\partial}{\partial x^\mu} = \frac{1}{\sqrt{2}} \left( \frac{\partial}{\partial t} - \frac{\partial}{\partial \bar{r}} \right). \]  

(26)

The new null vector fields rescale the fields \{k^\mu, l^\mu\} as

\[ \tilde{k}^\mu = \sqrt{\frac{2}{1+2\alpha^2}} k^\mu, \quad \tilde{l}^\mu = \sqrt{\frac{1+2\alpha^2}{2}} l^\mu. \]  

(27)

Their expansions are

\[ \theta_{\tilde{k}} = \frac{\sqrt{2}(\alpha^2t+(1+\alpha^2)x)}{\alpha^2t^2+(1+\alpha^2)x^2}, \quad \theta_{\tilde{l}} = \frac{\sqrt{2}(\alpha^2t-(1+\alpha^2)x)}{\alpha^2t^2+(1+\alpha^2)x^2}. \]  

(28)

Alternatively, we could choose another set of time slices,

\[ \bar{t} = v - r. \]  

(29)

Then the metric [19] becomes

\[ ds^2 = -d\bar{t}^2 + dr^2 + (r^2 + C^2(\bar{t} + r)^2)d\Omega_2^2. \]  

(30)

For the following null vector fields:

\[ \bar{k}^\mu \frac{\partial}{\partial x^\mu} = \frac{1}{\sqrt{2}} \left( \frac{\partial}{\partial \bar{t}} + \frac{\partial}{\partial \bar{r}} \right), \quad \bar{l}^\mu \frac{\partial}{\partial x^\mu} = \frac{1}{\sqrt{2}} \left( \frac{\partial}{\partial \bar{t}} - \frac{\partial}{\partial \bar{r}} \right), \]  

(31)

their expansions are

\[ \theta_{\bar{k}} = \frac{\sqrt{2}(2C^2\bar{t}+(1+2C^2)r)}{r^2+C^2(\bar{t}+r)^2}, \quad \theta_{\bar{l}} = -\frac{\sqrt{2}r}{r^2+C^2(\bar{t}+r)^2}. \]  

(32)

We should be careful about the fact that even though \( \bar{r} = r \), the vector field \( \frac{\partial}{\partial \bar{r}} \) in the new basis is different than the vector field \( \frac{\partial}{\partial r} \). Instead, it should be \( \frac{\partial v}{\partial \bar{r}} \frac{\partial}{\partial v} + \frac{\partial r}{\partial \bar{r}} \frac{\partial}{\partial r} = \frac{\partial}{\partial \bar{r}} \frac{\partial}{\partial v} \).

We list the comparison in Table. III and Fig.2. Using the coordinate transformations, one could confirm that the choice of coordinates or scaling of null vectors is irrelevant for the wormhole throats under the HV/Hayward definition, while the MHC definition depends on time slices and the TIS definition depends on the scaling.

The geometry of the Ellis drain hole has a product structure \( M \times S^2 \), in which the \( M \) is a two-dimensional Minkowski spacetime. The areal radius \( \rho \) can be viewed as a scalar field
Table 3: Comparing the definitions.

| Coordinates            | Null Vectors | HV/Hayward | MHC  | TIS             |
|------------------------|--------------|------------|------|-----------------|
| \{v, r\}, v as time slices | \(k^\mu\) and \(l^\mu\) | \(r = -2C^2v\) and \(r = 0\) | —    | \(r = -\frac{2C^2v}{3}\) |
| \{\bar{t}, r\}, \bar{t} as time slices | \(\bar{k}^\mu\) and \(\bar{l}^\mu\) | \(r = -\frac{2C^2\bar{t}}{1+2C^2}\) and \(r = 0\) | \(r = -\frac{C^2\bar{t}}{1+C^2}\) | \(r = -\frac{C^2\bar{t}}{1+C^2}\) |
| \{t, x\}, t as time slices | \(\bar{k}^\mu\) and \(\bar{l}^\mu\) | \(x = -\frac{\alpha^2t}{1+\alpha^2}\) and \(x = \frac{\alpha^2t}{1+\alpha^2}\) | \(x = 0\) | \(x = 0\) |

Figure 2: Comparing different definitions for the wormhole throat. We set \(C = 0.6\) and draw the hypersurfaces in coordinates frames \(\{v, r\}\), \(\{\bar{t}, r\}\), and \(\{t, x\}\). The green line shows the MHC wormhole throat for \(\bar{t}\) which is the same as the TIS for \(\{\bar{k}, \bar{l}\}\); the orange line shows the MHC wormhole throat for \(\bar{t}\) which is the same as the TIS for \(\{\bar{k}, \bar{l}\}\); the yellow line shows the TIS wormhole throat for \(\{k, l\}\).

in \(\mathcal{M}\). Thus, we could shift the MHC or TIS wormhole throat to any timelike hypersurface bounded by two wormhole horizons, namely the HV/Hayward wormhole throats.

Noting that the parameter \(\gamma_1\) does not join the equation for \(a(v)\) in Sec. II, the evolving function \(a(v)\) could still be \(a = Cv\) if \(\gamma_2 = 0\), such that the solutions are still simple enough to allow us to draw spacetime diagrams in coordinates frames \(\{v, r\}\), \(\{\bar{t}, r\}\) and \(\{t, x\}\).

The line elements are
\[
\text{ds}^2 = -d\bar{t}^2 + dr^2 + (1 - h)(d\bar{t} + dr)^2 + (r^2 + C^2(\bar{t} + r)^2)d\Omega_2^2, \tag{33}
\]
\[
\text{ds}^2 = -dt^2 + dx^2 + (1 - h)\left(\frac{dt+dx}{1+2\alpha^2}\right)^2 + (\alpha^2\bar{t}^2 + (1 + \alpha^2)x^2)d\Omega_2^2, \tag{34}
\]
and the null vector fields are
\[
\bar{k}^\mu \frac{\partial}{\partial x^\mu} = \frac{2-h+2\alpha^2}{\sqrt{2}(1+2\alpha^2)} \frac{\partial}{\partial t} + \frac{h+2\alpha^2}{\sqrt{2}(1+2\alpha^2)} \frac{\partial}{\partial r}, \quad \bar{l}^\mu \frac{\partial}{\partial x^\mu} = \frac{1}{\sqrt{2}} \left( \frac{\partial}{\partial t} - \frac{\partial}{\partial r} \right), \tag{35}
\]
\[
\bar{k}^\mu \frac{\partial}{\partial x^\mu} = \frac{2-h}{\sqrt{2}} \frac{\partial}{\partial t} + \frac{h}{\sqrt{2}} \frac{\partial}{\partial r}, \quad \bar{l}^\mu \frac{\partial}{\partial x^\mu} = \frac{1}{\sqrt{2}} \left( \frac{\partial}{\partial t} - \frac{\partial}{\partial r} \right). \tag{36}
\]
Figure 3: We set $Q = 3.72$, $\gamma_1 = 10$, $C = 0.6$. The green line shows the TIS wormhole throat for \{\tilde{k}, \tilde{l}\}; the green dashed line shows the MHC throat for \tilde{t}; the orange line shows the TIS throat for \{\bar{k}, \bar{l}\}; the orange dashed line shows the MHC throat for \bar{t}; the yellow line shows the TIS throat for \{k, l\}.

Figure 4: We set $Q = 3.72$, $\gamma_1 = -10$, $C = 0.6$. The green line shows the TIS wormhole throat for \{\tilde{k}, \tilde{l}\}; the green dashed line shows the MHC throat for \tilde{t}; the orange line shows the TIS throat for \{\bar{k}, \bar{l}\}; the orange dashed line shows the MHC throat for \bar{t}; the yellow line shows the TIS throat for \{k, l\}; the black dotted line shows the hypersurface $h = 0$.

We calculate the corresponding expansion for the above null vector fields, then draw the wormhole throats under different definitions in Figs. 3 and 4. We found that the MHC wormhole throats for time slices $\bar{t}$ are different from the TIS wormhole throats for null vector fields $\{\bar{k}, \bar{l}\}$, while the MHC wormhole throats for time slices $\tilde{t}$ are different from the TIS wormhole throats for null vector fields $\{\tilde{k}, \tilde{l}\}$.

We would treat the HV/Hayward definition as the sufficient condition that the spacetime has wormhole throats. More precisely, the picture we use is that the spacetime has a dynamic traversable wormhole if there are two temporal outer trapping horizons. But we do not directly treat any of these trapping horizons as wormhole throats. We consider that the (anti) trapped region bounded by these two trapping horizons includes all wormhole throat candidates under the MHC definition or the TIS definition. We will focus on the evolution of temporal outer trapping horizons in the following section. It will be shown that, in some circumstances, the (anti) trapped region bounded by two temporal outer trapping horizons
would tend to a minimum surface.

**Bounce:** The picture used by Hayward makes a more precise description for traversable wormholes since the HV definition also includes other situations like a bounce from a trapped region to an antitrapped region. This inspires us to define bounce horizon in a similar way as Hayward for wormhole horizon. If there is an untrapped region bounded by two spatial inner trapping horizons, particularly past-bounded by future-inner trapping horizon (FITH) and future-bounded by past-inner trapping horizon (PITH), then we define these two trapping horizons as bounce horizons. The requirement of spatial inner leads to the violation of the NEC, just as we summarized in Table.II. For transition hypersurfaces, we could also make dual definitions with the MHC or TIS definitions for wormhole throats: a spatial hypersurface intersecting the minimum area of a series of timelike hypersurfaces or satisfying $\theta_k + \theta_l = 0$. Also, the two spatial inner trapping horizons may tend to a spatial hypersurface foliated by minimum surfaces, which means $\theta_k = \theta_l = 0$. We will show all these circumstances that occur in our dynamic solutions in the next section.

We would also like to mention another interesting property here. Every situation of $\gamma_2 = 0$ includes an event singularity at the origin $v = r = 0$. It represents when two future-outer trapping horizons (FOTH) combine and become two past-outer (POTH) if $\gamma_1 \geq 0$ (see Figs. 2 and 3), or when one PITH overlaps with one FITH if $\gamma_1 < 0$ (see Fig. 4).

### 4 Black hole/wormhole transition

In the previous section, we explained why we chose trapping horizons to track the detailed evolution of a dynamic black hole or wormhole. We would focus on the hypersurfaces given by the equations $\theta_k = 0$ and $\theta_l = 0$. According to (23), the equation $\theta_l = 0$ always gives the root $r = 0$. In most cases, this trapping horizon is outer, but it could be an inner trapping horizon in the case of $\gamma_1 < 0$.

The equation $\theta_{(k)} = 0$ gives other trapping horizons. We could replace $\dot{a}$ with $a(v)$ by using (9) to obtain a cubic equation from $\theta_{(k)} = 0$, i.e.,

$$a_1 r^3 + b_1 r^2 + c_1 r + d_1 = 0,$$

(37)
in which

\[ a_1 = 8a, \]
\[ b_1 = 16Ca^2 - 2\gamma_2 Q^2, \]
\[ c_1 = 8a^3 + 2\gamma_1 Q^2 a, \]
\[ d_1 = 16Ca^4 + \gamma_2 Q^2 a^2. \]  

(38)

We assume \( \gamma_2 > 0 \) since we have discussed the case of \( \gamma_2 = 0 \) in Sec. III. The cubic equation could have only one real root or have three real roots, which relate to one or three marginal surfaces concerning \( \theta_k \) at a particular moment \( v \). We define the discriminant for the real roots by

\[ \Delta = \left( \frac{b_1c_1}{6a_1^2} - \frac{b_1^2}{27a_1^3} - \frac{d_1}{2a_1} \right)^2 + \left( \frac{c_1}{3a_1} - \frac{b_1^2}{9a_1^2} \right)^3. \]  

(39)

Equation (37) has three real roots if and only if \( \Delta \leq 0 \).

The first-order evolution equation (9) could be solved and rewritten as

\[
\text{case I} : \dot{a} = \frac{Q^2\gamma_2}{16} \left( \frac{1}{a} - \frac{1}{a_0} \right), \\
\text{case II} : \dot{a} = \frac{Q^2\gamma_2}{16} \left( \frac{1}{a^2} + \frac{1}{a_0^2} \right), \\
\text{case III} : \dot{a} = \frac{Q^2\gamma_2}{16a^2},
\]

(40, 41, 42)

where we use \( a_0 \) to replace \( C \). It is straightforward to see that case I (40) includes a stationary point \( a = a_0 \). If the initial condition of \( a \) is not \( a_0 \), case I shows that the evolution tends to \( a = a_0 \). This means that when \( v \) tends to plus infinity the spacetime would tend to a static solution obtained in Ref. [58]. The final state would be a static black hole or a wormhole. However, case II (41) and case III (42) have no stationary point. These two cases depict an eternal evolution.

4.1 Definitions and convention

There are several situations during the dynamic processes in our solutions. To show the results distinctly, we will first clarify the definitions and our convention as follows.

Null singularity: The metric and curvatures are both singular while the scalar parameter \( a \) goes to 0. It is a null singularity that represents the beginning of evolutions in many cases.

Dynamic wormhole states: We follow the suggestion given by Hayward [43, 44]. During some era, the equation \( \theta_k = 0 \) has only one root while the \( r = 0 \) always corresponds to
\(\theta_l = 0\), such that the era includes two trapping horizons. By using the Tables I and II, we could judge which type the horizons are. If both of them are temporal outer, we say this era has a wormhole. We call the moment \(v\) a dynamic wormhole state if it cuts two temporal outer trapping horizons.

**Quasi-black hole states:** We could treat the FOTH as the boundary of a dynamic black hole. It is consistent with the usual convention using the apparent horizon and the first motivation that Hayward introduced the trapping horizon \cite{47,52,65}. However, since the FOTH in our solution is temporal due to the ingoing phantom energy flux, it may also be one of the wormhole horizons as we’ve seen in Sec. III. To distinguish between the dynamic wormhole states, we call the moment \(v\) the quasi-black hole state if the moment \(v\) does not cut another temporal outer trapping horizon near to the temporal FOTH. The quasi-black hole state has four trapping horizons in most cases in our dynamic solutions\(^2\). On the other hand, our solutions also include the quasi-black hole that fails to finally form an event horizon.

*Static wormhole, RN-like black hole, black bounce:* These are the static solutions in Ref. \cite{58}. A static wormhole has a temporal hypersurface foliated by minimum surfaces. The case of an RN-like black hole has further outer and inner Killing horizons, while the case of black bounce has a spatial hypersurface foliated by minimum surfaces between its two Killing horizons. We could treat the hypersurface foliated by minimum surfaces as two trapping horizons that coincide together. In the following, we would see that the final fate of trapping horizons could be the outer or inner horizon of the black hole, or the hypersurface foliated by minimum surfaces.

In Table IV, we list the definitions of different regions for showing how trapping horizons divide the spacetime into untrapped, trapped, and antitrapped regions. The untrapped regime is a spacetime regime that contains untrapped surfaces satisfying \(\theta_k > 0\) and \(\theta_l < 0\). At the other side of \(r\), there is another untrapped regime that contains surfaces, satisfying \(\theta_k < 0\) and \(\theta_l > 0\). The trapped or antitrapped regime is the regime containing trapped or antitrapped surfaces.

\(^2\)It would be more precise to also define quasi-white hole state if the relevant region is an antitrapped region rather than a trapped region, though this situation can be treated as a time-reversed quasi-black hole state.
Table 4: Regions in spacetime

| Label                  | $\theta_k$ | $\theta_l$ |
|------------------------|------------|------------|
| Untrapped regions I    | $U$        | $> 0$      | $< 0$      |
| Untrapped regions II   | $U'$       | $< 0$      | $> 0$      |
| Trapped regions        | $T$        | $< 0$      | $< 0$      |
| Antitrapped regions    | $A$        | $> 0$      | $> 0$      |

4.2 Evolution to a final stable state: Case I

The first-order evolution equation of case I, i.e., (40), indicates that there is a stationary state at $a = a_0$. In fact, we could integrate (40) directly and then obtain

$$\ln \sqrt{\frac{a+a_0}{a-a_0}} - \frac{a}{a_0} = \frac{Q^2 \gamma_2}{16a_0^3} (v - v_0),$$

(43)

where $v_0$ is a trivial integration constant which can be set to 0. It is straightforward to see that the stationary point takes place at positive infinity of $v$ and hence our solution tends to a stationary metric as the final state.

The evolution equation (43) has two branches depending on the initial condition. The $a-v$ plot in Fig.5 shows that the lower branch starts from the null singularity $a = 0$, increases monotonically, and finally tends to the $a = a_0$ state, while the upper branch evolves from a large $a$ state to the $a = a_0$ state smoothly. The $a(v)$ is monotonic in both two branches, which means that treating $a$ as a “time” coordinate is possible. For convenience, later we will use the $r-a$ plots to describe the detailed evolution of the spacetime and sketch the Penrose diagram for each branch.

The sign of the parameter $\gamma_1$ gives rise to different evolution. We would distinguish these situations in the following discussion.

4.2.1 $\gamma_1 > 0$

In the cases of $\gamma_1 > 0$, we will see the formation processes of a regular RN-like black hole and charged Ellis wormhole.

**RN-like black hole:**

If the ratio $Q/a$ is more than the critical value $8(\gamma_1 + \sqrt{\gamma_1^2 + \gamma_2^2})/\gamma_2$, the solution evolves to a final regular RN-like black hole. Figure 6 depicts this situation. The green line is the hypersurface $a = a_0$ corresponding to the final stationary state at positive infinity of $v$. The black dotted line is the contour of $h = 0$. It surrounds the $h < 0$ region with the $r$ axis, such that there is $h > 0$ outside of the region. The $h = 0$ intersects with the $a = a_0$ at two
Figure 5: The two branches of $a(v)$ are shown in the same plot. The green line depicts the final value $a = a_0$, distinguishes the upper branch and lower branch. In the upper branch, the red line shows that $a(v)$ decreases to the green line ($a = a_0$) as time goes by. In the lower branch, the blue line shows that $a(v)$ increases to the green line ($a = a_0$) as time goes by. As we mentioned above, we could use $a$ as a new “time” coordinate because of the monotonicity. We set $Q = 3.72, \gamma_1 = 4.0, \gamma_2 = 5.3$ and $a_0 = 2.54$.

locations corresponding to two Killing horizons of the static RN-like black hole, so we use the same labels $r_+$ and $r_-$ in which $r_+ > r_- > 0$ to mark two roots of the equation $h = 0$ when $a = a_0$. The red line represents $\theta_k = 0$ while the blue line represents $\theta_l = 0$ which is always $r = 0$. The $\theta_l < 0$ regime is at the right side of the $r = 0$ and the $\theta_l > 0$ is at the left side. The $\theta_k = 0$ also intersects with the $a = a_0$ at $r_+$ and $r_-$. The rightmost part and the inside of the closed red line correspond to $\theta_k > 0$, while another connected regime in the plot corresponds to $\theta_k < 0$. Thus, the whole plot is divided by the red and blue contours. We could use Table IV to label every regime. Then we could judge the type and the nature of every trapping horizon by using Tables I and II.

Meanwhile, the streamlines are the integral curves for the null vector field $k^\mu$. We hide the null vector field $l^\mu$ because it is just pointed to the left horizontally. According to [22], the field $k^\mu$ has the left component inside the $h < 0$ region, becomes vertical at the hypersurface $h = 0$, then obtains the right component outside. This observation helps us to see where the streamlines turn to near the $a = a_0$. It is shown that the streamlines which go through the far right red line would leave the $r_+$ and escape to infinity, i.e., $r \to \infty$. There exists one set of streamlines that hit $r_+$ exactly. They form the event horizon. The other streamlines converge to the $r_-$. Noting that the value of $a$ finally settles down at $a_0$, the convergence of those streamlines tells us their areas finally stop at the finite value $r_-^2 + a_0^2$, apparently. However, we should remind ourselves that the vector field $k^\mu$ would not lead
to an affine parameter valued geodesic equation. Instead, the $k^\mu$ satisfies $k^\nu \nabla_\nu k^\mu = \frac{h'}{2} k^\mu$, while there is $l'^\nu \nabla_\nu l^\mu = 0$ for the field $l^\mu$. At the regime closed to the $r_-$, the spacetime is nearly the corresponding solution with the Killing vector field. In Ref. [58], we have drawn the Penrose diagrams for the stationary solution. The diagrams show the hypersurface $r_-$ is a Killing horizon and plays the role of a Cauchy horizon in the situations of $r_- \neq r_+$. Thus, it would be more natural to expect that the spacetime could be extended and that the vector field $\frac{\partial}{\partial v}$ becomes a Killing vector field behind the $r_-$. We sketch the Penrose diagram within this consideration. We still use the red lines to represent $\theta(k) = 0$ and the blue lines to represent $\theta(l) = 0$, the same with the $r - a$ plot. Different from the $r - a$ plot, it is easy to identify the event horizon and we mark it as the yellow line. The brown double line shows the null singularity while the dot-slash line shows the settle-down minimum surfaces, namely the wormhole throat in the stationary regime.

![Penrose Diagram](image)

Figure 6: There are two branches corresponding to Fig. [5] on the same plot. The final states of these two branches are both regular RN black holes. We set $Q = 3.72, \gamma_1 = 4.0, \gamma_2 = 10.3, a_0 = 3.44$.

The upper branch of the $r - a$ plot in Fig. [6] shows how a wormhole evolves into a black hole. The time direction is from up to down since decreasing $a$ means increasing $v$. In the far past, the value of $a$ was large. There are two trapping horizons. Refer to the preceding definitions in Table I: both of them are FO type and inside the local lightcone. They are the wormhole horizons under the definition of Hayward. According to [43], during the large $a$ era, we could ignore the log term. The function $a(v)$ is almost a linear function of $v$ such that we could claim that the early state of the upper branch is similar to the evolving Ellis wormhole. As $a$ closes to the $a = a_0$, another part of the red line appears. It shows that a degenerate marginal surface, which is the top of the new part of the red line, satisfies $L_l \theta_k = 0$ and emerges between two trapping horizons as $v$ increases. Then the degenerate marginal surface splits as two trapping horizons. The left red one is again a FOTh while
the right red one is a FITH. The spacetime evolves to the quasi-black hole state with four trapping horizons. Finally, the quasi-black hole becomes a static RN-like black hole in the stationary point. The new red FOTH tends to \( r = 0 \) and combines with the blue line to become a stationary wormhole throat, i.e., a minimum surface. Meanwhile, the new red FITH tends to the Cauchy horizon corresponding to the inner horizon of the static RN-like black hole. The old part of the red line, the rightmost FOTH, tends to the event horizon, which corresponds to the outer horizon. The whole spacetime is not singular in this case.

The lower branch in the \( r - a \) plot of Fig.6 shows how a null singularity collapses into a black hole by absorbing phantomlike negative energy (see Table II). At the beginning of the evolution, namely \( v = 0 \), there is a null singularity with divergent mass. The singularity changes to the quasi-black hole state quickly. The rightmost red contour is the FOTH and it tends to the event horizon. It is temporal because it is inside the light cone. The other three trapping horizons start from the center \( r = 0 \). The blue contour \( r = 0 \) and the red one at its left are both POTH. They finally coalesce to become a wormhole throat, the minimum surface, located at \( r = 0 \) as \( v \) increases to positive infinity. The red contour just at the right of \( r = 0 \) is FITH and tends to an inner horizon in the final state.

In the following discussion for other cases, we would use the same color with Fig.6 to label corresponding contours and streamlines in the \( r - a \) plot and hypersurfaces in the Penrose diagram. When the ratio \( Q/a \) equals the critical value \( 8(\gamma_1 + \sqrt{\gamma_1^2 + \gamma_2^2})/\gamma_2^2 \), the extreme black hole would finally form. We plot this situation in Fig.7.

**Charged Ellis wormhole:**

In Fig.8, we recover the charged Ellis wormhole in Ref. [58] when the ratio \( Q/a \) is smaller than \( 8(\gamma_1 + \sqrt{\gamma_1^2 + \gamma_2^2})/\gamma_2^2 \). The regime connected with the rightmost side, bounded by the
up and down red contours corresponds to \( \theta_k > 0 \). The complement regime excluded from the red line itself corresponds to \( \theta_k < 0 \). Thus we could label regimes divided by the red and blue contours similar to the above discussion. There are two paths to evolve to a charged Ellis wormhole. One path is from a null singularity to a wormhole. This case is shown in the lower branch of Fig. 8. We can see the red FITH and the red FOTH at the right side of \( r = 0 \) touch each other at a sufficiently large \( \nu \) moment. Two POTH at the left become a minimum surface at the final state. It has failed to form a black hole. There is no event horizon since every streamline could go to the positive infinity of \( r \).

Figure 8: These two plots show that the evolution leads to the charged Ellis wormhole in Ref. [58] as the final state. Despite the lower branch of two plots giving the similar evolution for the null singularity to the final wormhole, the upper branch of the lower plot describes a quasi-black hole forming during the evolution, but there is no quasi-black hole state in upper branch of the upper \( r - a \) plot. We set \( Q = 3.72, \gamma_1 = 1, \gamma_2 = 2.3, a_0 = 1.92 \) for the the upper plot and \( Q = 3.72, \gamma_1 = 2.0, \gamma_2 = 10.3, a_0 = 3.84 \) for the lower plot.

Another path is from the dynamic wormhole state to the static wormhole. The upper branch of the upper \( r - a \) plot in Fig. 8 shows that the red FOTH experiences an area-decreasing era and finally coalesces with the blue FOTH to form a minimal surface. It is worth noting that the upper branch of the the lower \( r - a \) plot is different. It shows that a quasi-black hole fails to form an event horizon. During the evolution, a degenerate marginal
surface suddenly emerges and splits as a temporal FOTH at the left and a spatial FITH at the right. In this era the moment $v$ is in the quasi-black hole state because the marginal surface near to the rightmost FOTH is FI type. The FITH then contacts with the rightmost FOTH, becomes another degenerate marginal surface, and disappears. The left red FOTH finally combines with the blue FOTH $r = 0$ to form a minimal surface. All of the processes portrayed by Fig. 8 are about the formation of a traversable charged Ellis wormhole.

4.2.2 $\gamma_1 < 0$

Besides many similar cases of the RN-like black hole and the charged Ellis wormhole in $\gamma_1 > 0$, there is a new final state at $\gamma_1 < 0$. The new final state is nothing but the black bounce [30,58].

**Black bounce:** The concept of black bounce is a bounce replacing the spatial singularity inside the black hole event horizon. It is a kind of regular black hole. Researchers expect some quantum gravity effect would give the minimum size to prevent singularity forms and the black bounce may be a semi-classical geometric description for it. Despite that the bounce happens at the highly dynamic regime, it is still a Killing vector field in those proposed semi-classical metrics. But there is not a Killing vector in our dynamic solution for the corresponding cases. Similar to the Fig. 6 both the right side of the rightmost red contour and the regime enclosed by the closed red contour correspond to $\theta_k > 0$. Thus we could justify the divided regime for the plots in Fig. 9.

The lower branch of the upper $r - a$ plot in Fig. 9 shows that a null singularity evolves to a black bounce. There are three trapping horizons near $r = 0$. The blue contour $r = 0$ is a spatial PITH. The red contour at the left of the $r = 0$ is a temporal POTH, while the right one is a spatial FITH. Along the streamlines through $r = 0$, there is an untrapped regime bounded by the blue PITH and the red FITH. It connects the trapped regime through the red FITH and the antitrapped regime through the blue PITH. Thus, this configuration is the bounce defined by us in the last part of Sec. III. These two spatial trapping horizons tend to the minimum surface. The leftmost red POTH tends to the $r_-$ which is the intersection of the $h = 0$ and the $a = a_0$ at the left of the $r = 0$. The rightmost red contour is a temporal FOTH and tends to the $r_+$, the positive intersection of the $h = 0$ and the $a = a_0$. Again, with the help of the $h < 0$ regime, we could justify that most of the streamlines leave the $r_+$. Their fate is neither to escape to the positive infinity of $r$ nor to converge to the $r_-$. The event horizon is formed by those streamlines which hit the $r_+$ exactly. It is easier to be seen in the Penrose diagram. Since it is hard to say the bounce is static even with the
Figure 9: The final states are black bounces. The upper $r - a$ plot shows the cases where the bounce happens between the black hole event horizon and the inner Cauchy horizon. In the lower plot, the bounce coincides with the $r = r_\pm$. We set $Q = 3.72, \gamma_1 = -4.0, \gamma_2 = 1.3, a_0 = 3.36$ for the upper plot and $Q = 3.72, \gamma_1 = -4.0, \gamma_2 = 4.3, a_0 = 3.73$ for the lower plot.

Killing vector field, we avoid naming the static black bounce. Instead, we claim that the final geometry of the above evolution should be the black bounce with the Killing vector field.

The upper branch of the same plot with the previous shows that a dynamic wormhole state evolves to a black bounce. The blue temporal FOTH becomes a degenerate marginal surface at a particular moment. We label a star mark at the intersection of the $r = 0$ and the $h = 0$ to represent the degenerate marginal surface. After that, the blue contour $r = 0$ becomes a FITH. The rightmost red FOTH just tends to the $r_+\pm$ again and marks that there is a set of streamlines to form the event horizon finally. Interestingly, the top of the red contour at the left of the $r = 0$ is another degenerate marginal surface. It emerges after the $r = 0$ changes its type and splits into two trapping horizons. The left red temporal POTH tends to the $r_-$ while the right spatial PITH tends to coalesce with the blue FITH. The final state is the same as the lower branch.
The lower $r-a$ plot in Fig.9 is the critical situation of black bounce, satisfied by $r_-=0$. It means the bounce hypersurface is also the inner horizon. The red contour is indeed a temporal FOTH and tends to the $r_+$. We could still classify the streamlines into three classes: escape to infinity, converge to the $r_-=0$, and form the event horizon. Back to the black bounce solution with the Killing field, we could see the minimum surface of the bounce coincides with one Killing horizon. For the upper branch, the whole history is the dynamic wormhole because the blue $r=0$ above the green line $a=a_0$ is also a temporal FOTH. For the lower branch, there are four trapping horizons initially. Let us focus on three of them near the center. The blue spatial PITH, the left red temporal POTH, and the right red spatial FITH; all of these three trapping horizons tend to the $r=r_- =0$. The spacetime behind the $r=r_- =0$ should have Killing vector field such that the $r=r_-=0$ itself becomes a Killing horizon, as is shown in the Penrose diagram.

**RN-like black hole and charged Ellis wormhole:**

In $\gamma_1 < 0$, we recover the RN-like black hole and the charged Ellis wormhole under the appropriate tuning of $Q$ and $a$. We show these situations in Fig. 10, 11, and 12. It is shown that the lower branches are different with the cases in $\gamma_1 > 0$. The initial blue $r=0$ is a spatial PITH rather than a temporal POTH. It does affect the final state because the blue trapping horizon changes its type before $a=a_0$. The star marks in the plots label the degenerate marginal surface which represents the type changing.

Figure 10: The left one shows the final states are RN-like black holes under $\gamma_1 < 0$. We set $Q=3.72, \gamma_1 = -4.0, \gamma_2 = 8.3, a_0 = 4.73$. 
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4.3 Eternal evolution: Case II and case III

Unlike the above section, case II and case III, i.e., (41) and (42), relate to the eternal evolution. We solve (41) and (42) directly and obtain

\[
\dot{a} = \frac{Q^2 \gamma_2}{16} \left( \frac{1}{a^2} + \frac{1}{a_0^2} \right), \quad \Rightarrow \quad \frac{a}{a_0} - \arctan \frac{a}{a_0} = \frac{Q^2 \gamma_2}{16a_0^3} (v - v_0),
\]

(44)

\[
\dot{a} = \frac{Q^2 \gamma_2}{16a^2}, \quad \Rightarrow \quad \frac{a^3}{3} = \frac{Q^2 \gamma_2}{16} (v - v_0),
\]

(45)

where \(a(0) = 0\) means both cases begin with a null singularity. After that, the singularity will evolve to a wormhole as \(v \to \infty\). The scalar charge \(a(v)\) is increasing monotonically as what we draw in Fig.13.

Varieties of evolutionary processes happen in these cases. Although every case portrays the evolution from the initial null singularity to the final dynamic wormhole, the process could include multihorizons. To analyze these processes, we classify them into \(\gamma_1 > 0\) and
Figure 13: In case II (left plot) and case III (right plot), the function $a(v)$ is always increased with time flow $v$. We set $Q = 3.72, \gamma_1 = -4.0, \gamma_2 = 4$, and $a_0 = 4.39$.

$\gamma_1 < 0$ again. Noting that case III shares similar properties with case II, we only represent case II.

4.3.1 $\gamma_1 > 0$

Figure 14 shows that two situations in $\gamma_1 > 0$ both start from a null singularity and then quickly change to a quasi-black hole. The red contour at the large positive $r$ is a temporal FOTH. Near to the center, the blue contour is a temporal POTH and the left red one is again a temporal POTH while the right one is a spatial FITH. Both of the plots show the same fate for the red FITH at $r > 0$ and the rightmost FOTH. They touch each other, become a degenerate marginal surface, and vanish. Things are different at $r < 0$. In the upper $r - a$ plot of Fig. 14, the red POTH simply evolves to the left. But in the lower plot, another red degenerate marginal surface emerges and splits into a spatial PITH at the right and a temporal POTH at the left. The spatial PITH combines with the rightmost old POTH, forms a degenerate marginal surface, and disappears. Only the left POTH survives. After the disappearance of the degenerate marginal surface, the spacetime becomes a dynamic wormhole.

4.3.2 $\gamma_1 < 0$

When $\gamma_1 < 0$, as is shown in Fig. 15, the initial $r = 0$ is a spatial PITH. Then it changes to a temporal POTH through a blue degenerate marginal surface labeled by the star mark. The evolving picture for $r > 0$ is the same with the $\gamma_1 > 0$ situation. The initially born red spatial FITH combines with the rightmost red FOTH and vanishes together. Two $r - a$

\footnote{More precisely, the moment intersected with four trapping horizons appears twice. The second one should be the quasi-white hole state in the point of view of the observers located at $r < 0$.}
Figure 14: Both of the plots shows that the singularity evolves to the dynamic wormhole. Especially, the lower one describes that the state intersected with four trapping horizons appears twice during the evolution. We set $Q = 3.72, \gamma_1 = 4.0, \gamma_2 = 10.3, a_0 = 3.49$ for the upper plot and $Q = 3.72, \gamma_1 = 4.0, \gamma_2 = 0.3, a_0 = 0.14$ for the lower plot.

Plots in Fig.15 show that the evolution of the left temporal red POTH is simple and just has a slight difference. Compared with the case of $\gamma_1 > 0$, there is no emergence of any degenerate marginal surface. We only draw one Penrose diagram for these two cases. The whole picture is still the beginning as the null singularity evolves to a quasi-black hole and finally becomes a dynamic wormhole state.

Figure 15: Both of the plots shows that the singularity evolves to the dynamic wormhole. The quasi-black hole state appears just once during the evolution. We set $Q = 3.72, \gamma_1 = -2.0, \gamma_2 = 1, a_0 = 3.01$ for the left figure and $Q = 3.72, \gamma_1 = -4.0, \gamma_2 = 4.0, a_0 = 4.38$ for the right figure.
5 Conclusion and discussion

We investigated the evolution of black holes and wormholes and their transition in this paper. Generalizing the static metric we constructed in Ref. [58], we obtained a family of dynamic solutions in the Einstein-Maxwell-scalar theory. The solutions may depict various processes, especially including black hole/wormhole transitions, up to the parameters.

To study dynamic black holes and wormholes, we used the concept of the “trapping horizon” to follow their evolutions and transitions with each other. The trapping horizon is the hypersurface foliated by marginal surfaces. These definitions do not rely on the “3+1” decomposition and are easily back to the static situations. We further introduced two concepts: “quasi-black hole state” and “dynamic wormhole state.” They play important roles in describing middle states during the evolution.

In the dynamic solution we obtained above it is easy enough to track how trapping horizons evolve analytically. We listed all the situations of evolution. We found that a final static black hole or wormhole perhaps comes from a null singularity or a dynamic wormhole state. Furthermore, the black hole/wormhole transition may happen during the evolution. We sketched the Penrose diagram to show the causal structures of the spacetime for every case. For the situation with stationary point, though we have argued the $k^\mu$ geodesics could not stop at the $r_-$ and sketched the Penrose diagram, it is still worth it to study these geodesics by solving the equation $k^\mu \nabla_\nu k^\mu = \frac{h^l}{2} k^\mu$ and drawing the Penrose diagram numerically. We have left it as our future research.

Dating back to Hayward’s investigation, a trapping horizon obeys the so-called unified first law [52]. For a dynamic black hole, the unified first law could be treated as the dynamic and quasilocal version of the first law for black hole thermodynamics. Hayward’s work indeed suggests wormholes also serve similar thermodynamic properties, as has been studied in Refs. [66, 69].

Another interesting feature is that our results show that a degenerate marginal surface could signal a trapping horizon’s pair creation or annihilation. The surface comes out suddenly and evolves into one outer and one inner type of trapping horizon, or the time reversed process happens. Since a slice of $a$ equated to some constant, which corresponds to an advanced time moment $v$, picks up a null rather than spatial hypersurface, it is hard to talk about space geometry at each moment. It would be more helpful to chose other time slices such that every slice is a spatial hypersurface for constructing the evolving picture. One type of marginal surface emerges in space and splits into two marginal surfaces later. One of them converses into other types of marginal surface, like inner to outer and vice versa.
The conversion is marked by the moment that the marginal surface becomes degenerate.

The above discussion inspires the picture that a degenerate marginal surface suddenly appears behind the horizon during the black hole evolution. The black hole emitting Hawking radiation also has a temporal FOTH due to the decreasing of its area. If a degenerate marginal surface could emerge behind the black hole FOTH and split as one FOTH and one FITH, the FITH could evolve to contact the outer FOTH, become a degenerate marginal surface again, and disappear. The inner FOTH still decreases its area. This picture could achieve a faster black hole horizon area decreasing. Also, another semi-classical picture has been proposed in Refs. [53, 70]. A similar feature is that the degenerate marginal surface suddenly appears or disappears. What they suggest is the picture that several trapping horizons glued by the degenerate surfaces form a closed hypersurface during the entire evolution of the black hole. Does semi-classical quantum field theory support our picture? Which one is more plausible for the evolution of a black hole? We will leave these as open questions for future research.
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