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Abstract

Profiling users’ temporal learning interests is key to online course recommendation. Previous studies mainly profile users’ learning interests by aggregating their historical behaviors with simple fusing strategies, which fails to capture their temporal interest patterns underlying the sequential user behaviors. To fill the gap, we devise a recommender that incorporates time-aware Transformers and a knowledge graph to better capture users’ temporal learning interests. First, we introduce stacked Transformers to extract users’ temporal learning interests underlying users’ course enrollment sequences. In addition, we design a time-aware positional encoding module to consider the enrollment time intervals between courses. Third, we incorporate a knowledge graph to utilize the latent knowledge connections between courses. The proposed method outperforms state-of-the-art baselines for course recommendation. Furthermore, findings in the ablation study offers several insights for future research. The proposed model can be implemented in online learning platforms to increase user engagement and reduce dropout rate.

Keywords Temporal learning interests · Time-aware transformers · Knowledge graph · Course recommendation

Jilei Zhou and Guanran Jiang contributed equally to this paper.

Wei Du
ahduwei@ruc.edu.cn

¹ School of Information, Renmin University of China, Beijing 100872, People’s Republic of China
Online learning platforms such as Coursera.org, edX.org, and Udemy.com have provided low-cost opportunities for anyone to access a massive number of courses. The courses on online learning platforms see exponential growth during the COVID-19 pandemic [1]. However, the massive number of courses makes it difficult for users to choose a proper one, severely hampering both user retention rate and course completion rate on online learning platforms. In this regard, investigating an effective way of personalized course recommendation is in pressing need for online learning platforms.

Profiling users’ temporal learning interests is key to online course recommendation. Previous studies have provided evidence that individuals’ learning interests are dynamic and evolutive over time [2]. Moreover, accumulated evidence has shown that a temporal view helps to understand online learning behaviors. For example, temporal learning patterns differ between completers (i.e., learners who persist over time) and non-completers (i.e., learners who drop out) [3]. Temporal patterns extracted from students’ online learning activities also help to distinguish higher-performing students from lower-performing students [4, 5]. Therefore, it requires studying users’ interests from a temporal view and investigating online course recommendations to capture users’ temporal learning interests.

Filtering-based methods, including content-based (CB) [6, 7] and collaborative filtering (CF) [8, 9], are much-discussed in previous studies to capture users’ temporal learning interests. However, these methods profile user interests by averaging users’ historical behaviors (e.g., course enrollment, course bookmarking, etc.) with fixed weights, and the simple fusing strategy fails to capture users’ temporal learning interests underlying the sequential user behaviors. The temporal learning interests of online users can be expressed in two forms: interest drift and interest evolution. Instead of regarding user interests as constant over time, interest drift indicates users’ dynamic and diversified interests in course learning [10–12]. For example, one may be interested in courses related to blockchain given its popularity, while one’s interest may turn to epidemiology during the COVID-19 pandemic. Interest evolution indicates users’ evolving learning interests as they gain knowledge, skills, and experience over time [13, 14]. For example, one is likely to study “C++ Advanced Programming” after studying the course of “C++ Basic Programming” since the former is an advanced course of the latter. However, the aforementioned forms of temporal learning interests underlying users’ course enrollment sequences have remained uninvestigated in course recommender designs. The course enrollment sequence is a list of sequential courses that a user previously enrolled in. We seek to fill the research gap identified above by profiling temporal learning interests in users’ sequential course enrollment behaviors for online course recommendations.

Deep Recurrent Neural Networks (RNN) are widely adopted to capture temporal user interests over time by encoding historical sequential behaviors into a hidden state vector [15, 16]. Although the state vector helps to encode sequential dependency among historical enrollment behaviors, it fails to mine the temporal learning interests from the latent knowledge connections between courses. Here, latent
knowledge connections refer to high-order relationships between two courses. As shown in Fig. 1, one of the latent knowledge connections between “C++ Basic Programming” and “Introduction to Statistics” is that both of them are courses offered by the same university. Similarly, there is a high-order connection between “C++ Basic Programming” and “FinTech Foundations”, since both of them have concepts belonging to computer science field. These latent knowledge connections are helpful for extending a user’s learning interests reasonably and increasing the diversity of recommended courses. Recently, knowledge graph, a knowledge base that uses a graph-structured topology to integrate varied side information, has been widely used to incorporate domain knowledge into the recommenders [17, 18]. In our context, a knowledge graph can provide explicit and implicit knowledge connections between courses, thereby a recommender incorporating a knowledge graph can better capture and reasonably extend temporal learning interests underlying semantic relatedness among courses.

To address the aforementioned challenges, we devise a recommender that incorporates deep learning and a knowledge graph to better capture users’ temporal learning interests. The proposed method recommends the courses to a target user according to one’s sequential course enrollment behaviors. The method has three innovative designs. First, it introduces stacked Transformers to extract users’ temporal learning interests underlying their sequential enrollment behaviors. The multi-head self-attention mechanism in the Transformer module can automatically capture the dependency among courses within a sequence. Second, it augments the Transformers by encoding the time interval between the enrollment time of the first course and the enrollment time of each subsequent course in the course learning sequence. Such time-aware design captures learning interests that are dependent on time. For example, on online learning platforms, users often enroll in many diversified courses in a short period of time but only enroll in the advanced courses after finishing the basic courses. Third, it incorporates external knowledge into the sequential recommender to utilize the latent knowledge connections between courses to enhance recommendation performance. Specifically, it constructs a knowledge graph to incorporate rich meta information of courses and leverages knowledge graph embeddings to represent courses by considering their rich semantics and high-order connectivity.

We evaluate the proposed method with real-world data from XuetangX, one of the largest online learning platforms in China. The experimental results validate the
outperformance of the proposed method in generating accurate course recommenda-
tions. The results also justify the design of time-aware Transformers and knowledge
graph incorporation in improving recommendation effectiveness.

To the best of our knowledge, this research is the first attempt to profile users’
temporal learning interests from the historical behavior sequences to support course
recommendations. The temporal learning interests have been a relatively impor-
tant research question, yet profiling temporal learning interests from users’ sequen-
tial behaviors to improve course recommendation performance has remained little
discussed. To better recommend courses to the user, we propose a deep learning
method with several innovative designs to capture temporal learning interests under-
lying users’ course enrollment sequences. Our research goes further and illuminates
topics for future theoretical research based on the interesting findings of ablation
study, such as measuring the impacts of different types of domain knowledge on
users’ online learning performances and combing the sequence and timing of user
activities to understand their temporal learning interests. Our research also offers
valuable managerial implications. The proposed method can be applied to online
learning platforms to recommend proper courses to learners according to their
dynamic interests, and is expected to increase user engagement and reduce dropout
rate.

The rest of the paper is organized as follows. Section 2 reviews the previous work
related to course recommendations. The details of the proposed method are intro-
duced in Sect. 3. Section 4 provides the experimental results. Finally, Sect. 5 sum-
marizes the conclusions and discusses future implications.

2 Related works

This study aims to profile temporal learning interests for online course recommenda-
tions. Therefore, in Sect. 2.1, we review the literature on course recommendation,
followed by how our study contributes to this stream of literature. Then, in Sect. 2.2,
we discuss the literature on sequential recommendation that offers insights for mod-
eling users’ sequential behaviors to capture temporal learning interests.

2.1 Course recommendation

Course recommendation on online learning platforms is a much-discussed topic in
previous studies. Course recommendation systems profile user interests by analyzing
their historical behaviors (e.g., course enrollment or video watching) and then rec-
commend courses of users’ interests. Conventional course recommendation methods
are mainly categorized into CB approaches and CF approaches.

CB approaches recommend courses that are similar to those that a user liked in
the past. Ghauth and Abdullah [7] designed a CB recommendation system that rec-
commended not only similar learning materials that a user had viewed in the past
but also high-quality learning materials with good learners’ ratings. Recently, deep
learning has been applied to CB recommendation and achieved good performance. For example, to recommend proper learning resources to students, Shu et al. [6] proposed a CB recommendation algorithm based on convolutional neural network that captured latent factors in text information of learning sources. Xu and Zhou [19] extracted multimodal course features based on deep learning models to improve CB course recommendations.

CF approaches recommend courses that are taken by similar users. Ray and Sharma [20] developed a CF course recommendation method that leveraged course grades to measure learners’ similarities. Pang et al. [8] augmented CF course recommendation with multi-layer bucketing structures which helped to cut down the time cost of the traditional CF method. Huang et al. [9] used the CF approach to accurately predict the score of the optional course for each student by using the course score distribution of the most similar senior students. Based on the generating the predicted scores of all optional courses, the optional courses with the highest predicted scores without time conflict would be recommended to the student.

Recently, increasing research has tried to enhance the performance of conventional course recommendations on online learning platforms with domain knowledge. For example, Jing and Tang [21] proposed a course recommendation algorithm that incorporated course content and course prerequisite relations into the CF approach. Tarus et al. [22] leveraged the domain knowledge about the learners and learning recourses to calculate similarities in the CF based course recommendation system. Ibrahim et al. [23] augmented CB and CF by integrating course ontology, student ontology, and job ontology. Ontology is a hierarchically structured set of terms for describing domain knowledge and helps understand learners’ learning interests [24].

Given its advantages in leveraging domain knowledge, knowledge graph has been widely introduced to improve knowledge-aware recommenders in varied fields, for example, music recommendation [25], medicine [26], and news recommendation [27]. In recent years, a few studies in learning literature have attempted to utilize knowledge graphs to organize learning content. Aliyu et al. [28] developed a knowledge graph for university course management. Huang and Zhu [29] went further and proposed an English learning material recommendation system that combined knowledge graph with CB and CF approach. Moreover, there is an increasing interest in designing learning path recommendation system. Based on a multidimensional knowledge graph, Shi et al. [30] first found all possible learning paths and then recommended a learning path with the highest score. The score is the linear weighted sum of a feature set, such as publication time, citation count, search frequency, etc. Similarly, Chen et al. [31] designed a learning path recommendation by integrating a course knowledge graph into rule-based and machine learning based algorithms.

Standing on these recent studies, we also focus on knowledge graph-based recommendation for online learning platforms. Although several studies have introduced knowledge graph into recommendation system, they mainly profiled users’ learning interests by simply fusing users’ historical behaviors. The temporal learning interests underlying users’ behavior sequences remain uninvestigated in course recommender designs. Therefore, our study aims to augment the graph-based recommendation by profiling temporal learning interests in users’ behavior sequences for online course recommendations.
2.2 Sequential recommendation

To capture the sequential dependency among users’ historical behaviors, various methods have been proposed to make sequential recommendations. Sequential recommendation takes one’s historical sequential behaviors as input, detects behavior patterns, models sequential dependencies, and predicts the successive item that a user is likely to interact with.

The idea of early works on sequential recommendation is to combine sequential pattern mining with conventional recommendation methods. Markov Chains (MCs) are the most commonly used methods to mine sequential patterns [14–32]. For example, Rendle et al. [32] proposed a factorizing personalized Markov Chains (FPMC) model for next basket recommendation, which combined first-order MCs and matrix factorization (MF) to model sequential behaviors on e-commerce platforms. Based on the FPMC method, He and McAuley [33] proposed a method by fusing similarity-based methods with high-order MCs to make personalized sequential recommendations. A major problem of these methods is that they still rely heavily on conventional recommendation methods that simply fuse historical behaviors.

Since RNN and its variants (e.g., long short-term memory (LSTM) and gated recurrent unit (GRU)) demonstrate their effectiveness in processing sequence data, RNN-based models have attracted increasing interests in sequential recommendations [16–35]. For example, based on RNN, Yu et al. [34] proposed a next basket recommendation model called DREAM which captured global sequential features among baskets. Donkers et al. [16] proposed a sequential recommendation method that introduced GRU to model the temporal dynamics of consumption sequences. Similarly, Wei et al. [35] proposed a sequential recommender system called LANCR, where LSTM captured users’ long-term interests. However, these RNN-based recommendations are left-to-right unidirectional models where each item can only encode the information from previous items, which assume a rigidly ordered sequence over data. It is not always true for user behaviors in real-world applications [36, 37]. That is, RNN-based recommendations are not sufficient to learn optimal representations for the temporal interests underlying users’ sequential behaviors.

To overcome these obstacles, a new model named Transformer has achieved admirable success in the recommendation systems [38, 39]. Unlike RNN and its variants, Transformer allows the model to access any part of the history regardless of distance, making it potentially more suitable for grasping recurring patterns with long-term dependencies [40]. For example, based on the powerful Transformer model, Chen et al. [38] captured the sequential signals underlying users’ behavior sequences for recommendation on e-commerce platforms. Sun et al. [39] developed a sequential recommendation model called BERT4Rec that employed the Bidirectional Encoder Representations from Transformer (BERT) to model user behavior sequences.

In summary, previous course recommendation research adopt a simple strategy of fusing historical behaviors while failing to consider the sequential pattern of learning behaviors. Inspired by its great success for sequential recommendation, we try to
use Transformer to profile temporal learning interests underlying users’ sequential behaviors. Furthermore, we propose to augment the Transformer model with knowledge-aware embedding, time-aware positional encoding, and stacking Transformer structures.

3 Proposed method

This section presents the proposed model in detail. As shown in Fig. 2, the proposed model takes a user’s course enrollment sequence as input, and outputs the recommendation probability of a candidate course \( v \) to a target user \( u \).

First, a knowledge graph incorporating the rich course metadata and relations between courses is constructed to support the course recommendation. Knowledge-aware embedding layer embeds courses into low-dimensional vectors through knowledge graph embedding, which helps to capture semantic relatedness among courses. Second, we profile the user’s temporal learning interests from his/her course enrollment sequence, i.e., \( \{v_1, v_2, \ldots, v_j\} \). We propose innovative Time-aware Transformers to profile temporal learning interests by considering the enrollment time of historical courses and the different levels of attention on historical courses in the recommendation. Lastly, the recommendation probability of a candidate course is predicted with a Deep Neural Networks (DNN) layer by concatenating the vector representations of the user and a candidate course.
3.1 Knowledge-aware embedding layer

The course knowledge graph is a graph with a large number of entities (i.e., nodes) and relations (i.e., edges). We design a knowledge graph schema, which defines the knowledge scope, to cover rich knowledge relating to courses for online course recommendations (see the schema in Fig. 3). As we can see, entities (i.e., course, teacher, school, concept, and field) and relations between them are fused into the course knowledge graph. Notably, the course knowledge graph can be extended to include more entities and relations with more information sources.

There are massive facts in the course knowledge graph (see the instances in Fig. 3). For example, course “C++ basic programming” is connected to course “C++ advanced programming” because the former is a prerequisite course of the latter. Moreover, course “C++ basic programming” is similar to course “C++ advanced programming” because several concepts of these two courses, such as “C++”, “class”, and “binary tree”, are hyponyms of “computer science” field. Each fact can be represented as an entity-relation-entity triple \((h, r, t)\), where \(h\), \(r\), and \(t\) represent the head, the relation, and the tail of a triple, respectively. Formally, we define the course knowledge graph as

\[
G = \{h, r, t | h, t \in \mathcal{E}, r \in \mathcal{R}\} 
\]

where \(\mathcal{E}\) is the entity set and \(\mathcal{R}\) is the relation set in \(G\).

Knowledge graph embedding is an effective way to parameterize entities and relations as vector representations, while preserving the graph structure. Among various knowledge graph embedding techniques, translation-based models, including TransE [41], TransH [42], TransR [43], and TransD [44], are popular ones given their high scalability to large real-world datasets. The basic idea of the translation-based models is that knowledge graph embedding can be learned by considering the relation \(r\) from the head entity \(h\) to the tail entity \(t\) as distance or dissimilarity. TransE as the first translation-based model has gained wide popularity due to its high efficiency. However, it fails to deal with the one-to-many/many-to-one/many-to-many relations in real-world knowledge graphs. TransH, TransR, and TransD are successively proposed to overcome the flaws of TransE. Among which, TransH...
and TransR mainly focus on modeling various relations while neglecting the difference between entities and relations. To deal with this problem, TransD is proposed to consider the diversity of both relations and entities by mapping them into separate paces. Moreover, TransD achieves superior performance compared with state-of-the-art translation-based models. Therefore, we adopt TransD in our study as the knowledge graph embedding technique. We can learn the representation of course entities with TransD. We use vector \( \mathbf{c} \) to represent the candidate course and a sequence of vectors \( \{ \mathbf{c}_1, \mathbf{c}_2, \ldots, \mathbf{c}_j \} \) to denote the knowledge graph embeddings of courses historically enrolled by the user \( u \).

### 3.2 Time-aware transformers

We design time-aware transformers to mine the temporal learning interests from the course enrollment sequences. Within the time-aware transformers, a time-aware positional encoding module is proposed to capture the orders and the enrollment time of courses in course learning sequences. Stacked Transformer layers instead of a single Transformer layer are introduced to form a deep network to learn more complex item transition patterns [39–45]. We introduce the time-aware Transformers in detail by following the calculation process.

The conventional positional encoding used in Transformers injects information about the relative or absolute position/order of each item in the sequence [40–46], but fails to capture the course enrollment behaviors within different time intervals. To better capture course learning interests that are dependent on time, we design a time-aware positional encoding module to encode not only the order but also the enrollment time of each course in a course enrollment sequence. For each position index \( k(1 \leq k \leq j) \), we calculate its time-aware positional value as

\[
TPos(v_k) = k + t(v_k)
\]

where \( t(v_k) \) is the time interval between the enrollment time of the course \( v_k \) and the enrollment time of the first course \( v_1 \) in the sequence.

To encode the time-aware positional value \( TPos(v_k) \) into the corresponding input course embedding \( \mathbf{c}_k \), we extend \( TPos(v_k) \) into a \( n \)-dimensional positional embedding \( \mathbf{p}_k \) by following Vaswani et al. [40]’s study [40]. For a given dimension \( i(1 \leq i \leq n) \) within \( \mathbf{p}_k \), we calculate the value of each dimension as follows:

\[
p_k(i) = \begin{cases} 
sin \left( \frac{TPos(v_k)}{10000 \frac{\pi}{2}} \right), & \text{if } i \text{ is even} \\
\cos \left( \frac{TPos(v_k)}{10000 \frac{\pi}{2}} \right), & \text{if } i \text{ is odd}
\end{cases}
\]

(2)

For a given course \( v_k \), its input representation \( \mathbf{h}^0_k \) is constructed by summing the knowledge graph embedding \( \mathbf{c}_k \) and the time-aware positional embedding \( \mathbf{p}_k \):

\[
\mathbf{h}^0_k = \mathbf{c}_k + \mathbf{p}_k
\]

(3)
Given the embedding matrices of all courses $\mathbf{H} = [\mathbf{h}_1^0, \mathbf{h}_2^0, \ldots, \mathbf{h}_j^0]$, we introduce the stacked Transformer layers to capture the dependency among courses within a sequence. Each Transformer layer contains two sub-layers, a Multi-Head Self-Attention Layer and a Position-wise Feed-Forward Layer. The multi-head self-attention layer allows the Transformer to jointly attend to information from different representation subspaces at different positions. The position-wise feed-forward layer endows the Transformer with nonlinearity and interactions between different dimensions. The multi-head attention is computed as

$$\text{MultiHead}(\mathbf{H}) = \text{Concat}(\text{head}_1; \text{head}_2; \ldots; \text{head}_h) \mathbf{W}^O$$  \hspace{1cm} (4)

where $h$ is the number of heads, and $\mathbf{W}^Q$, $\mathbf{W}^K$, and $\mathbf{W}^V$ are the projection matrices for each head. The Attention function is scaled dot-product attention:

$$\text{Attention}(\mathbf{Q}, \mathbf{K}, \mathbf{V}) = \text{softmax}\left(\frac{\mathbf{Q}\mathbf{K}^T}{\sqrt{d}}\right)\mathbf{V}$$  \hspace{1cm} (6)

where $\mathbf{Q}$ represents the queries, $\mathbf{K}$ the keys and $\mathbf{V}$ the values. The $\sqrt{d}$ is introduced to produce a softer attention distribution for avoiding extremely small gradients.

Then, we apply a position-wise feed-forward layer to the outputs of the multi-head self-attention layer, separately and identically at each position. It consists of two linear transformations with a ReLU activation in between:

$$\text{FFN}(x) = \max(0, (xW_1 + b_1)W_2 + b_2)$$  \hspace{1cm} (7)

where $W_1$, $W_2$, $b_1$, and $b_2$ are learnable parameters and shared across all positions.

After $L$ layers, we get the final output $\mathbf{H}^L = [\mathbf{h}_1^L, \mathbf{h}_2^L, \ldots, \mathbf{h}_j^L]$ for all courses in the input sequence.

### 3.3 Recommend probability calculation

Given the outputs of the time-aware Transformers $\mathbf{H}^L = [\mathbf{h}_1^L, \mathbf{h}_2^L, \ldots, \mathbf{h}_j^L]$ and the knowledge graph embedding of the candidate course $\mathbf{c}$, we first concatenate the two embeddings as the input, then the probability of the user enrolling in the candidate course $v$ is predicted by a DNN.

DNN is a neural network that has an input layer, an output layer and at least one hidden layer in between. In our study, the input layer of DNN is the concatenation of vector representations of the user and a candidate course. Then, the DNN adds several hidden layers to capture more complex relationships from input information. The non-linear activation function between the input layer and the hidden layer is $\psi(\mathbf{c}) = \text{ReLU}(\sum w_ix_i + b)$, where $w_i$ is the coefficient of linear relation, and $b$ is the bias. Finally, DNN maps the output of the hidden layer $\psi(\mathbf{c})$ through a softmax layer to a probability distribution. The probability of a candidate course $v$ is given by
where $V^T$ is the matrix of weights of the softmax layer. $h(\cdot)$ is the softmax function given by $h(v) = \frac{e^v}{\sum_p e^p}$ where $p$ is the total number of candidate courses.

### 4 Experimental design

#### 4.1 Datasets

We collected real-world data from XuetangX,\(^1\) one of the largest online learning platforms in China. The dataset includes enrollment records of 199,199 users and 706 courses from June 23th, 2015 to November 13th, 2019. Most users enrolled in very few courses, e.g., 75% of users enrolled in less than five courses. Therefore, we extracted 937 active users with more than 20 enrollment records in the dataset to evaluate our model. A course knowledge graph was constructed for the 706 courses, and the statistics are listed in Table 1. The course knowledge graph consists of 706 courses, 1737 teachers, 112,844 knowledge concepts, and multiple corresponding types of relationships.

#### 4.2 Evaluation metrics

To evaluate the performance of the proposed model, we employed a variety of evaluation metrics, including recall and normalized discounted cumulated grain (nDCG). Recall@\(k\) measures the percentage of the correctly predicted items set $R$ in the ground truth set $S$ in the top-$k$ recommendation list:

$$Recall@k = \frac{1}{|u|} \sum_{u \in USER} \frac{|R \cap S|}{S}$$  \hspace{1cm} (9)

### Table 1  Statistics of the course knowledge graph

| Entities          | Relations                      |
|-------------------|--------------------------------|
| #Course: 706      | #Prerequisite Course: 1027     |
| #Teacher: 1737    | #Teach: 2349                   |
| #School: 208      | #List: 705                     |
| #Concept: 112,844 | #Has Concept: 167,751          |
| #Field: 1719      | #Hyponym Of: 114.563           |

\(^1\) http://www.xuetangx.com

\[RecProb(c, v) = h(\psi(c)V^T)\]  \hspace{1cm} (8)
nDCG@k is a metric that further considers the position of recommended items in the top-k recommendation list, and is widely used to measure ranking quality. nDCG@k is calculated using the following formula:

\[
nDCG@k = \frac{DCG@k}{IDCG@k}
\]

(10)

where DCG@k is calculated as follows:

\[
DCG@k = \sum_{i=1}^{\lfloor REL \rfloor} \frac{rel_i}{log_2(i + 1)},
\]

(11)

and IDCG@k is the maximum DCG@k value under ideal conditions:

\[
IDCG@k = \sum_{i=1}^{\lfloor REL \rfloor} \frac{2^{rel_i} - 1}{log_2(i + 1)},
\]

(12)

where \(\lfloor REL \rfloor\) represents the best ranking list where the items with true label of 1 are recommended ahead. Higher nDCG@k values indicate that more correctly recommended items are ranked on top.

### 4.3 Baseline methods

We evaluated our model, abbreviated as KT_Transformers, by comparing it with several baseline models. Conventional recommendation models that do not consider entity embeddings learned from knowledge graph, i.e., POP, ItemCF, UserCF, BPR, and FPMC, are selected as baselines. Further, recommendation models that consider knowledge graph but neglect sequence features, i.e., DNN, ATT4REC, and DKN, are also compared. Last, recommendation models that incorporate both knowledge graph and sequence information, i.e., LSTM4REC and GRU4REC, are included as baselines.

**POP** POP calculates the popularity of items based on the user-item interactions and recommends the top popular items.

**ItemCF** In the ItemCF method, item similarities are calculated by using a user-item matrix which are used to predict ratings for user-item pairs.

**UserCF** Unlike the ItemCF method, UserCF uses user similarities calculated by the user-item matrix to identify the nearest neighbors. A user’s ratings on corresponding items are calculated by the nearest neighbors’ rating on items.

**BPR** [47] Bayesian personalized ranking (BPR) uses matrix factorization for the non-sequential recommendation.

**FPMC** [32] This model combines matrix factorization machine and MCs for next item recommendations by capturing time information and long-term user preferences.

**DNN** Deep Neural Networks (DNN) use a feed-forward neural network to learn high-order features from entity embeddings extracted from knowledge graph.
ATT4REC [48] This model incorporates knowledge graph embeddings and uses the self-attention mechanism to infer the relationships between items from the user’s historical interactions, and considers both short-term and long-term preferences.

DKN [49] Deep knowledge-aware network (DKN) is a classic knowledge-aware recommendation framework. It adopts a multi-channel and word–entity-aligned knowledge-aware CNN and introduces an attention module to dynamically aggregate a user’s history.

LSTM4REC LSTM4REC includes knowledge graph embedding and uses LSTM to model sequential data, which solves the long-term dependency problem through the forgetting gate.

GRU4REC [15] It adopts entity embeddings learned from knowledge graph as the input and uses the gated recurrent unit (GRU) to learn the historical session records of the target user.

4.4 Model selection and parameter setting

To learn the knowledge graph embedding, we adopted TransD as a knowledge graph embedding technique. TransD considers the diversity of both entities and relations in the knowledge graph and achieves superior performance compared with other translation-based models. Moreover, TransD has better efficiency on large-scale graphs because it has fewer parameters and no matrix–vector multiplication operations. To train the proposed model, we randomly selected 70% of users as the training set and 30% of users as the test set. As mentioned before, we proposed a deep network by stacking Transformer layers to learn more complex item transition patterns. However, the network becomes more difficult to train as it goes deeper. To enable deep training and avoid overfitting, we set the number of Transformer layers as two. Following the negative sampling strategy used in Wang et al. [18], for each positive sample, we randomly chose three or four negative samples to enlarge the dataset. The embedding size was set as 16, 32, 64, 128, and 256. The dimension of 64 achieved the best performance. After comparing Adam and SGD, we chose SGD as the optimizer because the optimization effect of SGD was more stable. To balance the learning speed and effect, the learning rate was set as 0.00001 for all models by comparing the performance of different values in {0.0001, 0.00001, 0.000001}. We set the dropout rate as 0.5 for all models. The weight coefficients and other parameters were adjusted automatically in the process of model optimization.

5 Results and discussion

5.1 Recommendation performance evaluation and comparison with baselines

Table 2 shows the recommendation performance of the proposed model (i.e., KT_Transformers) and baseline methods in terms of nDCG@k and Recall@k. The
Overall, KT_Transformers outperforms baseline methods significantly, which demonstrates the capability of KT_Transformers in generating precise recommendations.

Sequential recommendation helps improve recommendation effectiveness. In general, sequential recommendations, including FPMC, GRU4Rec, LSTM4Rec, ATT4Rec, and KT_Transformers, perform better than conventional recommenders such as POP, BPR, and ItemCF. However, the UserCF outperforms FPMC by 20.4% on NDCG@10 and 20.0% on Recall@10. The results indicate that profiling users’ temporal learning interests underlying users’ behavior sequences enhances online course recommendations.

Deep learning models have superiority in modeling users’ behavior sequences compared with MCs and therefore improve recommendation effectiveness. DNN outperforms FPMC by 23.9% on nDCG@10 and 42.9% on Recall@10. GRU4Rec outperforms FPMC by 45.9% on nDCG@10 and 41.7% on Recall@10. LSTM4Rec outperforms FPMC by 48.8% on nDCG@10 and 41.7% on Recall@10. ATT4Rec outperforms FPMC by 157.6% on nDCG@10 and 57.4% on Recall@10. KT_Transformers outperforms FPMC by 64.8% on nDCG@10 and 61.6% on Recall@10.

The design of the attention mechanism was also validated. ATT4Rec with an attention mechanism performs best among all baselines. KT_Transformers with advanced multi-head attention mechanisms outperforms ATT4Rec by 16.8% on nDCG@10 and 16.4% on Recall@10. That means attention mechanisms can help to learn the dependency among items in users’ behavior sequences.

Overall, the experimental results demonstrate the efficacy of the design of our method, i.e., sequential recommendation, the use of deep learning, and the attention mechanism.

### Table 2 Performance comparison of baselines

| Models       | nDCG@10  | Recall@10 | nDCG@20  | Recall@20 |
|--------------|----------|-----------|----------|-----------|
| KT_Transformers | 0.244    | 0.073     | 0.277    | 0.128     |
| POP          | 0.009 (−96.3%) | 0.006 (−91.8%) | 0.024 (−91.3%) | 0.014 (−89.1%) |
| BPR          | 0.042 (−82.8%) | 0.014 (−80.8%) | 0.062 (−77.6%) | 0.029 (−77.3%) |
| ItemCF       | 0.055 (−77.5%) | 0.019 (−74%) | 0.076 (−72.6%) | 0.032 (−75%) |
| UserCF       | 0.108 (−55.7%) | 0.035 (−52.1%) | 0.132 (−52.3%) | 0.057 (−55.5%) |
| FPMC         | 0.086 (−64.8%) | 0.028 (−61.6%) | 0.093 (−66.4%) | 0.048 (−62.5%) |
| DNN          | 0.113 (−53.7%) | 0.049 (−32.9%) | 0.145 (−47.7%) | 0.087 (−32%) |
| ATT4Rec      | 0.203 (−16.8%) | 0.061 (−16.4%) | 0.228 (−17.7%) | 0.103 (−19.5%) |
| DKN          | 0.045 (−81.6%) | 0.018 (−75.3%) | 0.061 (−78%) | 0.033 (−74.2%) |
| GRU4Rec      | 0.159 (−34.8%) | 0.048 (−34.2%) | 0.179 (−35.4%) | 0.082 (−35.9%) |
| LSTM4Rec     | 0.168 (−31.1%) | 0.05 (−31.5%) | 0.197 (−28.9%) | 0.09 (−29.7%) |
5.2 The role of knowledge graph

One innovative design of our model is that we introduced knowledge graph embeddings into the sequential recommender to leverage the latent knowledge connections among courses. To evaluate the role of the knowledge graph, we compared KT_Transformers with T_Transformers where knowledge graph embeddings were replaced with randomly initialized embeddings. That is, KT_Transformers and T_Transformers share the same model structures but different values of knowledge graph embedding. Figure 4 shows that a knowledge graph helps improve recommendation effectiveness. With the course knowledge graph embeddings as input, nDCG@10 increases by 18% and nDCG@10 increases by 33%.

Given the importance of the course knowledge graph, we go further and investigate prescriptive insights extracted from diversification of domain knowledge. There is a wealthy of domain knowledge available on the online learning platforms that may be relevant to the learning resources (i.e., courses in our case), such as teachers, research institutions that list courses, course field, course concepts, and prerequisite learning recourses. However, it remains unclear how different types of domain knowledge drive user decisions on choosing...
learning resources. The results from the ablation experiments might provide several insights regarding this question. Specifically, we deleted one type of entity in the course knowledge in turn and updated the knowledge graph embeddings. Figure 5 shows that the model lacking the “field” entity performs worst and induces a 25% loss on NDCG@10 and 21% loss on recall@10 compared to the model with the intact knowledge graph. Compared to the “field” entity, models lacking other types of entities experience slight performance degradation, especially the “teacher” entity. That is, in the context of online learning, users’ preferences on specific fields matter more than their preferences on other types of domain knowledge. Moreover, users’ preferences on specific teachers are the least important factors in their choice decisions. In the context of offline learning, previous studies have highlighted the important roles of teacher characteristics on student outcomes [50, 51]. In view of this, our findings illuminate topics for future theoretical online learning research, such as measuring the impacts of teacher characteristics on users’ online learning performances.

5.3 The role of time-aware positional encoding

Another innovative design of our model is designing a time-aware positional encoding module to capture temporal interest patterns related to the orders and the enrollment time of courses in course learning sequences. To demonstrate the added value of considering temporal patterns of user activity when recommending courses, we compared performances of three models: NoPOS, POS, and Time + POS. For courses in a course enrollment sequence, NoPOS did not consider any position information; POS only considered the order information; and Time + POS considered both the order and the enrollment time.

The comparison in Fig. 6 shows that the Time + POS performs best among all three models. The result indicates that temporal patterns including the order and the timing of user enrollment behaviors help to course recommendation. A possible explanation is that the order and the timing of user enrollment behaviors capture two important kinds of learning interests: interest drift and interest evolution [12–14]. On the one hand, users often enroll in many courses in a short period of time, which
usually implies users’ interest drift. The time interval between the enrollment time of the first course and the enrollment time of each course in the course learning sequence helps to capture the pattern. On the other hand, users will enroll in the advanced courses after finishing the basic courses, which usually reflects users’ interest evolution as they gain knowledge. It can be captured by the order of the enrollment behaviors. Furthermore, as we mentioned before, previous studies in other fields has demonstrated the effectiveness of considering the order of user activities [15, 16]. However, it seems to be not sufficient in the context of online learning. As we can see, the \textit{POS} yields worse performance than the \textit{Time + POS}. This implies the importance of considering both the sequence and the timing of learning activities when understanding users’ temporal learning interests in future research.

5.4 A summary of experimental results

Based on real-world data collected from one online learning platform in China, our experimental results show that the proposed framework can improve the effectiveness of course recommendation. When $k$ varies from 10 to 20, the values of nDCG@$k$ are 25.5% and 27.7%, and the values of Recall@$k$ are 7.3% and 12.8%. In this regard, users’ temporal learning interests underlying the order, the timing, and the semantics of sequential enrollment behaviors are three critical determinants of accurate course recommendation. Profiling temporal learning interests with time-aware stacked Transformers and knowledge graph can not only improve the course recommendation but also explore what factors affect learners’ choices on online learning platforms. Specifically, our experiments compare prediction performance of various designs respectively. The results indicate that different types of domain knowledge have different effects on users’ enrollment decision. Besides, we demonstrate the added value of considering the order and the timing information respectively when recommending courses.

6 Conclusion and discussion

This study focuses on the course recommendation problem in booming online learning platforms. We propose a deep learning recommender that incorporates time-aware Transformers and a knowledge graph to profile users’ temporal learning interests in users’ course enrollment sequences. First, we design stacked Transformers to extract users’ temporal learning interests underlying their sequential learning behaviors. Second, we develop a time-aware positional encoding module which extracts users’ temporal learning interests from the enrollment time of courses. Third, we incorporate a knowledge graph to capture users’ temporal learning interests behind the latent knowledge connections among courses. The experimental results on a real dataset show the outperformance of our model and yield several interesting findings. First, the course knowledge graph that integrates rich course information helps improve recommendation effectiveness. Second, the roles of different types of knowledge in the course knowledge graph in improving recommendation
performance vary. Third, encoding the time information of each course in the course learning sequence helps capture time-aware interest patterns. These finding illuminate topics for future theoretical online learning research.

The theoretical implications are listed as follows. On the one hand, it contributes to the stream of literature that specifically seeks to profile users’ temporal learning interests for online course recommendation. Whereas studies in this vein have taken simple fusing strategy (i.e., CB and CF approaches) to average users’ historical behaviors, our work precisely captures temporal learning interests underlying the order, the timing, and the semantics of sequential enrollment behaviors. To the best of our knowledge, this work is among the first to model interest drift and interest evolution underlying learner’ sequential enrollment behaviors by using time-aware stacked Transformers. On the other hand, it links the growing literature on knowledge graph with course recommendation, thereby advancing our understanding of the latent knowledge connections between courses and the effect of different domain knowledge on users’ enrollment behaviors.

This study also offers valuable managerial implications for online learning platforms in course recommendations. With the increase of courses on online learning platforms, it is more difficult for users to choose a proper one, which hampers both user retention rate and course completion rate. The proposed model can be implemented on online learning platforms, such as Coursera.org and edX.org, and the design can help alleviate users’ search costs from large course databases and facilitate the matching between users and courses. Besides, our study compares the performance of various designs respectively; an understanding of such results is a prerequisite for answering how to propose a course recommendation for students. We find, for example, course fields matter more than teachers to profile users’ learning preferences. This finding can inform that features related to course field may need more attention than features related to teacher when designing course recommendation in the context of online learning. We also find that both the order and the timing of user enrollment behaviors help enhance course recommendation, meaning that the order and the timing are two important determinants of accurate course recommendation. Furthermore, the design of the course knowledge graph can also be leveraged for other course analyses, such as learning performance prediction, course concept extraction, learning path analysis, etc.

This research has a number of limitations that can lead to future research. First, our study is based on a public data from one online learning platform. It will be useful to generalize our study to other types of online learning platforms, as well as to general learning scenarios. Second, our data includes only active users with more than 20 enrollment records. Since inactive users’ action sequences are usually sparse, the effectiveness of the proposed recommender may be unclear for inactive users. Based on Lu et al.’s study [52], one of the potential solutions is augmenting the sequential recommendation by retrieving users with similar preferences to enhance collaborative learning across users and thus conquering sparsity.

Our work also merits future research in the following aspects. First, in addition to enrollment behaviors, future studies could boost recommendation performance by considering other user behaviors, such as video watching behaviors and questioning behaviors. Second, the value of knowledge graph could be further explored.
For example, future research could extend the knowledge graph embedding used in this paper to learn richer content information. Third, recommendation explainability could be further explored by considering the explicit path information in the course knowledge graph.
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