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Abstract
Keyword spotting is the task of detecting a keyword in streaming audio. Conventional keyword spotting targets predefined keywords classification, but there is growing attention in few-shot (query-by-example) keyword spotting, e.g., $N$-way classification given $M$-shot support samples. Moreover, in real-world scenarios, there can be utterances from unexpected categories (open-set) which need to be rejected rather than classified as one of the $N$ classes. Combining the two needs, we tackle few-shot open-set keyword spotting with a new benchmark setting, named $split$GSC. We propose episode-known dummy prototypes based on metric learning to detect an open-set and introduce a simple and powerful approach, Dummy Prototypical Networks (D-ProtoNets). Our D-ProtoNets shows clear margins compared to recent few-shot open-set recognition (FSOSR) approaches in the suggested $split$GSC. We also verify our method on a standard benchmark, miniImageNet, and D-ProtoNets shows the state-of-the-art open-set detection rate in FSOSR.

Index Terms: Few-shot learning, Open-set Recognition, Keyword Spotting, Dummy Prototype, Prototypical Networks

1. Introduction
Keyword spotting (KWS) detects keywords like “Hey, Google” and “Hey, Siri” in streaming audio. KWS systems usually target edge devices such as mobile phones and smart speakers, and previous studies have concentrated on better network designs in terms of detection rate [1, 2] and computational cost [3, 4] while targeting multi-keyword classifications with Google speech commands dataset (GSC) version 1 and 2 [5].

Recently, there has been growing attention in query-by-example (few-shot) keyword spotting systems [6, 7, 8, 9]. Few-shot learning (FSL) absorbs knowledge from a training dataset and leverages the knowledge to adapt to evaluation tasks of unseen categories using only a few labeled (support) samples. However, on top of FSL, real-world scenarios naturally meet utterances of unexpected categories without support examples, and neural networks tend to be over-confident [10] and can misjudge those unexpected samples by one of the FSL classes. Thus, there is a need to detect those unseen open-set classes (Open-Set Recognition (OSR) [11]). This work introduces OSR to few-shot keyword spotting that is a more challenging setting, few-shot open-set recognition (FSOSR) [12] for KWS.

Figure 1 shows example episodes of FSL and FSOSR while using an FSL method, Prototypical Networks (ProtoNets) [13]. In an $N$-way $M$-shot episode, the goal of FSL is correctly classifying $N$ classes that are unseen during training but known using $M$ support samples for each. FSL does not consider open-set classes out of the $N$ classes. On the other hand, FSOSR needs to distinguish an unknown open-set from the known classes while still performing FSL. FSOSR is more challenging than conventional OSR because an open-set changes over episodes based on the choice of $N$ classes (Figure 1 bottom). Thus, a desirable FSOSR method needs to adapt to the varying open-set. We predict episode-specific (episode-known) dummies based on support examples in each episode and classify an open-set as the dummies. Using the episode-known dummies, we propose Dummy Prototypical Networks (D-ProtoNets).

For few-shot open-set keyword spotting (FSOSR-KWS), we introduce a benchmark setting named $split$GSC, a subset of GSC ver2. Our D-ProtoNets achieves state-of-the-art (SOTA) performance in $split$GSC. We also verify D-ProtoNets on miniImageNet [14], a widely used FSL benchmark, and D-ProtoNets is better in detecting open-set than other baselines.

2. Related Works
The literature on few-shot learning and open-set recognition are vast, thus we focus on the most relevant works.

Few-Shot Learning. Few-shot learning has three popular branches, adaptation, hallucination, and metric learning methods. The adaptation methods [15] make a model easy to fine-tune in the low-shot regime, and the hallucination methods [16] augment training examples for data starved classes. Our approach aligns with the last one, metric-based learning [13, 14], which learns a metric space in which distance metrics can classify samples. Especially our method is designed on top of Prototypical Networks (ProtoNets) [13]. Recently, FEAT [17] shows that it is helpful to make support samples task-specific using a set-to-set function. Transformer [18], in FSL. Also, some approaches have addressed few-shot KWS [7, 8, 9], but to the best of our knowledge, this is the first work introducing few-shot
open-set keyword spotting (FSOS-KWS).

**Open-Set Recognition.** [11] introduced OSR to deep learning, and discriminative or generative approaches have been proposed by [19, 20, 21]. Recently, [22] suggests placeholders for both data and classifiers using manifold mixup [23] and learnable dummy classifiers, respectively. Their dummy classifiers are learnable, fixed, and thus suitable for OSR with fixed closed-set. On the other hand, our D-ProtoNets suggests episode-known, varying dummies for FSOSR.

**Few-shot open-set recognition.** There is growing attention to the FSOSR due to its importance, and the previous studies [12, 24] concentrate on better OSR while preserving FSL performance. PEELER [12] suggests entropy maximization loss for an open-set and Gaussian Embedding for flexible decision boundaries. Based on a set-to-set transformation method [17], [24] introduces SnUTCHer, the SOTA FSOSR approach that compares the distance between transformed and modified prototypes and detects open-set using transformation consistency. Those works try to detect abnormality of open-set while our method directly learns a dummy class to detect open-set.

### 3. Method

#### 3.1. Preliminaries

**Notations.** An FSOSR setting consists of seen training data \( D_{\text{train}} \) and unseen evaluation data \( D_{\text{eval}} \) that do not overlap classes. \( D_{\text{train}} \) is composed of labeled samples, \( \{(x_i, y_i)\}_{i=1}^{N_\text{train}} \), where \( x_i \) is an input feature, and \( y_i \) is its corresponding label. During training, a model learns from \( N \)-way \( M \)-shot pseudo-FSOSR episodes, each of which has \( N \) known classes offering \( M \) support examples for each class and \( N \)-unknown (pseudo-open-set) classes without any support examples. We denote a support set and a query set as \( S \) and \( Q \), respectively, in an episode. \( S \) contains samples from \( N \) classes, and \( Q \) contains queries from both \( N \) known and \( N_U \) unknown classes where \( |S| = N M, |Q| = (N + N_U) M_Q \) and \( M_Q \) is the number of queries for each class. At inference time, all classes of \( D_{\text{eval}} \) are unseen, and an episode consists of \( N \) known classes with support samples and \( N_U \) unknown open-set classes.

**Prototypical Networks.** Our work is in line with metric-learning-based approaches and is based on the representative work, Prototypical Networks (ProtoNets) [13]. In an \( N \)-way \( M \)-shot episode, ProtoNets gets \( N \) prototypes, \( \{c_n\}_{n=1}^{N} \), using the average of the support samples of each class, \( n \), where

\[
c_n = \frac{1}{M} \sum_{(x_i, y_i) \in S_n} f_\phi(x_i),
\]

\( S_n \) is a subset of \( S \) whose labels are \( n \), \( |S_n| = M \), and \( f_\phi \) is an encoder with \( \phi \) parameters. Based on the prototypes, ProtoNets gets distribution over \( N \) classes,

\[
p_\phi(y = n | x) = \frac{\exp(-d(f_\phi(x), c_n))}{\sum_{n'=1}^{N} \exp(-d(f_\phi(x), c_{n'}))},
\]

where \( d(\cdot) \) is a distance metric, e.g., Euclidean distance, \( d(\cdot, \cdot) = ||z - z'||^2 \). Using Eq. 2, ProtoNets minimizes negative log-probability,

\[-\log p_\phi(y = n | x) \text{ of the true class } n.\]

#### 3.2. Few-shot Open-set Keyword Spotting

Here, we introduce a benchmark-setting of FSOS-KWS using Google speech commands dataset (GSC) ver2 [5]. There are 35 keywords in total, and conventional KWS does 12 class classifications following the settings of [5]. The 12 classes consist of 10 keywords ("Yes," "No," "Up," "Down," "Left," "Right," "On," "Off," "Stop," and "go") and two additional classes "Unknown" words which refers to the remaining 25 keywords, and "Silence" (background noise only). We split the dataset by class label like miniImageNet [14]. Our split has 15, 10, and 10 keywords for train, validation, and test set, respectively, as follows:

- **Train keywords:** “Happy,” “House,” “Bird,” “Bed,” “Backward,” “Sheila,” “Marvin,” “Wow,” “Trec,” “Follow,” “Dog,” “Visual,” “Forward,” “Learn,” and “Cat”.
- **Validation keywords (numbers):** “Zero,” “One,” “Two,” “Three,” “Four,” “Five,” “Six,” “Seven,” “Eight,” and “Nine”.
- **Test keywords (10 keyword classes used in conventional 12 class KWS):** “Yes,” “No,” “Up,” “Down,” “Left,” “Right,” “On,” “Off,” “Stop,” and “go”.

These fixed keyword splits can prevent possible performance variance from split changes over trials. On top of the split, we add the particular class "Silence" which can only be included in an open-set as a background noise class. For example, in a 5-way 5-shot episode, we randomly choose five known classes without "Silence" and then choose the same number of open-set classes from the remaining classes, including "Silence". We name this specific setting as split Google speech commands dataset (splitGSC). More details are available in Section 4.1.

#### 3.3. Dummy Prototypical Network

We suggest episode-known dummy prototypes and introduce a simple but powerful system named Dummy Prototypical Networks (D-ProtoNets) to handle varying open-sets over episodes.

**Episode-known Dummy Prototype.** Let us consider \( N \) prototypes, \( \{c_n\}_{n=1}^{N} \), in an episode, where \( c \in R^{H \times D} \) with the output dimension of \( f_\phi \), \( D \). The prototypes are permutation invariant for each other for ProtoNets. Thus, we suggest a dummy generator, \( g_d \), with parameters \( \phi \) based on DeepSets [25], which is inherently permutation invariant. In detail, \( g_d \) generates a dummy prototype \( c_d \) using given \( N \) prototypes \( C = [c_1, c_2, \ldots, c_N] \in R^{N \times D} \) as an input, hence episode-known:

\[
c_d = g_d(C) = \text{Maxpool}(g_1(C))W_g,
\]

where \( g_1 \) consists of fully-connected (FC) layers with non-linearity, and \( g_1(C) \in R^{N \times H} \) with a hidden dimension \( H \). Maxpool operates over \( N \) and outputs a feature in \( R^{1 \times H} \). \( W_g \) is a learnable \( H \times D \) matrix, and \( c_d \in R^{1 \times D} \). Finally, we get...
an augmented prototype set \( \{ c_1, \ldots, c_N, c_d \} \). We set the labels of open-set queries to the \( N+1 \)-th label \( y_d \) which corresponds to the dummy, \( c_d \). Then, the Eq. 2 becomes

\[
p(y = n|x) = \frac{\exp(-d(f_\theta(x), c_n)/\tau_n)}{\sum_{n'=1}^{N+1} \exp(-d(f_\theta(x), c_{n'}/\tau_{n'})},
\]

where \( \theta \) consists of the encoder \( \phi \) and the dummy generator \( \varphi \), and \( \tau_n \) is a softmax temperature which is usually same over classes. Here we use a larger \( \tau_{N+1} \) compared to other \( \tau_{n< N+1} \) to let the dummy easily reduce its loss, i.e., \( \tau_{N+1} = \gamma \tau_{n\neq N+1} \), where \( \gamma > 1 \). The \( N+1 \)-th classification is learned by cross entropy loss as below:

\[
\begin{align*}
    L^C_E &= \sum_{(x, y) \in C} - \log p(y = y_i|x_i), \\
    L^U_E &= \sum_{(x, y) \in U} - \log p(y = y_d|x_i),
\end{align*}
\]

where \( Q_K \) and \( Q_U \) are known and unknown queries, respectively. We balance the two losses by \( \lambda \), and the total loss is \( L_E = L^C_E + \lambda L^U_E \).

During a test, we classify \( N \) known classes by \( y_i = \arg\max_{c_i \in \{1, \ldots, N\}} p(y = n|x)$, and we choose dummy \( c_d \) by changing \( W \) to \( \gamma \) value, and finally classify \( \tau \) as a temporal dummy label among \( \lambda \) dummies. During training, we classify \( N \) known classes by \( y_i = \arg\max_{c_i \in \{1, \ldots, N\}} p(y = n|x) \), then, the Eq. 2 becomes

\[
\sum_{i=1}^{L} \frac{\exp((-d(f_\theta(x), c_i) + \epsilon_i)/\tau)}{\sum_{j=1}^{L} \exp((-d(f_\theta(x), c_j) + \epsilon_j)/\tau)},
\]

where \( \epsilon_1, \ldots, \epsilon_L \) are i.i.d samples drawn from the standard Gumbel distribution of \( \mu = 0 \) and \( \beta = 1 \) following [26], and \( y^* \) is a temporal dummy label among \( L \) dummies. During training, we get \( \epsilon_d \) as \( \epsilon_d = \sum_{i} p(y^* = l|x) \cdot \epsilon_i \), and we choose \( y^* \) by arg max \( p(y^* = l|x) \) at inference time.

4. Experiments

4.1. Experimental Settings

**Dataset.** We use Google speech commands (GSC) dataset ver2 [5], containing 105,829 utterances from 2,618 speakers. The dataset is first split to train, validate, and test sets with 84,843, 9,981, and 11,005 utterances, respectively, using the official split (using a hash function on the name of each utterance file) [5]. Then, we chose the samples based on our splitGSC split and got 22,916, 3,643, and 4,074 samples for train, validation, and test, respectively. Then following the settings of [5], we add “Silence” samples to each split by the average number of utterances per class of each split, and finally, splitGSC has 24,444, 4,007, and 4,482 utterances for train, validation, and test, respectively. Especially, we use the official test set that [5] offers and apply our split to it. During the training, we use minimal data augmentation, commonly used in GSC tasks [1, 4, 5]: Adding official background noise offered by GSC with the probability of 0.8.

**Backbones.** We experiment with two widely used backbones in previous FSL benchmarks [13, 17], Conv4-64 [14] and ResNet-12 [27], and one backbone designed for KWS, BCResNet-8 [4]. Each corresponds to the encoder, \( f_\theta \), and their output dimensions are 768, 512, and 256 for Conv4-64, ResNet12, and

| Model | Backbone | Accuracy | AUROC | Accuracy | AUROC |
|-------|----------|----------|-------|----------|-------|
| Conv4-64 | 43.2 (0.7) | 55.3 (0.5) | 67.6 (1.0) | 63.1 (0.6) |
| FEAT | 46.9 (1.2) | 61.1 (0.3) | 65.6 (1.3) | 65.5 (0.7) |
| PEELER-F | 42.8 (1.5) | 57.5 (1.0) | 66.3 (1.8) | 66.7 (1.0) |
| SnaTCHer-F | 73.1 (1.2) | 51.1 (0.7) | 67.0 (1.6) | 53.1 (1.4) |
| D-ProtoNet, L=3 | 45.3 (0.9) | 65.9 (0.3) | 69.6 (0.8) | 73.9 (0.7) |
| ResNet-12 | 68.3 (1.0) | 60.7 (0.7) | 85.9 (0.7) | 68.4 (1.2) |
| FEAT | 68.8 (1.1) | 65.5 (0.7) | 84.9 (0.9) | 71.0 (0.7) |
| PEELER | 65.4 (1.5) | 66.2 (0.9) | 82.4 (1.1) | 72.1 (1.7) |
| SnaTCHer-F | 70.4 (1.0) | 73.2 (1.0) | 84.7 (0.6) | 83.3 (0.8) |
| D-ProtoNet, L=3 | 69.7 (1.0) | 74.3 (0.3) | 84.7 (0.3) | 86.7 (0.8) |

| Model | Backbone | 1-shot | 5-shot |
|-------|----------|--------|--------|
| ProtoNet | 66.7 (0.7) | 69.9 (0.7) | 83.1 (0.5) |
| D-ProtoNet, L=3 | 65.2 (1.4) | 75.7 (0.9) | 81.9 (1.1) |

BCResNet-8, respectively. Conv4-64 does not have global average pooling at the end, and thus we get 768 dimensions, larger than its number of channels, 64.

**Implementation Details.** Each utterance in GSC is 1 sec long, and the sampling rate is 16 kHz. We use input features of 40-dimensional log Mel-spectrograms with frameshift and window length of 10 and 30 ms, respectively, following [4]. We train a model for 100 epochs with Adam optimizer [28] of initial learning rate of 0.001. The learning rate is step decayed by multiplying 0.5 at every 20 epochs. Each epoch consists of 100 episodes, and an episode has 5 known (5-way) and 5 open-set classes. We use 5 support samples (5-shot), and all the classes have 5 and 15 queries for each during training and test, respectively. We use early-stop by few-shot validation accuracy and evaluate a trained model with 1,000 episodes.

We design the dummy generator, \( g \), as simple as possible. We use \( g \) of PC-ReLU-FC with hidden \( D = 32 \). We use Euclidean distance for \( d \) and set hyperparameter \( \lambda = 0.1 \) as a default setting. During training, the softmax temperatures \( \tau_{n< N+1} \) are fixed to 1, and \( \gamma = 3 \), i.e., \( \tau_{N+1} = 3 \), for \( L_E \). The \( \tau \) in Gumbel softmax is cosine annealed from 2 to 0.5 in Eq. 6 following [26]. We use \( L = 3 \) dummies as default.

**Baselines.** We compare our method to other notable approaches: ProtoNet [13], FEAT [17], PEELER [12], and SOTA FSOSR method, SnaTCHer-F [24] based on their available official implementations. There are the following changes to fit the baselines better to our splitGSC carefully. We set the hidden dimension of 16 for the Transformers in FEAT and SnaTCHer-F. Also, we set dropout rates in the Transformers of 0.5 and 0 for Conv4-64 and 0.6 and 0.1 for ResNet-12 experiments.

### 4.2. Results

Table 1 shows overall results in splitGSC. ‘Acc’ stands for FSL accuracy, and we use the threshold-free area under the receiver-operating characteristics (AUROC) as an OSR measure following previous FSOSR approaches [12, 24]. By introducing dummy prototype and additional losses to various backbones, our D-ProtoNet significantly improves vanilla ProtoNet in AUROC and shows better FSL accuracies. Other baselines also improve vanilla ProtoNet, but D-ProtoNets shows clear margins. SnaTCHer is the baseline, and they suggest directly using distance metric instead of softmax output to detect open-set, i.e., \( x_i \) is an open-set sample if \( \max_{n=1, \ldots, N} d(f_\theta(x_i), c_n) < \delta \) while other approaches [12, 29, 30] usually use \( \max_{n=1, \ldots, N} p(y = n|x) \). However, we observed that the unnormalized distance metric does not always hold for detecting open-set and shows poor AUROC with Conv4-64 in splitGSC and our training details.
4.3. miniImageNet

We further verify D-ProtoNets on widely used miniImageNet [14]. The dataset is the subset of ImageNet [31] and contains 100 classes with 600 $84 \times 84$ images for each. Following [32], we split the data into train, validation, and test sets with 64, 16, and 20 classes, respectively. We follow the implementations and training details of FEAT and SnaTCHer’s official implementations for miniImageNet. The backbone is the ResNet-12 introduced by [33], whose output dimension is 640. Backbones are pretrained by adding a softmax layer to classify all 64 seen classes [17, 24]. Then, the model is trained for 200 epochs with 100 episodes for each. In each 5-way episode, we randomly choose 5 open-shot classes, and 15 queries for all classes. We use softmax temperature $\tau = 64$ for FEAT and SnaTCHer, following their best settings. We optimized $\tau$ of vanilla ProtoNet in $\{0.1, 1, 16, 32, 64, 128\}$ following [17] and found that $\tau = 16$ works best. D-ProtoNets use $\tau_{N \neq N+1} = 16$ and $\gamma = 3$.

Table 2 shows the comparison between D-ProtoNets and various baselines. Our dummy prototypes improve vanilla ProtoNets in detecting open-set samples while preserving FSL accuracies, and achieve SOTA level open-set detection. FEAT and SnaTCHer show better FSL accuracies than ours, especially for 1-shot settings. We interpret that their additional set-to-set transformation for support examples makes the extreme low shot regime more robust by using the relation between a few support examples. However, both methods do additional transformations, and SnaTCHer requires heavy computations for all the transformations for the query.

We also tried the transformation method FEAT to our D-ProtoNets to improve further. At inference time, we observed that using an unnormalized distance metric, $-d(f_o(x), c_{N+1})$, instead of softmax output [24] increases the 1-shot and 5-shot AUROC from 68.5 to 70.6 and from 78.2 to 78.5, respectively, while using the D-ProtoNets+FEAT. The result implies that D-ProtoNets can be used with a complementary concept like FEAT.

4.4. Ablation Study

Ablations. We do some ablation studies for D-ProtoNets, and Table 3 shows the effect of our loss terms, number of dummies, $\tau_{N+1}$, and Gumbel softmax. The top row implies the baseline, ProtoNet. By adding dummies, there are considerable improvements of more than 10% in AUROC. We could get further improvements through introducing Gumbel softmax and the $\tau_{N+1} = 3$ while $\tau_{N \neq N+1}$ are fixed to 1. We also experiment with how the number of dummies, $L$, affects D-ProtoNets. D-ProtoNets shows better results as $L$ increases from 1 to 3 and does not show further improvements with $L = 4$ and 5 (seem converged at $L = 3$). We further experiment the effect of various $\gamma \in \{1, 2, 3, 5, 10\}$ for $\tau_{N+1}$. The AUROC increases as $\gamma$ increases from 1 to 3 and seems to converge near $\gamma = 3$.

Erase undesirable instance discrepancy. Recently, [34] shows the importance of making few-shot models concentrate on foreground objects rather than backgrounds in images. Motivated by [34], we use an explicit normalization along the frequency-axis, named Related instance Frequency-wise Normalization (RFN) [35, 36], to reduce undesirable instance discrepancy in audio features. The RFN module operates its input $x$ and outputs $\lambda \cdot \text{LN}(x) + (1 - \lambda) \cdot \text{IFN}(x)$, where IFN is instance normalization [37] along frequency-axis, and LN is layer normalization [38] for relaxing the effect of IFN. Here we use the relaxation $\lambda = 0.5$ and apply RFN at the input of the encoder $f_o$. We expect RFN to make the model concentrate on keywords more than other discrepancies, e.g., speaker ID. Table 4 shows that RFN consistently improves ProtoNet and D-ProtoNet with various backbones. The results indicate that erasing undesirable instance discrepancy is highly important in FSOS-KWS.

5. Conclusion

This work tackles few-shot open-set recognition in keyword spotting (FSOS-KWS) and suggests a new benchmark, splitGSC. To adapt to the varying open-set, we introduce episode-known dummies to Prototypical Networks (ProtoNets), named Dummy Prototypical Networks (D-ProtoNets). D-ProtoNets shows clear margins compared to recent baselines in splitGSC and achieves SOTA open-set detection in miniImageNet. We also suggest future research, erasing undesirable instance discrepancy, for FSOS-KWS.
6. References

[1] R. Tang and J. Lin, “Deep residual learning for small-footprint keyword spotting,” in ICASSP. IEEE, 2018, pp. 5484–5488.
[2] M. Lee, J. Lee, H. J. Jang, B. Kim, W. Chang, and K. Hwang, “Orthogonality constrained multi-head attention for keyword spotting,” in ASRU. IEEE, 2019, pp. 86–92.
[3] M. Xu and X. Zhang, “Depthwise separable convolutional resnet with squeeze-and-excitation blocks for small-footprint keyword spotting,” in INTERSPEECH. ISCA, 2020, pp. 2547–2551.
[4] B. Kim, S. Chang, J. Lee, and D. Sung, “Broadcasted Residual Learning for Efficient Keyword Spotting,” in Proc. Interspeech 2021, 2021, pp. 4538–4542.
[5] P. Warden, “Speech commands: A dataset for limited-vocabulary speech recognition,” arXiv preprint arXiv:1804.03209, 2018.
[6] B. Kim, M. Lee, J. Lee, Y. Kim, and K. Hwang, “Query-by-example on-device keyword spotting,” in ASRU. IEEE, 2019, pp. 532–538.
[7] Y. Chen, T. Ko, L. Shang, X. Chen, X. Jiang, and Q. Li, “An investigation of few-shot learning in spoken term classification,” in INTERSPEECH. ISCA, 2020, pp. 2582–2586.
[8] A. Parnami and M. Lee, “Few-shot keyword spotting with prototypical networks,” CoRR, vol. abs/2007.14463, 2020.
[9] J. Huang, W. Gharbieh, H. S. Shim, and E. Kim, “Query-by-example keyword spotting system using multi-head attention and soft-triple loss,” in ICASSP. IEEE, 2021, pp. 6658–6662.
[10] A. M. Nguyen, J. Yosinski, and J. Clune, “Deep neural networks are easily fooled: High confidence predictions for unrecognizable images,” in CVPR. IEEE Computer Society, 2015, pp. 427–436.
[11] W. J. Scheirer, A. de Rezende Rocha, A. Sapkota, and T. E. Boult, “Toward open set recognition,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 35, no. 7, pp. 1757–1772, 2013.
[12] B. Liu, H. Kang, H. Li, G. Hua, and N. Vasconcelos, “Few-shot open-set recognition using meta-learning,” in CVPR. Computer Vision Foundation / IEEE, 2020, pp. 8795–8804.
[13] J. Snell, K. Swersky, and R. S. Zemel, “Prototypical networks for few-shot learning,” in NIPS, 2017, pp. 4077–4087.
[14] O. Vinyals, C. Blundell, T. Lillicrap, K. Kavukcuoglu, and D. Wierstra, “Matching networks for one shot learning,” in NIPS, 2016, pp. 3630–3638.
[15] C. Finn, P. Abbeel, and S. Levine, “Model-agnostic meta-learning for fast adaptation of deep networks,” in ICML. ser. Proceedings of Machine Learning Research, vol. 70. PMLR, 2017, pp. 1126–1135.
[16] B. Hariharan and R. B. Girshick, “Low-shot visual recognition by shrinking and hallucinating features,” in ICCV. IEEE Computer Society, 2017, pp. 3037–3046.
[17] H. Ye, H. Hu, D. Zhan, and F. Sha, “Few-shot learning via embedding adaptation with set-to-set functions,” in CVPR. Computer Vision Foundation / IEEE, 2020, pp. 8805–8814.
[18] A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A. N. Gomez, L. Kaiser, and I. Polosukhin, “Attention is all you need,” in NIPS, 2017, pp. 5998–6008.
[19] R. Yoshihashi, W. Shao, R. Kawakami, S. You, M. Iida, and T. Naemura, “Classification-reconstruction learning for open-set recognition,” in CVPR. Computer Vision Foundation / IEEE, 2019, pp. 4016–4025.
[20] Z. Ge, S. Deyanov, and R. Garnavi, “Generative openmax for multi-class open set classification,” in BMVC. BMVA Press, 2017.
[21] P. Perera, V. I. Morariu, R. Jain, V. Manjunatha, C. Wiginton, V. Ordonez, and V. M. Patel, “Generative-discriminative feature representations for open-set recognition,” in CVPR. Computer Vision Foundation / IEEE, 2020, pp. 11 811–11 820.
[22] D. Zhou, H. Ye, and D. Zhan, “Learning placeholders for open-set recognition,” in CVPR. Computer Vision Foundation / IEEE, 2021, pp. 4401–4410.
[23] V. Verma, A. Lamb, C. Beckham, A. Najafi, I. Mitliagkas, D. Lopez-Paz, and Y. Bengio, “Manifold mixup: Better representations by interpolating hidden states,” in ICML. ser. Proceedings of Machine Learning Research, vol. 97. PMLR, 2019, pp. 6438–6447.
[24] M. Jeong, S. Choi, and C. Kim, “Few-shot open-set recognition by transformation consistency,” in CVPR. Computer Vision Foundation / IEEE, 2021, pp. 12 566–12 575.
[25] M. Zaheer, S. Kottur, S. Ravanbakhsh, B. P´oczos, R. Salakhutdinov, and A. J. Smola, “Deep sets,” in NIPS, 2017, pp. 3391–3401.
[26] E. Jang, S. Gu, and B. Poole, “Categorical reparameterization with gumbel-softmax,” in ICLR (Poster). OpenReview.net, 2017.
[27] B. N. Oreshkin, P. R. L´opez, and A. Lacoste, “TADAM: task dependent adaptive metric for improved few-shot learning,” in NeurIPS, 2018, pp. 719–729.
[28] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,” in ICLR (Poster), 2015.
[29] A. Bendale and T. E. Boult, “Towards open set deep networks,” in CVPR. IEEE Computer Society, 2016, pp. 1563–1572.
[30] L. Neal, M. L. Olson, X. Z. Fern, W. Wong, and F. Li, “Open set learning with counterfactual images,” in ECCV (6). ser. Lecture Notes in Computer Science, vol. 11210. Springer, 2018, pp. 620–635.
[31] O. Russakovsky, J. Deng, H. Su, J. Krause, S. Satheesh, S. Ma, Z. Huang, A. Karpathy, A. Khosla, M. Bernstein, A. C. Berg, and L. Fei-Fei, “ImageNet Large Scale Visual Recognition Challenge,” International Journal of Computer Vision (IJCV), vol. 115, no. 3, pp. 211–252, 2015.
[32] S. Ravi and H. Larochelle, “Optimization as a model for few-shot learning,” in ICLR. OpenReview.net, 2017.
[33] K. Lee, S. Maji, A. Ravichandran, and S. Soatto, “Meta-learning with differentiable convex optimization,” in CVPR. Computer Vision Foundation / IEEE, 2019, pp. 10 657–10 665.
[34] X. Luo, L. Wei, L. Wen, J. Yang, L. Xie, Z. Xu, and Q. Tian, “Rectifying the shortcut learning of background: Shared object concentration for few-shot image recognition,” CoRR, vol. abs/2107.07746, 2021.
[35] B. Kim, S. Yang, J. Kim, and S. Chang, “Domain generalization on efficient acoustic scene classification using residual normalization,” in Proceeedings of the 6th Detection and Classification of Acoustic Scenes and Events 2021 Workshop (DCASE2021), Barcelona, Spain, November 2021, pp. 21–25.
[36] B. Kim, S. Yang, J. Kim, H. Park, J.-T. Lee, and S. Chang, “Towards robust domain generalization in 2d neural audio processing,” 2021.
[37] D. Ulyanov, A. Vedaldi, and V. S. Lempitsky, “Instance normalization: The missing ingredient for fast stylization,” CoRR, vol. abs/1607.08022, 2016.
[38] L. J. Ba, J. R. Kiros, and G. E. Hinton, “Layer normalization,” CoRR, vol. abs/1607.06665, 2016.
[39] B. Kim, S. Yang, J. Kim, and S. Chang, “QTI submission to DCASE 2021: Residual normalization for device-imbalanced acoustic scene classification with efficient design,” DCASE2021 Challenge, Tech. Rep., June 2021.