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Abstract

We construct Markov processes for modeling the rupture of edges in a two-dimensional foam. We first describe a network model for tracking topological information of foam networks with a state space of combinatorial embeddings. Through a mean-field rule for randomly selecting neighboring cells of a rupturing edge, we consider a simplified version of the network model in the sequence space $\ell_1(N)$ which counts total numbers of cells with $n \geq 3$ sides ($n$-gons). Under a large cell limit, we show that number densities of $n$-gons in the mean field model are solutions of an infinite system of nonlinear kinetic equations. This system is comparable to the Smoluchowski coagulation equation for coalescing particles under a multiplicative collision kernel, suggesting gelation behavior. Numerical simulations reveal gelation in the mean-field model, and also comparable statistical behavior between the network and mean-field models.
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1 Introduction

Foams are a common instance of macroscopic material structure encountered in manufacturing. Some foams are desirable, such as those found in mousses, breads, detergents, and cosmetics, while others are unwanted byproducts in the production of steel, glass, and pulp \[23, 4\]. To better understand the complex geometric and topological structure of three-dimensional foams, scientists have designed simplified experiments to create two-dimensional foams,
Figure 1: 

An edge in a two-dimensional soap foam immediately before (left) and after (right) its rupture. The length of the edge before rupture is approximately 1 cm.

often through trapping a soap foam in a region between two transparent plates thin enough for only a single layer of cells to form [3, 11, 7, 21].

To replicate the topological transition that we find in an edge rupture, the author has conducted a simple experiment with a soap foam consisting of a mixture of liquid dish soap and water. The mixture is vigorously stirred to produce a foam and then spooned onto a 28 × 36 × .3 cm transparent acrylic plate. Another plate is placed on top of the foam and then compressed to produce a two-d structure. The plates are tilted vertically to drain liquid, and after several minutes the foam sufficiently dries to produce a structure approximating a planar network. To produce the transition seen in Fig. 1 a small local force is applied to the outside of a plate at the center of an edge, causing it to rupture, immediately followed by each of the two neighboring edges at the rupturing edge’s endpoints merging into a single edge. While the experiment just described selects a single edge for rupture, multiple ruptures can occur naturally without applying external forces, with a typical time scale for the coarsening of the foam on the order of tens of minutes [5]. The rupture rate can be increased through using a weaker surfactant or applying heat. Typically, periods between ruptures are nonuniform, with infrequent ruptures eventually turning into a cascading regime during which the majority of ruptures occur [21].

The focus for this work is to construct minimal Markovian models for studying the statistical behavior of two-dimensional foams which coarsen through multiple ruptures of the type seen in Fig. 1. As a basis for comparison, let us briefly overview the more well-studied coarsening process of gas diffusion across cell boundaries. For a foam with isotropic surface tension on its boundary, gas diffusion induces network edges to evolve with respect
to mean curvature flow. In two dimensions, the $n - 6$ rule of von Neumann and Mullins [22, 18] gives a particularly elegant result that area growth of single cell with $n$ sides is constant and proportional to $n - 6$. A cell with fewer than six sides can therefore shrink to a point, triggering topological changes in its neighboring cells. Several physicists used the $n - 6$ rule to write down kinetic limits in the form of transport equations with constant area advection and a nonlinear intrinsic source term for handling topological transitions. Simulations of these models were shown to produce universal statistics found in physical experiments and direct numerical simulations on planar networks [9, 15, 10, 14].

The repartitioning of areas for cells after a rupture is a complex event where edges quickly adjust to reach a quasistationary state to minimize total surface tension, and unfortunately there is no known analog of the $n - 6$ rule relating area and cell topology for ruptures. Since a main theme in this paper is to keep our models minimal, we will avoid questions related to cell areas, but rather only study frequencies of $n$-gons (cells with $n$ sides) after a total number of ruptures are performed. In Section 2, we construct a Markov chain model over a state space of combinatorial embeddings, which we refer to as ‘the network model’.Using combinatorial rather than geometric embeddings as a state space in the network model allows us to track topological information of a network without needing to record geometrical quantities such as edge length, vertex coordinates, or curvature. A state transitions by removing a random edge from the network and performing the smoothing operation seen in Fig. 1. Explicit expressions for state transitions are provided in Section 2.3. While the network model does not need any geometric information to be well-defined, it is possible to generate a visualization of the coarsening process if we are provided with vertex coordinates for an initial embedding. Snapshots of the Markov chain \( \{G(m)\}_{m \geq 0} \) after \( m = 250k \) ruptures for \( k = 1, \ldots, 8 \) are given in Figs. 2 and 3 for foams having initial conditions of 2500 cells generated by a randomly seeded Voronoi diagram and hexagonal lattice.

A schematic of the changes in side numbers for cells adjacent to a rupturing edge is given in Figure 4. Typically, edge rupture can be seen as the composition of two graph operations:

1. **Face merging**: The two cells whose boundaries completely contain the rupturing edge will join together as a single cell after rupture. If the two cells have $i$ and $j$ sides before rupture, the new cell created
Figure 2: Snapshots of a sample path \( \{ G(m) \}_{m \geq 0} \) on disordered initial conditions of Voronoi diagram with random seeding. Top row left to right: \( G(0), G(250), \) and \( G(500) \). Middle row: \( G(750), G(1000), \) and \( G(1250) \). Bottom row: \( G(1500), G(1750), \) and \( G(2000) \).
Figure 3: Snapshots of a sample path \( \{ G(m) \}_{m \geq 0} \) on ordered hexagonal lattice initial conditions. Top row left to right: \( G(0), G(250), \) and \( G(500) \). Middle row: \( G(750), G(1000), \) and \( G(1250) \). Bottom row: \( G(1500), G(1750), \) and \( G(2000) \).
from face merging has $i + j - 4$ sides.

2. **Edge merging**: The two cells vertices whose boundaries share only a single vertex with the rupturing edge will have two edges smooth to create a single edge. If the two cells have $k$ and $l$ sides before rupture, the cells after edge merging have $k - 1$ and $l - 1$ sides.

For a cell $C_n$ containing $n$ sides, we represent edge rupture with the three irreversible reactions

$$C_i + C_j \rightarrow C_{i+j-4}, \quad C_k \rightarrow C_{k-1}, \quad C_l \rightarrow C_{l-1}. \quad (1)$$

Rupture is mentioned as an ‘elementary move’ in [12] and [5] along with reactions occurring from gas diffusion, although the reaction (1) is not explicitly written down. It is important to note that not all ruptures will produce the reactions in (1). For instance, some edges do not have four distinct cells as neighbors. The further complicate matters, rupture causes a loss of numbers of sides in neighboring cells which can create loops, multiedges, and islands. In Section 2.2 we rigorously define *rupturable* edges, and show in Section 2.3 that our Markov chain is closed when rupture is restricted to rupturable edges.

A major advantage of keeping the network model minimal is the relative ease of creating a simplified mean-field Markov model to approximate statistical topologies. In Section 3 we define a mean-field rule and its associated Markov chain for randomly selecting neighbors of a rupturing edge which only depends on of $n$-gon frequencies. A formal argument for deriving kinetic equations in the large particle limit of the mean-field model is given in Section 4. The limiting equations give number densities $u_n(t)$ of $n$-gons, with
a time scale $t \geq 0$ of the fraction of edge ruptures over the initial number of cells. The kinetic equations take the form of the nonlinear autonomous system

$$\dot{u}_n = \sum_{i=3}^{n+1} K_{4+n-i,i}^F u_{4+n-i} u_i + 2q_{n+1}^E u_{n+1} u_n - 2q_n^F u_n - 2q_n^E u_n, \quad n \geq 3. \quad (2)$$

The terms $K^F, q^F,$ and $q^E$ are state-dependent rates of creation and annihilation of $n$-gons through face and edge merging. We derive explicit formulas for these rates in Section 4.

We note the similarity of (2) to the Smoluchowski coagulation equation for number densities $v_n$ of size $n$ coalescing clusters, given by

$$\dot{v}_n = \frac{1}{2} \sum_{i=1}^{n-1} K_{n-i,i} v_{n-i} v_i - \sum_{i \geq 1} K_{n,i} v_n v_i, \quad n \geq 1. \quad (3)$$

A major result for the Smoluchowski equations is the decrease of the total mass $\sum_{k \geq 1} k v_k$ under the multiplicative kernel $K_{i,j} = ij$ \cite{16}. The missing total number is interpreted as a gel, or a single massive particle of infinite mass. In (2), we find that the rate of cell merging between $i$ and $j$-gons is

$$K_{i,j}^F = \frac{ij}{S^2(1 - p^3_2)}, \quad S = \sum_{k \geq 3} k u_k, \quad p_3 = 3u_3/S.$$  

The similarity between $K_{i,j}^F$ and $K_{i,j}$ suggests a gelation in (2), which should be interpreted as a cell with infinitely many sides. In Section 5 we indeed find strong numerical evidence for the gelation of (2) through Monte Carlo simulations of the mean-field model. While we find that topological frequencies between the mean-field and network models generally agree to within a few percentage points, we observe that gelation behavior is quite weak in the network model. We conjecture that this is likely due to the requirements for an edge to rupture imposed in Def. 6.

### 2 The network model

In this Section, we construct a minimal Markovian model, referred to as the ‘network model’, for tracking topological information of foams.
2.1 Foams as planar embeddings

We begin our construction of the network model by defining geometric embeddings which model two-d foams. Our space of embeddings is chosen to capture the typical topological reaction (1) seen in physical foams while also being sufficiently minimal to permit a derivation of limiting kinetic equations.

**Definition 1.** The space of *simple foams* $\mathcal{M}(S)$ in the unit square $S = [0,1]^2$ is the set of smooth planar embeddings $\tilde{G} \subset S$ of a simple connected trivalent planar graph $G$ such that $\tilde{G}$ contains the boundary $\partial S$.

Some comments are in order for our choice of embeddings. We first mention that the ambient space $S$ can certainly be generalized to other subsets of the plane or a two-dimensional manifold. However, restricting to the unit square is a natural choice, since previous physical experiments involve generating foams between two rectangular glass panes, and numerical simulations generating foams are often performed on rectangular domains [3, 11, 7, 21].

We also require that the boundary $\partial S$ is contained in the graph embedding so that the collection of cells covers all of $S$. Edges contained in $\partial S$ are considered as walls, and are not allowed to rupture. We do however allow rupture of edges with one or both vertices on $\partial S$. The reactions for these ruptured edges is slightly different than (1), as there is no cell adjacent to the vertex which undergoes edge merging.

Requiring $G$ to be trivalent is a consequence of the Herring conditions [13] for isotropic networks, which can be derived through a force balance argument. Connected and simple graphs are imposed for keeping the model minimal. Connectivity allows for us to represent all sides in a cell with a single directed loop. Simple graphs forbid loops and multiedges, which in graph embeddings are one and two-sided cells. To prevent the creation of 2-gons we will require reactants in (1) to contain sufficiently many sides.

For a planar embedding $\tilde{G} \subset S$ of a graph $G$, we can represent faces using counterclockwise vertex paths $\sigma = (v_1, \ldots, v_n)$, where \{ $v_i, v_{i+1}$ \} is an edge in $G$ for $i = 1, \ldots, n - 1$. By a ‘counterclockwise’ path, we mean that a single face lies to the left on an observer traversing the edges in $\sigma$ from $v_1$ to $v_n$. Since $\tilde{G}$ is trivalent, we refer to counterclockwise vertex paths as left paths, and a length three left path $(v_1, v_2, v_3)$ as a left turn. For a geometric embedding with smooth curves as edges, left paths can always be computed through an application of Tutte’s Spring Theorem [20], which guarantees a combinatorially isomorphic embedding $\mathcal{T}(\tilde{G})$ of $\tilde{G}$ in which all
edges are represented by line segments. By ‘pinning’ external vertices of an outer face, vertex coordinates of $\mathcal{T}(\tilde{G})$ can be computed as a solution of a linear system. In our case, if we fix the outer face in $\mathcal{T}(\tilde{G})$ as the boundary of the unit square $\partial S$, with the same vertex coordinates on $\partial S$ as $\tilde{G}$, we ensure that the Tutte embedding is orientation preserving, so that counterclockwise paths in $\tilde{G}$ remain counterclockwise in $\mathcal{T}(\tilde{G})$. Technically, Tutte’s Spring Theorem requires $\tilde{G}$ to be 3-connected, which is not a condition in the definition of a simple foam, but this can be handled by inserting sufficiently many edges to $\tilde{G}$ to make it 3-connected, obtaining the Tutte embedding on the augmented graph, and then removing the added edges. Left paths in $\tilde{G}$ then correspond to the counterclockwise polygonal paths in $\mathcal{T}(\tilde{G})$ that can be found by comparing angles between incident edges at vertices.

Starting with a directed edge $(v_1, v_2)$, we may traverse the edges of a face by taking a maximal number of distinct left turns. Doing so gives us a method for representing faces in an embedding through left paths.

**Definition 2.** A **left loop** $(v_1, \ldots, v_n, v_{n+1})$ is a left path where (i) $v_1 = v_{n+1}$, (ii) $(v_{i-1}, v_i, v_{i+1})$ are distinct a left turns for $i = 2, \ldots, n$, and (iii) $(v_n, v_1, v_2)$ is a left turn.

It is possible that both $(u, v)$ and $(v, u)$ are contained in a left loop. When this occurs, it follows that $(u, v)$ is an **isthmus**, or an edge whose removal disconnects the graph. Since $\tilde{G}$ is connected, a left loop uniquely determines a face, which we write as

$$ f = [v_1, \ldots, v_{|f|}], $$

(4)

with the understanding that $(v_1, \ldots, v_{|f|}, v_1)$ is a left loop, and square brackets denote that $[\cdot]$ is an equivalence relation of left loops under a cyclic permutations of indices. The number of sides for a face is given by $|f|$. The union $\Pi$ of left loops obtained from an embedding of a graph $G$ is known in combinatorial topology as a **combinatorial embedding** of $G$ [8]. As a convention, $\Pi$ does not include the left loop for the outer face obtained by traversing $\partial S$ clockwise. Note that $\Pi$ only consists of vertices in $G$, and contains no geometrical information from the embedding.

**Definition 3.** The pair $\mathcal{G} = (G, \Pi)$ belongs to the space of **combinatorial foams** in $S$, denoted $\mathcal{C}(S)$, if $G$ is a simple trivalent connected graph and $\Pi$ is a combinatorial embedding of $G$ obtained from a simple foam.
In the language of computational geometry, combinatorial foams are provided through doubly-connected edge lists \[6\]. Loops can be recovered through repeatedly applying the next and previous pointers of half-edges (equivalent to direct edges).

### 2.2 Typical edges and rupturability

We now aim to identify edges in \( M(S) \) whose ruptures are well-defined and follow the reaction \([1]\). One implicit assumption in \([1]\) is that an edge has four distinct neighboring cells: two for performing face merging and two others for edge merging. We formalize the differences between types of neighboring cells of an edge in the following definition.

**Definition 4.** For an edge \( e = \{u, v\} \) in \( G \) and a combinatorial foam \( G = (G, \Pi) \in \mathcal{C}(S) \), a face \( f \in \Pi \) is an edge neighbor of \( e \) if \((u, v)\) or \((v, u)\) is in \( f \). If there exist vertices \( a, b \notin \{u, v\} \) such that \((a, u, b)\) or \((a, v, b)\) is a left turn in \( f \), then \( f \) is a vertex neighbor of \( e \).

Edge and vertex neighbors will be those cells which will undergo face and edge merging in reaction \([1]\), respectively. When considering common trivalent networks such as Archimedean lattices and almost every randomly generated Voronoi diagram, interior edges (those not intersecting \( \partial S \)) will have two edge neighbors and two vertex neighbors. This is in fact the maximum number of neighbors an edge can have.

**Lemma 1.** For \( G = (G, \Pi) \in \mathcal{C}(S) \), then \( e \in G \) can have at most four distinct neighbors. If \( e \) has four neighbors, then two neighbors will be vertex neighbors, and two will be vertex neighbors.

*Proof.* An edge \( e = \{u_0, v_0\} \) and its neighbors can be labeled as in Figure 5(a). The four left arcs

\[
\begin{align*}
a_1 &= (u_1, u_0, v_0, v_1), & a_2 &= (v_2, v_0, u_0, u_2), \\
a_3 &= (u_2, u_0, u_1), & a_4 &= (v_1, v_0, v_2)
\end{align*}
\]

contain all possible directed edges with \( u_0 \) or \( v_0 \) as an endpoint, which implies there can be at most four neighbors of \( e \), in which case each arc belongs to a separate face. The two edge neighbors contain arcs \( a_1 \) and \( a_2 \), and the two vertex neighbors contain arcs \( a_3 \) and \( a_4 \). \( \square \)
To limit reaction types, we will permit only edges with four neighbors to rupture, with the exception of boundary edges (those with vertices in ∂S) which have similar local configurations.

**Definition 5.** An edge with four edge neighbors is a **typical interior edge**.

An edge e is a **typical boundary edge** if either

(a) one and only one vertex of e is in ∂S, and e has two edge neighbors and one vertex neighbor, or

(b) both vertices of e are in ∂S, and e has two edge neighbors and no vertex neighbors.

The collection of typical interior edges and typical boundary edges are called **typical edges**.

There are multiple examples where an edge in ˜G is atypical (not typical). For instance, an isthmus has only one edge neighbor. Other examples include neighbors of isthmuses. For each of these configurations, rupturing an atypical edge will produce reactions different from (1). See Appendix A for a cataloguing of atypical edges and their associated reactions.

A second issue arising in (1) occurs when a 3-gon is a reactant in edge merging, or two 3-gons are reactants in face merging, producing a 2-gon. However, 2-gons correspond to multiedges, and so are forbidden in simple foams. We impose one more requirement which ensures that all cells after rupture have at least three sides.

**Definition 6.** A typical edge is **rupturable** if both of its vertex neighbors contain at least four edges, and at least one of its edge neighbors contains four edges. The set of rupturable edges for a combinatorial foam G is denoted R(G).

While we forbid 1 and 2-gons in simple foams for simplicity, we remark that they can exist in physical foams. Their behavior, however, can be quite erratic. For instance, when a 2-gon is formed, Burnett et al. [3] observed that sometimes the cell will slide along an edge until reaching a juncture, mutate into a 3-gon, and then quickly vanish to a point.

### 2.3 Edge rupture

We are now ready to define an edge rupture operation on C(S). For an interior rupturable edge e = {u₀, v₀}, let uᵢ and vᵢ for i = 1, 2 denote the
vertex neighbors for $u_0$ and $v_0$, labeled such that we have the left arcs (5)-(6) as shown in Figure 5(a). The four neighbors of \{u_0, v_0\} in $\Pi$ are written as

\[ f_1 = [u_2, u_0, u_1, A_1], \quad f_2 = [v_1, v_0, v_2, A_3], \quad f_3 = [u_1, u_0, v_0, v_1, A_2], \quad f_4 = [v_2, v_0, u_0, u_2, A_4], \]

where $A_1, \ldots, A_4$ are left arcs. It is possible that $u_i = v_j$ for some $i, j \in \{1, 2\}$ so that an edge neighbor is a 3-gon. However, $u_1 \neq u_2$ and $v_1 \neq v_2$ since this would make $G$ a multigraph. Also, the sets \{u_i : i = 1, 2\} and \{v_i : i = 1, 2\} are not equal, since this would force both edge neighbors of $e$ to have three sides, violating the rupturability conditions in Def. 6.

**Definition 7.** For $G = (G, \Pi) \in C(S)$, we define an edge rupture $\Phi_{e}(G)$ for an edge $e = \{u_0, v_0\} \in R(G)$ through the mapping $(G, \Pi) \mapsto (G', \Pi')$. If $G$ has vertices labeled as in Fig. 5(a), we obtain $G'$ from $G$ by

1. removing $\{u_0, v_0\}$, followed by
2. edge smoothing on the (now degree 2) vertices $u_0$ and $v_0$ by removing $\{u_0, u_1\}, \{u_0, u_2\}, \{v_0, v_1\}$, and $\{v_0, v_2\}$, and adding edges $\{u_1, u_2\}$ and $\{v_1, v_2\}$.

If $e$ is an interior edge, we obtain $\Pi'$ by removing faces $f_1, \ldots, f_4$ from $\Pi$ and adding

\[ f_1' = [u_2, u_1, A_1], \quad f_2' = [v_2, v_1, A_3], \quad f_3' = [u_1, u_2, A_4, v_2, v_1, A_2]. \]

For a boundary edge where $u_0$ (or $v_0$) is in $\partial S$, the vertex neighbor $f_1$ (or $f_2$) does not exist, and we omit the addition of $f_1'$ (or $f_2'$) in (9).

A schematic of an embedding before and after edge rupture process is given in Fig. 5 (a)-(b). From counting sides of faces removed and added in rupture, we obtain

**Lemma 2.** The types of reactions from edge rupture are limited to either

1. Interior rupture:

\[ C_i + C_j \rightarrow C_{i+j-4}, \quad C_k \rightarrow C_{k-1}, \quad C_i \rightarrow C_{i-1}, \]

2. Boundary rupture with one vertex on $\partial S$:

\[ C_i + C_j \rightarrow C_{i+j-4}, \quad C_k \rightarrow C_{k-1}, \]
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3. Boundary rupture with two vertices on $\partial S$:

$$C_i + C_j \rightarrow C_{i+j-4}. \quad (12)$$

It is also straightforward to show

**Lemma 3.** Let $G = (G, \Pi) \in C(S)$. If $e \in R(G)$ and $\Phi_e(G) = (G', \Pi')$, then $G'$ is connected.

**Proof.** Since $e$ is rupturable, it cannot be an isthmus, so $G$ remains connected after removing $e$ in Step 1 of Def. It is also connected after Step 2 as edge smoothing clearly maintains connectivity.

Our main result is then

**Theorem 1.** Edge rupture is closed in the space of combinatorial foams. In other words, for $G = (G, \Pi) \in C(S)$ and $e \in R(G)$, then $\Phi_e(G) = (G', \Pi') \in C(S)$.

**Proof.** From Lemma 3, $G'$ is connected and it is clear that Steps 1 and 2 in Def. maintain trivalency. Furthermore, from the requirements for rupturable edges in Definition and the possible reactions listed in Lemma 2, the three new faces in $G'$ each have at least three sides.

With Theorem 1, we are now ready to define a Markov chain for edge rupture in the state space $C(S)$. For each state $G \in C(S)$, the range of possible one step transitions is given by $\cup_{e \in R(G)} \Phi_e(G)$. If $|R(G)| \geq 1$, we randomly select a rupturable edge uniformly, so that the probability transition kernel $p(\cdot, \cdot)$ is defined, for $e \in R(G)$, by

$$p(G, \Phi_e(G)) = \frac{1}{|R(G)|}. \quad (13)$$
In the case where there are no rupturable edges, we define $G$ to be an absorbing state, so that $p(G, G) = 1$. Uniform probabilities were also chosen for the simplest model of edge selection in \cite{5} along with other distributions which considered geometric quantities such as the length of an edge. While we focus only on uniform selection of edges, more complicated transitions can be considered which depend on the local topological configurations of neighboring edges of $G$.

Beginning with an initial state $G(0) = G_0 \in \mathcal{C}(S)$, the Markov chain $\{G(m)\}_{m \geq 0}$ is defined on $\mathcal{C}(S)$ recursively by obtaining $G(m)$ from a random edge rupture on $G(m - 1)$. After generating an initial embedding and recording left loops to obtain an embedding topology $G_0$, it is not necessary to use any geometrical quantities to perform one or more edge ruptures. If available, however, we may use vertex coordinates from an initial simple foam for providing a visual of sample paths. This is done by fixing positions of vertices, and adding new edges in Step 2 of Def. \ref{def:7} as line segments. This method is especially convenient with initial conditions such as Voronoi diagrams and trivalent Archimedean lattices, which have straight segments as edges and vertex coordinates that are easy to numerically generate, store, and access. It should be noted that even with a valid combinatorial embedding, representing edges as line segments for each step may produce crossings in the visualization. However, in multiple simulations of networks we find that such crossings are exceedingly rare.

In Fig. \ref{fig:2} we show snapshots of a sample path $\{G(m)\}_{0 \leq m \leq 2000}$ under disordered initial conditions of a Voronoi diagram seeded with 2500 uniformly distributed initial site points in $S$. Fig. \ref{fig:3} is a sample path with ordered initial conditions of 2500 cells in a hexagonal lattice (an experimental method for generating two-dimensional physical foams with lattice and other ordered structures is outlined in \cite{2}). In both figures, snapshots are taken after $250 \cdot k$ ruptures for $k = 0, \ldots, 8$. We observe that under both initial conditions, ruptures create networks which are markedly different from those obtained through mean curvature flow. The most evident distinction is in the creation of high-sided grains, which are bordered by a large number of 3 and 4-gons. Furthermore, the universal attractor of statistical topologies found from coarsening by gas diffusion \cite{9, 15, 10, 14} does not appear in edge rupturing. We address statistical topologies in more detail in Section \ref{sec:5}.
3 The mean-field model

In this section, we construct a simplified mean-field model of \( \{G(m)\}_{m \geq 0} \). The state space \( E = \ell_1(\mathbb{N}) \) consists of summable sequences \( L = (L_3, L_4, \ldots) \in E \), with \( L_n \) for \( n \geq 3 \) giving the total number of \( n \)-gons. For simplicity, our model consists of \( n \)-gons restricted to the single reaction \([1]\). Since there is no notion of neighboring cells in \( E \), we select four cells for face and edge merging randomly using only frequencies in \( L \). The mean-field rule is that for a randomly selected rupturable edge in a network, the probability that a vertex or edge neighbor is a \( n \)-gon is proportional to \( n \), and that are no correlations between side numbers of the neighboring cells. Specifically, the mean-field probabilities we use for selecting a neighboring \( n \)-gon at state \( L \) are given by the two distributions

\[
Q(n; L) = \frac{nL_n}{\sum_{i \geq 3} iL_i}, \quad \tilde{Q}(n; L) = \frac{nL_n1_{n \neq 3}}{\sum_{i \geq 4} iL_i}.
\]

(14)

Here, \( Q \) is used for face merging, and allows for sampling among all cells, whereas \( \tilde{Q} \) forbids sampling 3-gons and is used for edge merging. Similar mean-field rules were a popular choice in the creation of minimal models for coarsening under gas diffusion [9, 15, 10], although a literature does exist for finding more accurate estimates of first (and higher) order neighbor correlations for side numbers of neighboring cells [1, 17].

We select cells with \( \sigma_1, \sigma_2 \) sides for face merging and cells with \( \nu_1, \nu_2 \) sides for edge merging through the following algorithm for sampling from \( L \) without replacement:

**Mean-field sampling process:** For a state \( L \in E \) with \( \sum_{i \geq 4} L_i \geq 3 \) and \( \sum_{i \geq 3} L_i \geq 4 \):

1. Sample \( \nu_1 \sim \tilde{Q}(\cdot; L) \), and update the number of available cells to \( L^{(1)} = (L^{(1)}_3, L^{(1)}_4, \ldots) \), with \( L^{(1)}_n = L_n - 1_{\nu_1 = n} \).
2. Sample \( \nu_2 \sim \tilde{Q}(\cdot; L^{(1)}) \), and decrement \( L^{(1)} \) as in Step 1 to create \( L^{(2)} \).
3. Sample \( \sigma_1 \sim Q(\cdot; L^{(2)}) \). Update the cell count to create \( L^{(3)} \).
4. Sample \( \sigma_2 \sim Q(\cdot; L^{(3)}) \). If \( (\sigma_1, \sigma_2) = (3, 3) \), reject both \( \sigma_1 \) and \( \sigma_2 \) and repeat steps (3) and (4).
The requirement that there are at least four cells, and that three cells have at least four sides is to ensure that sampling from $\tilde{Q}$ and $Q$ is always possible. Note that the sampling algorithm accounts for the edge rupture conditions in Def. 6 by restricting sampling to occur with on cells with at least four sides in Steps 1 and 2, and also by the rejection condition in Step 4 forbidding both cells for face merging to be 3-gons.

After selecting cells to react, a state then transitions by $L \mapsto L' = (L'_3, L'_4, \ldots)$, with an update of total numbers

$$L'_n = L_n + 1(\sigma_1 + \sigma_2 - 4 = n)$$

$$+ \sum_{j=1}^{2} [(1(n = \nu_j + 1) - 1(n = \sigma_j) - 1(n = \nu_j)].$$

The indicator function on the right hand side of (15) corresponds to gaining a cell with $\sigma_1 + \sigma_2 - 4$ through cell merging. For $j = 1, 2$, the first term in the sum corresponds to the addition of a $(\nu_j + 1)$-sided cell, and the other indicator functions in (16) correspond to the loss of cells with $\nu_j$ and $\sigma_j$ sides. To ensure the sampling process is well-defined, we define states with $\sum_{i \geq 4} L_i < 3$ or $\sum_{i \geq 3} L_i < 4$ as absorbing so that $L' = L$.

If we consider an initial distribution of cells $L(0) \in E$, by the above process we may obtain a Markov chain $\{L(m)\}_{m \geq 0}$ defined on $E$. Like $\{G(m)\}_{m \geq 0}$, it is evident that at each nonabsorbing state the total number of cells decreases by one, and sum of edges over all cells decreases by six. In other words, under norms $\|L\| = \sum_{i \geq 3} L_i$ and $\|L\|_s = \sum_{i \geq 3} i L_i$,

$$\|L(m)\| = \|L(m - 1)\| - 1, \quad \|L(m)\|_s = \|L(m - 1)\|_s - 6.$$  \hspace{1cm} (17)

We compare statistics of $n$-gons between the mean-field and network model in Section 5.

4 Kinetic equations of the mean-field model

By considering a network with large number of cells, we give a derivation of a hydrodynamic limit for the state transition (15)-(16). For the mean-field process $L^N(m)$ with $N$ initial cells, we define time increments $t^N_m = m/N$ to write the number densities of $n$-gons as a continuous time càdlàg jump
process
\[
u^N_n(t; \gamma) = \sum_{m \geq 0} \frac{L^N_n(m)}{N} \cdot 1(t \in [t^N_m/\gamma, t^N_{m+1}/\gamma]), \quad t \geq 0. \tag{18}
\]

Here we have included a constant parameter \(\gamma > 0\) denoting the rate of edge ruptures per unit time. Under the existence of limiting number densities \(u^N_n(t) \to u_n(t)\) as \(N \to \infty\), we formally derive limiting kinetic equations by computing limiting probabilities \((14)\) of cell selection probabilities in face and edge merging.

In the kinetic limit, the \(n\)-gon growth rate \(\dot{u}_n\) is equal to the edge rupture rate \(\gamma\) multiplied by the expected number of \(n\)-gons gained at a rupture with limiting number densities \(u = (u_3, u_4, \ldots)\). Decomposing \(H_n[u]\) with respect to different reactions, we obtain the infinite system
\[
\dot{u}_n = \gamma(H^F_n[u] + H^E_n[u] - H^F_{n,-}[u] - H^E_{n,-}[u]), \quad n \geq 3, \tag{19}
\]
where \(H^F/E_n, \pm\) denote the expected number of created (+) and annihilated (−) \(n\)-gons from face (F) and edge (E) merging. In what follows, we compute the explicit formulas for each term in \((19)\).

As \(N \to \infty\), the differences in probabilities in the mean-field sampling process for sampling without replacement vanish, so that limiting probabilities for selecting a grain can be given solely in terms of \(u\). The limiting distribution of \(Q\) in \((14)\) is given by
\[
p_n = \frac{nu_n}{S(u)}, \quad S(u) = \sum_{k \geq 3} k u_k, \tag{20}
\]
and the limiting distribution of \(\tilde{Q}\) is
\[
\tilde{p}_n = \frac{nu_n}{\tilde{S}(u)} 1_{n \geq 4}, \quad \tilde{S}(u) = \sum_{k \geq 4} k u_k. \tag{21}
\]
From the reaction \(C_{n+1} \to C_n\), we write the expected number of created \(n\)-gons from edge merging as
\[
H^E_{n,+} = 2\tilde{p}_{n+1} = 2 q_{n+1}^E u_{n+1}, \quad q_n^E := \frac{n 1_{n \geq 4}}{S}. \tag{22}
\]
The factor of two in \( (22) \) accounts for the two edge merging reactions involved in each rupture. From the reaction \( C_n \rightarrow C_{n-1} \), the expected number of annihilated \( n \)-gons from edge merging is then
\[
H_{n,-}^E = 2\bar{p}_n = 2q_n^E u_n.
\] (23)

Computing expected \( n \)-gons from face merging involves a straightforward conditional probability calculation. Let \( \Sigma_1 \) and \( \Sigma_2 \) be iid random variables with \( P(\Sigma_1 = n) = p_n \) for \( n \geq 3 \). Then the number of sides \( (\sigma_1, \sigma_2) \) for the two cells selected for face merging has the same law as \( (\Sigma_1, \Sigma_2) \) under the edge rupture condition that \( (\Sigma_1, \Sigma_2) \neq (3,3) \). The expected number of \( n \)-gons selected under the reaction \( C_i + C_j \rightarrow C_{i+j-4} \) is then computed with linearity of expectation and the definition of conditional probability:
\[
H_{n,-}^F = \mathbb{E}[1_{\sigma_1=n} + 1_{\sigma_2=n}] = \mathbb{E}[1_{\Sigma_1=n} + 1_{\Sigma_2=n}|(\Sigma_1, \Sigma_2) \neq (3,3)]
\] (24)
\[
= \frac{2p_3}{1+p_3}1_{n=3} + \frac{2p_n}{1-p_3^2}1_{n>3}.
\] (25)

This may also be written as
\[
H_{n,-}^F = 2q_n^F u_n, \quad q_n^F := \frac{3}{S(1+p_3)}1_{n=3} + \frac{n}{S(1-p_3^2)}1_{n>3}.
\] (26)

Here, the factor of two comes from the two reactants in the single reaction for cell merging in \( (1) \).

A similar calculation gives the probability for a pairing of cells in face merging, with
\[
p_{i,j} := P((\sigma_1, \sigma_2) = (i, j)) = \frac{p_ip_j}{1-p_3^2}, \quad (i, j) \neq (3,3).
\] (27)

The creation of \( n \)-gons through face merging can be enumerated by reactions \( C_i + C_{4+n-i} \rightarrow C_n \) for \( i = 3, \ldots, n+1 \). The expected number of \( n \)-gons created is then
\[
H_{n,+}^F = \sum_{i=3}^{n+1} p_{4+n-i,i} = \sum_{i=3}^{n+1} K_{4+n-i,i}^F u_{4+n-i}u_i.
\] (28)
\[
K_{i,j}^F := \frac{ij}{S^2(1-p_3^2)}.
\] (29)
From (20)-(29), we can express \( H_n \) explicitly in terms of \( p_k \) and \( \tilde{p}_k \). For \( 3 \leq n \leq 6 \),

\[
H_3 = \frac{2p_3 p_4}{1 - p_3^2} - \frac{2p_3}{1 + p_3} + 2\tilde{p}_4; \tag{30}
\]

\[
H_4 = \frac{p_4^2 + 2(p_3 p_5 - p_4)}{1 - p_3^2} + 2(\tilde{p}_5 - \tilde{p}_4), \tag{31}
\]

\[
H_5 = \frac{2(p_3 p_6 + p_4 p_5 - p_5)}{1 - p_3^2} + 2(\tilde{p}_6 - \tilde{p}_5), \tag{32}
\]

\[
H_6 = \frac{2(p_3 p_7 + p_4 p_6 - p_6)}{1 - p_3^2} + p_5^2 + 2(\tilde{p}_7 - \tilde{p}_6). \tag{33}
\]

Combining (22), (26), and (29), we can rewrite (19) as the infinite-dimensional system of nonlinear, autonomous ordinary differential equations

\[
\dot{u}_n = \gamma \cdot \left( \sum_{i=3}^{n+1} K_{4+n-i,i}^F u_{4+n-i} u_i + 2q_{n+1}^E u_{n+1} - 2q_n^F u_n - 2q_n^E u_n \right) \tag{34}
\]

for \( n \geq 3 \).

We note a subtlety with regards to face merging and 4-gons, due to the merging of an \( n \)-gon and a 4-gon producing another \( n \)-gon. This reaction means that face merging of an \( n \)-gon with a 4-gon does not result in the annihilation of an \( n \)-gon. Therefore, if we substitute \( p_n = (1 - p_3^2) \sum_{i \geq 3} p_{n,i} \) into the numerators of (25), terms containing \( p_n,4 \), corresponding to the reaction \( C_n + C_4 \rightarrow C_n \), should not be included in \( H_n^F \). On the other hand, these same probabilities appear equally in \( H_n^F + \), corresponding to \( i = 4 \) and \( n \) for the sum in (28), in which the merging of a \( n \)-gon and 4-gon does not increase the total number of \( n \)-gons. Thus the total contribution of \( n \)-gons by face merging with 4-gons in (34) is zero, and equation (34) still holds.

Setting \( \gamma = 1 \) and summing (34) over \( n \geq 3 \), we find formal growth rates for the zeroth and first moments of \( u \), with

\[
\sum_{n \geq 3} \dot{u}_n = \sum_{n \geq 3} H_n[u] = -1 \quad \text{and} \quad \sum_{n \geq 3} n\dot{u}_n = \sum_{n \geq 3} nH_n[u] = -6. \tag{35}
\]

This simply reflects the fact that each rupture reduces the number of cells in the foam by one and reduces the number of sides by six. Since the dynamical system is infinite dimensional, however, it is not necessarily true that we
can interchange the derivative and sum in (35) and deduce that the total side number \( S(u) = \sum_{k \geq 3} ku_k \) satisfies \( \dot{S} = -6 \). A similar issue arises in other models of coagulation with sufficiently fast collision rates, in which conservation of the first moment, or mass, exists until some nonnegative time \( T_{gel} \) at which total mass starts to decrease. A popular example is the Smoluchowski equation [19] for coalescing clusters \( A_n \) of size \( n \) under the second order reaction \( A_i + A_j \to A_{i+j} \). The proportion \( v_n \) of size \( n \) clusters is given by

\[
\dot{v}_n = \frac{1}{2} \sum_{j=1}^{n-1} K_{n-j,j} v_{n-j} v_j - \sum_{j \geq 1} K_{n,j} v_n v_j, \quad n \geq 1
\]

(36)

for a collision kernel \( K \) describing rates of cluster collisions. The kernel \( K^F \) for cell merging in [29] bears resemblance to the multiplicative kernel \( K_{i,j} = ij \) for (36), differing by a factor depending on \( S \) and \( p_3 \). For (3) under the multiplicative kernel, it is well known that a gelation time \( T_{gel} \) exists, so that the total mass \( \sum_{k \geq 1} kv_k(t) \) decreases for \( t > T_{gel} \) [16]. The interpretation is that while the total mass of finite size clusters decreases, the remaining total mass is contained in an infinite sized cluster called a gel.

Along with differences in their collision kernels, (34) and (36) differ in other notable ways. For instance, the factor of four in the collision reaction \( C_i + C_j \to C_{i+j-4} \) creates different pairings for possible collisions in (34), and there are also first order reactions to account for edge merging. Nevertheless, equations (34) and (36) are similar enough to conjecture the existence of gelation, which in our case should be interpreted as a cell with infinitely many sides (an \( \infty \)-gon). In the next section, we indeed find evidence for gelation by performing Monte Carlo simulations in our Markov models with a large number of initial cells.

5 Experimental results

In this section, we compare simulations between the Markov chains \( \{G(m)\}_{m \geq 0} \) and \( \{L(m)\}_{m \geq 0} \). For simulating the network model, we consider disordered initial conditions of a Voronoi diagram with a uniform random seeding of \( 3 \times 10^4 \) site points, and also ordered initial conditions of a hexagonal (honeycomb) lattice. For each of these initial conditions, we implement the voronoi library in Python to provide the initial combinatorial embedding through a
Figure 6: Fractions of total ruptures over initial cell count and number densities of $n$-gons for network and mean-field models under disordered initial conditions with $n = 3, \ldots, 8$. Samples paths are plotted with transparency and mean paths are plotted with solid (network) and dashed (mean-field) lines.
Figure 7: Fractions of total ruptures over initial cell count and number densities of $n$-gons for network and mean-field models under ordered initial conditions with $n = 3, \ldots, 8$. Samples paths are plotted with transparency and mean paths are plotted with solid (network) and dashed (mean-field) lines.
Figure 8: Fractions of total ruptures over initial cell count and gelation fractions for ordered (top) and disordered (bottom) initial conditions for network (left) and mean-field (right) models. Samples paths are plotted with transparency and mean paths are plotted with solid lines.
Figure 9: Statistical topologies for disordered initial conditions for fractions $0.06k$ for $k = 0,\ldots,15$ of total ruptures over the initial number of cells. Solid lines between integers are for ease in visualization. As a guide, in all figures, fractions for 6-gons are largest at time 0 and decrease as ruptures increase. Top: Subprobabilities (left) and probabilities (right) for network model. Bottom: Subprobabilities (left) and probabilities (right) for mean-field model.
Figure 10: Statistical topologies for ordered initial conditions for fractions \(0.06k\) for \(k = 0, \ldots, 15\) of total ruptures over the initial number of cells. Solid lines between integers are for ease in visualization. As a guide, in all figures, fractions for 6-gons are largest at time 0 and decrease as ruptures increase. Top: Subprobabilities (left) and probabilities (right) for network model. Bottom: Subprobabilities (left) and probabilities (right) for mean-field model.
doubly connected edge list, from which we randomly sample rupturable edges. Over 50 simulations, we decrease the number of cells by a decade, performing $2.7 \times 10^4$ ruptures. For the mean-field model, we compute the initial distribution of $n$-gons by generating Voronoi diagrams, and for ordered hexagonal lattice conditions we set all cells to have six sides. For 50 simulations, we perform simulations with $10^5$ initial cells and $9 \times 10^4$ ruptures. Both experiment takes approximately 20 minutes to perform, although the mean-field model is substantially easier to implement. Attempting to increase the initial number of cells in the network model to $10^5$ greatly increased the run time. As we shall we, however, using $3 \times 10^4$ initial cells was sufficient in creating approximately deterministic statistics for comparing against the mean-field model.

A plot comparing total ruptures and number densities of $n$-gons is given in Figs. 6 and 7. A time scale is given by the total number of ruptures over the initial number of cells, which corresponds to the time scale in (19) with $\gamma = 1$. Each sample path is plotted with transparency along with the mean path of the samples. We observe in both models that the evolution of $n$-gons appears to approach a deterministic limit, although we observe greater variance in sample paths for 7 and 8-gons. This is due to relatively fewer cells having 7 or 8 sides, especially as the foam ages. For disordered initial conditions, number densities of $n$-gons decrease for $n \geq 5$. The number density of 4-gons reach a local maximum when about half as many cells remain, while 3-gons increase during the entire process. When 10% of cells remain, approximately 70% of cells in the network model and nearly 90% in the mean-field model are 3-gons. This difference gives the greatest discrepancies between the two models. For comparing other $n$-gons, number densities agree to within a few percentage points, with particularly accurate behavior during the first half of the process. The two models also agree especially well for 6-gons during the entire simulation. Similar behavior occurs with ordered initial conditions, although number densities for 4, 5, 7, and 8-gons experience a temporary increase as the network mutates from initially monodisperse conditions of 6-gons.

The evolution of statistical topologies is given in Figs. 9 and 10. To keep the graphs readable, we plot only the mean frequencies over the 50 simulations, but Figs. 6 and 7 show that the variations between mean and pathwise frequencies are small. We note that number densities in (18) are actually subprobabilities, since in (18) we are scaling the total number of $n$-gons at all times against the initial number of cells $N$. We also consider
normalized number densities \( \hat{u}_n^N = \frac{u_n^N}{\sum_{j \geq 3} u_j^N} \), shown in Figures 9 and 10.

Such a normalization more clearly demonstrates the differences of frequencies between low-sided grains.

The most interesting difference between the two models occurs when comparing cells having the most sides. We define the gel fraction of a combinatorial foam \( G = (G, F) \) and a state \( L \in E \) by

\[
\text{Gel}(G) = \frac{\max \{|f| : f \in F\}}{\sum_{f \in F} |f|}, \quad \text{Gel}(L) = \frac{\max \{i : L_i > 0\}}{\|L\|_s}.
\]  

(37)

In words, the gel fraction is the largest fraction of total sides from a single cell. For ordered initial conditions, we observe in Fig. 8 that gelation occurs at about \( T_{gel} = .8 \), meaning that \( \text{Gel}(L) \) is approximately zero until \( T_{gel} \), and suddenly increases past this point. For disordered initial conditions, gelation occurs at approximately \( T_{gel} = .75 \). Past the gelation time, the gelation fraction appears to grow at a roughly linear rate until the process is terminated at \( t = .9 \). Gel fractions in the network model, however, are quite negligible, with sample paths having \( \text{Gel}(G) \) rarely above .02, and not having the ‘elbow’ found in the mean-field model marking a sudden increase in gel fraction. We conjecture the lack of gelation is likely due to the edge rupture conditions in Def. 6. While such conditions allow for deriving a simple mean-field model and limiting kinetic equations, aged foams in the network model produce a large amount of 3-gons which forbid neighboring edges to rupture and merge large adjacent cells. Under relaxed conditions for rupture, we hypothesize that more significant gelation behavior will arise in the network model. We hope to demonstrate this phenomenon, and also establish rigorous proofs of gelation from kinetic equations, in a future work.
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A Typical and atypical reactions

By removing the condition in Def. 6 that a rupturing edge must be typical, we can consider the broader collection of atypical configurations and their corresponding reactions. A diagram of the thirteen different local configurations and the twelve different reactions for typical and atypical edges are
Figure 11: **Typical and atypical reactions.** The rupturable edge in each diagram is the horizontal edge in the center of the diagram. An edge with a $\circ$ symbol in its center denotes an isthmus. A vertical edge with $W$ denotes that a vertex of the rupturable edge is contained on a wall. For the 3-isthmus, 3-isthmus+wall, and 5-isthmus, a square with $L_i$ for $i = 1, 2$ denotes a left arc connected to an isthmus with $L_i$ sides. For isthmus and isthmus+wall, the square with $j$ denotes a $j$-gon connected to an isthmus, and the square with $L$ denotes a left arc containing $L$ sides (including the two contained in the $k$-gon and connected to the isthmus).
given in Fig. 11. For some of these reactions, there are cells which undergo both edge and face merging, so for simplicity the collection of reacting cells and their products are listed as a single reaction. For each reaction listed, we assume a sufficient number of sides in each reactant cell so that all products have at least three sides. The set of atypical edges includes isthmuses, whose rupture disconnects the foam. If we wished to continue rupturing after rupturing an isthmus, it would be necessary to relax the requirement of connectivity in a simple foam, which in turn would further increase possible reactions. Even more reactions are possible by permitting foams to include loops (1-gons) and multiedges (2-gons). For now, we withhold from enumerating this rather complicated set of reactions.

We now give an informal derivation for how the enumeration in Fig. 11 is obtained. This is done by counting reactions in configurations arising from whether a rupturable edge \( e = \{u_0, v_0\} \) or its neighbors are isthmuses. We begin by considering configurations with no isthmuses. We have already discussed the three typical reactions (10)-(12). There is also the possibility that an interior edge \( e \) contains two edge neighbors and a single vertex neighbor containing both \( u_0 \) and \( v_0 \). This cell wraps around several other cells to contain both vertices, so we call such a configuration a halo.

If \( e \) is not an isthmus, it is possible for either one or two incident edges to be isthmuses, but no more. This follows from the fact that if two isthmuses are incident to a vertex, then the third incident edge must be an isthmus as well. This creates four possible configurations: two containing one isthmus neighbor with or without a vertex contained on the boundary, and another containing two isthmus neighbors (both of which producing the same reaction \( C_i + C_j \rightarrow C_{i+j-6} \)). Since the original edge is not an isthmus, each of these configurations after rupture remains connected.

We finally consider the set of configurations for when \( e \) is an isthmus. If no other edges are isthmuses, then \( e \) can be in the interior of \( S \) or have a single vertex in \( \partial S \) (two such vertices on \( \partial S \) would imply that \( e \) is not an isthmus). One or both of \( u_0 \) or \( v_0 \) can have all of its incident edges as isthmuses. If one vertex of \( e \) has three incident isthmuses, then the other vertex can either be on \( \partial S \), or have one or three incident isthmuses. In total, there are five different reactions with \( e \) as an isthmus.

Some care is needed when counting the products for reactions with isthmuses. Under the left path interpretation for face sides, isthmuses count for two sides. Additionally, the rupture of an isthmus will disconnect the network. This results in the creation of a new ‘island’ cell with a left path
of exterior edges around the island, which are also removed from the cell originally contained ruptured isthmus $e$. In all reactions, the change in total number of sides is given by the number of boundary vertices in $e$ minus six.

In each atypical reaction, the process of edge removal and insertion is indeed the same as typical reactions. Updates for left loops in the combinatorial foam are more complicated, and will depend on the local configuration. As an example, let us consider the isthmus neighbor configuration, which has a single vertex neighbor $f_1$ and two edge neighbors $f_2, f_3$. We write the left loops of these neighbors as

$$f_1 = [v_1, v_0, v_2, A_2], \quad f_2 = [v_2, v_0, u_2, A_1], \quad (38)$$

$$f_3 = [u_1, u_0, v_0, v_1, A_3, u_2, u_0, A_4], \quad (39)$$

where $\{u_0, u_1\}$ is an isthmus, and $A_1, \ldots, A_4$ are left arcs. After rupture, there are two cells remaining, with left loops

$$f_2' = [v_1, v_2, A_2], \quad f_{2,3}' = [u_1, u_2, A_1, v_2, v_1, A_3, u_2, u_1, A_4]. \quad (40)$$
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