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Abstract—We consider the massive Multiple Input Multiple Output (MIMO) diversity channel affected by independent and identically distributed Rayleigh fading, with linear processing at both transmitter and receiver sides, and analyze the outage capacity for large number of antennas. We first discuss the classical Single Input Multiple Output (SIMO) diversity channel that uses Maximal Ratio Combining (MRC) or Selection Combining (SC). For MRC, a numerical computation and a Gaussian Approximation (GA) are considered, whereas for SC an exact evaluation is possible. The analysis is then straightforwardly extended to the Multiple Input Single Output (MISO) system that uses Maximal Ratio Transmission (MRT) or transmit antenna selection. The general Multiple Input Multiple Output (MIMO) system that pursues full diversity is finally considered, with both optimal linear processing and simple antenna selection at both transmitter and receiver. If the number of antennas is sufficiently large on at least one side, the outage capacity of each considered diversity channel approaches that of a suitable reference Additive White Gaussian Noise (AWGN) channel with properly defined Signal-to-Noise Ratio (SNR), which provides a performance benchmark. This conclusion is valid for large but realistic number of antennas compatible with the assumption of independent fading.

Index Terms—Outage capacity, Diversity channel, Multiple Input Multiple Output (MIMO), Massive MIMO, Maximal Ratio Transmission (MRT), Maximal Ratio Combining (MRC), Selection Transmission and Combining (STC), Rayleigh fading.

I. INTRODUCTION

Performance of wireless communication systems may be strongly limited by fading effects. Such harmful effects can be, however, counteracted by the principle of diversity, which can be exploited in time, frequency or space [1]. In particular, space diversity can be obtained by means of sufficiently spaced antennas at the transmitter or receiver.

Space diversity is a classic technique that is acquiring further importance as a key enabler of modern wireless technology. Diversity techniques can be exploited for improving the performance of mobile Internet of Things (IoT) systems in faded environments [2]. Massive arrays of antennas are considered in modern 5G communications and beyond, see, e.g., [3] and references therein. Moreover, diversity is considered to fulfill the requirements of ultra-high reliability within a stringent latency constraint [4]. However, large diversity orders may be necessary for acceptable performance, as shown in [5], [6] for Rayleigh fading.

Inspired by these recent contributions, in this paper we consider the massive Multiple Input Multiple Output (MIMO) diversity channel, in which a large number of transmit and receive antennas are affected by independent and identically distributed (i.i.d.) Rayleigh fading. This model is, for instance, of interest in distributed massive MIMO systems, in which macrodiversity is achieved by means of several multi-antenna base stations [7], [8]. MIMO diversity is of particular interest in applications operating at small Signal-to-Noise Ratio (SNR), such as in low-rate (e.g., IoT) systems, where no multiplexing gain can be achieved by multiple antennas [1]. Another scenario where the massive MIMO diversity channel may arise is the so-called doubly massive MIMO, where both transmitter and receiver are equipped with large antenna arrays [9].

In this paper, we analyze the outage capacity of the MIMO diversity channel for large number of antennas on at least one side. The outage capacity is relevant in slow fading channels, in which the ergodic capacity vanishes [1], as one may not be able to transmit codewords with arbitrarily small error probability and reasonably large blocklength, due to the non-zero probability that the channel is in deep fade. We provide a benchmark to the outage capacity of the massive MIMO diversity channel in terms of the capacity of an Additive White Gaussian Noise (AWGN) channel operated at a properly defined Signal-to-Noise Ratio (SNR). This benchmark is obtained for asymptotically high diversity order and proves useful to characterize the massive MIMO diversity channel for large but realistic finite diversity orders of practical interest.

We start from the Single Input Multiple Output (SIMO) system that uses Maximal Ratio Combining (MRC) or Selection Combining (SC). A closed-form expression of the outage capacity of the MRC diversity channel is not available, but numerical evaluation is provided. A Gaussian Approximation (GA) valid for large number of antennas is also discussed and compared. On the other hand, an exact computation of the outage capacity is possible for the SC diversity channel. This analysis can be straightforwardly extended to the Multiple Input Single Output (MISO) system with either Maximal Ratio Transmission (MRT) [10] or transmit antenna selection, here referred to as Selection Transmission (ST).

The general case of MIMO systems pursuing full diversity is finally analyzed. We assume optimal linear processing at both transmitter and receiver sides in order to achieve the maximum diversity order given by the product of the number of transmit and receive antennas. We also consider the simple antenna selection scheme at both transmitter and receiver, here referred to as Selection Transmission and Combining (STC).

Our results show that, if the number of antennas is sufficiently large, the outage capacity of the diversity channel closely approaches the benchmark provided by the AWGN.
Among various linear processing schemes in the literature, we focus on two possible approaches. First, we consider optimal beamforming and receive combining to maximize the combiner SNR, i.e., the SNR at the input of the demodulator. Assuming $||\alpha|| = ||\beta|| = 1$ for signal and noise normalization purposes, it is well known that the SNR is maximized if $\alpha$ and $\beta$ are the principal right and left singular vectors of $\mathbf{H}$, respectively. Under this assumption, it can be verified that the instantaneous SNR at the input of the demodulator can be expressed as

$$\gamma_c = \rho \sigma_{\text{max}}^2$$

(1)

where $\rho$ is the SNR on a single unit-gain link and $\sigma_{\text{max}}$ is the largest singular value of $\mathbf{H}$.

Another possible approach, referred to as Selection Transmission and Combining (STC), selects the transmit-receive antenna pair which exhibits the maximum instantaneous SNR. The combiner SNR is therefore

$$\gamma_c = \max_{i,j} \gamma_{ij}$$

(2)

where $\gamma_{ij}$ is the SNR on the communication link between the $j$-th transmit antenna, used at full power, and $i$-th receive antenna ($j = 1, 2, \ldots, N$ and $i = 1, 2, \ldots, M$). This approach is described by the linear processor with beamforming vector $\alpha$ and receive combiner $\beta$ characterized by just one unitary element, whereas all other elements are zero. By direct extension of the results in [11], relative to the classical SC in the SIMO case, the average SNR at the output of the combiner has the following closed-form expression for i.i.d. Rayleigh fading:

$$\overline{\gamma}_c = \overline{\gamma} \sum_{\ell=1}^{MN} \frac{1}{\ell}$$

(3)

In the next subsections, we discuss the special cases of SIMO and MISO channels.

A. Receive Diversity (SIMO)

In the case of a single-antenna transmitter, $N = 1$, the system in Fig. 1 collapses to a standard SIMO system with receive diversity employing $M$ receive antennas. This scenario may be representative of uplink communications between single-antenna users and a multi-antenna base station.

In this case, $\alpha = 1$ and the optimal linear combination at the receiver is MRC, i.e., $\beta = \mathbf{h}/||\mathbf{h}||$, where $\mathbf{h} = [h_1, h_2, \ldots, h_M]^T$ is the vector of channel coefficients. It is well known that the combiner SNR is

$$\gamma_c = \sum_{\ell=1}^{M} \overline{\gamma}_\ell$$

(4)

where $\gamma_\ell$ is the SNR on the $\ell$-th receive antenna. Its average value is

$$\overline{\gamma}_c = \sum_{\ell=1}^{M} \overline{\gamma}_\ell$$

which reduces, for i.i.d. fading, to $\overline{\gamma}_c = M \overline{\gamma}$.

For $N = 1$, the STC approach (2) becomes the well-known SC, i.e., the combiner selects the signal of the diversity channel with properly defined SNR but for a gap, under operational condition compatible with the independent fading assumption. Bounds and asymptotic results are also provided for the massive MIMO channel.

The structure of this paper is the following. In Section II we review the MIMO, SIMO, and MISO diversity channels. In Section III we derive the outage capacity benchmarks for the considered scenarios. Numerical results are discussed in Section IV. Finally, concluding remarks are given in Section V.

II. MIMO DIVERSITY CHANNEL

Consider the MIMO diversity channel depicted in Fig. 1. The encoded and modulated transmitted signal $s(t)$ is precoded by the beamforming vector $\alpha = [\alpha_1, \alpha_2, \ldots, \alpha_N]^T$ and transmitted through $N$ antennas, where the symbol $T$ denotes the transpose operator. The channel matrix $\mathbf{H}$ has size $M \times N$ and independent frequency-flat slow fading gains $\{h_{ij}\}$. At the receiver, signals received by $M$ antennas are linearly combined by the receive vector $\beta^* = [\beta_1, \beta_2, \ldots, \beta_M]^T$, where $\dagger$ denotes the Hermitian operator. The receive antennas are also affected by the AWGN vector $\mathbf{w}(t) = [w_1(t), w_2(t), \ldots, w_M(t)]^T$. The combined signal is used for demodulation and decoding.

The fading gains are assumed i.i.d. and follow the Rayleigh model. This independence assumption can be justified for massive antenna arrays of practical interest. As an illustrative example, assume that antenna elements are spaced by half wavelength to observe i.i.d. fading gains and consider a carrier frequency $f_c = 5$ GHz, i.e., a wavelength $\lambda = c/f_c = 6$ cm, where $c = 3 \times 10^8$ m/s is the propagation speed. Then, antenna elements must be spaced at least by 3 cm for independency. Therefore, a massive square array of $100 \times 100 = 10^4$ antenna elements has dimension of approximately $3 \times 3$ m, which can be considered realistic for cellular base stations.

The received signal can be expressed as

$$r(t) = \beta^H \mathbf{H} \alpha x(t) + n(t)$$

where $n(t) = \beta^H \mathbf{w}(t)$ is the noise signal at the output of the receiver linear processor.

Fig. 1. MIMO diversity channel with $N$ transmit and $M$ receive antennas. Transmit beamforming and receive linear processing are considered.
branch which exhibits the maximum instantaneous SNR. The combiner SNR is therefore
\[ \gamma_c = \max\{\gamma_1, \gamma_2, \ldots, \gamma_M\} \] (5)
and the average SNR at the output of the combiner has the following closed-form expression for i.i.d. Rayleigh fading [11]:
\[ \bar{\gamma}_c = \bar{\gamma} \sum_{\ell=1}^{M} \frac{1}{\ell}. \] (6)

B. Transmit Diversity (MISO)

In the case of a single-antenna receiver, \( M = 1 \), the system in Fig. 1 collapses to a MISO system with transmit diversity employing \( N \) transmit antennas. This scenario can be representative of downlink communications between a multi-antenna base station and single-antenna users.

In this case, \( \beta = 1 \) and the optimal linear processor at the transmitter is MRT, i.e., \( \alpha = h^*/||h|| \). By similar arguments as for MRC, the combiner SNR can be shown to have similar formulation as in [4], i.e.,
\[ \gamma_c = \sum_{\ell=1}^{N} \gamma_\ell \] (7)
where \( \gamma_c \) is the SNR received by the \( \ell \)-th transmit antenna used at full power [1]. The average value of (7) is
\[ \bar{\gamma}_c = \sum_{\ell=1}^{N} \frac{1}{\ell} \] (8)
which reduces, for i.i.d. fading, to \( \bar{\gamma}_c = N\bar{\gamma} \).

For \( M = 1 \), the STC approach [2] reduces to the well-known ST, which operates as SC, but at the transmitter side. In particular, the combiner SNR is
\[ \gamma_c = \max\{\gamma_1, \gamma_2, \ldots, \gamma_N\} \] (9)
with average value for i.i.d. Rayleigh fading:
\[ \bar{\gamma}_c = \bar{\gamma} \sum_{\ell=1}^{N} \frac{1}{\ell}. \] (10)

III. OUTAGE CAPACITY ANALYSIS

The outage capacity \( C_\varepsilon \) of a slow fading channel is defined as the maximum achievable rate such that the outage probability is less than \( \varepsilon \) [1].

Let us define the following function
\[ C(\gamma) = \log_2(1 + \gamma) \] (11)
which describes the capacity per unit bandwidth of the bandwidth-limited AWGN channel operating at SNR \( \gamma \). The outage capacity per unit bandwidth can be expressed as [1] Chap. 5
\[ C_\varepsilon = C(\gamma_0) = C(F^{-1}(\varepsilon)) \text{ b/s/Hz} \] (12)
where \( \gamma_0 = F^{-1}(\varepsilon) \) is the SNR outage threshold, \( F(\cdot) \) is Cumulative Distribution Function (CDF) of the SNR, and \( F^{-1}(\cdot) \) is its inverse. This expression is valid for the considered diversity channels in Section II provided \( F(\cdot) \) is the CDF of the SNR at the input of the demodulator.

In the following, we shall compare the outage capacity of the diversity channel with that of a reference AWGN channel with suitable SNR. We consider the different scenarios (SIMO, MISO, MIMO) and derive capacity benchmarks for the resulting diversity channels. For simplicity, we start from the standard SIMO case and, then, extend the results to the other cases. To get insights, we also concentrate on the high and low SNR regimes, since the impact of fading may depend very much on the operating regime. In particular, at high SNR the capacity difference between the outage capacity of the investigated diversity channel and the capacity of the relevant reference AWGN one is considered, whereas at low SNR the ratio between these quantities may be more convenient.

A. SIMO

1) Analysis for MRC: In MRC with i.i.d. branches subject to Rayleigh fading, the SNR \( \bar{\gamma}_c \) at the output of the combiner has the following closed-form expression for i.i.d. Rayleigh fading [1]:
\[ \varepsilon = F(\gamma_0) = 1 - e^{-\gamma_0/\bar{\gamma}} \sum_{\ell=0}^{M-1} \frac{1}{\ell!} \left( \frac{\gamma_0}{\bar{\gamma}} \right)^\ell. \] (13)
Since [12] does not admit exact inversion, the computation of the outage capacity \( C_\varepsilon^{\text{MRC}} \) can be pursued numerically, as it is done in Section IV.

However, in order to get insights in the behavior for large \( M \), we consider a GA of the random variable \( \gamma_\ell \) by the central limit theorem as \( \gamma_\ell \sim \mathcal{N}(M\bar{\gamma}; M\bar{\gamma}^2) \), where \( \mathbb{E}[\gamma_\ell] = M\bar{\gamma} \) and \( \mathbb{V}[\gamma_\ell] = M\bar{\gamma}^2 \), as it can be easily verified. Hence, the outage probability can be approximated as
\[ \varepsilon = F(\gamma_0) \simeq 1 - Q \left( \frac{\gamma_0 - M\bar{\gamma}}{\sqrt{M\bar{\gamma}}} \right) \] (14)
where \( Q(x) \) is the tail function of a standard Gaussian random variable. This approximation can be inverted as
\[ \gamma_0 = F^{-1}(\varepsilon) \simeq \bar{\gamma} \left[ M - \sqrt{MQ^{-1}(\varepsilon)} \right] \] (15)
where \( Q^{-1}(\cdot) \) is the inverse of \( Q(\cdot) \) and the symmetry \( Q^{-1}(1 - \varepsilon) = -Q^{-1}(\varepsilon) \) has been used. Since the threshold SNR \( \gamma_0 \geq 0 \), from (15) the condition \( M \geq \left[ Q^{-1}(\varepsilon) \right]^2 \) arises. As shown by the numerical results in Section IV, this condition also affects the quality of the approximation, as lower values of \( \varepsilon \) require larger values of \( M \) for similar accuracy. This leads to the high-order diversity approximation of the outage capacity
\[ C_\varepsilon^{\text{GA}}(\bar{\gamma}) = \log_2 \left[ \frac{\sqrt{M} \left( M - \sqrt{MQ^{-1}(\varepsilon)} \right)}{1 + \bar{\gamma}} \right] \] (16)
which grows unboundedly for increasing values of \( M \) and any fixed values of \( \bar{\gamma} \) and \( \varepsilon \). Note that (16) can become quite large
for practical values of $M$ such that the i.i.d. fading assumption is still realistic.

By similar arguments, the ratio

$$\frac{C^\text{GA}(\gamma_c)}{C(\gamma)} = \frac{\log_2 \left( 1 + \gamma \left[ M - \sqrt{M} Q^{-1}(\epsilon) \right] \right)}{\log_2 (1 + \gamma)}$$  \hspace{1cm} (15)$$
grows unboundedly for increasing values of $M$ and fixed values of $\gamma$ and $\epsilon$.

The growth rate of (14) and (15) could be analyzed. However, a more interesting viewpoint can be obtained excluding the so-called array gain of MRC from the analysis [1]. Recall that the array gain is defined as the SNR gain provided by diversity in the absence of fading, i.e., when all the branches are affected by AWGN with deterministic SNR $\gamma$. According to [4], the SNR in MRC and AWGN is $\gamma_c = M\gamma$. Since a similar relation holds for the average SNR in i.i.d. fading, $\gamma_c = M\gamma$, we can exclude the array gain from the analysis by considering the capacity difference with respect to the reference AWGN channel with SNR $\gamma_c$. Using $\gamma = \gamma_c/M$ in (14), we have

$$C^\text{GA}(\gamma_c) - C(\gamma_c) = \log_2 \left( 1 + \frac{1}{\sqrt{M}} Q^{-1}(\epsilon) \right).$$

For increasing values of $M$, the term $Q^{-1}(\epsilon)/\sqrt{M}$ tends to 0 for any fixed value of $\epsilon$. Therefore, for high-SNR diversity, the outage capacity with MRC approaches from below that of the reference AWGN channel with SNR $\gamma_c$. Hence, the capacity of this AWGN channel with SNR $\gamma_c$ provides a benchmark to the outage capacity of the massive SIMO diversity channel.

At high SNR specified by the conditions $\gamma_c \gg 1$ and $\gamma_c (1 - 1/\sqrt{MQ^{-1}(\epsilon)}) \gg 1$, one can approximate this capacity gap as

$$C^\text{GA}(\gamma_c) - C(\gamma_c) \approx \log_2 \left( 1 + \frac{1}{\sqrt{M}} Q^{-1}(\epsilon) \right)$$

where the second approximation holds because $\log(1 - x) \approx x$ for $|x| \ll 1$. This gap tends to zero from below as $M \to 1/2$ for increasing values of $M$. Note that the high-SNR condition $\gamma_c (1 - 1/\sqrt{MQ^{-1}(\epsilon)}) \gg 1$ is well behaved for large $M$, since if it is satisfied for some $M$, it is verified even better for larger values of $M$.

By similar arguments, using $\gamma = \gamma_c/M$ in (15), the capacity ratio

$$\frac{C^\text{GA}}{C(\gamma_c)} = \frac{\log_2 \left( 1 + \gamma_c \left[ 1 - \frac{1}{\sqrt{M}} Q^{-1}(\epsilon) \right] \right)}{\log_2 (1 + \gamma_c)}$$

approaches 1 for increasing values of $M$. Again, this conclusion indicates that $C(\gamma_c)$ describes a benchmark to the outage capacity. At low SNR specified by the conditions $\gamma_c \ll 1$ and $\gamma_c (1 - 1/\sqrt{MQ^{-1}(\epsilon)}) \ll 1$, the approximate ratio is

$$\frac{C^\text{GA}(\gamma_c)}{C(\gamma_c)} \approx 1 - \frac{1}{\sqrt{M}} Q^{-1}(\epsilon).$$  \hspace{1cm} (16)$$

As the low-SNR condition is also well behaved for increasing $M$, we can conclude that this approximation approaches 1 from below as $M \to 1/2$.

2) Analysis for SC: In SC with i.i.d. branches subject to Rayleigh fading, the outage probability can be expressed as

$$\epsilon = F(\gamma_0) = \left( 1 - e^{-\gamma_0/\gamma} \right)^M$$

which can be inverted as

$$\gamma_0 = F^{-1}(\epsilon) = \gamma \log \frac{1}{1 - \epsilon^{1/M}}$$

where $F(\cdot)$ and $F^{-1}(\cdot)$ are the CDF of the SNR [5] and its inverse, respectively. The outage capacity is then expressed in terms of (10) as

$$C^\text{SC}(\gamma) = C \left( \gamma \log \frac{1}{1 - \epsilon^{1/M}} \right) \text{ b/s/Hz} \hspace{1cm} (17)$$

and the difference with respect to that of the reference AWGN channel with SNR $\gamma$ is

$$C^\text{SC}(\gamma) - C(\gamma) = \log_2 \left( 1 + \gamma \frac{1}{1 - \epsilon^{1/M}} \right)$$

which grows unboundedly as $M$ increases for any fixed values of $\gamma$ and $\epsilon$. In fact, using a first-order Taylor series expansion of $1 - \epsilon^{1/M}$ about $x \approx 0$ one has

$$\lim_{M \to +\infty} \frac{1}{1 - \epsilon^{1/M}} = \lim_{M \to +\infty} \left( \frac{M}{-\ln \epsilon} \right) = +\infty \hspace{1cm} (19)$$

since $-\ln \epsilon \geq 0$.

In order to analyze the behaviour of (18) for large diversity order, one can consider a high-SNR regime, i.e., $\gamma \gg 1$ and $\gamma \ln(1/(1 - \epsilon^{1/M})) \gg 1$. Note that, for a given $\epsilon$, the second high-SNR condition is better verified for increasing $M$. The following approximation, therefore, holds for large $M$

$$C^\text{SC}(\gamma_c) - C(\gamma_c) \approx \log_2 \ln \frac{1}{1 - \epsilon^{1/M}}.$$

This means that the growth is as $\log_2 \ln M$, hence significantly slower than MRC.

Unlike MRC, we cannot arrange an array gain in SC due to the fact that in the absence of fading the combiner SNR is $\gamma$ for every $M$. However, considering the average SNR [5], we can identify a gain at the output of the combiner. Using $\gamma = \gamma_c/(\sum_{\ell=1}^{M} 1/\ell)$ in (17), the outage capacity for SC can be expressed as

$$C^\text{SC}(\gamma_c) = C \left( 1 + \gamma_c \frac{1}{\sum_{\ell=1}^{M} 1/\ell} \log \frac{1}{1 - \epsilon^{1/M}} \right).$$

Considering the difference with respect to the capacity of the reference AWGN channel with SNR $\gamma_c$, we obtain

$$C^\text{SC}(\gamma_c) - C(\gamma_c) = \log_2 \left( 1 + \gamma_c \frac{1}{\sum_{\ell=1}^{M} 1/\ell} \ln \frac{1}{1 - \epsilon^{1/M}} \right).$$

As shown below, one has

$$\lim_{M \to +\infty} \frac{1}{\sum_{\ell=1}^{M} 1/\ell} \ln \frac{1}{1 - \epsilon^{1/M}} = 1 \hspace{1cm} (20)$$

and, therefore, the capacity gap $C^\text{SC}(\gamma_c) - C(\gamma_c)$ approaches zero from below for large diversity order, i.e., the outage capacity with SC approaches the benchmark specified by the reference AWGN channel with SNR $\gamma_c$. To show (20), the
following approximation of the partial sum of the divergent harmonic series can be used
\[
\sum_{\ell=1}^{M} \frac{1}{\ell} \simeq \ln M + k_1 + k_M \tag{21}
\]
where \(k_1 \simeq 0.57\) is the Euler-Mascheroni constant and \(k_M \to 0\) as \(M\) increases [12, Chap. 5]. Using (19) and (21), one has
\[
\lim_{M \to +\infty} \frac{1}{M} \sum_{\ell=1}^{M} \frac{1}{\ell} = \lim_{M \to +\infty} \frac{1}{M} \ln \left( 1 - \frac{1}{\ell} \right) = \lim_{M \to +\infty} \frac{1}{M} \ln \left( -\ln \varepsilon \right) = \frac{1}{\ln M} = 1.
\]

To analyze the outage capacity for large diversity order, let us consider a sufficiently large SNR, i.e., \(\tau_\varepsilon \gg 1\) and doubling the harmonic series can be used \(1/\ell \leq 2\). Using (19), one obtains that \(C_{\varepsilon}^{SC}(\tau_\varepsilon) \approx C(\tau_\varepsilon) \simeq \frac{1}{\ln M} \frac{1}{\ln(1/\tau_\varepsilon)} \frac{1}{\ln M} \to 1\) for \(M \to +\infty\), which holds for large \(M\), can be approximated using (22) as
\[
C_{\varepsilon}^{SC}(\tau_\varepsilon) - C(\tau_\varepsilon) \approx \frac{1}{\ln 2} \frac{1}{\ln M} \to 1.
\]

Finally, by similar arguments one can show that the ratio \(C_{\varepsilon}(\tau_\varepsilon)/C(\tau_\varepsilon)\) approximates 1 from below for large values of \(M\). At low SNR, a well behaved approximation is
\[
C_{\varepsilon}^{SC}(\tau_\varepsilon) \approx \frac{1}{\sum_{\ell=1}^{M} 1/\ell} \frac{1}{\ln M} \to 1
\]
which approaches 1 from below as \((\ln M)^{-1}\).

**B. MISO**

Since MRT and ST with \(N\) branches in MISO systems are equivalent to, respectively, MRC and SC with \(N\) branches in SIMO systems as per the results in Sections II-A and II-B, the analysis in Section II-A is also valid here provided \(M\) is replaced by \(N\).

**C. MIMO**

The analysis in Section II-A can be extended to massive MIMO scenarios with \(N\) transmit and \(M\) receive antennas used to pursue full diversity. In particular, we consider the optimal transmit beamforming and receive combining described in Section II

The combiner SNR in (1) can be upper and lower bounded as follows. For any realization of the channel matrix \(H\), its largest squared singular value can be upper and lower bounded by the sum and the average of all the squared singular values, respectively. In other words,
\[
\frac{1}{R_H} \sum_{i=1}^{R_H} \sigma_i^2 \leq \sigma_{\max}^2 \leq \sum_{i=1}^{R_H} \sigma_i^2
\]
where \(R_H\) is the rank of \(H\). Since \(R_H \leq \min\{M, N\}\), a further lower bound is obtained as
\[
\min\{M, N\} \sum_{i=1}^{R_H} \sigma_i^2 \leq \sigma_{\max}^2 \leq \sum_{i=1}^{R_H} \sigma_i^2
\]
Moreover, it is well known that [13, Chap. 3]
\[
\sum_{i=1}^{R_H} \sigma_i^2 = \|H\|_F^2
\]
where \(\|H\|_F\) denotes the Frobenius norm of the channel matrix \(H\). Using (1) and (24), one finally obtains
\[
\min\{M, N\} \|H\|_F^2 \leq \gamma_c \leq \rho \|H\|_F^2 \gamma_{\varepsilon}^U.
\]

The distribution of the SNR \(\gamma_c\) in (25) is not known, but we can bound its CDF by observing that, given two random variables \(X\) and \(Y\) such that \(X \leq Y\) for any realizations, their CDFs are related as \(F_X(x) \geq F_Y(x)\). Since the distribution of \(\|H\|_F^2\) is chi-square with \(2MN\) degrees of freedom for i.i.d. Rayleigh fading, \(\gamma_c^U = \rho \|H\|_F^2 \gamma_{\varepsilon}^U\) and \(\gamma_{\varepsilon} = \gamma_{\varepsilon}^U / \min\{M, N\}\) have the same distribution but for the mean value parameter.

To proceed, it is convenient to set up a normalization condition on the channel matrix \(H\) by assuming its i.i.d. zero-mean entries have unit variance. This normalization does not limit the generality of the following discussion because all the considered SNRs scale with this variance accordingly. Under this normalization
\[
\mathbb{E}\{\|H\|_F^2\} = M \sum_{i=1}^{M} \sum_{j=1}^{N} \mathbb{E}\{|h_{ij}|^2\} = MN.
\]

Using (25), the average SNR at the input of the demodulator can be bounded as
\[
\rho \max\{M, N\} \leq \gamma_c \leq \rho MN \gamma_{\varepsilon}^U
\]
where we used the fact that, given two random variables \(X\) and \(Y\) with \(X \leq Y\) for any realizations, their means are related as \(\mathbb{E}\{X\} \leq \mathbb{E}\{Y\}\). We have defined the means \(\gamma_c^L = \mathbb{E}\{\gamma_c^L\}\) and \(\gamma_c^U = \mathbb{E}\{\gamma_c^U\}\).

Based on the above setting, we can define lower and upper bounds on the CDF of the SNR \(\gamma_c\), denoted respectively as \(F_c(\cdot)\) and \(F_{uc}(\cdot)\), as chi-square with \(2MN\) degrees of freedom and average per-branch SNRs \(\gamma_c^U\) and \(\gamma_c^L\), respectively defined as
\[
\gamma_c^U = \rho \frac{\rho}{\min\{M, N\}}
\]

\[
\gamma_c^L = \rho \frac{\rho}{\min\{M, N\}}
\]

\[
\gamma_c^L = \rho \frac{\rho}{\min\{M, N\}}
\]
These CDFs can be expressed by (12) with $M$ replaced by $MN$ and $\gamma$ replaced by $\gamma^U$ and $\gamma^I$, respectively. Hence the outage probability can be bounded by these CDFs.

We can now bound the outage capacity of the massive MIMO diversity channel, using (11), as

$$C_z^U(\gamma_c^U) \leq C_z^{MIMO}(\gamma_c) \leq C_z^I(\gamma_c^I)$$

with

$$C_z^U(\gamma_c^U) = \log_2 \left( 1 + F_{\gamma_c^U}(\epsilon) \right)$$
$$C_z^I(\gamma_c^I) = \log_2 \left( 1 + F_{\gamma_c^I}(\epsilon) \right).$$

We can conclude that the outage capacity of the MIMO channel with full diversity is upper and lower bounded by that of the MRC SIMO channel with $MN$ antennas and per-branch average SNRs $\gamma_c^U$ and $\gamma_c^I$, respectively. This implies that the analysis in Section III-A for MRC allows to derive the above bounds, provided the correct diversity order and SNRs are considered.

These bounds may be reasonably tight if $\min\{M,N\}$ is small, i.e., if a large number of antennas is used at one side only, either transmitter or receiver. However, for doubly massive systems in which both $M$ and $N$ are large, $\min\{M,N\}$ is large and the bounds become loose. To derive a capacity benchmark useful for the the doubly massive MIMO diversity channel, we may resort to the asymptotic results in [15] which show that the largest squared singular value if $M$ and $N$ are both large, but $y = M/N$ is fixed, approaches

$$\sigma^2 \to 2(1 + \sqrt{y})^2N.$$ 

This implies that

$$\gamma_c \to \rho 2(1 + \sqrt{y})^2N \quad (26)$$

and, therefore, the outage capacity tends to that of MRC with $2(1 + \sqrt{y})^2N$ antennas.

IV. Numerical Results

We now present numerical results on the analytical framework presented in Section III. We consider two representative values of high and low outage probabilities, namely $\epsilon = 10^{-1}$ and $\epsilon = 10^{-3}$, respectively. In Section IV-A, we focus on the high-SNR regime, where the capacity gap is a representative performance indicator. In Section IV-B, we discuss the low-SNR regime where the capacity ratio is of interest.

A. High-SNR Analysis

In Fig. 2, the capacity gap with respect to the AWGN channel with SNR $\gamma_c$ is shown, as a function of $M$, for the SIMO channel with MRC and various (large) values of SNR $\gamma_c$ and outage probability $\epsilon$. The results obtained by numerical inversion of the SNR CDF are compared with the GA.

In Fig. 3 the capacity gap with respect to the AWGN channel with $\gamma_c$ as a function of $M$, is shown for the SIMO channel with SC and various (large) values of SNR $\gamma_c$ and outage probability $\epsilon$. Similar conclusions as in MRC can be drawn for SC. The curves for increasing value of SNR approach the benchmark $C(\gamma_c)$ as predicted by (25). As $M$ increases, a slow growth can be observed. This means that the benchmark can only be approached for realistic values of $M$ except for a gap. As an example, considering $\epsilon = 10^{-3}$, $C_M - C(\gamma_c) \simeq -0.94$ b/s/Hz for $M = 100$. Increasing $M$ from 100 to 1000 leads to a reduction in the capacity difference to approximately -0.59. Further increasing $M$ to 10000 leads to a gap of approximately -0.43. Recall that $M = 10000$ can still be considered realistic, as per the example discussed in Section III.

The results in Figs. 2 and 3 are also valid for the MISO
**B. Low-SNR Analysis**

In Fig. 5, the capacity ratio is shown, as a function of $M$, for the SIMO channel with MRC and various (low) values of SNR $\gamma_c$, and outage probability $\epsilon$. The results obtained by numerical inversion of the SNR CDF are compared with the GA. Similar conclusions as for the capacity gap in Fig. 2 can be drawn. One should observe that for large values of $M$, the GA well predicts the system performance in this case as well. In particular, at low SNR the GA approaches $1$ as $M^{-1/2}$ for realistic values of $M$. Note that compared with the reference value 1, i.e., $C_{\text{MRC}}^c = C(\gamma_c)$, the outage capacity is only a fraction and the loss is more evident with respect to the high-SNR channel case shown in Fig. 2.

In Fig. 6, the capacity ratio is shown, as a function of $M$, for the SIMO channel with SC and various (low) values of SNR $\gamma_c$, and outage probability $\epsilon$. As for the capacity gap in Fig. 2, as $M$ increases very slow (logarithmic) growth can be observed and the benchmark cannot be approached in practice. Moreover, the fraction of the reference value 1, i.e., $C_{\text{SC}}^c = C(\gamma_c)$, is lower than for MRC, meaning that SC is less effective in the low-SNR regime.

The results in Figs. 5 and 6 are also valid for the MISO channel with MRT and ST with $M$ transmit antennas, respectively.

In Fig. 7, the outage capacity in the low SNR regime is shown for the massive MIMO diversity channel with $\epsilon = 10^{-1}$ and various values of $N$ and $M$. Upper and lower bounds, as well as benchmarks are shown. As one can see, for all the considered scenarios, upper and lower bounds are close to the benchmarks $C(\gamma_c)$ and $C(\gamma_c^U)$. Moreover, for relatively small values of $M$, the bounds are close to each other and the performance is well predicted. On the other hand, in the doubly massive case $N = M = 100$, the performance is well predicted by the asymptotic result from [15].

In Fig. 4, the outage capacity, as a function of SNR, for the massive MIMO diversity channel with $\epsilon = 10^{-1}$ and various values of $N$ and $M$, is shown. Upper and lower bounds, as well as benchmarks are shown. One should observe that for large values of $M$, the GA well predicts the system performance in this case as well. Moreover, the fraction of the reference value $1$, i.e., $\epsilon(\gamma_c)$ and outage probability $\epsilon$. The results obtained by numerical inversion of the SNR CDF are compared with the GA. Similar conclusions as for the capacity gap in Fig. 2 can be drawn. One should observe that for large values of $M$, the GA well predicts the system performance in this case as well. In particular, at low SNR the GA approaches $1$ as $M^{-1/2}$ for realistic values of $M$. Note that compared with the reference value $1$, i.e., $C_{\text{MRC}}^c = C(\gamma_c)$, the outage capacity is only a fraction and the loss is more evident with respect to the high-SNR channel case shown in Fig. 2.

In Fig. 6, the capacity ratio is shown, as a function of $M$, for the SIMO channel with SC and various (low) values of SNR $\gamma_c$ and outage probability $\epsilon$. As for the capacity gap in Fig. 2, as $M$ increases very slow (logarithmic) growth can be observed and the benchmark cannot be approached in practice. Moreover, the fraction of the reference value $1$, i.e., $C_{\text{SC}}^c = C(\gamma_c)$, is lower than for MRC, meaning that SC is less effective in the low-SNR regime.

1Similar considerations hold for other values of the outage probability.
was then extended to the massive MIMO diversity channel, showing that its outage capacity with full diversity is upper and lower bounded by that of an MRC system with a proper number of antennas. Our results show that, if the number of antennas is sufficiently large, the capacity of each considered diversity channel approaches that of suitable reference AWGN channels with properly defined SNRs under realistic number of antennas. Finally, proper bounds and an asymptotic benchmark are provided for the massive MIMO case.
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