Suppression of spinodal instability by disorder in an athermal system
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We observed asymmetric critical slowing down and asymmetric dynamical scaling exponent in the superheating and supercooling kinetic processes during the thermally-induced metal-insulator transition of MnNiSn based heusler alloy. During the transition to the insulator phase, the critical-like features get enhanced compared to the transition back to the metal phase. These experimental findings suggest that the metastable phase in the cooling branch of hysteresis has approached close to the spinodal instability. On the other hand, the extended disorder, generated over and above the intrinsic crystal defects during heating, triggers the excess heterogeneous nucleation before reaching the spinodal point. Zero temperature random field Ising model (ZTRFIM) simulation, inscribed for the athermal martensitic transitions, support the argument that the disorder smears the spinodal instabilities as the correlation length is bounded by the average distance between the disorder points.

I. INTRODUCTION

Hysteric transition is an exciting subclass of abrupt thermodynamic phase transition (ATPT) where equilibrium thermodynamics breaks down on account of the system has accessed the metastable phase [1–3]. Thermal hysteresis implies that there is a discontinuous jump from one metastable minimum to another free energy minimum and often accompanied by rate-dependent effect [4, 5], exchange bias [6], kinetic arrest [7]. Such non-ergodic behavior is generally believed to arise from an interplay of disorder, thermal fluctuations, and activation barriers separating the two phases [8]. When thermal fluctuation is insignificant in the kinetics of phase transformation (athermal), the metastable phase of a system can persist right up to spinodals (mean-field concept) where the activation barrier against nucleation vanishes [8]. One would expect divergence of correlation length along with divergence of the relaxation time scale of order parameter due to the diffusive nature of dynamics [8]. This kind of athermal transition arises due to the suppression of fluctuation by the long-range force during the magnetic and structural phase transition of many complex functional materials, including manganites, transition metal oxides, etc. [9–13]. Near spinodal, the ramified nucleating droplet diverges in all directions, unlike classical nucleation, where a single droplet of stable phase grows in a compact form [14]. When the system approaches spinodal, the nucleation rate becomes very slow, indicate spinodal slowing down [15]. The nucleation rate decrease further as the range of interaction increases and finally goes to zero when the range of interaction becomes infinity [12], then the transition becomes mean-field like [8, 16]. The recent experiment on dynamic hysteresis scaling supported by numerical analysis suggested the mean-field like spinodal instability exists in the correlated system [12, 17].

However, the disorder is known to yield heterogeneous nucleation of athermal martensitic transformation [18] characterized by jerky propagation related to avalanches [9–19]. The disorder may reduce the free energy barrier of nucleation before arriving at the spinodal [2, 20]. The influence of disorder on the spinodal has not yet been fully explored except some model system [3, 21–24]. Although disorder associated athermal transition is found in many complex functional materials undergoing hysteretic transition [3], glassy materials [25], earthquake [26], QCD patterns formation [27], social and economic systems [28]. This article focuses on one such system where a kinetic asymmetry in the supersaturated transition arises from the extended disorder generated during the superheating process. We experimentally observed that, even at finite temperature, the transition is independent of thermal fluctuation, i.e., athermal. One would expect to see the footprints of diverging susceptibility in its temporal features as the fluctuation-less metastable phase can survive up to the unstable singularity (spinodal) under phase kinetics [9–13, 20]. However, extended disorder reduces the degree of superheating through nucleation on the kinetic-path before vanishing the activation barrier.

In this letter, through the dynamic hysteresis and critical slowing down measurements supported by ZTRFIM simulations, we first experimentally report that in an athermal system, the extended disorder overrules the spinodal instabilities via heterogeneous nucleation.

II. EXPERIMENTAL RESULTS

Figure 1 (a) shows that a typical resistance measurement done as a function of temperature during the first-order phase transformation (FOPT) at 200 K in polycrystalline heusler alloy. The details of sample preparation and characterization are given in Appendix A. There is a thermal hysteresis (width ~ 5 K) associated with the change in resistance of austenite transition (~ 197 K) during heating and the martensitic transition (~ 192 K)
During cooling, the electronic transition, coupled with a magnetic and a structural transition, occurs through a series of avalanches. Each avalanche is accompanied by a jump in resistance [Fig. 1(a) (inset)] and a corresponding jerky latent heat [Fig. 1(b)] by numerically fitting an equivalent model for the setup. A more detailed description of the home-made DTA experimental setup can be found elsewhere [29]. Figure 1(d) shows the distribution of jerky heat as a function of their size. The jumps during cooling are larger than the heating implies that the disorder linked with the austenite transition is more compare to the martensitic transition [21] [30]. Moreover, these asymmetric jumps are independent of the driving rate (for details, refer to Appendix B). Such kinetic asymmetry emerges due to the heterogeneous nucleations at two distinct disorder points: extended disorder [31] (structural wall [18, 19] [30], surface-localized defects [37], dislocation [32], etc) which appear during heating branch of hysteresis on top of intrinsic disorder which remains in both branches [31] [36]. Return point memory of hysteresis loop [Fig. 1(e)] implies the existence of intense disorder (above the critical value $\sigma_c$) associated with ATPT [21] [35].

Thermal hysteresis implies discontinuity in free energy and discontinuity in entropy at the transition points. Therefore, this transition can be termed as ‘zeroth-order’ [12] [39]. The continuation of free energy beyond the expected transition point (where the free energy of two phases intersect) enlarge the lifetime of metastable state [11] [39]. Consequently, the metastable state act like an equilibrium state and the transition becomes athermal. Such continuation breaks at the limit of stability due to the essential singularity of spinodal points. At these points, the relaxation time of the metastable state is expected to diverge [40]. The detailed mean-field free energy formalism of thermally driven hysteretic transition has been discussed in Appendix C.

However, the phase ordering relaxation time is measured by the quench and hold experimental technique. Starting from an initial temperature of 120K (or 250K), which is far from transition regions, the sample is heated up (or cool down) rapidly to a specific set temperature ($T_R$), then allowed to equilibrate for sufficient time. The temporal evolution of resistance is represented in terms of insulator fraction (order parameter) [41]. The detailed calculations of insulator fraction are given in Appendix C. Figure 2 shows the insulator fraction for different set temperatures for heating and cooling quenches. After an adequate wait time ($\sim 60$ s), the system reaches the quasi-static value. After that, no temporal evolution of order parameter is observed (See Appendix C); suggest that the system, driven by thermal fluctuations, unable to jump the activation barrier and remains in the metastable local minima. Such behavior indicates an athermal transition [9] [42], where the thermal fluctuations are suppressed by long-ranged strain-strain force [11] and the kinetics of transition is only control by external parameters. When the range of interaction is very large (Coulomb type [13]), the fluctuation-related barrier crossing becomes disabled, and the transition dy-
namic should follow the deterministic track—eventually, the transition acts like the mean-field one [12]. Spinodal slowing down has been observed under deep supersaturation in the athermal system [13] [16] [23]. This slowing down can manifest as the much-discussed delay in the onset of switching around the bifurcation points of the FOPT (i.e., finite time effects); the change in the hysteresis loop area $A(R)$ (or shift in transition points) with $R$, the rate of change in the field $H$ or temperature $T$ can dynamically scale as:

$$A(R) = A_0 + a R^\gamma.$$  \hspace{1in} (1)

The quasi-static hysteresis loop area $A_0$ must be nonzero for such transitions [12] [24] [45] [50]. While the values of $\gamma$ have been obtained analytically [45], numerically [24] [46] [49], and experimentally [12] [47] [48] in different systems, for the field as well as temperature-driven FOPTs. The mean-field exponent $\gamma = 2/3$ is believed to be the signature of spinodal like transition [12] [46]. The dynamical scaling that resembles a spinodal like transition occurs when an inherent slowing down leads to overshooting in the transition. Note that the power-law scaling of hysteresis is considered a scale-free behavior of the characteristic response time.

![Temperature dependent phase ordering relaxation time constant](image)

**FIG. 3.** (a) Temperature dependent phase ordering relaxation time constant. The time constant has been extracted by exponential curve fitting in the temporal evolution of order parameter of quench and hold experiments [Fig. 2]. The vertical lines correspond to the quasi-static transition temperatures for cooling (green) and heating (orange). (b) Temperature dependent resistance for different ramp rates. (c) log-log plot of shift in transition temperatures with temperature scanning rates. The power laws fitting exponent coming out to be $\gamma \approx 0.93$ for heating and $\gamma \approx 0.85$ for cooling.

However, the signature of spinodal slowing down reflects both in quench-and-hold and dynamic hysteresis measurements [Fig. 3]. The phase ordering relaxation time constant peaks at the transition points, but there is a clear qualitative difference between the heating and cooling branch of hysteresis [Fig. 3(a)]. The peaks are significantly milder in the heating branch, hints non-diverging time scale of relaxation. Such non-robust critical behavior in the athermal system arises from local fluctuations induced by the impurities, which acts as a heterogeneous nucleating site [51]. The extended disorder, along with crystal impurities, is present during the transition to the metal phase. The physics is controlled by its disorder-induced fluctuations leading to a large rounding of the time scale divergence. On the other hand, the transition back to the insulator phase has no extended disorder, and a comparatively sharper peak is observed. Besides, we also observe the asymmetric finite time effect of the transitions, the shift in transition temperature with the ramp rates $R$ [Fig. 3(b)]. Although the dynamical renormalized shifts $\Delta T$ both for heating and cooling fulfill a scaling relationship $\Delta T(R) = |T_0 - T_{obs}(R)| \propto R^\gamma$, $i = heat$ or $cool$ around two decades of ramp rates [3 (c)], the exponent are found to be dissimilar: $\gamma = 0.93 \pm 0.13$ for heating and $\gamma = 0.85 \pm 0.07$ for cooling. The error in exponents has been calculated in Appendix C. The exponents are inconsistent with the mean-field spinodal value ($\gamma = 2/3$). Such non-mean-field behavior appears due to the coexistence of barrier-free spinodal nucleation under deep supersaturation [13] [23], and barrier crossing heterogeneous nucleation at the impurity center [18] [20] which is more during heating compared to cooling. $\gamma > 2/3$ has so far only been seen in the experiment for glass transition of glycerol [48] and in (Monte-Carlo) simulation for Ising model [49] at the critical point.

III. SIMULATION RESULTS

To confirm the above interpretation (disorder suppressed the spinodal instability), we have performed three-dimensional (3D) zero temperature (athermal) random field Ising model simulations in the context of quench-and-hold and dynamic hysteresis measurements where the magnetization (order parameter) is the response function of an external magnetic field (details can be found in Appendix C). The nonequilibrium bistable system involving time-dependent bifurcation parameters such as magnetic field, temperature, laser-field (in bistable semiconductor laser) can be reduced to the spin system [47] [52] [53] as the instability point for such systems are similar to the fixed point of $\phi^4$ theory for field-driven transitions [46]. Therefore, even though the experimental system is temperature driven instead of field-driven, the ZTRFIM captures the essential nature of athermal transition, including random disorder [24] [51]. The Hamiltonian of the model given by

$$\mathcal{H} = -J \sum_{\langle i,j \rangle} s_i s_j - \sum_{i} [H(t) + h_i]s_i,$$  \hspace{1in} (2)

where Ising spins $s_i = \pm 1$, placed on the 3D lattice, coupled with nearest-neighbor pairs through coupling strength $J$. $H(t)$ is the external field, and $h_i$ represents
The quench-and-hold experiments were performed in the ZTRFIM system on a cubic lattice of size $L^3$ under periodic boundary conditions with disorder $\sigma > \sigma_c$. The $\sigma_c$, critical disorder, separates a high-disorder regime where infinite avalanche never happens, i.e., the field-versus-magnetization hysteresis loop is continuous and a low-disorder regime where hysteresis loop contains macroscopic jump \cite{21, 22}. The value of $\sigma_c = 2.16$ and 2.23 for $320^3$ and $60^3$ system respectively \cite{21, 30}. Although $\sigma_c$ is now known up to the five decimal point of accuracy [$\sigma_c(L \to \infty) = 2.27205$] for the infinite system size limit \cite{57, 58}. We choose a fully polarized initial state, and then the magnetic field is abruptly set to a specific value close to the transition point as the system is allowed to equilibrate at $T = 0$. The thorough numerical protocols are discussed in Appendix E 2.

The equilibration time (relaxation time) sharply peaks at the transition, although the peak height decreases with the increasing disorder strength [Fig. 1]. The relaxation time peak grows slowly with system size, showing a mild finite-size effect, unlike power-law growth in the case of classical criticality followed by spinodal transition with critical disorder. This manifests the non-robust critical behavior of spinodal transition.

To quantify the role played by disorder on spinodal transition, we study the dynamic hysteresis in the ZTRFIM. The systematic shift in coercive fields $H_c(R)$, the fields at which the transition takes place, with the field rates $R$ fulfill a scaling relationship similar to the experiment [Eq. 1] where the steady-state coercive field $H_c(0)$ is no longer a free parameter (see Appendix E 1 for details). Here no excess disorder (unlike experiments) is induced either during increasing or decreasing the field; consequently, the asymmetric exponents are not expected and observed. Most importantly, the exponent $\Upsilon$ increases with the increasing disorder, and the scaling does not form when the disorder crosses a threshold level, $\sigma_{th} = 3.30$ \cite{36} [Fig 5]. $\Upsilon$ is independent of system size as it is directly linked with the time scale divergence \cite{59}. Above $\sigma_{th}$, disorder-induced nonperturbative athermal fluctuations destroy the spinodal singularity, and transition occurs through percolation \cite{60}. The experimentally observed exponents emphasize that the cooling cycle is more critical than the heating.

![FIG. 4. Phase ordering relaxation time constant during wait after rapid increasing (a) and decreasing (b) fields drawn from ZTRFIM simulations of size $128^3$ for disorder strength $\sigma = 2.25, 2.3, 2.5, 3, \text{ and } 3.5$. (c) The time constant peak values for increasing (●) and decreasing (□) fields as a function of system size for different disorder strengths. Note that a little mismatch of peak height during field increasing and decreasing for a particular disorder strength depends upon how close one can reach the transition points.](image)

![FIG. 5. Dynamical hysteresis scaling exponent ($\Upsilon$) versus disorder strength ($\sigma$) yield in the 3D-ZTRFIM simulations for different system size. (×) represent the experimentally obtained exponent values for cooling (blue) and heating (orange). (□) stand for zero temperature mean-field dynamical exponent, $\Upsilon \approx 0.62 \pm 0.01$. The steady-state hysteresis width decreases with increasing disorder for $\sigma > \sigma_c$ (inset).](image)

**IV. CONCLUSION**

Based on the RFIM calculations, we argue that for the systems with low disorder the transition is governed by a small number of relatively large macroscopic jumps. In contrast, systems with large disorder display smooth transitions with a large number of small-size avalanches, and the lopsided disorder gives rise to asymmetric avalanches in the superheating and supercooling kinetic processes. Heterogeneous nucleating droplets emerge from disorder-induced local fluctuation on the kinetic-path before reaching the spinodal instability. However, the thermal growth of the droplets suppressed by a long-range interacting force leads to a non-mean field spinodal slowing down: relaxation times are
peaking but not diverging and show mixed order (first-order and continuous) fracture at the transitions \( \Delta_1 \Delta_2 \). The crossover from the robust mean-field spinodal, i.e., with diverging correlation length and susceptibility, to the non-robust mixed transition, exhibiting nonuniversal dynamical exponents, takes place due to the finite correlation length whose growth is bounded by the average distance between the disorder points \( r_1 \). As disorder increases, the heterogeneous nucleation increases, which leads to the suppression of spinodal more and more, and finally reaches a threshold level where a distinct crossover takes place from spinodal-like to percolation behavior \( \Delta_1 \Delta_2 \).

Finally, we conclude by saying that when the thermal fluctuation is irrelevant, disorder-induced local fluctuation smeared the spinodal instabilities, and our results established the existence of spinodal-singularity beyond Mean-field. Similar behavior has been seen in simulations of low-disorder RFIM \( \Delta_2 \), 2D-Ising model \( \Delta_3 \), and Kob-Andersen model \( \Delta_4 \).
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Appendix A: Sample Preparation and characterization

The Mn_{50}Ni_{40}Sn_{10} off-stoichiometric Heusler alloy is prepared using an arc-melting technique inside a 4N purity argon atmosphere. The metals (Mn, Ni, and Sn) are more than 99.9 % pure. We seal the as-prepared ingots separately in evacuated quartz ampoules to anneal the samples at 900 °C for 96 h. We immediately cool the ampoule by quenching it into the ice water. The crystallographic parent phase of the samples has been confirmed from the room temperature X-ray diffraction (XRD) patterns, recorded using CuK\(_\alpha\) radiation. Finally, we perform the compositional analysis by energy dispersive analysis of X-ray attached with a field emission scanning electron microscope.

Structural and magnetic properties: Figure 6 shows the room temperature XRD pattern for off-stoichiometric Mn_{50}Ni_{40}Sn_{10} Heusler alloy, which confirms the presence of cubic austenite (Hg_{2}CuTi-type) phase \( \Delta_2 \). One can notice the co-existence of a small amount of tetragonal martensite phase also. The temperature-dependent field cooled cooling (FCC), and zero-field cooled (ZFC) magnetization of the material are recorded under 100 Oe fields [Fig. 7]. Figure 7 shows a magnetic transformation near 270 K, the ferro-para transition at Curie temperature (TCA) in the austenite phase. Around \( T = 200 \) K, the magnetization of the sample rapidly decreases on cooling. The material transforms from a highly magnetic cubic austenite structure to a weakly magnetic tetragonal martensite structure. A thermal hysteresis associated with this transition has been observed both in magnetic and transport measurements. The transition is recognized as a first-order magneto-structural transition. Below this temperature, the magnetization again increases due to the presence of a Curie point in the martensite phase. A temperature below 125 K, a glassy phase may exist, which might show the effect of the Exchange Bias \( \Delta_5 \).

Recalling the XRD data, we have found that the martensite phase exists near room temperature. The magnetic measurements in Fig. 7 also show that the structural transition resides near 200 K. It is unusual to observe the XRD peaks of a low-temperature structure at a temperature 100 degrees above the transition. It is only possible if the sample has a significant amount of disorder and strain \( \Delta_6 \).

Appendix B: Rate dependent avalanche

In the DTA experiments corresponding to Fig. 1(b) and 4), we obtain jerky latent heat peaks related to the formation of new phase nucleated at the defect points. Moreover, the amount of jerky heat released during cooling is more compare to the heating. The DTA curve in Fig. 4 corresponds to the temperature scanning at the rate of 6 K/min. In the athermal ATPT, the system has to be driven above some minimum temperature or
field rate, below which no avalanches can be detected due to insignificant excitations in the metastable states [4]. On the other hand, the transition becomes continuous rather than a series of avalanches above this driving rate, where the time scale of each avalanche is smaller than the data acquisition time [69]. In between 0.5 K/min and 10 K/min temperature scanning rates, we were able to measure the MIT through a series of avalanches. The driving-rate dependence of the critical exponents of the avalanche distribution in first-order phase transitions had been observed previously [4, 5]. However, the asymmetry in the superheating and supercooling kinetic processes are independent of the sweep rate [70].

![Figure 7](image-url)  
**FIG. 7.** Magnetization versus temperature and resistance versus temperature of a polycrystalline Mn-Ni-Sn based Heusler alloy.

two different temperature scanning rate of 4 K/min and 8 K/min. Both the curves manifest that the large jump appears in the cooling branch of the hysteresis. The driving rate-dependent results indicate that an apparent asymmetry is always observed for an individual rate within our measurement capabilities.

Appendix C: Phase ordering time

In Fig. 2 we have plotted the insulator fraction or order parameter \( \phi \) as a function of time and temperature. The quench-and-hold measurements’ temperature starts from a perfectly insulating state (or metallic state). The sample is heated up (or cool down) rapidly to a specific set temperature, then allowed to equilibrate. Simultaneously, the sample’s resistance was recorded and converted to the insulator fraction (order parameter \( \phi \)) using a percolation model based on McLachlan’s general effective medium theory [41]. The model reads

\[
\phi \left( \frac{\sigma_f^{1/t} - \sigma_E^{1/t}}{\sigma_f^{1/t} + A\sigma_E^{1/t}} \right) + (1 - \phi) \left( \frac{\sigma_M^{1/t} - \sigma_f^{1/t}}{\sigma_M^{1/t} + A\sigma_f^{1/t}} \right) = 0, \tag{C1}
\]

where \( \sigma_M \) and \( \sigma_f \) are the conductivities of metallic and insulating phases. \( A \) is defined as \((1 - \phi_c)/\phi_c\) where \( \phi_c \) is the insulator fraction at the percolation threshold. \( \phi_c = 0.16 \) and the critical exponent \( t = 2 \) for three dimensional system.

Figure 9 shows the first 50 seconds of phase evolution after reaching the set temperature, and the phase ordering relaxation times \( \tau \) are inferred by the fitting equation given below

\[
\phi(t) = [\phi_{t=0} - \phi_{eq}] \exp(-t/\tau) + \phi_{eq} \tag{C2}
\]

where \( \phi_{eq} \) stand for quasi-static value of the order parameter.

![Figure 8](image-url)  
**FIG. 8.** Avalanche distribution of jerky latent heat as a function of magnitude, measured in 1/7 sec interval. The two curves correspond to two different temperature scanning rates: 4 K/min (left) and 8 K/min (right).

![Figure 9](image-url)  
**FIG. 9.** Temporal evolution of order parameter (insulator fraction) during wait after shock heating (a) and cooling (b). Solid lines are exponential fits.
Appendix D: Dynamic Hysteresis in DTA measurements

Figure 10 shows that the dynamic hysteresis scaling which has been observed in an independent thermodynamic measurement using the DTA technique. There is ambiguity in figuring out the transition temperatures from the DTA curve of a lower rate due to the multiple minor peaks. It is worth noting that the lower value of the data dominates the straight-line fits in a log-log graph. Therefore we narrowly consider the smoothed (degree 100) data with ramp 4 K/min and above to achieve scaling exponent from DTA measurements. Nevertheless, the exponent values remain consistent with the preceding values extracted from resistance data. The transition temperatures, hence the exponent values, differ a bit depending upon the degrees of smoothness. That is why we may regard these measurements as rough. Note that the dynamical exponent in the heating branch is higher than the cooling branch of hysteresis. Despite having some limitations of the technique, the qualitative findings are somewhat supreme as the results are obtained from the thermodynamics measurement.

![Graph showing DTA signal as a function of temperature for different ramp rates.](image)

**FIG. 10.** (a) DTA signal as a function of temperature for different ramp rates. (c) The shift in transition temperatures flow scaling with temperature scanning rates through exponents $\gamma = 0.88$ (cooling) and $\gamma = 0.97$ (heating).

Appendix E: Zero temperature random field Ising model

This section provides the details on the algorithm for simulating the zero temperature random field Ising model (ZTRFIM). The Hamiltonian for the random field Ising model can be written as

$$ \mathcal{H} = -J \sum_{(i,j)} s_i s_j - \sum_i \left[ H(t) + h_i \right] s_i, \quad (E1) $$

The Ising-like spins, $s_i = \pm 1$ are on three-dimensional cubic lattice of linear dimension $L$ with periodic boundary conditions. The nearest neighbor spins interact ferromagnetically with interaction strength denoted by $J$. We set $J = 1$ for this work. All the spins on the lattice experience an external time-dependent uniform field, $H(t)$. The form of $H(t)$ depends on the real situation we would like to simulate and is discussed in detail below. Additionally, a random site-dependent but static magnetic field, $h_i$ is also present. The random local $h_i$ is chosen from a random Gaussian distribution, $V(h)$ given by

$$ V(h) = \frac{1}{\sqrt{2\pi}\sigma^2} e^{-h^2/(2\sigma^2)}, \quad (E2) $$

where $\sigma$ is the width of the distribution and denotes the disorder strength in this model. We average all the physical quantities using 50-100 independent disorder realizations. Here the random field Ising model is simulated at the zero-temperature, and therefore, there are no thermal fluctuations. The spin-flip is entirely determined by the sign change of the local field

$$ E_i = J \sum_j s_j + h_i + H, \quad (E3) $$

where the sum over $j$ is over the neighbor sites of $i$. For a cubic lattice we have six neighbors at each site. This local field determines the spin flip completely at each time step as there is no thermal fluctuations.

1. Dynamic hysteresis

We use a linear ramping of the field, $H(t) = H_0 + Rt$ where $R$ is the rate of change of the magnetic field, and $H_0$ is the initial external field strength at $t = 0$. The algorithm to obtain the magnetization at each step as the external field is linearly increased is presented below.

1. We set the spin for every site to $s_i = -1$. Similarly, we fix the field to $H(0) = -H_0$, where at $-H_0$, all the spins are expected to be in the down configuration, i.e., we have a fully polarized system.

2. We increase the external magnetic field by $R$ such that $H(t) = H(t - 1) + R$.

3. We check all the sites if the local field defined in Eq. (E3) changes sign on any over the lattice.

4. We flip the spins of the sites where the local field $E_i$ changes sign.

5. Next, we move to the next time step by increasing the field by $R$. Hence, we repeat steps (2-5) until all the spins are flipped.

We highlight the difference between this dynamic algorithm and the quasi-static simulations of ZTRFIM in Ref. [21, 30]. For a quasi-static process that corresponds to $R \to 0$ in our notation, the system is allowed to equilibrate before increasing the magnetic field. To perform
the equilibration, if a spin flips in step (3), the local energy of all sites needs to be re-evaluated to confirm whether the initial flip triggers the flipping of other spins. This procedure continues until none of the local energy flips sign for a set magnetic field \( H(t) \). Only after ensuring that we have reached equilibrium for that \( H(t) \), the magnetic field is increased further. Here, the equilibration procedure is bypassed in the linear ramping to capture the non-equilibrium nature of the physical quantities.

The algorithm presented above can be extended when all the spins are in up-configuration, as we linearly decrease the field from \( H(0) = H_0 \) with the rate \( R \). Therefore, the increasing and decreasing magnetic field leads to the two branches of the magnetization-field graph in Fig. 11.

In Fig. 11, we show that for a prolonged ramping, the magnetization curve indeed approaches the quasi-static value. Note that hysteresis is symmetric to the origin [Fig. 11]. The shift in coercive fields \( H_c(R) \), the fields at which the magnetization changes the sign, from the steady-state coercive field \( H_c(R = 0) \) fulfill a scaling relation with fields rate \( R \):

\[
\Delta H_c(R) = |H_c(R) - H_c(0)| \propto R^\Upsilon. \tag{E4}
\]

![FIG. 11. Magnetization \( \phi \) (order parameter) versus external field \( H \) for different ramp rate yield in the 3D-ZTRFIM simulations of system size 256\(^3\) under periodic boundary conditions for disorder strength \( \sigma = 2.25, 3.25 \). Ramp rate \((-\to 0)\) indicate the steady state hysteresis](image1)

![FIG. 12. The shift in coercive fields \( H_c(R) \) from the steady-state coercive fields \( H_c(0) \) follow a power law with ramp rate. \((-\to)\) represent linear fitting with exponent \( \Upsilon \).](image2)

**Zero temperature mean field**

Furthermore, we also performed a zero temperature mean-field analysis of same model. In order to do so, the spin flip is determined by,

\[
E_i = J z m + h_i + H, \tag{E5}
\]

where \( z \) is the average number of nearest neighbors and \( m \) is the average magnetization of the system \( m = \sum_{i=1}^N s_i \).

Note that here the local field is determined by the average magnetization of the whole system instead of neighboring spins. Using the spin-flip protocol of equation \( E5 \), we perform the same algorithm presented in the previous section.

2. Time constant

We also find the time required for a fully polarized system to relax to a steady state when the external field is suddenly quenched to a certain value, mimicking the quench-and-hold experiment. The algorithm for the same is presented below:

1. First we set the spins on every site to \( s_i = -1 \) or \( s = 1 \).

2. Next, we fix the external magnetic field to \( H = H_f \) for which we need to find the time to reach steady-state. We also initialize the time constant to \( \tau = 0 \).

3. We check all the sites if the local field defined in Eq. \( E5 \) changes sign on any of the sites.

4. If there is a sign change of the local field on any site, we flip the spin on that site.

5. If in step 4 there is at least a single flip over the whole lattice, we increase the unit of time \( \tau = \tau + 1 \) and then again repeat the steps from (3-5).
6. If during the check, in step 3, there is no flip over the whole lattice, we exit the process. The time during the exit is the relaxation time $\tau$.

![Graph showing the temporal evolution of order parameter $\phi$ in a phase-ordering simulation on ZTRFIM of system size 256 for $\sigma = 2.25$. The individual color represents the distinct quenched-field shown in the equilibration time (relaxation time) vs. quenched-field graph (inset) for decreasing (a) and increasing (b) the fields.](image)

**FIG. 13.** Temporal evolution of order parameter $\phi$ in phase-ordering simulation on ZTRFIM of system size 256 for $\sigma = 2.25$. The individual color represents the distinct quenched-field shown in the equilibration time (relaxation time) vs. quenched-field graph (inset) for decreasing (a) and increasing (b) the fields.

The relaxation time results are presented in Fig. 4(a) and 13(b). This time-scale arises because the system relaxes to a steady state by series of small avalanches. Figure 13 shows the time evolution of the magnetization when the field is quenched to a particular value, and the magnetization $\phi$ finally reached the steady-state after time $\tau$. Equilibration time $\tau$ peaks at the transition points (coercive fields) [Fig. 4 and Fig. 13 inset], demonstrates that dynamics slow down considerably near the spinodal point.

**Appendix F: Self-averaging property and disorder-induced error**

In this section, we study the self-averaging property of the random field Ising model system that concerns the dependence of physical quantity, let us say the magnetization $\phi(H)$, with the disorder. If $\phi(H)$ is a self-averaging quantity, most disorder realizations will provide the same value of $\phi(H)$ in the thermodynamic limit. In that case, a very few numbers of sample average is good enough to provide an appropriate $\phi(H)$ through numerical simulation. If the system is not self-averaging, the magnetization strongly depends on the disorder realization. Even in an infinite system, one would not get a meaningful result from a single realization; demands for repetitive measurements over many samples.

The self-averagness of the RFIM system of disorder strength $\sigma$ can be estimated from the relative variance of magnetization,

$$R_m = \frac{\langle (m(H))^2 \rangle - \langle m(H) \rangle^2}{\langle m(H) \rangle^2},$$  \hspace{1cm} (F1)

where $\langle \ldots \rangle$ denotes the average over disorder. The system is self-averaging, if $R_m \to 0$, and non self-averaging, if $R_m \propto \text{const} \neq 0$, as $L \to \infty$. Whereas, the system is consider to be weak self-averaging if $R_m \propto L^{(\alpha/\nu)}$ for $L \to \infty$.

![Graph showing the relative variance $R_m$ of $m(H)$ calculated at $\langle m \rangle = 0.6$ of the $\phi$ vs. $H$ curve as a function of system size $L$ for different values of disorder $\sigma$.](image)

**FIG. 14.** (a) Relative variance $R_m$ of $m(H)$ calculated at $\langle m \rangle = 0.6$ of the $\phi$ vs. $H$ curve as a function of $L$ for different values of disorder $\sigma$. The $R_m$ follow a power law decay with the $L$, $R_m \propto L^p$. (b) The scaling factor $p$ calculated for selected values of $\langle m \rangle$ as a function of $\sigma$. For $\sigma > 2.30$, $R_m$ strongly decaying with the system size ($p > 3$). On the other hand, the decay is comparatively slow for $\sigma \leq 2.30$.

Figure 14 shows the system is always self-averaging for $\sigma > \sigma_c$ [71]. However, we find that there are two regimes of self-averaging, strongly self-averaging for $\sigma > 2.3$ and weakly self-averaging for $\sigma \leq 2.30$. The weak self-averaging has been observed, as expected, near the pure critical point (at $\sigma = \sigma_c$), which is very different from the spinodal points. In the weak regime ($2.3 > \sigma > \sigma_c$), we have checked that the dynamical hysteresis exponent $\Upsilon$ converges within 10-20 disorder sample average. Although, the fitting error is much larger than the sampling error. However, the maximum disorder-induced errors can be estimated from the standard deviation of magnetization $\delta \phi$. We generate two set of hysteresis curve by adding and subtracting $\delta \phi(H)$ with the $\phi(H)$; and simultaneously calculated the two exponents $\Upsilon_{\phi+\delta\phi}$ and $\Upsilon_{\phi-\delta\phi}$. The different between the two exponents $\delta \Upsilon_{\text{disorder}} = |\Upsilon_{\phi+\delta\phi} - \Upsilon_{\phi-\delta\phi}|$ can be consider as maximum disorder-induced error. In the strong self-averaging region ($\sigma > 2.3$), the disorder-induced error $\delta \Upsilon_{\text{disorder}}$ is an order of magnitude lower than the fitting error $\delta \Upsilon_{\text{fitting}}$. Whereas in the weakly self-averaged regime, the disorder error is larger than the fitting error. The
total errors, the sum of fitting and disorder-induced errors, are exhibit in Fig. 15(a). The fitting error has been described in the next section.

Appendix G: Power law fitting and Error

The dynamical renormalized shifts $\Delta T$ ($|T_0^i - T_{obs}^i(R)|$, $i = \text{heat or cool}$) follows scaling with temperature rates $R$ such as

$$|T_0^i - T_{obs}^i(R)| = aR^\Upsilon. \quad \text{(G1)}$$

The exponent $\Upsilon$ was extracted by fitting the above equation [Eq. G1] with the experimentally and numerically obtained data points. We analyzed the data set twice using the best straight-line fitting method and statistical distribution of the non-linear fitting method.

The best straight-line fitting: In equation G1, there are three unknown parameters, $T_0^\Upsilon$ the quasi-static transition temperature, $\Upsilon$ and the constant $a$. The constant $a$ could be bypassed by fitting a straight line in the log-log graph, where the slope of the straight line would be the $\Upsilon$. We varied the $T_0^\Upsilon$ within the acceptable region to achieve the best straight line fit. The acceptable values of $T_0^\Upsilon$ stand below (or above) $T_{R1}^\Upsilon$, the observed transition temperature under the lowest heating (or cooling) rate. Since $\Delta T$ is a monotonic increasing function of $R$, the acceptable region (let say $\delta T$) is bounded by transition temperature difference under two low rates ($|T_{R1}^\Upsilon - T_{R2}^\Upsilon|$) whose difference is larger than the lowest rate (i.e., $R2 - R1 > R1$). Precisely ($T_{R1} - \delta T < T_0 < T_{R1}$ and $(T_{R1} + \delta T) > T_0 > T_{R1}$ are the allowed quasi-static temperatures region for heating and cooling.

Figure 15(a) shows that the least square error in the slope of the straight line as a function of the exponent. Each point of the graph corresponds to a hand-picked quasi-static transition temperature $T_0^\Upsilon$. The exponent corresponding to the minimum of reduced chi-square statistical quality ($\chi^2/\text{DOF}$) could be thought of conclusive exponent. The $\chi^2/\text{DOF}$ in Fig. 15(b) define as

$$\chi^2/\text{DOF} = \frac{1}{\text{DOF}} \sum \frac{(O_i - E_i)^2}{\Omega_i^2}. \quad \text{(G2)}$$

where $O_i$ is the i-th observed data and $E_i$ is the i-th expected data of the straight-line fit. The degree of freedom (DOF) equals to the number of observations minus the number of fitting parameters. The values of $\Omega$, the uncertainty of transition temperatures, are not quite clear as it strongly depends on where we extract the transition temperature and how much incertitude is acceptable. In Fig. 15(b) we calculate the $\chi^2/\text{DOF}$ by considering $\Omega = 0.003 \text{ K}$ to $0.1 \text{ K}$ for $R = 0.5 \text{ K/min}$ to $40 \text{ K/min}$. The exponent is coming out to be $\Upsilon = 0.92$ for heating and $\Upsilon = 0.85$ for cooling, which is close to the exponents corresponding to the minimum of ‘error in slope’ in Fig. 15(a).

However, the lower values of the data dominate in the straight line fitting on the log-log graph. Small changes in $T_0^\Upsilon$ worsen the lower-rate transition temperature shift $\Delta T$, lead to a significant change in the exponent value. For these reasons, we come up with more logical data fitting kits where every data point contributes equally to extract the scaling exponent.

Statistical distributions of non-linear fitting: The simplest technique is to pick out any four data points out of the whole set of data and calculate the scaling exponent for all possibilities. The exponent’s acceptance can be judged according to the quasi-static temperature, which has been calculated using that exponent. The histogram of all accepted exponents will follow a normal distribution where the mean value can be considered the final scaling exponent.

Let us consider $T_i$ and $T_j$ be the observed transition temperatures under ramp rate $R_i$ and $R_j$. We assume that shift in transition temperature from the quasi-static limits $T_0$ under temperature scanning rate will follow a power law:

$$T_i = T_0 + aR_i^\Upsilon, \quad T_j = T_0 + aR_j^\Upsilon \quad \text{(G3)}$$

where the unknown constant $a$ could be negative or positive depending upon the cooling or heating. The impact of quasi-static temperature to determine the exponent can be taken off by subtracting the above equations,

$$(T_i - T_j) = a(R_i^\Upsilon - R_j^\Upsilon). \quad \text{(G4)}$$

If N be the total total number of data points we can pick up two points in a $N^2 C_2$ (say N1) possible ways. We eliminate the unknown constant $a$ by divide the equation G4 with the same equation for another pair of data $\{k, l\}$, i.e.

$$\frac{(T_i - T_j)}{(T_k - T_l)} = \frac{(R_i^\Upsilon - R_j^\Upsilon)}{(R_k^\Upsilon - R_l^\Upsilon)} \quad \text{(G5)}$$
Iterative numerical solutions of the above equation gives us $N^1C^2$ numbers of $\Upsilon$.

For each $\Upsilon$ there are two $T_0$

$$T_0^{(1,2)} = T_i - \left(\frac{T_f}{T_i}\right)^\Upsilon T_j, \quad T_0^{(k,l)} = T_k - \left(\frac{T_l}{T_k}\right)^\Upsilon T_l$$

(G6)

There is no restriction imposed on the value of $T_0$ which is not acceptable for equation G3 itself. The values of $\Upsilon$ for which the inferred $T_0$ lying inside the acceptable regions $[T_{R1} - \delta T < T_0^{\text{heat}} < T_{R1}]$ and $[T_{R1} + \delta T > T_0^{\text{cool}} > T_{R1}]$ are allowed to draw the statistical distribution of exponent.

The mean of the distribution [Fig. 16]. $\Upsilon_{\text{mean}} = 0.93$ for heating and $\Upsilon_{\text{mean}} = 0.85$ for cooling, are acompeet to the best straight-line fitting exponents [Fig. 15]. The histogram’s standard deviation, larger than the best straight line fitting error, can be considered the maximum error of the results. Note that the distribution in the cooling branch is quite sharp compared to the heating, and the error in heating (stander deviation) is twice the error in cooling.

**Error in simulated exponent:** In the simulation, quasi-static temperature $T_0$ is known, equation G3 has only one unknown parameter in the log-log graph. The error in the straight line fitting can be used as estimates of error [Fig. 12]. However, the goodness of the fitting is visible in the statistical distributions methods [Fig. 17] although the mean of the distribution is lower than the straight-line fitting exponent. Note that the $\Upsilon$ are calculated using equation G5 without any restriction on the value of $T_0$. That causes some errors in the mean value.

**Appendix H: Free energy formalism of hysteresis**

A hysteresis arises because the system gets trapped in the metastable local minima and cannot reach the global minimum state within the experimental time scale. This is only possible when the system has insufficient fluctuations so that it can not cross the activation barriers separating the two phases. Depending upon the strength of fluctuations and barrier height, one can classified first-order phase transition (FOPT) into three classes.

(i) When the fluctuations are significant, the system escapes from the local energy well to the global energy minimum through nucleation, and one would not observe hysteresis under equilibrium circumstances [1]. The phase transition takes place at the binodal point where the minimum of both the free energy well are in the same footing [3rd curve from the above in Fig. 18(a)]. This is the condition for the usual FOPT where the free energy is always convex under Maxwell’s construction.

(ii) When the thermal fluctuations are insignificant in the kinetics of phase transformation (athermal), the metastable phase of a system can persist right up to the limit of metastability, spinodal point (mean-field concept), where the activation barrier against nucleation vanishes [1][72]. Here, the double-well free energy converted to a single well which is the usual case for continuous transitions [Blue and red curves in Fig. 18(a)]. Hence, one would expect to see the divergence of the correlation length along with divergence of the relaxation time of the order parameter as observed in a continuous transition. At those points of inflection, the free energy and entropy both are discontinuous, as observed in the schematic diagram Fig. 18(c), (d). In the experiment, the signature of
We pick up and other parameter $\xi$ parameters, the thermally driven hysteretic transition point $T_c$ which represent the cooling transition point and other parameter $\xi$ fixed the heating transition points. We pick up $T_c = 192.28$ and $\xi = 0.1255$ just to fit experimentally obtained quasi-static transition temperatures. Arrows indicate the directions of heating (blue) and cooling (Red). It is important to note that the jump in free energy and entropy in thermally driven hysteretic transition is not restricted to the numerical model that we choose.

In this article, we are in class (ii), where we experimentally observed dynamic scaling and critical slowing down (signature of continuous transition in the FOPT) differs this transition from the usual FOPT. This kind of athermal (or spinodal) transition arises due to the suppression of fluctuations by the long-range force during structural phase transition of many complex functional materials. The concept of the spinodal first appeared in the van der Waals equation (1873), but it has been viewed only as an interesting artifact of the mean-field approximation. However, we report that the disorder suppressed the spinodal instability and provided a non-mean-field dynamical exponent.

(iii) When the fluctuations are in-between the two extreme conditions mentioned above, one may observe the hysteresis along with latent heat but would not expect any signatures of criticality. In this case, the free energy and the entropy are also discontinuous, but jumps are comparatively less than the spinodal transitions [above and below the binodal point B in Fig. 18(c)].

such discontinuity is observed through hysteresis (free energy jump) accompanied by latent heat (entropy jump).

FIG. 18. (a) Graphical representation of free energy versus order parameter for different temperatures and associated (b) measurable order parameter versus temperature for an athermal system. The measurable order parameter values for different temperatures are computed from the (local or global) free energy minimum to which the system became trapped depending upon the previous history. The schematic diagram of free energy (c) and entropy (d) corresponding to the thermally driven hysteretic transition (b) are calculated from a mean-field compressible Ising model [12] where there are two free parameters, $T_c$ which represent the cooling transition point and other parameter $\xi$ fixed the heating transition points.
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