SELF-SUPERVISED FACE IMAGE RESTORATION WITH A ONE-SHOT REFERENCE
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ABSTRACT

For image restoration, methods leveraging priors from generative models have been proposed and demonstrated a promising capacity to robustly restore photorealistic and high-quality results. However, these methods are susceptible to semantic ambiguity, particularly with images that have obviously correct semantics such as facial images. In this paper, we propose a semantic-aware latent space exploration method for image restoration (SAIR). By explicitly modeling semantics information from a given reference image, SAIR is able to reliably restore severely degraded images not only to high-resolution and highly realistic looks but also to correct semantics. Quantitative and qualitative experiments collectively demonstrate the superior performance of the proposed SAIR. Our code is available in https://github.com/Liamkuo/SAIR.

Index Terms— Image restoration, Generative model prior, Deep learning, Self supervised

1. INTRODUCTION

Recently, CNN-based [1] and Transformer-based [2] image restoration methods have rapidly become the dominant choice for almost all image restoration tasks, such as superresolution, denoising, deblurring and etc. These models are trained by a sample-wise differentiable distortion loss function, such as $\ell_2$-norm and $\ell_1$-norm metrics, possibly with some regularization term(s). However, this straightforward supervised learning usually gives rise to the well-known generalization problem [3], where the performance decreases dramatically if the assumed degradation models in training mismatch those of the images at the inference stage [4, 5].

To develop more robust image restoration technologies, generative prior based methods have been proposed recently, including the GAN prior [6, 7, 8] and Diffusion prior [9, 10]. The GAN prior based methods exploit the pre-trained GAN models, such as BigGAN and StyleGAN [11], constructing a manifold of high quality images. Following the GAN framework, they estimate a latent vector on the manifold from an input low-quality (LQ) image and the obtained latent vector can be mapped to a high-quality (HQ) image by a pretrained generator [11]. For the Diffusion prior based methods [9, 10], these technologies diffuse the input images to a Gaussian noise status and restore the HQ images through iterative denoising steps [10]. These generative prior based methods can produce visually good results, even for extremely degraded images e.g. $\times 32$ downsampling. However, these generative prior based methods have a common and fatal problem in that they could cause semantic confusion due to the lack of explicitly modeling the semantic information of the LQ images. For instance, in the case of face image restoration, if the face in the restored image cannot be recognized, then it is a failure of restoration, regardless of how high a visual quality this kind of method can achieve. Such a limitation greatly impedes the usefulness of the generative prior based methods for image restoration.

In this paper, to address the above valuable yet challenging problem, we propose a semantic-aware image restoration method (SAIR) to restore severely degraded LQ images $Y$ in a self-supervised manner. To reinstall the correct semantics, it is nontrivial to estimate a semantic-consistent latent representation $w$ from $Y$ to reconstruct the HQ images $X$ against $Y$. From the perspective of information bottleneck [12], an ideal latent representation $w$ of $Y$ should preserve the minimum necessary information to restore an image close to the HQ image $X$ but eliminate the redundant information (e.g. noise) of the LQ observation $Y$. This indicates an optimization principle that aims to maximize the mutual information $I(w; X)$ while retaining $I(w; Y)$ small. However, in a self-supervised framework, the HQ version $X$ is not available. To tackle this intractable problem, we can maximize the bottom boundary of $I(w; X)$ by considering the semantic information $SI(Y)$ from the available LQ observation $Y$, where $SI$ denotes the semantic information. In this sense, finding the $w$ can be achieved by maximizing $I(w; SI(Y))$, where $I(w; SI(Y)) \leq I(w; SI(X)) \leq I(w; X)$. But if the observation $Y$ is severely degraded, it leads to $I(w; SI(Y)) \ll I(w; SI(X))$ owing to the loss of semantic information so that the reconstructed HQ images could suffer semantic confusion. To address this problem, we resort to the additional information $R$ provided by a chosen reference. Assuming that abundant semantic information from the reference can be given, the mutual information satisfies $I(w; SI(R,Y)) \geq I(w; SI(Y))$ and $I(w; SI(R,Y)) \approx I(w; SI(X))$. Hence, we can maximize $I(w; SI(R,Y))$ to find a good latent representation to restore an HQ image with correct semantics that are shared by the reference and the unknown ground truth $X$. 
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In this work, we focus on the application of SAIR to the face restoration problem. As depicted in Fig. 1, an unpaired reference face image with the same identity as the LQ image, more often than not, is available. This reference image can be picked out from a candidate image pool by matching the facial similarity provided by the user or a face recognition network. In addition, for the face photo, the emotion of the LQ image can be inferred from the rough facial details so that the suppositional emotion can be exploited to draw the restored facial details nearer to those of the true facial image. Intuitively, the more provided semantic reference information \( R \), the more correct semantic details can be achieved. Thus, we take into account the accessible semantics including identity, emotion, and skin color. In SAIR, we first build an image manifold \( M \) (a.k.a latent space [13]) for a set of high quality images \( S \). By traversing the manifold guided by the reference information \( R \), SAIR can consistently find solutions to generate high quality images that have correct semantics without any supervised training. Although we focus on face image restoration, our technology is scalable to other types of images. For example, the image manifold can be specified to cat images, and the semantic reference \( R \) could be fur color, cat breed, and etc.

![Fig. 1: The application of the proposed SAIR method for face restoration.](image)

### 2. APPROACH

Given the reference \( R \) and the LQ observation \( Y \), we find the restored HQ image \( \hat{X} \) by optimizing the following objective

\[
\hat{X} = \arg\min_{X} \mathcal{L}(Y, D(X)) + \mathcal{L}_{SI}(SI(R, Y), SI(X))
\]

which consists of the degradation fidelity term \( \mathcal{L}(Y, D(X)) \) with a suitable differential metric \( \mathcal{L}(\cdot, \cdot) \), and the semantic-aware regulation term \( \mathcal{L}_{SI}(SI(R, Y), SI(X)) \), where \( \mathcal{L}_{SI}(\cdot, \cdot) \) denotes a measurement for the semantic difference.

To utilize the powerful generative model prior, rather than directly solve for the latent image in the pixel space, we optimize a latent code in a GAN face manifold \( M \), parameterized by \( W^+ \subseteq \mathbb{R}^{18 \times 512} \) [14], which is a concatenation of 18 different 512-dimensional vectors. In this latent space, a random vector \( w \in W^+ \) can be mapped to the high quality face image using a pre-trained generator network \( G(w) \) [11]. With the GAN prior, the optimization variable of SAIR is the latent code \( w \) rather than \( X \). Eq. (1) can be restated as follows

\[
\min_{w \in W^+} \mathcal{L}(Y, D(G(w))) + \mathcal{L}_{SI}(SI(R, Y), SI(G(w)))
\]  

where \( \mathcal{L}_{SI}(SI(R, Y), SI(G(w))) \) consists of three kinds of semantic information i.e. the face’s identity, the facial expression, and facial skin color. To model the abstract semantics, we take account of a reference image \( Z \) that has the same identity as \( Y \), and an emotion one-hot vector. Fig. 2 illustrates the semantic-aware optimization process of SAIR. If without any reference information, the estimated HQ face \( \hat{X} \) is located in the area of HQ face set \( S \). The set \( S \) contains an infinite number of solutions; it can be greatly squeezed by the given reference image \( Z \) to the region \( S \cap S_Z \), where the set \( S_Z \) is determined by the reference image \( Z \). Adding the facial emotion semantics can further specify the facial details in the restored image and force the final result closer to the true solution.

**Degradation fidelity** we defines the degradation fidelity term in Eq (2) as follows

\[
\mathcal{L}_d(Y, w) = \| Y - D(\hat{X}) \|_F^2 = \| Y - D(G(w)) \|_F^2
\]

where the degradation operator \( D(\cdot) \) of a real-world LQ image can usually be approximately modeled by

\[
D(\hat{X}) = ((\hat{X} \otimes k) \downarrow s + n_r)_{JPEG_q}
\]

where \( k \) and \( n_r \) represent the blur kernel and the noise. \( \otimes, \downarrow \) and \( JPEG_q \) are the convolution operator, the downsampler with a factor \( s \) and the JPEG compression operator with a quality factor \( q \), respectively. This simple model cannot accurately mimic all complex degradations, but even using it, SAIR can surprisingly perform well on the LQ image with unknown and complex degradation, as verified by our experiments.

**Identity semantics** To model the identity semantics, we select a reference face image \( Z \) from a candidate image pool by measuring the facial similarity using a face recognition network [15] between the candidate and the input LQ face image \( X \). For the latent space exploration, we adopt the face recognition network \( T(\cdot) \) [15] to penalize the facial discrepancy between the estimated HQ face image \( \hat{X} = G(w) \) and the reference image \( Z \) in the pixel space. Besides, to improve the efficiency of the exploration, we find a guide latent code \( w_z \in W^+ \) inverted from \( Z \) [16] to reduce the search space for the latent code \( w \). The above process can be formulated by

\[
\mathcal{L}_{ID}(Z, w) = 1 - \langle T(Z), T(G(w)) \rangle + \lambda \| w - w_z \|_2^2
\]  

where \( \langle \cdot, \cdot \rangle \) denotes the inner product.

![Fig. 2: Illustration of the optimization process on the face manifold w and w/o the semantic-aware information.](image)
Emotion semantics Following [17], seven facial expressions are used to characterize emotion states including neutral, angry, sadness, happiness, surprise, fear, and disgust. To find the directions of the different expressions in the latent space, we generate one million face images by randomly sampling latent codes \( w \) from the GAN space \( W^+ \). By using a facial expression detection tool [18], we divide the generated faces into seven clusters centered by the predefined seven facial expressions. For each cluster, we train a linear binary classifier that determines a boundary hyperplane of the latent representations \( w \) by judging the samples in or out of the cluster.

![Image of facial expressions](https://example.com/facial_expression_image.png)

Fig. 3: Illustration of the mechanism of the emotion-aware optimization.

In the \( W^+ \) space, each expression cluster has a direction vector \( \Delta w_e \) towards the cluster center. As depicted in Fig. 3, the normal vector of this boundary hyperplane is the direction vector \( \Delta w_e \) that guides the optimization along the emotion’s direction. Denoting the optimization step size by \( \gamma \), the objective to achieve the expected expression is defined as follows

\[
\mathcal{L}_c(w + \gamma \Delta w_e) = 1 - \frac{(w + \gamma \Delta w_e) \cdot \Delta w_e}{\|w + \gamma \Delta w_e\| \|\Delta w_e\|} \tag{6}
\]

Skin color semantics To match the facial skin color, we adopt a histogram loss \(^1\) \( \mathcal{L}_{hist} \) to penalize the skin color deviation between the LQ face image \( Y \) and the estimated HQ face image. To factor out the background influence, before calculating the histogram, we segment the face part of the generated face image \( G(w) \) by the detected face segmentation mask \( F_G \). The objective function \( \mathcal{L}_{hist} \) is defined as follows

\[
\mathcal{L}_{hist}(G(w), Y) = \int |CDF(F_G \odot G(w)) - CDF(F_G \odot Y)| \tag{7}
\]

where \( \odot \) represents the Hadamard product. \( CDF(\cdot) \) represents the cumulative distribution function of the histogram.

In summary, by rewriting Eq. (2), we minimize the total loss \( f(w) \) which is approximated by

\[
\min_{w \in W^+} \mathcal{L}_d(Y, w) + \mathcal{L}_{1D} + \alpha_1 \mathcal{L}_c + \alpha_2 \mathcal{L}_{hist} \tag{8}
\]

As all the components in Eq. (8) are differentiable, we can solve this optimization problem through gradient descent, by back-propagating the gradient of the objective function.

3. EXPERIMENTS

In this section, we quantitatively and qualitatively compare SAIR with state-of-the-art competitors for face image super-resolution. In addition, we evaluate the robustness of SAIR.

To build the test set, we collect 400 HQ face images (resized to \( 1024 \times 1024 \)) of celebrities with different expressions and poses from Internet and for each celebrity we randomly choose one face image to build the reference image pool. For optimization, we use the Adam optimizer with a learning rate of 0.1, \( \beta_1 = 0.9, \beta_2 = 0.999 \). We empirically set the parameters \( \lambda = 0.001, \alpha_1 = 0.1 \) and \( \alpha_2 = 0.05 \). To speed up the convergence, we set the initial \( w = w_z \). We set the total iteration number to 400. To restore a \( 1024 \times 1024 \) HQ face image, SAIR needs about 100 seconds on a single GPU (TITAN Xp).

Face Super-Resolution We downsample the test images with \( \times 32 \) bicubic downsampling followed by a zero-mean gaussian noise with random variance from 0.001 to 0.003. SAIR and the competitors that include DICGAN [20], GWAInet [21], PULSE [6], pSp [7], GPEN [8], and DR2 [10]2 are required to blindly restore HQ face images (\( \times 32 \) upsampling) from the LQ images with unknown random noise. We directly use their pre-trained models for the comparison.

As Fig. 4 shows, DICGAN and GWAInet fail to restore clean results. Even worse, DICGAN produces weird artifacts in the results, as in most end-to-end trained CNN models that fail to remove unseen noise even if the noise level is not high. In contrast, the GAN prior based methods PULSE and pSp can produce visually good results. But they confuse semantics, deviating too much from the true identity of the input LQ faces. The GPEN and DR2 generate results faithful to the input but blurred. Only the proposed SAIR can restore the highest quality faces while preserving the identity of the LQ images. Furthermore, SAIR produces more correct expressions with emotion-aware semantics \( e.g. \) the surprise expression of the 1st-row result and the disgust expression of the 2nd-row result.

![Image of facial expression results](https://example.com/facial_expression_results.png)

Table 1: Quantitative comparison of different face super-resolution methods.

| Method               | FID ↓ | LPIPS ↓ | Similarity ↑ |
|----------------------|-------|---------|--------------|
| Bicubic              | 252.1 | 0.544   | 0.47         |
| DICGAN (CVPR 2020)   | 329.7 | 0.598   | 0.35         |
| GWAInet (CVPRW 2019) | 168.8 | 0.420   | 0.48         |
| Pulse (CVPR 2020)    | 143.1 | 0.382   | 0.16         |
| pSp (CVPR 2021)      | 151.6 | 0.390   | 0.11         |
| GPEN (CVPR 2021)     | 171.9 | 0.403   | 0.27         |
| DR2 (CVPR 2023)      | 155.1 | 0.415   | 0.48         |
| SAIR                 | 108.7 | 0.373   | 0.54         |

2Both DICGAN and GWAInet are of CNN network trained by the GAN loss. The GWAInet accepts an extra guided face image to help improve its performance. PULSE and pSp are GAN prior based methods. DR2 is a Diffusion prior based method.

<footnote>

\(^1\)We adopt a differentiable histogram calculation [19] that approximates the hard-binning.

\(^2\)Both DICGAN and GWAInet are of CNN network trained by the GAN loss. The GWAInet accepts an extra guided face image to help improve its performance. PULSE and pSp are GAN prior based methods. DR2 is a Diffusion prior based method.
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choose 50 images from the collected test set and downsample them to $32 \times 32$ LQ images. All the results of the methods in Table.1 and the corresponding ground truth images are presented in a random order to 15 volunteers for marking. Finally, we obtained 750 valid evaluation samples. As Fig. 5 shows, SAIR outperforms all the competitors in both the face similarity and quality scores.

Evaluation of the Robustness Since SAIR needs a differentiable degradation model $D(\cdot)$, there is a question of whether SAIR works well when encountering unknown degradation models. To evaluate the robustness of SAIR, we randomly select 100 test face images and generate the LQ faces by downsampling them to $128 \times 128$ resolution followed by various degradation models. Then we restore the clean HQ images by ×8 upsampling using SAIR. As shown in Fig. 6, even though, the set degradation model $D(\cdot)$ of SAIR is the simple bicubic downsampling followed by a JPEG compression, SAIR can impressively maintain good consistency in restoring HQ face images from the various LQ face images, highlighting itself by robust image restoration ability.

Ablation Study We conduct ablation studies on each prior used in SAIR. As shown in Fig. 7, the column of “only $L_d$” presents that the recovered face images have wrong identities as it confuses identity semantics. By adding $L_{id}$, the restored face images can possess more correct identities. The $L_{hist}$ makes the skin color of the recovered HQ faces closer to the true face. The rightest column in Fig. 7 reveals the effect of $L_e$ making the expression of the estimated HQ faces closer to the intended facial expressions inferred from the LQ images.

4. CONCLUSION

In this paper, we propose SAIR, a self-supervised latent space exploration method for face image restoration, by explicitly modeling the side semantics from a one-shot reference. Qualitative and quantitative experiments demonstrate that SAIR stands out from prior arts in its ability to restore perceptually superior face images with correct semantics. SAIR is scalable and able to be applied to restoring LQ images that have complex and unknown degradations.
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