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Abstract—The paper proposes a new text recognition network for scene-text images. Many state-of-the-art methods employ the attention mechanism either in the text encoder or decoder for the text alignment. Although the encoder-based attention yields promising results, these schemes inherit noticeable limitations. They perform the feature extraction (FE) and visual attention (VA) sequentially, which bounds the attention mechanism to rely only on the FE final single-scale output. Moreover, the utilization of the attention process is limited by only applying it directly to the single scale feature-maps. To address these issues, we propose a new multi-scale and encoder-based attention network for text recognition that performs the multi-scale FE and VA in parallel. The multi-scale channels also undergo regular fusion with each other to develop the coordinated knowledge together. Quantitative evaluation and robustness analysis on the standard benchmarks demonstrate that the proposed network outperforms the state-of-the-art in most cases.

I. INTRODUCTION

Scene text recognition aims at extracting the screen text from the given input image. It serves as a trendy task in the computer vision field. The recognition task comes up with many key challenges and issues like huge background variation in and across different images, different font styles, big fluctuation in text appearance and scale. Automated text recognition remains more desirable as manual intervention proves to be very tedious and time-consuming. Recently, deep learning-based automated methods have shown superior performance in this domain and other tasks \cite{18, 26, 31, 34, 36, 43, 47}. Some schemes perform character-level text recognition, while most methods do word/sentence level recognition. The latter one is more preferred due to its relatively easier and less tedious annotation process.

Among the best state-of-the-art deep networks, most of them \cite{3, 6, 18, 34, 36, 43, 47} are based on the attention mechanism \cite{2, 59}. The purpose of the attention mechanism is to align the text characters followed by their recognition. Generally, these methods incorporate the attention-based alignment and recognition into the decoder part of the network. However, these networks inherit an important limitation as the decoder gets highly over-burdened and sensitized with the dual task of text alignment and recognition. Consequently, it generates huge error propagation and aggregation within the decoder and thus compromises the effectiveness of the whole network. One possible solution is to decouple the attention/alignment mechanism from the decoder and integrate it with the feature extraction process inside the encoder block of the network. Recently, Wang \textit{et al.} \cite{43} proposed such decoupled attention network (DAN) with promising results. However, the encoder first sequentially performs the feature extraction (FE) followed by the (attention) alignment module. (b) The proposed approach performs parallel FE and visual attention (VA) process on feature-maps with different scales within the encoder.

(\textbf{a}) Sequential FE and Attention (Alignment) \cite{43}

(\textbf{b}) Parallel scale-wise FE and Alignment

Fig. 1. (a) The state-of-the-art Encoder-based attention mechanism \cite{43} sequentially performs the feature extraction (FE) followed by the (attention) alignment module. (b) The proposed approach performs parallel FE and visual attention (VA) process on feature-maps with different scales within the encoder.

- Design a scale-wise visual attention-based scene text recognition network to address the key issues and challenges in this domain.
- Utilize the encoder-based and scale-wise attention
In this work, we propose a new multi-scale and scale-wise visually attended text recognition network to achieve the above objectives. As shown in Fig. 1(b), the feature extraction and visual alignment/attention (FEVA) have been done in parallel on different scale features within a single module, followed by the recognition-focused decoder to extract the scene text. In this way, we separately attend feature-maps from different scales directly instead of just attending the final single-scale channels. Moreover, we also deploy different and simpler visual attention process in contrast to the conventional deep up- and down-scaling fully connected networks (FCN) [21] based visual attention being used in DAN [45]. Several experiments on different standard benchmark datasets demonstrate the effectiveness of our scheme on both regular and irregular scene-texts as presented in the experiments section IV. The main contributions of this work include:

- We propose a new parallel FEVA-based encoder and multi-scale text recognition network to address the key recognition challenges and limitations in similar state-of-the-art architectures.
- We deploy the visual attention mechanism in an effective and unique way on multiple scales to enable the network in making a clearer distinction between the foreground and background pixels.
- Experimental evaluation on the standard benchmark datasets demonstrates that the proposed network outperforms the state-of-the-arts in most cases on both regular and irregular scene-texts.

II. RELATED WORK

Text recognition problem remains a trendy topic in the computer vision field due to different challenges like varying text scale and size, partial occlusion, and non-axis aligned text. Before the deep learning era, document text recognition remained the main focus. [5] adopted the binarization process to extract the segmented text characters. But these methods are not applicable to scene-text due to different nature of issues like varying scale and style, and complex background. Most of the classical recognizers utilized the low-level information including the connected components [28], gradients descriptors (HoG) based on some feature-extraction mechanism [41]. Recently, deep-learning based method hugely surpass and outperform the traditional methods. They are categorized as segmentation-relying and segmentation-less text recognizers. Segmentation-based methods undergo character-wise detection followed by the word formation. [3] designed five hidden fully-connected layers and ReLU Units [27] with softmax-based classification. [42] developed a convolutional neural network (CNN) with convolution and average pooling layers and the non-maximum suppression for character-wise text recognition. [14] used weight-shared CNN for three sub-tasks of dictionary, character sequence, and bag-of-N-gram encoding to perform the text recognition.

The segmentation-less schemes directly recognize the whole word or sentence from the given input image. [15] performed a CNN-based 90,000-way classification, where each category/class corresponds to one whole word. Shi et al. [34] integrated the convolutional neural network (CNN) and recurrent neural network (RNN)-based scheme to obtain the string features, and the Connectionist Temporal Classification (CTC)-based decoder to finally yield the recognized text. [35] employed the attention mechanism for text alignment before the recognition. Most following methods utilize the attention mechanism [2], [39] in one way or the other. Cheng et al. [6] designed the deep focused attention network (FAN) after observing and aiming to address the “attention-drift” problem in the recognition process, but it requires character-level annotations. [23], [35], [49] aimed at addressing non-axis aligned and distorted text via an attention-based mechanism. [1], [37] utilized the RNNs with Long Short Term Memory (LSTM) networks to perform the sequential word recognition. [11] integrated the CNN and RNN to design the deep-text recurrent network (DTRN) for recognizing text. Shi et al. [36] explicitly handled the text rectification by using the control points based rectification module and also applied the attention-based bidirectional LSTM decoder for text prediction. Li et al. [18] proposed a simple LSTM-based encoder-decoder framework via the 2D attention process. Wang et al. [43] designed the decoupled attention network (DAN) that performed the text alignment via convolution-based visual attention. Yu et al. [47] proposed the semantic reasoning network (SRN) for irregular scene-text that fuses the visual attention and semantic context modules while avoiding the RNN-based sequential processing.

Although these schemes produce good results, yet they fail to utilize the promising and beneficial attention mechanism explicitly on different multi-scale features. In this work, we work towards utilizing the multi-scale feature-extraction and visual-attention in parallel for better efficacy.

III. PROPOSED APPROACH

The paper proposes a new scene-text recognition network to address the major recognition challenges as detailed in Sec. I as well as performs the visual attention explicitly on multi-scale feature-maps in parallel. The proposed network, as shown in Fig. 2 downscales the input image I (∈ ℝ^3×H×W) resolution by half (C × H × W) using the initial convolutional layer. Here (C = Channels, H = Height, W = Width). The resultant feature-maps go through the text encoder (EN). The EN block comprises three parallel multi-scale modules (S1, S2, S3) with each module handling one specific scale. Each multi-scale module also visually attends the feature-maps in parallel to their conventional deep layers-based processing, followed by the concatenation together to generate their respective output. The visual attention helps the model to have a clearer understanding of the foreground and background pixels. Inspired by the high-resolution networks [38], [40].
these multi-scale modules also fuse their channels at regular intervals to develop the accumulated knowledge together. The encoder outputs three multi-scale channels \((F_{S1}, F_{S2}, F_{S3})\) that are merged together via the merging head (MH). The text decoder (DE) finally outputs the recognized text.

### A. Encoder (EN)

The purpose of the encoder is to simultaneously perform the feature extraction (FE) and visual attention/alignment (VA) on the multi-scale feature-maps. The input channels \((X \in \mathbb{R}^{C \times H \times W})\) pass through three multi-scale modules \((S1, S2, S3)\) to finally yield three respective output feature-maps with different dimensions. The encoder processes the input feature-maps as follows:

\[
(F_{S1}, F_{S2}, F_{S3}) = \text{Encoder}(X),
\]

where \(F_{S1} \in \mathbb{R}^{2C \times \frac{H}{2} \times \frac{W}{2}}, F_{S2} \in \mathbb{R}^{4C \times \frac{H}{4} \times \frac{W}{4}}, F_{S3} \in \mathbb{R}^{8C \times \frac{H}{8} \times \frac{W}{8}}\) and \(C\) indicates the total number of input channels. As we move from \(S1\) to \(S3\), the number of channels becomes twice as many as their subsequent upper scale. Similarly, the feature-map resolution (scale) decreases to half with each scale-module as we move from \(S1\) to \(S3\). It may be noted that each scale module keeps the channel resolution the same throughout that module \([38], [40]\).

1) **Intra-Scale Processing:** Within every scale module \((S1, S2, S3)\), the input channels pass through one or more residual structures (RS) and the visual attention process.

- **Residual Structure (RS):** Each RS block comprises of five residual units (RU). The RU unit is a 3-layered residual building block as given in \([10]\) that contains three convolution layers \((1 \times 1, 3 \times 3, 1 \times 1)\) and a residual connection. After every convolution operation in the paper, we deploy the Batch-Normalization (BN) \([12]\) and the ReLU activation \([27]\) unless stated otherwise. The RS blocks are denoted as \(RS(xy)\), where \(x\) denotes the scale-module number (1,2 or 3) and \(y\) indicates their location or index within that module (starting from left to right). Thus, \(RS12\) denotes the second RS block in the \(S1\) scale-module.

- **Visual Attention Block (VAB):** The scale-modules \((S1, S2, S3)\) also visually attend (align) their feature-maps independently. This helps the network in making a better understanding regarding the foreground and background image pixels at different feature-scales. The first RS block output channels \((\in \mathbb{R}^{C \times H' \times W'})\) in any scale-module undergo the attention mechanism via the VAB block. The attended feature-maps are then concatenated back at the end of the respective scale-module. The VAB process shown in Fig. 3, where the input feature-maps first go through the five consecutive convolution layers. Next, a single feature-map is obtained via a simple \(1 \times 1\) convolution operation. The sigmoid function is then applied on the resultant channel to obtain the segmentation map \((SM \in \mathbb{R}^{1 \times H' \times W'})\). The SM undergoes element-wise...
multiplication with the original input feature-maps to yield the visually-attended channels (VAC). The VAC feature-maps serve as the VAC module final output after being channel-adjusted via the \(3 \times 3\) convolution operation. The VAB input feature-maps \(X' \in \mathbb{R}^{C' \times H' \times W'}\) get visual attention as follows:

\[
F'' = VAB(X'),
\]

where \(F'' \in \mathbb{R}^{C'' \times H' \times W'}\) and we set \(C'' = C'\). This attention process is different from the conventional and complex convolutional and deconvolutional layers based mechanism [43], and proves to be more effective as demonstrated in the experiments Sec. IV.

2) Repetitive Inter-scale Fusion: Inspired by the high-resolution networks [38], [40], the scale-modules (S1, S2, S3) also fuse channels with each other on regular intervals. It enables the network to form the accumulated and coordinated knowledge from the multi-scale channels and learn the valuable information better. To fuse the higher-scale source channels into the lower-scale target feature-maps, they undergo the \((n + 1)\) times \(3 \times 3\) convolution operation (with stride: 2, padding: 1). Here \(n = 0, 1\) denotes the number of scale-modules in-between the source and target scale-modules. Thus, fusion from S1 channels into S3 requires two such convolution operations on S1 scale feature-maps to down-scale them to the S3 scale. Similarly, the lower-to-higher scale fusion requires the bilinear upsampling of the lower-scale source feature-maps. No re-scaling transformation is done when the source and target scale-modules are the same. Once all source channels have been adjusted for channel quantity and target scale, they undergo the summation-based fusion with the target channels to obtain the fused feature-maps.

B. Merging Head (MH)

The encoder outputs three separate sets of feature-maps \((F_{S1}, F_{S2}, F_{S3})\) from the respective scale-modules (S1,S2,S3). The merging head (MH) combines them to output the feature-maps to be used for the text decoding. The MH block, as shown in Fig. 4, down-samples the S1 and S2 output channels using the max-pooling (MP) operation, so as to rescale them to the S3 output channels \((F_{S3})\) resolution. Next, they are concatenated together followed by the channel-adjustment via the convolutional layer. The resultant channels \((\in \mathbb{R}^{MaxLength\times H \times W})\) are reshaped into the K-dimensional vectors to give the MH final output \((F_{MH} \in \mathbb{R}^{MaxLength\times K})\). Thus, the input channels are merged as follows:

\[
F_{MH} = MH(F_{S1}, F_{S2}, F_{S3}),
\]

Here, the MaxLength refers to the maximum length of text characters to be recognized. The output vectors are then routed to the text decoder for further processing.

C. Text Decoder (DE)

The responsibility of our text decoder is to perform recognition only. That makes it more focused on one task rather than the dual task of text alignment and recognition. We adopted the text decoder from the DAN network [43]. As shown in Fig. 5 the MH output channels \((F_{MH} \in \mathbb{R}^{MaxLength\times K})\) go through the GRU [8] cell one-by-one at time \((t' = 1, 2, 3, ..., MaxLength)\) as K-dimensional vectors. The classification layer outputs the recognized text character at time \(t'\) with the output \(p(y_{t'})\) as follows:

\[
p(y_{t'}) = \text{softmax}(w * \text{hidden}_{t'} + b),
\]
TABLE I
Quantitative Evaluation on the Standard Benchmarks. The results demonstrate that the proposed scheme is the most effective in most cases as compared to the SOTA methods on the recognition accuracy. The bold and underlined numbers indicate the best and the second-best methods respectively.

| Method          | Rect. | Regular Datasets | Irregular Datasets |
|-----------------|-------|------------------|--------------------|
|                 |       | IIIT-5K | SVT | IC03 | IC13 | IC15 | SVT-P | CUTE80 |
| Jaderberg et. al. [15] |       | 80.7 | 93.3 | 90.8 | -   | -   | -    | -     |
| Jaderberg et. al. [15] |       | 71.7 | 89.6 | 81.8 | -   | -   | -    | -     |
| Shi et. al. [34] |       | 94.0 | 90.1 | 94.3 | 92.7 | 76.3 | 82.3 | 86.8  |
| Lyu et. al. [24] |       | 82.3 | 86.6 | 92.1 | 89.7 | 68.9 | 70.1 | 82.6  |
| Xie et. al. [44] |       | 91.9 | 86.4 | 91.5 | -   | -   | -    | -     |
| Liao et. al. [20] |       | 87.4 | 85.9 | 94.2 | 93.3 | 70.6 | -    | -     |
| Cheng et. al. [39] |       | 87.0 | 82.8 | 91.5 | -   | 68.2 | 73.0 | 76.8  |
| Bai et. al. [13] |       | 88.3 | 87.5 | 94.6 | 94.4 | 73.9 | -    | -     |
| Yang et. al. [46] |       | -    | -    | -    | -   | 75.8 | 69.3 |       |
| Shi et. al. [36] | ✓    | 93.4 | 89.5 | 94.5 | 91.8 | 76.1 | 78.5 | 79.5  |
| Zhan et. al. [49] | ✓    | -    | -    | -    | 91.3 | 76.9 | 79.6 | 83.3  |
| Yang et. al. [45] |       | 93.3 | 90.2 | 91.2 | 93.9 | 78.7 | 80.8 | 87.5  |
| Li et. al. [18] |       | 91.5 | 84.5 | -    | 91.0 | 69.2 | 76.4 | 83.3  |
| Liao et. al. [19] |       | 93.9 | 90.6 | -    | 95.3 | 77.3 | 82.2 | 87.8  |
| Wang et. al. [43] |       | 94.3 | 89.2 | 95.0 | 93.9 | 74.5 | 80.0 | 84.4  |
| Yu et. al. [47] |       | 94.8 | 91.5 | -    | 95.5 | 82.7 | 85.1 | 87.8  |
| **Ours**         |       | **95.9** | **90.8** | **94.6** | **96.3** | **83.9** | **86.0** | **86.9** |

where \( \text{hidden}_{t'} \) denotes the GRU cell hidden state, given as follows:

\[
\text{hidden}_{t'} = \text{GRU}(\text{embd}_{t-1}, \text{Channel}_{t'}, \text{hidden}_{t-1}),
\]

where \( \text{embd}_{t-1} \) is the embedding belonging to the previous classification \( y_{t-1} \). The network loss function is defined as follows:

\[
L = - \sum_{t'=1}^{T'} \log P(y'_{t'}|\text{Input}, \theta)
\]

where \( P \) indicates the prediction probability, \( y'_{t'} \) is the actual or ground-truth text character at time \( t' \) and \( \theta \) denotes the learnable parameters of the network.

IV. Quantitative and Qualitative Evaluation

This section deals with the experimental analysis and comparison of the proposed network. First, we discuss the quantitative evaluation on seven standard benchmark datasets followed by the ablation study. We conclude with the visual analysis.

A. Experiments on Standard Benchmarks

Datasets. To evaluate the efficacy of the proposed network, we test on seven different scene-text datasets. They are either regular (IIIT-5k [25], IC03 [22], IC13 [17], SVT [41]) or irregular (IC15 [16], SVT-P [29], CUTE80 [30]) scene-text datasets.

IIIT-5k [25] is an internet-based scene-text dataset that contains 3,000 cropped text images for testing.

Street View Text (SVT) [41] comprises of 647 text-based test images collected via Google Street View. For diversity and variation, drastic corruption has been incorporated in the form of noise, blurriness, and low resolution.

ICDAR 2003 (IC03) [22] has 251 scene-text images with 867 test bounding boxes. As per the standard protocol [41], 860 cropped images have been retained after removing words with non-alphanumeric or less than 3 characters.

ICDAR 2013 (IC13) [17] is a regular scene-text dataset that contains total 1,015 cropped images, and most of them come from the IC03 dataset. Using the standard practice as given in [41], images with non-alphanumeric or less than three characters have been filtered out.

ICDAR 2015 (IC15) [16] contains irregular scene-text images taken via the Google Glasses with slight focusing and positioning. Only 1,811 test images have been utilized after removing some with extreme distortions as part of the standard pre-processing practice [6].

SVT-P [29] is an irregular scene-text dataset with 639 cropped images taken from Google street view. Mostly, they are single-angle based and highly perspective-distorted images.

CUTE80 [30] mainly deals with curved scene-text and consists of 80 images. We cropped 288 test samples from these high-resolution images using their bounding-box annotations.

Implementation Details. The input image gets resized with fixed height of 32 pixels and width up to 128 based on the aspect ratio. The proposed network is trained using two synthetic datasets until convergence: Synth90k [14] and SynthText [9]. A batch size of 64 has been used with 32 images each from Synth90k and SynthText. The value of total channels (C) in the encoder has been set to 32, so the scale-modules (S1, S2, S3) contain (32, 64, 128) channels respectively after every intra-scale processing step. MaxLength is set to 25, and the total number of character classes is 94 including the upper- and lower-case alphabets, 0-9 digits, and 32 ASCII punctuation symbols. The total decoder hidden units are set to 256. The
TABLE II
Ablation studies on the proposed network. Several experiments on different components of the proposed network indicate their vitality.

| VAB Block Effect | IIIT5K | SVT | IC13 | IC15 | SVT-P | CUTE80 |
|------------------|--------|-----|------|------|-------|--------|
| w/o VAB          | 86.6   | 81.9| 88.8 | 77.4 | 80.7  | 75.2   |
| w VAB (ours)     | **95.9**| **90.8**| **96.3**| **83.9**| **86.0**| **86.9**|

| Number of Residual Units (RUs) per RS Block | IIIT5K | SVT | IC13 | IC15 | SVT-P | CUTE80 |
|---------------------------------------------|--------|-----|------|------|-------|--------|
| 1 RUs                                       | 61.5   | 58.7| 61.2 | 55.3 | 59.5  | 62.1   |
| 2 RUs                                       | 72.6   | 65.5| 68.0 | 61.0 | 65.9  | 67.0   |
| 3 RUs                                       | 83.0   | 76.1| 77.9 | 71.7 | 74.8  | 77.5   |
| 4 RUs                                       | 90.1   | 84.9| 83.5 | 79.6 | 82.3  | 84.2   |
| 5 RUs (ours)                                | **95.9**| **90.8**| **96.3**| **83.9**| **86.0**| **86.9**|
| 6 RUs                                       | 94.3   | 88.8| 95.6 | 84.0 | 85.5  | 86.2   |

| S2 and S3 scale-modules Effect | IIIT5K | SVT | IC13 | IC15 | SVT-P | CUTE80 |
|---------------------------------|--------|-----|------|------|-------|--------|
| S1 only                         | 87.4   | 81.5| 90.1 | 79.9 | 81.3  | 82.1   |
| S1, S2 only                     | 92.9   | 87.3| 93.6 | 82.2 | 83.7  | 84.5   |
| S1, S2, S3 (ours)              | **95.9**| **90.8**| **96.3**| **83.9**| **86.0**| **86.9**|
| S1, S2, S3, S4                 | 95.1   | 90.6| 85.4 | 82.9 | **86.5**| **86.0**|

| MaxLength Effect | IIIT5K | SVT | IC13 | IC15 | SVT-P | CUTE80 |
|------------------|--------|-----|------|------|-------|--------|
| 25 (ours)        | **95.9**| **90.8**| **96.3**| **83.9**| **86.0**| **86.9**|
| 50               | 95.5   | 90.7| 96.2 | 83.7 | 85.9  | 86.9   |
| 75               | 95.6   | 90.7| 96.1 | 83.8 | 86.0  | 86.8   |
| 100              | 95.8   | 90.6| 96.2 | 83.6 | 85.9  | 86.9   |

ADADELTA-based optimization [48] has been employed with the initial learning rate value of 1.0 and decreased to 0.1 from the fourth epoch.

Experimental Evaluation. Here, we compare our method quantitatively with the recent best networks. The comparison is done without using the lexicon information as it is generally the case in practice. As per the standard convention, the evaluation is done using the case-insensitivity for word accuracy computation. The results are shown in Table I where our method outperforms other methods on 4 out of 7 datasets while performing reasonably competitive on the remaining three benchmarks. In comparison to the specifically designed rectification-based methods [23], [36], [49], our model gives better or competitive results without any rectification. For the regular scene-text dataset (IIIT-5K and IC13), we obtain an increase of (0.8% and 1.1%) respectively. While for the irregular scene-text datasets (IC15 and SVT-P), the proposed network improves the accuracy by (1.4% and 1.0%) respectively. The accuracy boost is mainly due to the inclusion of multi-scale visual attention and inter-scale fusion within the encoder. It is empirically shown during the ablation study as given in following paragraphs.

Ablation Study. We perform five different ablation experiments to analyze different components of our network.

1) Effect of VAB Block: The VAB block provides the most important visual attention mechanism that improves the network performance. As shown in Table I, the network underperforms on both regular and irregular scene-text datasets without using the VAB block. Thus, it’s imperative to include the VAB block.

2) Number of Residual Units: The number of residual units (RU) in the RS block plays an important role in better feature extraction. We experimented with different RU units quantity per RS block as shown in Table II. As per the results, we found five RU units per RS block to be the most effective choice with the highest accuracy.

3) Effect of S2 and S3 scale-modules inclusion: As given in Table II, using the S2 and S3 scale-modules in addition to S1 increases the network effectiveness. However, adding another scale-module S4 does not enhance the accuracy significantly. Thus, the (S1, S2, S3) combination has been employed.

4) MaxLength Value Selection: The MaxLength value has to be selected so that it covers the maximum length an output word can possibly have in a dataset. Beyond that, increasing it should not have any noticeable effect on the network efficacy. As given in Table II, increasing the MaxLength value from the default value of 25 does not alter the performance by much.

5) Total Convolution Operations in VAB Block: We investigate the effect of a total number of convolution operations before the segmentation map creation. To analyze the effect, we perform convolution operations quantity experiments on four datasets (IIIT5k, IC13, CUTE80, SVT-P). The results are shown in Fig. 6 where repeating four convolution operations before the segmentation map generation yields the optimal accuracy as tested on four different datasets.

Fig. 6. VAB convolution quantity analysis graph. The graph indicates that repeating the convolution operation four times in the VAB block before the segmentation-map generation yields the optimal accuracy as tested on four different datasets.

Robustness Analysis. Here, we check for robustness of the proposed scheme against different modifications on the input images. We compare our scheme with two recent SOTA methods (DAN [43] and CA-FCN [20]) on two datasets (IIIT-5K [25] and IC13 [17]). Following the practice as given in [43], variations introduced into these datasets are as follows:

IIIT-padded: 100% padding of the input images in IIIT-5k in both horizontal and vertical direction via border pixels replication. IIIT-r-padded: Stretching the image vertices using a random scale value up to 20% for both height and width respectively. Next, repetitive border pixels have been used for filling it. Finally, we crop the axis-aligned rectangles. IC13-expansion: The input images in IC13 are expanded into image frames with relatively extra 10% height and width followed.
by cropping. **III-T-r-expansion**: Expansion of the IC13 images using a random scale up to 20% height and width, followed by cropping the axis-aligned rectangular images.

As shown in Table III it can be observed that the proposed method appears as the most stable and resilient to these input distortions and variations in majority cases, hence, demonstrating the robustness of our scheme.

**B. Qualitative Analysis**

Here, we present some good and bad qualitative results. We evaluate the proposed scheme with and without the visual attention block (VAB). The results are shown in Fig. 7 where the first two rows indicate the good results followed by the failure cases in the last row. Following the practice in [47], under each image, the first line shows the text recognition made by the proposed scheme without using the VAB block followed by our network text prediction with the VAB module in the second line. Characters colored as red indicate wrong predictions. As shown in the good results, the proposed scheme without the VAB block lacks the visual attention and struggles to differentiate between highly similar characters (e.g. 'c' and 'c' or 'o' and 'a') when they lack clear visual exposure, skewed perspective, or partial occlusion. The VAB block coupled with the multi-scale fusion helps in overcoming these issues and produces accurate results as shown.

The bad results, as shown in the last row of Fig. 7, mainly occur when the visual attention does not align the characters perfectly and results in failure as compared to the ground-truth (GT) recognition text.

**V. Conclusion and Future Work**

In this paper, we proposed a new multi-scale and scale-wise visually attended text recognition network to address key scene-text challenges. The multi-scale feature extraction and visual attention have been performed in parallel to utilize different feature scales explicitly in a more effective way. The network also undergoes multi-scale fusion with each other to develop the coordinated information. Experimental evaluation on standard benchmarks indicates better accuracy in most cases as compared to the SOTA methods.

One of the key limitations of the proposed network is that it is using simpler inter-scale fusion. In the future, we aim to investigate more sophisticated fusion techniques. Moreover, our current work focuses only on the offline recognizer design, we will investigate the efficiency and computational cost aspects for real-time and real-world applications in the future.

### Table III

| Method         | III-T  | III-T-padded | III-T-r-padded | IC13   | IC13-expanded | IC13-r-expanded |
|----------------|--------|--------------|----------------|--------|---------------|-----------------|
| CA-FCN         | 92.0   | 89.3         | 87.6           | 81.4   | 78.2          | 75.4            |
| DAN-1D         | 93.3   | 91.5         | 92.4           | 93.9   | 91.4          | 89.2            |
| DAN-2D         | 94.3   | 92.1         | 94.2           | 94.2   | 92.1          | 90.4            |
| Ours           | 95.9   | 94.0         | 95.8           | 95.9   | 95.8          | 94.8            |

**ACKNOWLEDGEMENTS**

This work was done while Usman was interning at SIE Global R&D. T. Kim was supported in part by the National Science Foundation (NSF) under grants CNS1955561 and AST2037864. G. Wang is supported by the Natural Sciences and Engineering Research Council of Canada (NSERC) under grant RGPIN-2021-04244.

### REFERENCES

[1] B. Su and S. Lu, “Accurate recognition of words in scenes without character segmentation using recurrent neural network,” *Pattern Recognition*, vol. 63, pp. 397–405, 2017.

[2] D. Bahdanau, K. Cho, and Y. Bengio, “Neural machine translation by jointly learning to align and translate,” *arXiv preprint arXiv:1409.0473*, 2014.

[3] F. Bai, Z. Cheng, Y. Niu, S. Pu, and S. Zhou, “Edit probability for scene text recognition,” in *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition*, 2018, pp. 1508–1516.

[4] A. Bissacco, M. Cummins, Y. Netzer, and H. Neven, "Photoocr: Reading text in uncontrolled conditions," in *Proceedings of the IEEE International Conference on Computer Vision*, 2013, pp. 785–792.

[5] R. G. Casey and E. Lecolinet, "A survey of methods and strategies in character segmentation," *IEEE Transactions on Pattern Analysis and Machine Intelligence*, vol. 18, no. 7, pp. 690–706, 1996.

[6] Z. Cheng, F. Bai, Y. Xu, G. Zheng, S. Pu, and S. Zhou, “Focusing attention: Towards accurate text recognition in natural images,” in *Proceedings of the IEEE International Conference on Computer Vision*, 2017, pp. 5076–5084.
