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Abstract

We study the statistical limits of Imitation Learning (IL) in episodic Markov Decision Processes (MDPs) with a state space $\mathcal{S}$. We focus on the known-transition setting where the learner is provided a dataset of $N$ length-$H$ trajectories from a deterministic expert policy and knows the MDP transition. We establish an upper bound $O(|\mathcal{S}|H^{3/2}/N)$ for the suboptimality using the Mimic-MD algorithm in Rajaraman et al. (2020) which we prove to be computationally efficient. In contrast, we show the minimax suboptimality grows as $\Omega(|\mathcal{S}|H^{3/2}/N)$ when $|\mathcal{S}| \geq 3$ while the unknown-transition setting suffers from a larger sharp rate $\Theta(|\mathcal{S}|H^2/N)$ (Rajaraman et al., 2020). The lower bound is established by proving a two-way reduction between IL and the value estimation problem of the unknown expert policy under any given reward function, as well as building connections with linear functional estimation with subsampled observations. We further show that under the additional assumption that the expert is optimal for the true reward function, there exists an efficient algorithm, which we term as Mimic-Mixture, that provably achieves suboptimality $O(1/N)$ for arbitrary 3-state MDPs with rewards only at the terminal layer. In contrast, no algorithm can achieve suboptimality $O(\sqrt{H}/N)$ with high probability if the expert is not constrained to be optimal. Our work formally establishes the benefit of the expert optimal assumption in the known transition setting, while Rajaraman et al. (2020) showed it does not help when transitions are unknown.
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1 Introduction

In many practical decision problems, it is difficult to design reward functions that accurately capture the task at hand. As mentioned in Abbeel and Ng (2004), in autonomous driving it may be easy to state the reward function in English to be “personal happiness” or “drive well”, but it is challenging to write down a specific reward function capturing this target mathematically. Often in practice, the reward function is manually refined (Ng et al., 1999; Berner et al., 2019) until the learner demonstrates satisfactory behavior. This motivates the Imitation Learning (IL) problem which is the problem of learning from expert demonstrations in sequential decision making problems in the absence of reward feedback. IL has found itself useful as a standalone framework Abbeel et al. (2007); Abbeel and Ng (2004) as well as in combination with standard reinforcement learning workflows for policy optimization (Salimans and Chen, 2018).

We study the imitation learning problem from a theoretical point of view in episodic Markov Decision Processes (MDPs) and introduce some notation before getting into the technical exposition. The value $J_r(\pi)$ of a (possibly stochastic) policy $\pi$ is defined as the expected cumulative reward accumulated over an episode of length $H$,

$$J_r(\pi) = \mathbb{E}_\pi \left[ \sum_{t=1}^{H} r_t(s_t, a_t) \right]$$

(1)

here $r_t$ is the unknown reward function of the MDP at time $t$, and the expectation $\mathbb{E}_\pi [\cdot]$ is computed with respect to the distribution over trajectories $\{(s_1, a_1), \cdots, (s_H, a_H)\}$ induced by rolling out the policy $\pi = (\pi_1, \cdots, \pi_H)$ from some initial distribution $\rho(s)$, where $\pi_t$ denotes the policy at time step $t$. We assume that the reward functions $r_t$ and MDP transitions $P_t$ could be time-variant and depend on $t$. We denote an MDP as a tuple $(\rho, P, H, r)$ throughout the paper, where $P = (P_1, P_2, \ldots, P_{H-1})$ and $r = (r_1, r_2, \ldots, r_H)$. Notations $\tilde{O}$ and $\tilde{\Theta}$ omit logarithmic factors. We use $f_t^\pi$ to denote the state distribution induced at time $t$ by the policy $\pi$. In the most basic setting of IL, the learner is provided a dataset of $N$ trajectories rolling out an unknown expert policy $\pi^*$. The objective of the learner is to construct a policy $\hat{\pi}$ with provably small suboptimality, which is a random variable defined as the difference in value of the expert’s and learner’s policies: $J_r(\pi^*) - J_r(\hat{\pi})$, where $r$ represents the “true” reward function we care about. In this paper we assume the expert policy $\pi^*$ is deterministic$^1$.

$^1$Stochastic policies exhibit fundamentally different behaviors as shown in (Rajaraman et al., 2020).
One of the most natural approaches towards imitation learning is Behavior Cloning (BC) (Ross and Bagnell, 2010), which reduces the IL problem to a supervised learning problem with state being feature and action being labels. It was shown in (Ross and Bagnell, 2010) that if the population supervised learning 0-1 loss is $\epsilon$, then the suboptimality in IL is $O(\epsilon H^2)$, where the factor $H^2$ increase is called error compounding. Ross and Bagnell (2010) showed that this $H^2$ reduction relationship is not improvable for BC$^2$, but it remained unclear whether there exists an information theoretic lower bound showing that the $H^2$ factor is inevitable for all algorithms. Indeed, the sample size $N$ does not appear in the reduction step in BC (Ross and Bagnell, 2010), and in the lower bound instance of (Ross and Bagnell, 2010) the learner only needs a single trajectory of observations to achieve suboptimality zero. Recently, Rajaraman et al. (2020) studied this problem in a statistical setting and showed that any algorithm has to suffer from suboptimality $|S|H^2/N$ in the IL setting in the worst case, and BC achieves this bound for deterministic expert demonstrations with the supervised learning loss being $O(|S|/N)$. Moreover, the $|S|H^2/N$ lower bound still holds even if the learner can interactively query the expert as in the setting of DAGGER (Ross et al., 2011) and when the expert is assumed to be optimal for the true reward function.

Hence, it seems natural to impose either structural assumptions on the MDP or change the sampling model to mitigate the $H^2$ error compounding effect. Rajaraman et al. (2020) took the second approach and assumed that the initial state distribution and the Markov transition kernels are completely known to the learner. To motivate this setting, we first provide an intuitive understanding of the lower bound instance in Rajaraman et al. (2020) which shows no algorithm can beat the $|S|H^2/N$ lower bound in the no-interaction setting$^3$. In a nutshell, without transition information the learner cannot recover after making a “mistake” via playing an action different from the expert’s action at some state. Concretely, in the lower bound instance (Rajaraman et al., 2020), at each time $t$ any learner has a $|S|/N$ probability of making a mistake due to not having observed the expert action at this time step$^4$. Then, they make the probability that the learner has made a mistake up to time $t$ to be $\lesssim |S|/N$ by setting the union bound to be tight, and under this event the learner incurs a suboptimality of 1. Thus, the expected suboptimality of the learner is $\sum_{t=1}^H |S|/N \approx |S|H^2/N$.

To break the the quadratic dependence, the analysis above suggests that one needs to beat the union bound $|S|t/N$ at time $t$, which implies that one needs to conduct long-range planning: the error events of making mistakes at each time $t$ should be made highly negatively correlated in the sense that we can quickly recover from the mistakes we made in the past. Intuitively, in autonomous driving, recovering from a mistake of going off the road corresponds to trying to go back to the main road, and this step requires the knowledge of the MDP transitions.

Clearly, in a simulation environment, or model-based reinforcement learning setting it is reasonable to assume that we have a good knowledge about the model, but more interestingly many practical algorithms (Ho and Ermon, 2016; Fu et al., 2017; Brantley et al., 2020) can be viewed as gradient and/or sample based methods to approximately solve optimization problems defined in the known transition setting.

In this setting, Rajaraman et al. (2020) proposed an algorithm called Mimic-MD and show that its suboptimality is upper bounded by $|S|H^{3/2}/N$, which provably breaks the $H^2$ dependence. However, there are several key problems that remain unsolved:

---

$^2$Precisely, there exists some MDP such that the worst case ratio of the expected suboptimality in IL and supervised learning 0-1 loss is at least $\Omega(H^2)$.

$^3$Similar intuitive explanations have appeared in the literature, and there has been no information theoretic lower bound proof before Rajaraman et al. (2020).

$^4$The term $|S|/N$ is an upper bound on the missing mass in sampling Mcallester et al. (2003), which can also be understood as the $V/N$ regret in binary classification with zero oracle error, where $V = |S|$ is the VC-dimension when $|A| = 2$. 
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(i) Mimic-MD has suboptimality upper bounded by $|S|H^{3/2}/N$, but the best known lower bound in the known transition setting (Rajaraman et al., 2020) is $|S|H/N$, which does not match. What is the dependence of the minimax rate on the horizon $H$?

(ii) Is Mimic-MD in (Rajaraman et al., 2020) efficiently computable?

(iii) Furthermore, we know that in the basic setting assuming that the expert is an optimal policy on the underlying true reward function does not help in the worst case: the minimax suboptimality is still $|S|H^2/N$ (Rajaraman et al., 2020), but does knowing the expert is optimal help in the known transition setting?

(iv) How can we connect algorithms developed in the known transition setting such as Mimic-MD to practical imitation learning algorithms? What practical insights do these theoretical analysis provide?

Main Contributions

In this paper, we make the following contributions.

(i) We show that the optimal dependence on the horizon for imitation learning in the known transition setting when all bounded rewards are considered is indeed $H^{3/2}$, and show that any algorithm has to suffer from suboptimality $H^{3/2}/N$ when $|S| \geq 3$ (Theorem 3). We also show that the Mimic-MD algorithm in (Rajaraman et al., 2020) can be efficiently solved in polynomial time, whose statistical performance achieves the bound $|S|H^{3/2}/N$ (Theorem 2). Moreover, we demonstrate a gap between binary state space $|S| = 2$ and larger state space $|S| \geq 3$: when $|S| = 2$, the minimax rates become $\tilde{\Theta}(H/N)$, and Mimic-MD also achieves the minimax rate (Theorem 2).

(ii) In our lower bound proof for the minimax rates above, we constructed a special family of MDPs, which we term 4-state MDPs (Section 4.1), that precisely exploit the vulnerabilities of any imitation learning algorithms. To make the results stronger, the 4-state MDP in fact has time-invariant Markov transition functions and rewards, but it still appears to be the most difficult case even among the family of MDPs with possibly time-variant transitions and rewards. In particular, we show that in the 4-state MDP instance, IL is no easier than estimating a linear functional whose parameters are subsampled with constant fractions, whose statistical fundamental limit proof may be of independent interest.

(iii) We show that if one imposes the additional assumption that the expert policy is optimal for the true reward function we use the evaluate the suboptimality gap, then we can construct an efficient algorithm that provably achieves suboptimality $\tilde{O}(H/N)$ for the 4-state MDP for any expert policy (Theorem 4). The result can be easily extended to nearly optimal policies.

(iv) We generalize the efficient algorithm that achieves linear in $H$ suboptimality for the 4-state MDP to arbitrary 3-state MDPs, and show that in the case where only the terminal state has rewards, which is a common case in a variety of reinforcement learning applications, one can construct an efficient algorithm that achieves suboptimality $\tilde{O}(1/N)$, without dependence on $H$ at all (Corollary 1). We call the algorithm Mimic-Mixture (Algorithm 1). This is precisely the reason why in the 4-state MDP the dependence on $H$ is linear, since every time step only contributes $1/N$.

(v) We propose a framework of reductions between imitation learning and (uniform) expert value estimation (Section 3), and propose a general minimax optimization framework in known transition setting, which subsumes various practical algorithms in practice (Ratliff et al., 2006; Ho and Ermon, 2016; Fu et al., 2017), and show that Mimic-MD can be viewed as special...
cases of this framework. Combined with our theoretical results, GAIL (Ho and Ermon, 2016) corresponds to (OPT) using the empirical estimator (2), while AIRL (Fu et al., 2017) corresponds to utilizing the expert optimal information. Our work implies that algorithm exploiting the expert optimal assumption could have significantly superior performances in practice for long horizons.

(vi) We draw connections between IL and online reinforcement learning. In IL, we have expert demonstrations, no reward information; in online RL, we have reward information, but need to decide the actions. Correspondingly, the IL minimax rate is \(|S|H^2/N\) (Rajaraman et al., 2020) while the RL minimax rate is \(\sqrt{H^3|S||A|/N}\) (Domingues et al., 2020)\(^5\). Interpreting the quantities in terms of sample complexities, the RL results are uniformly worse in terms of dependence on \(|A|, H, \epsilon\), which conveys an interesting conceptual message: it is much better to have a good teacher instead of myopic local reward information. We also emphasize that without operating in a statistical framework, it would have been impossible to compare IL and online RL, and a consistent theoretical framework provides a unified benchmark for comparing different formulations.

2 Related work

The imitation learning problem has been extensively studied in the literature Abbeel and Ng (2004); Syed et al. (2008); Ratliff et al. (2006); Ziebart et al. (2008); Ross and Bagnell (2010); Finn et al. (2016); Fu et al. (2017); Pan et al. (2017); Ke et al. (2019), and various algorithms (Ho and Ermon, 2016; Laskey et al., 2017; Luo et al., 2020; Brantley et al., 2020; Zhang et al., 2020) have been proposed to overcome the \(H^2\) error compounding issue defined by (Ross and Bagnell, 2010), and some require actively querying the expert during training (Ross et al., 2011; Ross and Bagnell, 2014; Sun et al., 2017). The majority of literature do not focus on obtaining minimax rates in statistical settings, and we emphasize that regret results obtained in the online learning framework (Ross et al., 2011; Lee et al., 2018) may not imply equally strong statistical results since it is difficult to evaluate the performance of the oracle term in the regret formulation. Indeed, it was shown in (Rajaraman et al., 2020) that even in the interactive IL setting where the expert can be actively queried, no algorithm can beat the \(|S|H^2/N\) information theoretic lower bound. The literature has also studied the combination of representation learning and imitation learning Arora et al. (2020) as well as IL without expert action information (Nair et al., 2017; Torabi et al., 2018; Sun et al., 2019; Arora et al., 2020). Recently, Xu et al. (2020) studied statistical performances of BC and GAIL (Ho and Ermon, 2016) and showed that GAIL could improve the horizon dependence from \(1/(1 - \gamma)^2\) to \(1/(1 - \gamma)\). Again, the lower bound argument in (Xu et al., 2020) was based on reduction and not information theoretic, and its analysis of GAIL implicitly assumes known transition\(^6\) whose rate degrades to \(1/\sqrt{N}\) compared to \(1/N\) in BC. We believe one can export our analysis to the discounted case to obtain similar results.

3 Minimax algorithmic framework and reductions between IL and expert value estimation

We first define the IL problem under high probability:

\(^5\)Here we do not compare IL and RL in the known transition setting since known transition is rarely considered in RL.

\(^6\)In practice, we would query the environment to obtain the MDP transition functions to approximately simulate the known transition setting.
Definition 1 (Imitation learning). Given a collection of MDP instances \( \{(\rho, P, H, r, \pi^*)\} \), we say that an algorithm output \( \hat{\pi} \) solves the imitation learning problem with confidence \( 1 - \delta \) and error \( \epsilon \) if for any such instance \( (\rho, P, r, \pi^*) \), we have
\[
P_{D(\rho, P, \pi^*)}(J_r(\pi^*) - J_r(\hat{\pi}) \geq \epsilon) \leq \delta,
\]
where the algorithm observes \( \rho \) and \( P \), and a dataset \( D(\rho, P, \pi^*) \) of the expert trajectories (no rewards), but not the expert policy \( \pi^* \) or \( r \) directly.

We then define the problem of expert value estimation:

Definition 2 (Expert value estimation). Given a collection of MDP instances \( \{(\rho, P, H, r, \pi^*)\} \), we say that an estimator \( \tilde{J}_r(\pi^*) \) is an estimator for \( J_r(\pi^*) \) with confidence \( 1 - \delta \) and error \( \epsilon \) if for any such instance \( (\rho, P, r, \pi^*) \), we have
\[
P_{D(\rho, P, \pi^*)}(|J_r(\pi^*) - \tilde{J}_r(\pi^*)| \geq \epsilon) \leq \delta,
\]
where the estimator \( \tilde{J} \) is a function of \( \rho \), \( P \), \( r \) and a dataset \( D(\rho, P, \pi^*) \) of the expert trajectories (no rewards), but not the expert \( \pi^* \) directly.

Correspondingly, the problem of uniform expert value estimation is defined as:

Definition 3 (Uniform expert value estimation). Given a collection of instances \( \{(\rho, P, H, r, \pi^*)\} \), we say that an estimator \( \tilde{J}_r(\pi^*) \) is an estimator for \( J_r(\pi^*) \) with confidence \( 1 - \delta \) and error \( \epsilon \) if for any such instance \( (\rho, P, r, \pi^*) \), we have
\[
P_{D(\rho, P, \pi^*)}(\sup_{r \in \mathcal{R}_D} |J_r(\pi^*) - \tilde{J}_r(\pi^*)| \geq \epsilon) \leq \delta,
\]
where the estimator \( \tilde{J} \) is function of \( \rho \), \( P \), \( r \), a dataset \( D(\rho, P, \pi^*) \) of the expert trajectories (no rewards), and an input set of reward functions, \( \mathcal{R}_D \), which also contains the true reward, but not the expert \( \pi^* \) directly. We added the subscript \( D \) to emphasize that this set \( \mathcal{R}_D \) could depend on the data seen by the learner, but we may omit it when clear from the context.

We propose a general minimax formulation to reduce the IL problem to uniform expert value estimation with known transitions. Define the learner policy \( \hat{\pi} \) as the solution to the following minimax optimization problem:
\[
\hat{\pi} \leftarrow \arg\min_{\pi} \max_{r \in \mathcal{R}_D} \tilde{J}_r(\pi^*) - J_r(\pi), \quad \text{(OPT)}
\]
where \( \mathcal{R}_D \) is the same as that in Definition 3. The next result shows reductions between IL and expert value estimation when transitions are known.

Theorem 1 (Reductions between IL and expert value estimation with known transitions). Consider the following two cases of \( \mathcal{R}_D \):

(i) reward function symmetric: for any \( (\rho, P, r, \pi^*) \) instance we consider, \( 1 - r \) is also in the set. A notable special case is when we consider all possible reward functions bounded between zero and one;

(ii) expert optimal: for each \( (\rho, P, r, \pi^*) \) instance, \( \pi^* \) is an optimal policy for \( M = (\rho, P, H, r) \).

Then, under both cases,

(i) if \( \hat{\pi} \) solves IL with confidence \( 1 - \delta \) and error \( \epsilon \), then \( J_r(\hat{\pi}) \) solves expert value estimation with confidence \( 1 - 2\delta \) and error \( \epsilon \);

(ii) if \( \tilde{J}_r(\pi^*) \) solves uniform expert value estimation with confidence \( 1 - \delta \) and error \( \epsilon \), then the minimax algorithm in (OPT) solves IL with confidence \( 1 - \delta \) and error \( 2\epsilon \).
4 Minimax Bounds for General Expert

For brevity we use \( \mathcal{R} \) to denote the set of all reward functions such that \( r_t(s,a) \in [0,1] \). Applying the conclusion in Section 3, we can solve IL via constructing a uniform expert value estimator such that \( \sup_{r \in \mathcal{R}} |J_t(\pi^*) - \hat{J}_t(\pi^*)| \) is small. If we denote the marginal distribution of \((S_t,A_t)\) when we roll out the policy \( \pi^* \) as \( f_t^*(s,a) \), we can rewrite \( J_t(\pi^*) = \sum_{t=1}^{H} \mathbb{E}_{(S,A) \sim f_t^*}[r_t(S,A)] \). Hence it motivates us to estimate \( J_t(\pi^*) \) using \( \sum_{t=1}^{H} \mathbb{E}_{(S,A) \sim \hat{f}_t^*}[r_t(S,A)] \), where \( \hat{f}_t^* \) is some estimator of \( f_t^* \).

In this case, the uniform value estimation error reduces to the sum of total variation distances \( \sum_{t=1}^{H} \text{TV}(f_t^*, \hat{f}_t^*) \), where we used the assumption that \( \text{TV}(P,Q) = \sup_{r \in [0,1]} \mathbb{E}_P[r] - \mathbb{E}_Q[r] \).

For each \( t \), we obtain \( N \) i.i.d. samples from distribution \( f_t^* \), and it is natural to use the empirical distribution as the estimator \( \hat{f}_t^* \). It then follows from standard results (Han et al., 2015) that with probability at least \( 1 - \delta \), we have

\[
\sum_{t=1}^{H} \text{TV}(f_t^*, \hat{f}_t^*) \lesssim H \sqrt{\frac{|S| + \log(H/\delta)}{N}}.
\]

(2)

Although (2) seems to suggest that the suboptimality error now grows linear in \( H \), there is a catch: the dependence on \( N \) has degraded to \( N^{-1/2} \), and this bound becomes even worse than the behavior cloning result \( |S|H^2/N \) when \( N \) is large.

The advance made in Rajaraman et al. (2020) about the Mimic-MD algorithm is that there exists an improved estimator for \( f_t^* \) that achieves smaller TV loss. Indeed, the empirical distribution \( \hat{f}_t^* \) does not even utilize the transition information! Intuitively, given the transition information, one may simulate infinitely many new trajectories and view them as new data to improve the statistical efficiency. The only case where simulation fails would be that we encounter a state where we have not visited in the observations, but the probability of seeing an unseen state within the first \( t \) steps is at most \( |S|t/N \) by union bound, hence the total variation loss in estimating \( f_t^* \) can be improved to be \( \sqrt{|S|/N} \sqrt{|S|t/N} = \frac{|S|\sqrt{t}}{N} \).

Summing up \( \sum_{t=1}^{H} \frac{|S|\sqrt{t}}{N} \leq |S|H^{3/2}/N \). The following theorem summarizes the performance of Mimic-MD, which is the specific instantiation of (OPT) when we consider all possible rewards and the improved value estimator mentioned above.

Theorem 2. The optimization problem Mimic-MD in (OPT-MD) can be formulated as a convex program and is efficiently solvable in \( \text{poly}(|S|, |A|, H) \) time. Moreover, its solution \( \hat{\pi} \) achieves expected suboptimality gap

\[
J_t(\pi^*) - \mathbb{E}[J_t(\hat{\pi})] \lesssim \begin{cases} 
\frac{H \log H/N}{|S|} & |S| = 2 \\
\frac{|S|H^{3/2}/N}{|S|} & |S| \geq 3 
\end{cases}
\]

for all MDPs with state space \( S \), action space \( A \), horizon \( H \), and rewards bounded \( r_t \in [0,1] \).

Theorem 2 points out that when \( |S| = 2 \), the expected suboptimality achieved by Mimic-MD is in fact nearly linear in \( H \), which nearly matches the lower bound in (Rajaraman et al., 2020)\(^9\).

What is the optimal dependence on \( H \) when \( |S| \geq 3 \)? We show in the following result, that indeed this \( H^{3/2} \) dependence is a barrier for any learner.

---

\(^7\)Note that we have assumed the expert policy is deterministic, so the support of \( f_t^* \) is at most \( |S| \).

\(^8\)Precisely, the \( L_1 \) error of estimating a discrete distribution \((p_1, p_2, \ldots, p_k)\) from \( N \) i.i.d. samples is upper bounded by \( \sum_{i \in \{1\}} \frac{\sqrt{p_i}}{\sqrt{N}} \leq \sqrt{k/N} \) where the worst case is attained when \( p_i \equiv \frac{1}{k} \). In Mimic-MD, we are reducing the effective probability mass from 1 to \( \frac{|S|t}{N} \), so the problem is reduced to upper bounding \( \sup_{p_1 \geq 0, \sum_{i \in \{1\}} p_i \leq \frac{1}{N}} \sum_{i \in \{1\}} \sqrt{p_i} = \sqrt{\frac{k}{N}} \sqrt{\frac{|S|t}{N}} \).

\(^9\)Indeed, whenever we have an unseen state for a distribution with binary values, the total variation distance
Theorem 3. Suppose $H \geq 2$ and $N \geq 7$. If $N \geq 6H$, for every learner $\hat{\pi}$, there exists an MDP $M$ on 3 states such that,

$$\Pr \left( J_M(\pi^*) - J_M(\hat{\pi}) \geq \frac{cH^{3/2}}{N} \right) \geq c',$$

for some constants $c, c' > 0$. Here the probability is computed over the randomness of the dataset $D$ as well as the external randomness employed by $\hat{\pi}$.

4.1 The 4-state MDP example

To best illustrate the insights behind the lower bound construction, we construct a particular lower bound instance, which we name 4-state MDP, and describe informally the main ideas. In Appendix A.3, we formally prove the lower bound for $|S| = 3$ as well by essentially combining the state labelled 1 with 3 and 4.

![Figure 1: The 4-state MDP](image)

Figure 1: The 4-state MDP: Dotted (resp. solid) lines indicate transitions that provide a reward of 0 (resp. 1). The states 1, 3 and 4 have a single action, with the transition probabilities indicated above the arrow. On the other hand, state 2 has 2 actions: with probability 1, the red action transitions the learner to state 3 while the blue action transitions the learner to state 4.

Since Theorem 1 shows that value estimation is not harder than IL, it suffices to show that the value estimation error is at least $H^{3/2}/N$. Concretely, the 4-state MDP in Figure 1 is time-invariant with the states labelled 1, 2, 3 and 4. All states besides 2 are trivial and without loss of generality have only a single action. The state 2 has exactly 2 actions, one leading deterministically to state 3 and the other to state 4. Furthermore, the reward function of the MDP is all 1 on the state 3 (recall there is only a single action at this state). We assume the initial distribution is $(1 - 1/N, 1/N, 0, 0)$.

Define variables

$$U_i = \begin{cases} 1 & \text{if } \pi^*_i(\text{red } | 2) = 1 \\ 0 & \text{if } \pi^*_i(\text{blue } | 2) = 1 \end{cases}$$

Note that the marginal distribution at state 1 at time $t$ is independent of expert policy and equal to $(1 - 1/N)^t$, and the marginal distribution of state 2 at time $t$ is always $w_t \triangleq (1 - 1/N)^{t-1}/N$. Consider the case that $N \gtrsim H$, in this case the marginal probability of state 2 for every time step is $w_t \asymp 1/N$. We say that the contribution of time $t$ to final expert value is $v_t = \sum_{i=1}^{t-1} w_i U_i$, and the final expert value $V^*$ is given by

$$V^* = \sum_{t=1}^{H} v_t,$$

between the empirical distribution and the real distribution is of order $\tilde{O}(1/N)$. However, it is not true for distributions with $|S| \geq 3$ in general: for example, if $p = (1/2, 1/2 - 1/N, 1/N)$, then with constant probability we will not see the third state in the dataset, but the total variation distance between empirical distribution and true distribution scales as $O(1/\sqrt{N})$. 
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and we aim to show the estimation error of $V^*$ is at least $\propto H^{3/2}/N$.

The major step towards the final lower bound is to show that the estimation error of $v_H$, which is the contribution to the final value from the last layer, is at least $\sqrt{H}/N$. This dependence on the time horizon would then accumulate to achieve the $H^{3/2}$ result. Note that $v_H = \sum_{t=1}^{H-1} w_t U_t$, can be viewed as the weighted combination of parameters $U_t$, but since the marginal probability of state 2 is about $1/N$, in total $N$ trajectories there will be a constant fraction of state 2’s across time steps that are not observed in the dataset. If we impose a uniform prior on $U_i \sim \text{Bern}(1/2)$, then the posterior variance of $v_H$ is at least a constant fraction of the prior variance of $v_H$, which is

$$\text{Var}(v_H) = \sum_{t=1}^{H-1} \frac{w_t^2}{4} \times \frac{H}{N^2},$$

which implies that the posterior standard deviation of $v_H$ is at least of order $\sqrt{H}/N$. Then, we can combine this lower bound with (3) to show that the overall estimation error of $V^*$ is at least $\sum_{t=1}^{H} \sqrt{t}/N \propto H^{3/2}/N$.

This result implies that Mimic-MD indeed achieves optimal dependence on the MDP horizon $H$, growing as $H^{3/2}$.

5 Known transition and expert optimal

Does the lower bound in Theorem 3 still hold when we impose the additional assumption that the expert policy $\pi^*$ is the optimal policy \(^{10}\) for the true reward function $r$? Attempting to deploy the 4-state MDP instance with the expert optimal assumption, we encounter the following difficulties:

(i) if we follow the current proof and only put rewards on state 3, then the optimal policy would be only choosing the red action, hence the posterior uncertainty of $v_H$ would not scale with $H$ since with a single action at state 2 would reveal the whole policy $\pi^*$;

(ii) if we put rewards on the links from 2 to 3 if $U_i = 1$ and from 2 to 4 if $U_i = 0$, then we can still impose the uniform Bernoulli priors on $\{U_i\}_{i=1}^H$, but the posterior standard deviation of $v_H$ would still be $1/N$ since in this case only state 2 would contribute to the value but its marginal probability is independent of $\pi^*$ and always $\propto 1/N$.

It begs the question: can we formally prove that for the 4-state MDP instance, for any policy $\pi^*$, if we assume it is optimal for the true reward function $r$, can we show that the suboptimality $J_r(\pi^*) - J_r(\hat{\pi}) \lesssim \frac{H \log(NH)}{N}$ with probability 0.999?

The crucial observation we make here, is that it suffices to find a policy $\hat{\pi}$ such that its expected suboptimality is small to guarantee suboptimality small with constant probability. Indeed, if we can show $J_r(\pi^*) - \mathbb{E}[J_r(\hat{\pi})] = \mathbb{E}[J_r(\pi^*) - J_r(\hat{\pi})]$ is small, it immediately implies a concentration bound on $J_r(\pi^*) - J_r(\hat{\pi})$ using Markov’s inequality thanks to our assumption that $\pi^*$ is optimal for the reward function $r$.

To achieve small expected suboptimality, since $r$ is deterministic, it suffices to find some policy $\hat{\pi}$ whose expected state-action occupancy measure is close to that of the expert policy. We remark that the unbiased estimation of the probability $\Pr_{\pi^*}(s_H = s^*)$ is in fact trivial and achieved by the empirical distribution of the state $s^*$; however, our target of realization is much more difficult and requires to achieve a small bias using some policy $\hat{\pi}$. For example, one of the key challenges in proving Theorem 4 and 5 is that the empirical distribution of the state $s^*$ may not be achievable by any policy owing to the possibly limited approximation power of the MDP. The next theorem shows we can solve the 4-state MDP instance with nearly linear dependence on $H$.

\(^{10}\)Our theory can be easily extended to near-optimal policies.
Theorem 4. Given observed $N$ trajectory rollouts, there exists an efficient algorithm to compute a policy $\hat{\pi}$ such that for the 4-state MDP instance,

$$J_\pi(\pi^*) - J_\pi(\hat{\pi}) \lesssim \frac{H \log(NH)}{N}$$

with probability 0.99 for any $r$ such that $\pi^*$ is optimal.

We defer the proof of Theorem 4 to Appendix A.4, but present the explicit policy construction for the single state 3 at layer $H$ here, which conveys the key insights of the algorithm. Let $X_t$ be the number of trajectories in which the expert visits state 2 at time $t$ in the dataset and the $X_t$’s are jointly following a multinomial distribution. The policy $\hat{\pi} = (\hat{\pi}_1, \hat{\pi}_2, \ldots, \hat{\pi}_H)$ we output is:

$$\hat{\pi}_t(\text{red} \mid 2) = \begin{cases} \frac{\sum_{i=1}^{H-1} X_i U_i}{\sum_{i=1}^{H-1} X_i}, & \text{if } \sum_{i=1}^{H-1} X_i > 0, \\ 1, & \text{otherwise.} \end{cases}$$

Note that this policy can be computed since at any time $t$ at which state 2 was not visited in the dataset (i.e. $U_t$ is unknown), $X_t = 0$. Using the Poissonization trick, suppose the number of trajectories from the expert $n \sim \text{Poi}(N/2)$. This is permissible since $n \leq N$ with very high probability ($\geq 1 - e^{-3N/16}$ using Poisson tail bounds). Under this assumption, $X_t$’s are distributed independently as Pois$(\frac{N}{2}\Pr_\pi(s_t = 2))$. Using the property that for $X \sim \text{Poi}(\mu)$ and independent $Y \sim \text{Poi}(\lambda)$, $\mathbb{E}[X/(X+Y) \mid X+Y > 0] = \mu/\mu + \lambda$, we have

$$\mathbb{E}\left[ \sum_{t=1}^{H-1} X_i U_i \right] \mid \sum_{t=1}^{H-1} X_t > 0 = \frac{\sum_{t=1}^{H-1} \Pr_\pi(s_t = 2) U_i}{\sum_{t=1}^{H-1} \Pr_\pi(s_t = 2)},$$

Finally, observe that $\Pr_\pi(\sum_{t=1}^{H-1} X_t = 0) = \prod_{t=1}^{H-1} \Pr_\pi(X_t = 0) = e^{-\frac{N}{2} \sum_{t=1}^{H-1} \Pr_\pi(s_t = 2)}$. Therefore,

$$|\Pr_\pi(s_H = 3) - \mathbb{E}[\Pr_\pi(s_H = 3)]| \leq \Pr_\pi \left( \sum_{t=1}^{H-1} X_t = 0 \right) \left( \sum_{t=1}^{H-1} \Pr_\pi(s_t = 2) \right) \lesssim \frac{1}{N},$$

since $\sup_t xe^{-tx} = 1/(et)$ for any $t > 0$.

We remark that (5) is carefully constructed such that $\hat{\pi}_t(\text{red} \mid 2) \in [0,1]$ almost surely to guarantee it is a valid policy, and many natural approaches such as replacing the denominator with the expectation of $\sum_{t=1}^{H-1} X_t$ does not achieve this goal.

5.1 Mimicking a single state with no error compounding

The proof of Theorem 4 crucially relies on obtaining a policy whose expected state visitation probability at state 3 of the terminal layer is nearly the same as that of the expert. Can we generalize it to arbitrary MDPs and arbitrary target state? The following theorem answers this question affirmatively.

Theorem 5. In the known-transition setting, fix any state $s^*$ at time $t$ of any MDP $\mathcal{M}$. Consider a deterministic expert policy $\pi^*$, an expert dataset $D$ with $n$ trajectories, and any subset $S_0 \subseteq \cup_{t=1}^{H-1} S_t$ of states at which the expert actions are known. Let $\Pi_{\text{mimic}}(S_0)$ be the set of policies that mimic the expert action on all states of $S_0$, there exists a learner $\hat{\pi} \in \Pi_{\text{mimic}}(S_0)$ such that $|\mathbb{E}[\Pr_\pi(s_t = s^*)] - \Pr_\pi^*(s_t = s^*)| \lesssim \frac{1}{N}$.

Corollary 1. Suppose $|S| = 3$ and $r_t \equiv 0$ for all $t = 1, 2, \ldots, H-1$, $r_H \in [0,1]$, $\pi^*$ is optimal for $r$, and the transitions are known. Then, there exists an efficient algorithm based on Mimic-MD and Mimic-Mixture such that the suboptimality is upper bounded by $\tilde{O}(1/N)$ with probability 0.99.
The main message of Theorem 5 is that, in the known transition setting, there is no error compounding for achieving a near-unbiased realization of the probability of any single state. Specifically, the upper bound $O(1/N)$ in Theorem 5 crucially does not depend on $H$, which is in sharp contrast to the unknown transition setting where the error is $\Theta(H/N)$, as well as the known transition setting but with an absolute error $\Theta(\sqrt{H}/N)$. The construction of the policy $\hat{\pi}$ relies on a mixture of two deterministic policies inside $\Pi_{mimic}(S_0)$, where the choice of the mixing coefficient is much more complicated than that in the proof of Theorem 4 requires a careful inductive procedure detailed later. We also note that the choice of the subset $S_0$ is arbitrary, and Theorem 5 holds even if $S_0 = \emptyset$; the reason why we introduce $S_0$ is to show that the near-unbiased realization does not require a costly coordination among all states, and it could always be achieved by properly specifying the actions for a possibly small number of unvisited states.

Algorithm 1 Mimic-Mixture

1: **Input:** Expert dataset $D$, states $S_0$ with known expert action, target state $s^*$ at time $t$
2: Compute the following two policies $\pi^L$ and $\pi^S$ based on the known transitions:
   $$\pi^L = \arg\max_{\pi \in \Pi_{mimic}(S_0)} \Pr_\pi(s_t = s^*), \quad \pi^S = \arg\min_{\pi \in \Pi_{mimic}(S_0)} \Pr_\pi(s_t = s^*).$$
3: Draw $n \sim \text{Poi}(N/2)$, and return an arbitrary policy $\pi$ if $n > N$.
4: For every possible trajectory $tr = (s_1, \cdots, s_H) \in S^H$, count its number of appearances $X(tr)$ from the first $n$ trajectories in the expert dataset.
5: For each $tr \in S^H$, compute $\beta^L(tr)$, $\beta^S(tr)$ and $\beta^*(tr)$ according to Lemma 1.
6: Subsample each $X(tr)$ independently with probability $\beta^L(tr) - \beta^S(tr)$ to obtain $Y(tr)$.
7: Subsample each $Y(tr)$ independently with probability $(\beta^*(tr) - \beta^S(tr))/(\beta^L(tr) - \beta^S(tr))$ to obtain $Z(tr)$.
8: Compute the mixing coefficient
   $$\hat{\alpha} = \frac{\sum_{tr \in S^H} Z(tr)}{\sum_{tr \in S^H} Y(tr)}.$$ 
   If the denominator is zero, return any $\hat{\alpha} \in [0, 1]$.
9: **Return** a randomized policy $\pi = \hat{\alpha}\pi^L + (1 - \hat{\alpha})\pi^S$.

The construction of the learner’s policy $\pi$ is summarized by Mimic-Mixture in Algorithm 1. The idea is to find two extremal policies, i.e. policies $\pi^L$ and $\pi^S$ which maximize and minimize the induced probability of the target state $s^*$ among all policies in $\Pi_{mimic}(S_0)$, respectively (cf. (6)), and choose the learner’s policy $\pi$ as a proper mixture of these extremal policies, i.e. $\pi = \hat{\alpha}\pi^L + (1 - \hat{\alpha})\pi^S$. Since $\pi^L, \pi^S \in \Pi_{mimic}(S_0)$, it is clear that the mixture $\pi$ also belongs to $\Pi_{mimic}(S_0)$. As the learner’s target is to match the expert probability $\Pr_{\pi^*}(s_t = s^*)$, the ideal choice of $\hat{\alpha}$ would be

$$\alpha^* = \frac{\Pr_{\pi^*}(s_t = s^*) - \Pr_{\pi^S}(s_t = s^*)}{\Pr_{\pi^L}(s_t = s^*) - \Pr_{\pi^S}(s_t = s^*)},$$

which by definition of $\pi^L, \pi^S$ always lies in $[0, 1]$. Note that the only unknown quantity in (8) is the probability $\Pr_{\pi^*}(s_t = s^*)$ induced by the unknown expert policy, we need to replace this probability by a proper estimator. The most natural approach is to use the empirical version of $\Pr_{\pi^*}(s_t = s^*)$, which is an unbiased estimator. However, plugging this empirical version into (8) may make the final ratio $\alpha^*$ outside $[0, 1]$, giving an invalid mixture policy $\pi$; a naïve truncation of $\alpha^*$ to $[0, 1]$ will also incur a too large bias (of the order $\Omega(\sqrt{H}/N)$), for the truncation operation is similar in spirit to the minimum distance projection used in Mimic-MD.
To circumvent this difficulty, our idea is to replace all probabilities $\Pr_{\pi^*}(s_t = s^*)$, $\Pr_{\pi^L}(s_t = s^*)$, $\Pr_{\pi^S}(s_t = s^*)$ in (8) by appropriate estimates such that the ratio lies in $[0, 1]$ almost surely, even if the latter two probabilities are in fact perfectly known and thus do not require any estimation in principle. To construct these estimators, we consider a Poissonized sampling model as follows: draw an independent Poisson random variable $n \sim \text{Poi}(N/2)$, which does not exceed $N$ with probability at least $1 - e^{-\Omega(N)}$ by the Chernoff bound. For each possible state trajectory $\text{tr} = (s_1, \cdots, s_H) \in \mathcal{S}^H$, define $X(\text{tr})$ to be the total count of this trajectory in the first $n$ trajectories of $D$:

$$X(\text{tr}) = \sum_{i=1}^{n} \mathbb{1}(s_i = \text{tr}).$$

Note that the sample size in the above count is a Poisson random variable $n \sim \text{Poi}(N/2)$, instead of the fixed number $N$. The advantage of the Poisson sampling is that, the above count $X(\text{tr})$ exactly follows a Poisson distribution $\text{Poi}(N/2 \cdot \Pr_{\pi^*}(\text{tr}))$, and these counts $\{X(\text{tr})\}$ for different trajectories are mutually independent. We apply the following linear estimators for the probabilities in (8):

$$\hat{\Pr}_{\pi^*}(s_t = s^*) \triangleq \frac{2}{N} \sum_{\text{tr} \in \mathcal{S}^H} \beta^*(\text{tr}) \cdot X(\text{tr}), \quad \hat{\Pr}_{\pi^L}(s_t = s^*) \triangleq \frac{2}{N} \sum_{\text{tr} \in \mathcal{S}^H} \beta^L(\text{tr}) \cdot X(\text{tr}),$$

$$\hat{\Pr}_{\pi^S}(s_t = s^*) \triangleq \frac{2}{N} \sum_{\text{tr} \in \mathcal{S}^H} \beta^S(\text{tr}) \cdot X(\text{tr}),$$

(9)

where $\beta^*(\text{tr}), \beta^L(\text{tr}), \beta^S(\text{tr}) \in [0, 1]$ are appropriate coefficients to be specified later. We require the following three properties for these coefficients:

1. Unbiasedness: the coefficients should be chosen so that the estimators in (9) are unbiased in estimating the corresponding true probabilities. Mathematically, we require that $\sum_{\text{tr} \in \mathcal{S}^H} \beta^\dagger(\text{tr}) \cdot \Pr_{\pi^*}(\text{tr}) = \Pr_{\pi^*}(s_t = s^*)$, $\dagger \in \{*, L, S\}$.

2. Order: for every trajectory $\text{tr} \in \mathcal{S}^H$, it holds that $\beta^S(\text{tr}) \leq \beta^*(\text{tr}) \leq \beta^L(\text{tr})$. This requirement ensures that plugging (9) into (8) always gives a ratio in $[0, 1]$.

3. Feasibility: this requirement is a bit subtle. We require that all coefficients $\beta^*(\text{tr}), \beta^L(\text{tr}),$ and $\beta^S(\text{tr})$ only depend on public information (known transition probabilities, initial distribution, expert actions at states in $\mathcal{S}_0$, policies $\pi^L, \pi^S$, and $s^*$) and the private information associated with $\text{tr}$ (expert actions at states visited in trajectory $\text{tr}$). Importantly, these coefficients cannot depend on expert actions not in $\mathcal{S}_0 \cup \text{tr}$, as those actions may not be observable to the learner, leaving the coefficients not always well-defined. In contrast, dependence on the expert actions at states in $\text{tr}$ is feasible, for these actions are observed if $X(\text{tr}) > 0$, and the coefficients could be arbitrarily chosen with $\beta^\dagger(\text{tr}) \cdot X(\text{tr}) \equiv 0$ if $X(\text{tr}) = 0$, for $\dagger \in \{*, L, S\}$.

The following lemma shows that we can indeed construct coefficients $\{\beta^*(\text{tr})\}, \{\beta^L(\text{tr})\}, \{\beta^S(\text{tr})\}$ satisfying the above three requirements, and they can be used to construct a policy such that Theorem 5 holds.

**Lemma 1.** There exist coefficients $\beta^*(\text{tr}), \beta^L(\text{tr}), \beta^S(\text{tr}) \in [0, 1]$ such that all of the unbiasedness, order, and feasibility properties hold. Furthermore, given any such coefficients, one can efficiently construct a policy $\hat{\pi}$ such that Theorem 5 holds.

The proof of Lemma 1 is via a careful inductive argument and is deferred to the Appendix.
6 Future work

The main limitation of Theorem 5 is that the construction of $\widehat{\pi}$ changes with $s^*$ and thus does not work for multiple states at the same time. Note that if one could find a policy $\widehat{\pi}$ such that the inequality in Theorem 5 holds for all states simultaneously, then it is clear that this policy would achieve an expected suboptimality at most $O(|S|H/N)$ in imitation learning, which would crucially imply no error compounding in imitation learning with known transition. It is an outstanding open question to construct such a policy $\widehat{\pi}$ or establish the impossibility, and we leave it for future work.
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Algorithm 2 Mimic-MD

1: Input: Expert dataset $D$.
2: Choose a uniformly random permutation of $D$.
   Define $D_1$ to be the first $N/2$ trajectories of $D$ and $D_2 = D \setminus D_1$.
3: Define $T^{D_1}_t(s, a) \triangleq \{(s_t, a_t) \in S \times A | s_t = s, a_t = a, \exists \tau \leq t : s_\tau \not\in S_\tau(D_1)\}$ as trajectories that visit $(s, a)$ at time $t$, and at some time $\tau \leq t$ visit a state unvisited at time $\tau$ in any trajectory in $D_1$.
4: Define the optimization problem $(\text{OPT-MD})$ below and return $\hat{\pi}$ as any optimizer of it:

$$\min_{\pi \in \Pi_{\text{mimic}}(D_1)} \sum_{t=1}^{H} \sum_{(s,a) \in S \times A} \left| \Pr_{\pi} \left[T^{D_1}_t(s, a) \right] - \frac{1}{|D_2|} \sum_{t \in D_2} \mathbb{1}\left( \exists \tr \in T^{D_1}_t(s, a) \right) \right|. \quad (\text{OPT-MD})$$
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Appendix A

A.1 Proof of Theorem 1

Proof. (IL $\rightarrow$ value estimation): for the case of reward function being symmetric, by choosing both $r$ and $1 - r$ and union bound we have the desired result. For the expert optimal case, we can save one $\delta$ factor since we know $|J_r(\pi^*) - J_r(\hat{\pi})| = J_r(\pi^*) - J_r(\hat{\pi})$.

(value estimation $\rightarrow$ IL): To analyze the suboptimality of this learner, observe that,

$$J_r(\pi^*) - J_r(\hat{\pi}) \leq \max_{\pi' \in \mathcal{R}_D} J_r(\pi^*) - \tilde{J}_r(\pi^*) + \max_{\pi' \in \mathcal{R}_D} \tilde{J}_r(\pi^*) - J_r(\hat{\pi}) \leq 2\epsilon.$$  \hspace{1cm} (10)

$$\leq \max_{\pi' \in \mathcal{R}_D} |J_r(\pi^*) - \tilde{J}_r(\pi^*)| + \max_{\pi' \in \mathcal{R}_D} \tilde{J}_r(\pi^*) - J_r(\pi^*) \leq 2\epsilon. \hspace{1cm} (11)$$

where (i) uses the fact that $\pi^*$ is a feasible policy to the optimization problem (OPT). □
A.2 Proof of Theorem 2

We show that solving the objective (OPT-MD) in Mimic-MD can be posed as a convex program and is thus computationally tractable. Specifically, the family of the learner’s policy $\pi$ could be represented by a set of joint state-action probabilities $\{p_t^* (s_t, a_t)\}_{t \in [T], s_t \in S, a_t \in A} \in \Omega$, where $\Omega$ is the feasible set of all possible $(q_t(s_t, a_t))$ such that the following constraints hold:

\[
\begin{align*}
\sum_{s_t \in S} \sum_{a_t \in A} q_t(s_t, a_t) P_t(s_{t+1} \mid s_t, a_t) &= \sum_{a_{t+1} \in A} q_{t+1}(s_{t+1}, a_{t+1}), & \forall t \in [H - 1], s_{t+1} \in S; \\
\sum_{a_1 \in A} q_1(s_1, a_1) &= \rho(s_1), & \forall s_1 \in S; \\
q_t(s_t, a_t) &= 0, & \forall t \in [H], s_t \in S_t(D_1) \text{ and } a_t \neq \pi^*(s_t); \\
q_t(s_t, a_t) &\geq 0, & \forall t \in [H], s_t \in S, a_t \in A.
\end{align*}
\]  

(12) to (15)

Given a feasible solution $\{q_t(s_t, a_t)\}$ satisfying (12) to (15), the (randomized) learner’s policy $\hat{\pi}$ is constructed via $\Pr(\hat{\pi}(s_t) = a_t) = q_t(s_t, a_t) / \sum_{\tilde{a}_t \in A} q_t(s_t, \tilde{a}_t)$. We prove that $\hat{\pi} \in \Pi_{\text{mimic}}(D_1)$ and $q_t(s, a) = \Pr_{\hat{\pi}}[s_t = s, a_t = a]$ for $t \in [H], s \in S, a \in A$, thereby establish a one-to-one correspondence between all feasible policies $\Pi_{\text{mimic}}(D_1)$ and the feasible set $\Omega$. First, the non-negativity constraint (15) implies that $\hat{\pi}$ is a valid randomized policy, and (14) shows that $\hat{\pi}$ mimics the expert policy on $D_1$, i.e., $\hat{\pi} \in \Pi_{\text{mimic}}(D_1)$. Second, for $t = 1$, the identity (13) implies that

\[
\Pr_{\hat{\pi}}[s_1 = s, a_1 = a] = \rho(s_1) \cdot \frac{q_1(s, a)}{\sum_{\tilde{a} \in A} q_1(s, \tilde{a})} = \rho(s_1) \cdot \frac{q_1(s, a)}{\rho(s_1)} = q_1(s, a),
\]

as claimed. Finally, suppose that $q_t(s, a) = \Pr_{\hat{\pi}}[s_t = s, a_t = a]$ holds for some $t \in [H - 1]$, then for time $t + 1$, the compatibility condition (12) gives that

\[
\Pr_{\hat{\pi}}[s_{t+1} = s, a_{t+1} = a] = \Pr_{\hat{\pi}}[s_{t+1} = s] \cdot \frac{q_{t+1}(s, a)}{\sum_{\tilde{a}} q_{t+1}(s, \tilde{a})}
\]

\[
= \left( \sum_{s_t \in S} \sum_{a_t \in A} \Pr_{\hat{\pi}}[s_t = s', a_t = a'] \cdot P_t(s \mid s', a') \right) \cdot \frac{q_{t+1}(s, a)}{\sum_{\tilde{a}} q_{t+1}(s, \tilde{a})}
\]

\[
= \left( \sum_{s_t \in S} \sum_{a_t \in A} q_t(s_t, a_t) \cdot P_t(s \mid s_t, a_t) \right) \cdot \frac{q_{t+1}(s, a)}{\sum_{\tilde{a}} q_{t+1}(s, \tilde{a})}
\]

\[
= q_{t+1}(s, a).
\]

Therefore by induction, we conclude that any element of the feasible set $\Omega$ gives rise to a feasible policy $\hat{\pi} \in \Pi_{\text{mimic}}(D_1)$, and the reversed direction is obvious. Consequently, given the feasible set $\Omega$, the Mimic-MD objective (OPT-MD) solves the following linear program:

\[
\begin{align*}
\text{minimize} & \quad \sum_{t=1}^{H} \sum_{(s,a) \in S \times A} \left| q_t(s, a) - \frac{1}{|D_2|} \sum_{\text{tr} \in D_2} 1(\text{tr}(s_t, a_t) = (s, a)) \right|, \\
\text{subject to} & \quad \{q_t(s_t, a_t)\}_{t \in [H], s_t \in S, a_t \in A} \in \Omega.
\end{align*}
\]

(16)

It is clear that the linear program (16) has $O(|S||A||H)$ variables and $O(|S||A||H)$ linear constraints, and therefore Mimic-MD can be solved in $\text{poly}(|S|, |A|, H)$ time.

Now we show the upper bound when $|S| = 2$. The case for $|S| \geq 3$ can be found in (Rajaraman et al., 2020).
Let \( E_t \) be the event that there exists one state at time \( t \) that has not been visited in the \( N \) expert trajectories. Note that we know that the policy \( \pi^*_t \) exactly if both states at time \( t \) have been visited: it implies that given an estimator \( f_t^i \) for \( f_t^{i*} \), if we have seen both states for \( t' = t + 1, t + 2, \ldots, t + m \), we can estimate \( f_t^{i*} \) via computing the marginal distributions at these time steps \( t' \) since we know the conditional distributions exactly. Using the data processing inequality (Lemma 2) below, we know that \( TV(f_t^{i*}, \hat{f}_t^{i*}) \leq TV(f_t^{i*}, \hat{f}_t^{i*}) \). Hence, we have

\[
\sum_{t=1}^{H} TV(f_t^{i*}, \hat{f}_t^{i*}) \leq H \max_{t, E_t \cap \{E_t \}} TV(f_t^{i*}, \hat{f}_t^{i*}). \tag{17}
\]

It follows from the Binomial distribution formula that the marginal probability for the unseen states for each \( E_t \) is at most \( \log(H/\delta)/N \) with probability at least \( 1 - \delta/H \) for each \( i \). By union bound we know that with probability at least \( 1 - \delta \), for all time steps \( t \) such that \( E_t \) is true, the unseen state has marginal probability \( \lesssim \log(H/\delta)/N \). In other words, with high probability, the state distribution at each time \( t \) with an unobserved is of the form \((p, 1-p)\) where \( p \lesssim \log(H/\delta)/N \).

For such a distribution, using (Han et al., 2015, Lemma 4), the empirical distribution achieves TV error \( \lesssim \sqrt{\frac{N}{H}} \lesssim \sqrt{\frac{\log(H/\delta)}{2N}} \). Finally, observe that the suboptimality of MIMIC-MD is upper bounded by this quantity, since \( J(\pi^*) - J(\hat{\pi}) = \sum_{t=1}^{H} \mathbb{E}_{\pi^*}[r_t(s_t, a_t)] - \mathbb{E}_{\hat{\pi}}[r_t(s_t, a_t)] = \sum_{t=1}^{H} TV(f_t^{i*}, \hat{f}_t^{i*}) \).

The expected suboptimality bound directly follows from integrating the high probability bound using \( \mathbb{E}[X] = \int_0^\infty \mathbb{P}(X > t) dt \) for nonnegative random variables.

**Lemma 2.** Consider any distributions \( p, q \) supported on \([n]\). Let \( P \) be any Markov kernel from \([n] \to \Delta_{[n]} \). Then \( TV(P \circ p, P \circ q) \leq TV(p, q) \).

**Proof.** \[ \sum_{i=1}^{n} |\sum_{i \in n} p_i P_{ij} - \sum_{i \in n} q_i P_{ij}| = \sum_{i=1}^{n} |\sum_{i \in n} (p_i - q_i) P_{ij}| \leq \sum_{i=1}^{n} \sum_{i \in n} |p_i - q_i| P_{ij} = \sum_{i=1}^{n} |p_i - q_i| \] \[ \square \]

**A.3 Proof of Theorem 3**

The first key observation is first that in order to establish a lower bound on the one-sided error probability \( \Pr(J_M(\pi^*) - J_M(\hat{\pi}(D)) \geq H^{3/2}/N) \) for any learner \( \hat{\pi} \), it suffices to lower bound the two-sided error probability \( \Pr(|J_M(\pi^*) - J_M(\hat{\pi}(D))| \geq H^{3/2}/N) \). Intuitively this is because the learner gets no reward feedback - a learner which has small one-sided error probability on some MDP \( M = (P,r) \) can potentially have large one-sided error probability on the MDP \( M = (P,1-r) \). In the absence of reward feedback, the learner cannot distinguish between these two cases. The only option for the learner is to guarantee small two-sided error probability on all IL instances to ensure a uniform bound on the one-sided error probability. In particular, we show the following result.

**Lemma 3.** Suppose there exists an MDP \( M \) with \(|S| = 3\) such that, \( \Pr \left( |J_M(\pi^*) - J_M(\hat{\pi}(D))| \geq \frac{H^{3/2}}{N} \right) \geq \epsilon' \) for some constant \( 0 < \epsilon' \leq 1 \). Then there exists an MDP \( M' \) with \(|S| = 3\) such that, \( \Pr \left( |J_{M'}(\pi^*) - J_{M'}(\hat{\pi}(D))| \geq \epsilon' \right) > \epsilon'/2 \).

**Proof.** Suppose for every MDP \( M \), there exists a learner \( \hat{\pi} \) such that,

\[
\Pr \left( J_M(\pi^*) - J_M(\hat{\pi}(D)) \geq \frac{H^{3/2}}{N} \right) < \frac{\epsilon'}{2} \tag{18}
\]
This implies that for every MDP $\mathcal{M}$,

$$\Pr \left( J_{\mathcal{M}}(\hat{\pi}(D)) - J_{\mathcal{M}}(\pi^*) \gtrsim \frac{H^{3/2}}{N} \right) < \frac{c'}{2}. \tag{19}$$

This follows from the fact that for any MDP $\mathcal{M} = (P, r)$ we can consider an MDP $\mathcal{M}' = (P, r')$ where $r'_i = 1 - r_i$. As a consequence $J_{\mathcal{M}'}(\pi) = H - J_{\mathcal{M}}(\pi)$ for any policy $\pi$ which gives the equation. By adding together eqs. (18) and (19) we see that for every MDP $\mathcal{M}$, $\hat{\pi}$ satisfies the property that

$$\Pr \left( |J_{\mathcal{M}}(\hat{\pi}(D)) - J_{\mathcal{M}}(\pi^*)| \gtrsim \frac{H^{3/2}}{N} \right) < c'. \tag{20}$$

Taking the contrapositive, this implies the required statement.

In order to furnish the lower bound, we will consider a Bayes IL problem, where the expert’s policy $\pi^*$ and the underlying MDP are sampled from some distribution $\mathcal{D}$.

In order to prove this result, we assume that the underlying MDP $\mathcal{M}$ and the expert policy $\pi^*$ are jointly sampled from a distribution $\mathcal{D}$ and show that there is a constant $c'$ such that

$$\mathbb{E}_{(\pi^*, \mathcal{M}) \sim \mathcal{D}} \left[ \mathbb{E} \left[ 1 \left( |J_{\mathcal{M}}(\pi^*) - J_{\mathcal{M}}(\hat{\pi})| \lesssim \frac{H^{3/2}}{N} \right) \right] \right] < c'. \quad \tag{21}$$

This implies the existence of an MDP $\mathcal{M}$ and expert policy $\pi^*$ with the required property. Next, we use a symmetrization argument to upper bound the LHS of the above formula.

**Lemma 4.** For any constant $C > 0$,

$$\Pr \left( |J_{\mathcal{M}}(\pi^*) - J_{\mathcal{M}}(\hat{\pi})| \leq \frac{CH^{3/2}}{N} \right) \leq \frac{1}{2} + \frac{1}{2} \mathbb{E} \left[ \Pr \left( |J_{\mathcal{M}}(\pi_1^*) - J_{\mathcal{M}}(\hat{\pi})| \leq \frac{CH^{3/2}}{N} \bigg| \mathcal{M}, D \right) \right] \tag{22}$$

where $\pi_1^*$ and $\pi_2^*$ are independent copies of the expert’s policy drawn from the posterior distribution conditioned on the expert dataset $D$ and MDP $\mathcal{M}$.

**Proof.** By definition,

$$2\Pr \left( |J_{\mathcal{M}}(\pi^*) - J_{\mathcal{M}}(\hat{\pi})| \leq \frac{CH^{3/2}}{N} \right) \tag{23}$$

$$\overset{(i)}{=} \mathbb{E} \left[ \Pr \left( |J_{\mathcal{M}}(\pi_1^*) - J_{\mathcal{M}}(\hat{\pi})| \leq \frac{CH^{3/2}}{N} \bigg| \mathcal{M}, \hat{\pi} \right) \right] + \mathbb{E} \left[ \Pr \left( |J_{\mathcal{M}}(\pi_2^*) - J_{\mathcal{M}}(\hat{\pi})| \leq \frac{CH^{3/2}}{N} \bigg| \mathcal{M}, \hat{\pi} \right) \right] \tag{24}$$

$$\overset{(ii)}{\leq} 1 + \mathbb{E} \left[ \Pr \left( |J_{\mathcal{M}}(\pi_1^*) - J_{\mathcal{M}}(\hat{\pi})| + |J_{\mathcal{M}}(\pi_2^*) - J_{\mathcal{M}}(\hat{\pi})| \leq \frac{CH^{3/2}}{N} \bigg| \mathcal{M}, \hat{\pi} \right) \right] \tag{25}$$

$$\overset{(iii)}{\leq} 1 + \mathbb{E} \left[ \Pr \left( |J_{\mathcal{M}}(\pi_1^*) - J_{\mathcal{M}}(\pi_2^*)| \leq \frac{CH^{3/2}}{N} \bigg| \mathcal{M}, \hat{\pi} \right) \right] \tag{26}$$

$$= 1 + \mathbb{E} \left[ \Pr \left( |J_{\mathcal{M}}(\pi_1^*) - J_{\mathcal{M}}(\pi_2^*)| \leq \frac{CH^{3/2}}{N} \bigg| \mathcal{M}, D \right) \right] \quad \tag{27}$$
where in (i), $\pi_1^*$ and $\pi_2^*$ are as defined in the theorem statement. (ii) uses the fact that $1(x \leq a) + 1(y \leq b) \leq 1 + 1(x + y \leq a + b)$ and (iii) follows by triangle inequality. The last inequality follows from the fact that the expert policy is independent of any external randomness employed by $\hat{\pi}$.

**Lower bound instance for known transition tabular setting**  In this section, we describe the prior distribution $D$ jointly over expert policies and MDPs. The MDP is time invariant. We first describe the transition structure of the MDP. We assume that $N \geq |S|H$ and $|S| \geq 3$. We round $|S|$ down to the nearest multiple of 3 (by making the remaining states dummy) and partition the MDP into $|S|/3$ groups of 3 states each.

**MDP transition structure:** We prove the lower bound for the case of $|S| = 3$ and defer the upper bound later. The transition of the MDP is depicted in Fig. 2. The initial distribution of the MDP is at state 2 with probability 1. We assume that $|A| = 2$ and furthermore that the states 2 and 3 only have a single action. This is without loss of generality, by assuming that the two actions induce the same distribution over states and constraining the reward to be the same.

At states 2 and 3, playing either action transitions the learner to state 1 with probability $1/N$ and stays put with the remaining probability. On the other hand, at state 1, picking action $a_1$ deterministically transitions the learner to state 2 while picking actions $a_2$ transitions the learner to state 3. State 1 is the only one where the choice of action is relevant so we specify a policy by only mentioning the action distribution at state 1 in each group at each time in the episode.

**MDP reward structure:** In each group $g$, the reward function of the MDP is chosen to be 1 for the action at state $g_2$ and 0 for every other state-action combination.

**Expert policy:** The expert policy is time variant. Recall that state $g_1$ in each group $g$ is the only state where the choice of action plays a non-trivial role. Define $\Pi_{\text{det}}$ as the set of all time-variant deterministic policies. Recall the assumption that in each group $g$, states $g_2$ and $g_3$ have only a single action.

To finally obtain the lower bound, we simply invoke the symmetrization argument in Lemma 4. First, conditioned on the dataset $D$, we compute the posterior distribution of the expert policy. To this end, define $\Pi_{\text{mimic}}(D)$ as the set of deterministic policies which are “consistent” with the dataset $D$ and at each state visited in $D$ play the same action as observed in $D$. In other words,

$$
\Pi_{\text{mimic}}(D) \triangleq \left\{ \pi \in \Pi_{\text{det}} : \forall t \in [H], \ s \in \mathcal{S}_t(D), \ \pi_t(\cdot|s) = \delta_{\pi^*_t(s)} \right\},
$$

(28)
where $S_t(D)$ denotes the set of states visited at time $t$ in some trajectory in $D$, and $\pi_t^*(s)$ is the unique action played by the expert at time $t$ in any trajectory in $D$ that visits the state $s$ at time $t$. Invoking (Rajaraman et al., 2020, Lemma A.14), it follows that:

**Lemma 5.** Conditioned on the expert dataset $D$, the expert policy is distributed as $\text{Unif}(\Pi_{\text{mimic}}(D))$. In other words, at each time $t$ such state 1 is unvisited in any trajectory in the expert dataset, $\pi_t^*(a_1|1) \sim \text{Unif}\{0, 1\}$.

Finally, consider $\pi_t^*(a_1|1)$, which is an indicator random variable for the event that the expert plays action $a_1$ at the state 1 at time $t$. With this notation, we can compute the total reward collected by the expert policy.

**Lemma 6.** Consider the expert policy $\pi^*$. Then,

$$J_M(\pi^*) = \sum_{t=1}^{H-1} \left( \sum_{t'=t+1}^{H} \left( 1 - \frac{1}{N} \right)^{H-t'} \right) \Pr(s_t = 1) \pi_t^*(a_1|g_1) + \sum_{t=1}^{H} \left( 1 - \frac{2}{N} \right)^{t-1}. \quad (29)$$

**Proof.** Fixing the expert policy $\pi^*$, the probability that the expert visits the state 1 at time 2 satisfies the condition:

$$\Pr_{\pi^*}(s_t = 1) = \frac{2}{N} \left( \Pr_{\pi^*}(s_{t-1} = 2) + \Pr_{\pi^*}(s_{t-1} = 3) \right) \quad (30)$$

$$\implies \Pr_{\pi^*}(s_t = 1) = \frac{2}{N} \left( 1 - \Pr(s_{t-1} = 1) \right). \quad (31)$$

With the initial condition $\Pr_{\pi^*}(s_1 = 1) = 0$, the solution to the recurrence relation is, $\Pr_{\pi^*}(s_t = 1) = \frac{1}{(N/2)+1} \left( 1 - \frac{1}{(-N/2)^{t-1}} \right)$. Note that this probability is independent of the actions chosen by the expert at state 2 so henceforth we denote it by $\Pr(s_t = 1)$. Moreover for $t > 1$,

$$\frac{2(N-2)}{N^2} \leq \Pr(s_t = 1) \leq \frac{2}{N} \quad (32)$$

with the upper bound for $t = 2$ and the lower bound for $t = 3$. Next observe that,

$$\Pr_{\pi^*}(s_t = 2) = \left( 1 - \frac{2}{N} \right) \Pr_{\pi^*}(s_{t-1} = 2) + \Pr(s_{t-1} = 1) \pi_t^*(a_1|1) \quad (33)$$

observe that $\pi_t^*(a_1|1)$ is a $\text{Bern}(1/2)$ random variable indicating whether the expert picks the action $a_1$ at state 1 at time $t$. Finally,

$$J(\pi^*) = \sum_{t=1}^{H} \Pr_{\pi^*}(s_t = 2) = \sum_{t=1}^{H} \left( \sum_{t'=t+1}^{H} \left( 1 - \frac{2}{N} \right)^{H-t'} \right) \Pr(s_t = 1) \pi_t^*(a_1|1) + \sum_{t=1}^{H} \left( 1 - \frac{2}{N} \right)^{t-1}. \quad (34)$$

where the last equation uses the recursion for $\Pr_{\pi^*}(s_t = 2)$ in eq. (33).

**Lemma 7.** Conditioned on the expert dataset $D$, sample two instances of the expert policy $\pi_1^*$ and $\pi_2^*$. Then,

$$J_M(\pi_1^*) - J_M(\pi_2^*) = \sum_{t=1}^{H-1} \left( \sum_{t'=t+1}^{H} \left( 1 - \frac{2}{N} \right)^{H-t'} \right) \Pr(s_t = 1) X_t 1(1 \in S_t(D)). \quad (35)$$
where recall that $S_t(D)$ is the set of states visited in some trajectory in the dataset $D$, and $X_t$ are i.i.d. random variables distributed as:

$$X_t(i) = \begin{cases} -1, & \text{w.p. } \frac{1}{4} \\ 0, & \text{w.p. } \frac{1}{2} \\ +1, & \text{w.p. } \frac{1}{4} \end{cases}$$

(36)

**Proof.** Invoking Lemmas 5 and 6 for $\pi_1^*$ and $\pi_2^*$, the statement follows immediately. \hfill \square

**Lemma 8.** There exists a constant $C > 0$ such that, if $N \geq \max\{7, H\}$,

$$\mathbb{E} \left[ \Pr \left( |J_{\mathcal{M}}(\pi_1^*) - J_{\mathcal{M}}(\pi_2^*)| \leq \frac{CH^{3/2}}{N} \right) \right] \leq 0.9.$$  

(37)

**Proof.** Define the zero-mean random variable, $Z_D = J(\pi_1^*) - J(\pi_2^*)$ where $\pi_1^*$ and $\pi_2^*$ are sampled from the posterior distribution conditioned on the expert dataset $D$. From Lemma 7, observe that $Z_D = \sum_{t=1}^{H-1} \kappa_t X_t$ where $\kappa_t = \sum_{t' = t+1}^{H} \left( 1 - \frac{2}{N} \right)^{H-t'} Pr(s_t = 1) \mathbb{1} (1 \in S_t(D))$. By the Paley Zygmund inequality, for $0 \leq \theta \leq 1$,

$$\Pr \left( \frac{Z_D^2}{\theta \mathbb{V}ar(Z_D)} \geq \left( 1 - \theta \right)^2 \mathbb{E} \left[ \frac{Z_D^2}{\mathbb{V}ar(Z_D)} \right] \right) \geq 99 \frac{1/4}{100 3/4} = \frac{33}{100}. \quad (39)$$

**Lemma 9.** $\mathbb{E} [Z_D^2] \gtrsim \frac{H^3}{N^2}$.

**Proof.** By definition, $\mathbb{E} \left[ \frac{Z_D^2}{\mathbb{V}ar(Z_D)} \right] = \frac{1}{2} \sum_{t=1}^{H-1} \kappa_t^2 = \frac{1}{2} \sum_{t=1}^{H} \left( \sum_{t' = t+1}^{H} \left( 1 - \frac{2}{N} \right)^{H-t'} \right)^2 (Pr(s_t = 1))^2 \mathbb{1} (1 \in S_t(D))$. Then,

$$\mathbb{E} \left[ \frac{Z_D^2}{\mathbb{V}ar(Z_D)} \right] \gtrsim \frac{H-1}{2} \sum_{t=1}^{H-1} \left( \sum_{t' = t+1}^{H} \left( 1 - \frac{2}{N} \right)^{H-t'} \right)^2 (Pr(s_t = 1))^2 \mathbb{1} (1 \in S_t(D)) \quad (40)$$

$$\gtrsim \frac{H-1}{2} \sum_{t=1}^{H-1} (H-t)^2 (Pr(s_t = 1))^2 \mathbb{1} (1 \in S_t(D)) \quad (41)$$

$$\gtrsim \frac{H^3}{N^2}, \quad (42)$$

Note that (i) follows from the fact that $\sum_{t'=t+1}^{H} \left( 1 - \frac{1}{N} \right)^{H-t'} \gtrsim H - t$ since $N \geq |S|H$, while (ii) follows from Equation (32) which shows that $Pr(s_t = 1) \gtrsim \frac{1}{N}$ and the fact that $Pr(1 \in S_t(D)) = 1 - (1 - Pr(s_t = 1))^N \geq 1 - \left( 1 - \frac{2(N-2)}{N} \right)^N \geq 4/5$ for $N \geq 7$. \hfill \square
Next observe that,

\[
\sqrt{\text{Var} \left( \mathbb{E} \left[ Z_D^2 | D \right] \right)} \leq \frac{1}{2} \sum_{t=1}^{H-1} \sqrt{\text{Var} (\kappa_t^2)} \tag{43}
\]

\[
\leq \frac{1}{2} \sum_{t=1}^{H-1} \sqrt{\mathbb{E} \left[ \kappa_t^2 \right]} \tag{44}
\]

\[
\leq \frac{1}{2} \sum_{t=1}^{H-1} \sqrt{\mathbb{E} [\kappa_t^2]} \leq \frac{\mathbb{E} [Z_D^2]}{\sqrt{4/5}} \tag{45}
\]

In (i), we use the definition \( \mathbb{E} [Z_D^2 | D] = \frac{1}{2} \sum_{t=1}^{H-1} \kappa_t^2 \). In (ii), we use the fact that \( \mathbb{E} [\kappa_t^2] \) is a scaled indicator random variable. Therefore, \( \mathbb{E} [\kappa_t^2] = \frac{\mathbb{E} [\kappa_t^2]}{\text{Pr}(\kappa_t > 0)} \leq \frac{\mathbb{E} [\kappa_t^2]}{4/5} \). Here, the last inequality uses the fact that \( \text{Pr}(\kappa_t > 0) = \text{Pr}(1 \in S_t(D)) \geq 1 - (1 - \text{Pr}(s_t = 1))^N \geq 1 - \left(1 - \frac{2(N-1)}{N} \right)^N \geq 4/5 \) for \( N \geq 7 \). Finally, by an application of the second moment method,

\[
\text{Pr} \left( \mathbb{E} \left[ Z_D^2 | D \right] \geq \frac{1}{10} \mathbb{E} \left[ Z_D^2 \right] \right) \geq \frac{99 \mathbb{E} [Z_D^2]^2}{100 \text{Var} \left( \mathbb{E} \left[ Z_D^2 | D \right] \right)} \geq \frac{99 \times 4}{100} \tag{46}
\]

Putting this together with eq. (39), conditioning on the event \( \{ \mathbb{E} [Z_D^2 | D] \geq \frac{1}{10} \mathbb{E} [Z_D^2] \} \),

\[
\frac{99 \times 4}{100} \mathbb{E} \left[ \text{Pr} \left( Z_D^2 \leq \frac{\mathbb{E} [Z_D^2]}{10} \right) \right] \leq \mathbb{E} \left[ \text{Pr} \left( Z_D^2 \leq \mathbb{E} [Z_D^2] | D \right) \right] \leq 1 - \frac{33}{100} \tag{47}
\]

In particular,

\[
\mathbb{E} \left[ \text{Pr} \left( Z_D^2 \leq \frac{\mathbb{E} [Z_D^2]}{10} \right) \right] \leq \mathbb{E} \left[ \text{Pr} \left( Z_D^2 \leq \frac{\mathbb{E} [Z_D^2]}{10} \right) \right] < 0.9 \tag{48}
\]

Finally, we invoke the lower bound on \( \mathbb{E} [Z_D^2] \geq \frac{H^2/2}{N} \) from Lemma 9 and use the fact that \( Z_D = J(\pi^*_1) - J(\pi^*_2) \) to complete the proof. \( \square \)

**Proof of Theorem 3** From Lemma 7, there exists a constant \( C > 0 \) such that,

\[
\mathbb{E} \left[ \text{Pr} \left( |J_M(\pi^*_1) - J_M(\pi^*_2)| \leq \frac{CH^3/2}{N} \right) \right] \leq 0.9. \tag{49}
\]

Therefore, from Lemma 3 and Lemma 4, we conclude there exists an MDP \( M \) such that,

\[
\text{Pr} \left( J_M(\pi^*) - J_M(\bar{\pi}) \geq \frac{CH^3/2}{N} \right) \geq 1 - \frac{0.95}{2} = 0.025. \tag{50}
\]

**A.4 Proof of Theorem 4**

Consider a Poissonized setting where we receive \( \text{Poi}(N) \) trajectories\textsuperscript{11}. Let \( X_t \) represent the number of trajectories in which the expert visits state 2 at time \( t \) in the dataset. Under the Poisson setting, \( \{X_t : 1 \leq t \leq H\} \) are mutually independent with each following distribution \( \text{Poi}(Nw_t) \), where \( w_t = (1 - 1/N)^{t-1}/N = \text{Pr}_{\pi^*}(s_t = 2) \) since this probability does not depend on what \( \pi^* \) is.

\textsuperscript{11}We can always simulate Poisson sampling with \( \text{Poi}(N/2) \) trajectories based on \( N \) trajectories sampled based on the multinomial distribution, and the failure probability is exponentially small.
Let $\Delta = \lfloor c \log(NH) \rfloor$, where $c > 0$ is some constant to be determined later. Given random observations $\{X_t : 1 \leq t \leq H\}$, the policy we output is:

$$
\hat{\pi}_t(\text{red} | 2) = \begin{cases} 
\frac{\sum_{i=(k-1)\Delta+1}^{k\Delta} X_i U_i}{\sum_{i=(k-1)\Delta+1}^{k\Delta} X_i} & \text{if } (k-1)\Delta < t \leq k\Delta \\
1 & \text{if } k\Delta < t \leq (k+1)\Delta \\
0 & \text{if } (k+1)\Delta < t \leq H 
\end{cases} \quad (51)
$$

At any time $t$, the expert has marginal probability on state $3$, $\Pr_{\hat{\pi}}(s_t = 3) = \sum_{i=1}^{t-1} w_i U_i$, while our policy $\hat{\pi}$ has expected marginal probability $\mathbb{E}[\Pr_{\hat{\pi}}(s_t = 3)] = \sum_{i=1}^{t-1} w_i \mathbb{E}[\hat{\pi}_t(\text{red} | 2)]$. We aim to show that

$$
\sum_{t=1}^{H} \left| \sum_{i=1}^{t} w_i \mathbb{E}[\hat{\pi}_t(\text{red} | 2)] - \sum_{i=1}^{t-1} w_i U_i \right| \lesssim \frac{H \log(HN)}{N}. \quad (52)
$$

Using the property that for $X \sim \text{Poi}(\mu)$ and independent $Y \sim \text{Poi}(\lambda)$, $\mathbb{E}\left[\frac{X}{X+Y} \big| \begin{array}{c} X + Y > 0 \end{array}\right] = \frac{\mu}{\mu + \lambda}$, we know that if $(k-1)\Delta < t \leq k\Delta$,

$$
\left| \mathbb{E}[\hat{\pi}_t(\text{red} | 2)] - \frac{\sum_{i=(k-1)\Delta+1}^{k\Delta} w_i U_i}{\sum_{i=(k-1)\Delta+1}^{k\Delta} w_i} \right| \leq \Pr\left( \sum_{i=(k-1)\Delta+1}^{k\Delta} X_i = 0 \right) \lesssim \frac{1}{N^2 H^2} \quad (53)
$$

if we take $c$ to be large enough constant. Clearly

$$
\left| \left( \sum_{i=1}^{t-1} w_i \right) \frac{\sum_{i=1}^{\Delta} w_i U_i}{\sum_{i=1}^{\Delta} w_i} - \sum_{i=1}^{t-1} w_i U_i \right| \lesssim \frac{\log(HN)}{N}, \quad (54)
$$

for $1 \leq t \leq \Delta$, where we used the fact that each $0 \leq w_i \leq 1/N$. Indeed, now the total bias is upper bounded by $H \frac{\log(HN)}{N} + \frac{1}{N^2 H^2} H^2 \lesssim H \frac{\log(HN)}{N}$ once we combine it with (53).

Since the marginal distributions of states 1 and 2 do not depend on the policy, we have just shown that for every time $t$ and every state $s$,

$$
|\mathbb{E}[\Pr_{\hat{\pi}}(s_t = s)] - \Pr_{\hat{\pi}^*}(s_t = s)| \lesssim \frac{\log(NH)}{N}, \quad (55)
$$

which implies the final result.

### A.5 Proof of Corollary 1

We use sample splitting and cut $N$ trajectories into two halves. We construct the states $S_0$ required by the MIMIC-MIXTURE algorithm to be the states that are visited in the first half of the dataset, so we know the expert actions there. Then, we search from the last layer backwards for the first time that there exists one state that was not observed in the first half of the dataset. Denote that time as $t_0$. If there are two states in time $t_0$ that are unseen, then following the arguments in the binary state case in the proof of Theorem 2, we know that MIMIC-MD already works; if there exists only one state that is unseen at time $t_0$, we use MIMIC-MIXTURE to construct the nearly unbiased estimator of the state-action marginal distribution for one of the other two states.

The final result can be proved upon noticing the following two observations. First, by the data processing inequality (Lemma 2), if we have nearly unbiased estimator at time $t_0$, we have nearly unbiased estimator at time $H$. Second, the unseen state at time $t_0$ must have marginal probability at most $O(1/N)$ due Binomial concentration, which implies that once we construct the $\pi^L$ and $\pi^S$ policies in MIMIC-MIXTURE as the two policies that maximize/minimize the marginal probability of the target state while guaranteeing this unseen state has expected visitation probability at most $\tilde{O}(1/N)$, the overall suboptimality at time $H$ is at most $\tilde{O}(1/N)$. 


A.6 Proof of Lemma 1

We first show that if the coefficients $\beta^L(tr), \beta^S(tr), \beta^L(tr) \in [0, 1]$ such that all the unbiasedness, order, and feasibility properties hold, then we can construct a policy $\pi$ such that whose expected state visitation probability at the terminal state $s^*$ is close to that of the expert up to $O(1/N)$.

The choice of the mixing coefficient $\hat{\alpha}$ is slightly different from the approach of plugging (9) into (8): for each $tr$, we sub-sample the Poisson random variable $X(tr)$ using the subsampling probability $\beta^L(tr) - \beta^S(tr) \in [0, 1]$ to arrive at another Poisson random variable $Y(tr)$, and further sub-sample $Y'(tr)$ with probability $(\beta^L(tr) - \beta^S(tr))/(\beta^L(tr) - \beta^S(tr)) \in [0, 1]$ to obtain a third Poisson random variable $Z(tr)$. The sub-samplings for different $tr$ are mutually independent. Then we construct the mixing coefficient by taking ratios as in (7).

By the subsampling property of Poisson random variables and the mutual independence of $\{X(tr)\}$, the Poisson random variables $Z(tr) \sim \text{Poi}(N/2 \cdot (\beta^L(tr) - \beta^S(tr))\Pr_{t^*}(tr))$ and $Y(tr) - Z(tr) \sim \text{Poi}(N/2 \cdot (\beta^L(tr) - \beta^S(tr))\Pr_{t^*}(tr))$ are independent. Since for independent $X \sim \text{Poi}(\lambda), Y \sim \text{Poi}(\mu)$, it holds that

$$\mathbb{E}\left[\frac{X}{X + Y} \mid X + Y \neq 0\right] = \frac{\lambda}{\lambda + \mu},$$

it is clear that the mixing coefficient $\hat{\alpha}$ constructed in (7) satisfies

$$\mathbb{E}\left[\hat{\alpha} \mid \sum tr Y(tr) \neq 0\right] = \mathbb{E}\left[\frac{\sum tr Z(tr)}{\sum tr Y(tr)} \mid \sum tr Y(tr) \neq 0\right] = \frac{\sum tr (\beta^L(tr) - \beta^S(tr))\Pr_{t^*}(tr)}{\sum tr (\beta^L(tr) - \beta^S(tr))\Pr_{s^*}(tr)} = (i) \frac{\Pr_{t^*}(s_t = s^*) - \Pr_{s^*}(s_t = s^*)}{\Pr_{s^*}(s_t = s^*) - \Pr_{s^*}(s_t = s^*)} = \alpha^*, $$

where (i) is due to the unbiasedness requirement for the coefficients. Consequently,

$$\|\mathbb{E}[\hat{\alpha}] - \alpha^*\| \leq \Pr\left(\sum tr Y(tr) = 0\right) = \exp\left(-\frac{N}{2} \sum tr (\beta^L(tr) - \beta^S(tr))\Pr_{t^*}(tr)\right) = \exp\left(-\frac{N}{2} (\Pr_{s^*}(s_t = s^*) - \Pr_{s^*}(s_t = s^*))\right).$$

Using (56) and the definition of $\hat{\pi} = \alpha \pi^L + (1 - \alpha) \pi^S$, the bias in Theorem 5 satisfies

$$\|\mathbb{E}[\Pr_{\hat{\pi}}(s_t = s^*)] - \Pr_{t^*}(s_t = s^*)\|
= \|\mathbb{E}[\hat{\alpha}] (\Pr_{t^*}(s_t = s^*) - \Pr_{s^*}(s_t = s^*)) - (\Pr_{t^*}(s_t = s^*) - \Pr_{s^*}(s_t = s^*))\|
= \|\mathbb{E}[\hat{\alpha}] - \alpha^*\| \cdot (\Pr_{t^*}(s_t = s^*) - \Pr_{s^*}(s_t = s^*))
\leq \exp\left(-\frac{N}{2} (\Pr_{s^*}(s_t = s^*) - \Pr_{s^*}(s_t = s^*))\right) \cdot (\Pr_{s^*}(s_t = s^*) - \Pr_{s^*}(s_t = s^*))
\leq \frac{2}{eN},$$

where the last inequality is due to $\sup x e^{-tx} = 1/(et)$ for any $t > 0$. According to (57), the claimed bias upper bound in Theorem 5 is proved.

We introduce several useful notations for the proof. Although the state space $S$ is shared among all times $t \in [H]$, we use the notation $S_t$ to denote the state space at time $t$. Given a policy $\pi$, for
The main idea behind the above notations is that we require the dependence of coefficients $s$ where $\in X$ for every $c_{tr}$ based on the publicly known expert actions at states $S$. The latter quantity does not require that the trajectory to $s$ starting point $2$. The main motivation behind $(s)_{s}$ are known as long as the learner knows the first action $\pi^{*}(s_{t_{1}})$. We also combine and partition all trajectories $tr \in S^{H}$ into several disjoint groups. For a given trajectory $tr = (s_{1}, \cdots, s_{H})$, we define the following notations:

1. The characteristic of $tr$, or $c(tr)$, is the set of all times (except for $t = H$) and the corresponding states in the trajectory which are not in $S_{0}$. Mathematically, $c(tr) = \{(t, s_{t}) : t \in [H - 1], s_{t} \notin S_{0}\}$. 

2. The starting point of $c$, or $t_{c}(c)$, is defined to be the smallest $t \in [H]$ with $(t, s_{t}) \in c$ for some $s_{t} \in S_{t}$. If $c = \emptyset$, we define $t_{c}(c) = \bot$. 

3. The ending point of $c$, or $t_{e}(c)$, is defined to be the largest $t \in [H]$ with $(t, s_{t}) \in c$ for some $s_{t} \in S_{t}$. If $c = \emptyset$, we define $t_{e}(c) = \bot$. 

4. For each possible characteristic $c$, let the $c$-group, or $T_{c}$, be the set of all trajectories $tr$ with $c(tr) = c$. 

5. For each possible pair $(t, s_{t})$ with $t \in [H - 1], s_{t} \in S_{t} \setminus S_{0}$, let $G_{t,s_{t}}$ be the set of all characteristics $c$ such that $t_{c}(c) = t$ and $(t, s_{t}) \in c$. The set $G_{\bot}$ is defined analogously. 

The main idea behind the above notations is that we require the dependence of coefficients $\beta^{t}(tr)$ on $tr$ only through $c(tr)$, for all $\in \{*, L, S\}$, and therefore we only need to specify the coefficients for every $c$-group. Consequently, we denote by $\beta^{t}(T_{c})$ the common coefficient $\beta^{t}(tr)$ for all $tr \in T_{c}$, and also by $X(T_{c}) = \sum_{tr \in T_{c}} X(tr)$ the total Poisson count for $T_{c}$. It is clear that for $c = \{(t_{i}, s_{t_{i}}) : i \in [m]\}$, we have

$$Pr_{\pi}(T_{c}) = Pr_{\pi}(s \rightarrow s_{t_{1}}) \cdot \prod_{j=1}^{m-1} Pr_{\pi}(s_{t_{j}} \rightarrow s_{t_{j+1}}) \cdot Pr_{\pi}(s_{t_{m}} \rightarrow f), \tag{61}$$
and $X(\mathcal{T}_c) \sim \text{Poi}(N/2 \cdot \text{Pr}_{\pi^*}(\mathcal{T}_c))$. Note that the first probability term $\text{Pr}_{\pi}(s \to s_{t_1})$ of (61) in fact does not depend on $\pi$, in the sequel the following notation will also be useful:

$$
\tilde{\text{Pr}}_{\pi}(\mathcal{T}_c) = \prod_{j=1}^{m-1} \text{Pr}_{\pi}(s_{t_j} \to s_{t_{j+1}}) \cdot \text{Pr}_{\pi}(s_{t_m} \to f).
$$

(62)

The starting point $t_\ell(c)$, as well as the group $G_{t,s}$, is used for further partitioning the $c$-groups. Specifically, we sequentially assign the coefficients $\beta^\dagger(\mathcal{T}_c)$ to all characteristics in each group $G$ via an appropriate order, and aim to show that the following three conditions hold for each $\pi$ and $X$ to the last layer, i.e. $s^* \in S_H$:

1. Unbiasedness: for $G \neq G_\perp$, it holds that

$$
\sum_{c \in \mathcal{U}} \beta^\dagger(\mathcal{T}_c) \cdot \tilde{\text{Pr}}_{\pi^*}(\mathcal{T}_c) = \sum_{c \in \mathcal{U}} \tilde{\text{Pr}}_{\pi^*}(\mathcal{T}_c) \cdot \frac{\text{Pr}_{\pi^\dagger}(s_{t_r(c)} \to s^*)}{\text{Pr}_{\pi^\dagger}(s_{t_r(c)} \to f)}, \quad \dagger \in \{*, L, S\},
$$

(63)

where we recall that $t_r(c)$ is the ending point of $c$. For $G = G_\perp$ and $c = \emptyset$, the condition (63) is replaced by

$$
\beta^\dagger(\mathcal{T}_\emptyset) \cdot \text{Pr}_{\pi^*}(\mathcal{T}_\emptyset) = \text{Pr}_{\pi^\dagger}(s \to s^*).
$$

(64)

2. Order: it always holds that $0 \leq \beta^\emptyset(\mathcal{T}_c) \leq \beta^*(\mathcal{T}_c) \leq \beta^L(\mathcal{T}_c) \leq 1$ for all $c \in \mathcal{G}$.

3. Feasibility: for $\dagger \in \{*, L, S\}$, the coefficient $\beta^\dagger(\mathcal{T}_c)$ only depends on the public information and $(\pi^*(s_{t_j}))_{j \in [m]}$, where $c = \{(t_j, s_{t_j}) : j \in [m]\}$.

Note that the order and feasibility conditions are the same as original ones, and below we show that the above unbiasedness condition implies the original unbiasedness property. For a given $G \neq G_\perp$, we must have $G = G_{t,s}$ for some $t \in [H], s \in S_i \setminus S_0$. Now multiplying $\text{Pr}_{\pi^*}(s \to s_t) = \text{Pr}_{\pi^\dagger}(s \to s_t)$ to both sides of (63), and also using (61), (62), we arrive at

$$
\sum_{c \in \mathcal{G}} \beta^\dagger(\mathcal{T}_c) \cdot \text{Pr}_{\pi^*}(\mathcal{T}_c) = \sum_{c \in \mathcal{G}} \text{Pr}_{\pi^\dagger}(\mathcal{T}_c) \cdot \frac{\text{Pr}_{\pi^\dagger}(s_{t_r(c)} \to s^*)}{\text{Pr}_{\pi^\dagger}(s_{t_r(c)} \to f)}, \quad \dagger \in \{*, L, S\}.
$$

(65)

Using (64) and (65), we have

$$
\sum_{\mathbf{tr}} \beta^\dagger(\mathbf{tr}) \cdot \text{Pr}_{\pi^*}(\mathbf{tr}) = \beta^\dagger(\mathcal{T}_\emptyset) \cdot \text{Pr}_{\pi^*}(\mathcal{T}_\emptyset) + \sum_{G \neq G_\perp} \sum_{c \in \mathcal{G}} \beta^\dagger(\mathcal{T}_c) \cdot \text{Pr}_{\pi^*}(\mathcal{T}_c)

= \text{Pr}_{\pi^\dagger}(s \to s^*) + \sum_{c \neq \emptyset} \text{Pr}_{\pi^\dagger}(\mathcal{T}_c) \cdot \frac{\text{Pr}_{\pi^\dagger}(s_{t_r(c)} \to s^*)}{\text{Pr}_{\pi^\dagger}(s_{t_r(c)} \to f)}

= \text{Pr}_{\pi^\dagger}(s \to s^*) + \sum_{c \in \{(t_1, s_{t_1}), \ldots, (t_j, s_{t_j}) : j \in [m]\}} \text{Pr}_{\pi^\dagger}(s \to s_{t_1}) \cdot \prod_{j=1}^{m-1} \text{Pr}_{\pi^\dagger}(s_{t_j} \to s_{t_{j+1}}) \cdot \text{Pr}_{\pi^\dagger}(s_{t_m} \to s^*)

= \text{Pr}_{\pi^\dagger}(s_H = s^*),
$$

where the last identity follows from the partition of all trajectories to $s^*$ into disjoint characteristics. This is exactly the original unbiasedness property.

Next we show that for each $G$ we could fulfill the above conditions. We will first deal with the group $G_\perp$ in a special way, and then handle other groups $G_{t,s}$ by induction on $t = H - 1, H - 2, \ldots, 1.$
Remark A.1. Note that the condition (63) cannot be replaced by (65) in general, as it might happen that \( Pr_{\pi}^*(T_c) = 0 \) while \( Pr_{\pi}^!(T_c) > 0 \). For example, in the special case of \( S_0 = \emptyset \), the condition (65) is totally non-informative for \( G = G_{t,s_t} \) with \( t \geq 2 \).

We also remark that the coefficient \( \beta^!(T_c) \) must be constructed for every characteristic \( c \), even if for certain \( S_0 \) there does not exist a trajectory \( tr \) such that \( c = c(tr) \) (e.g. consider \( S_0 = \emptyset \)). This is because our construction is sequentially inductive, and therefore must be done step after step.

**Edge case:** \( G = G_{\perp} \). In this case, the only element of \( G_{\perp} \) is \( c = \emptyset \), and we have

\[
Pr_{\pi^*}(T_{\emptyset}) = Pr_{\pi^*}(s \to f) = Pr_{\pi^*}(s \to f)
\]

\[
Pr_{\pi^*}(s \to s^*) = Pr_{\pi^*}(s \to s^*) = Pr_{\pi^*}(s \to s^*)
\]

and all above quantities are publicly known. By (64), all three conditions are fulfilled by choosing

\[
\beta^!(T_{\emptyset}) = \beta^L(T_{\emptyset}) = \beta^S(T_{\emptyset}) = \frac{Pr_{\pi^*}(s \to s^*)}{Pr_{\pi^*}(s \to f)} \in [0, 1].
\]

**Base step of induction:** \( G = G_{H-1,s_{H-1}} \) for some \( s_{H-1} \in S_{H-1} \). In this case, the set \( G_{H-1,s_{H-1}} \) has a unique element \( c = \{(H-1, s_{H-1})\} \), and the condition (63) is equivalent to

\[
\beta^!(T_c) = Pr_{\pi^*}(s_{H-1} \to s^*), \quad \dagger \in \{*, L, S\},
\]

as \( Pr_{\pi^*}(T_c) = Pr_{\pi^*}(T_c) = Pr_{\pi^*}(s_{H-1} \to f) = 1 \). By definition of the extremal policies \( \pi^L \) and \( \pi^S \), Lemma 10 at the end of the section shows that the choice in (66) also satisfies the order condition. Finally, the probability in (66) for \( \dagger \in \{L, S\} \) is determined by the known transition and extremal policies, while for \( \dagger = * \), the coefficient only requires the additional information \( \pi^*(s_{H-1}) \). As the characteristic \( c \) is \( \{(H-1, s_{H-1})\} \), the choice of (66) also satisfies the feasibility condition.

**Inductive step:** \( G = G_{t,s_t} \) after handling all \( G_{t',s_{t'}} \) for \( t' > t \). We choose the coefficients \( \beta^!(T_c) \) with \( T_c \in G_{t,s_t} \) for each \( \dagger \in \{*, L, S\} \), respectively.

The choice for \( \dagger = * \) is the simplest, and is given by

\[
\beta^*(T_c) \triangleq \frac{Pr_{\pi^*}(s_{t,(c)} \to s^*)}{Pr_{\pi^*}(s_{t,(c)} \to f)} \in [0, 1], \quad \forall c \in G_{t,s_t}.
\]

Plugging (67) into (63), it is clear that the unbiased condition holds for \( \dagger = * \). Moreover, both the numerator and the denominator in (67) only require the additional information \( \pi^*(s_{t,(c)}) \), and thus \( \beta^* \) satisfies the feasibility condition.

Next we construct \( \beta^L(T_c) \) such that the unbiased and feasibility conditions hold, with \( \beta^L(T_c) \in [\beta^*(T_c), 1] \). An entirely symmetric argument also leads to the claimed construction of \( \beta^S(T_c) \). For every \( c \in G_{t,s_t} \), the coefficient \( \beta^L(T_c) \) is chosen to be

\[
\beta^L(T_c) = (1 - \alpha)\beta^L_0(T_c) + \alpha\beta^L_1(T_c),
\]

with some scalar \( \alpha \in [0, 1] \) independent of \( c \), and the candidate coefficients \( \beta^L_0, \beta^L_1 \) are defined as

\[
\beta^L_0(T_c) \equiv 1, \quad \beta^L_1(T_c) = \begin{cases} 
\beta^*(T_c) & \text{if } c = \{(t, s_t)\}, \\
\beta^L(T_c \setminus \{(t, s_t)\}) & \text{otherwise.}
\end{cases}
\]

We first show that both \( \beta^L_0, \beta^L_1 \) satisfy the feasibility condition. This result is trivial for the constant \( \beta^L_0 \); the coefficient \( \beta^L_1 \) is also feasible, for both coefficients \( \beta^*(T_c) \) in (67) and \( \beta^L(T_c \setminus \{(t, s_t)\}) \) in the
inductive hypothesis are feasible. Moreover, whenever \( c \in \mathcal{G}_{t,s_t} \) is not a singleton, by the inductive hypothesis and (67) we have

\[
\beta^*(\mathcal{T}_c) = \frac{\Pr_{\pi^*}(s_{t_v(c)} \rightarrow s^*)}{\Pr_{\pi^*}(s_{t_v(c)} \rightarrow t)} = \frac{\Pr_{\pi^*}(s_{t_v(c)}(\{(t,s_t)\}) \rightarrow s^*)}{\Pr_{\pi^*}(s_{t_v(c)}(\{(t,s_t)\}) \rightarrow t)} = \beta^*(\mathcal{T}_c(\{(t,s_t)\})) \leq \beta^L(\mathcal{T}_c(\{(t,s_t)\})) \leq 1.
\]

Consequently, we always have \( \beta^L_0, \beta^L_1 \in [\beta^*, 1] \), therefore the order condition \( \beta^L \in [\beta^*, 1] \) holds for any mixture in (68).

Now it remains to show that there exists \( \alpha \in [0, 1] \) such that the mixture \( \beta^L \) in (68) satisfies the condition (63) for \( \dagger = L \), and that this common value \( \alpha \) is feasible with respect to all \( c \in \mathcal{G}_{t,s_t} \). For the first claim, it suffices to prove that

\[
A \triangleq \sum_{c \in \mathcal{G}_{t,s_t}} \beta^L_0(\mathcal{T}_c) \cdot \tilde{\Pr}_{\pi^*}(\mathcal{T}_c) \geq \sum_{c \in \mathcal{G}_{t,s_t}} \tilde{\Pr}_{\pi^*}(\mathcal{T}_c) \cdot \frac{\Pr_{\pi^L}(s_{t_v(c)} \rightarrow s^*)}{\Pr_{\pi^L}(s_{t_v(c)} \rightarrow t)} \triangleq C, \tag{69}
\]

\[
B \triangleq \sum_{c \in \mathcal{G}_{t,s_t}} \beta^L_1(\mathcal{T}_c) \cdot \tilde{\Pr}_{\pi^*}(\mathcal{T}_c) \leq \sum_{c \in \mathcal{G}_{t,s_t}} \tilde{\Pr}_{\pi^*}(\mathcal{T}_c) \cdot \frac{\Pr_{\pi^L}(s_{t_v(c)} \rightarrow s^*)}{\Pr_{\pi^L}(s_{t_v(c)} \rightarrow t)} = C. \tag{70}
\]

Given (69) and (70), the parameter \( \alpha \in [0, 1] \) to fulfill the unbiased condition (63) is

\[
\alpha = \frac{A - C}{A - B}. \tag{71}
\]

To establish (69), (70) and show that the parameter \( \alpha \) in (71) is feasible, we will find simplified expressions for \( A, B, \) and \( C \). First we claim that

\[
A = 1, \tag{72}
\]

\[
C = \Pr_{\pi^L}(s_H = s^* \mid s_t). \tag{73}
\]

To show (72), consider all possible trajectories starting from \( s_t \) at time \( t \). Partition the trajectories into disjoint sets labeled by different characteristics \( c \), i.e. when and on which states the trajectory hits \( \mathcal{S}_0 \). It is clear by (62) that the probability of the set labeled by \( c \), conditioned on starting from \( s_t \) at time \( t \), is precisely \( \tilde{\Pr}_{\pi^*}(\mathcal{T}_c) \) under the expert policy \( \pi^* \). Summing them up gives \( A = 1 \). The identity (73) could be established in a similar way.

The quantity \( B \) is more complicated to deal with, where a key observation is that \( \mathcal{G}_{t,s_t}(\{(t,s_t)\}) = \mathcal{G}_c \cup (\cup_{t' > t, s_{t'} \in \mathcal{S}_t \setminus \mathcal{S}_0} \mathcal{G}_{t',s_{t'}}) \). Using the definition of \( \beta^L_1(\mathcal{T}_c) \), we have

\[
B = \beta^*(\mathcal{T}_{(t,s_t)}) \cdot \Pr_{\pi^*}(s_t \rightarrow t) + \sum_{t' > t, t'' \in \mathcal{S}_t \setminus \mathcal{S}_0} \sum_{c' \in \mathcal{G}_{t',s_{t''}}} \beta^L(\mathcal{T}_{c'}) \cdot \Pr_{\pi^*}(s_t \rightarrow t') \cdot \tilde{\Pr}_{\pi^*}(\mathcal{T}_{c'})
\]

\[
\overset{(i)}{=} \Pr_{\pi^*}(s_t \rightarrow s^*) + \sum_{t' > t, t'' \in \mathcal{S}_t \setminus \mathcal{S}_0} \Pr_{\pi^*}(s_t \rightarrow t') \sum_{c' \in \mathcal{G}_{t',s_{t''}}} \beta^L(\mathcal{T}_{c'}) \cdot \tilde{\Pr}_{\pi^*}(\mathcal{T}_{c'})
\]

\[
\overset{(ii)}{=} \Pr_{\pi^*}(s_t \rightarrow s^*) + \sum_{t' > t, t'' \in \mathcal{S}_t \setminus \mathcal{S}_0} \Pr_{\pi^*}(s_t \rightarrow t') \sum_{c' \in \mathcal{G}_{t',s_{t''}}} \tilde{\Pr}_{\pi^*}(\mathcal{T}_{c'}) \cdot \frac{\Pr_{\pi^L}(s_{t_v(c')} \rightarrow s^*)}{\Pr_{\pi^L}(s_{t_v(c')} \rightarrow t)}
\]

\[
\overset{(iii)}{=} \Pr_{\pi^*}(s_t \rightarrow s^*) + \sum_{t' > t, t'' \in \mathcal{S}_t \setminus \mathcal{S}_0} \Pr_{\pi^*}(s_t \rightarrow t') \cdot \Pr_{\pi^L}(s_H = s^* \mid s_t),
\]
where (i) follows from the definition of $\beta^*$ in (67), (ii) uses the inductive hypothesis (63) for $G_{t,s_t}$, and (iii) follows from (73). In other words, we have

$$B = \Pr_{\pi^* \rightarrow \pi^L}(s_H = s^* \mid s_t), \quad (74)$$

where the new policy $\pi^* \rightarrow \pi^L$ means that starting from $s_t$, the learner initially adopts the policy $\pi^*$ and switches to $\pi^L$ once he visits a state not in $S_0$. The expression (74) is obtained by distinguishing the first state not in $S_0$ visited by the learner starting from $s_t$.

By (72), (73) and (74), it is clear from Lemma 10 that $A \geq C \geq B$. Regarding the feasibility, it is clear that $A$ and $C$ are both publicly known, and $B$ only requires the knowledge of $\pi^*(s_t)$, which is shared among all $c \in G_{t,s_t}$. Therefore we have completed the inductive step and the proof of Lemma 1.

**Lemma 10.** For every $t \in [H]$ and $s \in S_t$, (proper versions of) the extremal policies $\pi^L, \pi^S$ satisfy

$$\pi^L \in \arg\max_{\pi \in \Pi_{\text{mimic}}(S_0)} \Pr_\pi(s_H = s^* \mid s_t = s),$$

$$\pi^S \in \arg\min_{\pi \in \Pi_{\text{mimic}}(S_0)} \Pr_\pi(s_H = s^* \mid s_t = s).$$

**Proof.** By symmetry we only prove the first claim, and we induct on $t = H - 1, H - 2, \ldots, 1$. For the base case $t = H - 1$, the definition of $\pi^L$ implies that changing the action $\pi^L(s)$ to any $\pi(s)$ cannot decrease $\Pr(s_H = s^*)$, and therefore the statement holds provided that $\Pr_{\pi^L}(s_{H-1} = s) > 0$; moreover, in the edge case $\Pr_{\pi^L}(s_{H-1} = s) = 0$ we may choose $\pi^L(s)$ arbitrarily, so a proper version of $\pi^L$ would work. For the induction step, the same local adjustment argument yields to

$$\Pr_{\pi^L}(s_H = s^* \mid s_t = s) \geq \sum_{s' \in S_{t+1}} \Pr_\pi(s_{t+1} = s' \mid s_t = s) \cdot \Pr_{\pi^L}(s_H = s^* \mid s_{t+1} = s')$$

$$\geq \sum_{s' \in S_{t+1}} \Pr_\pi(s_{t+1} = s' \mid s_t = s) \cdot \Pr_\pi(s_H = s^* \mid s_{t+1} = s')$$

$$= \Pr_\pi(s_H = s^* \mid s_t = s)$$

provided that $\Pr_{\pi^L}(s_t = s) > 0$, where the second inequality makes use of the inductive hypothesis. The edge case is again handled by considering a proper version of $\pi^L$. \qed