**Explainable AI reveals key changes in skin microbiome associated with menopause, smoking, aging and skin hydration**
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**Abstract**

**Background**

Alterations in the human microbiome have been observed in a variety of conditions such as asthma, depression, gingivitis, dermatitis and cancer, and much remains to be learned about the precise mechanistic links between the microbiome and human health. The fusion of artificial intelligence with rich microbiome datasets has the potential to shed light on the complex interactions between microbes and their host and to offer an improved understanding of the microbiome’s role in our health and wellbeing. To gain actionable insights it is essential to consider both the predictive power and the transparency of the models by providing an explanation for the predictions. We combine the effort of collecting a large corpus of leg skin microbiome samples and amplicon sequencing data of two healthy cohorts of Canadian and UK women with the development of an explainable artificial intelligence approach that provides both accurate predictions of phenotypes and explanations for them.

**Results**

We accurately predict pre/post-menopausal status (F1-score of ~93% on the test set), smoking status (an F1-score of ~95% on the test set), subject’s age (an average error within 4 years of chronological age), and skin hydration from the skin microbiome. The explanations for these predictions link microbial composition signatures to phenotypes by considering changes in the relative abundance of microbes that impact the prediction of diverging phenotypes. The signatures from the leg microbiome associated with smoking are consistent with previous findings from gut and oral microbiomes, indicating that the microbiomes across the entire body are affected by smoking. Similarly, the leg microbiome signatures reflect key aspects of the vaginal microbiome allowing us to use it to predict pre/post-menopausal status. This suggests that easily accessible microbiome samples could be used to investigate health-related phenotypes, offering potential for non-invasive diagnosis and condition monitoring. The identified key changes in microbial composition linked to skin hydration can accelerate the development of suitable personalised treatments for healthy skin, while those associated with age may offer insights into the aging process of skin.

**Conclusion**

The explainability of our phenotype prediction approach sets the stage for new work focused on understanding the complex relationships between microbial communities and phenotypes. Our approach can be extended to predict any conditions from microbiome samples and to accelerate the development of microbiome-based personalised therapeutics and non-invasive diagnostics.
Introduction

The associations between the human microbiome and individual health-related phenotypes are increasingly studied, with applications such as use of intervention strategies including prebiotics and probiotics(1), and personalized therapies(2). Improved understanding of how microbial taxa contribute to health and wellbeing, coupled with the increasing ability to measure the microbiome, can drive and accelerate the development of personalised microbiome-based treatments.

As microbiome research expands and as sequencing technologies continue to advance, the volume and complexity of the data collected inexorably increases. Therefore, the necessity to develop sophisticated methods for analysing microbiome data to derive actionable insights becomes increasingly important. Machine learning (ML) has the potential for building predictive models that can provide powerful comprehensions into the complex interaction between microbial communities and their host organisms(3). The application of ML to microbiome data has answered several important questions regarding the clustering of microbial species, taxonomic assignment, comparative metagenomics, gene prediction. Recently, a number of studies have been published on phenotype prediction from microbiome data(4–10), where some particularly focus on identifying discriminatory microbial taxa(11) or microbial signatures(12). As ML is becoming increasingly deployed in patient-relevant settings, it is essential to consider both the predictive power of the models and the transparency of the recommendations by providing an explanation for the predictions(13). This is often referred to as the explainability of the models. Recent work in this direction has demonstrated that interpretable AI/ML for microbiome data is increasingly studied as explanations for the predictions are needed (14)(15)(16). However, more can be done in terms of explaining the mechanisms of the ML algorithm predictions for microbiome data.

We propose an explainable artificial intelligence (EAI) approach to identify key contributing taxa and to investigate how the distributions of these microbial taxa drive the prediction of different phenotypes. The novelty of our approach is given by the methods used to provide explanations for the predictions. The explanations are expressed in terms of key variations in microbiome composition that drive the prediction of different phenotype values. Our streamlined EAI approach includes three fine-tuned machine learning models – random forest (RF) (17), XGBoost (18) and neural network (NN) (19) – to predict the phenotype. We refer to the three models as a bag of models. Our approach explains the predictions using an explainable AI algorithm called SHapley Additive exPlanations (SHAP) (20). Obtaining explanations for samples in which the model is unreliable could lead to poor quality explanations – which is unacceptable in a healthcare setting. In order to achieve high-quality explanations, we repeatedly cross-validated predictions and explanations; we extracted and examined a sub-set of samples for which the ML model reliably predicted phenotypes. We refer to these samples as exemplars. Finally, our EAI approach creates consensus explanations from the three models. The consensus explanations constitute microbial signatures linked to the phenotype of interest. This process can be thought of as using the bag of models as a representation from which explanations are generated, while encouraging general explanations over those that are specific to one model. A full discussion of our exemplar selection process, the methods used, and their optimized architectures can be found in Methods.

To exemplify the power of our EAI approach as a means to derive actionable insights from complex interactions between microbes and their hosts, this study is focused on the human skin microbiome. The technical ease of acquiring skin microbiome data sets – it is reliant only upon swabbing or scrubbing of skin to collect samples – and the recent increase in interest in analysing the human skin microbiome(21–25) makes skin an appealing target. Human skin is in fact a large, heterogeneous organ that protects the body from pathogens while sustaining microorganisms that influence human health and disease(26).

For this study, a total of 1234 time-series leg skin microbiome samples (bacterial 16S rRNA gene sequencing) as well as associated skin hydration measures (visual assessment, pH, conductance, capacitance) were collected from 63 Canadian women (21-65 years of age) displaying healthy (non-dry) or moderately dry skin. Additional phenotype data (i.e., age, smoking and menopausal status) were obtained from subject questionnaires. Table 1 summarises the distributions of the four phenotypes for the Canada study.

The microbial features used by our EAI approach are derived from the observed genera, i.e., Operational Taxonomy Units (OTUs) at genus level. Therefore, we use the terms genera and features interchangeably. Relative abundances of 186 genera were obtained from taxonomic analysis of the sequenced reads of both studies. Our EAI approach uses these features to predict skin hydration, age, menopausal and smoking status for the Canada study and examines the most impactful microbial genera when predicting the phenotype for the exemplars by applying SHAP. To transform the biological insights provided by our EAI approach into actionable insights, we ranked the 186 genera by average SHAP impact and report the consensus top impactful genera for our bag of models. Finally, to validate and investigate the generalizability of the approach when predicting skin hydration, we used a second study of 278 samples from 102 UK women. Through the application of our carefully calibrated EAI approach we were able to accurately predict skin hydration, age, menopausal and smoking status and we identified skin microbial signatures associated with
diverging values of each phenotype. Our findings demonstrate the potential of explainable artificial intelligence in contributing to the growing body of knowledge of microbes and their host-interactions, and its future impact in research fields from cosmetic and medical research to forensic science and personal health monitoring(27–30).

| Time series Samples | Country | Ethnicity | Sex | Corneometer | Menopausal status | Smoking status | Age |
|---------------------|---------|-----------|-----|-------------|-------------------|---------------|-----|
| 1234 samples from 63 subjects | Canada | Caucasian | Female | [2.4-78.4] | 324 pre-menopausal 876 post-menopausal 34 peri-menopausal | 286 smoking 948 non-smoking | [21-65] years old |

Table 1. Metadata for Canada cohort.

Results

In the following sections we present the result obtained when predicting skin hydration, age, menopausal status and smoking status using the Canada study. To take into account confounding factors when predicting the four phenotypes for the Canada study, we examined the connections between the skin hydration (corneometer), age, menopause and smoking phenotypes by computing their pairwise correlations (Figure 1(a)). Only age and menopause were found to be correlated (~0.72 Spearman’s correlation), as expected. As such, in the section “Menopause prediction” we highlight the differences in predictive genera between the age and menopause models, and we show that we were able to predict age within the two peri and post-menopausal groups separately. The latter results, together with the overlap in age span between pre and post menopause classes indicate that, although strongly correlated, the age and menopausal models differ from each other and may offer insights specific to the phenotypes. We further checked if multidimensional projection of pairwise sample distances showed biases or separability of samples by phenotype (Figure 1(b)). The results indicate the samples are centred with no clear trends in either dimension of the two-dimensional scaling and they are not separable by phenotype. With these checks in place, we proceeded with phenotype prediction. Note that only for skin hydration prediction we compared performance results and insights obtained with the Canada and UK studies.

Explainable skin hydration prediction model generalises across cohorts (Canada and UK)

We investigated the prediction of multiple individual and combined measures of skin hydration, and found that corneometer, a widely used and robust method for assessing skin hydration(30), was the most appropriate measure for the Canada study (see section Phenotype analysis in Supplementary Information and Supplementary Figures 1-3). Efforts to enrich the corneometer score with other measures did not provide sufficient additional improvement in performance as to merit their inclusion. Higher corneometer score values correspond to higher skin hydration, thus we adopt the terms corneometer score and skin hydration interchangeably. Note that corneometer assumes values in a range between [2.4, 78.4]. When examining the corneometer score vs. the skin microbiome, all the optimized machine learning models in our bag successfully predicted skin hydration levels from the measured microbiome (see Supplementary Figure 5). The highest Pearson’s correlation between predicted and true values, 0.71, was obtained with RF. However, XGBoost (~0.65 Pearson’s correlation) and NN (~0.53) were better at modelling real distribution of true corneometer values (see Figure 1(c) and Supplementary Figures 4-6).

The explanations for the corneometer predictions were provided in terms of impactful genera as computed by SHAP. A positive SHAP impact for a genus means that when the genus is more abundant in the microbiome, it contributes to an increase in the predicted score, while a negative SHAP value means the genus contributes to a decrease in the predicted score when more abundant. As the number of the most relevant features cannot be known a priori, we utilised the kneed algorithm(31) to discover plateauing of the SHAP explanation impact curve, indicating a cut-off for the number of features with the highest impact. In this case, the plateau was observed at 23 features. Figure 2(a) summarises the most significant biological insights obtained while explaining the predictions of corneometer values. We found that 10 genera, when more abundant in the exemplars, are responsible for predicting higher skin hydration, while 13 genera are responsible for predicting lower skin hydration (see Figure 2(a)).

The right-hand side of Figure 2(a) shows the average abundance of the impactful genera across the entire set of samples. Note that genera with high SHAP impact differ substantially in terms of their relative abundance in the source microbiome data (see for instance Cutibacterium and Chryseobacterium in Figure 2(a)). We observed a similar trend of most impactful genera not necessarily being the most abundant across all the samples when predicting the other three phenotypes, as presented in the following sections.
The genera most determinant of better skin hydration were *Lactobacillus*, and *Cutibacterium* (formerly *Propionibacterium*) both of which have previously been reported as being associated with skin hydration(23, 24), whereas the genera *Actinobaculum, Streptococcus, Acinetobacter, Turicella* and *Micrococcus* were associated with decreased skin hydration.

As the insights shown in Figure 2(a) can be extended to include the entire set of genera, our streamlined approach offers an opportunity to investigate how skin genera impact skin health. The increasing recognition of microbiome dysbiosis as a factor in atopic skin that is linked to psoriasis, eczema, acne, dermatitis and other disorders(25, 29, 32, 33). Previous studies characterised microbiome signatures of different sites highlighting topographical and temporal variance in microbiome composition across dry, moist and sebaceous skin sites(26, 34–36). However, there is still a limited understanding of changes in the microbiome associated with cosmetic dry skin. Our EAI approach has the potential to provide insights on the effect of skin care and hygiene products on the molecular and microbiome composition of the skin (28).

To investigate the generalizability of our approach we extended the skin hydration analysis to include an UK study composed of 278 samples from 102 subjects and the same set of 186 OTUs or features as for the Canada study. Genus level classification was carried out for both datasets in a closed reference fashion against the same database, HOMDEXTGG version 14.51 as described in (37). The combined OTUs set were normalised and filtered to obtain the same set of features or OTUs for both the Canada and UK samples (see section Methods). Note that corneometer assumes values in a range between [40.1, 78.7]. The aim is to validate the skin model and evaluate differences and similarities in the results obtained with our EAI approach. Figure 3 shows a comparison of mean absolute error (MAE) values computed when predicting skin hydration for: 20% of the samples in the Canada dataset using the models trained on 80% of the Canada dataset; 20% of the samples in the UK dataset using the models trained on 80% of the UK dataset; all the samples in the UK dataset using the models trained on the 80% of the Canada dataset; 20% of the studies merged together and we used 80% of this to train the bag of models to predict skin hydration and we reported the MAE on 20% of the test data. We observed a significant increase in MAE when training and testing the models only on UK data compared to the MAE on the Canada study only (e.g., 11.85 vs 5.33 MAE for XGBoost). When we used the models trained on Canada samples to predict unseen UK samples, we obtained a MAE closer to the MAE for the UK study only: ~13.01 compared to 11.85 MAE for XGBoost (see Figure 3). On the other hand, when combining Canada and UK samples for training and testing the models, we obtain a MAE closer to the one using the Canada study only.

Finally, we applied our EAI approach to explore the difference between the impactful genera for predicting skin hydration for the Canada cohort and the UK cohort separately. We found common impactful genera in both UK and Canada models. *Lactobacillus* and *Cutibacterium* are among the top 20 impactful genera driving the prediction of more hydrated skin (see Supplementary Figure 9). *Micrococcus* and *Actinobaculum* are another example of top impactful genera driving the prediction of less hydrated skin for both UK and Canada models. In addition, there are some genera in the UK model, such as *Kocuria, Gordonia, Staphylococcus*, that do not appear in the list of the top impactful genera for the Canada model and vice versa (see Supplementary Figure 9 and Figure 2(a)).
Figure 1. Phenotype prediction for Canada cohort. (a) Pairwise Spearman’s correlation between phenotypes. Encoding for computing the correlation for the binary phenotypes: smoking no/yes=0/1, menopause no/post=0/1. (b) Multidimensional scaling of pairwise sample Spearman distances. For age and corneometer, the colour scale is from blue to yellow, corresponding to the scale of smallest to largest observed phenotype value. For menopause denotes “yes”, and green “no”. For smoking purple denotes “yes” and black “no”. (c) Joint kernel density estimation (KDE) for true (x-axis) and predicted (y-axis) corneometer values by XGBoost for the samples in the test set. (d) Joint kernel density estimation (KDE) for true (x-axis) and predicted (y-axis) age values by XGBoost for the samples in the test set. (e-f) Normalised confusion matrices based on the prediction of menopausal state (left) and smoking status (right) by XGBoost on the samples in the test set. The two classes of the menopausal model are pre-menopause (N) and post-menopause (Y_post). The two classes of the smoking model are non-smokers (N) and smokers (Y).
Figure 2. Most impactful genera when predicting the phenotype values with our EAI approach. (a) The top 23 genera are ranked by the absolute SHAP values when predicting corneometer, averaged across exemplars and the three different ML models. (b) The top 20 genera are ranked by the absolute SHAP values when predicting age. (c) The top 23 genera that have highest impact when classifying the set of exemplars using in two classes: pre-menopause and post-menopause. (d) The top 29 impactful genera when classifying the set of exemplars in two classes: smoking and non-smoking. On the left of each plot, green corresponds to the impact that the genus has, when more abundant in the microbiome, in predicting high skin hydration, young age, the class pre-menopause, or the class non-smoker, respectively. Orange corresponds to the impact that the genus has, when more abundant in the microbiome, in predicting lower skin hydration, older age, the class post-menopause, or the class smoker, respectively. Grey denotes genera for which the direction of impact was not clear, i.e. we did not find an agreement across the three ML models. On the right of each sub-figure (a-d), the average abundance of each genus across the entire set of samples is shown.

Figure 3. Predicting skin hydration/corneometer using Canada and UK cohorts. Comparison of the mean absolute error (MAE) when 1) predicting corneometer for Canada samples with the model trained on Canada samples (Canada_fromCanada), 2) predicting corneometer for UK samples with the model trained on UK samples (UK_fromUK), 3) predicting corneometer for UK samples with the model trained on Canada (UK_fromCanada), 4) predicting corneometer for both Canada and UK samples with a model trained on both Canada and UK (All_fromAll).
**Accurate model identifies key microbes predictive of age – Canada cohort**
Being able to infer key changes in the skin microbiome associated with age may offer insights into the aging process, that could be used to develop products that counteract some effects of skin aging.

Following a recent study that found the skin microbiome of the hand and forehead to be the best in predicting age compared to the gut and oral microbiome yielding predictions within 4 years of chronological age (38), we applied our EAI approach to predict age for the Canada cohort. Our EAI approach was able to predict the subjects’ age from the same set of skin microbiome samples achieving a high Pearson’s correlation ($r=0.88$) between predicted and true values of age with XGBoost (see Figure 1(f) and Supplementary Figure 10-11) and an average error within 4 years of chronological age, similarly to the accuracy reached in (38).

Analogously to the skin hydration model, we applied the exemplar selection process and SHAP explainability analysis to understand the link between microbial communities on skin and age. Our EAI approach revealed that higher abundance of 13 genera drives the prediction of lower values of age, while higher abundance of 5 genera drives the prediction of higher values of age (see Figure 2(b)). In the age model, the knee point was observed at 20 features. For two of the genera, *Corynebacterium* and *Eubacterium*, among the top 20 most impactful we did not find a consistent direction of impact according to our bag of models. These features are shown as grey bars in Figure 2(b).

We found some overlap between genera identified as being important for both skin hydration and age models as well as differences in the impact of genera for the age model in comparison to the skin hydration model (Figures 2 and 4). The age model indicated a greater importance of *Chryseobacterium* and key genera, such as *Staphylococcus* and *Bergeyella_1*, that were not seen among the most impactful genera in the skin hydration model. This enabled the disambiguation of microbes whose effects mainly relate to either age or hydration. In fact, perhaps contrary to expected, skin hydration and age are not inexorably linked. This can be observed in Figure 1(a), which shows a very weak link between age and corneometer score (Pearson’s correlation score -0.16). This is a clear indication of the potential for an EAI approach to drive deeper understanding of observed relationships and phenomena. Our EAI approach indicated *Cutibacterium* as a key genus for predicting age. To further investigate this observation, we produced a stacked force plot (see Supplementary Figure 12), filtered on *Cutibacterium*. The figure indicates that high abundance of *Cutibacterium* seen in younger people falls dramatically after the age of 50; a similar trend has also been reported previously(39). This coincides with the well-known reduction in sebum after 50 years of age(40). It is encouraging that our EAI approach identifies this known relationship and validates the findings of this methodology.

**Leg skin microbiome accurately predicts menopausal status – Canada cohort**

Although a natural part of aging, the onset of menopause in women is a highly significant life event, especially for those women for whom the onset occurs earlier than expected. To examine microbial changes associated with the menopause and investigate how these changes are also related to aging, we applied our EAI approach to classify samples of Canada cohort into pre-menopausal and post-menopausal status. The dataset includes 324 samples in pre-menopausal cohort and 876 in post-menopausal cohort. Only one subject, for a total of 34 samples, was in peri-menopausal status therefore was excluded from pre/post-menopausal prediction. The best F1-score of 93% on the test set was achieved by XGBoost (see Supplementary Figures 5). Figure 1(g) shows the confusion matrix as computed by XGBoost on the test set, while Supplementary Figure 13 displays the confusion matrices for the three models, demonstrating how each model is able to accurately predict each class. Our EAI approach revealed that higher abundance of 12 genera drives the prediction of the class pre-menopause, while 11 genera were identified as most impactful in predicting post-menopause when higher in abundance (Figure 2(c)).

As menopause and age are strongly correlated as we investigated similarities and differences between the two models taking into possible confounding factors when predicting age or menopause. The model considered important a number of genera (*Lactobacillus*, *Cutibacterium*, *Enhydrobacter*, *Dermacoccus*, *Enhydrobacter*) already seen as key indicators in the age model, along with a key indicator of skin hydration (*Lactobacillus*). This is perhaps not surprising as menopause usually occurs in middle age and the skin is significantly affected by the aging process and menopause(41). Genera such as *Peptoniphilaceae_G-3* Finegoldia, *Ruminococcaceae_G-3*, *Pepstotriecoccus*, *Corynebacterium* appear among the most impactful for predicting age, while they do not appear in the menopausal model. On the other hand, *Actinomyces*, *Moraxella*, *Acinetobacter*, *Dorea*, etc. are considered impactful for predicting menopausal classes and do not appear in the ranked list of most impactful genera of the age model. *Acinetobacter* is important in the age model to predict younger age, while it predicts post-menopause when higher in abundance in the menopausal model.

It is also important to point out that the age range of women in the cohort in the pre- and post- menopausal status overlaps significantly, from 21 to 55 years old and 21 to 65 years old respectively. We then trained our ML models for predicting age separately for pre-menopause and post-menopause samples. We were able to accurately predict age for the two sub-groups, showing that age prediction is robust (See Supplementary Figures 14-15). The latter
results, together with the overlap in age span between pre and post menopause classes, and the differences observed in the ranked lists of impactful genera for the two models, indicate that the age and menopausal models differ from each other and may offer insights specific to the phenotypes. Furthermore, we examined the local explanation of a 41-year-old subject, who was correctly classified in post-menopausal status. This classification was made correctly showing that our model is not confounded by age since according to age the likely classification of the subject would be as pre-menopausal, with the majority of women reaching the menopause between the ages of 45 and 55. We found that the presence of genera such as *Prevotella* and *Acinetobacter* in this sample drove the correct prediction of the class post-menopause, while lower abundance of *Cutibacterium* had a small negative impact in predicting post-menopausal status (see Supplementary Figure 1). This is consistent with the explanations in Figure 2(c). Moreover, we found that higher abundance of genera that do not appear among the 23 most impactful for menopausal classification (i.e., *Micrococcus*, *Gordonia* and *Brachybacterium*) drove the correct prediction of post-menopause for this sample. This suggests it may be useful to extend the analysis to investigate local explanations of the predictions for specific samples of interest as well as the impact of the total set of genera in predicting the menopause.

**Key microbes on the leg discriminate smokers accurately - Canada cohort**

With the aim of investigating microbial differences on the skin associated with smoking, we applied our EAI approach to predict smoker vs non-smoker subjects from the leg skin microbiome of Canada cohort. The dataset includes 286 samples from smokers and 948 samples from non-smokers. We were able to accurately predict the two classes with the all three ML models reaching an F1-score of ~95% on the test set with XGBoost (see Supplementary Figure 5). Figure 1(h) shows the confusion matrix based on the predictions on the test set computed by XGBoost, while Supplementary Figure 13 shows the confusion matrices for the three ML models. We found that predicting the class smoker is driven by higher abundance of 19 genera (including *Acinetobacter*, *Peptoniphilus*, *Anaerococcus*, *Klebsiella*), while 6 genera (including *Brevibacterium*, *Cutibacterium*, *Actinomycelates*) were the most impactful for predicting the class non-smoker (Figure 2(d)). The knee point was found at 29 genera.

Finally, we looked at the split of smoker vs non-smoker against age. The age of smokers varies from 21 to 65 years old, while the subject’s age of non-smokers varies from 40 to 64 years old. We were able to accurately predict age for the two sub-groups (smokers and non-smokers) separately, showing that age prediction is robust despite confounding factors like smoking (See Supplementary Figures 17 and 18).
Figure 4. (a) Visualizing the relative abundance of impactful genera when predicting skin hydration, age, menopausal and smoking status for Canada cohort. The subjects are ordered by phenotype values (x-axis). For each subject we averaged the relative abundances of each genus across all samples for that subject, after removing any outlier samples that had correlation < 0.5 with more than half of the samples for that subject. The impactful genera per phenotype are then visualized, and all other genera labelled as "Others". (b) Visualization of top impactful genera per phenotype from ML (vertical axis, most impactful genus on top) versus their rankings in independent statistical tests (horizontal axis, the total number of genera is 186).
Table 2. Summary of insights inferred from our EAI framework when predicting skin hydration, age, menopausal status, and smoking status for Canada cohort. The table shows the union of the most impactful genera for each phenotype. The colors reflect the impact that each genus has in predicting a particular phenotype when higher in abundance. Information about the order or family of the unresolved genera is also provided. For example, abundance of Turicella and Veillonella are uniquely driving the prediction of lower skin hydration, while Megasphaera and Klebsiella are most impactful only in the age prediction model. Note that we did not include Eubacterium in this table as its direction is not clear for age prediction and it does not appear in the list of most impactful features for the other phenotypes. Similarly, we did not include Sneatia, Kocuria, Granulicatella as their direction for the smoking model is not clear and they did not appear among the top impactful features for the other phenotypes.

| Most impactful genera       | Skin hydration | Age | Menopause | Smoking | Legend               |
|-----------------------------|----------------|-----|-----------|---------|----------------------|
| Cutibacterium               |                |     |           |         | Skin hydration       |
| Lactobacillus               |                |     |           |         | high                 |
| Chryseobacterium            |                |     |           |         | low                  |
| Enhydrobacter                |                |     |           |         |                      |
| Streptococcus               |                |     |           |         |                      |
| Acinetobacter               |                |     |           |         |                      |
| Anaerococcus                |                |     |           |         |                      |
| Dermacoccus                 |                |     |           |         |                      |
| Peptoniphilus               |                |     |           |         |                      |
| Pseudomonas                 |                |     |           |         |                      |
| Tissierella                 |                |     |           |         |                      |
| Bacteroides                 |                |     |           |         |                      |
| Micrococcus                 |                |     |           |         |                      |
| Clostridiales_G             |                |     |           |         |                      |
| unresolved genus_4          |                |     |           |         |                      |
| unresolved_genus_7          |                |     |           |         |                      |
| Actinomycetales             |                |     |           |         |                      |
| Bergerella_1                |                |     |           |         |                      |
| Moraxella                   |                |     |           |         |                      |
| Equisivibacterium           |                |     |           |         |                      |
| Peptoniphilaceae_G-3        |                |     |           |         |                      |
| Finegulida                  |                |     |           |         |                      |
| Alphaproteobacteria         |                |     |           |         |                      |
| Ruminococcusaceae_G-3       |                |     |           |         |                      |
| Corynebacterium             |                |     |           |         |                      |
| Actinobaculum               |                |     |           |         |                      |
| Lactoclostridium            |                |     |           |         |                      |
| Psychrobacter               |                |     |           |         |                      |
| Turicella                   |                |     |           |         |                      |
| Veillonella                 |                |     |           |         |                      |
| Enterobacter                |                |     |           |         |                      |
| Vibrio                      |                |     |           |         |                      |
| unresolved_genus_5          |                |     |           |         |                      |
| Staphylococcus              |                |     |           |         |                      |
| Peptostreptococcus          |                |     |           |         |                      |
| Prevotella                  |                |     |           |         |                      |
| Dorea                       |                |     |           |         |                      |
| Dialister                   |                |     |           |         |                      |
| Parvimonas                  |                |     |           |         |                      |
| Neisseria                   |                |     |           |         |                      |
| Rothia                      |                |     |           |         |                      |
| Megasphaera                 |                |     |           |         |                      |
| Klebsiella                  |                |     |           |         |                      |
| Aerococcus                  |                |     |           |         |                      |
| Mycoplasma                  |                |     |           |         |                      |
| Aerococcus                  |                |     |           |         |                      |
| Atopobium                   |                |     |           |         |                      |
| unresolved_genus_1          |                |     |           |         |                      |
| unresolved_genus_2          |                |     |           |         |                      |
| Brevibacterium              |                |     |           |         |                      |

**Legend:**
- Skin hydration
- Age
- Menopause
- Smoking
- high
- low
- younger
- older
- pre-menopause
- post-menopause
- non-smoker
- smokers

**Unresolved genus Family/Order**
- 1 Order: Lactobacillales
- 2 Family: Enterobacteriaceae
- 4 Family: Lachnospiraceae
- 5 Phylum: Firmicutes
- 7 Family: Moraxellaceae
Discussion

To summarize the explainability results across phenotypes, we compiled Table 2 illustrating the overlapping and uniquely impactful skin microbes per phenotype. Our study indicated that some members of the microbiome play a general role in wellbeing as overlapping sets of genera were involved in consistently predicting skin hydration, age, smoking and menopausal status when more abundant in the microbiome (see agreement in the top half of Table 2). The genus at the top Cutibacterium is impactful for predicting all four phenotypes in a consistent direction when more abundant. Lactobacillus is impactful for predicting higher skin hydration, younger age and pre-menopausal status, while Streptococcus is impactful for predicting lower skin hydration, post-menopausal and smoking status. The following fourteen genera are impactful for predicting at least two phenotypes each. Nevertheless, accurate predictions of each phenotype required distinct combinations of impactful genera (see differences in the bottom half of table of Table 2). For example, abundance of Turicella and Veillonella are uniquely driving the prediction of lower skin hydration, while Staphylococcus and Corynebacterium are most impactful only in the age prediction model. Higher abundance of Neisseria uniquely drives the prediction of post-menopausal status, while higher abundance of Rothia identifies smokers. Peptoniphilaceae is an example of a genus having opposite impacts on two phenotypes (lower skin hydration and younger age).

Additionally, we visualized the average relative abundance per subject of the impactful genera for each phenotype (Figure 4(a)). By comparing the microbial community profiles of the subjects, it is not discernible how the impactful genera differentiate between phenotype groups or values. Hence, our explainable artificial intelligence approach has the potential to uncover the subtle interplay of signals present in the microbiome that is far from obvious when viewing the input data.

We compared the impactful genera from machine learning to the results from statistical tests that independently associate each genus with the phenotype (see Figure 4(b)). We observed overlap between the top genera from ML and from statistical testing, however, there were notable exceptions also. For corneometer the 2nd most impactful genus Cutibacterium, was only ranked 90th when the ML sensibly links it with skin hydration due to its association with acne and propensity for wet skin. The 3rd most impactful genus Actinobaculum, that has previously been associated with skin infection but is typically observed at low abundance(42), was ranked 110th by correlation. For age Dermacoccus, Peptostreptococcus, Staphilococcus, Bergeyella are among the top impactful genera in the age model but only ranked below 100. Similarly, Moraxella, Neisseria, Actinomycetales are among the most impactful genera in the menopausal status model but ranked below 100 in the t-test. For smoking, the top ML feature Acinetobacter was only at rank 91st according to the t-test and other 6 genera were ranked below 100. Species within the Acinetobacter genus have been linked with respiratory and bloodstream infections which could explain their usefulness in smoking prediction with this being reflected in the leg microbiome(43). This indicates the set of most predictive genera inferred by our EAI approach can differ from the ones highlighted by a standard statistical approach that consider each genus independently. As such, our approach can be used in addition to a standard approach to investigate predictive genera that could be missed if at the bottom of the ranked list produced by a statistical test.

Through our explainability analysis we demonstrated how the age and menopausal models share common impactful genera while still differing from each other. Similarly, the skin hydration model and the age model are not inevitably connected. In fact, skin hydration and age showed rather a weak link. Hence, the individual models can offer insights that are specific to the phenotype and a deeper understanding of the observed microbial community.

We showed that genera with a relatively high SHAP impact can differ substantially in terms of their relative abundance in the source microbiome data. Therefore, our EAI approach identifies the most impactful genera across the samples even when these are not the most abundant genera. For instance, although Chryseobacterium is one of the least abundant genera across the entire set of samples, it is the most impactful in the age prediction model. We propose that all genera with a relatively high SHAP impact are likely to either play a biologically causative role or offer value as a non-causative indicator organism and thus are worthy of additional study.

Our findings on the predictive power of the leg skin microbiome point to the possibility of using more accessible microbiome samples to investigate phenotypes (e.g. smoking) that are not believed to be directly associated with the microbiome of the sampled body site. Although smoking is considered a contributing factor to skin aging and systemic health(44), its potential to influence the microbial community of skin has not been fully investigated. Previous studies have highlighted the strong impact of smoking on gastrointestinal microbiota(45)(46), and the differences in microbial community composition of the upper respiratory tract between healthy smokers and non-smokers(47). The increase of Actinobacteria previously observed in the gut microbiome of non-smokers is unexpectedly in agreement with the fact that we found Brevibacterium, Cutibacterium, Actinomycelates,
*Clavibacter*, all belonging to the phylum *Actinobacteria*, drive the prediction of non-smokers (see Figure 2(d)). *Streptococcus, Actinomyces, Megasphaera, Atopobium* were previously identified as indicators of smokers in the respiratory tract (47), which is also in agreement with our findings. Increased levels of *Megasphaera* have been found in the oral cavity of smokers (48), with *Megasphaera* being among the impactful genera for predicting smokers in Figure 2(d). Smoking related increases in the anaerobic *Actinobacteria* OTUs from *Actinomyces* spp., *Rothia mucilaginosa* and *Atopobium* spp. were found in the oral microbiome (49). Similarly, our EAI approach found that *Rothia* and *Atopobium* predict smokers when more abundant in the microbiome samples. Cigarettes themselves harbour a broad range of potential pathogens, including *Acinetobacter, Clostridium*, and *Klebsiella*, that have been found to be predictors of smokers when abundant in the leg skin microbiome (see Figure 2(d)).

The similarity between the genera that discriminate smokers from non-smokers in our skin model and the genera identified as discriminators of smokers in previous studies of the oral and gut microbiome is encouraging. Despite the fact that smoke is not in direct contact with skin on the leg, we found the leg skin microbiome changes in response to smoking, and in a manner that is consistent with previous findings from different body sites. This further confirms systematic changes occurring across the human body in cigarette smokers. It also suggested the microbiome of distant body sites may be affected by smoking, hence pointing to the fact that extremely complex interactions between body locations or tissues are yet to be examined.

Menopause is currently diagnosed based on the symptoms, but a blood test to measure the hormone levels may be carried out for younger women. The power of predicting the onset of menopause through a simple scrub of the leg could be transformational to many women, as it points to the potential for a non-invasive diagnostic tool used as a condition monitor. Microbiome sequencing from vaginal swab samples found a similar composition of major vaginal bacteria at the genus level in pre- and post-menopausal women but with altered proportion (50). The previous study observed high levels of *Lactobacillus* (64.4%) in pre-menopausal women that were lower post-menopause (24.4%), replaced by *Prevotella* (11.4%) and *Streptococcus* (5.1%) among others. This reflects the observations here where *Lactobacillus* is most impactful when more abundant for predicting pre-menopause while *Prevotella* and *Streptococcus* are most impactful when more abundant for predicting post-menopause. Here the skin microbiome appears to reflect the vaginal microbiome closely which could explain its ability to explain menopausal status.

Furthermore, we investigated the possibility of overfitting when predicting the four phenotypes, as the Canada cohort includes time series samples from same subjects (1234 samples from 63 subjects). We mitigate this by performing both 5-fold cross validation and cross-validation by subject for each phenotype. The results from the two cross validation methods show that the models are not overfitting (see Supplementary Figure 5,7,8 respectively for 5-fold cross validation and cross validation by subject results). In particular, the results obtained in Supplementary Figure 8 show how the prediction performance does not dramatically decrease when predicting the phenotypes on unseen samples of a new subject and the average MAE or F1-score obtained are reasonably close to the one obtained with 5-fold cross validation.

In this study we investigated microbial taxa at genus level, however our EAI approach can be similarly applied to the investigation of changes at species or strain level. Moreover, while we performed a particular analysis with one bioinformatics pipeline (to identify genera and abundances from bacterial 16S rRNA gene sequencing), this approach extends to exploring how microbial features from shotgun metagenomic sequencing are impactful in predicting phenotypes. This would involve taking into account the entire genetic material of a microbial community (including fungi and viruses), providing insights related to genes and their associated biological functions. In general, the ability to predict specific phenotypes from non-invasive microbiome sampling can perform a similar revolutionary role as the collection and sequencing of human DNA from cheek swabs, which has powered the gathering of massive data sets and thus the genomic revolution in personalized medicine.

**Conclusion**

We developed an explainable AI (EAI) approach to predict phenotypes and explain the predictions in terms of changes in microbiome composition related to diverging phenotype values. The results presented in this study demonstrate the power of explainable AI in accurately predicting diverse phenotypes such as skin hydration, age and, surprisingly, menopausal and smoking status from the leg skin microbiome and in inferring microbial signatures associated with each phenotype. In addition, we investigated the application of the skin hydration model to a second cohort and compared predictive performance and explainability.

Our study focused on personalised care and wellbeing. However, it is straightforward to appreciate how this approach is broadly applicable in healthcare, representing an advancement in the deployment of microbiome-based and non-invasive diagnostics for practitioners (e.g. dermatologists) and in the design of personalised
treatments. Impactful future work will likely involve additional independent studies to investigate health-related phenotypes and how the explanations generalise across more populations. Our EAI approach will enable the community to expand and build on this initial work as the explanations may offer new insights into the complex interactions between microbes and their host, possibly leading to new interventions to adjust the microbiome for improved health outcomes.

Materials and Methods

Clinical design and data collection

Study participants
A total of 63 Canadian women between 21-65 years of age (average 52.71 years) took part in this double blind randomised, balanced application study, between April and July 2017. In addition, 102 women aged between 19-55 years (average 38.03 years) took part in a UK based study.

Key inclusion criteria included subjects being in good general health, not being pregnant or lactating and having intact non-diseased skin with minimal hair (on test sites). Key exclusion criteria included pregnancy or lactating mothers and use of moisturisers on the proposed test site 3 or more times per week. A full list of the inclusion and exclusion criteria can be found in Supplementary Notes.

Study Design
The study was carried out by an independent third party. Study visits include visual and instrumental assessments, as well as buffer scrub sampling. Additionally, subjects were asked to confirm their age, smoking and menopausal status at the start of the study. There was no conditioning (wash-out) phase required for this study.

Assessment of skin condition

Visual assessments of leg skin include dryness and erythema grading. Visual dryness assessments were made by an expert assessor with dryness scored on comparable scales from 0-6 (Canada) and 0-4 (UK) both with ½ point increments allowed. The descriptors for 0-4 skin condition in terms of severity are similar across scales. Instrumental assessments (Skicon\textsuperscript{TM}, corneometer, and pH) were taken following the visual assessments and a total combined acclimation period of a minimum 25 minutes to an environmental controlled room. The Skicon-200EX (IBS Co./AcaDerm) measures skin hydration by skin surface conductance, and for the Canada study a Corneometer CM 825 Courage+Khazaka) was used to measures skin hydration by capacitance (the skin’s ability to conduct a small electrical current). For logistical reasons the UK study used a Courage and Khazaka Multi-Probe Adaptor Corneometer (MPA 6) for the same purpose both instruments are widely used for this purpose and offer comparable function, performance and sampling area. Skin surface pH in the Canada study was measured using a pH meter (Courage+Khazaka).

The corneometer measurement was the most amenable for machine learning models (see Phenotype analysis in Supplementary Notes), therefore we focused on it in this study. Between 3 and 5 corneometer readings per test site were obtained and the probe was moved slightly (overlapping may occur) with each reading, but still within the site. Pressure on the skin surface was measured by means of a probe spring and was 3.5 Newtons onto the area measured. The area of skin in contact with the probe was 49 mm\(^2\).

Microbiome sampling

After all instrumental measurements, cup scrubs buffer washes were collected using the method of Williamson and Kligman\textsuperscript{(51)}. Using a sterile plastic disposable pipette 2.5 ml of buffer wash solution (PBS+0.1% Triton X-100) was aliquoted into the sampling ring and gently agitated for one minute with a sterile rod. The sampling fluid was collected using a sterile disposable pipette and placed into a sterile tube. The sampling procedure was repeated with another 2 ml aliquot of buffer wash material. After agitation, this aliquot was added to the first. Samples were frozen at -20 °C within 10 minutes until DNA extraction.

Skin microbiome samples were taken by the cup scrub method at four different points, with either one or two samples being taken on each leg, as described above. Samples were taken from the same individual at different time points giving an overall total of 1234 microbial samples from the 63 subjects.

DNA extraction

DNA extractions were carried out by QIAGEN (Germany). Frozen buffer scrub samples were allowed to thaw at room temperature and cell pellets sedimented by centrifugation at 13,000 rpm, 4°C for 10 minutes. Following removal of the supernatant the cell pellet was resuspended in 500µl TE buffer and transferred to a 96-well Lysing Matrix Plate B (MP Biomedicals, USA). Addition of 3µl of Ready-Lyse lysozyme (Epigenetics, 250U/µl) was followed by incubation with agitation at 300rpm, 37°C for 18 hours. Following lysis DNA was extracted and
purified using the QIAmp UCP DNA Micro Kit (Qiagen, Germany) following the manufacturer’s instructions. DNA was eluted into AUE buffer and frozen until processing for sequencing library preparation.

**NGS library preparation and sequencing**

Oligonucleotide primers targeting the V1-V2 hypervariable region of the 16S rRNA gene were selected. PCR primers (details in Supplementary Information) were a modified version of the standard 28F and 338R primers which contain additional recognition sequences to facilitate nested PCR to add Illumina sequencing adapters and index sequences to resulting amplicons. PCRs consisted of 0.25 μl (10 μM) of each primer, 10 μl of HotStar Taq Plus Mastermix (Qiagen), 5 μl of template DNA and 4.5 μl molecular grade water (Ambion, Thermofisher). Samples were amplified using the following parameters: 95°C for 5 minutes, then 10 cycles of: 94°C for 45 seconds, 65°C for 30 seconds, and 72°C for 60 seconds, with a final extension of 10 minutes at 72°C using a Dyad Thermocycler (MJ Research). PCR products were purified using Ampure SPRI Beads (Beckman Coulter, California, USA).

A second round PCR incorporated Illumina adapters containing indexes (i5 and i7) for sample identification utilising eight forward primers and twelve reverse primers each of which contained a separate barcode allowing up to 96 different combinations.

Second round PCRs consisted of 0.5 μl (10 μM) of each primer, 10 μl of 2 x Kapa Mastermix (Roche, Switzerland) and 9 μl of purified sample from the first PCR reaction. Samples were amplified using the following parameters: 98°C for 2 minutes, then 15 cycles of: 20 seconds at 95°C, 15 seconds at 65°C, 30 seconds at 70°C with a final extension of 5 minutes at 72°C. Samples were purified using AMPure SPRI Beads before being quantified using Qubit fluorimeter (Invitrogen, California, USA) and assessed using the Fragment Analyzer (Advanced Analytical Technologies, Iowa, USA). Resulting amplicon libraries were taken forward and pooled in equimolar amounts using the Qubit and Fragment Analyzer data and size selected on the Pippin prep (Sage Science, Massachusetts, USA) using a size range of 300–700 bps. The quantity and quality of each pool was assessed by Bioanalyzer (Agilent Technologies, California, USA) and subsequently by qPCR using the Illumina Library Quantification Kit (Kapa) on a Light Cycler LC480II according to manufacturer’s instructions (Roche, Switzerland). Each pool of libraries was sequenced on a flowcell of an Illumina HiSeq with 2 × 300 bp paired-end sequencing using v3 chemistry (Illumina, California, USA).

**Informatics processing**

The sequence data were processed as follows. Illumina adapters and PCR primers used for initial 16S rRNA gene amplification were removed from each fragment using Cutadapt version 1.14(52). Sickle version 1.33(53) was used to quality trim DNA reads using a minimum quality value of 28. Reads shorter than 100 bp following quality trimming were discarded. If a read was discarded during this process its corresponding pair was also discarded. Reads passing filtering were merged using PANDAseq(54) version 2.9 to generate overlapping contigs with a minimum overlap of 20 bp and a minimum amplicon length of 200 bp. The resulting overlapped reads were de-replicated using VSEARCH version v1.9.6(55) and searched against a BLAST database composed of the HOMD, HOMD extended and Greengenes sequences (HOMDEXTGG) described by Al-Hebshi et al(37). Taxonomic classification was then performed as previously described(56) at 99% identity across 98% of the read length. Reads not classified by this process were discarded. Reads were marked unresolved when there was no agreement between the databases they were compared against. This process resulted in 1260 taxonomically classified operational taxonomic units (OTUs). The resulting classification table and associated representative sequences, selected as the most abundant sequence for each classified taxon, were used as inputs for QIIME(36)(57) (Quantitlite Insights into Microbial Ecology) version 1.9.1.

The microbial sequence count table and metadata, in biom file format, was loaded into the calour library(58). The loading process filtered out samples with fewer than 1000 reads and then rescaled each sample to have its counts sum up to 1000 (by dividing each feature frequency by the total number of reads in the sample and multiplying by 1000). After loading, the data underwent two rounds of filtering and the remaining features were collapsed at the genus level. The first round of filtering removed low-abundance features (OTUs with total count less than 10 across samples). The second filter removed OTUs with low prevalence (features occurring in <1% of the samples). The values for three bacterial genera that had been identified as contaminants, *Burkholderia*, *Dietzia*, *Mycobacterium*, were removed. After filtering and collapsing the OTUs at genus level we obtained a total of 186 OTUs and 1234 samples that were used in subsequent analyses.

**Phenotype correlations, sample visualization, and feature ranking by statistical tests**

Pairwise phenotype correlations were computed by Pearson’s correlation. Each subject only contributed once for each correlation measure, for corneometer the median of measured values per subject was used. Pairwise sample distances were computed with Spearman distance between feature (genus) vectors per sample. Multidimensional scaling was applied to project the distances into two-dimensional sample representations for visualization.
Statistical tests were applied to rank features as follows. For the binary phenotypes (smoking and menopause status), a two-sample t-test was applied independently to each feature vector vs. the phenotype vector, and features were ordered by p-value from most to least significant. For age and corneometer, Pearson’s correlation between each feature and phenotype was applied, and features were ordered by absolute value of the correlation. When there were multiple measures of corneometer per subject, the median value was used.

**Explainable AI approach**

The first step in our EAI approach, shown in Figure 5, consists of pre-processing and filtering the OTU table as described in the section above. Next, the ML models are defined depending on the prediction task: regression for predicting skin hydration and age; classification for predicting menopausal and smoking status. We split the dataset in two parts, 80% for training and 20% for testing. For each prediction task, the hyperparameters of each ML model are tuned performing 5-fold cross validation (CV) on the training dataset. Once the best hyperparameters have been selected, each tuned model is trained and tested. The last two steps of our approach consist of selecting a subset of samples, exemplars, in the test set and applying explainability methods to interpret and explain the predictions made by the trained models on those exemplars.

![Figure 5. Outline of our EAI approach.](image)

**Explainability of the predictions and exemplar selection process**

Examining the ML models for explanations of their predictions is an important active field of research. As tree-based methods are more directly interpretable, recent research is focused on inspecting neural networks to try to ascertain the importance of each feature’s contribution to the prediction. Work such as DeepLIFT(59), DeepExplain(60), and SHapley Additive exPlanations (SHAP)(20) inspect the gradients of the models to determine the impact of different features. To investigate the mechanisms underlying the predictions, we used SHAP for its ability to work with any machine learning model, such as XGBoost and RF, not just neural networks. SHAP combines game theory with local explanation enabling accurate interpretations on how the model predicted a particular value for a given sample. The explanations are called *local explanations* and reveal subtle changes and interrelations that are otherwise missed when these differences are averaged out. Local explanations allow the inspection of samples that have extreme phenotypes values, e.g. very hydrated skin or very dry skin.

In order to ensure robust explanations, we selected *exemplar samples or exemplars* i.e., samples in the test set for which the predictions lie very close to the actual measured values. More precisely, for regression tasks (corneometer and age prediction) we selected as exemplars the samples in the test dataset for which predictions were < 10% different from the actual values. For classification tasks (smoking and menopausal status prediction) we selected samples that were correctly classified. The exemplars were then examined using SHAP to assess how well the genera considered most impactful by the ML models matched existing biological knowledge. More precisely, we applied SHAP to the set of exemplars and obtained the list of features (microbial genera) in decreasing order of impact (i.e., SHAP absolute mean value), so that genera at the top were the most impactful in predicting the given phenotype.

As the set of exemplars differs depending on the chosen test set, we performed 5-fold cross validation for each ML model. For each genus, we computed the average SHAP impact over the 5 folds (corresponding to 5 different exemplar sets) and we re-ordered the list of genera based on their average SHAP impact in descending order. This gave us a robust ordered list of impactful genera for each model (RF, XGBoost and NN). Finally, we took the average SHAP impact of each genus over the three lists computed at the previous step and re-ordered once again...
all the genera based on their resulting impact. In this way we cross-validated SHAP results obtaining a single and robust consensus ranked list of impactful genera representing an agreement of the three models (see Figure 5). Note that the average number of samples in the test set was 247 across 5-fold cross validation, while the average number of exemplars in the age model was 190 and 66 in the corneometer model. The average number of exemplars in the menopausal classification was 225, while the average number of exemplars in the smoking model was 223. Finally, we applied the kneedle algorithm(31) (https://github.com/arvkevi/kneed – with the parameters curve='convex', direction='decreasing', interp_method='polynomial') to find a plateau in the SHAP impact curve for the consensus list of impactful genera. We then examined the top $x$ impactful features, where $x$ is the knee point representing the beginning of the plateau. To assign a direction of impact for each genus, we computed the average SHAP impact (without taking its absolute value) of the top 20% of exemplar samples for which the genus was most abundant. For each genus and each ML model in our bag of models, we examined the sign of the SHAP impact averaged across 5 folds. A positive sign indicates that the genus had a positive impact in predicting a phenotype value when it was more abundant in the microbiome, while a negative sign indicated that the genus has a negative impact on the prediction when higher in abundance in the microbiome. We then assigned a direction to the impact of the genus under analysis if it was consistent across the three models. The results of this process for the four phenotypes are visualized in Figures 2(a-d). All the insights obtained across phenotypes are summarised in Table 2.

**Machine learning models**

We evaluated the application of three machine learning models - random forest (RF)(17), XGBoost(18) and neural network (NN) (19) - for predicting the four different phenotypes from microbial genus count tables. We developed our neural network using TensorFlow(61) to construct a multilayer perceptron (MLP). The MLP architecture is shown in Supplementary Figure 19. We optimised the parameters of the neural network’s architecture using a Bayesian optimization algorithm(62). The input layer contains the same number of neurons as the number of features in the input data (186 neurons). The input layer is followed by a batch normalisation layer with rectifying linear unit (ReLU) activation function. This is followed by 4 blocks, where each block contains a batch normalisation layer, a fully connected layer with 100 neurons, followed by ReLU activation function. The penultimate layer is a dropout layer (we used 40% dropout). The final layer is either one neuron in the case of regression for corneometer and age prediction, or a softmax layer in the case of classification tasks, with as many neurons as there are classes. The model was trained in batches of 80 samples. To further aid generalization of the neural network we applied early stopping, i.e. training is stopped when the performance on validation data does not improve, to avoid overfitting. To evaluate the results on the validation set, for regression we used the mean absolute error (MAE) and for classification we used the F1-score. We also used plateau detection to incrementally reduce the learning rate to enhance the optimisation. The initial learning rate was 0.001 and RMSprop (rmsprop) optimizer was used to optimize the network. Moreover, RF and XGBoost were both tuned using the training dataset, for the different classification and regression tasks, by performing 200 iterations of a random search to select the best hyperparameters. Once tuned, the three models (RF, XGBoost and NN) were trained on training data and the applied to test data. Performances on the test set were compared by looking at the lowest MAE for regression tasks (corneometer and age prediction) and the highest F1-score for classification tasks (smoking and menopausal status). Supplementary Figures 5 and 7 show a summary of the prediction performances of the three models on the test set and after 5-fold cross validation (CV).

To examine the stability and the generalisability of our models on unseen data we implemented cross validation by subject. We performed this for the Canada cohort that includes 1234 samples from 63 subjects. The cross validation consists of training each model with the samples from 62 subjects and subsequently making predictions with the trained model on the unseen samples of the 63rd subject. This process is repeated 63 times. See Supplementary Figure 8 for performance results.

**Glossary of Terms**

AI: artificial intelligence
CV: cross validation
EAI: explainable artificial intelligence
ML: machine learning
MLP: multilayer perceptron
NN: neural network
OTUs: Operational Taxonomy Unit
RF: random forest
SHAP: SHapley Additive exPlanations

**Declarations**
Ethical approval and consent to participate
Written informed consent was obtained from all enrolled individuals. The study protocol was reviewed and approved by Chesapeake IRB, an independent ethics committee. The methods and protocol were carried out in accordance with the approved ICH/GCP guidelines.

Consent for publication
All authors have consented to this publication.

Availability of data and material
The sequencing data used in this study will be made publicly available upon publication.

Competing Interests
The authors were employed by private or academic organizations as described in the author affiliations at the time this work was completed.

Funding
This work was supported by the STFC Hartree Centre’s Innovation Return on Research programme, funded by the Department for Business, Energy & Industrial Strategy. Part of the work was carried out by SH and CS during their internship with IBM Research.

Authors’ Contribution
AC conceived the project. AC and SM made technical contributions to the machine learning, data analysis and biological insights. EPK made technical contributions to the machine learning and data analysis. NH contributed to the project design, data analysis and biological insights. MH, BM, SH, AM, JT and JK provided the data and contributed to the data analysis and biological understanding. CS contributed to the machine learning. LJG, MW, WR and LP made contributions to the biological understanding and insights. All authors contributed to the preparation and writing of the manuscript.

Acknowledgments
We thank Dr Fausto Martelli, Dr Jason Crain, Dr Nicolas Galichet and Dr Martyn Spink for their support, the useful discussions and their valuable advises.

Authors’ information
Not applicable

References
1. G. R. Gibson, et al., Expert consensus document: The International Scientific Association for Probiotics and Prebiotics (ISAPP) consensus statement on the definition and scope of prebiotics. *Nat. Rev. Gastroenterol. Hepatol.* 14, 491–502 (2017).

2. S. K. Shukla, N. S. Murali, M. H. Brilliant, Personalized medicine going precise: from genomics to microbiomics. *Trends Mol. Med.* 21, 461–462 (2015).

3. H. Soueidan, M. Nikolski, Machine learning for metagenomics: methods and tools. *Metagenomics* 1 (2017).

4. E. M. Ross, P. J. Moate, L. C. Marett, B. G. Cocks, B. J. Hayes, Metagenomic Predictions: From Microbiome to Complex Health and Environmental Phenotypes in Humans and Cattle. *PLoS ONE* 8, e73056 (2013).

5. F. H. Karlsson, et al., Gut metagenome in European women with normal, impaired and diabetic glucose control. *Nature* 498, 99–103 (2013).
6. E. Pasolli, D. T. Truong, F. Malik, L. Waldron, N. Segata, Machine Learning Meta-analysis of Large Metagenomic Datasets: Tools and Biological Insights. *PLOS Comput. Biol.* 12, e1004977 (2016).

7. E. Asgari, K. Garakani, A. C. McHardy, M. R. K. Mofrad, MicroPheno: predicting environments and host phenotypes from 16S rRNA gene sequencing using a k-mer based representation of shallow sub-samples. *Bioinformatics* 34, i32–i42 (2018).

8. W. P. Rowe, *et al.*, Streaming histogram sketching for rapid microbiome analytics. *Microbiome* 7, 40 (2019).

9. A. P. Carriero, W. Rowe, M. Winn, E. O. Pyzer-Knapp, A Fast Machine Learning Workflow for Rapid Phenotype Prediction from Whole Shotgun Metagenomes. 6.

10. Y.-H. Zhou, P. Gallins, A Review and Tutorial of Machine Learning Methods for Microbiome Host Trait Prediction. *Front. Genet.* 10, 579 (2019).

11. S. Subramanian, *et al.*, Persistent gut microbiota immaturity in malnourished Bangladeshi children. *Nature* 510, 417–421 (2014).

12. D. Knights, L. W. Parfrey, J. Zaneveld, C. Lozupone, R. Knight, Human-Associated Microbial Signatures: Examining Their Predictive Value. *Cell Host Microbe* 10, 292–296 (2011).

13. W. J. Murdoch, C. Singh, K. Kumbier, R. Abbasi-Asl, B. Yu, Definitions, methods, and applications in interpretable machine learning. *Proc. Natl. Acad. Sci.* 116, 22071–22080 (2019).

14. E. Prifti, *et al.*, Interpretable and accurate prediction models for metagenomics data. *GigaScience* 9, giaa010 (2020).

15. E. Bogart, R. Creswell, G. K. Gerber, MITRE: inferring features from microbiota time-series data linked to host status. *Genome Biol.* 20, 186 (2019).

16. C. S. Casimiro-Soriguer, C. Loucera, M. Peña-Chilet, J. Dopazo, “Interpretable machine learning analysis of functional metagenomic profiles improves colorectal cancer prediction and reveals basic molecular mechanisms.” (In Review, 2020) https://doi.org/10.21203/rs.2.21634/v1 (July 2, 2020).

17. Tin Kam Ho, Random decision forests in *Proceedings of 3rd International Conference on Document Analysis and Recognition*, (IEEE Comput. Soc. Press, 1995), pp. 278–282.

18. T. Chen, C. Guestrin, XGBoost: A Scalable Tree Boosting System in *Proceedings of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining - KDD ’16*, (ACM Press, 2016), pp. 785–794.

19. S. S. Haykin, *Neural networks: a comprehensive foundation*, 2nd ed (Prentice Hall, 1999).

20. S. M. Lundberg, S.-I. Lee, A Unified Approach to Interpreting Model Predictions. 10.

21. E. Sohn, Skin microbiota’s community effort. *Nature* 563, S91–S93 (2018).

22. A. York, Skin microbiome relieves an itch. *Nat. Rev. Microbiol.* 17, 399–399 (2019).

23. E. A. Grice, J. A. Segre, The skin microbiome. *Nat. Rev. Microbiol.* 9, 244–253 (2011).

24. A. L. Byrd, Y. Belkaid, J. A. Segre, The human skin microbiome. *Nat. Rev. Microbiol.* 16, 143–155 (2018).
25. K. R. Chng, et al., Whole metagenome profiling reveals skin microbiome-dependent susceptibility to atopic dermatitis flare. *Nat. Microbiol.* **1**, 16106 (2016).

26. E. A. Grice, et al., Topographical and Temporal Diversity of the Human Skin Microbiome. *Science* **324**, 1190–1192 (2009).

27. B. Dréno, et al., Microbiome in healthy skin, update for dermatologists. *J. Eur. Acad. Dermatol. Venereol.* **30**, 2038–2047 (2016).

28. A. Bouslimani, et al., The impact of skin care products on skin chemistry and microbiome dynamics. *BMC Biol.* **17**, 47 (2019).

29. H. H. Kong, et al., Temporal shifts in the skin microbiome associated with disease flares and treatment in children with atopic dermatitis. *Genome Res.* **22**, 850–859 (2012).

30. J. Serup, B. E. Jemec, G. L. Grove, Eds., *Handbook of non-invasive methods and the skin*, 2nd ed (CRC/Taylor & Francis, 2006).

31. V. Satopaa, J. Albrecht, D. Irwin, B. Raghavan, Finding a “Kneedle” in a Haystack: Detecting Knee Points in System Behavior in 2011 31st International Conference on Distributed Computing Systems Workshops, (IEEE, 2011), pp. 166–171.

32. S. Fitz-Gibbon, et al., Propionibacterium acnes Strain Populations in the Human Skin Microbiome Associated with Acne. *J. Invest. Dermatol.* **133**, 2152–2160 (2013).

33. A. Statnikov, et al., Microbiomic Signatures of Psoriasis: Feasibility and Methodology Comparison. *Sci. Rep.* **3**, 2620 (2013).

34. NISC Comparative Sequencing Program, et al., Biogeography and individuality shape function in the human skin metagenome. *Nature* **514**, 59–64 (2014).

35. S. Mukherjee, et al., Sebum and Hydration Levels in Specific Regions of Human Face Significantly Predict the Nature and Diversity of Facial Skin Microbiome. *Sci. Rep.* **6**, 36062 (2016).

36. The Human Microbiome Project Consortium, et al., Structure, function and diversity of the healthy human microbiome. *Nature* **486**, 207 (2012).

37. N. N. Al-Hebshi, A. T. Nasher, A. M. Idris, T. Chen, Robust species taxonomy assignment algorithm for 16S rRNA NGS reads: application to oral carcinoma samples. *J. Oral Microbiol.* **7**, 28934 (2015).

38. S. Huang, et al., Human Skin, Oral, and Gut Microbiomes Predict Chronological Age. *mSystems* **5**, e00630-19, /msystems/5/1/msys.00630-19.atom (2020).

39. N. Shibagaki, et al., Aging-related changes in the diversity of women’s skin microbiomes associated with oral bacteria. *Sci. Rep.* **7**, 10567 (2017).

40. E. Jacobsen, et al., Age-related changes in sebaceous wax ester secretion rates in men and women. *J. Invest. Dermatol.* **85**, 483–485 (1985).

41. N. J. Raine-Fenning, M. P. Brincat, Y. Muscat-Baron, Skin Aging and Menopause: Implications for Treatment. *Am. J. Clin. Dermatol.* **4**, 371–378 (2003).

42. S. Tschudin-Sutter, R. Frei, M. Weisser, D. Goldenberger, A. F. Widmer, Actinobaculum schaalii-invasive pathogen or innocent bystander? A retrospective observational study. *BMC Infect. Dis.* **11**, 289 (2011).
43. A. Ali, J. Botha, R. Tiruvoipati, Fatal skin and soft tissue infection of multidrug resistant Acinetobacter baumannii: A case report. *Int. J. Surg. Case Rep.* 5, 532–536 (2014).

44. A. Morita, “Tobacco Smoke and Skin Aging” in *Textbook of Aging Skin*, M. A. Farage, K. W. Miller, H. I. Maibach, Eds. (Springer Berlin Heidelberg, 2016), pp. 1–7.

45. L. Biedermann, *et al.*, Smoking Cessation Induces Profound Changes in the Composition of the Intestinal Microbiota in Humans. *PLoS ONE* 8, e59260 (2013).

46. L. Biedermann, *et al.*, Smoking Cessation Alters Intestinal Microbiota: Insights from Quantitative Investigations on Human Fecal Samples Using FISH. *Inflamm. Bowel Dis.* 20, 1496–1501 (2014).

47. E. S. Charlson, *et al.*, Disordered Microbial Communities in the Upper Respiratory Tract of Cigarette Smokers. *PLoS ONE* 5, e15216 (2010).

48. E. Scotti, *et al.*, Exploring the microbiome in health and disease: Implications for toxicology. *Toxicol. Res. Appl.* 1, 239784731774188 (2017).

49. J. Wu, *et al.*, Cigarette smoking and the oral microbiome in a large study of American adults. *ISME J.* 10, 2435–2446 (2016).

50. J. Si, H. J. You, J. Yu, J. Sung, G. Ko, Prevotella as a Hub for Vaginal Microbiota under the Influence of Host Genetics and Their Association with Obesity. *Cell Host Microbe* 21, 97–105 (2017).

51. P. Williamson, A. M. Kligman, A new method for the quantitative investigation of cutaneous bacteria. *J. Invest. Dermatol.* 45, 498–503 (1965).

52. M. Martin, Cutadapt removes adapter sequences from high-throughput sequencing reads. *EMBnet.journal* 17, 10 (2011).

53. F. JN. Joshi NA., *Sickle: A sliding-window, adaptive, quality-based trimming tool for FastQ files* (2011).

54. A. P. Masella, A. K. Bartram, J. M. Truszkowski, D. G. Brown, J. D. Neufeld, PANDAseq: paired-end assembler for illumina sequences. *BMC Bioinformatics* 13, 31 (2012).

55. T. Rognes, T. Flouri, B. Nichols, C. Quince, F. Mahé, VSEARCH: a versatile open source tool for metagenomics. *PeerJ* 4, e2584 (2016).

56. T. Chen, *et al.*, The Human Oral Microbiome Database: a web accessible resource for investigating oral microbe taxonomic and genomic information. *Database* 2010, baq013–baq013 (2010).

57. J. G. Caporaso, *et al.*, QIIME allows analysis of high-throughput community sequencing data. *Nat. Methods* 7, 335–336 (2010).

58. Z. Z. Xu, *et al.*, Calour: an Interactive, Microbe-Centric Analysis Tool. *mSystems* 4, e00269-18 (2019).

59. A. Shrikumar, P. Greenside, A. Kundaje, Learning Important Features Through Propagating Activation Differences. 9.

60. M. Ancona, E. Ceolini, C. Öztireli, M. Gross, Towards better understanding of gradient-based attribution methods for Deep Neural Networks. *ArXiv171106104 Cs Stat* (2017) (July 19, 2019).

61. M. Abadi, *et al.*, TensorFlow: A system for large-scale machine learning. 21.
62. D. Jasrasaria, E. O. Pyzer-Knapp, “Dynamic Control of Explore/Exploit Trade-Off in Bayesian Optimization” in Intelligent Computing, K. Arai, S. Kapoor, R. Bhatia, Eds. (Springer International Publishing, 2019), pp. 1–15.