Context sensitivity in the detection of changes in facial emotion
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In social contexts, reading subtle changes in others’ facial expressions is a crucial communication skill. To measure this ability, we developed an expression-change detection task, wherein a series of pictures of changes in an individual’s facial expressions within contextual scenes were presented. The results demonstrated that the detection of subtle changes was highly sensitive to contextual stimuli. That is, participants identified the direction of facial-expression changes more accurately and more quickly when they were ‘appropriate’—consistent with the valence of the contextual stimulus change—than when they were ‘inappropriate’. Moreover, individual differences in sensitivity to contextual stimuli were correlated with scores on the Toronto Alexithymia Scale, a commonly used measure of alexithymia tendencies. These results suggest that the current behavioural task might facilitate investigations of the role of context in human social cognition.

Facial expressions that convey emotional information in communication is an important topic in the scientific study of emotion. In particular, extensive research in the area of emotion has been conducted on the recognition of facial expressions; that is, the identification and discrimination between emotions using facial expressions as cues1–4. Additionally, during actual communication, the meaning of facial expressions must be determined by considering the situational background/context.

Indeed, the relationship between the recognition of facial expressions and its background/context has been investigated extensively from diverse perspectives, using behavioural, physiological, and neuroimaging techniques. For example, the identification of emotions associated with facial expressions has been reported to be significantly affected by contextual inputs, which include body postures5–7, voices8,9, background scenes10,11, and words12,13. Moreover, the influence of context is inevitable and persists even when subjects are instructed to ignore such information7. However, because these studies focused on the integration of multi-modal sensory stimuli, the temporal aspect of context, i.e. the relationship between contextual information and the resulting changes in others’ emotional states, was considered as being outside their scope.

The temporal aspect of context in the recognition of emotion has been investigated extensively using a well-established experimental paradigm of mood-congruent/affective priming effects14–17. Affective priming is a phenomenon in that the evaluation of a positive or negative target preceded by a valence-congruent prime (i.e. positive prime–positive target or a negative prime–negative target) are faster and more accurate compared to an incongruent prime (i.e., positive prime–negative target or negative prime–positive target)14–17. According to the prevailing theory, affective priming effects emerge because the affective prime activates the memory representation of the affectively-related target, resulting in a faster and more accurate response to the target with the same emotional valence14,15,17.

Although such processes may play a crucial role in the integration of temporal context in emotion recognition, in everyday life, matching between a preceding stimulus and a following stimulus is not enough for...
the integration of temporal context in emotion recognition. For example, an individual might show a facial expression indicating extreme happiness upon receiving a gift, but after opening the wrapping, this expression might shift to indicate slight happiness. Even though the individual's facial expression still can be identified as a positive emotion, the transition from very happy to slightly happy might suggest a negative shift in emotion: he/she might be a little disappointed by the gift. In such situations, rather than a valence, the direction of change in facial expression associated with a context has a crucial meaning. Indeed, recent studies have emphasised the importance of the change in direction of facial expression in emotion recognition\(^\text{18,19}\). These studies found that video-clips of dynamically changing facial expressions can induce the anticipatory process of facial expression change, and this anticipatory process might be involved in mindreading mechanisms, such as theory of mind\(^\text{19}\).

In addition to the ability to read 'changes' in others' facial expressions, the meanings of changes in facial expression must be determined by integrating the situational background/context. Moreover, the critical role of background/context information in social communication implies that impaired recognition of emotion, resulting from poor integration of contextual information might be related to mental disorders, including autism spectrum disorders (ASD) and alexithymia, which involve impairments in describing and identifying emotions\(^\text{20,21}\).

However, an experimental paradigm to investigate the mechanism underlying the integration of contextual information in the recognition of changes in facial expressions has not yet been fully explored. In order to address this issue, the current study aimed to develop a novel behavioural task to measure the effect of contextual information on the recognition of changes in facial expression. Additionally, we investigated the relationship between the ability to identify/describe emotions and individual differences in emotion recognition with contextual information.

Methods
Participants. The participants consisted of twenty university students (10 females and 10 males age: \(M \pm SD = 20.0 \pm 3.5\) years). All participants were native Japanese speakers, with normal or correct-to-normal eyesight, and no history of mental or neurological illness. Prior to their enrolment in the study, all participants signed an informed consent form. All of the experiments were carried out in accordance with the guidelines and regulations of Japan's Ministry of Health, Labour and Welfare. The protocol used to collect and analyse the data was approved by the University of Tokyo Ethics Committee (#231-2).

Stimulus materials and task procedure. Figure 1 depicts the task design. In each trial, a central fixation cross was presented for 500 ms, followed by successive presentations of a pre-face (250 ms), a context scene (1000 ms), and a post-face (250 ms), each with a 250-ms interval. Participants were required to identify quickly and accurately, the direction (positive/negative) of facial expression changes between the pre- and post-faces, by pressing a button (e.g. the left button for a negative change and right button for a positive change).

The faces of eight individuals depicting emotions (4 male and 4 female Japanese models), from the Advanced Telecommunications Research (ATR) facial expression database\(^\text{22}\), were used as facial stimuli. The ATR facial expression database provides a set of facial-expression photos of Japanese models as experimental stimuli for academic studies. The quality of the images and the intensity of each type of facial expression has been standardised and clarified through psychological evaluations\(^\text{22}\). Continua of facial expressions with changes in emotional valence were created using a morphing software program\(^\text{23}\). Prototypical facial expressions of happy and fearful faces were selected as the endpoints of the facial expressions continuum to represent emotional valence-based continua. A fearful face was used because a fearful expression is more suitable as a response to the contents of a scene with a negative context (see below) rather than a sad or angry expression. In addition, morphed images of fearful and happy expressions were used in several studies to represent valence-based continua with similar arousal levels\(^\text{1–4}\). For each model, facial images were morphed into seven in-between steps from happy to fearful. Of these, six images (besides the faces at both ends) were used as task stimuli and were referred to as ‘face-1’–‘face-6’.

Figure 1. Schematic of the trial sequences and the three experimental conditions. Sample pictures of facial and emotional-context images were used in this figure to avoid using images from the ATR facial expression database and IAPS, which were used in the study. Permission to use of the drawings in this figure was obtained from Taiki Kobayashi for publication under an Open Access license.
The degree of physical change in the faces in the continua were similar to those used in the discrimination tasks in previous studies\(^1\). Eight continua of facial expressions were created using prototypical facial expressions of the eight models. This served to diversify the features in the stimulus set. Based on the brightness distributions, we confirmed that low-level visual features were similar among the morphed facial images (Supplementary Table S1).

Pairs of faces (pre- and post-faces), one or two steps apart on the continuum (e.g., from face-1 to face-3, from face-5 to face-4, etc.) were selected to produce four conditions of physical distance between the facial pairs (from −2 steps to +2 steps apart on the continuum) as the 'distance' variable. Two conditions of the 'category' variable were used: pairs of faces between the centre of the continuum (between face-3 and face-4) were considered cross-category pairs, and those from the periphery of the facial expression continuum were considered as within-category pairs.

Contextual scenes were inserted between the two facial images. Scene images were selected from the International Affective Picture System (IAPS)\(^2\). From the IAPS, ten pleasant and ten unpleasant scenes were selected, such as images of a lot of money and fireworks for positive images, and images of an injection and a traffic accident for negative images. The average valence and arousal levels of the positive images were 7.73 ± 0.26 and 5.09 ± 0.75, and the average valence and arousal levels of negative images were 2.64 ± 0.55 and 6.07 ± 0.66. The full list of the slide numbers and detailed descriptions used in the current study are presented in Supplementary Table S2. For the control condition, each set of affective images were shuffled to ensure that the images were meaningless.

Based on the combinations between the direction of changes in facial expression (positive/negative) and emotional valence of the inserted contextual images, three conditions of the 'congruency' variable were used. (1) In the congruent condition, the direction of the facial expression change and valence of the contextual image were consistent. The relationship between the facial expression change and contextual information matched those observed in everyday life (‘appropriate’ facial expression changes). (2) In the incongruent condition, the direction of changes and valence of the inserted image were inconsistent (‘inappropriate’ facial expression changes). (3) The control condition included the shuffled meaningless images. However, congruency differed from the usual associations in the semantic/emotional-priming paradigm: for example, in the current study, a transition from very happy to slightly happy was a negative shift even though both faces’ emotional valences were positive, implying that its association with a negative scene was congruent.

As a result, there were 24 (3 'congruency' × 2 'category' × 4 'distance') conditions. The experiment consisted of 240 trials separated into 5 blocks, in which each condition appeared twice. The order of condition for each task was pseudorandomised, and facial models and contextual scenes were randomly selected from the stimulus pool (10 positive, 10 negative, and 20 meaningless images).

**Data analysis.** Although morphed images of the facial expressions were used, the participants task was to detect the direction of the changes from the first facial image to the second facial image. Thus, the correct answer for each trial was explicitly defined. The mean values of the rate of correct responses and the median reaction time (RT) per participant were used in the data analyses. Repeated-measures ANOVAs were conducted for congruency, category, and distance variables. All post hoc multiple comparisons were performed using Shaffer’s modified sequentially rejective Bonferroni procedure\(^3\). The level of statistical significance was set at \(p < 0.05\).

**Results**

**Rate of correct responses.** The \(3 \times 2 \times 4\) repeated-measures ANOVA on the mean correct response rate revealed a significant main effect of congruency \(F(2, 38) = 11.8, p < 0.01\), category \(F(1, 19) = 39.77, p < 0.01\), and distance \(F(1, 19) = 123.28, p < 0.01\). Regarding the main effect of congruency, multiple comparisons revealed that the rate of correct responses was significantly higher in the congruent condition compared to the control \(p < 0.01\) and incongruent \(p < 0.01\) conditions, and it was significantly lower in the incongruent condition \(p < 0.01\) than in the control condition (Fig. 2a), indicating that the detection of subtle changes in facial expressions was highly sensitive to contextual stimuli.

Regarding the main effect of category, the correct response rate was significantly higher in the cross-category condition than the within-category condition (Fig. 2b), suggesting that changes in facial expressions were perceived more precisely when the facial pairs were selected across emotion categories than from the ends of the facial expression continuum, even though the degree of physical changes of both were assumed to be identical. In addition, the main effect of distance indicated that the correct response rate was significantly higher in the distant-pair condition than in the close-pair condition (Fig. 2c), demonstrating that larger changes in facial expression were easier to detect than smaller changes.

The repeated-measures ANOVA also yielded a significant interaction between congruency and category \(F(2, 38) = 4.17, p < 0.05\) and a marginally significant interaction between congruency, category, and distance \(F(2, 38) = 2.77, p < 0.10\). To investigate the significance of the interaction between congruency and category, simple main effects analyses were performed. A significant simple main effect of category type on the congruent condition \(F(1, 19) = 8.17, p < 0.05\), control condition \(F(1, 19) = 23.46, p < 0.01\), and incongruent condition \(F(1, 19) = 33.31, p < 0.01\) were found. In addition, there was a significant simple main effect of congruency type on the cross-category condition \(F(2, 38) = 5.25, p < 0.01\) and within category condition \(F(2, 38) = 14.73, p < 0.01\). Multiple comparisons of the effect of congruency type in the cross-category condition showed no significant differences among the congruent, control, and incongruent conditions. However, in the within-category condition, the rate of correct responses was significantly higher in the congruent condition compared to the control \(p < 0.01\) and incongruent conditions \(p < 0.01\), and it was significantly lower in the incongruent condition than in the control condition \(p < 0.01\) (Fig. 3).
These results indicated that the congruency effect was diminished in the cross-category condition compared to the within-category condition. However, this difference was difficult to distinguish from the influence of task difficulty, depending on the category type. Thus, the significant interaction between congruency and category may be attributable to the ceiling effect in the cross-category condition (the relatively easier condition).

**Reaction time (RT).** The $3 \times 2 \times 4$ repeated-measures ANOVA of the mean RTs revealed a significant main effect of congruency ($F (2, 38) = 10.63, p < 0.01$), category ($F (1, 19) = 5.21, p < 0.05$), and distance ($F (1, 19) = 7.80, p < 0.05$). Regarding the main effect of congruency, multiple comparisons revealed that the RT was significantly shorter in the congruent condition compared to the control ($p < 0.01$) and incongruent ($p < 0.05$) conditions (Fig. 4a). Similar to the rate of correct responses, the RT showed that the detection of subtle changes in facial expressions was highly sensitive to context.

Regarding the main effect of category, the RT was significantly shorter in the cross-category condition than in the within-category condition (Fig. 4b). In addition, the main effect of distance indicated that the RT was significantly shorter in the distant-pair condition than in the close-pair condition (Fig. 4c). These observations consistently indicated that changes in facial expression were perceived more quickly when the facial pairs were selected among the emotion categories than from the ends of the facial expression continuum, and that larger changes in facial expression were more quickly detected than were smaller changes.

The repeated-measures ANOVA also yielded a significant interaction between congruency and distance ($F (2, 38) = 10.63, p < 0.01$) and a marginally significant interaction between congruency and category ($F (2, 38) = 2.81, p < 0.10$). To investigate the significance of the interaction between congruency and distance, simple
main effects analyses were performed. The analyses showed a significant simple main effect of distance type on the control condition ($F(1, 19) = 11.72, p < 0.01$). There were no significant simple main effects of distance on the congruent and incongruent conditions. However, there was a significant simple main effect of congruency type on the close-pair condition ($F(2, 38) = 12.08, p < 0.01$) and distant-pair condition ($F(2, 38) = 5.73, p < 0.01$). Multiple comparisons of the effect of congruency type in the close-pair condition found that the RT was significantly longer in the control condition compared to the congruent ($p < 0.01$) and incongruent ($p < 0.01$) conditions. In the distant-pair condition, however, the RT was significantly shorter in the congruent condition compared to the control ($p < 0.05$) and incongruent ($p < 0.05$) conditions (Fig. 5).

**Ability to identify/describe emotions.** We also investigated the relationship between individual differences in the ability to identify/describe emotions and emotion recognition with contextual information. The ability to identify/describe emotions was evaluated using the Toronto Alexithymia Scale (TAS-20), a commonly used measure of alexithymia tendency. As measures of individual differences in sensitivity to contextual stimuli, the differences in the proportion correct between the congruent and incongruent conditions (congruency effect) on the within-category condition was tested. This analysis was based on the finding that the effect of context was diminished in the cross-category condition. In addition, based on the possibility of a ceiling effect in the cross-category trial, we assumed that the congruency effect in the most difficult conditions might be a more accurate indicator of individual differences. Based on this assumption, we also tested the congruency effect on the within-category and close-pair trials (assumed to be the most difficult conditions) as measures of individual differences in sensitivity to contextual stimuli.
The congruency effect on the within-category condition showed a marginally significant negative correlation with the TAS scores ($r = -0.57$, $p < 0.1$; Supplementary Figure S1a); however, the congruency effect on the within-category and close-pair conditions showed a significant negative correlation with the TAS scores ($r = -0.57$, $p < 0.01$; Fig. 6a). On the other hand, the congruency effect and the performance of the control (without-context) condition showed no significant correlation (Fig. 6b), and the TAS scores were not significantly correlated with task performance in the control condition (Fig. 6c), in the within-category condition and in the within-category and close-pair condition (Supplementary Figures S1b and S1c).

**Discussion**

This study found that the detection of subtle changes in facial expression was highly sensitive to contextual stimuli. That is, participants recognised subtle changes in facial expression more accurately and more quickly when the direction of the change was consistent with the valence of the contextual stimulus (‘appropriate’ emotional change), rather than inconsistent with the valence (‘inappropriate’ change in facial expression). In addition, individual differences in the sensitivity to contextual stimuli were correlated with participants’ TAS-20 scores, suggesting that the integration of contextual information in emotion recognition might play an important role in alexithymia. These results suggest that the behavioural task in this study was capable of measuring the effect of contextual information on the recognition of changes in facial expressions, implying that it could be useful in studies on human social cognition.

One may argue that the current study’s observed effect of contextual information on the recognition of changes in facial expressions was equivalent to a simple mood-congruent/affective priming effect of contextual images. However, there was an important difference between this study’s observations and simple affective priming phenomenon. In simple affective priming with facial expression recognition, evaluation of a target face is enhanced when the valence of the preceding prime (corresponding to the contextual scene in the current study’s task) match the valence of the target facial expression. However, in the current study’s task, an increased rate of correct responses and faster RTs were observed even in the condition in which the valence of the contextual scene did not match the valence of the following facial stimulus (post-face). This finding is due to the use of a definition of congruency in the current study, which differed from that used in the usual affective priming paradigm. For example, a transition from very happy to slightly happy was defined as a negative shift even though the emotional valences of both faces were positive, implying that the association with a negative scene was congruent. Therefore, the current findings suggest that the direction of changes, rather than the facial expression itself, have a positive/negative valence.

This idea is consistent with previous findings, wherein the recognition of a neutral face was affected by preceding clips of changes in facial expressions. In these studies, an initial positive or negative facial expression gradually morphed into a neutral expression; the recognition of a neutral facial image displayed at the end of the short video-clips were perceived as indicative of valence, rather than neutrality, suggesting that the direction of change had a positive/negative valence. The authors of these studies claim that this overshoot in the recognition of dynamic facial expressions was not caused by low-level perceptual mechanisms (e.g. adaptation and representational momentum), but by a higher-level process of ‘emotional anticipation’ (a low-level mindreading mechanism).

The current study’s findings of a faster RT in the congruent condition and a slower RT in the incongruent condition suggest that the participants might have automatically anticipated ‘appropriate’ changes in the emotional state associated with the context, even though the context image should have been ignored to solve the task. Such context-induced anticipation of emotional state transition might be related to involuntary simulation processes of other’s mental state, referred to as emotional anticipation or low-level mindreading. However, to understand the underlying mechanisms and the relationship to those processes, further investigations are needed. For example, the present study’s task instruction requiring detection of the direction of change might have affected the observed phenomenon. Even in behavioural tasks involving automatic unconscious processes, such as emotional priming, task instructions affect observations of phenomena. Therefore, an investigation of whether similar observations can be obtained using the same stimulus set with implicit task settings should provide useful information.
In the present study, changes in facial expression were perceived more accurately for facial pairs across emotion categories compared to those from the ends of the facial-expression continuum, even though the degree of physical changes of both pairs were assumed to be identical. This finding suggests that changes in facial expressions were perceived as a continuous change of physical features as well as a categorical: as a transition of stereotypical, discrete emotion states. This is consistent with the well-established theory that facial-expression recognition reflects a categorical perception, which is involved in higher cognitive functions, such as labelling and symbol manipulations\textsuperscript{3,28,29}. Such functions, including labelling or symbol manipulation might affect the observed interaction between congruency and category. That is, in the cross-category condition, facial expression changes were perceived more explicitly as a discrete state transition using labelling or symbol manipulation, resulting in the reduced impact of contextual stimuli, which should be ignored to solve the task. However, category perception might also result in the reduction of task difficulty. Therefore, the seemingly reduced congruency effect in the cross-category condition might be attributable to a ceiling effect.

In the RT analysis, a significant interaction between congruency and distance was found. In the distant-pair condition, RT was significantly shorter in the congruent condition compared to the control and incongruent conditions, suggesting that the difference in RT may reflect sensitivity to context. However, in the close-pair condition, the RT was significantly longer in the in the control condition compared to the congruent and incongruent conditions, implying that the difference in RT might reflect the level of arousal induced by the contextual images with emotional content. These findings might have resulted from the complicated relationship among the task's difficulty, the congruency effect of context, and the arousal induced by emotional stimuli. Therefore, in the current form of the task, the rate of correct responses seems to be a more suitable measure for evaluating the effect of context in the recognition of changes in facial expression. Further studies are needed to distinguish these effects.

Further, the analysis revealed that individual differences in the sensitivity to contextual stimuli (congruency effect) in the within-category and close-pair condition was negatively correlated with TAS-20 scores; individuals with higher sensitivity to context were less likely to have alexithymia tendencies, which is a personality trait characterised by the inability to identify and describe one's own emotions\textsuperscript{21,30}. However, this correlation was diminished in the within-category condition, suggesting that individual differences in the congruency effect might have been more accurately reflected under the most difficult conditions. On the other hand, sensitivity to context was not correlated with the ability to detect changes in facial expression (performance in the control condition), which suggests that the integration of contextual information in emotion recognition may play an important role in alexithymia. This is consistent with the finding that individuals with alexithymia exhibit emotional responses that are ineffective and lack empathy\textsuperscript{21} and high rates of overlap with ASD symptoms, suggesting impairments related to the theory of mind\textsuperscript{25}. Collectively, the findings suggest that the task provides a quantitative measure of the effect of contextual information on emotion recognition that can be used to investigate this characteristic feature of human social cognition and its role in alexithymia and ASD.
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