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Abstract - Predictive maintenance is the way to improve asset management in every manufacturing industry. While handling advance costlier machinery in the industry, the predictive maintenance knowledge will be essential to protect the machinery before gets degradation performance. Recently, the emergence of business in manufacturing industry deals with good systems, regular intervals maintenance process, predictive maintenance (PdM), machine learning (ML) approaches are extensively applied for handling the health standing of business instrumentation. Now the digital transformation towards I4.0, data techniques, processed management and communication networks; it’s doable to gather huge amounts of operational and processes conditions information generated type many items of kit and harvest information for creating an automatic fault detection and diagnosing with the aim to attenuate period of time and increase utilization rate of the parts and increase their remaining helpful lives. The predictive maintenance is inevitable for property good producing in I40. This paper aims to provide a comprehensive review of the recent advancements of metric capacity unit techniques wide applied to PdM for good manufacturing in I4.0 by classifying the analysis consistent with metric capacity unit algorithms, ML class, machinery and instrumentation used device employed in information acquisition, classification of knowledge size and kind, and highlight the key contributions of the researchers and so offers pointers and foundation for additional analysis. In this research paper we constructed a Random Forest model to predict the failure of the various machine in manufacturing industry. It compares the prediction result with Decision Tree (DT) algorithm and proves its superiority in accuracy and precision.
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1. INTRODUCTION

The predictive maintenance is the future scope of various industries for many reasons. The term “Industry 4.0 (or) I4.0” is deriving from “The Fourth Industrial Revolution” currently famous word among industries territory [1]. It is necessary to handling the industrial equipment very safely and it should be healthier in their status always. If they maintain the status is healthier, then they can increase manufacturing profit into double. The machine learning techniques have emerged as a promising tool in PdM application for good manufacturing in I4.0; so it’s exaggerated attraction of authors/researchers throughout recent years [2]. Simple manufacturing company consist of various operation and process with cutting machine, induction motor with pumping system, refrigeration system, and little power generation unit by wind turbine and etc. The importance of predictive maintenance is that the industry consists of physical and digital system for the any production context currently. Also the selection of inappropriate predictive maintenance technique from wrong dataset and it leads to infeasible maintenance scheduling [3]. The Machine learning (ML) algorithm is mainly suitable to detect fault with the help of huge collected dataset. But its bit challenge task to select appropriate ML techniques in an industrial systems. The older lean management was limited problem finder for today’s companies also it is struggling to drive better efficiency currently [4].

As shown in figure 1, they will fix the problem or defect once it breaks in ancient times. Then they maintain the machine with regular intervals checking. After that, predict the exactly when it will break and maintain accordingly with historical data. Recently, the machine itself decides how to avoid and providing warning symbol or alarm for predicted imminent failure in the machine with learning algorithm [4, 5].
Generally, the predictive maintenance is based on sensor measurement for e.g. temperature, pressure, vibration, rotation speeds, current, chemical properties of oil or water. Study of behavior of the system, current condition of the system, which parts of the machine are mostly failed many times, what will changes in the system due to temperature, vibration, pressure and etc. Not only these above said questions and many more intelligent version questions are better analytic results for predictive maintenance for machine [6, 7].

The vertical axis in the graphs shows reliability of the methods. The reliability is increasing technique by technique over the period. The horizontal axis in the graphs shows evaluation years. In an industry, the machines are repaired by reactive methods. The machine will be fixed after breakdown. So the overall product will be decreased. The various machines is having several type of achievement and work nature. Then they started to do scheduled maintenance activities. This method also wastes of human resources and time. Proactive method also lagging and fails in overall predicting the maintenance timing for any machine. Finally, predictive maintenance is an advanced analytics and sensing the data to detect the machine reliability.

**The benefits of predictive maintenance**

**Increasing machine useful life**

Due to set operation in an optimum setting, the machine breakdown reduces; causes it increases machine life. One of the stressful failures is asset failure in the system level. Due to operation reliable, the downtime of machine or system will be reduced.
Reduced environment impact
With the aid of collection of advance analytics, the machine operates for longer period so the system consumes fewer natural resources. Predictive maintenance is handling social responsibility very caring for the environment impact.

Reduction of maintenance costs
The sensor operations are very perfect and very efficient due to planning and scheduled maintenance provides less maintenance cost.

Reduction in workers injuries
Obviously, the reduced breakdowns will help to predict the sensor data perfectly which reduces worker injuries rate.

Reduction in waste work in the system
If the optimum operation is not happened for the system, the wasteful production will be a result or output. But predictive maintenance system can cover optimum operation due to advance analytics.

Improved product quality
The sensor data will be evaluated correctly by input algorithm can create and improve the product quality for longer time and get customer’s worthy feedback.

Increased performance over time
The predictive maintenance systems are operating based on knowledge or intelligent based learning systems. So, the decision making technique will improve overall performance on over time implicit. The predictive maintenance applications are implementing on automotive, airlines, high-tech manufacturing, transportation, harbor port that industries are gaining those benefits directly. These industries are directly related or dealing with monitoring sensor data [11, 12].

There are lots of advantages of predictive maintenance from cost saving sector and it includes minimizing planned downtime of the system lifespan. Also, the amount of time it takes to assess and implement a predictive maintenance schedule.

2. ORGANIZATION OF THE RESEARCH
The structure of the research article organized as follows; Section 3 gives literature survey of recent predictive maintenance program and its approach. Section 4 provides the description of theoretical analysis. Section 5 delivers description of results and discussion finally the conclusion and further improvement is in section 6.

3. PRELIMINARIES
Sathish & Smys says about smart agriculture, living, parking, cities, industry as well as environment. The industry consists of explosive type of gas and material which should be monitored and controlled very carefully. This maintenance and repair should be in early and predictive maintenance assigned for a particular failure which is not reversible [1]. Farahani & Firouzi et al proposes use of machine learning analytics with huge amount of data from the Internet of Things (IoT) sensors and it is controlled distributed the application into various manufacturing industry sector. They mainly focuses predict the failure in the system in advance, therefore increasing machine useful lifespan. Also they indicate about predictive maintenance research is in still preliminary level in manufacturing industry [13]. Chiang & Zhang concentrates oil and gas industry in manufacturing unit [14].

Lee, Ghaffari & Elmeligy research focuses a Condition Based Maintenance (CBM) strategy which is in earlier techniques for predictive method. Previous revolution in industry mostly, the system used to detect any failures beforehand with the aid of Preventive Maintenance (PM) strategies [15]. Selcuk research gave that the importance of Predictive Maintenance in terms of improving reliability, efficiency and prefer green environment [16]. Civerchia et al introduces system and component architecture of Industry Internet of Things (IIoT) sensor and it is detailed described [17]. Mourtzis et al discuss about predictive Maintenance and IoT applications with IIoT
sensor architecture. The work focuses IoT wireless sensor network is working for industrial applications which maintains with huge volume of dataset for efficient analysis about the machine [18]. Wang proposes zero defect manufacturing in an industry with the aid of predictive maintenance technique. Moreover, the author discuss about predictive maintenance consists of number of activities which will be in the dataset. This can help to detect the changes in physical state of machine that choose appropriate maintenance work for equipment failure. This will lead to increase the performance over time. This allotment of appropriate maintenance work is in view of intelligent predictive Maintenance framework. Mainly, the author focuses an optimal prediction of machinery failures using huge volume of dataset from IIoT sensors [19].

The above said research articles are perfect class in proactive, scheduled maintenance analysis. Also the algorithm is very inefficient in predictive maintenance schedule. There is research gap being there that lack of this machine predicting its failure and protecting. We developed a model and conducted several test with the help of learning algorithm for industrial machinery. The main goal of this research study is to discover defect in the various machine parts with the ML techniques in an industry.

4. THEORETICAL ANALYSES

The cloud computing will be more smarter while using machine learning techniques in that. The machine learning techniques are very simple and popular to handle the data in cloud. In this research paper focuses AutoML (automated Machine Learning) for the process in real and practical environment. The AutoML consist of two main aspects named data collection and prediction. The machine process will be optimized due to AutoML after parameter tuning. Here automated feature detection and selection has happening after the data preprocessed from dataset. But each step is controlled and performing manually with the reference from previous one [20, 21, 22]. Currently, the ML technique has operated in wider range application in manufacturing industry. Because of this ML algorithm provide better support for any kind of manufacturing industry always. Obviously, we can reduce part of manpower in any industry with increasing efficiency. In this research papers, the Bayes naïve algorithm is used in parameter tuning process to give efficient computing power.

4.1 Important Units

IIoT Sensors

Many sensors are operated as IIoT which is used for interact and communicate with cyber physical systems. Some of the sensors measures temperature, pressure, electrical quantities, vibration, and humidity. The output of sensors can be conditioned by signal conditioner unit in our proposed model. The more number of IIoT sensors uses for many varieties of application targets such as air, gas, any liquid quality measures; also ultrasonic sound sensor is used to measure many leakages in tank which is in industry for many purposes [23, 24].

Signal Conditioning Unit

Generally, this unit is making a signal in appropriate format for next section which will connect with signal conditioning unit. The capturing signals are taken as data and convert into binary format using Analog-Digital Converter (ADC). For further analysis, the signals should be in digital format. It is shown in the proposed system architecture in the figure 5.

Data Creation & Communication

There must be a database file which is remotely centralized. Because of the IoT sensors are located different locations and installed in remote location without internet connection.

Extension of cloud computing

The predictive maintenance is computed by edge or cloud. The edge computing is local network level which is used to provide real time machine failure. Normally, the cloud computing is having big data center that is located in centralized. The IoT sensors are providing data for further processing to clouds. Usually, the latency problems arise in cloud computing which is mitigated by fog architecture implementation over the cloud which is shown in figure 3.
Labeled Observation

The labeled data is having form of training set and test set for the classification by machine learning algorithm. Based on the error, the labeled data will be countable and give feedback for the prediction process [25, 26, 27, 28].

![Figure 3 Fog computing between cloud and end devices](image)

4.2 Proposed Predictive Maintenance model

4.2.1. Decision Tree (DT)

Decision Tree is a network devices that consists of branch which is connected many nodes as shown in figure 4. The nodes are classified into two types.

1. Root nodes
2. Intermediate nodes

![Figure 4 Overview of DT based Predictive Maintenance](image)

The root nodes are used as backbone of the network system. The intermediate nodes are used to connect between root nodes and leaf nodes. This type of nodes is used to represent the features. Also it is named as decision nodes.
Figure 5 Overview of system architecture for Predictive Maintenance

4.2.2. Random Forest (RF)

This algorithm is one of the better accuracy wise result algorithms among supervised classification algorithm in an industry sector computation. This algorithm used to create forest and select it as random from that. The result will be more accurate while it contains larger number of trees. The Random Forest algorithm is used to find the root node and splitting the feature nodes randomly. Also this algorithm comprises of several DT classifiers and it contains many nodes. This prediction always based on tree predictions and our prediction RF model is constructed as shown in figure 6.

Our study is focusing the predicting the machine’s imminent failure in the real-time in an industry with the help of Random Forest (RF model. There are number of metrics analyzed to compute the algorithm capability. Many ML algorithms can predict the healthier of the machine. It includes Linear Regression (LR), RF and Symbolic Regression (SR).
There are many detecting methods that drifting behavior in the data stream, lack of continues data stream, variation in vibration measurement and thermal imaging data, abrupt changes in sensor data in continues monitoring sensor streams. From the real data, our consideration is that rotating machinery in an industry. The RF algorithm is used as the multi sensor system for rotating machinery using feature fusion method. Also this technique can compensate the short comings of the heat or vibrations. It will provide the significant changes in the machine or sensor performance also its detection unit. For the industry pumps, the RF algorithm considering real data type is used to predict the failure of it. Also this can detect faults in vibration data in the machine data sets. The proposed model was validated using from few months monitoring data sets of the machine. For the cutting machine in the industry, model can evaluate its vibration measurement and thermal imaging data of it. Also it provides high accuracy result in final. For all type of refrigeration systems, monitoring the temperature sensor changes and it is validated with real data.

5. RESULT DISCUSSIONS

The obtained result has shown and discuss in table 1. The rotating machines are evaluated by the feature fusion measurement for fault detection. This technique provides the result based on vibration data driven features. These extracted features are providing fault detection with moderate accuracy from an individual sensor streams. The transient current signal are evaluating for the induction motor status. These features are extracted and to determine the fitness of the machine. Also this double classifier approach is preferred for detect fault in the machine with the help of current and voltage waveform characteristic.
The refrigeration systems are in many supermarket as well as chemical industry. In order to predict the fault occurrence in the machine, the algorithm can detect the fault early and validated with real time data with 2125 different refrigerator. The model achieved pre identification and good precision, accuracy. It will find more beneficial such as preventive maintenance and proactive scenario for many industries.

| ML Technique | Equipment System | Prediction Maintenance Data Description | Data Size | Precision | Accuracy | Pre-identification | Reason |
|--------------|------------------|----------------------------------------|-----------|-----------|----------|------------------|--------|
| Random Forest | Industrial Pump | Industrial Pump vibration data | 1052 features from 20 various industrial pump | 79% | 82% | Above partially predicted | Can detect the faults from vibration data that provide moderate results |
| Random Forest | Industrial Cutting machine | Communication protocol sensor data set | 8345 data from cutting machine | 91% | 94% | Predicted | Yes, provides good high accuracy & precision |
| Random Forest | Refrigeration based system | Temperature sensor output | 2125 (2 Months data set) | 89% | 92% | Predicted | Yes, early pre identification possible |
| Random Forest | Induction Motor, 2.2kW | Voltage, current waveform data | 1021 three phases dataset | 72% | 74% | Partially Predicted | Analyzed with single & double classifier approach. Offers double classifier approach for better results |
| Random Forest | Wind Turbine | Alarm type & Operational data set for 17 turbine | 348 alarm types &84 operational data | 61% | 65% | Partially Predicted | A front end where the status of turbine can be visualize in real-time |

The refrigeration systems are in many supermarket as well as chemical industry. In order to predict the fault occurrence in the machine, the algorithm can detect the fault early and validated with real time data with 2125 different refrigerator. The model achieved pre identification and good precision, accuracy. It will find more beneficial such as preventive maintenance and proactive scenario for many industries.

![Figure 7 Accuracy evaluation chart](chart.png)

From the industrial cutting machinery dataset, the algorithm model can predict exact faultiness of the machine due to high amount of features from the dataset. The industrial pump can predict faultiness from sensor vibration data and provide high accuracy nearly. Moreover, the decision tree algorithm model is lesser in all aspects.
compared to RF model algorithm. DT model is an unstable that cannot withstand small changes in dataset which is acquired from an industry. They are relatively inaccurate with prediction during changes in dataset in real-time. It shows in the graph figure 7.

6. CONCLUSION

This research article present a review of RF and DT methods of machine learning algorithm applies in various parts of manufacturing industry. Finally constructed RF and tested successfully with various metric measurements. The discussion and literature review also was performed. The determining machine failure is a primary goal of predictive maintenance. All the sensors data sent and processing by learning algorithm for predict the machine failure. The given data is preprocessed because of the real time data. These data is collected directly from sensor with raw. So the data are not clean and ordered. The cleaning data carried out for further process which provides higher reliability and accuracy of prediction. Also this data are splitting into two for training and testing. With the help of these dataset, there can create predictive maintenance model. The output from the constructed model will be analyzed and evaluated. The accuracy and precision will be fewer in some period of predictive time. The deep logical analysis of the key demanding situations is challenging task as our future enhancement of our research article. Also the various segments in manufacturing industry and minimum predictive maintenance data size will provide less accuracy and precise for predictive maintenance.

Also we recommend do furthering improvements and motivating authors and researchers for the following aspects:
1. The optimum preprocessing technique should be used for raw data analysis to get better accuracy.
2. Combine two or more ML techniques to design the model to achieve better prediction for data acquisition.
3. Machine Learning model approach can be extended for further studied.
4. Classification and anomaly detection algorithms will be combined to keep up exactness of the classification models while not losing anomaly detection benefits. By this manner, PdM can be applied to instrumentality or system that doesn’t have giant data.
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