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Abstract: In recent years, the development of sensor technology in industry has profoundly changed the way of operation and management in manufacturing enterprises. Due to the popularization and promotion of sensors, the maintenance of machines on the production line are also changing from the subjective experience-based machine maintenance to objective data-driven maintenance decision-making. Therefore, more and more data decision model has been developed through AI technology and intelligence algorithms. Equally important, the information fusion between decision results, which got by data decision model, has also received widespread attention. Information fusion is performed on symmetric data structures. The asymmetric data under the symmetric structure leads to the difference in information fusion results. Therefore, fully considering the potential differences of asymmetric data under a symmetric structure is an important content of information fusion. In view of the above, this paper studies how to make information fusion between different decision results through the framework of D-S evidence theory and discusses the deficiency of D-S evidence theory in detail. Based on D-S evidence theory, then a comprehensive evidence method for information fusion is proposed in this paper. We illustrate the rationality and effectiveness of our method through analysis of experiment case. And, this method is applied to a real case from industry. Finally, the irrationality of the traditional D-S method in the comprehensive decision-making results of machine operation and maintenance was solved by our novel method.
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1. Introduction

With the promotion of intelligent manufacturing, more and more sensors are being used in the inspection process [1,2]. These collected data are not only conducive to the real-time detection of the machine, but also to the timely detection of potential fault problems of the machine to ensure the safety and reliability of manufacturing. As a new generation of industrial paradigm, industry 4.0 explains the digital competition that industrial enterprises are facing. Vertical integration requires digitalization of the manufacturing process within the enterprise. Horizontal integration requires the enterprise to realize product traceability throughout the supply chain, and end-to-end integration requires seamless connection of the whole industry. Therefore, as the underlying physical technology of digital transformation, sensor technology has achieved unprecedented development in recent years. In particular, it is well known that sensors can bring rich data to manufacturing. Such richness is reflected not only in the quantity of data, but also in the variety of data. Nowadays, through the establishment of a manufacturing execution system (MES) [3], a large number of enterprises have been
able to obtain data regarding machine detection, the manufacturing process, and product quality at the speed of seconds. Furthermore, due to the development of Artificial Intelligence technology, big data analysis has achieved unprecedented progress and expansion [4–6]. AI-based decision-making support [7] is also becoming increasingly popular in the operation and maintenance of manufacturing systems such as production scheduling [8], stock management [9], preventive maintenance [10], etc. Although decision-making support systems are more and more popular, it is worth noting that most enterprise support decisions today are mainly based on the analysis results of a single data source. Such decisions result in a large amount of data not actually being used to maintain the manufacturing systems.

In fact, the key issues here include two points. On one hand, the value of big data is not really mined and utilized. Generally, when enterprises implement AI-based support decisions, they always want to cover as much data as possible by deploying a single AI technology to be able to quickly complete the decision system in only one development. This kind of development approach will reduce the development costs, however, this kind of development mode often mixes different types of data, making the data interpretation poor. In some cases, in order to improve the interpretability of data, the development process chooses to consider only part of the data, which the decision system is unable to use. On the other hand, if we develop multiple models for different data in one decision system, due to the one-sided observation of different data on the manufacturing system, different models may give different results. Information fusion and contradiction neutralization between models will soon become a thorny matter. The solution to the first problem is relatively easy. In practice, different data can be sorted according to the manufacturing process, and then multiple models can be built for different data, so the data value can be mined from multiple aspects. Compared with the first problem, there have been few studies on information fusion and contradiction of multiple models for decision support.

Therefore, based on the consideration of the above problems, this paper proposed a multi-source data information fusion method to support maintenance decisions for potential machine failures. By introducing the Dempster–Shafer (D–S) evidence theory and taking the machine as the problem identification framework, we developed an improved D–S evidence method to resolve the contradiction between the decision results generated from the different AI-based decision models to support the machine’s early potential failure maintenance through our comprehensive evaluation.

The remainder of this paper is organized as follows. Section 2 introduces the current mainstream information fusion methods in industrial scenarios and analyzes their advantages and disadvantages. Then, D–S evidence theory and its improvements are introduced in Section 3 to support subsequent information fusion. Section 4 uses a numerical case to carry out specific calculations and demonstrate the effectiveness of the proposed improved D–S method through comparative analysis. A case of a real industrial operation and maintenance is given in Section 5. Through the analysis of the case, the advantages and feasibility of our method are further explained. Finally, the summary is presented in Section 6.

2. Related Work

The main purpose of information fusion is to integrate multi-source homogeneous or heterogeneous information to obtain a comprehensive information evaluation [11]. At present, there are a variety of information fusion strategies and methods developed by scholars including Bayesian inferences [12], fuzzy reasoning [13,14], D–S evidence theory [15–17], and the neural network method [18]. The comparison between fusion methods is shown in Table 1 as follow.
Bayesian inferences is a method of reasoning using conditional probability. Generally, Bayesian inferences need to obtain the prior probability distribution to reason on the posterior probability, and then makes a decision. However, for industrial scenarios, especially in the maintenance process, it is usually accompanied by the continuous adjustment and maintenance of the machine. Therefore, the data collected by sensors will change due to the adjustment of the machines. Therefore, the decision results often become inaccurate due to changes in the prior probability distribution.

The core of fuzzy reasoning is the extraction of uncertain information in the process of information fusion, then the analysis is carried out by the uncertainty. How to design the rules of fuzzy reasoning is the key issue of fuzzy reasoning. Different manufacturing systems have different structures and settings, so it is generally necessary to design fuzzy reasoning rules according to specific structural and settings, which limits this kind of reasoning method being applied in many heterogeneous manufacturing systems.

The neural network method establishes input–output relationships based on the connection between nodes. In general, the input of the neural network must be homogeneous, and it needs a lot of data and time for training to guarantee the rationality of its reasoning results. The heterogeneous data in industry severely restricts the application of a neural network as an information fusion strategy.

D–S evidence theory is a classic probability-derived method. Compared with other processing methods, D–S evidence theory can effectively deal with uncertain information in unknown environments. Therefore, it is widely used in fault diagnosis, multi-standard decision-making, and other fields. However, the shortcomings of D–S evidence theory are: (1) it is difficult to handle the fusion of extremely contradictory information; (2) the reliability of the evidence itself is not deeply considered; and (3) the lack of consideration of the consistency between the evidences. This paper will focus on these issues in Section 3 and give an improvement strategy to enhance the rationality of D–S evidence theory in order to apply it to practical industrial problems.
3. Information Fusion Based on D–S Evidence

3.1. D–S Evidence Theory

D–S evidence theory was first proposed by Dempster and then developed by Shafer. The basic elements are: (1) define the problem identification framework \( \theta = \{w_1, w_2, \cdots, w_c\} \), and (2) set the basic probability assignment function (BPA) \( m : 2^\theta \rightarrow [0, 1] \), which meets the following conditions:

\[
m(\emptyset) = 0 \quad \text{and} \quad \sum_{A \subseteq \theta} m(A) = 1
\]  

where \( A \) is a subset of \( 2^\theta \), and \( m(A) \) represents the support the degree of evidence for proposition \( A \). Each proposition has a corresponding BPA. The problem probability outside the problem recognition framework is 0, and the sum of the problem probabilities in the framework is 1. Based on the above, for \( \forall A \subseteq \theta, A \neq \emptyset \), the multiple evidence fusion rules are defined as:

\[
m(A) = \frac{1}{K} \sum_{\bigcap A_j = A} \prod_{i=1}^{n} m_i(A_j)
\]

where

\[
K = \sum_{\bigcap A_j \neq \emptyset} \prod_{i=1}^{n} m_i(A_j)
\]

\( K \) is the normalization coefficient, which reflects the contradiction degree between multiple evidences. D–S evidence fusion rules can model uncertain and inaccurate data without prior knowledge of the prior probability [45], and can effectively fuse different evidence from different data sources to obtain a more accurate comprehensive evaluation result.

3.2. Lack of D–S Evidence Theory

D–S evidence theory has at least three serious problems of insufficient evidence fusion. 

1. The error in the fusion of extreme evidence.

Zadeh et al. questioned D–S evidence theory through an example [46]: There are three suspects A, B, and C in a murder, and Witnesses 1 and 2 give the corresponding BPA, as shown in Table 2.

| Witness 1 | Witness 2 | Fusion Result |
|-----------|-----------|---------------|
| A         | 0.99      | 0.00          |
| B         | 0.01      | 0.01          |
| C         | 0.00      | 0.99          |

Table 2. Zadeh’s Paradox.

Table 2 shows the result of information fusion with two witnesses. Through the calculation process of D–S evidence theory, it can be found that if a witness has cast an extreme probability distribution on a certain suspect, no matter how other witnesses make decisions, the overall degree of suspect of this suspect will be very low (even 0). Such conflict cannot be resolved in the classic D–S evidence theory.

2. The reliability of the evidence itself is not considered.

In many decision-making processes, people will have two subjective tendencies to the decision results based on their self-cognition. People who have a good grasp of the decision-making events usually have an obvious tendency to make a probability distribution, while people who only have a
one-sided understanding of the decision-making events usually make a more balanced probability distribution. This leads to differences in reliability between different evidences.

For example, the BPA is presented in Table 3.

| Table 3. Impact of reliability on evidence. |
|-------------------------------------------|
| Witness 1 | Witness 2 |
| A       | 0.60 | 0.60 |
| B       | 0.40 | 0.20 |
| C       | 0.00 | 0.20 |

Witness 1 clearly believes that C cannot be a suspect. Such a BPA helps to narrow the suspects to A and B. If we assume that Witness 1 is a rational witness, such a BPA would be advantageous for the exclusion of suspect C. For the BPA of Witness 2, although A is also considered to be the most suspicious, it is not helpful for the discrimination between B and C. Similarly, it is assumed that Witness 2 is also a rational person. Due to the thinking habits of a rational person, Witness 2 identified that A had a greater possibility of committing the crime, according to their observations. However, to judge B and C, the lack of observations limited them in being unable to make a judgment, so it was considered to give B and C the same BPA. From the perspective of rational man, we think that the judgment from Witness 1 is more valuable because the BPA of Witness 1 was more targeted, which means that they have more confidence in their result, so the reliability of evidence is stronger. However, in the classical D–S evidence theory, the reliability of evidence is not directly considered.

- 3. The relationship between the evidence is not considered in depth.

D–S evidence theory mainly considers the combination of evidence. Such a combination method is often multiplication and accumulation of evidence without distinction. The disadvantage is that the inherent relationship between the evidence cannot be extracted.

For example, see Table 4.

| Table 4. Impact of evidence correlation on evidence. |
|-----------------------------------------------|
| Witness 1 | Witness 2 | Witness 3 | Witness 4 | D–S Fusion Result |
| A       | 0.90     | 0.95     | 0.95     | 0.00     | 0.00     |
| B       | 0.09     | 0.04     | 0.03     | 0.03     | 0.63     |
| C       | 0.01     | 0.01     | 0.02     | 0.97     | 0.37     |

Intuitively, it can be seen that Witness 1, Witness 2, and Witness 3 all mainly pointed the crime at A, but Witness 4 thought that A was unlikely to commit a crime, and C was most likely to commit a crime. From a rational perspective, the result of information fusion should be A with the highest probability, followed by B and C. Since C has only one piece of evidence, and it is obviously inconsistent with other evidence, the credibility of its evidence should be the lowest and should be eliminated during information fusion. Moreover, in order to ensure the reasonableness of the fusion, A should be guaranteed to obtain the highest possible fusion probability so that A can be identified. However, from the results of the current fusion of D–S evidence, it is impossible to avoid the fusion error caused by the inconsistency of Witness 4.

3.3. Improved Evidence Theory

The following assumes that an information fusion problem with \( n \) propositions and \( m \) evidences is considered.
3.3.1. Weight of Evidence Reliability Based on Entropy

To address the issue of evidence reliability, we introduced entropy to characterize. Entropy \cite{47,48} can measure the uncertainty of information effectively. Assume that the proposition set \( A = \{A_1, \ldots, A_i, \ldots, A_n\} \) that needs to be evaluated from evidence set \( Ev = \{Ev_1, \ldots, Ev_k, \ldots, Ev_m\} \), and the corresponding BPA function from \( Ev_k \) is \( m_k(A_1), \ldots, m_k(A_i), \ldots, m_k(A_n) \), then the entropy of \( Ev_k \) is defined as:

\[
\text{Entropy}_k = -\sum_{i=1}^{n} m_k(A_i) \log m_k(A_i) \tag{4}
\]

Equation (4) indicates that if the \( \text{Entropy}_k \) of evidence \( k \) is lower, the dispersion of BPA information is lower, and the reliability of this evidence is higher.

Since entropy is inversely proportional to reliability, Equation (5) can be used to regularize the entropy of all evidence to determine the weights corresponding to \( m_k \) of different evidences,

\[
\omega_k = \frac{\text{Entropy}_k^{-1}}{\sum_{k=1}^{m} \text{Entropy}_k^{-1}} \tag{5}
\]

where \( \omega_k \) is the weight of the evidence \( m_k \).

3.3.2. Weight of Evidence Consistency Based on Evidence Correlation Matrix

Considering the relationship between the evidences, the evidence correlation matrix \( C_{mm} \) is established by Equation (6).

\[
C = \{C_{i,j}\} = \left\{ \begin{array}{c}
\sum_{p=1}^{n} m_i(A_p)m_j(A_p), \ i \neq j \\
1, \ i = j
\end{array} \right\} \tag{6}
\]

By Equation (6), the similarity between different evidences can be obtained and the correlation degree between different evidences can be obtained. Furthermore, the consistency between evidence \( k \) and other evidences (except \( k \)) can be obtained by Equation (7).

\[
\text{cons}_k = \prod_{i=1}^{m} C_{k,i} \tag{7}
\]

For the sake of normalization, the consistency of all evidence should be normalized. For convenience, the normalized result represented by \( \gamma_k \), that is, the weight of evidence consistency.

\[
\gamma_k = \frac{\text{cons}_k}{\sum_{k=1}^{m} \text{cons}_k} \tag{8}
\]

3.3.3. Reference Evidence Generation

According to the weights obtained from Sections 3.3.1 and 3.3.2, the comprehensive reference weight \( \alpha_k \) is defined as follows:

\[
\alpha_k = \omega_k \gamma_k \tag{9}
\]

The reference evidence is defined as

\[
r(A) = \sum_{k=1}^{m} \alpha_k m_k(A) \tag{10}
\]

The evidence reliability weight and the evidence consistency weight are mainly used for the contradictory evidence with low reliability and poor consistency. However, for the fusion of highly consistent and reliable evidence, D-S evidence theory has its advantages. Therefore, we proposed that
D–S evidence theory and reference evidence should be considered together to obtain the comprehensive fusion rule.

3.3.4. Comprehensive Evidence Fusion Rule

In the D–S evidence, the standardization coefficient $K$ ($0 \leq K \leq 1$) is used to judge the degree of contradiction. The contradiction is intense when $K$ approaches 0, and all evidences are consistent when $K$ approaches 1. With this coefficient, we designed the comprehensive evidence fusion rule, which is defined as

$$m(A) = K \times d(A) + (1 - K) \times r(A) \quad (11)$$

where

$$d(A) = \frac{1}{K} \sum_{\bigcap A_i = A} \prod_{k=1}^{m} m_k(A_i) \quad (12)$$

d($A$) represents the fusion result from the D–S evidence theory, and r($A$) represents the reference evidence defined by Equation (10). When $K \to 1$, that is, the contradiction is slight, the fusion result is close to the D–S evidence. When $K \to 0$, that is, when the contradiction is serious, the fusion result is close to the reference evidence.

4. Experiments

We used the data in Table 4 as an example for calculation and analysis.

4.1. Reliability Weight Calculation

First, calculate the reliability entropy corresponding to each evidence by Equation (4), as shown in Table 5.

| $E_1$ | $E_2$ | $E_3$ | $E_4$ |
|------|------|------|------|
| 0.1553 | 0.0971 | 0.1008 | 0.0585 |

Then, the reliability weights can be obtained by Equation (5), as shown in Table 6.

| $\omega_1$ | $\omega_2$ | $\omega_3$ | $\omega_4$ |
|----------|----------|----------|----------|
| 0.2076   | 0.2547   | 0.2517   | 0.2860   |

4.2. Consistency Weight Calculation

Calculate the evidence correlation matrix $C$ by Equation (6).

$$C = \begin{bmatrix}
1 & 0.8587 & 0.8579 & 0.0124 \\
0.8587 & 1 & 0.9039 & 0.0109 \\
0.8579 & 0.9039 & 1 & 0.0203 \\
0.0124 & 0.0109 & 0.0203 & 1 \\
\end{bmatrix}$$

Then, use Equations (7) and (8) to calculate the consistency weights of the evidences, which is shown in Table 7.
4.3. Reference Evidence Calculation

The reference evidence has two parts, one is the reliability of a single evidence itself, and the other is the consistency between multiple evidences. For subsequent comparative analysis, here we used Equations (9) and (10) to generate three groups of reference evidence, which is shown in Table 8. The first group was generated only by the reliability weights (set all the consistency weights as 1), denoted as \( r_E \). The second group was generated only by the consistency weights (set all the consistency weights as 1), denoted as \( r_C \). The third group was generated by the reliability weights and consistency weights, denoted as \( r \).

Table 8. The calculation results of the three groups of reference evidence.

| Reference Evidence | A   | B   | C   |
|--------------------|-----|-----|-----|
| \( r_E \)          | 0.6680 | 0.0450 | 0.2870 |
| \( r_C \)          | 0.9362 | 0.0490 | 0.0148 |
| \( r \)            | 0.9381 | 0.0469 | 0.0150 |

4.4. Comprehensive Evidence Fusion Generation

The final fusion result can be obtained by comprehensive evidence fusion using Equation (11), as shown in Table 9. For comparative analysis, Table 9 shows the results of D–S evidence, the results generated based on reliability weights, the results generated based on consistency weights, and the results generated based on reliability weights and consistency weights.

Table 9. Comprehensive evidence fusion results.

| Evidence Fusion Result | A   | B   | C   |
|------------------------|-----|-----|-----|
| \( D - S \)            | 0.0000 | 0.6255 | 0.3745 |
| \( D - S - r_E \)      | 0.6680 | 0.0450 | 0.2870 |
| \( D - S - r_C \)      | 0.9362 | 0.0490 | 0.0148 |
| \( D - S - r \)        | 0.9381 | 0.0469 | 0.0150 |

4.5. Results Analysis

From Figure 1, we can clearly see that for the D–S method, since Witness4 assigned an extreme probability of 0 to \( A \), regardless of the probability that other people allocate, the criminal suspicion of \( A \) will always be excluded. This is contrary to the normal inference logic, which is obviously unreasonable. The final fusion results given in Table 9 show that \( D - S - r_E \), \( D - S - r_C \), and \( D - S - r \) all overcame the problems of D–S evidence theory under extreme contradiction, and they all gave \( A \) a larger evaluation weight. Compared with \( D S - r_E \), \( D S - r_C \) and \( D S - r \), it can be seen that \( D S - r_E \) assigned a larger evaluation weight to \( A \). Additionally, \( D S - r_E \) gave a large weight to \( C \) compared to \( B \). This is obviously not reasonable. \( D S - r_C \) and \( D S - r \) both performed better. Both gave \( A \) with an absolutely large weight, and in the comparison between \( B \) and \( C \), they were more inclined to suppress the distribution changes caused by abnormal evidence. As a result, their probability assignments tended to support more consistent evidence. In addition, \( D S - r \) assigned a larger weight to \( A \) than \( D S - r_C \), and assigned a smaller weight to \( C \), which shows that this comprehensive method can increase the dispersion of the weight value, producing results that have a greater tendency in discrimination. In particular, for decision makers who do not understand the internal process of fusion, they can make decisions more confidently based on the fusion results.
5. Application and Verification

5.1. Problem Description

Industrial manufacturing lines need to face many important operation and management decisions, among which machine maintenance decision is an important part of product quality assurance in the manufacturing process. Since around 2000, a large number of manufacturing enterprises realized the importance of manufacturing information, so have carried out the transformation of manufacturing system information and digitization. Therefore, more machine information and manufacturing execution information can be quickly captured. In the last decade, the popular AI method has been promoted to provide intelligent methods for the analysis of manufacturing information to improve the effect of decision support. Sun et al. [49] presented the machine importance information and machine alarm information of an electronic manufacturing enterprise analyzed by intelligent methods for 10 different machines. Specifically, the objective alarm data were clustered and mapped to the potential failure probability of the machine, and the machine importance was analyzed by the fuzzy method in [49]. Next, we will conduct information fusion for these 10 different machines with our improved D–S evidence and analyze the fusion results.

The specific methods are as follows:

5.2. Establish Problem Identification Framework

Ten machines in a production line were used as the identification framework of D–S evidence theory, as follows.

\[ \theta = \{ \text{machine}_1, \text{machine}_2, \text{machine}_3, \text{machine}_4, \text{machine}_5, \]
\[ \text{machine}_6, \text{machine}_7, \text{machine}_8, \text{machine}_9, \text{machine}_{10} \]

Table 10 shows the suspected failure probability of 10 machines derived from machine importance information, and Table 11 shows the suspected failure probability of machines derived from the machine alarm.
According to the probability of machine suspected fault obtained from the machine importance and machine alarm, information fusion is needed to guide the resource allocation under the limited operation and maintenance resources.

### 5.3. Suspected Failure Probability Of Machines

According to the comprehensive evidence fusion method proposed in this paper, the suspected failure probability of the comprehensive machine was calculated, as shown in Table 12.

**Table 12.** The suspected failure probability of machines derived from the comprehensive evidence fusion method.

| Machine_Order | Probability | Machine_Order | Probability |
|---------------|-------------|---------------|-------------|
| 1             | 0.2958      | 6             | 0.0303      |
| 2             | 0.2385      | 7             | 0.0158      |
| 3             | 0.1530      | 8             | 0.0755      |
| 4             | 0.0438      | 9             | 0.0085      |
| 5             | 0.1175      | 10            | 0.0214      |

According to the D–S evidence, the suspected failure probability of the machines is shown in Table 13.

**Table 13.** The suspected failure probability of machines derived from D-S evidence method.

| Machine_Order | Probability | Machine_Order | Probability |
|---------------|-------------|---------------|-------------|
| 1             | 0.5149      | 6             | 0.005       |
| 2             | 0.2826      | 7             | 0.001       |
| 3             | 0.1377      | 8             | 0.008       |
| 4             | 0.0010      | 9             | 0.000       |
| 5             | 0.0486      | 10            | 0.000       |

### 5.4. Comparative Analysis

From the perspective of Figure 2, we can see that the first two machines, machine 1 and machine 2, both achieved a large probability in both methods. Therefore, both the D–S evidence and the comprehensive evidence fusion method defined by us could recognize machine 1 and machine 2. However, in the D-S evidence method, there was a great difference between machine 1 and machine 2 with the comprehensive probability values. In absolute terms, the probability of machine 3 was even
closer to that of machine 4. For the D–S evidence, the probability value of machine 1 was particularly large. Therefore, from the perspective of maintenance, it will tend to invest more resources on machine 1, which will have an adverse impact on the maintenance of other machines.

![Figure 2. Probability comparison before and after information fusion.](image)

Moreover, it can be observed in Figure 2 that the machine alarm probability of machine 5 exceeded 20%, but the probability of machine importance was less than 1%. This contradiction led to the D–S evidence giving a particularly small probability to machine 5. Since there were only two pieces of evidence in this case, the result of using the comprehensive evidence fusion method to calculate the evidence correlation will be that both evidences were 0.5. That is, the importance of the two pieces of evidence cannot be distinguished. Therefore, the comprehensive evidence fusion method tends to guarantee the rationality of the fusion result by means of probability compromise. For the case given in Section 4, the effect of the last piece of evidence was minimized because there were multiple pieces of evidence that contradicted the last piece of evidence. Therefore, it can be seen that our comprehensive evidence fusion method can automatically adjust in the actual calculation, according to the amount of evidence and the contradiction of evidence.

In summary, in this practical case, the comprehensive evidence fusion method overcomes the extreme probability distribution of D–S. Moreover, it fully considers the relationship between multiple evidences.

**Table 14.** Fusion result comparison with [49].

| Machine_Order | Comprehensive Evidence Fusion | Result From [49] | Normalization Result Form [49] |
|---------------|-------------------------------|------------------|--------------------------------|
| 1             | 0.3349                        | 0.2890           | 0.3349                         |
| 2             | 0.2413                        | 0.2083           | 0.2413                         |
| 3             | 0.1488                        | 0.1285           | 0.1488                         |
| 4             | 0.0332                        | 0.0286           | 0.0332                         |
| 5             | 0.1100                        | 0.0950           | 0.1100                         |
| 6             | 0.0250                        | 0.0216           | 0.0250                         |
| 7             | 0.0135                        | 0.0116           | 0.0135                         |
| 8             | 0.0674                        | 0.0582           | 0.0674                         |
| 9             | 0.0072                        | 0.0062           | 0.0072                         |
| 10            | 0.0187                        | 0.0162           | 0.0187                         |
In Table 14, we also compare our fusion results with those in [49]. First, the sum of the probabilities of the 10 machines in [49] was not 1, but 0.8631. Therefore, we also give the normalization results of [49].

In view of the results of non-normalization, it will lead to a low overall probability, which is not good for intuitive visualization. Additionally, if we look at machine 3, the two probabilities that machine 3 needs to fuse are 0.1713 and 0.1315 (see Tables 10 and 11), respectively. As it is only the fusion of two pieces of evidence, it is impossible to judge the quality of the evidence itself by the correlation between the pieces of evidence, so a reasonable probability result should be between these two probability values. However, the probability given by [49] was 0.1285 (see Table 14), which is lower than the two evidences, which we think is unreasonable.

Considering the results of normalization, there is a similar problem. The two probabilities that observations from machine 1 need to fuse were 0.3309 and 0.2547, respectively. The fusion probability results from normalization currently given was 0.3349, which is higher than the two evidences, which is unreasonable.

As we can see from our comprehensive fusion method, as shown in Figure 2, the overall probability sum was normalized, which is good for intuitive visualization. Furthermore, the probability from our fusion method is between the probability values of the two that need to be fused, which is reasonable.

6. Conclusions

This paper compares the advantages and disadvantages of popular information fusion technology in the manufacturing industry, and holds that D–S evidence theory has a broad prospect in manufacturing operation and management. Through the discussion of the shortcomings of D–S evidence theory, an information fusion method was proposed based on D–S evidence theory. Then, through the analysis and comparison of numerical cases, it was verified that the improved method proposed in this paper had a better information fusion effect. Moreover, this paper also applied this method to the real machine operation and maintenance case in the industry, and illustrates the feasibility and practicability of this method through comparative analysis. We noticed that the manufacturing industry is facing the explosive growth of data at present, and manufacturing will also be data driven in the near future. Effective and fast information fusion will be a key work in decision support systems, which deserves to be studied in depth. We also noted that in many industrial cases, information perception exists at different levels of industrial manufacturing and it is difficult to directly integrate. Therefore, information fusion should be carried out at different levels, and it is more necessary to develop corresponding methods to link the analysis results at all levels. Combining the Analytic Hierarchy Process (AHP) with information fusion and improving the interpretability of information will be the focus of future research work.
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