Developing and Optimizing a Model for Creating a Learning Chatbot Using the Example of Technical Support
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Abstract. A model for building a chatbot to automate technical support work was developed, the model was optimized and the developed chatbot was tested. This development will help to reduce the load on the existing technical support system and to solve users’ routine tasks without human intervention.

1. Introduction

Chatbots are a relevant tool for communicating with users; this is due to the fact that chatbots are widely applied in many subject areas to solve everyday questions and users’ tasks. The popularity peak of chatbots can be considered the time when they began to be used in social networks and instant messengers, such as Facebook, WhatsApp, Vkontakte and others. The importance of this theme is due to the high popularity of instant messengers and automation tools such as chatbots among Internet users. Chatbots make it easier to perform daily trivial tasks such as getting information about the weather, traffic jams, the latest news and others. And also the advantage of developing chatbots against classic applications is the ability to provide services on a single messenger platform or social network.

2. Theoretical part

A chatbot is a special program that simulates human speech and behaviour and acts as a virtual interlocutor in a chat with one or more users.

A chatbot for technical support is an important task that allows you to provide technical support around the clock and reduce the load on call centres [1]. There are several commercial solutions for this task, which were considered namely VirtualSpirits Chatbot which is a chatbot platform for technical support and IT support, 1C Connect which is a chatbot platform for technical support and IT support [2].

The analysis of the considered solutions has shown the presence of neural networks in each of them, in one form or another, which suggests that this tool allows you to efficiently process natural language texts and, therefore, this mechanism should be applied in this study as well.

In this work, a learning chatbot was chosen because it is necessary to answer users’ questions that describe problems in a natural language and script bots are not suitable in this case, since they do not allow understanding the meaning of what the user has written, in contrast to what students have written. In this case, the tasks of automating technical support activities will be solved, and the results can also be used as a system to simplify the work of technical support operators when answering
users’ typical questions.

To train the developed chatbot, it is necessary to define the data corpus. This study used Twitter customer support dataset, which is a large, modern set of tweets and responses to help to fulfill innovations in a natural language understanding and in conversational patterns, as well as to explore customers’ modern support practices and their impact [3].

The dataset contains responses from many companies, such as: Apple, Amazon, Uber, PlayStation and others. The dataset is a file of CSV format, where each line represents a tweet. The original dataset is 500Mb.

Before training the model, you need to build and clear the dataset. Not all fields in the current set are useful for creating a chatbot and therefore they need to be processed or deleted. To train the chatbot, it was decided to consider users’ questions and answers from technical support from only one company, therefore, automating the company’s technical support was chosen for training and testing Apple, since this company has the most tweets.

Next, the dataset was converted to Question-Answer format, that is, the answer was selected for each tweet, if any. After selecting messages from only one company, the fields such as tweet_id, author_id, inbound, created_at, response_tweet_id and in_response_to_tweet_id were deleted since they are no longer useful.

The next step was to delete links from the text. In most cases, links in this set are outdated and there is no sense in sending them to the user, but if the company has a list of relevant pages, this stage can be modified and leave links from the white list that lead to the materials which are useful for solving users’ problems.

Further, all punctuation was deleted from the text, since the model has no idea about English grammar rules and can place punctuation marks only based on the statistics of their usage with words, which can negatively influence the work result [4].

Next, it was necessary to process users’ questions. To do this, it was significant to choose between word processing with the help of stemming or lemmatization. Having studied the approaches and features of these ways of processing words, it was decided to use stemming, and more specifically, Porter’s stemmer [5]. The next step was to delete the most rarely used words, tags were added to each tweet <start> and <end>, which will be used by the model to understand where the question starts and ends. In addition, all words have been digitized using a tokenizer.

To train a chatbot, it is necessary to correctly divide the sample, select the model architecture and criteria for evaluating the results. The BLUE metric was used to evaluate the results. The result of the BLUE metric is always a number between 0 and 1. This value indicates how similar the candidate’s text is to help texts, with the values closer to 1 representing more similar texts. Few human translations will receive a score of 1, as this would mean that the candidate is identical to one of the control translations. For this reason, there is no need to score 1 point. The advantage of the BLUE algorithm is that it correlates well with users’ ratings. It averages the number of errors in individual sentences for the entire test suite, instead of trying to develop a user’s accurate score for each sentence.

\[
p_n = \frac{m_n}{l_n} \quad (1)
\]

\[
BP = \min(1.0, \exp(1 - \frac{\text{len}(R)}{\text{len}(T)})) \quad (2)
\]

\[
\text{BLEU} = BP \cdot \exp\left(\sum_{n=1}^{N} W_n \log p_n\right) \quad (3)
\]

where \(m_n\) is the number of n-grams that have matched between translation \(T\) and the correct result \(R\), \(l_n\) is the total amount of n-gram, \(W_n\) is match weight of n-gram (the sum should be equal to one) [2].
3. Practical significance and the results of implementation
To solve the problem, a model was chosen that is most frequently used for machine translation, but can also be used for question-answer systems. This model is called seq2seq. Seq2seq models use two recurrent neural networks (RNN).

An interpreted programming language Python was used to process the data, as well as to build a chatbot model. This language is chosen because many libraries have been written for it that allow you to quickly and efficiently work with data and use popular algorithms and models of computational linguistics and neural networks.

In the course of this research, the following Python libraries were used: NumPy, Pandas, NLtk, Langdetect, Pickle, Matplotlib and TensorFlow [7,8,9].

The software system includes four scripts, each of which performs its own functions. Each task is moved to separate scripts instead of a sequential program, because this allows you to develop the program in stages and, if changes are necessary not to re-execute all the scripts but to carry out only the scripts following the current one.

1. The script “Prepare_data” is designed to prepare data for training. This script performs the following actions: it loads the original data in the CSV format, deletes the data from missing values, filters messages only from the necessary authors, performs text processing and tokenizes words. After executing the script, we get two files with the processed text in question-answer format, where each word in the sentence is digitized, which can already be used for training. The first file contains the training dataset and the second one contains the test dataset.

2. Script “Neural_net” is auxiliary for the script “Train”. It contains classes that describe the architecture of the neural network.

3. Script “Train” is designed to train a neural network. In this script, the training and test data obtained from the first script are loaded. Next, the parameters for training the neural network are set, such as the number of training epochs, the neural network optimizer, the path to save the key training points for subsequent network recovery to continue training or using the network. After executing the script, we have files with the weights of the neural network, which can later be restored and applied for the chatbot.

4. Script “Chatbot” is designed to predict answers to users’ questions. And also it is possible to build attention maps to better understand the model results.

To determine the optimal parameters of the developed model, it was tested with various values of such parameters as: the size of the vector representation of the word, the size of the attention layer, the size of the GRU output layer.

First, consider the effect of the size of the word vector representation on the value of the loss function (Loss) and the value of the BLUE metric. The model is tested for the following values of this parameter: 128, 256, 512, which are the sizes of vector representation, see Fig. 1 and Fig. 2.
As it can be seen from Fig. 1, increasing the dimension of the output vector does not give an increase in the learning rate, therefore, value 128 is a sufficient size of the word representation.

Looking at Fig. 2, it becomes clear that value 128 is sufficient for the model and it shows better results compared to the values of higher dimensions. This is most likely due to the fact that large models take longer to be trained. Therefore, in the final model, the size of the vector representation of the word will be 128.

Next, the effect of the attention layer size on the model results was examined. The model was
tested for the following values of this parameter: 3, 7, 12 neurons in the attention layer, see Fig. 3 and Fig. 4.

As it can be seen from Fig. 3, the optimal value for the model is 7 neurons in the attention layer.

Looking at Fig. 4, it becomes clear that the value of 7 neurons allows the model to be in a state of balance and to obtain better accuracy values than the models having more and fewer neurons.

Next, influencing the size of the GRU output layer on the model results was considered. The model is tested for the following values of this parameter: 256, 512, 1024, 1536 neurons, see Fig. 5 and Fig. 6.
Figure 5. Comparative graph of the loss function when training the model.

As it can be seen from Fig. 5, 512 neurons in the GRU output layer are sufficient for the model. The value of 256 neurons is not sufficient since the value of the loss function after 25 iterations does not decrease. And the values of 1024 and 1536 neurons in this case are redundant so they do not allow achieving better results, but only significantly increasing the training time and the final model weight.

Figure 6. Comparative graph of the BLUE metric when training the model.

Looking at Fig. 6, it becomes clear that the value of 512 neurons allows the model to obtain better metric accuracy than the model having more or fewer neurons.

As a result of studying the model optimal parameters, the following values were chosen: 128 neurons is the size of the vector representation of the word, 7 neurons is the size of the attention layer, 512 neurons is the size of the GRU output layer.

To start working with the chatbot, you must first train the model using the script “Train” and then run the script to work directly with “Chatbot” itself.

After a short boot, the console will display the message “Ask your questions:” after which you must enter your question and press the Enter key. Next, the bot will generate its answer and print it onto the console. An example of generated answers to questions to the Twitter account of AskPlayStation is presented in Table 1.
Table 1

| Question                                                                 | Generated answer                                                                 |
|--------------------------------------------------------------------------|----------------------------------------------------------------------------------|
| My account is telling me to reset my password but i dont know my date of birth but i know my password for the account | no worries we have sent you a direct message via twitter with further instructions |
| what do i do, when my playstation is connected to the internet, but won't log in to psn? | lets check it out what console are you using what error message or error code do you see any kind of error message or error code |
| I bought a year worth of playstation plus and the code isn't working?    | hi there please let us know the exact error code or message that you receive when you try to redeem the code |
| hi, my playstation 4 freezes everytime i play a game. i've tried everything, i don't know how to fix it, what do i do? | sorry to know that please power cycle your network devices and try again |

As it can be seen from Table 1, in most cases, technical support tries to translate the dialogue into private messages and not to make the solution to the problem public. Or the second most likely outcome of the events is that technical support is trying to find out the error code to provide additional information.

Next, answers were generated for some questions from the test dataset (see Table 2).

Table 2

| Question                                                                 | Real answer                                                                 | Generated answer                                                                 | Is the answer correct? |
|--------------------------------------------------------------------------|------------------------------------------------------------------------------|----------------------------------------------------------------------------------|------------------------|
| plea help get account back                                               | happy to help check your messages                                            | hi there lets look into that please check your dms for further instructions      | yes                    |
| old playstat account cant reset pw say wrong dob dont help               | totally understand please follow us for further assistance                   | sorry to know that please follow us via twitter and let us know so we can send you a dm with further instructions thanks | yes                    |
| hi help problem ps turn ps power button doesnt work control isnt link usb port cant read control adaptor reason help somehow | thats not good please let us know what is the color of the power light you see on the console | hello check out the next article to troubleshoot the ps                                      | no                     |
| guy psn work problem server                                              | sure we can help please try the following steps related to the error code    | here to help psn is up and running do you receive a look at the exact error code   | yes                    |
| bought minecraft ps want let play surviv onlin friend get refund         | hi nick for refund info please check the following link                       | hello for refund info please check the following link                            | yes                    |

From Table 2, you can see that the model roughly understands the meaning of what is written and the generated responses are close to the real answers of technical support. In addition, this research has
attached and reviewed questions and answers for another company namely AskSpectrum.

Unfortunately, there are no publicly available data on technical support dialogues with customers in private messages. These data would help to better solve users’ questions, and not to answer with sufficiently general phrases.

The model in its current state can be used to automate users’ initial requests, to reduce the receipt of primary information, or to serve as a support system for technical support operators, which will simplify routine questions and actions in their work. In addition, when creating a similar corpus of data from Russian technical support companies, this model can also be applied to build a chatbot using the Russian language. This research is interesting in terms of working out the approach and developing a methodology for creating a chatbot for your company, as well as for teaching students when they build their own learning chatbots.
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