Characterizing heterogeneity in children with and without ADHD based on reward system connectivity
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Abstract

One potential obstacle limiting our ability to clarify ADHD etiology is the heterogeneity within the disorder, as well as in typical samples. In this study, we utilized a community detection approach on 106 children with and without ADHD (aged 7–12 years), in order to identify potential subgroups of participants based on the connectivity of the reward system. Children with ADHD were compared to typically developing children within each identified community, aiming to find the community-specific ADHD characteristics. Furthermore, to assess how the organization in subgroups relates to behavior, we evaluated delay-discounting gradient and impulsivity-related temperament traits within each community. We found that discrete subgroups were identified that characterized distinct connectivity profiles in the reward system. Importantly, which connections were atypical in ADHD relative to the control children were specific to the community membership. Our findings showed that children with ADHD and typically developing children could be classified into distinct subgroups according to brain functional connectivity. Results also suggested that the differentiation in “functional” subgroups is related to specific behavioral characteristics, in this case impulsivity. Thus, combining neuroimaging data and community detection might be a valuable approach to elucidate heterogeneity in ADHD etiology and examine ADHD neurobiology.
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1. Introduction

Attention-deficit hyperactivity disorder (ADHD) is a prevalent and persistent neurodevelopmental disorder, characterized by excessive behavioral inattention/disorganization and/or hyperactivity-impulsivity (American Psychiatric Association, 2013). The disorder is frequently associated with several comorbid disorders, functional impairment and poor long-term outcomes (Dopheide and Pliszka, 2009; Rommelse et al., 2009). However, despite substantial progress in understanding the related brain systems, small effect sizes and variability of associations with neurobiological correlates limit clinical utility.

1.1. Heterogeneity in ADHD

One obstacle likely limiting our ability to identify the underlying etiology of ADHD is the heterogeneity of the disorder. ADHD subtypes, or presentation specifiers, as defined by the DSM (DSM-IV and DSM-5) are an attempt to deal with clinical heterogeneity; however, even within the same subtype, variations in clinical presentation are remarkable, and variations in etiology and pathophysiology are expected (Fair et al., 2012; Karalunas et al., 2015; Nigg et al., 2005). A major obstacle to applying neurobiological findings to clinical practice is likely related to ineffective separation of patients into appropriate mechanistic subtypes (i.e., diagnostic categories do not reflect biological changes) (Hyman, 2007; Kapur et al., 2012). Considering this problem, the National Institutes of Mental Health launched the Research Domain Criteria (RDoC), a project that proposes a new way of classifying psychopathology, not based on DSM symptom criteria, but instead, based on observable behaviors, genetic traits and neurobiological measures (Insel et al., 2010). This framework may be better suited to clarifying the neurobiology of atypical behaviors, such as impulsivity and other types of ADHD-related behaviors, and provides important context for the current report.

1.2. Reward system impairment in ADHD

Impairment in reward processing is hypothesized as one core dysfunction in ADHD (Nigg, 2005; Sonuga-Barke, 2005). Importantly, neuroimaging studies related to impaired reward processing have found that the nucleus accumbens (NAcc), a key region of the reward system, exhibits atypical functioning or connectivity in individuals with ADHD (Costa Dias et al., 2012; Furukawa et al., 2014; Plichta et al., 2009; Plichta and Scheres, 2014; Scheres et al., 2007; Tomasi and Volkow, 2012). We recently assessed the functional connectivity of the NAcc in children with and without ADHD and found that, on average, in ADHD, NAcc was atypically connected to regions of the default network, cortical regions involved in control processes, posterior insula, and thalamus (Costa Dias et al., 2012). However, only a specific subset of connections (NAcc to anterior PFC and to ventromedial PFC) were related to impulsive decision-making - as measured by delay discounting - in ADHD. Just as
importantly, these connections were not necessarily atypical across the entire ADHD population. These findings highlight the current need of using innovative methods to identify biologically based subtypes to assess heterogeneity in ADHD.

Volkow et al. (2011a) recently proposed a model for impulsive behavior (or atypical sensitivity and reward response) (Fig. 1). The model is presented in the context of addiction, but provides a framework for which to consider our prior findings. It readily applies to ADHD because children with ADHD are at elevated risk of addiction, and both addiction and ADHD have been strongly associated with dysfunction in ascending dopaminergic systems that relate to reward response (Volkow et al., 2009, 2011a, 2011b).

At the core, the model illustrates how several unique subcortical and cortical links with the NAcc can contribute to impulsive behavior. The NAcc interacts with conditioning, executive control and motivation systems to regulate decision-making. An imbalance of these interactions results in impaired inhibitory control and, subsequently, a “Go” (instead of a normative “Stop”) response. There are two principles of this model that may assist investigators in characterizing heterogeneity in ADHD. The first principle suggests that there are multiple pathways (i.e. atypical connections) that can lead to the same atypical phenotype (i.e. GO response). For instance, Subject A with ADHD may have typical connections between the NAcc and prefrontal cortex and amygdala, but have an atypical connection between the NAcc and the dorsal striatum/motor cortex, which could lead to impulsive decision-making. Along the same lines, Subject B with ADHD may have atypical connectivity between the accumbens and prefrontal cortex and normative connectivity with the other circuits, and display impulsive decision-making. This would mean that despite differences in the underlying mechanisms, Subject B would be indistinguishable from Subject A in terms of surface behaviors and would hence receive the same clinical diagnosis using current criteria.

The second principle the model highlights is that normative behavior can be equally heterogeneous. In other words, as long as balance is maintained in the system, multiple normative profiles may exist within a typically developing group or atypically developing group. The question is, how might one discern or characterize: (a) whether such heterogeneity exists and (b) to what extent it informs the nature of ADHD?

1.3. Graph theory in combination with rs-fcMRI

Numerous methods exist for mathematically clustering or identifying more homogenous subgroups. One particularly attractive approach derives from graph theory. It is based on the principle that many systems of scientific interest can be represented as networks, which are sets of nodes or vertices joined in pairs by lines or edges. Graph theory has been used to examine the organization of numerous networks including the social networks, metabolic networks, communication lines, distribution networks and brain networks (Bullmore and Sporns, 2009; Newman, 2003). Importantly, most networks have well defined internal structures and can be described or demarcated with graph theoretical analyses (Boccaletti et al., 2006). One area of interest, receiving considerable attention, is the detection and characterization of community structure in networks. Community structure refers to the appearance of densely connected groups of nodes, with only sparse connections between the
groups (Newman, 2006). The ability to detect such groups has been of significant practical importance for understanding the nature of complex systems. For example, groups within social networks might correspond to social cliques (see Newman, 2006); or groups of ADHD subjects with similar behavioral or brain properties may group to form specific mechanistic subtypes or neurotypes.

Three recent reports from our team have highlighted the use of community detection as a way to characterize heterogeneity in ADHD (Fair et al., 2012; Gates et al., 2014; Karalunas et al., 2015). Fair and colleagues (Fair et al., 2012) used graph theory and community detection to examine whether a dataset of children with and without ADHD were organized into subtypes (or communities) according to their performance in various neuropsychological domains. The neuropsychological battery included tests measuring the following processes: inhibition, working memory, arousal/activation, response variability, temporal information processing, memory span, and processing speed. The study found that both groups (children with ADHD and typically developing children) could be classified into unique, but similar neuropsychological profiles. Furthermore, children with ADHD from each profile showed atypical scores in very specific neuropsychological measures. Karalunas et al. (2015) applied the same method to classify childhood ADHD based on temperament dimensions. The study found that the sample was organized into communities, which were associated with specific patterns of physiological response, brain connectivity of the amygdala, and, most importantly, long-term outcomes. Gates et al. (2014) utilized simulated imaging data, along with empirical resting-state functional connectivity of the fronto-parietal network to validate the use of community detection in identifying subgroups. Findings from these studies suggest that identifying mechanistic subpopulations across ADHD and typically developing children may inform heterogeneity and the clinical course of a given child.

In this report, we used resting-state functional connectivity MRI (rs-fcMRI) in combination with graph theory to categorize individuals and to inform heterogeneity of the underlying reward circuitry in ADHD and typically developing populations. The aims were: (1) to examine whether distinct subgroups in a sample of children with and without ADHD could be determined based on functional connectivity patterns of the brain reward system; (2) to evaluate whether the categorization into neurotypes was related to behavior in terms of reward valuation and impulsivity.

2. Methods

2.1. Participants and measures

The study included 106 children, aged 7–12 years, with and without ADHD (63 controls, 42 children with ADHD, 1 child with subthreshold ADHD). Children were recruited from families who volunteered in response to mass mailings in the community. Their diagnostic grouping was carefully evaluated in best-estimate, multi-stage case finding procedure that included parent clinical interview using the Kiddie Schedule for Affective Disorders and Schizophrenia (K-SADS-E) (Orvaschel, 1995), and parent and teacher standardized rating scales including the Conners’ Rating Scale, 3rd edition (Conners, 2008), ADHD Rating Scale (ADHD-RS, DuPaul et al., 1998), and Strengths and Difficulties Questionnaire.
Intelligence was estimated with a three-subtest short form (Block Design, Vocabulary, and Information) of the Wechsler Intelligence Scale for Children, 4th edition (Wechsler, 2003), and academic achievement with word reading and numerical operations subtests of the Wechsler Individual Achievement test. A best-estimate diagnostic team reviewed this information, as well as IQ, academic scores, and observer notes, and independently assigned a diagnosis. Their agreement on ADHD/non-ADHD status was acceptable (κ > 0.85 for all diagnoses occurring at base rate > 5% in the sample, including ADHD and ADHD subtype). Disagreements that could not be resolved by discussion would lead to exclusion, but in this study consensus could be achieved in each case, thus no subject had to be excluded for this reason.

Children were excluded if they did not meet criteria for ADHD or non-ADHD groups; if they had evidence of tic disorder, psychotic disorder, bipolar disorder, autism spectrum disorder, or mental retardation; if parent reported history of neurological illness, chronic medical problems, sensorimotor handicap, or significant head trauma (with loss of consciousness); or if they were taking psychotropic medications other than psychostimulants. Children were also excluded if they presented metal in their bodies, which could contra-indicate MRI acquisition or cause imaging artifacts (e.g. dental braces, intracranial aneurysm clips). Additional exclusion criteria for control children were: presence of conduct disorder, major depressive disorder, or ADHD. Only right-handed children were included in the study. Children prescribed psychostimulant medications were scanned after a minimum washout period of five half-lives (i.e. 24–48 h depending on the preparation).

The Human Investigation Review Board at Oregon Health & Science University approved the research. Written informed consent was obtained from respective parents and written assent was obtained from all child participants.

### 2.2. Impulsivity measures

We used the delay-discounting task to measure impulsive decision-making, and subscales of the Temperament in Middle Childhood Questionnaire to measure different dimensions of impulsivity-related temperament traits.

The delay-discounting task was applied, outside the magnet, to a subset of the sample (101 subjects). The task measures impulsive choice by evaluating the intolerance to delay-of-gratification, or delay discounting, proposed to be a core dysfunction of ADHD (Sagvolden et al., 1998; Sonuga-Barke, 2005). Children performed a computerized task as described in detail by Wilson et al. (Wilson et al., 2011). The task consisted of questions for which the children had to choose between smaller amounts of hypothetical money now and hypothetical $10.00 after a varying delay (Costa Dias et al., 2012; Wilson et al., 2011). Details on the task are provided in the Supplementary Material.

The outcome variable was the discounting gradient (k). k represents the rate of discounting of the delayed outcome and was calculated for each subject as described by Mitchell (1999) and Wilson et al. (2011). Larger k values indicate greater preference for immediate rewards. As k values are not normally distributed, a natural-log transformation was applied and the
transformed values ($\ln(k)$) were used for the analyses. Data from 11 participants had to be excluded because of two exclusion criteria: (a) negative $k$ values, which makes it impossible to perform the log-transformations and (b) data deemed unsystematic (i.e. the data pattern indicated the action of processes other than reward/delay evaluation), which was identified as described by Johnson and Bickel (2008). In summary, 90 participants (54 controls, 36 children with ADHD) were included in the analysis of delay discounting.

A parent or legal guardian completed the Temperament in Middle Childhood Questionnaire (TMCQ), which was designed to evaluate temperament in children and consists of 16 subscales (Simonds and Rothbart, 2004). We analyzed scores from four subscales, which evaluate traits related to impulsivity/hyperactivity. The subscales analyzed were: impulsivity (speed of response initiation), inhibitory control (capacity to plan and suppress inappropriate approach response), activity level (motor activity), and activation control (capacity to perform an action that one would tend to avoid).

2.3. MRI acquisition

MRI was acquired using a 3.0 T Siemens Magnetom Tim Trio scanner with a twelve-channel head-coil at the OHSU Advanced Imaging Research Center. We collected one high resolution T1-weighted MPRAGE sequence and BOLD-weighted functional imaging data. The T1-weighted sequence lasted 9min and 14 s, and had the following parameters: TR = 2300 ms, TE = 3.58 ms, sagittal orientation, 256 × 256 matrix, resolution = 1 mm$^3$. We obtained three runs of BOLD-weighted functional imaging data, of 3.5 min each. Functional data were collected at rest, in an oblique plane (parallel to anterior commissure-posterior commissure plane), using T2*-weighted echo-planar imaging, with: TR = 2500 ms, TE = 30 ms, 90° flip angle, FOV = 240 mm, 36 slices covering the whole brain, slice thickness = 3.8 mm, in-plane resolution =3.8 mm$^2$. We assumed steady state magnetization after five frames ($\sim$10s). During resting periods participants were instructed to stay still and fixate their gaze on a standard fixation-cross in the center of the display.

2.4. Imaging processing and movement attenuation

Functional images were preprocessed to reduce artifacts (Miezin et al., 2000). The preprocessing steps included: (i) removal of a central spike caused by MR signal offset, (ii) correction of odd vs. even slice intensity differences attributable to interleaved acquisition without gaps, (iii) correction for head movement within and across runs, and (iv) within-run intensity normalization to a whole brain mode value of 1000. Atlas transformation of the functional data was computed for each individual via the MPRAGE scan. Each run was then resampled in atlas space (Talairach and Tournoux, 1988), combining movement correction and atlas transformation in one interpolation. All subsequent operations were performed on the atlas-transformed volumetric time series.

Connectivity preprocessing followed prior methods, well described and widely used in the imaging literature (Fair et al., 2007, 2008, 2009; Fox et al., 2005). These steps included: (i) a temporal band-pass filter ($f<0.1$Hz), (ii) regression of six parameters obtained by rigid body head motion correction, (iii) regression of the whole brain signal averaged over the whole brain, (iv) regression of ventricular signal averaged from ventricular region of interest.
Regression of white matter signal averaged from white matter ROIs. Regression of first order derivative terms for the whole brain, ventricular, and white matter signals were also included in the correlation preprocessing, and all regressors were bandpass-filtered to the same frequency domain as the original band-pass filter (Hallquist et al., 2013). These preprocessing steps aim to reduce spurious variance unlikely to reflect neuronal activity (Fox and Raichle, 2007).

In this study, we combined two methods for addressing motion. First, as just noted, we applied the traditional motion correction method, which corrects/quantifies head movement using an analysis of head position based on rigid body translation and rotation, relative to a reference frame. We used six motion parameters (along with their first order derivatives) as regressors in preprocessing to remove potential motion-related artifact. Total root mean square (RMS) values were also calculated on a run-by-run basis for each participant. As an initial screen, participants’ BOLD runs with movement exceeding 1.5 mm RMS were not included in the analysis, and participants with two or more runs with excess movement were excluded. This procedure was followed by “scrubbing”, based on frame wise displacement (FD), as introduced by Power et al. (2012). FD measures movement in any given frame relative to the previous frame, instead of relative to the reference frame. We used a method of volume censoring, which consisted of removing frames based on the magnitude of FD (Power et al., 2012). We appropriately accounted for potential temporal blurring of the motion-related artifact during the bandpass filter (Power et al., 2012). Details on how the motion correction methods were applied are discussed in the Supplementary Material.

2.5. Region of interest definition

The reward region of interest was obtained using an automated brain-mapping meta-analysis platform (Yarkoni et al., 2011). This platform (NeuroSynth) allows researchers to use terms of interest to identify related activation areas, based on automatically generated maps. Two types of maps may be generated: (a) forward inference maps and (b) reverse inference maps. Forward inference maps show the probability of activation given the presence of the term. Reverse inference maps show the probability of the term given the presence of the activation (Yarkoni et al., 2011). Because we were interested in the brain region most selectively (not just consistently) associated with reward, we used the reverse inference map for the term reward. Peak regions were extracted from the map and the region with highest probability was used as region of interest (Talairach coordinates: −9 +7 −6), which corresponded to the left nucleus accumbens.

2.6. Identification of subgroups using community detection

For each participant the resting BOLD time series for the reward region of interest (ROI) was correlated with all other voxels in the brain, generating voxelwise functional connectivity maps. We computed within-group t-tests to all connections to generate a functional connectivity map for the group of 106 subjects. A high threshold (Z> 10 and Z> -10) was applied to the group map, creating a mask that was applied to each individual’s connectivity map, in order to include in the analysis only the voxels that were, on average, strongly connected to the ROI. The z-transformed correlation coefficients in the masked maps were aligned into one-dimensional matrices (i.e. vectors), one per participant.
Community detection analysis was then performed in two steps. First, we used the connectivity vectors to compute correlation coefficients between all possible pairs of participants. This step generated a square matrix \(106 \times 106\) providing distance information (i.e. correlation) between any given subject pair. Second, the community detection algorithm was applied to the distance matrix. The threshold for connected vs. unconnected pairs was based on the maximum threshold where reachability remained equal to 1. Reachability equal to 1 is the maximum threshold where every subject is connected via at least one path to every other subject (no isolates). Thus, the graphs remain sparse, but fully connected (i.e., there are no isolated individuals lacking in any connections). The reachability threshold was at \(r=0.52\). We ran the community detection analysis both on the full group and on the ADHD and control populations separately, in order to determine whether ADHD status altered the identified community structure.

In order to verify robustness of the community structure, we examined variation of information (VOI). This method consists of randomizing the edges of a network with a probability \(\alpha\) of perturbing it, and provides the VOI between the original and perturbed networks over a range of \(\alpha\) (Karrer et al., 2008). VOI indicates how much information differs between the two sets of community assignments and varies from 0 (identical community assignments) to 1 (completely different community assignments). The process was repeated 20 times and was also applied on a random network with equivalent degree.

The community detection analysis and related calculations were performed in MATLAB (Mathworks), using scripts provided by Rubinov and Sporns (2010).

### 2.7. Direct comparison between control and ADHD children

After identifying the communities in the network of children, we performed a direct comparison of connectivity maps between groups (i.e. ADHD and Control) within each community for the reward ROI \((-9 +7 -6, \text{ left NAcc})\). We performed two-sample two-tailed t-tests on all potential connections (Fisher \(z\)-transformed \(r\)-values) to compare ADHD children and controls within each community (unequal variance; \(p<0.05\)). The voxelwise approach provides three different maps for the seed region for each community: an ADHD map, a control map, and a map representing the direct comparison between the groups. To account for multiple comparisons, thresholding based on Monte Carlo simulation was implemented (Forman et al., 1995). To obtain multiple comparisons corrected, \(p<0.05\) voxel clusters, at threshold of 53 contiguous voxels with a \(Z\)-value \(>2.25\), were used.

The same type of analysis was implemented in the entire sample to examine whether differences between controls and children with ADHD were related to the community organization of the sample, that is, whether the atypical connection in ADHD children was specific to the etiological subgroup/neurotype.

### 2.8. Association between community structure and impulsivity

To test the hypothesis that children in different subgroups exhibit different levels of impulsivity, we compared the discounting gradient (\(\ln(k)\)) between controls and ADHD children within the identified subgroups, and also scores from the impulsivity-related
subscales of the TMCQ. We performed independent sample t-test between groups, and generated boxplots to display the results. We tested whether ln(k) was correlated with other variables and found that it was correlated with age (R = −0.258, p = 0.014), but in this sample it was not correlated with IQ (R = −0.113, p = 0.29) or movement (mean FD of remaining frames [R = 0.028, p = 0.79]). Therefore, we decided to control for age when comparing ln(k) between ADHD and controls.

We also performed ANOVA to compare the subgroups of children with ADHD and the subgroups of controls.

2.9. Association between community structure and clinical outcomes

To evaluate whether community organization was associated with specific clinical characteristics, we compared data on comorbidities, psychostimulant use, ADHD subtype, and ADHD-RS scores (from parent about child) between different subgroups of ADHD children (and different subgroups of controls, when applicable). We performed chi-square test, and ANOVA whenever indicated.

2.10. Mapping findings onto current network definitions

In order to identify which networks were atypically connected to the NAcc in each subgroup of children, we defined brain networks in a sample of adults, using community detection, and used them to identify the systems in which differences between groups coalesced. We used community detection in a separate cohort to define specific brain networks as in Power et al. (2011). Thirty-two adults, aged 19–35 (19 females; average age: 26.5 years), with no psychiatric disorder, underwent an MRI scan at the OHSU Advanced Imaging Research Center. Acquisition parameters can be viewed in Supplementary Material.

Community detection was performed on the preprocessed resting-state data, by way of the Infomap algorithm (Rosvall and Bergstrom, 2008). In this analysis, the aim was to verify whether the network of brain regions was organized into communities and whether the identified communities corresponded to known brain networks. In this analysis, nodes were defined as voxels in the brain (as opposed to subjects), and edges as the connections between pairs of voxels (as opposed to correlations between pairs of subjects). The brain communities identified corresponded to known brain networks (brain communities found in this analysis will be referred to as “brain networks” henceforth). For details on how the analysis was performed, see Supplementary Material and Figure S.1.

In order to identify which networks were atypically connected to the NAcc in each subgroup of children, the maps generated from the Infomap analysis were overlapped with the comparison maps. We generated peak ROIs from the Monte Carlo corrected difference maps, including only voxels that had az-score above 2.5 (or below −2.5). The produced ROIs were pre-blurred 4 mm FWHM, with peaks at least 10 mm apart (peaks within 10 mm were consolidated). The comparison peaks were then overlapped with the map generated from the Infomap analysis, and were color-coded according to the network with which they had the most overlapping voxels.
3. Results

3.1. Comparing controls and ADHD

Participant characteristics and sample overview are summarized in Table 1. We first examined differences in connectivity across the entire sample (Fig. 2). We found that in both groups the reward region (left NAcc) was strongly functionally connected to the medial prefrontal cortex (PFC; medial frontal gyrus) and temporal lobe bilaterally (middle temporal gyrus). Those regions are part of the default network, a network implicated with self-referential processes, such as daydreaming, past recollection and future planning (Buckner et al., 2008). Also, in both groups, the reward region was negatively connected to the anterior cingulate cortex (ACC), dorsolateral PFC (middle frontal gyrus), inferior parietal lobule, occipital lobe (lingual gyrus) and thalamus. Those regions have been described as part of a network responsible for cognitive and attention processes (Dosenbach et al., 2007; Fox et al., 2005) (Fig. 2).

When comparing controls vs. children with ADHD, we found the following connections from the reward region were weaker in ADHD: positive connections to anterior PFC (medial frontal gyrus and superior frontal gyrus), middle temporal gyrus, posterior cingulate cortex (PCC); and negative connections to dorsolateral PFC (middle frontal gyrus), inferior parietal lobule bilaterally and occipital lobe (lingual gyrus) bilaterally. On the other hand, the ADHD group displayed stronger positive connectivity to left orbitofrontal cortex (OFC; inferior frontal gyrus) and stronger negative connectivity to the thalamus (Fig. 2). Table S.1 (Supplementary Material) displays coordinates and labels of regions generated from the comparison analysis. Structure details were generated with Talairach Client (Lancaster et al., 2000).

Because the ADHD and the control groups differed significantly in gender distribution and age, we performed the same analysis on ADHD and control groups matched by age and gender (ADHD: \( n = 42 \); controls: \( n = 42 \)). The results were very similar and are displayed in the Supplementary Material, Figure S.2. Demographic characteristics of the new matched groups are shown in Table S.2 (Supplementary Material).

3.2. Community detection

We applied the community detection algorithm to the entire sample and found that the network of children with and without ADHD was organized into three communities, which we called subgroups A (\( n = 33 \)), B (\( n = 47 \)) and C (\( n = 26 \)). The quality index (\( Q = 0.38 \)) and a secondary analysis utilizing variation of information (Supplementary Material, Figure S.3) showed that the communities identified were highly unlikely to be random, by demonstrating robust community assignment stability. Interestingly, all the communities were comprised of individuals both with and without ADHD. The demographic characteristics of the three communities are summarized in Tables 1, 2 and Table S3. The spring embedded figure showing how the participants were organized into the three communities is displayed in Fig. 3. We can note that community A is more segregated from the other two groups. We also performed the community detection analysis on the whole-brain data (i.e. on the unthresholded connectivity map), but the analysis did not yield...
communities. This finding may be due to the inclusion of too much information, which introduced noise to the data, and thus decreased the chance of identifying communities.

Applying community detection to the ADHD and the typically developing groups separately yielded similar results. In the typically developing group, we found three communities ($Q=0.39; A: n = 24/B: n = 28/C: n = 11$); only nine participants switched communities, comparing to the whole-sample community organization. In the ADHD group, the results yielded four communities ($Q= 0.34; A1: n = 4/A2: n = 5/B: n = 18/C: n = 16$). Participants from the original subgroup A split up into two communities (A1 and A2). Only eight subjects switched subgroups. The original community distribution (whole-sample community detection) was used for further analysis.

Table 1 and Table 2 summarize demographic and clinical characteristics of the subgroups separated in ADHD and controls, the comparisons between controls and ADHD within each subgroup, and also the comparisons between subgroups within the ADHD and the control samples. ADHD subgroups and control subgroups did not differ in ADHD-RS scores, age, IQ, movement (mean FD), and presence of comorbid diagnosis. ADHD subgroups also did not differ in stimulant use and ADHD subtype (or presentation). Table S.3 (Supplementary Material) summarizes demographic and clinical characteristics of each community (not separating by ADHD vs. controls) and the comparisons between them.

3.3. Comparison between ADHD and typical development within the subgroups

We next found that children with ADHD from different subgroups have distinct patterns of atypical connections when compared to the relative controls (Figs. 4–6). Compared to controls in subgroup A, ADHD children displayed atypical connections from the reward region to the PCC bilaterally, temporal lobes bilaterally (middle temporal gyrus), right middle frontal gyrus/precentral sulcus, inferior frontal gyrus, left occipital lobe (Fig. 4). Coordinates and labels are shown in Table S.1 (Supplementary Material).

Within subgroup B, ADHD children displayed atypical connectivity to the inferior parietal lobule bilaterally, caudate, ACC, right middle temporal gyrus, and superior frontal gyrus (Fig. 5). Because ADHD and controls within subgroup B significantly differed in age, we performed the same analysis on ADHD and control groups matched by age (ADHD: $n = 17$; controls: $n = 17$). The results were very similar and are displayed in the Supplementary Material, Figure S.4. The differences in the middle temporal gyrus and in the caudate became weaker after matching the groups, and did not remain after Monte Carlo correction. However, these findings are visible in the uncorrected comparison maps, suggesting the absence of these regions may be due to power, since sample size reduced after matching. Figure S.4 displays the between-group t-test of the matched sample with and without Monte Carlo correction. Demographic characteristics of the new matched groups are shown in Table S.2 (Supplementary Material). See Table S.1 (Supplementary Material) for coordinates and labels.

Finally, children with ADHD in subgroup C, compared to controls in the same subgroup, displayed several atypical connections. The main ones were: middle temporal gyrus bilaterally, right superior temporal gyrus, medial frontal gyrus, ACC bilaterally, right
anterior insula, dorsolateral PFC (middle frontal gyrus) bilaterally, right caudate, right precuneus, right paracentral lobule, inferior frontal gyrus bilaterally (Fig. 6). See Table S.1 (Supplementary Material) for coordinates and labels.

3.4. Mapping findings onto current network definitions

Nineteen communities (or networks), which corresponded to known brain systems, were identified in a sample of typical adults (Supplementary Material, Figure S.1). Of these networks, nine had voxels overlapping with the comparison maps, which included the cingulo-opercular, default, temporal-occipital/ventral attention, dorsal attention, motor, fronto-parietal, temporal pole/posterior OFC, ventral attention, and lateral occipital and fusiform/visual 2. (Fig. 7).

The peak regions from the comparison maps (Figs. 4–6) were color-coded using a “winner take all procedure” for which the region was color coded by its maximally overlapping network (Fig. 7). The ADHD children from each subgroup had atypical connections in different networks. ADHD children in subgroup A showed atypical connections primarily in the default network. In subgroup B atypical connections were identified in the cingulo-opercular, default and fronto-parietal networks. Finally, in subgroup C, ADHD children showed atypical connections to several networks, but most prominently, the cingulo-opercular network.

3.5. Association between community structure and impulsivity

Ln\((k)\) was not significantly different between all control and all children with ADHD (two-tailed, unequal variances, \(p = 0.206\)). After controlling for age a trend level difference was identified \((F(1.87) = 3.812, p = 0.054)\), and was consistent with prior reports (Sagvolden et al., 1998; Wilson et al., 2011), with ADHD more impulsive than controls. When we compared controls and ADHD children within each subgroup, we found significant differences in subgroup A \((p = 0.005,\) two-tailed, equal variances; \(p = 0.008\) after controlling for age/\(n[ADHD] = 7, n[controls] = 20\)) (Table 1 and Fig. 8). In subgroup A, \(\text{Ln}(k)\) for ADHD children was greater than that for controls, indicating that in this subgroup ADHD children were more impulsive than typically developing children. Within the other subgroups (B and C), \(\text{Ln}(k)\) was not significantly different between control and ADHD children \((p = 0.386, p = 0.546,\) respectively; two-tailed, equal variances/B: \(n[ADHD] = 14, n[controls] = 25;\) C: \(n[ADHD] = 14, n[controls] = 10\)) (Table 1 and Fig. 8). There were also significant differences between subgroups of ADHD children as determined by one-way ANOVA \((F(2,33) = 4.091, p = 0.026)\), but differences between subgroups of controls were not significant \((F(2,51) = 3.161, p = 0.051)\). Post hoc Tukey’s HSD test revealed that ADHD-A had significantly greater \(\text{Ln}(k)\) compared to ADHD-B \((p = 0.028)\). See Table 2.

The temperament measures of impulsivity, inhibitory control, and activation control were significantly different between controls and ADHD (Table 1; two-tailed, unequal variances, \(p<0.001\) for the three subscales), and so was activity level (two-tailed, equal variances, \(p = 0.001\)). Items on the impulsivity, inhibitory control, and activity level TMCQ subscales overlap with DSM-IV and DSM-5 symptom criteria; therefore differences between controls and ADHD are expected for these temperament traits. When comparing children with
ADHD to controls within each subgroup, ADHD children were significantly different from controls in impulsivity, inhibitory control, and activation control scores in every subgroup, but only ADHD children from subgroup A were significantly different from controls in activity level scores (two-tailed, unequal variances, \( p = 0.002 \)), with ADHD-A displaying significantly higher levels of activity than controls-A.

There was also a trend toward significance when comparing ADHD subgroups only for activity level scores (\( F(3,38) = 3.152, p = 0.054 \)); the ADHD-A subgroup displayed higher activity levels compared to the other ADHD subgroups (Table 2).

4. Discussion

Our understanding of the neurobiological underpinnings and etiology of ADHD will likely be limited without the proper characterization of the heterogeneity within the disorder. In recent years this consideration has been recognized with increasing efforts to move away from the DSM categorization - utilizing new ways of classifying and characterizing psychopathology (Fair et al., 2012; Hyman, 2010; Karalunas et al., 2015). This effort has been enhanced by the NIMH’s Research Domain Criteria (RDoc) (Insel et al., 2010). In line with this trend, we followed three recent reports (Fair et al., 2012; Gates et al., 2014; Karalunas et al., 2015) that utilized graph theory, and in particular community detection, to unravel ADHD ‘neurotypes’ that could be related to differential behavioral patterns, in this case, delay discounting and impulsivity-related temperament dimensions.

It has been proposed that multifactorial models may assist in explaining heterogeneity in ADHD etiology (Nigg et al., 2005; Nigg and Casey, 2005; Sonuga-Barke, 2005). These theories have been supported by studies using neuropsychological data, which showed that not all individuals with ADHD have deficits in all core neuropsychological domains (Fair et al., 2012; Nigg et al., 2005; Sonuga-Barke et al., 2010). Our data support and add to these theories in several ways. We find that both the ADHD and the typically developing groups are organized into distinct communities/subgroups. These data highlight not only variation in ADHD, but in typically developing children as well (Fair et al., 2012; Gates et al., 2014). The results also suggest that heterogeneity in both groups in some instances will be relevant for investigating the disorder’s underlying neurobiology. Comparisons within subgroups identified several brain features of ADHD that were unique to each neu-rotyle. These identifying features were interesting in that they tended to map onto well-known networks important for higher order cognition (Corbetta and Shulman, 2002; Dosenbach et al., 2007, 2008) and introspection (Buckner et al., 2008; Raichle and Snyder, 2007). Just as importantly, behaviorally, only one of these neurotypes showed atypical delay discounting and atypical activity level scores. These findings further highlight the importance of characterizing heterogeneity when attributing dysfunction to children with ADHD.

This study corroborates findings of Karalunas et al. (2015) and Gates et al. (2014). As in those previous studies, we verified the value of community detection as a tool to identify subgroups of children with and without ADHD based on relevant disorder characteristics (temperament measures, functional connectivity of brain networks). It is important to note that we did not necessarily expect that the number of subgroups or the distribution of
individuals would be similar in the three studies, because different features of interest were used in each study. There are many valid ways to subdivide populations, and divisions are dependent on the features used to generate similarity (or distance) measurements between individuals. Distinct subdivisions within populations are likely to be meaningful and informative in different ways. In the current report the community organization based on reward connectivity patterns informed specific profiles of atypical reward functional connectivity related to ADHD, which was validated with assessments of impulsive decision-making (via delay discounting) and impulsivity-related temperament dimensions.

4.1. Variation in the reward system functional connectivity

The current report builds on prior reports showing NAcc connectivity to several brain networks either positively or negatively (see Fig. 2 and Costa Dias et al., 2012; Cservenka et al., 2014; Tomasi and Volkow, 2012). These networks included control systems (fronto-parietal, cingulo-opercular networks), attention systems (dorsal attention, temporal-occipital/ventral attention networks), the default network, and motor network.

The default network was positively connected to the reward system. This relationship is consistent with work highlighting the default system’s role in assigning value to future rewards, future planning and goal setting (Buckner et al., 2008). On the other hand, the NAcc was negatively connected to several task-control and attention networks. These systems are important for providing task level control and inhibiting inappropriate behaviors (Corbetta and Shulman, 2002; Dosenbach et al., 2008). Importantly, the distinct relationships of connectivity to the default system and/or the task control systems varied according to the community assignment in both children with and without ADHD. In other words the pattern and strength of NAcc connectivity to each of these systems were distinct for each neurotype. This particular finding is similar in theme to that of previous reports (Fair et al., 2012; Gates et al., 2014). It also provides some insight with regard to how the reward circuitry, in particular, might vary from person to person.

Volkow and colleagues have recently proposed a model of how the interaction of cortical and sub-cortical systems with the NAcc might inform addictive behaviors (Volkow et al., 2011a). The model asserts that a balanced interaction between all of the systems is necessary for adequate inhibitory control and decision-making (see Fig. 1). The interconnected systems are: reward (NAcc, ventral tegmental area), conditioning/memory (amygdala, medial OFC, hippocampus, dorsal striatum), executive control (dorso-lateral prefrontal cortex, anterior cingulate cortex, inferior frontal cortex, lateral orbital frontal cortex), and motivation/drive (medial OFC, ventral ACC, dorsal striatum, substantia nigra, motor cortex, VTA). This model suggests that a balanced interaction of the reward system with other brain networks is essential for adaptive (i.e. not impulsive) decision-making. On the other hand, impulsivity (and other associated behaviors) would be a result of an unbalance of those connections (Volkow et al., 2011a). Relating this model to the current cohort would suggest that in typically developing populations, as well as in disorder populations, the connections of the reward system may diverge from one individual to another; however, if the system remained in balance, the result would be typical (as opposed to atypical) behavior. In the current report we describe our findings in the context of a slightly modified version of this
model, which also incorporates emerging information of cortical network structure in adult and developing populations (Fig. 9).

Under this context, an important finding in the current report is the identification of heterogeneity in reward system connectivity in typically developing children. Specifically, we found three communities of typically developing individuals with distinct patterns of functional connectivity of the NAcc. It has long been known that neuropsychological diversity is an important feature of the human behavior. For example, in a recent work, we showed that variation across several neuropsychological measures does not always shape across a continuous dimension (i.e. unimodal distribution), but rather some behavioral features form multiple discrete subgroups (i.e. multimodal distribution) (Fair et al., 2012). The current report (and others, Walhovd et al., 2012) highlights variation in the brain circuitry that may also follow this principle, at least in the case of the reward system. Just as important, the result also suggests that heterogeneity within developmental neuropsychiatric disorders, such as ADHD, might be “nested” within this normal variation. Thus, characterizing variation in the typically developing population is likely important for understanding atypical developmental trajectories.

4.2. Heterogeneity in the ADHD population

The brain is organized into systems (or networks), whose patterns of interaction (within and between systems) underlie behavioral traits. A core system involved in ADHD is the reward system, which interacts with other brain networks to promote decision-making. Here, we found that, as with the typically developing population, discrete subgroups were identified that characterized distinct reward connectivity profiles. Importantly, which connections were atypical relative to the control population were specific to the community membership. For example, in subgroup A atypical connections were primarily identified in the default network; in subgroup B, cingulo-opercular, default and fronto-parietal networks; and in subgroup C, mainly the cingulo-opercular network (Fig. 7). Some of these findings would have otherwise been missed if one were to only consider the control and ADHD populations as homogeneous groups (Fig. 2). Importantly, as each of these systems is likely to underlie unique control processes, it is possible that unique behavioral phenotypes may exist between these ADHD groups. Our examination of delay discounting and impulsivity-related temperament traits across these populations is an early example of a preliminary characterization of these potential behavioral characterizations (discussed below).

Connections to the default network were atypical in ADHD in all the three subgroups, corroborating previous findings of atypical connectivity between the nucleus accumbens and regions of the default network in a group of children with ADHD combined type (which shared some participants with the current study) (Costa Dias et al., 2012), and of atypical integration of this network in ADHD (Castellanos et al., 2008; Fair et al., 2010). However, atypical connectivity in ADHD with the default network was unique in each subgroup with regard to region specificity, further highlighting the heterogeneity in the sample. Atypical connections between NAcc and control/attention networks were also evident in the three subgroups, but involved networks and regions were, again, specific to each subgroup.
Subgroups A and B displayed strong negative connectivity between the NAcc and regions of the control systems (fronto-parietal and cingulo-opercular networks), and the motor system. These control networks are important for moment-to-moment task level control, maintenance of task sets (Dosenbach et al., 2008), as well as inhibitory control (Dosenbach et al., 2007, 2008) - processes likely important for the regulation of reward processing. ADHD children in subgroups A and B were characterized by atypical connectivity between the NAcc and control networks.

In subgroup A, the NAcc was also connected to regions of the attention networks (dorsal attention and temporal-occipital/ventral attention, to the motor region and to a visual network (lateral occipital and fusiform). Children with ADHD within subgroup A displayed specifically atypical connections between the NAcc and regions of the attention networks: stronger negative connectivity with ventral attention network and weaker negative connectivity with dorsal attention network. These attention networks likely support the involvement of moment-to-moment control and shifts of attention related to reward processing and decision-making (Dosenbach et al., 2008), findings consistent with the extant literature on ADHD (Tomasi and Volkow, 2012).

In subgroup C, ADHD children exhibited atypical connectivity between the NAcc and several networks, including: default network, cingulo-opercular, fronto-parietal network and motor region. But, it is noteworthy that a number of key regions of the cingulo-opercular network were involved in ADHD in this subgroup, suggesting that atypical functional connectivity between the reward system and the cingulo-opercular network might be a key dysfunction in this subpopulation.

4.2.1. Relating ADHD heterogeneity to impulsive behavior—In order to link our reward circuitry based neurotypes to behavioral phenomena we examined delay-discounting behavior and impulsivity-related temperament traits across the sub-populations. Only one of the ADHD subgroups had atypical delay discounting and, at the same time, atypical activity level scores (subgroup A). ANOVA between the three ADHD groups confirmed the differences in delay discounting, with ADHD-A significantly more impulsive than ADHD-B (Table 2). The other two subgroups of ADHD children (subgroups B and C) were similar to the related control population with regards to delay discounting and activity level, and the three ADHD subgroups were similarly atypical in impulsivity, inhibitory control and activation control scores (Table 1). It is possible that, in subgroup A, impulsive decision-making - as measured by the delay- discounting task - and activity level traits share similar neurobiological underpinnings. As the delay-discounting task, the TMCQ subscales supported that ADHD neurotypes distinguished by brain connectivity patterns of the reward system may be discriminated from typically developing individuals by specific behavioral characteristics.

We used Volkow et al.’s addiction model (Volkow et al., 2011a) as a framework to characterize these findings with regard to heterogeneity in ADHD. Fig. 10 displays the atypical connections between NAcc and brain networks within each subgroup. This figure illustrates and provides a framework to consider how the system’s “balance” may or may
not change depending on the atypical connections. The unbalance of the system potentially relates to impulsive behavior - as measured by delay discounting - and higher activity level.

The ADHD children in subgroups B and C did not have atypical delay discounting or activity level relative to their peers. These data suggest that in these ADHD youth, despite having distinct connectivity from their neurotype peers, they maintained a balance to support normative behavior, as measured by the delay-discounting task and activity level. On the other hand our findings suggest that atypical discounting of delayed rewards and atypical activity level may be a result of an unbalanced connectivity of the reward system, which in this case was specific to a subset of individuals (subgroup A). Illustration of this interaction is provided with the hypothetical models in Fig. 10.

With that said, it is important to consider that we were only able to examine one objective task of impulsivity - a measure of impulsive choice. There are several other measures of impulsive decision-making, including delay aversion tasks or other methods of evaluating discounting of delayed rewards (Bitsakou et al., 2006; Knutson et al., 2001; Muller et al., 2006; Rachlin et al., 1991). While we were able to complement this task with temperament traits related to impulsivity and hyperactivity, our findings are presented as an illustrative framework and do not exclude the potential for the ADHD subjects in subgroups B and C to be impulsive in unique ways, measured via different instruments. In fact, ADHD subgroups were significantly more impulsive than the related control subgroups, as measured by three impulsivity related TMCQ subscales. This supports the idea that in each ADHD subgroup, specific brain processing mechanisms may lead to distinctive ways of impulsivity. Different tasks that evaluate impulsivity and delay processing may be related to unique brain processing mechanisms. Thus, while the work here provides some proof of principle, detail characterization of associated behavioral constructs to these groups is still needed.

Our findings of atypical inter-communication between brain networks in ADHD are similar to the framework highlighted by Sonuga-Barke and Fairchild (2012). These authors have hypothesized about interconnected networks influencing on decision-making process in ADHD. They used a Neuroeconomics model of ADHD to postulate three hypotheses regarding the roles of the default network and frontostriatal subsystems on decision-making and how the dysfunction of each system results in differential consequences. One hypothesis is that atypical connectivity between regions of the default network produces inappropriate predictions of outcome value and, therefore, is related to poor goal setting and intention implementation. The second hypothesis states that dysfunctions in the dorsal frontostriatal subsystem (dorsolateral prefrontal cortex and dorsal striatum) result in ineffective comparison between choice options. The third hypothesis postulates on the involvement of the ventral frontostriatal subsystem (orbitofrontal cortex, ventromedial prefrontal cortex, ventral striatum, and amygdala) in ADHD, and proposes that dopamine dysregulation in this system results in atypical valuation of delayed rewards and disrupts learning of prediction of future outcomes. This theory relates to our findings in a few ways. First, our findings corroborate this theory, wherein we identify the involvement of brain networks in ADHD neurobiology, as opposed to isolated brain regions. Indeed the same systems involved in decision-making highlighted in this prior work are identified here. Second, as with this prior
theoretical framework, our findings suggest that alterations in a given network may affect a
given individual to various degrees.

4.3. Limitations

It is crucial to emphasize that in the addiction model the positive connections mean
excitatory connections, while negative mean inhibitory connections. In our model one
cannot know whether a connection is excitatory or inhibitory. While we use the addiction
model here as a heuristic for our data, we do not interpret the functional connectivity data as
revealing information about excitatory or inhibitory synapses. Previous studies suggest
systems that are positively correlated may be interpreted as integrated systems, while the
ones negatively correlated may be highly segregated (Castellanos et al., 2008; Fox et al.,
2005, 2009).

The interpretation of negative correlations is especially controversial because they only
become strongly evident after regressing out the global signal; therefore some argue that
negative connections in functional data may be purely a statistical artifact (Murphy et al.,
2009). Studies have shown that they provide biologically plausible and relevant information
(Fox et al., 2009). Other work in animal models highlights the improved correspondence of
functional connectivity to secondary measures (e.g. viral tracings of axonal tracts) after the
use of global regression (Miranda-Dominguez et al., 2014). Such improvements, also
consistent with other reports (Fox et al., 2009; Keller et al., 2013), likely reflect the
reduction in shared variance amongst regions due to noise and a true global signal
(Scholvinck et al., 2010) - an important consideration for the current report.

We also note that while the size of our overall sample is quite large, the sample size of each
subgroup is significantly reduced after applying the community detection procedure (e.g.,
see subgroup A which was the only subgroup to show effects with delay discounting).
Studies with larger sample sizes are needed to support our findings. Second, additional delay
tasks or tests of impulsivity would have been useful to further characterize the subgroups
behaviorally and to evaluate whether specific patterns of connectivity of the reward ROI are
associated with specific types of impairment.

5. Conclusions

Our findings support that combining graph theory with neuroimaging data may represent a
valuable approach for classifying children with ADHD and typical development; for
informing ADHD heterogeneity; and for investigating ADHD neurobiology. Research
examining other brain systems is needed to further validate our approach. Future studies
should evaluate how community organization relates to long-term outcomes, such as
prognosis and response to treatment. Also, a longitudinal study would be useful to evaluate
whether the community organization is stable over time. Similar methods have been used to
assess behavioral and temperamental variation in ADHD and typically developing
populations (Fair et al., 2012; Gates et al., 2014; Karalunas et al., 2015). In the future,
neuroimaging, temperament, neuropsychological, and possibly genetic data should be
combined in order to improve the ability of identifying subgroups of individuals with and
without ADHD based on neurobiological information.
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Fig. 1.
Model of network underlying impulsive decision-making. Volkow and colleagues (2011) postulated that multiple networks interact to provide inhibitory control and decision-making. Drug addiction is associated with a disturbance of this system, which may also be involved in other types of impulsive decision-making. The model is adapted from Volkow et al. (2011).
Fig. 2.
Voxelwise resting state functional connectivity maps for the reward ROI. Results for all control children ($n = 63$) and all children with ADHD ($n = 42$) (A); and direct comparison between groups (B). Results show atypical connectivity of the reward system in children with ADHD. Monte Carlo simulation was applied to correct for multiple comparisons ($Z > 2.25$, $p < 0.05$).
Fig. 3.
Spring embedding representation of the community organization of the whole sample. Nodes represent subjects and are color coded by their community assignment (node cores) and their group (i.e. ADHD or control; node outlines). Green: subgroup A, blue: subgroup B, red: subgroup C. Yellow outline: ADHD, black outline: control. Connections with $r \geq 0.52$ were considered connected. The network of participants was naturally organized into three communities, which are densely connected sets of participants (nodes), with sparser
connections between groups. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 4.
Connectivity maps for the reward ROI, subgroup A. Results for control children ($n = 23$) and children with ADHD ($n = 10$) (A); and direct comparison between groups (B). Results show a specific pattern of atypical connectivity of the reward system in children with ADHD, compared to control children in the same subgroup. Monte Carlo simulation was applied to correct for multiple comparisons ($Z > 2.25$, $p < 0.05$).
Fig. 5.
Connectivity maps for the reward ROI, subgroup B. Results for control children (n = 29) and children with ADHD (n = 17) (A); and direct comparison between groups (B). Results show a specific pattern of atypical connectivity of the reward system in children with ADHD, compared to control children in the same subgroup. Monte Carlo simulation was applied to correct for multiple comparisons (Z > 2.25, p < 0.05).
Fig. 6.
Connectivity maps for the reward ROI, subgroup C. Results for control children \((n = 11)\) and children with ADHD \((n = 15)\) (A); and direct comparison between groups (B). Results show a specific pattern of atypical connectivity of the reward system in children with ADHD, compared to control children in the same subgroup. Monte Carlo simulation was applied to correct for multiple comparisons \((Z > 2.25, p < 0.05)\).
Fig. 7. 
Brain networks from community detection analysis and color-coded comparison maps. Community detection was applied to the average functional connectivity map of 32 adults; the community assignments were mapped onto ROIs as colors (A). The nine communities found corresponded to known brain networks. Atypical connections of the NAcc in each subgroup were color coded according to which brain network they had the most voxels overlapping with (B). The legend displays colors and names assigned to the nine networks that overlapped with voxels from the comparison maps.
Fig. 8.
Boxplots of $\ln(k)$ and activity level scores (from TMCQ) in controls and ADHD children. Boxplots were generated for each subgroup and emphasize that $\ln(k)$ and activity level scores were significantly different between controls and ADHD children only within subgroup A. Blue: controls; red: children with ADHD. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 9.
Connectivity between NAcc and brain networks. The NAcc is functionally connected to several networks. The negative and positive connections have to be balanced in order to provide adapted behavior (i.e. not impulsive). Some connections may be atypical, but still result in adapted behavior, as long as the balance is maintained. Several possible connection combinations may unbalance the system and result in atypical behavior.
Fig. 10.
Color-coded brain networks and schematic representation of the reward system functional connectivity. Atypical connections of the reward ROI in each subgroup were color-coded according to which brain network they had the most voxels overlapping with. The models schematically display the functional connectivity of the reward system in controls and children with ADHD.
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105 subjects - Group statistics

| Variable                                             | Controls                        | ADHD                            | P     |
|------------------------------------------------------|---------------------------------|---------------------------------|-------|
|                                                      | Mean   | Min.  | Max.  | SD    | Mean   | Min.  | Max.  | SD    |
| Age                                                  | 9.07   | 7.17  | 12.50 | 1.18  | 9.59   | 7.42  | 12.33 | 1.42  | 0.044<sup>a</sup> |
| IQ                                                    | 117.13 | 94.00 | 148.00| 13.02 | 110.77 | 82.00 | 144.00| 15.21 | 0.024<sup>a</sup> |
| Mean frame-to-frame displacement (FD)                 | 0.12   | 0.06  | 0.18  | 0.03  | 0.12   | 0.06  | 0.17  | 0.03  | 0.944<sup>a</sup> |
| % frames removed                                      | 25.59  | 0.00  | 59.58 | 18.78 | 25.98  | 0.00  | 56.88 | 19.02 | 0.918<sup>a</sup> |
| In(δ)<sup>b</sup>                                     | -3.62  | -9.47 | 1.46  | 2.00  | -2.94  | -8.56 | 1.46  | 2.76  | 0.206<sup>b</sup>,<sup>*</sup> |
| Inattentive symptoms                                 | 0.38   | 0     | 8     | 1.26  | 6.12   | 1     | 9     | 2.74  | <0.001<sup>b</sup> |
| Hyperactive/impulsive symptoms                        | 0.38   | 0     | 6     | 1.10  | 4.71   | 0     | 9     | 3.10  | <0.001<sup>b</sup> |
| TMCQ subscales                                        |        |       |       |       |        |       |       |       |       |
| Impulsivity                                          | 2.40   | 1.46  | 3.92  | 0.56  | 3.58   | 2.00  | 5.00  | 0.76  | <0.001<sup>b</sup> |
| Inhibitory control                                   | 3.76   | 2.25  | 4.63  | 0.48  | 2.70   | 1.13  | 3.63  | 0.61  | <0.001<sup>b</sup> |
| Activation control                                   | 3.65   | 2.80  | 4.67  | 0.38  | 3.06   | 1.85  | 3.93  | 0.53  | <0.001<sup>b</sup> |
| Activity level                                        | 3.88   | 2.00  | 5.00  | 0.64  | 4.10   | 2.56  | 5.00  | 0.66  | 0.001<sup>a</sup> |
| N                                                     | 31     | 49.2  | 31    | 73.8  |        |       |       |       | 0.015<sup>c</sup> |
| %                                                     | 50.8   | 11    |       | 26.2  |        |       |       |       |       |
| Gender                                                |        |       |       |       |        |       |       |       |       |
| Male                                                  | 31     |       | 31    | 73.8  |        |       |       |       |       |
| Female                                                | 32     |       | 11    | 26.2  |        |       |       |       |       |
| Community                                             |        |       |       |       |        |       |       |       | 0.088<sup>d</sup> |
| A                                                     | 23     | 36.5  | 10    | 23.8  |        |       |       |       |       |
| B                                                     | 29     | 46.0  | 17    | 40.5  |        |       |       |       |       |
| C                                                     | 11     | 17.5  | 15    | 35.7  |        |       |       |       |       |
| Comorbid diagnosis (at least one)<sup>f</sup>         | 5      | 7.90  | 14    | 33.30 | 0.002<sup>c</sup> |
| Stimulant use<sup>f</sup>                             | -      | -     | 15    | 35.70 | -      |       |       |       |       |
| ADHD subtype                                          | -      | -     | 27    | 64.3  | -      |       |       |       |       |

<sup>a</sup>=N=20, <sup>b</sup>=N=21, <sup>c</sup>=N=22, <sup>d</sup>=N=23, <sup>e</sup>=N=24, <sup>f</sup>=N=25.
| Variable                          | Controls | ADHD       | p      |
|----------------------------------|----------|------------|--------|
|                                  | Mean     | Min.       | Max.   | SD     | Mean     | Min.       | Max.   | SD     |        |
| Inattentive                      | -        | -          | 14     | 33.3   | 1        | 2.4        |        |        |        |
| Hyperactive                      | -        | -          | 1      | 2.4    |          |            |        |        |        |

### Subgroup A - Group statistics

| Variable                          | Controls | ADHD       | p      |
|----------------------------------|----------|------------|--------|
|                                  | Mean     | Min.       | Max.   | SD     | Mean     | Min.       | Max.   | SD     |        |
| Age                              | 8.85     | 7.42       | 11.17  | 0.98   | 8.32     | 7.42       | 9.08   | 0.62   | 0.121a |
| IQ                               | 119      | 96         | 144    | 15.07  | 110.80   | 90.00      | 132.00 | 15.24  | 0.142a |
| Mean frame-to-frame displacement (FD) | 0.12   | 0.07       | 0.16   | 0.02   | 0.12     | 0.09       | 0.17   | 0.03   | 0.748a |
| % frames removed                 | 22.83    | 0.00       | 57.92  | 18.60  | 17.17    | 1.67       | 52.50  | 17.08  | 0.417a |
| ln(k)m                           | -3.19    | -7.75      | 1.46   | 1.99   | -0.69    | -4.10      | 1.46   | 1.74   | 0.005a,** |
| Inattentive symptoms             | 0.65     | 0          | 8      | 1.85   | 5.60     | 1          | 9      | 3.37   | 0.001b |
| Hyperactive/impulsive symptoms   | 0.61     | 0          | 6      | 1.50   | 5.00     | 1          | 9      | 3.56   | 0.003b |
| TMCQ subscales                   |          |            |        |        |          |            |        |        |        |
| Impulsivity                      | 2.46     | 1.62       | 3.92   | 0.66   | 3.80     | 2.00       | 5.00   | 0.98   | <0.001a |
| Inhibitory control               | 3.63     | 2.25       | 4.43   | 0.56   | 2.74     | 1.13       | 3.63   | 0.74   | 0.001a |
| Activation control               | 3.65     | 2.80       | 4.20   | 0.42   | 3.16     | 2.36       | 3.93   | 0.54   | 0.008a |
| Activity level                   | 3.93     | 2.56       | 5.00   | 0.66   | 4.53     | 3.78       | 5.00   | 0.37   | 0.002b |
| Gender                           |          |            |        |        |          |            |        |        | 0.031f  |
| Male                             | 9        | 39.1       | 8      | 80.0   |          |            |        |        |        |
| Female                           | 14       | 60.9       | 2      | 20.0   |          |            |        |        |        |
| Comorbid diagnosis               | 2        | 8.7        | 1      | 10.0   |          |            |        |        | 0.675f  |
| Stimulant use                    |          |            |        |        |          |            |        |        |        |
| ADHD subtype                     |          |            |        |        |          |            |        |        |        |
| Combined                         | -        | -          | 7      | 70.0   |          |            |        |        |        |
| Inattentive                      | -        | -          | 2      | 20.0   |          |            |        |        |        |
### Subgroup B - Group statistics

| Variable                        | Controls     | ADHD         | p      |
|---------------------------------|--------------|--------------|--------|
|                                 | Mean | Min. | Max. | SD  | Mean | Min. | Max. | SD  |        |
| Hyperactive                     | -    | -    | 1    | 10.0 |       |      |      |      |        |
| Age                             | 9.27 | 7.58 | 12.50 | 1.26 | 10.72 | 8.08 | 12.33 | 1.35 | 0.011\textsuperscript{a} |
| IQ                              | 117  | 96   | 148  | 11.71 | 111.05 | 82.00 | 132.00 | 15.56 | 0.151\textsuperscript{a} |
| Mean frame-to-frame displacement (FD)\textsuperscript{j} | 0.12 | 0.06 | 0.18 | 0.03 | 0.12 | 0.07 | 0.16 | 0.02 | 0.978\textsuperscript{a} |
| % frames removed                | 31.42 | 0.00 | 59.58 | 18.38 | 30.16 | 0.00 | 56.88 | 18.59 | 0.825\textsuperscript{a} |
| ln(\(k\))\textsuperscript{n}    | −4.31 | −9.47 | −1.72 | 1.73 | −3.74 | −8.56 | −0.64 | 2.30 | 0.386\textsuperscript{a, \textsuperscript{x,xx}} |
| Inattentive symptoms            | 0.24 | 0    | 4    | 0.83 | 7.00 | 1    | 9    | 2.12 | <0.001\textsuperscript{b} |
| Hyperactive/impulsive symptoms  | 0.21 | 0    | 2    | 0.56 | 5.59 | 0    | 9    | 3.12 | <0.001\textsuperscript{b} |
| TMCQ subscales                  |       |      |      |      |      |      |      |      |        |
| Impulsivity                     | 2.38 | 1.54 | 3.54 | 0.44 | 3.63 | 2.15 | 4.77 | 0.72 | <0.001\textsuperscript{a} |
| Inhibitory control              | 3.79 | 3.13 | 4.63 | 0.42 | 2.54 | 1.63 | 3.50 | 0.61 | <0.001\textsuperscript{b} |
| Activation control              | 3.64 | 3.13 | 4.40 | 0.32 | 2.99 | 1.85 | 3.93 | 0.60 | 0.001\textsuperscript{b} |
| Activity level                  | 3.91 | 2.00 | 4.78 | 0.61 | 4.01 | 2.56 | 4.67 | 0.70 | 0.634\textsuperscript{a} |
| Gender                          |       |      |      |      |      |      |      |      |        |
| Male                            | 16   | 55.2 | 11   | 64.7 |       |      |      |      |        |
| Female                          | 13   | 44.8 | 6    | 35.3 |       |      |      |      |        |
| Comorbid diagnosis\textsuperscript{r} | 2    | 6.9  | 8    | 47.1 |       |      |      |      | 0.001\textsuperscript{l} |
| Stimulant use                   | -    | -    | 9    | 52.9 |       |      |      |      |        |
| ADHD subtype                    |       |      |      |      |      |      |      |      |        |
| Combined                        | -    | -    | 10   | 58.8 |       |      |      |      |        |
| Inattentive                     | -    | -    | 7    | 41.2 |       |      |      |      |        |
| Hyperactive                     | -    | -    | 0    | 0.0  |       |      |      |      |        |
### Subgroup C - Group statistics

| Variable                        | Controls | ADHD | p     |
|---------------------------------|----------|------|-------|
|                                 | Mean     | Min. | Max. | SD    | Mean | Min. | Max. | SD    |       |
| **Age**                         | 9.02     | 7.17 | 11.75| 1.35 | 9.17 | 8.17 | 11.33| 0.80 | 0.745<sup>b</sup> |
| **IQ**                          | 113      | 94   | 134  | 11.60| 110.43| 84.00| 144.00| 15.86 | 0.678<sup>a</sup> |
| **Mean frame-to-frame displacement (FD)** | 0.12 | 0.07 | 0.16 | 0.03 | 0.11 | 0.06 | 0.17 | 0.03 | 0.837<sup>a</sup> |
| **% frames removed**            | 16.02    | 1.67 | 47.50| 16.22| 27.12 | 0.00 | 55.83| 20.01 | 0.144<sup>a</sup> |
| **ln(k)**                       | -2.73    | -5.79| 1.46 | 2.24 | -3.43| -8.46| 1.14 | 3.08 | 0.546<sup>*</sup><sup>****</sup> |
| **Inattentive symptoms**        | 0.18     | 0    | 1    | 0.40 | 5.47 | 1    | 9    | 2.83 | <0.001<sup>b</sup> |
| **Hyperactive/impulsive symptoms** | 0.36 | 0    | 4    | 1.21 | 3.53| 0    | 9    | 2.53 | <0.001<sup>b</sup> |
| **TMCQ subscales**              |          |      |      |      |      |      |      |      |       |
| **Impulsivity**                 | 2.34     | 1.46 | 3.69 | 0.66 | 3.36 | 2.54 | 4.54 | 0.62 | <0.001<sup>a</sup> |
| **Inhibitory control**          | 3.99     | 3.38 | 4.63 | 0.36 | 2.85 | 1.63 | 3.50 | 0.51 | <0.001<sup>a</sup> |
| **Activation control**          | 3.69     | 3.13 | 4.67 | 0.46 | 3.07 | 1.93 | 3.73 | 0.47 | 0.003<sup>a</sup> |
| **Activity level**              | 3.72     | 2.67 | 4.78 | 0.73 | 3.92 | 2.56 | 4.67 | 0.68 | 0.494<sup>a</sup> |

| Gender                          | N        | %     | N    | %     | Sig. |
|---------------------------------|----------|-------|------|-------|------|
| **Male**                        | 6        | 54.5  | 12   | 80.0  | 0.218<sup>f</sup> |
| **Female**                      | 5        | 45.5  | 3    | 20.0  |       |
| **Comorbid diagnosis**<sup>g</sup> | 1        | 9.1   | 5    | 33.3  | 0.197<sup>f</sup> |
| **Stimulant use**<sup>l</sup>   | -        | -     | 3    | 20.0  |       |
| **ADHD subtype**                |          |       |      |       |      |
| **Combined**                    | -        | -     | 10   | 66.7  |       |
| **Inattentive**                 | -        | -     | 5    | 33.3  |       |
| **Hyperactive**                 | -        | -     | 0    | 0.0   |       |

<sup>a</sup>,<sup>b</sup>,<sup>c</sup>,<sup>d</sup>,<sup>e</sup>,<sup>f</sup>,<sup>g</sup>,<sup>h</sup>,<sup>i</sup>,<sup>j</sup>,<sup>k</sup>,<sup>l</sup>, natural log of the discounting gradient.
After controlling for age, \( p = 0.054 \).

** After controlling for age, \( p = 0.008 \).

*** After controlling for age, \( p = 0.32 \).

**** After controlling for age, \( p = 0.68 \).

\( a \) Equal variances assumed, because Levene’s test for equality > 0.05.

\( b \) Equal variances not assumed, because Levene’s test for equality < 0.05.

\( c \) \( \chi^2 = 6.308 \).

\( d \) \( \chi^2 = 4.861 \).

\( e \) \( \chi^2 = 10.967 \).

\( f \) \( \chi^2 = 4.661 \).

\( g \) Fisher’s exact test was used because one condition for using chi-square test was not met (more than 25% of the cells have expected count less than 5).

\( h \) \( \chi^2 = 0.402 \).

\( i \) \( \chi^2 = 10.161 \).

\( j \) Mean FD of the remaining frames.

\( k \) 54 controls and 36 ADHD with data.

\( l \) 1 ADHD subject from subgroup C without information about stimulant use.

\( m \) 20 controls and 7 ADHD with data.

\( n \) 25 controls and 14 ADHD with data.

\( o \) 10 controls and 14 ADHD with data.

\( p \) \( n_{\text{controls}}: n_{\text{ADHD}} / \text{mood - 0:1; anxiety - 3:5; ODD/CD - 1:9; learning - 1:0} \).

\( q \) \( n_{\text{controls}}: n_{\text{ADHD}} / \text{mood - 0:0; anxiety - 1:0; ODD/CD - 1:1; learning - 0:0} \).

\( r \) \( n_{\text{controls}}: n_{\text{ADHD}} / \text{mood - 0:1; anxiety - 1:2; ODD/CD - 0:5; learning - 1:0} \).

\( s \) \( n_{\text{controls}}: n_{\text{ADHD}} / \text{mood - 0:0; anxiety - 1:3; ODD/CD - 0:3; learning - 0:0} \).
Table 2

| Variable                                | A                          | B                          | C                          | p          |
|-----------------------------------------|----------------------------|-----------------------------|----------------------------|------------|
|                                         | Mean | Min. | Max. | SD  | Mean | Min. | Max. | SD  | Mean | Min. | Max. | SD  |
| Controls                                |      |      |      |     |      |      |      |     |      |      |      |     |
| Age                                     | 8.85 | 7.42 | 11.17| 0.98| 9.27 | 7.58 | 12.50| 1.26| 9.02 | 7.17 | 11.75| 1.35|
| IQ                                      | 119.42| 96.20| 144.00| 15.07| 116.95| 96.00| 148.00| 11.71| 112.81| 94.00| 134.00| 11.60|
| Mean frame-to-frame displacement (FD)   | 0.12 | 0.07 | 0.16 | 0.02| 0.12 | 0.06 | 0.18 | 0.03| 0.12 | 0.07 | 0.16 | 0.03|
| % frames removed                        | 22.83| 0.00 | 57.92| 18.60| 31.42 | 0.00 | 59.58| 18.38| 16.02 | 1.67 | 47.50| 16.22|
| ln(k)                                   | −3.19| −7.75| 1.46 | 1.99| −4.31| −9.47| −1.72| 1.73| −2.73| −5.79| 1.46 | 2.24 |
| Inattentive symptoms                    | 0.65 | 0.00 | 8.00 | 1.85| 0.24 | 0.00 | 4.00 | 0.83| 0.18 | 0.00 | 1.40 | 0.40 |
| Hyperactive/impulsive symptoms          | 0.61 | 0.00 | 6.00 | 1.50| 0.21 | 0.00 | 2.00 | 0.56| 0.36 | 0.00 | 4.00 | 1.20 |
| TMCQ subscales                          |      |      |      |     |      |      |      |     |      |      |      |     |
| Impulsivity                             | 2.46 | 1.62 | 3.92 | 0.66| 2.38 | 1.54 | 3.54 | 0.44| 2.34 | 1.46 | 3.69 | 0.66|
| Inhibitory control                      | 3.63 | 2.25 | 4.43 | 0.56| 3.79 | 3.13 | 4.63 | 0.42| 3.99 | 3.38 | 4.63 | 0.36|
| Activation control                      | 3.65 | 2.80 | 4.20 | 0.42| 3.64 | 3.13 | 4.40 | 0.32| 3.69 | 3.13 | 4.67 | 0.46|
| Activity level                          | 3.93 | 2.56 | 5.00 | 0.66| 3.91 | 2.00 | 4.78 | 0.61| 3.72 | 2.67 | 4.78 | 0.73|
| N                                       |      |      |      |     |      |      |      |     |      |      |      |     |
| %                                        |      |      |      |     |      |      |      |     |      |      |      |     |
| Gender                                  |      |      |      |     |      |      |      |     |      |      |      |     |
| Male                                    | 9    | 39.1 | 16   | 55.2| 6    | 54.5 |       |     |       |     |       |     |
| Female                                  | 14   | 60.9 | 13   | 44.8| 5    | 45.5 |       |     |       |     |       |     |
| Comorbid diagnosis                      | 2    | 8.7  | 2    | 6.9 | 1    | 9.1  |       |     |       |     |       |     |
| Variable                                | A                          | B                          | C                          | p          |
|                                         | Mean | Min. | Max. | SD  | Mean | Min. | Max. | SD  | Mean | Min. | Max. | SD  |
| ADHD                                    |      |      |      |     |      |      |      |     |      |      |      |     |
| Age                                     | 8.32 | 7.42 | 9.08 | 0.62| 10.72| 8.08 | 12.33| 1.35| 9.17 | 8.17 | 11.33| 0.80|
| IQ                                      | 110.80| 90.00| 132.00| 15.24| 111.05| 82.00| 132.00| 15.56| 110.43| 84.00| 144.00| 15.86|
| Mean frame-to-frame displacement (FD)   | 0.12 | 0.09 | 0.17 | 0.03| 0.12 | 0.07 | 0.16 | 0.02| 0.11 | 0.06 | 0.17 | 0.03|

Note: 

- Controls: Age, IQ, Mean frame-to-frame displacement (FD)\(^{6}\), % frames removed, ln(k)\(^{1}\), Inattentive symptoms, Hyperactive/impulsive symptoms. 
- TMCQ subscales: Impulsivity, Inhibitory control, Activation control, Activity level. 
- Gender: Male, Female. Comorbid diagnosis: 2. 
- ADHD: Age, IQ, Mean frame-to-frame displacement (FD)\(^{6}\).
| Variable                        | A                      | B                      | C                      | p       |
|--------------------------------|------------------------|------------------------|------------------------|---------|
|                                | Mean | Min. | Max. | SD.  | Mean | Min. | Max. | SD.  | Mean | Min. | Max. | SD.  |         |         |
| % frames removed               | 17.17 | 1.67 | 52.50 | 17.03 | 30.16 | 0.00  | 56.88 | 18.59 | 27.12 | 0.00  | 55.83 | 20.01 | 0.225  |
| \( \ln(k/m) \)                 | -0.69 | -4.10 | 1.46 | 1.74 | -3.74 | -8.56 | -0.64 | 2.30 | -3.43 | -8.46 | 1.14  | 3.08  | 0.026f |
| Inattentive symptoms           | 5.60  | 1    | 9    | 3.37 | 7.00  | 1    | 9    | 2.12 | 5.47  | 1    | 9    | 2.83  | 0.232  |
| Hyperactive/impulsive symptoms | 5.00  | 1    | 9    | 3.56 | 5.59  | 0    | 9    | 3.12 | 3.53  | 0    | 9    | 2.53  | 0.166  |
| TMCQ subscales                 |        |      |      |      |        |      |      |      |        |      |      |      |         |
| Impulsivity                    | 3.80  | 2.00 | 5.00 | 0.98 | 3.63  | 2.15 | 4.77 | 0.72 | 3.36  | 2.54 | 4.54 | 0.62  | 0.355  |
| Inhibitory control             | 2.74  | 1.13 | 3.63 | 0.74 | 2.54  | 1.63 | 3.50 | 0.61 | 2.85  | 1.63 | 3.50 | 0.51  | 0.369  |
| Activation control             | 3.16  | 2.36 | 3.93 | 0.54 | 2.99  | 1.85 | 3.93 | 0.60 | 3.07  | 1.93 | 3.73 | 0.47  | 0.745  |
| Activity level                 | 4.53  | 3.78 | 5.00 | 0.37 | 4.01  | 2.56 | 4.67 | 0.70 | 3.92  | 2.56 | 4.67 | 0.68  | 0.054f |
| Gender                         |        |      |      |      |        |      |      |      |        |      |      |      | 0.542f |
| Male                           | 8     | 80   | 11   | 64.7 | 12    | 80   |      |      |        |      |      |      |         |
| Female                         | 2     | 20   | 6    | 35.3 | 3     | 20   |      |      |        |      |      |      |         |
| Comorbid diagnosis             | 1     | 10   | 8    | 47.1 | 5     | 33.3 |      |      |        |      |      |      | 0.143h |
| Stimulant use                  | 3     | 30   | 9    | 52.9 | 3     | 21.4 |      |      |        |      |      |      | 0.171f |
| ADHD subtype                   |        |      |      |      |        |      |      |      |        |      |      |      | 0.381i  |
| Combined                       | 7     | 70   | 10   | 58.8 | 10    | 66.7 |      |      |        |      |      |      |         |
| Inattentive                    | 2     | 20   | 7    | 41.2 | 5     | 33.3 |      |      |        |      |      |      |         |
| Hyperactive                    | 1     | 10   | 0    | 0    | 0     | 0    |      |      |        |      |      |      |         |

\( \ln(k/m) \), natural log of the discounting gradient.

- Post hoc Tukey’s HSD test: B vs. C, \( p = 0.05 \).
- \( \chi^2 = 8.798 \).
- \( \chi^2 = 0.081 \); chi-square not valid, because more than 25% of the cells have expected count less than 5.
- Post hoc Tukey’s HSD test: C vs. B, \( p < 0.001 \) vs. C, \( p < 0.001 \).
- Post hoc Tukey’s HSD test: A vs. B, \( p = 0.026 \) vs. A, \( p = 0.052 \).
- Post hoc Tukey’s HSD test: A vs. C, \( p = 0.056 \).
$X^2 = 1.224.$

$hX^2 = 3.891.$

$iX^2 = 3.533.$

$jX^2 = 4.190; \text{chi-square test not valid, because more than 25\% of the cells have expected count less than 5.}$

$k\text{Mean FD of the remaining frames.}$

$l54 \text{ subjects (A = 19; B=25; C= 10) with data.}$

$m36 \text{ subjects (A=8; B = 14; C= 14) with data.}$

$n1 \text{ subject from subgroup C without information about stimulant use.}$

* $\text{Chi-square performed on only the combined and inattentive subtypes yielded valid results: } p = 0.623; X^2 = 0.947.$