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Abstract

This paper presents a new data-driven non-intrusive reduced-order model (NIROM) that outperforms the traditional Proper orthogonal decomposition (POD) based reduced-order model. This is achieved by using Auto-Encoder (AE) and attention-based deep learning methods. The novelty of the present work lies in that it uses Stacked Auto-Encoder (SAE) network to project original high-dimensional dynamical systems onto a low dimensional nonlinear subspace and predict the fluid dynamics using an attention-based deep learning method. A new model reduction neural network architecture for fluid flow problem is presented. The SAE network compresses high-dimensional physical information into several much smaller sized representations in a latent space. These representations are expressed by a number of codes in the middle layer of SAE neural network. Then, those codes at different time levels are trained to construct a set of hyper-surfaces with multi variable response functions using attention-based deep learning methods. The inputs of the attention-based network are previous time levels’ codes and the outputs of the network are current time levels’ codes. The codes at current time level are then projected back to the original full space by the decoder layers in the SAE network.

The capability of this data-driven reduced order model (DDROM) is illustrated numerically by two test cases: flow past a cylinder, and a lock exchange, respectively. The results obtained show that the DDROM performs better in terms of accuracy than the popular model reduction method namely proper orthogonal decomposition. The improvement is assessed by comparison with a high fidelity POD model.
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1. Introduction

In engineering and physics, most physical phenomena are governed by conservation laws, which can be written as partial differential equations (PDEs) \cite{1}. However, solving PDEs can be computationally intensive in particular for high-fidelity
realizations[2]. In this case, the reduced-order models (ROMs) technology plays an important role as they are able to simulate physical systems accurately with several orders of magnitude CPU speed-up. The ROMs have been applied successfully to a number of research fields such as data assimilation [3], ocean modelling [4], shallow water equations [5, 6], air pollution prediction [7], polynomial systems [8], viscous and inviscid flows [9], large-scale time-dependent systems [10], optimal control [11], circuit systems [12, 13], inverse problems [14], fluids [15], reservoir history matching [16] and turbulent flows [17].

Among traditional model reduction methods, proper orthogonal decomposition (POD) combined with Galerkin projection is a popular model reduction method, and has been applied successfully to a number of fields. However, it lacks stability and it is highly inefficient for non-linear models[18, 19, 20]. Several stabilization methods such as calibration [21], Regularization[22], Petrov-Galerkin [23] have been presented. In addition, an empirical interpolation Method (EIM)[24], discrete empirical interpolation Method (DEIM) [20, 25, 26], a combination of Quadratic expansion and DEIM (residual DEIM method) [27], Petrov-Galerkin method with approximated tensors (GNAT) [17] have been presented aimed at alleviating the nonlinear inefficiency of POD. The DEIM combined with POD method has been used to improve nonlinear term reduction efficiency, which means it improves ROM’s CPU cost, but it does not improve the accuracy of the POD method.

More recently, in order to avoid the above mentioned issues, a data-driven non-intrusive reduced order modelling (NIROM) method was presented and has been applied to a number of research areas such as [28, 29, 30, 31, 32]. Xiao et al. presented a number of NIROMs based on POD and interpolation methods and machine learning or deep learning methods [33, 28]. Wang et al. presented a NIROM based on POD and neural network and applied it to a combustion problem [34]. Jacquier et al. presented a NIROM based on deep neural network and POD and applied it to a flooding problem [35]. Ahmed presented a NIROM for non-ergodic flows using POD and a long short term memory neural network together with a principal interval decomposition [36].

As mentioned above, POD based model reduction methods restrict the state to evolve in a linear subspace (linear trial sub-spaces), which imposes a fundamental limitation on the efficiency and accuracy of the resulting ROM [37]. These linear trial sub-spaces also exist in other model reduction methods [37], such as balanced truncation [38], rational interpolation [39] and reduced-basis method [40].

In this paper, we present a new data driven non-intrusive model reduction framework using Stacked Auto-Encoder(SAE) network and attention-based deep learning methods to tackle the above linear trial sub-spaces issue. The new data-driven NIROM uses Stacked Auto-Encoder(SAE) network to project original high-dimensional dynamical systems into a nonlinear subspace and predict the fluid dynamics using an attention-based deep learning method.

Deep learning method is a popular artificial neural network method as it has shown great potential in many research areas such as image recognition, materials, facial recognition, speech recognition, drug discovery, self-driving cars[41, 42, 43]. Auto-Encoder is a type of artificial neural network in which the input layer has the same dimensional size and data as the output layer. The high-dimensional inputs are passed into the network and are compressed in the network. The middle layer of the network
has a smaller number of neurons compared to the input and output layers. Thus, the middle layer represents the inputs using reduced number of neurons (or referred to as ‘codes’ in Auto-Encoder network)[44]. Auto-Encoder has been applied to a number of areas such as image compression and denoising. Dimensionality reduction is the main application of Auto-Encoder network. Auto-Encoder has recently applied to ROM [45, 46]. In the work of [45], Auto-Encoder has been used for eigenvalue problems. In [46], the convolutional Auto-Encoder combined with self-attention has been used to reduce the dimensional size of the fluids images and Long short-term memory (LSTM) is used to predict the temporal fluid dynamics after reduction.

The other deep learning method used in this work is the attention mechanism. It was presented to deal with long sequence prediction problems. It imitates the process of organism observation behaviour, especially in humans, which means that after scanning the whole information or image, the target area is noticed with more attention while other areas are neglected to various degrees [47]. In attention-based models, each item in the sequence has been assigned an attention score through the computing of global Query vector(Q) and Key vector(K). These scores are weighted summation with Value vector(V) to print out a new vector of the same shape. The new vector contains the long-term and local dependencies of items among the whole sequence. That makes the information processing based on these dependencies possible. The attention mechanism has been used to construct a transformer deep learning method and has been used in natural language processing and in computer vision [48, 49].

In this work, we firstly use attention-based deep learning architecture to construct a multi-variable response function (hypersurface) to predict the fluid dynamics in a latent space. The new presented data-driven Reduced Order Model (DDROM) is implemented in the framework of FLUIDITY [50]. The Fluidity software is an open source, unstructured mesh, finite element computational fluid dynamics (CFD) three dimensional model and it is capable of numerically solving the Navier-Stokes (NS) equations. In order to illustrate the performance of this novel data-driven NIROM, two test cases, flow past a cylinder and a lock exchange are illustrated. In addition, the performance of this DDROM is compared against the solutions of proper orthogonal decomposition (POD) based ROM. The numerical results show that the new DDROM is capable of capturing the details of flows while the CPU time is reduced by several orders of magnitude. In addition, it performs better than the POD based ROM.

The structure of the paper is as follows. A detailed introduction of the governing equations, training system is shown in Section 2. Section 3 provides a brief overview of SAE and self-attention, and their implementation in ROM for this specific problem. Section 4 illustrates the performance of this ROM for two test cases: flow past a cylinder and lock exchange. Finally, in section 5, the summary and conclusions are presented.
2. Governing equations

The three dimensional (3D) non-hydrostatic and continuity NS equations which describe the conservation of momentum and mass of fluids are given by

\[
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\nabla p + \nabla \cdot \mathbf{\tau},
\]

\[
\nabla \cdot \mathbf{u} = 0,
\]

where \( \mathbf{u} \equiv (u, v, w)^T \) is the velocity vector, \( t \) is the time, \( p = \tilde{p}/\rho_0 \) is the normalised pressure (\( \tilde{p} \) is the pressure and \( \rho_0 \) is the constant reference density), and \( \mathbf{\tau} \) is the stress tensor. The discretised form of the system can be written as

\[
C^T \mathbf{u} = 0,
\]

\[
\mathcal{M} \frac{\partial \mathbf{u}}{\partial t} + \mathcal{A}(\mathbf{u}) \mathbf{u} + \mathcal{K} \mathbf{u} + \mathcal{C} \mathbf{p} = 0,
\]

where \( C \) is a pressure gradient matrix, \( \mathcal{M} \) denotes the mass matrix, \( \mathcal{A}(\mathbf{u}) \) denotes the solution dependent streaming operator and \( \mathcal{K} \) denotes the matrix related to the remaining linear velocity terms. The velocity, \( \mathbf{u} \), is a vector containing nodal values of all three components now, likewise, \( \mathbf{p} \) is a vector containing the pressure nodal values.

3. Data-driven reduced order model (DDROM)

This section describes the construction and use of DDROM using Auto-Encoder neural network and attention-based deep learning method.

3.1. Stacked Auto-Encoder neural network

The basic Auto-Encoder (AE) is an unsupervised feed-forward neural network that can be used to reduce the dimensional size. Instead of labelling the outputs for training, the AE network sets the output the same number of nodes (neurons), shape and values as the inputs. It first maps the input data into a reduced dimensional latent space (represented by a number of codes in the middle layer of the neural network) and then projects the latent representation with reduced dimensional size to the output, see Figure 1.

The purpose of this particular neural network architecture is to reconstruct the input data into reduced dimensional size. The input data will be velocity \( \mathbf{u} \), pressure \( \mathbf{p} \) in flow past a cylinder case and temperature for the lock exchange test case. An Auto-Encoder consists of two main parts, the encoder and the decoder, which can be described as transitions \( E \) and \( D \), such that:

\[
E : \mathbf{X} \to \mathcal{H}
\]

\[
D : \mathcal{H} \to \mathbf{X}
\]

\[
E, D = \arg \min_{E, D} ||\mathbf{X} - (E \circ D)\mathbf{X}||^2
\]
In the simplest case (only one hidden layer), the encoder takes the input \( x \in \{t_0, t_1, t_2, \ldots, t_m\} = X \) and maps it to \( \alpha = \mathcal{H} \):

\[
\alpha = \sigma(Wx + b). \tag{8}
\]

In equation 8, the \( \alpha \) is the code, or latent variables, or a reduced representation of the full system and will be used for training the self-attention deep neural network. These representations are similar to the POD coefficients in POD based ROM, but not identical. In the POD method, any variable \( x \) such as velocity or pressure can be stated by an expression:

\[
x = \bar{x} + \sum_{j=1}^{m} \alpha_j \phi_j, \tag{9}
\]

where \( \alpha_j \) represents the \( j \)th POD coefficient, \( \phi_j \) denotes the \( j \)th POD basis function and \( \bar{x} \) is the mean of snapshots for the variable \( x \). \( \sigma \) in equation 8 is an activation function such as a sigmoid function:

\[
\sigma(x) = 1/(1 + e^{-x}) \tag{10}
\]

or tanh function:

\[
tanh(x) = (e^x - e^{-x})/(e^x + e^{-x}). \tag{11}
\]

\( W \) in equation 8 is the weights vector and \( b \) is a bias vector. The weights and biases are both initialised randomly, and then updated iteratively using back-propagation. Then, at the decoder stage, the Auto-Encoder maps \( \alpha \) to \( x' \) with the same shape as the input \( x \):

\[
x' = \sigma'(W'\alpha + b'), \tag{12}
\]

where \( W', \sigma' \) and \( b' \) are weights, activation function and bias vector respectively for the decoder. The Auto-Encoder is trained to minimise the errors between the inputs \( x \)
and the reconstruction $x'$. The loss function or cost function minimising the errors is then can be described as:

$$\mathcal{L}(x, x') = \| x - x' \|^2 = \| x - \sigma'(W'(\sigma(Wx + b)) + b') \|^2$$  \hfill (13)

The stacked Auto-Encoder (SAE) is a neural network architecture with more than one hidden layers.

3.2. Attention-based deep learning method

Self-attention was proposed by Vaswani et al. to deal with the long sequence prediction challenges faced by the encoder-decoder network [47]. The self-attention mechanism allows the inputs to interact with each other (‘self’ process) and find out which should be paid more attention (‘attention’ process) and it shows great potential in long sequence prediction. In our work, we use the self-attention mechanism and weights each part of the input data differently. Unlike previous popular sequential models, the self-attention mechanism does not process the input data in order. For example, the code values $\alpha_0, \alpha_2, \alpha_2, ..., \alpha_\tau$ generated by Auto-Encoder network at different time levels: $t = 0, 1, ..., t = \tau$ are not necessarily inputted into the network in order. $\tau$ is the input number of time levels for a training data pair (input-output). It gives different weights to each time level of the code values $\alpha_i (i$ is an arbitrary time level).

The attention mechanism can be described by the following equation:

$$\text{Attention}(Q, K, V) = \text{softmax}(\frac{QK^T}{\sqrt{d_k}})V$$ \hfill (14)

Q denotes a query matrix, which is essentially a vector representation of one snapshot at a time level in the input sequence. K is a key matrix, which is a vector representations of all of the snapshots in the input sequence. V denote the values, which are again the vector representations of all of the snapshots in the input sequence. $d_k$ is a scaling factor. Since the values in V are multiplied and summed with some attention-weights w, it can be simplified as,

$$w = \text{softmax}(\frac{QK^T}{\sqrt{d_k}})$$ \hfill (15)

This means that the weights w are defined by how each snapshot of the sequence (represented by Q) is influenced by all the other snapshots in the sequence (represented by K).

In this work, the idea of self-attention mechanics is used and the architecture that represents fluid dynamics for our reduced order model is given in the Figure 2. In this architecture, six encoder blocks are main parts and it is similar to only encoder part of a complete transformer architecture, which is a sequence prediction. The attention block consists of two main parts: multi-head attention (Figure 3.2 (a)) and feed forward layers (Figure 3.2 (b)).

3.3. Data-driven reduced order modelling based on Auto-Encoder and Self-attention

This work presents a novel neural network architecture for reduced order model. The architecture can be described in Figure 4. This new data driven reduced order
model neural network architecture consists of two main parts: Auto-Encoder network and self-attention part. The Auto-Encoder network (above part in the figure) is constructed for projecting the full high-dimensional space into a reduced space (latent space). The multi-head scaled-dot self-attention part (bottom part in the figure) is a structure that is used to represent the fluid dynamics in the reduced space. Its inputs are the codes from the middle layer of Auto-Encoder network and its outputs will be next time level’s predicted codes and then they are projected back to the full space via decoder. It includes input embedding, positional embedding, attention blocks, flatten, Rectified Linear Unit (ReLU) and linear modules. This is similar to half of the complete transformer architecture (Encoder part of the transformer architecture).

This section describes the method of constructing a data-driven reduced order model (DDROM) using the Auto-Encoder and self-attention deep learning methods (offline stage) and how the DDROM predicts the fluid dynamics (online stage). The procedure can be summarized in the flowchart given in Figure 5.
3.4. Constructing the DDROM (offline stage)

Having obtained the codes in the SAE network (middle layer of the SAE network) in section 3.1, the offline stage of DDROM will be completed by approximating the governing equations. This is achieved by using trained attention-based deep neural network to predict how the governing equations would behave. All simulation results generated by Fluidity at different time levels during a time period are projected onto the reduced space by the Auto-Encoder neural network architecture. The dimensional
size of the codes in the middle layer of SAE is much smaller than that of the inputs, thus decreasing the dimensional size of the problem drastically. The codes information is similar to the POD coefficients in the POD method. The weights of neurons in other layers (excluding input, output and middle layers) store the projection information (projecting full original space into a reduced space and projecting back), which are similar to the POD basis functions in the POD method, see [51]. The codes are then used to train the self-attention deep neural network. This training results in a function $f_j$ for each code value (reduced coefficient), which maps the set of code values from $\tau$ time levels $(\alpha^{k-\tau-1}, \alpha^{k-\tau}, \ldots, \alpha^{k-1})$ to the associated code value at the next time level $(\alpha^k)$, i.e.

$$
\alpha^k = f_j(\alpha^{k-\tau-1}, \alpha^{k-\tau}, \ldots, \alpha^{k-1})
= f_j(\alpha_1^{k-\tau-1}, \alpha_2^{k-\tau-1}, \ldots, \alpha_m^{k-\tau-1}, \alpha_1^{k-\tau}, \alpha_2^{k-\tau}, \ldots, \alpha_m^{k-\tau}, \alpha_1^{k-1}, \alpha_2^{k-1}, \ldots, \alpha_m^{k-1}),
\forall k \in \{1, 2, \ldots, N_s\}.
$$

(16)

where $\tau$ denotes input data length in training data. $\alpha_j$ denotes the $j$th code information for SAE method. $\alpha_j$ can be POD coefficients if POD method is used. $m$ denotes the number of codes used in the SAE network and it means the dimensional size. $N_s$ denotes the total number of time levels, and it equals to the total number of snapshots. By including the initial condition, we have $N_s$ pairs of input and output data that are used to form the response function $f_j$

input: $\alpha^{k-\tau-1}, \alpha^{k-\tau}, \alpha^{k-\tau+1}, \ldots, \alpha^{k-1}$
output: $\alpha^k_j$,

(17)

for all $k \in \{1, 2, \ldots, N_s\}$. The bold $\alpha$ is one complete code information vector ($\alpha = \alpha_1, \alpha_2, \ldots, \alpha_m$). The input consists of $\tau$ time levels’ complete code information. The output $\alpha^k_j$ denotes $j$th code information for time level $k$. This procedure is repeated for each code information (i.e. for $j \in \{1, 2, \ldots, m\}$), and once all the functions $\{f_j\}_{j=1}^m$ have been determined, the off-line stage is complete.

3.5. Running simulations with the data-driven reduced order model (online stage)

For running the DDROM, the functions $\{f_j\}_{j=1}^m$ are treated as response functions allowing the code information at one time level to be predicted given those at $\tau$ previous time levels

$$
\alpha_j(t + \Delta t) = f_j(\alpha(t), \alpha(t - 1), \ldots, \alpha(t - \tau + 1)) \quad \forall j \in \{1, 2, \ldots, m\}.
$$

(19)

We remark that when running the DDROM, the time step, $\Delta t$, will coincide with that of the high-fidelity full model. The procedure of on-line prediction using the DDROM is summarized in Algorithm 1. The initial condition can be different than that used in the high-fidelity full model. The number of time steps ($T$) can be different than that used in the training period. That is, the DDROM can be run for a longer or shorter time than
the high-fidelity full model.

**Algorithm 1:** On-line DDROM calculation

The response functions, \( \{f_j\}_{j=1}^m \) are known and Auto-Encoder network is already trained.

The initial condition \( (\alpha^0) \), time step \( (\Delta t) \), initial time \( (t_0) \) and number of time steps \( (T) \) are given.

\[
\text{for } n = 1 \text{ to } T \text{ do} \\
\quad t = t_0 + n\Delta t \quad \text{current time} \\
\quad \text{Step (a): calculate the code values, } \alpha^n, \text{ at the current time step:} \\
\quad \text{for } j = 1 \text{ to } m \text{ do} \\
\quad \quad \alpha^n_j = f_j(\alpha^{n-1}, \alpha^{n-1}, \ldots, \alpha^{n-1}) \\
\quad \text{endfor} \\
\quad \text{Step (b): obtain the solutions, velocity } u^n \text{ for example, in the full space at the current time, } t, \text{ by projecting } \alpha^n \text{ back onto the full space using the Auto-Encoder network using Equation 12.} \\
\quad u^n = \sigma'(W\alpha + b') \\
\text{endfor}
\]

4. Illustrative numerical examples

In this section, we demonstrate the capability of DDROM using two test problems, namely, a lock exchange and a 2D flow past a circular cylinder. The full model with simulation solutions of these two problems are generated via the finite element fluid model Fluidity\[52\]. In both test cases, unstructured triangular meshes were used with sufficient resolution to ensure accurate solutions. Using this snapshot data the DDROM were constructed and then used to predict the problems.

In this demonstration a comparison between Auto-Encoder based DDROM and POD based ROM has been carried out. In addition to comparing solution profiles, solution errors (root-mean-square errors(RMSE)) and correlation coefficient are analyzed. The formulation of CC can be described as,

\[
CC(X_i(t), \hat{X}_i(t)) = \frac{\text{cov}(X_i(t), \hat{X}_i(t))}{\sigma_{X_i(t)}\sigma_{\hat{X}_i(t)}} = \frac{E[(X_i(t) - \mu_{X_i(t)})(\hat{X}_i(t) - \mu_{\hat{X}_i(t)})]}{\sigma_{X_i(t)}\sigma_{\hat{X}_i(t)}}, \quad (20)
\]

where \( \hat{X}_i(t) \) and \( X_i(t) \) are DDROM and high-fidelity full model \( p^{th} \) node solutions at time level \( t \) respectively. The \( \mu_{X_i(t)} \) and \( \mu_{\hat{X}_i(t)} \) are the expected values of \( X_i(t) \) and \( \hat{X}_i(t) \),
\( \sigma_{X_i(t)} \) and \( \hat{\sigma}_{X_i(t)} \) are standard deviations. The RMSE measures the differences between solutions and it is computed as

\[
RMSE(t) = \sqrt{\frac{1}{F} \sum_{i=1}^{F} (\hat{x}_i(t) - x_i(t))^2},
\]

where \( F \) is the number of nodes in the computational domain.

### 4.1. Case 1: Lock exchange

In the first numerical example, a two dimensional lock exchange problem is demonstrated. The problem consists of cold and hot fluids with different densities, which are separated by a lock. The cold fluid is at the left and the hot fluid is at the right. Two gravity currents propagate along the tank after the lock is removed [53]. The computational domain is a non-dimensional rectangle with a size of 0.8 \( \times \) 0.1, see Figure 6. The mesh has 1490 nodes. The initial non-dimensional temperatures are set to be \( T = -0.5 \) for the cold fluid and \( T = 0.5 \) for the hot fluid. The initial conditions for the pressure and velocity are set to be zero. The isotropic viscosity is \( 1 \times 10^{-10} \). The Crank–Nicolson method is used in the temporal discretization. In this work, temperature field evolution is simulated via the Fluidity. From the full model simulation by Fluidity, 10000 snapshots were obtained at regularly spaced time intervals \( \Delta t = 0.01 \) for solution variables. The simulation period is 100s and 70% of the simulation data is used for training the attention based deep neural network in order to predict the fluid dynamics. 10% of the simulation data is used to validate the model. 20% of the simulation data is used to test the model. The input number of time levels (\( \tau \) in Equation 17) is 24 in this case.

Figure 7 shows the temperature solutions obtained from the full model, DDROM with 5 and 8 codes and ROM with 8 POD basis functions at time \( t = 10s \) and 45s respectively. As shown in the figure, both of the Auto-Encoder based DDROM and POD based ROM can capture dominant structural details of the numerical solutions.

In order to assess the predictive capability of the model, the predicted solutions at an unseen time level \( t = 85s \) are provided in Figure 8. The temperature solution profiles of these different models are close. In order to see clearly the differences, the temperature solution comparison at a particular point in the computational domain is given in Figure 9. The figures show that the DDROM performs very well using as few as 5 codes. In addition, the temperature profile of the DDROM appears to be in closer agreement to the full model solutions than that of POD based ROM. Also, the DDROM with larger number of codes exhibits more accurate solutions. This issue is highlighted
in the graphs presented in Figure 10, which show correlation coefficient and the root-mean-square errors (RMSE) of temperature solutions calculated from DDROM with 5 and 8 codes and ROM with 8 POD basis functions. Figure 11 shows the residual errors between the high-fidelity full model and the different ROMs at time level $t = 40s$ and $t = 85s$. As shown in the figure, the overall errors from ROM with 8 POD basis functions are larger than those of Auto-Encoder based DDROM with 5 and 8 codes. The graphs also show that using larger number of codes results in improved accuracy in Auto-Encoder based DDROM.

Figure 7: Case 1: Lock Exchange. The temperature solutions obtained at time $t = 10s$ and $45s$ from the full model, DDROM with 5 and 8 codes and ROM with 8 POD basis functions respectively.
Figure 8: Case 1: lock exchange. The graphs (a)-(d) show the temperature solutions obtained from the full model, DDROM with 5 and 8 codes and ROM with 8 POD basis functions predicted time level $t = 85s$.

Figure 9: Case 1: lock exchange. The temperature solutions obtained from the full model, DDROM with 5 and 8 codes and ROM with 8 POD basis functions at a particular point $(x, y) = (0.4038, 0.095)$ in the computational domain.
Figure 10: Case 1: Lock exchange. Correlation coefficient and the root-mean-square errors (RMSE) of temperature solutions from Auto-Encoder based DDROM with 5 and 8 codes and POD based ROM with 8 basis functions.

Figure 11: Case 1: Lock Exchange. Temperature errors between full model and different ROMs at time levels 40s and 85s. The solutions compare the errors in ROM with 8 POD basis functions (first row) and Auto-Encoder based DDROM with 5 and 8 codes (second and third rows).
4.2. Case 2: Flow past a cylinder

In the second numerical example, a two-dimensional flow past a cylinder is simulated. The computational domain is 2 units in length and 0.4 units in width, and it includes a cylinder of radius 0.12 units positioned over the point (0.2,0.2), as shown in Figure 12. The dynamics of the fluid flow is driven by an in-flowing liquid, that enters the domain via the left boundary with an inlet velocity $V = 0.5$. The fluid flows past the cylinder and the computational domain through the right boundary. No slip and zero outward flow conditions are applied to the lower and upper edges of the domain whilst Dirichlet boundary conditions are applied to the cylinder’s wall. The Reynolds number for this problem is calculated to be $Re = 3200$.

This problem was simulated for a time period of 200 seconds, with a time step size of $\Delta t = 0.01$. From the full model simulation, with a mesh of 12568 nodes, 2000 snapshots were obtained at equal time intervals $\Delta t = 0.1$ for each of the velocity components ($u$, $v$) and pressure solution variables. 70% of the simulation data is used for training model. 10% of the simulation data is used to validate the model and 20% of the simulation data is used to test the model. The input number of time levels is 20 in this case.

Figure 13 shows the field of velocity solutions obtained from the full model, DDROM with 3, 4 and 6 codes and POD based ROM at trained time level $t = 100s$ and predicted time level $t = 180s$. As shown in the figure, the solutions of DDROM are closer to the high-fidelity full model when a larger number of codes are used. From these flow patterns it is shown that both the DDROM and POD based ROM methods can capture main structural details of the solutions. It is also shown that the DDROM performs very well using as few as 3 codes. Additionally, the velocity profile of the DDROM appears to be in closer agreement to the full model solutions than that of ROM based on POD. This issue is highlighted in the graphs presented in Figure 14 which show the velocity solutions at a particular point ($x = 1.32233, y = 0.0606466$), see the white point in Figure 12) in the domain.

The error analysis is carried out by considering correlation coefficients and RMSE taking into account all nodes in the domain.

The graphs (a) and (b) in Figure 16 show errors of the DDROM and POD based ROM and correlation coefficients. Again, these exhibit that a noticeable improvement in accuracy is gained when using the Auto-Encoder network, whereby the errors are reduced in comparison to POD ROM method. The graphs also show that using larger
Figure 13: Case 2: flow past a cylinder. The graphs (a)-(h) show the field of velocity solutions obtained from the full model, DDROM with 3, 4 and 6 codes and POD based ROM at trained time level $t = 100s$ and predicted time level $t = 180s$.

Figure 14: Case 2: flow past a cylinder. The magnitude of velocity of full model, DDROM with 3, 4 and 6 codes and POD based ROM with 6 basis functions at a particular point $(x, y) = (1.32233, 0.0606466)$ in the computational domain. The location of this point is shown in Figure 12 (see the white point).
number of codes results in improved accuracy. The errors between the two ROMs and the high-fidelity full solutions at two time levels $t = 100s$ and $t = 180s$ are presented in Figure 17, which shows that the errors decrease using the Auto-Encoder based DDROM. The Auto-Encoder based DDROM is more accurate than that of POD based ROM using identical dimensional size.
Figure 16: Case 2: Flow past a cylinder. Correlation coefficient and the root-mean-square errors (RMSE) of velocity solutions calculated for Auto-Encoder based DDROM with 3, 4, 6 codes and POD based ROM with 6 basis functions.

Figure 17: Case 2: Flow past a cylinder. Velocity errors of flow past a cylinder problem at time levels 100s(left) and 180s(right). The solutions compare the error in POD based ROM and Auto-Encoder based DDROM. Both models are established using a dimensional size of 6.
4.3. Computational efficiency

Table 4.3 shows the CPU cost (online cost and offline cost) required for running the high-fidelity full model and DDROM for each time step. It is worth mentioning that the online CPU cost (dimensionless) required for predicting the DDROM for one time step is only \(3.0E - 02\) s, while the high-fidelity full model for the flow past a cylinder case is 2.5 s. The computational cost of the high-fidelity full model will increase as the mesh size increases. For a complicated test case with larger number of nodes, the DDROM can gain several orders of magnitude speed up. The training time including SAE and self-attention neural network is big, however, it is offline, which means it does not need to run again after is pre-computed.

The full model simulations and DDROM online predictions were performed on a workstation with an Intel 8 cores i7-9700 Processor (3.00GHz base frequency and 4.70GHz Max Turbo Frequency) and 24G RAM. The training of DDROM were performed on Google’s Colaboratory platform, which allows AI researchers to write and execute python scripts in the web browser. It also provides GPUs for deep learning training.

| Cases              | Models      | SAE training | Self-attention training | Prediction          | Nodes |
|--------------------|-------------|--------------|-------------------------|---------------------|-------|
| Lock exchange      | full model  | \(0.12\)     | 374.2609                | \(2.3554E - 02\)    | 1490  |
|                    | POD(8)      | \(2.3547E - 02\) |                        |                     |       |
|                    | DDROM(5)    | 326.5726     | 446.0504                | 1490                |       |
|                    | DDROM(8)    | 364.1556     | 2254E - 02              |                     | 1490  |
| Flow past a cylinder| full model | \(2.5\)      | 185.9721                | \(3.0387E - 02\)    | 12568 |
|                    | POD(6)      | 214.5255     | 282.4974                | \(3.0087E - 02\)    | 12568 |
|                    | DDROM(3)    | 277.5404     | 282.4974                | \(3.0296E - 02\)    | 12568 |
|                    | DDROM(4)    | 214.5255     | 277.5404                | \(3.0087E - 02\)    | 12568 |
|                    | DDROM(6)    | 267.5012     | 267.5012                | \(3.0296E - 02\)    | 12568 |

* The training time of Auto-Encoder model for 300 epochs
** The training time of Self-attention model for 100 epochs
5. Conclusions

A new data-driven non-intrusive reduced order model (DDROM) is presented in this work. This is achieved by constructing a new model reduction deep learning neural network architecture. The architecture consists of two main parts: Auto-Encoder part and self-attention part. The Auto-Encoder part is used to project the high-dimensional full space into a much lower dimensional space while the self-attention part involves constructing a number of functions representing the fluid dynamics in reduced space. The new DDROM has been implemented under the framework of an advanced three-dimensional finite element mesh fluid model (Fluidity). The performance of this DDROM has been illustrated by two numerical problems: flow past a cylinder and a lock exchange test cases. A detailed comparison between the high-fidelity full model and the DDROM has been made. The solutions show that Auto-Encoder based DDROM performs better than POD based ROM. A significant CPU speed-up is obtained in comparison to the high-fidelity full model. The advantage of this DDROM is that it is able to capture more non-linearity information than POD based ROM.

Future work will apply this DDROM into more complicated problems such as large scale urban flows, flooding problems, multi-phase problems and ocean problems. The predictive capability of DDROM has strong connections with the amount of training data. Larger number of training data will lead to higher accuracy while it is also case dependent. Future work will also include developing a parametric DDROM which is able to deal with varying initial and boundary conditions.
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