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Abstract

A growing number of commercial satellite companies provide easily accessible satellite imagery. Overhead imagery is used by numerous industries including agriculture, forestry, natural disaster analysis, and meteorology. Satellite images, just as any other images, can be tampered with image manipulation tools. Manipulation detection methods created for images captured by “consumer cameras” tend to fail when used on satellite images due to the differences in image sensors, image acquisition, and processing. In this paper we propose an unsupervised technique that uses a Vision Transformer to detect spliced areas within satellite images. We introduce a new dataset which includes manipulated satellite images that contain spliced objects. We show that our proposed approach performs better than existing unsupervised splicing detection techniques.

1. Introduction

The exponentially growing number of commercial satellites orbiting the Earth generate an enormous amount of imagery. A large variety of applications makes use of satellite imagery, including agricultural crop classification [19, 46], scene classification [10, 42], wildlife monitoring [14, 20], forest characterization [22, 33], meteorological analysis [31, 39], infrastructure levels assessment, building localization [17, 38], and soil moisture estimation [16, 18].

Popular image editing tools, such as GIMP or Photoshop, can easily alter or manipulate satellite images. Figure 1 shows some examples of manipulated satellite images. Advances in machine learning have simplified the process of manipulating images and even creating highly-realistic “fake” images [26, 56]. Several altered satellite images have been used to spread misinformation on the Internet. Some examples include the Malaysian flight incident over Ukraine [29], the images of fake Chinese bridges [15], the Australian bushfires [43], and the Diwali Festival nighttime flyovers over India [5].

Several image manipulation methods have been proposed. Some image manipulation techniques include splicing [11], blending objects created by Generative Adversarial Networks (GANs) [44], and copy-move methods [51]. Various methods have been proposed to detect alterations in images captured by consumer cameras [1, 3, 9, 45]. These techniques tend to fail in detecting alterations in satellite images due to the difference in the image types. These differences include acquisition sensors, compression schemes, color channels, and post-processing operations like ortho-rectification. Despite the growing number of techniques developed to detect manipulations in satellite imagery, it remains an open problem.
2. Related Work

Several methods for detecting alterations in natural images have been described, including finding manipulated pixels in images by using neural networks with domain adaptation [8], using the Radon transform of resampled features and a deep learning classifier [4], and using saturation cues [35]. Other approaches focus on finding double-JPEG compression artifacts [2, 53] or detecting and localizing spliced objects in images using unsupervised approaches [1, 7, 9]. There has been work in detecting spliced regions by using local features in the image and differentiating between the original or splicing images using expectation-maximization [7]. Cozzolino et al. [9] developed a technique leveraging the fact that each camera model leaves a unique digital fingerprint, known as a “noiseprint”. Instead of finding general model-related artifacts, Bammey et al. [1] designed a model focusing specifically on detecting camera demosaicing artifacts. A demosaicing artifact is a repeated pattern in the cycle of $2 \times 2$ pixel block. It is caused by the reconstruction of a full color image from the incomplete color samples in digital image process. This repeated pattern will be different between the manipulated region and original image area, which can be detected by the proposed DemosaicingNet [1]. Most of these techniques will fail on satellite images due to the different acquisition process between images captured by consumer cameras and satellites. These differences include different sensor technologies and post-processing steps such as the compression scheme and radiometric corrections.

Several methods for detecting manipulations in satellite images have been proposed. These detection techniques are based on more traditional techniques such as watermarking [24] or machine learning approaches that are unsupervised [25, 27, 28] and supervised [26, 41]. In [41] a conditional GAN was used to localize spliced objects in satellite images. In [26] the Nested Attention U-Net for localizing spliced areas in overhead images was described. The authors in [37] propose an authentication protocol for secure satellite image data transfer. While supervised methods tend to detect and localize spliced objects better than unsupervised approaches, they require both manipulated and original data during training.

For developing our method we consider the unsupervised scenario where no manipulated data is available during training. The work introduced in [28] extracts and encodes patches from the input images into a lower dimensional latent space. This encoding is used by a one-class support vector machine (SVM) to determine if a patch contains a manipulation or not. Sat-SVDD, presented in [25], is a modified Support Vector Data Description (SVDD) [48], meaning it is a one-class classifier that detects spliced objects in satellite images. The Sat-SVDD input is patches extracted from the input image which are then encoded into a vector space within a hyper-sphere. During inference, the patches whose vector representation are placed outside the hyper-sphere are considered “altered” patches. The authors in [37] use a deep belief network (DBN) [23] constructed by two layers of restricted Boltzmann machines (RBM) [47] following uniform distribution. The Deep Belief Network is trained as an autoencoder which encodes and decodes the input patches. The reconstruction error is then used to detect whether the patch contains alterations or not. The authors in work [36] use an ensemble of auto-regressive networks to detect forgeries in satellite images. The ensemble predicts the probability of whether a pixel is manipulated or not. This latest method performed better than the previously mentioned approaches.

In this paper we describe a splicing detection method using Vision Transformer [13] and morphological filters [57].
In the past Transformers were used mainly for natural language processing [55]. Recently, Transformer methods were developed for images [6, 13] Image-GPT [6] was introduced last year for unsupervised low resolution image generation and image classification. Image-GPT is an autoregressive network which aims to predict pixels without a complete understanding of the 2D input image structure. This GPT model achieved high accuracy on the CIFAR10 dataset. Another model developed for image classification is the Vision Transformer [13]. We will present an overview of Vision Transformer below in Section 3.3. We will also introduce a morphological filter for binary images and use it in our post-processing step.

3. Proposed Method

In this section we will describe an unsupervised splicing detection method for satellite images that uses Vision Transformer (ViT). A block diagram of our proposed method is shown in Figure 2. In Section 3.1, we will provide some background description of the ViT proposed by Dosovitskiy et al. [13]. We extend ViT to an autoencoder-like structure for splicing detection in Section 3.2.

3.1. Vision Transformer

As proposed in [13], ViT uses a Transformer model [50] to replace convolution layers for image classification tasks. As shown in Figure 3 (left), ViT takes image patches as input. In our experiments, the original image size is 128 × 128 and patch size is 64 × 64. To reduce the dimensionality of the input image patches, linear projection is used: $T_i = W \hat{I}_i$, where $W \in \mathbb{R}^{D \times N}$ is a learnable linear mapping function, $\hat{I}_i \in \mathbb{R}^N$ is the flattened $i$-th image patch, and $T_i \in \mathbb{R}^D$ is the $i$-th image token [13] input to the Transformer. As proposed in [13], we prepend a learnable classification token $T_0 \in \mathbb{R}^D$ to the aforementioned image tokens before inputting them to the Transformer model. Transformers use self-attention modules to add the long range information contained in all of the input tokens [50]. However, the self-attention module is invariant to the input token order. To add positional information about the input patches to Transformer, a set of learnable positional embeddings [13] are used: $P_i \in \mathbb{R}^D$ for $i \in \{0, 1, \ldots\}$. These positional embeddings contain the unique position information for the different input tokens. After adding the positional embeddings to the input tokens, the position-aware tokens are provided to the Transformer. As proposed in [13], we only take the output from the classification token and pass it to a multi-layer perceptron (MLP) to output the probabilities of object classes.

3.2. Vision Transformer for Splicing Detection

Autoencoders have been successfully used for splicing detection [25, 27, 28]. They are trained to reconstruct images that do not contain manipulations. Then during testing, given a image with manipulated regions, the autoencoder will reconstruct the image using the information it learned from unmanipulated images. We can compare the difference between the input image containing manipulation and the image reconstructed by the autoencoder. Since the autoencoder learned to model the image distribution of the original images, the reconstructed image will be different from the original image in the manipulated areas. Given this, we design a reconstruction approach as shown in the right side of Figure 3 to replace the classification approach (i.e., blue dot-line region in Figure 3). We directly reshape the output from the MLP module to construct the output image $I_r$. To reduce the memory used by the self-attention module in the Transformer, we use the Linformer [54] to reduce the space complexity from the original Transformer used in [13]. For our image reconstruction task, we use smoothed $L_1$ loss as following:

$$L_r(I, I_r) = \begin{cases} \frac{1}{n} \sum_i | I(i) - I_r(i) |^2 & | I(i) - I_r(i) | < 1 \\ | I(i) - I_r(i) | - \frac{1}{2} & \text{Otherwise} \end{cases}$$

At the inference stage, we input an image $I$ into the trained Vision Transformer and obtain a reconstructed image $I_r$ as seen in Figure 2. We also do a convolution for each channel of $I, I_r$ with a $3 \times 3$ Laplacian filter $f_L$, obtaining two more images $I_d, I_{rd}$, where:

$$I_d = I \odot f_L$$

and

$$I_{rd} = I_r \odot f_L$$

The reason for using the Laplacian filter on the input and reconstructed images is that autoencoders have some difficulties when reconstructing the high frequency components of an image and the Laplacian filter acts an edge detector [32] that will highlight these high frequency components. We construct a heatmap from the difference of $I, I_r$ and from the difference of $I_d, I_{rd}$ by averaging them. Next, we threshold the heatmap to create a binary mask and use a post-processing stage to output a final mask that indicates the region detected as spliced.

3.3. Post-Processing with Morphological Filters

The post-processing consists of several morphological filters [21]. The goal of the post-processing is to decrease the number of false negatives and false positives. This can be achieved by filling in holes and removing small objects in the binary mask. There are efficient techniques which can fill holes in binary masks. We use the function binary_fill_holes from the SciPy library [52]. After filling the holes in the mask, we remove the small objects.

For removing small objects, there are filters specifically designed for this task: erosion and opening [21]. While both
of these filters remove small objects, they have the issue of also modifying larger objects. Erosion decreases the area of large objects, while opening destroys the fine detail of the boundary [57]. We propose ErodeIsolated, a morphological filter to erode smaller objects while leaving larger objects unchanged. It has two parameters, \( a \) and \( b \), that are used to construct the structuring element:

\[
f_{EI,a,b} = \text{ErodeIsolated}(a, b)
\]

Consider the first example shown in Figure 4, where \( a = 1 \) and \( b = 2 \). The resulting structural element has a square shape with a side length of \( 2b + 1 \) (in this case, \( 5 \)). Within this structural element, we have an inner square with a side length of \( 2a + 1 \) (in this case, \( 3 \)). We keep the values in the inner square at 0 and the remaining values of the structural element at 1. By doing so, with OR (\( \lor \)) and AND (\( \land \)) operators as shown in Figure 4, we can remove small objects, while keeping the larger objects untouched.

Our post-processing technique is shown in Figure 5. First, we use a closing operation with a very small structuring element, in order to ensure that all pixels in a large object are connected. After that step we enter into a while loop. In this while loop we use a series of ErodeIsolated filters with different structuring elements. The goal is to erode small objects while leaving the larger objects untouched. We exit the while loop when the series of filters no longer improves the binary image. It is interesting to note that the while loop cannot iterate more than the number of ErodeIsolated filters inside the loop; in our case, this is no more than five.

### 4. Experimental Results

For evaluating the performance our proposed method we use two datasets in our experiments. The first dataset was introduced in [27], while the other dataset is new and will be discussed below. The dataset described in [27] is composed of satellite images of regions of Slovenia. The images have dimensions of \( 1000 \times 1000 \) and were captured by the Sentinel-2 satellite [40]. We shall refer to this dataset as Dataset 1. We used 98 original images for training and
500 manipulated images with their corresponding ground-truth masks for testing. Each manipulated image contains one spliced object randomly selected from nineteen different objects such as drones, planes, and clouds. The objects are spliced into the images at different locations, rotation angles, and sizes including $16 \times 16$, $32 \times 32$, $64 \times 64$, $128 \times 128$, and $256 \times 256$ pixels. Some examples from Dataset 1 are shown in Figure 6.

We also constructed a new dataset, Dataset 2, composed of satellite images captured by the WorldView-3 satellite from various locations such as coast, urban, and vegetation areas [49]. The resolution of these images varies from six to eight megapixels. We used 28 images for training and 859 manipulated images with their corresponding ground-truth masks for testing. Each manipulated image contains a spliced object extracted from images captured by a PlanetScope satellite [30]. The objects were spliced into the WorldView-3 images using several steps including multiple blending functions. Each image contains an object with sizes varying from several hundred pixels to several megapixels. Some examples from Dataset 2 are shown in Figure 7.

We trained two Vision Transformers as autoencoders using the two datasets. We assumed that we do not know prior information of the spliced objects; thus, we used only original images during training. After training we tested our proposed technique on spliced images. We compared our method with previously introduced unsupervised splicing detection techniques, such as Splicebuster [7], NoisePrint [9], a Generative Ensemble of Gated PixelCNNs [36], and DemosaicingNet [1]. The output of these techniques is a heatmap. We thresholded the heatmaps in order to produce a binary mask as an output.

In order to evaluate the effectiveness of our proposed post-processing scheme, we compare different post-processing methods. First, as a baseline, we do not have any post-processing of the output mask; we refer to this method as “Vision Transformer” below. The next post-processing approach consists of opening and closing operations [57], both with a structuring element of ones in a $2 \times 2$ matrix,
as well as binary_fill_holes from the SciPy library [52]. We refer to this as “Vision Transformer with Post-Processing-V1”. Finally, we use our proposed post-processing technique (shown in Figure 5), which we refer to as “Vision Transformer with Post-Processing-V2”.

We used two evaluation metrics to characterize performance. These two metrics measure the similarity between the generated masks and the corresponding ground-truth masks. The first metric is the Dice Score, which is also known as the F1 score [12]. A high F1 score, indicates that there is no problem with false positives or false negatives. The F1 score is the harmonic mean of the Precision and Recall.

\[
F1 = \frac{Precision \times Recall}{2 \times (Precision + Recall)}
\]

or in another form

\[
F1 = \frac{2 \times TP}{2 \times TP + FP + FN}
\]

where \( TP \) is the True Positive, \( FP \) is the False Positive and \( FN \) is the False Negative. Precision is the ratio of True Positive to the sum of True Positive and False Positive.

\[
Precision = \frac{TP}{TP + FP}
\]

Recall is the proportion of positive scores that have been incorrectly predicted.

\[
Recall = \frac{TP}{TP + FN}
\]

The second metric is the Jaccard Index, also known as intersection over union [34].

\[
Jaccard \text{ Index } (JI) = \frac{TP}{TP + FP + FN}
\]

5. Results

For Dataset 1 the spliced images can be grouped by the sizes of the spliced objects (i.e., 16 × 16, 32 × 32, 64 × 64, 128 × 128, and 256 × 256 pixels). For Dataset 2 the spliced objects size varies from image to image, thus we cannot divide it into further groups. Table 1 shows the results for Dataset 1. From this table we can see that all of the methods seem to detect larger spliced objects better than smaller objects. We also see that the Vision Transformer generates a better splicing detection mask than NoisePrint, the Gated PixelCNN Ensemble, and DemosaicingNet. Table 1 shows in the last two rows that the Vision Transformer output mask can be improved by post-processing. It also shows that if we use the ErodeIsolated filter we can produce a better splicing detection mask. The difference between the two post-processing schemes is significant, as shown in Table 1 and Table 2.

Table 2 shows the results using Dataset 2. From this table we can see that Vision Transformer generates a better splicing detection mask than NoisePrint and marginally better splicing detection mask than the Gated PixelCNN Ensemble and DemosaicingNet. Both post-processing schemes output a better splicing detection mask and using ErodeIsolated is beneficial.

Figure 8 presents two spliced images from each dataset with their corresponding ground-truth masks. It also shows the generated mask of our proposed method and the other techniques. By visually inspecting these examples, we can see that NoisePrint is a good splicing detection method but fails to detect some details of the spliced objects and produces false positives. SpliceBuster does well on larger objects, but fails to localize smaller objects correctly. DemosaicingNet fails to detect the manipulated regions in both datasets, especially for the upper two cases as shown in Figure 8. DemosaicingNet, which is designed for consumer cameras, is not able to provide an accurate detection. We conclude that Vision Transformer is better at detecting spliced objects in satellite images than NoisePrint, SpliceBuster, DemosaicingNet and the Gated PixelCNN Ensemble. Using post-processing on the binary splicing detection mask improves the detection performance with respect to the Jaccard Index and Dice Score. The use of the ErodeIsolated morphological filter further improves the performance. We show several examples in Figure 8 to compare the different post processing schemes.

6. Conclusion

In this paper, we introduce an unsupervised splicing detection technique for detecting spliced objects in overhead images. This technique uses Vision Transformer trained to localize manipulated areas. We evaluated the performance of our approach on two datasets. From the experiments the proposed method has better performance than previously introduced unsupervised splicing detection techniques. In the future we plan to investigate other Transformer architectures to improve the performance. We also plan to introduce more datasets for evaluating performance.
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Figure 8. The spliced image, its corresponding ground-truth mask, detection mask generated with Noiseprint, SpliceBuster, Gated Pixel-CNN Ensemble, DemosaicingNet, Vision Transformer with Post-Processing-v2

Table 1. Results for Dataset 1, where “ViT” stands for Vision Transformer and “PP” stands for post-processing

| Method                  | F1_{16} | F1_{32} | F1_{64} | F1_{128} | J1_{16} | J1_{32} | J1_{64} | J1_{128} | J1_{256} |
|-------------------------|---------|---------|---------|----------|---------|---------|---------|----------|----------|
| NoisePrint              | 0.000   | 0.001   | 0.066   | 0.148    | 0.174   | 0.000   | 0.001   | 0.042    | 0.096    | 0.111    |
| SpliceBuster            | 0.001   | 0.012   | 0.094   | 0.360    | 0.504   | 0.000   | 0.006   | 0.049    | 0.219    | 0.337    |
| Gated PixelCNN Ensemble | 0.028   | 0.053   | 0.095   | 0.145    | 0.190   | 0.014   | 0.024   | 0.053    | 0.085    | 0.117    |
| DemosaicingNet          | 0.004   | 0.013   | 0.057   | 0.120    | 0.181   | 0.002   | 0.007   | 0.029    | 0.064    | 0.100    |
| ViT                     | 0.129   | 0.304   | 0.413   | 0.433    | 0.358   | 0.077   | 0.206   | 0.283    | 0.296    | 0.231    |
| ViT PP-v1               | 0.134   | 0.321   | 0.532   | 0.571    | 0.489   | 0.080   | 0.223   | 0.408    | 0.451    | 0.380    |
| ViT PP-v2               | **0.215** | **0.411** | **0.614** | **0.694** | **0.672** | **0.140** | **0.302** | **0.493** | **0.582** | **0.587** |

Table 2. Results for Dataset 2, where “ViT” stands for Vision Transformer and “PP” stands for post-processing

| Method                  | F1   | J1  |
|-------------------------|------|-----|
| NoisePrint              | 0.066 | 0.037 |
| SpliceBuster            | 0.337 | 0.202 |
| Gated PixelCNN Ensemble | 0.341 | 0.249 |
| DemosaicingNet          | 0.022 | 0.011 |
| ViT                     | 0.345 | 0.254 |
| ViT PP-v1               | 0.354 | 0.268 |
| ViT PP-v2               | **0.364** | **0.275** |
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