NILSPACE FACTORS FOR GENERAL UNIFORMITY SEMINORMS, CUBIC EXCHANGEABILITY AND LIMITS

PABLO CANDELA AND BALÁZS SZEGEDY

Abstract. We study a class of measure-theoretic objects that we call cubic couplings, on which there is a common generalization of the Gowers norms and the Host-Kra seminorms. Our main result yields a complete structural description of cubic couplings, using nilspaces. We give three applications. Firstly, we describe the characteristic factors of Host-Kra type seminorms for measure-preserving actions of countable nilpotent groups. This yields an extension of the structure theorem of Host and Kra. Secondly, we characterize sequences of random variables with a property that we call cubic exchangeability. These are sequences indexed by the infinite discrete cube, such that for every integer \( k \geq 0 \) the joint distribution’s marginals on affine subcubes of dimension \( k \) are all equal. In particular, our result gives a description, in terms of compact nilspaces, of a related exchangeability property considered by Austin, inspired by a problem of Aldous. Finally, using nilspaces we obtain limit objects for sequences of functions on compact abelian groups (more generally on compact nilspaces) such that the densities of certain patterns in these functions converge. The paper thus proposes a measure-theoretic framework on which the area of higher-order Fourier analysis can be based, and which yields new applications of this area in a unified way in ergodic theory and arithmetic combinatorics.
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1. Introduction

A fruitful interaction between the areas of combinatorics and ergodic theory was initiated in the 1970s by Furstenberg’s proof of Szemerédi’s theorem on arithmetic progressions [19]. In the last two decades, this interaction has intensified, thanks especially to the emergence of analogous key tools and methods in these areas. A central example is given by the uniformity norms introduced by Gowers in arithmetic combinatorics, in his seminal work on Szemerédi’s theorem [21], and by how these norms found ergodic theoretic analogues in the uniformity seminorms introduced by Host and Kra [33]. Each side of this analogy has led to a major topic of research, and these topics have been in conversation ever since. On one side there is the study and use of the basic harmonics of a function on a compact abelian group that are characteristic for each uniformity norm, topic now known as higher-order Fourier analysis. An important result here is the inverse theorem for the Gowers norms ([29, Theorem 1.3], [46, Theorem 2]). As stated in [24, §3.3], a principal objective in this topic is to find new proofs of this theorem that provide further conceptual clarification; for more information on this topic we refer to the survey [22]. On the other side, there is the study of characteristic factors for uniformity seminorms, and the related structural approach to the analysis of multiple ergodic averages. This direction, propelled in particular by work of Host and Kra, has attracted numerous contributions by many authors; for further information we refer to the book [32] and also to the survey [16].

This paper proposes an approach that enables a unified analysis of uniformity seminorms in ergodic theory and arithmetic combinatorics. Such a unification has been hoped for as part of the development of the above topics, as expressed for instance in [32, end of Chapter 17]. The approach in this paper is based on the study of measure-theoretic objects that we call cubic couplings.
A cubic coupling on a probability space \( \Omega = (\Omega, \mathcal{A}, \lambda) \) consists of a sequence of probability measures, where the \( n \)-th measure is a coupling\(^1\) of \( \lambda \) defined on the product measurable space \((\Omega^{(0,1)^n}, \mathcal{A}^{(0,1)^n})\) (where \( \mathcal{A}^{(0,1)^n} \) denotes the product \( \sigma \)-algebra \( \otimes_{v \in \{0,1\}^n} \mathcal{A} \)), and the measures satisfy three axioms. For the present introductory purposes, let us describe these axioms informally. The first one, called the consistency axiom, states that for every \( n \) and every injective discrete-cube morphism\(^2\) \( \phi : \{0,1\}^m \to \{0,1\}^n \), the image of the \( n \)-th measure under the map \( \Omega^{(0,1)^n} \to \Omega^{(0,1)^m} \) induced by \( \phi \) is equal to the \( m \)-th measure. Next, the ergodicity axiom states that the measure on \( \Omega^{(0,1)^n} = \Omega \times \Omega \) is the product measure \( \lambda \times \lambda \). Finally, the conditional independence axiom states that for every \( n \), for any faces \( F_1, F_2 \) of codimension 1 in the cube \( \{0,1\}^n \) with \( F_1 \cap F_2 \neq \emptyset \), the two sub-\( \sigma \)-algebras of \( \mathcal{A}^{(0,1)^n} \) generated by the projections \( \Omega^{(0,1)^n} \to \Omega^{F_i} \) are conditionally independent relative to the \( \sigma \)-algebra generated by the projection \( \Omega^{(0,1)^n} \to \Omega^{F_1 \cap F_2} \).

Cubic couplings are described above as sequences of measures, but note that by the consistency axiom we can view a cubic coupling as a single measure\(^3\); indeed we can view the measures in the sequence as marginals of a single coupling of \( \lambda \) defined on \( \Omega^{[n]} \), where by \([N]\) we denote the infinite discrete cube, that is, the set of elements of \( \{0,1\}^N \) that have only finitely many coordinates equal to 1.

We leave the formal definition of a cubic coupling for the sequel (see Definition 3.1), but let us illustrate this concept straightaway with examples that are actually key objects of study in the two topics mentioned above.

In the setting of arithmetic combinatorics, the example in question consists of the Haar measures on the groups of standard cubes of increasing dimension in a compact abelian group \( Z \) (for a basic discussion of these cubes, see \(^{10} \S 2.1\)). More precisely, the \( n \)-th measure in this cubic coupling is the Haar probability on the group of \( n \)-cubes

\[
C^n(Z) := \{ c = (x + v(1)h_1 + \cdots + v(n)h_n)_{v \in \{0,1\}^n} : x, h_1, \ldots, h_n \in Z \} \leq Z^{(0,1)^n}.
\]

Let us recall that for a bounded measurable function \( f : Z \to \mathbb{R} \), if we integrate the function \( c \mapsto \prod_{v \in \{0,1\}^n} f(c(v)) \) over \( C^n(Z) \), and take the \( 2^n \)-th root of the result, then we obtain the Gowers \( U^n \) norm of \( f \), denoted by \( \|f\|_{U^n} \).

In the setting of ergodic theory, the example in question is the sequence of measures \( \mu^{[n]} \) constructed by Host and Kra in \(^{33} \S 3\) for ergodic measure-preserving systems.

The main result of this paper is a characterization of the structure of a general cubic coupling on a Borel probability space, using objects the study of which began recently in connection with the analysis of uniformity norms, namely compact nilspaces. These spaces, introduced by the second-named author and joint work with Camarena \(^3\), offer a

\(^1\)The notion of a coupling is recalled below in Definition 2.18. Here it means that for each \( v \in \{0,1\}^n \) the image of the \( n \)-th measure under the coordinate projection \( \Omega^{(0,1)^n} \to \Omega, \omega \mapsto \omega_v \) is the measure \( \lambda \).

\(^2\)As in \(^9\), we call \( \phi : \{0,1\}^m \to \{0,1\}^n \) a morphism if \( \phi \) extends to an affine homomorphism \( \mathbb{Z}^m \to \mathbb{Z}^n \).

\(^3\)This viewpoint is useful in Section 6; see Remark 6.9.
useful common generalization of compact abelian groups and nilmanifolds (see also the
treatments of nilspaces in [10, 11, 26, 27, 28]). A compact nilspace $X$ is naturally equipped
with a sequence of probability measures, the $n$-th term in the sequence being the Haar
measure $\mu_{C^n(X)}$ on the set of $n$-cubes $C^n(X)$ (these measures are detailed in [11, §2.2]).
Every compact nilspace with this sequence of measures is an example of a cubic coupling;
see Proposition 3.6. The main result of this paper, Theorem 1.1, tells us that these
examples are essentially exhaustive. The formal statement uses the following notation.

Given a map $f : X \to Y$ between two sets $X, Y$, and given another set $S$, we use
the power notation $f^S$ to denote the map from the Cartesian power $X^S$ to $Y^S$ defined by
$f^S((x_v)_{v \in S}) = (f(x_v))_{v \in S}$. It is also convenient for the sequel to introduce the shorter
notation $[n]$ to denote the discrete $n$-cube $\{0, 1\}^n$ (this simplifies notations, especially
when these cubes appear as superscripts). We can now state our main result.

**Theorem 1.1.** Let $(\mu_n)_{n \geq 0}$ be a cubic coupling on a Borel probability space $\Omega$. Then
there is a compact nilspace $X$ and a measure-preserving map $\gamma : \Omega \to X$ such that for each
$n$ the map $\gamma^{[n]}$ is measure-preserving from $(\Omega^{[n]}, \mu_n)$ to $(X^{[n]}, \mu_{C^n(X)})$. Furthermore, for
each $n$ the coupling $\mu_n$ is relatively independent over the factor generated by $\gamma^{[n]}$.

We recall the concept of relative independence over a factor in Definition 2.23.

Our first application of Theorem 1.1 is a description of the characteristic factors for
natural generalizations of the Host-Kra seminorms. We define these generalizations for
any measure-preserving action of a countable nilpotent group on a Borel probability space,
and our application describes the corresponding characteristic factors as compact nilspaces
acted upon by their translation groups; see Theorem 5.11. This yields the following
generalization of the celebrated structure theorem of Host and Kra [33, Theorem 10.1].

**Theorem 1.2.** Let $G$ be a finitely generated nilpotent group acting ergodically on a Borel
probability space $\Omega$. Then, for each positive integer $k$, the $k$-th Host-Kra factor of the
system $(\Omega, G)$ is isomorphic to an inverse limit of $k$-step nilsystems.

The notion of Host-Kra factor used here is given in Definition 5.9 and extends [33
Definition 4.1]. Actually, these factors and their corresponding seminorms can be defined
for any filtration on $G$ (in Theorem 1.2 the underlying filtration is the lower central
series), and we describe these factors in this more general setting; see Theorem 5.12.

The only other results in the direction of Theorems 5.11 and 5.12 apart from [33
Theorem 10.1, are those of Bergelson, Tao and Ziegler in the abelian setting [8], which
focus on actions of infinite-dimensional vector spaces $F_p^\infty$. The possibility of structural
results such as our Theorem 5.11 concerning nilpotent measure-preserving group actions,
was evoked in [8, p. 1540].
In the analysis of limits of multiple ergodic averages, one of the main strategies is based on using uniformity seminorms to control such averages, and on analyzing characteristic factors for these seminorms; see [16, §2.6]. (Other strategies include that of Ziegler in [51], which isolates characteristic factors in a different way.) Theorems 5.11, 5.12 contribute to an extension of this strategy to nilpotent group actions, by enabling a reduction of the problem, for a family of averages including those in [33], to the analysis of these averages on nilspaces, or even on nilmanifolds (when Theorem 5.12 is applicable). This reduction is not treated in this paper; see Remark 5.13.

Our second application concerns the theory of exchangeable random variables. Broadly speaking, this theory aims to describe the structure of the joint distribution of a sequence of random variables, assuming that the distribution has certain prescribed symmetries. The original definition of exchangeability states that a sequence of random variables \( (X_v)_{v \in I} \) is exchangeable if the joint distribution is invariant under all permutations of finite subsets of the index set \( I \). If \( I \) is countably infinite, then a characterization of such distributions is given by the classical theorem of de Finetti, which describes such a distribution as a convex combination of distributions of i.i.d. random variables [15]. Weaker notions of exchangeability, involving fewer symmetries, yield various extensions or analogues of de Finetti’s theorem, and the resulting subject is rich in connections with other areas, including combinatorics and ergodic theory; see [3, 13, 17]. Despite these connections, and the importance of this subject within probability theory, complete characterizations of exchangeable distributions are known only for a few variants of the exchangeability property. Beyond de Finetti’s theorem, principal results of this type are the Aldous-Hoover theorem [1, 30] and its extension by Kallenberg [36].

In this paper we study joint distributions of sequences of random variables that are indexed by the infinite discrete cube \([N]\). For such a distribution, we assume a property that we call cubic exchangeability, which says that for every \( k \geq 0 \) the marginal distributions on \( k \)-dimensional affine subcubes of \([N]\) are all equal; see Definition 6.3. Related properties have been studied before. In [2, §16], Aldous considered a weaker property, namely invariance under the group \( \text{Aut}([N]) \) of symmetries of \([N]\) (we detail this group in Remark 6.6). Aldous asked for a description of measures with this property. In [3], Austin showed that such a description is difficult, in that these \( \text{Aut}([N]) \)-exchangeable measures (or cube-exchangeable measures, as they were called in [3]) form a Poulsen simplex. However, in [4, §5.3] it was noted that a stronger version of \( \text{Aut}([N]) \)-exchangeability, requiring invariance under the whole group \( \text{Aff}(F_2^\infty) \) of affine symmetries of \([N]\) (viewing \([N]\) as \( F_2^\infty \)), is also natural. This motivated the problem of describing measures with the latter property. As explained in Remark 6.6, these properties are related as follows:

\[ \text{Aff}(F_2^\infty) \text{-exchangeability} \Rightarrow \text{cubic exchangeability} \Rightarrow \text{Aut}([N]) \text{-exchangeability} \]
Our main result in this direction is a description of cubic exchangeable measures (and thereby of \( \text{Aff}(\mathbb{F}_2^\infty) \))-exchangeable measures) using nilspaces. Note that nilmanifolds appear in other exchangeability contexts, for instance in Frantzikinakis’s work [17]. We explain our result using the following general construction of cubic exchangeable systems of random variables.\(^4\) Let \( Z \) be a compact abelian group and let \( B \) be a standard Borel space. Let \( \mathcal{P}(B) \) denote the set of Borel probability measures on \( B \), equipped with its standard Borel structure [37, p. 113]. Let \( m : Z \to \mathcal{P}(B) \) be a Borel function. Let \( x, h_1, h_2, \ldots \) be i.i.d. random elements of \( Z \) chosen according to the Haar probability. For \( v \in [N] \), let \( X_v = m(x + v(1)h_1 + v(2)h_2 + \cdots) \) (this sum has only finitely many non-zero terms, by definition of \( [N] \)). If we look at a finite-dimensional affine subcube of \( [N] \), then, for the corresponding subcollection of \( (X_v)_{v \in [N]} \), the elements \( x + v(1)h_1 + v(2)h_2 + \cdots \) form a subcube of one of the cubes in \( [1] \). Using this, it is seen that \( (X_v)_{v \in [N]} \) is a cubic exchangeable \( \mathcal{P}(B) \)-valued sequence. Now, in a second round of randomization, for each \( v \) independently we choose \( Y_v \in B \) with probability distribution \( X_v \). This yields a cubic exchangeable system \( (Y_v)_{v \in [N]} \) of \( B \)-valued random variables. We denote the joint distribution of \( (Y_v)_{v \in [N]} \) by \( \zeta_{Z,m} \). This construction can be generalized, replacing \( Z \) by a compact nilspace. Our result describes cubic exchangeability in terms of this construction.

**Theorem 1.3.** Let \( B \) be a standard Borel space. Then every cubic exchangeable probability measure on \( B^{[N]} \) is a convex combination of measures of the form \( \zeta_{X,m} \), where \( X \) is a compact nilspace and \( m : X \to \mathcal{P}(B) \) is a Borel function.

It also follows from our results that the measures of the form \( \zeta_{X,m} \) are extreme points in the convex set of cubic exchangeable measures on \( B^{[N]} \). In particular, we show that one can detect whether a cubic exchangeable measure is such an extreme point by using a type of independence property (see Theorem 6.7). As a consequence, we obtain that if \( B \) is a compact Polish space then the set of such extremal cubic exchangeable measures on \( B^{[N]} \) is closed with respect to weak limits. This fact leads to the following third main application in this paper, which concerns arithmetic combinatorics.

Given a compact abelian group \( Z \) and a bounded Borel function \( f : Z \to \mathbb{C} \), and given a type of additive pattern in \( Z \) (any type of configuration determined by a system of integer linear forms), we can talk about the density of such patterns in \( f \) to refer to the integral of \( f \) over the group of such patterns, using the Haar probability on this group. In particular, if \( f \) is the indicator function of a Borel set \( A \subset Z \), and the patterns are \( k \)-term arithmetic progressions, say, then the integral in question is indeed the density (or probability), among all \( k \)-term progressions in \( Z \), of those progressions that are included in \( A \). Another example of such a density is the \( 2^n \)-th power of the Gowers norm \( \|f\|_{U^n} \), where the additive patterns involved are the \( n \)-cubes described in \( [1] \).

\(^4\)We say that a system or sequence of random variables is cubic exchangeable if its joint distribution is.
In keeping with various central questions in arithmetic combinatorics, it is natural to study notions of convergence for sequences of such functions, based on the convergence of the densities of certain additive patterns in the functions. More precisely, if $S$ is a set of additive patterns (in other words $S$ is a collection of systems of integer linear forms) and $(f_i : \mathbb{Z}_i \to \mathbb{C})_{i \in \mathbb{N}}$ is a sequence of uniformly bounded measurable functions on compact abelian groups, then we say that the sequence is $S$-convergent if for every pattern in $S$ the density of this pattern in $f_i$ converges as $i \to \infty$. It is then also natural to seek a so-called limit object for such a convergent sequence, i.e., a fixed space with a function defined on it such that the limits of the densities in the sequence can be expressed exactly as certain integrals involving this function. When $S$ is the set of additive patterns given by systems of linear forms of complexity 1 (as per the definition of complexity from [23]), a complete limit theory with appropriate limit objects was worked out in [47]. Other such limits were obtained for a different set of patterns in [46]. Our results in this paper are related to the ones in [46], as we use a similar set of patterns. However, here we are able to extend the results to functions on compact nilspaces. Our main theorem on this topic provides a limit object for a uniformly bounded sequence of functions $(f_i : X_i \to \mathbb{C})$ on compact nilspaces $X_i$, assuming the convergence of densities of certain patterns that we call cubic patterns (see Definition 7.1). The limit object is a measurable function on a compact nilspace, with the values of the function being probability measures on $\mathbb{C}$ (see Theorem 7.2); this is thus a natural analogue in arithmetic combinatorics of limit objects from the theory of convergent sequences of graphs and hypergraphs [39].

Let us briefly describe another application of our main result, concerning the inverse theorem for the Gowers norms. The proof of this theorem given by the second-named author in [46] works with ultraproducts of finite abelian groups. Some arguments in this paper use some of the key ideas from [46], but the tools developed here do not assume any group structure on the underlying probability space. As a consequence, the deduction of the inverse theorem in [46] can be carried out similarly, but at a more general level, using the main results from this paper. This yields in particular the inverse theorem for the Gowers norms stated in [46, Theorem 2], but it also gives an extension of this theorem in which the initial bounded Borel function $f$ can be defined not just on a compact abelian group, but more generally on a compact nilspace. The proof of this theorem can be summarized as follows: supposing for a contradiction the existence of a sequence of functions violating the conclusion of the inverse theorem, one takes an ultraproduct of this sequence, in which one can then locate a separable factor that yields a cubic coupling, and the result then follows by applying Theorem 1.1. Thus the core of this proof of the inverse theorem is Theorem 1.1. Since this proof requires background on the separate topic of analysis on ultraproducts, we shall detail this application in separate work.
Finally, let us add a few remarks about the organization of the paper. Section 2 gathers tools from probability theory. Some of these are new (in particular in §2.5), while others may be more familiar to probabilists. In any case, it is certainly viable to skim through Section 2 on a first reading, as the core of the paper consists really of Section 3, in which cubic couplings are introduced, and of Section 4, where the main results on the structure of cubic couplings are obtained. The applications are treated in sections 5 to 7.
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2. Measure-theoretic preliminaries

This section gathers the concepts and results from measure theory needed for the sequel.

2.1. Some basic notions.

Among the results in this subsection, some are well-known (belonging to the folklore) or appear elsewhere in the literature. In these cases we refer to the relevant sources or give the proofs in the appendix, in order to enable a lighter first reading of this subsection.

Let \((\Omega, \mathcal{A}, \lambda)\) be a probability space. When the \(\sigma\)-algebra \(\mathcal{A}\) and the probability measure \(\lambda\) are clear from the context, we write \(\Omega\) instead of \((\Omega, \mathcal{A}, \lambda)\). Given a family \(\mathcal{F}\) of subsets of \(\Omega\), we denote by \(\sigma(\mathcal{F})\) the \(\sigma\)-algebra generated by \(\mathcal{F}\), that is, the smallest \(\sigma\)-algebra (relative to inclusion) among the \(\sigma\)-algebras that include \(\mathcal{F}\).

**Definition 2.1** (Join of \(\sigma\)-algebras). Given \(\sigma\)-algebras \(\mathcal{A}, \mathcal{B}\) on a set \(\Omega\), the *join* of \(\mathcal{A}\) and \(\mathcal{B}\) is the \(\sigma\)-algebra \(\mathcal{A} \lor \mathcal{B} := \sigma(\mathcal{A} \cup \mathcal{B})\).

Given a Polish\(^5\) space \(X\) and \(\mathcal{A}\)-measurable functions \(f, g : \Omega \to X\) (relative to the Borel \(\sigma\)-algebra on \(X\)), we write \(f =_\lambda g\) to mean that \(f, g\) are equal \(\lambda\)-almost everywhere, i.e. \(\lambda(\{\omega \in \Omega : f(\omega) \neq g(\omega)\}) = 0\). (The assumption that \(X\) is Polish ensures that the set \(\{f \neq g\}\) here is measurable; see [7, Lemma 6.4.2 and Example 6.4.3].) For \(p \in [1, \infty]\) and a probability space \(\Omega = (\Omega, \mathcal{A}, \mu)\), we denote the corresponding \(L^p\) space by \(L^p(\Omega)\) (see [8, §4.1]).\(^6\) We also use variants of this notation when a particular component of \(\Omega\) needs to be emphasized and the other components are clear, for instance the notation \(L^p(\lambda)\) or \(L^p(\mathcal{A})\). We denote by \(U^p(\mathcal{A})\) the unit ball of \(L^p(\mathcal{A})\).

We use the following approximation result many times (for a proof see Lemma [A.1]).

---

\(^5\)A topological space is *Polish* if it is separable and metrizable by means of a complete metric.

\(^6\)Strictly speaking the elements of \(L^p(\Omega)\) are *equivalence classes* of measurable functions \(f\) with \(\int_{\Omega} |f|^p \, d\lambda < \infty\), under the relation \(=_\lambda\), but we shall take part in the common abuse of terminology whereby a *function* \(f\) is declared to be in \(L^p(\Omega)\) if \(\int_{\Omega} |f|^p \, d\lambda < \infty\).
Lemma 2.2. Let $1 \leq p < \infty$, let $(B_i)_{i=1}^n$ be a sequence of sub-$\sigma$-algebras of $\mathcal{A}$, and let $\mathcal{B} = \bigvee_{i=1}^n B_i$. Let $\mathcal{R}$ denote the set of functions on $\Omega$ of the form $\omega \mapsto \prod_{i=1}^n f_i(\omega)$, where $f_i \in \mathcal{U}^\infty(B_i)$ for all $i$. Then for every $f \in L^p(\mathcal{B})$, and every $\epsilon > 0$, there exists a finite linear combination $g$ of functions in $\mathcal{R}$ such that $\|f - g\|_{L^p} \leq \epsilon$.

When we need to specify the $\sigma$-algebras involved in $\mathcal{R}$, we write $\mathcal{R}(\mathcal{B}_i)_{i=1}^n$.

Let us recall the following definition of conditional independence [40, p.30, 49, §7].

Definition 2.3 (Conditional independence of two sub-$\sigma$-algebras relative to a third one). Let $(\Omega, \mathcal{A}, \lambda)$ be a probability space, and let $\mathcal{B}_0, \mathcal{B}_1, \mathcal{B}$ be sub-$\sigma$-algebras of $\mathcal{A}$. We say that $\mathcal{B}_0, \mathcal{B}_1$ are conditionally independent relative to $\mathcal{B}$ if for every bounded $\mathcal{B}_0$-measurable function $f_0$ and bounded $\mathcal{B}_1$-measurable function $f_1$, we have $\mathbb{E}(f_0f_1|\mathcal{B}) = \lambda \mathbb{E}(f_0|\mathcal{B}) \mathbb{E}(f_1|\mathcal{B})$.

Recall also that $\mathcal{B}_0, \mathcal{B}_1$ are said to be independent if for every function $f_0 \in L^\infty(\mathcal{B}_0)$ and $f_1 \in L^\infty(\mathcal{B}_1)$ we have $\mathbb{E}(f_0f_1) = \mathbb{E}(f_0) \mathbb{E}(f_1)$; equivalently if $\lambda(A_0 \cap A_1) = \lambda(A_0) \lambda(A_1)$ for every $A_0 \in \mathcal{B}_0, A_1 \in \mathcal{B}_1$. This notion of independence is the special case of Definition 2.3 with $\mathcal{B} = \{\emptyset, \Omega\}$.

In Definition 2.3 we are fully rigorous by using the notation $=_{\mathcal{B}}$. However, to avoid overloading the notation in the sequel, when the measure $\lambda$ is clear from the context we typically omit it from such equalities between conditional expectations.

Let us recall also the following useful result (for a proof see [40, p. 30, Theorem 51]).

Theorem 2.4. Let $(\Omega, \mathcal{A}, \lambda)$ be a probability space, and let $\mathcal{B}_0, \mathcal{B}_1, \mathcal{B}$ be sub-$\sigma$-algebras of $\mathcal{A}$. Then $\mathcal{B}_0, \mathcal{B}_1$ are conditionally independent relative to $\mathcal{B}$ if and only if the following statement holds: for every function $f \in L^1(\mathcal{B}_1)$ we have $\mathbb{E}(f|\mathcal{B}_0 \vee \mathcal{B}) = \mathbb{E}(f|\mathcal{B})$.

Remark 2.5. In Theorem 2.4 the equivalence still holds if we replace $L^1(\mathcal{B}_1)$ with $L^\infty(\mathcal{B}_1)$. This follows from the density of $L^\infty(\mathcal{B}_1)$ in $L^1(\mathcal{B}_1)$ [3, Lemma 4.2.1] and the fact that conditional expectation is a contraction on $L^1(\mathcal{B}_1)$ [7, Theorem 10.1.5 (5)].

We use mostly a special case of Definition 2.3 where $\mathcal{B}$ is given by the following operation.

Definition 2.6 (Meet of sub-$\sigma$-algebras). Let $(\Omega, \mathcal{A}, \lambda)$ be a probability space. For sub-$\sigma$-algebras $\mathcal{B}_0, \mathcal{B}_1$ of $\mathcal{A}$, we denote by $\mathcal{B}_0 \land \mathcal{B}_1$ the sub-$\sigma$-algebra of $\mathcal{A}$ consisting of all sets $A \in \mathcal{A}$ such that there exist $B_0 \in \mathcal{B}_0$ and $B_1 \in \mathcal{B}_1$ satisfying $\lambda(A \Delta B_0) = \lambda(A \Delta B_1) = 0$.

When the ambient measure $\lambda$ is clear, we omit it from the notation, writing just $\mathcal{B}_0 \land \mathcal{B}_1$. It is readily shown that $\mathcal{B}_0 \land \mathcal{B}_1$ is indeed a sub-$\sigma$-algebra of $\mathcal{A}$ (see Lemma A.2).

Given a $\sigma$-algebra $\mathcal{A}'$ on a set $\Omega'$ and a function $f : \Omega \to \Omega'$, we denote by $f^{-1}(\mathcal{B}')$ the preimage $\sigma$-algebra (or preimage of $\mathcal{B}'$ under $f$), that is $f^{-1}(\mathcal{B}') = \{f^{-1}(S) : S \in \mathcal{B}'\}$.

Remark 2.7. The $\sigma$-algebra $\mathcal{B}_0 \land \mathcal{B}_1$ clearly includes the intersection $\sigma$-algebra $\mathcal{B}_0 \cap \mathcal{B}_1$, but this inclusion may be strict. For instance, consider $\Omega = [0, 1] \times [0, 1] = [0, 1]^{(0,1)}$ with
the product $\sigma$-algebra $B \otimes B$ where $B$ is the Borel $\sigma$-algebra on the interval $[0,1]$. For $i = 0,1$ let $B_i = p_i^{-1}(B)$ where $p_i : [0,1]^2 \rightarrow [0,1]$, $(\omega_0, \omega_1) \mapsto \omega_i$. Then $B_0 \cap B_1 = \{0, \Omega \}$. Let $D$ denote the diagonal $\{(\omega_0, \omega_1) \in \Omega : \omega_0 = \omega_1\}$ and $\lambda$ the probability measure on $[0,1]^2$ defined as the image of the Lebesgue measure on $[0,1]$ under the map $t \mapsto (t,t)$ (in particular $\lambda(D) = 1$). Then for every $A \in B \otimes B$ we have $\lambda(A \Delta p_i^{-1}(p_i(A \cap D))) = 0$, for $i = 0,1$. It follows that $B_0 \wedge_{\lambda} B_1 = B \otimes B$.

The above example shows also that we can have $B_0 \wedge_{\lambda} B_1 \not\subset B_i$ for $i = 0,1$. However, we do have inclusion up to null sets in general, in the following sense. Recall that for sub-$\sigma$-algebras $B, B'$ of $A$ the relation of inclusion up to null sets, denoted by $\subset_{\lambda}$, is defined by declaring that $B \subset_{\lambda} B'$ if for every $A \in B$ there exists $A' \subset B'$ such that $\lambda(A \Delta A') = 0$.

We clearly have $B_0 \wedge_{\lambda} B_1 \subset_{\lambda} B_i$ for $i = 0,1$. We write $B =_{\lambda} B'$ to mean that $B \subset_{\lambda} B'$ and $B' \subset_{\lambda} B$. Let us record the following basic fact about the relation $\subset_{\lambda}$ (for a proof, see Lemma [A.3]).

Lemma 2.8. Let $(\Omega, A, \lambda)$ be a probability space, and let $B, B'$ be sub-$\sigma$-algebras of $A$ with $B \subset_{\lambda} B'$. Then for every integrable function $f : \Omega \rightarrow \mathbb{R}$ we have $\mathbb{E}(\mathbb{E}(f|B')|B) = \mathbb{E}(f|B)$, and also $\mathbb{E}(f|B') = \mathbb{E}(f|B' \vee B)$.

We may also use the notation $\subset_{\lambda}$ with sets $A, B \in A$, writing $A \subset_{\lambda} B$ to mean that $\lambda(A \setminus B) = 0$. We write $A =_{\lambda} B$ to mean that $A \subset_{\lambda} B$ and $B \subset_{\lambda} A$, i.e. $\lambda(A \Delta B) = 0$.

The special case of Definition [2.3] that we shall use is the following.

Definition 2.9 (Conditional independence of two sub-$\sigma$-algebras). Let $\Omega = (\Omega, A, \lambda)$ be a probability space and let $B_0, B_1$ be sub-$\sigma$-algebras of $A$. We say that $B_0, B_1$ are conditionally independent in $\lambda$ (or in $\Omega$), and we write $B_0 \perp_{\lambda} B_1$, if $B_0, B_1$ are conditionally independent relative to $B_0 \wedge_{\lambda} B_1$ as per Definition [2.3].

When the ambient measure $\lambda$ is clear, we omit it from the notation and terminology, writing just $B_0 \perp B_1$ and saying that $B_0, B_1$ are conditionally independent.

The following result characterizes conditional independence in terms of conditional expectation, and we use it many times in the sequel.

Proposition 2.10. Let $(\Omega, A, \lambda)$ be a probability space, and let $B_0, B_1$ be sub-$\sigma$-algebras of $A$. Then $B_0 \perp B_1$ holds if and only if, for every bounded measurable function $f : \Omega \rightarrow \mathbb{R}$, the following equation is satisfied for $i = 0$ or, equivalently, for $i = 1$:

$$
\mathbb{E}(\mathbb{E}(f|B_i)|B_{1-i}) = \mathbb{E}(f|B_0 \wedge B_1).
$$

This result appears in a similar form (stated for standard probability spaces) in [49, Theorem 9]; we include a proof in the appendix for completeness (see Proposition [A.4]). As in Theorem [2.4] we may replace “bounded” by “integrable” in this proposition.
Note that (2) implies that the conditional expectation operators for \( \mathcal{B}_0 \) and \( \mathcal{B}_1 \) commute. This motivates the terminology from \([49]\) which says that \( \mathcal{B}_0, \mathcal{B}_1 \) are \textit{stochastically commuting} if \( \mathcal{B}_0 \perp \perp \mathcal{B}_1 \). We shall stick with the conditional independence terminology, motivated by the relation of this notion with Definition 2.3. There is also a useful interpretation of this notion in terms of certain subspaces of a Hilbert space being perpendicular. To detail this we use the following fact (for a proof see Lemma A.5).

**Lemma 2.11.** Let \((\Omega, \mathcal{A}, \lambda)\) be a probability space, let \(\mathcal{B}_0, \mathcal{B}_1\) be sub-\(\sigma\)-algebras of \(\mathcal{A}\), and let \(1 \leq p < \infty\). Then \(L^p(\mathcal{B}_0) \cap L^p(\mathcal{B}_1) = L^p(\mathcal{B}_0 \cap \mathcal{B}_1)\).

Recall that \(L^2(\mathcal{B}_0)\) and \(L^2(\mathcal{B}_1)\) are closed subspaces of the Hilbert space \(L^2(\mathcal{A})\), and the expectation operator \(f \mapsto \mathbb{E}(f|\mathcal{B}_i)\) is the orthogonal projection onto \(L^2(\mathcal{B}_i)\) (see \([20]\) Chapter 5, §3). Then, by (2) and Lemma 2.11, conditional independence of \(\mathcal{B}_0, \mathcal{B}_1\) means that projection from one of these subspaces to the other is the same as projection to the intersection of these subspaces. This yields the intuition that \(\mathcal{B}_0 \perp \perp \mathcal{B}_1\) holds when \(L^2(\mathcal{B}_0)\) and \(L^2(\mathcal{B}_1)\) are in a sense perpendicular. This intuition is illustrated further by the following result, which we also use repeatedly in the sequel.

**Lemma 2.12.** Let \((\Omega, \mathcal{A}, \lambda)\) be a probability space, and let \(\mathcal{B}_0, \mathcal{B}_1\) be sub-\(\sigma\)-algebras of \(\mathcal{A}\). Then for \(\mathcal{B}_0 \perp \perp \mathcal{B}_1\) to hold it is necessary and sufficient to have that every bounded \(\mathcal{B}_0\)-measurable function \(f : \Omega \to \mathbb{R}\) such that \(\mathbb{E}(f|\mathcal{B}_0 \cap \mathcal{B}_1) = 0\) satisfies \(\mathbb{E}(f|\mathcal{B}_1) = 0\).

**Proof.** The necessity follows from (2) and the fact that \(f =_\lambda \mathbb{E}(f|\mathcal{B}_0)\). To prove the sufficiency, we let \(f\) be any integrable function \(\Omega \to \mathbb{R}\) and we show that (2) holds. Let \(g\) be a function equal to \(\mathbb{E}(f|\mathcal{B}_0) - \mathbb{E}(f|\mathcal{B}_0 \cap \mathcal{B}_1)\) almost everywhere. Since \(\mathbb{E}(f|\mathcal{B}_0 \cap \mathcal{B}_1)\) is a \(\mathcal{B}_0\)-measurable function (as \(\mathbb{E}(f|\mathcal{B}_0 \cap \mathcal{B}_1) = \mathbb{E}(\mathbb{E}(f|\mathcal{B}_0)|\mathcal{B}_0 \cap \mathcal{B}_1)\) by Lemma 2.8), we can suppose that \(g\) is \(\mathcal{B}_0\)-measurable. We also have by this lemma and linearity of expectation that \(\mathbb{E}(g|\mathcal{B}_0 \cap \mathcal{B}_1) = 0\), so by our assumption we have \(\mathbb{E}(g|\mathcal{B}_1) = 0\). But since \(\mathbb{E}(g|\mathcal{B}_1) = \mathbb{E}(\mathbb{E}(f|\mathcal{B}_0)|\mathcal{B}_1) - \mathbb{E}(f|\mathcal{B}_0 \cap \mathcal{B}_1)\), we deduce (2). \(\square\)

We shall need to handle interactions between joins and meets of sub-\(\sigma\)-algebras. One result on this is the following (recorded here mainly for illustration; for a proof see Lemma A.6).

**Lemma 2.13.** Let \((\Omega, \mathcal{A}, \lambda)\) be a probability space and \(\mathcal{B}_1, \mathcal{B}_2, \mathcal{B}_3\) be sub-\(\sigma\)-algebras of \(\mathcal{A}\). Then \((\mathcal{B}_1 \vee \mathcal{B}_2) \cap \mathcal{B}_3 \supseteq (\mathcal{B}_1 \cap \mathcal{B}_3) \vee (\mathcal{B}_2 \cap \mathcal{B}_3)\). The opposite inclusion can fail.

While the inclusion in this lemma cannot be reversed in general, we can replace it with equality up to null sets in some situations, assuming conditional independence. This is the case in the following useful result, which can be seen as a special case of the \textit{modular law} from lattice theory.

**Lemma 2.14.** Let \((\Omega, \mathcal{A}, \lambda)\) be a probability space, let \(\mathcal{B}\) and \(\mathcal{C}\) be sub-\(\sigma\)-algebras of \(\mathcal{A}\) satisfying \(\mathcal{B} \perp \perp \mathcal{C}\), and let \(\mathcal{B}_1\) be a sub-\(\sigma\)-algebra of \(\mathcal{B}\). Then \((\mathcal{C} \vee \mathcal{B}_1) \cap \mathcal{B} =_\lambda (\mathcal{C} \wedge \mathcal{B}) \vee \mathcal{B}_1\).
For a proof see Lemma A.7. A similar result appears in [50, Corollary 16].

We conclude this subsection with a few remarks on more specific types of probability spaces. From the next subsection onward, most of the key results from measure theory that we shall use (and, therefore, our main results in Section 4 themselves) can be established under the assumption that the probability spaces in question are standard probability spaces (also called Lebesgue-Rokhlin spaces [7, §9.4]). This is the case for instance in the result concerning the topological properties of coupling spaces, Proposition 2.21. Aiming for our main results to be applicable to any standard probability space is natural, given that these results are intended in particular for applications in ergodic theory. However, for the use of certain tools it is more convenient to work instead with the following closely related probability spaces.

**Definition 2.15 (Borel probability spaces).** A measurable space \((\Omega, \mathcal{A})\) is a standard Borel space if there is a Polish topology \(\tau\) on \(\Omega\) such that \(\mathcal{A}\) is the Borel \(\sigma\)-algebra \(\sigma(\tau)\).

A probability space \((\Omega, \mathcal{A}, \lambda)\) is a Borel probability space if \((\Omega, \mathcal{A})\) is a standard Borel space and \(\lambda\) is a probability measure on \(\mathcal{A}\).

To obtain our main results for general standard probability spaces, there will be no loss in assuming in several places that the spaces we work with are Borel probability spaces, because on one hand (as we detail in Section 4) our main results are invariant under mod 0 isomorphisms of probability spaces, and on the other hand every standard probability space is mod 0 isomorphic to a Borel probability space (indeed this can be taken as a definition of standard probability spaces; see [14, Definition 6.8]).

Situations in which Borel probability spaces are especially convenient for us include those where we have to work with disintegrations of measures. For these spaces we have a usefully simple form of the measure disintegration theorem; see [37, (17.35), ii)].\(^7\) This usefulness is illustrated by the following result, which we shall apply several times.

**Lemma 2.16.** For \(i = 1, 2\) let \((\Omega_i, \mathcal{A}_i, \lambda_i)\) be a Borel probability space, let \(\mu\) be a Borel measure on \((\Omega = \Omega_1 \times \Omega_2, \mathcal{A} = \mathcal{A}_1 \otimes \mathcal{A}_2)\), suppose that the projection \(f_i : \Omega \to \Omega_i\) is measure-preserving (i.e. \(\mu \circ f_i^{-1} = \lambda_i\)) for \(i = 1, 2\), and that \(f_1^{-1}(\mathcal{A}_1)\), \(f_2^{-1}(\mathcal{A}_2)\) are independent in \(\mu\). Let \((\mu_\omega)_{\omega \in \Omega_2}\) be a disintegration of \(\mu\) relative to \(f_2\). Then for \(\lambda_2\)-almost every \(\omega\) the restriction \(f_1 : f_2^{-1}(\omega) \to \Omega_1\) is still measure-preserving (i.e. \(\mu_\omega \circ f_1^{-1} = \lambda_1\)).

**Proof.** First we claim that for an arbitrary fixed set \(B \in \mathcal{A}_1\), for \(\lambda_2\)-almost every \(\omega \in \Omega_2\) we have \(\mu_\omega \circ f_1^{-1}(B) = \lambda_1(B)\). To see this, fix any \(C \in \mathcal{A}_2\) and note that the disintegration implies that \(\mu(f_1^{-1}(B) \cap f_2^{-1}(C)) = \int_{\Omega_2} 1_C(\omega) \mu_\omega(f_1^{-1}(B)) \, d\lambda_2(\omega)\). Since \(f_1^{-1}(\mathcal{A}_1)\), \(f_2^{-1}(\mathcal{A}_2)\)

\(^7\)The disintegration results valid for more general standard probability spaces come with less convenient additional technicalities, such as the fact that the \(\sigma\)-algebras on the fibres cannot be guaranteed to be almost all equal to the original \(\sigma\)-algebra; see for instance [42, Example 1.2].
are independent, we have \( \mu(f_1^{-1}(B) \cap f_2^{-1}(C)) = \mu(f_1^{-1}(B)) \mu(f_2^{-1}(C)) = \lambda_1(B) \lambda_2(C) \). We have thus shown that for every such set \( C \) we have \( \int_C \mu_\omega(f_1^{-1}(B)) \, d\lambda_2(\omega) = \lambda_1(B) \lambda_2(C) \). This implies that the function \( f : \omega \mapsto \mu_\omega(f_1^{-1}(B)) \) equals the constant \( \lambda_1(B) \) for \( \lambda_2 \)-almost every \( \omega \). Indeed, otherwise \( \lambda_2(\{ \omega : |f(\omega) - \lambda_1(B)| > \frac{1}{n} \}) > 0 \) for some \( n \in \mathbb{N} \), and then there would be \( C \in \mathcal{A}_2 \) such that \( |\int_C (f(\omega) - \lambda_1(B)) \, d\lambda_2(\omega)| \geq \lambda_2(C)/n > 0 \), a contradiction (we must be able to take \( C \) to be one of the sets \( \{ \omega : f(\omega) > \lambda_1(B) + \frac{1}{n} \} \), \( \{ \omega : f(\omega) < \lambda_1(B) - \frac{1}{n} \} \)). This proves our claim.

Now we apply this claim to each term of a sequence \( (B_i)_{i \in \mathbb{N}} \) of sets in \( \mathcal{A}_1 \) that is closed under finite intersections and generates \( \mathcal{A}_1 \). The existence of such a sequence is clear when \( \Omega_1 \) is countable, and when it is uncountable the standard Borel space \((\Omega_1, \mathcal{A}_1)\) is Borel isomorphic to the interval \([0, 1]\) with the Borel \(\sigma\)-algebra (see [37, Theorem (15.6)]), so in this case we can let the \( B_i \) be the sets corresponding under this isomorphism to the open intervals in \([0, 1]\) with rational end points. For each \( B_i \), by the previous paragraph there is \( C_i \in \mathcal{A}_2 \) with \( \lambda_2(C_i) = 0 \) and such that \( \mu_\omega \circ f_1^{-1} = \lambda_1 \) for all \( \omega \in \Omega_2 \setminus C_i \). The set \( D = \bigcup_{i \in \mathbb{N}} C_i \) is then a \( \lambda_2 \)-null set such that for every \( \omega \in \Omega_2 \setminus D \), for every \( i \in \mathbb{N} \) we have \( \mu_\omega \circ f_1^{-1}(B_i) = \lambda_1(B_i) \), whence by [6] Lemma 1.9.4 we have \( \mu_\omega \circ f_1^{-1}(B) = \lambda_1(B) \) for every \( B \in \mathcal{A}_1 \).

To close the subsection let us recall the following standard fact (for a proof see [33]).

**Lemma 2.17** (Doob property of Polish spaces). Let \((\Omega, \mathcal{A}), (\Omega', \mathcal{A}')\) be measurable spaces, let \( p : \Omega \to \Omega' \) be measurable, and let \( X \) be a Polish space. For every \( p^{-1}(\mathcal{A}')\)-measurable function \( f : \Omega \to X \) there is an \( \mathcal{A}'\)-measurable function \( f' : \Omega' \to X \) such that \( f = f' \circ p \).

In particular, if \( \lambda \) is a probability measure on \((\Omega, \mathcal{A})\) and \( g : \Omega \to \mathbb{C} \) is a bounded \( \mathcal{A}\)-measurable function, then \( \mathbb{E}(g|p^{-1}(\mathcal{A}')) \) can be regarded as a function on \( \Omega' \), i.e. there is a bounded \( \mathcal{A}'\)-measurable function \( f' : \Omega' \to \mathbb{C} \) such that \( \mathbb{E}(g|p^{-1}(\mathcal{A}')) = \lambda f' \circ p \). A simple but useful consequence is that if \((\Omega_i, \mathcal{A}_i, \lambda_i), i = 1, 2\) are probability spaces and \( \phi : \Omega_1 \to \Omega_2 \) is measure-preserving (i.e. \( \phi \) is \((\mathcal{A}_1, \mathcal{A}_2)\)-measurable and \( \lambda_1 \circ \phi^{-1} = \lambda_2 \)), then for every sub-\(\sigma\)-algebra \( \mathcal{B} \subset \mathcal{A}_2 \) and every function \( f \in L^1(\mathcal{A}_2) \) we have

\[
\mathbb{E}_{\lambda_1}(f|\mathcal{B}) \circ \phi = \mathbb{E}_{\lambda_1}(f \circ \phi | \phi^{-1}\mathcal{B}).
\] (3)

2.2. Couplings.

Given sets \( T \subset S \) and a Cartesian product of sets \( \prod_{v \in S} X_v \), we denote by \( p_T \) the projection \( \prod_{v \in S} X_v \to \prod_{v \in T} X_v, (x_v)_{v \in S} \mapsto (x_v)_{v \in T} \). (When \( T = \{ w \} \) we write \( p_w \) rather than \( p_{\{w\}} \).)

Given probability spaces \( \Omega_v = (\Omega_v, \mathcal{A}_v, \lambda_v), v \in S \), we denote by \( \prod_{v \in S} (\Omega_v, \mathcal{A}_v) \) the product measurable space, consisting of the Cartesian product \( \prod_{v \in S} \Omega_v \) and the product \(\sigma\)-algebra \( \bigotimes_{v \in S} \mathcal{A}_v = \bigvee_{v \in S} p_v^{-1}(\mathcal{A}_v) \).
Definition 2.18 (Coupling). Let \( S \) be a set and for each \( v \in S \) let \( \Omega_v = (\Omega_v, \mathcal{A}_v, \lambda_v) \) be a probability space. A coupling of the probability spaces \((\Omega_v)_{v \in S}\) (or of the measures \(\lambda_v\)) is a measure \(\mu\) on \(\prod_{v \in S}(\Omega_v, \mathcal{A}_v)\) such that for each \(v \in S\) we have \(\mu \circ p_v^{-1} = \lambda_v\). When \(\Omega_v = \Omega\) for every \(v \in S\), we call \(\mu\) a self-coupling of \(\Omega\) (or of \(\lambda\)) indexed by \(S\).

In this paper \(S\) denotes a finite set, except in certain clearly indicated places where it can also denote a countably infinite set (for instance in Section 6). Note that if every \(\Omega_v\) is a Borel probability space then, for every coupling \(\mu\) of these spaces, the probability space \((\prod_{v \in S}(\Omega_v, \mathcal{A}_v), \mu)\) is Borel (since \(\prod_{v \in S}(\Omega_v, \mathcal{A}_v)\) is standard Borel [37, p. 75]).

In our analysis of couplings, the following functions play a key role.

Definition 2.19. Let \(\mu\) be a coupling of \((\Omega_v)_{v \in S}\). Let \(F = (f_v : \Omega_v \to \mathbb{C})_{v \in S}\) be a system of bounded measurable functions. Then we define

\[
\xi(\mu, F) := \int_{\prod_{v \in S}\Omega_v} \prod_{v \in S} f_v \circ p_v \, d\mu.
\]

(4)

Note that the \(L^1\)-norm of each function in \(F\) controls the function \(\xi(\mu, \cdot) : F \mapsto \xi(\mu, F)\), more precisely, for every \(w \in S\) we have \(|\xi(\mu, F)| \leq \|f_w\|_{L^1(\lambda_w)} \prod_{v \in S \setminus \{w\}} \|f_v\|_{L^\infty(\lambda_v)}\). We can use the functions \(\xi\) to define a topology on a set of couplings, as follows.

Definition 2.20 (Coupling space). Let \(\Omega\) be a probability space and let \(S\) be a set. We denote by \(\mathbb{C}_g(\Omega, S)\) the topological space consisting of the set of self-couplings of \(\Omega\) indexed by \(S\) and the initial topology generated by the functions \(\xi(\cdot, F) : \mu \mapsto \xi(\mu, F)\), for systems \(F = (f_v)_{v \in S}\) of bounded measurable functions \(f_v : \Omega_v \to \mathbb{C}\).

The following result gives a property of coupling spaces that is crucial for the sequel.

Proposition 2.21. Let \(S\) be a finite set and let \(\Omega\) be a Borel or standard probability space. Then \(\mathbb{C}_g(\Omega, S)\) is a non-empty convex\(^8\) compact Polish space.

Proofs of similar results appear in the literature, for instance in work of Kellerer [38, Proposition 1.2], and of Furstenberg [19, Lemma 5.2] (where couplings are called standard measures). We include a proof of Proposition 2.21 in the appendix (see Proposition A.8).

We now turn to several constructions of new couplings out of given ones, and other useful properties of couplings.

Definition 2.22 (Factor coupling). Let \(\Omega_v = (\Omega_v, \mathcal{A}_v, \lambda_v)\) be a system of probability spaces, and let \(\mu\) be a coupling of this system. A factor of \(\mu\) is a coupling obtained by restricting \(\mu\) to a product \(\sigma\)-algebra \(\bigotimes_{v \in S} \mathcal{B}_v\) where \(\mathcal{B}_v\) is a sub-\(\sigma\)-algebra of \(\mathcal{A}_v\), for each

\(^8\)This convexity property involves the vector-space structure on the set of signed measures on \((\Omega, \mathcal{A})^S\), of which \(\mathbb{C}_g(\Omega, S)\) is a subset. The convexity property states that for every Borel probability measure \(\nu\) on \(\mathbb{C}_g(\Omega, S)\), we have that \(\int_{\mathbb{C}_g(\Omega, S)} \mu \, d\nu(\mu)\) is a measure in \(\mathbb{C}_g(\Omega, S)\).
v ∈ S. If Ω_v = Ω = (Ω, A, λ) for all v ∈ S and μ ∈ Cg(Ω, S), then given a sub-σ-algebra B ⊂ A we write B|μ to denote the factor coupling of μ corresponding to B.

Note that for a general standard probability space (Ω, A, λ), for a sub-σ-algebra B the probability space (Ω, B, λ|_B) may not be standard, for it may not be separable in the sense of Rokhlin (as defined in [7, §9.4] for instance). However, there exists a standard probability space (Ω', B', λ') and a measure-preserving map ϕ : Ω → Ω' such that ϕ^(-1)(B') = B (see [35] Theorem 57). Similar facts hold for a standard Borel space (Ω, A). Indeed it follows from [37] Corollary (15.2)] that the only sub-σ-algebra of A that makes Ω a standard Borel space is A itself. However, if B is a countably generated sub-σ-algebra of A, then by [37] (14.16), (18.20)] there is a standard Borel space (Ω', B') and a Borel map f : Ω → Ω' such that B = f^(-1)(B'), and then (Ω', B', μ ⊕ f^(-1)) is a Borel probability space.

**Definition 2.23** (Relative independence over a factor). Let (Ω_v = (Ω_v, A_v, λ_v))_{v ∈ S} be a system of probability spaces, let μ be a coupling of this system, and let μ' be a factor of μ corresponding to σ-algebras B_v ⊂ A_v, v ∈ S. We say that μ is relatively independent over μ' if for every system G = (g_v : Ω_v → C)_{v ∈ S} of bounded measurable functions, the system G' = (E(g_v|B_v))_{v ∈ S} satisfies ξ(μ, G) = ξ(μ, G').

In particular, if μ ∈ Cg(Ω, S) is relatively independent over a factor μ' = B|μ, then the multilinear map G → ξ(μ, G) is uniquely determined by μ'. This notion agrees with that of a conditional product measure from [19, see Lemma 9.1].

**Remark 2.24.** We have μ relatively independent over μ' if and only if for every w ∈ S and every system G = (g_v)_{v ∈ S} of functions g_v ∈ L^∞(A_v) with E(g_v|B_w) = 0, we have ξ(μ, G) = 0. This equivalence follows from a basic argument using the linearity of the map G → ξ(μ, G) in each entry g_v, and the decomposition of any A-measurable function g as the sum E(g|B_v) + (g - E(g|B_v)).

**Definition 2.25** (Subcouplings along subsets). Given μ ∈ Cg(Ω, S), and a set T ⊂ S, the subcoupling of μ along T, denoted by μ_T, is the image measure μ ⊕ p_T^(-1) ∈ Cg(Ω, T).

Note that the σ-algebra on which μ_T is defined is the power σ-algebra ⊗_{v ∈ T} A. From now on we denote such a power σ-algebra by A^T. We shall often need to handle preimages of such σ-algebras A^T under projections p_T : Ω^S → Ω^T. We denote this sub-σ-algebra p_T^(-1)(A^T) of A^S by A^S_T. Thus A^S_T is the sub-σ-algebra of A^S consisting of sets whose indicator functions depend only on coordinates indexed by T. Note that A^S_T ⊂ A^S, whenever T ⊂ T', that A^S_T is the trivial σ-algebra on Ω^S, and that A^S_T is just A^S. When T is a singleton {v} we denote the σ-algebra A^S_{\{v\}} simply by A^S_v (this notation will not clash with previous notations A_v above, because from now on we only consider self-couplings of Ω, so the ambient σ-algebra A is the same for every v ∈ S).
Since by assumption $L$ (Conditionally independent index sets) use this to define a related notion for subsets of the index set of a self-coupling. We often consider two couplings that are equal up to renaming the indices. Let us formalize this as follows.

**Definition 2.26** (Subcouplings along injections). Let $\mu \in \mathbb{Cg}(\Omega, S)$ and let $\tau : R \to S$ be an injection. The *subcoupling of $\mu$ along $\tau$* is the coupling $\mu_\tau \in \mathbb{Cg}(\Omega, R)$ obtained as follows: in the coupling $\mu_{\tau(R)}$ along $\tau(R) \subseteq S$, each $v \in \tau(R)$ is renamed $w = \tau^{-1}(v) \in R$.

**Definition 2.27** (Isomorphism of couplings). Let $\mu \in \mathbb{Cg}(\Omega, S)$ and $\mu' \in \mathbb{Cg}(\Omega, S')$. We call a bijection $\sigma : S \to S'$ an *isomorphism* of $\mu$ and $\mu'$ if $\mu'_\sigma = \mu$. If there is such an isomorphism we say that $\mu$ and $\mu'$ are *isomorphic* and write $\mu \cong \mu'$, or $\mu \cong_{\sigma} \mu'$ if we wish to specify the isomorphism.

Thus for instance the couplings $\mu_\tau$ and $\mu_{\tau(R)}$ in Definition 2.26 are isomorphic.

In general a coupling with index set $S$ is not determined by subcouplings on two subsets $T_1$, $T_2$ with $T_1 \cup T_2 = S$. However, under certain additional conditions it *is* determined, and the following result gives a useful example.

**Lemma 2.28.** Let $\mu \in \mathbb{Cg}(\Omega, S)$ and let $T_1, T_2 \subseteq S$ with $T_1 \cup T_2 = S$. Suppose that $A_{S_2}^S = \mu A_{T_1 \cap T_2}^T$. Then $\mu$ is uniquely determined by $\mu_{T_1}, \mu_{T_2}$.

**Proof.** Let $F = (f_v)_{v \in S}$ be a system of bounded $\mathcal{A}$-measurable functions. We show that $\xi(\mu, F)$ is uniquely determined by the subcouplings $\mu_{T_1}, \mu_{T_2}$. The function $g := \prod_{v \in T_2} f_v \circ p_v$ on $\Omega^S$ satisfies clearly $g = g' \circ p_T$ for an $\mathcal{A}^{T_2}$-measurable function $g'$ (we can just take $g' = \prod_{v \in T_2} f_v \circ p_v$ where now $p_v$ is defined on $\Omega^{T_2}$). Fix any $\epsilon > 0$, and note that since by assumption $L^2(\mathcal{A}^{T_2}, \mu_{T_2}) = L^2(\mathcal{A}^{T_1 \cap T_2}, \mu_{T_2})$, by Lemma 2.2 we can approximate $g'$ within $\epsilon$ in $L^2(\mu_{T_2})$ by $\sum_{i \in [m]} h_i$ where $h_i = \prod_{v \in T_1 \cap T_2} g_{i,v} \circ p_v$ for some bounded $\mathcal{A}$-measurable functions $g_{i,v}$ (note that this is done entirely in the known coupling $\mu_{T_2}$). For each $i \in [m]$ define the system $G_i = (g'_{i,v})_{v \in T_1}$ by $g'_{i,v} = f_v$ for $v \in T_1 \setminus T_2$ and $g'_{i,v} = g_{i,v}$ for $v \in T_1 \cap T_2$. It follows that $|\xi(\mu, F) - \sum_{i \in [m]} \xi(G_i, \mu_{T_1})| \leq \epsilon$, where each $\xi(G_i, \mu_{T_1})$ involves only the known couplings $\mu_{T_1}, \mu_{T_2}$. Since $\epsilon > 0$ was arbitrary, the result follows. \qed

Recall from Definition 2.9 the notation $\mathcal{B}_0 \perp_{\mu} \mathcal{B}_1$ for conditional independence. We now use this to define a related notion for subsets of the index set of a self-coupling.

**Definition 2.29** (Conditionally independent index sets). Let $\mu \in \mathbb{Cg}(\Omega, S)$ and let $T_1, T_2 \subseteq S$. We say that $T_1, T_2$ are *conditionally independent in $\mu$*, and write $T_1 \perp_{\mu} T_2$, if we have $A_{S_2}^S \perp_{\mu} A_{T_2}^S$ and

$$A_{T_1}^S \wedge_{\mu} A_{T_2}^S = \mu A_{T_1 \cap T_2}^S.$$  \hspace{1cm} (5)

As for previous notations, when the ambient coupling $\mu$ is clear we just write $T_1 \perp T_2$. Let us note the following useful equivalent definition of the relation $\perp$. 

Lemma 2.30. Let \( \mu \in \text{Cg}(\Omega, S) \) and let \( T_1, T_2 \subseteq S \). Then \( T_1 \perp T_2 \) if and only if for every bounded \( \mathcal{A}^S_{T_1} \)-measurable \( f : \Omega^S \to \mathbb{C} \) we have that \( \mathbb{E}(f | \mathcal{A}^S_{T_2}) \) is \( \mathcal{A}^S_{T_1 \cap T_2} \)-measurable.

In particular for every \( T \subseteq S \) and \( F \subseteq T \), we have \( F \perp T \).

Proof. The forward implication follows clearly from the definitions. To see the backward implication, let \( B_0 = \mathcal{A}^S_{T_1}, B_1 = \mathcal{A}^S_{T_2} \), and suppose that \( \mathbb{E}(f | B_1) \) is \( \mathcal{A}^S_{T_1 \cap T_2} \)-measurable. On one hand, since \( B_0 \supset \mathcal{A}^S_{T_1 \cap T_2} \), it follows that \( \mathbb{E}(f | B_1) \) is \( B_0 \)-measurable, so \( \mathbb{E}(f | B_1) \) is \( B_0 \wedge B_1 \)-measurable, which implies (2), so indeed \( B_0 \perp B_1 \). On the other hand, for every set \( B \in \mathcal{A}^S_{T_1} \wedge \mathcal{A}^S_{T_2} \) we have \( \mathbb{E}(1_B | \mathcal{A}^S_{T_2}) = \mu 1_B \), but by assumption we also have that \( \mathbb{E}(1_B | \mathcal{A}^S_{T_2}) \) is \( \mathcal{A}^S_{T_1 \cap T_2} \)-measurable. Therefore \( \mathcal{A}^S_{T_1} \wedge \mathcal{A}^S_{T_2} \subset \mu \mathcal{A}^S_{T_1 \cap T_2} \). Since we also clearly have \( \mathcal{A}^S_{T_1} \wedge \mathcal{A}^S_{T_2} \subset \mathcal{A}^S_{T_1 \cap T_2} \), the result follows.

\( \square \)

Remark 2.31. Note that if \( V_1, V_2 \subseteq S \) satisfy \( V_1 \perp_{\mu_T} V_2 \) for \( \mu \in \text{Cg}(\Omega, S) \) and some set \( T \subseteq S \) with \( T \supset V_1 \cup V_2 \), then we have \( V_1 \perp_{\mu_T} V_2 \) for every \( T' \subset S \) with \( T' \supset V_1 \cup V_2 \).

Example 2.32. Let us illustrate some of the previous definitions and results with a basic example of a coupling familiar in arithmetic combinatorics. Consider the probability space consisting of a compact abelian group \( Z \) equipped with the Haar probability measure \( \lambda \), let \( S = \{0, 1\}^2 \), and let \( \mu \in \text{Cg}(Z, S) \) be the coupling which is supported on the group \( G = \{x = (x_{00}, x_{10}, x_{01}, x_{11}) : x_{00} - x_{10} = x_{01} - x_{11}\} \leq Z^S \) and equal to the Haar probability measure on \( G \). (This is a coupling since each projection \( p_i \) is a continuous surjective homomorphism \( G \to Z_i \).) The sets \( T_1 = \{00, 10\}, T_2 = \{00, 01\} \) satisfy \( T_1 \perp \mu T_2 \).

Indeed, a version of \( \mathbb{E}(f | \mathcal{A}^S_{T_1}) \) is the function \( x \mapsto \int_Z f(x_{00}, x_{10}, x_{01} + h, x_{11} + h) \text{d}\lambda(h) \) (where \( \mathcal{A} \) is the Borel \( \sigma \)-algebra on \( Z \); similarly, a version of \( \mathbb{E}(f | \mathcal{A}^S_{T_2}) \) is the function \( x \mapsto \int_Z f(x_{00}, x_{10} + k, x_{01}, x_{11} + k) \text{d}\lambda(k) \), so the composition of the two operators \( \mathbb{E}(\cdot | \mathcal{A}^S_{T_1}) \), \( \mathbb{E}(\cdot | \mathcal{A}^S_{T_2}) \) is \( \mathbb{E}(\cdot | \mathcal{A}^S_{T_1 \cap T_2}) \) (in particular these operators commute), whence \( T_1 \perp \mu T_2 \) holds indeed by Lemma 2.30. Now let us take instead \( T_1 = \{00\} \) and \( T_2 = S \setminus T_1 \). A similar consideration of the operators \( \mathbb{E}(\cdot | \mathcal{A}^S_{T_1}), \mathbb{E}(\cdot | \mathcal{A}^S_{T_2}) \) reveals that they still commute, whence we still have \( \mathcal{A}^S_{T_1} \perp \mu \mathcal{A}^S_{T_2} \) (see [49, Theorem 9]). However, now we do not have \( T_1 \perp \mu T_2 \), because \( \mathcal{A}^S_{T_1} \wedge \mathcal{A}^S_{T_2} \) is not the trivial \( \sigma \)-algebra \( \mathcal{A}^S_{T_1 \cap T_2} = \mathcal{A}^S_{\emptyset} \). Indeed, note that for any character \( \chi \in \hat{Z} \), on the group \( G \) we have \( \chi \circ p_{00} = (\chi \circ p_{10})(\chi \circ p_{01})(\overline{\chi} \circ p_{11}) \), so \( \chi \circ p_{00} \in L^\infty(\mathcal{A}^S_{T_1} \wedge \mathcal{A}^S_{T_2}) \), which shows that \( \mathcal{A}^S_{T_1} \wedge \mathcal{A}^S_{T_2} \) is indeed non-trivial.

Definition 2.33 (Conditionally independent system of sets). Let \( \mu \in \text{Cg}(\Omega, S) \). We say that a system \( (T_i)_{i \in [k]} \) of subsets of \( S \) is conditionally independent if for every \( R_1, R_2 \subseteq [k] \) we have \( \bigcup_{j \in R_1} T_j \perp (\bigcup_{j \in R_2} T_j) \).

An example of this property is given by a 3-dimensional generalization of Example 2.32, let \( \mu \in \text{Cg}(Z, \{0, 1\}^3) \) be similarly given by the Haar measure on the group of standard 3-cubes on \( Z \) and letting \( (T_1, T_2, T_3) \) be the system of the 2-dimensional faces of \( \{0, 1\}^3 \).
containing the point $0^3$. It can be checked directly that this system is conditionally independent (for example by computing what the various expectation operators are, as in Example 2.32). This is also established more generally in Section 3 (see Remark 3.9).

The following notion enables us to "glue" together two couplings by identifying parts of their index sets, in such a way that the two index sets become conditionally independent in the new coupling. The definition uses the following notation: given two finite sets $S$, $S'$, two subsets $T \subseteq S$, $T' \subseteq S'$, and a bijection $\sigma : T \rightarrow T'$, we denote by $S \cup_{\sigma} S'$ the set obtained by first taking the disjoint union of $S$ and $S'$ and then identifying every $t \in T$ with $\sigma(t)$ (thus $|S \cup_{\sigma} S'| = |S| + |S'| - |T|$).

**Definition 2.34** (Conditionally independent coupling along a bijection).

Let $\Omega$ be a Borel or standard probability space, and let $\mu \in \mathbb{C}g(\Omega, S)$, $\mu' \in \mathbb{C}g(\Omega, S')$, $T \subseteq S$, $T' \subseteq S'$. Let $\sigma : T \rightarrow T'$ be a bijection such that $\mu_T \cong_{\sigma} \mu'_T$, and let $U = S \cup_{\sigma} S'$. The conditionally independent coupling of $\mu$, $\mu'$ along $\sigma$ is the unique coupling $\mu'' \in \mathbb{C}g(\Omega, S \cup_{\sigma} S')$ such that $A_U^U \perp_{\mu''} A_{S'}^U$.

This definition requires the following justification.

**Lemma 2.35.** The coupling $\mu'' \in \mathbb{C}g(\Omega, S \cup_{\sigma} S')$ in Definition 2.34 exists and is unique. Moreover we have $S \perp_{\mu''} S'$.

**Proof.** Using the notation in the definition, let $B_1 \in \mathcal{A}^{S \setminus T}$, $B_2 \in \mathcal{A}^T$, $B_3 \in \mathcal{A}^{S \setminus T'}$, and let $U = S \cup_{\sigma} S'$. We have that $B_1 \times B_2 \times B_3 \subseteq \Omega^U$, and $\mathcal{A}^U$ is generated by such sets. Since $\mathbb{E}_{\mu}(1_{B_1} \circ p_{S \setminus T} | A_T^S)$ is $\mu_T$-measurable, it can be regarded as a $\mu_T$-measurable function on $\Omega^T$ (by Lemma 2.17). Similarly $\mathbb{E}_{\mu'}(1_{B_3} \circ p_{S \setminus T'} | A_{T'}^{S'})$ can be regarded as a $\mu_T$-measurable function on $\Omega^T$ (since $\mu_T \cong_{\sigma} \mu'_T$). We can therefore define (abusing the notation)

$$
\mu''(B_1 \times B_2 \times B_3) := \int_{\Omega^T} \mathbb{E}_{\mu}(1_{B_1} \circ p_{S \setminus T} | A_T^S) \ 1_{B_2} \ \mathbb{E}_{\mu'}(1_{B_3} \circ p_{S \setminus T'} | A_{T'}^{S'}) \ d\mu_T. \quad (6)
$$

This formula implies that $\mu''(B_1 \times B_2 \times B_3)$ is additive in each entry $B_1, B_2, B_3$, which implies that it satisfies property (i) in Definition 1.9. It is also clear that property (ii) from that definition holds, and therefore the existence of the coupling $\mu''$ follows from Lemma 1.10. To prove that $A_S^U \perp_{\mu''} A_{S'}^U$, let us first show that, by (6), for every function $f \in L^\infty(A_S^U)$ and $f' \in L^\infty(A_{S'}^U)$, we have

$$
\int_{\Omega^U} f \ f' \ d\mu'' = \int_{\Omega^U} \mathbb{E}(f | A_T^S) \ \mathbb{E}(f' | A_{T'}^{S'}) \ d\mu''. \quad (7)
$$

This can be deduced by approximating $f$ in $L^2(A_S^U)$ by simple functions involving sets of the form $B_1 \times B_2 \times \Omega^{S \setminus T'}$, similarly for $f'$ with sets of the form $\Omega^{S \setminus T} \times B_2 \times B_3$, and applying (6) to intersections of such sets. From (7) we can deduce in particular that $S \perp_{\mu''} S'$. Indeed, if $g \in L^\infty(A_S^U)$, then applying (7) with $f = \overline{f'} = \mathbb{E}(g | A_S^U)$ we deduce
that \( \|E(g|A^U_\nu)\|_{L^2(\nu')} = \|E(g|A^U_\nu)\|_{L^2(\nu')} \), which implies that \( E(g|A^U_\nu) \) is \( A^U_\nu \)-measurable, so we can apply Lemma 2.30 to complete the deduction.

To see that \( \mu'' \) is unique, suppose that \( \nu \in \mathcal{C}g(\Omega, S \cup \sigma S') \) satisfies \( A^\nu_{\Omega,S} \not\subseteq A^\nu_{\Omega,S'} \). Then for any sets \( B_1, B_2, B_3 \) as above, we have
\[
\int_{\Omega'} \mathbb{E}(1_{B_1} \circ p_{S'\cap T})(1_{B_2} \circ p_T)(1_{B_3} \circ p_{S'\cap T}) \, d\nu = \int_{\Omega'} \mathbb{E}(1_{B_1} \circ p_{S'\cap T}|A^\nu_\Omega)(1_{B_2} \circ p_T)1_{B_3} \circ p_{S'\cap T} \, d\nu,
\]
where \( \mathbb{E}(1_{B_1} \circ p_{S'\cap T}|A^\nu_\Omega) = \mathbb{E}(1_{B_1} \circ p_{S'\cap T}|A^\nu_\Omega) \) since \( A^\nu_{\Omega,S} \not\subseteq A^\nu_{\Omega,S'} \), so the last integral is \( \int_{\Omega'} \mathbb{E}(1_{B_1} \circ p_{S'\cap T}|A^\nu_\Omega)1_{B_2} \circ p_T \mathbb{E}(1_{B_3} \circ p_{S'\cap T}|A^\nu_\Omega) \, d\nu \), and this yields the right side of (2). We have thus shown that \( \nu(B_1 \times B_2 \times B_3) = \mu''(B_1 \times B_2 \times B_3) \), and so \( \nu = \mu'' \) by uniqueness in Carathéodory’s extension theorem. □

The next definition and result will be used in Section 5 for applications in ergodic theory.

**Definition 2.36.** Let \( \Omega = (\Omega, A, \lambda) \) be a probability space, and let \( \mu \in \mathcal{C}g(\Omega, S) \). For each \( \nu \in S \) let \( \theta_\nu \) be a measure-preserving transformation on \( \Omega \). We denote by \( \theta \) the corresponding transformation \( \Omega^S \to \Omega^S \), \( (\omega_v)_{v \in S} \mapsto (\theta_\nu(\omega_v))_{v \in S} \).

The following result enables us to view a measure-preserving group action as a family of continuous maps from a coupling space to itself.

**Lemma 2.37.** Let \( (\theta_\nu)_{v \in S} \) be a system of measure-preserving transformations on \( \Omega \) and let \( \theta \) be the corresponding transformation \( \Omega^S \to \Omega^S \). Then the map \( \mathcal{C}g(\Omega, S) \to \mathcal{C}g(\Omega, S), \mu \mapsto \mu \circ \theta^{-1} \) is continuous.

**Proof.** Let \( (\mu_n) \) be a sequence in \( \mathcal{C}g(\Omega, S) \) with \( \mu_n \to \mu \). The functions from (1) generating the topology on \( \mathcal{C}g(\Omega, S) \) satisfy \( \xi(\mu_n, F) = \xi(\mu_n \circ \theta^{-1}, F) \), so \( \mu_n \circ \theta^{-1} \to \mu \circ \theta^{-1} \). □

### 2.3. Closed properties in a coupling space.

The results in this subsection identify certain useful closed subsets of a general coupling space (for a general probability space \( \Omega \)).

**Lemma 2.38.** Let \( S \) be a finite set, and let \( T_1, T_2 \subseteq S \) be disjoint sets. Let \( Q \) be the set of couplings \( \mu \in \mathcal{C}g(\Omega, S) \) such that \( A^S_{T_1} \) and \( A^S_{T_2} \) are independent in \( \mu \). Then \( Q \) is a closed set in \( \mathcal{C}g(\Omega, S) \).

**Proof.** We can describe this independence property in terms of equations involving the functions \( \xi \) from Definition 2.20. More precisely, the property holds if and only if we have \( \xi(\mu, F) = \xi(\mu, F_1) \xi(\mu, F_2) \) for every system \( F_1 \) of functions \( f_{1,v} \in L^\infty(A) \) with \( f_{1,v} = 1 \) for \( v \notin T_1 \), every system \( F_2 \) of functions \( f_{2,v} \in L^\infty(A) \) with \( f_{2,v} = 1 \) for \( v \notin T_2 \), and \( F \) the system with \( f_v = f_{1,v} \) if \( v \in T_1 \), with \( f_v = f_{2,v} \) if \( v \in T_2 \), and \( f_v = 1 \) otherwise. For every such system \( F_1 \) and \( F_2 \), the set of couplings satisfying \( \xi(\mu, F) = \xi(\mu, F_1) \xi(\mu, F_2) \) is closed (by continuity of the functions \( \xi(\cdot, F) \) in general). Since \( Q \) is the intersection of all these sets, the result follows. □
Remark 2.41. One may wonder whether the property \( \Omega \times, y \) under the map \( (\mu, F) \) for every system \( F \) of functions \( f_v \in L^\infty(A) \) with \( f_v = 1 \) for \( v \notin T \), where \( F' = (f_v)_{v \in T} \). For every fixed \( F \), the condition \( \xi(\mu, F) = \xi(\nu, F') \) defines a closed set of couplings \( \mu \in Cg(\Omega, S) \).

The set \( Q \) is the intersection of all such sets over all such systems \( F \), so it is closed.

Lemma 2.40. Let \( S \) be a finite set, let \( T_1, T_2 \subset S \) be such that \( T_1 \cap T_2 = \{ w \} \) for some \( w \in S \), and let \( \nu \in Cg(\Omega, T_1) \). Let \( Q \) be the set of couplings \( \mu \in Cg(\Omega, S) \) such that \( \mu_{T_1} = \nu \) and \( T_1 \perp_\mu T_2 \). Then \( Q \) is a closed set in \( Cg(\Omega, S) \).

Proof. We can describe the properties defining \( Q \) again in terms of equations involving the functions \( \xi \). For \( i = 1, 2 \) let \( F_i \) be a system of functions \( f_{i,v} \in L^\infty(\Omega) \) for \( v \in T_i \), and let \( F \) be the function system with \( f_v = f_{1,v} \) for \( v \in T_1 \setminus \{ w \} \), with \( f_v = f_{2,v} \) for \( v \in T_2 \setminus \{ w \} \), with \( f_w = f_{1,w}f_{2,w} \), and with \( f_v = 1 \) otherwise. Let \( H \) be the function system with \( h_v = 1 \) for \( v \in S \setminus T_2 \), with \( h_v = f_{2,v} \) for \( v \in T_2 \setminus \{ w \} \), and \( h_w = \mathbb{E}(\prod_{v \in T_1} f_{1,v} \circ p_v|\mathcal{A}_w) f_{2,w} \).

It follows from Lemma 2.39 and approximation by rank 1 functions (Lemma 2.22) that \( T_1 \perp_\mu T_2 \) holds if and only if we have \( \xi(\mu, F) = \xi(\mu, H) \) for every such \( F \). Let \( Q' = \{ \mu \in Cg(\Omega, S) : \mu_{T_1} = \nu \} \), which is a closed set by Lemma 2.39. Note that if \( \mu \in Q' \) then the function \( h_w \) (and therefore \( H \)) does not change as \( \mu \) varies. We have that \( Q \) is the set of couplings \( \mu \in Q' \) such that \( \xi(\mu, F) = \xi(\mu, H) \) for every system \( F \). For a single \( F \), the fact that \( H \) does not change as \( \mu \) varies implies that the last equation defines a closed subset of \( Q' \). The set \( Q \) is the intersection of all these closed subsets of \( Q' \), so it is closed.

Remark 2.41. One may wonder whether the property \( T_1 \perp_\mu T_2 \) always defines a closed set of couplings \( \mu \in Cg(\Omega, S) \) for \( T_1, T_2 \subset S \). It turns out that this is not true, as shown by the following example. Let \( \theta \) be a mixing invertible measure-preserving transformation on \( \Omega = (\Omega, \mathcal{A}, \lambda) \). For each \( n \in \mathbb{N} \), let \( \mu_n \in Cg(\Omega, [3]) \) be the image of \( \lambda \) under the map \( x \mapsto (\theta^n x, x, \theta^n x) \). It is readily seen that \( \{1, 2\} \perp_{\mu_n} \{2, 3\} \) for every \( n \) (in fact we have \( \mathcal{A}^{[3]}_{\{1,2\}} = \mu_n \mathcal{A}^{[3]}_{\{2,3\}} = \mu_n \mathcal{A}^{[3]}_2 \)). Furthermore, the mixing property implies that \( \mu_n \) converges to the coupling \( \mu \) defined as the image of the product measure \( \lambda \times \lambda \) on \( \Omega^2 \) under the map \( (x, y) \mapsto (x, y, x) \). However, we do not have \( \{1, 2\} \perp_\mu \{2, 3\} \) (we still have \( \mathcal{A}^{[3]}_{\{1,2\}} = \mu_n \mathcal{A}^{[3]}_{\{2,3\}} = \mu_n \mathcal{A}^{[3]}_{\{1,2\}} \setminus \mathcal{A}^{[3]}_{\{2,3\}} \), but the latter \( \sigma \)-algebra is strictly larger than \( \mathcal{A}^{[3]}_2 \).

Lemma 2.42. Let \( S \) be a finite set and for each \( v \in S \) let \( \mathcal{B}(v) \) be a sub-\( \sigma \)-algebra of \( \mathcal{A} \). Let \( Q \) be the set of couplings \( \mu \in Cg(\Omega, S) \) such that \( \mu \) is relatively independent over its factor corresponding to \( \bigotimes_{v \in S} \mathcal{B}(v) \). Then \( Q \) is a closed set in \( Cg(\Omega, S) \).

Proof. As mentioned in Remark 2.24, we have that \( \mu \) is relatively independent over this factor if and only if for every system \( F = (f_v)_{v \in S} \) such that \( \mathbb{E}(f_v|\mathcal{B}(v)) = 0 \) for some \( v \),
we have $\xi(\mu, F) = 0$. For every such system, the set of couplings $\mu$ with $\xi(\mu, F) = 0$ is closed. Since $Q$ is the intersection of all these sets, the result follows. □

2.4. Localization.
We now turn to properties of couplings that involve measure disintegration. To handle disintegrations and related tools in a convenient way, in this subsection we assume that $\Omega$ is a Borel probability space. The main type of disintegration that we use applies to a coupling $\mu \in Cg(\Omega, S)$ relative to a projection $p_T : \Omega^S \rightarrow \Omega^T$ and the subcoupling $\mu_T$. A reference for this result is [37, (17.35) ii)].

To begin with, we want to ensure that in such a disintegration almost the fibre measures can be assumed to be couplings in $Cg(\Omega, S \setminus T)$. We are able to ensure this when $T$ is of the following kind.

**Definition 2.43** (Local set). Let $\mu \in Cg(\Omega, S)$. We say that a set $T \subset S$ is $\mu$-local (or local in $\mu$) if for every $v \in S \setminus T$ the $\sigma$-algebras $A^S_v$ and $A^S_T$ are independent in $\mu$.

Note that the family of local subsets of $S$ is closed under intersection. We also have the following fact, which is a straightforward consequence of Lemma 2.38.

**Lemma 2.44.** For a fixed $T \subset S$, the couplings in $Cg(\Omega, S)$ in which $T$ is local form a closed set in $Cg(\Omega, S)$.

The following lemma ensures the property relative to disintegrations mentioned above.

**Lemma 2.45.** Let $\mu \in Cg(\Omega, S)$ and let $T \subset S$ be local in $\mu$. Then there is a Borel measurable function $f_{\mu, T} : \Omega^T \rightarrow Cg(\Omega, S \setminus T)$, $x \mapsto \mu_x$ such that for every function $f \in L^\infty(A^S)$ we have $\int_{\Omega^S} f \, d\mu = \int_{\Omega^T} \int_{\Omega^S \setminus T} f \, d\mu_x \, d\mu_T$. Any other function $g$ with the same properties as $f_{\mu, T}$ satisfies $g = \mu_T \cdot f_{\mu, T}$.

**Proof.** By [37, (17.35) ii)] there is a Borel function $x \mapsto \mu_x$ from $\Omega^T$ to the space of Borel measures on $\Omega^S \setminus T$, such that $(\mu_x)_{x \in \Omega^T}$ is a disintegration of $\mu$ relative to $p_T : \Omega^S \rightarrow \Omega^T$ and $\mu_T = \mu \circ p_T^{-1}$, and such that any other such function must agree with this one $\mu_T$-almost surely. We have that $\mu_x \in Cg(\Omega, S \setminus T)$ for $\mu_T$-almost every $x$, indeed for each $v \in S \setminus T$ we have $\mu_x \circ p_v^{-1} = \lambda$, as can be seen by applying Lemma 2.16 with $\Omega_1 = \Omega$, $f_1 = p_v$, $\Omega_2 = \Omega^T$, and $f_2 = p_T$. Letting $E$ denote a $\mu_T$-null set such that for every $x \in \Omega^T \setminus E$ we have $\mu_x \in Cg(\Omega, S \setminus T)$, we can now define an appropriate function $f_{\mu, T}$ by fixing some arbitrary $\nu \in Cg(\Omega, S \setminus T)$ and setting $f_{\mu, T}(x) = \mu_x$ for $x \in \Omega \setminus E$ and $f_{\mu, T}(x) = \nu$ otherwise. □

Next we define an operation that will play a key role in the definition of certain topological spaces using couplings.
Definition 2.46 (Localization). Let $\mu \in \mathcal{C}_g(\Omega, S)$ and let $T \subset S$ be a $\mu$-local set. The $T$-localization of $\mu$ is the measurable function $f_{\mu,T} : \Omega^T \to \mathcal{C}_g(\Omega, S \setminus T)$, $x \mapsto \mu_x$ defined (uniquely up to a change on a $\mu_T$-null set) in Lemma 2.45.

When the coupling $\mu$ is clear from the context, we shall write $f_T$ rather than $f_{\mu,T}$. We can use the $T$-localization to define a probability measure on the compact space $\mathcal{C}_g(\Omega, S \setminus T)$, namely the image measure $\mu_T \circ f_{\mu,T}^{-1}$. This construction is important for the sequel, because it enables us to define certain topological spaces that will turn out to be the compact nilspaces involved in our main results in Section 4. These space will be defined to be the supports of measures of the form $\mu_T \circ f_{\mu,T}^{-1}$. Let us recall here the notion of the support of a Borel measure (see also for instance [7, Proposition 7.2.9]).

Definition 2.47 (Support of a regular Borel measure). Given a regular Borel measure $\mu$ on a topological space $X$, the support of $\mu$ is the closed set $\text{Supp}(\mu) = \{x \in X : \text{for every open set } U \ni x \text{ we have } \mu(U) > 0\}$.

We use the notation $\text{Supp}$ to distinguish this notion of support from the purely set-theoretic notion of the support of a complex-valued function $f$ on a set $X$, that is $\text{supp}(f) = \{x \in X : f(x) \neq 0\}$. Let us pause to give an example of such a measure $\mu_T \circ f_{\mu,T}^{-1}$ related to arithmetic combinatorics.

Example 2.48. Consider again the coupling $\mu \in \mathcal{C}_g(\mathbb{Z}, \{0,1\}^2)$ from Example 2.32 this time with $\mathbb{Z} = T$ say, with Haar measure $\lambda$, and let $T = \{0^2\}$. Then the $T$-localization of $\mu$ assigns to each $x \in \mathbb{Z}$ a coupling $\mu_x \in \mathcal{C}_g(\mathbb{Z}, \{10,01,11\})$ which is determined by the constants $\xi(\mu_x, (f_{10}, f_{01}, f_{11})) = \int_{\mathbb{Z}^2} f_{10}(x+z_1)f_{01}(x+z_2)f_{11}(x+2z_1+2z_2) \, d\lambda^2(z_1, z_2)$ for bounded Borel functions $f_{10}, f_{01}, f_{11}$ on $\mathbb{Z}$. Note that the functions $x \mapsto \xi(\mu_x, (f_{10}, f_{01}, f_{11}))$ are the $U^2$ dual-functions on $\mathbb{Z}$ (see [23] (6.3)). Via this map $x \mapsto \mu_x$ we can then push the measure $\lambda$ forward to a Borel measure on $\mathcal{C}_g(\mathbb{Z}, \{10,01,11\})$ and then take the support of this Borel measure. We generalize this construction in Section 3 (see Definition 3.31).

When using disintegrations of couplings, it can be very useful to know that some given property of the coupling is inherited by almost every fibre measure in the disintegration. The next lemma ensures this for the property of conditional independence of index sets.

Lemma 2.49. Let $\mu \in \mathcal{C}_g(\Omega, S)$, let $T_1, T_2$ be subsets of $S$ with $T_1 \cap T_2 = \{w\}$, let $v \in T_1 \cup T_2$, and suppose that $T_1 \perp \mu\ T_2$. Let $(\mu_x)_{x \in \Omega}$ be a disintegration of $\mu$ relative to $p_v : \Omega^S \to \Omega$ and $\lambda$. Then for $\lambda$-almost every $x$ we have $(T_1 \setminus \{v\}) \perp_{\mu_x} (T_2 \setminus \{v\})$.

Proof. We first prove the case in which $v \neq w$. In this case we can assume without loss of generality that $v \in T_1 \setminus T_2$. Let $S' = S \setminus \{v\}$ and $T'_1 = T_1 \setminus \{v\}$. We are going to show that for $\lambda$-almost every $x \in \Omega$, for every bounded $A_{T_1}^{S'}$-measurable function $g' : \Omega^{S'} \to \mathbb{C}$
and bounded $\mathcal{A}_{T_2}^{S'}$-measurable function $h' : \Omega^{S'} \to \mathbb{C}$, we have
\[ \int_{\Omega^{S'}} g' h' \, d\mu_x = \int_{\Omega^{S'}} E_{\mu_x}(g'|\mathcal{A}_{w}^{S'}) h' \, d\mu_x. \] (8)
This will mean that $E_{\mu_x}(g'|\mathcal{A}_{w}^{S'}) = E_{\mu_x}(g'|\mathcal{A}_{T_1'}^{S'})$, which by Lemma 2.30 will imply that $T_1' \perp \mu, T_2$, as required.

Let $f, g, h_0$ be bounded functions $\Omega^S \to \mathbb{C}$ and suppose that $f$ is $\mathcal{A}_{T_2}^{S'}$-measurable, that $g$ is $\mathcal{A}_{T_1'}^{S'}$-measurable, and that $h_0$ is $\mathcal{A}_{T_2}^{S'}$-measurable with $E_{\mu}(h_0|\mathcal{A}_{w}^{S'}) = 0$. Since $f, g$ are both $\mathcal{A}_{T_1'}^{S'}$-measurable, we have $\int f g h_0 \, d\mu = \int f g E_{\mu}(h_0|\mathcal{A}_{T_1'}^{S'}) \, d\mu$. Since $T_1 \perp \mu, T_2$, we have by (2) that $E_{\mu}(h_0|\mathcal{A}_{T_1'}^{S'}) = E_{\mu}(h_0|\mathcal{A}_{w}^{S'})$. Hence $\int_{\Omega^S} f g h_0 \, d\mu = 0$. By the disintegration we have $\int_{\Omega^S} f g h_0 \, d\mu = \int_{\Omega} f'(x) \left( \int_{\Omega^{S'}} g'h'_0 \, d\lambda \right) \, d\lambda$, where $f', g', h'_0$ are the functions given by Lemma 2.17 such that $f = f' \circ p_v, g = g' \circ p_v$ and $h_0 = h'_0 \circ p_v$. Let $t$ denote the function $x \mapsto \int_{\Omega^{S'}} g'h'_0 \, d\mu_x$. We have thus shown that for every function $f \in L^\infty(\mathcal{A}_{T_2}^{S'})$ we have $\int_{\Omega} f'(x)t(x) \, d\lambda = 0$. In particular, choosing $f = \mathcal{F} \circ p_v$, we deduce that $\int_{\Omega} \lambda(t(x))^2 \, d\lambda = 0$, so $t$ vanishes $\lambda$-almost surely. Applying this fact to each term of a sequence of bounded functions $(g_i)_{i \in \mathbb{N}}$ that is dense in $L^2(\mathcal{A}_{T_1'}^{S'})$, we deduce that for $\lambda$-almost-every $x \in \Omega$, we have $\int_{\Omega^{S'}} g'h'_0 \, d\mu_x = 0$ for every function $g \in L^\infty(\mathcal{A}_{T_1'}^{S'})$. Now we let $(h_j)_{j \in \mathbb{N}}$ be a sequence of bounded functions dense in the closed subspace of $L^2(\mathcal{A}_{T_2}^{S'})$ consisting of functions $h_0$ with $E_{\mu}(h_0|\mathcal{A}_{w}^{S'}) = 0$, and we apply the last sentence to each term $h_j$. Thus we deduce that for some set $E \subset \Omega$ with $\lambda(E) = 0$, for every $x \in \Omega \setminus E$, we have $\int_{\Omega^{S'}} g'h'_0 \, d\mu_x = 0$ for every bounded $\mathcal{A}_{T_1'}^{S'}$-measurable function $g : \Omega^S \to \mathbb{C}$ and every bounded $\mathcal{A}_{T_2}^{S'}$-measurable function $h_0 : \Omega^S \to \mathbb{C}$ with $E_{\mu}(h_0|\mathcal{A}_{w}^{S'}) = 0$. Now fix any $x \in \Omega \setminus E$, any bounded $\mathcal{A}_{T_2}^{S'}$-measurable $g' : \Omega^{S'} \to \mathbb{C}$ and any bounded $\mathcal{A}_{T_2}^{S'}$-measurable $h' : \Omega^{S'} \to \mathbb{C}$. Let $r$ be a version of $E_{\mu}(h' \circ p_{S^c}|\mathcal{A}_{w}^{S'})$. By Lemma 2.17 there is a function $r' \in L^\infty(\mathcal{A}_{w}^{S'})$ such that $r = r' \circ p_{S^c}$. Applying the last sentence from the previous paragraph to the functions $g = g' \circ p_{S^c}$ and $h_0 = (h' - r') \circ p_{S^c}$, we obtain
\[ \int_{\Omega^{S'}} g'h' \, d\mu_x = \int_{\Omega^{S'}} g'r' \, d\mu_x. \] (9)
Since $r'$ is already $\mathcal{A}_{w}^{S'}$-measurable, the last integral above equals $\int_{\Omega^{S'}} E_{\mu_x}(g'|\mathcal{A}_{w}^{S'}) \, r'd\mu_x$. By (9) applied (in the opposite direction) with $E_{\mu_x}(g'|\mathcal{A}_{w}^{S'})$ instead of $g'$, we obtain that the last integral equals $\int_{\Omega^{S'}} E_{\mu_x}(g'|\mathcal{A}_{w}^{S'}) \, h' \, d\mu_x$. This proves (1).

Now we prove the case in which $v = w$. Let $f \in L^\infty(\mathcal{A}_{T_1'}^{S'})$, $g \in L^\infty(\mathcal{A}_{T_1'}^{S'}|\{v\})$, and $h \in L^\infty(\mathcal{A}_{T_2}^{S'}|\{v\})$. We have $\int_{\Omega^S} f g h \, d\mu = \int_{\Omega^S} f E(g|\mathcal{A}_{T_1'}^{S'})h \, d\mu$, and since $T_1 \perp \mu, T_2$ the last integral is $\int_{\Omega^S} f E(g|\mathcal{A}_{T_1'}^{S'})h \, d\mu = \int_{\Omega^S} f E(g|\mathcal{A}_{T_1'}^{S'})E(h|\mathcal{A}_{w}^{S'}) \, d\mu$. By [7] Proposition 10.4.18], for $\lambda$-almost every $x$ we have $E(g|\mathcal{A}_{T_1'}^{S'})(x) = \int_{\Omega^{S'}} g \, d\mu_x$ (and similarly for $h$), so we have
\[ \int f(x) \left( \int_{\Omega^{S'}} (g h) \, d\mu_x \right) \, d\lambda = \int f g h \, d\mu = \int f E(g|\mathcal{A}_{w}^{S'}) E(h|\mathcal{A}_{w}^{S'}) \, d\mu. \]
Since this holds for any such $f$, we deduce that for almost every $x$ we have $\int_{\Omega^T} (g h) \, d\mu_x = \int_{\Omega^T} g \, d\mu_x \int_{\Omega^T} h \, d\mu_x$, which is the desired independence. By an argument similar to the previous case, using $L^2$-dense sequences of functions $g, h$, we conclude that for almost every $x$ the last equality holds for all $g, h$. Hence the result holds in this case as well. □

The following lemma is almost trivial but we shall need it for the next result.

\textbf{Lemma 2.50.} Let $\mu \in \mathcal{Cg}(\Omega, S)$, let $T \subset S$ be local, and let $x \mapsto \mu_x$ be (a version of) $f_{\mu,T}$. Let $A \in \mathcal{A}_{S \setminus T}^\delta$, let $f := \mathbb{E}(1_A \circ p_{S \setminus T} \mid \mathcal{A}_{S \setminus T}^\delta)$, and let $f'$ be $\mathcal{A}^T$-measurable such that $f = \mu \circ f' \circ p_T$. Then $f'(x) = \mu_x(A)$ for $\mu_T$-almost every $x \in \Omega^T$.

\textbf{Proof.} Let $g$ denote the function $x \mapsto \mu_x(A)$ on $\Omega^T$. By the essential uniqueness of conditional expectation, it suffices to prove that for every set $B \in \mathcal{A}^T$ we have $\int_B g(x) \, d\mu_T(x) = \mu(A \cap p^{-1}_T(B))$. But this holds by definition of the disintegration $(\mu_x)_{x \in \Omega^T}$ of $\mu$. □

\textbf{Definition 2.51} (Conditional coupling). Let $\mu \in \mathcal{Cg}(\Omega, S)$ and let $T \subset S$ be local. Let $M \in \mathcal{A}^T$ satisfy $\mu_T(M) > 0$. Let $\mu'$ be the probability measure defined on $\mathcal{A}^{S \setminus T}$ by $\mu'(N) := \mu(M \times N)/\mu_T(M)$. Then, letting $f$ be the $T$ localization of $\mu$, by Lemma 2.50 we have $\mu'(N) = \mu_T(M)^{-1} \int_{x \in M} f(x)(N) \, d\mu_T(x)$. In particular, by convexity of $\mathcal{Cg}(\Omega, S \setminus T)$ we have $\mu' \in \mathcal{Cg}(\Omega, S \setminus T)$. We call $\mu'$ the conditional coupling of $\mu$ relative to $M$.

The gist of the following result is similar to that of Lemma 2.49 but here the property that is inherited by the fibre measures is the locality of some index set.

\textbf{Lemma 2.52.} Let $\mu \in \mathcal{Cg}(\Omega, S)$, let $T \subset R \subset S$, and suppose that $R, T$ are local in $\mu$. Let $\nu \in \mathcal{Cg}(\Omega, S \setminus T)$ be a coupling in $\text{Supp}(\mu_T \circ f_{\mu,T}^{-1})$. Then $R \setminus T$ is local in $\nu$.

\textbf{Proof.} We have to prove that for every $w \in S \setminus R$, any events $G \in \mathcal{A}_{R \setminus T}^w$, $H \in \mathcal{A}_{w \setminus T}^S$ are independent in $\nu$. Let $f_T : x \mapsto \mu_x$ be the $T$-localization of $\mu$. Let $d$ be a metric generating the topology on $\mathcal{Cg}(\Omega, S \setminus T)$. For every $\epsilon > 0$, let $A_\epsilon = \{ x \in \Omega^T : d(\mu_x, \nu) \leq \epsilon \} = f_T^{-1}(B_\epsilon(\nu))$, where $B_\epsilon(\nu)$ is the ball of radius $\epsilon$ with center $\nu$. Since $\nu \in \text{Supp}(\mu_T \circ f_{\mu,T}^{-1})$, we have $\mu_T(A_\epsilon) > 0$.

Using the disintegration of $\mu$, and the fact that the fibre measures in $A_\epsilon$ are all close to $\nu$, we have $\nu(G \cap H) = \lim_{\epsilon \to 0} \mu(A_\epsilon \times \Omega^{S \setminus T})^{-1} \mu \left((A_\epsilon \times \Omega^{S \setminus T}) \cap (G \times \Omega^T) \cap (H \times \Omega^T)\right)$.

Also, since $A_\epsilon \times \Omega^{S \setminus T}$ and $G \times \Omega^T$ are both in $\mathcal{A}_{R \setminus T}^w$, the locality of $R$ in $\mu$ implies that

$$
\mu \left((A_\epsilon \times \Omega^{S \setminus T}) \cap (G \times \Omega^T) \cap (H \times \Omega^T)\right) = \mu \left((A_\epsilon \times \Omega^{S \setminus T}) \cap (G \times \Omega^T)\right) \mu(H \times \Omega^T).
$$

Moreover, we have $\nu(G) = \lim_{\epsilon \to 0} \mu(A_\epsilon \times \Omega^{S \setminus T})^{-1} \mu \left((A_\epsilon \times \Omega^{S \setminus T}) \cap (G \times \Omega^T)\right)$. Combining the last three equations, we deduce that $\nu(G \cap H) = \nu(G) \mu(H \times \Omega^T)$. Finally, we have $\mu(H \times \Omega^T) = \lambda(H') = \nu(H)$, where $H' \in \mathcal{A}$ is such that $H = p_w^{-1}(H')$. □
2.5. Conditional independence in set lattices.

**Definition 2.53.** Let $S$ be a set. A set lattice in $S$ is a family of subsets of $S$ closed under intersection and union. If $\mathcal{F} \subseteq 2^S$ is a family closed under intersection, then the family $\Lambda$ of all unions of sets in $\mathcal{F}$ is a set lattice, and we say that $\mathcal{F}$ generates $\Lambda$.

**Definition 2.54.** Let $S$ be a finite set, let $\mu \in \mathcal{C}(\Omega, S)$, and let $\Lambda$ be a set lattice in $S$. A set $T \in \Lambda$ has the conditional independence of subsets (CIS) property in $\Lambda$ if for every $T_1, T_2 \in \Lambda$ with $T_1, T_2 \subseteq T$ we have $T_1 \perp \mu T_2$.

If the ambient coupling $\mu$ needs to be specified, we say that $T$ has the CIS property in $\Lambda$ and $\mu$. The main result of this subsection is the following fact concerning the CIS property.

**Proposition 2.55.** If $T_1, T_2$ in $\Lambda$ both have the CIS property and $T_1 \perp T_2$, then $T_1 \cup T_2$ has the CIS property in $\Lambda$.

To prove this we shall use the following result about the relation $\perp$, which will also be useful in later sections.

**Lemma 2.56.** Let $\mu \in \mathcal{C}(\Omega, S)$, and let $A, B, C$ be subsets of $S$ satisfying the following conditions: $A \perp B$, $(A \cap B) \perp C$, $(A \cup B) \perp C$, $A \supseteq (B \cap C)$. Then we have $B \perp C$, $A \perp (B \cup C)$, and $(A \cup C) \perp B$.

**Proof.** We first prove that $B \perp C$. Let $f$ be bounded $\mathcal{A}^S_B$-measurable, and let $f' = \mathbb{E}(f | \mathcal{A}^S_{A \cup B})$. Since $(A \cup B) \perp C$, we have by Lemma [2.50] that $f' = \mathbb{E}(f | \mathcal{A}^S_{(A \cup B) \cap C})$. This in turn equals $\mathbb{E}(f | \mathcal{A}^S_{A \cap C})$, since $(A \cup B) \cap C = A \cap C$ (using that $A \supseteq B \cap C$). Thus

$$f' = \mathbb{E}(f | \mathcal{A}^S_{A \cup B}) = \mathbb{E}(f | \mathcal{A}^S_{A \cap C}). \tag{10}$$

Since $\mathcal{A}^S_{A \cup B} \supset \mathcal{A}^S_{A \cap B}$, we have $\mathbb{E}(f | \mathcal{A}^S_{A \cap C}) = \mathbb{E}(f' | \mathcal{A}^S_B)$. We also have $\mathbb{E}(f' | \mathcal{A}^S_B) = \mathbb{E}(f' | \mathcal{A}^S_{A \cap B})$, since $f'$ is $\mathcal{A}^S_B$-measurable and $A \perp B$. Now using that $C \perp (A \cap B)$ and the fact that $f'$ is $\mathcal{A}^S_B$-measurable (by [10]), we obtain by [2] that $\mathbb{E}(f' | \mathcal{A}^S_{A \cap B}) = \mathbb{E}(f' | \mathcal{A}^S_{A \cap B \cap C})$. The last three equalities imply that $\mathbb{E}(f | \mathcal{A}^S_B)$ is $\mathcal{A}^S_{A \cap B \cap C}$-measurable. Since $\mathcal{A}^S_{A \cap B \cap C} \subseteq \mathcal{A}^S_{B \cap C}$, we deduce that $\mathbb{E}(f | \mathcal{A}^S_B) = \mathcal{A}^S_{B \cap C}$-measurable. This proves that $B \perp C$ (by Lemma [2.50]).

To show that $A \perp (B \cup C)$, we use the fact that every function in $L^2(\mathcal{A}^S_{B \cup C})$ is a limit in $L^2$ of finite sums of functions of the form $fg$ where $f \in L^\infty(\mathcal{A}^S_B)$ and $g \in L^\infty(\mathcal{A}^S_C)$ (this can be seen using that by Lemma [2.22] any function in $L^2(\mathcal{A}^S_{B \cup C})$ is an $L^2$-limit of finite sums of rank-1 functions $\prod_{v \in B \cup C} f_v \circ p_v$ with each $f_v$ being $\mathcal{A}$-measurable; then each of these can be written as $fg$ with $f = \prod_{v \in B} f_v \circ p_v$ and $g = \prod_{v \in C \setminus B} f_v \circ p_v$). For every such $f, g$, let $f'$ be defined as in (10). Then $\mathbb{E}(fg | \mathcal{A}^S_A) = \mathbb{E}(f'g | \mathcal{A}^S_A) = f' \mathbb{E}(g | \mathcal{A}^S_A) = f' \mathbb{E}(g | \mathcal{A}^S_{A \cap B})$, where the second equality uses that $f'$ is measurable relative to $\mathcal{A}^S_{A \cap C} \subseteq \mathcal{A}^S_A$ (by [10]), and the third equality uses that $A \perp B$. Hence $\mathbb{E}(fg | \mathcal{A}^S_A)$ is a product of a function
in \( L^\infty(\mathcal{A}_{A \cap B}^S) \) (i.e. \( \mathbb{E}(g \mid \mathcal{A}_{A \cap B}^S) \)) with a function in \( L^\infty(\mathcal{A}_{A \cap C}^S) \) (i.e. \( f' \)), so \( \mathbb{E}(f g \mid \mathcal{A}_{A}^S) \) is \( \mathcal{A}_{A \cap (B \cup C)}^S \)-measurable. Since this holds for every such function \( f g \), it holds more generally for every function in \( L^2(\mathcal{A}_{B \cup C}^S) \). By Lemma 2.30, we therefore have indeed \( A \perp (B \cup C) \).

Finally we claim that \( (C \cup A) \perp B \). To prove this, as in the previous paragraph, it suffices to show that if \( f \in L^\infty(\mathcal{A}_{A}^S) \) and \( g \in L^\infty(\mathcal{A}_{B}^S) \) then \( \mathbb{E}(f g \mid \mathcal{A}_{A}^S) \) is in \( L^\infty(\mathcal{A}_{C \cup A \cap B}^S) \). To see this, note first that \( \mathbb{E}(f g \mid \mathcal{A}_{A}^S) = \mathbb{E}(\mathbb{E}(f g \mid \mathcal{A}_{A \cup B}^S) \mid \mathcal{A}_{A}^S) = \mathbb{E}(f \mathbb{E}(g \mid \mathcal{A}_{A \cup B}^S) \mid \mathcal{A}_{A}^S) \). Using that \( C \perp (A \cup B) \) we have \( \mathbb{E}(g \mid \mathcal{A}_{A \cup B}^S) = \mathbb{E}(g \mid \mathcal{A}_{A \cup B \cap C}^S) \), and since \( (A \cup B) \cap C = A \cap C \), we have \( \mathbb{E}(g \mid \mathcal{A}_{A \cup B}^S) \) is \( \mathcal{A}_{A \cap C \cup B}^S \)-measurable. It follows that \( \mathbb{E}(f g \mid \mathcal{A}_{A \cup B}^S) \) is \( \mathcal{A}_{A \cap C \cup B}^S \)-measurable, and since \( A \perp B \), we have that \( \mathbb{E}(f g \mid \mathcal{A}_{B}^S) = \mathbb{E}(\mathbb{E}(f g \mid \mathcal{A}_{A \cup B}^S) \mid \mathcal{A}_{B}^S) \) is \( \mathcal{A}_{A \cup B}^S \)-measurable. Since \( A \cap B = (A \cup C) \cap B \), the claim follows.

\( \square \)

**Proof of Proposition 2.55.** We argue by induction on \( |T_1 \triangle T_2| \). If \( |T_1 \triangle T_2| = 0 \) then there is nothing to prove. We can assume that \( |T_1 \setminus T_2| \geq 1 \). Let \( F \in A \) be minimal with the property that \( F \subseteq T_1 \) and \( |F \setminus T_2| \geq 1 \). We then have the following fact:

\[ \forall G \in A \text{ with } G \subseteq T_2 \cup F \text{ and } |G \cap (F \setminus T_2)| \geq 1, \text{ we have } F \subseteq G. \quad (11) \]

Indeed, otherwise \( G \cap F \in A \) would contradict the minimality of \( F \).

By the \( \text{cis} \) property of \( T_1 \) we have \( (T_1 \cap T_2) \perp F \). Since \( F \subseteq T_1 \), we also have \( (T_1 \cup T_2) \perp F \) (see the sentence after Lemma 2.30). This together with our assumption that \( T_1 \perp T_2 \) implies, by Lemma 2.56 (applied with \( A = T_1, B = T_2, C = F \)), that

\[ T_2 \perp F \text{ and } T_1 \perp (T_2 \cup F). \quad (12) \]

The following observation will also be useful:

\[ \forall Q \in A \text{ with } Q \subseteq T_2, \text{ we have } F \perp Q. \quad (13) \]

To see this, note that if \( Q \subseteq T_2 \) is in \( A \) then, since \( T_2 \) has the \( \text{cis} \) property, we have \( (T_2 \cap F) \perp Q \), and \( F \perp Q \) then follows by Lemma 2.56 with \( A = T_2, B = F, C = Q \).

Now we prove the \( \text{cis} \) property for \( F \cup T_2 \). Let \( U, V \in A \) be subsets of \( F \cup T_2 \). If both \( U \) and \( V \) are contained in \( T_2 \) then the \( \text{cis} \) property of \( T_2 \) implies that \( U \perp V \). If \( |U \cap (F \setminus T_2)| \geq 1 \) and \( |V \cap (F \setminus T_2)| \geq 1 \), then by (11) we have \( F \subseteq U, F \subseteq V \), and so we have \( U = F \cup U', V = F \cup V' \), for the sets \( U' := U \cap T_2 \supseteq F \cap T_2, V' := V \setminus T_2 \supseteq F \cap T_2 \). Note that \( U', V' \) are both in \( A \) and contained in \( T_2 \). By the \( \text{cis} \) property of \( T_2 \) we have \( U' \perp V' \). By (13) applied with \( Q = U' \cap V' \) and \( Q = U' \cup V' \), we have \( (U' \cup V') \perp F \) and \( (U' \cap V') \perp F \). Now we apply Lemma 2.56 with \( A = U', B = V', C = F \) (noting that \( U' \supseteq V' \cap F \) since \( V' \cap F = T_2 \cap F \)), obtaining \( U' \perp V' \), and we apply it similarly with \( A = V', B = U', C = F \), obtaining \( U' \perp F \). Thus, now we have \( V \perp F \) (because \( V \supseteq F \)), we have \( (V \cap F) \perp U' \) (because \( V \cap F = F \) and \( F \perp U' \)), we have \( (V \cup F) \perp U' \), and \( V \supseteq (F \cap U') \). Hence, by one more application of Lemma 2.56 with \( A = V, B = F, C = U' \), we obtain \( V \perp U, \) as required. The final case is when (without loss of generality)
$|U \cap (F \setminus T_2)| \geq 1$ (which as above implies $F \subseteq U$) and $V \subseteq T_2$. Then we can again write $U = U' \cup F$ for $U' := U \cap T_2 \in \Lambda$. We then have $V \perp U'$ by the CIS property of $T_2$, by Lemma 2.56 applied with $A = U'$, $B = V$, $C = F$, we obtain again $V \perp U$.

We have obtained that $(F \cup T_2) \perp T_1$ (by (12)) and that both $F \cup T_2$ and $T_1$ have the CIS property. Since $|(F \cup T_2) \triangle T_1| = |T_2 \triangle T_1|$, we have by induction that $(F \cup T_2) \cup T_1$ has the CIS property, and since $(F \cup T_2) \cup T_1 = T_2 \cup T_1$, the proof is complete. \hfill \Box

### 2.6. Idempotent couplings.

In this section we introduce and study the following special class of couplings.

**Definition 2.57** (Idempotent coupling). We say that a coupling $\mu \in \mathcal{Cg}(\Omega, \{a, b\})$ is *idempotent* if the following holds. Let $\mu' \in \mathcal{Cg}(\Omega, \{a', b'\})$ be such that $\sigma : \{a, b\} \to \{a', b'\}$, $a \mapsto a'$, $b \mapsto b'$ is an isomorphism of $\mu$ and $\mu'$, and let $\nu \in \mathcal{Cg}(\Omega, \{a, a', b\})$ be the conditionally independent coupling of $\mu$ and $\mu'$ obtained by identifying $b$ and $b'$; then the bijection $\sigma' : \{a, b\} \to \{a', b\}$, $a \mapsto a'$ is an isomorphism of $\mu$ and $\nu_{\{a', b\}}$.

This notion leads in a natural way to the following more general notion of idempotence that will be crucial in the next section.

**Definition 2.58** (Idempotence along an isomorphism). Let $\mu \in \mathcal{Cg}(\Omega, S)$, let $a, b$ be subsets of $S$ forming a partition $S = a \sqcup b$, and let $\beta : a \to b$ be a bijection. We then say that $\mu$ is *idempotent along $\beta$* if we have $\mu_a \cong_{\beta} \mu_b$ (as per Definition 2.27) and, letting $\Omega' = (\Omega^a, A^a, \mu_a)$, we have that $\mu$ is idempotent as a coupling in $\mathcal{Cg}(\Omega', \{a, b\})$.

**Example 2.59.** We consider again the coupling from Example 2.32 thus $\Omega$ consists of a compact abelian group $Z$ with Haar measure $\lambda$, and $\mu \in \mathcal{Cg}(\Omega, [2])$ is the Haar measure on $\{(x_{00}, x_{10}, x_{01}, x_{11}) : x_{00} - x_{10} = x_{01} - x_{11}\} \leq Z^2$. Let $a, b$ be the faces $\{00, 10\}$, $\{01, 11\}$ respectively, and let $\beta : a \to b$ be the bijection that switches the second component from 0 to 1. Then $\mu$ is idempotent along $\beta$. Indeed, the coupling $\nu$ from Definition 2.57 here is the Haar measure on $\{(x_{00}, x_{10}, x'_{01}, x'_{11}, x_{01}, x_{11}) : x_{00} - x_{10} = x'_{01} - x'_{11} = x_{01} - x_{11}\} \leq Z^6$, and projection to the first 4 components here yields a coupling isomorphic to $\mu$.

**Remark 2.60.** If $\mu$ is idempotent along $\beta$ as above, then the corresponding coupling $\nu \in \mathcal{Cg}(\Omega', \{a, a', b\})$ from Definition 2.57 is also a coupling in $\mathcal{Cg}(\Omega, a \sqcup a' \sqcup b)$. We then have $(a \sqcup b) \perp_{\nu} (a' \sqcup b)$, by Lemma 2.35.

The main result of this subsection is a characterization of idempotent couplings, stating that every such coupling is a product of the original probability space with itself relative to some factor of the space, in the sense of the notion of relative product of measure spaces from [20], Definition 5.7]. We only use the special case of relative products where the two measure spaces are the same, which we recall as follows.
**Definition 2.61** (Square of a probability measure relative to a factor). Let $\Omega = (\Omega, A, \lambda)$ be a probability space and let $\mathcal{B}$ be a sub-$\sigma$-algebra of $A$. The *square of $\lambda$ relative to $\mathcal{B}$* is the coupling $\mu \in Cg(\Omega, \{a, b\})$ defined by the following property:

$$\forall A, B \in A, \quad \mu(A \times B) = \int_\Omega \mathbb{E}(1_A|\mathcal{B}) \mathbb{E}(1_B|\mathcal{B}) \, d\lambda. \quad (14)$$

Note that formula (14) indeed defines uniquely the coupling $\mu$, by Lemma [A.10] since the formula determines the multilinear map $F \mapsto \xi(\mu, F)$ in that lemma.

For every coupling $\mu \in Cg(\Omega, \{a, b\})$, we define a bilinear form $\langle \cdot, \cdot \rangle_\mu$ on $L^\infty(\Omega)$ by

$$\langle f, g \rangle_\mu := \int_{\Omega^2} f \circ p_a \overline{g \circ p_b} \, d\mu = \int_{\Omega^2} f(x_a) \overline{g(x_b)} \, d\mu(x_a, x_b).$$

Property (14) is equivalent (via $L^2$-approximations by simple functions) to the following:

$$\forall f, g \in L^\infty(A), \quad \langle f, g \rangle_\mu = \int_\Omega \mathbb{E}(f|\mathcal{B}) \overline{\mathbb{E}(g|\mathcal{B})} \, d\lambda. \quad (15)$$

The notion of relative square should be carefully distinguished from Definition 2.34. In the latter definition, the index sets of the two couplings may have some parts glued together, whereas if we take the relative square of a coupling $\mu \in Cg(\Omega, S)$ then the result can be viewed as a coupling of $\Omega$ with index set being the disjoint union of two copies of $S$, and here we are focusing on a sub-$\sigma$-algebra $\mathcal{B}$ of $A^S$.

**Lemma 2.62.** Let $\mu$ be as in Definition 2.61. Then we have the following properties.

(i) If $A \in \mathcal{B}$ then $\mu(p_a^{-1}(A) \Delta p_b^{-1}(A)) = 0$. In particular $p_a^{-1}(B) = \mu p_b^{-1}(B)$.

(ii) $A_{a,b}^{[a,b]} \cap A_{b,a}^{[a,b]}$ and $A_{a,b}^{[a,b]} \cup A_{b,a}^{[a,b]}$ are conditionally independent relative to $G := p_a^{-1}(B) = \mu p_b^{-1}(B)$.

(iii) $G = A_{a,b}^{[a,b]} \cap A_{b,a}^{[a,b]}$. In particular we have $A_{a,b}^{[a,b]} \perp_{\mu} A_{b,a}^{[a,b]}$.

(iv) $\mu$ is an idempotent coupling.

**Proof.** For (i), note that $p_a^{-1}(A) = A \times \Omega$ and $p_b^{-1}(A) = \Omega \times A$, so we have to show that $\mu((A \times \Omega) \setminus (\Omega \times A)) = 0 = \mu((\Omega \times A) \setminus (A \times \Omega))$. We prove the first equality (the second follows similarly). Note that $(A \times \Omega) \setminus (\Omega \times A) = A \times \overline{\Omega}$.

Then $\mu(A \times \overline{\Omega}) = \int_\Omega \mathbb{E}(1_A|\mathcal{B}) \mathbb{E}(1_{\overline{\Omega}}|\mathcal{B}) \, d\lambda = \int_\Omega 1_A \cdot 1_{\overline{\Omega}} \, d\lambda = 0$. For (ii), note that by (3) we have $\int_{\Omega^2} \mathbb{E}(f \circ p_a|G) \overline{\mathbb{E}(g \circ p_b)} \, d\mu = \int_{\Omega^2} \mathbb{E}(f \circ p_a|G) \circ p_a \overline{\mathbb{E}(g \circ p_b)} \, d\mu$. By (15), the latter integral is $\int_{\Omega^2} \mathbb{E}(f|\mathcal{B}) \overline{\mathbb{E}(g|\mathcal{B})} \, d\lambda = \int_{\Omega^2} f \circ p_a \overline{g \circ p_b} \, d\mu$. Since $G \subset_{\mu} A_{a,b}^{[a,b]} \cup A_{b,a}^{[a,b]}$, these equalities imply that $\mathbb{E}(f \circ p_a|G) \overline{\mathbb{E}(g \circ p_b)} = \mathbb{E}(f \circ p_a|G)$, which implies conditional independence over $G$. Now (iii) follows from (ii) and the fact that $G \subset_{\mu} A_{a,b}^{[a,b]} \cup A_{b,a}^{[a,b]}$. Finally, to see (iv) consider the coupling $\nu \in Cg(\Omega, \{a, a', b\})$ from Definition 2.57 and note that for every $A, A' \in A$, we have $\nu(A \times \Omega \times A') = \int_\Omega \mathbb{E}(1_A \circ p_a|A_{a,b}^{[a,b]}) \overline{\mathbb{E}(1_{A'} \circ p_{a'}|A_{a,b}^{(a,b)})} \, d\lambda$, by (3) applied with $\mu' = \nu$ and $B_2 = \Omega$. This is $\int_\Omega \mathbb{E}(1_A|\mathcal{B}) \mathbb{E}(1_{A'}|\mathcal{B}) \, d\lambda = \mu(A \times A')$, by part (i) of Lemma 2.62. It follows that the subcoupling of $\nu$ along $\{a, a'\}$ is $\mu$. \qed
We thus know that a square relative to a factor is always an idempotent coupling. We will see in this subsection that in fact every idempotent coupling is of this form. This enables us, in particular, to define a generalization of uniformity seminorms in the sequel.

To achieve these goals we begin by showing that for an idempotent coupling $\mu$ the form $(\cdot, \cdot)_\mu$ has the following useful reduced expression.

**Lemma 2.63.** Let $\mu \in \text{Cg}(\Omega, \{a, b\})$ be an idempotent coupling. Then for every $f, g \in L^\infty(\Omega)$ we have

$$
(f, g)_\mu = \int_{\Omega^2} E(f \circ p_a|A_b^{[a,b]}) E(g \circ p_a|A_b^{[a,b]}) \, d\mu.
$$

**Proof.** Let $S = \{a, a', b\}$ and, following Definition 2.57, let $\nu$ be the conditionally independent coupling of $\mu$ and $\mu'$, with index set $S$. We then have the following sequence of equalities, explained below:

$$
(f, g)_\mu = \int_{\Omega^2} f \circ p_a g \circ p_{a'} \, d\nu_{\{a, a'\}} = \int_{\Omega^3} f \circ p_a g \circ p_{a'} \, d\nu
$$

$$
= \int_{\Omega^3} E(f \circ p_a|A^S_{a', b}) g \circ p_{a'} \, d\nu = \int_{\Omega^3} E(f \circ p_a|A^S_{a', b}) g \circ p_{a'} \, d\nu
$$

$$
= \int_{\Omega^3} E(f \circ p_a|A^S_{a', b}) E(g \circ p_{a'}|A^S_{a', b}) \, d\nu = \int_{\Omega^2} E(f \circ p_a|A_b^{[a,b]}) E(g \circ p_a|A_b^{[a,b]}) \, d\mu.
$$

The first equality uses that $\mu$ is isomorphic to $\nu_{\{a, a'\}}$. The second equality uses that $g \circ p_{a'}$ is $A^S_{\{a', b\}}$-measurable. The fourth equality follows from $\{a, b\} \perp \nu\{a', b\}$ and $f \circ p_a$ being $A^S_{\{a', b\}}$-measurable. The fifth one is clear since $E(f \circ p_a|A^S) \in A^S$-measurable. The sixth equality uses firstly the fact that in the left side the term $E(g \circ p_{a'}|A^S)$ can be replaced with $E(g \circ p_a|A^S)$ (this follows from the definition of these conditional expectations, upon checking that for every bounded $A^S$-measurable function $h$ we have $\int_{\Omega^3} h(\circ p_{a'}) \, d\nu = \int_{\Omega^3} h(\circ p_a) \, d\nu$, this equality following from $\mu, \mu'$ being isomorphic subcouplings of $\nu$), and secondly uses the idempotence property, namely that $\nu_{\{a, b\}}$ and $\mu$ are isomorphic. \hfill \Box

**Example 2.64.** Let us illustrate formula (16) with the coupling from Example 2.59, i.e. the Haar measure $\mu$ on $G = \{(x_{00}, x_{10}, x_{01}, x_{11}) : x_{00} - x_{10} = x_{01} - x_{11}\} \leq \mathbb{Z}^2$. Note that $\mu$ can be viewed as an idempotent coupling by viewing $\{F_0, F_1\}$ with $F_0 = \{00, 10\}$, $F_1 = \{01, 11\}$, thus $\mu \in \text{Cg}(\Omega, S)$ where $S = \{F_0, F_1\}$ and $\Omega = (\mathbb{Z}^2, \lambda \times \lambda)$. Then, for all bounded Borel functions $f, g : \mathbb{Z}^2 \to \mathbb{C}$, we have $(f, g)_\mu = \int_G f(x_{00}, x_{10}) g(x_{01}, x_{11}) \, d\mu$. Using (16) we obtain $(f, g)_\mu = \int_{\Omega^2} E(f \circ p_{F_0}|A^S_{F_1}) E(g \circ p_{F_0}|A^S_{F_1}) \, d\mu(x_{F_0}, x_{F_1})$ as an alternative formula. One can check that $E(f \circ p_{F_0}|A^S_{F_1})$ evaluated at $x_{F_0} = (x_{00}, x_{10})$ is the integral of $f$ over all $(u, v) \in \mathbb{Z}^2$ such that $u - v = x_{00} - x_{10}$. Thus, this alternative formula for $(f, g)_\mu$ may seem to involve some redundancy. However, it also reveals clearly that $(f, f)_\mu$ is always non-negative, which is unclear in the first formula for $(f, g)_\mu$ above. This positivity was already clear more generally in (16). In fact we have the following result.
Corollary 2.65. Let $\mu \in \mathcal{Cg}(\Omega, \{a, b\})$ be idempotent. Then for every $f \in L^\infty(\Omega)$ we have $(f, f)_\mu \geq \left| \int_\Omega f \, d\lambda \right|^2$.

Proof. By Lemma 2.63 and the Cauchy-Schwarz inequality, we have

$$
(f, f)_\mu = \int_{\Omega^2} \left| \mathbb{E}(f \circ p_a | A_b^{(a,b)}) \right|^2 \, d\mu \geq \left| \int_{\Omega^2} \mathbb{E}(f \circ p_a | A_b^{(a,b)}) \, d\mu \right|^2 = \int_{\Omega} | f \, d\lambda |^2.
$$

We can now prove the main result of this subsection.

Proposition 2.66. Let $\Omega = (\Omega, \mathcal{A}, \lambda)$ be a probability space. A coupling $\mu \in \mathcal{Cg}(\Omega, \{a, b\})$ is idempotent if and only if there is a $\sigma$-algebra $\mathcal{B} \subseteq \mathcal{A}$ such that $\mu$ is the square of $\lambda$ relative to $\mathcal{B}$.

Proof. The backward implication is given by part (iv) in Lemma 2.57. For the forward implication, let $S = \{a, a', b\}$ and let $\nu \in \mathcal{Cg}(\Omega, S)$ be the coupling from Definition 2.57. We have for every bounded measurable function $f$ on $\Omega$ that $\mathbb{E}_\nu(f \circ p_a | A_b^{S}) = \mathbb{E}_\nu(f \circ p_a | A_b^{S}) \circ \pi'$, where $\pi' : \Omega^{(a,a',b)} \rightarrow \Omega^{(a',a,b)}$ is the map that interchanges the $a'$ and $b$ components. (Indeed, for every bounded $\mathcal{B}^S$-measurable $h : \Omega \rightarrow \mathbb{C}$ we have $\int_{\Omega^S} h(f \circ p_a) \, d\mu = \int_{\Omega^S} h \circ \pi'(f \circ p_a) \, d\mu = \int_{\Omega^S} h \circ \pi'(f \circ p_a) \, d\mu$, and this is equal to $\int_{\Omega^S} h \circ \pi' \mathbb{E}_\nu(f \circ p_a | A_b^{S}) \, d\mu = \int_{\Omega^S} h \mathbb{E}_\nu(f \circ p_a | A_b^{S}) \circ \pi' \, d\mu$.) We have $\mathbb{E}_\nu(f \circ p_a | A_b^{S}) \circ \pi' = \mathbb{E}(\mathbb{E}(f \circ p_a | A_b^{S} | A_b^{S}) | A_b^{S}) \circ \pi'$. Since $\{a', b\} \perp \perp \{a, b\}$ (by Remark 2.60), it follows that $\mathbb{E}_\nu(f \circ p_a | A_b^{S}) = \mathbb{E}_\nu(f \circ p_a | A_b^{S})$. Thus we obtain

$$
\mathbb{E}(f \circ p_a | A_b^{S}) = \mathbb{E}(\mathbb{E}(f \circ p_a | A_b^{S}) | A_b^{S}) \circ \pi' = \mathbb{E}(\mathbb{E}(f \circ p_a | A_b^{S}) | A_b^{S}) \circ \pi \circ \pi',
$$

where $\pi : \Omega^{(a',a,b)} \rightarrow \Omega^{(a',b,a)}$ is the map that interchanges the $a$ and $a'$ components. (The last equality uses the symmetry of $\mu$ and the fact that $\mathbb{E}(f \circ p_a | A_b^{S})$ is $\pi$-invariant.) It follows from (17) that $\| \mathbb{E}(f \circ p_a | A_b^{S}) \|_{L^2(\nu)} = \| \mathbb{E}(\mathbb{E}(f \circ p_a | A_b^{S}) | A_b^{S}) \|_{L^2(\nu)}$, and this implies that $\mathbb{E}_\nu(f \circ p_a | A_b^{S})$ is $\mathcal{A}^S$-measurable. This in turn implies that $\mathbb{E}_\mu(f \circ p_a | A_b^{(a,b)})$ is $\mathcal{A}^{(a,b)}$-measurable. Since $f$ was arbitrary, this proves that $A_b^{(a,b)} \perp \perp A_b^{(a,b)}$ (by Proposition 2.10).

Let $D = A_b^{(a,b)} \cap \mu A_b^{(a,b)}$ and let $B \subseteq A$ be the image of $D$ on $\Omega$, i.e., the $\sigma$-algebra of sets $B \subseteq \Omega$ such that $p_a^{-1}B$ (equivalently $p_b^{-1}B$) is in $D$. By $A_b^{(a,b)} \perp \perp A_b^{(a,b)}$ and (2), we have for every $f \in L^\infty(A)$, $\mathbb{E}(f \circ p_a | A_b^{(a,b)}) = \mathbb{E}(f \circ p_a | D) = \mathbb{E}(f | B) \circ p_a = \mathbb{E}(f | B) \circ p_b$. (18)

The second equality here follows from $p_a^{-1}B = \mu D$ and (3). The third equality follows similarly. Given (18), property (15) follows from Lemma 2.63.

We now deduce several consequences of Proposition 2.66.

Lemma 2.67. Let $\mu \in \mathcal{Cg}(\Omega, \{a, b\})$ be an idempotent coupling, and let $\nu$ be the associated coupling from Definition 2.57. Then $\nu$ is symmetric under every permutation of $\{a, a', b\}$.
Proof. By Proposition 2.66 there is a σ-algebra $\mathcal{B} \subseteq \mathcal{A}$ such that $\mu$ is the square of $\Omega$ relative to $\mathcal{B}$. Letting $S = \{a, a', b\}$ as before, for arbitrary sets $A, B, C \in \mathcal{A}$ we have $\nu(A \times B \times C) = \int_{\Omega^3} (1_A \circ p_a) (1_B \circ p_b) (1_C \circ p_{a'}) \, d\nu$, which equals

$$
\int_{\Omega^3} \mathbb{E} \left( (1_A \circ p_a)(1_B \circ p_b)(1_C \circ p_{a'}) | A^2_{(a',b)} \right) \, d\nu = \int_{\Omega^3} \mathbb{E} (1_A \circ p_a | A^2_{(a',b)}) \, 1_B \circ p_b \, 1_C \circ p_{a'} \, d\nu.
$$

Since $\{a, b\} \perp \mu \{a', b\}$, by Lemma 2.50 we have $\mathbb{E} (1_A \circ p_a | A^2_{(a',b)}) = (1_A \circ p_a | A^2_{(a',b)})$. By (B) and (IS) we have $\mathbb{E} (1_A \circ p_a | A^2_{(a,b)}) = \mathbb{E} (1_A \circ p_a | A^2_{(a,b)}) \circ p_{(a,b)} = \mathbb{E} (f | \mathcal{B}) \circ p_{(a,b)}$. Therefore $\nu(A \times B \times C) = \int_{\Omega^3} \mathbb{E}(1_A | \mathcal{B}) \circ p_b \, 1_B \circ p_b \, 1_C \circ p_{a'} \, d\nu = \int_{\Omega^3} 1_C \circ p_a \left( \mathbb{E}(1_A | \mathcal{B}) 1_B \right) \circ p_b \, d\mu$, where the last equality uses that $\nu(\omega' \setminus \mu) = \mu$. Finally, using formula (15) for $\mu$ we obtain

$$
\nu(A \times B \times C) = \int_{\Omega} \mathbb{E}(1_A | \mathcal{B}) \mathbb{E}(1_B | \mathcal{B}) \mathbb{E}(1_C | \mathcal{B}) \, d\lambda. \tag{19}
$$

The symmetry follows readily from this formula. \hfill \Box

Lemma 2.68. Let $\mu \in \mathbb{C}(\Omega, S \times \{0, 1\})$ for some set $S$, and let $T \subseteq S$. Suppose that $\mu$ is idempotent when viewed as a coupling in $\mathbb{C}(\Omega^S, \{0, 1\})$ (identifying $(\Omega^S)^{\{0, 1\}}$ with $\Omega^{S \times \{0, 1\}}$), and similarly that $\mu_{T \times \{0, 1\}}$ is idempotent as a coupling in $\mathbb{C}(\Omega^T, \{0, 1\})$. Then $(T \times \{0, 1\}) \perp \mu (S \times \{0, 1\})$.

Proof. Let $S' = S \times \{0, 1\}$, $T' = T \times \{0, 1\}$. It suffices to show that for every pair of functions $f, g \in L^\infty(\mathcal{T})$ we have $\mathbb{E}(f \circ pr_{T \times \{1\}} \circ g \circ pr_{T \times \{0\}} | A^2_{S \times \{0, 1\}}) = A^2_{S \times \{0, 1\}}$-measurable. Indeed, if this holds then using Lemma 2.2 we can deduce that every function $h \in L^1(\mathcal{T}')$ has $\mathbb{E}(h | A^2_{S \times \{0, 1\}}) \in L^\infty(\mathcal{T}_{T \times \{0\}})$, and the result then follows from Lemma 2.30

Note moreover that for any $f, g$ as above, we have $\mathbb{E}(f \circ pr_{T \times \{1\}} \circ g \circ pr_{T \times \{0\}} | A^2_{S \times \{0, 1\}}) = g \circ pr_{T \times \{0\}} \mathbb{E}(f \circ pr_{T \times \{1\}} | A^2_{S \times \{0, 1\}})$. Hence it suffices to show that for every $f \in L^\infty(\mathcal{T})$ we have that $\mathbb{E}(f \circ pr_{T \times \{1\}} | A^2_{S \times \{0, 1\}})$ is $A^2_{S \times \{0, 1\}}$-measurable.

Let $\mathcal{B}_1 \subset \mathcal{A}^S$ and $\mathcal{B}_2 \subset \mathcal{A}^T$ be the sub-σ-algebras given by Proposition 2.66, thus $p^{-1}_{T \times \{1\}}(\mathcal{B}_1) = \mu (A^2_{S \times \{0, 1\}} \land \mu A^2_{S \times \{0\}}) \mu \left( p^{-1}_{T \times \{0\}}(\mathcal{B}_1) \right)$, and $p^{-1}_{T \times \{1\}}(\mathcal{B}_2) = \mu_{T \times \{0, 1\}}(A^2_{T \times \{0, 1\}}) \mu_{T \times \{0, 1\}} \left( p^{-1}_{T \times \{0\}}(\mathcal{B}_2) \right)$. Let $\mu_S$ denote the subcouppling $\mu_{S \times \{0, 1\}}$ of $\mu_{S \times \{0, 1\}}$ viewed as a measure on $\Omega^S$ and similarly $\mu_T$ denote the subcouppling $\mu_{T \times \{0, 1\}}$ of $\mu_{T \times \{0, 1\}}$ viewed as a measure on $\Omega^T$.

By (IS) applied to $\mathcal{B}_1$, we have $\int_{\Omega^S} f \circ pr_{T \times \{1\}} | (p_{T \times \{0\}} \circ pr_{T \times \{0\}}) \, d\mu = \int_{\Omega^S} \mathbb{E} (f \circ pr_{T \times \{1\}} | B_1) \, d\mu_S$. By (IS) applied to $\mathcal{B}_2$ we have $\int_{\Omega^T} f \circ pr_{T \times \{1\}} | p_{T \times \{0\}} \, d\mu_T = \int_{\Omega^T} \mathbb{E} (f | B_2) \, d\mu_T$. Since $\mu_T$ is the measure of $\mu$ under $pr_T$, the left sides of the last two equalities are equal. Moreover, since $\mu_T$ is the image of $\mu_S$ under $pr_T$, and $\mathbb{E}(f | B_2) \circ pr_T = \mathbb{E}(f \circ pr_T | B_2')$ for $B_2' = p^{-1}_{T \times \{0\}} \circ pr_{T \times \{0\}} \subset \mathcal{A}^S$, we have $\int_{\Omega^T} \mathbb{E} (f | B_2') \, d\mu_T = \int_{\Omega^S} \mathbb{E} (f \circ pr_T | B_2') \, d\mu_S$. We deduce that $\mathbb{E} (f \circ pr_T | B_1) = \mathbb{E} (f | B_2)$. Since $B_1' \subseteq B_1$, the last two expectations are equal, whence $\mathbb{E}(f \circ pr_{T \times \{1\}} | p^{-1}_{S \times \{0\}}(\mathcal{B}_1)) = \mathbb{E}(f \circ pr_{T \times \{1\}} | p^{-1}_{S \times \{0\}}(\mathcal{B}_2))$. Lemma 2.62 (iii) and Proposition 2.11 imply that $\mathbb{E}(f \circ pr_{T \times \{1\}} | A^2_{S \times \{0\}}) = \mathbb{E}(f \circ pr_{T \times \{1\}} | p^{-1}_{S \times \{0\}}(\mathcal{B}_1))$. The last two equalities imply that $\mathbb{E}(f \circ pr_{T \times \{1\}} | A^2_{S \times \{0\}})$ is $A^2_{S \times \{0, 1\}}$-measurable, as required. \hfill \Box
Lemma 2.69. Let \( \mu \in Cg(\Omega, S \times \{0,1\}) \). Let \( S_1, S_2, S_3 \subset S \) be such that \( S_1 \cap S_2 = S_3 \) and \( S_1 \cup S_2 = S \). Suppose that for \( i = 1, 2, 3 \) we have that \( \mu_{S_i \times \{0,1\}} \) is idempotent as a coupling in \( Cg(\Omega^{S_i}, \{0,1\}) \). Suppose that \( S_1 \times \{0,1\} \perp \mu S_2 \times \{0,1\} \). Then \( \mu \) is idempotent as a coupling in \( Cg(\Omega^S, \{0,1\}) \).

Proof. The result is clear if one of \( S_1, S_2 \) is \( S \), so we suppose they are both proper subsets, and so none of them includes the other, since \( S_1 \cup S_2 = S \). Let \( \mu' \in Cg(\Omega, S \times \{0,1,2\}) \) denote the coupling constructed in Definition 2.57. Let \( T_1 = \{0,1\}, T_2 = \{1,2\}, T_3 = \{1\} \). Let \( \mathcal{F} = \{ S_i \times T_j : 1 \leq i, j \leq 3 \} \). It is clear that \( \mathcal{F} \) is closed under intersections. Let \( A \) be the set lattice in \( S \times \{0,1,2\} \) generated by \( \mathcal{F} \). We claim that every set in \( \mathcal{F} \) has the \( \text{cis} \) property in \( A \). To see this, note first that for all sets in \( \mathcal{F} \) other than the four sets \( S_i \times T_j, \) \( 1 \leq i, j \leq 2 \), the \( \text{cis} \) property holds just by inclusion. Furthermore, for each of those four sets, the relation \( \perp_{\mu'} \) is equivalent to \( \perp_\mu \) (since for such a set \( \mu' \) restricts to \( \mu \) by construction). For all pairs of such sets except one pair, the relation \( \perp_\mu \) holds because of inclusion, and for the remaining pair the relation holds by Lemma 2.68 (e.g. for \( S_1 \times \{0,1\} \) the proper subsets in \( A \) are \( S_1 \times \{1\}, S_2 \times \{0,1\}, S_3 \times \{1\} \), and \( (S_1 \times \{1\}) \cup (S_3 \times \{0,1\}) \)), and the pair in question is \( S_1 \times \{1\}, S_3 \times \{0,1\} \); this proves our claim. By our assumptions and the symmetry of \( \mu' \), we have \( S_1 \times T_1 \perp_{\mu'} S_2 \times T_1 \) and \( S_1 \times T_2 \perp_{\mu'} S_2 \times T_2 \). Proposition 2.55 gives that \( S \times T_1 \) and \( S \times T_2 \) both have the \( \text{cis} \) property. The construction of \( \mu' \) gives that \( S \times T_1 \perp_{\mu'} S \times T_2 \) (see Lemma 2.35). Hence \( S \times \{0,1,2\} \) has the \( \text{cis} \) property, by Proposition 2.55. It follows that \( S_1 \times T_1 \perp_{\mu'} S_1 \times T_2, S_2 \times T_1 \perp_{\mu'} S_2 \times T_2 \) and \( S \times T_1 \perp_{\mu'} S \times T_2 \). The idempotence of \( \mu'_{S_i \times T_j} \) implies by Lemma 2.67 that \( \mu'_{S_i \times \{0,1,2\}} \) is invariant under the permutations of \( \{0,1,2\} \) for \( i = 1, 2 \). Since \( S_1 \times \{0,1,2\} \) is closed under \( \{0,1,2\} \) and \( S = S_1 \cup S_2 \), we have that \( \mu' \) is the (unique) conditionally independent coupling of \( \mu'_{S_1 \times \{0,1,2\}} \) and \( \mu'_{S_2 \times \{0,1,2\}} \). By (1) \( \mu' \) is also invariant under these permutations. Therefore \( \mu'_{S \times \{0,1\}} \cong \mu'_{S \times \{0,1\}} \), which completes the proof that \( \mu' \) is idempotent. \( \square \)

The following result will be used in the next section to establish the nilspace composition axiom for non-injective morphisms on a cubic coupling; see the proof of Lemma 4.7.

Lemma 2.70. Let \( \Omega = (\Omega, \mathcal{A}, \lambda) \) be a probability space such that \( \Omega \) is a compact space and \( \lambda \) is a Borel measure with \( \text{Supp}(\lambda) = \Omega \). Let \( \mu \in Cg(\Omega, \{a,b\}) \) be an idempotent coupling. Then the support of \( \mu \) on \( \Omega \times \Omega \) includes the diagonal \( \{(x,x) : x \in \Omega\} \).

Proof. Let \( A \subseteq \Omega \) be an arbitrary non-empty open set. Then \( \mu(A \times A) = \langle 1_A, 1_A \rangle_\mu \). By Corollary 2.65 this is at least \( \lambda(A)^2 \). Since \( \lambda \) is supported on \( \Omega \), we have \( \lambda(A) > 0 \), so \( \mu(A \times A) > 0 \). Let \( (x,x) \in \Omega^2 \) and let \( U \) be an arbitrary open set containing \( (x,x) \). By definition of the product topology on \( \Omega^2 \), there is an open set \( A \) such that \( (x,x) \in A \times A \subseteq U \). From the above argument it then follows that \( \mu(U) > 0 \). Since this holds for \( U \) an arbitrary such open set, we have that \( (x,x) \) is in the support of \( \mu \). \( \square \)
3. Cubic couplings

In this section we begin to study the main objects in this paper, namely cubic couplings.

**Definition 3.1.** A cubic coupling on a probability space $\Omega = (\Omega, A, \lambda)$ is a sequence $(\mu^{[n]} \in \text{Cg}(\Omega, [n]))_{n \geq 0}$ satisfying the following axioms for all $m, n \geq 0$:

1. (Consistency) If $\phi : [m] \to [n]$ is an injective cube morphism then $\mu^{[n]}_{\phi} = \mu^{[m]}$.
2. (Ergodicity) The measure $\mu^{[1]}$ is the independent coupling $\lambda \times \lambda$.
3. (Conditional independence) We have $\{(0) \times [n-1]\} \perp ([n-1] \times \{0\})$ in $\mu^{[n]}$.

The notation $\mu^{[n]}$ is inspired by the notation $\mu^{[n]}$ used by Host and Kra in [33, §3].\(^9\) In particular, just as in [33], the superscripts $[n]$ in our notation are used only to label these measures, and do not have the meaning of the power notation for maps that was defined in the introduction (just before Theorem [1.1]).

**Remark 3.2.** Applying axiom 1 with automorphisms\(^10\) $\phi \in \text{Aut}([n])$, and combining this with axiom 3, we deduce that axiom 3 can be stated equivalently as follows: for every pair of $(n-1)$-faces $F_0, F_1$ in $[n]$ that are adjacent (i.e. with $F_0 \cap F_1 \neq \emptyset$), we have $F_0 \perp_{\mu^{[n]}} F_1$. In particular, if axiom 1 holds for every $\phi \in \text{Aut}([n])$, then to verify axiom 3 it suffices to check that $F_0 \perp_{\mu^{[n]}} F_1$ holds for some such pair of faces in $[n]$, for each $n$.

Note that we must have $\mu^{[0]} = \lambda$ (indeed, axiom 1 implies that $\mu^{[0]} = \mu^{[n]}_{\text{Pov}}$, and since $\mu^{[n]}$ is a coupling of $\lambda$ we have $\mu^{[n]}_{\text{Pov}} = \lambda$). We can also define a cubic coupling on a measurable space $(\Omega, A)$, as a sequence of measures as above, but without prescribing $\lambda$ as $\mu^{[0]}$.

Given a face $F_0 = \{v \in [n] : v(i) = 0\}$ of codimension 1 in $[n]$, and letting $F_1$ denote the opposite face $F_1 = \{v : v(i) = 1\}$, from now on we denote by $\beta$ the bijection that maps an element $v \in F_0$ to $F_1$ by switching $v(i)$ to 1. Recall that a discrete cube morphism $\phi : [m] \to [n]$ is a face map if its image is an $m$-face in $[n]$ ([10, Definition 1.1.4]).

We shall establish that Definition 3.1 is equivalent to the following one, in which the consistency axiom is weakened and conditional independence is replaced by an axiom involving idempotent couplings.

**Definition 3.3.** A cubic coupling on a probability space $\Omega = (\Omega, A, \lambda)$ is a sequence $(\mu^{[n]} \in \text{Cg}(\Omega, [n]))_{n \geq 0}$ satisfying the following axioms for all $m, n \geq 0$:

1. (Face consistency) If $\phi : [m] \to [n]$ is a face map then $\mu^{[n]}_{\phi} = \mu^{[m]}$.
2. (Ergodicity) The measure $\mu^{[1]}$ is the independent coupling $\lambda \times \lambda$.
3. (Idempotence) For every pair of opposite $(n-1)$-faces $F_0, F_1$ in $[n]$, the coupling $\mu^{[n]} \in \text{Cg}(\Omega^{[n-1]}, \{F_0, F_1\})$ is idempotent along $\beta$.

\(^{9}\)Host and Kra use the notation $[n]$ instead of $[n]$, but we already use the former for the set $\{1, 2, \ldots, n\}$.

\(^{10}\)These are the bijective morphisms from $[n]$ to itself; see [10] Definition 1.1.1.
Note that in the idempotence axiom, the possibility to view $\mu^{[n]}$ as a self-coupling of $(\Omega^{[n-1]}, \mu^{[n-1]})$ with index set $\{F_0, F_1\}$ follows from the face consistency axiom, since the latter axiom implies that the images of $\mu^{[n]}$ under the projections $p_{F_0}, p_{F_1}$ are both isomorphic (as couplings) to $\mu^{[n-1]}$. This alternative definition of cubic couplings is useful for applications in ergodic theory. In particular, this alternative axiom system is simpler to verify for the measures constructed by Host and Kra in [33]; this observation leads to our applications in Section 5.

To prove the equivalence of Definitions 3.1 and 3.3, we begin with the following result.

**Lemma 3.4.** Suppose that $(\Omega, (\mu^{[n]}), n \geq 0)$ satisfies the three axioms in Definition 3.1. Then it satisfies the three axioms in Definition 3.3.

As we shall see, the implication stated in this lemma has a somewhat simpler proof than the converse. In this sense, the axiom system in Definition 3.3 may be viewed as more basic than the one in Definition 3.1. From the viewpoint of the notions involved, however, the conditional independence axiom can be deemed simpler than the idempotence axiom.

**Proof.** It is clear that $(\Omega, (\mu^{[n]}), n \geq 0)$ satisfies the face consistency and ergodicity axioms. To see that the idempotence axiom holds, note that the coupling $\nu$ on $\{F_0, F_1, F_0'\}$ from Definition 2.57 can be realized as a subcoupling of $\mu^{[n+1]}$, by taking two adjacent $n$-faces $V_0, V_1$ in $[n+1]$ and identifying $V_0 \cap V_1$ with $F_1$, identifying $V_0 \setminus F_1$ with $F_0$, and $V_1 \setminus F_1$ with $F_0'$. The subcoupling $\mu^{[n+1]}_{F_0 \cup F_1 \cup F_0'}$ can then indeed be viewed as the coupling $\nu$ above, by the consistency axiom and the fact that $V_0 \perp V_1$ (by the conditional independence axiom). The idempotence now follows from the fact that the subcoupling of $\nu$ on $\{F_0, F_0'\}$ is equal to $\mu^{[n]}$, by the consistency axiom applied with a bijective morphism $\phi : [n] \to F_0 \cup F_0'$.

We now prove the converse of Lemma 3.4.

**Lemma 3.5.** Suppose that $(\Omega, (\mu^{[n]}), n \geq 0)$ satisfies the three axioms in Definition 3.3. Then it satisfies the three axioms in Definition 3.1.

**Proof.** We begin by proving that the conditional independence axiom holds. Let $F_1$ be the $n$-face $[n] \times \{0\}$ in $[n+1]$, and let $F_2$ be the $n$-face $[n-1] \times \{0\} \times \{0, 1\}$ in $[n+1]$. By Lemma 2.65 applied with $S = [n], T = [n-1] \times \{0\} \subset S$, we have $F_1 \perp_{\mu^{[n+1]}} F_2$. (To apply this lemma we use the idempotence axiom for $\mu^{[n+1]}$ and also for $\mu^{[n]} \cong \mu^{[n]}$.) The conditional independence axiom follows (using Remark 3.2).

To prove the consistency axiom, let us first prove the following special case. Let $\phi : [n] \to [n+1]$ be the morphism $(v(1), v(2), \ldots, v(n)) \mapsto (v(1), v(2), \ldots, v(n), v(n))$. Let $F_1, F_2$ be the $n$-faces defined in the previous paragraph, so in particular $F_1 \perp_{\mu^{[n+1]}} F_2$. Let $a = [n-1] \times \{(1, 0)\}, b = [n-1] \times \{(0, 0)\}, a' = [n-1] \times \{(0, 1)\}$. By the face consistency axiom, the couplings with index sets $a \sqcup b$ and $a' \sqcup b$ are isomorphic,
and since $F_1 \perp_m \mu^{[n+1]} F_2$, we have that $\mu^{[n+1]}$ restricted to $a \sqcup a' \sqcup b$ is the conditionally independent coupling of $\mu^{[n+1]} F_1$ and $\mu^{[n+1]} F_2$ (as per Definition 2.34) along the bijection $F_1 \to F_2$ that permutes the coordinates $v(n), v(n+1)$. But then the idempotence axiom implies that $\mu^{[n+1]}$ is isomorphic to $\mu^{[n]}$, as required. Combining this special case with the face consistency axiom applied with automorphisms, we deduce that the consistency axiom holds for every morphism $\phi : [n] \to [n+1]$ that duplicates a coordinate, i.e. of the form $\phi(v) = (v(1), \ldots, v(i-1), v(i), v(i), v(i+1), \ldots, v(n))$ for some $i$. Then, composing these maps we deduce consistency for every morphism $\phi' : [m] \to [n]$ that replicates $k_i$-times each $v_i$, with $k_1 + \cdots + k_m = n$. (For instance $\phi : (v_1, v_2) \mapsto (v_1, v_1, v_2, v_2)$ is the composition $\phi_3 \circ \phi_2 \circ \phi_1$ where $\phi_1 : (v_1, v_2) \mapsto (v_1, v_1, v_2), \phi_2 : (v_1, v_2, v_3) \mapsto (v_1, v_2, v_3, v_3), \phi_3 : (v_1, v_2, v_3, v_4) \mapsto (v_1, v_2, v_3, v_4, v_4)$, whence $\mu^{[3]}_\phi = (\mu^{[3]}_\phi)_{\phi_3 \circ \phi_1} = (\mu^{[3]}_\phi)_{\phi_2 \circ \phi_1} = \mu^{[3]}_\phi = \mu^{[2]}.$) Every injective morphism is a map of the form $\theta \circ \varphi \circ \phi'$, where $\phi'$ is as above, where $\varphi$ is a face map that simply adds some coordinates equal to 0 or 1, and where $\theta$ is an automorphism. The result follows.

Before we continue the study of cubic couplings in general, let us pause to look at examples of such objects. The following result establishes that compact nilspaces with the Haar measures on cube sets are examples of cubic couplings. This provides a large supply of examples, including compact abelian groups and filtered nilmanifolds. In fact, the examples provided by compact nilspaces are in some sense exhaustive. Indeed, this is the content of our main result in Section 4.1, namely Theorem 4.1.

We say that a cubic coupling $(\Omega, (\mu^{[n]}), n \geq 0)$ is a Borel cubic coupling if $\Omega$ is a Borel probability space and each $\mu^{[n]}$ is a Borel measure on the standard Borel space $(\Omega^{[n]}, \mathcal{A}^{[n]})$.

Proposition 3.6. Let $X$ be a $k$-step compact nilspace, and for each $n \geq 0$ let $\mu^{[n]}$ denote the Haar measure on the cube set $C^n(X)$. Then $(X, (\mu^{[n]}), n \geq 0)$ is a Borel cubic coupling.

Proof. By basic nilspace theory we have that each space $C^n(X)$ is a compact Polish space and that the Haar measure $\mu^{[n]}$ is a Borel probability measure on $C^n(X)$ (see [9] [11], in particular [11] Proposition 2.2.5) so each space $(C^n(X), \mu^{[n]})$ is a Borel probability space. We now check that the three axioms from Definition 3.3 are satisfied.

To see that the consistency axiom holds, let $\phi : [m] \to [n]$ be an injective morphism (in particular $m \leq n$) and consider the set $\phi([m]) \subseteq [n]$ equipped with the cubespace structure induced from that on $[n]$. If this cubespace $\phi([m])$ has the extension property in $[n]$ in the sense of [11] §2.2.3, then applying [11] Lemma 2.2.14 with $P_1 = \emptyset$ and $P_2 = \phi([m])$ we have that the restriction from $[n]$ to $P_2$ preserves the Haar measures, and the axiom follows. To check the extension property, let $g : \phi([m]) \to X$ be any nilspace morphism to a non-empty nilspace $X$. Then from the definitions we deduce that $c := g \circ \phi$ is an $m$-cube on $X$, and our aim is to show that $g$ can be extended to an
$n$-cube on $X$. Let $\psi : [n] \to [m]$ be a morphism such that for every $w \in [m]$ we have $\psi \circ \phi(w) = w$. Such a morphism can be constructed as follows: let $J \subset [n]$ be a set of cardinality $m$ with the property that for each $i \in [m]$ there is a unique $j \in J$ such that for all $w \in [m]$ we have $\phi(w)_{(j)} = w(i)$ or $1 - w(i)$ ($J$ exists by the injectivity of $\phi$; see [10 (1.2)]); the map $w \mapsto \phi(w)_{(j)}$ has an inverse $\phi' : \{0, 1\}^J \to [m]$, and then we can see that $\psi(v) := \phi'(v)_{(j)}$ is a morphism of the desired form. Now observe that since $\phi \circ \psi$ is a morphism $[n] \to \phi([m])$, we have $c' := g \circ \phi \circ \psi \in C^n(X)$, and by construction $c'$ agrees with $g$ on $\phi([m])$.

To check the ergodicity axiom we can argue by induction on $k$. Note first that the axiom clearly holds for every 1-step compact nilspace $X$, since this is a (principal homogeneous space of a) compact abelian group $\mathbb{Z}$ (\[11\] Lemma 2.1.4) with Haar probability measure $\lambda$, and the Haar measure on $X \times X$ is then $\lambda \times \lambda$ as required. For $k > 1$, we have by \[11\] Lemma 2.1.10 that $C^1(X) = X \times X$ is a compact abelian bundle with base $C^1(X_{k-1}) = X_{k-1} \times X_{k-1}$ and structure group $\mathbb{Z} \oplus \mathbb{Z}$. By induction the Haar measure on $C^1(X_{k-1})$ is the product measure $\mu_{k-1} \times \mu_{k-1}$ where $\mu_{k-1}$ is the Haar measure on the $(k-1)$-step nilspace factor $X_{k-1}$ of $X$. Then it follows from \[11\] Lemma 2.2.4 that for any Borel sets $E_1, E_2 \subset X$ we have $\mu_{[1]}(E_1 \times E_2) = \int_{X_{k-1}} \mu_s((E_1 \times E_2) \cap \pi_{-1}(s)) \, d\mu_{k-1}(s)$, where $\mu_s$ is the Haar measure on the fibre $\pi_{-1}(s)$. By nilspace theory this fibre is $C^1(D_k(Z_k))$, which is a principal homogeneous space of the group $\mathbb{Z} \oplus \mathbb{Z}$ (the definition of $D_k(Z_k)$ may be recalled from \[11\] (2.9)). Hence $\mu_s$ is the image of the Haar measure on this group, which is $\mu_{Z_k} \times \mu_{Z_k}$ for $\mu_{Z_k}$ the Haar measure on $Z_k$. Hence $\mu_{[1]}(E_1 \times E_2) = \prod_{i=1,2} \int_{X_{k-1}} \mu_s(E_i \cap \pi_{-1}(s_i)) \, d\mu_{k-1}(s_i) = \lambda(E_1)\lambda(E_2)$, as required.

Finally, we check the conditional independence axiom, arguing again by induction on $k$. For $k = 1$ this can be checked directly as follows. We may assume as above that $X$ is a compact abelian group $\mathbb{Z}$ with Haar probability $\lambda$ and then $\mu_{[1]}$ is the Haar measure on the group $C^n(\mathbb{Z}) = \{(x + v(1)h_1 + v(2)h_2 + \cdots + v(n)h_n) : x, h_i \in \mathbb{Z}\}$. For every $i \in [n]$ and $j \in \{0, 1\}$, let $F_{i,j}$ denote the face $\{v \in [n] : v(i) = j\} \subset [n]$. For any measurable function $f$ on $\mathbb{Z}^{[n]}$, we have for every $c \in C^n(\mathbb{Z})$ that $\mathbb{E}(f[B_{F_{r,0}}^{[n]}](c)) = \int_{\mathbb{Z}^{[n]}} f(c + h^{F_{r,1}}) \, d\lambda(h)$, where we define $h^F(v)$ to equal $h$ if $v \in F$ and $0_z$ otherwise (see [10] Definition 2.2.2), and $\mathcal{B}$ denotes the Borel $\sigma$-algebra on $X$. In particular we have

$$\mathbb{E}(\mathbb{E}(f[B_{F_{1,0}}^{[n]}]B_{F_{r,0}}^{[n]}](c)) = \int_{\mathbb{Z}^{[n]}} f(c + h^{F_{1,1}} + h^{F_{r,1}}) \, d\lambda(h) = \mathbb{E}(f[B_{F_{1,0}}^{[n]}]B_{F_{r,0}}^{[n]}),$$

so by Lemma 2.30 we have $F_{1,0} \perp F_{r,0}$, as claimed in the axiom. For $k > 1$, suppose that $f : C^n(X) \to \mathbb{C}$ is $B_{F_{r,n}}^{[n]}$-measurable, where $F_i$ is the face $\{v(i) = 0\}$ in $[n]$ for each $i \in [n]$. Let $H(F_i)$ denote the abelian group $\text{hom}_{F_i \to F_i(\mathbb{Z}_k)}$, that is the group of degree-$k$ cubes on $\mathbb{Z}$ that send each vertex in $F_i$ to $0_{\mathbb{Z}}$ (recall [10] §2.2.4 for the notion of degree-$k$ cube on an abelian group). Let $g : C^n(X_{k-1}) \to \mathbb{C}$, $c_0 \mapsto \int_{H(F_i)} f(c_0' + c) \, d\nu_H(c)$, where $c_0' \in C^n(X)$ is any cube with $\pi_{k-1} \circ c_0' = c_0$. For almost every $c \in C^n(X)$, we have
that $\mathbb{E}(f|\mathcal{B}^{[n]}_{F_1}(c))$ is the integral of $f$ over the fibre $p_{F_1}^{-1}(p_{F_1}(c))$. By [11] Lemma 2.1.10, this fibre is a compact abelian bundle with structure group $H(F_1)$ and base the set of morphisms $M(c) = \text{hom}_{(\pi_k \circ \text{c})}(F_1([n]), X_{k-1}) \subset \mathcal{C}^n(X_{k-1})$. Letting $\nu$ denote the Haar measure on $M(c)$ and $\mathcal{B}_{k-1}$ denote the Borel $\sigma$-algebra on the nilspace factor $X_{k-1}$, we then have

$$\mathbb{E}(f|\mathcal{B}^{[n]}_{F_1}(c)) = \int_{M(c)} g(c_0) \, d\nu_0(c_0) = \mathbb{E}(g|\mathcal{B}^{[n]}_{k-1})(\pi_{k-1} \circ c).$$

Now observe that the $\mathcal{B}^{[n]}_{F_1}$-measurability of $f$ implies that $g$ is $\mathcal{B}^{[n]}_{k-1}$-measurable. Since by induction we have $F_1 \perp F_n$ in $\mu^{[n]}_{k-1}$, it follows that $\mathbb{E}(g|\mathcal{B}^{[n]}_{k-1})(\pi_{k-1} \circ c)$ is an integral of $f$ over the fibre $p_{F_1 \cap F_n}^{-1}(p_{F_1 \cap F_n}(c))$, and is therefore $\mathbb{E}(f|\mathcal{B}^{[n]}_{F_1 \cap F_n}(c))$. Lemma 2.30 now implies that $F_1 \perp \mu^{[n]}_{F_1 \cap F_n}$, as required. \qed

3.1. Conditional independence of simplicial sets.

In this subsection we establish a property of cubic couplings that will play a crucial role in the sequel, namely Theorem 3.8 below, which tells us that the conditional independence in Definition 3.3 holds in a more general sense.

For $v \in [n]$ we denote by $|v|$ the cardinality of $\text{supp}(v)$, i.e. the number of elements $i \in [n]$ with $v(i) = 1$. Given another element $u \in [n]$, we write $u \leq v$ (resp. $u < v$) if $\text{supp}(u) \subseteq \text{supp}(v)$ (resp. $\text{supp}(u) \subset \text{supp}(v)$).

**Definition 3.7.** A set $H \subseteq [n]$ is simplicial if for every $v \in H$ and $w \leq v$ we have $w \in H$. We denote by $\mathcal{S}_n$ the set of all simplicial sets in $[n]$.

Thus every simplicial subset of $[n]$ encodes a family of subsets of $[n]$ that is closed under the operation of taking a subset. Note that $\mathcal{S}_n$ is closed under intersections and unions, and is therefore a set lattice in $[n]$. Our goal in this subsection is to prove that this lattice has the CIS property defined in the previous section (recall Definition 2.34).

**Theorem 3.8.** Let $(\Omega, (\mu^{[n]})_{n \geq 0})$ satisfy the three axioms in Definition 3.3 and let $m$ be a positive integer. Then for every $H_1, H_2 \in \mathcal{S}_m$ we have $H_1 \perp H_2$ in $\mu^{[m]}$.

**Remark 3.9.** Theorem 3.8 implies that the faces in $[n]$ containing $0^n$ form a conditionally independent system of sets (as per Definition 2.33). This implication follows from the fact that $H \subseteq [n]$ is simplicial if and only if it is the union of some family of faces containing $0^n$, indeed $H = \bigcup_{i \leq [m]} F_i$ where for each $i$ we have $F_i = \{v \in [n] : v \leq w_i\}$ for some maximal element $w_i \in H$ in the partial order $\leq$.

As mentioned above, the idempotence axiom from Definition 3.3 is useful for applications in ergodic theory. On the other hand, the properties of cubic couplings given in Theorem
and Remark 3.9 are in a sense closer to the corner-completion axiom from nilspace theory (see Definition 1.1.1), and are useful for the proofs of the main results in Section 4, which characterize cubic couplings in terms of compact nilspaces.

Before we turn to the proof of Theorem 3.8, let us record the following consequence.

**Corollary 3.10.** Let \((\Omega, (\mu_n)_{n \geq 0})\) be a cubic coupling, and let \(m \in \mathbb{N}\). Then every face in \([m]\) is local in \(\mu^m\).

**Proof.** Let \(F\) be an arbitrary face in \([m]\). We need to show that for every \(w \not\in F\) the \(\sigma\)-algebras \(A^m_F\) and \(A^m\) are independent. First we claim that there is a face \(B \ni w\) such that \(|F \cap B| = 1\). To see this, recall that by definition of faces there is some index set \(J \subset [m]\) and some \(v_0 \in \{0, 1\}^J\) such that \(F = \{v \in [m] : v|_J = v_0\}\). Let \(v_1 = w|_{[m] \setminus J}\). Then the face \(B = \{v \in [m] : v|_{[m] \setminus J} = v_1\}\) contains \(w\) and intersects \(F\) only at the point \(v\) with \(v|_{[m] \setminus J} = v_1\) and \(v|_J = v_0\), which proves our claim. Without loss of generality, we can assume that \(F \cap B = \{0^m\}\), using the consistency axiom if necessary (for some \(\phi \in \text{Aut}([m])\)). Let \(f\) be bounded \(\mathcal{A}^m_n\)-measurable and \(g\) be bounded \(\mathcal{A}^m\)-measurable. Then \(\int_{[\Omega]} f g \, d\mu^m = \int_{[\Omega]} f \, \mathbb{E}(g | \mathcal{A}_B^m) \, d\mu^m\), and since by Theorem 3.8 we have \(F \perp B\) (using Remark 3.9), it follows that \(\mathbb{E}(g | \mathcal{A}_B^m) = \mathbb{E}(g | \mathcal{A}^m)\). Since the latter expectation is \(\mathcal{A}_B^m\)-measurable, there exists a bounded measurable \(h : \Omega \to \mathbb{C}\) such that \(\mathbb{E}(g | \mathcal{A}_B^m) = h \circ p_{0^m}\), and similarly \(f = f' \circ p_w\). We thus obtain that \(\int_{[\Omega]} f g \, d\mu^m = \int_{[\Omega]} f' \circ p_w (h \circ p_{0^m}) \, d\mu^m\). By the consistency axiom this last integral equals \(\int_{[\Omega]} (f' \circ p_1)(h \circ p_0) \, d\mu^m\). By ergodicity, this is \((\int_{[\Omega]} f' \, d\lambda)(\int_{[\Omega]} h \, d\lambda)\), which equals \((\int_{[\Omega]} f \, d\mu)(\int_{[\Omega]} g \, d\mu)\) as required. □

Observe that if \(H \in \mathcal{S}_{n-1}\) then we have \(H \times \{0, 1\} \in \mathcal{S}_n\). To prove Theorem 3.8 we shall use the following result.

**Lemma 3.11.** Let \(H \in \mathcal{S}_{n-1}\) such that \(H \times \{0, 1\}\) has the cis property in \(\mathcal{S}_n\) and \(\mu^m\). Then the coupling \(\mu^m_{H \times \{0, 1\}}\) is idempotent along \(H \times \{0\} \rightarrow H \times \{1\}\), \((h, 0) \mapsto (h, 1)\).

**Proof.** We argue by induction on \(|H|\). If \(|H| = 1\) then \(H = \{0^{n-1}\}\), so by the face-consistency axiom we have \(\mu^m_{H \times \{0, 1\}} = \mu^1\), and this is clearly idempotent by the ergodicity axiom. If \(|H| > 1\) then we have two cases, according to whether \(H\) is a face or not. If \(H\) is a face then \(H \times \{0, 1\}\) is also a face, so the result follows from the idempotence axiom. If \(H\) is not a face then there exist \(H_1, H_2 \in \mathcal{S}_{n-1}\) with \(|H_1|, |H_2| < |H|\) such that \(H = H_1 \cup H_2\). The cis property of \(H \times \{0, 1\}\) implies that \(H_1 \times \{0, 1\}, H_2 \times \{0, 1\}, (H_1 \cap H_2) \times \{0, 1\}\) have the cis property, so by induction these sets satisfy the conclusion of Lemma 3.11. From the cis property of \(H \times \{0, 1\}\) it also follows that \(H_1 \times \{0, 1\} \perp H_2 \times \{0, 1\}\). The result now follows from Lemma 2.69. □

We can now establish the main result.
Proof of Theorem 3.8. The result is equivalent to the statement that $[n]$ satisfies the CIS property in $S_n$ and $\mu^{[n]}$. We prove by induction on $|H|$ that if $H \subset S_n$ then $H$ satisfies the CIS property. We distinguish two cases.

Case 1: $H$ is a face. Let $T_1, T_2 \subseteq H$ be such that $T_1, T_2 \in S_n$. If $T_1 \cup T_2$ is strictly smaller than $H$ then we can use our induction hypothesis for $T_1 \cup T_2 \in S_n$ to conclude that $T_1 \perp T_2$. If $T_1 \cup T_2 = H$ then either $T_1 = H$ or $T_2 = H$ (indeed since $H$ is a face containing $0^n$ there is $v \in H$ such that $H = \{w \in [n] : w \leq v\}$, and if $v \in T_1$, say, then $H = T_1$). If for example $T_1 = H$, then $T_2 \subseteq T_1$, whence $T_1 \perp T_2$ (see Lemma 2.30 and the sentence thereafter).

Case 2: $H$ is not a face. Since $H$ is simplicial, we must have for each $i \in [n]$ that $|H \cap \{v : v(i) = 0\}| \geq |H \cap \{v : v(i) = 1\}|$, and we claim that this inequality is strict for some $i$. Indeed, let $v \in H$ have maximal $|v|$, note that some coordinate $v(i)$ must be 0 (otherwise $H = [n]$), and that the point $v'$ obtained by switching $v(i)$ to 1 is not in $H$ (by maximality of $|v|$). On the other hand, for every $w' \in H \cap \{w : w(i) = 1\}$, the element obtained by switching $w'(i)$ to 0 is in $H$. Hence the above inequality is indeed strict for this $i$. By transposing the coordinates $i$ and $n$ of all elements of $[n]$, we can assume that $|H \cap ([n-1] \times \{0\})| > |H \cap ([n-1] \times \{1\})|$. Let $H_0, H_1 \subset [n-1]$ be such that $H \cap ([n-1] \times \{i\}) = H_i \times \{\}$ for $i = 0, 1$. It is clear that $H_1 \subset H_0$ and $H_0, H_1 \in S_{n-1}$. We also have that $H = (H_0 \times \{0\}) \cup (H_1 \times \{0, 1\})$. Since $H_1 \times \{0, 1\}$ is a proper subset of $H$, by induction it has the CIS property. It follows from Lemma 3.11 that $\mu^{[n]}_{H_1 \times \{0, 1\}}$ is idempotent. By the idempotence axiom we have that $\mu^{[n]}$ is also idempotent along the bijection $\beta : [n-1] \times \{0\} \to [n-1] \times \{1\}$. It then follows by Lemma 2.68 that $H_1 \times \{0, 1\} \perp [n-1] \times \{0\}$. Now Lemma 2.56 applied with $A = [n-1] \times \{0\}$, $B = H_1 \times \{0, 1\}$, and $C = H_0 \times \{0\}$, shows that $H_1 \times \{0, 1\} \perp H_0 \times \{0\}$. By our induction hypothesis, both $H_1 \times \{0, 1\}$ and $H_0 \times \{0\}$ have the CIS property. It follows from Proposition 2.55 that $H$ also has the CIS property.

3.2. Tricubes.

We recall from [10] Definition 3.1.13 that the trcube of dimension $n$ can be defined as the set $T_n = \{-1, 0, 1\}^n$ equipped with a certain cubespace structure (that we shall not recall here). Another useful way to view this cubespace is as a subset of $[2n]$, obtained as the image of $\{-1, 0, 1\}^n$ under the injection $q_n$ defined as follows. First we define $q_1 : \{-1, 0, 1\} \to \{0, 1\}^2$, $-1 \mapsto (0, 0)$, $0 \mapsto (0, 1)$, $1 \mapsto (1, 0)$. Then we define

$$q_n : \{-1, 0, 1\}^n \to [2n], \ t \mapsto \begin{pmatrix} v(1) & v(2) & \cdots & v(n) \\ v(n+1) & v(n+2) & \cdots & v(2n) \end{pmatrix}, \text{where } \begin{pmatrix} v(i) \\ v(n+i) \end{pmatrix} = q_1(t_i), \forall i.$$

We shall often denote by $\tilde{T}_n$ this alternative version of the trcube, that is $\tilde{T}_n = q_n(T_n)$. Note that $\tilde{T}_n = \{v \in [2n] : \forall i \in [n], v_i v_{i+n} = 0\}$, which makes it clear that $\tilde{T}_n$ is simplicial in $[2n]$. Note also that $q_n^{-1} : \tilde{T}_n \to T_n$ is defined by $q_n(v) = t$ with $t_i = v_i - v_{i+n}$. 


The direct power $S_3^n$ of the symmetric group $S_3$ acts in a clear way on $T_n$ by permuting the coordinate of $t$. Via the map $q_n$, this group $S_3^n$ acts on $\tilde{T}_n$. Given a cubic coupling on $(\Omega, (\mu^{[n]}), n)$, we can use this action of $S_3^n$ on $\tilde{T}_n$ to define a coordinatewise action of $S_3^n$ on $\Omega^{\tilde{T}_n}$. The main purpose of this subsection is to record the following very useful fact concerning this action.

**Lemma 3.12.** Let $(\Omega, (\mu^{[n]}), n \geq 0)$ be a cubic coupling. Then for each $n$ the subcoupling $\mu^{[2n]}_{\tilde{T}_n}$ of $\mu^{[2n]}$ is preserved by the coordinatewise action of $S_3^n$ on $\Omega^{\tilde{T}_n}$.

**Proof.** Fix $n$ and consider the following subsets of $T_n$: $A = \{-1, 0, 1\}^{n-1} \times \{-1, 0\}$, $B = \{-1, 0, 1\}^{n-1} \times \{1, 0\}$, $C = \{-1, 0, 1\}^{n-1} \times \{0\}$. Let $\tilde{A} = q_n(A)$, $\tilde{B} = q_n(B)$, $\tilde{C} = q_n(C)$, and note that $\tilde{A} = \{v \in \tilde{T}_n : v(n) = 0\}$, $\tilde{B} = \{v \in \tilde{T}_n : v(2n) = 0\}$, and that $\tilde{C} = \tilde{A} \cap \tilde{B}$, so these sets are all simplicial in $[2n]$. By Theorem 3.8 we have $\tilde{A} \perp \mu^{[2n]} \tilde{B}$. By Lemma 3.11 applied with $H = \tilde{T}_{n-1}$, we have that $\mu^{[2n]}_{\tilde{T}_n}$ is an idempotent coupling of two copies of $\mu^{[2(n-1)]}_{\tilde{T}_{n-1}}$ indexed by $v(2n)$. Moreover $\mu^{[2n]}_{\tilde{T}_n}$ and $\mu^{[2n]}_{\tilde{T}_n}$ are isomorphic couplings, and $\tilde{T}_n = \tilde{A} \cup \tilde{B}$, and thus $\mu^{[2n]}_{\tilde{T}_n}$ is the coupling $\nu$ obtained by applying Definition 2.57 to $\mu^{[2n]}_{\tilde{T}_n}$. Hence Lemma 2.67 implies that $\mu^{[2n]}_{\tilde{T}_n}$ is symmetric under the action of $S_3$ on $\{-1, 0, 1\}$ applied to the last coordinate of $q_n^{-1}(v)$. Using that $\mu^{[2n]}_{\tilde{T}_n}$ is also symmetric with respect to the permutation of the coordinates in $q_n^{-1}(v)$, the result follows.

Note that the above lemma together with the $S_n$ invariance implies that $\mu^{[2n]}_{\tilde{T}_n}$ is also invariant under the action of the wreath product of $S_n$ and $S_3$. However we are only going to use the $S_3^n$ symmetries.

Recall from [10] that we denoted by $\omega_n$ the outer point map of $T_n$, that is the map $[n] \to T_n$, $v \mapsto (2v(1) - 1, \ldots, 2v(n) - 1)$.

**Corollary 3.13** (Outer point coupling). The subcoupling of $\mu^{[2n]}_{\tilde{T}_n}$ along the map $q_n \circ \omega_n$ is equal to $\mu^{[n]}$.

This fact is an analogue for cubic couplings of the tricube composition lemma for nilspaces (see [10] Lemma 3.1.16)), and it is used in particular in Subsection 3.4 below to prove a key property of higher-order Fourier $\sigma$-algebras (see Lemma 3.19).

**Proof.** By the $S_3^n$ invariance, we can see that the subcoupling of $\mu^{[2n]}_{\tilde{T}_n}$ along the index set $q_n \circ \omega_n([n])$ is isomorphic to the subcoupling of $\mu^{[2n]}$ on an $n$-dimensional face of $[2n]$ (using an element of $S_3^n$ that maps $\{-1, 1\}^n$ to $[n]$).

3.3. $U^d$-convolutions and $U^d$-seminorms associated with a cubic coupling.

We begin with the definition of a generalization of convolution that can be defined on a cubic coupling using the measures $\mu^{[n]}$. To that end, let us denote by $\mathcal{C}$ the conjugation operator on $L^1(\Omega)$, defined by $\mathcal{C}f(y) = f(y)$. 
Definition 3.14 (\(U^d\)-convolution). Let \((\Omega, (\mu^{[n]}), n \geq 0)\) be a cubic coupling. For each \(d \geq 1\), and any system \(F = (f_v)_{v \in K_d}\) of functions \(f_v \in L^\infty(\Omega)\), we define the \(U^d\)-\textit{convolution} of \(F\), denoted by \([F]_{U^d}\), to be a function in \(L^\infty(\Omega)\) such that we have \(\mu^{[d]}\)-almost everywhere

\[
\mathbb{E}\left( \prod_{v \in K_d} C^{[v]+1} f_v \circ p_v \mid \mathcal{A}^{[d]}_{0^d} \right) = [F]_{U^d} \circ p_{0^d}.
\]

This defines the function \([F]_{U^d}\) up to a \(\lambda\)-null set (using Lemma 2.17). When \(\Omega\) is a Borel probability space, an alternative equivalent definition of \([F]_{U^d}\) can be given as follows.

Let \((\mu^{[d]}_x)_{x \in \Omega}\) be the disintegration of \(\mu^{[d]}\) given by Lemma 2.45 (thus \(\mu^{[d]}_x \in \mathcal{C}g(\Omega, K_d)\) for all \(x\)), we can define \([F]_{U^d}(x)\) as the integral \(\int_{\Omega K_d} \prod_{v \in K_d} C^{[v]+1} f_v \circ p_v \, d\mu^{[d]}_x\).

Definition 3.15 (\(U^d\)-product). Let \((\Omega, (\mu^{[n]}), n \geq 0)\) be a cubic coupling. For every \(d \geq 1\), and every system \(F = (f_v)_{v \in [d]}\) of functions \(f_v \in L^\infty(\Omega)\), we define the \(U^d\)-\textit{product} of these functions by the formula

\[
\langle F \rangle_{U^d} = \left\langle (f_v)_{v \in [d]} \right\rangle_{U^d} = \int_{\Omega^{[d]}} \prod_{v \in [d]} C^{[v]} f_v \circ p_v \, d\mu^{[d]}.
\]

If all \(f_v\) are equal to the same function \(f\), we denote \(\left\langle (f_v)_{v} \right\rangle_{U^d}^{1/2^d}\) by \(\|f\|_{U^d}\).

We use the notation \([F]_{U^d}^\times\) to denote the rank-1 function \(\Omega^{[d]} \to \mathbb{C}, x \mapsto \prod_{v \in K_d} C^{[v]+1} f_v \circ p_v\).

The above definitions are related by the following observation: given a system \(F = (f_v)_{v \in [d]}\), letting \(F' = (f_v)_{v \in K_d}\) we have

\[
\langle F \rangle_{U^d} = \int_{\Omega} f_{0^d} \, [F]_{U^d} \, d\lambda = \int_{\Omega^{[d]}} f_{0^d} \, \circ \, p_{0^d} \left( [F]_{U^d}^\times \right) \, d\mu^{[d]}.
\]

We now prove a generalization, for this \(U^d\)-product, of the Gowers-Cauchy-Schwarz inequality, using the idempotence axiom for the couplings \(\mu^{[n]}\).

Lemma 3.16. Let \((\Omega, (\mu^{[n]}), n \geq 0)\) be a cubic coupling and let \(d \in \mathbb{N}\). Then for every system \((f_v)_{v \in [d]}\) of bounded measurable functions on \(\Omega\), we have

\[
\left| \left\langle (f_v)_{v} \right\rangle_{U^d} \right| \leq \prod_{v \in [d]} \|f_v\|_{U^d}.
\]

The idea of the proof is that the idempotence axiom makes it possible to apply a standard argument, originating in [21], that uses the Cauchy-Schwarz inequality repeatedly.

Proof. For \(i = 0, 1\) let \(F_i = \{ v \in [d] : v(d) = i \}\), thus \(F_0, F_1\) are two opposite faces of codimension 1 in \([d]\). Letting \(g_i : \Omega^{[d-1]} \to \mathbb{C}, y \mapsto \prod_{v \in [d-1]} C^{[v]} f_{(v,i)} \circ p_v(y)\), we have

\[
\langle (f_v)_{v} \rangle_{U^d} = \int_{\Omega^{[d]}} g_0 \circ p_{F_0} \, g_1 \circ p_{F_1} \, d\mu^{[d]}.
\]

The idempotence axiom tells us that the coupling \(\mu^{[d]} \in \mathcal{C}g(\Omega', \{ F_0, F_1 \})\) is idempotent along the bijection \(F_0 \to F_1\) that switches the coordinate \(v(d)\) in \(v \in F_0\) from 0 to 1,
where \( \Omega' = \Omega^{[d-1]} \). Letting \( \mathcal{B} \) denote the sub-\( \sigma \)-algebra of \( \mathcal{A}^{[d-1]} \) given by Proposition \ref{prop:sub_sigmags}, we then have by \cite{15} that \( \langle (f_v)_v \rangle_{U^d} = \int_{\Omega^{[d-1]}} \mathbb{E}(g_i|\mathcal{B}) \mathbb{E}(g_j|\mathcal{B}) \ d\mu^{[d-1]} \). By the Cauchy-Schwarz inequality, this integral is at most a product of two factors, namely \( \left( \int_{\Omega^{[d-1]}} \mathbb{E}(g_i|\mathcal{B}) \mathbb{E}(g_j|\mathcal{B}) \ d\mu^{[d-1]} \right)^{1/2} \) for \( i = 0, 1 \). By \cite{15} again, these factors equal \( \langle (f'_v)_v \rangle_{U^d}^{1/2} \) and \( \langle (f''_v)_v \rangle_{U^d}^{1/2} \), where \( f'_v = f_{(v_1, \ldots, v_{d-1}, 0)} \) and \( f''_v = f_{(v_1, \ldots, v_{d-1}, 1)} \) for all \( v \in [d] \). Thus we have obtained \( \| (f_v)_v \|_{U^d} \leq \langle (f'_v)_v \rangle_{U^d}^{1/2} \langle (f''_v)_v \rangle_{U^d}^{1/2} \). Repeating this argument for each of these two factors, and so on inductively, we obtain \cite{23} after \( d \) steps.

\begin{corollary}
Let \( (\Omega, (\mu^n)_{n \geq 0}) \) be a cubic coupling and let \( d \in \mathbb{N} \). Then \( \| \cdot \|_{U^d} \) is a seminorm on \( L^\infty(\Omega) \). We call \( \| \cdot \|_{U^d} \) the uniformity seminorm of order \( d \), or \( U^d \)-seminorm, on this cubic coupling. We also have
\[
\|f\|_{U^d} \leq \|f\|_{U^{d+1}}, \text{ for every } d \geq 1 \text{ and every } f \in L^\infty(\Omega).
\]
\end{corollary}

\begin{proof}
Given the inequality \cite{23}, the triangle inequality for \( \| \cdot \|_{U^d} \) follows by the same arguments that proves it for the Gowers norms (see \cite{21} Lemma 3.9). The fact that \( \|f\|_{U^d} \geq 0 \) for every \( f \in L^\infty(\Omega) \) follows from the idempotence of the coupling \( \mu^n \in Cg(\Omega', \{F_0, F_1\}) \) together with Corollary \ref{prop:sub_sigmags}. To see \cite{24}, note that by the consistency axiom we have \( \|f\|_{U^d}^2 = \langle F \rangle_{U^{d+1}} \) for \( F = (f_v)_{v \in [d+1]} \) the system with \( f_v = f \) for \( v(d+1) = 0 \) and \( f_v = 1 \) otherwise. By \cite{23} we have \( \langle F \rangle_{U^{d+1}} \leq \|f\|_{U^{d+1}}^2 \), and \cite{24} follows.
\end{proof}

\subsection{Fourier \( \sigma \)-algebras.}

In this section we study the following special sub-\( \sigma \)-algebras of the ambient \( \sigma \)-algebra \( \mathcal{A} \) in a cubic coupling, which play a crucial role in Section \ref{sec:fourier_algebras}.

\begin{definition}
Let \( (\Omega, (\mathcal{A}, \lambda), (\mu^n)_{n \geq 0}) \) be a cubic coupling. For each \( d \in \mathbb{N} \), the \( d \)-th \textit{Fourier} \( \sigma \)-algebra on \( \Omega \), denoted by \( \mathcal{F}_d \), is the sub-\( \sigma \)-algebra of \( \mathcal{A} \) generated by all \( U^{d+1} \)-convolutions of bounded \( \mathcal{A} \)-measurable functions.

A first observation about these \( \sigma \)-algebras is that
\[ \mathcal{F}_0 \text{ is the trivial } \sigma \text{-algebra, and } \mathcal{F}_{d-1} \subset \mathcal{F}_d \text{ for every } d \in \mathbb{N}. \] (25)

Indeed the inclusion \( \mathcal{F}_{d-1} \subset \mathcal{F}_d \) follows from the fact that every convolution of order \( d \) can be viewed as a convolution of order \( d+1 \). More precisely, given any system \( F = (f_v)_{v \in K_d} \), note that if we extend this to a system \( F' = (f'_v)_{v \in K_{d+1}} \) by embedding \( K_d \) in some \( d \)-face \( S \subset [d+1] \) containing \( 0^{d+1} \) and letting \( f'_v \) be the constant 1 function for every \( v \not\in S \), then \( [F]_{U^d} = [F']_{U^{d+1}} \).

Most of the properties of the \( \sigma \)-algebras \( \mathcal{F}_d \) given in this subsection are consequences of the following key fact about cubic couplings (which was illustrated in Example \ref{example:fourier_algebras}).
Lemma 3.19. Let $(\Omega, (\mu^{[n]}))_{n \geq 0}$ be a cubic coupling and let $d \in \mathbb{N}$. Then $A^{[d]}_0 \perp \mu^{[d]} A^{[d]}_{K_d}$.

Proof. We use the tricube coupling. Consider the following subsets of $T_d = \{-1, 0, 1\}^d$:

$$
V_1 = \{-1, 1\}^d \setminus \{-1^d\}, \quad V_2 = T_d \setminus \{-1^d\},
V_3 = \{v \in T_d : \forall i, v(i) \in \{-1, 0\}\}, \quad V_4 = \{-1^d\}, \quad V_5 = \{-1, 1\}^d.
$$

For each $i$ let $\mathcal{V}_i = \mathcal{A}^{T_d}_{\tilde{V}_i}$, where $\tilde{V}_i, \tilde{T}_d$ are the corresponding subsets of $[2d]$ under the bijection $q_d$ from Subsection 3.2. Let $g$ be any bounded $A^{[d]}_{K_d}$-measurable function on $\Omega^{[d]}$. It suffices to prove that $\mathbb{E}(g|\mathcal{A}^{[d]}_{0^d})$ is still $A^{[d]}_{K_d}$-measurable. Let $\tilde{g} : \Omega^{\tilde{T}_d} \to \mathbb{C}, x \mapsto g(\pi(x))$ where $\pi : \Omega^{\tilde{T}_d} \to \Omega^{[d]}$ is the projection to the outer-point coordinate-set $q_d(\{-1, 1\}^d)$ (composed with the bijection $\Omega^{[d]}(-1,1)^d \to \Omega^{[d]}$ induced by $\omega_d^{-1} \circ q_d^{-1}$). By Corollary 3.13 we have that $\tilde{g}$ is $\mathcal{V}_1$-measurable. By the face consistency axiom, the subcoupling of $\mu^{[2d]}_{\tilde{T}_d}$ along $\tilde{V}_3$ is isomorphic to $\mu^{[d]}$ (since $\tilde{V}_3$ is a face in $[2d]$). It therefore suffices to show that $\mathbb{E}(\tilde{g}|\mathcal{V}_4)$ is $\mathcal{A}^{\tilde{T}_d}_{\tilde{V}_3 \setminus V_4}$-measurable. We first claim that $\tilde{V}_2 \perp \tilde{V}_3$ in $\mu^{[2d]}_{\tilde{T}_d}$. To see this note first that $\tilde{V}_2 \perp [\mu^{[2d]}]$ $\tilde{V}_3$, by Theorem 3.8 applied to $\mu^{[2d]}$ using the fact that $\tilde{V}_2$ is a union of faces sharing the “central point” of $\tilde{T}_d$ (i.e. the point $0^{2d}$, which corresponds to the central point $0^d$ in $T_d$) and that $\tilde{V}_3$ is also such a face. The claim then follows by Remark 2.31. Given this claim, it now suffices to show that $\mathbb{E}(\tilde{g}|\mathcal{V}_4)$ is $\mathcal{V}_2 \wedge \mathcal{V}_3$-measurable. To this end, note first that $\mathbb{E}(\tilde{g}|\mathcal{V}_4) = \mathbb{E}(\tilde{g}|\mathcal{V}_3)$, since $\tilde{V}_4 = \tilde{V}_3 \cap \tilde{V}_5$ and since we also have the fact that $\tilde{V}_3 \perp \tilde{V}_5$ in $\mu^{[2d]}_{\tilde{T}_d}$, a fact that can be seen using Lemma 3.12 and Theorem 3.8 combined with Remark 2.31 again. More precisely, note that $\tilde{V}_3$ and $\tilde{V}_5$ are not both faces in $[2d]$ (so we cannot conclude the fact directly from Theorem 3.8 as before) but, by Lemma 3.12 applied within $\mu^{[2d]}_{\tilde{T}_d}$ if we apply the transformation corresponding to the element of $S_{[3]}$ that transposes $-1$ and $0$ in each coordinate in $T_d$, then $\tilde{V}_3$ remains globally invariant while $\tilde{V}_5$ becomes now a face containing $0^{2d}$, so we can then conclude the conditional independence of these sets by Theorem 3.8 and then revert the transformation to conclude that indeed $\tilde{V}_3 \perp \tilde{V}_5$. Having thus shown that $\mathbb{E}(\tilde{g}|\mathcal{V}_4) = \mathbb{E}(\tilde{g}|\mathcal{V}_3)$, it now suffices to show that $\mathbb{E}(\tilde{g}|\mathcal{V}_3)$ is $\mathcal{V}_2 \wedge \mathcal{V}_3$-measurable. But this follows from $\tilde{g}$ being $\mathcal{A}^{\tilde{T}_d}_{\tilde{V}_2}$-measurable and the above fact that $\tilde{V}_2 \perp \tilde{V}_3$. \hfill \Box

Let us record a useful immediate consequence of Lemma 3.19.

Corollary 3.20. For every $U^d$-convolution $[F]_{U^d}$ we have that $[F]_{U^d} \circ p_{0^d}$ is $A^{[d]}_{0^d} \perp A^{[d]}_{K_d}$-measurable on $\Omega^{[d]}$.

Proof. We have $F = (f_v)_{v \in K_d}$ for some functions $f_v \in L^\infty(\Omega)$. By definition we have $\mu^{[d]}$-almost everywhere $[F]_{U^d} \circ p_{0^d} = \mathbb{E}(\prod_{v \in K_d} f_v | A^{[d]}_{0^d})$, and since $\prod_{v \in K_d} f_v$ is $A^{[d]}_{K_d}$-measurable, the result follows by Lemma 3.19. \hfill \Box

The following theorem is the main result of this subsection.
Theorem 3.21 (Properties of $\mathcal{F}_d$). Let $(\Omega, (\mathcal{A}, \lambda), (\mu^{[n]})_{n \geq 0})$ be a cubic coupling. For every positive integer $d$, the following statements hold:

(i) In $\mu^{[d]}$ we have $(\mathcal{F}_{d-1})^{[d]}_0 = \mathcal{A}^{[d]}_0 \land \mathcal{A}^{[d]}_K$.

(ii) For $f \in L^\infty(\Omega)$ we have $\|f\|_{U^d} = 0$ if and only if $\mathbb{E}(f|\mathcal{F}_{d-1}) = 0$.

(iii) In $\mu^{[d]}$ we have $(\mathcal{F}_{d-1})^{[d]}_0 = \mathcal{A}^{[d]}_0 \land (\mathcal{F}_{d-1})^{[d]}_K$.

(iv) $\|\cdot\|_{U^d}$ is a norm on $L^\infty(\mathcal{F}_{d-1})$.

Proof. To see statement (i), note first that the inclusion $(\mathcal{F}_{d-1})^{[d]}_0 \subset \mathcal{A}^{[d]}_0 \land \mathcal{A}^{[d]}_K$ follows immediately from Corollary 3.20, since this tells us that, for every set $B$ that is the preimage of a Borel set by a $\mathcal{F}_{d-1}$-convolution, we have $p_{0^d}^{-1}(B) \in \mathcal{A}^{[d]}_0 \land \mathcal{A}^{[d]}_K$. To see the opposite inclusion, let $f$ be a bounded $\mathcal{A}^{[d]}_0 \land \mathcal{A}^{[d]}_K$-measurable function and, since this is $\mathcal{A}^{[d]}_0$-measurable, let $f'$ be bounded $\mathcal{A}$-measurable such that $f = f' \circ p_{0^d}$ almost everywhere (using Lemma 2.17). We have by Lemma 2.2 that for any fixed $\epsilon > 0$ there is a finite sum $h = \sum_{i \in [n]} \prod_{v \in K_d} g_i \circ p_v$ such that $\|f - h\|_{L^2} \leq \epsilon$. Now note that by linearity and (20) we have $\mathbb{E}(h|\mathcal{A}^{[d]}_0) = (\sum_{i \in [n]} [F_i])^{[d]} \circ p_{0^d}$, where $F_i = (g_i, v)$, and then

$$\|f' - \sum_{i \in [n]} [F_i]^{[d]}\|_{L^2} = \|f - \mathbb{E}(h|\mathcal{A}^{[d]}_0)\|_{L^2} \leq \mathbb{E}(\|f - \mathbb{E}(h|\mathcal{A}^{[d]}_0)\|_{L^2} \leq \epsilon),$$

so $f'$ is an $L^2$-limit of $\mathcal{F}_{d-1}$-measurable functions and is therefore $\mathcal{F}_{d-1}$-measurable.

To see (ii), let $R$ denote the set of rank 1 bounded $\mathcal{A}^{[d]}_K$-measurable functions on $\Omega^{[d]}$. We claim that $\mathbb{E}(f|\mathcal{F}_{d-1}) = 0$ holds if and only if $f \circ p_{0^d}$ is orthogonal to every function in $R$. To see the forward implication, fix any $g \in R$ and let $G$ be the system of functions $g_v$, $v \in K_d$ such that $g = [G]^{[d]}_U$. We have $[G]^{[d]}_U \in L^\infty(\mathcal{F}_{d-1})$, so $\mathbb{E}_{\mu^{[d]}}(f \circ p_{0^d}|G^{[d]}_U) = \mathbb{E}_\lambda(f[G]^{[d]}_U) = \mathbb{E}(\mathbb{E}(f[G]^{[d]}_U|\mathcal{F}_{d-1})) = \mathbb{E}(\mathbb{E}(f|\mathcal{F}_{d-1})) = 0$.

To see the backward implication, note that if $f \circ p_{0^d}$ is orthogonal to $R$ then by Lemma 2.2 we have that $f \circ p_{0^d}$ is orthogonal to every function in $L^2(\mathcal{A}^{[d]}_K)$, hence, since $\mathbb{E}(f \circ p_{0^d}|\mathcal{A}^{[d]}_K)$ is the orthogonal projection of $f \circ p_{0^d}$ to the subspace $L^2(\mathcal{A}^{[d]}_K)$, it is 0. By statement (i) we have $\mathbb{E}(f \circ p_{0^d}|\mathcal{A}^{[d]}_K) = \mathbb{E}(f \circ p_{0^d}|(\mathcal{F}_{d-1})^{[d]}_0)$ and since this is $\mathbb{E}(f|\mathcal{F}_{d-1}) \circ p_{0^d}$, we deduce indeed that $\mathbb{E}(f|\mathcal{F}_{d-1}) = 0$. Having proved our claim, note now that by inequality (23) we have that $\|f\|_{U^d} = 0$ if and only if $f \circ p_{0^d}$ is orthogonal to $R$, and statement (ii) follows.

To see (iii), note that by statement (i) we clearly have $(\mathcal{F}_{d-1})^{[d]}_0 \supset \mathcal{A}^{[d]}_0 \land (\mathcal{F}_{d-1})^{[d]}_K$, so we just need to prove the opposite inclusion. To do this, first note the following fact:

$$\text{for all } f \in L^\infty(\mathcal{A}) \text{ with } \|f\|_{U^d} = 0 \text{ and } g \in L^\infty(\mathcal{F}_{d-1}), \text{ we have } \|fg\|_{U^d} = 0. \quad (26)$$

Indeed, by (ii) applied to $f$ we have $\mathbb{E}(fg|\mathcal{F}_{d-1}) = g \mathbb{E}(f|\mathcal{F}_{d-1}) = 0$, and then $\|fg\|_{U^d} = 0$ follows by (ii) applied now to $fg$. We claim that it follows from (26) that for every system $F = (f_v)_{v \in [d]}$ of bounded $\mathcal{A}$-measurable functions, we have $\mu^{[d]}$-almost-everywhere

$$\mathbb{E}\left(\prod_v f_v \mid (\mathcal{F}_{d-1})^{[d]}\right) = \prod_v \mathbb{E}(f_v|\mathcal{F}_{d-1}) \circ p_v. \quad (27)$$
To prove this claim it suffices to show that for every system \((g_v)_{v \in [d]}\) of functions in \(L^\infty(\mathcal{F}_{d-1})\) we have \(\int_{[d]} \prod_{v \in [d]} f_v g_v \circ p \, d\mu \mathbf{1}^\mathcal{E} = \int_{[d]} \prod_{v \in [d]} (E(f_v | \mathcal{F}_{d-1}) g_v) \circ p \, d\mu \mathbf{1}^\mathcal{E}\). But by a standard multilinearity argument, the difference between the left and right sides here can be written as a sum of finitely many integrals of the form \(\int_{[d]} \prod_{v \in [d]} h_v g_v \, d\mu \mathbf{1}^\mathcal{E}\) where for some \(v\) we have \(h_v = f_v - E(f_v | \mathcal{F}_{d-1})\). By statement (ii) this function \(h_v\) has \(U^d\)-seminorm 0. Hence, since by (26) we have \(\|h_v g_v\|_{U^d} = 0\), by Lemma 3.16 we conclude that each such integral is 0, which proves the above equality of integrals, and our claim follows.

Now for every \(\epsilon > 0\) we have \(\|F\|_{U^d} \circ p = \sum_{i=1}^m \prod_{v \in K_d} g_{i,v} \circ p \leq \epsilon\) for some bounded \(\mathcal{A}\)-measurable \(g_{i,v}\) and some \(m \in \mathbb{N}\). Since trivially \([F]_{U^d} \circ p_{\mathcal{E}} = E([F]_{U^d} \circ p_{\mathcal{E}} | (\mathcal{F}_{d-1})^{[d]}]\), we conclude that \(\|F\|_{U^d} \circ p_{\mathcal{E}} = \sum_{i=1}^m \mathbb{E}((\prod_{v \in K_d} g_{i,v} \circ p_v | (\mathcal{F}_{d-1})^{[d]})) \leq \epsilon\), and by (27) the sum here is \(\sum_{i=1}^m \prod_{v \in K_d} \mathbb{E}(g_{i,v} | (\mathcal{F}_{d-1}) \circ p_v)\), which is \((\mathcal{F}_{d-1})^{[d]}_E\)-measurable. This shows that \([F]_{U^d} \circ p_{\mathcal{E}}\) is an \(L^2\)-limit of \((\mathcal{F}_{d-1})^{[d]}_E\)-measurable functions, and (iii) follows.

To see (iv) note that the seminorm \(\| \cdot \|_{U^d}\) is indeed non-degenerate on \(L^\infty(\mathcal{F}_{d-1})\), for if \(f \in L^\infty(\mathcal{F}_{d-1})\) then \(f = E(f | \mathcal{F}_{d-1})\), so if this is 0 then so is \(\|f\|_{U^d}\) by statement (ii). \(\Box\)

The following consequence of statement (ii) above is useful and can be viewed as an alternative definition of Fourier \(\sigma\)-algebras (but note that it would be less clear from such a definition of \(\mathcal{F}_d\) that this is indeed a \(\sigma\)-algebra).

**Corollary 3.22.** Let \(f \in L^\infty(\mathcal{A})\). We have that \(f \in L^\infty(\mathcal{F}_{d-1})\) if and only if for every \(g \in L^\infty(\mathcal{A})\) with \(\|g\|_{U^d} = 0\) we have \(E(f g) = 0\).

**Proof.** For the forward implication note that if \(f \in L^\infty(\mathcal{F}_{d-1})\) then for every such \(g\) we have by statement (ii) above that \(E(g | \mathcal{F}_{d-1}) = 0\) and so \(E(f g) = E(f \, E(g | \mathcal{F}_{d-1})) = 0\). For the backward implication, note that if \(f\) is orthogonal to every such \(g\) then in particular for \(g = f - E(f | \mathcal{F}_{d-1})\), since by statement (ii) above we have \(\|g\|_{U^d} = 0\), it follows that \(E(f g) = 0\), and this implies that \(\|f\| = E(|f|^2) = E(|E(f | \mathcal{F}_{d-1})|^2)\), so \(f\) must be in \(L^\infty(\mathcal{F}_{d-1})\). \(\Box\)

### 3.5. Properties of \(U^d\)-convolutions.

Let us introduce the following notation:

\[
[n]_{\leq d} = \{v \in [n] : |v| \leq d\}, \quad K_{n,\leq d} = \{v \in K_n : |v| \leq d\}. \tag{28}
\]

Recall also that the *height* of a simplicial set \(S \subset [n]\) is \(\max_{v \in S} |v|\).

**Lemma 3.23.** Let \((\Omega, (\mu^{[n]})_{n \geq 0})\) be a cubic coupling, let \(n \in \mathbb{N}\), and let \(S\) be a simplicial subset of \([n]\) of height \(d \geq 1\). Let \(F = (f_v)_{v \in K_n}\) be a system of bounded measurable functions on \(\Omega\) where \(f_v = 1\) for \(v \in K_n \setminus S\). Then \([F]_{U^n}\) is \(\mathcal{F}_{d-1}\)-measurable.

**Proof.** We prove this for each fixed \(n\) by induction on \(|S|\). Since \(d \geq 1\), we must have \(|S| \geq 2\). If we have equality, then we must have \(S = \{0^n, v\}\) with \(|v| = 1\), so \(d = 1\). Then by (20) and the consistency axiom we have \([F]_{U^n} \circ p_{\mathcal{E}} = E_{\mu^{[1]}}(f_v \circ p_1 | A_{\mathcal{F}_0}^{[1]}),\) and by
the ergodicity axiom $\mu^{[1]} = \lambda \times \lambda$, so this expectation equals $\lambda$-almost everywhere the constant $\int_\Omega f_v \, d\lambda$, and is therefore in $L^\infty(\mathcal{F}_0)$ as required.

For $|S| > 2$, by (20) it suffices to show that $E\left( \prod_{v \in K_n \cap S} f_v \circ p_v \mid A_{0^n}^{[n]} \right)$ is $(\mathcal{F}_{d-1})^{[n]}$-measurable. Fix any maximal element $w \in S$, i.e. an element with $|w| = d$. Let $\phi : [d] \to [n]$ be a face map satisfying $\phi(0^d) = w$ and $\phi(v) < w$ otherwise (in particular $\phi(1^d) = 0^n$), let $V(w)$ denote the image of $\phi$ (i.e. the $d$-face with maximal element $w$) and let $K(w)$ denote the corner $\phi(K_d)$, which is included in $S$. Let $\mathcal{B} = A_{S \setminus \{w\}}^{[n]}$. Since $\mathcal{B} \supset A_{0^n}^{[n]}$ and every $f_v \circ p_v$ with $v \neq w$ in the product $\prod_{v \in K_n \cap S} f_v \circ p_v$ is $\mathcal{B}$-measurable, we have

$$E\left( \prod_{v \in K_n \cap S} f_v \circ p_v \mid A_{0^n}^{[n]} \right) = E\left( E(f_w \circ p_w \mid \mathcal{B}) \prod_{v \in K_n \cap S \setminus \{w\}} f_v \circ p_v \mid A_{0^n}^{[n]} \right). \quad (29)$$

Now note that $S \setminus \{w\}$ is still simplicial, so by Theorem 3.8 we have $S \setminus \{w\} \perp V(w)$ in $\mu^{[n]}$. Since $f_w \circ p_w$ is $A_{V(w)}^{[n]}$-measurable, and since we have $(S \setminus \{w\}) \cap V(w) = K(w)$, it follows that $E(f_w \circ p_w \mid \mathcal{B}) = E(f_w \circ p_w \mid A_{K(w)}^{[n]})$. Now Lemma 3.19 implies that $A_{K(w)}^{[n]} \perp A_{w}^{[n]}$, so the last expectation is $E(f_w \circ p_w \mid A_{0^n}^{[n]} \wedge A_{K(w)}^{[n]})$. Statements (i) and (iii) in Theorem 3.21 imply that this expectation is in fact $E(f_w \circ p_w \mid A_{0^n}^{[n]} \wedge (\mathcal{F}_{d-1})^{[n]}_{K(w)})$. This expectation can then be approximated in $L^2(\mu^{[n]})$ arbitrarily closely by $(\mathcal{F}_{d-1})^{[n]}_{K(w)}$-measurable rank 1 functions (by Lemma 2.22). Thus, fixing any $\epsilon > 0$, substituting such an approximation of $E(f_w \circ p_w \mid \mathcal{B})$ into (29) we obtain that

$$\left\| E\left( \prod_{v \in K_n \cap S} f_v \circ p_v \mid A_{0^n}^{[n]} \right) - \sum_{i \in [n]} g_{i,0^n} \circ p_{0^n} \ E\left( \prod_{v \in K_n \cap S \setminus \{w\}} f_{i,v} \circ p_v \mid A_{0^n}^{[n]} \right) \right\|_{L^2(\mu^{[n]})} \leq \epsilon,$$

where $f_{i,v} = f_{i,v}$ for $v \notin K(w)$ and $f_{i,v} = f_v g_{i,v}$ for $v \in K(w) \setminus \{0^n\}$, and each $g_{i,v}$ is $\mathcal{F}_{d-1}$-measurable. The sum on the right side above is $\mathcal{F}_{d-1}$-measurable by induction. Since $\epsilon$ was arbitrary, we deduce that $E(\prod_{v \in K_n \cap S} f_v \circ p_v \mid A_{0^n}^{[n]})$ is an $L^2$-limit of $\mathcal{F}_{d-1}$-measurable functions, and the result follows.

We now use Lemma 3.23 to deduce the following result.

**Lemma 3.24.** Let $(\Omega, (\mu^{[n]}), n \geq 0)$ be a cubic coupling and let $n, d \in \mathbb{N}$. Let $F = (f_v)_{v \in K_n}$ be a system of functions in $L^\infty(\mathcal{F}_d)$. Then $[F]_{l^n}$ is $\mathcal{F}_{d}$-measurable.

**Proof.** If $n \leq d + 1$ then by (25) the result is clear. Assuming then that $n > d + 1$, by (20) it suffices to show that $E\left( \prod_{v \in K_n} f_v \circ p_v \mid A_{0^n}^{[n]} \right)$ is $(\mathcal{F}_{d})^{[n]}$-measurable. Now $\prod_{v \in K_n} f_v \circ p_v$ is $(\mathcal{F}_{d})^{[n]}$-measurable, and we claim that it suffices to show that $(\mathcal{F}_{d})^{[n]}_{K_n} \subset (\mathcal{F}_{d})^{[n]}_{K_n \setminus \{w\}}$. Indeed, if this holds then $\prod_{v \in K_n} f_v \circ p_v$ is in fact $(\mathcal{F}_{d})^{[n]}_{K_n \setminus \{w\}}$-measurable, and then it is an $L^2$-limit of finite sums of rank 1 bounded $(\mathcal{F}_{d})^{[n]}_{K_n \setminus \{w\}}$-measurable functions $h_v$; but for each such $h_v$ we have that $E[h_v \mid A_{0^n}^{[n]}]$ is $\mathcal{F}_{d}$-measurable, by Lemma 3.23 so $E(\prod_{v \in K_n} f_v \circ p_v \mid A_{0^n}^{[n]})$ is an $L^2$-limit of $\mathcal{F}_{d}$-measurable functions and our claim follows.
Now, to show that \( (\mathcal{F}_d)^{[n]}_{K_n} \subseteq \mu_{[n]} \) \( \mathcal{F}_d^{[n]}_{K_n, d+1} \), we can proceed as follows: fix any \( w \) with \(|w| = d+2\) and note that \( (\mathcal{F}_d)^{[n]}_{K_n, d+1|w} \subseteq \mu_{[n]} \) \( (\mathcal{F}_d)^{[n]}_{K_n, d+1} \) because for any rank 1 function \( \prod_{v \in K_n, d+1 \setminus \{w\}} f_v \circ p_v \) measurable relative to the former \( \sigma \)-algebra, the function \( f_w \circ p_w \) is an \( L^2 \)-limit of sums of rank 1 bounded \( A^{[n]}_{\{w < w\}} \)-measurable functions. Applying this recursively for each \( w \) with \(|w| = d+2\), we deduce that \( (\mathcal{F}_d)^{[n]}_{K_n, d+2} \subseteq \mu_{[n]} \) \( (\mathcal{F}_d)^{[n]}_{K_n, d+1} \). Arguing similarly for the next height level \( d+3 \), we deduce that \( (\mathcal{F}_d)^{[n]}_{K_n, d+3} \subseteq \mu_{[n]} \) \( (\mathcal{F}_d)^{[n]}_{K_n, d+2} \). Continuing thus up to level \( n \), the result follows.

For the next result we introduce the following notation: given a simplicial set \( S \subset [n] \), we define the degree of an element \( v \in S \), denoted by \( d(v) \), to be the maximal value of \(|w| \) over all \( w \in S \) with \( w \geq v \). In particular we always have \( d(v) \geq |v| \), with equality if and only if \( v \) is maximal in \( S \).

**Lemma 3.25.** Let \( S \) be a simplicial subset of \([n]\), let \( u \in S \) and let \( d = d(u) \geq 1 \). Let \( F = (f_v)_{v \in [u]} \) be a system of functions in \( L^\infty(A) \) with \( \|f_v\|_{L^d} = 0 \) and \( f_v = 1 \) for \( v \notin S \). Then \( \langle F \rangle_{U^n} = 0 \).

**Proof.** We argue by induction on \(|S| + d(u) - |u| \), starting with the case \(|S| + d(u) - |u| = 2 \). In this case note that we must have \(|S| = 2 \) (otherwise \( S = \{0^n\} \) and \( d = 0 \)), so \( S = \{0^n, v\} \) for some \( v \) of height 1, and the result then follows from the ergodicity axiom and the assumption that \( \|f_v\|_{L^1} = |\int_{\Omega} f_u \, d\lambda| = 0 \).

For \(|S| + d(u) - |u| > 2 \), we distinguish two cases: either there is some \( w \in S \) with \( w > u \), or \( u \) is maximal in \( S \).

In the first case, take \( w \) to be a maximal vertex in \( S \) with \( w > u \). Firstly, we can reduce \( f_w \) to a function that is \( \mathcal{F}_{d-1} \)-measurable. Indeed \( f_w = g_w + h_w \) where \( g_w := \mathbb{E}(f_w | \mathcal{F}_{d-1}) \) is \( \mathcal{F}_{d-1} \)-measurable, and \( h_w = f_w - g_w \) has zero \( U^d \)-seminorm by statement (ii) in Theorem 3.21 then the \( U^n \)-convolution with \( h_w \) is 0 by induction because \(|S| + d(w) - |w| < |S| + d(u) - |u| \) (since \(|w| > |u| \) and \( d(w) = d(u) \)). Hence we can assume that \( f_w \) is \( \mathcal{F}_{d-1} \)-measurable. Using Theorem 3.21 as in the proof of Lemma 3.23 (since \(|w| = d \), for any fixed \( \epsilon > 0 \) we can approximate \( f_w \circ p_v \) within \( \epsilon \) in \( L^2(\mu_{[n]}) \) by a sum of \( m_\epsilon \) rank 1 functions \( \prod_{v \in K(w)} g_{i,v} \circ p_v \), \( g_{i,v} \in L^\infty(\mathcal{F}_{d-1}) \) (where \( K(w) = \{v : v < w\} \)). Then we have \( \|\langle (f'_v)_v \rangle_{U^n} - \sum_{i \in [m_\epsilon]} \langle (f'_{i,v})_v \rangle_{U^n} \| \leq \epsilon \), where \( f'_{i,v} = f_v \) for \( v \in S \setminus K(w) \), \( f'_{i,v} = f_v g_{i,v} \) for \( v \in K(w) \), and \( f'_{i,v} = 1 \). For each \( i \in [m_\epsilon] \), note that in \( (f'_{i,v})_v \) the functions are non-trivial only for \( v \) in the simplicial set \( S \setminus \{w\} \), and note also that by (26) we still have \( \|f'_{i,v}\|_{U^d} = 0 \). Hence, by induction, we have \( \langle (f'_v)_v \rangle_{U^n} = 0 \). Since this holds for each \( i \) we deduce that \( \|\langle (f'_v)_v \rangle_{U^n} \| \leq \epsilon \), and since \( \epsilon \) was arbitrary, we are done in this first case.

In the second case we have \(|u| = d \). Let \( V(u) \) denote the \( d \)-dimensional face \( \{v \in [n] : v \leq u\} \), and let \( S' \) denote the simplicial set \( S \setminus \{u\} \). Since \( f_u \circ p_v \) is \( A^{[n]}_{S'} \)-measurable for every \( v \in S' \), we have \( \langle F \rangle_{U^n} = \mathbb{E}(\mathbb{E}(f_u \circ p_v | A^{[n]}_{S'}) \prod_{v \in S'} f_v \circ p_v) \). By Theorem 3.8 we have...
Let \( S' \perp_{\mu[\nu]} V(u) \). Since \( S' \cap V(u) = V(u) \setminus \{ u \} \), we have \( E(f_u \circ p_u | A^{[n]}_{\nu}(u)) = E(f_u \circ p_u | A^{[n]}_{\nu}(u)) \).

By Lemma 3.19 this expectation is \( E(f_u \circ p_u | A^{[n]}_{\nu}(u)) \wedge A^{[n]}_{\nu}(u) \), and by statement (i) in Theorem 3.21 this in turn is \( E(f_u \circ p_u | (F_{d-1})^{[n]}_{\nu}) = E(f_u | F_{d-1}) \circ p_u \). By statement (ii) in Theorem 3.21 the last expectation is 0, since \( \|f_u\|_{U^d} = 0 \). Thus we obtain that \( \langle F \rangle_{U^n} = 0 \) in this case as well.

For the following result we consider the notion of a \( U^n \)-convolution of a function \( F = (f_v) \) taken at a vertex \( r \neq 0^n \). By this we mean a function \( g \in L^{\infty}(A) \) satisfying \( \mu^{[n]} \)-almost everywhere \( g \circ p_r = E(\prod_{v \in [n]} f_r) \circ p_r \). We denote such a convolution by \( [F]_{U^n,r} \), to distinguish it from the original one \( [F]_{U^n} \) (which is taken at \( 0^n \)).

**Corollary 3.26.** Let \( S \) be a simplicial subset of \( [n] \) and let \( u, r \in S \), \( u \neq r \). Let \( K = [n] \setminus \{ r \} \) and let \( d = d(u) \). Let \( F = (f_v)_{v \in K} \) be a system of functions in \( L^{\infty}(A) \) such that \( \|f_u\|_{U^d} = 0 \) and \( f_v = 1 \) for \( v \in K \setminus S \). Then \( [F]_{U^n,r} \) is zero \( \lambda \)-almost everywhere.

**Proof.** We claim that the result is equivalent to Lemma 3.25. To see this, let \( F \) be the system supposed in the corollary, let \( f \) be any function in \( L^{\infty}(A) \), and let \( F' \) denote the system \( (f'_v)_{v \in [n]} \) with \( f'_v = f \) for \( v \neq r \) and \( f'_r = f \). Applying Lemma 3.25 to \( F' \) we obtain \( 0 = \langle F' \rangle_{U^n} = E(\Lambda(f) [F]_{U^n,r}) \). In particular letting \( f = [F]_{U^n,r} \) we deduce that \( \| [F]_{U^n,r} \|_{L^2} = 0 \), which implies the conclusion in the corollary. The opposite implication is also clear using that \( \langle F' \rangle_{U^n} = E(\Lambda(f) [F']_{U^n,r}) \).

Another consequence of Lemma 3.25 is the following useful fact about \( U^d \)-products.

**Corollary 3.27.** Let \( S \) be a simplicial subset of \( [n] \) of height at most \( d \), and let \( (f_v)_{v \in [n]} \) be a system of functions in \( L^{\infty}(A) \) such that \( f_v = 1 \) for \( v \in [n] \setminus S \). Let \( G = (g_v)_{v \in [n]} \) with \( g_v = E(f_v | F_{d-1}) \) for each \( v \). Then \( \langle F \rangle_{U^n} = \langle G \rangle_{U^n} \).

**Proof.** We decompose each \( f_v \) for \( v \in S \) as \( g_v + (f_v - g_v) \) where \( \|f_v - g_v\|_{U^d} = 0 \). By the multilinearity of \( \langle F \rangle_{U^n} \), this \( U^n \)-product expands as a sum of \( \langle G \rangle_{U^n} \) plus finitely many \( U^n \)-products, each involving a function with \( U^d \)-seminorm 0 at some \( v \in S \). By Lemma 3.25 every such \( U^n \)-product is 0, and the result follows.

We say that two vertices \( w_1, w_2 \in [n] \) are **neighbours** if they are neighbours in the graph of 1-faces on \( [n] \). The following third consequence of Lemma 3.25 gives a sufficient condition for a \( U^n \)-product to vanish. The condition can be more useful than asking for some function in the product to have zero \( U^n \)-seminorm.

**Lemma 3.28.** Let \( F = (f_v)_{v \in [d+1]} \) be a function system in \( L^{\infty}(A) \) such that for some neighbours \( w_1, w_2 \in [d+1] \) we have \( f_{w_1} \in L^{\infty}(F_{d-1}) \) and \( \|f_{w_2}\|_{U^d} = 0 \). Then \( \langle F \rangle_{U^{d+1}} = 0 \).

**Proof.** By the consistency axiom we can assume that \( w_1 = 1^{d+1} \). We have that \( \langle F \rangle_{U^{d+1}} = E(0^{d+1}| \int_v f_v \circ p_v) \). Using part (iii) of Theorem 3.21 as in previous proofs, we have that
this expectation is the limit of similar expectations but with $f_{1,d+1} \circ p_{1,d+1}$ replaced by a finite sum of bounded $(F_{d-1})_K^{[d+1]}$-measurable rank 1 functions, where $K$ is a $d$-corner of the form $K = \{v : v_0 \leq v < 1^{d+1}\}$ for some (any) $v_0$ of height 1. It therefore suffices to show that the expectation for each such rank 1 function is 0. For each such function
\[ \prod_{v \in K} g_v \circ p_v, \]
the corresponding expectation is of the form $E_{\mu^{[d+1]}}(\prod_{v \in [d+1]\setminus\{1^{d+1}\}} f'_v \circ p_v)$, where $f'_v = f_v$ for $v \notin K(1^{d+1})$ and $f'_v = f_v g_v$ otherwise, and where $\|f'_v\|_{U^d} = 0$ by (20). Applying Lemma 3.25 with $u = w_2$ and $S = \{d + 1\} \setminus \{1^{d+1}\}$, we obtain that the last expectation is 0, and the result follows. 

Lemma 3.29. Let $F = (f_v)_{v \in K_{d+1}}$ be a system of functions in $L^\infty(A)$, for each $v$ let $g_v = E(f_v|F_{d-1})$, and let $G = (g_v)_{v \in K_{d+1}}$. Then $[G]_{U^d} = \lambda E([F]_{U^d}|F_{d-1})$.

Proof. By Lemma 3.24 the function $[G]_{U^d}$ is $F_{d-1}$-measurable. Therefore it suffices to prove that for every $h \in L^\infty(F_{d-1})$ we have $E_{\lambda}(|[G]_{U^d}|h) = E_{\lambda}(|[F]_{U^d}|h)$. Let us decompose $f_v$ into $f_v = g_v + r_v$, for each $v \in K_{d+1}$, where $\|r_v\|_{U^d-1} = 0$. Let $F' = (f'_v)_{v \in [d+1]}$ be the function system with $f'_v = f_v$ if $v \neq 0^{d+1}$ and $f'_v = p_v$. By (22) we have $E([F']_{U^d}|h) = E(F'_{U^d})$. By multilinearity of the $U^d$-product, we can expand $E(F'_{U^d})$ into a sum of $2^{2^{d+1} - 1}$ different $U^d$-products, each of which involves one of $g_v$, $r_v$ for each $v \neq 0^{d+1}$ and $h$ at $v = 0^{d+1}$. By Lemma 3.28 we have that of all these $U^d$-products the only one that can be non-zero is the one involving $g_v$ for every $v \neq 0^{d+1}$. Indeed if there are both $r_v$ and $g_v$ factors, or if all factors are $r_v$, then we can find two neighbour vertices $w_1, w_2$, such that the function corresponding to $w_1$ is $g_{w_1}$ or $h$, and the function corresponding to $w_2$ is $r_{w_2}$, whence Lemma 3.28 implies that this $U^d$-product is 0. The only remaining term is equal to $E([G]_{U^d}|h)$, and the result follows.

We close this subsection with a result that is natural and is also useful in what follows.

Proposition 3.30. Let $((\Omega, A), \mu^{[n]})_{n \geq 0}$ be a cubic coupling. Then for each $d$ we have that $((\Omega, F_d, \lambda), \mu^{[n]})_{n \geq 0}$ is also a cubic coupling.

Proof. The first two axioms in Definition 3.1 clearly hold for the restriction of the measures $\mu^{[n]}$ to $F_d$, so it suffices to prove the conditional independence axiom, that is, to show that for the faces $A = [n] \times \{0\}$, $B = \{0\} \times [n]$ in $\mu^{[n+1]}$ we have $A \perp B$ in $F_d\mu^{[n+1]}$. Letting $F = A \cap B$, by Lemma 2.30 it suffices to prove that for every function $f \in L^\infty(F)$ we have $E(f|F) = E(f|F^A)$ and $L = [n+1] \leq d$. By an iterated application of statement (iii) in Theorem 3.21 we have $F_k|A^{n+1} = \mu^{[n+1]} F_k|A^{n+1}$ (indeed we can use the statement to generate each copy of $F_k$ at a vertex $v \in A \setminus Q$ by copies at vertices $w \leq v$ forming a copy of $K_d$, and thus we can eliminate the copy of $F_k$ at $v$). Similarly we have $F_k|B^{n+1} = \mu^{[n+1]} F_k|B^{n+1}$ and $F_k|F^{n+1} = \mu^{[n+1]} F_k|F^{n+1}$. Hence $f$ is $(F_k|A^{n+1})$-measurable and it suffices to show that $E(f|F|A^{n+1}) = E(f|F|F^{n+1})$. We have $E(f|F|A^{n+1}) = E(E(f|A^{n+1})|F) = E(E(f|A^{n+1})|F|B^{n+1})$ where the
last equality uses that \((A \cap Q) \perp (B \cap Q)\) in the original coupling \(\mu^{[n]}\) (by Theorem 3.8 noting that \(A \cap Q, B \cap Q\) are simplicial sets). Now \(\mathbb{E}(f|\mathcal{A}^{[n+1]}_{F \cap Q})\) is an \(L^2\) limit of finite sums of bounded \(\mathcal{A}^{[n+1]}_{F \cap Q}\)-measurable rank 1 functions. For each such function \(\prod_{v \in F \cap Q} g_v \circ p_v\), each factor \(g_v\) is the sum of the \(\mathcal{F}_d\)-measurable function \(\mathbb{E}(g_v|\mathcal{F}_d)\) with the function with zero \(U^{d+1}\)-seminorm \(g_v - \mathbb{E}(g_v|\mathcal{F}_d)\). Expanding the product, we write the rank 1 function as a sum of \(\mathcal{A}^{[n+1]}_{F \cap Q}\)-measurable rank 1 functions \(h_0, h_1, \ldots, h_m\), where \(h_0\) has all factors \(\mathcal{F}_d\)-measurable, and \(h_i\) has at least one factor of zero \(U^{d+1}\)-seminorm, for every \(i > 0\). We claim that for each \(i > 0\) we have \(\mathbb{E}(h_i|\mathcal{F}_d)^{[n+1]}_{F \cap Q} = 0\). This will follow if we show that each \(h_i\) is orthogonal to every bounded \((\mathcal{F}_d)^{[n+1]}_{B \cap Q}\)-measurable rank 1 function, since the latter functions are dense in \(L^2((\mathcal{F}_d)^{[n+1]}_{B \cap Q})\) (Lemma 2.2). To see the orthogonality, note that the inner product of \(h_i\) with any of these rank 1 function is a \(U^{n+1}\)-product in which, for some \(v\) in the simplicial set \(S = B \cap Q\) of height at most \(d\), we have \(\|f\|_{U^{d+1}} = 0\) (by (26)), so this \(U^{n+1}\)-product is zero by Lemma 3.25.

We deduce that \(\mathbb{E}(g_v|\mathcal{F}_d)^{[n+1]}_{B \cap Q} = \mathbb{E}(h_{i,0}|\mathcal{F}_d)^{[n+1]}_{B \cap Q} = h_{i,0}\), so this is indeed \((\mathcal{F}_d)^{[n+1]}_{F \cap Q}\)-measurable, as required.  

\[\boxdot\]

3.6. Topologization of cubic couplings.

Given a cubic coupling \((\Omega, (\mu^{[n]}), n \geq 0)\), the goal of this subsection is to define a compact topological space \(X\) associated with \(\Omega\) that is fine enough to capture all the information about the couplings \(\mu^{[n]}\) that is relevant for us. More precisely, the space \(X\) will be such that, letting \(\mathcal{B}\) denote the Borel \(\sigma\)-algebra on \(X\), there is a measurable map \(\gamma : \Omega \to X\), defined \(\lambda\)-almost everywhere, such that each coupling \(\mu^{[n]}\), \(n \geq 0\) is relatively independent over the factor corresponding to the \(\sigma\)-algebra \(\mathcal{F} = \gamma^{-1}(\mathcal{B})\) (recall Definitions 2.22 and 2.3).

We will obtain \(X\) by first introducing a sequence of measure space homomorphisms \(\gamma_i : \Omega \to X_i\) for increasingly finer topological spaces \(X_i\), \(i \in \mathbb{N}\), and then letting \(X\) be the inverse limit of the spaces \(X_i\). By “increasingly finer”, we mean that for every pair of natural numbers \(i \geq j\) there is a surjective continuous maps \(\pi_{i,j} : X_i \to X_j\), such that for every \(i \geq j \geq k\) we have \(\pi_{j,k} \circ \pi_{i,j} = \pi_{i,k}\) everywhere on \(X_i\), and we have \(\pi_{i,j} \circ \gamma_i = \gamma_j\) \(\lambda\)-almost-surely on \(\Omega\).

Recall from Definition 2.46 the notion of localization of a coupling. To use the tools related to that notion, in this subsection we assume that \(\Omega\) is a Borel probability space.

**Definition 3.31** (Topological factors of a Borel cubic coupling). Let \(\Omega = (\Omega, \mathcal{A}, \lambda)\) be a Borel probability space, and let \((\Omega, (\mu^{[n]}), n \geq 0)\) be a cubic coupling. For each \(k \geq 0\), let \(\gamma_k : \Omega \to \text{Cg}(\Omega, K_{k+1})\) be (a version of) the \(\{0^{k+1}\}\)-localization of \(\mu^{[k+1]}\). We define the topological space \(X_k = \text{Supp}(\lambda \circ \gamma_k^{-1}) \subseteq \text{Cg}(\Omega, K_{k+1})\). For each \(n \geq 0\) we define the set of \(n\)-cubes on \(X_k\), denoted by \(C^n(X_k)\), to be the set \(\text{Supp} (\mu^{[n]} \circ (\gamma_k^{[n]}))^{-1}\).
Thus $X_k$ is a closed subspace of $\mathcal{C}g(\Omega, K_{k+1})$, so it follows from Proposition \textup{2.21} that $X_k$ is a compact Polish space. Let us add the following justification of the above definition, motivated by the fact that $\gamma_k$ is defined only up to a change on a $\lambda$-null set.

**Lemma 3.32.** In Definition \textup{3.31} the space $X_k$ is well-defined and we can assume that $\gamma_k(\Omega) \subset X_k$. Thus we also have $C^n(X_k) \subset X_k^{[n]}$.

Clearly $\gamma_k(\Omega)$ is then a subset of $X_k$ of $(\lambda \circ \gamma_k^{-1})$-measure 1. Note also that $X_k$ is then the closure of $\gamma_k(\Omega)$.

**Proof.** To see that $X_k$ is well-defined, note that since $\gamma_k$ is Borel measurable we can use the fact that if a Borel function $g : \Omega \to \mathcal{C}g(\Omega, K_{k+1})$ satisfies $g = \lambda \circ \gamma_k$ then $\text{Supp}(\lambda \circ \gamma_k^{-1}) = \text{Supp}(\lambda \circ g^{-1})$ (this fact follows from the definitions). Hence it suffices to show that $\gamma_k$ can be redefined on some $\lambda$-null set so that $\gamma_k(\Omega) \subset X_k$. By definition of the support, the complement of $X_k$ is a $\lambda \circ \gamma_k^{-1}$-null set, which means that the complement of $\gamma_k^{-1}(X_k)$ is a $\lambda$-null set, so we can redefine $\gamma_k$ as desired simply by re-assigning the same single value in $X_k$ to every $\omega \in \Omega$ that was mapped outside $X_k$ by $\gamma_k$. \hfill $\square$

In Section \textup{4}, we prove that for each $k$ the space $X_k$ equipped with the cube sets $C^n(X_k)$ is a compact $k$-step nilspace.

A useful fact about the spaces $X_k$ is that certain properties that hold almost-surely on $\Omega$ can be translated into properties that hold everywhere on $X_k$. Such translations will be achieved mostly using the following lemma.

**Lemma 3.33.** Let $\mathcal{P}$ be a closed subset of $\mathcal{C}g(\Omega, K_{n+1})$, and suppose that $\mathcal{P} \cap X_n$ has probability 1 in $X_n$ (relative to the regular Borel measure $\lambda \circ \gamma_n^{-1}$ on $X_n$). Then $X_n \subset \mathcal{P}$.

**Proof.** The set $X_n \setminus \mathcal{P}$ is open in the relative topology on $X_n$, and by assumption we have $\lambda \circ \gamma_n^{-1}(X_n \setminus \mathcal{P}) = 0$. But $\lambda \circ \gamma_n^{-1}$ is strictly positive, so $X_n \setminus \mathcal{P}$ must be empty. \hfill $\square$

**Remark 3.34.** As a first use of Lemma \textup{3.33} let us show that every coupling $\nu \in X_k$ has the following symmetries: for every automorphism $\theta \in \text{Aut}([k + 1])$ that fixes $0^{k+1}$, we have $\nu_0 = \nu$. Indeed, for any such $\theta$ the set $\mathcal{P} = \{ \nu \in \mathcal{C}g(\Omega, K_{k+1}) : \nu_0 = \nu \}$ is closed (using that $\nu \mapsto \nu_0$ is continuous, and the closed graph theorem). Moreover, the consistency axiom implies that $\mu_\theta^{[k+1]} = \mu^{[k+1]}$, and since the disintegration $(\mu_x^{[k+1]})_x$ yielding the $0^{k+1}$-localization is unique up to a $\lambda$-null set, we have $(\mu_x^{[k+1]})_x = \mu_x^{[k+1]}$ for $\lambda$-almost every $x$, so $\lambda \circ \gamma_k^{-1}(X_k \cap \mathcal{P}) = 1$, so the symmetry follows by Lemma \textup{3.33}.

Let us now describe the projection maps $X_i \to X_j$ for $i \geq j$. Recall the notion of subcoupling along an injection (Definition \textup{2.26}).

**Definition 3.35** (Projections between topological factors). We define the projection $\pi_{i,j} : X_i \to X_j$ as follows. For every coupling $\mu \in X_i$ we set $\pi_{i,j}(\mu) = \mu_\tau$, where $\tau : K_{j+1} \to K_{i+1}$, $v \mapsto w$ with $w(n) = v(n)$ for $n \in [j + 1]$ and $w(n) = 0$ otherwise.
Remark 3.36. By the symmetries of $\mu$ pointed out in Remark 3.34, the subcoupling $\mu_\tau$ in Definition 3.35 is equal to $\mu_{\theta \circ \tau}$ for every other $\theta \in \text{Aut}(\llbracket i + 1 \rrbracket)$ fixing $0^{i+1}$. In particular, for every other injective morphism $\tau' : K_{j+1} \to K_{i+1}$ with image corner rooted at $0^{i+1}$, we have $\mu_{\tau'} = \mu_\tau$.

Remark 3.37. Since $\pi_{i,j} \circ \gamma_i$ is a $\{0^{i+1}\}$-localization of $\mu^{j+1}$, arguing as in Remark 3.34 using the uniqueness of disintegration, we obtain that $\pi_{i,j} \circ \gamma_i = \gamma_j$ holds almost everywhere on $\Omega$. Since there are countably many such equations, the set $E = \{\omega \in \Omega : \pi_{i,j} \circ \gamma_i(\omega) \neq \gamma_j(\omega) \text{ for some } i,j\}$ is $\lambda$-null. Fixing some sequence $(x_i \in X_i)_{i \in \mathbb{N}}$ with $\pi_{i,j}(x_i) = x_j$ for all $i,j$, and changing for each $\omega \in E$, $i \in \mathbb{N}$ the value $\gamma_i(\omega)$ to $x_i$, we conclude that we can actually ensure also the following convenient property for the system of maps $\gamma_i, \pi_{i,j}$:

$$\text{for all } i > j \text{ and every } \omega \in \Omega, \text{ we have } \pi_{i,j} \circ \gamma_i(\omega) = \gamma_j(\omega).$$

(30)

Lemma 3.38. Each map $\pi_{i,j} : X_i \to X_j$ is a continuous map that preserves cubes.

Proof. To see that $\pi_{i,j}$ is continuous, let $(\mu_n)_{n \in \mathbb{N}}$ be a sequence converging to $\mu$ in $X_i$. Then for every system $F = (f_v)_{v \in K_{i+1}}$ of bounded measurable functions we can extend $F$ to a system $F' = (f'_v)_{v \in K_{i+1}}$ (letting for instance $f'_w = f_v$ for $w = \tau(v) \in \tau(K_{j+1})$ and $f'_v = 1$ otherwise, where $\tau$ is the map in Definition 3.35), and since $\xi(F', \mu_n) \to \xi(F', \mu)$, we have $\xi(F, \pi_{i,j}(\mu_n)) \to \xi(F, \pi_{i,j}(\mu))$, whence continuity follows. To see that $\pi_{i,j}$ preserves cubes, we have to show that for every $c \in C^n(X_i)$ we have $\pi_{i,j} (\circ c \in C^n(X_j)$. Fix any open set $U \ni \pi_{i,j} \circ c$. By continuity the preimage $(\pi_{i,j})^{-1}(U)$ is open, and it contains $c$. Then by (30) we have $\mu^{[n]} \circ (\gamma_i^{[n]})^{-1} \circ (\pi_{i,j}^{[n]})^{-1}(U) = \mu^{[n]} \circ (\gamma_j^{[n]})^{-1}(U)$, and the left side here is positive since $c \in C^n(X_j)$. We have thus shown that every open neighbourhood of $\pi_{i,j} \circ c$ has positive measure $\mu^{[n]} \circ (\gamma_j^{[n]})^{-1}$, so $\pi_{i,j} \circ c \in C^n(X_j)$ as required. \hfill $\square$

In several cases it would suffice to have that property (30) holds just almost-surely, rather than pointwise. The following pointwise property, however, is crucial.

Corollary 3.39. For all $i \geq j \geq k$ we have $\pi_{j,k} \circ \pi_{i,j}(x) = \pi_{i,k}(x)$ for every $x \in X_i$.

Proof. The uniqueness almost-surely of disintegrations implies that $\pi_{j,k} \circ \pi_{i,j} = \pi_{i,k}$ holds $\lambda \circ \gamma_i^{-1}$-almost-surely on $X_i$. The continuity of the projection maps implies that this equality holds on a closed set in $X_i$. The result then follows by Lemma 3.33. \hfill $\square$

We can now define the space $X$ announced above.

Definition 3.40. We define $X$ to be the inverse limit of the inverse system of compact polish spaces $(\pi_{i,j} : X_i \to X_j)_{i \geq j}$. Thus, letting $\tilde{X}$ denote the product space $\prod_{i=1}^{\infty} X_i$, we have $X = \{(x_i)_{i \in \mathbb{N}} \in \tilde{X} : \pi_{i,j}(x_i) = x_j \text{ for all } i \geq j\}$. The $i$-th coordinate map $X \to X_i$ defines a surjective map, which we denote by $\pi_i$. Let $\gamma : \Omega \to \tilde{X}$ denote the measurable map $\omega \mapsto (\gamma_i(\omega))_{i \in \mathbb{N}}$. By (30) we have $\gamma(\Omega) \subseteq X$. We equip $X$ with the Borel probability
measure \( \lambda \circ \gamma^{-1} \). We define the set of \( n \)-cubes on \( X \), denoted by \( C^n(X) \), by declaring that an element \( c \in X^{[n]} \) is in \( C^n(X) \) if and only if for every \( k \in \mathbb{N} \) we have \( \pi_k \circ c \in C^n(X_k) \).

The space \( \tilde{X} \) is compact by Tychonoff’s theorem, and \( X \) is a closed subset of \( \tilde{X} \). It follows that \( X \) is a compact Polish space. Note that for each \( x \in X \) the element \( \pi_i(x) \in X_i \) is a coupling in \( Cg(\Omega, K_{i+1}) \). We usually refer to such couplings as corner couplings.

We describe the \( \sigma \)-algebra generated by \( \gamma_k \) in terms of the Fourier \( \sigma \)-algebra \( \mathcal{F}_k \).

Lemma 3.41. Let \( k \in \mathbb{N} \), and let \( \mathcal{B}_k \) be the Borel \( \sigma \)-algebra on \( X_k \). Then \( \gamma_k^{-1}(\mathcal{B}_k) =_{\lambda} \mathcal{F}_k \).

Proof. To prove that \( \gamma_k^{-1}(\mathcal{B}_k) \supset_{\lambda} \mathcal{F}_k \) it suffices to show that every \( U^{k+1} \)-convolution is in \( L^\infty(\gamma_k^{-1}(\mathcal{B}_k)) \). Let \( F = (f_v)_{v \in K_{k+1}} \) be a system of functions in \( L^\infty(\Omega) \). Recall from the paragraph after Definition 3.14 that, since \( \Omega \) is a Borel probability space, for \( \lambda \)-almost every \( x \), letting \( \nu \) denote the coupling \( \gamma_k(x) \), we have \( [F]_{U^{k+1}}(x) = \int_{\Omega^{K_{k+1}}} \prod_{v \in K_{k+1}} f_v \circ \nu_v \, d\nu \). Thus, recalling the function \( \xi(\cdot, F) \) on \( Cg(\Omega, K_{k+1}) \) from Definition 2.20, we have

\[
[F]_{U^{k+1}} =_{\lambda} \xi(\cdot, F) \circ \gamma_k.
\]

Since \( \xi(\cdot, F) \) is continuous (by definition of \( Cg(\Omega, K_{k+1}) \)), we have \( [F]_{U^{k+1}} \in L^\infty(\gamma_k^{-1}(\mathcal{B}_k)) \) as required. To see the inclusion \( \gamma_k^{-1}(\mathcal{B}_k) \subset_{\lambda} \mathcal{F}_k \), note that since every open set \( V \subset X_k \) can be written as a countable union of finite intersections of sets of the form \( \xi(\cdot, F)^{-1}(U) \) (the union can be countable since \( X_k \) is a Lindelöf space), for \( U \) open in \( \mathbb{C} \), it follows by (31) that \( \gamma_k^{-1}(V) \) is in \( \mathcal{F}_k \) up to a \( \lambda \)-null set, and the inclusion follows. \( \square \)

The following lemma explains why it suffices to study the factor \( \gamma : \Omega \to X \) in order to describe the structure of the cubic coupling \( \Omega \).

Lemma 3.42. For every \( n \in \mathbb{N} \), and every \( m \geq n - 1 \), the coupling \( \mu^{[n]} \) is relatively independent over the factor \( \gamma_m^{-1}(\mathcal{B}_m) \). In particular \( \mu^{[n]} \) is relatively independent over the factor generated by \( \gamma : \Omega \to X \).

This lemma can be viewed as a measure-theoretic analogue of a fact concerning nilspaces, namely that for a nilspace \( X \) and any factor \( X_m \) with \( m \geq n - 1 \), if \( c \) is an \( n \)-cube on \( X_{n-1} \) then any lift of \( c \) to a map \([n] \to X_m \) is also a cube on \( X_m \) (see [10, Remark 3.2.12]).

Proof. By Definition 2.23 Lemma 3.11 and the fact that the functions \( F \mapsto \xi(\mu^{[n]}, F) \) are \( U^n \)-products, it suffices to show that for every system \( F = (f_v)_{v \in [n]} \) of functions in \( L^\infty(A) \) we have \( \langle F \rangle_{U^n} = \langle (\mathbb{E}(f_v|\mathcal{F}_m))_{v} \rangle_{U^n} \). This follows by first decomposing each \( f_v \) as \( f_v + (\mathbb{E}(f_v|\mathcal{F}_m) - f_v) \) (note that \( \|f_v - \mathbb{E}(f_v|\mathcal{F}_m)\|_{U^{m+1}} = 0 \), then expanding \( \langle F \rangle_{U^n} \) into \( \langle (\mathbb{E}(f_v|\mathcal{F}_m))_{v} \rangle_{U^n} \) plus other \( U^n \)-products in each of which some function has zero \( U^{m+1} \)-seminorm, and then using (23), (24) to see that each such product vanishes. This proves the first sentence in the lemma; the second sentence follows by definition of \( \gamma \). \( \square \)
3.7. Continuous $U^n$-convolutions.

Recall from Definition 3.14 that a $U^n$-convolution $[F]_{U^n}$ is a function in $L^\infty(\Omega)$ that is defined up to a change on a null set. We now introduce a “perfected version” of $[F]_{U^n}$ which is a continuous function on $X$.

**Definition 3.43.** Let $F = (f_v)_{v \in K_n}$ be a system of functions in $L^\infty(\Omega)$. We denote by $[F]_{U^n}^*$ the function $X \to \mathbb{C}$, $x \mapsto \int_{\Omega \times K_n} f_v \circ p_v \, d\nu$, for the coupling $\nu = \pi_{n-1}(x)$.

Recalling the function $\xi(\cdot, F)$ from Definition 2.20 we deduce the following result immediately from the definitions.

**Lemma 3.44.** Let $F = (f_v)_{v \in K_n}$ be a system of functions in $L^\infty(\Omega)$. Then we have $[F]_{U^n}^* = \xi(\cdot, F) \circ \pi_{n-1}$. In particular $[F]_{U^n}$ is continuous.

The following lemma is also straightforward.

**Lemma 3.45.** Let $F = (f_v)_{v \in K_n}$ with $f_v \in L^\infty(\Omega)$ for all $v$. Then $[F]_{U^n} = \lambda \cdot [F]_{U^n}^* \circ \gamma$.

**Proof.** We have $[F]_{U^n} = \lambda \cdot \xi(\cdot, F) \circ \gamma_{n-1}$, by definition of $\gamma_{n-1}$ and the paragraph after Definition 3.14. By Definition 3.40 we have $\gamma_{n-1} = \pi_{n-1} \circ \gamma$. Hence we have $\lambda$-almost surely $[F]_{U^n} = \lambda \cdot \xi(\cdot, F) \circ \gamma_{n-1} = \xi(\cdot, F) \circ \pi_{n-1} \circ \gamma = [F]_{U^n}^* \circ \gamma$. □

**Lemma 3.46.** Let $F = (f_v)_{v \in K_n}$ be a system of functions in $L^\infty(\Omega)$. If $[F]_{U^n} = \lambda \cdot 0$, then $[F]_{U^n}^*(x) = 0$ holds for every $x \in X$.

**Proof.** We use again that $[F]_{U^n} = \lambda \cdot \xi(\cdot, F) \circ \gamma_{n-1}$. The assumption then implies that $X_{n-1} \cap \text{supp} (\xi(\cdot, F))$ is a $\lambda \circ \gamma_{n-1}^{-1}$-null open subset of $X_{n-1}$. By Lemma 3.33 this set is empty. Hence, for every $x \in X$ we have $[F]_{U^n}^*(x) = \xi(\pi_{n-1}(x), F) = 0$. □

3.8. Topological nilspace factors of $X$.

In this subsection $X$ denotes the compact Polish space associated with a given Borel cubic coupling, and $\pi_k : X \to X_k$, $k \in \mathbb{N}$, denote the associated projections (see Definition 3.40).

Recall from [10] that every compact $k$-step nilspace $Y_k$ can be viewed as a $k$-fold compact abelian bundle with structure groups $Z_1, \ldots, Z_k$ being compact abelian groups [11, Definition 2.1.8 and Proposition 2.1.9], with factors $Y_1$, $Y_2$, $\ldots$, $Y_{k-1}$, and with continuous nilspace factor maps $Y_k \to Y_i$ (these are the canonical projections the definition of which may be recalled from [10, Lemma 3.2.10]). We can equip $Y_k$ with a unique Borel probability measure satisfying certain natural invariance properties, which we call the Haar measure on $Y_k$ (see [11, Proposition 2.2.5]), and similarly every cube set $C^n(Y_k)$ and every rooted cube set $C^n_x(Y_k)$ can be equipped with a Haar measure, since these sets are also equipped with compact-abelian-bundle structures (see [11, Lemma 2.2.17]).

Our main goal in this subsection is to prove the following result.
Theorem 3.47. Let \( x \in X \), and let \( n, k \in \mathbb{N} \). Suppose that the cubespace \( X_k \) from Definition 3.31 is a \( k \)-step compact nilspace, and that for every \( j \in [k - 1] \) the map \( \pi_{k,j} : X_k \to X_j \) is equal to the nilspace factor map \( X_k \to X_j \). Then the image of the coupling \( \pi_{n-1}^{-1}(x) \in \mathcal{C}g(\Omega, K_n) \) under \( \gamma_k^{K_n} \) is the Haar measure on \( \mathcal{C}^{\pi_{k,x}(x)}(X_k) \).

To motivate this result, let us record straightaway the following important consequence, which tells us that the continuous \( U^n \)-convolutions on \( X \) are functions that factor not just through \( X_{n-1} \) (this being given immediately by Definition 3.9 and Lemma 3.11), but also through spaces \( X_k \) with \( k < n - 1 \). This will play a key role in the proof of the structure theorem in the next section (see for instance Lemma 4.22).

Corollary 3.48. Suppose that \( X_k \) together with the cube sets from Definition 3.31 is a compact \( k \)-step nilspace, and let \( F = (f_v)_{v \in K_n} \) be a system of functions in \( L^\infty(\Omega, \mathcal{F}_k, \lambda) \).
Then there is a continuous function \( f : X_k \to \mathbb{C} \) such that \( [F]_{\mathcal{U}^n} = f \circ \pi_k \).

Proof. For each \( x \) in \( X \) we have by definition \( [F]_{\mathcal{U}^n}(x) = \int_{\Omega \times K_n} \prod_v f_v \circ p_v \, d\nu \) where \( \nu \) is the coupling \( \pi_{n-1}(x) \in \mathcal{C}G(\Omega, K_n) \). Since each \( f_v \) is \( \mathcal{F}_k \)-measurable, by Lemmas 2.17 and 3.11 it follows that there is a Borel measurable function \( g_v : X_k \to \mathbb{C} \) such that \( f_v = \chi \circ g_v \circ \gamma_k \). Let \( f : X_k \to \mathbb{C} \), \( y \mapsto \int \mathcal{C}^{\pi_{k}(x)}(X_k) \prod_v g_v \circ p_v \, d\nu_y \) where \( \nu_y \) is the Haar measure on the rooted cube set \( \mathcal{C}^{\pi_{k}(x)}(X_k) \). By Theorem 3.47 we then have \([F]_{\mathcal{U}^n}(x) = f(\pi_k(x))\).

To see the continuity of \( f \), note that by combining Lusin’s theorem applied to each \( g_v \) with the multilinearity of \([g_v]_{v \in K_n} \mapsto \int \mathcal{C}^{\pi_{k}(x)}(X_k) \prod_v g_v \circ p_v \, d\nu_y \) we obtain that \( f \) can be approximated arbitrarily closely in the supremum norm by functions of the form \( f' : y \mapsto \int \mathcal{C}^{\pi_{k}(x)}(X_k) \prod_v g'_v \circ p_v \, d\nu_y \) where each \( g'_v \) is continuous. Each such function \( f' \) is continuous by [11, Lemma 2.2.17], and the continuity of \( f \) follows.

For the proof of Theorem 3.47 we use the following concepts from nilspace theory.

Definition 3.49. Let \( Y \) be a \( k \)-step compact nilspace, let \( Z_k \) be the \( k \)-th structure group of \( Y \), and let \( \chi \) be a character in \( \hat{\mathcal{Z}}_k \). We denote by \( W(\chi, Y) \) the Hilbert space of functions \( f \in L^2(Y) \) that satisfy \( f(x + z) = f(x)\chi(z) \) for every \( x \in Y \) and \( z \in Z_k \).

These Hilbert spaces were already used in [16, Definition 2.8]. Similar concepts are also used concerning nilmanifolds (e.g. the concept of a nilcharacter from [29, Definition 6.1]).

Lemma 3.50. Let \( Y \) be a \( k \)-step compact nilspace and let \( \chi \in \hat{\mathcal{Z}}_k \). Then there exists \( \phi \in W(\chi, Y) \) such that \( |\phi(x)| = 1 \) for all \( x \in Y \). Furthermore, for every \( f \in W(\chi, Y) \) we have \( f(x) = \phi(x)h \circ \pi_{k-1}(x) \) where \( h \) is the function in \( L^2(Y_{k-1}) \) such that \( h \circ \pi_{k-1} = f\bar{\phi} \).

Proof. By [11, Lemma 2.4.5] there exists a Borel measurable map \( s : Y_{k-1} \to Y \) satisfying \( \pi_{k-1} \circ s(y) = y \) for every \( y \in Y_{k-1} \). The function \( \phi(x) = \chi(x - s \circ \pi_{k-1}(x)) \) has modulus 1 everywhere and is in \( W(\chi, Y) \). Furthermore, for each \( f \in W(\chi, Y) \) we have \( f\bar{\phi}(x + z) = f\bar{\phi}(x) \) for every \( x \in Y, z \in Z_k \), so we have indeed \( f\bar{\phi} = h \circ \pi_{k-1} \) for some \( h \in L^2(Y_{k-1}) \). \( \square \)
Recall from [10, (2.9)] that the degree-$k$ nilspace structure on an abelian group $Z$ is denoted by $D_k(Z)$ and defined by declaring its cube sets to be as follows:

$$C^n(D_k(Z)) = \{c : [n] \to Z \mid \text{for every face map } \phi : [k+1] \to [n], \sigma_{k+1}(c \circ \phi) = 0\},$$

where $\sigma_{k+1}(c \circ \phi) = \sum_{v \in [k+1]} (-1)^{|v|} c \circ \phi(v)$. For the purpose of the following result it is convenient to define $D_k(Z)$ for $k < 0$ to be $\{0_Z\}$ with $C^n(D_k(Z)) = \{0_Z\}^{|n|}$.

**Lemma 3.51.** Let $n$ a non-negative integer, let $k \in \mathbb{Z}$, let $Z$ be a compact abelian group and let $\eta : [n] \to \hat{Z}$, $v \mapsto \eta_v$. Then the character $\prod_{v \in [n]} C^{|v|}\eta_v \circ p_v$ on $Z^{|n|}$ annihilates the subgroup $C^n(D_k(Z))$ if and only if $\eta \in C^n(D_{n-k-1}(\hat{Z}))$.

**Proof.** First note that for each fixed $n$ the equivalence holds clearly if $k \geq n$ (for then $C^n(D_k(Z)) = Z^{|n|}$ so $\eta$ must indeed be the 0-map), and it also holds trivially if $k < 0$. Hence we can suppose that $k$ and $n - k - 1$ are both non-negative.

We first prove the backward implication, arguing by induction on $n$. For $n = 0$ the statement is trivial. For $n > 0$, we suppose that $\eta \in C^n(D_{n-k-1}(\hat{Z}))$, and we have to show that for every $c \in C^n(D_k(Z))$ we have $\prod_{v \in [n]} C^{|v|}\eta_v(c(v)) = 1$. Let $F$ denote the face $\{(v,0) : v \in [n-1]\}$ and let $w = (0,\ldots,0,1) \in [n]$. Then the last product equals $\prod_{v \in F} C^{|v|}(\eta_v \overline{\eta_{v+w}}(c(v))) \prod_{v \in F} C^{|v|}(\eta_{v+w}(c(v) - c(v+w)))$. The function $v \mapsto \eta_v \overline{\eta_{v+w}}$ is in $C^{n-1}(D_{n-k-2}(\hat{Z}))$, so by induction the product on the left above equals 1 (the assumption in the lemma is satisfied for this product with indices $n-1,k$). The function $v \mapsto \eta_{v+w}$ is in $C^{n-1}(D_{n-k-1}(\hat{Z}))$, and the function $v \mapsto c(v) - c(v+w)$ is in $C^n(D_k(Z))$, so the product on the right above equals 1 as well (the conditions hold with indices $n-1,k-1$).

To see the forward implication, suppose that $\eta \notin C^n(D_{n-k-1}(\hat{Z}))$, so there is some $(n-k)$-face $F$ such that $\prod_{v \in F} C^{|v|}\eta_v$ is not the principal character in $\hat{Z}$, and so there exists $z \in Z$ such that $\prod_{v \in F} C^{|v|}\eta_v(z) \neq 1$. Let $c$ be the map $[n] \to Z$ defined by $c(v) = z$ for $v \in F$ and $c(v) = 0$ otherwise. Every $(k+1)$-face in $[n]$ has intersection with $F$ of dimension at least 1, whence $c \in C^n(D_k(Z))$. By construction we have $\prod_{v \in F} C^{|v|}\eta_v(c(v)) \neq 1$, so the character $\prod_{v \in [n]} C^{|v|}\eta_v \circ p_v$ does not annihilate $C^n(D_k(Z))$, as required.

We record a consequence of Lemma 3.51 concerning annihilators of rooted cube sets. We denote by $C_0^n(D_k(Z))$ the cube set $\{c \in C^n(D_k(Z)) : c(0^n) = 0_Z\}$.

**Corollary 3.52.** Let $n$ a non-negative integer, let $k \in \mathbb{Z}$, let $Z$ be a compact abelian group and let $\eta : K_n \to \hat{Z}$, $v \mapsto \eta_v$. Then the character $\prod_{v \in K_n} C^{|v|}\eta_v \circ p_v$ on $Z^{|n|}$ annihilates $C_0^n(D_k(Z))$ if and only if $\eta \in \text{hom}(K_n,D_{n-k-1}(\hat{Z}))$.

**Proof.** We extend $\eta$ to a map $\tilde{\eta}$ on $[n]$ by setting $\tilde{\eta}_w = \prod_{v \in K_n} C^{|v|}\eta_v \in \hat{Z}$.

For the backward implication, by Lemma 3.51 it suffices to prove that the assumption $\eta \in \text{hom}(K_n,D_{n-k-1}(\hat{Z}))$ implies that $\tilde{\eta} \in C^n(D_{n-k-1}(\hat{Z}))$. If $k < 0$ or $k \geq n$ then this is clear. Suppose then that $0 \leq k \leq n - 1$ and let $F$ be an $(n-k)$-face in $[n]$. If $F \subset K_n$
then we have by our assumption that $\prod_{v \in F} C^{v|n}_v \eta_v$ is the principal character $1 \in \hat{\mathbb{Z}}$. If $0^n \in F$ then note that $\prod_{v \in [n] \setminus F} C^{v|n}_v \eta_v = 1$ since $[n] \setminus F$ is a disjoint union of $(n-k)$-faces not containing $0^n$, and then we have $\prod_{v \in F} C^{v|n}_v \tilde{\eta}_v = \prod_{v \in [n]} C^{v|n}_v \tilde{\eta}_v \prod_{v \in [n] \setminus F} C^{v|n+1}_v \eta_v = 1$. This proves that $\tilde{\eta} \in C^n(D_{n-k-1}(\hat{\mathbb{Z}}))$ as required.

To see the forward implication, note that if $\eta \notin \text{hom}(K_n, D_{n-k-1}(\hat{\mathbb{Z}}))$ then $\tilde{\eta} \notin C^n(D_{n-k-1}(\hat{\mathbb{Z}}))$ so by Lemma 3.51 there is $c \in C^n(D_k(\mathbb{Z}))$ such that $\prod_{v \in [n]} C^{v|n}_v \tilde{\eta}_v(c(v)) \neq 1$. Let $z = c(0^n)$, let $c'$ be the cube in $C^n(D_k(\mathbb{Z}))$ with constant value $z$, and note that $\prod_{v \in [n]} C^{v|n}_v \tilde{\eta}_v(c'(v)) = 1$. Then $c'' := c - c' \in C^n_0(D_k(\mathbb{Z}))$ and $\prod_{v \in K_n} C^{v|n}_v \eta_v(c''(v)) = \prod_{v \in [n]} C^{v|n}_v \tilde{\eta}_v(c(v)) \neq 1$, so $\prod_{v \in K_n} C^{v|n}_v \eta_v \circ p_v$ does not annihilate $C^n_0(D_k(\mathbb{Z}))$. \hfill $\square$

From this corollary we deduce the following two facts about functions in modules $W(\chi, X_k)$, which we shall use in the proof of Theorem 3.47.

**Lemma 3.53.** Let $Y$ be a $k$-step nilspace. Let $\eta : K_n \to \hat{\mathbb{Z}}_k$, $v \mapsto \eta_v$ and for each $v \in K_n$ let $\phi_v$ be a function of modulus 1 in $W(\eta_v, Y)$. If $\eta \in \text{hom}(K_n, D_{n-k-1}(\hat{\mathbb{Z}}_k))$, then on every rooted cube set $C^n_\pi(Y)$ the function $\prod_{v \in K_n} C^{v|n}_v \phi_v \circ p_v$ factors through $\pi^{[n]}_{k-1}$.

Here $\pi_{k-1}$ denotes the nilspace factor map $Y \to Y_{k-1}$ [10]. Lemma 3.2.10).

**Proof.** By nilspace theory $C^n_\pi(Y)$ is a compact abelian bundle over $C^n_{\pi_{k-1}}(Y_{k-1})$ with a principal homogeneous space of the compact abelian group $C^n_0(D_k(\mathbb{Z}_k))$ (see [11], Lemma 2.1.10]). The result then follows clearly from Corollary 3.52. \hfill $\square$

**Lemma 3.54.** Let $Y$ be a $k$-step nilspace, let $\chi \in \hat{\mathbb{Z}}_k$, and let $\phi$ be an element of modulus 1 in $W(\chi, Y)$. Then the function $C^{k+1}(\phi \circ p_{k+1}) : C^{k+1}(Y) \to \mathbb{C}$ is equal to a function of the form $g \cdot \prod_{v \in [k+1] \setminus [k+1]} C^{v|n}(\phi \circ p_v)$, where $g$ factors through $\pi^{[k+1]}_{k-1}$.

**Proof.** By nilspace theory $C^{k+1}(Y)$ is a compact abelian bundle over $C^{k+1}(Y_{k-1})$ with fiber a principal homogeneous space of $C^{k+1}(D_k(\mathbb{Z}_k))$. It then follows by Lemma 3.51 that the function $g = \prod_{v \in [k+1]} C^{v|n} \phi \circ p_v$ on $C^{k+1}(X_k)$ factors through $\pi^{[k+1]}_{k-1}$. Since $|\phi|$ is equal to 1 everywhere we clearly have $C^{k+1}(\phi \circ p_{k+1}) = g \cdot \prod_{v \notin [k+1]} C^{v|n}(\phi \circ p_v)$. \hfill $\square$

The following lemma is purely about the $(k-1)$-step setting.

**Lemma 3.55.** Let $n > k$, suppose that the space $(X_{k-1}, (C^n(X_{k-1}))_{n \geq 0})$ from Definition 3.31 is a $(k-1)$-step compact nilspace and that for every $x \in X$ the image of the measure $\pi_{n-1}(x)$ under $\gamma_{k-1}^{K_n}$ is the Haar measure on $C^n_{\pi_{k-1}}(X_{k-1})$. Then for every $x \in X$,

$$
(F_{k-1})^{K_n}_{K_{n-\leq k}} = \pi_{n-1}(x) \cdot (F_{k-1})^{K_n}_{K_{n-\leq k}}.
$$

**Proof.** It suffices to check the statement for nilspaces, since the assumptions imply that everything factors through $\gamma_{k-1}$. Thus we just have to prove that if $\nu$ is the Haar measure on the rooted cube set $C^n_{\pi_{k-1}}(X_{k-1})$ then $(B_{k-1})^{K_n}_{K_{n-\leq k}} \subset \nu (B_{k-1})^{K_n}_{K_{n-\leq k}}$ (the opposite inclusion is clear). On the $(k-1)$-step nilspace $X_{k-1}$ we have unique completion for $k$-corners,
and this implies the result. To see this implication, recall from nilspace theory that the unique completion function is continuous, hence Borel measurable. This implies the fact that for every \( k \)-face \( F \subset K_n \), letting \( v \) be the highest vertex in \( F \), we have that \( (B_{k-1})_{B_v}^{K_n} \) is generated by \( (B_{k-1})_{w \in F, w < v}^{K_n} \). Indeed, letting \( f \) denote the corner-completion function, this fact is a consequence of the following general result. Let \( S \subset A \times B \) be the graph of a continuous function \( f : A \to B \) containing the support of \( \mu \). Let \( Y \subset B \) be a Borel set. We claim that \( \{(A \times Y) \Delta (f^{-1}(Y) \times B)\} \cap S = \emptyset \). Indeed, if a point \((a, b)\) is in \( S \) and \( f^{-1}(Y) \times B \), then \( a \in f^{-1}(Y) \), so \((a, b)\) \( \in f^{-1}(Y) \times B \). Similarly if \((a, b)\) is in \( S \) and \( f^{-1}(Y) \times B \), then \( b = f(a) \in Y \), so \((a, b)\) \( \in A \times Y \). Having proved our claim, it follows that \( \mu\left(\{(A \times Y) \Delta (f^{-1}(Y) \times B)\} \cap S\right) = 0 \). But this proves that \( A \times Y \) is (up to a \( \mu \)-null set) in the \( \sigma \)-algebra generated by Borel sets of the form \( f^{-1}(Y) \times B \). To obtain the desired fact we apply this general result with \( A = X_{k-1} \) (with vertices identified with the \( w \in F \) with \( w < v \)), and \( B = X_{k-1} \).

Now, applying the above fact iteratively for a sequence of vertices \( v \) of decreasing height, we complete the proof of the desired inclusion \((B_{k-1})_{B_v}^{K_n} \subset (B_{k-1})_{B_{v'}}^{K_n} \). \( \square \)

We can now prove the main result of this section.

**Proof of Theorem 3.47.** We assume by induction that the result holds for \( k - 1 \) (note that for \( k = 0 \) the result is trivial).

Let \( Q_k \) denote the rooted cube set \( C_{\pi_k(x)}^n(X_k) \), let \( \nu_k \) denote the Haar measure on \( Q_k \), and let \( \mu \) denote the coupling \( \pi_{n-1}(x) \). Now \( \mu \circ (\gamma_k^{K_n})^{-1} \) and \( \nu_k \) are both Borel probability measures on the compact Polish space \( Q_k \). Hence, by the Riesz representation theorem (see \cite[Corollary 7.10.5]{7}), to establish the desired equality \( \nu_k = \mu \circ (\gamma_k^{K_n})^{-1} \) it suffices to prove that for every continuous function \( g : Q_k \to \mathbb{C} \) we have \( \int_{Q_k} g \, d\nu_k = \int_{\Omega_{K_n}} g \circ \gamma_k^{K_n} \, d\mu \).

Observe also that it suffices to prove this under the additional assumption that \( X_k \) is a compact nilspace of finite rank. Indeed, by \cite[Theorem 2.7.3]{11} the nilspace \( X_k \) is a strict inverse limit of an inverse system \( \{\varphi_{ij} : X_{k,i} \to X_{k,j}\}_{i \geq j} \) of compact nilspaces \( X_{k,i} \) of finite rank, where the maps \( \varphi_{ij} \) are continuous fibre-surjective nilspace morphisms (in particular they preserve the Haar measures \cite[Corollary 2.2.7]{11}). Letting \( \varphi_i : X_k \to X_{k,i}, i \in \mathbb{N} \) be the projections, it follows by the Stone-Weierstrass theorem that any given function \( g \) as above can be approximated arbitrarily closely in the supremum norm by functions of the form \( g' \circ \varphi_i^{K_n} : X_k \to \mathbb{C} \) for some \( i \in \mathbb{N} \) and some continuous \( g' : C_{\varphi_{ij} \circ \pi_k(x)}^n(X_{k,i}) \to \mathbb{C} \). Hence it suffices to prove that \( \int_{Q_k} g' \, d\nu_{k,i} = \int_{\Omega_{K_n}} g' \circ (\varphi_i \circ \gamma_k^{K_n}) \, d\mu \) for any such function \( g' \), where \( Q_{k,i} = C_{\varphi_{ij} \circ \pi_k(x)}^n(X_{k,i}) \) and \( \nu_{k,i} \) is the Haar measure on \( Q_{k,i} \). Note that for the Borel \( \sigma \)-algebra \( B_{k,i} \) on \( X_{k,i} \) we have \( \{\varphi_i \circ \gamma_k^{K_n} = (B_{k,i}) \subset \chi F_k \) by Lemma 3.41. Thus, we shall assume from now on in this proof that \( X_k \) has finite rank.

Let \( C = \{f : X_k \to \mathbb{C} \text{ continuous} \mid f \in W(\chi, X_k) \text{ for some } \chi \in \widehat{Z_k}\} \), and let \( R \) denote the set of rank 1 continuous functions on \( Q_k \) of the form \( \prod_{v \in K_n} C^{(v)} f_v \circ p_v \) where
functions $f_v \in C$ for each $v \in K_n$. Observe that $R$ is closed under pointwise multiplication, vanishes nowhere, and separates the points of $Q_k$. The separation property can be seen as follows: if $x, y \in X_k$ are distinct, then either $\pi_{k-1}(x) \neq \pi_{k-1}(y)$, in which case the separation property can be deduced by induction on $k$ from that on $X_{k-1}$; or $\pi_{k-1}(x) = \pi_{k-1}(y)$, in which case there is a character $\chi \in \hat{Z}_k$ such that $\chi(x - y) \neq 1$, and we can then obtain a continuous function $f \in W(\chi, X_k)$ separating $x, y$ using that there is a neighbourhood of $x$ homeomorphic to $U \times Z_k$ for some open neighbourhood of $\pi_{k-1}(x)$ (this follows from the local triviality of the $Z_k$-bundle $X_k$ over $X_{k-1}$, which follows from $X_k$ having finite rank \[11\] Lemma 2.5.3). We can therefore apply the Stone-Weierstrass theorem to conclude that every continuous function $g$ as above is a limit in the supremum norm of a sequence of finite sums of functions in $R$. This implies that it suffices to prove the above desired equality of integrals for functions $g \in R$. Combining this with Lemma \[3.51\] applied to each factor of such a function $g$, we deduce that it suffices to prove the following fact: for every function $\eta : K_n \to \hat{Z}_k$, $v \mapsto \eta_v$ and every choice of functions $\phi_v$ of modulus 1 in $W(\eta_v, X_k)$ and $\alpha_v \in L^\infty(\pi_{k-1}^{-1}(B_{k-1}^{-1}))$, $v \in K_n$, we have

$$\int_{Q_k} \prod_{v \in K_n} C^{|v|}(\alpha_v \phi_v) \circ p_v \, d\nu_k = \int_{\Omega K_n} \left( \prod_{v \in K_n} C^{|v|}(\alpha_v \phi_v) \circ p_v \right) \circ \gamma^K_n \, d\mu. \quad (33)$$

We distinguish two cases, according to whether $\eta$ is in $\text{hom}(K_n, D_{n-1}(\hat{Z}_k))$ or not.

If $\eta \notin \text{hom}(K_n, D_{n-1}(\hat{Z}_k))$, then we have by nilspace theory that the left side of (33) is 0. Indeed, it follows from the construction of the Haar measure $\nu_k$ that this integral can be evaluated by first integrating over the $k$-th fibre of the bundle $Q_k$ (see \[11\] (2.3)), which amounts to integrating the character $\prod_{v \in K_n} C^{|v|}(\alpha_v \phi_v) \circ p_v$ over $C^m_0(D_k(Z_k))$. By Corollary \[3.52\] this character does not annihilate this group, so the integral vanishes. Therefore, we just have to show that the right side of (33) vanishes as well. To this end we first note that, by applying Lemma \[3.54\] recursively, we may assume that in $\prod_{v \in K_n} C^{|v|}(\alpha_v \phi_v) \circ p_v$ we have $\phi_v = 1$ for $|v| > k$. Indeed, if there remains some $v$ with $|v| > k$ and $\phi_v \neq 1$ then we may take $v$ to have $|v|$ maximal with this property and then we apply Lemma \[3.54\] to replace $C^{k+1}(\phi_v \circ p_v)$ in the product by an appropriate alternating product of maps $\phi_v \circ p_w$ over vertices $w$ forming a $(k+1)$-corner under $v$. Note that if $|v| = k+1$ then this produces factors corresponding to the vertex $0^n$, but these cause no problem for the argument since they come out of the integral on the right side of (33) as constant factors (products of constants of the form $\phi_v(\pi_k(x))$). Note also that every such step of the process may modify the function $\eta$, but it conserves the property that $\eta \notin \text{hom}(K_n, D_{n-1}(\hat{Z}_k))$. Now the other part of the product, namely $\left( \prod_{v \in K_n} C^{|v|}(\alpha_v \circ p_v) \right) \circ \gamma^K_n$, is $(\mathcal{F}_{k-1})_{K_n}$-measurable, so by Lemma \[3.55\] it is in fact $(\mathcal{F}_{k-1})_{K_n}$-$\mu$-measurable. This product is therefore a limit in $L^1(\mu)$ of finite sums of rank 1 functions of the form $\left( \prod_{v \in K_n \leq k} C^{|v'|}(\alpha'_v \circ p_v) \right) \circ \gamma^K_n$ where $\alpha'_v = 1$ for
|v| > k. Consequently, it suffices to prove that the right side of (33) is 0 under the additional assumption that \( \alpha_v \phi_v = 1 \) for |v| > k. Since \( \eta \not\in \text{hom}(K_n, D_{n-k-1}(\widehat{Z}_k)) \), there is \( v \) with |v| ≤ k such that \( \eta_v \neq 1 \). Since \( \alpha_v \circ \gamma_k \in L^\infty(F_{k-1}) \), we have \( E((\alpha_v \phi_v) \circ \gamma_k | F_{k-1}) = (\alpha_v \circ \gamma_k) E(\phi_v | F_{k-1}) \), and by nilspace theory this is 0 (indeed it follows from [11] (2.3)) that \( E(\phi_v | F_{k-1}) \) can be evaluated at \( x \in X_k \) as the integral of \( \phi_v \) over the \( Z_k \)-orbit containing \( x \), and this integral is 0 since it amounts to integrating \( \eta_v \) over \( Z_k \). Hence by statement (ii) of Theorem 3.21 we have \( \| \alpha_v \phi_v \|_{U^k} = 0 \). By Corollary 3.20 combined with Lemma 3.36 we conclude that the right side of (33) is indeed 0.

If \( \eta \in \text{hom}(K_n, D_{n-k-1}(\widehat{Z}_k)) \), then by Lemma 3.53 the function \( \prod_{v \in K_n} C^{|v|}(\alpha_v \phi_v) \circ p_v \) factors through \( \pi^n_{k,k-1} \), so there is \( g : X^n_{k-1} \to \mathbb{C} \) such that \( \prod_{v \in K_n} C^{|v|}(\alpha_v \phi_v) \circ p_v = g \circ \pi^n_{k,k-1} \). The desired equality (33) becomes \( \int_{Q_{k-1}} g \circ \pi^n_{k,k-1} \, d\mu_k = \int_{Q_{k-1}} g \circ \pi^n_{k,k-1} \circ \gamma_k \, d\mu_k \), which is equivalent to \( \int_{Q_{k-1}} g \, d\nu_{k-1} = \int_{Q_{k-1}} g \circ \gamma_k \, d\mu_k \), where \( \nu_{k-1} \) is the Haar measure on \( Q_{k-1} = \pi^n_{k,k-1}(Q_k) \). The latter equality of integrals holds by induction on \( k \).

Another consequence of Theorem 3.17 worth recording is the following, which tells us that the map \( \gamma_k \) carries each measure \( \mu^{[n]} \) to the Haar measure on \( C^n(X_k) \). This measure-preserving property is important for the structure theorem in Section 4.

**Corollary 3.56.** Suppose that the space \( (X_k, (C^n(X_k))_{n \geq 0}) \) from Definition 3.37 is a compact k-step nilspace, and that for every \( j \in [k-1] \) the map \( \pi_k : X_k \to X_j \) is equal to the nilspace factor map \( X_k \to X_j \). Then for each \( n \in \mathbb{N} \) the measure \( \mu^{[n]} \circ (\gamma_k^{[n]})^{-1} \) is the Haar measure on \( C^n(X_k) \).

To prove this we use the following lemma, which is also used several times in the next section. Recall from Definition 2.26 the notation \( \nu_\phi \) for subcouplings along injective maps.

**Lemma 3.57.** For every corner coupling \( \pi_n(x) \in Cg(\Omega, K_{n+1}) \) and every m-face map \( \phi : [m] \to [n+1] \) with image included in \( K_{n+1} \), the subcoupling \( \pi_n(x)_{\phi} \) is \( \mu^{[m]} \).

**Proof.** Let \( \nu = \pi_n(x) \). First we claim that the conclusion holds for almost every coupling in the disintegration of \( \mu^{[n+1]} \) relative to \( p_{\Omega^m} \). To see this, recall from Corollary 3.10 that the face \( F = \phi([m]) \) is a local set in \( \mu^{[n]} \), which implies (recall Definition 2.40) that the \( \sigma \)-algebras \( A_F^{[n+1]} \) and \( A_{\Omega^m}^{[n+1]} \) are independent in \( \mu^{[n]} \). Our claim now follows from Lemma 2.40 since this gives us that for \( \lambda \)-almost every \( \omega \in \Omega \), the subcoupling of \( \mu^{[n+1]}(\omega) \) along \( \phi \) is equal to \( \mu_\omega^{[n+1]}(\phi) \), and this in turn is \( \mu^{[m]} \) by the face consistency axiom in Definition 3.33.

Finally, let us deduce from our claim that the result holds for every \( \pi_n(x) \). By Lemma 2.40 the set of couplings in \( Cg(\Omega, K_{n+1}) \) satisfying the conclusion of the lemma is closed, and then by Lemma 3.33 it follows that all couplings \( \pi_n(x) \) satisfy this conclusion.

**Proof of Corollary 3.50.** Let \( F \) be an \( n \)-face of \( [n+1] \) with \( F \subset K_{n+1} \), let \( \mu \in Cg(\Omega, K_{n+1}) \) be an element of \( X_n \), consider the image measure \( \nu = \mu \circ (\gamma_k^{[n+1]})^{-1} \) on \( X_k^{[n+1]} \), and let...
\( \phi_F : [n] \to [n+1] \) be a morphism with image \( F \). Note that the measure \( \mu^{[n]} \circ (\gamma_k^{[n]})^{-1} \) in the lemma is equal to the subcoupling \( \nu_{\phi_F} \). Indeed \( \nu_{\phi_F} \) is equal to \( \mu_{\phi_F} \circ (\gamma_k^{[n]})^{-1} \), and by Lemma 3.57 we have \( \mu_{\phi_F} = \mu^{[n]} \). By Theorem 3.47 the measure \( \nu \) is the Haar measure on \( C^\infty_{\pi_k}(X_k) \). Now one can use nilspace theory to show that \( \nu_{\phi_F} \) is the Haar measure on \( C^n(X_k) \) as required. Indeed, this follows from \([11]\) Lemma 2.2.14 applied with \( P = [n+1], \ P_1 = \{0^{n+1}\}, \ P_2 = F, \ f : 0^{n+1} \mapsto \mu \), using the fact that \( P_1, P_2 \) form a good pair (as per the terminology from \([9]\) or \([11]\) Definition 2.2.13). To see this fact, note that if \( c : F \to D_k(Z) \) is a cube (identifying \( F \) with \([n-1] \)) and \( w \) is the unique vertex in \( F \) with \( |w| = 1 \), then the map \( c' \) defined by \( c'(v) = c(v) \) for \( v \in F \) and \( c'(v) = c(v+w) - c(w) \) otherwise, satisfies \( c'(0^{n+1}) = 0 \), and we also have \( c' \in C^{n+1}(D_k(Z)) \) by \([10]\) Lemma 3.3.37. \( \square \)

4. The structure theorem for cubic couplings

In this section we establish the main result of this paper, Theorem 1.1 which we restate here in slightly more precise form.

**Theorem 4.1.** Let \( (\Omega, (\mu^{[n]})_{n \geq 0}) \) be a cubic coupling. Then there is a compact nilspace \( X \) and a measure-preserving map \( \gamma : \Omega \to X \) such that for each \( n \in \mathbb{N} \) the map \( \gamma^{[n]} \) is measure-preserving \( (\Omega^{[n]}, \mu^{[n]}) \to (X^{[n]}, \mu^{C^n(X)}) \). Furthermore, for each \( n \) the coupling \( \mu^{[n]} \) is relatively independent over the factor generated by \( \gamma^{[n]} \).

Here the factor generated by \( \gamma^{[n]} \) is just \( \mu^{[n]} \circ (\gamma^{[n]})^{-1} \) on \( X^{[n]} \). As we shall see, one can take the space \( X \) and the map \( \gamma \) to be those given in Definition 3.40. More precisely, what we shall prove in this section is the following result.

**Theorem 4.2.** Let \( (\Omega, (\mu^{[n]})_{n \geq 0}) \) be a cubic coupling. For each \( k \in \mathbb{N} \), let \( \gamma_k, X_k \) and \( C^n(X_k) \) be as given in Definition 3.31. Then \( X_k \) is a \( k \)-step compact nilspace for every \( k \), and for each \( n \geq 0 \) the image of \( \mu^{[n]} \) under \( \gamma_k^{[n]} \) is the Haar measure on \( C^n(X_k) \). Moreover \( \mu^{[k+1]} \) is relatively independent over its factor induced by \( \gamma_k^{[k+1]} \).

The last sentence here can be rephrased as saying that \( X_k \) is the characteristic factor for \( \| \cdot \|_{U^{k+1}} \) (in the usual sense, namely that the factor satisfies [33] Lemma 4.3). This rephrasing follows by Lemma 3.41 and Theorem 3.21 (ii). Thus, Theorem 4.2 tells us that the characteristic factor for the \( U^{k+1} \)-seminorm on \( \Omega \) is a compact \( k \)-step nilspace.

**Remark 4.3.** Given Theorem 4.2 we can deduce that Theorem 1.1 holds with the space \( X \) and map \( \gamma : \Omega \to X \) from Definition 3.40.

In Section 5 we use Theorem 4.2 to study measure-preserving actions of nilpotent filtered groups. To explain this, let us recall the definition of a filtered group.
Definition 4.4. A filtration on a group $G$ is a decreasing sequence $G_* = (G_i)_{i=0}^\infty$ of subgroups $G \geq G_0 \geq G_1 \geq \cdots$ such that $[G_i, G_j] \subset G_{i+j}$ for all $i, j \geq 0$. We then call $(G, G_*)$ a filtered group. If $G_i = \{ \text{id}_G \}$ for some $i$, then the degree of the filtration, denoted by $\deg(G_i)$, is the least integer $k$ such that $G_{k+1} = \{ \text{id}_G \}$. We then say that $(G, G_*)$ is a filtered group of degree $k$.

Recall that for each $n \geq 0$ a filtered group $(G, G_*)$ can be equipped with the group of $n$-cubes, or Host-Kra cubes of dimension $n$, which we denote by $C^n(G_*)$ (we recall this definition in more detail in Section 5; see also [10, §2.2.1]).

The above-mentioned use of Theorem 4.2 in Section 5 goes via the following result. This result describes the structure of a cubic coupling when it is equipped with a measure-preserving action by a filtered group. Recall from [11, §2.9] the notion of the group of (continuous) translations on $X_k$, group denoted by $\Theta(X_k)$, which is naturally equipped with a filtration of subgroups denoted by $\Theta_i(X_k)$, $i \geq 0$.

Theorem 4.5. Let $(\Omega, (\mu[\Omega])_{n \geq 0})$ be a cubic coupling. Let $(G, G_*)$ be a filtered group such that $C^n(G_*)$ acts on $(\Omega[\Omega], \mu[\Omega])$ by measure-preserving transformations for each $n \geq 0$. Let $X_k$, $\gamma_k$ be the nilspace and map from Theorem 4.2. Then $\gamma_k$ induces a filtered-group homomorphism $\hat{\gamma}_k : G \to \Theta(X_k)$ such that for every $g \in G$ we have $\gamma_k \circ g =_\lambda \hat{\gamma}_k(g) \circ \gamma_k$.

This result tells us that, given such a group action on the cubic coupling, the map $\gamma_k$ from Theorem 4.2 is also a factor map in the sense of ergodic theory (see for example [8, Definition 1.7]).

Proof. First we define how $\hat{\gamma}_k(g)$ acts on $Cg(\Omega, K_{k+1})$ for each $g \in G$: for every $x \in Cg(\Omega, K_{k+1})$, we define $\hat{\gamma}_k(g)(x) \in Cg(\Omega, K_{k+1})$ as the image of the measure $x$ under $g^{K_{k+1}}$, that is $\hat{\gamma}_k(g) : x \mapsto g^{K_{k+1}}(x)$. It is clear from the measure-preserving property of $g$ that $\hat{\gamma}_k(g)(x) \in Cg(\Omega, K_{k+1})$. Moreover, the map $\hat{\gamma}_k(g)$ is continuous, by Lemma 2.37.

Now we show that the commutativity claimed in the theorem holds, namely that for $\lambda$-almost every $\omega \in \Omega$ we have $g^{K_{k+1}}(\gamma_k(\omega)) = \gamma_k(g \cdot \omega)$. Recall that by definition $\gamma_k$ is a disintegration of $\mu^{K_{[k+1]}}$ relative to $p_{0k+1}$. The map $\omega \mapsto g^{K_{k+1}}(\gamma_k(g^{-1}\omega))$ is also a disintegration of $\mu^{K_{[k+1]}}$ relative to $p_{0k+1}$, indeed it is clearly a disintegration of $g^{[k+1]}(\mu^{[k+1]})$, and this measure is equal to $\mu^{[k+1]}$. Then, by uniqueness of disintegrations, we have $g^{K_{k+1}}(\gamma_k(g^{-1} \cdot \omega)) = \gamma_k(\omega)$ for $\lambda$-almost every $\omega$, and the commutativity follows.

We now show that if $x \in X_k$ then $\hat{\gamma}_k(g)(x) \in X_k$. By Lemma 3.32 we know that $X_k$ is the closure of $\gamma_k(\Omega)$. It follows from this, and the almost-sure commutativity above, that if $x \in X_k$ then there is a sequence $(\omega_i)_{i \in \mathbb{N}}$ in $\Omega$ such that $\gamma_k(\omega_i) \to x$ in $Cg(\Omega, K_{k+1})$ as $i \to \infty$ and for each $\omega_i$ we have $\hat{\gamma}_k(g)(\gamma_k(\omega_i)) = \gamma_k(g \cdot \omega_i) \in X_k$. Now, by continuity of $\hat{\gamma}_k(g)$ and the closure of $X_k$, we have $\hat{\gamma}_k(g)(x) = \lim_{i \to \infty} \hat{\gamma}_k(g)(\gamma_k(\omega_i)) \in X_k$.

\footnote{By $[G_i, G_j]$ we mean the subgroup of $G$ generated by the commutators $[g, h] = g^{-1}h^{-1}gh$, $g \in G_i$, $h \in G_j$.}
Finally, we show that \( \hat{\gamma}_k \) is a filtered-group homomorphism \((G, G_\bullet) \to \Theta(X_k)\), i.e., that \( \hat{\gamma}_k \) is a homomorphism \( G_i \to \Theta_i(X_k) \) for each \( i \). From the definition and continuity of each map \( \hat{\gamma}_k \), we see that \( \hat{\gamma}_k \) is a homomorphism from \( G \) into the group of homeomorphisms of \( X_k \). We prove that \( \hat{\gamma}_k(g) \in \Theta_i(X_k) \) for every \( g \in G_i \). By definition of \( \Theta_i(X_k) \) (recall Definition 3.2.27)), this means proving that for every \( i \)-codimensional face \( F \subset [n] \), the map \( \hat{\gamma}_k(g)F \) preserves \( C^n(X_k) \). By assumption \( gF \) preserves the measure \( \mu^{[n]} \), so by the above commutativity \( \hat{\gamma}_k(g)F \) preserves \( \mu^{[n]} \circ (\gamma_k^{[n]})^{-1} \). Thus \( \hat{\gamma}_k(g)F \) is a homeomorphism preserving \( \mu^{[n]} \circ (\gamma_k^{[n]})^{-1} \), so it maps the set \( \text{Supp}(\mu^{[n]} \circ (\gamma_k^{[n]})^{-1}) = C^n(X_k) \) to itself. \( \square \)

To prove that \( X \) with its cubic structure is a nilspace we need the following result.

**Lemma 4.6.** If \( i \geq j \) are natural numbers then \( X_j \) is the \( j \)-step factor of \( X_i \) and \( \pi_{i,j} \): \( X_i \to X_j \) is the corresponding nilspace factor map. In particular \( \pi_{i,j} \) is a cubespaces morphism.

This lemma will be obtained as a consequence of the inductive argument proving Theorem 4.2. From now on in this section we assume that both Theorem 4.2 and Lemma 4.6 are true for the factors \( X_i \) for every \( 0 \leq i \leq k-1 \). Our goal is to show that Theorem 4.2 holds with \( \gamma_k \) the map from Definition 3.31 and that Lemma 4.6 holds for \( i = k \).

### 4.1. Verifying the ergodicity and composition axioms.

We now check the first two nilspace axioms for \( X_k \).

**Lemma 4.7.** The space \( X_k \) together with the cube sets from Definition 3.31 satisfy the composition and ergodicity axioms.

**Proof.** To check the composition axiom, let \( \phi : [m] \to [n] \) be a morphism. We have to show that for every \( c \in \text{Supp}(\mu^{[m]} \circ (\gamma_k^{[m]})^{-1}) \) we have \( c \circ \phi \in \text{Supp}(\mu^{[n]} \circ (\gamma_k^{[n]})^{-1}) \).

Suppose first that \( \phi \) is injective. Let \( V = \phi([m]) \), let \( \psi : \Omega^{[m]} \to \Omega^V \) be the bijection that relabels each coordinate \( \omega_v \) to \( \omega_{\phi(v)} \), and let \( \xi : X_k^{[m]} \to X_k^{[V]} \) be the similar bijection. By the consistency axiom in Definition 3.1, we have \( \mu^{[m]} = \mu^{[n]} \circ (\xi)^{-1} \circ \psi \), and \( \psi \circ (\gamma_k^{[m]})^{-1} = (\gamma_k^{[V]})^{-1} \circ \xi \), whence \( \text{Supp}(\mu^{[m]} \circ (\gamma_k^{[m]})^{-1}) = \text{Supp}(\mu^{[n]} \circ (\gamma_k^{[V]})^{-1}) \).

Hence it suffices to show that \( p_V(c) \in \text{Supp}(\mu_{V}^{[n]} \circ (\gamma_k^{[V]})^{-1}) \). Fix any open set \( U \supseteq p_V(c) \). Then, since \( \mu_{V}^{[n]} \circ (\gamma_k^{[V]})^{-1} \) is the image of \( \mu^{[n]} \circ (\gamma_k^{[n]})^{-1} \) under \( p_V \), and the latter map is continuous (so that \( p_{V^{-1}}(U) \) is an open set containing \( c \)), we have \( \mu_{V}^{[n]} \circ (\gamma_k^{[V]})^{-1}(U) > 0 \), so \( p_V(c) \) is indeed in \( \text{Supp}(\mu_{V}^{[n]} \circ (\gamma_k^{[V]})^{-1}) \).

For the case where \( \phi \) is not injective, we first claim that if \( c \in C^{n-1}(X_k) \) then the map obtained by copying \( c \) on two opposite faces of \([n] \) is also a cube. More precisely, letting \( \phi : [n] \mapsto [n-1] \) be the morphism \( v \mapsto v|_{n-1} \), we have \( c \circ \phi \in X_k^{[n-1]} \). This claim follows from Lemma 2.70 applied with \( \Omega = C^{n-1}(X_k) \), provided the fact that the measure \( \mu^{[n]} \circ (\gamma_k^{[n]})^{-1} \) on \( C^n(X_k) \) is an idempotent coupling of two copies of the measure \( \mu^{[n-1]} \circ (\gamma_k^{[n-1]})^{-1} \) on \( C^{n-1}(X_k) \). To see this fact, note that by Proposition 3.30 the coupling
\(\mu^{[n]}\) restricted to \(\mathcal{F}_k\) is idempotent, and then Lemma 3.41 implies that \(\mu^{[n]} \circ (\gamma_k^{[n]})^{-1}\) inherits this idempotence (this is checked in a straightforward way from Definition 2.57 using (3) to relate the case of this definition for \(\mathcal{F}_k\mid_\mu^{[n]}\) to the case for \(\mu^{[n]} \circ (\gamma_k^{[n]})^{-1}\)). This proves our claim. This claim combined with the consistency axiom for automorphisms implies that the composition axiom holds whenever \(\phi: [[n]] \to [[n-1]]\) is a projection along a single coordinate. The composition axiom for general morphisms now follows by noting that any such map is a composition of coordinate projections with an injective morphism.

The ergodicity axiom follows readily from the fact that the support of the product measure \((\lambda \circ \gamma_k^{-1}) \times (\lambda \circ \gamma_k^{-1})\) is the Cartesian square of \(\text{Supp}(\lambda \circ \gamma_k^{-1}) = X_k\). □

4.2. Complete dependence of corner couplings.

**Definition 4.8.** Let \(\Omega = (\Omega, \mathcal{A}, \lambda)\) be a probability space. A coupling \(\mu \in \mathcal{Cg}(\Omega, S)\) is said to be completely dependent if for every \(v \in S\) we have \(A^S_v \subset \mu A^S_{S \setminus \{v\}}\).

In this subsection we prove the following result towards Theorem 4.1. (Recall Definition 2.22 for the notion of a factor coupling.)

**Proposition 4.9.** Let \(x \in X\) and \(k \in \mathbb{N}\). The factor coupling of \(\pi_k(x) \in \mathcal{Cg}(\Omega, K_{k+1})\) corresponding to \(\mathcal{F}_k\) is completely dependent.

This proposition can be viewed as a measure-theoretic analogue of the following property of \(k\)-step nilspaces, which is a consequence of the uniqueness of completion of \((k+1)\)-corners: let \(Y\) be a \(k\)-step nilspace and for any fixed \(y \in Y\) consider the rooted cube set \(C^{k+1}_y(Y)\); then for every cube \(c\) in this set, for every \(u \in K_{k+1}\) the value \(c(u)\) is determined by the other values \(c(v), v \in K_{k+1} \setminus \{u\}\) (since the remaining value \(c(0^{k+1}) = y\) is fixed). In fact, using this property, one can see that the Haar measure on \(C^{k+1}_y(Y)\) is a completely dependent coupling in \(\mathcal{Cg}(Y, K_{k+1})\); this is precisely what Proposition 4.9 says in this case.

Recall that the height of a simplicial set \(S \subset [[n]]\) is \(\max_{u \in S} |u|\), and that the degree \(d(u)\) of an element \(u \in S\) is the greatest height of an element \(v \in S\) with \(v \geq u\). An element \(u \in S\) is maximal in \(S\) if \(|u| = d(u)\).

To prove Proposition 4.9 from now on in this subsection we assume that the complete dependence in question holds for the factor \(\mathcal{F}_d\mid_{\pi_d(x)}\) for each \(d \leq k - 1\), and we establish the case \(d = k\) by induction. To this end we use the following result.

**Lemma 4.10.** Let \(x \in X\), let \(n \in \mathbb{N}\), and let \(\mu\) be the coupling \(\pi_{n-1}(x) \in \mathcal{Cg}(\Omega, K_n)\). Let \(S_1, S_2 \subset [[n]]\) be simplicial sets such that \(S_1\) has height at most \(k\), let \(w \in S_2 \setminus S_1\), and let us define the following \(\sigma\)-algebras on \(\Omega^{K_n}\): \(D_1 = (\mathcal{F}_k)^{K_n}|_{(S_1 \cup S_2)\setminus \{0^n, w\}}, \ D_2 = (\mathcal{F}_k)^{K_n}_{S_2\setminus \{0^n, w\}}\). If \((\mathcal{F}_k)^{K_n}_w \subset \mu D_1\), then \((\mathcal{F}_k)^{K_n}_w \subset \mu D_2\).

Thus, if we want to cover \((\mathcal{F}_k)^{K_n}_w\) by a join of \(\sigma\)-algebras \((\mathcal{F}_k)^{K_n}_v, v \in K_n \setminus \{w\}\), then a simplicial set \(S_1\) of height at most \(k\) not containing \(w\) is always superfluous.
Proof. We argue by induction on \(|S_1 \setminus S_2|\), and we assume that \(S_1 \not\subset S_2\) (otherwise the result is trivial). Let \(u \in S_1 \setminus S_2\) be a maximal element, and let \(d = d(u) = |u| \leq k\). Note that \(u\) is also maximal in \(S_1\). Indeed, for every \(v \in S_1\) dominating \(u\) we have \(v \in S_1 \setminus S_2\), since \(S_2\) is simplicial, so \(u = v\) by maximality in \(S_1 \setminus S_2\).

Let \(S'_1 = S_1 \setminus \{u\}\) and define the \(\sigma\)-algebra \(D'_1 = (F_k)_{S'_1 (S_1 \cup S_2)} \cup (\{0^u, w\}) = (F_k)_{S'_1 (S_1 \setminus S_2)} \cup (\{0^u, w\})\). Since \(S'_1\) is still a simplicial set of height at most \(k\), it suffices to prove that

\[
(F_k)_{S'_1} \subset \mu D'_1, \tag{34}
\]

for then by induction on \(|S_1 \setminus S_2|\) we would have \((F_k)_{S_1} \subset \mu D_2\), as required.

To prove (34), we shall use the \(\sigma\)-algebra \(D_3 = (F_k)_{S_1 (S_1 \setminus S_2)} \cup (\{0^u, w\}) = (F_k)_{S_1 \setminus S_2} \cup (\{0^u, w\})\). Note that \(D'_1 \subset D_3\). The key fact that we shall use is that \((F_k)_{\{0^u, w\}} \subset \mu D_3\). By Lemma 2.12 this fact follows if we show that for every bounded \((F_k)_{\{0^u, w\}}\)-measurable function \(f \circ p_u\) such that \(\mathbb{E}_\mu(f \circ p_u)(F_k)_{\{0^u, w\}} \mu D_3 = 0\), we also have \(\mathbb{E}_\mu(f \circ p_u | D_3) = 0\). To show this, it suffices to prove that \(\|f\|_{U^d} = 0\). Indeed, if the latter equation holds then, for any bounded \(D_3\)-measurable rank 1 function \(h = \prod_{v \in (S_1 \setminus S_2)} g_v \circ p_v\), applying Corollary 3.26 with \(S = S_1 \cup S_2\), \(r = 0^u\), and \(F\) the system with \(f_v = 1\) for \(v \in K_n \setminus S\), with \(f_v = g_v\) for \(v \in S \setminus \{0^u, u\}\), and \(s_u = f\), we have that the convolution \([F]_{\{0^u, w\}}\) vanishes \(\lambda\)-almost-surely, so by Lemma 3.35 we have \([F]_{\{0^u, w\}}(x) = 0\), which means that \(\mathbb{E}_\mu((f \circ p_u) h) = 0\), so \(f \circ p_u\) is orthogonal in \(\mu\) to every such rank 1 function \(h\), whence indeed \(\mathbb{E}_\mu(f \circ p_u | D_3) = 0\).

To show that \(\|f\|_{U^d} = 0\), we use the induction hypothesis. From this hypothesis we deduce that \((F_k)_{\{0^u, w\}} \subset \mu (F_k)_{\{0^u, w\}} \setminus \{v \neq u\}\) (the deduction uses the fact that, by Definition 3.35 and Remark 3.36, the subcoupling \(\mu_{\{v : 0^n \neq v < u\}}\) is isomorphic to \(\pi_{d-1}(x)\)). Hence \((F_k)_{\{0^u, w\}} \subset \big((F_k)_{\{0^u, w\}} \setminus \{v \neq u\}\big) \subset (F_k)_{\{0^u, w\}} \setminus \{v \neq u\}\). Hence our assumption above that \(\mathbb{E}(f \circ p_u | (F_k)_{\{0^u, w\}} \setminus \{v \neq u\} D_3) = 0\) implies that \(\mathbb{E}_\lambda(f | D_{d-1}) = \mathbb{E}_\mu(f \circ p_u | (F_k)_{\{0^u, w\}} \setminus \{v \neq u\} D_3) = 0\), whence by property (ii) in Theorem 3.21 we have \(\|f\|_{U^d} = 0\) as required.

Having proved that \((F_k)_{\{0^u, w\}} \subset \mu D_3\), let us now prove (34). It suffices to show that

\[
(F_k)_{\{0^u, w\}} \subset \mu D_1 \setminus D_3, \quad \text{and} \quad (F_k)_{\{0^u, w\}} \setminus D_3 \subset \mu D'_1. \tag{35}
\]

Indeed \(D_1 \setminus D_3 = ((F_k)_{\{0^u, w\}} \setminus \{0^u\}) \setminus D_3\), and by Lemma 2.14 this equals \(((F_k)_{\{0^u, w\}} \setminus \{0^u\}) \setminus D_3\). Since \((F_k)_{\{0^u, w\}} \setminus \{0^u\} \setminus D_3\), so we have indeed that (34) follows from (35).

To see the first inclusion in (35), note that clearly \((F_k)_{\{0^u, w\}} \subset D_3\) and therefore, since \((F_k)_{\{0^u, w\}} \subset \mu D_1\) by assumption, the inclusion in question is clear.

To prove the second inclusion in (35), we show that in fact

\[
(F_k)_{\{0^u, w\}} \setminus D_3 = \mu (F_k)_{\{0^u, w\}} \subset D'_1. \tag{36}
\]

To prove the equality in (36) it suffices to show that \((F_k)_{\{0^u, w\}} \setminus D_3 \subset \mu (F_k)_{\{0^u, w\}}\) (the opposite inclusion was proved above). Suppose for a contradiction that there exists \(f \in L^\infty((F_k)_{\{0^u, w\}} \setminus D_3)\) that is not \((F_k)_{\{0^u, w\}}\)-measurable. Then \(g := f - \mathbb{E}(f | (F_k)_{\{0^u, w\}})\) is non-zero, and is still \((F_k)_{\{0^u, w\}} \setminus D_3\)-measurable (by the opposite inclusion). In particular
g is \((\mathcal{F}_k)^{K_n}\)-measurable, so \(g = g' \circ p_u\) almost surely, for some \(\mathcal{F}_k\)-measurable \(g'\). Then since \(\mathbb{E}_\mu(g'|\mathcal{F}_{d-1}) = 0\), we have \(\mathbb{E}_\lambda(g'|\mathcal{F}_{d-1}) = 0\), so by statement (ii) in Theorem 3.21 we have \(\|g'\|_{U^d} = 0\). This implies, by the argument above using Corollary 3.20 that \(\mathbb{E}(g|\mathcal{D}_3) = 0\), and so (since \(g\) is also \(\mathcal{D}_3\)-measurable) we must have \(g = 0\), a contradiction.

To see the inclusion in (36), we use our induction hypothesis for \(d - 1\), as we did above, to obtain that \((\mathcal{F}_{d-1})_u^{K_n} \subset \mu (\mathcal{F}_{d-1})_{\rho \neq v < u}\), and then note that the latter \(\sigma\)-algebra is included in \(\mathcal{D}'\), since \(\mathcal{F}_{d-1} \subset \mathcal{F}_k\) and \(\{v : 0 \neq v < u\} \subset (S_1 \cup S_2) \setminus \{0, u, w\}\). \(\square\)

We can now move on to the proof of Proposition 4.9. Our goal is to show that for every \(x \in X\) and \(u \in K_{k+1}\) we have

\[
(\mathcal{F}_k)^{K_{k+1}}{^u} \subset \pi_k(x) (\mathcal{F}_k)^{K_{k+1}\setminus\{u\}}.
\]

To prove this we shall use the notation \(q_{k+1}\), recalled in Subsection 3.2, for the embedding of the tricube \(T_{k+1}\) as the simplicial subcubespace \(\tilde{T}_{k+1}\) of \([2k + 2]\).

Consider the following simplicial sets in \([2k + 2]\), which are subsets of \(\tilde{T}_{k+1}\):

\[
V_1 = \{v \in [2k + 2] : v(i) = 0 \text{ for } i \in [k + 1]\},
\]

\[
V_2 = \{v \in [2k + 2] : v(i + k + 1) = 0 \text{ for } i \in [k + 1]\},
\]

\[
V_3 = \{v \in \tilde{T}_{k+1} : v(2k + 2) = 0, |v| \leq k\},
\]

\[
V_4 = \{v \in \tilde{T}_{k+1} : v(2k + 2) = 0\}.
\]

The set \(V_1\) is the image under \(q_{k+1}\) of the subcube of \(T_{k+1}\) with all coordinates non-positive, and \(V_2\) corresponds similarly to the subcube with all coordinates non-negative. The set \(V_3\) corresponds to the set of \(v \in T_{k+1}\) having at most \(k\) non-zero entries and having last entry either 0 or 1 (but not \(-1\)). Finally \(V_4\) corresponds to the set of \(v \in T_{k+1}\) having last entry either 0 or 1 (in particular every such \(v\) has \(|v| \leq k + 1\).

Note that \(V_2 \cup V_3 \subset V_4\), and also that in \(V_4\) there may be elements \(v\) with \(|v| = k + 1\), but these elements must then have \(v(k + 1) = 0\). It is also clear that all sets \(V_i, i \in [4]\), are simplicial (they are all defined by monotone decreasing properties).

Now since \(u\) is assumed to lie in \(K_{k+1}\) and therefore \(u \neq 0^{k+1}\), we can suppose without loss of generality that \(u(k + 1) = 1\). Let \(w \in V_1\) be the element such that \(w(i) = 0\) and \(w(i + k + 1) = u(i)\) for \(i \in [k + 1]\). Let us now define some auxiliary \(\sigma\)-algebras. Here 0 will stand for the element \(0^{2k+2} \in [2k + 2]\).

**Definition 4.11.** We define the following \(\sigma\)-algebras: let \(\mathcal{G} = (\mathcal{F}_k)^{K_{2k+2}}_{V_1\setminus\{u, 0\}}\), and for \(i \in [4]\) let \(\mathcal{G}_i = (\mathcal{F}_k)^{K_{2k+2}}_{V_i\setminus\{0\}}\).

**Proof of Proposition 4.9.** Let \(\nu\) denote the coupling \(\pi_{2k+1}(x) \in \mathcal{C}_g(\Omega, K_{2k+2})\). We begin by noting that to obtain (37) it suffices to prove that \((\mathcal{F}_k)^{K_{2k+2}}_{w} \subset \nu(\mathcal{G})\) (this follows from Definition 3.35 and Corollary 3.39). To prove this we first show that

\[
(\mathcal{F}_k)^{K_{2k+2}}_{w} \subset \nu(\mathcal{G}) \vee \mathcal{G}_4.
\]
Consider the injective morphism \( \phi : [k+1] \rightarrow [2k+2] \), \( v \mapsto \left( 0 \cdots 0 \begin{bmatrix} 1-v(k+1) \\ \vdots \end{bmatrix} \right) \).

Note that \( \phi(u) = w \) (since \( u(k+1) = 1 \)). Let \( K = [k+1] \setminus \{u\} \).

For every \( v \in K \) we have \( \phi(v) \in V_1 \cup V_4 \). Indeed, either \( \phi(v) \) has coordinates \( \phi(v)(i) = 0 \) for all \( i \in [k+1] \), in which case \( \phi(v) \in V_1 \), or \( \phi(v)(k+1) = 1 \) and then \( \phi(v)(2k+2) = 0 \) whence \( \phi(v) \in V_4 \).

Since we also have that \( \phi([k+1]) \subseteq K_{2k+2} \), it follows that for every \( v \in K \) we have \((F_k)_{\phi(v)}^{K_{2k+2}} \subseteq G \vee G_4 \). To prove (38) it now suffices to prove the inclusion \((F_k)_{\phi(u)}^{K_{2k+2}} \subseteq (F_k)_{\phi(K)}^{K_{2k+2}} \). By Lemma 3.57 the subcoupling of \( \nu \) along \( \phi \) is equal to \( \mu^{[k+1]} \), and the desired inclusion then follows by statement (iii) in Theorem 3.21.

Having proved (38), the next step is to prove that

\[
G_4 = G_2 \vee G_3. \tag{39}
\]

As noted above, we have \( V_2 \cup V_3 \subseteq V_4 \), whence \( G_4 \subseteq G_2 \vee G_3 \). For each \( v \in [2k+2] \) let us define \( h^*(v) = \sum_{i \in [k+1]} v(i+k+1) \). We prove by induction on \( h^*(v) \) that if \( v \in V_4 \) then \((F_k)_{\psi(v)}^{K_{2k+2}} \subseteq G_2 \vee G_3 \). If \( h^*(v) = 0 \) then \( v \in V_2 \) and the statement is trivial. Suppose then that for \( n \in [k+1] \) the statement holds for every \( v \in V_4 \) with \( h^*(v) \leq n-1 \), and suppose that \( b \in V_4 \) satisfies \( h^*(b) = n \). If \( |b| \leq k \) then \( b \in V_3 \) and the statement is trivial, so we can assume that \( |b| = k+1 \). This means that \( b(i) + b(i+k+1) = 1 \) for every \( i \in [k+1] \).

Consider the injective morphism \( \psi : [k+1] \rightarrow V_4 \) defined by

\[
\psi(v)(i) = v(i) b(i) + (1 - v(i)) b(i+k+1), \quad \psi(v)(i+k+1) = v(i) b(i+k+1).
\]

Note that \( \psi(1^{k+1}) = b \). Moreover, since \( n > 0 \), we have \( b(i+k+1) = 1 \) for some \( i \in [k+1] \), so \( \psi(v)(i+k+1) \neq \psi(v)(i) \) for all \( v \), whence \( \psi([k+1]) \subseteq K_{2k+2} \).

Let \( K' = [k+1] \setminus \{1^{k+1}\} \). We claim that for every \( v \in K' \), either \( h^*(\psi(v)) < n \) or \( \psi(v) \in V_3 \). Indeed, if \( \psi(v) \notin V_3 \) then since \( \psi(v) \in V_4 \) we must have \( |\psi(v)| = k+1 = |b| \); moreover since \( \psi \) is injective we have \( \psi(v)(j) \neq \psi(v)(j+k+1) \) for some \( j \), and since by definition of \( \psi \) we have \( \psi(v)(j+k+1) \leq b(j+k+1) \), the only possibility is \( \psi(v)(j+k+1) = 0 \), whence \( h^*(\psi(v)) < h^*(b) = n \), as claimed. Now, by this claim and the induction hypothesis, for every \( v \in K' \) we have \((F_k)_{\psi(v)}^{K_{2k+2}} \subseteq G_2 \vee G_3 \). By Lemma 3.57, again we have \( \nu_\psi = \mu^{[k+1]} \), so by property (iii) of Theorem 3.21 and the fact that \( b = \psi(1^{k+1}) \) we have \((F_k)_{\psi(b)}^{K_{2k+2}} \subseteq (F_k)_{\psi(K')}^{K_{2k+2}} \). Since \((F_k)_{\psi(K')}^{K_{2k+2}} \subseteq G_2 \vee G_3 \), we deduce (39).

By (38) and (39) we have \((F_k)_{\psi(K')}^{K_{2k+2}} \subseteq G \vee G_2 \vee G_3 \). By Lemma 4.10 we can omit \( G_3 \), so \((F_k)_{\psi(K')}^{K_{2k+2}} \subseteq G \vee G_2 \). Now \( G_1 = (F_k)_{\psi(K')}^{K_{2k+2}} \) and \((F_k)_{\psi(K')}^{K_{2k+2}} \subseteq (G_2 \vee G) \cup G_1 \). Moreover, since \( V_1 \perp_{\mu^{[2k+3]}} V_2 \) by Theorem 3.58, it follows from combining Lemma 2.38 with Lemma 3.83 and Lemma 3.58 that \( V_1 \setminus \{0\} \perp V_2 \setminus \{0\} \). In particular, \( G_1, G_2 \) are independent (since \( V_1 \setminus \{0\}, V_2 \setminus \{0\} \) are disjoint). By Lemma 2.41 we have \((G_2 \vee G) \cup G_1 = (G_2 \cup G_1) \vee G \). The independence of \( G_1, G_2 \) implies that \( G_2 \cup G_1 \) is the trivial \( \sigma \)-algebra (up to null sets, as usual). We thus obtain \((F_k)_{\psi(K')}^{K_{2k+2}} \subseteq (G_2 \vee G) \cup G_1 = (G_2 \cup G_1) \vee G = G \), as desired. \( \Box \)
4.3. Convolution neighbourhoods.

In the proof of the corner-completion axiom in Subsection 4.3, a crucial role will be played by certain special open sets in $X_k$. Let $F = \{ f_v : \Omega \to \{0, 1\} \}_{v \in K_{k+1}}$ be a system of measurable indicator functions. Recall that the function $\xi(\cdot, F) : Cg(\Omega, K_{k+1}) \to [0, 1]$ is continuous (by Definitions 2.19 and 2.20). In particular, the set $U = X_k \cap \text{supp}(\xi(\cdot, F))$ is open in $X_k$, and since $[F]_{U_{k+1}} = \xi(\cdot, F) \circ \pi_k$ we have $\text{supp}([F]_{U_{k+1}}) = \pi_k^{-1}(U)$.  

**Definition 4.12.** We say that an open set $U \subset X_k$ is a convolutional set if there is a system $F$ of indicator functions of measurable subsets of $\Omega$ such that $U = X_k \cap \text{supp}(\xi(\cdot, F)) = \pi_k(\text{supp}([F]_{U_{k+1}}))$. We then say that $F$ is a system generating $U$. Given a point $x \in X_k$, we call a convolutional set $U$ containing $x$ a convolutional neighbourhood of $x$.

Note that if $F$ is a system generating $U$ then $x \in U$ if and only if $\xi(x, F) > 0$.

The main result in this subsection, Proposition 4.13, tells us that convolutional neighbourhoods form a basis for the topology on $X_k$. This fact will be crucial for the proof of the corner-completion axiom (specifically, in the proof of Lemma 4.23). To obtain this fact we first prove the following result.

**Proposition 4.13.** Let $g : K_{k+1} \to X_k$ be some function. Then there is at most one element $z \in X_k$ with the following property: for every system of open sets $U(v) \ni g(v)$ in $X_k$, $v \in K_{k+1}$, we have $z = \pi_k(\text{supp}([F]_{U_{k+1}}^\ast))$, where $F = \{1_{U(v)} \circ \gamma_k\}_{v \in K_{k+1}}$.

Here $\text{supp}([F]_{U_{k+1}}^\ast)$ denotes the closure of $\text{supp}([F]_{U_{k+1}}^\ast)$. Proposition 4.13 has the following important consequence.

**Corollary 4.14.** Let $c'$ be a $(k+1)$-corner on $X_k$. Then there is at most one $(k+1)$-cube on $X_k$ completing $c'$.

**Proof.** Without loss of generality (using a discrete-cube automorphism sending $1^{k+1}$ to $0^{k+1}$) we can suppose that $c'$ is a map $K_{k+1} \to X_k$. Let $x \in X_k$ be an element yielding a completion $c$ of $c'$, that is, such that the map $c : [k+1] \to X_k$ with $c|_{K_{k+1}} = c'$ and $c(0^{k+1}) = x$ is in $C^{k+1}(X_k)$. By Proposition 4.13 it suffices to prove that for every system $(U(v))_{v \in K_{k+1}}$ of open sets $U(v) \ni c'(v)$, for $F = \{1_{U(v)} \circ \gamma_k\}_{v \in K_{k+1}}$ we have $x \in \pi_k(\text{supp}([F]_{U_{k+1}}^\ast))$. Let $B$ be the complement of $\pi_k(\text{supp}([F]_{U_{k+1}}^\ast))$ (the latter set is closed by the continuity of $\pi_k$ and the closed map lemma, so $B$ is open). Suppose for a contradiction that $x \in B$. We have $\int_B [F]_{U_{k+1}}^\ast (1_v \circ \pi_k) \Delta(\gamma_k^{-1}) = 0$ by definition of $V$. On the other hand, this integral equals the $\mu^{[k+1]} \circ (\gamma_k^{[k+1]})^{-1}$-measure of the product set $\prod_{v \in K_{k+1}} U(v)$ where $U(0^{k+1}) = V$. This product is an open set containing $c \in \text{Supp}(\mu^{[k+1]} \circ (\gamma_k^{[k+1]})^{-1})$, so its measure must be positive, a contradiction. □

To prove Proposition 4.13 suppose that there exists such an element $z = \pi_k(x) \in X_k$ and consider the factor-coupling of $\pi_k(x)$ corresponding to $F_k$. Then it suffices to show
that this coupling is uniquely determined by the factor couplings $\mathcal{F}_k|\varrho(v)$, $v \in K_{k+1}$. Indeed, note that every $(k+1)$-corner coupling $\nu$ (in particular the element $\pi_k(x)$) is uniquely determined by its factor $\mathcal{F}_k|\nu$. This follows from the fact that for every system 
$F = (f_v)_{v \in K_{k+1}}$ of bounded measurable functions we have $\xi(F, \nu) = \xi((E(f_v|\mathcal{F}_k))_v, \nu)$, as can be shown by applying Lemma 3.25 and Lemma 3.46.

To prove that $\mathcal{F}_k|\pi_k(x)$ is uniquely determined by the couplings $\mathcal{F}_k|\varrho(v)$, $v \in K_{k+1}$, we shall use a tricube structure to construct a large coupling $\Upsilon$ in which all the couplings $\varrho(v)$ are included as subcouplings in a useful interrelated manner.

Construct the coupling $\Upsilon$.

For every $v \in K_{k+1}$ let us choose a decreasing sequence $(U_i(v))_{i \in \mathbb{N}}$ of open neighbourhoods of $\varrho(v)$ which forms a neighbourhood basis in $X_k$. Let $F_i = (1_{U_i(v)} \circ \gamma_k)_{v \in K_{k+1}}$ and let $(x_i)_{i \in \mathbb{N}}$ be a sequence in $X$ such that $\lim_{i \to \infty} \pi_k(x_i) = z$ and $x_i \in \text{supp}([F_i]_{\tau_k+1}) \subset X$. (This sequence exists by the assumptions on $z$.) Again we work with the embedded tricube $\tilde{T}_{k+1} = q_{k+1}(T_{k+1})$ in $[2k + 2]$. Let $V = \{v \in \tilde{T}_{k+1} : v(i) = 0 \text{ for } i \in [k+1]\}$ be the set $V_1$ from the previous subsection, i.e. the subset corresponding to $\{-1, 0\}^{k+1} \subset T_{k+1}$. Let $t \in [2k + 2]$ be the element with $t(i) = 0$, $t(i + k + 1) = 1$ for $i \in [k+1]$, i.e. $t = q_{k+1}(-1^{k+1})$. Let $\tau : [k+1] \to \tilde{T}_{k+1}$ be the injective morphisms with image $V$ defined by $\tau(v)(i) = 0$ and $\tau(v)(i + k + 1) = 1 - v(i)$ for each $i \in [k+1]$. In particular $\tau(0^{k+1}) = t$ and $\tau(1^{k+1}) = 0^{2k+2}$.

We now consider the corner coupling $\pi_{2k+1}(x_i) \in \mathcal{Cg}(\Omega, K_{2k+2})$, and for convenience we take it to be rooted at the vertex $t \in [2k + 2]$ defined above, rather than at the usual vertex $0^{2k+2}$ (these two versions of the coupling are isomorphic, by the symmetry of $\mu^{[2k+2]}$ given by the consistency axiom). Let $M_i = \{\omega \in \Omega^{[2k+2]}(t) : \gamma_k(p_{\tau(v)}(\omega)) \in U_i(v), \forall v \in K_{k+1}\}$. Observe that the measure of $M_i$ in the coupling $\pi_{2k+1}(x_i)$ is equal to $[F_i]_{\tau_k+1}(x_i)$, which is positive by our assumption on $x_i$. By Corollary 3.10, we have that $V$ is local in $\mu^{[2k+2]}$. By Lemma 2.52 applied to $\{t\}$ and $V$, we have that the set $V \setminus \{t\}$ is local in $\pi_{2k+1}(x_i)$. Let $\Upsilon'_i$ be the coupling $\pi_{2k+1}(x_i)$ conditioned with respect to $M_i$, as per Definition 2.51. As explained in that definition, we have that $\Upsilon'_i \in \mathcal{Cg}(\Omega, [2k + 2] \setminus V)$. Let $\Upsilon_i$ be the factor coupling of $\Upsilon'_i$ corresponding to $\mathcal{F}_k \subset A$. We can now define the coupling $\Upsilon$.

Definition 4.15. We define $\Upsilon$ as the limit of some convergent subsequence of $(\Upsilon_i)_{i \in \mathbb{N}}$ in the compact space $\mathcal{Cg}((\Omega, \mathcal{F}_k, \lambda), [2k + 2] \setminus V)$.

Now that we have the coupling $\Upsilon$, the next step is to prove that it satisfies the properties that we announced, namely that it includes the corner couplings associated with $\varrho$ in a suitable interdependent way. To do so, for each $w \in [k + 1]$ we shall use a discrete-cube morphism $\phi_w : [k + 1] \to [2k + 2]$ that sends $0^{k+1}$ to some point of $V$ and all other points of $[k + 1]$ to $\tilde{T}_{k+1} \setminus V$. 


Definition 4.16. For each \( w \in [k+1] \) let \( \phi_w : [k+1] \to \tilde{T}_{k+1} \) be the injective map defined by \( \phi_w(v)(i) = v(i) \) and \( \phi_w(v)(i + k + 1) = (1 - w(i))(1 - v(i)) \), for \( i \in [k+1] \).

Thus for every \( w \) the map \( \phi_w \) is a cube morphism \( [k+1] \to [2k+2] \). Note that the point \( u := \phi_w(0^{k+1}) \) is equal to \( q_{k+1}(w - 1^{k+1}) = \left( \begin{array}{cc} 0 & \cdots \\ 1-w(1) & \cdots & 1-w(k+1) \end{array} \right) \), in particular \( u \) is indeed in \( V = q_{k+1}([-1,0]^{k+1}) \). We also have for every \( w \) that \( \phi_w(1^{k+1}) = (1 \cdots 1) \), which corresponds to \( 1^{k+1} \in T_{k+1} \).

In what follows we shall argue by induction on the height \( |v| \). To that end, for \( j \in [k+1] \) denote by \( B_j \) the set \( [2k+2]_{\leq j} := \{v \in [2k+2] : |v| \leq j \} \), and we define

\[
D_j = B_j \cap \tilde{T}_{k+1}.
\]

One can think of \( D_j \) in \( \mathbb{R}^{k+1} \) as the intersection of the tricube \( T_{k+1} = \{-1,0,1\}^{k+1} \) with the closed \( \ell^1 \)-ball of radius \( j \) centered at the origin.

Recall from Definition 2.23 the notion of a relatively independent coupling.

Lemma 4.17. The coupling \( \Upsilon \) has the following properties.

(i) The subcoupling of \( \Upsilon \) along the bijection \( \phi_w|_{K_{k+1}} : K_{k+1} \to \tilde{T}_{k+1} \setminus V \) is equal to \( \mathcal{F}_i(\varrho(w)) \) for every \( w \in K_{k+1} \), and is equal to \( \mathcal{F}_i(\pi_k(x)) \) for \( w = 0^{k+1} \).

(ii) Let \( \Upsilon^j \) denote the subcoupling of \( \Upsilon \) along the set \( B_j \setminus V \subset [2k+2] \setminus V \). Then \( \Upsilon^j \) is relatively independent over its factor corresponding to \( \mathcal{F}_{j-1} \), for all \( j \in [k+1] \).

Proof. Throughout this proof we denote by \( \nu_i \) the coupling \( \pi_{2k+1}(x_i) \) (rooted at \( t \) as mentioned above). To prove property (i) we will show that for every \( \epsilon > 0 \), for all \( i \) sufficiently large the coupling \( \Upsilon_i \) satisfies the property up to \( \epsilon \). More precisely, for a fixed metric on the Polish space \( Cg((\Omega, F_k, \lambda), [2k+2] \setminus V) \), for every \( \epsilon > 0 \), if \( i \) is sufficiently large then for every \( w \in K_{k+1} \) the subcoupling of \( \Upsilon_i \) indexed by \( \phi_w(K_{k+1}) \) is \( \epsilon \)-close to \( \mathcal{F}_i(\varrho(w)) \), and is equal to \( \mathcal{F}_i(\pi_k(x)) \) for \( w = 0^{k+1} \).

To see this, given any \( w \in K_{k+1} \), we shall prove that the subcoupling of \( \Upsilon_i \) indexed by \( \phi_w(K_{k+1}) \) is actually a convex combination of couplings all of which are already \( \epsilon \)-close to \( \mathcal{F}_i(\varrho(w)) \). We prove this by considering an integral of an arbitrary rank-1 function for this subcoupling of \( \Upsilon_i \). Since these integrals characterize uniquely this subcoupling, considering just these integrals will suffice. So, for each \( v \in \phi_w(K_{k+1}) \), let \( f_v \) be a function in \( L^\infty(\mathcal{F}_k) \). Recall from the definition of \( \Upsilon_i \) that we take \( M_i \subset \Omega^{[2k+2] \setminus \{t\}} \) to be the cylinder-set \( \bigcap_{v \in K_{k+1}} p_{\tau(v)}^{-1} \gamma_k^{-1}(U_i(v)) \), and that \( \nu_i(M_i) > 0 \). The integral of the rank-1 function that we have just fixed is then

\[
\int_{\Omega^{\phi_w(K_{k+1})}} \prod_{v \in \phi_w(K_{k+1})} f_v \circ p_v \ d\Upsilon_i,
\]
and this, by Definition 2.51, is (abusing the notation in $U_i(v)$ by identifying $V$ with $\lceil k+1 \rceil$)

\[
\frac{1}{\nu_i(M_i)} \int_{\Omega^{[2k+2] \setminus \{t\}}} 1_{U_i(v)} \circ \gamma_k \circ p_u \prod_{v \in V \setminus \{t,u\}} 1_{U_i(v)} \circ \gamma_k \circ p_v \prod_{v \in \phi_w(K_{k+1})} f_v \circ p_v \, d\nu_i.
\]

Let $g = \mathbb{E}\left( \prod_{v \in V \setminus \{t,u\}} 1_{U_i(v)} \circ \gamma_k \circ p_u \mid A_{\phi_w([k+1])}^{[2k+2]} \right)$. The integral above is then equal to

\[
\frac{1}{\nu_i(M_i)} \int_{\Omega^{[2k+2] \setminus \{t\}}} 1_{U_i(v)} \circ \gamma_k \circ p_u \, d\nu_i \prod_{v \in \phi_w(K_{k+1})} f_v \circ p_v \, d\nu_i.
\]

Now we claim that $V \setminus \{t\} \perp \nu_i \phi_w([k+1])$ in $\pi_{2k+1}(x_i)$. This can be seen by the following argument similar to one used in the proof of Lemma 3.19. Letting $\mu$ denote the tricube coupling $\mu_{T_{k+1}}^{[2k+2]}$, we have $V \perp \mu \phi_w([k+1])$, because by the symmetry of this coupling under the action of $S_{3}^{k+1}$ (established in Lemma 3.12), we can apply an element $\sigma \in S_{3}^{k+1}$ that leaves $V$ globally invariant but turns $\phi_w([k+1])$ into the set $q_{k+1}([k+1])$, which is now a face in $[2k+2]$; in $\mu$ the faces $V$ and $q_{k+1}([k+1])$ are conditionally independent because they are so in $\mu^{[2k+2]}$ by Theorem 3.8 (here we use Remark 2.31).

Since this conditional independence is not affected by this action of $S_{3}^{n}$, we conclude indeed that $V \perp \mu \phi_w([k+1])$, and so $V \perp \mu^{[2k+2]} \phi_w([k+1])$ (again by Remark 2.31). Now, combining Lemma 2.49 with Lemma 2.40 (for which we are using Lemma 3.57) and Lemma 3.33 we obtain our claim.

By the above claim, the function $g$ is $A_{\tilde{T}_{k+1}}^{[2k+2] \setminus \{t\}}$-measurable, and is therefore equal almost everywhere to $g_u \circ p_u$ for some $[0,1]$-valued measurable function $g_u$. It follows that the last integral equals \( \frac{1}{\nu_i(M_i)} \int_{\Omega^{[2k+2] \setminus \{t\}}} (1_{U_i(w)} \circ \gamma_k \circ p_u \prod_{v \in \phi_w(K_{k+1})} f_v \circ p_v) \, d\nu_i. \) But now this is an integral of a function depending only on components indexed by $\phi_w([k+1])$, so, letting $\nu_{i,w}$ denote the subcoupling of $\nu_i$ indexed by $\phi_w([k+1])$, this integral is equal to \( \frac{1}{\nu_i(M_i)} \int_{\Omega^{[k+1]}} (1_{U_i(w)} \circ \gamma_k \circ p_u \prod_{v \in \phi_w(K_{k+1})} f_v \circ p_v) \, d\nu_{i,w}. \) Now note that by Lemma 3.57 (combined with the $S_{3}^{n}$ symmetry again), we have that $\nu_{i,w}$ is isomorphic to $\mu^{[k+1]}$. We now disintegrate $\nu_{i,w}$ relative to the map $p_u : \Omega^{\phi_w([k+1])} \rightarrow \Omega$, into measures $\nu_x$ for $x \in \Omega$ which are isomorphic to corner couplings in $X_k$ for almost every $x$. We thus conclude that the integral in (111) equals

\[
\int_{\Omega} \frac{(1_{U_i(w)} \circ \gamma_k \circ p_u)(x)}{\nu_i(M_i)} \left( \int_{\Omega^{\phi_w(K_{k+1})}} \prod_{v \in \phi_w(K_{k+1})} f_v \circ p_v \, d\nu_x \right) \, d\lambda(x).
\]

Note that this is indeed a convex combination of the kind we claimed. Indeed, the weight function $x \mapsto \frac{(1_{U_i(w)} \circ \gamma_k \circ p_u)(x)}{\nu_i(M_i)}$ is a non-negative function having integral over $\Omega$ equal to 1. Now by the presence of the indicator function of $U_i(w)$ in the weight function, whenever $\nu_x$ is a corner coupling (which is the case for almost every $x$), we have that $\nu_x$ is $\epsilon$-close to $\tau_x|\phi(w)$, by definition of the open set $U_i(w)$. It follows from this that the convex combination $\gamma_i$ also has this property, as claimed in the first paragraph of this proof.

The case $w = 0^{k+1}$ is simpler. Here note first that by an argument similar to the one above, we have that $A_{\tilde{T}_{k+1} \setminus \{t\}}^{[k+1]}$ and $A_{V \setminus \{t\}}^{[k+1]}$ are independent in $\nu_i$. This then implies
the result, since the conditional coupling $\Upsilon_i$ is then equal to $f_{i|\pi_k(x)}$ (this is seen by applying the formula $\mu'(N) := \mu(M \times N)/\mu_T(M)$ in Definition 2.51 in this case, where independence yields the factorization $\mu(M \times N) = \mu_T(M)\pi_k(x)(N)$).

To see property (ii), let $\Upsilon_i^j$ denote the subcoupling of $\Upsilon_i$ indexed by $B_j \setminus V$. If we show for every $i$ that $\Upsilon_i^j$ is relatively independent over its $F_{j-1}$-factor, then by Lemma 2.42 we obtain property (ii) by passing to the limit as $i \to \infty$. Let $F = (f_v)_{v \in B_j \setminus V}$ be a system of functions $f_v \in L^\infty(F_k)$, and suppose that for some $v' \in B_j \setminus V$ we have $E(f_v|F_{j-1}) = 0$, so that $\|f_v\|_{U^1} = 0$ by statement (ii) of Theorem 3.21. We have to show that $\xi(\Upsilon_i^j, F) = 0$. Let $G = \{g_v\}_{v \in [2k+2]\setminus\{t\}}$ be the extended function system defined as follows. If $v \in B_j \setminus V$ then $g_v = f_v$, if $v \in [2k+2] \setminus (B_j \cup V)$ then $g_v = 1$ and if $v \in V \setminus \{t\}$ then $g_v$ is the characteristic function of $U_i(\tau^{-1}(v))$. By definition we have that $\xi(\Upsilon_i^j, F) = [G]^{\ast}_{[2k+2]}(x_i)$ where the convolution here is rooted at $t$. Using that $V \cup B_j$ is simplicial and that $d(v') \leq j$, we obtain using Corollary 3.26 and Lemma 3.46 that $[G]^{\ast}_{[2k+2]}(x_i) = 0$, and the result follows. □

The next lemma, which is the main one in this step of the proof, establishes that the coupling $\Upsilon$ is the only one that has the properties in Lemma 4.17.

**Lemma 4.18.** There is at most one coupling $\theta \in Cg((\Omega, F_k, \lambda), \tilde{T}_{k+1} \setminus V)$ satisfying the following two properties:

(i) For every $w \in K_{k+1}$, the subcoupling of $\theta$ along $\phi_w : K_{k+1} \to \tilde{T}_{k+1} \setminus V$ is equal to $f_{i|\phi(w)}$.

(ii) Let $\theta^j$ be the subcoupling of $\theta$ indexed by $D_j \setminus V \subset \tilde{T}_{k+1} \setminus V$. Then $\theta^j$ is relatively independent over its factor corresponding to $F_{j-1}$, for every $j \in [k+1]$.

**Proof.** Suppose that $\theta$ is such a coupling. We prove by induction on $j$ that by properties (i) and (ii) in Lemma 4.18 the subcoupling $\theta^j$ is uniquely determined. For $j = 1$, by property (ii) the coupling $\theta^j$ is the independent coupling with index $D_1 \setminus V$, which is indeed unique. Let $j > 1$ and suppose that the uniqueness holds for $j - 1$. Property (ii) implies that it suffices to prove the uniqueness of the $F_{j-1}$-factor coupling of $\theta^j$ (this will indeed suffice, since, as mentioned after Definition 2.61 the multilinear forms $\xi$ for this $F_{j-1}$-factor uniquely determine those for $\theta^j$). We prove this by another inductive argument.

Recall from the previous subsection that $h^*(v) = \sum_{i \in [k+1]} v(i + k + 1)$ for $v \in [2k + 2]$, and recall from (10) that $D_j = B_j \cap \tilde{T}_{k+1}$. Let $D_{j,n} = D_{j-1} \cup \{v \in D_j : h^*(v) \leq n\}$. We shall prove the following statement by induction on $n = h^*(v)$:

The $F_{j-1}$-factor of the subcoupling $\theta_{D_{j,n}}^j$ of $\theta^j$ is uniquely determined by the $F_{j-1}$-factor of the subcoupling $\theta_{D_{j,n-1}}^j$. 

(42)
We start by establishing the base case $n = 0$ by using the case $j - 1$ of the global induction. Suppose that $v \in \tilde{T}_{k+1}$ satisfies $v \in D_j \setminus D_{j-1}$ and $h^*(v) = 0$. In particular $|v| = j$ and every $v' \in [2k + 2]$ with $v' < v$ is in $D_{j-1}$; (Note that $\{v \in \tilde{T}_{k+1} : h^*(v) = 0\}$ is the (k + 1)-face $V_2$ from the previous subsection.) The set $P = \{v' \in [2k + 2] : 0 \neq v' \leq v\}$ can be identified with $K_j$. From the assumed property (i) for $\theta$, applied with $w = 1^{k+1}$, and the composition rule Corollary 3.39, we have that the subcoupling of previous steps in the recursion), the base case follows.

$r \in R$ indexed by $\theta$ (and the composition rule Corollary 3.39, we have that the subcoupling of previous steps in the recursion), the base case follows. By Proposition 4.9, we have $(\theta(1^{k+1}))$ is just the subcoupling of $\theta^{j-1}$ indexed by $P$. (Note that $\theta(1^{k+1})$ corresponds to $0^{2k+2}$ in $[2k + 2]$.) By Proposition 4.9, the subcoupling $\mathcal{F}_{j-1}|\pi_{j-1}(\theta(1^{k+1}))$ is completely dependent. Hence $(\mathcal{F}_{j-1})_{\tilde{T}_{k+1}} \subset \theta (\mathcal{F}_{j-1})_{\tilde{T}_{k+1}}^{\{v\}}$, and this is included in $(\mathcal{F}_{j-1})^{T_{k+1}}_{\tilde{T}_{k+1}}$ by the above remarks. Now, applying Lemma 2.28 with $T_1 = D_{j-1}$ and $T_2 = P$ we deduce that the subcoupling of $\theta^j$ indexed by $D_{j-1} \cup \{v\}$ is uniquely determined. Applying this argument recursively for each vertex $v$ with $h^*(v) = 0$ (with $T_1$ including each time all the vertices $v$ from the previous steps in the recursion), the base case follows.

Now suppose that $n > 0$, that $\mathcal{F}_{j-1}|\theta^j_{D_{j,n-1}}$ is uniquely determined, and that $h^*(v) = n$. Let $v', w \in [k + 1]$ be defined by $v'(i) = v(i) + v(i + k + 1)$ and $w(i) = 1 - v(i + k + 1)$. Let $R = \{r \in [k + 1] : 0^{k+1} \neq r \leq v'\}$, and consider the restriction to $R$ of the map $\phi_w$ from Definition 4.16. We claim that if $r \in R$ satisfies $\phi_w(r) \neq v$, then either $\phi_w(r) \in D_{j-1}$, or $h^*(\phi_w(r)) \leq n - 1$. Indeed, if $\phi_w(r) \not\in D_{j-1}$ then $|\phi_w(r)| = j$, and then by definition of $R$

\[\{i \in [k + 1] : \phi_w(r)(i) + \phi_w(r)(i + k + 1) = 1\} \subset \{i \in [k + 1] : v(i) + v(i + k + 1) = 1\}\]

(indeed if $v(i) + v(i + k + 1) = 0$ then $\phi_w(r)(i + k + 1) = v(i + k + 1)(1 - r(i)) = 0$ and $r \leq v'$ implies that $\phi_w(r)(i) = r(i) = 0$). Since both sets in the above inclusion have size $j$, the sets must be equal, and then for $\phi_w(r) \neq v$ to hold there must exist $i$ in this set such that $\phi_w(r)(i) + v(i + k + 1) = 1 = v(i)$. But if it were the case that $\phi_w(r)(i) = \phi_w(r)(i) = 0 \neq 1 = v(i)$, then by definition of $\phi_w(r)$ we would have $\phi_w(r)(i + k + 1) = v(i + k + 1)$, which contradicts the equality $\phi_w(r)(i + k + 1) = 1 - v(i + k + 1)$ established in the previous sentence. Hence we must have $\phi_w(r)(i) = z(i) = 1$ and then $\phi_w(r)(i + k + 1) = 0$, whence indeed $h^*(\phi_w(r)) < h^*(v) = n$. This proves our claim. This claim implies that $\phi_w(R) \setminus \{v\} \subset D_{j,n-1}$. Now, by property (i) for $\theta$ we have that $\theta_{\phi_w(R)} = \pi_{j-1}(\theta(w))$, so by Proposition 4.9 we have $(\mathcal{F}_{j-1})_{\tilde{T}_{k+1}} \subset \theta (\mathcal{F}_{j-1})_{\tilde{T}_{k+1}}^{\{v\}}$. Applying Lemma 2.28 with $T_1 = D_{j,n-1}$ and $T_2 = \phi_w(R)$, we deduce that the subcoupling of $\theta^j$ indexed by $D_{j,n-1} \cup \{v\}$ is uniquely determined. Applying this argument again recursively for each such $v$ (similarly as in the base case), we deduce that the subcoupling of $\mathcal{F}_{j-1}|\theta^j$ indexed by $D_{j,n}$ is uniquely determined. This completes the induction on $n$. 

$$\square$$

We can now complete the proof of the main result in this subsection.
Proof of Proposition 4.13. Let $\tilde{\Upsilon}$ be the subcoupling of $\Upsilon$ indexed by $\tilde{\Upsilon}_{k+1}$. Lemmas 4.17 and 4.18 imply that $\tilde{\Upsilon}$ is uniquely determined by the function $\eta$. As explained after Corollary 4.14, the coupling $z = \pi_k(x)$ is uniquely determined by its factor $\mathcal{F}_k|z$. Since the latter is a sub-coupling of $\tilde{\Upsilon}$, we deduce that $z$ is uniquely determined, so the proof is complete. □

We can now use this to establish the fact announced at the beginning of this subsection, namely that convolutional sets form a basis for the topology on $X_k$.

Proposition 4.19. Let $U$ be an open set in $X_k$ and let $x \in U$. Then there are open sets $\gamma_k(v)\subset X_k$, $v \in K_{k+1}$ such that $x \in \pi_k\left(\text{supp}([F]_{U, k+1})\right) \subset U$, where $F = (1_U \circ \gamma_k)v \in K_{k+1}$.

Proof. Recall that $x$ is a measure $\nu \in \mathcal{C}_g(\Omega, K_{k+1})$. Let $\eta : K_{k+1} \to X_k$ be an element of $\text{Supp}(\nu \circ (\gamma_k)^{-1})$. Then by definition of this support, for every system $F = (1_U \circ \gamma_k)v$ with open sets $\gamma_k(v) \ni \eta(v)$, $v \in K_{k+1}$, we have $|B|_{U, k+1} > 0$. Therefore it suffices to prove that there is some such system $F$ satisfying also $\pi_k\left(\text{supp}([F]_{U, k+1})\right) \subset U$. To show this, for every $i \in \mathbb{N}$ let $(U_i(v))_{v \in K_{k+1}}$ be a system of open sets such that $(U_i(v))_{v \in \mathbb{N}}$ is a nested decreasing neighbourhood basis for $\eta(v)$ for each $v$. Let $F_i = (1_U \circ \gamma_k)v$. Suppose for a contradiction that $(X_k \setminus U) \cap \pi_k\left(\text{supp}([F]_{U, k+1})\right) \neq \emptyset$ for every $i$. The sets $B_i = (X_k \setminus U) \cap \pi_k\left(\text{supp}([F]_{U, k+1})\right)$, $i \in \mathbb{N}$, form a decreasing nested sequence of closed sets in the compact space $X_k$, so there exists $y \in \bigcap_{i=1}^{\infty} B_i$. By Proposition 4.13, this implies that $x = y$, which contradicts the fact that $x$ and $y$ are separated by the open set $U$. □

4.4. Verifying the corner-completion axiom.

For the proof of the completion axiom we shall use the following lemma concerning supports of convolutions.

Lemma 4.20. Let $(\Omega, \mathcal{A}, \lambda)$ be a probability space, and let $\mathcal{B}$ be a sub-$\sigma$-algebra of $\mathcal{A}$. Then for any non-negative function $f \in L^\infty(\mathcal{A})$, we have $\text{supp}(f) \subset \lambda \text{supp}((\mathcal{E}(f)\mathcal{B}))$.

Proof. Let $B = \Omega \setminus \text{supp}((\mathcal{E}(f)\mathcal{B}))$. The desired conclusion is equivalent to $\int_{\Omega} f \cdot 1_B \ d\lambda = 0$. Since $B$ is $\mathcal{B}$-measurable, we have $\int_{\Omega} f1_B \ d\lambda = \int \mathcal{E}(f|\mathcal{B})1_B \ d\lambda$, and this last integral is zero by definition of $B$. □

Lemma 4.21. Let $\mu \in \mathcal{C}_g(\Omega, S)$, let $F = (f_v)_{v \in S}$ and $G = (g_v)_{v \in S}$ be systems of non-negative functions in $L^\infty(\Omega)$, and suppose that $\text{supp} f_v \subset \lambda \text{supp} g_v$ for every $v \in S$. If $\int_{\Omega} \prod_{v \in S} f_v \circ p_v \ d\mu > 0$ then $\int_{\Omega} \prod_{v \in S} g_v \circ p_v \ d\mu > 0$.

Proof. Recall that for a bounded non-negative function $h$ on a probability space $\Omega$ we have $\lambda(\text{supp } h) > 0$ if and only if $\int h \ d\lambda > 0$. Using this, since $\int \prod_{v} f_v \circ p_v \ d\mu > 0$ we have that $\mu(\text{supp}(\prod_{v} f_v \circ p_v)) > 0$, and since $\text{supp}(\prod_{v} f_v \circ p_v) \subset \text{supp}(\prod_{v} g_v \circ p_v)$, we have also $\mu(\text{supp}(\prod_{v} g_v \circ p_v)) > 0$, so (by the previous sentence again) $\int \prod_{v} g_v \circ p_v \ d\mu$ must be positive. □
We now show that the functions supported on convolution neighbourhoods in $X_k$ factor through functions on $X_{k-1}$ in a useful way.

**Lemma 4.22.** Let $x \in X_k$, let $F$ be a system of indicator functions generating a convolution neighbourhood of $x$. Then there exists a continuous function $g : X_{k-1} \to [0, 1]$ such that $\mathbb{E}([F]_{U^{k+1}} | \mathcal{F}_{k-1}) = \lambda g \circ \gamma_{k-1}$ and $g(\pi_{k-1}(x)) > 0$.

**Proof.** We have by assumption that $F = (f_v)_{v \in K_{k+1}}$ is a system of $\mathcal{A}$-measurable indicator functions on $\Omega$ such that $\xi(x, F) > 0$. Let $G = (g_v)_{v \in K_{k+1}}$ be the system of functions $g_v = \mathbb{E}(f_v | \mathcal{F}_{k-1})$. Observe that, by Corollary 3.48 and our inductive assumptions on $X_{k-1}$, we have that $[G]_{U^{k+1}} = g \circ \pi_{k-1}$ for some continuous function $g : X_{k-1} \to [0, 1]$, which means that $g(\pi_{k-1}(x')) = \xi(\pi_{k}(x'), G)$ for every $x' \in X$. Note also that by Lemma 3.29 we have $[G]_{U^{k+1}} = \lambda \mathbb{E}(F | \mathcal{F}_{k-1})$, so by Lemma 5.45 we have $g \circ \gamma_{k-1} = \lambda \mathbb{E}(F | \mathcal{F}_{k-1})$. To see that $g(\pi_{k-1}(x)) > 0$, note that $g(\pi_{k-1}(x)) = \xi(x, G)$, and $\text{supp}(g_v) \supset \text{supp}(f_v)$ for each $v$ by Lemma 4.20, so $\xi(x, G) > 0$ by Lemma 4.21. \qed

We can now proceed to the proof of the completion axiom. We shall first prove the existence of a completion for any morphism from $[n]_{\leq k}$ to $X_k$, that is, any map $\varrho : [n]_{\leq k} \to X_k$ such that for every cube morphism $\phi : [k] \to [n]$ with image included in $[n]_{\leq k}$ we have $\varrho \circ \phi \in C^k(X_k)$.

**Lemma 4.23.** Let $\varrho : [n]_{\leq k} \to X_k$ be a morphism. Then there exists a cube $c \in C^n(X_k)$ such that $c|_{[n]_{\leq k}} = \varrho$.

**Proof.** It suffices to prove the following claim: let $H = (h_v)_{v \in [n]}$ be a system of functions $h_v \in L^\infty(\mathcal{A})$ such that for $|v| > k$ we have $h_v = 1$ and for $|v| \leq k$ we have $h_v = [H_v]_{U^{k+1}}$ where $H_v$ is a system generating a convolution neighbourhood $U(v)$ of $\varrho(v)$; then $\langle H \rangle_{U^n} > 0$. To see that this suffices, for each $v \in [n]_{\leq k}$ let $(U_i(v))_{i \in \mathbb{N}}$ be a decreasing open neighbourhood basis of $\varrho(v)$ in $X_k$. Then by Proposition 4.19 for each $i$ there is a system $H_i$ of such functions $h_{i,v}$ that generate a convolution neighbourhood of $\varrho(v)$ included in $U_i(v)$. The claim above implies that for every $i$ there is a cube $c_i \in C^n(X_k)$ such that $c_i(v) \in U_i(v)$ for each $v \in [n]_{\leq k}$. By compactness of $C^n(X_k)$ there is then a subsequence of $(c_i)_i$ converging to some $c \in C^n(X_k)$, and by construction we then have $c|_{[n]_{\leq k}} = \varrho$.

To prove the claim above, for each $v$ with $|v| \leq k$ let $g_v$ be the function obtained by applying Lemma 4.22 to $h_v$, and let $G = (g_v \circ \gamma_{k-1})_{v \in [n]}$ where $g_v = 1$ for $|v| > k$. By Corollary 3.47 with $S = [n]_{\leq k}$ we have $\langle H \rangle_{U^n} = \langle G \rangle_{U^n}$. By our inductive assumptions and the fact that $X_{k-1}$ is a compact nilspace and $\pi_{k-1}$ is measure-preserving, we have $\langle G \rangle_{U^n} = \int_{C^n(X_{k-1})} \prod_k g_v \circ p_v \, d\nu$ where $\nu$ is the Haar measure on $C^n(X_{k-1})$. It follows from Lemma 3.38 that $\pi_{k-1} \circ \varrho$ is also a morphism, and then by nilspace theory (see [10, Lemma 3.1.5]) there is a cube $c \in C^n(X_{k-1})$ such that $c|_{[n]_{\leq k}} = \pi_{k-1} \circ \varrho$. By
Lemma 4.22, we have \( g_v(\pi_{k-1}(\varrho(v))) > 0 \) for each \( v \), whence \( \prod_{v \in [n]} g_v(c(v)) > 0 \). It follows that \( \int_{C^n(X_{k-1})} \prod_v g_v \circ p_v \, d\nu > 0 \), since the integrand is a continuous function positive at \( c \) and \( \nu \) is a strictly positive measure (this last fact can be seen by an argument similar to the proof of [11, Proposition 2.2.11]).

**Proposition 4.24.** The corner-completion axiom holds on \( X_k \).

**Proof.** Let \( c' : [n] \setminus \{1^n\} \to X_k \) be an n-corner. Let \( \varrho = c'|_{[n]_{\leq k}} \). By Lemma 4.23 there exists a cube \( c \in C^n(X_k) \) such that \( c|_{[n]_{\leq k}} = \varrho \). It suffices to show that \( c|_{[n]\{1^n\}} = c' \).

Note that for each \( v \in [n] \) with \( |v| = k + 1 \), the restrictions of \( c \) and \( c' \) to the \((k+1)\)-face \( \{w \in [n] : w \leq v\} \) are both completions of the restriction of \( c' \) to \( \{w \in [n] : w < v\} \). By Corollary 4.14 these restrictions are equal. Arguing similarly for each such \( v \), it follows that actually \( c|_{[n]_{\leq k+1}} = c'|_{[n]_{\leq k+1}} \). We can then argue similarly to deduce that \( c|_{[n]_{\leq k+j}} = c'|_{[n]_{\leq k+j}} \) for \( j = 2, 3, \ldots \), and thus we deduce that \( c|_{[n]\{1^n\}} = c' \), as required.

**5. ON CHARACTERISTIC FACTORS ASSOCIATED WITH NILPOTENT GROUP ACTIONS**

In [33], Host and Kra carried out their groundbreaking analysis of ergodic \( \mathbb{Z} \)-actions by first defining a sequence of probability measures, denoted by \( \mu^{[n]} \), \( n \geq 0 \), and then studying the characteristic factor associated with each such measure. In the language developed in this paper, these measures \( \mu^{[n]} \) can be checked to form a cubic coupling (see Definition 5.4 below and the explanation thereafter). We refer to this cubic coupling as the Host-Kra coupling associated with the given \( \mathbb{Z} \)-action. The Host-Kra seminorm associated with \( \mu^{[n]} \) is then the corresponding \( U^n \)-seminorm in our language.

Our goal in this section is to generalize the Host-Kra couplings and related seminorms from [33], and combine this with the main results from Section 4 to treat measure-preserving actions of countable nilpotent groups. In particular, we obtain Theorem 5.12 below, a generalization of the Host-Kra structure theorem [33, Theorem 10.1].

Recall the notion of a filtered group \((G, G_*)\) from Definition 4.4. We assume usually that \( G_0 = G_1 = G \), but we may consider also the shifted filtration \( G_*^{i+k} \), defined by setting its \( i \)-th term to be \( G_{i+k} \). In this section we also assume that \( G \) is countable and discrete.

As we saw in Theorem 4.3, the cubic coupling that we associate with an action of a nilpotent group \( G \) depends on a choice of a filtration \( G_* \) on \( G \). Indeed, the filtration yields the cube structure on \( G \) consisting of the groups of \( n \)-cubes \( C^n(G_*) \), \( n \geq 0 \), and in Theorem 4.5 the measure \( \mu^{[n]} \) is supposed to be preserved by the action of \( C^n(G_*) \). Recall that this group is the subgroup of \( G^{[n]} \) generated by elements of the form \( g^F \), defined by \( g^F(v) = g \) if \( v \in F \) and \( g^F(v) = \text{id}_G \) otherwise, where \( F \) is some face in \( [n] \) of dimension \( d \) and \( g \in G_{n-d} \) (these cubes are detailed in [11, §2.2.1] for instance). More generally, for each integer \( k \geq 0 \) we denote by \( H_{n,k} \) the group \( C^n(G_*^{i+k}) \). Note that if no filtration is specified on \( G \) then we can always let \( G_* \) be the lower central series.
We shall use the following basic result.

**Lemma 5.1.** Let \((G, G_{\ast})\) be a filtered group. Then \((H_{n,k})_{k \geq 0}\) is a filtration on \(H_{n,0}\).

**Proof.** We aim to show that for every \(c_j \in H_{n,j}\) and \(c_k \in H_{n,k}\), we have \([c_j, c_k] \in H_{n,j+k}\). Note first that this holds for all generators \(g^F \in H_{n,j}\), \(h^F' \in H_{n,k}\), since \([g^F, h^F'] = [g, h]^{F \cap F'}\), which is easily seen to be in \(H_{n,j+k}\).

Before we generalize from generators to arbitrary elements \(c_j \in H_{n,j}\), \(c_k \in H_{n,k}\), let us use this case of generators to prove that \(H_{n,k} \triangleleft H_{n,0}\) for every \(k \geq 0\) (this will be used for the general case). For every \(c_j \in H_{n,j}\) and generator \(g^F \in H_{n,0}\), since \(c_j = h_1^F \cdots h_r^F\) for some generators \(h_i^F\), we have \((g^F)^{-1} c_j g^F = (g^F)^{-1} h_1^F g^F (g^F)^{-1} h_2^F g^F \cdots (g^F)^{-1} h_r^F g^F\), and this is in \(H_{n,k}\) since each factor \((g^F)^{-1} h_i^F g^F\) is in \(H_{n,k}\) by the case of generators. Now, given any \(c = g_1^F \cdots g_i^F\) \(\in H_{n,0}\) and \(c' \in H_{n,k}\), using the previous case we have \((g_1^F)^{-1} c' g_1^F = c_1 \in H_{n,k}\), then we have \((g_2^F)^{-1} c_1 g_2^F = c_2 \in H_{n,k}\), and so on iteratively until we conclude that \(c^{-1} c' \in H_{n,k}\).

We have thus proved that \(H_{n,k} \triangleleft H_{n,0}\). Now, to show that \([c_j, c_k] \in H_{n,j+k}\) in general, we can argue by induction on \(\ell(c_j) + \ell(c_k)\), where \(\ell(c_j)\) is a positive integer such that there is an expression of \(c_j\) as a product of generators \(g_1^F \cdots g_i^F\) with \(\ell \leq \ell(c_j)\). For \(\ell(c_j) + \ell(c_k) = 2\) we are in the case of generators. For \(\ell(c_j) + \ell(c_k) > 2\), we show that the coset \([c_j, c_k] H_{n,j+k}\) is \(H_{n,j+k}\). Letting \(c_j = g_1^F \cdots g_i^F\) and \(c_k = h_1^F \cdots h_j^F\), we have

\[
[c_j, c_k] = (g_i^{-1} F_i) \cdots (g_1^{-1} F_i) (h_j^{-1} F_j) \cdots (h_1^{-1} F_j) g_i^F \cdots g_1^F h_j^F \cdots h_1^F .
\] (43)

We then have \(g_i^F h_1^F = h_1^F g_i^F [g_i^F, h_1^F]\), where \([g_i^F, h_1^F] \in H_{n,j+k}\). This together with \(H_{n,j+k} \triangleleft H_{n,0}\) implies that the coset \([c_j, c_k] H_{n,j+k}\) is equal to the coset represented by the product in the right side of (43) with \(g_i^F\) and \(h_1^F\) swapped. Applying this repeatedly, the term \(h_1^F\) can be moved to the left in the product until it cancels \((h_1^{-1} F_i)\). We can then conclude by induction that \([c_j, c_k] H_{n,j+k} = H_{n,j+k}\), so \([c_j, c_k] \in H_{n,j+k}\) as required. 

We identify \(G^{[n]} \times G^{[n]}\) with \(G^{[n+1]}\) by viewing an element \((g_0, g_1)\) of the former group as the element of \(G^{[n+1]}\) whose value restricted to \(\{0, 1\}^n \times \{i\}\) is equal to \(g_i\), for \(i = 0, 1\). For a group \(K\) and a normal subgroup \(K_2 \subset K\), we define the following subgroup of \(K \times K\):

\[
\text{diag}(K, K_2) := \{(ga, gb) : g \in K, a, b \in K_2\}.
\]

**Lemma 5.2.** Let \((G, G_{\ast})\) be a filtered group. For all \(n, k \geq 0\), \(H_{n+1,k} = \text{diag}(H_{n,k}, H_{n,k+1})\).

**Proof.** The group \(\text{diag}(H_{n,k}, H_{n,k+1})\) is clearly generated by the elements of the form \((g_1^F, g_1^F), (g_2^F, 1)\) and \((1, g_2^F)\), for some faces \(F_1, F_2\) in \([n]\), where \(g_1 \in G_{n - \dim(F_1)+k}\) and \(g_2 \in G_{n - \dim(F_2)+k+1}\). Using that \((g_1^F, g_1^F) = g_1^F \times \{0, 1\}\), it is checked in a straightforward way that \(\text{diag}(H_{n,k}, H_{n,k+1})\) and \(H_{n+1,k}\) have equal sets of generators. 

Recall from Definition 2.61 the notion of the square of a measure relative to a factor. If \(G\) acts on \(\Omega = (\Omega, \mathcal{A}, \lambda)\) by measure-preserving transformations, then a set \(B \in \mathcal{A}\) is said
to be \( G \)-invariant if we have \( \lambda((g \cdot B) \Delta B) = 0 \) for every \( g \in G \). The \( G \)-invariant sets form a sub-\( \sigma \)-algebra of \( \mathcal{A} \), and the action of \( G \) is ergodic if every \( G \)-invariant set \( B \) has \( \lambda(B) \in \{0,1\} \). Recall also that a factor of the measure-preserving system \((\Omega, G)\) is a \( \sigma \)-algebra \( \mathcal{B} \subset \mathcal{A} \) such that for every \( g \in G \) and \( B \in \mathcal{B} \) we have \( g \cdot B \in \mathcal{B} \).

**Lemma 5.3.** Let \( K \) be a group and \( K_2 \) be a normal subgroup of \( K \). Suppose that \( K \) acts on a probability space \( \Omega_0 = (\Omega_0, \mathcal{A}_0, \lambda_0) \) by measure-preserving transformations. Let \( \lambda_1 \in \text{Cg}(\Omega_0, \{0,1\}) \) be the square of \( \lambda_0 \) relative to the \( \sigma \)-algebra of \( K_2 \)-invariant sets. Then the group \( \text{diag}(K, K_2) \) acts by measure-preserving transformations on \((\Omega_0^{[0,1]}, \mathcal{A}_0^{[0,1]}, \lambda_1)\).

**Proof.** Let \( \mathcal{B} \) denote the \( \sigma \)-algebra of \( K_2 \)-invariant sets in \( \mathcal{A}_0 \). Since \( K_2 \triangleleft K \), we have\(^{12}\) that \( \mathcal{B} \) is a factor of \((\Omega_0, K)\). In particular \( \mathbb{E}(f^g|\mathcal{B}) = \mathbb{E}(f|\mathcal{B})^g \) for every \( g \in K \) and \( f \in L^\infty(\Omega_0) \). By Lemma [2.2] it suffices to prove that for every function \( h \) on \( \Omega_0^{[0,1]} \) of the form \((f_0 \circ p_0)(f_1 \circ p_1)\), with \( f_0, f_1 \in L^\infty(\Omega_0) \), for every \( t \in \text{diag}(K, K_2) \) we have \( \int h^t \, d\lambda_1 = \int h \, d\lambda_1 \). Let \( g \in K \), \( a, b \in K_2 \) such that \( t = (ga, gb) \). By (15) we have \( \int h^t \, d\lambda_1 = \int \mathbb{E}(f_0^a|\mathcal{B}) \mathbb{E}(f_1^b|\mathcal{B}) \, d\lambda_0 = \int \mathbb{E}(f_0^a|\mathcal{B}) \mathbb{E}(f_1^b|\mathcal{B}) \, d\lambda_0 = \int \mathbb{E}(f_0^a|\mathcal{B}) \mathbb{E}(f_1^b|\mathcal{B}) \, d\lambda_0 \), and this equals \( \int (\mathbb{E}(f_0|\mathcal{B}) \mathbb{E}(f_1|\mathcal{B}))^g \, d\lambda_0 = \int \mathbb{E}(f_0|\mathcal{B}) \mathbb{E}(f_1|\mathcal{B}) \, d\lambda_0 = \int h \, d\lambda_1 \). \( \square \)

In what follows we shall often say that a filtered group \((G, G_\ast)\) “acts on a probability space” just to mean that \( G \) acts on the space by measure-preserving transformations. We can now generalize the couplings introduced by Host and Kra in [33].

**Definition 5.4** (Host-Kra couplings for filtered groups). Let \( \Omega = (\Omega, \mathcal{A}, \lambda) \) be a probability space, and let \((G, G_\ast)\) be a filtered group acting on \( \Omega \) by measure-preserving transformations. For each \( n \in \mathbb{N} \) we define an \( H_{n,0} \)-invariant measure \( \mu^{[n]} \in \text{Cg}(\Omega, [n]) \) recursively as follows. We set \( \mu^{[0]} := \lambda \). Having defined \( \mu^{[n]} \), let \( I_n \) be the \( \sigma \)-algebra of \( H_{n,1} \)-invariant sets. Then we define \( \mu^{[n+1]} \) to be the square of \( \mu^{[n]} \) relative to \( I_n \).

The fact that \( H_{n,1} \) is normal in \( H_{n,0} \) implies that \( I_n \) is a factor of the measure-preserving system \((\Omega^{[n]}, \mu^{[n]}), H_{n,0})\), so we can apply Lemma [5.3] and then Lemma [5.2] to deduce that \( \mu^{[n+1]} \) is indeed \( H_{n+1,0} \)-invariant, and the recursion can thus proceed.

The construction in Definition [5.4] generalizes the construction of the measures \( \mu^{[n]} \) in [33, §3.1]. Indeed, the latter construction concerns the \( \mathbb{Z} \)-action generated by a single transformation \( T \), and if we let \( \mathbb{Z}_\ast \) be the lower central series on \( \mathbb{Z} \) then \( H_{n,1} = \langle T^{[n]} \rangle \), so the \( \sigma \)-algebra of \( T^{[n]} \)-invariant sets used in [33] is precisely the \( \sigma \)-algebra \( I_n \) used above.

Given a power \( \Omega^S \) of a probability space \( \Omega \), and given a bijection \( \theta : S \rightarrow S \) (more generally, a group \( G \) of such bijections), recall that the coordinatewise action of \( \theta \) (or \( G \)) on \( \Omega^S \) is the measure-preserving action defined by \( \theta \cdot ((\omega_v)_{v \in S}) = (\omega_{\theta(v)})_{v \in S} \) (for each \( \theta \in G \)). To study the symmetries of Host-Kra couplings we use the following result.

\(^{12}\)Indeed, for every \( k \in K, k_2 \in K_2 \) and \( B \in \mathcal{B} \), since \( k^{-1}k_2k \in K_2 \) we have \( k_2 \cdot k \cdot B = k \cdot (k^{-1}k_2k) \cdot B = k \cdot B \).
Lemma 5.5. Let $K$ be a nilpotent group and $K_2$ be a subgroup of $K$ with $[K, K] \leq K_2$. Suppose that $K$ acts on a probability space $\Omega_0 = (\Omega_0, \mathcal{A}_0, \lambda_0)$ by measure-preserving transformations. Let $\lambda_1$ be the square of $\lambda_0$ relative to the $\sigma$-algebra of $K$-invariant sets. Let $\lambda_2$ be the square of $\lambda_1$ relative to the $\sigma$-algebra of $\text{diag}(K, K_2)$-invariant sets. Then the measure $\lambda_2$ is invariant under the coordinatewise action of $\text{Aut}([2])$.

Here $\text{Aut}([2])$ denotes the group of automorphisms of the cube $[2] = \{0, 1\}^2$, that is, the group of bijections $\{0, 1\}^2 \rightarrow \{0, 1\}^2$ that extend to affine homomorphisms $\mathbb{Z}^2 \rightarrow \mathbb{Z}^2$.

Proof. We first claim that $\lambda_1$ is invariant under the action of $\text{diag}(K, K_2)$. To prove this, we first note that by Lemma 5.3 applied with the pair $K \leq K$, we have that $\lambda_1$ is invariant under the action of $K \times K$ (note that $K \times K = \text{diag}(K, K)$). Now using Lemma 5.3 again for the pair $\text{diag}(K, K_2) \leq \text{diag}(K, K_2)$ we obtain that $\lambda_2$ is invariant under the action of $\text{diag}(K, K_2, K_2)$. In particular $\lambda_2$ is invariant under the action of $K_2^2$. We will use this to show that $\lambda_2$ is relatively independent over its factor $\mathcal{B}_2 \lambda_2$, where $\mathcal{B}_2$ is the $\sigma$-algebra of $K_2$-invariant sets. To this end it suffices to prove that for every system $(f_v)_{v \in [2]}$ of functions $f_v \in L^\infty(\mathcal{A}_0)$ we have

$$\int \prod_{v \in [2]} f_v \circ p_v \, d\lambda_2 = \int \prod_{v \in [2]} \mathbb{E}(f_v | \mathcal{B}_2) \circ p_v \, d\lambda_2. \quad (44)$$

By the mean ergodic theorem for amenable groups, for every function $f \in L^\infty(\mathcal{A}_0)$ the projection $\mathbb{E}(f | \mathcal{B}_2)$ is the limit in $L^2(\mathcal{A}_0)$ of averages of the form $|F_n|^{-1} \sum_{g \in F_n} f^g$, where $(F_n)_{n \in \mathbb{N}}$ is a Følner sequence in $K_2$ (see [18 Theorem 2.1]). Replacing the conditional expectations by such averages and using the $K_2^2$ invariance, we deduce (44), and the claimed relative independence follows. Given this relative independence, to show that $\lambda_2$ is invariant under the action of $\text{Aut}([2])$ it suffices to prove it for the factor coupling $\mathcal{B}_2 \lambda_2$. Since $K_2$ acts trivially on $\mathcal{B}_2$, we have that $\mathcal{B}_2 \lambda_2$ is in fact equal to the Host-Kra coupling $\mu^{[2]}$ for the action $K/K_2$ on $(\Omega_0, \mathcal{B}_2, \lambda_0)$. But $K/K_2$ is an abelian group, so now the desired invariance follows from the original argument of Host and Kra, which was extended for actions of arbitrary countable abelian groups in [8 Appendix A] (see [8 Lemma A.14] and [33 Proposition 3.7]). □

The following theorem will enable us to apply our main results from Section 4.

Theorem 5.6. Let $(G, G_*)$ be a filtered group acting ergodically on a probability space $\Omega = (\Omega, \mathcal{A}, \lambda)$, and let $(\mu^{[n]})_{n \geq 0}$ be the associated sequence of Host-Kra couplings. Then $(\Omega, (\mu^{[n]})_{n \geq 0})$ is a cubic coupling. Moreover, the group $C^n(G_*)$ acts on $\Omega^{[n]}$ by transformations preserving the measure $\mu^{[n]}$.

Proof. We check that the three axioms from Definition 3.3 are satisfied.
For the ergodicity axiom, note that since \( H_{0,1} = G \) and the action of \( G \) is ergodic, we have that \( I_0 \) is the trivial \( \sigma \)-algebra, so \( \mu^{[1]} \) is the product measure \( \lambda \times \lambda \) on \( (\Omega, \mathcal{A})^2 \).

To check the other two axioms, first we prove the fact that \( \mu^{[n]} \) is invariant under the coordinatewise action of \( \text{Aut}(\mathbb{F}_n) \). We argue by induction on \( n \), noting first that this fact is clear for \( \mu^{[1]} \), since \( \text{Aut}(\mathbb{F}_1) \) consists only of the reflection \( v(1) \mapsto 1 - v(1) \), which indeed leaves \( \lambda \times \lambda \) invariant. Suppose by induction that \( \mu^{[n-1]} \) is invariant under the action of \( \text{Aut}(\mathbb{F}_{n-1}) \). It follows that \( \mu^{[n]} \) is invariant under all automorphisms \( \phi \) of the form \( \phi(v)[n-1] = \phi'(v(1), \ldots, v(n-1)) \), \( \phi(v)(n) = v(n) \), for some \( \phi' \in \text{Aut}(\mathbb{F}_{n-1}) \). To prove that \( \mu^{[n]} \) is invariant under all of \( \text{Aut}(\mathbb{F}_n) \), we apply Lemma \ref{lem:inv-un} with \( \lambda_0 = \mu^{[n-2]} \), \( K = H_{n-2,1} \), and \( K_2 = H_{n-2,2} \). This gives us that the measure \( \mu^{[n]} \), when viewed as \( \lambda_2 \) in that lemma (i.e. as a self-coupling of \( \mu^{[n-2]} \) indexed by \( [2] \)) is invariant under the action of \( \text{Aut}(\mathbb{F}_2) \). In particular, it is invariant under swapping the two coordinates of elements of \( [2] \), and this implies by induction that \( \mu^{[n]} \) is invariant under every element of \( \text{Aut}(\mathbb{F}_n) \) that just permutes coordinates of \( v \). Moreover \( \mu^{[n]} \) is also invariant under the reflection \( \sigma_n \) that sends \( v(n) \) to \( 1 - v(n) \). Indeed we have \( \sigma_n = \theta^{-1} \circ \sigma_{n-1} \circ \theta \) where \( \theta \) permutes \( v(n), v(n-1) \) and \( \sigma_{n-1} \) is the reflection sending \( v(n-1) \) to \( 1 - v(n-1) \), and we already know that \( \mu^{[n]} \) is invariant under \( \theta \) and \( \sigma_{n-1} \). It follows by induction that \( \mu^{[n]} \) is invariant under all reflections \( \sigma_j, j \in [n] \). The claimed invariance of \( \mu^{[n]} \) follows.

To check the face consistency axiom, let \( \phi : [m] \to [n] \) be a face map, assuming without loss of generality that \( m < n \). To show that \( \mu^{[n]}_{\phi} = \mu^{[m]} \), we can suppose, by composing \( \phi \) with an element of \( \text{Aut}(\mathbb{F}_n) \) and using the last paragraph, that \( \phi([m]) = [m] \times \{0^{n-m}\} \). But then the desired equality \( \mu^{[n]}_{\phi} = \mu^{[m]} \) follows clearly from the construction of \( \mu^{[n]} \).

The idempotence axiom holds, in the case of faces \( F_i = \{ v \in [n] : v(i) = i \}, i = 0, 1 \), by construction of \( \mu^{[n]} \) as a relative square of \( \mu^{[n-1]} \) and by Lemma \ref{lem:partition} (iv). This together with the invariance under \( \text{Aut}(\mathbb{F}_n) \) implies the idempotence axiom in full generality.

Since \( C^n(G_{\ast}) = H_{n,0} \), by Definition \ref{def:ergodic-0} the action of \( C^n(G_{\ast}) \) preserves \( \mu^{[n]} \). \hfill \Box

**Definition 5.7** (Uniformity seminorms for ergodic filtered-group actions). Let \((G, G_{\ast})\) be a filtered group acting ergodically on a probability space \( \Omega = (\Omega, \mathcal{A}, \lambda) \). We define the \( k \)-th uniformity seminorm on \((\Omega, (G, G_{\ast}))\) to be the seminorm \( \| \cdot \|_{U^k} \) associated with the coupling \( \mu^{[k]} \) as per Corollary \ref{cor:ergodic}

We shall use Theorem \ref{thm:ergodic} to describe the characteristic factors corresponding to these seminorms. First let us define these factors, which requires the following result.

**Lemma 5.8.** Let \((G, G_{\ast})\) be a filtered group acting ergodically on a probability space \( \Omega = (\Omega, \mathcal{A}, \lambda) \). For every \( k \in \mathbb{N} \), there is a \( \sigma \)-algebra \( \mathcal{H}_k \subset \mathcal{A} \) such that

\[
L^\infty(\mathcal{H}_k) = \{ f \in L^\infty(\mathcal{A}) : \forall g \in L^\infty(\mathcal{A}) \text{ with } \| g \|_{U^{k+1}} = 0, \text{ we have } E(fg) = 0 \}. \tag{45}
\]

Moreover \( \mathcal{H}_k \) is a factor of the system \((\Omega, G)\) and is unique up to \( \lambda \)-null sets.
Proof. We know by Theorem 5.6 that \( \Omega \) together with the Host-Kra couplings \( \mu^{[n]} \) is a cubic coupling. We then let \( \mathcal{H}_k \) be the Fourier \( \sigma \)-algebra \( \mathcal{F}_k \) corresponding to this cubic coupling. Corollary 3.22 then gives us \( (15) \). To show that \( \mathcal{H}_k \) is factor of \( (\Omega, G) \), we first note the fact that for each \( n \) the diagonal action\(^{13}\) of \( G \) on \( \Omega^{[n]} \) preserves \( \mu^{[n]} \). This follows from Definition 5.4 since this is a sub-action of the action of \( H_{n,0} \), and we know that the latter action preserves \( \mu^{[n]} \). Given this, we can show that \( \mathcal{F}_k \) is preserved by the action of \( G \) as follows. Let \( F \) be a system of functions \( f_v \in L^\infty(\mathcal{A}), v \in K_{k+1} \), and for any \( g \in G \) let \( F^g \) denote the system \( (f^g_v)_{v \in K_{k+1}} \). Then for every function \( h \in L^\infty(\mathcal{A}) \), the invariance of \( \lambda \) under \( g \) implies that \( \langle [F]_{U_{k+1}}, h \rangle = \langle [F^g]_{U_{k+1}}, h^g \rangle \), and the invariance of \( \mu^{[k+1]} \) under the diagonal element \( (g)_v \in K_{k+1} \) implies that \( \langle [F]_{U_{k+1}}, h \rangle = \langle [F^g]_{U_{k+1}}, h^g \rangle \). Since \( h \) was arbitrary it follows that \( [F^g]_{U_{k+1}} = [F]_{U_{k+1}} \). Hence, shifts of convolutions \( [F]_{U_{k+1}} \) by elements \( g \) are again such convolutions. Since these convolutions generate \( \mathcal{F}_k \), the invariance of \( \mathcal{F}_k \) follows. To see the uniqueness, note that \( \mathcal{H}_k \) is defined by describing \( L^\infty(\mathcal{H}_k) \) in \( (15) \), so any other \( \sigma \)-algebra \( \mathcal{B} \) satisfying \( (15) \) must satisfy \( \mathcal{B} = \chi \mathcal{H}_k \). \( \square \)

Definition 5.9. Let \( (G, G_0) \) be a filtered group acting ergodically on a probability space \( \Omega = (\Omega, \mathcal{A}, \lambda) \). We call the \( \sigma \)-algebra \( \mathcal{H}_k \) from Lemma 5.8 the \( k \)-th Host-Kra factor of the system \( (\Omega, (G, G_0)) \). We say that \( (\Omega, (G, G_0)) \) is a system of order \( k \) if \( \mathcal{A} = \chi \mathcal{H}_k \). When we do not specify a particular filtration on \( G \), and speak only of the Host-Kra factors on \( (\Omega, G) \), we always take implicitly \( G_0 \) to be the lower central series on \( G \).

This notion of system of order \( k \) extends the one introduced by Host and Kra in [33, Definition 4.10]. Every factor as defined above, with the induced action of \( G \), is itself a measure-preserving system, and we can now characterize these systems using our results from Section 4. We formulate this characterization in terms of a class of measure-preserving systems which we define next. As recalled in the previous section, a compact nilspace \( X \) is naturally equipped with a filtered group \( \Theta(X) \) of translations on \( X \); see [9] or [11] §2.9. These translations are a special kind of homeomorphisms from \( X \) to itself that preserve the cube structure and also the Haar measure on \( X \).

Definition 5.10 (Nilspace systems). A nilspace system is a triple \( (X, G, \phi) \) where \( X \) is a compact nilspace, where \( G \) is a group, and \( \phi : G \to \Theta(X) \) is a group homomorphism. If \( G_0 \) is a filtration on \( G \), and \( \phi \) is a filtered-group homomorphism, then we call \( (X, (G, G_0), \phi) \) a filtered nilspace system. We say that \( (X, G, \phi) \) (or \( (X, (G, G_0), \phi) \)) is \( k \)-step if \( G \) is \( k \)-step.

Thus the action of \( G \) on \( X \) is defined by \( g \cdot x := \phi(g)(x) \). Note that \( (X, G, \phi) \) can be viewed as a measure-preserving system by equipping \( X \) with its Haar probability measure \( \mu_X \), which is invariant under any translation. We say that the nilspace system is ergodic if \( G \) acts ergodically relative to \( \mu_X \). We can now obtain the main result of this section.

\(^{13}\)That is, the action defined by \( g \cdot (\omega_v)_v = (g \cdot \omega_v)_v \), for any \( g \in G \).
**Theorem 5.11.** Let \((G, G_\bullet)\) be a finite-degree filtered group acting ergodically on a Borel probability space \(\Omega\). Then for each \(k\), the \(k\)-th Host-Kra factor of \((\Omega, (G, G_\bullet))\) is isomorphic to the ergodic \(k\)-step filtered nilspace system \((X_k, (G, G_\bullet), \hat{\gamma}_k)\), with \(X_k, \hat{\gamma}_k\) as given by Theorem 4.5.

**Proof.** By Theorem 5.6 the Host-Kra couplings associated with the given system form a cubic coupling, and the action of each group \(C^n(G_\bullet)\) on \(\Omega^{[n]}\) preserves \(\mu^{[n]}\). Applying Theorem 4.5 we obtain that the \(k\)-th Host-Kra factor of \((\Omega, (G, G_\bullet))\) is isomorphic to \((X_k, (G, G_\bullet))\). The ergodicity of this system follows from that of \((\Omega, (G, G_\bullet))\).

Recall from [32, Chapter 11, §1.1] that if \(L\) is a \(k\)-step nilpotent Lie group, with a lattice \(\Gamma\), with Haar measure \(\mu\) on \(L/\Gamma\), and \(T : L/\Gamma \to L/\Gamma\) is a transformation \(x \mapsto \tau \cdot x\) for some \(\tau \in L\), then \((L/\Gamma, \mu, T)\) is a (measure theoretic) \(k\)-step nilsystem. There is a natural generalization to multiple transformations: for a discrete group \(G\), we say that \((L/\Gamma, \mu, G)\) is a nilsystem if \(G\) acts on \(L/\Gamma\) via a group homomorphism \(\phi : G \to L\), i.e. \((g, x) \mapsto \phi(g) \cdot x\). Turning \(L/\Gamma\) into a nilspace using the natural cube structure (see [11, Proposition 1.1.2]), and noting that \(x \mapsto \tau \cdot x\) is then a translation in \(\Theta(L/\Gamma)\), we see that nilsystems are examples of nilspace systems. It turns out that the latter systems can often be usefully expressed in terms of the former. For example, from the existing theory of compact nilspaces it follows that an ergodic nilspace system whose group of translations is finitely generated is an inverse limit of nilsystems. This is proved in [12, Theorem 5.2], and can also be derived from [28, Theorem 1.29]. Thus, Theorem 5.11 yields the following generalization of the Host-Kra structure theorem [33, Theorem 10.1].

**Theorem 5.12.** Let \(G\) be a finitely generated nilpotent group acting ergodically on a Borel probability space \(\Omega\), and let \(G_\bullet\) be a filtration on \(G\). Then for each positive integer \(k\) the \(k\)-th Host-Kra factor of \((\Omega, (G, G_\bullet))\) is isomorphic to an inverse limit of \(k\)-step nilsystems.

In particular, if \((\Omega, (G, G_\bullet))\) is of order \(k\) then it is an inverse limit of \(k\)-step nilsystems.

**Proof.** By Theorem 5.11 the \(k\)-th Host-Kra factor of \((\Omega, (G, G_\bullet))\) is isomorphic to an ergodic \(k\)-step filtered nilspace system. Since \(G\) is finitely generated, this nilspace system is an inverse limit of \(k\)-step nilsystems, by [12, Theorem 5.2].

**Remark 5.13.** Using Theorem 5.11 (resp. Theorem 5.12), the analysis of the asymptotic behaviour of a multiple ergodic average for a nilpotent group action can be reduced to the analysis of the corresponding average on a nilspace system (resp. nilsystem), provided that the average can be controlled by one of the seminorms from Definition 5.7 (in the usual sense of “control” used in this area; see [16, §2.3] and the estimates in [16, (7)]). While the family of averages controllable this way clearly includes the ones treated in [33], there are also averages of interest in the area which it does not include (for instance,
the averages in \[31\] are treated with seminorms whose construction differs from ours). Determining exactly which averages are controlled by each of the seminorms in Definition 5.7 is an interesting and potentially vast project which we do not pursue in this paper.

6. ON CUBIC EXCHANGEABILITY

In this section we denote by \(S\) a countable set. We denote by \([S]\) the set of elements \(v \in \{0,1\}^S\) with only finitely many coordinates \(v(i)\) equal to 1, that is \([S] = \{0,1\}^S \cap \bigoplus_{i \in S} \mathbb{Z}\).

**Definition 6.1.** A map \(\phi : [S_1] \to [S_2]\) is a **cube morphism** if it extends to an affine homomorphism from \(\bigoplus_{i \in S_1} \mathbb{Z}\) to \(\bigoplus_{i \in S_2} \mathbb{Z}\).

**Remark 6.2.** This generalizes the notion of a morphism between discrete cubes of finite dimension, introduced in \[9\] (see also \[10, §1.1\]). It can be checked that \(\phi : [S_1] \to [S_2]\) is a morphism if and only if for every \(j \in S_2\), the function \(v \mapsto \phi(v)(j)\) is either constant, or for some \(i \in S_1\) it is \(v \mapsto v(i)\) or \(v \mapsto 1 - v(i)\), and the following properties hold:

(i) There are only finitely many \(j \in S_2\) such that \(v \mapsto \phi(v)(j)\) is either the constant 1 or \(v \mapsto 1 - v(i)\) for some \(i \in S_1\).

(ii) For each \(i \in S_1\) there are only finitely many \(j\) such that \(v \mapsto \phi(v)(j)\) is \(v \mapsto v(i)\).

If for each \(i \in S_1\) there is exactly one \(j \in S_2\) such that \(v \mapsto \phi(v)(j)\) a non-constant function of \(v(i)\), then we call \(\phi\) a **face map**. Note that, for \(k \in \mathbb{N}\), face maps from \([k]\) to \([k]\) are bijective, but this is not necessarily true for face maps from \([\mathbb{N}]\) to \([\mathbb{N}]\).

A set \(F \subset [S]\) is a **face** if it is of the form \([S'] \times z\) where \(S' \subset S\) and \(z \in [S \setminus S']\). We say that \(S'\) is the set of **free coordinates** of \(F\). We say that two faces are **independent** if they have trivial intersection and their sets of free coordinates are disjoint. Note that face maps take faces to faces, but this is not true for cube morphisms in general.

Let \(B\) be a standard Borel space, with Borel \(\sigma\)-algebra \(\mathcal{B}\). Since \([\mathbb{N}]\) is countable, the product set \(B^{[\mathbb{N}]}\) with the \(\sigma\)-algebra \(\bigotimes_{v \in [\mathbb{N}]} \mathcal{B}\) is also a standard Borel space. Our goal is to characterize Borel probabilities on \(B^{[\mathbb{N}]}\) that have the following properties.

**Definition 6.3.** A Borel probability measure \(\mu\) on \(B^{[\mathbb{N}]}\) is **cubic exchangeable** if it has the following **consistency property**: for every \(k \geq 0\) and every pair of injective morphisms \(\phi_1, \phi_2 : [k] \to [\mathbb{N}]\), we have \(\mu_{\phi_1} = \mu_{\phi_2}\). We say that \(\mu\) has the **independence property** if for all finite independent faces \(F_1, F_2 \subset [\mathbb{N}]\), the \(\sigma\)-algebras \(B_{F_1}^{[\mathbb{N}]}\), \(B_{F_2}^{[\mathbb{N}]}\) are independent in \(\mu\).

Note that the consistency property above is the consistency axiom from Definition 3.1 formulated for a measure on a product space of the form \(B^{[\mathbb{N}]}\).

**Remark 6.4.** Let \(\mu\) be a cubic exchangeable measure on \(B^{[\mathbb{N}]}\) and let \(\phi : [\mathbb{N}] \to [\mathbb{N}]\) be an injective morphism. Since \(\mu\) and the subcoupling \(\mu_{\phi}\) are determined by their marginals on finite subsets of \([\mathbb{N}]\), and \([\mathbb{N}]\) is the union of finite-dimensional faces, the consistency
property of $\mu$ implies that $\mu_\phi = \mu$. Let $\hat{\phi}$ be the map $B^{[N]} \to B^{[N]}$ obtained by first projecting to the coordinates in $\phi([N])$ and then relabeling the coordinates using $\phi^{-1}$. Then the property $\mu_\phi = \mu$ implies that $\hat{\phi}$ preserves the measure $\mu$.

**Remark 6.5.** A useful probabilistic viewpoint concerning measures on $B^{[N]}$ is to consider them as joint distributions of $B$-valued random variables $Y_v$ indexed by the elements $v \in [N]$. In this language, the independence property of $\mu$ means that $\{Y_v\}_{v \in F_1}$ is independent from $\{Y_v\}_{v \in F_2}$ whenever $F_1$ and $F_2$ are independent faces.

**Remark 6.6.** As mentioned in the introduction, in [2, §16] Aldous considered a property related to cubic exchangeability. A measure $\mu$ on $B^{[N]}$ has this property if it is invariant under all transformations of $B^{[N]}$ induced by automorphisms of $[N]$. These automorphisms form the group that we denote by $\text{Aut}([N])$, which is isomorphic to $S^\infty \ltimes \mathbb{Z}_2^\infty$, where $S^\infty$ denotes the group of finitely-supported permutations of $N$, and $\mathbb{Z}_2^\infty = \bigoplus_{i \in \mathbb{N}} \mathbb{Z}_2$. Note that cubic exchangeability as per Definition 6.3 implies this $\text{Aut}([N])$-exchangeability property of Aldous. Indeed, given $\theta \in \text{Aut}([N])$, for $m$ sufficiently large, the set $[m] \times \{0^{N\{m\}}\}$ is globally invariant under $\theta$. We can thus view $\theta$ as an injective morphism $[m] \to [N]$, and deduce from cubic exchangeability of $\mu$ that $\mu$ is $\theta$-invariant. Note also that cubic exchangeability is strictly stronger than $\text{Aut}([N])$-exchangeability, because not all injective morphisms can be viewed as automorphisms this way (automorphisms take faces to faces in $[N]$, whereas injective morphisms can take faces to subcubes that are not faces). In [4, §5.3], Austin observed that it is also natural to consider a stronger variant of $\text{Aut}([N])$-exchangeability, in which $\mu$ is required to be invariant not just under the action of $\text{Aut}([N])$, but rather under the action of the full affine automorphism group of $[N]$, denoted by $\text{Aff}([N])$ (identifying $[N]$ and $F_2^\infty$ as sets), which is isomorphic to $\text{GL}(F_2^\infty) \ltimes \mathbb{Z}_2^\infty$. It can be checked that this stronger property implies cubic exchangeability, using the fact that for every injective morphism $\phi : [n] \to [m]$, viewing $\phi$ as a map from $[n] \times \{0^{m-n}\} \subset [m]$ to $[m]$ the obvious way, there is a matrix $M \in \text{GL}(F_2^m)$ and $w \in F_2^m$ such that the affine linear map $F_2^m \to F_2^m$, $v \mapsto M(v) + w$ agrees with $\phi$ on $[n] \times \{0^{m-n}\}$.

Recall that a compact nilspace $X$ is equipped with cube sets $C^n(X)$ for each $n \geq 0$, on each of which we can define a Haar probability measure $\mu_{C^n(X)}$. We can then define morphisms from $[N]$ to $X$ by declaring that $\phi : [N] \to X$ is a morphism if for every integer $n \geq 0$, for every cube morphism $\psi : [n] \to [N]$ we have $\phi \circ \psi \in C^n(X)$. The measures $\mu_{C^n(X)}$ can be put together to determine a well-defined probability on $X^{[N]}$ (see Remark 6.9 below), which enables us in particular to define a random morphism $\phi : [N] \to X$.

To formulate the main theorem of this section, the following construction is crucial.

**The nilspace construction of cubic exchangeable measures:** let $\mathcal{P}(B)$ denote the standard Borel space consisting of the set of Borel probability measures on $B$ equipped with the
σ-algebra generated by the maps $A \mapsto \mu(A)$, $A \in \mathcal{B}$ (see [37, p. 113]). Let $X$ be a compact nilspace and let $m : X \to \mathcal{P}(B)$ be a Borel map. Let $\phi : [N] \to X$ be a random morphism. Then $(\phi(v))_{v \in [N]}$ is a sequence of $X$-valued random variables. Now we introduce a second randomization in which for every $v$ independently we choose an element $Y_v \in B$ with distribution $m(\phi(v))$. We denote by $\zeta_{X,m}$ the resulting Borel probability measure on $B^{[N]}$, thus $\zeta_{X,m}$ is the joint distribution of the sequence of random variables $(Y_v)_{v \in [N]}$.

The main result of this section can now be stated.

**Theorem 6.7.** Let $\mu$ be a Borel probability on $B^{[N]}$. Then the following statements hold:

(i) The measure $\mu$ is cubic exchangeable with the independence property if and only if $\mu = \zeta_{X,m}$ where $X$ is a compact nilspace and $m : X \to \mathcal{P}(B)$ is Borel measurable.

(ii) The measure $\mu$ is cubic exchangeable if and only if it is the convex combination of cubic exchangeable measures that have the independence property.

The rest of the section is devoted to proving Theorem 6.7. We use the following notion.

**Definition 6.8.** A weak cubic coupling on a measurable space $(\Omega, \mathcal{A})$ is a sequence $(\mu^{[n]})_{n \geq 0}$ of measures $\mu^{[n]}$ on $(\Omega^{[n]}, \mathcal{A}^{[n]})$ satisfying the consistency axiom and the conditional independence axiom from Definition 3.1.

**Remark 6.9.** Every weak cubic coupling on $\Omega$ can be viewed as a single cubic exchangeable measure $\mu$ on $\Omega^{[N]}$ such that each measure $\mu^{[n]}$ in the definition is the marginal of $\mu$ corresponding to the index set $[n] \times \{0^{[N]\setminus[n]}\}$ (where in general $0^S$ is the element of $[S]$ with all entries $0$). Note that the consistency axiom implies at once that each measure $\mu^{[n]}$ is a self-coupling of $\mu^{[0]}$ indexed by $[n]$, that these measures $\mu^{[n]}$ can be put together to determine a well-defined probability $\mu$ on $\Omega^{[N]}$, and that $\mu$ is cubic exchangeable.

As a key step towards the proof of Theorem 6.7, we obtain the following result.

**Proposition 6.10.** A probability measure on $B^{[N]}$ is cubic exchangeable if and only if it is a factor coupling of some weak cubic coupling.

The proof relies mainly on the following lemma.

**Lemma 6.11.** Let $F_1, F_2$ be faces of $[N]$ such that the face $F_1 \cap F_2$ has infinite dimension, and let $T \subset F_1$ be a finite subset. Then there is a face map $\tau : [N] \to [N]$ such that $\tau(F_2) = F_1 \cap F_2$ and $\tau(t) = t$ holds for every $t \in T$.

**Proof.** Let $z \in F_1 \cap F_2$ and let $\phi : [N] \to [N]$ be the bijective face map such that for every $i$ in the finite set $\text{supp}(z) \subset N$ we have $\phi(v)(i) = 1 - v(i)$ and for all $i \in N \setminus \text{supp}(z)$ we have $\phi(v)(i) = v(i)$. We have $\phi(z) = 0^N$. Note that it suffices to find the map $\tau$ for the faces $\phi(F_1), \phi(F_2)$ and the set $\phi(T)$, since then, by conjugating with $\phi$ we obtain
a map satisfying the conclusion of the lemma for $F_1, F_2$ and $T$. Hence without loss of
generality we can assume that $0^N \in F_1 \cap F_2$. In this case we have $F_i = [S_i] \times \{0^N \setminus S_i\}$ for
some sets $S_1, S_2 \subset \mathbb{N}$. Let $S_3 \subset S_1$ be a finite set such that $T \subseteq \{0, 1\}^{S_3} \times \{0^{\mathbb{N} \setminus S_3}\}$. Let
$\rho' : S_2 \setminus S_3 \to (S_1 \cap S_2) \setminus S_3$ be a bijection, and let $\rho : \mathbb{N} \to \mathbb{N}$ be the injection equal to
the identity on $\mathbb{N} \setminus (S_2 \setminus S_3)$ and equal to $\rho'$ on $S_2 \setminus S_3$. Let $\tau$ be defined by $\tau(v(i)) = v(\rho^{-1}(i))$
if $i \in \rho(\mathbb{N})$ and $\tau(v(i)) = 0$ otherwise. The map $\tau$ satisfies the required conclusion. \qed

Lemma 6.12. Let $\nu$ be a cubic exchangeable probability measure on $B[\mathbb{N}]$. Let $F_1, F_2$ be
faces of $[\mathbb{N}]$ such that $F_1 \cap F_2$ has infinite dimension. Then $F_1 \perp \nu F_2$.

Proof. We need to show that if $f \in L^\infty(B_{F_1}[\mathbb{N}])$ then $\mathbb{E}(f|B_{F_2}[\mathbb{N}])$ is $B_{F_1 \cap F_2}[\mathbb{N}]$-measurable. It is
enough to show this for functions that depend on a finite set of coordinates, since every
other bounded measurable function can be approximated in $L^2$ with arbitrary precision
using such functions (Lemma 2.2). Suppose that $f \in L^\infty(B_T[\mathbb{N}])$ for some finite set $T \subset F_1$
By Lemma 6.11 there is a face map $\tau : [\mathbb{N}] \to [\mathbb{N}]$ fixing $T$ pointwise and with $\tau(F_2) = F_1 \cap F_2$. Let $\tilde{\tau} : B[\mathbb{N}] \to B[\mathbb{N}]$ denote the map that first projects to the coordinates in $\tau([\mathbb{N}])$
and then renames the coordinates using $\tau^{-1}$. By Remark 6.4 the map $\tilde{\tau}$ preserves $\nu$. By
(3) we then have $\mathbb{E}(f|B_{F_2}[\mathbb{N}]) \circ \tilde{\tau} = \mathbb{E}(f \circ \tilde{\tau}|B_{\tau(F_2)}[\mathbb{N}]) = \mathbb{E}(f|B_{F_1 \cap F_2}[\mathbb{N}])$, whence $\|\mathbb{E}(f|B_{F_2}[\mathbb{N}]\|_{L^2} =
\|\mathbb{E}(f|B_{\tau(F_2)}[\mathbb{N}]\|_{L^2}$. Since the latter expectation is a projection of the former, this equality
of their $L^2$-norms implies that $\mathbb{E}(f|B_{F_2}[\mathbb{N}]) = \mathbb{E}(f|B_{F_1 \cap F_2}[\mathbb{N}])$, and the result follows. \qed

Proof of Proposition 6.10. The backward implication is clear. For the converse, let $\nu$ be
a cubic exchangeable measure on $B[\mathbb{N}]$. Let $N = E \cup O$ where $E$ and $O$ denote the set of
even and odd numbers respectively. We can write $B[\mathbb{N}] = (B[O])[E]$. Let $V = B[O]$ and let
$q : V \to B$ denote the projection $p_v$, where $v = 0[O]$. Since $B[\mathbb{N}] = V[\mathbb{E}]$, we can view the
measure $\nu$ as a coupling on $V[\mathbb{E}]$. To avoid confusion we denote this coupling by $\nu'$. It is
easy to see from the cubic exchangeability property of $\nu$ that $\nu'$ is also cubic exchangeable.
Lemma 6.12 applied to $\nu$ implies that $\nu'$ satisfies the conditional independence axiom.
Hence $\nu'$ is a weak cubic coupling. Let $\phi : [E] \to [\mathbb{N}]$, $(v_1)_{i \in E} \mapsto (v_2)_{i \in \mathbb{N}}$. Equipping
$B[\mathbb{E}]$ with the measure $\nu_\phi$, it is clear that $q[\mathbb{E}]$ is a measure preserving map from $V[\mathbb{E}]$ to
$B[\mathbb{E}]$. In this construction the coordinates in the cubes are all indexed by even numbers.
Renaming these coordinates by halving their indices, we obtain a weak cubic coupling $\mu$
on $V[\mathbb{N}]$ such that $q[\mathbb{N}] : V[\mathbb{N}] \to B[\mathbb{N}]$ satisfies $\nu = \mu \circ (q[\mathbb{N}])^{-1}$. \qed

Proposition 6.10 will be combined with the following result, which tells us that every weak
cubic coupling on a Borel probability space is a convex combination of cubic couplings.

Proposition 6.13. Let $(\eta^{[n]}_{[n]})_{n \geq 0}$ be a weak cubic coupling on a standard Borel space
$(\Omega, \mathcal{A})$, and let $\eta$ denote the corresponding cubic exchangeable measure on $\Omega[\mathbb{N}]$. Then
there is a probability measure $\kappa$ on $\mathcal{P}(\Omega[\mathbb{N}])$, supported on the set of cubic couplings (viewed
as measures $\mu$ on $\Omega[\mathbb{N}]$), such that $\eta = \int_{\mathcal{P}(\Omega[\mathbb{N}])} \mu \, d\kappa$. 
Proof. We show that there is a \( \sigma \)-algebra \( \mathcal{G} \subset \mathcal{A}^{[N]} \) such that in the disintegration of \( \eta \) relative to \( \mathcal{G} \), almost every measure is a cubic coupling.

For every 1-dimensional face \( \{v, w\} \) in \( [N] \) let \( \mathcal{G}_{v,w} = \mathcal{A}_{v}^{[N]} \wedge \eta \mathcal{A}_{w}^{[N]} \). Fix some (any) \( \{v, w\} \), and let \( \mathcal{G} \) be a countably generated sub-\( \sigma \)-algebra of \( \mathcal{G}_{v,w} \) such that \( \mathcal{G} = \eta \mathcal{G}_{v,w} \).

(We can obtain \( \mathcal{G} \) by taking a countable subset \( T \) of \( \mathcal{G}_{v,w} \) that is dense in the \( \eta \)-metric, and letting \( \mathcal{G} = \sigma(T) \).) For any other face \( \{w, z\} \) intersecting \( \{v, w\} \), by the weak cubic coupling axioms we have that \( \{v, w\} \perp_{\eta} \{w, z\} \) and that the marginal distributions on \( \{v, w\}, \{w, z\} \) and \( \{v, z\} \) are equal. It follows that the coupling \( \eta_{\{v,w\}} \) is idempotent. By Lemma 2.62 we have \( \mathcal{G}_{v,w} = \eta \mathcal{G}_{w,z} \) and \( \mathcal{A}_{v}^{[N]} \perp_{\eta} \mathcal{A}_{w}^{[N]} \). By iterating this for other such faces, we deduce that \( \mathcal{G} = \eta \mathcal{G}_{v',w'} \) for every face \( \{v', w'\} \subset [N] \).

By Proposition 2.66 and Lemma 2.62 we also have that there is a \( \sigma \)-algebra \( \mathcal{H} \) such that \( \mathcal{G} = \eta \mathcal{H}^{-1}(\mathcal{H}) \) holds for every \( v \in [N] \), and for every set \( H \in \mathcal{H} \) and pair \( v, w \in [N] \) we have \( \mathcal{H}^{-1}(\mathcal{H}) = \eta \mathcal{H}^{-1}(\mathcal{H}) \).

By (17.35) i) (applied with \( Y \) the quotient standard Borel space \( \Omega^{[N]} / \mathcal{G} \) and \( f : \Omega^{[N]} \to Y \) the canonical quotient map) we obtain a Borel map \( t : y \mapsto \mu_y \) from \( Y \) into \( \mathcal{P}(\Omega^{[N]}) \) such that, letting \( \kappa = \eta \circ f^{-1} \circ t^{-1} \), we have \( \eta = \int_{\mathcal{P}(\Omega^{[N]})} \mu_y \, \kappa \). It now suffices to show that, for almost every \( y \), the images of \( \mu_y \) on faces \( [n] \subset [N] \), for increasing \( n \), form a sequence satisfy the axioms in Definition 5.1.

Firstly, suppose that the consistency axiom failed for every \( \mu_y \) in some set of positive \( \eta \circ f^{-1} \)-measure. Then there would exist a set \( X \in \mathcal{G} \) with \( \eta(X) > 0 \), such that the measure \( \eta_X \) obtained from \( \eta \) by conditioning on \( X \) (as per Definition 2.51) does not satisfy the consistency axiom. We shall obtain a contradiction by showing that \( \eta_X \) must in fact satisfy this axiom. Let \( \phi_1, \phi_2 : [k] \to [N] \) be two injective cube morphisms. Let \( \hat{\phi}_1 : B^{[N]} \to B^{[k]} \) be the map that projects to the coordinates in \( \phi_1([k]) \) and then renames the coordinates using \( \phi_i^{-1} \). Our goal is to show that for every Borel set \( Q \subset B^{[k]} \) we have \( \eta_X \circ \hat{\phi}_1^{-1}(Q) \). Let \( v_i = \phi_i(0^k) \) and recall that there is a set \( Y \in \mathcal{H} \) such that \( \mathcal{H}^{-1}(\mathcal{H}) = \eta \mathcal{H}^{-1}(\mathcal{H}) \).

Then \( \eta_X \circ \hat{\phi}_1^{-1}(Q) = \frac{1}{\eta(X)} \eta(\hat{\phi}_1^{-1}(Q) \cap \mathcal{H}^{-1}(\mathcal{H})) = \frac{1}{\eta(X)} \eta(0^k) \phi_i^{-1}(Q \cap \mathcal{H}^{-1}(\mathcal{H})) \).

By the consistency axiom for \( \eta \) we have \( \eta_{\phi_1} = \eta_{\phi_2} \), and the consistency axiom for \( \eta_X \) follows.

By the consistency axiom, almost every \( \mu_y \) has all its marginals \( \mathcal{H}^{-1}(\mathcal{H}) \) equal to a single measure \( \mu_y^{[0]} \). Moreover, for any fixed face \( \{v, w\} \), since we disintegrate \( \eta \) relative to \( \mathcal{G} = \eta \mathcal{A}_{v}^{[N]} \wedge \mathcal{A}_{w}^{[N]} \), basic facts from probability imply that for almost every \( y \) the image of \( \mu_y \) on this face is \( \mu_y^{[0]} \times \mu_y^{[0]} \). Hence \( \mu_y \) satisfies the ergodicity axiom.

For the conditional independence axiom, note that if \( F_1, F_2 \) are \( n \)-dimensional faces with \( (n - 1) \)-dimensional intersection, then by construction we have \( \mathcal{G} \subset \mathcal{A}_{F_1 \cap F_2}^{[N]} \). Then \( F_1 \perp_{\eta} F_2 \) implies, by similar basic facts as above, that \( F_1 \perp_{\mu_y} F_2 \) for almost every \( y \).

Propositions 6.10 and 6.13 together imply directly the following result, which tells us that cubic exchangeable measures are convex combinations of factors of cubic couplings.
Theorem 6.14. Let $\nu$ be a cubic exchangeable probability measure on $B^{[N]}$. Then there is a standard Borel space $\Omega$, a Borel measurable map $q : \Omega \to B$, and a Borel probability measure $\kappa$ on $\mathcal{P}(\Omega^{[N]})$ supported on the set of cubic couplings (viewed as measures $\mu$ on $\Omega^{[N]}$), such that $\nu = \int_{\mathcal{P}(\Omega^{[N]})} \mu \circ (q^{[N]})^{-1} \, d\kappa(\mu)$.

Now we turn to the independence property. We need two lemmas.

Lemma 6.15. Every cubic coupling has the independence property.

Proof. Let $F_1$, $F_2$ be independent finite-dimensional faces in $[N]$. Note that there is a finite dimensional face $F_3 \supset F_2$ with $|F_1 \cap F_3| = 1$. Let $\mathcal{F} = F_1 \cap F_3$ and let $f \in L^\infty(A_{F_1})$. By Remark 3.9 we have $F_1 \perp \mu F_2$, and it follows that $E(f|A_{F_1}) = E(f|A_{F_2})$. Now it suffices to show that $A_{F_1}, A_{F_2}$ are independent. This follows from Corollary 3.10 □

Lemma 6.16. Let $Q$ be a standard Borel space. Let $\kappa$ be a probability measure on $\mathcal{P}(Q)$ such that, for some $\mu \in \mathcal{P}(Q)$, if $\mu'$ is taken with distribution $\kappa$ then the average of $\mu' \times \mu'$ is equal to $\mu \times \mu$. Then $\kappa$ is the Dirac measure $\delta_\mu$.

Proof. Fix any measurable set $B \subset Q$. Since $\mu'$ is a random measure we have that $\mu'(B)$ is a random variable. We have $E(\mu'(B)^2) = E((\mu' \times \mu')(B \times B)) = (\mu \times \mu)(B \times B) = \mu(B)^2$, and $E(\mu'(B)) = E((\mu' \times \mu')(B \times Q)) = (\mu \times \mu)(B \times Q) = \mu(B)$ (by our assumptions). These equations and the linearity of expectation imply that $E((\mu(B) - \mu'(B))^2) = 0$. It follows that $\mu'(B) = \mu(B)$ holds almost surely. Now using this argument for a countable generating set $\mathcal{S}$ of the Borel $\sigma$-algebra of $Q$ we get that almost surely we have $\mu'(B) = \mu(B)$ for every $B \in \mathcal{S}$ simultaneously. This completes the proof. □

Theorem 6.17. A probability measure $\nu$ on $B^{[N]}$ is cubic exchangeable with the independence property if and only if for some Borel probability space $\Omega$ there is a cubic coupling $\mu$ on $\Omega^{[N]}$ and a Borel measurable map $q : \Omega \to B$ such that $\nu = \mu \circ (q^{[N]})^{-1}$.

Proof. Let $\kappa$ and $q : \Omega \to B$ be as given by Theorem 6.14 so that $\nu = E_\kappa(\mu \circ (q^{[N]})^{-1})$. Let $\nu'$ denote the random measure $\mu \circ (q^{[N]})^{-1}$ on $B^\infty$. The independence property is preserved under composition with $(q^{[N]})^{-1}$, so Lemma 6.15 implies that $\nu'$ has the independence property almost surely. Let $n \geq 0$ and let $F_1$, $F_2$ be independent faces of dimension $n$ in $[N]$. Now, almost surely, the marginals of $\nu'$ on $F_1$ and $F_2$ are equal; we denote this marginal by $\mu'$. Moreover $B_{F_1}^{[N]}$, $B_{F_2}^{[N]}$ are independent in $\nu'$ almost surely, so $\nu'$ is of the form $\mu' \times \mu'$ on $B_{F_1} \times B_{F_2}$. The same independence holds in $\nu$ (by assumption), so $\nu$ is similarly of the form $\mu \times \mu_1$ on $B_{F_1} \times B_{F_2}$. Applying Lemma 6.16 with $Q = B_{F_1}$ (identified with $B_{F_2}$), we obtain that almost surely $\mu_1 = \mu_1$. Since this holds for every $n$, we must have $\nu = \nu'$ almost surely, so $\nu$ is indeed the image under $q^{[N]}$ of a cubic coupling. □

To complete the proof of our main result, the last step is to express a factor of a cubic coupling as a measure of the form $\zeta_{X,m}$ as in the nilspace construction.
Lemma 6.18. Let \( \mu \) be a cubic coupling on \( \Omega^{[n]} \) and let \( \gamma : \Omega \to X \) be as in Theorem 4.1. Let \( B \) be a standard Borel space, let \( q : \Omega \to B \) be a Borel map, let \( q' : \Omega \to \mathcal{P}(B) \), \( \omega \mapsto \delta_{q(\omega)} \), and let \( m : X \to \mathcal{P}(B) \) be such that \( \mathbb{E}(q'|\gamma) = m \circ \gamma \). Then \( \mu \circ (q|\gamma)^{-1} = \zeta_{X,m} \).

**Proof.** Let \( V \subset [N] \) be a finite set and \( \{A_v\}_{v \in V} \) a collection of Borel subsets of \( B \). Let \( A \subset \Omega^{[n]} \) be the preimage of \( \times_{v \in V} A_v \) under \( p_v : B^{[n]} \to B^V \). It suffices to show that \( \mu \circ (q|\gamma)^{-1}(A) = \zeta_{X,m}(A) \) for every such set \( A \). By Theorem 4.1 the coupling \( \mu \) is independent relative to the factor \( \gamma \), so \( \mu \circ (q|\gamma)^{-1}(A) = \int_{\Omega^{[n]}} \prod_{v \in S} \mathbb{E}(1_{A_v} \circ q|\gamma) \circ p_v \, d\mu \). Now for each \( v \) and \( \lambda \)-almost every \( \omega \in \Omega \) (where \( \lambda \) is the original measure on \( \Omega \)), note that \( \mathbb{E}(1_{A_v} \circ q|\gamma)(\omega) \) is the measure \( \mathbb{E}(q'|\gamma)(\omega) \) evaluated at \( A_v \). Plugging this into the right side of the last equality gives us \( \mu \circ (q|\gamma)^{-1}(A) = \int_{\Omega^{[n]}} \prod_{v \in S} (m(\gamma(\omega_v)))(A_v) \, d\mu(\omega) \), and letting \( \mu' = \mu \circ (\gamma|\gamma)^{-1} \), the last integral is \( \int_X \prod_{v \in S} (m(x_v))(A_v) \, d\mu'(x) \). Now note that this integral is precisely \( \zeta_{X,m}(A) \).

**Proof of Theorem 6.7.** Statement (i) follows from Theorem 6.17 and Lemma 6.18. For the second statement we use Theorem 6.14 and Lemma 6.15.

7. LIMITS OF FUNCTIONS ON COMPACT NILSPACES

Let \( B \subset \mathbb{C} \) be a compact set, let \( X \) be a compact nilspace, and let \( f : X \to B \) be a Borel measurable function. Nilspace theory enables us to define densities in \( f \) of configurations given by systems of linear forms. In this section we focus on the following configurations.

**Definition 7.1.** A cubic pattern is determined by two multisets \( S_1 \) and \( S_2 \) in a cube \([k]\). The density of such a pattern in \( f : X \to B \), denoted by \( t(S_1, S_2, f) \), is defined by

\[
t(S_1, S_2, f) = \int_{C^k(X)} \left( \prod_{v \in S_1} f(c(v)) \right) \left( \prod_{v \in S_2} f(c(v)) \right) \, d\mu^{[k]}(c),
\]

(46)

where \( \mu^{[k]} \) is the Haar probability measure on the cube set \( C^k(X) \).

For example if \( S_1 \) is the set of vertices with even coordinate sum and \( S_2 \) is the set of vertices with odd coordinate sum in \([k]\) then we have \( t(S_1, S_2, f) = \|f\|_{L^2}^2 \). We say that a sequence of functions \( (f_i : X_i \to B)_{i \in \mathbb{N}} \) is cubic convergent if \( \lim_{i \to \infty} t(S_1, S_2, f_i) \) exists for every cubic configuration \( (S_1, S_2) \). It can be seen in a straightforward way from the definitions that cubic convergence is equivalent to the convergence of the measures \( \zeta_{X,p \circ f_i} \), in the weak topology on \( \mathcal{P}(B^{[n]}) \), where \( p : B \to \mathcal{P}(B) \) is the function that maps \( z \in B \) to the Dirac measure \( \delta_z \). Note that for a Borel function \( f : X \to \mathcal{P}(B) \) we can also define \( t(S_1, S_2, f) \) using (16) for the \([k]\)-marginals of the probability measure \( \zeta_{X,f} \). The following result provides limit objects for cubic convergent sequences of functions.

**Theorem 7.2.** Let \( B \) be a compact subset of \( \mathbb{C} \), and let \( (f_i : X_i \to B)_{i \in \mathbb{N}} \) be a cubic convergent sequence of functions on compact nilspaces. Then there is a compact nilspace
X and a measurable function \( f : X \to \mathcal{P}(B) \) such that \( \lim_{i \to \infty} t(S_1, S_2, f_i) = t(S_1, S_2, f) \) holds for every cubic pattern \((S_1, S_2)\).

**Proof.** Let \( \nu \) be the weak limit of the measures \( \zeta_{X, p \circ f_i} \). Since each \( \zeta_{X, p \circ f_i} \) is cubic exchangeable with the independence property, and independence is preserved under weak limits, we have that \( \nu \) is cubic exchangeable with the independence property. The result now follows from Theorem 6.7. \( \square \)

**Remark 7.3.** It can indeed happen that limits of functions that take values in \( B \) cannot be represented by functions with values in \( B \) and the more general \( \mathcal{P}(B) \)-valued functions have to be used. A simple example is when \( f_i \) is a random function on the cyclic group \( \mathbb{Z}_i \) with independent values in \( \{1, -1\} \) with probability \( 1/2 \) each. Then with probability 1 the limit of the sequence \( f_i \) is the function which goes from the one point nilspace to the probability distribution \((\delta_1)/2 + (\delta_{-1})/2\).

**Remark 7.4.** The convergence of the densities of cubic patterns provides a rich enough limit concept to study various interesting phenomena in arithmetic combinatorics. To obtain limit objects for more general collections of patterns, apart from the additional technicalities in defining the associated densities for functions on compact nilspaces, there is also a more general corresponding exchangeability problem involved, which consists in describing the structure of the joint distribution of a sequence of random variables \((X_v)_{v \in \mathbb{Z}^\infty}\) (where \( \mathbb{Z}^\infty = \bigoplus_{i \in \mathbb{N}} \mathbb{Z} \)), assuming that this distribution is invariant under the action of the affine automorphism group of \( \mathbb{Z}^\infty \), that is \( \text{GL}(\mathbb{Z}^\infty) \ltimes \mathbb{Z}^\infty \).

**Appendix A. Background results from measure theory**

We begin with the proof of Lemma 2.2, which we restate here.

**Lemma A.1.** Let \((\Omega, \mathcal{A}, \lambda)\) be a probability space, let \( p \in [1, \infty) \), let \((\mathcal{B}_i)_{i=1}^n\) be a sequence of sub-\(\sigma\)-algebras of \(\mathcal{A}\), and let \(\mathcal{B} = \bigvee_{i=1}^n \mathcal{B}_i\). Let \(\mathcal{R}\) denote the set of functions on \(\Omega\) of the form \(\omega \mapsto \prod_{i=1}^n f_i(\omega)\), where \(f_i \in \mathcal{U}^\infty(\mathcal{B}_i)\) for all \(i\). Then for every \(f \in L^p(\mathcal{B})\), and every \(\epsilon > 0\), there is a finite linear combination \(g\) of functions in \(\mathcal{R}\) such that \(\|f - g\|_{L^p} \leq \epsilon\).

**Proof.** In \(L^p(\mathcal{B})\) the set of simple functions is everywhere dense \([6, \text{Lemma 4.2.1}]\), so it suffices to prove the lemma assuming that \(f\) is simple. Then by the triangle inequality for \(\| \cdot \|_{L^p}\), it suffices to prove the lemma for indicator functions of sets in \(\mathcal{B}\). In fact, it suffices to show that the sets of the form \(\bigcap_{i \in [n]} B_i\) with \(B_i \in \mathcal{B}_i\), form a semiring (to recall the notion of a semiring of sets see \([5, \text{p. 166}]\)). Indeed, if this holds then by \([5, \text{Theorem 11.4}]\) for every set \(B \in \mathcal{B}\) and every \(\epsilon > 0\) there is a finite disjoint union \(E\) of such finite intersections satisfying \(\lambda(B \Delta E) \leq \epsilon\), which implies our result for indicator functions of sets in \(\mathcal{B}\) as required.
To check the semiring property, the nontrivial part is to check that if \( A, B \) are sets of the above form and \( A \subset B \), then there exist disjoint sets \( C_1, \ldots, C_k \), each being of the above form and such that \( B \setminus A = \bigcup_{j \in [k]} C_j \). To show this, we first prove the following basic case. Let \( \mathcal{B}_1, \mathcal{B}_2 \) be sub-\( \sigma \)-algebras of \( \mathcal{B} \) and let \( X_i, Y_i \in \mathcal{B}_i \) for \( i = 1, 2 \). Using the partition \( Y_i^c \cup Y_i^2 = (Y_i^c \cap Y_i^2) \cup (Y_i^c \cap Y_i^2) \cup (Y_i \cap Y_i^2) \), where \( Y_i^c = \Omega \setminus Y \), we obtain that
\[
(X_1 \cap X_2) \setminus (Y_1 \cap Y_2) = ((X_1 \setminus Y_1) \cap (X_2 \setminus Y_2)) \cup ((X_1 \setminus Y_1) \cap (X_2 \cap Y_2)) \cup ((X_1 \cap Y_1) \cap (X_2 \setminus Y_2)).
\]
It follows from this and the fact that \( \mathcal{B}_1, \mathcal{B}_2 \) are \( \sigma \)-algebras that sets of the form \( X_1 \cap X_2 \) indeed form a semiring. By induction on \( n \) we then deduce the general case, namely that sets of the form \( A_1 \cap \cdots \cap A_n, A_i \in \mathcal{B}_i \) for each \( i \), form a semiring (using the equation above with \( X_1 = \cap_{i=1}^{n-1} A_i, X_2 = A_n, Y_1 = \cap_{i=1}^{n-1} B_i, Y_2 = B_n \) to reduce to the case \( n = 1 \)). \( \square \)

Next we show that the meet of two sub-\( \sigma \)-algebras is indeed a sub-\( \sigma \)-algebra.

**Lemma A.2.** Let \((\Omega, \mathcal{A}, \lambda)\) be a probability space, and let \( \mathcal{B}_0, \mathcal{B}_1 \) be sub-\( \sigma \)-algebras of \( \mathcal{A} \). Then \( \mathcal{B}_0 \cap \mathcal{B}_1 \) is a sub-\( \sigma \)-algebra of \( \mathcal{A} \).

**Proof.** We clearly have \( \Omega \) and \( \emptyset \) in \( \mathcal{B}_0 \cap \mathcal{B}_1 \). Let \( A \) be in \( \mathcal{B}_0 \cap \mathcal{B}_1 \), and for \( i = 0, 1 \) let \( B_i \in \mathcal{B}_i \) be such that \( \lambda(A \Delta B_i) = 0 \). Then for \( i = 0, 1 \) we have \( A^c \Delta B_i^c = A \Delta B_i \), so \( \lambda(A^c \Delta B_i^c) = 0 \). Hence \( \mathcal{B}_0 \cap \mathcal{B}_1 \) is closed under taking complements. If \( (A_n)_{n \in \mathbb{N}} \) is a sequence of sets in \( \mathcal{B}_0 \cap \mathcal{B}_1 \), then for each \( n \) and \( i = 0, 1 \) there is \( B_{n,i} \in \mathcal{B}_i \) such that \( \lambda(A_n \Delta B_{n,i}) = 0 \). We then have \((\bigcup_n A_n) \setminus (\bigcup_m B_{m,i}) = \bigcup_n (A_n \cap \bigcap_m B_{m,i})\) and each set \( A_n \cap \bigcap_m B_{m,i} \) is in \( \mathcal{A} \) and included in \( A_n \setminus B_{n,i} \), so it is a null set, whence \( \lambda((\bigcup_n A_n) \setminus (\bigcup_m B_{m,i})) = 0 \). Similarly \( \lambda((\bigcup_m B_{m,i}) \setminus (\bigcup_n A_n)) = 0 \). Hence \( \mathcal{B}_0 \cap \mathcal{B}_1 \) is closed under countable unions. \( \square \)

The following result was stated as Lemma 2.8.

**Lemma A.3.** Let \((\Omega, \mathcal{A}, \lambda)\) be a probability space, and let \( \mathcal{B}, \mathcal{B}' \) be sub-\( \sigma \)-algebras of \( \mathcal{A} \) with \( \mathcal{B} \subset_\lambda \mathcal{B}' \). Then for every integrable function \( f : \Omega \to \mathbb{R} \) we have \( \mathbb{E}(\mathbb{E}(f|\mathcal{B}'))|\mathcal{B} = \mathbb{E}(f|\mathcal{B}) \), and also \( \mathbb{E}(f|\mathcal{B}') = \mathbb{E}(f|\mathcal{B}' \vee \mathcal{B}) \).

**Proof.** To prove the first equality, by definition of conditional expectation it suffices to show that for every set \( A \in \mathcal{B} \) we have \( \int_A f \, d\lambda = \int_A \mathbb{E}(f|\mathcal{B}') \, d\lambda \). Since \( \mathcal{B} \subset_\lambda \mathcal{B}' \), there is a set \( A' \in \mathcal{B}' \) such that \( \|1_A - 1_{A'}\|_{L^1} = \lambda(A \Delta A') = 0 \), which implies that \( \int_A f \, d\lambda = \int_A f \, d\lambda \). But the last integral equals \( \int_{A'} \mathbb{E}(f|\mathcal{B}') \, d\lambda \) by definition of \( \mathbb{E}(f|\mathcal{B}') \). Using again that \( \|1_A - 1_{A'}\|_{L^1} = 0 \), this last integral is seen to equal \( \int_{A'} \mathbb{E}(f|\mathcal{B}') \, d\lambda \), as required.

To prove the second equality, by definition again it suffices to show that for every set \( A \in \mathcal{B}' \vee \mathcal{B} \) we have \( \int_A f \, d\lambda = \int_A \mathbb{E}(f|\mathcal{B}') \, d\lambda \). By Lemma 2.11 the approximation of functions in \( L^1(\mathcal{B}) \) and \( L^1(\mathcal{B}') \) by simple functions, and linearity of the integral, it suffices to show that for every \( A \in \mathcal{B}' \) and \( B \in \mathcal{B} \) we have \( \int_A 1_B \, f \, d\lambda = \int_A 1_B \mathbb{E}(f|\mathcal{B}') \, d\lambda \). But then since \( \|1_B - 1_{B'}\|_{L^1} = 0 \) for some \( B' \in \mathcal{B}' \), arguing as in the previous paragraph we have \( \int_A 1_B f \, d\lambda = \int_A 1_{B'} f \, d\lambda = \int_A 1_{B'} \mathbb{E}(f|\mathcal{B}') \, d\lambda = \int_A 1_B \mathbb{E}(f|\mathcal{B}') \, d\lambda \), as required. \( \square \)
Proposition A.4. Let \((\Omega, \mathcal{A}, \lambda)\) be a probability space, and let \(\mathcal{B}_0, \mathcal{B}_1\) be sub-\(\sigma\)-algebras of \(\mathcal{A}\). Then \(\mathcal{B}_0 \perp \mathcal{B}_1\) holds if and only if, for every bounded measurable function \(f: \Omega \to \mathbb{R}\), the following equation is satisfied for \(i = 0\) or, equivalently, for \(i = 1\):

\[
\mathbb{E}(\mathbb{E}(f|\mathcal{B}_i) | \mathcal{B}_{1-i}) = \mathbb{E}(f|\mathcal{B}_0 \land \mathcal{B}_1).
\]  

(47)

Proof. Throughout this proof let \(\mathcal{B} = \mathcal{B}_0 \land \mathcal{B}_1\). We first prove the necessity of (47). For \(i = 0, 1\), for every bounded \(\mathcal{B}_i\)-measurable function \(g\), by the second equality in Lemma A.3 we have \(\mathbb{E}(g|\mathcal{B}_{1-i}) = \mathbb{E}(g|\mathcal{B}_{1-i} \lor \mathcal{B})\). By Theorem 2.4 we have \(\mathbb{E}(g|\mathcal{B}_{1-i} \lor \mathcal{B}) = \mathbb{E}(g|\mathcal{B})\). The last two equalities imply that \(\mathbb{E}(g|\mathcal{B}_{1-i}) = \mathbb{E}(g|\mathcal{B})\). Applying this to \(g = \mathbb{E}(f|\mathcal{B}_i)\), we deduce that \(\mathbb{E}(\mathbb{E}(f|\mathcal{B}_i)|\mathcal{B}_{1-i}) = \mathbb{E}(\mathbb{E}(f|\mathcal{B}_i)|\mathcal{B})\), and then since \(\mathcal{B} \subseteq \mathcal{B}_i\), by the first equality in Lemma A.3 the last expectation equals \(\mathbb{E}(f|\mathcal{B})\), so we deduce (47).

To see the sufficiency of (47), we show that the last equation in Theorem 2.4 holds, so \(\mathcal{B}_0, \mathcal{B}_1\) are indeed conditionally independent relative to \(\mathcal{B}_0 \land \mathcal{B}_1\). \(\square\)

The following fact was stated as Lemma 2.11

Lemma A.5. Let \((\Omega, \mathcal{A}, \lambda)\) be a probability space, let \(\mathcal{B}_0, \mathcal{B}_1\) be sub-\(\sigma\)-algebras of \(\mathcal{A}\), and let \(1 \leq p < \infty\). Then \(L^p(\mathcal{B}_0) \cap L^p(\mathcal{B}_1) = L^p(\mathcal{B}_0 \land \mathcal{B}_1)\).

Proof. To see the inclusion \(L^p(\mathcal{B}_0) \cap L^p(\mathcal{B}_1) \supset L^p(\mathcal{B}_0 \land \mathcal{B}_1)\) we can argue starting with any \(f \in L^p(\mathcal{B}_0 \land \mathcal{B}_1)\) and using approximation by simple functions involving sets in \(\mathcal{B}_0 \land \mathcal{B}_1\). For the opposite inclusion, we can argue starting with a real-valued function \(f \in L^p(\mathcal{B}_0) \cap L^p(\mathcal{B}_1)\) and showing that any set of the form \(\{f > c\}, c \in \mathbb{R}\), is in \(\mathcal{B}_0 \land \mathcal{B}_1\), which implies that \(f\) is (\(\mathcal{B}_0 \land \mathcal{B}_1\))-measurable. \(\square\)

Let us now prove Lemma 2.13 restated as follows, which gives one half of a distributivity property for meet over join and shows that the other half can fail.

Lemma A.6. Let \((\Omega, \mathcal{A}, \lambda)\) be a probability space, and let \(\mathcal{B}_1, \mathcal{B}_2, \mathcal{B}_3\) be sub-\(\sigma\)-algebras of \(\mathcal{A}\). Then

\[
(\mathcal{B}_1 \lor \mathcal{B}_2) \land \mathcal{B}_3 \supset (\mathcal{B}_1 \land \mathcal{B}_3) \lor (\mathcal{B}_2 \land \mathcal{B}_3).
\]  

(48)

The opposite inclusion does not hold in general.

Proof. Suppose that \(A \in (\mathcal{B}_1 \land \mathcal{B}_3) \lor (\mathcal{B}_2 \land \mathcal{B}_3)\). Using Lemma A.1 we can approximate \(1_A\) in \(L^p\) by finite sums of rank 1 functions of the form \(g_i h_i\), with \(g_i\) being bounded (\(\mathcal{B}_1 \land \mathcal{B}_3\))-measurable and \(h_i\) being bounded (\(\mathcal{B}_2 \land \mathcal{B}_3\))-measurable. Combining this with approximation by simple functions of each such \(g_i\) and \(h_i\), we deduce that for every
\[ \sum \] shows that \( A \) intersects \( B \) even when restricting the function \( \xi \) to \( \sigma \)-algebras of \( \mathcal{A} \), and \( (48) \) reduces to \( (1) \). Let \( \varepsilon > 0 \) there exist sets \( B_j \in \mathcal{B}_1 \land \mathcal{B}_3 \) and \( C_j \in \mathcal{B}_2 \land \mathcal{B}_3, \ j \in [N] \) such that \( \|1_A - \sum_{j \in [N]} \alpha_j 1_{B_j} 1_{C_j}\|_{L^p} \leq \varepsilon \). From here, replacing each \( B_j \) and \( C_j \) by a \( \mathcal{B}_1 \)-measurable set and a \( \mathcal{B}_2 \)-measurable set respectively (modulo a null-set error), we deduce that \( 1_A \) is within \( L^p \) distance \( \varepsilon \) of \( L^p(\mathcal{B}_1 \lor \mathcal{B}_2) \), and since this holds for every \( \varepsilon > 0 \), we conclude that \( A \) is \( \mathcal{B}_1 \lor \mathcal{B}_2 \)-measurable modulo a null set. A similar argument starting from the last inequality shows that \( A \) is \( \mathcal{B}_3 \)-measurable modulo a null set. Hence \( A \in (\mathcal{B}_1 \lor \mathcal{B}_2) \land \mathcal{B}_3 \) as required.

To see a counterexample for the opposite inclusion, we shall use partitions of \( [3] = \{1, 2, 3\} \) with \( \lambda \) the counting measure. In this case the operation \( \land \) is just intersection and \( \{\emptyset, [3]\} \) reduces to \( (\mathcal{B}_1 \lor \mathcal{B}_2) \land \mathcal{B}_3 \supset (\mathcal{B}_1 \land \mathcal{B}_3) \lor (\mathcal{B}_2 \land \mathcal{B}_3) \). The following example shows that this inclusion can be a strict one: let \( P_1 = \{\{1\}, \{2, 3\}\}, P_2 = \{\{1, 2\}, \{3\}\}, P_3 = \{\{1, 3\}, \{2\}\} \), and let \( \mathcal{B}_1 = \sigma(P_1) \). We then have that \( \sigma(\mathcal{B}_1 \lor \mathcal{B}_2) = 2^{[3]} \supset \mathcal{B}_3 \), so that \( \sigma(\mathcal{B}_1 \lor \mathcal{B}_2) \land \mathcal{B}_3 = \mathcal{B}_3 \), whereas \( \mathcal{B}_1 \land \mathcal{B}_3 = \mathcal{B}_2 \land \mathcal{B}_3 = \{\emptyset, [3]\} \).

Next we prove Lemma \ref{lemma:A7} which we restate here.

**Lemma A.7.** Let \( (\Omega, \mathcal{A}, \lambda) \) be a probability space, let \( \mathcal{B} \) and \( \mathcal{C} \) be sub-\( \sigma \)-algebras of \( \mathcal{A} \) satisfying \( \mathcal{B} \sqsubseteq \mathcal{C} \), and let \( \mathcal{B}_1 \) be a sub-\( \sigma \)-algebra of \( \mathcal{B} \). Then \( (\mathcal{C} \lor \mathcal{B}_1) \land \mathcal{B} = \lambda \sigma((\mathcal{C} \land \mathcal{B}) \lor \mathcal{B}_1) \).

**Proof.** The inclusion \( (\mathcal{C} \lor \mathcal{B}_1) \land \mathcal{B} \supset \lambda \sigma((\mathcal{C} \land \mathcal{B}) \lor \mathcal{B}_1) \) follows from \( \{\emptyset, [3]\} \) and the fact that \( \mathcal{B}_1 \land \mathcal{B} = \lambda \mathcal{B}_1 \) (using the fact that in general if \( \mathcal{B}_1 = \lambda \mathcal{B}_2 \) then \( \mathcal{B}_1 \lor \mathcal{B}_3 = \lambda \mathcal{B}_2 \lor \mathcal{B}_3 \)).

To see the opposite inclusion, let \( f \in L^\infty((\mathcal{C} \lor \mathcal{B}_1) \land \mathcal{B}) \) and fix any \( \varepsilon > 0 \). Since \( f \in L^2(\mathcal{C} \lor \mathcal{B}_1) \), by Lemma \ref{lemma:A1} there is a function of the form \( f' = \sum_{i=1}^n c_i b_i \) where \( c_i \in L^\infty(\mathcal{C}) \) and \( b_i \in L^\infty(\mathcal{B}_1) \) such that \( \|f - f'\|_{L^2} \leq \varepsilon \). Then, since \( f \in L^\infty(\mathcal{B}) \), we have \( \varepsilon \geq \|\mathbb{E}(f|\mathcal{B}) - \mathbb{E}(f'|\mathcal{B})\|_{L^2} = \left\|f - \sum_{i=1}^n \mathbb{E}(c_i|\mathcal{B}) b_i \right\|_{L^2} \). Since \( \mathcal{B} \sqsubseteq \mathcal{C} \), we have that \( \mathbb{E}(c_i|\mathcal{B}) \) is \( \mathcal{B} \land \mathcal{C} \)-measurable for every \( i \), so the last sum is \( (\mathcal{C} \land \mathcal{B}) \lor \mathcal{B}_1 \)-measurable. Since \( \varepsilon > 0 \) was arbitrary, we can let \( \varepsilon \to 0 \) and we deduce that \( (\mathcal{C} \lor \mathcal{B}_1) \land \mathcal{B} \subset \lambda (\mathcal{C} \land \mathcal{B}) \lor \mathcal{B}_1 \).

We now turn to the topological properties of coupling spaces, and the proof of Proposition \ref{proposition:A8} which we restate as follows.

**Proposition A.8.** Let \( S \) be a finite set and let \( \Omega \) be a Borel or standard probability space. Then \( \mathcal{C}^g(\Omega, S) \) is a non-empty convex compact second-countable Hausdorff space.

Recall that a measure space \( \Omega \) is separable if its measure algebra (or metric Boolean algebra) is separable as a metric space (see \[6, \S1.12(\text{iii})\]) or, equivalently, if \( L^1(\Omega) \) is separable (see \[7, \S7.14(\text{iv})\]). Every Borel or standard probability space is separable.

For \( \mu \in \mathcal{C}^g(\Omega, S) \), let \( \xi(\mu, \cdot) \) denote the map \( L^\infty(\Omega)^S \to \mathbb{C}, F \mapsto \xi(\mu, F) \). The following lemma implies that the map \( \mu \mapsto \xi(\mu, \cdot) \) is an injection from \( \mathcal{C}^g(\Omega, S) \) into the set of multilinear maps \( L^\infty(\Omega)^S \to \mathbb{C} \). In fact, the lemma tells us that this injectivity holds even when restricting the function \( \xi(\mu, \cdot) \) to systems of measurable indicator functions.
By a measurable product-set in $\Omega^S$ we mean a Cartesian product $R = \prod_{v \in S} B_v$ where $B_v \in \mathcal{A}$ for each $v \in S$. These measurable product-sets form a semiring of sets (see [44, Proposition 2, p. 415]), which we denote by $\mathcal{R}(\mathcal{A}, S)$.

Definition A.9. Let $S$ be a set and let $\Omega = (\Omega, \mathcal{A}, \lambda)$ be a probability space. We denote by $\mathcal{H}$ the set of functions $h : \mathcal{R}(\mathcal{A}, S) \rightarrow [0, 1]$ that satisfy the following properties:

(i) Additivity on the semiring $\mathcal{R}(\mathcal{A}, S)$: for every collection of pairwise disjoint sets $R_1, \ldots, R_n \in \mathcal{R}(\mathcal{A}, S)$, we have $h(\bigcup_{i=1}^n R_i) = \sum_{i=1}^n h(R_i)$.

(ii) If $R \in \mathcal{R}(\mathcal{A}, S)$ is of the form $p_w^{-1}(B_w)$ for some $B_w \in \mathcal{A}$, then $h(R) = \lambda(B_w)$.

Lemma A.10. Let $S$ be a finite set and let $\Omega$ be a Borel or standard probability space. Let $\xi$ denote the map $\mathcal{C}_g(\Omega, S) \rightarrow [0, 1]^\mathcal{R}(\mathcal{A}, S)$ that sends $\mu$ to the function $R \mapsto \mu(R)$. Then $\xi$ is a bijection from $\mathcal{C}_g(\Omega, S)$ to $\mathcal{H}$.

Proof. It is clear from the definition of $\mathcal{C}_g(\Omega, S)$ that $\xi$ takes values in $\mathcal{H}$.

To show that $\xi$ is surjective,14 we shall prove that every $h \in \mathcal{H}$ is a premeasure on the semiring of product sets $\prod_{v \in S} B_v$. Surjectivity will then follow from the Carathéodory extension theorem, since this theorem yields a measure $\mu$ on the product $\sigma$-algebra $\mathcal{A}^S$ (generated by the semiring $\mathcal{R}(\mathcal{A}, S)$), and by property (ii) we have $\mu \in \mathcal{C}_g(\Omega, S)$. Thus, let us fix any $h \in \mathcal{H}$. To prove that $h$ is a premeasure as claimed, the only non-trivial part is to show that if $R \in \mathcal{R}(\mathcal{A}, S)$ is the pairwise disjoint union of sets $R_i = \prod_{v \in S} B_{v,i} \in \mathcal{R}(\mathcal{A}, S)$, $i \in \mathbb{N}$, then $h(R) \leq \sum_{i \in \mathbb{N}} h(R_i)$. To show this, we first note that it suffices to prove it for $R = \Omega^S$ (since given any other product set $R$ we can obtain $\Omega^S$ as the disjoint union of $R$ and a finite number of other product sets, in such a way that the claim for $\Omega^S$ implies the claim for $R$). Now, since $\Omega$ is standard or Borel, there exists a topology $\tau$ generating $\mathcal{A}$ and such that, on one hand, $\lambda$ is tight relative to $\tau$ (i.e. we can approximate the probability of any measurable set arbitrarily closely by the measure of some compact subset), and on the other hand every set $B_{v,i}$, $v \in S$, $i \in \mathbb{N}$ is open in $\tau$; see [45, Definition 1-1 and Lemma 3-1], or [37, (13.1) and (13.3)]. Therefore, there exists a compact set $K_v \subset \Omega$ such that $\lambda_v(K_v) > 1 - \epsilon/|S|$. It then follows from properties (i) and (ii) that the compact set $K = \prod_{v \in S} K_v$ in $\tau^S$ satisfies $h(K) > 1 - \epsilon$. Since every $B_{v,i}$ is open, we have that all the rectangles $R_i$ form an open cover of $K$ in $\tau$, so there is a finite subcover. Applying property (ii) to this subcover, we conclude that $h(R) = 1 \leq h(K) + \epsilon \leq \epsilon + \sum_{i \in \mathbb{N}} h(R_i)$. Letting $\epsilon \rightarrow 0$, we deduce that $h(R) \leq \sum_{i \in \mathbb{N}} h(R_i)$. Hence $h$ is indeed a premeasure.

Finally, to see that $\xi$ is injective, note that if $\xi(\mu_1) = \xi(\mu_2)$ then in particular $\mu_1$ and $\mu_2$ restrict to the same premeasure on $\mathcal{R}(\mathcal{A}, S)$, so we have $\mu_1 = \mu_2$ by the uniqueness of the Carathéodory extension [44, p. 356].

14This surjectivity can be deduced from similar results in the literature (see for instance [38, Theorem 454D]), but we include a proof here for completeness.
We can now establish the main topological properties of coupling spaces.

**Proof of Proposition A.8** The product measure \( \mu^S \) shows that \( Cg(\Omega, S) \) is non-empty.

Let us equip \([0, 1]^{R(A,S)}\) with the product topology (where \([0, 1]\) is equipped with the restriction of the standard topology on \(\mathbb{R}\)). The resulting Hausdorff space \([0, 1]^{R(A,S)}\) is compact by Tychoff’s theorem.

We claim that the map \( \xi \) from Lemma A.10 is a homeomorphism between \( Cg(\Omega, S) \) and \( \mathcal{H} \) equipped with the relative topology from \([0, 1]^{R(A,S)}\). To see this, note first that the continuity of \( \xi \) follows readily from the definition of the product topology on \([0, 1]^{R(A,S)}\) and our choice of topology on \( Cg(\Omega, S) \). To show that the inverse of \( \xi \) is continuous we show that \( \xi \) is a closed map. Thus, letting \( C \) be any closed set in \( Cg(\Omega, S) \), we have to show that for every sequence \((\xi(\mu_i))_{i \in \mathbb{N}}\) with \( \mu_i \in C \) for every \( i \), if \( \xi(\mu_i) \) converges to \( \ell \) in \([0, 1]^{R(A,S)}\) then \( \ell \in \xi(C) \). Note that properties (i) and (ii) in Definition A.9 are conserved under taking pointwise limits in \([0, 1]^{R(A,S)}\), so \( \mathcal{H} \) is a closed set and in particular since \( \xi(\mu_i) \in \mathcal{H} \) for every \( i \) we have \( \ell \in \mathcal{H} \). Since \( \xi \) is surjective there exists \( \mu \in Cg(\Omega, S) \) such that \( \ell = \xi(\mu) \). Finally, note that our definition of the topology on \( Cg(\Omega, S) \) and the convergence \( \xi(\mu_i) \rightarrow \xi(\mu) \) imply that \( \mu_i \rightarrow \mu \) in \( Cg(\Omega, S) \) (this can be seen using an argument approximating any function \( f_v \) in a system \((f_v)_{v \in L^\infty(\Omega)^{S}}\) by simple functions, using multilinearity of \( \xi(\mu, \cdot) \), and the fact that for indicator functions we have convergence by assumption). Since \( C \) is closed, we have \( \mu \in C \) and so \( \xi(\mu) \in \xi(C) \) as required. This completes the proof that \( \xi \) is a homeomorphism.

As we have already mentioned, the set \( \mathcal{H} \) is closed in \([0, 1]^{R(A,S)}\), and therefore compact, whence \( Cg(\Omega, S) \) is compact.

Next we show that, since \( \Omega \) is separable, the space \( Cg(\Omega, S) \) is second-countable. Indeed, by separability there is a sequence \((R_i)_{i \in \mathbb{N}}\) of sets \( R_i \in \mathcal{R}(A,S) \) such that for every \( R \in \mathcal{R}(\Omega,S) \) and every \( \epsilon > 0 \) there is \( i \) such that \( \mu(R \Delta R_i) \leq \epsilon \) holds for every \( \mu \in Cg(\Omega, S) \). Let \( \pi \) denote the projection from \([0, 1]^{R(A,S)}\) to \([0, 1]^\mathbb{N}\) obtained by deleting coordinates corresponding to sets \( R \in \mathcal{R}(\Omega,S) \setminus \{R_i : i \in \mathbb{N}\} \). Equipping \([0, 1]^\mathbb{N}\) with the product topology we obtain a second-countable compact Hausdorff space, and \( \pi \) is then continuous and surjective. The map \( \pi \circ \xi \) is then a continuous surjective map from the compact space \( Cg(\Omega, S) \) to the Hausdorff space \([0, 1]^\mathbb{N}\), so if we show that \( \pi \circ \xi \) is also injective then it is a homeomorphism [11, Theorem 26.6] and the result follows. But if \( \pi \circ \xi(\mu_1) = \pi \circ \xi(\mu_2) \) then using the separation property we deduce that \( \xi(\mu_1) = \xi(\mu_2) \) and then by injectivity of \( \xi \) we have \( \mu_1 = \mu_2 \), as required.

Finally, to see that \( Cg(\Omega, S) \) is convex (as a subset of the vector space of signed measures on \((\Omega^S, A^S)\)) just note that for every probability measure \( \nu \) on \( Cg(\Omega, S) \), the function \( A^S \rightarrow [0, 1], B \mapsto \int_{Cg(\Omega, S)} \mu(B) \, d\nu(\mu) \) is clearly a measure, and for each \( v \in S \)
the image of this measure under \( p_v \) is \( \lambda \) (since \( \mu \circ p_v^{-1} = \lambda \) for each \( \mu \) in the integral), so this measure is indeed in \( C_g(\Omega, S) \).

Recall that \( \theta \) is a mod 0 isomorphism from \((\Omega, A, \lambda)\) to \((\Omega', A', \lambda')\) if there are measurable sets \( \Omega_0 \subset \Omega, \Omega'_0 \subset \Omega' \) with \( \lambda(\Omega) = \lambda'(\Omega') = 1 \) such that \( \theta \) is a measure-preserving bijection \( \Omega_0 \to \Omega'_0 \) [7, Definition 9.2.1]. The last result of this appendix is the fact that the property of a probability space \( \Omega \) having a cubic coupling structure is a measure-theoretic invariant, in the sense that any mod 0 isomorphism from this space to another probability space \( \Omega' \) carries the sequence of measures forming the original cubic coupling to a sequence of measures forming a cubic coupling on \( \Omega' \).

**Proposition A.11.** Let \( \Omega = (\Omega, A, \lambda), \Omega' = (\Omega', A', \lambda') \) be probability spaces, suppose that \( \theta : \Omega_0 \to \Omega'_0 \) is a mod 0 isomorphism of \( \Omega, \Omega' \), and let \((\Omega, (\mu[n])_{n \geq 0})\) be a cubic coupling. For each \( n \) let \( \nu[n] := \mu[n] \circ (\theta[n])^{-1} \). Then \((\Omega', (\nu[n])_{n \geq 0})\) is a cubic coupling.

**Proof.** Let us first note that each measure \( \nu[n] \) is a coupling in \( C_g(\Omega', [n]) \). Indeed, for every \( A' \in A' \), we have by definition \( \nu[n](p_v^{-1}(A')) = \mu[n] \circ (\theta[n])^{-1}(p_v^{-1}(A' \cap \Omega'_0) \cap \Omega_0'[n]) \), and by assumption \( A' \cap \Omega'_0 = \theta(A) \) for some measurable set \( A \subset \Omega_0 \). Hence we have \( p_v^{-1}(A' \cap \Omega'_0) \cap \Omega_0'[n] = \theta[n](p_v^{-1}(A \cap \Omega_0[n])) \), so the last measure is \( \mu[n](p_v^{-1}(A) \cap \Omega_0[n]) \). This equals \( \mu[n](p_v^{-1}(A)) \) since \( \lambda(\Omega_0[n]) = 1 \) and each marginal of \( \mu[n] \) is \( \lambda \). Hence \( \nu[n](p_v^{-1}(A')) = \mu[n](p_v^{-1}(A)) = \lambda(\lambda) = \lambda'(A') \), as required.

It remains to show that the sequence \((\nu[n])_{n \geq 0}\) satisfies the axioms in Definition 3.1. The consistency and ergodicity axioms are seen to follow in a straightforward way from the same axioms for the original measures \( \mu[n] \). Finally, note that the conditional independence axiom involves just conditional expectations and sub-\( \sigma \)-algebras (involved in the notion of conditionally independent index sets, via Lemma 2.30). Via the map \( \theta[n] \), the sub-\( \sigma \)-algebras of the trace \( \sigma \)-algebra \( A[n]|_{\Omega'_0[n]} \) are in bijection with the sub-\( \sigma \)-algebras of the trace \( \sigma \)-algebra \( A'[n]|_{\Omega'_0[n]} \). Moreover, since \( \theta[n] \) is measure-preserving (by definition of \( \nu[n] \)), the conditional expectations corresponding to index sets \( T \subset [n] \) satisfy \( \mathbb{E}(f \circ \theta[n]|_{A'[n]_T}) = \mathbb{E}(f|A[n]_T) \circ \theta[n] \) for every measurable \( f : \Omega'_0[n] \to \mathbb{C} \), by (3). Thus the measures \( \nu[n] \) inherit the conditional independence axiom from the measures \( \mu[n] \). \( \square \)
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