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ABSTRACT

Graph Neural Networks (GNNs) have shown to be powerful tools for graph analytics. The key idea is to recursively propagate and aggregate information along edges of the given graph. Despite their success, however, the existing GNNs are usually sensitive to the quality of the input graph. Real-world graphs are often noisy and contain task-irrelevant edges, which may lead to suboptimal generalization performance in the learned GNN models. In this paper, we propose PTDNet, a parameterized topological denoising network, to improve the robustness and generalization performance of GNNs by learning to drop task-irrelevant edges. PTDNet prunes task-irrelevant edges by penalizing the number of edges in the sparsified graph with parameterized networks. To take into consideration of the topology of the entire graph, the nuclear norm regularization is applied to impose the low-rank constraint on the resulting sparsified graph for better generalization. PTDNet can be used as a key component in GNN models to improve their performances on various tasks, such as node classification and link prediction. Experimental studies on both synthetic and benchmark datasets show that PTDNet can improve the performance of GNNs significantly and the performance gain becomes larger for more noisy datasets.
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1 INTRODUCTION

In recent years, we have witnessed a dramatic increase in our ability to extract and collect data from the physical world. In many applications, data with complex structures are connected for their interactions and are naturally represented as graphs [35, 42, 44]. Graphs are powerful data representations but are challenging to work with because they require modeling both node feature information as well as rich relational information among nodes [5, 17, 40, 51]. To tackle this challenge, various Graph Neural Networks (GNNs) have been proposed to aggregate information from both graph topology and node features [17, 25, 43, 49, 53]. GNNs model node features as messages and propagate them along the edges of the input graph. During the process, GNNs compute the representation vector of a node by recursively aggregating and transforming representation vectors of its neighboring nodes. Such methods have achieved state-of-the-art performances in various tasks, including node classification and link prediction [54, 57].

Despite their success, GNNs are vulnerable to the quality of the given graph due to its recursively aggregating schema. It is natural to ask: is it necessary to aggregate all neighboring nodes? If not, is there a principled way to select which neighboring nodes are not needed to be included? In many real-world applications, graph data exhibit complex topology patterns. Recent works [38, 55] have shown that GNNs are greatly over-smoothed as edges can be pruned without loss of accuracy. Besides, GNNs are easily aggregating task-irrelevant information, leading to over-fitting which weakens the generalization ability. Specifically, from the local perspective, a node might be linked to nodes with task-specific “noisy” edges. Aggregating information from these nodes would impair the quality of the node embedding and lead to unwanted prediction in the downstream task. From the global view, nodes located at the boundary of clusters are connected to nodes from multiple communities. Overwhelming information collected from their neighbors would dilute the true underlying patterns.

As a motivating example, we consider a benchmark dataset Cora [40]. We denote the edges connecting nodes with the same label as positive edges, otherwise, as negative edges. Table 1 shows the statistics of different edges. It is reasonable to consider that passing messages through positive edges leads to high quality node representation, while information aggregated along negative edges impair the performance of GNNs [19]. We adopt Graph Convolutional Network(GCN) [25], a representative GNN, as an example to verify this intuition. We randomly delete some positive and negative edges and conduct GCN on the resulting graphs. As shown in Fig. 1, the performance of GCN increases with more negative edges removed.

| Dataset | # Nodes | # Edges | # Pos. Edges | # Neg. Edges |
|---------|---------|---------|--------------|--------------|
| Cora    | 2,708   | 5,429   | 4,418        | 1,011        |

Topological denoising is a promising solution to address the above-mentioned challenge by removing “noisy” edges [11, 45]. By denoising the input graph, we can prune away task-irrelevant edges to avoid aggregating unnecessary information in GNNs. Besides,
it can also help improve the robustness and alleviate the over-smoothing problem inherent of GNNs [38]. The idea of topological denoising is not new. In fact, this line of thinking has motivated GAT [43] that aggregates neighboring nodes with weights from attention mechanism and thus to some extent alleviate the problem. Other existing methods aim to extract smaller subgraphs from the given graphs to preserve pre-defined properties or randomly remove/sample edges during the training process to prevent GNNs from over-smoothing [17, 38, 41, 46]. However, within unsupervised settings, subgraphs sampled from these approaches may be suboptimal for downstream tasks and also lack persuasive rationales to explain the outcomes of the model for the task. Instead, the task-irrelevant "noisy" edges should be specific to the downstream objective. Besides, in real-life graphs, node contents and graph topology provide complementary information to each other. Denoising process should take both information into consideration, which is overlooked by existing methods.

In this paper, we propose a Parameterized Topological Denoising network (PTDNet) to enhance the performance of GNNs. We use deep neural networks, considering both structural and content information as inputs, to learn to drop task-irrelevant edges in a data-driven way. PTDNet prunes the graph edges by penalizing the number of edges in the sparsified graph with parameterized networks [29, 50]. The denoised graphs are then fed into GNNs for robust learning. The introduced sparsity in the neighboring nodes aggregation has a variety of merits: 1) a sparse aggregation is less complicated and hence generalizes well [15]; 2) it can facilitate interpretability and help infer task-relevant neighbors. Considering the combinatorial nature of the denoising process, we relax the discrete constraint with continuous distributions that could be optimized efficiently with backpropagation, enabling PTDNet to be compatible with various GNNs in both transductive and inductive settings, including GCN [25], Graph Attention Network [43], Graph-Sage [17], etc. In PTDNet, the denoising networks and GNN are jointly optimized in an end-to-end fashion. Different from conventional methods that remove edges randomly or based on pre-defined rules, the denoising process of PTDNet is guided by the supervision of the downstream objective in the training phase.

To further concern the global topology, the nuclear norm regularization is applied to impose low-rank constraint on the resulting sparsified graph for better generalization. Due to the discontinuous nature of the rank minimization problem, PTDNet smooths the constraint with the nuclear norm, which is the tightest convex envelope of the rank [37]. This regularization denoises the input graph from the global topology perspective by removing edges connecting multiple communities to improve generalization ability and robustness of GNNs [11]. Experimental results on both synthetic and benchmark datasets demonstrate that PTDNet can effectively enhance the performance and robustness of GNNs.

2 RELATED WORK

GNNs are powerful tools to investigate the graph data with node contents. GNN models utilize the message passing mechanism to encode both graph structural information and node features into vector representations. These vectors are then used to node-level or graph-level downstream tasks. GNNs were initially proposed in [16], and extended in [39]. These methods learn node representations by iteratively aggregating neighbor information until reaching a static state. Inspired by the success of convolutional neural networks (CNNs) in computer vision, graph convolutional networks in the graph spectral domain were proposed based upon graph Fourier transform [4]. Multiple extensions were further proposed [9, 25, 28, 31, 39, 43]. The express power of GNNs were analyzed in [49]. DropEdge and PairNorm investigated the over-smoothing problem of stacking multiple GNN layers [38, 55].

Graph Sparsification and Sampling. Conventional graph sparsification approximates the large input graph with a sparse subgraph to enable efficient computation, and at the same time preserve certain properties. Different notions have been extensively studied including pairwise distances betweenness [7], sizes of all cuts [2], node degree distributions [10], and spectral properties [1, 18]. These methods remove edges only based upon the structural information, which limits their power when combining with GNNs. Besides, without supervised feedback from the downstream task, these approaches may generate subgraphs with suboptimal structural properties. NeuralSparse [56] learns \( k \)-neighbor subgraphs for robust graph representation learning by selecting at most \( k \) edges for each node. The \( k \)-neighbor assumption however limits its learning power and may lead to suboptimal performance in generalization.

Recently, graph sampling has been investigated in GNNs for fast computation and better generalization capacity, including neighbor-level [17], node-level [6, 20, 52], and edge-level sampling methods [38]. Unlike those methods that randomly sample edges in the training phase, PTDNet utilizes parametrized networks to actively remove task-specific noisy edges. With supervised guidance from downstream objective, the generated subgraphs benefit GNNs in not only robustness but also accuracy and interpretability. Besides, PTDNet has better generalization capacity as the parametrized networks can be used for inductive inference.

3 NOTATIONS AND PRELIMINARIES

Notations. In general, we use lowercase, bold uppercase, and bold lowercase letters for scalars, matrices, and vectors, respectively. For example, we use \( Z \) to denote a matrix, whose \( i, j \)-th entry is denoted by \( z_{ij} \), a lowercase character with subscripts. Let \( G = (\mathcal{V}, \mathcal{E}) \) represent the input graph with \( n \) nodes, where \( \mathcal{V}, \mathcal{E} \) stand for its node/edge set, respectively. The adjacency matrix of \( G \) is denoted by \( A \in \mathbb{R}^{n \times n} \). Node features are denoted by matrix \( X \in \mathbb{R}^{n \times m} \) with \( m \) as the dimensionality of node features. We use \( Y \) to denote the labels in the downstream task. For instance, in the node

| Ratio of negative edges removed | 0 | 0.1 | 0.2 | 0.3 | 0.4 | 0.5 | 0.6 | 0.7 | 0.8 | 0.9 | 1 |
|---------------------------------|---|-----|-----|-----|-----|-----|-----|-----|-----|-----|---|
| 0.0                             | 60.3| 60.1| 59.7| 59.2| 58.7| 58.2| 58.1| 58.4| 58.5| 58.5| 58.5|
| 0.1                             | 64.2| 63.7| 63.1| 60.0| 59.6| 59.4| 59.3| 58.7| 58.7| 58.6| 57.4|
| 0.2                             | 69.6| 68.2| 66.5| 64.4| 66.1| 65.4| 63.6| 63.8| 62.6| 62.1| 61.2|
| 0.3                             | 72.8| 72.3| 71.5| 70.5| 70.2| 69.9| 68.3| 67.7| 68.9| 67.6| 66.8|
| 0.4                             | 79.3| 76.9| 74.5| 73.5| 73.1| 72.5| 72.6| 71.8| 71.2| 70.3| 69.5|
| 0.5                             | 80.4| 79.2| 78.0| 76.6| 75.6| 75.3| 75.1| 74.3| 73.7| 73.6| 72.3|
| 0.6                             | 83.6| 82.4| 81.3| 80.6| 80.3| 78.6| 78.1| 77.3| 76.8| 75.0| 74.1|
| 0.7                             | 83.9| 82.6| 81.6| 81.5| 81.0| 80.1| 79.5| 78.2| 78.1| 77.7| 76.5|
| 0.8                             | 85.5| 83.8| 83.5| 82.8| 82.1| 80.7| 80.7| 79.9| 79.6| 79.5| 79.4|
| 0.9                             | 86.3| 86.1| 84.8| 83.6| 83.6| 82.6| 82.4| 81.8| 81.3| 81.1| 81.0|
| 1.0                             | 87.2| 86.2| 85.3| 85.1| 84.3| 84.1| 84.0| 83.0| 82.1| 82.1| 81.1|

Figure 1: Performance of GCN w.r.t. removing positive and negative edges on Cora.
classification task, \( Y \in \mathbb{R}^{N \times C} \) represents node labels, where \( C \) is the number of classes.

**GNN layer.** Applying a GNN layer consists of the propagation step and the output step [57]. At the propagation step, the aggregator first computes the message for each edge. For an edge \((u, v)\), the aggregator takes the representations of \( u \) and \( v \) in previous layer as inputs, denoted by \( h_{u}^{l-1} \) and \( h_{v}^{l-1} \), respectively. Then, the aggregator collects messages from local neighborhoods for each node \( v \). At the output step, the updater computes its new hidden representation, denoted by \( h_{v}^{l} \).

GNN models adopt message passing mechanisms to propagate and aggregate information along the input graph to learn node representations. The performances can be heavily affected by the quality of the input graph. Messages aggregated along “noisy” edges may decrease the quality of node embeddings. Overwhelming information from multiple communities put GNNs at the risk of over-smoothing, especially when multiple GNN layers are stacked [30, 38, 55]. Existing methods either utilize graph sparsification strategies to extract subgraphs or randomly sample graphs to enhance the robustness of GNNs. Basically, they are conducted in an unsupervised way, limiting their ability to filter out task-specific noisy edges.

The core idea of PTDNet is to actively filter out task-specific noisy edges in the input graph with a parameterized network. It consists of the denoising network and general GNNs. GNNs can be applied under both inductive and transductive settings. We first give an overview of PTDNet in Sec. 4.1, followed by details of the denoising network in Sec. 4.2. To enhance the generalization ability of PTDNet, we further introduce the low-rank constraint on resulting graphs and provide smoothing relaxation to achieve an end-to-end model.

4 THE PTDNET

4.1 The overall architecture

The architecture of PTDNet is shown in Fig. 2(a). It consists of two major components, the denoising networks and the GNNs. The denoising network is a multi-layer network that samples a subgraph from a learned distribution of edges. PTDNet is compatible with most existing GNNs, such as GCN [25], GraphSage [17], GAT [43], GIN [49], etc. With relaxations, the denoising network is differentiable and can be jointly optimized with GNNs guided by supervised downstream signals.

4.2 The denoising network

4.2.1 Graph edge sparsification. The goal of the denoising network is to generate a subgraph filtering out task-irrelevant edges for GNN layers. For the \( l \)-th GNN layer, we introduce a binary matrix \( Z^{l} \in \{0,1\}^{N \times N} \), with \( z_{u,v}^{l} \) denoting whether the edge between node \( u \) and \( v \) is present (0 indicates noisy edge).

Formally, the adjacency matrix of the resulting subgraph is \( A^{l} = A \odot Z^{l} \), where \( \odot \) is the element-wise product. One way to reduce noisy edges is to directly penalize the number of non-zero entries in \( Z^{l} \) of different layers.

\[
\sum_{l=1}^{L} ||Z^{l}||_0 = \sum_{l=1}^{L} \sum_{(u,v) \in E} [z_{u,v}^{l} \neq 0], \tag{1}
\]

where \([\cdot]\) is an indicator function, with \([True] = 1 \) and \([False] = 0\), \( ||\cdot||_0 \) is the \( \ell_0 \) norm. There are \( 2^{|E|} \) possible states of \( Z^{l} \). Because of its nondifferentiability and combinatorial nature, optimizing this penalty is computationally intractable. Therefore, we consider each binary number \( x_{u,v}^{l} \) to be drawn from a Bernoulli distribution parameterized by \( \pi_{u,v}^{l}, \), i.e., \( z_{u,v}^{l} \sim \text{Bern}(\pi_{u,v}^{l}) \). The matrix of \( \pi_{u,v}^{l} \)'s is denoted by \( \Pi^{l} \). Then, penalizing the non-zero entries in \( Z^{l} \), i.e., the number of edges being used, can be reformulated as regularizing \( \sum_{(u,v) \in E} x_{u,v}^{l} \) [29].

Since \( \pi_{u,v}^{l} \) is optimized jointly with the downstream task, it describes the task-specific quality of the edge \((u,v)\). A small value of \( \pi_{u,v}^{l} \) indicates the edge \((u,v)\) is more likely to be noise and should be with small weight or even be removed in the following GNN. Although the regularization of the reformulated form is continuous, the adjacency matrix of the resulting graph is still generated by a binary matrix \( Z^{l} \). The expected cost of downstream task could be modeled as \( L(\Pi^{l}) = \mathbb{E}_{Z^{l} \sim P^{l}(\Pi^{l})} \left[ \mathbb{E}_{f \sim \mathcal{F}} \left( \mathcal{L}(Z^{l}, f(Z^{l} \Pi^{l} X)) \right) \right] \). To minimize the expected cost via gradient descent, we need to estimate the gradient \( \nabla_{\Pi^{l}} \mathbb{E}_{Z^{l} \sim P^{l}(\Pi^{l})} \left[ \mathbb{E}_{f \sim \mathcal{F}} \left( \mathcal{L}(Z^{l}, f(Z^{l} \Pi^{l} X)) \right) \right] \). Existing methods adopt various estimators to approximate the gradient, including score function [48], straight-through [3], etc. However, these methods suffer from either high variance or biased gradients [33]. In addition, to make PTDNet suitable for the inductive setting and enhance generalization ability, a parameterized method for modeling \( Z^{l} \) should be adopted.

4.2.2 Continuous relaxation with parameterized networks. To efficiently optimize subgraphs with gradient methods, we adopt the parameterization trick [22] and relax the binary entries \( z_{u,v}^{l} \) from being drawn from a Bernoulli distribution to a deterministic function \( g \) of parameters \( \alpha_{u,v}^{l} \in \mathbb{R} \) and an independent random variable \( \epsilon^{l} \). That is, \( z_{u,v}^{l} = g(\alpha_{u,v}^{l}, \epsilon^{l}) \).

\[
\nabla \alpha_{u,v}^{l} \mathbb{E}_{\epsilon^{l}, \ldots, \epsilon^{L}} f((g, X)) = \nabla \alpha_{u,v}^{l} \mathbb{E}_{\epsilon^{l}, \ldots, \epsilon^{L}} \left[ \frac{\partial f}{\partial g} \frac{\partial g}{\partial \alpha_{u,v}^{l}} \right]. \tag{2}
\]

To enable the inductive setting, we should not only figure out which edges but also why they should be filtered out. To learn to drop, for each edge \((u,v)\), we adopt parameterized networks to model the relationship between the task-specific quality \( \pi_{u,v}^{l} \) and the node information including node contents and topological structure. In the training phase, we jointly optimize denoising networks and GNNs. In the testing phase, the input graphs could also be denoised with the learned denoising networks. Since we need to compute a subgraph of the input graph, the time complexity of the denoising network in the inference phase is linear to the number of edges \( O(|E|) \).

Following [43], we adopt deep neural networks to learn the parameter \( \alpha_{u,v}^{l} \), that controls whether to remove the edge \((u,v)\).

Without loss of generality, we focus on a node \( u \) in the training graph. Let \( N_{u} \) be its neighbors. For the \( l \)-th GNN layer, we calculate \( \alpha_{u,v}^{l} \) for node \( u \) and \( v \in N_{u} \) with \( \alpha_{u,v}^{l} = f_{\theta}^{l}(h_{u}^{l}, h_{v}^{l}) \), where \( f_{\theta}^{l} \) is an MLP parameterized by \( \theta^{l} \). To get \( z_{u,v}^{l} \), we utilize the concrete distribution along with hard sigmoid function [29, 32]. First, we draw \( \epsilon_{u,v}^{l} \) from a binary concrete distribution with \( \alpha_{uv}^{l} \) parameterizing the location [22, 32]. Formally,

\[
\epsilon \sim \text{Uniform}(0, 1), \quad z_{u,v}^{l} = \sigma((\log \epsilon - \log(1 - \epsilon)) + \alpha_{u,v}^{l})/\tau, \tag{3}
\]
where \( \tau \in \mathbb{R}^+ \) indicates the temperature and \( \sigma(x) = \frac{1}{1 + e^{-x}} \) is the sigmoid function. With \( \tau > 0 \), the function is smoothed with a well-defined gradient \( \frac{\partial \sigma(x)}{\partial x} \), enabling efficient optimization of the parameterized denoising network.

Since the binary concrete distribution has a range of \((0,1)\), to encourage the weights for task-specific noisy edges to be exactly \( \bar{s}_{u,v} \), \( \bar{l}_u, \bar{v} \) denotes the non-zero entries in \( P \).

As shown in [32], the density of \( s_{u,v}^l \) in Eq.( 1) can be reformulated with

\[
\begin{align*}
\mathcal{R}_c &= \sum_{l=1}^{L} \sum_{(u,v) \in E} (1 - P_{s_{u,v}^l}(0|\theta^l)). \\
\mathcal{P}_{s_{u,v}^l}(0|\theta^l) \text{ is the cumulative distribution function (CDF) of } s_{u,v}^l.
\end{align*}
\]

Algorithm 1: PTDNet algorithm

1. **Input:** Training Graph \( G = (V, E) \), node features \( X \), number of GNN layers \( L \), labels \( Y \) for downstream task.
2. **Output:** Predicted labels for downstream task.
3. for each minibatch do
   4. **for** \( l \rightarrow 1 \) to \( L \) do
      5. \( G_l = (V, C_l) \leftarrow \) subgraph of \( G \) sampled by \( l \)-th denoising network.
      6. Feed \( G_l \) into the following GNN layer.
      7. \( H^l \leftarrow \) hidden representations updated by GNN layer.
   8. end for
   9. \( \{y_u|u \in V\} \leftarrow \) prediction with \( H^L \).
10. Compute \( \text{loss}(\hat{Y}, Y) \) and regularizer.
11. Update parameters of GNN and denoising networks.
12. end for

Algorithm 2: Forward pass to compute nuclear norm

1. **Input:** Adjacency \( A^l \), approximate hyper-parameter \( K \)
2. **Output:** nuclear norm loss \( \mathcal{R}_{lr} \)
3. for \( l \rightarrow 1 \) to \( L \) do
   4. \( (U^l)^T A^l (V^l)^T \leftarrow \text{SVD}(A^l) \) \( \rightarrow \) dismiss gradients at backpro.
   5. \( B \leftarrow (A^l)^T A^l \)
   6. **for** \( i \rightarrow 1 \) to \( K \) do
      7. \( v_i^l \leftarrow \Pi_B (v_i^l) \)
      8. \( \tilde{\lambda}_i^l \leftarrow \sqrt{((v_i^l)^T B v_i^l)/(v_i^l)^T v_i^l)} \)
      9. \( B \leftarrow B - \tilde{\lambda}_i^l v_i^l (v_i^l)^T \) \( \rightarrow \) deflation
   10. end for
11. end for
12. \( \mathcal{R}_{lr} \leftarrow \sum_{i=1}^{K} \sum_{j=1}^{K} |\tilde{\lambda}_i^l| \)

4.3 The low-rank constraint

In the previous section, we introduced parameterized networks to remove the task-specific noisy edges from the local neighborhood perspective. In real-life graph data, nodes from multiple classes can be divided into different clusters. Intuitively, nodes from different topological communities are more likely with different labels [13]. Hence, edges connecting multiple communities are highly possible.
We approximately relax the intractable problem with the nuclear norm as the regularization loss. In order to minimize the singular values, left and right singular vectors. Then we get the forward pass, as shown in Algorithm 2, SVD is used to calculate singular values, left and right singular vectors. Then we get the nuclear norm as the regularization loss. In order to minimize the nuclear norm, we utilize the power iteration to compute top $K$ singular values, denoted by $\lambda_1^l, ..., \lambda_K^l$. Note that the PI process does not update the values in singular vectors and singular values. It only serves to compute the gradients during backpropagation, which is shown with red dot lines in Fig. 2(b). We estimate the nuclear norm with $\tilde{R}_{lr} = \sum_{i=1}^{L} \sum_{k=1}^{K} |\tilde{\lambda}_i^l|^2$. $\tilde{R}_{lr}$ is a lower bound function of $R_{lr}$ with gap

$$R_{lr} - \tilde{R}_{lr} = \sum_{i=1}^{L} \sum_{k=i-K+1}^{K} |\tilde{\lambda}_i^l|^2 = \sum_{i=1}^{L} |\tilde{\lambda}_i^l|^2 \leq (|\mathcal{V}| - K) \sum_{k=1}^{K} |\lambda_k^{l_{r+1}}|.$$  

(13)

It is obvious that $\frac{|\tilde{\lambda}_i^l|^2}{\lambda_1^l}$ is the upper bound of $R_{lr}$. We dismiss the constant coefficient and minimize $\tilde{R}_{lr}$ as the low-rank constraint.

5 EXPERIMENTAL STUDY

In this section, we empirically evaluate the robustness and effectiveness of PTDNet with both synthetic and benchmark datasets. First, we apply PTDNet to popular GNN models for node classification on benchmark datasets. Second, we evaluate the robustness of PTDNet by injecting additional noise. Moreover, we also provide insight into the denoising process by checking the edges removed by PTDNet. We also conduct comprehensive experiments to uncover insights of PTDNet, including structurally demonstrating the effects of regularizers, parameter study, analyzing the over-smoothing problem inherent in GNNs, and applying PTDNet to another downstream task, i.e., link prediction.

### Table 2: Dataset statistics

| Dataset | Cora | Citeseer | Pubmed | PPI |
|---------|------|----------|--------|-----|
| Nodes   | 2,708| 3,327    | 19,717 | 56,944|
| Edge    | 5,429| 4,732    | 44,338 | 818,716|
| Fea.    | 1,433| 3,703    | 500    | 50  |
| Classes | 7     | 6        | 3      | 121 |
| Train.  | 140   | 120      | 100    | 44,906|
| Val.    | 500   | 500      | 6,514  |     |
| Test.   | 1,000 | 1,000    | 1,000  | 5,524|

5.1 Experimental setup

**Datasets.** Four benchmark datasets are adopted in our experiments. Cora, Citeseer, and Pubmed are citation graphs where each node is a document and edges describe the citation relationship. A document is assigned with a unique label based on its topic. Node features are bag-of-words representations of the documents. We follow the standard train/val/test splits in [25, 43] with very scarce labelled nodes, which are different from the full-supervised setting in DropEdge [38]. PPI contains graphs describing protein-protein interaction in different human tissues. Positional gene sets, motif gene sets, and immunological signatures are used as node features. Gene ontology sets are used as labels. The statistics of these datasets are listed in Table 2.

**Implementations & metrics.** We consider three representative GNNs as backbones, including GCN [25], GraphSage [17], GAT [43]. Note that our model is a general framework that is compatible with diverse GNN models. Recent sophisticated models can also be combined with our framework to improve their performances and
robustness. Achieving SOTA performances by using a complex architecture is not the main research point of this paper. We compare with most recent state-of-the-art sampling and sparsification methods, DropEdge [38] and NeuralSparse [56]. For GraphSage, we use the mean aggregation. We follow the experimental setting in [38] to perform a random hyper-parameter search for each model. For each setting, we run 10 times and report the average results. Parameters are tuned via cross-validation. We also include a variant of PTDNet by removing the low-rank constraint as the ablation study. For single-label classification datasets, including Cora, Citeseer, and Pubmed, we evaluate the performance with accuracy [25]. For PPI, we evaluate with micro-F1 scores [17].

All experiments are conducted on a Linux machine with 8 NVIDIA Tesla V100 GPUs, each with 32GB memory. CUDA version is 9.0 and Driver Version is 384.183. All methods are implemented with Tensorflow 1.12.

5.2 Effectiveness evaluation

| Backbone | Method | Cora | Citeseer | Pubmed | PPI |
|----------|--------|------|----------|--------|-----|
| GCN      | Basic  | 0.772 ± 0.009 | 0.764 ± 0.005 | 0.796 ± 0.003 | 0.818 ± 0.004 |
|          | DropEdge | 0.828 ± 0.008 | 0.790 ± 0.010 | 0.809 ± 0.010 | 0.816 ± 0.004 |
|          | NeuralSparse | 0.821 ± 0.014 | 0.761 ± 0.010 | 0.790 ± 0.010 | 0.806 ± 0.004 |
|          | PTDNet-wl | 0.828 ± 0.006 | 0.757 ± 0.010 | 0.796 ± 0.004 | 0.808 ± 0.004 |
|          | PTDNet | 0.825 ± 0.018 | 0.717 ± 0.010 | 0.791 ± 0.012 | 0.752 ± 0.017 |
| GraphSage| Basic | 0.778 ± 0.008 | 0.703 ± 0.001 | 0.790 ± 0.007 | 0.788 ± 0.007 |
|          | DropEdge | 0.827 ± 0.008 | 0.722 ± 0.002 | 0.787 ± 0.005 | 0.650 ± 0.004 |
|          | NeuralSparse | 0.821 ± 0.010 | 0.745 ± 0.004 | 0.788 ± 0.008 | 0.654 ± 0.004 |
|          | PTDNet-wl | 0.825 ± 0.016 | 0.727 ± 0.018 | 0.796 ± 0.004 | 0.801 ± 0.004 |
|          | PTDNet | 0.823 ± 0.026 | 0.727 ± 0.018 | 0.809 ± 0.008 | 0.791 ± 0.004 |
| GAT      | Basic | 0.830 ± 0.007 | 0.721 ± 0.009 | 0.790 ± 0.006 | 0.800 ± 0.002 |
|          | DropEdge | 0.832 ± 0.010 | 0.720 ± 0.002 | 0.790 ± 0.009 | 0.800 ± 0.002 |
|          | NeuralSparse | 0.834 ± 0.015 | 0.724 ± 0.026 | 0.790 ± 0.017 | 0.912 ± 0.011 |
|          | PTDNet-wl | 0.837 ± 0.002 | 0.723 ± 0.014 | 0.792 ± 0.014 | 0.937 ± 0.018 |
|          | PTDNet | 0.844 ± 0.023 | 0.737 ± 0.021 | 0.793 ± 0.015 | 0.980 ± 0.022 |

Table 3 summarizes the results on different datasets. PTDNet-wl is the variant of PTDNet by removing the low-rank constraint for ablation study. The comparison demonstrates that by including the denoising part, PTDNet achieves the state-of-the-art or matched performance across different benchmarks. Specifically, 1) comparing to basic GNNs, PTDNet-wl can improve the performance and generalization capacity by including denoising process to GNNs. 2) In PTDNet, we further include the low-rank constraint to denoise the input graph from the global perspective. As discussed in Sec. 4.3, graphs with low ranks are more robust to complex structures. It encourages to remove the edges across different clusters and helps to alleviate the over-smoothing problem. 3) PTDNet utilizes a parameterized method to actively remove task-irrelevant edges or decrease their weights. The denoising networks can also be used in the testing phase, which shows a better generalization capacity. While DropEdge only works in the training phase to randomly remove edges. These explain the reason why PTDNet outperforms DropEdge. 4) PTDNet outperforms recent work – NeuralSparse because NeuralSparse constrains the extracted subgraphs to be k-neighbor graphs. The k-neighbor assumption however limits its learning power and may lead to suboptimal performance in generalization. Moreover, NeuralSparse does not consider the low-rank constraints on the resulting sparsified graph, thus achieves worse generalization performance.

5.3 Robustness evaluation

In this part, we evaluate the robustness of PTDNet by manually including noisy edges. We use the Cora dataset and randomly connect N pairs of previously unlinked nodes with N ranging from 1000 to 20,000. We compare the proposed method to baselines with all there backbones. Performances are shown in Fig. 3. We have the following observations. 1) PTDNet consistently outperforms DropEdge, NeuralSparse and the basic backbones with various numbers of noisy edges. The comparison demonstrates the robustness of PTDNet. 2) DropEdge randomly samples a subgraph for GNN layers. In most cases, DropEdge reports worse performances than the original backbones. The comparison demonstrates that a random sampling strategy used in DropEdge is vulnerable to noisy edges. 3) NeuralSparse selects noise edges guided by task signals thus achieves better results than basic backbones. However, it selects at most k edges for each nodes, which may lead to suboptimal performance. 4) The margins between results of PTDNet and basic backbones become large when more noise are injected. Specifically, PTDNet relatively improves the accuracy scores by 37.3% for GCN, 13.4% for GraphSage, and 16.1% for GAT with 20,000 noisy edges.

5.4 On denoising process

In this section, we use controllable synthetic datasets to analyze the denoising process of PTDNet, which has 5 labels and 30 features per node. We first randomly sample five 30-dimensional vectors as the centroids, one for each label. Then, for each label, we sample nodes from a Gaussian distribution with the centroid as the mean. The variance, which controls the quality of content information is set to 80. The number of nodes for each label is drawn from another Gaussian distribution N(200, 25).

To validate GNNs on fusing node content and topology, we build a graph containing complementary information with node features. Specifically, we use the distance between a node and the centroid node of its label as the metric to evaluate the quality of the node feature. The probability that it connects to another node with a different label is positively proportional to the feature quality. The resulting graph contains 1,018 nodes and 4,945 edges. We randomly select 60/20/20% nodes for training/validation/testing, respectively.

We use GCN as the backbone for example. The denoising process of the first PTDNet layer is shown in Fig. 4. Red lines represent the mean weight, i.e., z in Sec. 4, of positive edges (edges connected nodes with the same label), and blue dotted lines are for negative edges. Fig. 4(a), 4(b) count the edges linked with a training/testing node, respectively. We also show the results of DropEdge to see the case of random selection. These figures demonstrate that DropEdge, an unparameterized method, cannot actively drop the task-irrelevant edges. While PTDNet can detect negative edges and remove or assign them with lower weights. The denoising process of PTDNet leads to higher accuracy with more iterations, which is shown in Fig. 4(c). In addition, the consistent performance of PTDNet on testing nodes shows that our parameterized method can still learn to drop negative edges in the testing phase, demonstrating the generalization capacity of PTDNet. Besides, we plot the degree(volume) distribution of the input graph, subgraph sampled by DropEdge and PTDNet in Fig. 4(d). We observe that both...
PTDNet and DropEdge can keep the distribution property of the input graph.

Figure 3: Accuracy performance with noisy edges in Cora.

Figure 4: Denoising on a synthetic dataset.

5.5 Effects of regularizers

In this part, we adopt GCN as the backbone to analyze the effects of regularizers. We first show the accuracy performance of PTDNet w.r.t coefficients for regularizers in Fig. 5. For each choice, we fix that value for the coefficient and use the genetic algorithm to search other hyper-parameters. The best performances are reported here. In general, the performance first increases and then drops as coefficients increase. Since the benchmark datasets are relatively clean, to better show the effects of the proposed two regularizers: \( R_c \) and \( R_{lw} \), we synthesize datasets with controllable properties instead. We introduce two hyper-parameters \( \beta_1 \) and \( \beta_2 \) for regularizers \( R_c \) and \( R_{lw} \), respectively. These two hyper-parameters affect the ratio of edges to be removed. We first dismiss the low-rank constraint by setting \( \beta_2 = 0 \). With different choices of \( \beta_1 \) (0, 0.05, 0.075, 0.9), we show mean weights (i.e., \( z \)) of edges during iterations in Fig. 6(a). The figure shows that with a larger hyper-parameter for \( l_w \), PTDNet achieves a more sparse subgraph. Similar observations can be found in Fig. 6(b), where \( \beta_1 = 0 \) and only the low-rank constraint is considered.

To demonstrate the effects of including regularizers on the generalization capacity of PTDNet, we synthesize four datasets with various topology properties. The percentages of positive edges in these four datasets range from 0.5 to 0.85. We tune the \( \beta_1 \) and \( \beta_2 \) separately by setting the other one to 0. The best options of \( \beta_1 \) and \( \beta_2 \) for these four datasets are shown in Table 4. The table shows that for datasets with poor topological qualities, regularizers should be assigned with higher weights, such that PTDNet can denoise more task-irrelevant edges. On the other hand, for datasets with good structure, i.e., the ratio of positive edges is over 0.85, \( \beta_1 \) or \( \beta_2 \) should be with relatively small values to keep more edges.

Table 4: The optimal hyper-parameters for graphs with different qualities.

| #pos edge/#all edges | Best \( \beta_1 \) | Best \( \beta_2 \) |
|----------------------|------------------|------------------|
| 0.85                 | 0.01             | 0.05             |
| 0.7                  | 0.04             | 0.07             |
| 0.6                  | 0.08             | 0.08             |
| 0.5                  | 1.0              | 0.1              |

Low-rank constraint \( R_{lw} \) is introduced to enhance the generalization of PTDNet by setting a constraint on edges connecting nodes from different communities. We use a synthetic dataset to show the influence of \( R_{lw} \). We adopt the spectral clustering to group nodes into 5 communities. As shown in Table 5, the ratio
Table 5: Ratio of cross-community edges in the original graph and subgraphs generated by PTDNets with different settings.

| Setting | original | \( \beta_1 = 0.05 \) | \( \beta_1 = 0 \) | \( \beta_1 = 0.05 \) | \( \beta_2 = 0 \) | \( \beta_2 = 0.05 \) | \( \beta_2 = 0.05 \) |
|---------|---------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| Wall edges | 0.211 | 0.206 | 0.189 | 0.190 |

of cross-community edges is 0.211 in the original graph. We first adopt PTDNet with \( \beta_1 = 0.05, \beta_2 = 0 \) on the dataset. The ratio in the subgraph generated by the first layer is 0.206. By considering low-rank constraint and setting \( \beta_1 = 0, \beta_2 = 0.05 \), the ratio drops to 0.189, showing the effectiveness of low-rank constraint on removing cross-community edges.

5.6 Impacts of approximate factor \( K \)

In Sec. 4.3, \( K \) is the approximate factor in the low-rank constraint. In this part, we set the synthetic dataset used in Sec. 5.4. We do not utilize the early stop strategies and fix the number of epochs to 300. We range \( K \) from 1 to 32 and adopt 2 layer GCN with 256 hidden units as the backbone. The accuracy and running time are shown in Fig. 7.

From the figure, we can see that the accuracy performance increases with the larger \( K \), which is consistent with Eq. 13 that larger \( K \) indicates tighter bound. At the same time, it leads to more running time. Besides, PTDNet can achieve a relatively high performance even when \( K \) is small.

5.7 On over-smoothing

The over-smoothing problem exists when multiple GNN layers are stacked [27]. DropEdge alleviates this problem by random drop edges during the training phase. Removing certain edges makes the graph more sparse and reduces messages passing along edges [38]. However, as an unparameterized method, DropEdge is not utilized during the testing phase, which limits its power on preventing the over-smoothing problem, especially on very dense graphs. On the other hand, our PTDNet is a parameterized method, which learns to drop in both training and testing phases.

![Figure 7: Impacts of \( K \)](image)

![Figure 8: On over-smoothing](image)

In this part, we experimentally demonstrate the effectiveness of PTDNet on alleviating the over-smoothing problem in GNN models with a very dense graph. We adjust the synthetic datasets used in the above section by adding more edges. With GCN as the backbone, we compare our PTDNet with DropEdge and the basic backbone. Since stacking multiple GNN also involves the overfitting problem, we include MLP as another baseline, which uses the identity matrix as the adjacency matrix. For DropEdge, we choose three dropout rates, 0.1, 0.8, and 0.99. We range the number of GCN from 2 to 16 and show the results in Fig. 8.

From the figure, we have the following observations. First, the performances of MLP w.r.t. the number of layers show that the overfitting problem appears when 16 layers are stacked. Thus, for models with 8 or fewer layers, we can dismiss the overfitting problem and focus on the over-smoothing merely. Second, GCN models with 4 layers or more suffer from the over-smoothing problem, which makes the basic GCN model performance even worse than MLP. Third, DropEdge can only alleviate the over-smoothing problem to some degree due to its limitation on the testing phase. Last but not least, our PTDNet consistently outperforms all baselines. The reason is that our method is parameterized and can learn to drop edges during the training phase. The learned strategies can also be utilized in the testing phase to further reduce the effects of the over-smoothing.

Table 6: Performances of Link Prediction

| Method     | Cora       | Citeseer   | Pubmed    |
|------------|------------|------------|-----------|
|            | AUC | AP | AUC | AP | AUC | AP |
| GCN(GAE)   | 0.910 | 0.920 | 0.895 | 0.899 | 0.964 | 0.965 |
| DropEdge   | 0.881 | 0.903 | 0.862 | 0.880 | 0.859 | 0.877 |
| NeuralSparse | 0.901 | 0.917 | 0.899 | 0.910 | 0.926 | 0.953 |
| PTDNet     | 0.916 | 0.931 | 0.918 | 0.922 | 0.963 | 0.966 |

5.8 Link prediction

In this section, we apply our PTDNet to another downstream task, link prediction. We adopt the Cora, Citeseer, and Pubmed datasets and follow the same experimental settings in GAE, which applies GCN for link prediction [26]. PPI dataset is not used because it contains multiple graphs and not suitable for link prediction. Specifically, we randomly remove 10% and 5% edges for positive samples in the testing and validation sets. The left edges and all node features are used for training. We include the same number of negative samples as positive edges by randomly sampling unconnected nodes in validation and testing sets. We adopt area under the ROC curve, denoted by AUC, and average precision, denoted by AP, scores to evaluate their ability to correctly predict the removed edges. GCN is used as the backbone. We compare our PTDNet with the basic GCN, DropEdge and NeuralSparse. Performances are shown in Table 6.

The table shows that our PTDNet can also improve the accuracy performance of link prediction. The denoising networks in PTDNet are optimized by the downstream task loss and can remove task-irrelevant edges. On the other hand, the performance between DropEdge and the original backbone shows that DropEdge is suitable for the link prediction task.

6 CONCLUSION

In this paper, we propose a Parameterized Topological Denoising Network (PTDNet) to filter out task-specific noisy edges to enhance the robustness and generalization power of GNNs. We directly limit the number of edges in the input graph with parameterized networks. To further improve the generalization capacity, we introduce the nuclear norm regularization to impose the low-rank constraint on the resulting sparsified graphs. PTDNet is compatible with various GNN models, such as GCN, GraphSage, and GAT to improve...
performance on various tasks. Our experiments demonstrate the effectiveness of PTDNet on both synthetic and benchmark datasets.
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