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Abstract: Cam follower mechanisms are widely used in automated manufacturing machinery to transform a rotary stationary motion into a more general required movement. Reverse engineering of cams has been studied, and some solutions based on different approaches have been identified in the literature. This article proposes an innovative method based on the use of an evolutionary algorithm for the identification of a law of motion that allows for approximating in the best way the motion or the sampled profile on the physical device. Starting from the acquired data, through a genetic algorithm, a representation of the movement (and therefore of the cam profile) is identified based on a type of motion law traditionally used for this purpose, i.e., the modified trapezoidal (better known as modified seven segments). With this method it is possible to estimate the coefficients of the parametric motion law, thus allowing the designer to further manipulate them according to the usual motion planning techniques. In a first phase, a study of the method based on simulations is carried out, considering sets of simulated experimental measures, obtained starting from different laws of motion, and verifying whether the developed genetic algorithm allows for identifying the original law or approximating one. For the computation of the objective function, the Euclidean norm and the Dynamic Time Warping (DTW) algorithm are compared. The performed analysis establishes in which situations each of them is more appropriate. Implementation of the method on experimental data validates its effectiveness.
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1. Introduction

Cam follower mechanisms are the classical mechanical solution to transform, with a high level of precision, a rotary stationary motion into a translating or oscillating or indexing movement. More in general, they transform the cam’s motion in a prescribed movement of the follower [1,2]. Although cam devices allow for rigid automation, compared to modern flexible electronic cams, they have some advantages that make them the optimal solution in a wide spectrum of engineering applications. Textile machines, automobile engines, transfer machines, printing presses and bottling machinery are just some examples of systems where cam follower mechanisms are widely adopted. The main characteristics of engineering cam-based solutions, in addition to the aforementioned precision, are simplicity, compactness and high velocities.

Several research topics deal with cam’s devices, and many publications treat the design optimization. Flores [3] presents a general and comprehensive procedure for an optimal geometric parameters identification for a cam with translating roller follower, obtaining a constrained optimization multivariate problem, solved with non-linear programming algorithms. Meta-heuristics algorithms are widely used for the solution of the problem arising from the cam design [4,5], and among them the evolution-based category is the most investigated one for this problem. Genetic algorithms (GA) have been used, for example, by Lampinen [6] for cam shape design automation and optimization, or by Tsiafis et al. [7] for the identification of the optimal values for the design parameters, like the
cam base circle radius, the follower offset and the face width. The automatic cam profile synthesis is also a constrained non-linear optimization problem for which many solutions based on GA have been proposed: in 2017 [8], a multi-objective GA was developed by Jana and Bhattacharjee, and applied to cam mechanisms with simple and double harmonic profiles; Hamza et al. in 2018 [9] used a modified adaptive differential evolution (MADE) algorithm for the optimal design of a cam mechanism with offset translating roller follower. The dynamic behavior of high-velocity cams is another important issue, and the cam synthesis plays a very significant role on follower vibratory phenomena. Dynamic modelling and optimization procedures are used to synthesize cam curves to improve the dynamic behavior: in 2020 [10], Yu et al. applied GA to find the optimal solution in a constraint optimization problem based on a single degree of the freedom dynamic model; in 2017, an optimization of the cam profile based on mathematical modelling was applied to an offset press by Ouyang et al. [11]. The follower vibrations control is another main research issue in the field of cam mechanisms [12–15], and it is normally combined with the condition monitoring of these systems [16–18].

In the last decades, computer-aided design (CAD) has become widely consolidated, favored by increasingly higher velocities and computing powers and by the integration of different tools in the same design environment. A need that often arises in industrial practice is to reconstruct or to model a part of a system starting from an already existing physical object, in order to update or improve the design of an existing component. Reverse engineering (RE), which dates back to the 1980s, is the solution for such a problem. RE methods aim at the reconstruction of CAD models from measured data [19] and are applied in different fields including medicine [20], dentistry [21] and mechanical engineering [22].

Reverse engineering applied to cam mechanisms has been investigated by many scholars: Li in 2011 [23] presented the reverse design of a spatial cam based on the measurements achieved through a coordinate measuring machine (CMM) and the mathematical reconstruction of the cam’s surface; Zhenghao et al. in 2011 [24] proposed an iterative process consisting of fitting the cam profile using the non-uniform rational basis-splines (NURBS) curves, starting from the measured points, then making a further kinematic analysis and a possible correction of the profile, to obtain a cam profile that is smooth but that still satisfies the boundary conditions in terms of displacement, velocity and acceleration of the follower; Alsoufi et al. [25] presented a cam RE converting the scanned data using coordinate-measuring machine (CMM) technology into a 3D model of the disc CAM and investigated the obtained results in terms of the height variation, dimensional accuracy and surface roughness as well as skewness and kurtosis performance with cams of different materials (including aluminum, hardened steel, stainless steel, PLA+, PLA, ABS+ and photo-polymer resin).

This paper proposes an innovative reverse engineering method for a cam mechanism, based on the identification of a law of motion that better approximates the one generated by the device, having acquired the cam profile through a CMM machine or having measured the follower movement. With this method, the coefficients of a parametric motion law can be estimated, thus allowing the designer to further manipulate them according to the usual motion planning techniques. The coefficients values are identified with an optimization process, by setting a first series of values a priori and by correcting them through the minimization of the error between the acquired data and the resulting curve. The minimization is implemented with an evolutionary algorithm (a genetic algorithm) capable of properly probing the solutions space. However, it is important to adequately define a quantity that represents the abovementioned error, since this quantity can make the effectiveness or the convergence of the method critical. In the current work, two methods were used to quantify the difference between the two curves for comparison purposes: the classical Euclidean norm (which measures the curves distance) and the Dynamic Time Warping (DTW) algorithm, capable of capturing and assessing the similarity between two trends.
The innovative aspects, with respect to the literature, concern the development of a method whose purpose is to identify the law of motion, instead of directly reconstructing the profile of the cam from the acquired points. The use of evolutionary algorithms within a RE techniques represents a further innovative aspect of the developed research. The law of motion and cam profile are strictly connected. The follower law of motion and stroke are usually selected in accordance with the technological process and are set as the design initial data. The synthesis of the cam, which consists of sizing the cam and of finding the CNC center tool coordinates to profile the cam, follows. The cam sizing is greatly influenced by the law of motion choices, e.g., the maximum velocity influences the dimensioning of the cam’s base radius. The choices for the cam manufacturing, such as the material, the production technology, the tolerances chosen in the design phase and the accuracy of the CNC machinery, can instead influence the follower law of motion. Samsonenko in 2020 in [26] researched the influence of errors of cam manufacturing on the law of motion of the output element and concluded that slight deviations of the cam shape from the ideal can lead to significant deviations of the movement’s law of the follower. Therefore, a correct choice of the manufacturing method of the cam and of its tolerances is fundamental for the effectiveness of the proposed method.

The paper is organized as follows: Section 2 describes the main concepts related to motion planning and the formulation of a modified trapezoidal motion law in the most general case, the genetic algorithm, the objective function used and the structure of the developed method. Section 3 reports the application of the procedure in some fictitious illustrative cases at the beginning, where the method is tested on data generated by simulation, and afterwards describes the application to a real case. The results are then analyzed in Section 4, and Section 5 summarizes the salient results of the work and the future developments.

2. Materials and Methods

2.1. Laws of Motion and Motion Planning

The movement of a cam follower (or, more generally, of a machine element) is identified by the trajectory (Figure 1a) and by the law of motion (Figure 1b), which defines how the trajectory is followed with respect to the time.

![Example of the trajectory and position law of motion](image)

Figure 1. (a) Example of the trajectory and (b) example of the position law of motion.

Often, a law of motion is constituted by a succession of sections characterized by displacement, $\Delta s$, and related temporal duration, $\Delta t$. Therefore, in the study, we can focus on a single trait and the same considerations can be extended to the others as well. In addition to duration and displacement, the law of motion sometimes respects further constraints, such as the values of velocity or the successive derivatives to the extremes of the interval or the imposed passage for a specific point at a given instant. Some motion laws have a flexibility that makes this possible, unlike others, which are rigid and do not allow for solving these kinds of problems. For now, let us consider the case in which the motion law segment has null values at the extremes for all the quantities except for the
displacement; this represents a very common case in the definition of the requirements of a cam mechanism.

Referring to the first two intervals of the law of motion in Figure 1, the quantities \( t_A, \) \( s_A, t_B \) and \( s_B \) (or similarly \( t_A, s_A, \Delta t \) and \( \Delta s \)) are constraints, whereas the definition of the curve shape is based on a set of characteristic coefficients that depend on the motion law type. The displacement is a function of the time, of the parameters of the law of motion \( (c = [c_0, c_1, \ldots, c_i]) \) and of the constraints. According to the classical law of motion definition, the \( c_i \) coefficients are adimensional values. If we denote \( \lambda \) as the vector of constraints, which is assigned, in the most general case the displacement function can be expressed according to Equation (1).

\[
s(t) = s(t, c, \lambda)
\]  

(1)

Some of the coefficients \( c \) are determined by imposing the constraints defined by \( \lambda \), whereas others can be chosen within a certain margin to further characterize the curve. A separation is not introduced between these two subgroups because often the coefficients are dependent on each other as a whole. For example, considering a polynomial law of motion, as in Equation (2), it is possible to choose the degree \( n \) of the polynomial, in order to both satisfy a certain number of constraints at the extremes of the interval, and introduce further parameters that allow for manipulating the shape of the curve (for example by imposing a certain velocity or acceleration value, or jerk in a generic instant).

\[
s(t) = c_0 + c_1(t - t_A) + c_2(t - t_A)^2 + \cdots + c_n(t - t_A)^n
\]  

(2)

In this case, denoting the velocity with \( v \), we could impose the following four constraints:

\[
\begin{align*}
s(t_A) &= s_A, & v(t_A) &= v_A, & s(t_B) &= s_B, & v(t_B) &= v_B
\end{align*}
\]  

(3)

Then, we can define \( \lambda = [t_A, s_A, v_A, t_B, s_B, v_B] \). Given four constraints, the minimum value of \( n \) to satisfy them is three, and consequently, four coefficients are required. If the coefficients’ number is equal to the constraints’ number, the equations for calculating the coefficients derive from the imposition of the constraints. However, it is also possible to choose a degree \( n \) of the polynomial redundant with respect to the constraints, and to use the additional degrees of freedom to manipulate the shape of the curve. For example, in this case we could choose \( n \) equal to six, obtaining a vector \( c \) made up of six elements, that is, in general, a number greater than the number of constraints. Returning to the more general case of a law of motion, even not a polynomial, the main difficulty consists in determining the value of the coefficients \( c_i \), which are sometimes not determinable in closed form. In these cases, for the computation of the coefficients, it is reasonable to use numerical methods based on iterative algorithms, which are able to offer approximate solutions for the additional degrees of freedom in compliance with all other constraints.

Without treating the formulation of the different types of motion law, for which reference is made to the literature [1], here the case of trapezoidal modified seven traits motion laws is especially depicted as an illustrative application. The modified trapezoidal laws are particularly manageable, suitable for the purposes of the presented work and very widespread in the industrial field. These motion laws fall within the more general class of the piecewise motion laws, which consist of the succession of different parts, each defined by a specific mathematical function. In detail, the modified trapezoidal laws are defined by assigning the shape of the acceleration diagram consisting of an alternation of seven sinusoidal and constant strokes. With reference to Figure 2, the total duration \( \Delta t = t_B - t_A \), in which the displacement \( \Delta s = s_B - s_A \) occurs, is divided into seven sections whose single duration is identified by the vector of coefficients \( c = [c_0, c_1, \ldots, c_6] \). In addition to displacement, non-zero values of both velocity and acceleration can be imposed on the extremes of the law of motion, indicated in the figure by \( v_A, a_A, v_B, a_B \). Displacement, velocity and acceleration trend can be consequently determined with a double integration in an analytical form (in parts). The additional parameters \( A_{\text{pos}}, A_{\text{neg}} \) and \( V_{\text{max}} \), introduced for convenience, represent the maximum positive and negative acceleration and maximum
velocity, respectively. Therefore, in the general case, which is characterized by a duration and a displacement compatible with the velocity and acceleration values assigned to the extremes, the profile can be defined in all its parts thanks to the imposition of the constraints (Equation (4)).

\[ s(t_A) = s_A, \quad v(t_A) = v_A, \quad a(t_A) = a_A, \quad s(t_B) = s_B, \quad v(t_B) = v_B, \quad a(t_B) = a_B \]  \( (4) \)
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**Figure 2.** Modified seven traits motion law, with imposed constraint values on displacement and velocity.

At a computational level, it is convenient to first calculate the vectors of cumulative partial displacements \( s_c \) and cumulative partial velocities \( v_c \) at the end of each section, introducing some useful quantities, called \( a_{11}, a_{22}, a_2, a_4, b_1 \) and \( b_2 \), and defined as shown in the formulas in Table A1.

For the \( i \)th segment, let us define a function \( t_i(t) \), which expresses the instant of start, as shown in Equation (5). It is possible to define the analytic expression of displacement, velocity and acceleration at time \( t \) \((s(t), v(t)\) and \( a(t)\)\), respectively, obtaining the formulation shown in Table A2, in which the symbol \( t_i \) is used in place of \( t_i(t) \), omitting the time instant \( t \), for compactness reasons, and where \( t_{ci} \) indicates the instant of time at the beginning of the \( i \)th section (Equation (6)).

\[ t_i(t) = \begin{cases} 
  t - t_A & \text{for } i = 0 \\
  t - t_A - \sum_{k=0}^{i-1} c_k & \text{for } i \geq 1
\end{cases} \]  \( (5) \)

\[ t_{ci}(t) = \begin{cases} 
  t_A & \text{for } i = 0 \\
  t_A + \sum_{k=0}^{i-1} c_k & \text{for } i \geq 1
\end{cases} \]  \( (6) \)

As previously stated, this class of motion law is very flexible, since it allows for guaranteeing the constraints \( \lambda = [t_A, s_A, v_A, a_A, t_B, s_B, v_B, a_B] \) at the extremes on displacement as well as on velocity and acceleration, but also allows for further manipulations of its shape in order to achieve secondary objectives.

As an example, Figure 3 shows the comparison of two laws of motion consisting of three movements, in which the dashed modified trapezoidal of the central movement was obtained from the continuous curve by slightly modifying the values of the coefficients \( c_4, c_5 \) and \( c_6 \) of the vector \( c \). Often, the coefficients \( c \) are in a normalized form with respect to the total motion duration \( \Delta t \), to make comparisons independent of the cycle time.
Figure 3. Modified seven traits acceleration motion law (blue curve), with imposed constraint values on displacement (red curve) and velocity (green curve).

2.2. Problem Definition and Genetic Algorithm Implementation

Referring to the laws of motion described in the previous paragraph, the proposed cam reverse engineering method consists of an optimization problem for which the objective function is the distance between two curves. The first curve is obtained starting from the CMM measurements of the profile or direct measurement of the follower’s motion; the other one is generated as a sampling of the modified trapezoidal motion law, obtained with the particular vector of seven coefficients \( c \), which defines the potential solution. Denoting the set of law of motion parameters to be identified with \( c = \{x_1, x_2, \ldots, x_6\} \) and the objective function with \( F = F(c) \), the problem consists in the minimization of \( F \), therefore determining the particular set of values \( c^* \), such that \( F(c^*) = \min F(c) \). Due to the characteristics of this problem, a genetic algorithm represents a valid solution technique.

Genetic algorithms [27] belong to the family of evolutionary algorithms, which adopt the mechanisms of natural selection to solve optimization problems. The use of genetic algorithms is the most suitable method for problems with a large number of parameters or when the function to be optimized is not sufficiently regular or has a domain consisting of several parts that are not connected to each other. In a nutshell, a genetic algorithm, starting from a first set of solutions that are usually randomly generated, carries out the recombination of groups (generations) of solutions (individuals), each consisting of specific characters (variables of the optimization problem).

Each new solution is obtained by recombining, by means of genetic operators, the characters of two solutions selected from the previous group. Selection favors the choice of solutions that best minimize the objective function, so that the properties of the best solutions of a group can propagate in subsequent groups. In addition to the traditional genetic operators (selection, cross-over, mutation, inversion), the algorithm developed in this work uses a further operator, which involves a mutation of the coefficients that is not random, but is bound to a neighborhood of their previous value, thus enabling it to better explore a specific area. As the procedure evolves, the amplitude of this area is narrowed so as to refine the solution in an area that is already optimal in itself. The operators are not always applied, but each one presents a certain probability of occurrence. To ensure the convergence of the method, it was decided to reintroduce in each new generation the best individual obtained in the previous one, thus adopting an elitist algorithm.

As for many optimization algorithms, genetics have intrinsic parameters that affect their effectiveness, such as the number of individuals and the probability of application of the different operators. The chosen parameter values are reported in Section 3.
2.3. Objective Function

The objective function is an indicator of how much close the identified law of motion and the original one are and could be calculated considering either the position or the velocity or the acceleration. The comparison based on the displacement has an important negative aspect: even large variations of the law of motion, for example in terms of accelerations, are very slightly perceived at displacement level. To overcome this drawback, comparing the curves as time derivatives, therefore at the velocity or acceleration level rather than as displacements, is more effective. In the case of the modified trapezoidal, a further advantage emerges when considering the acceleration, since the law of motion is defined starting exactly from the acceleration diagram itself.

To measure the dissimilarity between two curves, the most commonly used method is the Euclidean norm (EN), i.e., the distance (Equation (7)) between the vectors representing the curves. If we denote \( \hat{x} \) and \( x \) as these vectors, the EN is evaluated as follows:

\[
d(\hat{x}, x) = \sqrt{\sum_j (\hat{x}_j - x_j)^2}
\]

Besides, the EN is not always the ideal tool for measuring the distance between the curves for the problem under consideration.

Indeed, the acquired data are frequently subjected to noise and, sometimes, disturbances (due to a surface damage, for example), which are amplified in the derivation of the signal and can affect the results. This usually makes the comparison between the analytic law of motion and the experimental one critical, and even more so if an evolutionary algorithm is used. As an example, Figure 4 shows the acquired displacement (red curve), of the follower movement of a rocker arm cam, damaged near the point with abscissa 270°, and the computed velocity (green curve) and acceleration (blue curve) signals. The data reveal a peak in the acceleration that could greatly affect the Euclidean norm.

As an alternative method for measuring the similarity between the curves, the Dynamic Time Warping (hereinafter DTW) algorithm [28–30] was considered, which in some situations may be more effective than the Euclidean norm. With this technique, each point of a curve is compared with some points of the other curve in order to have a more reliable measurement of similarity. Let us consider curves 1 and 2 of Figure 5: with Euclidean distance, each point of curve 1 is compared with the corresponding point of curve 2 (Figure 5a), whereas the DTW algorithm compares different points between the two curves (Figure 5b). The adoption of the DTW technique allows for an optimization that tends to avoid falling
and remaining in relative minimums. Obviously, the use of a complex algorithm for calculating the distance between the curves penalizes the computation time, but, on the other hand, it allows the algorithm to converge faster. As a demonstration of this, Figure 6 shows the trend of the objective function, over the generations of the genetic algorithm, in the case of the Euclidean norm (red curve) and with the DTW algorithm (green curve), for an optimization in 500 generations with 100 individuals, and with a distance calculation on 500 samples.

Figure 5. (a) Curves comparison approach with the Euclidean norm; (b) curves comparison approach with the DTW algorithm.

Figure 6. Comparison of the objective function vs. generations with the Euclidean norm (red curve) and DTW algorithm (green curve).

In Figure 6, no values are reported on the ordinate axis because the DTW algorithm and Euclidean norm are not directly comparable, but the profiles’ trends emphasize that DTW allows for faster convergence. In terms of computation time over 500 generations, the Euclidean norm requires about 4 ms whereas DTW algorithm requires about 6 ms; however, as the figure depicts, DTW has a higher convergence rate. With the DTW algorithm, the goal can be considered achieved at about 150 generations, with a noticeable reduction in convergence time (about 1.8 ms).

2.4. Developed Cam Mechanisms RE Framework

The RE framework generally adopted and commonly referred to in the literature [31–33] is based on the following six main phases: data capture, pre-processing, segmentation, feature classification, surfaces fitting and CAD model reconstruction. Several methodologies are available for each one of these phases and an in-depth analysis of these techniques is discussed in [19]. This approach can also be applied to realize the RE of a cam, as done in [25], which presents the process of reversed disc CAM from an existing one. Alsoufi discusses in [19]. This approach can also be applied to realize the RE of a cam, as done in [25], which presents the process of reversed disc CAM from an existing one. Alsoufi discussed in [19]. This approach can also be applied to realize the RE of a cam, as done in [25], which presents the process of reversed disc CAM from an existing one. Alsoufi.

Different approaches for the RE of cam mechanisms are also present in the literature, which have the aim of tracing the motion law of the follower of the cam mechanism starting from the sampling of the cam profile. In [34], Tsay considers a planar cam and uses a least squares periodic B-splines approximation to interpolate the digitized cam surfaces and to create their derivatives required in determining the follower motion. In [24] and in [35], Zhenghao presented a similar approach, with the improvement of obtaining a smoother
cam profile, while still exactly satisfying the boundary condition of follower displacement, velocity and acceleration, and used NURBS curves to fit the profile via the measured data.

The proposed cam’s RE differs from the RE classical approach. Although the current approach shares with the latest cited works the purpose of tracing the follower’s law of motion, it significantly differs from them in the method. In fact, rather than performing an interpolation of the points of the cam profile, the here proposed identification process focuses on the law of motion that generates a cam’s profile as close as possible to the measured one, through the optimization process of an objective function. The main advantage of this approach consists in the fact that it enables exploiting at best the flexibility provided by parametric laws. Indeed, if we use this method and a very flexible parametric law, such as the modified trapezoidal, we have the possibility to control, and within certain limits to intervene on, speed and acceleration trends, with all the advantages that influence the dynamic behavior and the dimensioning of the cam. A GA-based optimization procedure allows for identifying the coefficients of a trapezoidal modified motion law, which best approaches the law of motion of the device to be reengineered, and the objective function is evaluated through the DTW algorithm or the Euclidean norm. The flowchart of this method is shown in Figure 7.

Figure 7. Flowchart of the developed cam mechanism RE.
Basically, the idea is to redesign the cam, but respecting the functionality performed by a pre-existing cam, for example, a damaged cam or one of which the original project is not available. The choice of the modified trapezoidal motion law is motivated by the fact that numerous motion laws commonly used in industrial applications can be represented through the mathematical formulation of this law. In the optimization process, it may occur sometimes that some coefficients have a null value, even simultaneously, and this can lead to inconsistencies or calculation errors, such as divisions by zero. Therefore, in the software implementation of the formulas presented in Section 2.1, checking tests are inserted in order to degenerate, if necessary, the seven segments law of motion into a three segments law, or to report a warning of the impossibility of satisfying all conditions. The presented innovative cam mechanism reverse engineering method was implemented in an executable software developed in Delphi 10.4 environment.

3. Results

3.1. Simulations

Before testing the method on actual data, simulated data were used for preliminary analysis and validation. Figure 8 shows an example of application of the method to a simulated case. Loaded data were generated through a modified trapezoidal motion law (with non-zero initial and final values for velocity and acceleration), in which a noise with zero mean and unitary amplitude was added to the acceleration (light-blue curve). This law of motion realizes a unitary displacement in a unitary time (1 rad in 1 s, as for all the laws of motion in simulation) and is subjected to the constraints

\[
\lambda = \left\{ \begin{array}{l}
   t_A = 0.0 s, \ s_A = 0.0 \text{rad}, \ v_A = 0.2 \text{rad/s}, \ a_A = 1.4 \text{rad/s}^2, \\
   t_B = 1.0 s, \ s_B = 1.0 \text{rad}, \ v_B = 0.5 \text{rad/s}, \ a_B = 1.2 \text{rad/s}^2 
\end{array} \right. 
\]

and the normalized coefficients \(c_{src}\) synthesized in Table 1. These coefficients were chosen randomly, but without null values, so that all the segments are present.

![Motion Law](image)

**Table 1.** Values of the main parameters for the law of motion of the simulated scenario.

| Parameter                        | Value                                                                 |
|----------------------------------|-----------------------------------------------------------------------|
| Constraints                      | \(\lambda = \left\{ \begin{array}{l}
   t_A = 0.0 s, \ s_A = 0.0 \text{rad}, \ v_A = 0.2 \text{rad/s}, \ a_A = 1.4 \text{rad/s}^2, \\
   t_B = 1.0 s, \ s_B = 1.0 \text{rad}, \ v_B = 0.5 \text{rad/s}, \ a_B = 1.2 \text{rad/s}^2 
\end{array} \right. 
\) |
| Normalized coefficients          | \(c_{src} = \{0.0645, 0.129, 0.1935, 0.0968, 0.2581, 0.2258, 0.0323\} \) |
| Number of sampled points         | 300                                                                   |

*Figure 8.* Application of the method to a simulated case, with random disturbance added to acceleration. (Black: acceleration of the starting step of the identification process; red: displacement; green: velocity; blue: acceleration, after the identification).
At the beginning of the identification procedure based on GA, an initial solution with
all the seven coefficients of $c$ equal to $1/7$ was chosen (black curve in Figure 9). The blue
curve is the law of motion obtained at the end of the optimization procedure with Euclidean
norm evaluated on the acceleration as an objective function. As can be seen, it matches the
simulated experimental data very well (light-blue curve). In this case the Euclidean norm
proved to be adequate, allowing for convergence after a limited number of generations.
The convergence time was of about $2/5$ s. The software displayed the acceleration, the
velocity and the displacement diagrams, which, however, were substantially superimposed.
The absolute maximum error on the coefficients was about 0.0076.

![Figure 9. Simulated case, without simulated disturbances. (Black: acceleration of the starting step of the identification process; red: displacement; green: velocity; blue: acceleration, after the identification).](image)

Figure 9 shows the case with the same shaped law of motion, but without noise. The
error on coefficients in this case was 0.00034, so it was reduced by an order of magnitude.
This case completely validates the procedure, since it substantially offers the values of
the coefficients of the loaded motion law. As visible in the lower part of Figures 8 and 9,
the genetic algorithm converges quite quickly, reaching a good reduction of the objective
function already after 50 generations. This case, completely general, was used to tune the
genetic algorithm, i.e., to establish the values of the algorithm intrinsic parameters that can
be used for the developed RE method. After a high number of tests, the values shown in
Table 2 were chosen.

| Parameter                                      | Chosen Value        |
|------------------------------------------------|---------------------|
| Number of genes for each individual           | 7                   |
| Number of individuals per generation          | 100                 |
| Probability of cross-over application         | 0.85                |
| Inversion application probability             | 0.1                 |
| Probability of application of mutation around the range | 0.1             |
| Percentage of initial range mutation          | 10%                 |
| Mutation range reduction                      | 75% each 50 generations |

Table 2. Genetic algorithm intrinsic parameters’ chosen values.

Keeping the intrinsic parameters of the genetic algorithm fixed (Table 2), tests for nine
different cases were carried out, related to the different motion laws used to generate simu-
lated input data. In the following sections, we refer to these laws of motion as “original”,
in the sense that they originated the data that replaced the experimental measurements.
in simulation. All these motion laws can be represented through the formulas of the modified trapezoidal law; that is, they fall within the class of modified trapezoids. For all the considered cases, a unitary displacement in a unitary time, null constraint vector and 300 extracted sampled points were assumed. The maximum number of generations was set 500, or less in case the algorithm no longer evolves.

Table 3 contains the values of the seven coefficients of the considered laws of motion, whereas Table 4 collects the results of the identification in four cases: identification on acceleration, identification on velocity and for each one adopting either the Euclidean norm or DTW algorithm in the objective function calculation.

**Table 3. Coefficients’ values of the laws of motion of the modified trapezoidal class used as the original law of motion.**

| ID | Original Law of Motion | \(c_1\) | \(c_2\) | \(c_3\) | \(c_4\) | \(c_5\) | \(c_6\) | \(c_7\) | Max. Error |
|----|------------------------|--------|--------|--------|--------|--------|--------|--------|-----------|
| L1 | Modified Sinusoidal    | 0.125  | 0      | 0.3750 | 0      | 0.3750 | 0      | 0.1250 |
| L2 | Constant Acceleration  | 0.5000 | 0      | 0      | 0.5000 | 0      | 0      | 0      |
| L3 | Trimmer Constant Acceleration | 0    | 0.2500 | 0      | 0.5000 | 0      | 0.2500 | 0      |
| L4 | Cubic                  | 0      | 0.500  | 0      | 0      | 0.500  | 0      | 0      |
| L5 | Trapezoidal            | 0.1250 | 0.2500 | 0.1250 | 0.1250 | 0.1250 | 0.1250 | 0.1250 |
| L6 | Modified Trapezoidal   | 0.1250 | 0.1250 | 0.1250 | 0.1250 | 0.1250 | 0.1250 | 0.1250 |
| L7 | Trimmer Trapezoidal    | 0.0625 | 0.1250 | 0.0625 | 0.5000 | 0.0625 | 0.1250 | 0.1250 |
| L8 | Cycloidal              | 0.2500 | 0      | 0.2500 | 0      | 0.2500 | 0      | 0.2500 |
| L9 | Asymmetric Trapezoidal | 0.0500 | 0.2000 | 0.0500 | 0      | 0.0500 | 0.6000 | 0.0500 |

**Table 4.** Identified coefficients’ values (dimensionless) and errors in the simulated cases with laws of motion of the modified trapezoidal class used as the original law of motion. (The method column refers to the method used to calculate the objective function.)

| ID | Kinematic Quantity | Method | \(c_1\) | \(c_2\) | \(c_3\) | \(c_4\) | \(c_5\) | \(c_6\) | \(c_7\) | Max. Error |
|----|---------------------|--------|--------|--------|--------|--------|--------|--------|--------|-----------|
| L1 | Acceleration        | EN     | 0.1218 | 0.1240 | 0.1254 | 0.1240 | 0.1254 | 0.1240 | 0.1254 | 0.1240 |
|    | Velocity            | DTW    | 0.007  | 0.007  | 0.007  | 0.007  | 0.007  | 0.007  | 0.007  | 0.007    |
| L2 | Acceleration        | EN     | 2.0 × 10^{-8} | 0.5000 | 0      | 0      | 0.5000 | 6.7 × 10^{-8} | 6.7 × 10^{-8} | 6.7 × 10^{-8} |
|    | Velocity            | DTW    | 0.0007 | 0.4922 | 0.0063 | 5.5 × 10^{-8} | 0.0101 | 0.4907 | 0      | 0.0100 |
| L3 | Acceleration        | EN     | 2.5 × 10^{-5} | 5.0000 | 0      | 0      | 0.1250 | 0.1250 | 0.1250 | 0.1250 |
|    | Velocity            | DTW    | 0.0191 | 0.4302 | 0.0536 | 0.0629 | 0.4302 | 0.0116 | 0.0697 | 0       |
| L4 | Acceleration        | EN     | 6.8 × 10^{-8} | 0      | 0.5002 | 0      | 0.0018 | 0.4836 | 0.0139 | 0.0003 |
|    | Velocity            | DTW    | 0.0019 | 0.0852 | 0.3910 | 0.0471 | 0.3922 | 0.0825 | 1.2 × 10^{-8} | 1.0990 |
| L5 | Acceleration        | EN     | 0.1253 | 0.2494 | 0.1254 | 0      | 0.1246 | 0.2505 | 0.1248 | 0.0006 |
|    | Velocity            | DTW    | 0.1250 | 0.2438 | 0.1348 | 0      | 0.1148 | 0.2565 | 0.12  | 0.0101 |
| L6 | Acceleration        | EN     | 0.1244 | 0.2528 | 0.1218 | 0.0026 | 0.1290 | 0.2465 | 0.1256 | 0.0039 |
|    | Velocity            | DTW    | 0.1414 | 0.2159 | 0.1432 | 0.0200 | 0.1303 | 0.2264 | 0.1402 | 0.0341 |
| L7 | Acceleration        | EN     | 0.1254 | 0.1240 | 0.1258 | 0.2498 | 0.1251 | 0.1248 | 0.1251 | 0.0010 |
|    | Velocity            | DTW    | 0.1250 | 0.1249 | 0.1249 | 0.2451 | 0.138  | 0.1169 | 0.125  | 0.0130 |
| L8 | Acceleration        | EN     | 0.2496 | 0.0010 | 0.2492 | 0.0005 | 0.2479 | 0.0029 | 0.2488 | 0.0029 |
|    | Velocity            | DTW    | 0.2486 | 0.0102 | 0.2364 | 0.0093 | 0.2387 | 0.0076 | 0.2492 | 0.0136 |
| L9 | Acceleration        | EN     | 0.0497 | 0.2088 | 0.0493 | 0      | 0.0508 | 0.5987 | 0.0505 | 0.0012 |
|    | Velocity            | DTW    | 0.0495 | 0.2139 | 0.0493 | 0      | 0.1099 | 0.5469 | 0.0559 | 0.0598 |
|    |                     | EN     | 0.0498 | 0.2273 | 0.0001 | 0      | 0.1666 | 0.4930 | 0.0630 | 0.1167 |
For one of the previous laws of motion (L7), further tests were made with and without noise, carrying out the identification based on displacement, speed and acceleration. Table 5 shows the final errors on displacement, speed and acceleration calculated with the EN and DTW algorithm.

Table 5. Final values of the Euclidean norm and DTW algorithm on displacement, velocity and acceleration, in the simulated cases with law L7 as the original law of motion, with and without noise, and identification based on displacement, velocity and acceleration.

| Quantity | Method | Error | Noise | Err_s [Rad] | Err_v [Rad/s] | Err_a [Rad/s²] |
|----------|--------|-------|-------|-------------|---------------|---------------|
| Displacement | EN | EN | No | 0.0139 | 0.2542 | 7.5341 |
| | DTW | No | 0.1036 | 1.2663 | 63.030 |
| | EN | No | 0.0258 | 0.4078 | 12.022 |
| | DTW | No | 0.0726 | 2.4829 | 106.91 |
| Displacement | EN | No | 0.0065 | 0.1816 | 21.771 |
| | DTW | Yes | 0.0710 | 1.1354 | 294.62 |
| | EN | Yes | 0.0291 | 0.4264 | 23.191 |
| | DTW | Yes | 0.0777 | 2.6604 | 330.20 |
| Velocity | EN | No | 0.0025 | 0.0054 | 2.8170 |
| | DTW | No | 0.0349 | 0.0562 | 16.730 |
| | EN | No | 0.0073 | 0.1282 | 5.5620 |
| | DTW | No | 0.0548 | 0.3884 | 31.030 |
| Velocity | EN | Yes | 0.0045 | 0.0666 | 20.530 |
| | DTW | Yes | 0.0668 | 0.6859 | 284.00 |
| | EN | Yes | 0.0119 | 0.1505 | 22.270 |
| | DTW | Yes | 0.1272 | 0.7712 | 292.20 |
| Acceleration | EN | No | 0.0004 | 0.0036 | 0.1068 |
| | DTW | No | 0.0060 | 0.0477 | 1.0890 |
| | EN | No | 0.0026 | 0.0254 | 1.2838 |
| | DTW | No | 0.0320 | 0.1572 | 2.2197 |
| Acceleration | EN | Yes | 0.0163 | 0.0853 | 21.103 |
| | DTW | Yes | 0.2278 | 1.0417 | 291.66 |
| | EN | Yes | 0.0400 | 0.2240 | 20.877 |
| | DTW | Yes | 0.2184 | 2.1890 | 283.13 |

Subsequently, tests were carried out with original motion laws that cannot be represented by modified trapezoidal laws.

Three polynomial laws, with degrees of three, four and five, respectively, were considered. Six cases for each law were investigated: identification on acceleration, on velocity and on displacement, and for each one adopting either the EN or DTW algorithm. Table 6 collects the values of the EN and DTW algorithm on displacement, velocity and acceleration evaluated at the starting step of the identification, with a trapezoidal law characterized by seven coefficients equal to 1/7 (black curve in Figure 10). Table 7 contains the results of the identifications, in terms of the final values of the EN and DTW algorithm on displacement, velocity and acceleration.

Table 6. Initial values of the Euclidean norm and DTW algorithm on displacement, velocity and acceleration, in the simulated cases with polynomials of the polynomial class used as the original law of motion.

| Error | Polynomial 3-3 | Polynomial 4-4 | Polynomial 5-5 |
|-------|----------------|----------------|----------------|
|       | Err_s [Rad]    | Err_v [Rad/s]  | Err_a [Rad/s²] | Err_s [Rad]    | Err_v [Rad/s]  | Err_a [Rad/s²] | Err_s [Rad]    | Err_v [Rad/s]  | Err_a [Rad/s²] |
| EN    | 0.0828         | 0.7645         | 11.91          | 0.4886         | 3.646          | 35.32          | 0.784          | 6.011          | 58.23          |
| DTW   | 0.346          | 6.609          | 125.7          | 6.098          | 48.69          | 533.026        | 10.19          | 82.64          | 875.06         |
Figure 10. Comparison between the experimental law of motion (light blue) and modified trapezoidal laws for each phase (with equal coefficients values) as the starting point of the identification procedure (red: displacement; green: velocity; blue: acceleration).

Table 7. Final values of the Euclidean norm and DTW algorithm on displacement, velocity and acceleration, in the simulated cases with laws of motion of the polynomial class used as the original law of motion.

| Kinematic Quantity | Method  | Polynomial 3-3 | Polynomial 4-4 | Polynomial 5-5 |
|-------------------|---------|----------------|----------------|----------------|
|                   |         | Error_s [Rad] | Error_v [Rad/s] | Error_a [Rad/s^2] | Error_s [Rad] | Error_v [Rad/s] | Error_a [Rad/s^2] | Error_s [Rad] | Error_v [Rad/s] | Error_a [Rad/s^2] |
| Disp.             | EN      | 0.010          | 0.273          | 7.619          | 0.0567         | 0.815          | 22.040          | 0.191          | 2.060          | 45.940          |
|                   | DTW     | 0.142          | 2.288          | 84.20          | 0.522          | 8.242          | 269.5           | 2.020          | 25.800         | 560.300         |
|                   | EN      | 0.062          | 0.632          | 10.71          | 0.075          | 1.015          | 19.250          | 0.194          | 2.077          | 46.230          |
|                   | DTW     | 0.116          | 5.188          | 107.9          | 0.498          | 12.24          | 236.600         | 2.020          | 25.900         | 563.900         |
| Velocity          | EN      | 0.004          | 0.086          | 2.642          | 0.747          | 0.682          | 13.220          | 0.225          | 1.817          | 29.700          |
|                   | DTW     | 0.059          | 1.057          | 25.90          | 0.680          | 6.645          | 171.800         | 2.438          | 22.590         | 412.500         |
|                   | EN      | 0.013          | 0.191          | 4.020          | 0.075          | 0.699          | 11.330          | 0.216          | 1.844          | 30.520          |
|                   | DTW     | 0.132          | 0.787          | 45.42          | 0.649          | 6.422          | 149.300         | 2.290          | 22.200         | 329.900         |
| Accel.            | EN      | 0.007          | 0.064          | 1.388          | 0.112          | 0.808          | 9.423           | 0.288          | 2.137          | 22.680          |
|                   | DTW     | 0.109          | 0.650          | 11.81          | 1.026          | 8.956          | 112.900         | 3.250          | 28.810         | 302.500         |
|                   | EN      | 0.015          | 0.104          | 1.540          | 0.114          | 0.822          | 9.217           | 0.295          | 2.187          | 29.410          |
|                   | DTW     | 0.195          | 0.770          | 8.780          | 1.051          | 9.217          | 111.300         | 3.330          | 22.750         | 298.600         |

3.2. Tests on Experimental Data

For the validation of the system, data gathered from the real case study of Figure 4 were used. For this system, composed of a damaged rocker arm follower cam, no construction drawings or characteristics of the laws of motion were available; still, displacement data in terms of follower rotation could be directly acquired on the real mechanism as a function of the cam rotation angle. The goal is to reconstruct the global motion law in order to be able to redesign the cam. The movement starts from the cam angle 110° and is characterized by the three phases—“Phase I”, “Phase II” and “Phase III”—highlighted in Figure 4 with different background colors. The constraints of the movement are reported in Table 8. Note that, in this case, the law of motion is expressed in terms of geometric law of motion, and this explains the measurement units in Table 8 and in the following tables. Since the speed of the cam is constant, the angular displacement of the cam and time are proportional, so the displacement of the follower (in deg) can be expressed as a function of the displacement of the cam (in deg) and not of time; accordingly, the units of follower displacement, speed and acceleration are deg, deg/deg and deg/deg^2, respectively. The procedure was applied to each one of the three phases independently. A comparison between the Euclidean norm and DTW algorithm to calculate the objective function in the identification based on displacement, velocity and acceleration was performed and the report of the results, in terms of final values of the EN and DTW algorithm, is in Table 9.
Table 8. Constraints’ values for each phase of the considered actual case.

| Phase Name | Constraint Vector | α_A [Deg] | α_B [Deg] | s_A [Deg] | s_B [Deg] | v_A [Deg/Deg] | v_B [Deg/Deg] | a_A [Deg/Deg^2] | a_B [Deg/Deg^2] |
|------------|-------------------|-----------|-----------|-----------|-----------|---------------|---------------|----------------|----------------|
| Phase I    | λ_I               | 115.0     | 210.0     | −2.500    | 20.3800   | 0.0           | 0.0           | 0.0            | 0.0            |
| Phase II   | λ_{II}            | 210.0     | 300.0     | 20.3800   | −4.2700   | −0.0028       | 0.0183        | 0.0            | 0.0060         |
| Phase III  | λ_{III}           | 300.0     | 360.0     | −4.2700   | −2.500    | 0.0           | 0.0           | 0.0            | 0.0            |

Table 9. Final values of the Euclidean norm and DTW algorithm on displacement, velocity and acceleration, in the actual cases after an identification based on velocity.

| Quantity | Method | Error | Phase I | Phase II | Phase III |
|----------|--------|-------|---------|----------|-----------|
|          |        |       | Err_s   | Err_v    | Err_a     | Err_s   | Err_v    | Err_a     |
|          |        |       | [Deg]   | [Deg/ Deg] | [Deg/ Deg^2] | [Deg]   | [Deg/ Deg] | [Deg/ Deg^2] |
|          |        |       |          |          |           |          |          |           |
| Displacement | None | EN | 7.083 | 0.590 | 0.187 | 17.600 | 1.090 | 1.370 | 2.868 | 0.221 | 0.169 |
|          |        | DTW | 77.500 | 7.393 | 2.551 | 193.300 | 14.020 | 7.310 | 36.060 | 3.186 | 2.080 |
|          |        | EN  | 0.364 | 0.130 | 0.178 | 1.977 | 0.545 | 1.390 | 0.104 | 0.057 | 0.167 |
|          |        | DTW | 4.662 | 1.181 | 2.446 | 18.270 | 3.962 | 7.076 | 0.764 | 0.683 | 2.007 |
|          |        | EN  | 0.490 | 0.127 | 0.178 | 1.811 | 0.599 | 1.392 | 0.120 | 0.062 | 0.172 |
|          |        | DTW | 3.250 | 1.111 | 2.450 | 11.060 | 5.137 | 7.171 | 0.760 | 0.757 | 2.148 |
| Velocity |        | EN  | 1.587 | 0.080 | 0.176 | 4.220 | 0.512 | 1.389 | 0.219 | 0.052 | 0.167 |
|          |        | DTW | 3.601 | 0.734 | 2.420 | 40.020 | 3.399 | 7.017 | 1.404 | 0.626 | 2.085 |
|          |        | EN  | 2.132 | 0.070 | 0.176 | 2.870 | 0.520 | 1.389 | 0.210 | 0.052 | 0.167 |
|          |        | DTW | 7.835 | 0.592 | 2.42 | 24.840 | 3.130 | 6.980 | 1.276 | 0.621 | 2.000 |
|          |        | EN  | 1.165 | 0.076 | 0.176 | 4.059 | 0.520 | 1.389 | 1.068 | 0.077 | 0.166 |
|          |        | DTW | 8.189 | 0.672 | 2.414 | 38.030 | 3.458 | 6.984 | 13.410 | 0.959 | 2.077 |
| Accel.   |        | EN  | 2.404 | 0.122 | 0.177 | 2.779 | 0.592 | 1.389 | 1.657 | 0.147 | 0.167 |
|          |        | DTW | 13.093 | 1.084 | 2.406 | 21.195 | 4.458 | 6.950 | 20.380 | 2.009 | 2.039 |
Figure 10 shows the comparison between experimental law of motion (light blue) and modified trapezoidal laws for each phase (with equal coefficients values) when used as starting point of the identification procedure. Figure 11 reports the comparison with the identified laws based on displacement and EN, whereas Figure 12 reports on displacement and the DTW algorithm. Similarly, Figures 13 and 14 refer to identification based on speed, whereas Figures 15 and 16 refer to acceleration.

The values of the seven coefficients of the best laws identified for the three areas are shown in Table 10.

Table 10. Trapezoidal modified law identified coefficients (adimensional values) for each phase of the considered actual case.

| Phase Name | Coefficient Vector | $c_1$ | $c_2$ | $c_3$ | $c_4$ | $c_5$ | $c_6$ | $c_7$ |
|------------|--------------------|-------|-------|-------|-------|-------|-------|-------|
| Phase I    | $c_I$              | 0.2386| 0.0566| 0.1867| 0.0126| 0.2121| 0.0   | 0.2933|
| Phase II   | $c_{II}$           | 0.3917| 0.0500| 0.1195| 0.0235| 0.1199| 0.1389| 0.2065|
| Phase III  | $c_{III}$          | 0.0027| 0.0620| 0.1691| 0.0890| 0.0028| 0.0002| 0.6740|

The computation time in all the examined cases keeps within the order of a few seconds.
**Figure 13.** Comparison between the experimental law of motion (light blue) and modified trapezoidal laws for each phase (with equal coefficients values) after identification based on velocity by adopting the EN.

**Figure 14.** Comparison between the experimental law of motion (light blue) and modified trapezoidal laws for each phase (with equal coefficients values) after identification based on velocity by adopting the DTW algorithm.

**Figure 15.** Comparison between the experimental law of motion (light blue) and modified trapezoidal laws for each phase (with equal coefficients values) after identification based on acceleration by adopting the EN.
4. Discussion

Through the performed tests, the suitability of the method for the current purpose was proven (Figures 8 and 9), even in the presence of noise, and an effective set of GA intrinsic parameters was identified. In the study, for both simulation-based and real-data-based tests, data filtering prior to the application of the presented method was not considered. In this specific problem, filtering the acquired data could cause important components of the signal to be lost. Therefore, it was preferred to investigate the robustness of the method even in presence of disturbances.

Analyzing Table 4, the simulation tests on nine original motion laws of the trapezoidal class revealed that the identification based on acceleration achieved higher performances than with velocity in all the considered cases. For the objective function calculation, the DTW algorithm provided better results for law L1, L2 and L4, whereas the EN provided better results for the others. However, the errors on the coefficients obtained with identification based on acceleration, with both the EN and DTW algorithm, were present in all cases very small maximum values, so it can be said that the identification adequately reached the goal in both cases. The combined use of speed and DTW is characterized, in all the cases, by errors on the significant coefficients and, therefore, is a combination to be discarded.

Considering the errors in terms of displacement, velocity and acceleration for law L7 (Table 5), in the case without noise, a progressive improvement can be detected passing from the identification based on the displacement to that with speed and that with acceleration, with both the EN and DTW algorithm, and in all cases the errors are lower with the EN than with the DTW algorithm. In the case with noise, the error on acceleration substantially does not change identifying the EN on displacement, speed or acceleration, whereas there is a slight improvement with the DTW algorithm, and the obtained error is lower with acceleration. The lowest errors are obtained for displacement and speed when the identification is performed on speed with the EN, and for acceleration when the fitting is on acceleration with the DTW algorithm.

According to the tests with original laws of the polynomial class, the EN performs better than the DTW algorithm, almost in all the tested situations. Analyzing Table 7 by rows, the performance worsens as the degree of the polynomial increases. In particular, in terms of percentage of variation error, the worsening gets higher when passing from degree three to degree four than when passing from degree four to five. Analyzing data by columns, an overall improvement can be seen passing from identification on displacement to identification on speed and subsequently on acceleration, as observed for the law L7.
The percentage of error reduction, also in this case, is more significant for the 3-3 laws and progressively lessens as the degree increases.

Considering all three errors (on displacement, velocity and acceleration), for all the three considered laws of motion, the best case is the one with identification based on acceleration and with the EN.

For the actual case, the comparison between the identification with displacement, velocity and acceleration based on numerical errors (Table 9) shows that for all three phases the errors on the acceleration are substantially equivalent to the variation of the quantity to be identified and both with the EN and DTW algorithm. For the error on the displacement, in Phase I the best case is the identification on the displacement with the EN, in Phase II on the displacement with the DTW algorithm and in Phase 3 on displacement with the EN. In all three cases, however, the difference between the EN and DTW algorithm is low. Phase II is characterized by an anomalous behavior due to the breaking of the cam; therefore, as was hypothesized, the DTW algorithm may be more effective than the Euclidean norm in situations where anomalies are present. It is observed, however, that the numerical results of the errors do not provide information on the shape of the acceleration, which significantly affects the dynamic behavior of the system. A smoother law of motion for the acceleration, i.e., which presents a trend with a slope (Jerk) that varies more gradually, is always preferable, because it improves the dynamic behavior when subjected to high loads and high speeds [14,15]. Therefore, a visual comparison of trends is also useful. From the visual comparison of acceleration trends (Figures 11–16), in Phases I and II, the identifications based on speed with the DTW algorithm and acceleration with the EN are better and substantially equivalent, and in Phase III the identifications based on speed with the EN are the best ones.

The flexibility offered by manipulating the coefficients $c_i$, while keeping fixed the values at the extremes of the range of motion, is a key element of the presented reverse engineering technique. It is based, in fact, on an optimized reconstruction of the cam profile, by manipulating these coefficients.

A further significant advantage of the proposed method is that, based on the identification of the laws of motion, it offers the designer the possibility of verifying the limit values of the kinematic quantities (speed and acceleration), which significantly influence some design aspects (such as the overall dimensions for speed and dynamic loads for acceleration). In this way, when these values are excessive, the designer has the possibility to apply a well-known optimization method to improve the motion law from this point of view.

5. Conclusions

The developed procedure, which can be used as a phase of a wider reverse engineering process of cams, proved to be effective and with excellent performance in computational terms. Computational times of the method are well tolerable if the procedure is inserted, as tools, in a mechanical design software.

In all the examined cases, the procedure achieved good results. Using a GA as optimization tool and the EN or DTW algorithm for the evaluation of the objective function, it allows for the analytic reconstruction of a modified seven trapezoidal motion law that best approximates the motion law of the original cam.

The performed tests revealed that in many cases assessing the distance with the Euclidean norm on acceleration diagrams remains more effective, in particular when the signal to be recognized is little or not at all disturbed. Instead, the use of the DTW algorithm is more effective in case of anomalous situations, for instance in the acquired law of motion. In general, the DTW algorithm applied to velocity diagrams gives poor results, and therefore it is a combination that can generally be discarded. In general, there is no configuration that performs better than the others in all cases, but comparing the different conditions, an optimal configuration can be identified for each specific application,
considering, for instance, the numerical results, the visual observation of the trend or the speed of execution of the algorithm.

A limitation of the procedure is that it considers only one type of law of motion, the trapezoidal modified law. While the tests with original motion of the trapezoidal family showed excellent results, performance was much worse with motion laws of the polynomial family, as it was reasonable to expect. Therefore, a future development of the study is the extension of the method by integrating the use of other types of motion laws, such as polynomials, with the aim of identifying, among the different types of motion laws, the one that allows for the best representation of the movement to be recognized. A further development is to investigate the effectiveness of a multi-objective optimization, for which genetic algorithms are particularly suitable. For example, the passage for a precision point could be imposed.

Finally, although this methodology was applied to cam mechanisms in the present work, it has a more general validity and can be applied to any system that generates a movement. It could, therefore, be defined more generally as a reverse engineering methodology of laws of motion.
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### Appendix A. Trapezoidal Modified Law of Motion

**Table A1.** Expressions of the vectors of cumulative partial displacements $s_t$ and cumulative partial velocities $v_t$ at the end of each section for a trapezoidal modified law of motion in the most general case.

| Title 1 | Title 2 |
|---------|---------|
| $a_{11}$ | $\frac{2\pi}{\pi} + c_1 + \frac{2\pi}{\pi}$ |
| $a_{12}$ | $-\left(\frac{2\pi}{\pi} + c_5 + \frac{2\pi}{\pi}\right)$ |
| $a_{21}$ | $\frac{2\pi}{\pi}\left(c_0 - \frac{2\pi}{\pi}\right) + \frac{2\pi}{\pi} + \left(\frac{2\pi}{\pi} + c_0 + 1\right)c_2 + \left(\frac{2\pi}{\pi} + c_1 + \frac{2\pi}{\pi}\right)(c_3 + c_4 + c_5 + c_6)$ |
| $a_{22}$ | $\frac{2\pi}{\pi}\left(c_6 - \frac{2\pi}{\pi}\right) + \frac{2\pi}{\pi} + \left(\frac{2\pi}{\pi} + c_2 + \frac{2\pi}{\pi}\right)^2 - \frac{2\pi}{\pi} + c_5\right)c_5 - \frac{2\pi}{\pi} + c_5 + \frac{2\pi}{\pi})c_6$ |
| $b_1$ | $(v_B - v_A) + \left(\frac{2\pi}{\pi}\right)(c_0a_A + c_3a_B)$ |
| $b_2$ | $\Delta s - (\Delta t\cdot v_A + \left(\frac{2\pi}{\pi} + \frac{4\pi}{\pi} + \frac{2}{\pi}\right)c_0^2 + \left(1 - \frac{2}{\pi}\right)(\Delta t - c_0)c_0 + \left(\frac{2}{\pi} - \frac{4\pi}{\pi}\right)e^2a_B)$ |
| $A_{pos}$ | $\frac{b_{neg} - b_{pos}}{a_{pos}} - \frac{b_{pos} - b_{neg}}{a_{neg}}$ |
| $A_{neg}$ | $\frac{b_{neg} - b_{pos}}{a_{pos}} - \frac{b_{pos} - b_{neg}}{a_{neg}}$ |
| $v_{c_0}$ | $v_A + a_A\cdot c_0 + 2\left(A_{pos} - a_A\right)c_0^2$ |
| $v_{c_1}$ | $v_A + a_A\cdot c_1 + 2\left(A_{pos} - a_A\right)c_1^2$ |
| $v_{c_2}$ | $v_A + 2A_{neg}\cdot c_2^2$ |
| $v_{c_3}$ | $v_A + 2A_{neg}\cdot c_2^2$ |
| $v_{c_4}$ | $v_A + 2A_{neg}\cdot c_3^2$ |
| $v_{c_5}$ | $v_A + 2A_{neg}\cdot c_3^2$ |
| $v_{c_6}$ | $v_A + 2A_{neg}\cdot c_3^2 + 2\left(A_{neg} - a_B\right)c_6^2$ |
| $s_{c_0}$ | $s_A + v_A\cdot c_0 + \left(\frac{2\pi}{\pi} - \frac{4\pi}{\pi}\right)A_{pos} + \left(\frac{2}{\pi} - \frac{4\pi}{\pi}\right)a_A\cdot c_0^2$ |
| $s_{c_1}$ | $s_{c_0} + v_{c_0}\cdot c_1 + 2\left(A_{pos} - a_A\right)c_1^2 + \left(1 - \frac{2}{\pi}\right)(\Delta t - c_0)c_0 + \left(\frac{2}{\pi} - \frac{4\pi}{\pi}\right)e^2a_B$ |
| $s_{c_2}$ | $s_{c_1} + v_{c_1}\cdot c_2 + 2\left(A_{pos} - a_A\right)c_2^2$ |
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**Table A1. Cont.**

| Title 1 | Title 2 |
|---|---|
| $s_{c_3}$ | $s_{c_2} + v_{c_2}c_3$ |
| $s_{c_4}$ | $s_{c_3} + v_{c_3}c_4 + 2A_{neg}\cdot c_4^2 \cdot \left(1 - \frac{t}{t_1}\right)$ |
| $s_{c_5}$ | $s_{c_4} + v_{c_4}c_5 + A_{neg}\cdot c_5^2$ |
| $s_{c_6}$ | $s_{c_5} + v_{c_5}c_6 + a_f\cdot \frac{c_6^2}{2} + \left(A_{neg} - a_B\right)\cdot \frac{2c_6}{c_6}$ |

**Table A2.** Analytic expression of displacement, velocity and acceleration at time $t$ of a trapezoidal modified law of motion in the most general case.

| Kinematic Quantity | Interval | Expression |
|---|---|---|
| $s(t)$ | $t_A \leq t < t_{c_1}$ | $s_A + v_A t_0 + \frac{A_{pos}}{2\pi} t_0^2 + \left(A_{pos} - a_A\right)\cdot \frac{2\pi}{2\pi} \left(t_0 - \frac{2\pi t}{2\pi}\right)$ |
| | $t_{c_1} \leq t < t_{c_2}$ | $s_0 + v_0 t_1 + \frac{A_{pos}}{2\pi} t_1^2$ |
| | $t_{c_2} \leq t < t_{c_3}$ | $s_{c_1} + v_{c_1} t_2 + A_{pos}\cdot \frac{2\pi}{2\pi} \left(1 - \cos\left(\frac{t_{c_1}}{2\pi}\right)\right)$ |
| | $t_{c_3} \leq t < t_{c_4}$ | $s_{c_2} + v_{c_2} t_3$ |
| | $t_{c_4} \leq t < t_{c_5}$ | $s_{c_3} + v_{c_3} t_4 + A_{neg}\cdot \frac{2\pi}{2\pi} \left(t_4 - \frac{2\pi}{2\pi}\right)\sin\left(\frac{t_{c_4}}{2\pi}\right)$ |
| | $t_{c_5} \leq t < t_{c_6}$ | $s_{c_4} + v_{c_4} t_5 + A_{neg}\cdot \frac{2\pi}{2\pi}$ |
| | $t_{c_6} \leq t \leq t_B$ | $s_{c_5} + v_{c_5} t_6 + \frac{a_B}{2\pi} t_6^2 + \left(A_{neg} - a_B\right)\left(\frac{2\pi}{2\pi}\right)^2 \left(1 - \cos\left(\frac{t_{c_5}}{2\pi}\right)\right)$ |
| $v(t)$ | $t_A \leq t < t_{c_1}$ | $v_A + a_A t_0 + \left(A_{pos} - a_A\right)\cdot \frac{2\pi}{2\pi} \left(1 - \cos\left(\frac{t_{c_1}}{2\pi}\right)\right)$ |
| | $t_{c_1} \leq t < t_{c_2}$ | $v_0 + A_{pos} t_1$ |
| | $t_{c_2} \leq t < t_{c_3}$ | $v_{c_1} + A_{pos}\cdot \frac{2\pi}{2\pi} \sin\left(\frac{t_{c_2}}{2\pi}\right)$ |
| | $t_{c_3} \leq t < t_{c_4}$ | $v_{c_2}$ |
| | $t_{c_4} \leq t < t_{c_5}$ | $v_{c_3} + A_{neg}\cdot \frac{2\pi}{2\pi} \left(1 - \cos\left(\frac{t_{c_4}}{2\pi}\right)\right)$ |
| | $t_{c_5} \leq t < t_{c_6}$ | $v_{c_4} + A_{neg} t_5$ |
| | $t_{c_6} \leq t \leq t_B$ | $v_{c_5} + a_B t_6 + \left(A_{neg} - a_B\right)\cdot \frac{2\pi}{2\pi} \sin\left(\frac{t_{c_5}}{2\pi}\right)$ |
| $a(t)$ | $t_A \leq t < t_{c_1}$ | $a_A + \left(A_{pos} - a_A\right)\sin\left(\frac{t_{c_1}}{2\pi}\right)$ |
| | $t_{c_1} \leq t < t_{c_2}$ | $A_{pos} \cos\left(\frac{t_{c_1}}{2\pi}\right)$ |
| | $t_{c_2} \leq t < t_{c_3}$ | $0$ |
| | $t_{c_3} \leq t < t_{c_4}$ | $A_{neg} \sin\left(\frac{t_{c_3}}{2\pi}\right)$ |
| | $t_{c_4} \leq t < t_{c_5}$ | $A_{neg}$ |
| | $t_{c_5} \leq t < t_{c_6}$ | $A_{neg}$ |
| | $t_{c_6} \leq t < t_B$ | $a_B + \left(A_{neg} - a_B\right)\cos\left(\frac{t_{c_5}}{2\pi}\right)$ |
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