Full Configuration Interaction Excited-State Energies in Large Active Spaces from Subspace Iteration with Repeated Random Sparsification
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We present a stable and systematically improvable quantum Monte Carlo (QMC) approach to calculating excited-state energies, which we implement using our fast randomized iteration method for the full configuration interaction problem (FCI-FRI). Unlike previous excited-state quantum Monte Carlo methods, our approach, which is based on an asymmetric variant of subspace iteration, avoids the use of dot products of random vectors and instead relies upon trial vectors to maintain orthogonality and estimate eigenvalues. By leveraging recent advances, we apply our method to calculate ground- and excited-state energies of challenging molecular systems in large active spaces, including the carbon dimer with 8 electrons in 108 orbitals (8e,108o), an oxo-Mn(salen) transition metal complex (28e,28o), ozone (18e,87o), and butadiene (22e,82o). In the majority of these test cases, our approach yields total excited-state energies that agree with those from state-of-the-art methods—including heat-bath CI, the density matrix renormalization group (DMRG) and FCIQMC—to within sub-milliHartree accuracy. In all cases, estimated excitation energies agree to within about 0.1 eV.

I. INTRODUCTION

Excited electronic states of molecules and solid-state systems play a crucial role in determining their chemical properties, including their response to irradiation by light1–8 and their behavior at finite temperature.9,10 But calculating excited-state properties from first principles often proves challenging, particularly for systems of strongly correlated electrons. Rigorous full configuration interaction (FCI) calculations for such systems require the treatment of a number of electronic configurations that scales combinatorially with the number of electrons and the number of orbitals they may occupy,11–13 which has prevented their application to all but the smallest chemical systems. This has led to the development of active space techniques, such as complete active space configuration interaction (CASSCF) or its orbital-optimized extension via a self-consistent field (CASSCF), which are limited to systems containing about 20 electrons occupying 20 spatial orbitals.14 Larger active spaces can be accurately treated with the density matrix renormalization group (DMRG) and selected CI methods, which can be used to calculate excited states of systems containing about 50 active orbitals.15–17 More detailed active space selection criteria have also enabled the treatment of larger problems using, for example, restricted,18 generalized,19 and localized20 active spaces.

Quantum Monte Carlo (QMC) methods enable the efficient treatment of electronic correlation in many chemical systems for which conventional methods are too expensive or unreliable.13,21,22 QMC methods leverage stochastic sampling to iteratively evolve a quantum state toward the minimum of an energy functional in a specified manifold.23–27 Because QMC is fundamentally a stochastic minimization procedure, it is used routinely to calculate ground states, which can be construed as solutions to an energy minimization problem.21 In some cases, this procedure can be straightforwardly extended to calculate excited-state properties if symmetry considerations are used to exclude the ground state from the manifold of possible solutions.28,29 The use of nodal and phase constraints in diffusion Monte Carlo (DMC)30,31 and auxiliary-field QMC (AFQMC),32 respectively, can be understood as variations of this strategy, as can the orbital transformations employed in the graphical unitary group approach.33 But performing accurate, robust calculations of excited states without relying upon such constraints remains a significant, open challenge. Addressing this challenge in the context of existing QMC methods could extend their applicability to a wider variety of important problems in chemistry and physics.

This paper describes a QMC method for calculating multiple excited states with the same symmetry in a discrete CI basis of electron configurations, like in the FCIQMC family of methods.34 The fundamental challenge is that, without imposing any orthogonality constraints, the vectors from each iteration become increasingly linearly dependent and eventually converge to the ground-state eigenvector. Previous discrete-space approaches have addressed this challenge in different ways. The first QMC methods addressed this challenge by applying Gram-Schmidt orthogonalization to the random vectors as the iteration proceeds.35,36 Others generated a random sequence of Krylov vectors starting from the ground state and then orthogonalized them using a canonical Löwdin procedure.37 Both of these approaches rely upon dot products of random vectors, which yield statistical errors that can scale unfavorably with the dimension of the problem.37,38 For instance, the variance in the dot product of two vectors each constructed by randomly sparsifying the vector...
\[ v = (1, \ldots, 1) t^{-1/2} \] is directly proportional to the dimension \( d \). Thus, while such approaches may yield acceptable accuracy for systems with eigenvectors that have relatively few elements with large magnitudes, they may fail when more elements have significant magnitudes. Another QMC approach avoids orthogonalization altogether, starting from initial approximate eigenvectors, evolving them all toward the ground state, and considering only energy estimates obtained before they become too linearly dependent.\(^39\) Because this approach is unstable, systematically improving its results may prove challenging. These various issues can complicate the application of these existing excited-state methods to larger, more challenging chemical systems.

Motivated by these challenges, we recently introduced an alternative, general stochastic approach to calculating matrix eigenvalues, referred to as subspace iteration with repeated random sparsification.\(^38\) Introducing randomness into standard subspace iteration presents issues related to maintaining orthogonality among multiple vectors and estimating energy eigenvalues as the iteration proceeds. These necessitate careful algorithmic choices that are described in detail in ref \(^38\). In particular, we choose to randomize a nonstandard, asymmetric subspace iteration. Unlike previous approaches, our randomized subspace iteration is stable and avoids the use of dot products of random vectors. We use approximate eigenvectors (i.e., trial vectors) to estimate energies and maintain orthogonality. These modifications constitute changes to the underlying stochastic dynamics, unlike other excited-state QMC approaches that rely upon symmetry or nodal constraints. In ref \(^38\), we applied our approach to the full configuration interaction problem using a simple implementation of our fast randomized iteration approach \( \text{FCI-FRI} \)\(^40–42\) to accelerate matrix-vector multiplications. \( \text{FCI-FRI} \) is a stochastic implementation of an iterative linear algebra scheme involving sequential matrix-vector multiplication operations. Stochastic sampling is used to impose sparsity in vectors and matrices, thereby enabling the use of sparsity-based strategies for reducing the computational cost of these operations. In ref \(^38\), we approximated the ground- and excited-state energies of three small molecular systems to high accuracy, but the simple flavor of \( \text{FCI-FRI} \) that we used prevented us from studying larger systems.

In this work, we apply several strategies that enable applications to larger, more challenging molecular systems.\(^42\) In particular, we focus on specific strategies for further reducing the computational cost and statistical error incurred when multiplying sparse vectors by the Hamiltonian matrix. We apply the initiator approximation, originally developed for the full configuration interaction quantum Monte Carlo \( \text{(FCIQMC)} \) method,\(^28,44\) and our “unnormalized” modification to the heat-bath Power-Pitzer scheme for factoring the Hamiltonian matrix.\(^42,44\) Additionally, we employ two strategies designed to further reduce the cost and statistical error of this approach for larger systems: we use a state-of-the-art selected configuration interaction method\(^45\) to calculate accurate trial vectors, and we use a basis of spin-coupled functions instead of Slater determinants to reduce the effective dimension of the Hamiltonian matrix, as is commonly done in other methods.\(^28,33,45,46\) We apply our method with these extensions to challenging chemical systems of correlated electrons and assess its accuracy through comparisons with energies calculated using state-of-the-art methods. To our knowledge, these represent the largest calculations to date of excited states in the same symmetry class as the ground state with discrete-space QMC. In choosing these examples, our main objective is to illustrate the scalability and accuracy of our new excited-state method. More systematic comparisons to state-of-the-art methods will be left to future publications. We refer to our excited-state scheme as \( \text{FCI-FRI} \), but we emphasize that the general, randomized subspace iteration on which it is based\(^46\) can be applied with other QMC techniques, including \( \text{FCIQMC} \).

The remainder of this paper is organized as follows. Section II introduces each of the methodological aspects of our approach, including an overview of our approach to calculating excited-state energies and discussions of each of the methodological extensions described above. Section III presents the numerical results from our applications to chemical systems, and Section IV summarizes our key findings and discusses possible future directions.

II. METHODS

A. The Configuration Interaction Hamiltonian Matrix

We focus on the calculation of eigenvalues of a matrix representation \( \textbf{H} \) of the Hamiltonian operator for \( N \) interacting electrons in a discrete many-particle basis constructed from \( M \) single-particle orbitals. In contrast to our previous FCI-FRI papers, in which we used a discrete basis of Slater determinants, here we instead use spin-coupled functions.\(^28,46\) This imposes a block-diagonal structure on \( \textbf{H} \), effectively reducing the dimension of the eigenproblem and thereby reducing the computational cost of our method. Each block contains only eigenstates with a particular spin parity, i.e., for which the spin \( S \) is either even or odd. The number of spin-coupled functions for a given spin parity, denoted generically as \( N_{\text{fc}} \), scales as \( O(M \text{ choose } N) \). The number of nonzero elements in each column of \( \textbf{H} \), which determines the cost of performing sparse matrix-vector multiplication operations, scales as \( O(N^2 M^2) \). Definitions of spin-coupled functions and formulas for elements of \( \textbf{H} \) in this basis are provided in Appendix A. For some systems, we leverage point-group symmetry to impose additional block-diagonal structure and further reduce the effective dimension. One-particle orbitals and their associated symmetry labels and Hamiltonian matrix elements were calculated using the PySCF software.\(^47\)

B. FCI-FRI for Excited States

This section describes the application of subspace iteration\(^48–50\) to calculate the \( N_{\text{eigen}} \) lowest-energy eigenvalues in a single block of \( \textbf{H} \).\(^38\) Introducing randomness into standard subspace iteration presents issues related to maintaining orthogonality among multiple vectors and estimating en-
ergy eigenvalues. These necessitate algorithmic modifications, which are summarized here. Further details and mathematical analysis are provided in our prior work.\textsuperscript{38} These general principles are applicable to any method for stochastically performing matrix-vector multiplication, including FCIQMC.

In each iteration $\tau$, we calculate a $N_{\text{FCI}} \times N_{\text{eigen}}$ iterate matrix $X^{(\tau)}$, whose columns each approximate an eigenvector of $H$. Starting from an initial matrix $X^{(0)} = U$ of orthonormal, sparse trial vectors obtained from an approximate quantum chemistry method, subsequent iterates are constructed via matrix multiplication:\textsuperscript{48,49}

$$X^{(\tau+1)} = (1 - \varepsilon H) X^{(\tau)} \left[ G^{(\tau)} \right]^{-1}$$

(1)

where $\varepsilon$ is a small, positive number, $I$ is the identity matrix, and $G^{(\tau)}$ is chosen to approximately enforce orthonormality among columns of iterates, as described in Appendix D. For $N_{\text{eigen}} = 1$, this is equivalent to power iteration, which underlies many discrete-space QMC methods. If $\varepsilon$ is sufficiently small in magnitude, the iterates will converge in the absence of statistical error to the space of the $N_{\text{eigen}}$ lowest-energy eigenvectors as $\tau \to \infty$.\textsuperscript{51} In order to ensure memory efficiency of this approach, the iterates are represented in a sparse format. A stochastic procedure that maintains sparsity but introduces randomness is used to calculate the matrix product $(1 - \varepsilon H) X^{(\tau)}$, as will be described below.

In our randomized method, we use averaging to obtain eigenvalue estimates, as the random iterates only represent the lowest-energy eigenvectors on average. At regular intervals (every 100 iterations in this work, vide infra), we evaluate and store the small $N_{\text{eigen}} \times N_{\text{eigen}}$ matrices $U^T H X^{(\tau)}$ and $U^T X^{(\tau)}$. Denoting averages of these matrices as $(U^T H X^{(\tau)})_\tau$ and $(U^T X^{(\tau)})_\tau$, we solve the generalized eigenvalue problem

$$\langle U^T H X^{(\tau)} \rangle_\tau W = \langle U^T X^{(\tau)} \rangle_\tau \Lambda W$$

(2)

to obtain a diagonal matrix $\Lambda$ of eigenvalue estimates. Eq (2) can be understood as a generalization of the projected energy estimator commonly used in other QMC methods\textsuperscript{21,23} to multiple eigenvalues. A related eigenvalue estimator is also used in the QMC method first proposed in ref \textsuperscript{52}, although in that method elements of the analogous matrices are evaluated by analyzing correlations within a single trajectory; here, we instead use multiple orthogonal trajectories. Initial iterations are excluded from the averages in eq (2) in order to ensure sufficient equilibration. This particular approach to estimating eigenvalues was chosen to mitigate statistical biases arising from nonlinearities in the eigenvalue equation.\textsuperscript{38} In particular, eigenvalue estimates are exact in two limiting cases: with infinitely many samples (in which case $\langle X^{(\tau)} \rangle_\tau$ exactly spans the eigenvectors as $\tau \to \infty$) or for any eigenvector exactly contained in the column span of the matrix $U$ of trial vectors. Due to the latter property, we expect better eigenvalue estimates when more accurate trial vectors are used.

Because subsequent iterates are correlated, the standard error in each eigenvalue estimate $\Lambda_{\text{est}}$ is approximated by applying suitable Markov chain Monte Carlo error estimation techniques\textsuperscript{53} to the scalar-valued trajectory

$$z^*_k((U^T H X^{(\tau)})_\tau - \Lambda_{\text{est}}(U^T X^{(\tau)})_\tau) w_k$$

(3)

### Table I. Parameters defining the sizes of the variational subspaces for HCI calculations used to construct trial vectors. $\varepsilon_1$ indicates the parameter in HCI that determines the size of the subspace, as defined in ref 16, and $N_{\text{eigen}}$ denotes the number of determinants in the final subspace.

| System         | $\varepsilon_1$ (mE$_b$) | $N_{\text{eigen}}/10^6$ |
|----------------|--------------------------|--------------------------|
| equilibrium C$_2$ | 0.10                     | 3.50                     |
| stretched C$_2$   | 0.20                     | 1.49                     |
| o xo-Mn(Salen)     | 0.30                     | 1.59                     |
| ozone (OM)        | 0.20                     | 2.67                     |
| ozone (RM)        | 0.15                     | 5.62                     |
| ozone (TS)        | 0.15                     | 5.30                     |
| butadiene         | 0.10                     | 5.29                     |

where $z_k$ and $w_k$ represent the left and right generalized eigenvectors, respectively, corresponding to $\Lambda_{\text{est}}$. We use the emcee software package\textsuperscript{33} to estimate standard errors and associated autocorrelation times. For most of the systems considered in this work, these autocorrelation times exceeded 100 iterations, suggesting that evaluating $U^T H X^{(\tau)}$ and $U^T X^{(\tau)}$ more frequently would not significantly change eigenvalue estimates or their associated standard errors. In our implementation, the computational cost of each evaluation scales with the number of nonzero elements in $U$ and can be quite significant in practice. Evaluating these matrices less frequently enables us to afford the increased cost associated with using more accurate trial vectors. These long autocorrelation times also render it difficult to converge our standard error estimates using the default parameters in the emcee software. However, given that the range of values in any single trajectory (i.e. the difference between the maximum and minimum) is usually less than $0.5 \text{mE}_b$, we believe our error estimates to be sufficiently accurate for the comparisons reported in this work.

### C. Trial Vector Construction

Because our goal is to estimate eigenvalues of challenging systems to high accuracy, we seek to obtain more accurate trial vectors than in our previous studies. To this end, we employ a selected configuration interaction method, as is increasingly done in other QMC methods.\textsuperscript{31,58} Generically, selected configuration interaction involves constructing a variational subspace of Slater determinants determined to contribute significantly to the eigenvectors of interest, and then calculating Hamiltonian eigenvectors in this subspace. Here we use a specific subspace construction strategy known as variational heat-bath configuraton interaction (vHCI),\textsuperscript{45} implemented in the Dice software\textsuperscript{35} and interfaced to PySCF. Previously, vHCI was demonstrated to yield eigenvectors of sufficient accuracy for orbital optimization\textsuperscript{56} and evaluation of the second-order perturbation theory contribution to the energy.\textsuperscript{45,57,58} We therefore expect it to yield accurate eigenvectors for our purposes as well. After calculating the eigenvectors of interest via a vHCI calculation, we project them into a basis of spin-coupled functions according to eq (A1) or (A2).
Here we provide more specific details on how we chose the orbital basis and calculated the matrix U of trial vectors for each of the chemical systems considered in this work. Specific definitions of each of these systems and further computational details are presented in Section III. We begin by performing an inexpensive state-averaged vHClSCF calculation,\textsuperscript{56} i.e., with a small variational subspace. The value of $\varepsilon_1$, which determines the size of this subspace in vHCl, was chosen to be 5 milliHartrees (m$E_h$) for the oxo-Mn(Salen) system and 0.2 m$E_h$ for ozone and butadiene; for C$_2$, we skip the vHClSCF step. For oxo-Mn(salen), the initial active space orbitals are chosen as the subset of unrestricted Hartree-Fock natural orbitals with occupations that differ from 0 or 2 by more than 10$^{-4}$. For ozone and butadiene, we use second-order Möller-Plesset natural orbitals. We then recalculate the natural orbitals at vHCl convergence (or from a one-shot, inexpensive vHCl calculation with $\varepsilon_1 = 5$ m$E_h$ in the case of C$_2$). This orbital basis is used for our subsequent vHCl and FCI-FRI calculations, following previous studies.\textsuperscript{16,56} Since oxo-Mn(salen) was the only system for which we truncated the valence orbital space, we provide the final orbitals we used for this system in ref 59. In order to generate trial vectors, we perform a final vHCl calculation with a larger variational subspace. The corresponding value of $\varepsilon_1$ and the size of the resulting subspace (denoted $N_{\text{vHCI}}$) are given in Table I for each system studied. These subspaces are smaller than those typically used in state-of-the-art HCI calculations because otherwise the cost of evaluating eq (2) is prohibitive. (Note that the matrix $U^T H$ is too large to store and so we reevaluate its entries on-the-fly, at a cost that scales as $O(N_{\text{vHCI}} N^2 M^2$.)

D. Stochastic Compression

Applying the subspace iteration procedure described in Section II B in its deterministic form to the chemical systems of interest in this work is intractable due to the size of $N_{\text{FCI}}$ and the associated memory and CPU costs. The FCI-FRI framework addresses this challenge by using stochastic compression to impose sparsity and thus reduce the cost of matrix multiplication. Defining the compression operator $\Phi$, a stochastically compressed vector $\Phi(x)$ has elements that equal those of the input vector $x$ in expectation (i.e. $\mathbb{E}[\Phi(x)] = x$) and has at most $m$ nonzero elements, where $m$ is a tunable parameter. We use a specific stochastic compression scheme known as pivotal compression.\textsuperscript{38} In many applications, this scheme achieves low statistical error, as confirmed by both theoretical analysis and numerical experiments.\textsuperscript{38} We provide a brief description of this two-step procedure here and refer the reader to ref 38 for further details. First, a number $d$ of the largest-magnitude elements in the input vector $x$ are left unchanged in compression, where $d$ is determined by an algorithm that depends both on $m$ and on the relative magnitudes of elements in $x$.\textsuperscript{38,41,42} Then, a number $(m - d)$ of the remaining elements are randomly selected to be nonzero in the compressed vector, according to a pivotal resampling scheme that enforces statistical correlations among the elements.\textsuperscript{60-62} The probability of selecting each element is proportional to its magnitude. Elements not selected are zero in $\Phi(x)$. In general, the statistical error incurred in compression decreases as $m$ is increased, and it is zero if $m$ equals or exceeds the number of nonzero elements in $x$.

E. Multiplication and Compression Involving the Hamiltonian Matrix

The most computationally expensive operation in the subspace iteration described in Section II B is multiplying each iterate $X^{(\tau)}$ by the matrix $(1 - \varepsilon H)$. We therefore apply stochastic compression to reduce this cost, thereby enabling the application of subspace iteration to large chemical systems. The simplest approach to doing so involves stochastically compressing each column of the iterate $X^{(\tau)}$ and replacing $X^{(\tau)}$ in eq (1) with the resulting matrix. This is not the approach used in this work and instead corresponds to the one described in ref 38. If $X^{(\tau)}$ is compressed to $m$ nonzero elements per column and the resulting sparsity structure is leveraged, the memory and CPU cost of multiplying $X^{(\tau)}$ by $(1 - \varepsilon H)$ scales as $O(N H N^2 M^2)$ m$N_{\text{eigen}}$. Thus, one can control the cost of FCI-FRI by tuning $m$. In practice, however, $m$ cannot be chosen to be arbitrarily small. As has been demonstrated previously in the context of related methods, statistical error can increase very rapidly as $m$ is decreased,\textsuperscript{28,41,63-66} rendering it impossible to achieve accurate energy estimates, even after averaging over many iterations. For the large quantum chemistry problems of interest in this work, the values of $m$ required for acceptable accuracy render this approach too computationally expensive.

In order to further reduce the cost of performing these multiplication operations, we employ a factorization strategy\textsuperscript{42} related to those developed previously in the context of FCIQMC.\textsuperscript{44,46} In describing this strategy, it will be useful to introduce notation denoting compositions of compression operations and matrix multiplications: for example, $(H \circ \Phi)x$ indicates the vector obtained by first stochastically compressing $x$ and then multiplying the resulting compressed vector by $H$. Within this factorization strategy, the $k$th column of the matrix $(1 - \varepsilon H)X^{(\tau)}$ is approximated by applying a sequence of matrix multiplication and compression operations to the corresponding column of the previous iterate:

\[
(1 - \varepsilon H)X^{(\tau)} \approx \left( P_{\text{diag}} + B^{(r,k)} \circ \Phi \circ Q^{(1)} \circ \Phi \circ Q^{(2)} \circ \Phi \circ Q^{(3)} \circ \Phi \circ Q^{(4)} \circ \Phi \circ Q^{(5)} \right) \Phi \left( X_{k}^{(r)} \right)
\]

Each of the matrices $Q^{(1)}, Q^{(2)},..., Q^{(5)}$ is constructed to have less than $O(M)$ nonzero elements per column. Because
the vector resulting after each compression operation has at most \( m \) nonzero elements, the cost of the multiplication operations involving these matrices is limited to \( O(Mm) \). The matrix \( \mathbf{B}^{(r,k)} \), described in more detail below, depends on \( \mathbf{X}_k^{(r)} \) and has \( O(1) \) nonzero elements per column. \( \mathbf{P}_{\text{diag}} \) is a diagonal matrix containing the diagonal elements of \((1 - \varepsilon \mathbf{H})\). The matrix-vector product \( \mathbf{P}_{\text{diag}} \mathbf{P} \mathbf{X}_k^{(r)} \) can be formed at \( O(m) \) cost. We emphasize that none of the matrices used in this factorization are stored explicitly, and that elements are instead evaluated in the course of each multiplication operation, in order to ensure memory efficiency. The steps involved in the implementation of this strategy are summarized in Table II. With this factorization strategy, the overall CPU and memory cost of performing subspace iteration with stochastic compression scales as \( O(MmN_{\text{eigen}}) \) or \( O(NmN_{\text{eigen}}) \).

Although it is possible to choose the matrices \( \mathbf{B}^{(r,k)} \), \( \mathbf{Q}^{(1)} \), \( \mathbf{Q}^{(2)} \),..., \( \mathbf{Q}^{(q)} \) in eq (4) such that \( \mathbf{X}_k^{(r+1)} \) equals \((1 - \varepsilon \mathbf{H})\mathbf{X}_k^{(r)}\) in expectation, it is often advantageous to relax this requirement and construct \( \mathbf{B}^{(r,k)} \) differently, according to an approach known as the initiator approximation, originally developed for FCIQMC. This approximation introduces a bias in the resulting eigenvalue estimates. Although it may be possible to reduce this bias, for example by adapting the adaptive-shift techniques described in refs 67 and 68, further investigation is required to reliably apply this approach here. We use the standard initiator approximation for the calculations presented here, as it was previously found to greatly reduce statistical error in ground-state FCIQMC and FCI-FRI calculations, thus enabling the application of these methods to larger chemical systems. This approach involves constructing \( \mathbf{B}^{(r,k)} \) such that, in the course of the matrix multiplications in eq (4), only elements in \( \mathbf{X}_k^{(r)} \) with magnitudes greater than an initiator threshold are allowed to contribute to elements of \( \mathbf{X}_k^{(r+1)} \) that are zero in \( \mathbf{X}_k^{(r)} \). Specific formulas for the elements of \( \mathbf{B}^{(r,k)} \), as well as those of \( \mathbf{Q}^{(1)} \), \( \mathbf{Q}^{(2)} \),..., \( \mathbf{Q}^{(q)} \), are provided in Appendix B.

Applications of the initiator approximation in an FCIQMC context use a fixed, user-specified value for the initiator threshold, \( n_a \). Such an approach presents an issue for our particular FCI-FRI method for multiple eigenvalue calculations. The column norms of iterates can become very different as the iteration proceeds, in which case there can be very different numbers of elements with magnitudes greater than \( n_a \) in each column. We therefore use a different threshold \( t_k \) for each column \( k \), scaled by the column norm, to ensure that the initiator approximation is applied uniformly to all columns:

\[
t_k = n_a \frac{\| \mathbf{X}_k^{(r)} \|_1}{m^{-1}}
\]

In many implementations of FCIQMC, the number of samples used for stochastic matrix-vector multiplication (analogous to \( m \)) is approximately equal to the \( \ell_1 \)-norm of the vector being multiplied. In this case, our implementation of the initiator approximation is equivalent to previous implementations. In practice, the \( \ell_1 \)-norms of iterate columns in FCI-FRI are less than those of iterates in FCIQMC (and correspondingly less than \( m \)), since our algorithm does not require an initial “population growth phase”. Note that \( t_k \) approaches 0 as \( m \) is increased, in which case \( \mathbf{X}_k^{(r+1)} \) approaches \((1 - \varepsilon \mathbf{H})\mathbf{X}_k^{(r)}\) in expectation, and the bias introduced by the initiator approximation approaches 0. This behavior also parallels that of the initiator approximation as commonly applied to FCIQMC.

III. RESULTS

A. The Carbon Dimer

We first apply our FCI-FRI subspace iteration to calculate eigenenergies of the carbon dimer (C\(_2\)) at two different geometries. Others have previously used C\(_2\) as a rigorous test case for new quantum chemistry methods due to the significant multireference character of its lowest-energy eigenstates. In order to facilitate comparisons with previous results, we employ a large cc-pVQZ basis and correlate all valence electrons in all orbitals (core electrons were frozen), resulting in a CI problem of 8 electrons in 108 spatial orbitals (8e,108o). We focus here on the Hamiltonian block containing states with even-spin (singlet, quintet, etc.) and \( g \) point group. Although it is possible to impose additional block-diagonal structure on the Hamiltonian by leveraging the full \( D_{2h} \) symmetry of C\(_2\), we do not employ such an approach here.

Table III shows eigenenergy estimates for the six lowest-energy states within this Hamiltonian block for C\(_2\) at its equilibrium geometry, i.e. with an internuclear separation \( r_{C-C} \) of 1.24253 Å. The leftmost estimates are the variational energies associated with the vHCI trial vectors used to perform FCI-FRI calculations. Estimates in the next five columns were obtained by applying FCI-FRI with an initiator threshold of \( n_a = 1 \) and five different values of \( m \), the number of nonzero elements used in stochastic compression operations for each iterate column. Standard error estimates (obtained from (3)) for all calculations with \( m \geq 6 \times 10^9 \) are less than 0.1 m\( \varepsilon_H \), while error estimates for \( m = 1 \times 10^7 \) are 0.66 m\( \varepsilon_H \). Therefore, the discrepancies between estimates for different values of \( m \) primarily result from the statistical biases associated with our normalization and orthogonalization procedures, as well as the initiator approximation. The magnitudes of all of these biases are expected to decrease with increasing \( m \), as evidenced here by the convergence in the energy for each state as \( m \) is increased.

Estimates obtained using \( m = 1 \times 10^6 \) differ from those associated with the trial vectors by 2.7 to 6.5 m\( \varepsilon_H \), and from those obtained using \( m = 8 \times 10^6 \) by 0.7 to 3.7 m\( \varepsilon_H \). This indicates that, for this system, applying FCI-FRI with \( m = 1 \times 10^6 \) yields improved energy estimates relative to the inexpensive vHCI calculations used to generate the trial vectors, but greater values of \( m \) are required to achieve convergence. Applying FCI-FRI with \( m = 1 \times 10^7 \) yields less accurate energy estimates for four states, as compared to those associated with the trial vectors. Nevertheless, FCI-FRI estimates obtained with \( m = 8 \times 10^6 \)—the greatest value of \( m \) we tested—exhibited sub-milliHartree agreement with those from from three previous state-of-the-art calculations on C\(_2\) in the same cc-pVQZ basis, obtained using HCl, FCIQMC, and DMRG. These
The accuracy of energy estimates from FCI-FRI depends on the quality of the trial vectors. In order to provide a sense of the strength of this dependence, we performed a series of FCI-FRI calculations using different sets of trial vectors obtained from different variational subspaces. The value of \( \varepsilon_1 \) and associated size of each subspace (\( N_{\text{HCI}} \)), along with the resulting vHCI and FCI-FRI energies, are shown in Figure 1. Using trial vectors generated using \( \varepsilon_1 = 0.3 \) mEh yielded notably better FCI-FRI energy estimates for equilibrium C\(_2\) than those from a calculation with \( \varepsilon = 0.5 \) mEh, except for the ground state, possibly indicating that the ground state for this system is less strongly correlated than the excited states. Further increasing the size of the variational subspace did not substantially improve the FCI-FRI excited-state energy estimates. This kind of analysis may enable further reductions in the cost of our FCI-FRI approach, e.g. by using trial vectors from different vHCI calculations for each state.

We additionally consider C\(_2\) in the same cc-pVQZ basis at a nonequilibrium “stretched” geometry, with \( r_{\text{C-C}} = 2.0 \) Å. Differences between subsequent eigenenergies are smaller at this geometry than at the equilibrium geometry, which makes it more difficult to obtain accurate energy estimates using

---

**TABLE II.** The steps involved in calculating the matrix product \((\mathbf{I} - \varepsilon \mathbf{H})^n \mathbf{X}^0 \mathbf{G}^{(r)} \)\(^{-1}\). The costs of steps 2, 4, 6, 8, and 10 are determined by the numbers of nonzero elements in each of the corresponding matrices \((\mathbf{Q}^{(2)}, \mathbf{Q}^{(3)}, \ldots, \mathbf{Q}^{(5)})\), as presented in Appendix B.

| Step | Cost |
|------|------|
| 1. Stochastically compress \( \mathbf{X}_{\mathbf{a}}^k \) to \( m \) nonzero elements. | \( O\left(\|\mathbf{X}_{\mathbf{a}}^k\|_0\right)^m \) |
| 2. Multiply the resulting vector by \( \mathbf{Q}^{(2)} \). | \( O(m) \) |
| 3. Stochastically compress the resulting vector to \( m \) nonzero elements. | \( O(m) \) |
| 4. Multiply the resulting vector by \( \mathbf{Q}^{(2)} \). | \( O(Nm) \) |
| 5. Stochastically compress the resulting vector to \( m \) nonzero elements. | \( O(m) \) |
| 6. Multiply the resulting vector by \( \mathbf{Q}^{(3)} \). | \( O(Mm) \) |
| 7. Stochastically compress the resulting vector to \( m \) nonzero elements. | \( O(m) \) |
| 8. Multiply the resulting vector by \( \mathbf{Q}^{(4)} \). | \( O(Mm) \) |
| 9. Stochastically compress the resulting vector to \( m \) nonzero elements. | \( O(m) \) |
| 10. Multiply the resulting vector by \( \mathbf{B}^{(2)} \). | \( O(m) \) |
| 11. Multiply the resulting vector by \( \mathbf{B}^{(3)} \). | \( O(m) \) |
| 12. Multiply the resulting vector by \( \mathbf{P}_\text{diag} \), and add this to the result from Step 12. | \( O(m) \) |
| Assemble all of the resulting \( N_{\text{eigen}} \) vectors into a matrix, and right-multiply it by \( \mathbf{G}^{(r)} \)\(^{-1}\) to obtain the next iterate, \( \mathbf{X}^{(r+1)} \). | \( O(N_{\text{eigen}}^2 m) \) |

\( \|\mathbf{X}_{\mathbf{a}}^k\|_0 \) denotes the number of nonzero elements in the \( k \)-th column of \( \mathbf{X}^0 \).
TABLE III. Energies (in Hartrees) of the lowest-energy even-spin $A^2_1$ states for the $\text{HC}^{-}$ and $\text{DMRG}$ calculations, as well as the VCI calculations we used to generate the matrix of trial vectors, are included for comparison.

| State | Trial | $m = 1 \times 10^4$ | $m = 2 \times 10^4$ | $m = 4 \times 10^4$ | $m = 8 \times 10^4$ | $m = 8 \times 10^6$ |
|-------|-------|---------------------|---------------------|---------------------|---------------------|---------------------|
| $A^2_1$ | $-75.6001$ | $-75.5995$ | $-75.5994$ | $-75.5993$ | $-75.5992$ | $-75.5990$ |
| $A^2_1$ | $-75.5995$ | $-75.5994$ | $-75.5993$ | $-75.5992$ | $-75.5990$ | $-75.5989$ |
| $A^2_1$ | $-75.5994$ | $-75.5993$ | $-75.5992$ | $-75.5990$ | $-75.5989$ | $-75.5988$ |
| $A^2_1$ | $-75.5993$ | $-75.5992$ | $-75.5990$ | $-75.5989$ | $-75.5988$ | $-75.5987$ |
| $A^2_1$ | $-75.5992$ | $-75.5990$ | $-75.5989$ | $-75.5988$ | $-75.5987$ | $-75.5986$ |

**Note:** The dimension $U$ of the matrix of trial vectors, $m$, is included for comparison.

---

**B. oxo-Mn(salen)**

Manganese(salen) complexes are commonly used as catalysts for enantioselective epoxidation of alkenes.\(^{71-75}\) The mechanisms of such reactions are not yet fully understood, as various mechanisms have been observed under different reaction conditions and for different alkene reactants.\(^{76-81}\) A previous theoretical study has suggested that the spin state of the catalyst can play a crucial role in determining the mechanism.\(^{82}\) Because the catalysts’ singlet, triplet, and quintet states are often close in energy, accurately predicting their relative energies at a given geometry is a crucial prerequisite for mechanistic studies.\(^{83}\) Because these states also exhibit strong multireference character, accurately calculating their energies by electronic structure theory is difficult. This challenge has prompted several theoretical investigations of the electronic structure of these catalysts.\(^{19,83-87}\)

Here, following previous theoretical studies, we calculate the eigenenergies of a model complex (Figure 2) with a similar chemical environment around the metal center. We refer to this model complex as oxo-Mn(salen), and we use the geometry reported in ref 83. Following previous studies,\(^{16,83,88}\) we use the 6-31G* basis set and treat only an active subset of the orbitals; here, we use a (28e,28o) active space.

Working in the basis of approximate vHCISCF natural orbitals, as described in Section II C, we perform two sets of stochastic methods like FCI-FRI.\(^{38}\) This system therefore constitutes an even more rigorous test for our approach than equilibrium $C_2$. Accordingly, we could not obtain energy estimates with $m = 1 \times 10^5$ due to numerical instabilities caused by the statistical error, a phenomenon that we have observed previously.\(^{38}\) Standard errors for all other estimates are less than 0.1 mE\(_h\). The trial vectors for this system are further from the exact eigenvectors, as indicated by their associated energies, but we nonetheless obtain converged FCI-FRI energy estimates by increasing $m$ to $8 \times 10^6$. These estimates differ from those from previous calculations by at most 0.3 mE\(_h\).

Estimates for the $4^1A^1_1$ state in stretched $C_2$ exhibit the greatest sensitivity to the value of $m$. The energy calculated with $m = 1 \times 10^6$ differs from that from the $m = 8 \times 10^6$ calculation by 23.92 mE\(_h\). We suspect that the increased sensitivity of estimates for this state is caused by the presence of a higher-lying state close in energy. In the deterministic implementation of our algorithm, each energy estimate $\Lambda_{kk}$ converges at a rate proportional to $|1 - \epsilon E_k|/(1 - \epsilon E_{N_{\text{error}+1}})$, where $E_k$ denotes the exact eigenenergy for the $k$th state.\(^{38}\) Consequently, the rate of convergence is determined by the energy gap between the considered low-energy subspace and the higher-lying eigenenergies. Although a similar analysis for the randomized algorithm is more complicated, one can reasonably expect that eigenvalues that converge more slowly in the deterministic algorithm are more susceptible to statistical fluctuations in the randomized algorithm, which are larger at lesser values of $m$. These statistical fluctuations can give rise to a greater statistical bias, as is observed here.
FCI-FRI calculations: one for the two lowest-energy triplets (1\(^3\)A and 2\(^3\)A) and one for the three lowest-energy singlets (1\(^1\)A, 2\(^1\)A, and 3\(^1\)A). The resulting energy estimates for all five states, obtained from calculations with different values of \(m\), are presented in the bottom panel of Figure 2. At all values of \(m\) considered, energies obtained using FCI-FRI are approximately 20 \text{mE}_h\ less than those associated with the trial vectors used for these calculations. FCI-FRI energy estimates for all five states converge as \(m\) is increased from 1 million to 40 million. Energy estimates obtained with \(m = 20\) million differ from those obtained with \(m = 40\) million by less than 0.3 \text{mE}_h. Various other methods have been used to calculate the singlet-triplet gap (i.e. the energy difference between the 1\(^3\)A and 1\(^1\)A states) for oxo-Mn(salen).\(^{19,83,88,89}\) These results range from 2.3 to 8.8 kcal/mol, while the corresponding singlet-triplet gap from our \(m = 40\) million calculation is 3.26 kcal/mol. All of these previous calculations used active spaces that differ from ours, which renders a direct comparison of these results difficult.

In order to verify the results from our FCI-FRI calculations, we performed our own HCI calculations on this system using the same active space as in our FCI-FRI calculations, including perturbative corrections according to the semistochastic procedure described in ref \(^{45}\). These HCI results are presented for comparison in the bottom panel of Figure 2, and computational details are described in Appendix C. Our HCI results differ from those obtained using FCI-FRI with \(m = 40\) million by at most 1.55 \text{mE}_h and predict a singlet-triplet gap of 3.34 kcal/mol, in good agreement with our FCI-FRI prediction. Although we cannot completely rule out that our HCI or FCI-FRI results are un converged, their mutual agreement is encouraging.

C. Ozone

Ozone (O\(_3\)) plays important roles in Earth’s atmosphere due to its presence in smog\(^{90}\) and its role in scattering ultraviolet light in the stratosphere.\(^ {91}\) This has prompted a number of computational studies probing the behavior of ozone at a variety of scales.\(^ {92–94}\) Electronic structure calculations perhaps represent the most fundamental of these studies. Ozone has proven particularly challenging for conventional electronic structure methods, in part due to its multireference nature and the large magnitude of its correlation energy relative to that of other energetic properties.\(^ {95}\) Both dynamic and static electron correlation must be carefully considered to achieve quantitative accuracy.\(^ {96}\) Despite these challenges, previous theoretical studies have suggested the presence of a metastable “ring minimum” structure of D\(_{3h}\) symmetry as an intermediate in the photochemical decomposition of ozone to O\(_2\) + O.\(^ {97–100}\) This structure has yet to be observed experimentally, and whether or not it is a stable intermediate depends crucially on its energy relative to the equilibrium structure. In order to investigate possible formation pathways for this metastable structure, Chien et al.\(^ {96}\) used HCI to calculate the energies of the two lowest-energy electronic states at the equilibrium geometry (denoted OM), the metastable geometry (RM), and the transition state separating the two (TS). Here we calculate energies at these same geometries (as reported in ref \(^{96}\)) and compare our results.

We consider the singlet ground state and first singlet excited state of A\(_1\) symmetry. Following ref \(^{96}\), we use a cc-pVTZ basis and correlate all valence electrons in all orbitals, yielding a (18e,87o) active space. Using the trial vectors obtained from the subspace specified in Section II C, we calculate the energies of the two lowest-energy even-spin eigenstates at each geometry using FCI-FRI. The resulting estimates are shown in Figure 3.

We report our results in terms of energy differences, rather than absolute energies, to enable direct comparisons with ref \(^{96}\). Standard errors for all energy difference estimates from
FCI-FRI are less than $6 \times 10^{-5}$ eV. When $m$ is chosen to be $\geq 10$ million, FCI-FRI offers improved energy estimates relative to those associated with the trial vectors, by as much as 0.5 eV. Because the HCl energy differences from ref 96 were reported to an accuracy of 0.01 eV, we represent these results as shaded regions with widths of 0.01 eV in Figure 3. At the OM geometry, our estimated energy differences associated with the trial vectors, as well as HCl results from ref 96, are included for comparison. The vertical width of the shaded area represents the reported accuracy of the HCl results (0.01 eV).

Applying our method to estimate the two lowest-energy eigenvalues at the TS geometry yielded a conjugate pair of complex eigenvalue estimates, as is possible since the matrices $(U^T H^{(r)})^r$ and $(U^T X^{(r)})^r$ in the eigenvalue equation (2) are real and nonsymmetric. The appearance of complex eigenvalues is likely due to the fact that the difference of the two lowest-energy eigenvalues for this system (0.01 eV as estimated by HCl) is substantially less than that for the OM or RM systems. In order to better understand how small energy differences can lead to complex eigenvalue estimates, we first recognize that the estimates obtained by solving eq (2) are equivalent to the eigenvalues of the matrix $(U^T H^{(r)})^r[(U^T X^{(r)})^r]^{-1}$. Denoting the entries of this $2 \times 2$ matrix as $a_{ij}$, we recall that its eigenvalues are

$$E_{\pm} = \frac{1}{2} \left( a_{11} + a_{22} \pm \left( (a_{11} - a_{22})^2 + 4a_{21}a_{12} \right)^{1/2} \right)$$

The eigenvalues are real as long as $(a_{11} - a_{22})^2 + 4a_{21}a_{12} > 0$.

We numerically find that this inequality is violated for the matrices obtained from our calculations with the TS geometry but not with the OM and RM geometries, mainly because the two diagonal elements of $(U^T H^{(r)})^r[(U^T X^{(r)})^r]^{-1}$ are closer in value in our TS calculations than in our OM and RM calculations. This likely reflects the near-degeneracy of the exact eigenvalues for the TS system. The FCI-FRI eigenvalue estimates for the TS system will be real for $m$ sufficiently large, since our method becomes exact as $m$ approaches the dimension of the Hamiltonian matrix. Indeed, we find that as $m$ is increased from 10 million to 40 million, the magnitude of the imaginary part of each eigenvalue decreases. Considering only the real part of our TS eigenvalue estimates at $m = 40$ million and subtracting our corresponding OM $1^{1}A_1$ energy estimate, we estimate the difference of the TS and OM ground-state energies to be 2.44 eV. This compares favorably to the 2.41 eV difference reported in ref 96, indicating that the slightly complex eigenvalues are not problematic for quantitative predictions.

**D. Butadiene**

Conjugated organic polymers are promising next-generation semiconducting materials due to their tunability and low cost relative to their inorganic counterparts.102,103 The excited-state properties of such materials critically determine their performance in optoelectronic applications. However, accurately characterizing the excited-state electronic structure of even simple conjugated molecules by theoretical means has proven challenging.101,104–106 For these reasons, conjugated organic systems are rigorous tests of electronic structure methods, and their accuracy has important implications for next-generation materials. Here, we focus on the simplest conjugated organic molecule, trans-butadiene, the excited states of which have been studied extensively using a variety of methods.15,17,96,101,107 For the sake of comparison, we use the geometry reported in ref 101 and the ANO-L-pVQZ basis108 and correlate all valence electrons in all orbitals, yielding a (22e,82o) active space.
FIG. 4. Energies of the two lowest-energy even-spin states of \( A_g \) symmetry for trans-butadiene, calculated by applying our FCI-FRI method with varying values of \( m \). Trial vector energies, as well as HCI,\(^{96} \) DMRG,\(^{15} \) and FCIQMC\(^{101} \) results, are presented for comparison.

Trial vectors are calculated as described above and used in subsequent FCI-FRI calculations of the two lowest-energy eigenvalues. Results from these calculations are presented in Figure 4. Energy estimates from FCI-FRI are approximately 50 \( mE_h \) less than the trial vector energies, except at \( m = 10 \) million for the \( 2 \, ^1A_g \) state. Analysis of our FCI-FRI results in comparison to previous results suggests that this is a more difficult system than those discussed above. Our estimates of the \( 1 \, ^1A_g \) ground-state energy are relatively insensitive to the value of \( m \), differing by only 0.1 \( mE_h \). Although our estimate at \( m = 40 \) million differs from the FCIQMC estimate\(^{101} \) by only 0.4 \( mE_h \), it exhibits greater discrepancies (8 \( mE_h \)) with HCI and DMRG estimates.\(^{15,96} \) (We compare to the DMRG estimate reported in ref 96, which was obtained by extrapolating the results in ref 15.) The uncertainties in these estimates are all reported to be less than 0.1 \( mE_h \), so these discrepancies suggest the presence of systematic errors. The authors of ref 96 speculated that the FCIQMC energy is an overestimate due to errors from the initiator approximation and to potential inaccuracies in the reported uncertainty. Given the similarities between our approach and FCIQMC, as well as the similarities in our estimates, it is likely that our energy is an overestimate for the same reasons.

Estimates of the \( 2 \, ^1A_g \) eigenvalue exhibit greater sensitivity to the value of \( m \). Our estimate at \( m = 40 \) million is 73 \( mE_h \) greater than at \( m = 10 \) million. This estimate also differs from the HCI estimate by 14 \( mE_h \), likely due to the reasons discussed above. Nonetheless, at our largest value of \( m \), the FCI-FRI excitation energy is calculated to be 6.72 eV, which is in reasonable agreement with the HCI value of 6.58 eV.

IV. CONCLUSIONS

We presented a general and systematically improvable strategy for calculating excited-state energies of electronic systems in large active spaces within the FCI-FRI framework. Unlike previous “replica” methods for excited-state calculations,\(^{57} \) our approach avoids the calculation of dot products of random vectors and instead uses approximate trial vectors to enforce orthogonality and estimate energies. We expect that this feature will enable the reliable estimation of excited-state energies for large systems. Applying our method to the carbon dimer (\( C_2 \)) in a cc-pVQZ basis at two different geometries yielded energy estimates within 0.3 \( mE_h \) of those from previous calculations. Estimates for an oxo-Mn(salen) complex differed from our independent HCI calculations by up to 2 \( mE_h \). Discrepancies for the ozone and butadiene molecules were greater (7 \( mE_h \) and 14 \( mE_h \), respectively). These total energy discrepancies translate to excitation energy discrepancies of about 0.1 eV or less. The main sources of error in our calculations are statistical biases associated with the initiator approximation and the operations required to maintain orthonormality of the eigenvectors as the iteration proceeds. These biases appeared to be greater for the more weakly correlated systems we considered—ozone and butadiene—than for the more strongly correlated \( C_2 \) and oxo-Mn(salen) systems. Previous investigations of the related FCIQMC method found that such errors are not always correlated with the amount of correlation.\(^{23,63} \) so our results may or may not be indicative of a more general trend. Applying our method to a wider variety of chemical systems could further elucidate general trends in its performance.

Additional developments could enable further reductions in the errors and computational cost of our FCI-FRI method, thereby enabling its application to systems even larger than those considered here. The largest calculations in this work required 7-14 days of execution time on 448 cores to achieve reliable convergence. The time required to calculate the matrix products \( U^2 \text{HX} \) constituted a significant portion of overall execution time, due to the large number of nonzero elements in both \( U \) and \( X \). Future work could involve developing strategies for reducing this cost, for example by factorizing the matrix \( H \). It may be possible to obtain more compact forms of the trial vectors without sacrificing accuracy, such as through transformations of the single-particle basis. An orthogonal improvement, potentially suitable for weakly correlated systems, could involve adding perturbative energy corrections using strategies similar to those developed for FCIQMC methods.\(^{67,68,109,110} \) Importantly, the excited-state approach described here can be applied in tandem with any of the symmetry-based techniques for targeting excited states introduced in Section I. Combining multiple strategies in this way could further extend the applicability of FCI-FRI and other methods to larger, more challenging systems.

More systematic research is needed to better understand how the various parameters used in our calculations affect the accuracy of our estimates. Such investigation could lead to techniques for automating the selection of certain parameters, following previous FCIQMC studies.\(^{111} \) We found that...
insufficient sampling in our approach leads to an uncontrolled increase in the condition number of the matrix $U^T X U$. Monitoring this condition number could serve as a diagnostic tool. This could also lead to strategies for choosing different initiator thresholds for each state of interest in a calculation, thus enabling further reductions in the bias introduced by the initiator approximation.

In this paper, we consider only the calculation of energies. Calculating other observables, such as reduced density matrices, using projector QMC methods like FCI-FRI is more challenging. Most existing strategies for doing so in the context of the FCI problem involve "replica" methods that require dot products of random vectors and are thus affected by the aforementioned statistical errors associated with dot products of random vectors. The ideas described in this work could potentially be used to inform new strategies for calculating non-energy observables using QMC without relying upon dot products of random vectors. Such calculations could provide important metrics for assessing the accuracy of our FCI-FRI results and facilitate comparisons with results from other methods.

Notwithstanding these remaining challenges, the results of our calculations in this work suggest the effectiveness of the features of our excited-state FCI-FRI approach for enabling the treatment of large chemical systems. Given the generality of our approach to excited-state calculations, it could also be implemented within other QMC schemes, such as FCIQMC, auxiliary-field QMC, or diffusion Monte Carlo.

### Appendix A: Spin-Coupled Functions and the Hamiltonian Matrix

This section provides formulas for elements of the Hamiltonian matrix in a basis of spin-coupled functions, which are defined as linear combinations of Slater determinants. Here we use the notation $|\tilde{J}\rangle$ to denote a generic spin-coupled function, constructed from a Slater determinant $|J\rangle$ and possibly $\tilde{T}|J\rangle$, where $\tilde{T}$ is the time-reversal operator that exchanges spin-up and spin-down electrons. Spin-coupled functions in the even spin parity block of the Hamiltonian are denoted $|\tilde{J}\rangle_e$ and have the form

$$|\tilde{J}\rangle_e = \begin{cases} |J\rangle, & |J\rangle = |J\rangle \\ 2^{-1/2} \left( |J\rangle + \tilde{T}|J\rangle \right), & |J\rangle \neq |J\rangle \end{cases}$$

(A1)

Spin-coupled functions in the odd spin parity block are denoted $|\tilde{J}\rangle_o$ and have the form

$$|\tilde{J}\rangle_o = 2^{-1/2} \left( |J\rangle - \tilde{T}|J\rangle \right)$$

(A2)

These can only be comprised of Slater determinants $|J\rangle$ for which $\tilde{T}|J\rangle \neq |J\rangle$.

Combining eqs (A1) and (A2) with the Slater-Condon rules yields formulas for the elements of the Hamiltonian matrix $H$. Diagonal elements are given as

$$\langle \tilde{J}|\tilde{H}|\tilde{J}\rangle = \sum_{j \in (J)} h_{jj} + \frac{1}{2} \sum_{i,j \in (J)} \langle i|j|i\rangle + z \langle J|\tilde{H}|J\rangle$$

(A3)

where $h_{jj}$ denotes an element of the one-electron component of the Hamiltonian, $\langle i|j|i\rangle$ denotes an antisymmetrized two-electron integral, and $j \in |J\rangle$ denotes the constraint that the orbital $j$ is occupied in $|J\rangle$. The variable $z$ is +1 in the even spin parity block and -1 in the odd spin parity block. The last term, $z \langle J|\tilde{H}|J\rangle$, is nonzero only if $|J\rangle$ and $\tilde{T}|J\rangle$ differ by a double excitation. Denoting the occupied orbitals defining this excitation as $i$ and $j$ and the virtual orbitals $a$ and $b$, and defining $|L\rangle = \tilde{T}|J\rangle$, the last term can be evaluated as

$$\langle J|\tilde{H}|L\rangle = \gamma_{ia} \gamma_{jb} \langle ab|i\rangle$$

(A4)

where $\gamma_{ia}$ is the number of occupied orbitals in between orbitals $i$ and $a$ in $|J\rangle$, as determined by a consistent ordering of orbitals among all Slater determinants. Off-diagonal elements of $H$ are given as

$$\langle \tilde{J}|\tilde{H}|\tilde{K}\rangle = N^{-1} \langle J|\tilde{K}\rangle + z \langle J|\tilde{H}|\tilde{K}\rangle$$

(A5)

where

$$N_J = \begin{cases} 1, & |J\rangle \neq \tilde{T}|J\rangle \\ 2^{1/2}, & |J\rangle = \tilde{T}|J\rangle \end{cases}$$

(A6)

Eq (A5) follows from the observations that $\tilde{T}$ and $\tilde{H}$ commute and that $\tilde{T}^2|J\rangle = |J\rangle$. The matrix elements $\langle \tilde{J}|\tilde{H}|\tilde{K}\rangle$ and $\langle J|\tilde{H}|\tilde{K}\rangle$ can be evaluated according to standard Slater-Condon rules. The generic matrix element $\langle J|\tilde{H}|L\rangle$ is given in eq (A4) if $|J\rangle$ and $|L\rangle$ differ by a double excitation, and as

$$\langle J|\tilde{H}|L\rangle = \gamma_{ia} \left( h_{ia} + \sum_{j \in (J)} \langle i|j|a\rangle \right)$$

(A7)

if they differ by a single excitation involving an occupied orbital $i$ and virtual orbital $a$.

### Appendix B: Hamiltonian Matrix Factorization

This section provides formulas for the elements of the matrices $B^{(e)}$, $Q^{(1)}$, $Q^{(2)}$, ..., $Q^{(5)}$ used to generate the iterate $X^{(r+1)}$ from $X^{(r)}$. We refer to these matrices as factors of $H$ because off-diagonal elements of the matrices $B^{(e)}$, $Q^{(1)}$, $Q^{(2)}$, ..., $Q^{(5)}$ are approximately equal to $-eH$. This scheme is based on the modified heat-bath Power-Pitzer factorization scheme introduced in ref 42 and includes modifications to enable its application in a basis of spin-coupled functions.

We begin by defining the notation used to index elements of these matrices. One of the Slater determinants defining each spin-coupled function $|\tilde{J}\rangle$ is arbitrarily chosen as its representative Slater determinant and is denoted $|\tilde{J}\rangle_{rep}$. Matrices are indexed by excitations from these representative Slater determinants. For example, $|J, 1, i, a\rangle$ denotes a single excitation involving occupied orbital $i$ and virtual orbital $a$ from $|\tilde{J}\rangle_{rep}$, and $|J, 1, i, j, a, b\rangle$ denotes a double excitation involving occupied orbitals $i$ and $j$ and virtual orbitals $a$ and $b$ from $|\tilde{J}\rangle_{rep}$.
The elements of the matrices in the factorization are defined in terms of a matrix $D$ and vectors $S$ and $Y$, precomputed at the beginning of each calculation. The $2M \times 2M$ matrix $D$ has elements

$$D_{pq} = (1 - \delta_{pq}) \sum_{r,s} |\langle pq||rs \rangle| \quad (B1)$$

where $p$ and $q$ represent indices of spin orbitals, $\delta_{pq}$ is a Kronecker delta, and $|\langle pq||rs \rangle|$ is an antisymmetrized two-electron integral. Due to spin symmetries present in the two-electron integrals, $D$ has only $M^2 + \left(\frac{M}{2}\right)$ unique elements that need to be stored. The vector $S$ has elements

$$S_i = \frac{\sum_q D_{iq}}{\sum_p D_{pq}} \quad (B2)$$

and $Y$ has elements

$$Y_i = \sum_a |\langle i|a|\rangle|^2 \quad (B3)$$

For all matrices defined in the remainder of this section, the values of matrices not specified below are 0. The row space of $Q^{(1)}$ has dimension $2N_{FCI}$ and contains elements corresponding to either a generic single excitation, $(J,1)$ or double excitation $(J,2)$ from the reference determinant for each spin-coupled function $|\hat{J}\rangle$. Elements for single excitations are specified as

$$Q^{(1)}_{(J,1),J} = \left(\begin{array}{c} n_s \\ n_s + n_d \end{array}\right) \delta_{KJ} \quad (B4)$$

and those for double excitations as

$$Q^{(1)}_{(J,2),J} = \left(\begin{array}{c} n_d \\ n_s + n_d \end{array}\right) \delta_{KJ} \quad (B5)$$

where $n_s$ and $n_d$ are the number of symmetry-allowed single and double excitations from the Hartree-Fock determinant, respectively, and $\delta_{KJ}$ is a Kronecker delta. Here, and in the remainder of this section, we consider only spin and spatial (point-group) symmetries when determining which excitations are allowed. Each column of $Q^{(1)}$ contains a maximum of 2 nonzero elements.

Indices for the row space of $Q^{(2)}$ include an occupied orbital index $i$. Single-excitation elements are specified as

$$Q^{(2)}_{(J,1,i),(J,1)} = \left(\begin{array}{c} n_{occ}^i \\ n_{occ}^i \end{array}\right) \quad (B6)$$

where $n_{occ}^i$ is the number of occupied orbitals in $|\hat{J}\rangle_{rep}$ for which there is at least one virtual orbital of the same symmetry. Double-excitation elements are specified as

$$Q^{(2)}_{(J,2,i),(J,2)} = S_i \quad (B7)$$

where the index $i$ is constrained to be any of the occupied orbitals in $|\hat{J}\rangle_{rep}$ except the first. Each column of $Q^{(2)}$ contains $O(N)$ nonzero elements.

Elements of $Q^{(3)}$ corresponding to single excitations include a virtual orbital index $a$:

$$Q^{(3)}_{(J,1,i,a),(J,1)} = \left[n^\text{vir}_j(i)\right]^{-1} \quad (B8)$$

Here, $n^\text{vir}_j(i)$ denotes the number of virtual orbitals in $|\hat{J}\rangle_{rep}$ with the same symmetry as the occupied orbital $i$. Elements corresponding to double excitations are indexed differently:

$$Q^{(3)}_{(J,2,i,a),(J,2,j)} = D_{ij}S_i^{-1} \quad (B9)$$

Here, the index of the second occupied orbital $j$ in the double excitation is constrained to be less than that of the first $(i)$. Each column of $Q^{(3)}$ corresponding to a single excitation contains $O(M)$ nonzero elements, while each column corresponding to a double excitation contains $O(N)$ nonzero elements.

All elements in $Q^{(4)}$ corresponding to single excitations are 1:

$$Q^{(4)}_{(J,1,i,a),(J,1,i,a)} = 1 \quad (B10)$$

Double-excitation elements are given as

$$Q^{(4)}_{(J,2,i,a,b),(J,2,i,a)} = |\langle i|a|\rangle|^2 X_i^{-1} \quad (B11)$$

where $a$ is constrained to be any virtual orbital in $|\hat{J}\rangle_{rep}$ except the first. Each column of $Q^{(4)}$ corresponding to a double excitation contains $O(M)$ nonzero elements.

In analogy to eq (B10), the values of single-excitation elements in $Q^{(5)}$ are 1. Double-excitation elements in $Q^{(5)}$ are

$$Q^{(5)}_{(2,i,a,b),(2,i,a)} = |\langle j|b|\rangle|^2 X_j^{-1} \quad (B12)$$

where $b$ is constrained to be any virtual orbital in $|\hat{J}\rangle_{rep}$ with an index less than $a$ for which the direct symmetry product $\Gamma_i \otimes \Gamma_j$ is equal to $\Gamma_s \otimes \Gamma_s$. Further details on computing direct symmetry products can be found in refs 41 and 118. Each column of $Q^{(5)}$ corresponding to a double excitation contains $O(M)$ nonzero elements.

Multiplication by the final matrix in the factorization, $B^{(r,k)}$, serves to sum elements corresponding to excitations that map to the same spin-coupled function while enforcing the initiator approximation. Elements of $B^{(r,k)}$ corresponding to single excitations are specified as

$$B^{(r,k)}_{k,(J,1,i,a)} = \delta_{rk} \left\{ \begin{array}{ll} 0 & \text{if } X_{k,k}^i = 0 \text{ and } |X_{J,k}^i| < t_k \\ \frac{-\epsilon_{H,k,i}}{Q_{(J,1,i,a)}} & \text{otherwise} \end{array} \right. \quad (B13)$$

for the spin-coupled function $|\hat{K}\rangle$ connected to $|\hat{J}\rangle$ by a single excitation involving occupied orbital $i$ and virtual orbital $a$ (i.e., for which $\langle \hat{K}|^{\text{vir}}_a|\hat{J}\rangle \neq 0$). The variable $t_k$ is defined in eq (5). The matrix $Q$ is defined as the product $Q^{(5)}Q^{(4)}Q^{(3)}Q^{(2)}Q^{(1)}$. Its elements can be calculated inexpensively on the fly due to the sparse structure of
excitations are to extrapolate the HCI energies. Black dashed lines represent the linear model used obtained by including semistochastic perturbative corrections and the horizontal axis represents the absolute energy obtained from each calculation, while the same active space and single-particle orbitals as those from introducing in Section III B. These HCI calculations use the accuracy of our FCI-FRI results for the oxo-Mn(salen) system.

Appendix C: HCI Calculations for oxo-Mn(salen)

Calculations performed using HCI allow us to evaluate the accuracy of our FCI-FRI calculations. Following the extrapolation procedure outlined in ref 45, we performed five independent HCI calculations using values of the \( \varepsilon_1 \) parameter ranging from 0.3 mE\(_h\) to 1.5 mE\(_b\). The parameter \( \varepsilon_2 \) was fixed at 10\(^{-7}\)E\(_b\) for all five calculations, and \( \varepsilon_4 \) was set to 0.1 \( \varepsilon_1 \). (The parameters \( \varepsilon_2 \) and \( \varepsilon_4 \) control the number of terms included in the semistochastic perturbative corrections and are defined in ref 45.)

Results from both vHCI and HCI (including perturbative corrections) are presented in Figure 5. Extrapolation is performed via a linear fit of the HCI energies with respect to the perturbative corrections to the vHCI energies calculated from HCI. At the smallest value of \( \varepsilon_1 \) considered in this analysis (i.e. the largest variational subspace), HCI energies are approximately 22 mE\(_h\) less than vHCI energies. The uncertainties in our HCI energies, as estimated from the uncertainties in the vertical axis intercepts of our linear fits, are less than 0.05 mE\(_b\).

Appendix D: Orthonormalization of Iterates

This section describes how we construct the matrix \( \mathbf{G}^{(\tau)} \) in eq (1) to maintain approximate orthonormality of the columns of the iterates \( \mathbf{X}^{(\tau)} \). If \( \mathbf{G}^{(\tau)} \) is fixed as the identity matrix, the resulting algorithm will be statistically unbiased, but the norms of the iterate columns will converge to either 0 or \( \infty \) as \( \tau \to \infty \), and the columns will become increasingly linearly dependent as they all approach the ground-state eigenvector. These numerical issues would render it impossible to obtain accurate eigenvalue estimates, so a different approach is needed.

In most iterations, \( \mathbf{G}^{(\tau)} \) is chosen to be \( \mathbf{N}^{(\tau)} \), a diagonal matrix with elements

\[
N_{kk}^{(\tau)} = \left( \frac{\| X_{kk}^{(\tau)} \|_1}{\| X_{k-1}^{(\tau)} \|_1} \right)^{\alpha} \tag{D1}
\]

where \( X_{kk}^{(\tau)} \) denotes the \( k^{th} \) column of \( \mathbf{X}^{(\tau)} \), \( \| \cdot \|_1 \) denotes the \( l_1 \) norm of a vector (the sum of the magnitudes of its elements), and \( \alpha \) is a tunable parameter. \( \mathbf{N}^{(0)} \) is initialized as the identity matrix. With this choice of \( \mathbf{G}^{(\tau)} \), setting \( \alpha = 1 \) would ensure that the column norms of iterates remain constant as the iteration proceeds. However, in the randomized implementation of this method, this introduces a statistical bias arising from the nonlinear dependence of \( \mathbf{N}^{(\tau)} \) on random variables, i.e. the iterate column norms \( \| X_{kk}^{(\tau)} \|_1 \). We therefore choose \( \alpha < 1 \) so that \( \mathbf{N}^{(\tau)} \) depends less strongly on these random variables. This causes the norms to fluctuate, but still prevents them from tending to 0 or \( \infty \) while reducing the magnitude of this bias. Previous numerical tests\(^{38}\) indicated that \( \alpha = 0.5 \) is a suitable choice, so it is used for all calculations presented here. This strategy bears many similarities to the use of a dynamically adjusted energy shift in other QMC methods\(^{23,119}\) but was found to offer better stability for our excited-state calculations.

At intervals of \( \Delta \) iterations, we construct \( \mathbf{G}^{(\tau)} \) differently in order to also maintain linear independence of the iterate columns. In these iterations, \( \mathbf{G}^{(\tau)} \) is instead chosen to be \( \mathbf{N}^{(\tau)} \mathbf{D}^{(\tau)} \mathbf{R}^{(\tau)} \), where \( \mathbf{N}^{(\tau)} \) is defined as above and \( \mathbf{R}^{(\tau)} \) is the
upper triangular factor of a QR factorization of $U^T X^{(t)}$. This choice of $G^{(t)}$ enforces orthogonality of the iterate columns within the span of the trial vectors $U$. Since inclusion of the factor $R^{(t)}$ in $G^{(t)}$ also introduces a normalization constraint, the diagonal matrix $D^{(t)}$ is chosen to remove that constraint and ensure that normalization is controlled only via the matrix $N^{(t)}$. This reduces the bias associated with orthogonalization. Elements of $D^{(t)}$ are

$$D^{(t)}_{kk} = \frac{\| (X^{(t)} R^{(t)})^{-1} \|_1}{\| X^{(t)} \|_1}$$  \hspace{1cm} (D2)$$

Since elements of $(R^{(t)})^{-1}$ depend nonlinearly on the random iterates, this orthogonalization procedure also introduces a statistical bias. This strategy differs slightly from that employed in ref. 38, where we instead applied QR factorization to $U^T (1 - \epsilon H) X^{(t)}$. We found that the alternative strategy employed here made little difference to our final results and enabled reductions in the computational cost of our implementation. By monitoring the condition number of $U^T X^{(t)}$, we found $\Delta = 1000$ to be a reasonable choice for the systems discussed here, but our results are relatively unchanged by more frequent orthogonalization.
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