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Abstract

We propose a Bayesian test of normality for univariate or multivariate data against alternative nonparametric models characterized by Dirichlet process mixture distributions. The alternative models are based on the principles of embedding and predictive matching. They can be interpreted to offer random granulation of a normal distribution into a mixture of normals with mixture components occupying a smaller volume the farther they are from the distribution center. A scalar parametrization based on latent clustering is used to cover an entire spectrum of separation between the normal distributions and the alternative models. An efficient sequential importance sampler is developed to calculate Bayes factors. Simulations indicate the proposed test can detect non-normality without favoring the nonparametric alternative when normality holds.
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1 Introduction

Professor Jayanta K. Ghosh has left behind a lasting legacy in many areas of statistics research. Three prominent such areas are (a) formal/objective Bayes, (b) nonparametric models, and (c) model comparison/selection. One interesting problem that lies at the intersection of these three areas is the question of formally assessing the fit of a parametric model against nonparametric alternatives (Tokdar et al., 2010). In this paper we attempt to settle this question when assessing the fit of univariate or multivariate normal models. Although several goodness-of-fit tests exist for assessing normality with the usual emphasis on the null model (Cardoso de Oliveira and Ferreira, 2010; Aldor-Noiman et al., 2013; Voinov et al., 2016), currently lacking in the literature is a satisfactory formal Bayesian solution that also places equal emphasis on the alternatives, i.e., on the possible modes of departure from normality.

The availability of nonparametric alternatives means parametric models are no longer indispensable. At the same time, when appropriate, they provide considerable simplification and more penetrative inference compared to a nonparametric model. But it is important that they are first tested for appropriateness. In some cases parametric models directly represent a precise scientific
hypothesis, such as the Gaussianity of the Cosmic Microwave Background (e.g., Barreiro et al., 2007). In many other cases parametric models provide the clearest modeling framework to embed a scientific hypothesis. For example, the hypothesis of flipping between stationary states by a neuron in response to multiple stimuli (Abeles et al., 1995; Jones et al., 2007) is most easily tested when stationary states are described by identifiable parametric models. When additional data are available from single stimulus trials, the parametric model can be and should be tested first.

A formal Bayesian assessment of model fit is challenging for several reasons. It requires a complete specification of an alternative model and involves the difficult calculation of the Bayes factor: the ratio between the marginal data likelihood scores under the null and alternative specifications. In assessing the fit of a parametric model it is nearly impossible to specify a broad alternative model without using subjective knowledge. But progress has been made in this direction with advances in nonparametric Bayes methodology; see Berger and Guglielmi (2001); Verdinelli and Wasserman (1998); Florens et al. (1996); Carota and Parmigiani (1996). These authors have advocated for a certain level of formalism in choosing a nonparametric alternative that is not only an attractive model for data analysis, but can also be viewed as an extension of the null parametric model that remains non-informative with respect to the parameters of the null model.

In particular, Berger and Guglielmi (2001) advocate choosing a nonparametric alternative that is balanced against the parametric null in the sense of embedding and predictive matching properties. Loosely speaking, embedding refers to the property that the alternative model space can be partitioned in such a way that each partition represents an unbiased relaxation of one and only one element of the parametric model space. Given such an embedding, the same parameter \( \theta \) that indexes the elements of the null model could be used to index the partitions of the alternative model, and, a common, noninformative prior may be used on \( \theta \) under either specification. Predictive matching formalizes this correspondence in a strong technical way, demanding that the Bayes factor remain neutral between the null and the alternative until one has accumulated sufficient amount of data. That “sufficient amount” is taken to be the minimum sample size needed to get proper posteriors on \( \theta \) under both specifications.

With this formalism in mind, we pursue a new Bayesian method for assessing the fit of the normal model to univariate or multivariate data. Currently there are two fully developed approaches toward assessing the fit of the normal model, the Gaussian process approach of Verdinelli and Wasserman (1998) and the Polya tree approach of Berger and Guglielmi (2001). We propose a new alternative model based on a Dirichlet process location-scale mixture of normals (Lo, 1984) with several advantages over these existing techniques.

The Gaussian process approach is difficult to compute with and does not allow for embedding and predictive matching. The Polya tree approach is easy to work with for univariate data. But its reliance on partition-based computing does not scale well with data dimension. Moreover, a Polya tree distribution is a model for densities that are nowhere differentiable (Choudhuri et al., 2005). This may lead to inefficient estimation under the alternative (van der Vaart and van Zanten, 2008; Castillo, 2008) which, in turn, may lead to a sub-optimal detection of non-normality. Our simulation study provides evidence supporting this claim.

In contrast, our Dirichlet process mixture of normals model is in itself an attractive model for estimating a smooth density. Dirichlet process mixture of normals have been well studied in the literature and are known to be easy to compute with, often via efficient Gibbs sampling or its variations (Escobar and West, 1995; MacEachern and Müller, 1998; MacEachern, 1998; Neal, 2000), and are known also to possess optimal, adaptive convergence rates in a variety of density estimation applications (Ghosal and van der Vaard, 2001, 2007; Shen et al., 2013).

In formulating a Dirichlet process mixture of normals, we diverge slightly from standard constructions and use a normal-multivariate-beta base measure (Section 2.2); see Griffin (2010) for
a related formulation. This helps us construct a collection of Dirichlet process mixture of normals priors which are mapped one-to-one to the collection of all normal densities. Each element of the alternative model may be understood as a random granulation of the corresponding normal density into a mixture of normals with the volume of a mixture component negatively correlated with its lateral shift from the center. Our alternative model is parametrized by a single scalar parameter, the precision parameter of the underlying Dirichlet process. The precision parameter controls the extent of granulation, i.e., latent clustering, which is key in determining the separation between the null and the alternative. Other potential model parameters, such those controlling the extent of lateral shifts of the mixture components, are carefully mapped to the precision parameter to avoid identifiability problems when precision is close to zero or infinity.

Despite the slightly different formulation, our Dirichlet process mixture of normals model is amenable to Gibbs sampling for posterior computation and to sequential imputation (Liu, 1996) and posterior ordinate calculation (Basu and Chib, 2003) for Bayes factor computation. In Section 3, we propose a reasonably efficient algorithm for Bayes factor computation by adapting Liu’s sequential imputation technique to our formulation and augmenting it with importance sampling to deal with additional parameters that are not part of the Dirichlet process mixing distribution. This algorithm is demonstrated to perform much better than two reasonable adaptations of the posterior ordinate approach (Basu and Chib, 2003). For analyzing multivariate data, we propose an extension of this algorithm that uses a Rao-Blackwellized parameter augmentation technique, borrowing ideas from sequential Monte Carlo.

Section 5.1 presents a simulation study of the proposed method’s Type I and II error probabilities within a frequentist setting of hypothesis testing. In a univariate setting, the resulting test is found to offer moderate to large improvements in power for a given size when compared to a test based on the Pólya tree approach (Berger and Guglielmi, 2001) and the classical Anderson–Darling test. In Section 5.2 we address the important issue of Bayes factor consistency (Tokdar et al., 2010) which refers to the desirable frequentist property: Bayes factor goes to $\infty$ under the null and goes to 0 under the alternative asymptotically as sample size grows to infinity. We do not consider a full theoretical study of Bayes factor consistency, due to severe technical challenges, but we provide a large sample simulation study with sample size up to 5000. Our simulations give strong evidence of consistency under the null. Consistency under the alternative is well expected for Dirichlet process mixture models (Tokdar et al., 2010, Section 4).

2 A Dirichlet mixture of normals method for testing normality

2.1 Formalization of the testing problem

Consider data $X_{1:n} = (X_1, \ldots, X_n)$ where $X_i \in \mathbb{R}^p$, $i = 1, \ldots, n$ are modeled as $n$ independent draws from an unknown common probability distribution $F$. Let $F_{\mu, \sigma}$ denote a $p$-variate normal distribution with mean $\mu$ and covariance matrix $\sigma \sigma^\top$ in Cholesky decomposition form and define $\mathcal{F}_0 = \{F_{\mu, \sigma} : \mu \in \mathbb{R}^p, \sigma \in T_p\}$ where $T_p$ is the set of all $p \times p$ lower-triangular matrices with positive diagonal elements. Our goal is to test $H_0 : F \in \mathcal{F}_0$.

Unlike classical goodness-of-fit tests, any Bayesian approach to this testing problem requires two additional model ingredients. First, the null model requires a possibly improper prior distribution $\pi_0$ on $\mathbb{R}^p \times T_p$. Second, an alternative model $H_1 : F \in \mathcal{F}_1$ is required, along with a prior $\Pi_1$ on $\mathcal{F}_1$. For a non-subjective treatment, it is natural to choose $\mathcal{F}_1$ an infinite-dimensional subset of probability measures on $\mathbb{R}^p$, and $\Pi_1$ a probability measure supported on $\mathcal{F}_1$. Once the priors $\pi_0$ and $\Pi_1$ are
specified, one can report the Bayes factor

\[ B = \frac{\int_{\mathbb{R}^p \times \mathcal{T}_n} \{ \prod_{i=1}^n dF_{\mu,\sigma}(x_i) \} \ d\pi_0(\mu, \sigma)}{\int_{\mathcal{T}_n} \{ \prod_{i=1}^n dF(x_i) \} \ d\Pi_1(F)} \]  

(1)

as a measure of evidence against \( H_0 \) when \( X_{1:n} = x_{1:n} \) are observed. Small \( B \) indicates the parametric model provides an unsatisfactory fit to the data. Refer to [Kass and Raftery (1995)] for more on the Bayes factor and its interpretation.

### 2.2 Local alternative, null embedding and a new Dirichlet process mixture

For a non-subjective test, [Berger and Guglielmi (2001)] and [Verdinelli and Wasserman (1998); Florens et al (1996) and Carota and Parmigiani (1996)] stress on the importance of maintaining balance between the null model and the non-parametric alternative. All these authors recommend specifying \( \Pi_1 \) as \( \int \Pi_{\mu,\sigma} d\pi_1(\mu, \sigma) \) a mixture of local alternatives \( \Pi_{\mu,\sigma} \) mapped one-to-one to the elements \( F_{\mu,\sigma} \) of the null model. Most of these authors require this mapping to be given by embedding the null element as the mean of the local alternative: \( \int F \Pi_{\mu,\sigma}(F) = F_{\mu,\sigma} \) for every \( (\mu, \sigma) \). This is difficult to achieve with the commonly used Dirichlet process mixture of normals (Escobar and West, 1995) that use a normal-inverse-Wishart base measure. We offer the following modification along the lines of Griffin (2010).

Let \( S_p \) be the space of \( p \times p \) symmetric positive definite matrices with all \( p \) eigenvalues in \((0,1)\). For scalars \( \omega_1 \) and \( \omega_2 \) greater than \((p-1)/2\), let \( \text{Be}(\omega_1, \omega_2) \) denote the multivariate beta distribution on \( S_p \) ([Muirhead, 2005] Ch. 3.3) having density

\[ \text{Be}(v \mid \omega_1, \omega_2) = a_p(\omega_1, \omega_2)(\det v)^{\omega_1-(p+1)/2} \{ \det(I_p - v) \}^{\omega_2-(p+1)/2}, \]

(2)

where \( I_p \) is the \( p \times p \) identity matrix and \( a_p(\omega_1, \omega_2) = \Gamma_p(\omega_1 + \omega_2)/\Gamma_p(\omega_1)\Gamma_p(\omega_2) \), with \( \Gamma_p \) the \( p \)-variate gamma function. Write \( \Psi \) for the probability measure on \( \mathbb{R}^p \times S_p \) given by the law of \((U, V)\), where \( V \sim \text{Be}(\omega_1, \omega_2) \) and \( U \mid V \sim \text{N}(0, I_p - V) \). This law is well-defined, since \( I_p - V \in S_p \) with probability 1.

Let \( \text{DP}(\alpha, \Psi) \) denote the Dirichlet process distribution with precision \( \alpha > 0 \) and base measure \( \Psi \) from above ([Ferguson, 1973]). Recall that \( \Psi \sim \text{DP}(\alpha, \Psi) \) means that for any positive integer \( k \) and any measurable partition \( B_1, \ldots, B_k \) of \( \mathbb{R}^p \times S_p \), the probability vector \( \{ \Psi(B_1), \ldots, \Psi(B_k) \} \) has a \( k \)-dimensional Dirichlet distribution with parameters \( \{ \alpha \Psi(B_1), \ldots, \alpha \Psi(B_k) \} \). For any \((\mu, \sigma)\), let \( \text{DPM}_{\mu,\sigma}(\alpha, \Psi) \) denote the distribution of the random probability measure

\[ \tilde{F}_{\mu,\sigma} = \int \text{N}(\mu + \sigma u, \sigma u \sigma^T) \ d\Psi(u, v), \quad \text{where } \Psi \sim \text{DP}(\alpha, \Psi); \]  

(3)

then we have the following result.

**Theorem 1.** For any \((\mu, \sigma)\) and any \( \alpha \), the mean of \( \text{DPM}_{\mu,\sigma}(\alpha, \Psi) \) is \( \text{N}(\mu, \sigma^T) \).

**Proof.** For an \( \tilde{F}_{\mu,\sigma} \) as in (3), its expectation is simply \( \int \text{N}(\mu + \sigma u, \sigma u \sigma^T) \ d\Psi(u, v) = \int \{ \int \text{N}(\mu + \sigma u, \sigma u \sigma^T) d\text{N}(u \mid 0, I_p - v) \} d\text{Be}(v \mid \omega_1, \omega_2) \) by definition of \( \Psi \). But the inner integral always equals \( \text{N}(\mu, \sigma^T) \) by the well-known Gaussian convolution identity.

We choose \( \text{DPM}_{\mu,\sigma}(\alpha, \Psi) \) as the local alternative \( \Pi_{\mu,\sigma} \) to \( F_{\mu,\sigma} \), with Theorem 1 ensuring local embedding. It is more convenient to write our null and alternative models in the following hierarchical manner.

\[ H_0 : X_{1:n} \mid (\mu, \sigma) \sim F_{\mu,\sigma}, \quad (\mu, \sigma) \sim \pi_0 \]  

(4)

\[ H_1 : X_{1:n} \mid (\tilde{F}_{\mu,\sigma}, \mu, \sigma) \sim \tilde{F}_{\mu,\sigma}, \quad \tilde{F}_{\mu,\sigma} \mid (\mu, \sigma) \sim \text{DPM}_{\mu,\sigma}(\alpha, \Psi), \quad (\mu, \sigma) \sim \pi_1; \]  

(5)
The choice of \( \pi_0, \pi_1 \) will be discussed in Section 2.5.

### 2.3 Understanding local alternative as a random granulation

For any space \( S \) and an \( s \in S \), let \( (s) \) denote the degenerate probability distribution on \( S \) with point mass at \( s \). Due to the stick-breaking representation of a Dirichlet process mixture alternative (Sethuraman, 1994) a random \( \bar{\Psi} \sim \text{DP}(\alpha, \Psi) \) can be written as

\[
\bar{\Psi} = \sum_{h \geq 1} q_h \langle (U_h, V_h) \rangle, \tag{6}
\]

where \((U_h, V_h), h \geq 1\), are independently draws from \( \Psi \), \( q_h = \beta_h \prod_{j < h} (1 - \beta_j) \) and \( \beta_h, h \geq 1 \), are independent draws from a univariate \( \text{Be}(1, \alpha) \) distribution. The vector \( q_{1:\infty} = (q_1, q_2, \ldots) \) satisfies \( q_h \geq 0 \) and \( \sum_h q_h = 1 \), with probability 1. Consequently, given \((\mu, \sigma)\), a draw from the local Dirichlet process mixture alternative \( \text{DPM}_{\mu, \sigma}(\alpha, \Psi) \) can be written as

\[
\bar{F}_{\mu, \sigma} = \sum_{h \geq 1} q_h N(\mu + \sigma U_h, \sigma V_h \sigma^T), \tag{7}
\]

with \((q_h, U_h, V_h), h \geq 1\), as described above. Therefore, given \((\mu, \sigma)\), the local alternative \( X_{1:n} \sim \bar{F}_{\mu, \sigma} \) is equivalent to saying that the \( X_i \)'s are independently with distribution \( N(\mu + \sigma U_{h_i}, \sigma V_{h_i} \sigma^T) \) where the \( h_i \)'s are randomly drawn labels with \( P(h_i = h) = q_h \). Ties among the \( h_i \)'s partition the data \( X_{1:n} \) into clusters, where the \( X_i \)'s in a cluster are independent \( N(\mu + \sigma U_{h_i}, \sigma V_{h_i} \sigma^T) \) observations, with \( (U, V) \sim \Psi \). The center of this cluster is at a \( \sigma U \) shift from the center \( \mu \) of the null element \( N(\mu, \sigma \sigma^T) \) and occupies a \( (\det V)^{1/2} \in (0, 1) \) fraction of the corresponding volume. Theorem 2 shows that the magnitude \( (U^\top U)^{1/2} \) of the shift, relative to \( \sigma \), is stochastically inversely related to the volume fraction \( (\det V)^{1/2} \).

**Theorem 2.** If \( (U, V) \sim \Psi \), then \( \text{Cov}(U^\top U, \det V) \leq 0 \).

Therefore, for given \((\mu, \sigma)\), \( \bar{F}_{\mu, \sigma} \) in (7) can be seen as local granulation of a population of fine particles evenly distributed according to \( N(\mu, \sigma \sigma^T) \). The local granulations forms clusters with bell-shaped curves, each occupying only a fraction of the total volume of the population. The further the cluster center is from the original \( N(\mu, \sigma \sigma^T) \) population center, the smaller the cluster size is likely to be.

### 2.4 Separation between null and alternative and the choice of \( \omega_1, \omega_2 \)

All three parameters \( \alpha, \omega_1 \) and \( \omega_2 \) contribute to making the alternative look different from the null. The precision parameter \( \alpha \) controls the degree of clustering, i.e., the prevalence of ties among the cluster labels \( h_i \) introduced above (see Ghosh and Ramamoorthi, 2003, Chap. 3). Base measure parameters \( \omega_1, \omega_2 \) control lateral shifts and relative volumes of the cluster components. We argue that it is important to link the specification of \((\omega_1, \omega_2)\) to that of \( \alpha \), because otherwise the alternative model may acquire strange features that go against the notion of local embedding.

If we fix \( \omega_1, \omega_2 \), thus fixing the base measure \( \Psi \), and let \( \alpha \to 0 \) then \( \text{DP}(\alpha, \Psi) \) converges weakly to the law of the random degenerate distribution \( \langle (U, V) \rangle \) with \( (U, V) \) drawn from \( \Psi \) (e.g., Ghosh and Ramamoorthi, 2003, Chapter 3.2). Hence, for \( \bar{F} \sim \text{DPM}_{\mu, \sigma}(\alpha, \Psi) \), the limiting law of \( \bar{F} \) as \( \alpha \to 0 \) can be described as: \( \bar{F} = N(\mu + \sigma U, \sigma V \sigma^T), (U, V) \sim \Psi \). In the limit, separation between the overall null and the overall alternative models vanishes, as both concentrate on the normal...
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Figure 1: Comparison between \( N(0, 1) \) and its local alternative \( \text{DPM}_{0.1}(\alpha, \Psi) \) for \( p = 1 \), with \( \omega_1, \omega_2 \) as chosen in (8). One draw each (solid line) from the local alternative for three choices of \( \alpha \). Dashed line shows \( N(0, 1) \) density.

Irrespective of the choice of \( (\omega_1, \omega_2) \), the local and global separations between the null and the alternative vanish as \( \alpha \to \infty \). This is because, as \( \alpha \to \infty \), \( \text{DP}(\alpha, \Psi) \) converges to \( \langle \Psi \rangle \) \cite{Ghosh and Ramamoorthi 2003 Theorem 3.2.6}. Consequently, for any \( (\mu, \sigma) \), \( \text{DPM}_{\mu,\sigma}(\alpha, \Psi) \) converges to \( \langle F_{\mu,\sigma} \rangle \) since \( \int N(\mu + \sigma u, \sigma \sigma^T) \ d\Psi(u, v) = N(\mu, \sigma \sigma^T) \). However the nature of this convergence depends on the limiting behavior of \( \omega_1/(\omega_1 + \omega_2) \). In particular, choosing \( \omega_1/(\omega_1 + \omega_2) \to 0 \) as \( \alpha \to \infty \) brings in some additional, useful flexibility of the alternative model. For large values of \( \alpha \), the stick-breaking representation \( (6) \) of an \( F_{\mu,\sigma} \sim \text{DPM}_{\mu,\sigma}(\alpha, \Psi) \) does not contain any dominating \( q_h \) and is thus made up of small contributions from many normal components. If in addition \( \omega_1/(\omega_1 + \omega_2) \) is close to 0, then all these components have tiny relative volumes, but together they resemble the shape of \( N(\mu, \sigma \sigma^T) \). Such a model allows detection of non-normal distributions that have an overall shape like a bell curve, but possess sharp local features.

Based on these two limit scenarios, we recommend mapping the choice of \( \omega_1, \omega_2 \) to that of \( \alpha \) such that \( \omega_1/(\omega_1 + \omega_2) \) converges to 1 as \( \alpha \to 0 \) and converges to 0 as \( \alpha \to \infty \). An optimal choice of \( \omega_1, \omega_2 \) satisfying these limits remains an open question. We have carried out a limited simulation study with \( \omega_1, \omega_2 \) of the form: \( \omega_1 = c + g(1/\alpha) \) and \( \omega_2 = c + g(\alpha) \) for some \( c \geq (p-1)/2 \) and some monotone increasing function \( g \). In our study (not reported) reasonable testing performance was obtained if we picked \( g(x) = x^k \) where the power \( k \) increased with dimension. In the experiments reported in Sections 4 and 5 we use \( c = k = (p + 1)/2 \), that is, our specification of \( (\omega_1, \omega_2) \) is

\[
\omega_1 = \frac{p+1}{2} + \alpha^{-\frac{p+1}{2}} \quad \text{and} \quad \omega_2 = \frac{p+1}{2} + \alpha^{\frac{p+1}{2}}. \quad (8)
\]

As reported in Section 5.1, this choice of \( (\omega_1, \omega_2) \) leads to a fairly accurate testing procedure. Figure 1 shows one random draw from \( \text{DPM}_{0.1}(\alpha, \Psi) \) for the univariate case, with \( \Psi \) determined as by (8) for three choices of \( \alpha \in \{2^{-6}, 2^2, 2^{10}\} \). For small \( \alpha \), there is little difference between the \( N(0, 1) \) and its local alternative. For large \( \alpha \), there is an overall shape resemblance, but the alternative possesses sharp features. Broad shape differences are noticed for an intermediate \( \alpha \) value.
A concern over the coupling between \((\omega_1, \omega_2)\) and \(\alpha\) is whether the alternative is ever allowed to separate from the null for intermediate \(\alpha\) values. Although we do not have a theoretical result to resolve this issue, in all our numerical studies in Section 4 except for when data are simulated from a normal distribution, the Bayes factor is found to attain very large magnitudes for a reasonably wide range of intermediate \(\alpha\) values. Because the alternative always embeds the null as its center, the only way it can concede so much ground to the null is by being fairly disperse around it.

2.5 Predictive matching and choice of \(\pi_0, \pi_1\)

For many parametric models \(P_0\), a default choice of \(\pi_0\), usually improper, can be obtained through formal arguments such as invariance. A common choice for the normal model is the left Haar measure \(\pi_L\) on \(R^p \times T_p\), given by \(d\pi_L(\mu, \sigma) = \prod_{j=1}^p \sigma^{-1}_{jj} d\mu d\sigma\), where \(\sigma_{jj}\) is the \(j\)th diagonal element of \(\sigma\). The corresponding prior on \((\mu, \Sigma = \sigma^{-1})\) has the more familiar form: \(\pi_0(\mu, \Sigma) = (\det \Sigma)^{-(p+1)/2}\) and is also known as the independence Jeffreys’ prior (Sun and Berger, 2007).

In light of the null embedding property, it is tempting to choose \(\pi_1 = \pi_0\) so that the elements of \(R^p \times T_p\) are weighted the same under the null and alternative models, Berger and Guglielmi (2001) find this reasoning insufficient and argue that the choice \(\pi_1 = \pi_0\) is partially justified whenever the predictive distribution of a hypothetical sample of size \(n_{\text{min}}\) is the same under the two models, where \(n_{\text{min}}\) is the minimal sample size needed to obtain a proper posterior for \((\mu, \sigma)\) under either model. They refer to this property as “predictive matching”.

We show that \(\Pi = \pi_0 = \pi_1 = \pi_L\). Toward this we present the following powerful result which gives a multivariate extension of a similar result in Berger et al. (1998). We first need some notations and nomenclature. For any probability measure \(F\) on \(R^p\), let \(F^{\times k}\) denote the \(k\)-fold product measure, i.e., \(F^{\times k}\) is the probability law of \(X_{1:k} = (X_1, \ldots, X_k)\) when the \(X_i\)’s are independent and identically distributed as \(F\). Then \(M_{1:k} = \int F^{\times k} d\Pi(F)\) is the prior-predictive joint distribution of a sample from the model \(X_{1:k} \sim F^{\times k}, F \sim \Pi\). If \(F\) is almost surely absolutely continuous with respect to the Lebesgue measure, then \(M_{1:k}\) has a Lebesgue density \(m_{1:k}\) and \(m_{1:k}(x_{1:k})\) gives the marginal likelihood when data \(x_{1:k}\) is observed for \(X_{1:k}\).

A collection \(\{\Pi_{\mu, \sigma} : (\mu, \sigma) \in R^p \times T_p\}\) where each \(\Pi_{\mu, \sigma}\) is a probability measure on the space of probability measures on \(R^p\), will be called a location-scale family if there is a random probability measure \(\hat{F}^*\) on \(R^p\) such that, for any \((\mu, \sigma)\), the law of the random measure \(F^*_{\mu, \sigma}\), defined as \(dF^*_{\mu, \sigma}(x) = |\det \sigma|^{-1} dF^*(\sigma^{-1}(x - \mu))\) is precisely \(\Pi_{\mu, \sigma}\). A location-scale family will be called rotation-invariant if the random measures \(F^*_{0, \eta}\) and \(F^*\) have the same law for any orthogonal matrix \(\eta\). Also, we shall call a location-scale family absolutely continuous if the characterizing \(F^*\) is absolutely continuous with respect to the Lebesgue measure with probability 1.

**Theorem 3.** Let \(F \sim \Pi = \int \Pi_{\mu, \sigma} d\pi_L(\mu, \sigma)\) be a random probability measure on \(R^p\), where \(\{\Pi_{\mu, \sigma} : (\mu, \sigma) \in R^p \times T_p\}\) is an absolutely continuous, rotation-invariant, location-scale family, and \(\pi_L\) is the left Haar measure on \(R^p \times T_p\). Then, for any \(x_1, \ldots, x_{p+1}\) such that \(\{\hat{x}_j = x_j - x_{p+1} \in R^p : j = 1, \ldots, p\}\) are linearly independent,

\[
m_{1:p+1}(x_1, \ldots, x_{p+1}) = c_p^{-1} |\det \hat{x}|^{-p}, \tag{9}
\]

where \(\hat{x}\) is the \(p \times p\) matrix with columns \(\hat{x}_1, \ldots, \hat{x}_p\), and \(c_p = 2^p p!^{p/2}/\Gamma_p(p/2)\).

In particular, for \(p = 1\), the minimum sample size is \(n_{\text{min}} = 2\) and such a sample consists of two distinct observations, say, \(x_1\) and \(x_2\). Then \(\hat{x}\) is a scalar, namely \(x_1 - x_2\), and \(|\det \hat{x}| =
Also, a direct calculation gives \( c_1 = 2 \). Therefore, the predictive density for \( x_{1:2} \) is simply \( \left\{ 2 | x_1 - x_2 | \right\}^{-1} \) which is exactly the result given in Berger et al. (1998, page 309).

Berger and Guglielmi (2001) argue that, when \( p = 1 \), the conditions of Theorem 3 are satisfied by their Pólya tree models. Here we argue that \( \{ \text{DPM}_{\mu, \sigma}(\alpha, \Psi) : (\mu, \sigma) \in \mathbb{R}^p \times T_p \} \) does too, for any \( p \geq 1 \). Indeed, it follows immediately from the definition (3) that \( \text{DPM}_{\mu, \sigma}(\alpha, \Psi) \) is a location-scale family characterized by the random measure \( F^\star \sim \text{DPM}_{\mu, \sigma}(\alpha, \Psi) \). Also \( F^\star \) is absolutely continuous with respect to the Lebesgue measure because each normal component is so. Lemma 5 in Appendix A shows that \( \text{DPM}_{\mu, \sigma}(\alpha, \Psi) \) is rotation-invariant as well. Therefore, the result of Theorem 3 holds for the proposed Dirichlet process mixture alternative.

The null normal model (4) may be characterized by \( \{ (F_{\mu, \sigma}) : (\mu, \sigma) \in \mathbb{R}^p \times T_p \} \), where \( (F) \) denotes a degenerate distribution at \( F \). Clearly, this null model is also an absolutely continuous, rotation-invariant, location-scale family, so Theorem 3 applies to the null model too. Putting these results together leads to the following predictive matching property.

**Theorem 4.** The two models (4) and (5), with \( \pi_0 = \pi_1 = \pi_L \), produce the same predictive distribution for any hypothetical sample of size \( n_{\text{min}} = p + 1 \).

### 2.6 Precision parameter and Bayes factor reporting

With \( (\omega_1, \omega_2) \) chosen as in (8), our alternative model and the Bayes factor depend only on the specification of the scalar precision parameter \( \alpha \). As discussed in Section 2.4, different values of \( \alpha \) allows different amounts and modes of variation of the alternative from the null; see also Figure 1. Following Berger and Guglielmi (2001), we recommend computing the Bayes factor for a range of \( \alpha \) values, and presenting them side by side in the form of a plot. In our examples, we consider a range of \( \alpha \) values comparable to that suggested by Escobar (1994). From this plot, the user is free to choose his or her favorite summary of evidence against the null. Various scalar summaries of evidence against \( H_0 \) can be obtained from this plot. A particularly interesting summary is the minimum Bayes factor. Berger and Guglielmi (2001) comment:

If this minimum is not small, then there is no reason to doubt \( H_0 \). Of course, even if this minimum is small, \( H_0 \) should not be summarily rejected, because the minimum is achieved by searching for the most favorable prior for \( H_1 \), for the given data, which clearly results in a bias against \( H_0 \), but, at least, it is useful to know that there are alternatives that better explain the data.

Some sort of average of the Bayes factors could also be considered. In particular, a weighted harmonic mean of the Bayes factors, weighted according to some probability density \( \pi_\alpha \) on \( \alpha \), gives the overall Bayes factor with respect to the composite alternative that combines the \( \alpha \)-indexed family of alternative models through the prior specification \( \alpha \sim \pi_\alpha \). However, a non-subjective choice of \( \pi_\alpha \) remains an open question (Dorazio, 2009). Note also that the minimum Bayes factor may be interpreted as the “empirical Bayes” Bayes factor because it corresponds to the Type II maximum likelihood estimate of \( \alpha \).

### 3 Bayes factor computation

Recall that the Bayes factor \( B \) in (1) can be written as the ratio of the marginal likelihood under the null model to that under the alternative. With \( \pi_0(\mu, \sigma) = \pi_L(\mu, \sigma) = \prod_{j=1}^p \sigma_{jj}^{-1} \) one
where $S$ is the sample variance matrix: $S = (n - 1)^{-1} \sum_{i=1}^{n} (x_i - \bar{x})(x_i - \bar{x})^T$. But the denominator of $B$ in (1), which can be written as

$$f_{H_i}(x_1:n) = \int_{R^p \times T_p} \int \{ \prod_{i=1}^{n} \mathcal{D}(x_i) \} \mathcal{D}PM_{\mu,\sigma}(F \mid \alpha, \Psi) \mathcal{D}\pi_L(\mu, \sigma),$$

(10)
does not yield much analytical simplification and has to be computed by numerical methods. Numerical approximation to marginal likelihoods remains one of the biggest challenges in Bayesian statistics (e.g., Kass and Raftery, 1995), particularly for nonparametric models. For Dirichlet process mixture models, Liu (1996) presents an efficient sequential imputation algorithm to compute the inner integral in (10). Basu and Chib (2003) embed this algorithm within the likelihood-posterior ordinate recipe of Chib (1995) to approximate (10). We pursue a different adaptation of Liu’s algorithm, where we deal with the outer integration in (10) by importance sampling and show that it leads to a quicker and more efficient approximation than the ordinate approach.

### 3.1 Importance sampling with sequential imputation

Due to the stick-breaking representation (3), the alternative model (5) on $X_{1:n}$ equals

$$X_{1:n} \mid \{S_{1:n}, (U, V)_{1:n}, \mu, \sigma\} \sim \prod_{i=1}^{n} \mathcal{N}(X_i \mid \mu + \sigma U_{S_i}, \sigma V_{S_i} \sigma^T),$$

(11)

where $(\mu, \sigma) \sim \pi_L(\mu, \sigma)$, $(U_i, V_i)$, $i = 1, \ldots, n$, are independent latent mixing parameters drawn from $\Psi$ and $S_{1:n} = (S_1, \ldots, S_n)$ is a vector of labels tracking latent cluster ties. These three sets of variables are mutually independent. It suffices to restrict the latent labels to the space \{$(s_1, \ldots, s_n) \in \mathcal{F}_n : s_1 = 1, s_{i+1} \leq \max(s_{1:i}) + 1, i \in \mathcal{I}_n$\}, where $\mathcal{I}_n = \{1, \ldots, n\}$.

From the Pólya urn representation (Blackwell and MacQueen, 1973) of a Dirichlet process, the distribution of $S_{1:n}$ can be written as

$$P(S_1 = 1) = 1, \quad P(S_{i+1} = \ell \mid S_{1:i}) = \begin{cases} \frac{k_\ell(i)}{\alpha + i} & \ell = 1, \ldots, \lambda_i \\ \frac{\alpha}{\alpha + 1} & \ell = \lambda_i + 1. \end{cases}$$

where $\lambda_i = \max(S_{1:i})$ and $K_\ell(i) = |\{j \leq i : S_j = \ell\}|$.

It is possible to integrate out $U$ from this description, with suitable changes made to (11). Write $V = V_{1:n}$ and let $f(x_{1:n}, s_{1:n}, v, \mu, \sigma)$ denote the resulting joint density of $(X_{1:n}, S_{1:n}, V, \mu, \sigma)$ and let $f^{X}_{i+1}(x_{i+1} \mid x_{1:i}, s_{1:i}, v, \mu, \sigma)$ denote the associated conditional density of $X_{i+1}$ given $(X_{1:i}, S_{1:i}, V, \mu, \sigma)$. Also let $f^{S}_{i+1}(s_{i+1} \mid x_{1:(i+1)}, s_{1:i}, v, \mu, \sigma)$ denote the conditional density of $S_{i+1}$ given $(X_{1:(i+1)}, S_{1:i}, V, \mu, \sigma)$. These densities are given by

$$f^{X}_{i+1}(x_{i+1} \mid x_{1:i}, s_{1:i}, v, \mu, \sigma) = \frac{\alpha}{\alpha + i} \mathcal{N}(x_{i+1} \mid \mu, \sigma \sigma^T) + \sum_{\ell=1}^{\lambda_i} \frac{k_\ell(i)}{\alpha + i} \mathcal{N}(x_{i+1} \mid \mu_\ell, \sigma_\ell \sigma_\ell^T),$$

(12)

$$f^{S}_{i+1}(s_{i+1} \mid x_{1:(i+1)}, s_{1:i}, v, \mu, \sigma) = \begin{cases} c^{-1} k_\ell(i) \mathcal{N}(x_{i+1} \mid \mu_\ell, \sigma_\ell \sigma_\ell^T), & \ell = 1, \ldots, \lambda_i \\ c^{-1} \alpha \mathcal{N}(x_{i+1} \mid \mu, \sigma \sigma^T), & \ell = \lambda_i + 1. \end{cases}$$

(13)
with \( \lambda_i = \max(s_{1,i}) \), \( k_\ell(i) = |\{ j \leq i : s_j = \ell \}| \),

\[
\mu = \mu + \sigma(I_p - v_i) \left\{ v_i + k_\ell(i)(I_p - v_i) \right\}^{-1} \sum_{j=1}^i (x_j - \mu)1(s_j = \ell),
\]

\[
\sigma_\ell \sigma_\ell^\top = \sigma v_i \left\{ v_i + k_\ell(i)(I_p - v_i) \right\}^{-1} \left\{ I_p + k_\ell(i)(I_p - v_i) \right\} \sigma^\top,
\]

and \( c = \alpha N(x_{i+1} \mid \mu, \sigma\sigma^\top) + \sum_{\ell=1}^\lambda_i k_\ell(i) N(x_{i+1} \mid \mu_\ell, \sigma_\ell \sigma_\ell^\top) \).

The marginal likelihood \( f_{H_1}(x_{1:n}) \) can be calculated by integrating \( f(x_{1:n}, s_{1:n}, v, \mu, \sigma) \) with respect to \( (s_{1:n}, v, \mu, \sigma) \). This integral is intractable, but can be approximated by importance sampling Monte Carlo \((\text{Liu, 2001, Chap. 2.5})\). Let \( f \) be independent and identically distributed (i.i.d.) with \( \mu, v, \mu, \sigma \), and \( v_i \), \( s_{1:i} \), \( \sigma_\ell \), \( \sigma_\ell^\top \) are the importance weights of the drawn samples. The efficiency of this approximation depends on how small the theoretical variance of \( w_m \) is, which, in turn, depends on how well \( f_{\text{imp}}(s_{1:n}, v, \mu, \sigma) \) approximates the conditional density of \( (s_{1:n}, v, \mu, \sigma) \) given \( X_{1:n} = x_{1:n} \), under the joint density \( f(x_{1:n}, s_{1:n}, v, \mu, \sigma) \); refer to \((\text{Tokdar and Kass, 2010})\) for an overview of importance sampling theory. Below we present one choice that gives a good approximation.

Let \( f_{\text{imp}}(s_{1:n}, v, \mu, \sigma) \) be the joint density of \( (s_{1:n}, v, \mu, \sigma) \) where \( (\mu, \sigma) \) has density \( f_{\text{imp}}^{\mu, \sigma}(\mu, \sigma) \) to be specified later, \( V = (V_1, \ldots, V_n) \) are independent draws from \( \text{Be}(\omega_1, \omega_2) \), also drawn independently of \( (\mu, \sigma) \), and \( S_{1:n} \) given \( V = v \) and \( (\mu, \sigma) \) has density \( \prod_{i=0}^{n-1} f_{\text{imp}}^{S_{i+1}}(s_{i+1} \mid x_{1:(i+1)}, s_{1:i}, v, \mu, \sigma) \) as given in \((14)\). This choice can be justified on two accounts. First, the conditional importance density of \( S_{i+1} \) given \( (S_{1:i}, V, \mu, \sigma) \) is the partial conditional density of \( S_{i+1} \) given \( (X_{1:(i+1)}, S_{1:i}, V, \mu, \sigma) \) under \( f \). Second, the partial conditional density under \( f \) of \( V_{i+1} \) given \( \{ S_{i+1} = \max(S_{1:i}) + 1 = \ell, X_{1:(i+1)}, V_{1:(o-1)}, \mu, \sigma \} \) is \( \text{Be}(\omega_1, \omega_2) \). Using the sequential imputation calculations of \((\text{Liu, 1996})\) and the definition of \( f_{\text{imp}} \), it can be shown that

\[
f(x_{1:n}, s_{1:n}, v, \mu, \sigma) = f_{\text{imp}}(s_{1:n}, v, \mu, \sigma) \frac{\pi_L(\mu, \sigma)}{f_{\text{imp}}^{\mu, \sigma}(\mu, \sigma)} \prod_{i=0}^{n-1} f_{\text{imp}}^{S_{i+1}}(x_{i+1} \mid x_{1:i}, s_{1:i}, v, \mu, \sigma).
\]

Therefore for each \( m \in \{1, \ldots, M\} \), the corresponding importance weight in \((16)\) can be expressed as

\[
w_m = \frac{\pi_L(\mu^m, \sigma^m)}{f_{\text{imp}}^{\mu, \sigma}(\mu^m, \sigma^m)} \prod_{i=0}^{n-1} f_{\text{imp}}^{S_{i+1}}(x_{i+1} \mid x_{1:i}, s_{1:i}, v^m, \mu^m, \sigma^m)
\]

\[
= \frac{\pi_L(\mu^m, \sigma^m)}{f_{\text{imp}}^{\mu, \sigma}(\mu^m, \sigma^m)} \prod_{i=0}^{n-1} \alpha N(x_{i+1} \mid \mu^m, \sigma^m \sigma^m^\top) + \sum_{\ell=1}^\lambda_i k_\ell(i) N(x_{i+1} \mid \mu_\ell, \sigma_\ell^m \sigma_\ell^m^\top),
\]

with formulas for \( \mu_\ell^m \) and \( \sigma_\ell^m \) suitably adapted from \((14)\); similarly for \( \lambda_\ell^m \) and \( k_\ell(i) \). In order to obtain more easily programmable formulas of this expression we recommend: (A) standardizing the observations \( x_{1:n} \) with respect to mean \( \mu^m \) and variance \( \sigma^m \sigma^m^{-1} \), and (B) using a spectral decomposition of \( v_i^m = Q_i^m D_i^m Q_i^m, i = 1, \ldots, n.\)
3.2 Choice of importance density on \((\mu, \sigma)\)

In order to make the importance sampling estimate efficient, \(f_{imp}^{\mu, \sigma}(\mu, \sigma)\) should be chosen to approximate \(f_{H_1}(\mu, \sigma \mid x_{1:n})\), the posterior density of \((\mu, \sigma)\) under \(H_1\). Due to the embedding and predictive matching properties of the alternative, one may expect the posterior density of \((\mu, \sigma)\) under the alternative to be similar to that under the null. A reasonable and conservative choice is an approximation to \(f_{H_0}(\mu, \sigma \mid x_{1:n})\) with heavier tails to guard against a possible mismatch with \(f_{H_1}(\mu, \sigma \mid x_{1:n})\) (Berger and Guglielmi, 2001).

For any \(\nu > p - 1\) and any \(\Psi \in \mathbb{S}_p\), let \(W(\nu, \Psi)\) and \(IW(\nu, \Psi)\) denote, respectively, the Wishart and the inverse-Wishart distributions with shape \(\nu\) and scale \(\Psi\). The null posterior density, viewed through the \((\mu, \Sigma)\) parametrization, could be conveniently written as:

\[
f_{H_0}(\mu, \Sigma \mid x_{1:n}) = IW(\Sigma \mid n - 1, (n - 1)\Sigma) \times N(\mu \mid \bar{x}, n^{-1}\Sigma).
\]

We take \(f_{imp}^{\mu, \sigma}(\mu, \sigma)\) to be a heavy tailed approximation to it, controlled by two scalar parameters \(\nu > p - 1, \rho > 0\), and given by:

\[
f_{imp}^{\mu, \Sigma}(\mu, \Sigma) = F(\Sigma \mid \nu - (p - 1), \nu, S) \times t_{\nu}(\mu \mid \bar{x}, \rho\Sigma/n)
\]

where \(F(\kappa, \delta, \Psi)\) denotes the matrix F distribution (Mulder and Pericchi, 2018) with shapes \(\kappa > 0, \delta > p - 1\) and scale \(\Psi \in \mathbb{S}_p\). Under this importance density one could write \(\nu \sim IW(\nu, \Phi)\), \(\Phi \sim W(\nu, S)\). See Appendix B for more details on efficient random sampling and probability density evaluation of such a \(\Sigma\). In our numerical experiments, we used \(\nu = \max\{p + 1, n - p\sqrt{n}\}\) and \(\rho = \sqrt{\pi}\), but the results were not too sensitive to these choices.

3.3 Comparison with Basu and Chib (2003)

The likelihood-posterior ordinate recipe of Chib (1995) approximates \(f_{H_1}(x_{1:n})\) by the quantity \(\pi_L(\mu^*, \sigma^*) f_{H_1}(x_{1:n} \mid \mu^*, \sigma^*) / f_{H_1}(\mu^*, \sigma^* \mid x_{1:n})\) where \((\mu^*, \sigma^*)\) is any point of high posterior density. To approximate the likelihood ordinate \(f_{H_1}(x_{1:n} \mid \mu^*, \sigma^*)\) once a \((\mu^*, \sigma^*)\) has been chosen, Basu and Chib (2003) recommend using the importance sampling scheme on \((S_{1:n}, V)\) described in Section 5.1 conditional on \(\mu = \mu^*, \sigma = \sigma^*\), leading to the following approximation to \(B\)

\[
\hat{B}^{-1} = \frac{f_{H_0}(\mu^*, \sigma^* \mid x_{1:n})}{f_{H_1}(\mu^*, \sigma^* \mid x_{1:n})} \frac{1}{M} \sum_{m=1}^{M} \prod_{i=0}^{n-1} \left\{ \frac{\alpha}{\alpha + i} + \sum_{\ell=1}^{m} \frac{k_{\ell}^m(i)}{\alpha + i} N(x_{i+1} \mid \mu_{\ell}^m, \sigma_{\ell}^m \sigma_{\ell}^m) \right\}
\]

Basu and Chib (2003) recommend identifying \((\mu^*, \sigma^*)\) by running an initial Markov chain sampler, preferably a Gibbs sampler which can also provide a Rao–Blackwellized Monte Carlo approximation to the posterior ordinate \(f_{H_1}(\mu^*, \sigma^* \mid x_{1:n})\). Alternatively one could gather posterior samples of \((\mu, \sigma)\) and use efficient smoothing based density estimation techniques to approximate \(f_{H_1}(\mu^*, \sigma^* \mid x_{1:n})\). We follow both suggestions to construct two competitors of our importance sampling algorithm for the univariate case.

Table I gives summaries of 100 replications of the Bayes factor computation on a single synthetic data set we simulated with 100 draws from the standard normal density. “Basu–Chib” refers to Monte Carlo posterior ordinate approximation based on a Gibbs sampler, which is fairly straightforward to design for our choice of Dirichlet process mixture (see e.g., Escobar and West, 1995, for a basic construction). “Basu–Chib + smoothing” refers to posterior ordinate approximation based on kernel smoothing of the Gibbs sampler draws of \((\mu, \sigma)\). Smoothing was done by the \texttt{kde} function of the \texttt{R}-package \texttt{ks}, with bandwidth chosen by the plug-in method of Wand and Jones.
| Algorithm           | Mean   | Min.  | 1st Q. | Median | 3rd Q. | Max  | Time |
|---------------------|--------|-------|--------|--------|--------|------|------|
| Basu–Chib           | 1.66   | 0.0005| 0.86   | 1.61   | 2.32   | 7.7  | 3.6s |
| Basu–Chib + smoothing| 1.82   | 1.39  | 1.68   | 1.79   | 1.92   | 2.95 | 3.7s |
| Importance sampling | 1.82   | 1.54  | 1.76   | 1.81   | 1.87   | 2.03 | 0.8s |

Table 1: Comparison of our importance sampling method against two versions of the Basu and Chib (2003) algorithm; see text for more details. Columns 2 through 7 give summaries of 100 replications of the Bayes factor computation on the same data set of 100 draws from the standard normal density. Last column refers to run time in seconds per computation.

We also tried the more computationally expensive cross-validation choice of the bandwidth (Duong and Hazelton, 2005) which did not result in any appreciable improvement in performance (not reported). “Importance sampling” refers to our approach. Each algorithm was run with 10,000 importance samples. “Basu–Chib” algorithm required two additional runs of the Gibbs sampler, one to identify \( \mu^*, \sigma^* \) as median draws and the other to approximate the posterior ordinate. “Basu–Chib + smoothing” requires only one run of the Gibbs sampler to simultaneously identify \( \mu^*, \sigma^* \) and gather posterior draws of \( \mu, \sigma \) to be used in smoothing. All runs of Gibbs sampler were 10,000 iterations each.

Table 1 makes it clear that our importance sampling approach offers a more efficient estimation of the Bayes factor with substantially lower computing cost than either Basu–Chib algorithm. The posterior ordinate approximation step appears suspect for the poor performance of the latter. Smoothing helps, but not to the extent to make the likelihood-posterior ordinate method competitive against our importance sampling algorithm.

### 3.4 Additional considerations for multivariate data

A weakness of the importance sampling scheme described above is that the sampling of the atoms \( V_{1:n} \) does not incorporate any information from the data. Each time an observation is assigned to a new cluster \( \ell \), the cluster’s variance component \( V_\ell \) is sampled from the prior and never updated. This could be particularly troublesome in higher dimensions where the chances of randomly landing on an appropriate \( V_\ell \) for each new cluster are very slim. As a possible mitigation of this sampling inefficiency, we propose a Rao-Blackwellization extension inspired by sequential Monte Carlo ideas where each \( V_\ell \) is represented by a set of particles \( V^*_\ell r \), \( r = 1, \ldots, R \), whose weights are updated every time a new observation is added to the \( \ell \)-th cluster.

To be more precise, notice that the sampling of \( V_{1:n} \) under the alternative prior could be represented as: for each \( i = 1, \ldots, n \), sample \( V^*_i \sim \text{Be}(\omega_1, \omega_2) \), \( r = 1, \ldots, R \), independently of each other, and then set \( V_i \) to be one of the \( V^*_r \) chosen at random. With \( V^* = V_{1:n,1:R} \), one can then integrate \( V_{1:n} \) from the model and rewrite (12) and (13) as

\[
 f^X_{i+1}(x_{i+1} \mid x_{1:i}, s_{1:i}, v^*, \mu, \sigma) = \frac{\alpha}{\alpha + i} N(x_{i+1} \mid \mu, \sigma \sigma^\top) + \sum_{\ell=1}^{\lambda_i} \frac{k_\ell(i)}{\alpha + i} \sum_{r=1}^R q_\ell(i) N(x_{i+1} \mid \mu_\ell r, \sigma_\ell r \sigma_\ell r^\top), \quad (18)
\]

\[
 f^S_{i+1}(\ell \mid x_{1:(i+1)}, s_{1:i}, v^*, \mu, \sigma) = \left\{ \begin{array}{ll} c^{-1} k_\ell(i) \sum_{r=1}^R q_\ell(i) N(x_{i+1} \mid \mu_\ell r, \sigma_\ell r \sigma_\ell r^\top), & \ell = 1, \ldots, \lambda_i \\ c^{-1} \alpha N(x_{i+1} \mid \mu, \sigma \sigma^\top), & \ell = \lambda_i + 1, \end{array} \right\} \quad (19)
\]
where \( \mu_\ell \) and \( \sigma_\ell \) are computed as in (14) but with \( v_\ell^* \) instead of \( v_\ell \), and, 
\[ q_\ell(r) = m_\ell(r) / \{ m_\ell,1(r) + \ldots + m_\ell,R(r) \}, \]
where \( m_\ell(r) = \frac{\exp[-k_\ell(i) \tr \{ S_i(i)(\sigma v_\ell^* \sigma^T)^{-1} \}]}{\det(v_\ell^*)^{k_\ell(i)-\frac{1}{2}}} N \left( \bar{x}_\ell(i) \mid \mu, \sigma^2 \{ v_\ell^*/k_\ell(i) + I_p - v_\ell^* \} \sigma^T \right), \]
where \( \bar{x}_\ell(i) = k_\ell(i)^{-\frac{1}{2}} \sum_{j \leq i} x_j I(s_j = \ell) \) is the current cluster mean and \( S_i(i) = k_\ell(i)^{-1} \sum_{j \leq i} (x_j - \bar{x}_\ell(i))(x_j - \bar{x}_\ell(i))^T I(s_j = \ell) \) is the current cluster variance when only the first \( i \) observations have been processed.

The corresponding importance sampling density for \((S_{1:m}, V^*, \mu, \sigma)\) is defined analogously with \( V \) replaced by \( V^* \). The calculation of the importance weights is modified accordingly. Maintaining and updating the relative weights of the \( R \) particles for each cluster parameter \( V \) offers a greater incorporation of the observed data. We expect a larger \( R \) to be needed for higher dimension, as the space of \( V \) matrices is \( p(p+1)/2 \) dimensional. We suggest a default choice of \( R = p(p+1) \), although a thorough investigation of this choice is beyond the scope of this paper. The numerical experiments reported in the next section were carried out with this default choice.

4 Case studies

Example 4.1. [Berger and Guglielmi (2001)] illustrate their Polya tree test on the log-lifetime measurements of 100 Kevlar pressure vessels (Andrews and Herzberg [1985], p. 183). Our alternative model produces a minimum Bayes factor close to \( 10^{-5} \) for \( \alpha \in [2^{-6}, 2^{13}] \), showing negligible evidence toward normality. We used 20,000 importance samples to compute \( B \). Our minimum Bayes factor is similar in magnitude to the one reported by [Berger and Guglielmi [2001]].

Example 4.2. Figure[2] shows scatterplots of three synthetic datasets of size \( n = 100 \) and dimension \( p = 2 \) simulated respectively from a bivariate standard normal, a bivariate standard Student-t with three degrees of freedom, and a Frank copula distribution (parameter = 20 which corresponds to Kendall’s \( \tau = 0.816 \) with standard normal marginals. For each dataset, the Bayes factor was calculated over a regular grid of \( \alpha \in [2^{-6}, 2^{13}] \) with 10,000 importance samples. Each calculation was replicated 8 independent times to assess reproducibility. We report in Figure[2] the median, minimum and maximum of these 8 log Bayes factor evaluations, along with a combined estimate obtained by pooling the \( 8 \times 10,000 \) importance samples together. The graphs indeed suggest that these calculations were fairly reproducible.

For the first dataset the Bayes factor remains essentially larger than 1 for all precision parameter values and becomes quite large for moderate \( \alpha \), indicating little doubt against normality. The Student-t dataset shows a concentration of points around \((0,0)\) along with a number of outliers, suggesting a heavier-than-normal tail. The Bayes factor bottoms out around \( 10^{-12} \) with fairly small values in the range \( 0.5 \leq \alpha \leq 8 \) where the prior encourages a moderate number of clusters. Presumably, the alternative is able to pick up the heavy tail by assigning the large outliers into separate clusters. For the copula dataset with a non-elliptical scatter, the Bayes factor achieves a minimum of \( 10^{-7} \) suggesting strong evidence against normality. Interestingly, the Bayes factor dips below 1 across two distinct segments of \( \alpha \) values: \( \alpha \leq 8 \) and \( \alpha \geq 2^{11} \). The latter segment corresponds to, a priori, a large number of mixture components where each component has a tiny volume share (refer to Figure[1]).

Example 4.3. The well known Egyptian skulls dataset [Hand et al. [1994]] consists of \( p = 4 \) measurements (MB: maximal breadth, BH: basibregmatic height, BL: basialveolar length, and, NH:...
Figure 2: Bayes factors (top) for data (bottom) in Example 4. Normal (left), Student-t (middle), Frank copula with Gaussian marginals (right). For each dataset, Bayes factors were calculated for precision parameter \( \alpha = 2^k \) with an integer \( k \) running from \(-6\) through \(13\). Each Bayes factor calculation was repeated 8 times with 10,000 importance samples each. The median, minimum and maximum Bayes factor values (in base 10 logarithm) are shown as a vertical segment superimposed with a filled circle. The dashed line shows a combined estimate of the Bayes factor by pooling together all the \(8 \times 10,000\) importance sample draws.

nasal height, all in mm) taken on \(n = 150\) ancient Egyptian skulls from five time epochs during 4000 B.C. and 200 A.D. Mean effect of time was removed by running a multivariate analysis of variance, and we test the residuals for normality. Ties were broken by injecting a small jitter to each observation with random uniform draws between \([-1/60, 1/60]\). A chi-square QQ-plot (not shown) of the Mahalanobis distance squares showed a faint deviation from normality. Mardia’s skewness and kurtosis tests failed to reject normality with p-values \(\approx 0.5\).

Interestingly, our approach showed moderately strong evidence against normality when the four measurements were analyzed separately, but little evidence against normality for their joint distribution (Figure 3). This situation is very different from the copula example considered above, where marginal distributions were normal but non-normality could be detected for the joint distribution. A potential explanation is that given the predictive matching property of our approach, it will take more observations in 4 dimensions to detect non-normality than in a univariate case. For example, if we had only 5 observations from a 4 dimensional distribution, our approach is guaranteed to produce a Bayes factor of 1 in the joint analysis, but may be able to detect non-normality of the marginals. However, this does not fully explain the stark difference between the univariate and the multivariate results reported in Figure 3. It is possible that the joint distribution deviates from normality in ways that are not well captured by the mixture alternative proposed here, whereas univariate projections are well approximated as mixtures of normals.
Figure 3: Egyptian skull data analysis. For the single variable analyses, each Bayes factor evaluation was performed using 10,000 importance samples and repeated 8 times. Vertical segments and filled shapes show the minimum, maximum and the median of the log Bayes factor values. A combined evaluation of the same, obtained by pooling all 80,000 samples together, is reported via the dashed line. Same evaluation strategy was adopted for the joint analysis, but here each evaluation was done using 50,000 importance samples.
5 Numerical experiments

5.1 Power-size comparison against Polya tree and Anderson–Darling

Comparing the minimum Bayes factor against a threshold gives a goodness-of-fit test of normality in the classical sense, subject to size and power calculations. Size may be approximated by simulating data from the null. Due to Lemma 6, it is sufficient to simulate under any one normal distribution because of the location-scale invariance nature of our alternative specification. We ran a simulation study to compare size and power of the resulting tests to tests derived similarly from the Polya tree approach of [Berger and Guglielmi, 2001] and the classical Anderson-Darling tests. For our approach, minimum Bayes factor was calculated over $\alpha \in [2^{-6}, 2^4]$. For the Polya tree tests, we used the fixed-partition (Type 2) version [Berger and Guglielmi, 2001, Equation 2] with the function $d(\varepsilon_m) = h^{-1}4^m$ for scale parameter and calculated minimum Bayes factor over $h \in [2^{-6}, 2^4]$.

Size calculations were done with 100 datasets each consisting of $n = 100$ draws from the standard normal distribution. For power calculation under the alternative, we considered three non-normal distributions: Student-t with 3 degrees of freedom, skew-normal with shape parameter 10, and uniform on the interval $(-1, 1)$. For any of these three distributions, power was approximated by simulating 100 datasets each with $n = 100$ draws from the distribution. Results are shown in Figure 4 as power-size curves for three sets of tests for each of the chosen non-normal distributions. For all three distributions, the Dirichlet process mixture tests perform the best, producing higher power at a lower smaller size. Anderson–Darling tests generally outperform the Polya tree tests. The results for the uniform distribution were surprising to us as we expected the Polya-tree alternative to beat Dirichlet process mixtures at detecting discontinuities.

5.2 Bayes factor consistency

A desirable frequentist property of a Bayesian testing procedure is Bayes factor consistency, i.e., the Bayes factor should converge to $\infty$ asymptotically under the null, and to 0 under the alternative as sample size grows to infinity. It follows from a simple argument (e.g., [Tokdar et al., 2010, Section 4]) that $B \rightarrow \infty$ almost surely whenever $X_i$’s are drawn from a non-normal distribution that is in the Kullback–Leibler support of the alternative prior distribution [Ghosh and Ramamoorthi].
Figure 5: Bayes factor sample paths, with 2.5%, 50%, and 97.5% summaries, when 100 datasets were generated from a standard normal distribution. Each path represents one dataset, depicting as a function of $n \in \mathbb{N}$, the Bayes factor values calculated based on the first $n$ observations in the dataset. About half of the sample paths are shown to improve clarity.

Substantial existing literature (Ghosal et al., 1999; Tokdar, 2006; Ghosal and van der Vaart, 2007; Shen et al., 2013) indicates that Dirichlet process mixtures of normals prior distributions have broad Kullback–Leibler support which can be characterized by mild continuity and tail conditions. The same could be expected for our non-parametric prior, although formal details will be different. Proving $B \to \infty$ under the null is much more challenging and requires showing the non-parametric prior is less densely packed around any normal distribution than what a parametric prior will be (Tokdar et al., 2010, Section 4). Such lower bounds on prior concentration and technical tools needed to prove them are scarce in the literature and have only been established formally for relatively simple kernel mixtures (Mcvinish et al., 2009).

We ran a simulation study to assess Bayes factory consistency under the null. We simulated 100 independent standard normal data sequences of length 5000, and evaluated the Bayes factor (with fixed $\alpha = 1$) at several points $n$ along each of the sequences. The Bayes factor paths are displayed in Figure 5 along with the 2.5%, 50%, and 97.5% quantile paths. The Bayes factor sampling distribution appears to be shifting upwards with $n$. Moreover, $P(B > 1)$ seems to converge to 1 with $n$ and appears to be at least 0.975 for $n \geq 5000$. Although this experiment does not cover all interesting scenarios, it gives substantial evidence that $B \to \infty$ in probability, under the null, as $n \to \infty$.

6 Concluding remarks

We have presented here a novel Bayesian assessment of normality for univariate or multivariate data under the formal guidelines of null embedding and predictive matching advocated by Berger and Guglielmi (2001). A broad nonparametric alternative to normality is proposed based on a Dirichlet process mixture of normals. We show that the alternative space partitions into disjoint sets each of which can be mapped to a single Gaussian density identified by its location and scale. Each partition consists of densities that are clustering based granulations of the corresponding Gaussian. Our specification relies on a new type of Dirichlet process mixture of normals that enables such an embedding, generalizing the constructions of Griffin (2010) to higher dimensions.

A key theoretical contribution lies in establishing a predictive matching property of this new
alternative class when the left Haar prior is used on the location and scale parameters for both the null and alternative hypotheses. Consequently, the new test remains deliberately neutral between the null and the alternative until at least \( n = p + 1 \) samples are available, which is the minimum sample size needed to estimate the location and scale parameters of a \( p \)-dimensional normal distribution.

A sequential importance sampling Monte Carlo estimate is proposed toward reasonably fast and reproducible evaluations of Bayes factors. Our development utilizes a Rao–Blackwellized extension of the sequential imputation technique of Liu (1996) where each atom of the Dirichlet process distribution is represented by a set of particles whose weights are updated every time a new sample is associated with that atom. An R package (gausstest) is currently under development. A preliminary version is available at https://github.com/tokdarstat/gausstest.

We have presented simulation studies demonstrating that the proposed method has higher discriminatory power when the true, data-generating distribution is a smooth departure from normality, and also avoids over-fitting when the true distribution is normal. We have also presented numerical evidence that the resulting Bayes factor is likely to be asymptotically consistent in discriminating between Gaussian and non-Gaussian distributions. However, much work remains to be done to establish this rigorously.

Our analysis of the Egyptian skull data opens up new questions. For this dataset, our new test detected non-Gaussianity individually for each of the four measurements, but found little evidence against Gaussianity for their joint distribution. Although our test requires more data to detect non-Gaussianity in higher dimensions, this fact alone does not fully explain the contrasting results we reported for this analysis. It is not clear under what simulation models, if any, similar phenomena could be observed. It is also not clear what insights practitioners would draw when such contrasting results manifest.

Our approach does involve a single tuning parameter: the precision parameter \( \alpha \) of the Dirichlet distribution. Our numerical studies show that the Bayes factor is quite sensitive to this parameter value. Following Berger and Guglielmi (2001), we have adopted the approach of evaluating the Bayes factor across a wide range of precision parameter values, and reporting the minimum Bayes factor as the (worst case) evidence against Gaussianity. We believe this to be reasonable as each distinct value of \( \alpha \) corresponds to a distinct alternative subspace (Figure 1), and a goodness of fit test should try to gather maximum evidence against the null model within the full space of plausible alternatives.

A related issue is that we have opted for a very specific relationship between \( \alpha \) and the shape parameters \( \omega_1 \) and \( \omega_2 \), which control the relative spread of the clusters with respect to the total data spread. So, \( \alpha \) not only controls the number of clusters, it also controls the relative volume shares of the clusters. We have adopted a very specific relationship that achieves certain limiting properties, but our choice is rather ad-hoc. A more systematic study is needed to understand this issue better.

Despite the promise of our computational algorithm, scaling it up to large number of observations or high dimensional data remains a formidable challenge. Importance sampling may not be the right approach for even moderately high dimensional observations (say \( p > 5 \)). Sequential imputation may not be very efficient when \( n \) is reasonably large (say \( n > 1000 \)). It will be interesting to see if sequential Monte Carlo techniques e.g., Griffin (2017) could yield more efficient computing algorithms.

The goodness of fit test proposed here is exclusive to detection of non-Gaussianity. It is not immediately clear what other kinds of parametric models could be assessed with a similar approach. Our construction of the local alternatives utilizes the fact that a convolution of Gaussians is a Gaussian itself. The same holds for all infinitely divisive distributions. Conceivably, similar constructions could be done for testing the fit of a specific infinitely divisible, location-scale family model.
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Appendix

A Proofs

Proof of Theorem 2 Since \((U \mid V) \sim N(0, I_p - V)\), it follows that \(\mathbb{E}(U^T U \mid V) = \mathbb{E}(U U^T \mid V) = \text{tr}(I_p - V) = p - \text{tr} V\), where \(\text{tr} A\) returns the trace of a symmetric matrix \(A\). Then

\[
\text{Cov}(U^T U, \text{det} V) = \text{Cov}\{\mathbb{E}(U^T U \mid V), \text{det} V\} = -\text{Cov}(\text{tr} V, \text{det} V).
\]  

(20)

According to Muirhead (2005, p. 112), the eigenvalues of \(V \sim \text{Be}(\omega_1, \omega_2)\) are distributionally equivalent to the eigenvalues of \(A(A + B)^{-1}\), where \(A \sim \mathcal{W}(2\omega_1, I_p)\) and \(B \sim \mathcal{W}(2\omega_2, I_p)\), independent. Since \(\text{tr} V\) and \(\text{det} V\) are both coordinate-wise increasing functions of these eigenvalues, it follows from the main result of Dykstra and Hewett (1978, Sec. 5) that \(\text{Cov}(\text{tr} V, \text{det} V) \geq 0\). This, along with (20), completes the proof. 

Proof of Theorem 3 Here integrals shall be carried out in the form of exterior products of differentials, which we denote as \((d\mu)\), etc. Use of exterior products leads to simpler change of variable formulas than those offered by traditional Jacobians. The changes of variable used below, and the corresponding exterior products, can be found in Muirhead (2005, Chap. 2).

Let \(F^* \sim \Pi^*\) be the random measure that characterizes the absolutely continuous, rotation-invariant, location-scale family \(\Pi_{\mu, \sigma}\), and let \(f^*\) denote its Radon–Nikodym derivative with respect to Lebesgue measure on \(\mathbb{R}^p\). By Fubini’s theorem,

\[
m_{\Pi, p+1}(x_1, \ldots, x_{p+1}) = \int \left[ \int_{\mathbb{R}^p \times T_p} \left\{ \prod_{i=1}^{p+1} (\text{det} \sigma)^{-1} f^* (\sigma^{-1}(x_i - \mu)) \right\} d\pi_L(\mu, \sigma) \right] d\Pi^*(f^*)
\]

\[
= \int \left[ \int_{\mathbb{R}^p \times T_p} \left\{ \prod_{i=1}^{p+1} f^* (\sigma^{-1}(x_i - \mu)) \right\} (\text{det} \sigma)^{-(p+1)} \prod_{i=1}^{p} \sigma_{ii}^{-1} (d\mu)(d\sigma) \right] d\Pi^*(f^*)
\]

\[
= \int I(f^*) d\Pi^*(f^*)
\]

where \(I(f^*)\) is the integral over \(\mathbb{R}^p \times T_p\) inside the square brackets above. A change of variable \(\tau = \sigma^{-1}\) implies \(\tau\) ranges over \(T_p, \sigma_{ii} = \tau_{ii}^{-1}\), \(\text{det} \sigma = (\text{det} \tau)^{-1}\), and \((d\sigma) = (\text{det} \tau)^{-(p+1)} (d\tau)\). Therefore,

\[
I(f^*) = \int_{\mathbb{R}^p \times T_p} \left\{ \prod_{i=1}^{p+1} f^* (\tau x_i - \mu) \right\} \prod_{i=1}^{p} \tau_{ii} (d\mu)(d\tau).
\]

Because of rotation-invariance, for any orthogonal matrix \(\eta\), the random variables \(I(f^*)\) and \(I(f^*_0, \eta)\) are identical in distribution. Let \(H\), with \(dH(\eta) = (\eta^T d\eta) / c_p\), denote the Haar measure on \(O_p\), the
Lemma 6. The Bayes factor $B$ for the data.

Proof. Change of variable, (9) and 1:2:3:4:5:6. As in the proof of Theorem 3, we can write $m_{\Pi,n}(x_1, \ldots, x_n) = \int J(x_{1:n} | f^*) d\Pi^*(f^*)$ where

$$J(x_{1:n} | f^*) = c_p^{-1} \int_{\mathbb{R}^n_+} \left\{ \prod_{i=1}^n f^*(\nu(x_i - \mu)) \right\} \prod_{i=1}^n \tau_i^i(d\mu)(d\tau)(\nu^T d\eta)$$

$$= c_p^{-1} \int_{\mathbb{R}^n_+} \left\{ \prod_{i=1}^n f^*(\nu(x_i - \mu)) \right\} |\det \tilde{z}_i|^{-\nu} d(z_1, \ldots, z_{p+1}) = c_p^{-1} |\det \tilde{z}|^{-\nu}$$

since $\int f^*(z_i) dz_i = 1$ with $\Pi^*$-probability 1 for each $i = 1, \ldots, p + 1$. The claim [9] now follows immediately since $J(f^*)$ is constant in $f^*$. 

Lemma 5. For $F^* = \int N(u, v) d\Psi(u, v)$ with $\Psi \sim DP(\alpha, \Psi)$ and any $\eta \in \mathcal{O}_p$, both $F^*$ and $F_{0, \eta}^*$ have the same distribution.

Proof. For $\eta \in \mathcal{O}_p, d\Pi(\eta x | u, v) = d\Pi(x | \eta^T u, \eta^T v\eta)$ and, therefore, $F_{0, \eta}^* = \int N(u, v) d\Psi_{\eta}(u, v)$, with $\Psi_{\eta} \sim DP(\alpha, \Psi_{\eta})$, where $\Psi_{\eta}$ denotes the law of $(U_{\eta}, V_{\eta}) = (\eta^T U, \eta^T V\eta)$ when $(U, V) \sim \Psi_{\eta}$. But if $V = \text{Be}(\omega_1, \omega_2)$, then also $V_{\eta} = \text{Be}(\omega_1, \omega_2)$ (Muirhead, 2005, Exercise 3.22d) and if $U | V \sim N(0, I_p - V)$, then $U_{\eta} | V_{\eta} \sim N(0, I_p - V_{\eta})$. Therefore, by construction of $\Psi_{\eta}$, we have $\Psi_{\eta} = \Psi$ and, hence, $F^*$ and $F_{0, \eta}^*$ have the same distribution. 

Lemma 6. The Bayes factor $B$ for the data.

Proof. Let $F^* \sim \Pi^*$ denote the characterizing random measure of $\{\Pi_{\mu, \sigma} : \mu \in \mathbb{R}^p, \sigma \in \mathbb{R}_p\}$. As in the proof of Theorem 3, we can write

$$J(x_{1:n} | f^*) = c_p^{-1} \int_{\mathbb{R}^n_+} \left\{ \prod_{i=1}^n f^*(\nu(x_i - \mu)) \right\} \prod_{i=1}^n \tau_i^i(d\mu)(d\tau)(\nu^T d\eta)$$

$$= c_p^{-1} \int_{\mathbb{R}^n_+} \left\{ \prod_{i=1}^n f^*(\nu(x_i - \mu)) \right\} |\det \nu|^{-\nu} d(\mu)(d\nu).$$
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Let \( a + Sx_{1:n} \) denote the transformed data \((a + Sx_1, \ldots, a + Sx_n)\). Then,

\[
J(a + Sx_{1:n} \mid f^*) = c_p^{-1} |\det S|^{-(n-p)} \int_{\mathbb{R}^p \times S^p} \left\{ \prod_{i=1}^n f^*(\tilde{\nu}(x_i - \tilde{\mu})) \right\} |\det \tilde{\nu}|^{n-p} (d\mu)(d\nu),
\]

with change of variables \( \tilde{\mu} = S^{-1}(\mu - a) \) and \( \tilde{\nu} = \nu S \). The Jacobian of this transformation is \((d\mu)(d\nu) = |\det S|^{-p} (d\tilde{\mu})(d\tilde{\nu})\) and hence \(J(a + Sx_{1:n} \mid f^*) = |\det S|^{-(n-1)} J(x_{1:n} \mid f^*)\).

\[\Box\]

### B Matrix F distribution

Let \( S = V^TV \) be the Cholesky factorization of \( S \) where \( V \) is an upper triangular matrix (as would be returned by the function call \( V = \text{ chol}(S) \) in R). A random draw of \( \Sigma \sim F(\nu - (p-1), \nu, S) \) could be obtained by setting \( \Sigma = (UU^\top)^{-1} \) where \( U = V^{-1} \Omega^{-1} \Lambda \) and \( \Omega \) and \( \Lambda \) are upper triangular matrices obtained as:

\[
\Omega^2_{jj} \sim \chi^2_{\nu-j+1}, 1 \leq j \leq p; \quad \Omega_{ij} \sim N(0, 1), 1 \leq i < j \leq p; \quad \Omega_{ij} = 0 \text{ otherwise},
\]

\[
\Lambda^2_{jj} \sim \chi^2_{\nu-p+1}, 1 \leq j \leq p; \quad \Lambda_{ij} \sim N(0, 1), 1 \leq i < j \leq p; \quad \Lambda_{ij} = 0 \text{ otherwise}.
\]

(21)

Notice that \( U \) is upper triangular and one could write \( \Sigma = \sigma \sigma^\top \) with \( \sigma = (U^\top)^{-1} \) being lower triangular, a convention we have used throughout the paper. By introducing another upper triangular matrix \( \Delta = \Omega^{-1} \Lambda \), we can express the probability density function of \( \Sigma \) as

\[
p(\Sigma) = \frac{\Gamma_p(\nu)}{\Gamma_p(\nu/2)^2 |S|^{(p+1)/2}} \times \frac{|\Delta|^{\nu+p+1}}{|I_p + \Delta^\top \Delta|^\nu}.
\]

This formula is obtained by simplifying the general formulas derived in [Mulder and Pericchi (2018)](#).

### References

Abeles, M., H. Bergman, I. Gat, I. Meilijson, E. Seidemann, N. Tishby, and E. Vaadia (1995). Cortical activity flips among quasi-stationary states. *Proceedings of the National Academy of Sciences* 92(19), 8616–8620.

Aldor-Noiman, S., L. D. Brown, A. Buja, W. Rolke, and R. A. Stine (2013). The power to see: A new graphical test of normality. *The American Statistician* 67(4), 249–260.

Andrews, D. F. and A. M. Herzberg (1985). *Data: A Collection of Problems from Many fields for the Student and Research Worker*. Springer-Verlag.

Barreiro, R. B., J. Rubiño-Martín, and E. Martínez-González (2007). Gaussian analysis of the CMB with the smooth tests of goodness of fit. In *Highlights of Spanish Astrophysics IV*, pp. 177–184. Springer.

Basu, S. and S. Chib (2003). Marginal likelihood and Bayes factors for Dirichlet process mixture models. *Journal of the American Statistical Association* 98(461), 224–235.

Berger, J. O. and A. Guglielmi (2001). Bayesian and conditional frequentist testing of a parametric model versus nonparametric alternatives. *Journal of the American Statistical Association* 96(453), 174–184.
Berger, J. O., J. A. Varshavsky, and L. R. Pericchi (1998). Bayes factors and marginal distributions in invariant situations. *Sankhyā Series A* 60(3), 307–321.

Blackwell, D. and J. B. MacQueen (1973). Ferguson distributions via Pólya urn schemes. *The annals of statistics* 1(2), 353–355.

Cardoso de Oliveira, I. and D. Ferreira (2010). Multivariate extension of chi-squared univariate normality test. *Journal of Statistical Computation and Simulation* 80(5), 513–526.

Carota, C. and G. Parmigiani (1996). On Bayes factors for nonparametric alternatives. In J. M. Bernardo, J. O. Berger, A. P. Dawid, and A. F. M. Smith (Eds.), *Bayesian Statistics*, Volume 5, pp. 507–511. Oxford University Press.

Castillo, I. (2008). Lower bounds for posterior rates with Gaussian process priors. *Electronic Journal of Statistics* 2, 1281–1299.

Chib, S. (1995). Marginal likelihood from the Gibbs output. *Journal of the American Statistical Association* 90(432), 1313–1321.

Choudhuri, N., S. Ghosal, and A. Roy (2005). Bayesian methods for function estimation. In D. K. Dey and C. R. Rao (Eds.), *Handbook of statistics*, Volume 25, pp. 373–414. Elsevier Science.

Dorazio, R. M. (2009). On selecting a prior for the precision parameter of Dirichlet process mixture models. *Journal of Statistical Planning and Inference* 139(9), 3384–3390.

Duong, T. and M. L. Hazelton (2005). Cross-validation bandwidth matrices for multivariate kernel density estimation. *Scandinavian Journal of Statistics* 32(3), 485–506.

Dykstra, R. L. and J. E. Hewett (1978). Positive dependence of the roots of a Wishart matrix. *The Annals of Statistics* 6(1), 235–238.

Escobar, M. D. (1994). Estimating normal means with a Dirichlet process prior. *Journal of the American Statistical Association* 89(425), 268–277.

Escobar, M. D. and M. West (1995). Bayesian density estimation and inference using mixtures. *Journal of the American Statistical Association* 90(430), 577–588.

Ferguson, T. S. (1973). A Bayesian analysis of some nonparametric problems. *The Annals of Statistics* 1(2), 209–230.

Florens, J.-P., J.-F. Richard, and J.-M. Rolin (1996). Bayesian encompassing specification tests of a parametric model against a non parametric alternative. Technical Report 96.08, Université Catholique de Louvain, Institut de Statistique.

Ghosal, S., J. K. Ghosh, and R. V. Ramamoorthi (1999). Posterior consistency of Dirichlet mixtures in density estimation. *The Annals of Statistics* 27(1), 143–158.

Ghosal, S. and A. W. van der Vaart (2001). Entropies and rates of convergence for maximum likelihood and Bayes estimation for mixtures of normal densities. *The Annals of Statistics* 29(5), 1233–1263.

Ghosal, S. and A. W. van der Vaart (2007). Posterior convergence rates of Dirichlet mixtures at smooth densities. *The Annals of Statistics* 35(2), 697–723.
Ghosh, J. K. and R. V. Ramamoorthi (2003). *Bayesian Nonparametrics*. Springer.

Griffin, J. E. (2010). Default priors for density estimation with mixture models. *Bayesian Analysis* 5(1), 45–64.

Griffin, J. E. (2017). Sequential Monte Carlo methods for mixtures with normalized random measures with independent increments priors. *Statistics and Computing* 27(1), 131–145.

Hand, D. J., F. Daly, K. McConway, D. Lunn, and E. Ostrowski (1994). *A Handbook of Small Data Sets*. London: Chapman and Hall/CRC.

Jones, L. M., A. Fontanini, B. F. Sadacca, P. Miller, and D. B. Katz (2007). Natural stimuli evoke dynamic sequences of states in sensory cortical ensembles. *Proceedings of the National Academy of Sciences* 104(47), 18772–18777.

Kass, R. E. and A. E. Raftery (1995). Bayes factors. *Journal of the American Statistical Association* 90(430), 773–795.

Liu, J. S. (1996). Nonparametric hierarchical Bayes via sequential imputations. *The Annals of Statistics* 24(3), 911–930.

Liu, J. S. (2001). *Monte Carlo Strategies in Scientific Computing*. Springer Science & Business Media.

Lo, A. Y. (1984). On a class of Bayesian nonparametric estimates: I. Density estimates. *The Annals of Statistics* 12(1), 351–357.

MacEachern, S. N. (1998). Computational methods for mixture of Dirichlet process models. In D. Dey, P. Müller, and D. Sinha (Eds.), *Practical nonparametric and semiparametric Bayesian statistics*, Volume 133, pp. 23–43. Springer.

MacEachern, S. N. and P. Müller (1998). Estimating mixture of Dirichlet process models. *Journal of Computational and Graphical Statistics* 7(2), 223–238.

McLachlan, G. J., and K. Birnbaum (2000). Bayesian mixture models. In G. McLachlan and D. Peel (Eds.), *Finite Mixture Models*, pp. 17–40. Wiley.

Muirhead, R. J. (2005). *Aspects of Multivariate Statistical Theory*. John Wiley & Sons.

Mulder, J. and L. R. Pericchi (2018). The matrix-F prior for estimating and testing covariance matrices. *Bayesian Analysis* 13(4), 1189–1210.

Neal, R. M. (2000). Markov chain sampling methods for Dirichlet process mixture models. *Journal of Computational and Graphical Statistics* 9(2), 249–265.

Sethuraman, J. (1994). A constructive definition of Dirichlet priors. *Statistica Sinica* 4, 639–650.

Shen, W., S. T. Tokdar, and S. Ghosal (2013). Adaptive Bayesian multivariate density estimation with Dirichlet mixtures. *Biometrika* 100(3), 623–640.

Sun, D. and J. O. Berger (2007). Objective Bayesian analysis for the multivariate normal model. *Bayesian Statistics* 8, 525–562.

Tokdar, S. T. (2006). Posterior consistency of Dirichlet location-scale mixture of normals in density estimation and regression. *Sankhyā: The Indian Journal of Statistics* 67(4), 90–110.
Tokdar, S. T., A. Chakrabarti, and J. K. Ghosh (2010). Bayesian nonparametric goodness of fit tests. In M.-H. Chen, D. K. Dey, P. Müller, D. Sun, and K. Ye (Eds.), Frontiers of Statistical Decision Making and Bayesian Analysis: In Honor of James O. Berger, pp. 185–193. Springer.

Tokdar, S. T. and R. E. Kass (2010). Importance sampling: a review. Wiley Interdisciplinary Reviews: Computational Statistics 2(1), 54–60.

van der Vaart, A. W. and J. H. van Zanten (2008). Rates of contraction of posterior distributions based on Gaussian process priors. The Annals of Statistics 36(3), 1435–1463.

Verdinelli, I. and L. Wasserman (1998). Bayesian goodness-of-fit testing using infinite-dimensional exponential families. The Annals of Statistics 26(4), 1215–1241.

Voinov, V., N. Pya, R. Makarov, and Y. Voinov (2016). New invariant and consistent chi-squared type goodness-of-fit tests for multivariate normality and a related comparative simulation study. Communications in Statistics - Theory and Methods 45(11), 3249–3263.

Wand, M. P. and M. C. Jones (1994). Multivariate plug-in bandwidth selection. Computational Statistics 9(2), 97–116.