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Abstract

Nitsche’s method is a popular approach to implement Dirichlet-type boundary conditions in situations where a strong imposition is either inconvenient or simply not feasible. The method is widely applied in the context of unfitted finite element methods. From the classical (symmetric) Nitsche’s method it is well-known that the stabilization parameter in the method has to be chosen sufficiently large to obtain unique solvability of discrete systems. In this short note we discuss an often used strategy to set the stabilization parameter and describe a possible problem that can arise from this. We show that in specific situations error bounds can deteriorate and give examples of computations where Nitsche’s method yields large and even diverging discretization errors.
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1. Introduction

We consider the discretization of an unfitted Poisson problem. The problem domain is described separately from the encapsulating mesh, on which a finite element basis is defined. We consider the restriction of this finite element space with respect to the problem domain. Such an approach is used in many methods which are similar in virtue, e.g., the fictitious domain method [1], the cut finite element method (CutFEM) [2–5], the finite cell method (FCM) [6–12], immersogeometric analysis [13–15], the immersed boundary method [16], the unfitted discontinuous Galerkin method (UDG) [17, 18], the extended finite element method (XFEM) [19–24], and several others. To impose essential boundary conditions, many of these methods apply some version of the classical Nitsche’s method [25].

This requires stabilization by a penalization parameter to preserve the coercivity of the bilinear operator. Without additional stabilization of cut elements with e.g., ghost penalty terms [2] [25] – which is customary for methods referred to as CutFEM – this penalty parameter depends on the shape and size of the cut elements, i.e., it depends on the position of the geometry relative to the computational mesh. A typical choice which is sufficient to provide unique solvability of discrete problems, is to choose the stabilization parameter as an element wise constant and proportional to the ratio between the surface measure of the intersection between an element and the boundary and the volume measure of the intersection of the same element and the domain. As this ratio can become arbitrarily large, the stabilization parameter is not generally bounded.

In the mathematical literature, e.g., [2] [3], unfitted Nitsche formulations are generally supplemented by the aforementioned additional stabilization to bound the stabilization parameter in order to prove properties
of the method. In our opinion, the importance of this has not sufficiently been addressed in the literature however. Moreover, the method has effectively (and successfully) been applied without additional stabilization in the engineering literature, see e.g., [10–12]. With this note, we therefore detailedly treat the possible problem that can occur when no additional measures are taken to bound the stabilization parameter and aim to provide a disclaimer for directly applying the classical form of Nitsche’s method to immersed problems. To this end, we discuss and analyze the method and demonstrate that it can lead to poor results in the discretization error when the geometry intersects the computational domain such that large values of the stabilization parameter are required. We also investigate different situations where degenerated geometry configurations yield satisfactory and unsatisfactory results and provide a possible interpretation. We further review alternative formulations and possible modifications and stabilizations of the method.

Section 2 of this note introduces a model problem, followed by the Nitsche’s method under consideration in Section 3. In Section 4 we carry out a simple error analysis of the method in a norm which is natural to the formulation. This analysis reveals the possible large discretization errors for unfortunate cut configurations. In Section 5 we give examples of bad cut configurations and show how these can lead to large and even degenerating discretization errors. Finally, we list alternative approaches to impose boundary conditions and variants of the classical Nitsche’s method to circumvent this possible problem in Section 6.

2. The model problem

As a model for more general elliptic boundary value problems, we consider the Poisson problem with inhomogeneous Dirichlet boundary data posed on an open and bounded domain \( \Omega \subset \mathbb{R}^d \) with Lipschitz boundary \( \partial \Omega \):

\[
\begin{align*}
-\Delta u &= f \quad \text{in } \Omega, \\
\quad u &= g \quad \text{on } \partial \Omega.
\end{align*}
\] (1a) (1b)

We assume that the properties of the domain \( \Omega \) imply that a shift theorem of the form:

\[
\|u\|_{H^2(\Omega)} \lesssim \|f\|_{L^2(\Omega)} + \|g\|_{H^{1/2}(\partial \Omega)},
\] (2)

holds whenever \( f \in L^2(\Omega) \) and \( g \in H^{1/2}(\partial \Omega) \), e.g., when \( \partial \Omega \) is smooth or \( \Omega \subset \mathbb{R}^2 \) is a convex domain with piecewise \( C^2 \) boundary \([27]\). In this note \( \lesssim \) is used to denote an inequality with a constant that is independent of the mesh. This problem has the standard well-posed weak formulation: Find \( u \in H^1_0(\Omega) \), such that:

\[
\int_{\Omega} \nabla u \nabla v \, dx = \int_{\Omega} f v \, dx \quad \text{for all } v \in H^1_0(\Omega).
\] (3)

In this formulation \( H^1_0(\Omega) \) and \( H^1(\partial \Omega) \) are the standard Sobolev spaces with corresponding homogeneous and inhomogeneous boundary data. For simplicity, we assume that Dirichlet boundary conditions are posed on the whole boundary of \( \Omega \). However, the results presented in this work extend to the case where Dirichlet boundary data is only prescribed on a part of the boundary as demonstrated in Section 5.

3. A Nitsche-based unfitted finite element method

We consider a (triangular or rectilinear) shape regular background discretization \( \tilde{T} \) which encapsulates the domain \( \Omega \). To each element \( T \in \tilde{T} \) we associate the local mesh size \( h_T = \text{diam}(T) \) and define the global mesh size by \( h = \max_{T \in \tilde{T}} h_T \). We define the active mesh \( \mathcal{T} \) by:

\[
\mathcal{T} = \{ T \in \tilde{T} : T \cap \Omega \neq \emptyset \},
\] (4)

and set \( \tilde{\Omega} = \bigcup_{T \in \mathcal{T}} T \), denoting the union of all elements from the active mesh. The set of geometric entities are illustrated in Figure 1. On the active mesh \( \mathcal{T} \) we define the finite dimensional function space:
\( V_h = \{ v \in C(\tilde{\Omega}) : v|_T \in P_k(T), T \in \mathcal{T} \} \), \hspace{1cm} (5)

consisting of continuous piecewise polynomials of order \( k \). A simple prototype formulation for a Nitsche-based unfitted finite element method is to find \( u_h \in V_h \), such that:

\[
a_h(u_h, v_h) = l_h(v_h) \quad \forall v_h \in V_h, \hspace{1cm} (6)
\]

where:

\[
a_h(u_h, v_h) := \int_\Omega \nabla u_h \nabla v_h \, dx + \int_{\partial \Omega} (-\partial_n u_h) v_h \, ds + \int_{\partial \Omega} (-\partial_n v_h) u_h \, ds + \int_{\partial \Omega} \lambda_T u_h v_h \, ds, \hspace{1cm} (7)
\]

\[
l_h(v_h) := \int_\Omega f v_h \, dx + \int_{\partial \Omega} (-\partial_n v_h + \lambda_T v_h) g \, ds. \hspace{1cm} (8)
\]

Here, \( \partial_n \) denotes the partial derivative in normal direction of the boundary of \( \Omega \) and \( \lambda_T \) denotes an element-wise stabilization parameter. The choice of the stabilization parameter is crucial. As the review of the error analysis in Section 3 reveals, the local stabilization parameter \( \lambda_T \) has to be chosen sufficiently large in order to guarantee the discrete coercivity of the bilinear form \( a_h(\cdot, \cdot) \). A common – see e.g., [10–12] – strategy is to solve the eigenvalue problem:

Find \((u_\mu, \mu_T) \in V_h|_T^0 \times \mathbb{R}\), such that:

\[
\int_{\partial \Omega \cap T} (\partial_n u_\mu)(\partial_n v_h) \, ds = \mu_T \int_{\Omega \cap T} \nabla u_\mu \nabla v_h \, ds \quad \text{for all } v_h \in V_h|_T^0, \hspace{1cm} (9)
\]

on each element \( T \) which has a non-empty intersection with \( \partial \Omega \), see for instance [28]. Here, \( V_h|_T^0 \) is the space of functions in \( V_h|_T \) that are \( L^2(T) \)-orthogonal to constants. Let \( N_T = \dim(V_h|_T) \), then \( V_h|_T^0 \) is an \((N_T-1)\)-dimensional eigenvalue problem with only non-negative eigenvalues. Motivated by the forthcoming stability analysis, a suitable choice of the stabilization parameter is to set:

\[
\lambda_T = 2 \max \{ \mu_T \} = 2 \max_{u_h \in V_h|_T^0} \frac{\int_{\partial \Omega \cap T} (\partial_n u_h)^2 \, ds}{\int_{\Omega \cap T} |\nabla u_h|^2 \, dx} > 0. \hspace{1cm} (10)
\]
Remark 1. With techniques as in [29], it can be shown that $\lambda_T$ scales with $|T \cap \partial \Omega|_{d-1}/|T \cap \Omega|_d$. Thus, shape-regularity implies that for a Nitsche-based formulation on a fitted and shape-regular mesh $\lambda_T \sim |T \cap \partial \Omega|_{d-1}/|T \cap \Omega|_d \sim h^{-1}$. In contrast, in an unfitted method, the ratio $|T \cap \partial \Omega|_{d-1}/|T \cap \Omega|_d$ depends not only on the cut element size but also highly on the cut configuration (see Figure 2). In particular, a sliver cut can lead to arbitrarily large values of $\lambda_T$ on relatively large parts of the boundary, depending on the thickness of the sliver. In Section 5 it is demonstrated how cut elements of approximately this shape can result in poor discretization errors.

Remark 2. To generate and solve the discrete linear system associated with problem (6) several issues have to be resolved, i.e., sufficiently accurate numerical integration on $T \cap \Omega$ and $T \cap \partial \Omega$ has to be provided, e.g., [30–39], and a particular tuning of the linear algebra solver might be necessary, e.g., [40, 41]. All these aspects are important, but in this work we focus only of the choice of $\lambda_T$ and its effect on the numerical solution, assuming that numerical integration can be performed sufficiently accurate and applying a direct solver to solve the linear systems exactly.

4. A simple error analysis

In this section we perform an error analysis for the variational form in (6). We first define a mesh-dependent norm in which a best approximation property holds in Section 4.1. In Section 4.2 we discuss the approximability in the mesh-dependent norm and the consequences for the discretization error in the $H^1(\Omega)$-norm.

4.1. Best approximation in the mesh-dependent energy norm

With the choice of the stabilization parameter as in (10), the stability analysis is natural in the following mesh-dependent norm which we will refer to as the energy norm:

$$
|||v|||^2 := \|\nabla v\|^2_\Omega + \|\lambda_T^{-\frac{1}{2}} \partial_h v\|^2_{\partial \Omega} + \|\lambda_T^{\frac{1}{2}} v\|^2_{\partial \Omega}, \quad v \in V_h \oplus H^2(\Omega). \quad (11)
$$

We note that the use of this norm in the error analysis is essentially dictated by Nitsche’s method and not by the model problem. We obtain coercivity and continuity in the following two lemmas.

Lemma 3 (Coercivity). There holds:

$$
a_h(u, u) \geq \frac{1}{5} \|u\|^2 \text{ for all } u \in V_h. \quad (12)
$$

Figure 2: Different cut configurations. In (a) the part of the boundary in the element vanishes for vanishing volume, while for the sliver case (b) the measure of the boundary part stays bounded from below as the volume goes to zero.
Proof. Exploiting the eigenvalue characterization in the definition of $\lambda_T$ we obtain for arbitrary $\gamma > 0$:  
\begin{align*} 
a_h(u, v) &\geq \|\nabla u\|_\Omega^2 + \|\lambda_T^{-\frac{1}{2}}\partial_n u\|_{\partial\Omega}^2 - 2 \int_{\partial\Omega} \left| \lambda_T^{-\frac{1}{2}} \partial_n u \right| \left| \lambda_T^{-\frac{1}{2}} u \right| \, ds \\
&\geq \|\nabla u\|_\Omega^2 + (1 - \gamma)\|\lambda_T^{-\frac{1}{2}}\partial_n u\|_{\partial\Omega}^2 - \frac{1}{\gamma} \|\lambda_T^{-\frac{1}{2}} \partial_n u\|_{\partial\Omega}^2 \\
&\geq (1 - \gamma)\|\nabla u\|_{\Omega}^2 + (1 - \gamma)\|\lambda_T^{-\frac{1}{2}}\partial_n u\|_{\partial\Omega}^2 + (2\gamma - \frac{1}{\gamma})\|\lambda_T^{-\frac{1}{2}} \partial_n u\|_{\partial\Omega}^2 \geq c\|u\|^2, \\
\end{align*}
with $c = 1 - \gamma^*$ for $\gamma^* > 0$ such that $1 - \gamma^* > 2\gamma^* - \frac{1}{\gamma^*}$, which has only the positive solution $\gamma^* = \frac{1 + \sqrt{5}}{6}$. □

Lemma 4 (Continuity). There holds:
\begin{equation} 
a_h(u, v) \leq 2\|u\|\|v\| \text{ for all } u, v \in V_h \oplus H^2(\Omega). \tag{14} \end{equation}

Proof. With Cauchy-Schwarz we directly obtain:
\begin{align*} 
a_h(u, v) &\leq \|\nabla u\|_\Omega \|\nabla v\|_\Omega + \|\lambda_T^{-\frac{1}{2}}\partial_n u\|_{\partial\Omega} \|\lambda_T^{-\frac{1}{2}}v\|_{\partial\Omega} + \|\lambda_T^{-\frac{1}{2}}\partial_n v\|_{\partial\Omega} \|\lambda_T^{-\frac{1}{2}} u\|_{\partial\Omega} + \|\lambda_T^{-\frac{1}{2}}\partial_n u\|_{\partial\Omega} \|\lambda_T^{-\frac{1}{2}} v\|_{\partial\Omega} \\
&\leq \|\nabla u\|_\Omega \|\nabla v\|_\Omega + \left(\|\lambda_T^{-\frac{1}{2}}\partial_n u\|_{\partial\Omega} + \|\lambda_T^{-\frac{1}{2}} v\|_{\partial\Omega}\right) \left(\|\lambda_T^{-\frac{1}{2}}\partial_n v\|_{\partial\Omega} + \|\lambda_T^{-\frac{1}{2}} v\|_{\partial\Omega}\right) \\
&\leq \left(\|\nabla u\|_\Omega^2 + \left(\|\lambda_T^{-\frac{1}{2}}\partial_n u\|_{\partial\Omega} + \|\lambda_T^{-\frac{1}{2}} v\|_{\partial\Omega}\right)^2\right)^{\frac{1}{2}} \left(\|\nabla v\|_\Omega^2 + \left(\|\lambda_T^{-\frac{1}{2}}\partial_n v\|_{\partial\Omega} + \|\lambda_T^{-\frac{1}{2}} v\|_{\partial\Omega}\right)^2\right)^{\frac{1}{2}} \\
&\leq \left(\|\nabla u\|_\Omega^2 + 2\|\lambda_T^{-\frac{1}{2}}\partial_n u\|_{\partial\Omega}^2 + 2\|\lambda_T^{-\frac{1}{2}} v\|_{\partial\Omega}^2\right)^{\frac{1}{2}} \left(\|\nabla v\|_\Omega^2 + 2\|\lambda_T^{-\frac{1}{2}}\partial_n v\|_{\partial\Omega}^2 + 2\|\lambda_T^{-\frac{1}{2}} v\|_{\partial\Omega}^2\right)^{\frac{1}{2}}. \tag{15} \end{align*}
□

Applying these lemmas and exploiting that the Nitsche formulation is consistent in the sense of Galerkin orthogonality, we obtain Céa’s Lemma [12]:

Lemma 5 (Céa’s Lemma). Let $u \in H^2(\Omega)$ be the solution to (1) and $u_h \in V_h$ be the solution to (6). Then there holds:
\begin{equation} 
\|u - u_h\| \leq 11 \inf_{v_h \in V_h} \|u - v_h\|. \tag{16} \end{equation}

Proof. For an arbitrary $v_h \in V_h$ there holds $\|u - u_h\| \leq \|u - v_h\| + \|v_h - u_h\|$ and:
\begin{equation} 
\|v_h - u_h\|^2 \leq 5a_h(v_h - u_h, v_h - u_h) = 5a_h(u - u_h, v_h - u_h) \leq 10\|v_h - u_h\|\|v_h - u_h\|, \tag{17} \end{equation}
s.t. the claim directly follows. □

We note that in the proof we could not use coercivity for $u - u_h$, but only for discrete functions. To this end we applied the triangle inequality and were able to apply the coercivity estimate on the discrete function $v_h - u_h$, which was then combined with Galerkin orthogonality and continuity in the usual way.

This version of Céa’s lemma suggests that Nitsche’s method provides a robust and quasi-optimal method. The best approximation is, however, only provided in the mesh-dependent norm $\|\cdot\|$. In the next paragraph we discuss the discretization error of the best approximation in this norm.

4.2. Approximability of the solution in the mesh-dependent energy norm

We consider the approximability of the solution $u$ with the finite element space $V_h$ in the energy norm, i.e., $\inf_{v_h \in V_h} \|u - v_h\|$, which is the r.h.s. in (16). The aim of this paragraph is to show that the approximability in the discrete energy norm is not robust with respect to the position of the domain boundary. To this end,
we split the energy norm, cf. (11), into two parts with one part that is robust and one part which is not robust:

\[ \inf_{v_h \in V_h} \|u - v_h\|^2 \geq \inf_{v_h \in V_h} \left\{ \|\nabla(u - v_h)\|^2_{\Omega} + \|\lambda_T^{-\frac{1}{2}} \partial_n (u - v_h)\|^2_{\partial \Omega} \right\} + \inf_{v_h \in V_h} \|\lambda_T^{\frac{1}{2}} (u - v_h)\|^2_{\partial \Omega}. \] (18)

We assume that the solution \( u \) is smooth, \( u \in H^{k+1}(\Omega) \), with \( k \geq 1 \) denoting the order of the discretization. In the sequel we use the notation \( \gtrsim \) for an inequality with a constant that is independent of the cut configuration. For the first part of the r.h.s. in (18) we take the idea from [21] to show that the solution can be optimally approximated in \( V_h \) with respect to these parts of the norm independent of the cut position. Afterwards, we show that the remaining part is the crucial problem which results in the missing robustness.

Let \( \tilde{u} \in H^{k+1}(\tilde{\Omega}) \) be a continuous extension of \( u \) to \( \tilde{\Omega} \) (the embedding domain, i.e., the union of all active elements), then we have:

\[ \|\nabla(u - v_h)\|_{\Omega} = \|\nabla(\tilde{u} - v_h)\|_{\Omega} \lesssim \|\nabla(\tilde{u} - v_h)\|_{\tilde{\Omega}}, \quad \forall v_h \in V_h. \]

To bound the latter part we can apply a standard best approximation result for \( V_h \) on the fitted mesh \( \mathcal{T} \). This estimate is robust in the position of the boundary, i.e., there is a \( v_h \in V_h \) s.t. \( \|\nabla(u - v_h)\|_{\Omega} \leq h^k \|\tilde{u}\|_{H^{k+1}(\tilde{\Omega})} \). Further, due to \( \lambda_T^{-1} \lesssim h_T \) and a trace inequality, we have:

\[ \|\lambda_T^{-\frac{1}{2}} \partial_n v\|_{\partial \Omega \cap \mathcal{T}} \lesssim \|v\|_{H^1(\Omega \cap \mathcal{T})} + h_T \|v\|_{H^2(\Omega \cap \mathcal{T})}, \quad \forall v \in H^2(\Omega \cap \mathcal{T}). \]

Applying this to \( u - v_h \) gives similar results (independent of the position of the boundary), hence \( \|\lambda_T^{-\frac{1}{2}} \partial_n (u - v_h)\|_{\partial \Omega} \lesssim h^k \|u\|_{H^{k+1}(\Omega)}. \)

We now consider the second term in (18), which is the crucial problem for the approximation of \( u \) in the energy norm:

\[ \|\lambda_T^{\frac{1}{2}} (u - v_h)\|_{\partial \Omega \cap \mathcal{T}}^2 = \sum_{T \in \mathcal{T}} \lambda_T \|u - v_h\|_{T \cap \partial \Omega}^2. \]

Let \( h_{\partial \Omega \cap \mathcal{T}} := \text{diam}(\Omega \cap \mathcal{T}) \) and \( h_{\partial \Omega \cap \mathcal{T}} := \text{diam}(\partial \Omega \cap \mathcal{T}) \) be the characteristic lengths of the cut elements and their parts on the boundary. Furthermore, let \( \tilde{v}_h \) be the best approximation of \( u \) in \( V_h \) in the energy norm. We have that \( \|u - \tilde{v}_h\|_{T \cap \partial \Omega}^2 \) is typically not zero and scales with \( h_{2k+2+d-1} \), \( d-1 \) denoting the dimension of the boundary. In the good case, if the cut element \( T \cap \Omega \) is shape regular, there holds \( h_{\partial \Omega \cap \mathcal{T}} \sim h_{\partial \Omega \cap \mathcal{T}} \sim \lambda_T^{-1} \) such that we would have \( \lambda_T \|u - \tilde{v}_h\|_{T \cap \partial \Omega}^2 \leq c h_{2k+1+d-1} \), \( c > 0 \) which is a robust bound for the element contribution of \( T \). In the bad case, if the cut element is not shape regular however, such as for a sliver cut element in Figure 2, it can occur that \( \lambda_T \gg h_{\partial \Omega \cap \mathcal{T}} \), such that the contribution of a single element \( \lambda_T \|u - \tilde{v}_h\|_{T \cap \partial \Omega}^2 \) becomes unbounded.

We conclude that the last term in (18) is unbounded and thus the same holds for the left hand side. Therefore the discretization error in the mesh-dependent energy norm, regardless of the best approximation property, can not be bounded from above. This missing robustness is essentially due to the possible existence of unfortunate cut configurations such as sliver cuts, which introduce values of the penalization parameter, \( \lambda_T \), that are not bounded in terms of the reciprocal of the length of the boundary intersecting element \( T \), \( h_{\partial \Omega \cap \mathcal{T}} \).

The energy norm is very natural with respect to the (symmetric) Nitsche formulation. Nevertheless, one is typically not interested in this norm but rather in the \( H^1(\Omega) \)-norm of the error. To obtain a priori estimates for the error in the \( H^1(\Omega) \)-norm we use a Poincaré-type inequality and combine it with the result in Céa’s lemma:

\[ \|u - u_h\|_{H^1(\Omega)} \lesssim \inf_{v_h \in V_h} \|u - v_h\|. \] (19)

Whilst the approximability in the energy norm is not robust with respect to the boundary position, these inequalities are independent of the boundary position. Therefore we can not give an optimal a priori error estimate for the \( H^1(\Omega) \)-norm.

---

1By e.g., Lemma B.63 in [19] we have \( \|u\|^2 \geq \|\nabla u\|^2_{\Omega} + \|\lambda_T^{\frac{1}{2}} u\|^2_{\partial \Omega} \geq \|\nabla u\|^2_{\Omega} + \lambda_T \|u\|^2_{\partial \Omega} \geq \delta^2 \|v\|^2_{H^1(\Omega)}, \) with \( \lambda_t \sim 1/h \) the lower bound for \( \lambda_T \).
Besides showing that the traditional method to show optimality does not hold for Nitsche’s method, we can also give an intuitive derivation of why Nitsche’s method can yield bad approximations in the $H^1(\Omega)$-norm. To do this, we compare the energy and Sobolev norms. At first sight these norms are not even equivalent, as $\|\lambda^{-\frac{1}{2}} \partial_n v\|_{\partial \Omega}$ is not bounded by the $H^1(\Omega)$-norm. This holds for all (even unsymmetric or fitted) Nitsche-type formulations however, and is not related to the problem of unbounded stabilization parameters we are targeting here. When we restrict ourselves to the space $W_h = V_h \oplus \{u\}$, both norms are equivalent:

$$c\|v_h\|_{H^1(\Omega)} \leq \|v_h\| \leq C\|v_h\|_{H^1(\Omega)}, \quad \forall v_h \in W_h. \tag{20}$$

To investigate the strength of this equivalence, we examine the constants $c$ and $C$ in (20). The first constant $0 < \frac{1}{C} < c < 1$ is bounded from below and above independent of $u$ or the cut configuration. The upper bound of $c$ follows from:

$$c = \min_{v_h \in W_h} \frac{\|v_h\|_{H^1(\Omega)}}{\|v_h\|} \leq \min_{v_h \in V_h} \frac{\|v_h\|}{\|v_h\|_{H^1(\Omega)}} = \min_{v_h \in V_h} \frac{|v_h|_{H^1}}{\|v_h\|_{H^1(\Omega)}} < 1, \tag{21}$$

with $V_h|_{\partial \Omega}$ the restriction of $V_h$ to functions that do not intersect the boundary, i.e.,

$$V_h|_{\partial \Omega} = \{v_h \in V_h | v_h = \partial_n v_h = 0 \text{ on } \partial \Omega\}.$$

The second constant in (20), $C$, does depend on the cut configuration:

$$C = \max_{v_h \in W_h} \frac{\|v_h\|}{\|v_h\|_{H^1(\Omega)}} \geq \max_{v_h \in V_h} \frac{\|v_h\|}{\|v_h\|_{H^1(\Omega)}}. \tag{22}$$

Due to the finite dimensionality of $W_h$ we have $C < \infty$, but, in contrast to $c$, $C$ clearly depends on $\lambda$ and therefore on the cut configuration. The inequality in (22) disregards the possibility that $\|\lambda^{-\frac{1}{2}} v_h\|_{\partial \Omega} \gg \|v_h\|_{H^1(\Omega)}$ for $v_h \in W_h$ due to possibly large normal derivatives of solution $u$, i.e., the general limitation for Nitsche-type methods we mentioned before. But also when this is not the case, $C$ will be large for large values of $\lambda$ however. Therefore, depending on the cut configuration, the equivalence between the energy norm and the $H^1(\Omega)$-norm can degenerate, such that the projections in the different norms can deviate from each other. With the solution to Nitsche’s method closely resembling the projection in the energy norm, this may deviate substantially from an optimal approximation in $H^1(\Omega)$.

Remark 6. Using $c$ and $C$ we can also extend (19):

$$\|u_h - v_h\|_{H^1(\Omega)} \leq \frac{1}{c} \|u - v_h\| \leq 10^{-\frac{1}{2}} \|u - v_h\| \leq 10^{-\frac{1}{2}} \|u - v_h\|_{H^1(\Omega)}, \quad \forall v_h \in V_h, \tag{23}$$

such that:

$$\|u - u_h\|_{H^1(\Omega)} \leq \left(10 \frac{C}{c} + 1\right) \inf_{v_h \in V_h} \|u - v_h\|_{H^1(\Omega)}. \tag{24}$$

This seems like a satisfying result, but note that $C/c \gg 1$ when $\lambda \gg 1$.

5. Numerical examples

In this section we will demonstrate some examples of situations where the previously discussed discretization leads to large values for the stabilization parameter. The aim of this section is to illustrate the problem described in Section 4 and to show that it is not just a problem in the a priori analysis, but really yields large discretization errors in practice.

The numerical integration on elements that only partially intersect the domain is performed using the bisection-based tessellation scheme proposed in [44] with a maximal refinement depth of two. This leads to an exact representation of the domain for the first three examples and a reasonable good geometric approximation for the other examples. To make sure the results of these last examples are not affected by geometrical errors, we adapt the boundary conditions to the approximated geometry. On the approximated geometry we apply Gauss quadrature such that functions of order $2k + 1$ are integrated exactly, in order to achieve an accurate integration of the force terms and the boundary conditions.
5.1. Example 1: An overlapping square on a triangular and quadrilateral mesh

The simplest example of a discretization with sliver cuts as described in the Section 3 is the squared domain $\Omega = (-1 - \epsilon, 1 + \epsilon)^2$ with $0 < \epsilon \ll 1$ on a structured grid that aligns with $\Omega$ for $\epsilon = 0$. The domain and the grid are shown in Figure 3a (for the triangular mesh), in which it is clearly visible that the cut elements become of arbitrarily large aspect ratios for $\epsilon \to 0$.

**Triangular grid**

We use a triangular mesh of isosceles right triangles with legs of length $h = 1/K$ with $K = 16$ and continuous piecewise linear basis functions. We apply an element local stabilization parameter by the procedure described in Section 3. We set up the problem such that the analytical solution equals $u = \sin(\pi x) + \sin(\pi y)$ and impose Dirichlet conditions through the previously discussed Nitsche method on all boundaries.

![Image of mesh and domain Ω](image)

(a) Mesh and domain $\Omega$.  
(b) Discretization errors.

Figure 3: Example 1 with a triangular grid.

The resulting discretization errors in the mesh-dependent energy norm, the $H^1(\Omega)$-norm and the $L^2(\Omega)$-norm are given in Figure 3b. From the results it is clearly visible that for $\epsilon \to 0$ the discretization error degenerates in both the energy as the $H^1(\Omega)$-norm.

**Quadrilateral grid**

We repeat the example on a quadrilateral grid with the same nodal positions as the triangular grid, i.e., the mesh size $h = 1/K$ with $K = 16$, see Figure 4a. Piecewise bilinear elements are used which lead to the same number of degrees of freedom. The results are shown in Figure 4b, from which we can observe the same tendencies for the convergence $\epsilon \to 0$.

We observe that the impact of a small $\epsilon$ is less severe on the quadrilateral grid compared to the triangular grid. The error is several orders of magnitude smaller and the diverging effect only starts at a smaller value of $\epsilon$. This difference is explained in the next paragraph, which is not a rigorous proof, but gives an intuitive illustration of the nature of the difference. It further serves as a motivation for the design of Examples 2 and 3.

**Discussion of the difference between triangular and quadrilateral grids**

In Section 4.1 we have seen that the numerical solution closely approximates the energy norm projection of the analytical solution on the finite dimensional function space. For large values of $\lambda_T$, the contribution of normal derivatives to the energy norm diminishes and we can consider the energy norm to be a weighted combination of an $L^2(\partial \Omega)$-norm on the boundary and an $H^1_0(\Omega)$-seminorm in the interior. For increasing
\( \lambda_T \propto \varepsilon^{-1} \), the balance between these weighted norms is lost, and the energy norm projection basically consists of an \( L^2(\partial \Omega) \)-norm projection for all d.o.f.’s supported on the boundary and an \( H^1(\Omega) \)-seminorm projection in the interior for the remaining d.o.f.’s. Hence, in the limit of \( \varepsilon \to 0 \), the numerical solution \( u_h \) satisfies:

\[
\lim_{\varepsilon \to 0} u_h|_{\partial \Omega} = u^*_h := \arg\min_{v_h \in V_h|_{\partial \Omega}} \| \lambda_T^{\frac{1}{2}}(v_h - g) \|_{L^2(\partial \Omega)}^2.
\]

Hence \( M := \dim(V_h|_{\partial \Omega}) \) d.o.f.’s are fixed independently of the remaining part of the variational formulation. Note that \( M = 16K + 7 \) for the triangular grid (corresponding to the number of dots minus one in Figure 5a) and that \( M = 8K + 8 \) for the quadrilateral grid (corresponding directly to the number of dots in Figure 5b). Besides constraining the boundary values, the \( L^2(\partial \Omega) \)-norm projection on the boundary can also affect the normal derivatives or even the complete numerical solution in the cut elements however. Let \( N \) denote the number of basis functions with support on \( \partial \Omega \) (squares in Figure 5), then we have \( N = 16K + 8 \) for both meshes. Note that \( N \) is also equal to the number of basis functions supported on cut elements. For the triangular grid we have \( M = N - 1 \), which implies that in the limit of \( \varepsilon \to 0 \) only one d.o.f. in all cut elements together is not constrained by the boundary condition. For the quadrilateral mesh we have \( M = 1/2N + 4 \), such that only approximately half of the d.o.f.’s supported by the boundary condition. Along the straight parts of the boundary, the normal derivatives can therefore be set by the \( H^1(\Omega) \)-seminorm projection in the interior independent of the boundary condition. Only in the corners the normal derivatives are constrained by the boundary condition. As the problematic area is much smaller compared to the case with the triangular mesh, the impact of large stabilization parameters is – although asymptotically the same – less severe.

From Figures 3b and 4b it is clear that small values of \( \varepsilon \) do not only yield bad approximations, but actually cause diverging discretization errors. To explain this effect, we note that the boundary data \( g \) has
magnitudes $\sim 1$ whilst the basis functions that are only supported on cut elements have values of magnitude $\sim \varepsilon$ on the boundary. The $L^2(\partial \Omega)$-norm projection of the boundary condition therefore constrains the coefficients of these basis functions to a value of magnitude $\sim \varepsilon^{-1}$. This results in gradients in the cut elements that scale with $\varepsilon^{-1}$, which has also been observed by peak stresses in immersed elasticity problems \[45, 46\]. These large gradients introduce an $O(\varepsilon^{-\frac{1}{2}})$ error in the $H^1(\Omega)$-norm, i.e., the sum of the volumes of the cut elements has a magnitude of $\sim \varepsilon$, whilst the error in the gradient squared has a value of magnitude $\sim \varepsilon^{-2}$. We notice that the $L^2(\Omega)$-norm error seems to be unaffected by the sliver cuts.

5.2. Example 2: An overlapping square with mixed boundary conditions

In this example we reuse the quadrilateral mesh and try to remove the problematic corner regions. To this end, we pose Neumann conditions on the left and right boundaries, $\partial \Omega_N = \{|x| = 1 + \varepsilon\}$, and Dirichlet conditions on the lower and upper boundaries, $\partial \Omega_D = \{|y| = 1 + \varepsilon\}$. Our hypothesis is that this will yield good approximation results in the $H^1(\Omega)$-norm for the quadrilateral grid, because in that case an $L^2(\partial \Omega_D)$-norm projection on the Dirichlet boundary will constrain $M = 4K + 6$ d.o.f.’s whilst the number of basis functions supported on the Dirichlet boundary equals $N = 2M$. On all elements, including the corner elements, there is exactly one constraint for every two degrees of freedom. This allows to approximate the boundary values without affecting the normal derivatives.

The results are visible in Figure 6 and indeed show that in this situation the error in the $H^1(\Omega)$-norm is robust with respect to $\varepsilon$, even though the error in the mesh-dependent energy norm still scales with $\varepsilon^{-\frac{1}{2}}$. This is because also the best possible approximation of the boundary conditions has an error, such that the energy norm error increases for increasing $\lambda$. Furthermore, we notice that the errors in the energy norm are reduced by approximately a factor $\sqrt{2}$, which is accounted for by the reduction of the size of the Dirichlet boundary by a factor 2.

5.3. Example 3: A tilted square with mixed boundary conditions

In this example we demonstrate that Example 2, be it useful for academic purposes, does not represent a general case for straight boundaries and tensor product grids. The reason that the second example yields robust approximation errors is that the Dirichlet boundary is parallel to a grid line, such that $N = 2M$, i.e., the number of d.o.f.’s constrained by the $L^2(\partial \Omega_D)$-norm projection is exactly right for linear bases. This is not generally the case for immersed methods however. In this third example we do not consider the square with boundaries $\partial \Omega_N = \{|x| = 1 + \varepsilon\}$ and $\partial \Omega_D = \{|y| = 1 + \varepsilon\}$, but consider a kinked domain with boundaries $\partial \Omega_N = \{|x - \varepsilon y| = 1\}$ and $\partial \Omega_D = \{|y - \varepsilon x| = 1\}$ as can be seen in Figure 7a. The (quadrilateral) grid and the analytical solution are the same as in the previous examples.

In this configuration we have $M = 8K + 6$ constraints in the $L^2(\partial \Omega_D)$-norm projection on the Dirichlet boundary and $N = 8K + 10$ basis functions that are supported on the Dirichlet boundary. Even though there is a kernel of dimension 4 in the projection of the boundary conditions on the nodes that are supported on the Dirichlet boundary, basis functions with values of magnitude $\sim \varepsilon$ on the boundary will be constrained
to nodal values of magnitude $\sim \varepsilon^{-1}$. The results in Figure 7b indeed show similar behavior to the first example.

5.4. Example 4: A rounded square ($\| \cdot \|_8$-norm unit ball)

The previous examples consisted of domains with piecewise straight boundaries. Because unfitted methods are generally used for complex domains, this example involves a curved boundary that creates sliver-like cuts which can occur in many realistic applications. The boundary of the domain is defined by the function $x^8 + y^8 = (1 + \varepsilon)^8$ and Dirichlet conditions are imposed on the complete boundary. A sketch of the domain is visible in Figure 8a.

The results are visible in Figure 8b. From the results we note that for this example not even the error in the $L^2(\Omega)$-norm is robust with respect to the cut configuration. Furthermore, a peculiar effect is observed as the errors don’t simply increase for decreasing $\varepsilon$, but peak at certain values. This occurs because a smaller value of $\varepsilon$ doesn’t simply imply thinner cut elements for this test case. The zones of the domain that constitute the thin (or sliver) cut elements – the parts of the domain for which $|x| > 1$ or $|y| > 1$ – do
not only get thinner but also get shorter for decreasing $\varepsilon$. The intersections between the domain boundary and the grid lines $x = \pm 1$ and $y = \pm 1$ form the boundaries of these zones, and move towards the points $x = \pm 1$, $y = 0$ and $x = 0$, $y = \pm 1$ for $\varepsilon \to 0$. As a result, the cut elements become thinner for decreasing $\varepsilon$ until these intersections shift through a vertex, removing the thinnest cut element from the system. At this point the error decreases, after which it again increases until the intersection shifts through the next vertex. Counting the number of degrees of freedom in the system confirms that the errors peak at values of $\varepsilon$ where the intersection between the boundary and the grid lines $x = \pm 1$ and $y = \pm 1$ shift through a vertex, because at these values also the number of degrees of freedom is reduced, which is indicated by the vertical gray dash dotted lines in the figure.

5.5. Higher order basis functions and three-dimensional domains

The same effects as observed in the previous examples occur for higher order basis functions and three-dimensional domains. The fourth example has also been used to investigate the behavior of a second order discretization. The results are visible in Figure 9. Note that this also requires a larger stabilization parameter as the space $V_h^{1/2}$ in (10) is larger for higher order bases. In Figure 10 the results of example 4 in a three-dimensional setting are visible. The domain is defined as $x^3 + y^3 + z^3 < (1 + \varepsilon)^3$, Dirichlet conditions are imposed on the complete boundary and the approximated solution equals $u = \sin(\pi x) + \sin(\pi y) + \sin(\pi z)$. For this three-dimensional computation we have used a first order trilinear basis on a grid with size $h = 1/8$ instead of $h = 1/16$ and the maximal refinement depth has been reduced to 0 to save computation time. Also in three dimensions the same effect is observed.

5.6. Summary of observations

In the previous examples we observed that sliver-like cut configurations (on Dirichlet boundaries) can cause severe problems in the discretization. The discretization error measured in the $H^1(\Omega)$-norm and the mesh-dependent energy norm can not be bounded independently of $\varepsilon$, the parameter that controls the volume ratios in the sliver cut elements. While the $L^2(\Omega)$-norm error seems to be robust for the simple cases, it is not for the more complex examples.

We tried to give an interpretation of the origins that trigger the large errors for small $\varepsilon$ and were able to characterize a difference in the relative number of d.o.f.’s involved in the projection of the Dirichlet conditions by the penalty terms. As a result, in Example 1 the effect is more severe for the triangular discretization than for the quadrilateral discretization. On specific domains, the instabilities due to the sliver cases are even not triggered at all, as demonstrated in Example 2. This is similar to penalty methods for boundary fitting discretizations, where exactly the right number of d.o.f.’s is involved in the penalty, such that very large penalties can be applied [47]. However, small deviations immediately display the missing robustness
with respect to $\varepsilon$ and lead to large errors, cf. Example 3. We have obtained similar results for a more complicated domain with curved boundaries, for quadratic basis functions and in three dimensions, such that the results do not only apply for piecewise (bi-)linear discretizations and two-dimensional problems on simple domains.

6. Conclusion and resolutions of the problem

From Section 4 and 5 it is evident that the stabilization parameter needs to be bounded in order to guarantee optimal approximation properties. In fact, several modifications of Nitsche’s method that preclude the previously discussed problems already exist in the literature. We divide these in three groups. Firstly, we discuss alternatives to the symmetric Nitsche formulation. Secondly, there exist approaches to preclude degrees of freedom that have very small supports in the problem domain, such that the required stabilization parameter is bounded. Thirdly, we discuss a stabilization mechanism called the ghost penalty, which achieves a similar effect by penalizing jumps in normal derivatives along boundaries of cut elements.

6.1. Alternative formulations

The most obvious alternative for the symmetric Nitsche formulation is the unsymmetric Nitsche formulation, e.g., [48–50], which however is not adjoint consistent. Other methods to weakly impose Dirichlet conditions are the penalty method and the use of Lagrange multipliers and related methods, e.g., [47, 51–53].

Another approach with unfitted grids is to manipulate the function space such that it allows for the strong imposition of boundary conditions, i.e., [54–56].

6.2. Precluding d.o.f.’s with small supports in the problem domain

When the system does not contain functions with very small supports in the problem domain, it follows from (10) that the required stabilization parameter is reduced. This is an additional advantage of methods that eliminate functions with very small supports from the system, which were initially introduced in order to improve the conditioning of the system matrix. The simplest way to achieve this is by simply excluding these basis functions from the basis, e.g., [28, 44, 56, 57], which however may decrease the accuracy. In [54, 55, 58–60], functions with small supports in the problem domain are constrained to geometrically nearby functions, which decreases the required stabilization parameter without compromising the accuracy. Another approach that precludes basis functions from having a very small stiffness (having the same effect as precluding functions with a very small support) is using a fictitious domain stiffness, e.g., [12], which is thoroughly analyzed in [61].

6.3. Ghost penalty

The ghost penalty, see [2, 26], is a consistent penalty term that can be added to the bilinear form and which is customary in methods referred to as CutFEM, see e.g., [3]. The ghost penalty introduces a penalty in the vicinity of the boundary that weakly bounds polynomials of neighboring elements to coincide. This is done by adding terms that penalize jumps in the normal derivatives along element interfaces or local projection type penalties [62]. This weakly enforces higher order continuity along element interfaces near the boundary, and therefore relates functions with small support in the boundary region to interior functions. Similar to strongly enforcing this higher order continuity by constraining basis functions with small supports to geometrically nearby functions, this effectively controls and bounds the stabilization parameter. Besides bounding the stabilization parameter, penalizing the jumps in the normal derivatives gives control over the gradients in cut elements and therefore impede gradients of magnitude $\sim \varepsilon^{-1}$, which we observed in the cut elements.

Remark 7. Inspired by the observations in the experiments, we also suggest a quick fix that is simple to implement. To alleviate the problem of unbounded stabilization parameters, we modify Nitsche’s method to a hybrid Nitsche-penalty method. First, we manually set an upper bound for the stabilization parameter $C_\lambda > 0$. We then use Nitsche’s method on the elements where the required stabilization parameter (computed
as in \((10)\) is smaller than this upper bound and use a penalty method (i.e., no flux terms) with penalty parameter \(C_\lambda\) on the elements where Nitsche’s method would require a larger value than this manually set upper bound. Bounding the penalty parameter is easily motivated from an accuracy point of view, when considering the results and analysis previously presented in this manuscript. It is noted that a pure penalty method is not consistent with the initial problem \((9)\). This inconsistency can be argued to be acceptable however, considering that this generally only occurs on very small parts of the domain and that on these parts of the boundary the flux terms are negligibly small compared to the penalty terms anyway.

This hybrid Nitsche-penalty method yields good approximations in the \(H^1(\Omega)\)-norm for the fourth test case, with \(C_\lambda = 16 \cdot 10^3\). The results are visible in Figure 11 and show that the quality of the approximation is virtually independent of \(\varepsilon\). This suggests that this could be a simple and straightforward fix for this problem. We consider this a preliminary result however, as this adaptation of the method has not undergone rigorous testing. Also setting the value of \(C_\lambda\) needs a more thorough analysis and could require different values for different mesh sizes, higher order discretizations and other problems than Poisson’s problem.

\[
\|u - u_h\|_2 := \|\nabla u\|_{L^2(\Omega)}^2 + \|\lambda^{\frac{1}{2}} \partial_n u\|_{L^2(\Gamma_{\text{Nitsche}})}^2 + \|\lambda^{\frac{1}{2}} v\|_{L^2(\Gamma_{\text{Nitsche}})}^2 + \|C_\lambda^{\frac{1}{2}} v\|_{L^2(\Gamma_{\text{penalty}})}^2.
\]

Figure 11: Discretization errors of the modification of Nitsche’s method for Example 4. The energy norm error for this hybrid method is defined as: \(\|u - u_h\|_2 := \|\nabla u\|_{L^2(\Omega)}^2 + \|\lambda^{\frac{1}{2}} \partial_n u\|_{L^2(\Gamma_{\text{Nitsche}})}^2 + \|\lambda^{\frac{1}{2}} v\|_{L^2(\Gamma_{\text{Nitsche}})}^2 + \|C_\lambda^{\frac{1}{2}} v\|_{L^2(\Gamma_{\text{penalty}})}^2\).
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