A non-parametric shape optimization approach for solving inverse problems in directed self-assembly of block copolymers
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Abstract. In this work we consider the inverse problem of finding guiding pattern shapes that result in desired self-assembly morphologies of block copolymer melts. Specifically, we model polymer self-assembly using Self-Consistent Field Theory and derive in a non-parametric setting the sensitivity of the misfit between desired and actual morphologies to arbitrary perturbations in the guiding pattern shape. The obtained sensitivities are used for optimization of the confining pattern shapes such that the misfit between desired and actual morphologies is minimized. The efficiency and robustness of the proposed algorithm is demonstrated on a number of examples related to templating Vertical Interconnect Accesses.
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1 Introduction

The self-assembling characteristics of block copolymer melts have the potential to further enhance the nanofabrication techniques of electronic components.\textsuperscript{1,2} Typically, the polymer self-assembly needs to be guided using external physical and chemical stimuli to achieve desired template morphologies.\textsuperscript{3} It is relatively straightforward to predict the self-assembling polymer structure in a given guiding design using either the Ohta-Kawasaki phase-field model\textsuperscript{4} or more accurate Self-Consistent Field Theory.\textsuperscript{5} However, the inverse problem to that, i.e., finding guiding design that results in a desired morphologies, could be significantly more challenging due to the highly non-linear nature of the mathematical theories describing the polymer self-assembly. In certain applications, this problem can be easily solved by a simple trial and error approach given the low dimensionality of the control variable, for example, the distance between guiding features in density multiplication techniques.\textsuperscript{6–8} However, in other applications the control variable can be of very high finite dimensionality, for example, positions of guide posts for generating complex struc-
tures,\textsuperscript{9,10} or even infinitely dimensional, for example, the shape of confining mask for templating Vertical Interconnect Accesses (VIAs).\textsuperscript{11–13} Advanced solution techniques are required in such situations.

In the context of obtaining optimized shapes of confining mask for templating of VIAs, this challenging inverse problem has been previously approached, for example, by using SCFT and parameterizing the confinement geometry with several degrees of freedom.\textsuperscript{14,15} The derivatives of the cost functional with respect to such degrees of freedom, which are needed for an efficient optimization, were approximated either using a brute-force finite difference approach or a linearization of SCFT equations. In another work,\textsuperscript{12,13} a non-parametric description of the confining mask was employed leveraging the Level-Set Method,\textsuperscript{16,17} a powerful methodology for implicit representation and manipulation of arbitrary geometries. However, the optimization problem was solved only approximately using intuitive physical arguments. In this work, we propose an approach that combines the strengths of previous works. Specifically, we model the polymer self-assembly using SCFT and derive in a non-parametric setting the exact sensitivities of the cost functional with respect to arbitrary deformation in the shape of confining mask. Using this information in conjunction with the machinery of the Level-Set Method, we efficiently optimize the shapes of confining masks with respect to the misfit between actual and desired morphologies.

The rest of this manuscript is organized in the following way. Section 2 briefly introduces governing equations of the Self-Consistent Field Theory that describes self-assembly of block copolymer melts. In Section 3 we derive non-parametric sensitivities of the self-assembled morphology to the shape of guide pattern. In Section 4 we discuss numerical aspects of this work. Section 5 contains examples of applying the proposed methodology in different situations. Finally, Section 6 concludes the manuscript.
2 Mathematical model of block copolymer self-assembly

In this work we employ Self-Consistent Field Theory\textsuperscript{5} for modeling self-assembly of block copolymer melts. Let us consider an AB-type diblock copolymer melt confined in a guide pattern of shape $\Omega$ with boundary $\Gamma$. Using a common notation, we denote the total number of statistical segments in each polymer chain as $N$, the fraction of segments belonging to chemical species A as $f$, and the Flory-Higgins parameter characterizing the interaction strength between species A and B as $\chi$. As shown in,\textsuperscript{18} the total energy per polymer chain of such a system can be written as

$$H = \frac{1}{V} \int_{\Omega} \left( \frac{\mu_-}{\chi N} - \mu_+ \right) d\mathbf{x} - \log(Q) + \sigma \int_{\Gamma} (\rho_A \gamma_A + \rho_B \gamma_B) d\Gamma$$

where $\mu_+$ and $\mu_-$ denote the fluctuating pressure and exchange chemical fields, $V$ is the volume of the guide pattern, $Q$ is the single-chain partition function, $\sigma = \frac{N v_0}{R_0} \frac{1}{k_B T}$ is a constant factor, $\gamma_A$ and $\gamma_B$ are surface energies between walls of the guide patterns and chemical species A and B, $\rho_A$ and $\rho_B$ are the density fields of block A and B. The single-chain partition function $Q$ and density fields $\rho_A$, $\rho_B$ can be calculated using the so-called forward and backward chain propagators $q = q(s, \mathbf{x})$ and $q^\dagger = q^\dagger(s, \mathbf{x})$

$$Q = \frac{1}{V} \int_{\Omega} q(1, \mathbf{x}) d\mathbf{x},$$

$$\rho_A = \frac{1}{Q} \int_0^f q(s, \mathbf{x}) q^\dagger(s, \mathbf{x}), ds$$

$$\rho_B = \frac{1}{Q} \int_f^1 q(s, \mathbf{x}) q^\dagger(s, \mathbf{x}), ds$$

which, in their turn satisfy the following modified diffusion equations
\[
\begin{align*}
\begin{cases}
\partial_s q + \mu(s) q &= \nabla^2 q, & r \in \Omega, & 0 < s \leq 1, \\
\partial_n q + \sigma (\gamma(s) - \gamma_c) q &= 0, & r \in \Gamma, & 0 < s \leq 1,
\end{cases}
q = 1, & r \in \Omega, & s = 0
\end{align*}
\]  

and

\[
\begin{align*}
\begin{cases}
-\partial_s q^\dagger + \mu(s) q^\dagger &= \nabla^2 q^\dagger, & r \in \Omega, & 0 \leq s < 1, \\
\partial_n q^\dagger + \sigma (\gamma(s) - \gamma_c) q^\dagger &= 0, & r \in \Gamma, & 0 \leq s < 1,
\end{cases}
q^\dagger = 1, & r \in \Omega, & s = 1
\end{align*}
\]

where \( \gamma_c = \rho_A \gamma_A + \rho_B \gamma_B \),

\[
\mu(s) = \begin{cases}
\mu_+ - \mu_-, & s < f \\
\mu_+ + \mu_-, & s > f
\end{cases}, \quad \text{and} \quad \gamma(s) = \begin{cases}
\gamma_A, & s < f \\
\gamma_B, & s > f
\end{cases}
\]

Note that the terms containing \( \gamma_c \) in the Robin boundary conditions above ensures the consistency with the incompressibility of the melt as discussed in.\(^{18}\)

The stable polymer morphologies correspond to saddle points of the energy functional \( \mathcal{H} \) and satisfy

\[
\begin{align*}
\frac{\delta \mathcal{H}}{\delta \mu_+} &= \rho_A + \rho_B - 1 = 0, \quad (3) \\
\frac{\delta \mathcal{H}}{\delta \mu_-} &= \frac{2\mu_-}{\chi N} - \rho_A + \rho_B = 0. \quad (4)
\end{align*}
\]

Given the nonlinear character of the theory such solution are typically obtained iteratively using steepest descent/ascent methods. Note that in the formulation used in this work density fields \( \rho_A \) and \( \rho_B \) are calculated through \( q \) and \( q^\dagger \), while boundary conditions for \( q \) and \( q^\dagger \) themselves depend on \( \rho_A \) and \( \rho_B \). An iterative solution of such a non-linearity is discussed in.
3 Sensitivity of polymer morphology to confining mask’s geometry

The SCFT provides the means for obtaining BCP density fields for any confining geometry, that is, for solving the forward problem. In order to solve the inverse problem, that is, find the confining geometry that results in a specified density profile, we define a cost functional that measures the deviation between an actual density field and a desired one and analytically derive its sensitivity to the confinement shape. Specifically, noting that the density fields \( \rho_A \) and \( \rho_B \) are directly related to the exchange field \( \mu_- \) through the SCFT equation (4), we define the cost functional as:

\[
\mathcal{F} = \frac{1}{\chi_{AB}N} \int_{\Omega} (\mu_- - \mu_t)^2 \, d\mathbf{r} + \alpha \int_{\Gamma} d\mathbf{r},
\]

where \( \Omega \) and \( \Gamma \) denote the confining geometry and its boundary, \( \mu_t \) is a desired density field configuration (see figure 1), and \( \alpha \) is the curvature penalization parameter. The factor \( \frac{1}{\chi_{AB}N} \) is introduced solely for the sake of convenience in further calculations. Since the efficiency and viability of the directed self-assembly is based on the ability to produce ordered nanostructures of characteristic dimensions smaller than those of guiding masks, it is important to have the means for controlling the maximum allowable curvature of the confining masks. To do so, we introduce a term penalizing for the total perimeter of the shape into the cost functional. However, we note that

Fig 1: Problem geometry and notation used in section 3. The desired density field configuration is represented by the three disks.
more intricate strategies can potentially be employed as well.

To derive the sensitivity of the cost functional 5 with respect to deformations in confining shape \( \Omega \) it is convenient to consider a situation in which the confining boundary \( \Gamma \) is evolving with some normal velocity \( v_n = v_n(\tau, \mathbf{r}) \) in fictitious time \( \tau \) and compute the derivative of the cost functional with respect to \( \tau \). In doing so, one must take into account the fact that changes in geometry of confining mask \( \Omega \) leads to changes in chain propagators, \( q \) and \( q^\dagger \), and chemical fields, \( \mu_+ \) and \( \mu_- \), according to diffusion equations (1)-(2) and equilibrium conditions (3)-(4). Treating these equations as constraints, we define a Lagrangian functional according to

\[
\mathcal{L} = \int_\Omega \frac{(\mu_- - \mu_+)^2}{\chi AB N} \, d\mathbf{r} + \alpha \int_\Gamma d\Gamma + \int_\Omega \lambda_+ \left[ \frac{1}{2} \int_0^1 q q_c \, ds - \int_0^1 q q_c \, ds \, dr' \right] \, d\mathbf{r} \\
+ \int_\Omega \lambda_- \left[ \frac{2}{\chi N} \mu_- \int_0^1 q q_c \, ds \, dr' + \int_0^1 \text{sign}(s - f) q q_c \, ds \right] \, d\mathbf{r} \\
+ \int_\Omega (q(1)\lambda_c(1) - \lambda_c(0)) \, d\mathbf{r} + \int_0^1 \left[ -q \partial_s \lambda_c + \mu q \lambda_c + \nabla q \cdot \nabla \lambda_c \right] \, ds \, d\mathbf{r} \\
+ \int_\Omega (q_c(0)\lambda(0) - \lambda(1)) \, d\mathbf{r} + \int_0^1 \left[ q_c \partial_s \lambda + \mu q_c \lambda + \nabla q_c \cdot \nabla \lambda \right] \, ds \, d\mathbf{r} \\
+ \int_\Gamma \int_0^1 \sigma(\gamma(s) - \gamma_c) q \lambda^\dagger \, ds \, dr + \int_\Gamma \int_0^1 \sigma(\gamma(s) - \gamma_c) q^\dagger \lambda \, ds \, dr,
\]

where \( \lambda, \lambda^\dagger, \lambda_- \), and \( \lambda_+ \) are the Lagrange multipliers. Note that equilibrium conditions (3)-(4) are incorporated after explicitly expressing density fields through \( q \) and \( q^\dagger \), and diffusion equations (1)-(2) are incorporated using their weak forms. The full derivative of the cost functional with respect to \( \tau \) is equal to the partial derivative of the above Lagrangian provided the following optimality
conditions are satisfied:

\[ \delta_q \mathcal{L} = \int_0^1 \int_\Omega \frac{\delta \mathcal{L}}{\delta q} dq \, dx \, ds = 0 \forall \delta q, \quad \delta_\lambda \mathcal{L} = \int_0^1 \int_\Omega \frac{\delta \mathcal{L}}{\delta \lambda} \delta \lambda \, dx \, ds = 0 \forall \delta \lambda, \]

\[ \delta_q^\dagger \mathcal{L} = \int_0^1 \int_\Omega \frac{\delta \mathcal{L}}{\delta q^\dagger} \delta q^\dagger \, dx \, ds = 0 \forall \delta q^\dagger, \quad \delta_{\lambda^\dagger} \mathcal{L} = \int_0^1 \int_\Omega \frac{\delta \mathcal{L}}{\delta \lambda^\dagger} \delta \lambda^\dagger \, dx \, ds = 0 \forall \delta \lambda^\dagger, \]

\[ \delta_{\mu^+} \mathcal{L} = \int_\Omega \frac{\delta \mathcal{L}}{\delta \mu^+} \delta \mu^+ \, dx = 0 \forall \delta \mu^+, \quad \delta_{\lambda^+} \mathcal{L} = \int_\Omega \frac{\delta \mathcal{L}}{\delta \lambda^+} \delta \lambda^+ \, dx = 0 \forall \delta \lambda^+, \]

\[ \delta_{\mu^-} \mathcal{L} = \int_\Omega \frac{\delta \mathcal{L}}{\delta \mu^-} \delta \mu^- \, dx = 0 \forall \delta \mu^-, \quad \delta_{\lambda^-} \mathcal{L} = \int_\Omega \frac{\delta \mathcal{L}}{\delta \lambda^-} \delta \lambda^- \, dx = 0 \forall \delta \lambda^- . \]

It is trivial to show that the conditions from the right column simply recover equations (1), (2), (3), and (4), respectively. The conditions from the left column provide the equations for the Lagrange multipliers. Taking the corresponding variations of the Lagrangian and equating them to zero, one obtains the following integral equations:

\[ \delta_q \mathcal{L} = \int_\Omega \int_0^1 \left( -\delta q \partial_s \lambda^\dagger + \mu \delta q \lambda_c + \mu \lambda \delta q^\dagger + \nabla \delta q \cdot \nabla \lambda^\dagger \right) \, ds \, dr \]

\[ + \int_\Omega \delta q(1) \lambda_c(1) \, dr + \int_{\Gamma} \int_0^1 \sigma(\gamma(s) - \gamma_c) \delta q^\dagger \, ds \, dr = 0, \quad \forall \delta q, \]

\[ \delta_q^\dagger \mathcal{L} = \int_\Omega \int_0^1 \left( \delta q^\dagger \partial_s \lambda + \mu \delta q^\dagger \lambda + \mu \lambda \delta q^\dagger + \nabla \delta q^\dagger \cdot \nabla \lambda \right) \, ds \, dr \]

\[ + \int_\Omega \delta q^\dagger(0) \lambda(0) \, dr + \int_{\Gamma} \int_0^1 \sigma(\gamma(s) - \gamma_c) \lambda \delta q^\dagger \, ds \, dr = 0, \quad \forall \delta q^\dagger, \]
\[
\delta_{\mu_-} L = \int_{\Omega} \frac{2(\mu_+ - \mu_0)}{\chi_{AB} N} \delta \mu_+ \, dr + \int_{\Omega} \frac{2}{\chi N} \lambda_- \int_{\Omega} \int_{0}^{1} q q \, ds \, dr' \delta \mu_- \, dr \\
+ \int_{\Omega} \int_{0}^{1} \text{sign}(s - f) (q \lambda^\dagger + q^\dagger \lambda) \delta \mu_- \, dr = 0, \quad \forall \delta \mu_- ,
\]

\[
\delta_{\mu_+} L = \int_{\Omega} \int_{0}^{1} (q \lambda^\dagger + q^\dagger \lambda) \, ds \delta \mu_+ \, dr = 0, \quad \forall \delta \mu_+ ,
\]

where

\[
\mu_\lambda = \lambda_+ - \langle \lambda_+ \rangle + \text{sign}(s - f) \lambda_- + \left\langle \frac{2 \mu_- \lambda_-}{\chi N} \right\rangle .
\]

Using the divergence theorem, it can be shown that the first two of the above equations are weak forms of the following diffusion equations for \( \lambda \) and \( \lambda^\dagger \):

\[
\begin{aligned}
\begin{cases}
\partial_s \lambda + \mu(s) \lambda + \mu_\lambda(s) q = \nabla^2 \lambda, \\
\partial_n \lambda + \sigma (\gamma(s) - \gamma_c) \lambda = 0, \\
\lambda(0, r) = 0,
\end{cases}
\end{aligned}
\]  
(6)

and

\[
\begin{aligned}
\begin{cases}
-\partial_s \lambda^\dagger + w \lambda^\dagger + w_\lambda q^\dagger = \nabla^2 \lambda^\dagger, \\
\partial_n \lambda^\dagger + \sigma (\gamma(s) - \gamma_c) \lambda^\dagger = 0, \\
\lambda^\dagger(1, r) = 0.
\end{cases}
\end{aligned}
\]  
(7)

The latter two integral equations are weak formulations of

\[
\rho^\lambda_A(r) + \rho^\lambda_B(r) = 0, \quad (8)
\]

\[
\rho^\lambda_A(r) - \rho^\lambda_B(r) = 2 \frac{\lambda_-(r) + \mu_-(r) - \mu_t(r)}{\chi_{AB} N}, \quad (9)
\]

where \( \rho^\lambda_A \) and \( \rho^\lambda_B \) are defined as
\[ \rho^\lambda_A(\mathbf{r}) = \frac{1}{Q} \int_0^f (q\lambda_c + q_c\lambda) \, ds, \]
\[ \rho^\lambda_B(\mathbf{r}) = \frac{1}{Q} \int_f^1 (q\lambda_c + q_c\lambda) \, ds. \]

As one can see, the Lagrange multipliers \( \lambda, \lambda^\dagger, \lambda_-, \) and \( \lambda_+ \) satisfy a system of equations (6), (7), (8), (9) that has an analogous structure as the original system of the SCFT equations (1), (2), (3), (4). Thus, we employ the same steepest descent/ascent strategy to solve for \( \lambda, \lambda^\dagger, \lambda_-, \) and \( \lambda_+ \).

Finally, taking the partial derivative of \( \mathcal{L} \) with respect to \( \tau \) produces (see, e.g., for differentiation formulas for integral quantities):

\[
\frac{d\mathcal{F}}{d\tau} = \frac{\partial \mathcal{L}}{\partial \tau} = \int_\Gamma \left\{ \frac{(\mu_-(\mathbf{r}) - \mu_+(\mathbf{r}))^2}{\chi N} - \frac{\lambda(1) + \lambda_c(0)}{2Q} + \frac{2\mu_-\lambda_-}{\chi N} - \left\langle \frac{2\mu_-\lambda_-}{\chi N} \right\rangle \right. \\
- \left. \lambda_+ + \left\langle \lambda_+ \right\rangle + \alpha \kappa \right\} v_n \, d\Gamma, \tag{10} \]

where \( \kappa \) is the mean curvature of the confining geometry. The derived expression can be used for finding the confinement shapes that result in the closest match between the desired configuration \( \mu_t \) and the actual one \( \mu_- \) by iteratively evolving the shapes under the velocity field:

\[
v_n = -\left\{ \frac{(\mu_-(\mathbf{r}) - \mu_+(\mathbf{r}))^2}{\chi N} - \frac{\lambda(1) + \lambda_c(0)}{2Q} + \frac{2\mu_-\lambda_-}{\chi N} - \left\langle \frac{2\mu_-\lambda_-}{\chi N} \right\rangle \right. \\
- \left. \lambda_+ + \left\langle \lambda_+ \right\rangle + \alpha \kappa \right\}.
\]

4 Numerical aspects

Up until this point, the presented approach does not rely on any specific numerical methods. Thus, it could be implemented in any numerical framework advanced enough to solve diffusion equations with Robin boundary conditions in irregular domains and handle geometry evolution. In this work,
we use a combination of the Level-Set Method,\textsuperscript{16,17} adaptive Cartesian grids and sharp-interface finite-volume methods for solving PDE along the lines of.\textsuperscript{19} Diffusion equations (1)-(2) are solved with a finite-volume method presented in.\textsuperscript{20} Manipulation of problem geometry is performed by using a semi-implicit advection scheme as described in.\textsuperscript{21,22}

5 Results

In this section, we present a number of numerical examples to validate the proposed framework and demonstrate its capabilities.

In all the numerical examples of this section, we consider a cylinder-forming diblock copolymer described by parameters $f = 0.3$ and $\chi_{AB}N = 30$. All target patterns consist of cylindrical domains and the target field $\mu_t$ of each cylindrical domain is taken as:

$$\mu_t = \frac{1}{2}\chi_{AB}N \text{sgn}(\phi) \left( \exp\left( -|\phi| \sqrt{\chi_{AB}N} \right) - 1 \right),$$

where

$$\phi(x, y) = \sqrt{(x - x_c)^2 + (y - y_c)^2} - r_0,$$

and $r_0$ and $(x_c, y_c)$ are the target domain’s radius and center, respectively.

5.1 Validation test

Before presenting some practical applications of the proposed algorithm for the inverse design problem in DSA, we first validate it on a synthetic test. Specifically, we consider a circular confining domain of radius $3.5R_g$, a circular target domain of radius $1.0R_g$, and impose deformation velocities according to
Figure 2 illustrate the self-assembly under an imposed deformation of the surface. Figure 3 shows the comparison between the change in the cost functional calculated directly and as predicted by the analytical expression (10). The close match between the actual change and the predicted one illustrates the validity of the proposed approach.

\[ v_x = x \cos(5\tau), \]
\[ v_y = -y \cos(5\tau). \]

**5.2 Influence of domain size and spacing**

We start with a simple case of designing confining masks for the placement of two cylindrical domains formed by the minority component. Specifically, we investigate the influence of the domains’ size and spacing on the resulting mask shapes. Figure 4 illustrates mask shapes obtained using the proposed optimization algorithm for cylindrical radii ranging from \( r_0 = 0.9R_g \) to \( r_0 = 1.2R_g \) and domain spacings ranging from \( \Delta r = 2.75R_g \) to \( \Delta r = 4R_g \), where \( R_g \) is the radius.
of gyration of the block copolymer chains. The value of $\alpha = 0.1$ is used for curvature penalization.

The results indicate that the proposed method is successful for almost every case considered and

| $d$  | $r_0 = 0.9$ | $r_0 = 1.0$ | $r_0 = 1.1$ | $r_0 = 1.2$ |
|------|-------------|-------------|-------------|-------------|
| 2.75 | ![Image](1)  | ![Image](2)  | ![Image](3)  | ![Image](4)  |
| 3.00 | ![Image](5)  | ![Image](6)  | ![Image](7)  | ![Image](8)  |
| 3.25 | ![Image](9)  | ![Image](10) | ![Image](11) | ![Image](12) |
| 3.50 | ![Image](13) | ![Image](14) | ![Image](15) | ![Image](16) |
| 3.75 | ![Image](17) | ![Image](18) | ![Image](19) | ![Image](20) |
| 4.00 | ![Image](21) | ![Image](22) | ![Image](23) | ![Image](24) |

Fig 4: Confining masks for placement of two cylinders for different design parameters. Coloring shows the density configuration of the self-assembled polymer while the solid black line represent the target template.

produces confining geometries that results not only in accurate placement of domain centers but their overall shapes as well. In some cases, the algorithm is able to find a mask geometry that will guide the self-assembly towards the target design. However, those cases consider small well distances and/or large cylinders radii, which forces the cylindrical polymer domains to be placed too close to each other and eventually merge. Thus, it should be interpreted as the non-existence of solution in these cases rather than the deficiency of the method.
One can notice that depending on the target pattern geometry, the resulting confining masks can have either concave or convex features to accommodate for the polymer chains jammed between cylindrical domains. In either cases, such features have scales smaller than the target pattern, which makes such confining masks of a little practical value. However, we now show how the mask’s smoothness can be controlled through adjusting the curvature penalization parameter $\alpha$. Specifically, we consider a case with concave features ($d = 4R_g$, $r_0 = R_g$) and a case with convex features ($d = 3R_g$, $r_0 = 1.1R_g$). Figure 5 demonstrates the resulting confining mask in the cases where the curvature penalization parameter take the values 0.1, 0.2, 0.4, 0.8, and 1.6. As one can see, the proposed approach performs well under curvature constraints producing confining masks of desired smoothness that, at the same time, guide the polymer self-assembly very precisely to its target design.

5.3 Influence of relative orientation

Now we turn our attention to designing confining masks for the placement of a line of five cylinders making a turn at a specified angle. We consider angles ranging from $\theta = 60^\circ$ to $\theta = 150^\circ$. In addition, we investigate several cylinder spacing values ranging from $\Delta r = 3R_g$ to $\Delta r = 4R_g$. 

Fig 5: Confining masks for two cylindrical domains placed $3R_g$ (top row) and $4R_g$ (bottom row) apart and varying the parameter $\alpha$ controlling the smoothness of the mask. Coloring shows the density configuration of the self-assembled polymer while the solid black line represent the target template.
Figure 4 illustrates the resulting confining masks. As one can see, the proposed algorithm was able to find confining masks that result in very close matches between actual polymer morphologies and the desired ones, except for the case $\theta = 90^\circ$ and domain spacing $\Delta r = 3R_g$. However, we do not interpret this as a deficiency of the numerical method but as a more fundamental incommensurability between the desired template and the intrinsic properties of the polymer material considered. Indeed, in the cases of angles $\theta = 60^\circ$ and $\theta = 120^\circ$, which are more commensurate with the intrinsically favorable hexagonally packed polymer morphology, the inverse design is successful.

| $d$ | $60^\circ$ | $90^\circ$ | $120^\circ$ | $150^\circ$ |
|-----|------------|------------|-------------|-------------|
| 3.00 | ![Image](image1.png) | ![Image](image2.png) | ![Image](image3.png) | ![Image](image4.png) |
| 3.25 | ![Image](image5.png) | ![Image](image6.png) | ![Image](image7.png) | ![Image](image8.png) |
| 3.50 | ![Image](image9.png) | ![Image](image10.png) | ![Image](image11.png) | ![Image](image12.png) |
| 3.75 | ![Image](image13.png) | ![Image](image14.png) | ![Image](image15.png) | ![Image](image16.png) |
| 4.00 | ![Image](image17.png) | ![Image](image18.png) | ![Image](image19.png) | ![Image](image20.png) |

Fig 6: Confining mask for the placement of a line of cylinders making a specified turn. Coloring shows the density configuration of the self-assembled polymer domains while the solid black line represent the target template.
5.4 Confining mask for more complex templates

Finally, in order to demonstrate the robustness and the flexibility of the proposed optimization algorithm, we apply it to the design of confining masks for more complex templates. Specifically, we consider the C, A, S, L, U, and B shaped patterns guiding 6, 9, 7, 6, 8, and 9 cylindrical domain, correspondingly. In all cases, the characteristic distance between the cylindrical domains and their size are chosen to be $\Delta r = 3.5R_g$ and $r_0 = R_g$. Figure 7 illustrates the output of the optimization algorithm and demonstrates that successful and non-trivial confining masks are obtained for all patterns.

Fig 7: Confining masks for guiding cylindrical domains in the C, A, S, L, U, and B shaped patterns. Coloring shows the density configuration of the self-assembled polymer domains while the solid black line represent the target template.

6 Conclusion

In this work we introduced an adjoint-based method for non-parametric shape optimization of guiding patterns in Directed Self-Assembly Lithography. The approach is based on using exact analytical sensitivities of the misfit between desired and actual morphologies of polymer self-assembly, which is modeled using Self-Consistent Field Theory. The method was applied to obtain confining masks for placement of cylindrical domains formed by a diblock copolymer in a number of different patterns. The method was shown to be able to produce masks that result not only in an accurate placement of cylindrical domains but accurate dimensions as well. Additionally, it was applied to cases of rather complicated patterns to demonstrate the method’s robustness.
Note, however, that the presented algorithm is aimed only at producing candidate geometries of guiding patterns that result in desired polymer morphologies and does not guarantee whether such morphologies are energetically preferred in these geometries. Improving the algorithm to take into account undesired competing polymer morphologies will be a topic of future research. Another direction of future work will be an integration with lithographic simulations predicting geometries of guiding patterns.
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