The Laplacian and normalized Laplacian spectra of Möbius polyomino networks and their applications
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Abstract. Spectral theory has widely used in complex networks and solved some practical problems. In this paper, we investigated the Laplacian and normalized Laplacian spectra of Möbius polyomino networks by using spectral theory. Let $M_n$ denote Möbius polyomino networks ($n \geq 3$). As applications of the obtained results, the Kirchhoff index, multiplicative degree-Kirchhoff index, Kemeny’s constant and spanning trees of $M_n$ are obtained. Moreover, it is surprising to find that the multiplicative degree-Kirchhoff index of $M_n$ is nine times as much as the Kirchhoff index.
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1. Introduction

In 1964, Heilbronner [1] proposed Möbius aromatic based on Huckel’s molecular orbital theory. Compared with Huckel’s system, the Möbius system is stable because of its closed shell structure. In recent years, compounds with Möbius aromatic have been synthesized. In particular, Ma et al. [2] studied the normalized Laplacian spectrum for the hexagonal Möbius graphs. Then, Geng et al. [3] obtained the normalized Laplacian spectrum of Möbius phenylene chain. For other graphs, see [5–11]. Motivated by these, we investigate the Laplacian network of Möbius phenylenes Chain. In 2019, Lei et al. [4] studied the normalized Laplacian spectrum for the hexagonal Möbius graphs. Then, Geng et al. [3] obtained the

The traditional concept of distance is the length of the shortest path between vertices $i$ and $j$, represented by $d_{ij}$. The Wiener index [14] was proposed as $W(G) = \sum_{i<j} d_{ij}$. Wiener index has been extensively studied in chemistry. In the past two decades, the research on the Wiener index are shown in references [15]. In 1994, the Gutman index [19] was proposed as $Gut(G) = \sum_{i<j} d_{ij}d_{ij}$. Klein and Randic [20] was the first to put forward the concept of resistance distance, and the resistance distance between vertices $i$ and $j$ is denoted by $r_{ij}$. One famous resistance distance-based parameter called the Kirchhoff index [21], namely $Kf(G) = \sum_{i<j} r_{ij}$. In 2007, Chen et al. [21] defined the multiplicative
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degree-Kirchhoff index as $Kf^*(G) = \sum_{i<j} d_id_j r_{ij}$. For convenience, Gutman and Zhu et al. \[22, 23\] introduced the Kirchhoff index as

$$Kf(G) = n \sum_{k=2}^{n} \frac{1}{\mu_k}, \quad (1.1)$$

where $0 = \mu_1 < \mu_2 \leq \cdots \leq \mu_n$ are the Laplacian eigenvalues of $G$.

Chen et al. \[21\] proposed the multiplicative degree-Kirchhoff index as

$$Kf^*(G) = 2m \sum_{k=2}^{n} \frac{1}{\lambda_k}, \quad (1.2)$$

where $0 = \lambda_1 < \lambda_2 \leq \cdots \leq \lambda_n$ are the normalized Laplacian eigenvalues of $G$.

In Section 2 we mainly introduce some notations and theorems. Then, the Laplacian spectrum of $M_n$ is investigated in Section 3. In Section 4 we obtained the normalized Laplacian spectrum of $M_n$ in the same way as in Section 3. The conclusion and discussion are summarized in Section 5.

2. Preliminary

Given an $n \times n$ matrix $B$, submatrix of $B$ is represented by $B[i_1, \cdots, i_k]$, where $B[i_1, \cdots, i_k]$ is formed by removing the $i_1$-th, $i_2$-th rows and columns of $B$. Let $P_B(x) = det(xI - B)$ represent characteristic polynomial of $B$.

Label Möbius polyomino networks as shown in the Figure 1(1). Evidently, $|V(M_n)| = 2n$, $|E(M_n)| = 3n$ and $V_1 = \{1, 2, \cdots, n\}, V_2 = \{1', 2', \cdots, n'\}$ is an automorphism of $M_n$.

Then $L(M_n)$ and $\mathcal{L}(M_n)$ can be expressed by

$$L(M_n) = \begin{pmatrix} \mathcal{L}_{V_1 V_1} & \mathcal{L}_{V_1 V_2} \\ \mathcal{L}_{V_2 V_1} & \mathcal{L}_{V_2 V_2} \end{pmatrix}, \quad \mathcal{L}(M_n) = \begin{pmatrix} \mathcal{L}_{V_1 V_1} & \mathcal{L}_{V_1 V_2} \\ \mathcal{L}_{V_2 V_1} & \mathcal{L}_{V_2 V_2} \end{pmatrix},$$
where
\[ L_{V_1V_2} = L_{V_2V_1}, \quad L_{V_1V_2} = L_{V_2V_1}, \quad \mathcal{L}_{V_1V_1} = \mathcal{L}_{V_2V_2}, \quad \mathcal{L}_{V_1V_2} = \mathcal{L}_{V_2V_1}. \]

Let
\[ T = \begin{pmatrix} \frac{1}{\sqrt{2}} I_n & \frac{1}{\sqrt{2}} I_n \\ \frac{1}{\sqrt{2}} I_n & -\frac{1}{\sqrt{2}} I_n \end{pmatrix}, \]
then
\[ TL(M_n)T = \begin{pmatrix} L_A & 0 \\ 0 & L_S \end{pmatrix}, \quad TL(M_n)T = \begin{pmatrix} L_A & 0 \\ 0 & L_S \end{pmatrix}, \]
where
\[ L_A = L_{V_1V_1} + L_{V_1V_2}, \quad L_S = L_{V_1V_1} - L_{V_1V_2}, \quad L_A = L_{V_1V_1} + L_{V_1V_2}, \quad L_S = L_{V_1V_1} - L_{V_1V_2}. \]

In what follows, the theorems that we present will be used throughout the Section 3 and Section 4.

**Theorem 2.1.** [24] If \( L_A, L_S, L_A, L_S \) are defined as above, the following formula can be obtained. Then
\[ P_{L(M_n)}(x) = P_{L_A}(x)P_{L_S}(x), \quad P_{L(M_n)}(x) = P_{L_A}(x)P_{L_S}(x). \]

**Theorem 2.2.** [25, 26] For a cycle with \( n \) vertices \( C_n \):

1. The Kirchhoff index of \( C_n \) is
\[ Kf(C_n) = \frac{n^3 - n}{12}. \]
2. The Laplacian eigenvalues of \( C_n \) is
\[ \alpha_i = 2 - 2\cos \frac{2\pi i}{n}, \quad i \in [1, n]. \]

**Theorem 2.3.** [27] For a connected graph \( G \) with vertices \( n \). The number of spanning trees of \( G \) is
\[ \tau(G) = \frac{1}{n} \prod_{i=2}^{n} \mu_i, \]
where \( \mu_i \) is the Laplacian eigenvalue of \( G \).

**Theorem 2.4.** [28] For a connected graph \( G \) with vertices \( n \). Kemeny’s constant of \( G \) is
\[ Kc(G) = \sum_{i=2}^{n} \frac{1}{\lambda_i}, \]
where \( \lambda_i \) is the normalized Laplacian eigenvalue of \( G \).

Evidently, from Theorem 2.4 and (1.4), the relation between the Kemeny’s constant and multiplicative degree-Kirchhoff index is
\[ Kf^*(G) = 2mKc(G). \]

**Theorem 2.5.** [27] If graph \( G \) with \( |V_G| = n \) and \( |E_G| = m \). The number of spanning trees of \( G \) is
\[ 2m\tau(G) = \prod_{i=1}^{n} d_i \cdot \prod_{i=2}^{n} \lambda_i, \]
where \( \lambda_i \) is the normalized Laplacian eigenvalue of \( G \).

For convenience, all \( p \) represents \( 2 + \sqrt{3} \) and all \( q \) represents \( 2 - \sqrt{3} \) throughout the paper.
3. Laplacian spectrum of $M_n$

In this section, we mainly obtain the Laplacian spectrum of $M_n$. According to Laplacian matrix of $M_n$, we can get $L_{V_1V_1}$ and $L_{V_1V_2}$:

$$L_{V_1V_1} = \begin{pmatrix}
3 & -1 & 0 & \cdots & 0 \\
-1 & 3 & -1 & \cdots & \vdots \\
0 & -1 & 3 & \cdots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & -1 & 3 \\
0 & \cdots & 0 & 0 & -1
\end{pmatrix}_{n \times n},$$

$$L_{V_1V_2} = \begin{pmatrix}
-1 & -1 & 0 & \cdots & 0 \\
-1 & -1 & 0 & \cdots & \vdots \\
0 & -1 & -1 & \cdots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & -1 & -1 \\
0 & \cdots & 0 & 0 & -1
\end{pmatrix}_{n \times n}.$$

Based on Theorem 2.1, Laplacian spectrum consists of the eigenvalues of $L_A$ and $L_S$ of $M_n$ can be obtained.

$$L_A = \begin{pmatrix}
2 & -1 & 0 & \cdots & 0 \\
-1 & 2 & -1 & \cdots & \vdots \\
0 & -1 & 2 & \cdots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & -1 & 2 \\
0 & \cdots & 0 & 0 & -1
\end{pmatrix}_{n \times n},$$

$$L_S = \begin{pmatrix}
4 & -1 & 0 & \cdots & 0 \\
-1 & 4 & -1 & \cdots & \vdots \\
0 & -1 & 4 & \cdots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & -1 & 4 \\
0 & \cdots & 0 & 0 & -1
\end{pmatrix}_{n \times n}.$$

Assume that $0 = \alpha_1 < \alpha_2 < \cdots < \alpha_n$ are the roots of $P_{L_A}(x) = 0$, and $0 < \beta_1 \leq \beta_2 \leq \beta_3 \leq \cdots \leq \beta_n$ are the roots of $P_{L_S}(x) = 0$. Noticing that $L_A$ is the Laplacian matrix of cycle $C_n$, the following lemma can be obtained from (1.1) and Theorem 2.2(1).

**Lemma 3.1.** For Möbius polyomino networks $M_n$ ($n \geq 3$),

$$K_f(M_n) = \frac{n^3 - n}{6} + 2n \sum_{i=1}^{n} \frac{1}{\beta_i},$$

where $\beta_i$ is the eigenvalue of $L_S$.

Next, we first determine $\sum_{i=1}^{n} \frac{1}{\beta_i}$. 
Lemma 3.2. Let \( 0 < \beta_1 \leq \beta_2 \leq \beta_3 \leq \cdots \leq \beta_n \) be the eigenvalues of \( L_S \). Then
\[
\sum_{i=1}^{n} \frac{1}{\beta_i} = \frac{n}{2\sqrt{3}} \cdot \frac{p^n - q^n}{p^n + q^n + 2}.
\]

Proof. Let
\[
P_{L_S}(x) = \det(xI - L_S) = x^n + a_1x^{n-1} + \cdots + a_{n-1}x + a_n.
\]

According to Vieta’s theorem of \( P_{L_S}(x) \), one obtains
\[
\sum_{i=1}^{n} \frac{1}{\beta_i} = (-1)^{n-1}a_{n-1} \frac{1}{\det(L_S)}.
\]

Since \((-1)^{n-1}a_{n-1}\) and \( \det(L_S) \), we focus on \( i \)-th order principal submatrix \( F_i \), which consists of the first \( i \) rows and columns of the following matrix \( L'_S \), \( i \in [1,n] \). Let \( f_i = \det(F_i) \).
\[
L'_S = \begin{pmatrix}
4 & -1 & & \\
-1 & 4 & -1 & \\
& -1 & 4 & -1 \\
& & \ddots & \\
& & & -1 & 4 \\
& & & & -1 & 4
\end{pmatrix}
\]

It is easy to get that \( f_1 = 4, f_2 = 15, f_3 = 56 \) and for \( 3 \leq i \leq n \), \( f_i = 4f_{i-1} - f_{i-2} \). For convenience, we let \( f_0 = 1 \). Furthermore, one can verify that
\[
f_i = \frac{p^{i+1} - q^{i+1}}{2\sqrt{3}}.
\]

Fact 1. \((-1)^{n-1}a_{n-1} = \frac{n}{2\sqrt{3}}(p^n - q^n)\).

Proof of Fact 1. Obviously, we obtain \((-1)^{n-1}a_{n-1}\) is the sum of all the principal minors of order \( n-1 \) of \( L_S \). According to the property of \( L_S \), we know that
\[
det(L_S[i]) = \begin{cases} 
    f_{n-1}, & i = 1 \text{ or } n; \\
    f_{i-1}f_{n-i} - f_{i-2}f_{n-i-1}, & i \in [2,n-1].
\end{cases}
\]

Thus, we can obtain
\[
(-1)^{n-1}a_{n-1} = \sum_{i=1}^{n} det(L_S[i])
\]
\[
= det(L_S[1]) + det(L_S[n]) + \sum_{i=2}^{n-1} det(L_S[i])
\]
\[
= \frac{n}{2\sqrt{3}}(p^n - q^n).
\]

This result as desired.

Fact 2. \( \det(L_S) = p^n + q^n + 2 \).

Proof of Fact 2. By expanding the last row of \( L_S \), we can arrive at
\[
det(L_S) = f_n - f_{n-2} + 2
\]
\[
= p^n + q^n + 2.
\]
Thus Fact 2 holds. 
Substituting Facts 1 and 2 into (3.3) yields lemma 3.2. 
In view of lemmas 3.1 and 3.2, the following theorem can be obtained.

**Theorem 3.3.** For Möbius polyomino networks $M_n$ $(n \geq 3)$,

\[ Kf(M_n) = \frac{n^3 - n}{6} + \frac{n^2}{\sqrt{3}} \cdot \frac{p^n - q^n}{p^n + q^n + 2}. \]

**Remark.** We found that Theorem 3.3 can be obtained by different methods in [29] and [30].

In view of the Laplacian spectrum of $M_n$, the following theorem can be obtained.

**Theorem 3.4.** For Möbius polyomino networks $M_n$ $(n \geq 3)$,

\[ \tau(M_n) = \frac{n}{2}(p^n + q^n + 2). \]

**Proof.** Based on Theorem 2.2(2), we know that the eigenvalues of $L_A$ are $\alpha_i = 2 - 2 \cos \frac{2\pi i}{n}$ $(1 \leq i \leq n)$ and the product of $\alpha_2, \alpha_3, \cdots, \alpha_n$ are $\prod_{i=2}^{n} \alpha_i = n^2$. By Fact 2, we get

\[ \prod_{i=1}^{n} \beta_i = \det(L_S) = p^n + q^n + 2. \]

Together with Fact 2 and Theorem 2.3, Theorem 3.4 follows immediately.

4. Normalized Laplacian spectrum of $M_n$

In this section, we mainly obtain the normalized Laplacian spectrum of $M_n$. Moreover, we find that the multiplicative degree-Kirchhoff index of $M_n$ is nine times of Kirchhoff index.

According to normalized Laplacian matrix of $M_n$, we can get $\mathcal{L}_{V_1V_1}$ and $\mathcal{L}_{V_1V_2}$:

\[
\mathcal{L}_{V_1V_1} = \begin{pmatrix}
1 & -\frac{1}{3} & \cdots & -\frac{1}{3} \\
-\frac{1}{3} & 1 & \cdots & -\frac{1}{3} \\
\vdots & \ddots & \ddots & \vdots \\
-\frac{1}{3} & \cdots & 1 & -\frac{1}{3}
\end{pmatrix}_{n \times n},
\]

\[
\mathcal{L}_{V_1V_2} = \begin{pmatrix}
-\frac{1}{3} & \cdots & -\frac{1}{3} \\
-\frac{1}{3} & \cdots & -\frac{1}{3} \\
\vdots & \ddots & \vdots \\
-\frac{1}{3} & \cdots & -\frac{1}{3}
\end{pmatrix}_{n \times n}.
\]

Based on Theorem 2.1, we can get normalized Laplacian spectrum which is obtained by the eigenvalues of $\mathcal{L}_A$ and $\mathcal{L}_S$ of $M_n$. 
\[
\mathcal{L}_A = \begin{pmatrix}
\frac{2}{3} & -\frac{1}{3} & -\frac{1}{3} \\
-\frac{1}{3} & \frac{1}{3} & \frac{1}{3} \\
-\frac{1}{3} & -\frac{1}{3} & \frac{2}{3}
\end{pmatrix} \quad n \times n,
\]

\[
\mathcal{L}_S = \begin{pmatrix}
\frac{4}{3} & -\frac{1}{3} & -\frac{1}{3} \\
-\frac{1}{3} & \frac{4}{3} & \frac{1}{3} \\
-\frac{1}{3} & -\frac{1}{3} & \frac{4}{3}
\end{pmatrix} \quad n \times n.
\]

Assume that \(0 = \gamma_1 < \gamma_2 \leq \gamma_3 \leq \cdots \leq \gamma_n\) are the roots of \(P_{\mathcal{L}_A}(x) = 0\), and \(0 < \delta_1 \leq \delta_2 \leq \delta_3 \leq \cdots \leq \delta_n\) are the roots of \(P_{\mathcal{L}_S}(x) = 0\). Next, we derive the formulas of \(\sum_{i=2}^{n} \frac{1}{\gamma_i}\) and \(\sum_{i=1}^{n} \frac{1}{\delta_i}\).

**Lemma 4.1.** Let \(0 = \gamma_1 < \gamma_2 \leq \gamma_3 \leq \cdots \leq \gamma_n\) be the eigenvalues of \(\mathcal{L}_A\). Then

\[
\sum_{i=2}^{n} \frac{1}{\gamma_i} = \frac{n^2 - 1}{4}.
\]

**Proof.** Suppose that

\[
P_{\mathcal{L}_A}(x) = \det(xI - \mathcal{L}_A) = x^n + b_1x^{n-1} + \cdots + b_{n-2}x^2 + b_{n-1}x.
\]

Applying Vieta’s theorem, one can get

\[
\sum_{i=2}^{n} \frac{1}{\gamma_i} = \frac{(-1)^{n-2}b_{n-2}}{(-1)^{n-1}b_{n-1}}. \quad (4.4)
\]

Before calculating \((-1)^{n-1}b_{n-1}\) and \((-1)^{n-2}b_{n-2}\), we focus on \(i\)-th order principal submatrix \(G_i\), which consists of the first \(i\) rows and columns of the following matrix \(\mathcal{L}_A'\), \(i \in [1, n]\). Let \(g_i = \det(G_i)\).

\[
\mathcal{L}_A' = \begin{pmatrix}
\frac{2}{3} & -\frac{1}{3} & -\frac{1}{3} \\
-\frac{1}{3} & \frac{1}{3} & \frac{1}{3} \\
-\frac{1}{3} & -\frac{1}{3} & \frac{2}{3}
\end{pmatrix} \quad n \times n.
\]

It is easy to get that \(g_1 = \frac{2}{3}, g_2 = \frac{4}{9}, g_3 = \frac{4}{27}\) and for \(3 \leq i \leq n\), \(g_i = \frac{2}{3}g_{i-1} - \frac{1}{3}g_{i-2}\). For convenience, we let \(g_0 = 1\). Furthermore, we can get

\[
g_i = \frac{i + 1}{3^i}.
\]

**Fact 3.** \((-1)^{n-1}b_{n-1} = \frac{n^2}{3^{n-1}}.\)
Proof of Fact 3. Evidently, we obtain \((-1)^{n-1}b_{n-1}\) is the sum of all the principal minors of order \(n-1\) of \(\mathcal{L}_A\). According to the property of \(\mathcal{L}_A\), we know that

\[
det(\mathcal{L}_A[i]) = \begin{cases} 
g_{n-1}, & i = 1 \text{ or } n; 
g_{i-1}g_{n-i} - \frac{1}{3}g_{i-2}g_{n-i-1}, & i \in [2, n-1]. 
\end{cases}
\]

Therefore, one can get

\[
(-1)^{n-1}b_{n-1} = \sum_{i=1}^{n} det(\mathcal{L}_A[i])
= det(\mathcal{L}_A[1]) + det(\mathcal{L}_A[n]) + \sum_{i=2}^{n-1} det(\mathcal{L}_A[i])
= \frac{n^2}{3^{n-1}},
\]

which is the desired result.

\begin{flushright}
\textbf{Fact 4.} \((-1)^{n-2}b_{n-2} = \frac{n^2(n^2-1)}{4 \cdot 3^{n-1}}.
\end{flushright}

Proof of Fact 4. Obviously, we obtain \((-1)^{n-2}b_{n-2}\) is the sum of all the principal minors of order \(n-2\) of \(\mathcal{L}_A\). In a similar way, we know that

\[
det(\mathcal{L}_A[i, j]) = \begin{cases} 
g_{n-2}, & i = j = n; 
g_{i-2}g_{n-i}, & j = 1 \text{ or } n, \text{ and } i \in [2, n-1]; 
g_{i-1}g_{j-i}g_{n-j} - \frac{1}{3}g_{i-2}g_{j-i-1}g_{n-j-1}, & i < j \text{ and } i,j \in [2, n-1]. 
\end{cases}
\]

Thus, one can obtain

\[
(-1)^{n-2}b_{n-2} = \sum_{1 \leq i < j \leq n} det(\mathcal{L}_A[i, j])
= det(\mathcal{L}_A[1, n]) + \sum_{i=2}^{n-1} det(\mathcal{L}_A[1, i]) + \sum_{i=2}^{n-1} det(\mathcal{L}_A[i, n]) + \sum_{2 \leq i < j \leq n-1} det(\mathcal{L}_A[i, j])
= \frac{n^2(n^2-1)}{4 \cdot 3^{n-1}}.
\]

This completes the proof.

Substituting Facts 3 and 4 into (4.4) yields lemma 4.1.

\begin{flushright}
\textbf{Lemma 4.2.} Let \(0 < \delta_1 \leq \delta_2 \leq \delta_3 \leq \cdots \leq \delta_n\) be the eigenvalues of \(\mathcal{L}_S\). Then

\[
\sum_{i=1}^{n} \frac{1}{\delta_i} = \frac{\sqrt{3n}}{2} \cdot \frac{p^n - q^n}{p^n + q^n + 2}.
\]

Proof. Let

\[
P_{\mathcal{L}_S}(x) = det(xI - \mathcal{L}_S) = x^n + k_1x^{n-1} + \cdots + k_{n-1}x + k_n.
\]

Applying Vieta’s theorem, one can get

\[
\sum_{i=1}^{n} \frac{1}{\delta_i} = \frac{(-1)^{n-1}k_{n-1}}{det(\mathcal{L}_S)}.
\]

In order to obtain \((-1)^{n-1}k_{n-1}\) and \(det(\mathcal{L}_S)\), we focus on \(i\)-th order principal submatrix \(H_i\), which consists of the first \(i\) rows and columns of the following matrix \(\mathcal{L}_S'\), \(i \in [1, n]\). Let \(h_i = det(H_i)\).
\[
L_S' = \begin{pmatrix}
\frac{4}{3} & -\frac{1}{3} & -\frac{1}{3} & -\frac{1}{3} \\
-\frac{1}{3} & \frac{4}{3} & -\frac{1}{3} & -\frac{1}{3} \\
-\frac{1}{3} & -\frac{1}{3} & \frac{4}{3} & -\frac{1}{3} \\
-\frac{1}{3} & -\frac{1}{3} & -\frac{1}{3} & \frac{4}{3}
\end{pmatrix}_{n \times n}.
\]

It is easy to get that 
\[h_1 = \frac{4}{3}, h_2 = \frac{5}{3}, h_3 = \frac{56}{27}\] and for \(3 \leq i \leq n\), 
\[h_i = \frac{4}{3}h_{i-1} - \frac{1}{3}h_{i-2}.\] For convenience, we let \(h_0 = 1\). Furthermore, one can verify that 
\[h_i = p^{i+1} q^{i+1} - \frac{p^{n-i+1}}{2\sqrt{3} \cdot 3^i}.\]

**Fact 5.** \((-1)^{n-1} k_{n-1} = \frac{n}{2\sqrt{3} \cdot 3^{n-1}}.\)**

**Proof of Fact 5.** Similarly, we obtain \((-1)^{n-1} k_{n-1}\) is the sum of all the principal minors of order \(n - 1\) of \(L_S\). Thus, we know that 
\[
det(L_S[i]) = \begin{cases} h_{n-1}, & i = 1 \text{ or } n; \\ h_{i-1}h_{n-i} - \frac{1}{9}h_{i-2}h_{n-i-1}, & i \in [2, n-1]. \end{cases}
\]

Therefore, one can obtain 
\[
(-1)^{n-1} k_{n-1} = \sum_{i=1}^{n} det(L_S[i]) \\
= det(L_S[1]) + det(L_S[n]) + \sum_{i=2}^{n-1} det(L_S[i]) \\
= \frac{n}{2\sqrt{3} \cdot 3^{n-1}}.
\]

This completes the proof.

**Fact 6.** \(det(L_S) = p^n q^n + 2.\)**

**Proof of Fact 6.** By expanding the last row of \(L_S\), we can arrive at 
\[
det(L_S) = h_n - \frac{1}{9}h_{n-2} + \frac{2}{3^n} \\
= \frac{p^n q^n + 2}{3^n}.
\]

Thus Fact 6 holds.

Substituting Facts 5 and 6 into (4.5) yields lemma 4.2.

Based on Theorem 2.4, lemmas 4.1 and 4.2, the following theorem can be obtained.

**Theorem 4.3.** For Möbius polyomino networks \(M_n\) \((n \geq 3)\), 
\[Kc(M_n) = \frac{n^2 - 1}{4} + \frac{\sqrt{3}n}{2} \cdot \frac{p^n - q^n}{p^n + q^n + 2}.\]

In view of (1.2), lemmas 4.1 and 4.2, one get the multiplicative degree-Kirchhoff index.

**Theorem 4.4.** For Möbius polyomino networks \(M_n\) \((n \geq 3)\), 
\[Kf^*(M_n) = \frac{3}{2}(n^3 - n) + \frac{3\sqrt{3}n^2(p^n - q^n)}{p^n + q^n + 2}.\]
According to Theorem 3.3 and Theorem 4.4, we find that the multiplicative degree-Kirchhoff index of $M_n$ is nine times of Kirchhoff index. Since the degree of each point in the Möbius polyomino networks is three, $K^*(M_n) = d_djKf(M_n) = 9Kf(M_n)$ can be obtained from the definition of Kirchhoff index and multiplicative degree-Kirchhoff index index. Therefore, it is not difficult to obtain and prove the correctness of results.

In view of the normalized Laplacian spectrum of $M_n$, the following theorem can be obtained.

**Theorem 4.5.** For Möbius polyomino networks $M_n$ $(n \geq 3)$,

$$
\tau(M_n) = \frac{n}{2}(p^n + q^n + 2).
$$

**Proof.** Based on Theorem 2.5, one can get $\prod_{i=1}^{2n} d_i \prod_{i=2}^{n} \frac{1}{\gamma_i} \prod_{i=1}^{n} \frac{1}{\delta_i} = 2 \cdot 3n \cdot \tau(M_n)$, where

$$
\prod_{i=1}^{2n} d_i = 3^{2n},
$$

$$
\prod_{i=2}^{n} \frac{1}{\gamma_i} = (-1)^{n-1} b_{n-1} = \frac{n^2}{3^{n-1}},
$$

$$
\prod_{i=1}^{n} \frac{1}{\delta_i} = \text{det} (L_S) = \frac{p^n + q^n + 2}{3^n}.
$$

Hence,

$$
\tau(M_n) = \frac{n}{2}(p^n + q^n + 2).
$$

The result as desired.

5. Conclusion and discussion

In this paper, based on the Laplacian matrix and normalized Laplacian matrix of Möbius polyomino networks, the Kirchhoff index, multiplicative degree-Kirchhoff index, Kemeny’s constant and spanning trees of Möbius polyomino networks are determined through the decomposition theorem and Vieta’s theorem.

Spectral theory has important applications in many fields. Wu [6] and Ding [31] obtained the mean first-passage time of Koch networks and 3-prism graph according to the Laplacian spectrum, respectively. Thus, we can explore the mean first-passage time of Möbius polyomino networks.
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