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Abstract. Spectral analysis of convex processes has led to many results in the analysis of differential inclusions with a convex process. In particular, the characterization of eigenvalues with eigenvectors in a given cone has led to results on controllability and stabilizability. However, these characterizations can handle only pointed cones. This paper will generalize all known results characterizing eigenvalues of convex processes with eigenvectors in a given cone. In addition, we reveal the link between the assumptions on our main theorem and classical geometric control theory.

1. Introduction. Eigenvalues and eigenvectors of convex processes have been studied in the literature from different angles and for different purposes. In particular, existence of eigenvectors of convex processes within invariant cones has been investigated (see e.g. [1, Thm. 4.1], [2, Thm. 2.1], [3, Thm. 2.13]). More precisely, it is shown (see [4, Thm. 3.2]) that a closed convex process $H$ admits an eigenvector corresponding to a nonnegative eigenvalue within a nonzero closed convex pointed cone $K$ if $H(0) \cap K = \{0\}$ and $H(x) \cap K \neq \emptyset$ for all $x \in K$. This result and its variants have been employed in the study of controllability and stabilizability of differential/difference inclusions with strict closed convex processes in [1–3, 5] and with particular nonstrict convex processes in [4, 6].

The main result of this paper, Theorem 3.7, deals with the case for which $K$ may contain a line. Under certain assumptions, Theorem 3.7 establishes not only existence of eigenvectors but also provides information about the locations of them. In addition, we prescribe a way to verify the assumptions of Theorem 3.7. The main contribution of the paper is twofold. On the one hand, the results we present shed a new light on the spectral properties of convex processes by extending the existing results. On the other hand, they enable spectral characterizations of reachability, (null-)controllability, and stabilizability of difference inclusions with nonstrict convex processes, as studied in [7].

Of course, this paper stands in a broader context of spectral analysis of set-valued maps. An introduction to this topic can be found in [8]. The links between stability and eigenvalues were explored in [9–12]. With regard to the related work on eigenvalues of convex processes, the paper [13] studies extremal characterizations of eigenvalues and [14] studies “higher-order” eigenvalues in the context of weak asymptotic stability.

Similarly relevant works are those developing different generalizations of the Perron-Frobenius theorem regarding linear maps with eigenvectors in given cones. Here, we specifically note [15, 16]. Furthermore, there is the Krein-Rutman theorem [17], which generalizes this to the context of Banach spaces. An extensive overview of this topic can be found in [18].

The organization of this paper is as follows. Section 2 is devoted to the preliminaries whereas Section 3 presents the main results. In Section 4, we discuss how the assumptions of main results can be verified.
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2. Preliminaries. For two sets \( S, T \subseteq \mathbb{R}^n \) and a scalar \( \rho \in \mathbb{R} \), we define \( S + T := \{ s + t \mid s \in S, t \in T \} \) and \( \rho S := \{ \rho s \mid s \in S \} \). By convention \( S + \emptyset = \emptyset \) and \( \rho \emptyset = \emptyset \). We denote the closure of a set \( S \) by \( \text{cl}(S) \). For a convex set \( S \), we denote its relative interior by \( \text{ri}(S) \). We let \( \langle \cdot, \cdot \rangle \) denote the Euclidean inner product and \( |\cdot| \) the Euclidean norm.

A nonempty set \( C \) is said to be a cone if \( \rho x \in C \) for all \( x \in C \) and \( \rho \geq 0 \). Given a convex cone \( C \subseteq \mathbb{R}^n \), we define \( \text{lin}(C) = C \cap -C \) and \( \text{Lin}(C) = C - C \). These are respectively the largest subspace contained in \( C \) and the smallest subspace containing \( C \). A cone \( C \) is said to be pointed if it does not contain a line, i.e. \( \text{lin}(C) = \{0\} \).

We can identify any set-valued map \( H : \mathbb{R}^n \rightrightarrows \mathbb{R}^n \) with a subset of \( \mathbb{R}^n \times \mathbb{R}^n \) by considering the graph:

\[
\text{gr}(H) := \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^n \mid y \in H(x)\}.
\]

Using this identification, we say that the map \( H \) is closed, convex, a process or a linear process if its graph is closed, convex, a cone or a subspace respectively. Direct application of the definition shows that if \( H \) is a convex process, then \( H(x) + H(y) \subseteq H(x+y) \) for all \( x, y \in \text{dom}(H) \). In addition, \( H(\rho x) = \rho H(x) \) for all \( x \in \mathbb{R}^n \) and all \( \rho > 0 \). We define the domain, image and kernel of a set-valued map by

\[
\begin{align*}
\text{dom}(H) &:= \{x \in \mathbb{R}^n \mid H(x) \neq \emptyset\}, \\
\text{im}(H) &:= \{y \in \mathbb{R}^n \mid \exists x \in \mathbb{R}^n \text{ s.t. } y \in H(x)\}, \\
\text{ker}(H) &:= \{x \in \mathbb{R}^n \mid 0 \in H(x)\},
\end{align*}
\]

respectively. If \( H \) is a convex process, the domain, image and kernel are all convex cones. However, these sets are not necessarily closed even if \( H \) is closed.

A set-valued map is said to be strict if \( \text{dom}(H) = \mathbb{R}^n \). For any set-valued map \( H : \mathbb{R}^n \rightrightarrows \mathbb{R}^n \), we define the inverse \( H^{-1} \) by letting \( x \in H^{-1}(y) \) if and only if \( y \in H(x) \). This makes it clear that the domain of \( H \) is equal to the image of \( H^{-1} \) and vice versa. In terms of the graph, the inverse can be expressed as

\[
\text{gr}(H^{-1}) = \begin{bmatrix} 0 & I \\ I & 0 \end{bmatrix} \text{gr}(H)
\] (2.1)

We will denote the image of the set \( S \) under \( H \) by \( H(S) := \{y \in \mathbb{R}^n \mid \exists x \in S \text{ s.t. } y \in H(x)\} \). A direct application of the definitions shows that

\[
H(S) = [0 \ I] \left( \text{gr}(H) \cap (S \times \mathbb{R}^n) \right).
\] (2.2)

For \( q > 1 \), we define the \( q \)-th power of a set-valued map, \( H^q : \mathbb{R}^n \rightrightarrows \mathbb{R}^n \) by

\[
H^q(x) := H(H^{q-1}(x)) \quad \forall x \in \mathbb{R}^n,
\] (2.3)

with the convention that \( H^0 \) is equal to the identity map. For given \( \lambda \in \mathbb{R} \), we define \( H - \lambda I \) as the set-valued map such that \( (H - \lambda I)(x) = \{y - \lambda x \in \mathbb{R}^n \mid y \in H(x)\} \).

We define the negative dual of a convex process \( H \) by

\[
p \in \text{H}^{-1}(q) \iff \langle p, x \rangle \geq \langle q, y \rangle \quad \forall (x, y) \in \text{gr}(H).
\] (2.4)

The negative dual is a closed convex process, regardless of whether \( H \) is closed. For a nonempty set \( C \subseteq \mathbb{R}^n \), we define the negative polar cone by

\[
C^{-} := \{y \in \mathbb{R}^n \mid \langle x, y \rangle \leq 0 \quad \forall x \in C\}.
\]
This allows us to characterize the negative dual in terms of the graph as
\[
\text{gr}(H^{-}) = \begin{bmatrix} 0 & I \\ -I & 0 \end{bmatrix} \text{gr}(H)^{-}. \tag{2.5}
\]

It is straightforward to check that if \( H \) is a convex or linear process, then so are
powers \( H^q \) for all \( q \), the inverse \( H^{-1} \), \( H - \lambda I \) for all \( \lambda \in \mathbb{R} \) and \( H^{-} \).

Using the graph, we define the minimal and maximal linear processes of a convex
process \( H \), denoted by \( L_{-} \) and \( L_{+} \) respectively, as
\[
\text{gr}(L_{-}) := \text{lin}(\text{gr}(H)) \quad \text{and} \quad \text{gr}(L_{+}) := \text{Lin}(\text{gr}(H)).
\]
Clearly, \( L_{-} \) and \( L_{+} \) are, respectively, the largest and smallest (with respect to graph
inclusion) linear processes that satisfy
\[
\text{gr}(L_{-}) \subseteq \text{gr}(H) \subseteq \text{gr}(L_{+}).
\]
In a context where we consider multiple convex processes, we will denote these pro-
cesses by \( L_{-}(H) \) and \( L_{+}(H) \) to clarify the dependence on \( H \).

If \( H \) is a convex process whose graph contains a nontrivial subspace, we can apply
the following lemma to simplify its structure.

**Lemma 2.1.** Let \( H \) be a convex process and let \( L \) be a linear process such that
\( \text{gr}(L) \subseteq \text{gr}(H) \). For all \( x \in \text{dom}(H) \), \( y \in \text{dom}(L) \), we have
\[
H(x + y) = H(x) + L(y).
\]

**Proof.** Let \( x \in \text{dom}(H) \) and \( y \in \text{dom}(L) \). We will prove the equality by mutual
inclusion. Note that, as \( \text{gr}(L) \subseteq \text{gr}(H) \), we know that \( L(y) \subseteq H(y) \), and therefore
\[
H(x) + L(y) \subseteq H(x) + H(y) \subseteq H(x + y).
\]
For the reverse inclusion, first observe that \( y \in \text{dom}(L) \) implies that \(-y \in \text{dom}(L) \) as \( L \) is a linear process. Then, we have
\[
H(x + y) + L(-y) \subseteq H(x + y) + H(-y) \subseteq H(x).
\]
This shows that \( H(x + y) \subseteq H(x) - L(-y) = H(x) + L(y) \), where the last equality
follows from \( L \) being a linear process. \( \square \)

A central role in this chapter will be played by weakly \( H \) invariant cones. We say
that a convex cone \( C \) is weakly \( H \) invariant if \( H(x) \cap C \neq \emptyset \) for all \( x \in C \). Equivalently, \( C \) is weakly \( H \) invariant if \( C \subseteq H^{-1}(C) \).

A real number \( \lambda \) and vector \( \xi \in \mathbb{R}^n \setminus \{0\} \) form an eigenpair of \( H \) if \( \lambda \xi \in H(\xi) \). In this case \( \lambda \) is called an eigenvalue and \( \xi \) is called an eigenvector of \( H \). For each real
number \( \lambda \) and convex process \( H \), it is easily verified that the convex cone \( \text{ker}(H - \lambda I) \)
contains all eigenvectors corresponding to \( \lambda \) and the vector 0. This set is called the
eigencone corresponding to \( \lambda \). This means that \( \lambda \) is an eigenvalue of \( H \) if and only if
\( \text{ker}(H - \lambda I) \neq \{0\} \).

If \( H \) is a convex process and \( \lambda \geq 0 \), then the eigencone corresponding to \( \lambda \) is a
weakly \( H \) invariant cone, as \( \lambda x \in H(x) \cap \text{ker}(H - \lambda I) \) for all \( x \in \text{ker}(H - \lambda I) \).

As noted in the introduction, we will investigate the eigenvalues of \( H \) with corre-
sponding eigenvectors in a weakly \( H \) invariant cone. For this, we define the spectrum
of \( H \) with respect to \( K \) as
\[
\sigma(H, K) := \{ \lambda \in \mathbb{R} \mid \exists \xi \in K \setminus \{0\} \text{ such that } \lambda \xi \in H(\xi) \}.
\]
If \( C, K \) are cones such that \( C \subseteq K \), then it is clear that \( \sigma(H, C) \subseteq \sigma(H, K) \).
3. Main results. Our goal is to study eigenvalues and eigenvectors of convex processes. Before stating our main theorem, we make a few observations on properties of spectra. We begin with elementary results on the closedness and boundedness of the spectrum of a closed convex process.

**Lemma 3.1.** Let $H$ be a closed convex process and $K$ be a convex cone. Then, $\sigma(H,K)$ is

i. closed if $K$ is closed.

ii. bounded above if $H(0) \cap \text{cl}(K) = \{0\}$.

**Proof.** Closedness of $\sigma(H,K)$ readily follows from those of $H$ and $K$. For the boundedness, suppose that $\sigma(H,K)$ is not bounded above. Then, we can take a sequence of eigenvalues of $H$, $(\lambda_k)_{k \in \mathbb{N}}$, such that $\lambda_k > k$ for each $k$. Let $\xi_k$ be an eigenvector corresponding to the eigenvalue $\lambda_k$ with $|\xi_k| = 1$. Note that $(1/\lambda_k \xi_k, \xi_k) \in \text{gr}(H)$ (3.1) since $H$ is a convex process. It follows from the Bolzano–Weierstrass theorem that $(\xi_k)_{k \in \mathbb{N}}$ converges, say to $\xi$, on a subsequence. Clearly, we have $|\xi| = 1$. By taking the limit in (3.1) on that subsequence, we see that $(0, \xi) \in \text{gr}(H)$ as $H$ is closed. Therefore, we have $\xi \in H(0) \cap \text{cl}(K)$. From the hypothesis, we obtain $\xi = 0$ which is a contradiction. Consequently, $\sigma(H,K)$ must be bounded above. 

Next, we deal with finiteness of spectra. Linear transformations mapping $\mathbb{R}^n$ to $\mathbb{R}^n$ are particular instances of linear (and hence convex) processes. Both a linear transformation and its dual have finitely many eigenvalues. A curious question to ask whether there are other convex processes that enjoy a similar finiteness property. It turns out that linearity is a crucial property for the spectra of a convex process and its dual to be finite at the same time.

We say a set-valued map $H : \mathbb{R}^n \rightrightarrows \mathbb{R}^n$ is an $n$-dimensional linear process if its graph is an $n$-dimensional subspace. Typical examples of $n$-dimensional linear processes are linear transformations from $\mathbb{R}^n$ to $\mathbb{R}^n$. Note that inverse of an $n$-dimensional linear process is also an $n$-dimensional linear process.

**Theorem 3.2.** Let $H : \mathbb{R}^n \rightrightarrows \mathbb{R}^n$ be a convex process. Suppose that $H$ is not an $n$-dimensional linear process. Then, any real number is an eigenvalue of either $H$ or $H^-.$

**Proof.** Suppose $\lambda$ is an eigenvalue of neither $H$ nor $H^-.$ This means that $\text{ker}(H^- - \lambda I) = \{0\}$. By [19, Proposition 2.5.6] and the fact that $\text{gr} H^* := -\text{gr} H^-$, we know that $\text{ker}(H^- - \lambda I) = (\text{im}(H - \lambda I))^\perp$. Therefore, we have that $\text{im}(H - \lambda I) = \mathbb{R}^n$. This implies that $\text{dom}(H - \lambda I)^{-1} = \mathbb{R}^n$. In other words, $(H - \lambda I)^{-1}$ is strict. On the other hand, as $\lambda$ is not an eigenvalue of $H$, we see that $\text{ker}(H - \lambda I) = \{0\}$. Therefore, we have that $(H - \lambda I)^{-1}(0) = \{0\}$. Then, it follows from [20, Theorem 39.1] that $(H - \lambda I)^{-1}$ is a linear transformation and hence an $n$-dimensional linear process. Consequently, $(H - \lambda I)$ is also an $n$-dimensional linear process. Note that

$$\text{gr}(H - \lambda I) = \begin{bmatrix} I & 0 \\ -\lambda I & I \end{bmatrix} \text{gr}(H).$$

Since the matrix on the right hand side is nonsingular, we see that $H$ is an $n$-dimensional linear process as well. ■
**Example 3.3.** Let $H : \mathbb{R} \Rightarrow \mathbb{R}$ be the convex process given by

$$
H(x) := \begin{cases} 
\left[\frac{1}{2}x, 2x\right] & x \geq 0, \\
\emptyset & x < 0.
\end{cases}
$$

As $H$ is not a 1-dimensional convex process, Theorem 3.2 applies to it. Clearly, any $\lambda \in \left[\frac{1}{2}, 2\right]$ is an eigenvalue of $H$. We can find the dual to be:

$$
H^-(x) := \begin{cases} 
\left[2x, \infty\right) & x \geq 0, \\
\left[\frac{1}{2}x, \infty\right) & x < 0.
\end{cases}
$$

Indeed, any $\lambda \notin \left(\frac{1}{2}, 2\right)$ is an eigenvalue of $H^-$. 

The converse of this theorem is not true in general: Not all $n$-dimensional linear processes have only finitely many eigenvalues. For instance, let $H$ be given by $\text{gr}(H) := (\{0\} \times \mathbb{R}) \times (\{0\} \times \mathbb{R})$. Then $H$ is a 2-dimensional linear process and all real numbers are eigenvalues of $H$.

We now approach our main result. As stated in the introduction, we will first discuss the result we aim to generalize. The following proposition provides conditions for the existence of eigenvectors contained in weakly invariant cones under convex processes.

**Proposition 3.4 ([4, Thm. 3.2]).** Let $H : \mathbb{R}^n \Rightarrow \mathbb{R}^n$ be a closed convex process and $\{0\} \neq K \subseteq \mathbb{R}^n$ be a closed convex pointed cone. Suppose that $K$ is weakly $H$-invariant and $H(0) \cap K = \{0\}$. Then, $K$ contains an eigenvector of $H$ corresponding to a nonnegative eigenvalue.

This proposition is a slight generalization of similar statements that appeared in the literature before (e.g. [1, Thm. 4.1], [2, Thm. 2.1], and [3, Thm. 2.13]). These results were employed in the study of differential/difference inclusions involving strict convex processes. Based on them, [1, Thm. 0.4], [2, Thm. 3.1], and [3, Ch. 6] characterize reachability and [5, Thm. 3.1] and [3, Thm. 8.10] weak asymptotic stability of strict convex processes in terms of the spectral properties of their dual processes. All of these essentially apply Proposition 3.4 to $H^-$ and a specific cone $K$. By assuming that $H$ is strict and satisfies a certain ‘rank condition’, they can furthermore show that $K$ is pointed. In a recent paper [7], we have developed a framework to study similar system theoretic properties of nonstrict convex processes. It turns out that the pointedness hypothesis of Proposition 3.4 is typically not satisfied in the context of nonstrict convex processes. This calls for a study of existence of eigenvectors contained in weakly invariant cones that may contain lines.

However, the proof of Proposition 3.4 heavily relies on the assumption that $K$ is pointed. Our approach to resolve this issue is based on the following decomposition: Let $K$ be a convex cone and $W$ be a subspace such that $W \subseteq K$. Then, we can express $K$ (see e.g. [20, page 65]) as the direct sum

$$
K = W \oplus (K \cap W^\perp). \quad (3.2)
$$

We will investigate the behavior of $H$ within $K$ by looking at the behavior in $W$ and $K \cap W^\perp$ separately. For this, we will require two convex processes associated to $H$. We define the restriction of $H$ to $K$ by

$$
\text{gr}(H_K) := \text{gr}(H) \cap (K \times K). \quad (3.3)
$$
Based on (3.2), we define the convex process $H_{\mathcal{K}, \mathcal{W}}$ by

$$\text{gr}(H_{\mathcal{K}, \mathcal{W}}):= (\text{gr}(H_{\mathcal{K}}) + \{(0) \times \mathcal{W}\}) \cap \left((\mathcal{K} \cap \mathcal{W}^\perp) \times (\mathcal{K} \cap \mathcal{W}^\perp)\right). \quad (3.4)$$

In the following, we will describe how eigenvectors of $H$ in $\mathcal{K} \setminus \mathcal{W}$ are related to eigenvectors of $H_{\mathcal{K}, \mathcal{W}}$ in the set $\mathcal{K} \cap \mathcal{W}^\perp$. The main benefit of using this relations is found for the particular choice of $\mathcal{W} = \text{lin}(\mathcal{K})$. As $\mathcal{K} \cap \text{lin}(\mathcal{K})^\perp$ is a pointed cone. for any $\mathcal{K}$, the existence of eigenvectors of $H_{\mathcal{K}, \mathcal{W}}$ in $\mathcal{K} \cap \text{lin}(\mathcal{K})^\perp$ can be analyzed by employing Proposition 3.4. This line of reasoning will allow us to weaken the assumptions made in Proposition 3.4, allowing for cones $\mathcal{K}$ that may contain a line.

To relate the eigenvalues of $H$ with those of $H_{\mathcal{K}, \mathcal{W}}$, we need the subsequent technical result.

**Lemma 3.5.** Let $H : \mathbb{R}^n \rightrightarrows \mathbb{R}^n$ be a closed convex process and $\{0\} \neq \mathcal{K} \subset \mathbb{R}^n$ be a closed convex cone. Suppose that $\mathcal{K}$ is weakly $H$ invariant and $H(0) \cap \mathcal{K}$ is a subspace. Let $\mathcal{W}$ be a subspace such that $H(0) \cap \mathcal{K} \subset \mathcal{W} \subset \mathcal{K}$. Then, we have:

1. $H_{\mathcal{K}, \mathcal{W}}$ is closed,
2. $H_{\mathcal{K}, \mathcal{W}}(0) = \{0\}$,
3. $\mathcal{K} \cap \mathcal{W}^\perp$ is weakly $H_{\mathcal{K}, \mathcal{W}}$ invariant.

**Proof.** (i): It suffices to verify the closedness of the set $\text{gr}(H_{\mathcal{K}}) + (\{0\} \times \mathcal{W})$ since $\mathcal{K} \cap \mathcal{W}^\perp$ is closed and the intersection of closed sets is closed. In view of [20, Corollary 9.1.1], it is enough to show that $\text{gr}(H_{\mathcal{K}}) \cap (\{0\} \times \mathcal{W})$ is a subspace. Note that

$$\text{gr}(H_{\mathcal{K}}) \cap (\{0\} \times \mathcal{W}) = \text{gr}(H) \cap (\mathcal{K} \times \mathcal{K}) \cap (\{0\} \times \mathcal{W}) = \text{gr}(H) \cap (\{0\} \times \mathcal{W}) = \{0\} \times (H(0) \cap \mathcal{W}).$$

Now, as $(H(0) \cap \mathcal{K}) \subset \mathcal{W}$, and both are subspaces by assumption, we see that $\text{gr}(H_{\mathcal{K}}) \cap (\{0\} \times \mathcal{W})$ is a subspace. Therefore, $\text{gr}(H_{\mathcal{K}}) + (\{0\} \times \mathcal{W})$ is closed and hence $H_{\mathcal{K}, \mathcal{W}}$ is closed.

(ii): Note that $H_{\mathcal{K}, \mathcal{W}}(0) = (H_{\mathcal{K}}(0) + \mathcal{W}) \cap (\mathcal{K} \cap \mathcal{W}^\perp)$. As $H_{\mathcal{K}}(0) \subset \mathcal{W}$ by assumption, we see that $H_{\mathcal{K}, \mathcal{W}}(0) = \mathcal{W} \cap \mathcal{K} \cap \mathcal{W}^\perp = \{0\}$.

(iii): Let $\xi \in \mathcal{K} \cap \mathcal{W}^\perp$ and $\eta \in H_{\mathcal{K}}(\xi)$. By the definition of $H_{\mathcal{K}}$, we see that $\eta \in \mathcal{K}$. Due to (3.2) we can write $\eta = \zeta + \theta$, where $\zeta \in \mathcal{W}$ and $\theta \in \mathcal{K} \cap \mathcal{W}^\perp$. Note that $(\xi, \theta) = (\xi, \eta) + (0, -\zeta)$. Since $(\xi, \eta) \in \text{gr}(H_{\mathcal{K}})$, $-\zeta \in \mathcal{W}$, and $\theta \in \mathcal{K} \cap \mathcal{W}^\perp$, we see that $(\xi, \theta) \in \text{gr}(H_{\mathcal{K}, \mathcal{W}})$ and hence $\mathcal{K} \cap \mathcal{W}^\perp$ is weakly $H_{\mathcal{K}, \mathcal{W}}$ invariant. \hfill \blacksquare

We are in a position to relate the eigenvectors of $H$ and $H_{\mathcal{K}, \mathcal{W}}$.

**Theorem 3.6.** Let $H : \mathbb{R}^n \rightrightarrows \mathbb{R}^n$ be a closed convex process and $\mathcal{K} \subset \mathbb{R}^n$ be a weakly $H$ invariant closed convex cone such that $H(0) \cap \mathcal{K}$ is a subspace. Let $\mathcal{W}$ be a subspace such that

(a) $H(0) \cap \mathcal{K} \subset \mathcal{W} \subset \mathcal{K}$,
(b) $\mathcal{W}$ is weakly $L_\ast(H)$ invariant and
(c) $\mathcal{W} \subset (L_\ast(H) - \lambda I)\mathcal{W}$ for all $\lambda \geq 0$.

Then the following hold:

1. $\sigma(H, \mathcal{K} \setminus \mathcal{W}) \subset \mathbb{R}_+$, $\sigma(H_{\mathcal{K}, \mathcal{W}}, \mathcal{K} \cap \mathcal{W}^\perp) \subset \mathbb{R}_+$ and the set $\sigma(H_{\mathcal{K}, \mathcal{W}}, \mathcal{K} \cap \mathcal{W}^\perp)$ is closed and bounded above.
2. If $\ker(H - \lambda I) \subset \mathcal{W}$ for $\lambda \geq 0$ then $\ker(H - \lambda I)$ is a subspace.
Proof. Define:

$$\text{gr}(L_W) := \text{gr}(L_- (H)) \cap (W \times W).$$

Clearly $\text{gr}(L_W) \subseteq \text{gr}(H_K)$. It is straightforward to show that $\text{dom} L_W = W$ if and only if $W$ is weakly $L_- (H)$ invariant. Furthermore, by definition we know that

$$(L_W - \lambda I) W \subseteq W \quad \forall \lambda \in \mathbb{R}. \tag{3.5}$$

As we can write $(L_W - \lambda I) W = ((L_- (H) - \lambda I) W) \cap W$, we know that (c) and (3.5) imply that

$$(L_W - \lambda I) W = W \quad \forall \lambda \geq 0. \tag{3.6}$$

We can now prove the claims of the theorem in order.

To prove 1, we note that by Lemma 3.5 $H_K, W$ is closed. As $K \cap W^\perp$ is closed, we know the set $\sigma (H_K, W, K \cap W^\perp)$ is closed by Lemma 3.1. From Lemma 3.5 we also know that $H_K, W (0) = 0$ and therefore by Lemma 3.1 we know that this spectrum is bounded above. We will prove the equality of the two spectra by mutual inclusion.

Let $\lambda \in \sigma (H, K \cap W) \cap \mathbb{R}_+$. Then $\lambda \geq 0$ and there exists $\xi \in K \setminus W$ such that $\lambda \xi \in H (\xi)$. Clearly $(\lambda, \xi)$ is then also an eigenpair of $H_K$. By the direct sum (3.2) we can write $\xi = \zeta + \eta$ where $\zeta \in W$ and $\eta \in K \cap W^\perp$. Using Lemma 2.1 and the fact that $\text{dom}(L_W) = W$ we can use this decomposition to show that $\lambda (\zeta + \eta) \in H_K (\eta) + L_W (\zeta)$. By (3.6), we know $L_W (\zeta) - \lambda \zeta \subseteq W$ and we can conclude that

$$\lambda \eta \in H_K (\eta) + W \quad \implies \lambda \eta \in H_K, W (\eta).$$

Now, as $\xi \in K \setminus W$, we know that $\eta \neq 0$, and therefore $\sigma (H, K \setminus W) \subseteq \sigma (H_K, W, K \cap W^\perp)$.

It now suffices to prove the reverse. For this, let $\lambda \in \sigma (H_K, W, K \cap W^\perp) \cap \mathbb{R}_+$. In other words, $\lambda \geq 0$ and there exists $0 \neq \xi \in K \cap W^\perp$ such that $\lambda \xi \in H_K, W (\xi)$. Using the definition of $H_K, W$, we know there exists $\eta \in W$ such that $\lambda \xi \in H_K (\xi) + \eta$. Using (3.6), we can find $\zeta \in W$ such that $\eta \in (L_W - \lambda I) \zeta$. Now we can apply Lemma 2.1 to show that

$$\lambda \zeta + \lambda \zeta \in H_K (\xi) + L_W (\zeta) = H_K (\xi + \zeta) \subseteq H (\xi + \zeta).$$

As $\zeta \in W$ and $\xi \neq 0$ we can conclude that $\xi + \zeta \in K \setminus W$. Combined with the first part, this proves the claim.

Next we prove 2. Let $\ker (H - \lambda I) \subseteq W$ and let $(\lambda, \xi)$ be an eigenpair of $H$ with $\lambda \geq 0$. Then $\xi \in W \subseteq K$ and therefore $(\lambda, \xi)$ is an eigenpair of $H_K$. In fact by Lemma 2.1 we know that $H (\xi) = H_K (\xi) = H_K (0) + L_W (\xi)$. As we assumed that $H_K (0) = H (0) \cap K$ is a subspace, we know that

$$\lambda (-\xi) \in H_K (0) + L_W (-\xi) = H_K (-\xi) \subseteq H (-\xi).$$

Therefore $\xi \in \ker (H - \lambda I)$. As the set $\ker (H - \lambda I)$ is a closed convex cone, this implies that the set is also subspace.

The pointedness assumption of Proposition 3.4 can be weakened with the help of Lemma 3.5.

**Theorem 3.7.** Let $H : \mathbb{R}^n \Rightarrow \mathbb{R}^n$ be a closed convex process and $K \subseteq \mathbb{R}^n$ be a weakly $H$ invariant closed convex cone such that $H (0) \cap K$ is a subspace, $\text{lin}(K)$
is weakly $L_-(H)$ invariant and $\text{lin}(K) \subseteq (L_-(H) - \lambda I) \text{lin}(K)$ for all $\lambda \geq 0$. Then $K = \text{lin}(K)$ if and only if any eigenvector of $H$ in $K$ corresponding to an eigenvalue $\lambda \geq 0$ belongs to $\text{lin}(K)$.

**Proof.** Taking $W = \text{lin}(K)$ in Theorem 3.6, we see that $(a) - (c)$ hold. Note that $\text{lin}(K) = K$ if and only if $K \cap (\text{lin}(K))^\perp = \{0\}$. As $K \cap (\text{lin}(K))^\perp$ is pointed, it follows from the results of Lemma 3.5 and Proposition 3.4 that $K \cap (\text{lin}(K))^\perp \neq \{0\}$ if and only if $K \cap (\text{lin}(K))^\perp$ does not contain an eigenvector of $H, W$ that corresponds to $\lambda \geq 0$. By Theorem 3.6.1 these eigenvectors correspond to those of $H$ in $K \setminus \text{lin}(K)$, therefore this proves the claim.

If the cone $K$ is pointed, we know that $\text{lin}(K) = \{0\}$. As in addition $\{0\}$ is weakly $L_-$ invariant and $\{0\} \subseteq (L_-(\lambda I))\{0\} = L_-(0)$ for any $H$ and $\lambda$, we see that this theorem generalizes Proposition 3.4.

Theorem 3.7 has two useful applications. The first of these is a spectral test for a given cone to be equal to a subspace. In general, testing whether this is true is nontrivial. This application is used in [7, Thm. 4.3, 4.4 and 4.6] to obtain necessary and sufficient conditions for reachability, stabilizability and null-controllability of nonstrict convex processes.

Another application of this theorem is an existence result. Under the assumptions of Theorem 3.7, we have $K \neq \text{lin}(K)$ if and only if there exists an eigenvector of $H$ in $K \setminus \text{lin}(K)$ corresponding to an eigenvalue $\lambda \geq 0$. This will be illustrated next.

**Example 3.8.** Let $H : \mathbb{R}^2 \Rightarrow \mathbb{R}^2$ be given by:

$$\text{gr}(H) := \left[ \begin{array}{cc} I & 0 \\ A & -I \end{array} \right] \mathcal{K} \times \mathcal{K},$$

where the linear map $A$ and the (not pointed) closed convex cone $\mathcal{K}$ are defined:

$$A := \left[ \begin{array}{cc} 4 & 1 \\ 2 & 3 \end{array} \right], \quad \mathcal{K} := \left\{ \begin{bmatrix} a \\ b \end{bmatrix} : a - b \geq 0 \right\}, \quad \text{and thus } \text{lin}(\mathcal{K}) = \text{im} \left[ \begin{array}{c} 1 \\ 1 \end{array} \right].$$

For these choices, we will show that the assumptions of Theorem 3.7 hold. First, note that, if $\mathcal{C}$ is a closed convex cone and $M$ a nonsingular linear map, then $MC$ is a closed convex cone. Since $\mathcal{K} \times \mathcal{K}$ is closed, we can conclude that $\text{gr}(H)$ is a closed convex cone. As such, $H$ is a closed convex process.

Now let $\bar{x} \in \mathcal{K}$, that is, $\bar{x} = \begin{bmatrix} a \\ b \end{bmatrix}^T$ for $a \geq b$. Note that

$$H(x) = \left\{ \begin{array}{ll} Ax - \mathcal{K} & \text{for } x \in \mathcal{K}, \\ \emptyset & \text{for } x \notin \mathcal{K}, \end{array} \right.$$ 

and therefore

$$H(\bar{x}) = \left\{ \begin{array}{ll} 4a + b - c \\ 2a + 3b - d \end{array} : c - d \geq 0 \right\}.$$

By choosing $c = d = 0$, we see that $H(\bar{x}) \cap \mathcal{K} \neq \emptyset$. This proves that $\mathcal{K}$ is weakly $H$ invariant. Additionally, $H(0) \cap \mathcal{K} = \text{lin}(\mathcal{K})$, which is a subspace. It is straightforward to show that $L_-(H)$ is given by:

$$L_-(H)(x) = \left\{ \begin{array}{ll} Ax + \text{im} \left[ \begin{array}{c} 1 \\ 1 \end{array} \right] & \text{for } x \in \text{lin}(\mathcal{K}), \\ \emptyset & \text{for } x \notin \text{lin}(\mathcal{K}). \end{array} \right.$$
Lastly, note that \( \text{lin}(K) \) is weakly \( L_-(H) \) invariant and for each \( \lambda \geq 0 \)

\[
\text{lin}(K) \subseteq L_-(H)(0) \subseteq (L_-(H) - \lambda I)(0) \subseteq (L_-(H) - \lambda I)(\text{lin}(K)).
\]

This means that all the assumptions of Theorem 3.7 hold. Since we additionally have that \( K \neq \text{lin}(K) \), there exists \( \lambda > 0 \) and \( \eta = [a \ b]^\top \) with \( a > b \) such that \( \lambda \eta \in H(\eta) \).

4. Verifying the assumptions. At this point, we move our attention to the problem of verifying the assumptions of Theorem 3.6. In this section, we will reveal that the assumptions \((a)-(c)\) can be checked efficiently by employing ideas from classical geometric control theory.

In fact, we will find the largest subspace \( W \) satisfying these assumptions, if one exists. As shown in Theorem 3.7, taking a larger \( W \) that satisfies the assumptions results in more information on the location of eigenvectors of \( H \). In addition, if the assumption \( H(0) \cap K \subseteq W \) does not hold for the largest subspace satisfying \((a)-(c)\), it does not hold for any such subspace. Therefore, we are interested in finding the largest subspace \( W \) that satisfies \((a)-(c)\).

It is straightforward to check that in the assumptions \((b)-(c)\), the process \( L_-(H) \) can be replaced by any linear process \( L \) such that \( \text{gr}(L_W) \subseteq \text{gr}(L) \subseteq \text{gr}(H) \) without changing the proof. In particular the linear process \( \hat{L} \), defined by

\[
\text{gr}(\hat{L}) = \text{gr}(L_-(H)) \cap \text{lin}(K) \times \text{lin}(K)
\]

satisfies this property and for this choice, \((a)\) holds immediately. This means that we are interested in finding the largest subspace \( W \) such that \( W \) is weakly \( \hat{L} \) invariant and such that \( W \subseteq (\hat{L} - \lambda I)W \) for all \( \lambda \geq 0 \).

The main result of this section is a characterization of this subspace in terms of stabilizability subspaces of linear systems. As a consequence of this, we present an algorithm which finds this subspace in a finite amount of steps.

Next, we study the relation between linear processes and linear systems.

Consider the discrete-time linear input/state/output system \( \Sigma = \Sigma(A, B, C, D) \) given by

\[
x_{k+1} = Ax_k + Bu_k \quad \text{(4.2a)} \\
y_k = Cx_k + Du_k \quad \text{(4.2b)}
\]

where \( k \in \mathbb{N} \), \( u_k \in \mathbb{R}^m \) is the input, \( x_k \in \mathbb{R}^n \) is the state, \( y_k \in \mathbb{R}^m \) is the output, and \( A, B, C, D \) are matrices of appropriate dimensions.

We define \( L_\Sigma \), the linear process associated with \( \Sigma \) by:

\[
\text{gr}(L_\Sigma) := \begin{bmatrix} I_n & 0 \\ A & B \end{bmatrix} \ker [C \ D] = \begin{bmatrix} A & -I_n \\ C & 0 \end{bmatrix}^{-1} \text{im} \begin{bmatrix} B \\ D \end{bmatrix}, \quad \text{(4.3)}
\]

where \( M^{-1}(Y) \) denotes the preimage of the set \( Y \) under \( M \), that is \( M^{-1}(Y) = \{ x \mid Mx \in Y \} \). Direct inspection shows that the second equality holds for any quadruple \((A, B, C, D)\) with appropriate dimensions.

We say that a linear system \( \Sigma \) is a realization of a linear process \( L \) if \( L = L_\Sigma \). Given a linear process \( L : \mathbb{R}^n = \mathbb{R}^n \), a realization \( \Sigma \) of \( L \) can be constructed as follows. Let \( m = \dim \text{gr}(L) \). Then, there exist \( B \in \mathbb{R}^{n \times m} \) and \( D \in \mathbb{R}^{n \times m} \) such that

\[
\text{gr}(L) = \text{im} \begin{bmatrix} D \\ B \end{bmatrix}.
\]
Take $A = 0_{n \times n}$ and $C = I_n$. Then, it follows from (4.3) that $\Sigma(A, B, C, D)$ is a realization of $L$.

Let $\hat{\Sigma} = \Sigma(A, B, C, D)$ be a realization of the linear process $\hat{L}$ as in (4.1). Note that

(i) $W$ is weakly $\hat{L}$ invariant if and only if

$$
\begin{bmatrix} A \\ C \end{bmatrix} W \subseteq \left( (W \times \{0\}) + \text{im} \begin{bmatrix} B \\ D \end{bmatrix} \right) \tag{4.4}
$$

(ii) $W \subseteq (\hat{L} - \lambda I)W$ for all $\lambda \geq 0$ if and only if

$$
W \times \{0\} \subseteq \begin{bmatrix} A - \lambda I \\ C \end{bmatrix} W + \text{im} \begin{bmatrix} B \\ D \end{bmatrix} \text{ for all } \lambda \geq 0. \tag{4.5}
$$

Let $\mathcal{V}_g$ denote the stabilizable weakly unobservable subspace with respect to the stability domain $\mathcal{C}_g = \mathbb{C} \setminus \mathbb{R}_+$ of the system $\hat{\Sigma}$ (see e.g. [21, Sec. 7 and Ex. 7.16-7.17]). By definition, $\mathcal{V}_g$ is the largest of the subspaces $W$ satisfying both (4.4) and (4.5). Therefore, we have $W^* = \mathcal{V}_g$.

The subspace $\mathcal{V}_g$ (and hence $W^*$) can be computed in terms of certain other subspaces associated with $\hat{\Sigma}$. Indeed, it is well-known (see e.g. [21, Ex. 7.17c, Cor. 4.27, and Thm. 8.22]) that

$$
\mathcal{V}_g = \left( \chi_g(A + BF) \cap \mathcal{V} \right) + \left( \mathcal{T} \cap \mathcal{V} \right). \tag{4.6}
$$

Here $\mathcal{V}$ is the weakly unobservable subspace of $\hat{\Sigma}$, $F$ is a friend of $\mathcal{V}$, $\mathcal{T}$ is the strongly reachable subspace of $\hat{\Sigma}$, and $\chi_g(A + BF)$ is the $\mathcal{C}_g$-stable subspace of $A + BF$. In what follows, we will discuss these ingredients further.

The weakly unobservable subspace $\mathcal{V}$ of $\hat{\Sigma}$ can be computed via the following subspace algorithm:

$$
\mathcal{V}_0 := \mathbb{R}^n \tag{4.7a}
$$

$$
\mathcal{V}_{\ell+1} := \begin{bmatrix} A \\ C \end{bmatrix}^{-1} \left( \mathcal{V}_\ell \times \{0\} + \text{im} \begin{bmatrix} B \\ D \end{bmatrix} \right) \text{ for } \ell \geq 0. \tag{4.7b}
$$

It is well-known (see e.g. [21, Thm. 7.12]) that

$$
\mathcal{V}_0 \supset \mathcal{V}_1 \supset \cdots \supset \mathcal{V}_r = \mathcal{V}_{r+1} = \mathcal{V} \tag{4.8}
$$

for some $r \leq n$ where ‘$\supset$’ denotes strict inclusion.

Note that

$$
\mathcal{V} = \begin{bmatrix} A \\ C \end{bmatrix}^{-1} \left( \mathcal{V} \times \{0\} + \text{im} \begin{bmatrix} B \\ D \end{bmatrix} \right) \tag{4.9}
$$

since $\mathcal{V} = \mathcal{V}_r = \mathcal{V}_{r+1}$. From this property of $\mathcal{V}$, one can show that there exists $F \in \mathbb{R}^{m \times n}$ such that $(A + BF)\mathcal{V} \subseteq \mathcal{V}$ and $\mathcal{V} \subseteq \ker(C + DF)$. Such an $F$ matrix is called a friend of $\mathcal{V}$. One can find a friend as follows: If $\mathcal{V}$ is the zero subspace, then every $m \times n$ matrix is clearly a friend. If $\mathcal{V} = \mathbb{R}^n$, then (4.9) implies that $\text{im} C \subseteq \text{im} D$. Hence, there exists $F$ such that $C + DF = 0$ and every such $F$ is a friend. If $\mathcal{V}$ is a proper subspace, let $n > q = \dim(\mathcal{V}) \geq 1$. Also, let $x_1, x_2, \ldots, x_n$ be a basis for $\mathbb{R}^n$ such that $x_1, x_2, \ldots, x_q$ is a basis for $\mathcal{V}$. From (4.9), we see that for $i \in \{1, 2, \ldots, q\}$
Ax_i = v_i + Bu_i and Cx_i + Du_i = 0 where v_i ∈ V and u_i ∈ R^m. Now, one can construct a friend F by taking Fx_i = u_i for i ∈ {1, 2, ..., q} and Fx_i = 0 for i ∈ {q + 1, ..., n}.

The strongly reachable subspace T of $\hat{\Sigma} = \Sigma(A, B, C, D)$ is the dual of V in the sense that $(T)^\perp$ is the weakly unobservable subspace of the dual system

$$\hat{\Sigma}^T = \Sigma(A^T, C^T, B^T, D^T).$$

As such, the subspace algorithm (4.7) can be used to compute T of $\hat{\Sigma}$.

Finally, the $C_g$-stable subspace of $A + BF$, $\chi_g(A + BF)$, is in order. Let $\chi$ be the characteristic polynomial of $A + BF$. Factorize $\chi$ as $\chi = \chi_g\chi_b$ where all roots of $\chi_g$ are in $C_g = C \setminus R_+$ and those of $\chi_b$ are in $R_+$. Then, we have

$$\chi_g(A + BF) = \ker \chi_g(A + BF).$$

Summarizing, existence of a subspace W satisfying the hypotheses (a)-(c) of Theorem 3.6 can be verified by first finding a realization for the linear process $\hat{\mathcal{L}}$ given in (4.1), then finding $V_g$ from (4.6), and finally checking if $H(0) \cap K \subseteq V_g$. If this is the case, then applying Theorem 3.6 by taking $W = V_g$ results in the sharpest statements that can be achieved by this theorem.
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