Lie Derivative Inclusion with Polynomial Output Feedback*

Tsuyoshi Yuno† and Toshiyuki Ohtsuka‡

In this paper, we deal with two problems of static output feedback for input-affine polynomial dynamical systems. One is to design a static output-feedback controller so as to render a prescribed algebraic set invariant for the resulting closed-loop system. The other is to design a static output-feedback controller so as to realize a prescribed vector field on a prescribed algebraic set. It is shown that the two problems can be represented by a particular inclusion of polynomials, and the inclusion can be solved. As a result, all the static output-feedback controllers required in the problems can be exactly represented by using free polynomial parameters.

1. Introduction

In this paper, we deal with two problems of static output feedback. One aims to control a dynamical system so as to render a prescribed subset of the state space invariant for the resulting closed-loop system, and the other aims to control a dynamical system so as to realize a prescribed vector field on a prescribed subset of the state space. It will be shown that the two problems can be represented by a particular inclusion of polynomials, which is called the Lie derivative inclusion, and the inclusion can be solved. By using this representation, all the controllers required in the problems can be exactly computed in a unified manner, even though the problems are totally different from each other.

A special class of the Lie derivative inclusion has been formulated and solved in [2] within the context of polynomial-type static state feedback for polynomial dynamical systems. The literature showed that the Lie derivative inclusion is an important concept in control theory because the above two problems have several control applications. For example, when the state of a controlled system must belong to a given constraint set, this constraint is always satisfied by a controller rendering the constraint set invariant. Such a controller can also solve the model matching problem. A controller realizing a prescribed vector field on a prescribed subset can be used to realize a prescribed periodic orbit and to solve a path-following control problem. See [2] for details.

This paper is an extension of [2] to the case of static output feedback. However, the solution method presented in [2] cannot be applied to solving the Lie derivative inclusion within the context of static output feedback because a solution of a linear equation over a subalgebra is needed to solve the inclusion unlike the case of state feedback (see Subsection 3.4 for details). Although an algorithm for partially solving such an equation has been proposed as a SINGULAR [3,4] package, it requires very strict assumptions regarding the cardinality of generators of the subalgebra and the algebraic independence of the generators. To the best of the authors’ knowledge, any algorithm for fully solving a linear equation over a subalgebra has never been proposed. Hence, in this paper, we will give an algorithm for solving the Lie derivative inclusion with static output feedback through more involved techniques than [2]. The algorithm implicitly gives a procedure for solving a linear equation over a subalgebra. As a result, all the static output-feedback controllers solving the Lie derivative inclusion can be exactly computed. We also show that the realization of a prescribed vector field via static output feedback can be applied to the replacement of a state feedback controller by a static output-feedback controller. This application does not appear in the case of state feedback.

As is done in [2], we assume that the given system is a polynomial dynamical one and that the controller is of polynomial-type static output feedback. Moreover, we assume that the given subset of the state space is algebraic. As is well known, polynomial dynamical systems can represent a variety of objects [5].
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In particular, many non-polynomial dynamical systems can be described as polynomial dynamical systems via immersion [6]. Moreover, algebraic sets can represent a variety of typical subsets, e.g., lines, hyperplanes, ellipses, and spheres. Therefore, the above assumptions are reasonable as a first step in tackling the problems.

This paper is organized as follows. First, the above two problems associated with the Lie derivative inclusion are mathematically formulated in Section 2. The notation used in this paper is also described. Section 3 explains that the problems can be represented as the Lie derivative inclusion. Moreover, the difficulty in solving the Lie derivative inclusion with static output feedback is explained. We give the algorithm (Algorithm 1) for solving the inclusion and prove Theorem 2 to show that the algorithm indeed solves the inclusion. As a result, all the static output-feedback controllers solving the inclusion can be exactly represented by using free polynomial parameters. An example given in Section 4 demonstrates the implementation of Algorithm 1. Appendix A.1 gives the algorithm for computing the set of the polynomial vectors required in Algorithm 1 and the lemma required for proving Theorem 2. In Appendix A.2, several well-known algorithms employed for Algorithm 1 are shown for the sake of completeness.

This paper is written in the language of commutative algebra [7,8] and Gröbner bases [9–11]. Understanding it requires some knowledge of these topics.

2. Mathematical Preliminaries and Motivating Problems

In this section, we define the notation used in this paper and describe the system examined herein. After that, we mathematically formulate the problems mentioned in the introduction. The first problem is to obtain a static output-feedback controller such that a prescribed algebraic set in the state space is invariant for the resulting closed-loop system. The second problem is to obtain a static output-feedback controller such that the resulting closed-loop system has a prescribed vector field on a prescribed algebraic set in the state space.

2.1 Notation and System Description

Throughout the paper, we use the following notation. Let $R$ denote the field of real numbers. Let $R = R[X_1, \ldots, X_n]$ be a polynomial ring over $R$ with indeterminates $X_1, \ldots, X_n$. Let $S = R[Y_1, \ldots, Y_p]$ be a polynomial ring over $R$ with indeterminates $Y_1, \ldots, Y_p$. For a given positive integer $s$, let $R^s$ denote the free $R$-module of all the column vectors with $s$ components in $R$. We will consider only the standard operations in $R^s$. For given positive integers $s_1$ and $s_2$, let $R^{s_1 \times s_2}$ denote the set of all the $s_1 \times s_2$ matrices with entries in $R$. For given polynomial vectors $m_1, \ldots, m_r \in R^n$ (resp. polynomials $m_1, \ldots, m_r \in R$), let $\langle m_1, \ldots, m_r \rangle_R$ denote the $R$-submodule of $R^n$ (resp. the ideal of $R$) generated by the set of generators $\{m_1, \ldots, m_r\}$. That is, let $\langle m_1, \ldots, m_r \rangle_R := \{c_1 m_1 + \cdots + c_r m_r : c_i \in R \text{ for } i = 1, \ldots, r\}$. For a given polynomial vector $v \in R^n$, we distinguish between a polynomial vector $v$ and a polynomial map $v(\cdot)$ according to these notations. We further distinguish between the indeterminates $X_1, \ldots, X_n$ of $v$ and the variables $x = [x_1, \ldots, x_n]^T \in R^n$ of $v(\cdot)$. The above notations are also defined for the ring $S$ as well as $R$. For a given polynomial $\Phi \in R$, the derivation of $\Phi$ w.r.t. $X_i$ is denoted by $\partial \Phi / \partial X_i$. Let $\partial \Phi / \partial X$ be the row vector $[\partial \Phi / \partial X_1, \ldots, \partial \Phi / \partial X_n]$. For a given polynomial $\Phi \in R$ and a polynomial vector $f \in R^n$, let $L_f \Phi := (\partial \Phi / \partial X)f$.

The following notations are commonly used in (real) algebraic geometry [12].

**Definition 1** Let $\mathcal{A}$ be a given algebraic set in $R^n$. The vanishing ideal of $\mathcal{A}$ is the ideal $I$ of $R$ consisting of all the polynomials vanishing on $\mathcal{A}$, i.e.,

$$I := \{\rho \in R : \rho(x) = 0 \forall x \in \mathcal{A}\}.$$ 

**Definition 2** Let $J$ be a given ideal of $R$. The real radical of $J$ is the ideal

$$\sqrt{J} := \left\{\rho \in R : \exists N \in \mathbb{N}, \exists \lambda_1, \ldots, \lambda_r \in R, \rho^{2N} + \lambda_1^2 + \cdots + \lambda_r^2 \in J\right\},$$

where $\mathbb{N}$ denotes the natural numbers.

Let $J$ be an ideal of $R$ representing a given algebraic set $\mathcal{A} \subset R^n$, i.e., an ideal such that $\mathcal{A} = \{x \in R^n : \rho(x) = 0 \forall \rho \in J\}$. It is well known [12] that the vanishing ideal $I$ of $\mathcal{A}$ is the real radical of $J$, i.e., $I = \sqrt{J}$. Several algorithms for computing the real radical of a given ideal are given in [13–16]. We henceforth assume that the vanishing ideal $I$ of a given algebraic set $\mathcal{A}$ can be computed.

We will deal with a system of the form

$$\begin{align*}
\dot{x} &= f^o(x, u) = f(x) + G(x)u, \\
y &= h(x)
\end{align*}$$

with $f \in R^n$, $G \in R^{n \times m}$, and $h = [h_1, \ldots, h_p]^T$, $h_i \in R$ ($i = 1, \ldots, p$). We write $f^o(\cdot, \cdot) = [f_1^o(\cdot, \cdot), \ldots, f_n^o(\cdot, \cdot)]^T$.

2.2 Controlled Invariance of a Prescribed Algebraic Set

Consider an autonomous system of the form

$$\dot{x} = F(x)$$

with $F \in R^n$. Let $\phi(t, x_0)$ denote the solution of eq. (2) at time $t$ with the initial condition $x(0) = x_0 \in R^n$. Denote by $E(x_0)$ the maximal existence interval of $\phi(\cdot, x_0)$. We define the notion of the invariance of a set as follows.

**Definition 3** A set $\mathcal{A} \subset R^n$ is said to be invariant for system (2) if $x_0 \in \mathcal{A}$ implies $\phi(t, x_0) \in \mathcal{A}$ for all $t \in E(x_0)$. Now, let us return to system (1) and define the notion of controlled invariance by static output feed-
A set $\mathcal{A} \subset \mathbb{R}^n$ is said to be controlled invariant by static output feedback for system (1) if there exists a static output-feedback controller $u \in S^m$ such that $\mathcal{A}$ is invariant for the resulting closed-loop system of eq. (1).

We shall consider the following problem.

**Problem 1** Let $I = \langle p_1, \ldots, p_k \rangle \subset \mathbb{R}$ be the vanishing ideal of a given algebraic set $\mathcal{A} \subset \mathbb{R}^n$. Then, given a system of form eq. (1), determine whether $\mathcal{A}$ is controlled invariant by static output feedback for system (1). Moreover, if $\mathcal{A}$ is controlled invariant by static output feedback, obtain a static output-feedback controller $u \in S^m$ for system (1) such that $\mathcal{A}$ is invariant for the resulting closed-loop system.

**Definition 5** A solution of Problem 1 is a static output-feedback controller $u \in S^m$ such that $\mathcal{A}$ is invariant for the resulting closed-loop system of eq. (1). Problem 1 is said to be solvable if a solution to it exists.

As stated in [2], the problem of state constraint and that of model matching can be represented by Problem 1.

### 2.3 Realization of a Prescribed Vector Field

The second problem is the realization of a prescribed vector field. It is described as follows.

**Problem 2** Let $I = \langle p_1, \ldots, p_k \rangle \subset \mathbb{R}$ be the vanishing ideal of a given algebraic set $\mathcal{A} \subset \mathbb{R}^n$. Given a system of form eq. (1) and a polynomial vector $f^i = [f_1^i, \ldots, f_n^i] \in \mathbb{R}^n$ with a given positive integer $n' \leq n$, determine whether there exists a static output-feedback controller $u \in S^m$ such that

$$f_1^i(x) = f_1^i(x, u(x)), \quad \vdots \quad f_n^i(x) = f_n^i(x, u(x)),$$

for all $x \in \mathcal{A}$. Moreover, if such a controller exists, it should be able to be computed explicitly.

**Definition 6** A solution of Problem 2 is a static output-feedback controller $u \in S^m$ satisfying eq. (3). Problem 2 is said to be solvable if a solution to it exists.

As stated in [2], the problem of realizing a prescribed periodic orbit and that of a path-following control can be represented by Problem 2. We give another problem represented by Problem 2 in the following example, which is the replacement of a state feedback controller by a static output-feedback controller.

**Example 1** (Replacement of a state feedback controller by a static output-feedback controller) Consider system (1) and suppose that a state feedback controller $u_X \in \mathbb{R}^m$ for the system has been given. Put

$$f^i := f + Gu_X \quad \text{and} \quad I := \{0\}.$$

Then, Problem 2 represents the problem of obtaining a static output-feedback controller $u \in S^m$ such that the vector field of the resulting closed-loop system coincides with that of the closed-loop system with $u_X$.

### 3. Lie Derivative Inclusion and Its Solution

In this section, we show that Problems 1 and 2 can be represented by the Lie derivative inclusion with static output feedback. Moreover, the difficulty in solving the inclusion is explained. Algorithm 1 is the procedure for solving the inclusion. Theorem 2 shows that Algorithm 1 indeed solves the inclusion. As a result, all the static output-feedback controllers required in the problems can be represented by using free polynomial parameters.

#### 3.1 Lie Derivative Inclusion

In this subsection, we define the inclusion to be solved. It will be shown in later subsections that the two problems described in the previous section can be represented by the inclusion.

For a given positive integer $r$, let $\text{Sbs}_{Y \mapsto h} : \mathbb{R}^r \rightarrow \mathbb{R}^r$ denote the map defined by the substitution $Y_i \mapsto h_i (i = 1, \ldots, p)$. We define the Lie derivative inclusion as follows.

**Definition 7** Let $\Phi_i, \Psi_i (i = 1, \ldots, \ell)$ be given polynomials in $R$ and $I$ be a given ideal of $R$. Then, consider the system of inclusions

$$L_{f + \text{Sbs}_{Y \mapsto h}^m(u)} \Phi_i \in \Psi_i + I,$$

$$L_{f + \text{Sbs}_{Y \mapsto h}^m(u)} \Phi \in \Psi + I$$

with $u \in S^m$ to be found. We call the above system the Lie derivative inclusion. A solution of the Lie derivative inclusion is a static output-feedback controller $u \in S^m$ satisfying eq. (4). The Lie derivative inclusion is said to be solvable if a solution to it exists.

(Remark 1) In [2], ideals are given independently for each inclusion in eq. (4). However, to solve Problems 1 and 2, it suffices to use a single ideal $I$ as inclusion (4). This treatment allows eq. (4) to be calculated in the factor ring $\mathbb{R} = R/I$. See the proof of Theorem 2 in Subsection 3.5.

#### 3.2 Representation of Problem 1

This subsection demonstrates how Problem 1 is represented by the Lie derivative inclusion. Let $\mathcal{A} \subset \mathbb{R}^n$ be a given algebraic set and $I = \langle p_1, \ldots, p_k \rangle \subset \mathbb{R}$ be the vanishing ideal of $\mathcal{A}$. A necessary and sufficient condition for the invariance of an algebraic set is given by the following theorem [17–19].

**Theorem 1** A given algebraic set $\mathcal{A}$ is invariant for system (2) if and only if

$$L_{FP_i} \in I.$$
holds for $i = 1, \ldots, k$.

The following corollary is a straightforward consequence of the above theorem.

**Corollary 1** A given algebraic set $\mathcal{A}$ is invariant for the resulting closed-loop system of eq. (1) with a controller $u \in S^{m_i}$ if and only if $u$ satisfies the inclusion

$$L_f + GS_{y \rightarrow h}^m(u) \rho_i \in I.$$  

From this corollary, we have that the solutions of **Problem 1** coincide with the solutions of inclusion (4) with $\Phi_i = \rho_i$ and $\Psi_i = 0$ for $i = 1, \ldots, k$.

### 3.3 Representation of **Problem 2**

This subsection demonstrates how **Problem 2** is represented by the Lie derivative inclusion. Let $\{e_1, \ldots, e_n\}$ be the canonical basis of $R^n$ and rewrite eq. (3) as follows:

$$f_i^1(x) = e_i^T (f(x) + Gx(u(h(x)))),$$

$$f_i^m(x) = e_i^T (f(x) + Gx(u(h(x))))$$

**Problem 2** requires the above set of equations to be satisfied for all $x \in \mathcal{A}$. This is equivalent to the following inclusions of polynomials:

$$e_i^T (f + GS_{y \rightarrow h}^m(u)) \in f_i + I,$$

$$e_i^T (f + GS_{y \rightarrow h}^m(u)) \in f_i + I.$$  

The above inclusions can be derived from inclusion (4) by setting $\Phi_i = X_i$ and $\Psi_i = f_i^d$ for $i = 1, \ldots, n'$. That is, the solutions of **Problem 2** coincide with the solutions of inclusion (4) with $\Phi_i = X_i$ and $\Psi_i = f_i^d$ for $i = 1, \ldots, n'$.

### 3.4 Difficulty in Solving the Lie Derivative Inclusion with Static Output Feedback

The Lie derivative inclusion with static output feedback is more difficult to solve than that with state feedback. We will explain this in detail here.

Given positive integers $s$ and $r$, consider the linear equation

$$\gamma_0 = z_1 \gamma_1 + \cdots + z_r \gamma_r$$

with given polynomial vectors $\gamma_i \in R^n$ ($i = 0, \ldots, r$), where $z := [z_1, \ldots, z_r]^T \in R^r$ is to be found. The literature [2] showed that solving the Lie derivative inclusion with state feedback reduces to solving the above equation. Moreover, the above equation can be solved by using the technique of Gröbner bases (see [9–11]). On the other hand, in the case of static output feedback, the $z_i$'s are taken to be elements of $S$ rather than $R$. Although an algorithm for partially solving such an equation has been proposed as a SINGULAR package (see [3]), it requires very strict assumptions that $p = n$ holds and $\{h_1, \ldots, h_p\}$ is algebraically independent. To the best of the authors' knowledge, any algorithm for fully solving such an equation has never been proposed. Hence, in this paper, we will give an algorithm for solving the Lie derivative inclusion with static output feedback through more involved techniques than [2]. The algorithm implicitly gives a procedure for solving such equations where the $z_i$'s are taken to be elements in $S$.

### 3.5 Solution of the Lie Derivative Inclusion

Here, we will describe an algorithm for solving the Lie derivative inclusion with static output feedback. The algorithm can also be used to solve **Problems 1** and 2, as explained in the previous subsections.

Before we describe the algorithm, let us define the following notation. Let $\mathcal{N} = R/I$ be the factor ring of $R$ modulo $I$, and $H = R[h_1, \ldots, h_p]$ be the subalgebra of $R$ generated by $\{h_1, \ldots, h_p\}$. For any element $a \in R$, let $\pi$ denote the equivalence class $[a] \in \mathcal{N}$. Similarly, for any element $\xi = [\xi_1, \ldots, \xi_s] \in R^s$ with some integer $s \geq 1$, we use the same notation $\xi$ to describe the element $[\xi_1, \ldots, \xi_s] \in \mathcal{N}$. Let $R/I$ be the subalgebra $R[h_1, \ldots, h_p]$ of $R$ generated by $\{h_1, \ldots, h_p\}$. Furthermore, let $\text{Fct} : R^{m+1} \rightarrow R^{m+1}$ be the map defined by $R^{m+1} \ni \xi \mapsto \xi \in R^{m+1}$. For a given positive integer $r$, let $\text{Sbs}_{y \rightarrow h} : S^r \rightarrow R^r$ denote the map defined by the substitution $Y_i \mapsto h_i$ ($i = 1, \ldots, p$), as was defined before.

Let $P$ be either of the rings $R$, $S$, or $\mathcal{N}$. We further define the following notation. For a given ideal $J \subseteq P$ and a given integer $s \geq 1$, let $J^{\leq s}$ be the direct sum of $s$ copies of $J$, i.e.,

$$J^{\leq s} = \{ \xi = [\xi_1, \ldots, \xi_s] \in P^s : \xi_i \in J \ (i = 1, \ldots, s) \}.$$  

Note that, when $J$ is described by $J = \langle \mu_1, \ldots, \mu_k \rangle_P$ with generators $\{\mu_1, \ldots, \mu_k\}$, we can describe $J^{\leq s}$ in the explicit form

$$J^{\leq s} = \langle \mu_1 e_1, \ldots, \mu_k e_1 \rangle_P + \cdots + \langle \mu_1 e_s, \ldots, \mu_k e_s \rangle_P,$$

where $\{e_1, \ldots, e_s\}$ is the canonical basis of $P^s$. In particular, $J^{\leq s}$ is a $P$-submodule of $P^s$. For given polynomial vectors $v_i \in P^s$ ($i = 1, \ldots, r$) with some $r \geq 1$, let $\text{Syz}^P(v_1, \ldots, v_r) \subset P^r$ be the syzygy module of the $r$-tuple $(v_1, \ldots, v_r)$, i.e.,

$$\text{Syz}^P(v_1, \ldots, v_r) := \{ \zeta = [\zeta_1, \ldots, \zeta_r] \in P^r : \zeta_1 v_1 + \cdots + \zeta_r v_r = 0 \}.$$  

For given integers $s_1$ and $s_2$ such that $s_1 \geq s_2 \geq 1$, let $\text{Pr}_{s_1}^{s_2} : P^{s_1} \rightarrow P^{s_2}$ be the projection map defined by $P^{s_1} \ni [\omega_1, \ldots, \omega_{s_1}] \mapsto [\omega_1, \ldots, \omega_{s_2}] \in P^{s_2}$.

We will give the algorithm for solving inclusion (4) in what follows. As we will see in **Theorem 2**, the algorithm checks the solvability of eq. (4) and computes the set of all solutions of eq. (4). The proof of **Theorem 2** indicates that the solutions $u = [u_1, \ldots, u_m]^T \in S^m$ of eq. (4) coincide with the solutions of the inclu-
where \( \{e_1, \ldots, e_{m+1}\} \) is the canonical basis of \( S^{m+1} \), \( \eta_i \in S^{m+1} (i = 1, \ldots, \nu) \) are the polynomial vectors computed in Step 1 in Algorithm 1, and \( \kappa_i \in S (i = 1, \ldots, \nu') \) are the polynomials computed in Steps 2 and 3 in the algorithm. Hence, the algorithm for solving eq. (4) is based on solving the above inclusion. The algorithm is as follows.

[Algorithm 1] (For solving the Lie derivative inclusion)

**Given:** the polynomial vector \( f \in R^n \), the polynomial matrix \( G \in R^{n \times m} \), and the polynomials \( h_i \in R (i = 1, \ldots, p) \) of system (1). Polynomials \( \Phi_i \in R \) and \( \Psi_i \in R \) with \( i = 1, \ldots, \ell \), and an ideal \( I = (p_1, \ldots, p_k) \subset R \).

**Obtain:** a polynomial vector \( u^* \in S^m \) and a set \( \{m_1^u, \ldots, m_{\nu'}^u\} \) of polynomial vectors \( m_i^u \in S^m (i = 1, \ldots, \nu') \), where \( u^* + \langle m_1^u, \ldots, m_{\nu'}^u \rangle_S \) is the set of all solutions of eq. (4).

**Step 1** Compute a set \( \{\eta_{1,1}, \ldots, \eta_{i,m+1}\} \) of polynomial vectors \( \eta_i \in S^{m+1} (i = 1, \ldots, \nu) \) by using Algorithm 2 in Appendix A.1. Write \( \eta_i = [\eta_{i,1}, \ldots, \eta_{i,m+1}]^T \) \( (i = 1, \ldots, \nu) \).

**Step 2** Define the \( R \)-algebra homomorphism \( \pi : S \to R^m \) by

\[
S \ni \alpha(Y_1, \ldots, Y_{p}) \mapsto \alpha(h_1, \ldots, h_p) \in R^m.
\]  

**Step 3** Compute a set of generators \( \{\kappa_1, \ldots, \kappa_{\nu'}\} \) of \( \ker \pi \) by using Algorithm 5 in Appendix A.2.

**Step 4** Check if

\[
e_1 \in u_1 e_2 + \cdots + u_{m} e_{m+1} + \langle \eta_{1,1}, \ldots, \eta_{1,m+1} \rangle_S + \langle \kappa_1, \ldots, \kappa_{\nu'} \rangle_S.
\]

If the above inclusion holds, proceed to the next step because eq. (4) is solvable; otherwise, terminate the algorithm because eq. (4) is not solvable.

**Step 5** Let \( \{e_1, \ldots, e_{m+1}\} \) be the canonical basis in \( S^{m+1} \).

**Step 6** Set \( d = \nu + (m+1)\nu' \), and define the equation

\[
e_1 = z_1 e_2 + \cdots + z_m e_{m+1} + \langle z_{m+1} \eta_1, \ldots, z_{m+\nu} \eta_{\nu} \rangle + \langle z_{m+\nu+1} \kappa_1 e_1, \ldots, z_{m+\nu+\nu'} \kappa_{\nu'} e_1 \rangle + \cdots + \langle z_{m+d} \kappa_{\nu'} e_{m+1} \rangle\]

with the variables \( z := [z_1, \ldots, z_{m+d}]^T \in S^{m+d} \).

**Step 7** By solving the above equation using Algorithm 6 in Appendix A.2, obtain polynomial vectors \( z^* \in S^{m+d} \) and \( m_i^u \in S^{m+d} (i = 1, \ldots, \nu) \), where \( z^* + \langle m_1^u, \ldots, m_{\nu'}^u \rangle_S \) is the set of all solutions \( z \in S^{m+d} \) of the equation.

**Step 8** Put \( u^* := \text{Prj}_{S}^{m+d}(z^*) \in S^m \) and \( m_i^u := \text{Prj}_{S}^{m+d}(m_i^u) \in S^m \) \( (i = 1, \ldots, \nu) \).

(Remark 2) Checking if inclusion (6) holds is the ideal membership problem, which can be exactly solved \([9,20]\).

(Remark 3) All the calculations in the above algorithm are not approximate but exact.

We shall prove that the above algorithm indeed solves the Lie derivative inclusion.

[Theorem 2] Inclusion (4) is solvable if and only if eq. (6) holds. Moreover, \( u^* + \langle m_1^u, \ldots, m_{\nu'}^u \rangle_S \) is the set of all solutions of eq. (4).

(Proof) Let \( \pi : S \to R^m \) be the \( R \)-algebra homomorphism defined by eq. (5) as is in Algorithm 1. For a given integer \( s \geq 1 \), the free \( R \)-module \( \overline{S} \) can be regarded as an \( S \)-module with the law of action \( S \times \overline{S} \ni (\alpha, \zeta) \mapsto \pi(\alpha) \zeta \in \overline{S} \). We henceforth regard \( \overline{S} \) as an \( S \)-module in such a way. The \( R \)-algebra homomorphism \( \pi \) induces the \( S \)-module homomorphism \( \pi : S^{m+1} \to \overline{S}^{m+1} \) defined by

\[
[k_1, \ldots, k_{m+1}]^T \mapsto [\pi(k_1), \ldots, \pi(k_{m+1})]^T.
\]

Note that \( \overline{S} = \text{Fct}^t \circ S^{m+1} \otimes \text{Sbs}_{Y^\rightarrow h}^{m} \). Inclusion (4) can be transformed into

\[
\psi_1 - \frac{\partial \psi_1}{\partial X} f \in \left( \frac{\partial \psi_1}{\partial G} \right) S^{m+1} \otimes \text{Sbs}_{Y^\rightarrow h}^{m} + I,
\]

\[
\vdots
\]

\[
\psi_{\ell} - \frac{\partial \psi_{\ell}}{\partial X} f \in \left( \frac{\partial \psi_{\ell}}{\partial G} \right) S^{m+1} \otimes \text{Sbs}_{Y^\rightarrow h}^{m} + I.
\]

This is equivalent to the equation

\[
\psi_1 - \frac{\partial \psi_1}{\partial X} f = \left( \frac{\partial \psi_1}{\partial G} \right) S^{m+1} \otimes \text{Sbs}_{Y^\rightarrow h}^{m} u,
\]

\[
\vdots
\]

\[
\psi_{\ell} - \frac{\partial \psi_{\ell}}{\partial X} f = \left( \frac{\partial \psi_{\ell}}{\partial G} \right) S^{m+1} \otimes \text{Sbs}_{Y^\rightarrow h}^{m} u.
\]

Now, put

\[
\tilde{v} := \left[ \begin{array}{c} \psi_1 - \frac{\partial \psi_1}{\partial X} f \\ \vdots \\ \psi_{\ell} - \frac{\partial \psi_{\ell}}{\partial X} f \end{array} \right] \in \overline{R}^m,
\]

\[
\tilde{G} := [\tilde{g}_1, \ldots, \tilde{g}_m] := \left[ \begin{array}{c} \frac{\partial \psi_1}{\partial X} G \\ \vdots \\ \frac{\partial \psi_{\ell}}{\partial X} G \end{array} \right] \in \overline{R}^{m \times m},
\]

\[
u = \left[ \begin{array}{c} u_1 \\ \vdots \\ u_m \end{array} \right] \in S^m.
\]

Then, eq. (7) is transformed into
Hence, the solutions of eq. (4) are identical to the solutions \( u = [u_1, \ldots, u_m]^T \in S^m \) satisfying the equation

\[
\tilde{\psi} = u_1 \tilde{g}_1 + \cdots + u_m \tilde{g}_m
\]

with the law of action of the \( S \)-module \( \overline{R} \). Now, consider the \( S \)-submodule \( M := \langle \tilde{\psi}, \tilde{g}_1, \ldots, \tilde{g}_m \rangle_S \subset \overline{R} \).

Let \( \{e_1, \ldots, e_{m+1}\} \) be the canonical basis of \( S^{m+1} \), and define the surjective \( S \)-module homomorphism \( \chi : S^{m+1} \to M \) by

\[
e_1 \mapsto \tilde{\psi}, \quad e_2 \mapsto \tilde{g}_1, \quad \text{and} \quad e_{m+1} \mapsto \tilde{g}_m.
\]

By the homomorphism theorem, we have \( S^{m+1}/N \simeq M \), where \( N = \ker \chi \). Using this isomorphism, we have that eq. (9) is equivalent to the equation

\[
e_1 \in u_1 e_2 + \cdots + u_m e_{m+1} \mod N.
\]

That is, the solutions of eq. (4) are identical to the solutions \( u = [u_1, \ldots, u_m]^T \in S^m \) satisfying the inclusion

\[
e_1 \in u_1 e_2 + \cdots + u_m e_{m+1} + N.
\]

Now, let \( \{\eta_1, \eta_2, \ldots, \eta_d\} \) and \( \{\kappa_1, \kappa_2, \ldots, \kappa_{\nu'}\} \) be the sets computed in Step 1 and Steps 2–3 in Algorithm 1, respectively. Note that \( \langle \kappa_1, \ldots, \kappa_{\nu'} \rangle_S = \ker \pi \). Then, it can be verified that

\[
N = \langle \eta_1, \ldots, \eta_d \rangle_S + \langle \langle \kappa_1, \ldots, \kappa_{\nu'} \rangle_S \rangle_S^{m+1}
\]

as follows. By definition, we have

\[
N = \ker \chi
\]

\[
= \{ \zeta = [\zeta_1, \ldots, \zeta_{m+1}]^T \in S^{m+1} : \zeta_1 \tilde{\psi} + \zeta_2 \tilde{g}_1 + \cdots + \zeta_{m+1} \tilde{g}_m = 0 \}
\]

\[
= \{ \zeta = [\zeta_1, \ldots, \zeta_{m+1}]^T \in S^{m+1} : \pi(\zeta_1 \tilde{\psi} + \pi(\zeta_2 \tilde{g}_1 + \cdots + \pi(\zeta_{m+1}) \tilde{g}_m = 0 \}
\]

\[
= \{ \zeta \in S^{m+1} : \Pi(\zeta) \in \text{Syz} \tilde{\psi}, \tilde{g}_1, \ldots, \tilde{g}_m \cap \overline{R}^{m+1} \}
\]

\[
= \Pi^{-1}(\text{Syz} \tilde{\psi}, \tilde{g}_1, \ldots, \tilde{g}_m \cap \overline{R}^{m+1}).
\]

On the other hand, by Lemma 1 in Appendix A.1, we have

\[
\Pi(\langle \eta_1, \ldots, \eta_d \rangle_S) = \text{Syz} \tilde{\psi}, \tilde{g}_1, \ldots, \tilde{g}_m \cap \overline{R}^{m+1}.
\]

Hence, we have

\[
N = \langle \eta_1, \ldots, \eta_d \rangle_S + \text{ker} \Pi
\]

\[
= \langle \eta_1, \ldots, \eta_d \rangle_S + \langle \ker \pi \rangle_S^{m+1},
\]

which implies eq. (11). Now, let us consider eq. (10). The above expression for \( N \) implies that there exists a solution \( u \) satisfying eq. (10) if and only if the following inclusion holds:

\[
e_1 \in \langle e_2, \ldots, e_{m+1} \rangle_S + \langle \eta_1, \ldots, \eta_d \rangle_S
\]

\[
+ \langle \kappa_1 e_1, \ldots, \kappa_{\nu'} e_1 \rangle_S + \cdots
\]

\[
+ \langle \kappa_1 e_{m+1}, \ldots, \kappa_{\nu'} e_{m+1} \rangle_S.
\]

Noting that

\[
\langle e_2, \ldots, e_{m+1} \rangle_S \supset \langle \kappa_1 e_2, \ldots, \kappa_{\nu'} e_2 \rangle_S + \cdots + \langle \kappa_1 e_{m+1}, \ldots, \kappa_{\nu'} e_{m+1} \rangle_S,
\]

we have that eq. (12) is equivalent to

\[
e_1 \in \langle e_2, \ldots, e_{m+1} \rangle_S + \langle \eta_1, \ldots, \eta_d \rangle_S + \langle \kappa_1 e_1, \ldots, \kappa_{\nu'} e_1 \rangle_S.
\]

Write \( u_1 = [\eta_{i(1)}, \ldots, \eta_{i(m+1)}]^T \). Then, by comparing the positions of components, we have that the above inclusion is equivalent to the inclusion

\[
1 \in \langle \eta_{i(1)}, \ldots, \eta_{i(\nu)} \rangle_S + \langle \kappa_1, \ldots, \kappa_{\nu'} \rangle_S.
\]

Therefore, the first statement of the theorem follows. In what follows, we assume that eq. (4) is solvable. Put \( d := \nu + (m+1)\nu' \), and consider the equation

\[
e_1 = z_1 e_2 + \ldots + z_{m+1} e_{m+1}
\]

\[
+ (z_{m+1} \eta_1 + \cdots + z_{m+1} \eta_2)
\]

\[
+ (z_{m+1+1} \kappa_1 e_1 + \cdots + z_{m+1+\nu'} \kappa_{\nu'} e_1)
\]

\[
+ \cdots
\]

\[
+ (z_{m+1+\nu} \kappa_1 e_{m+1} + \cdots + z_{m+1+\nu} \kappa_{\nu'} e_{m+1})
\]

with the variables \( z := [z_1, \ldots, z_{m+\nu}]+ \in S^{m+\nu} \). A solution of eq. (10) is nothing but the image of the projection \( \Pi_m : S^{m+\nu} \to S^m \) of a solution \( z \) of eq. (13). Since eq. (13) is a linear equation with coefficients in the polynomial ring \( S \), we can exactly compute the set of all solutions of eq. (13) by Algorithm 6 in Appendix A.2 as

\[
z^* + \langle m_1^u, \ldots, m_{\nu'}^u \rangle_S
\]

where \( z^* \in S^{m+\nu} \) and \( m_1^u \in S^{m+\nu} \). Putting \( u^* := \Pi_m(z^*) \in S^m \) and \( m_1^u := \Pi_m(m_1^u) \in S^m \), we obtain the set \( u^* + \langle m_1^u, \ldots, m_{\nu'}^u \rangle_S \) of all solutions of eq. (10), i.e., the set of all solutions of eq. (4).

(Remark 4) Theorem 2 can be interpreted as follows: let \( u_1, \ldots, u_1 \) be as above. Then, any static output-feedback controller \( u \in S^m \) satisfying eq. (4) can be parametrized in the form

\[
u = u^* + c_1 m_1^u + \ldots + c_r m_r^u
\]

with arbitrary polynomial parameters \( c_i \in S \). Conversely, any controller \( u \) of the above form satisfies inclusion (4).

4. Example

We give an example that demonstrates the implementation of Algorithm 1 as follows.

[Example 2] Suppose we have the system of form (1)
Problem 2

In Step 4, we can verify that the following inclusion, which indicates the present problem is solvable. In Step 8, we obtain the polynomial vectors $z^* \in S^8$, $m_1^* \in S^8$, ..., and $m_6^* \in S^8$ as

$$z^* = [-Y_1, -Y_2 + Y_2, 1, 0, 0, 0, 0, 0, 0]^T,$$

$$m_1^* = [0, 0, 0, Y_1, -Y_2, -1, -1, 0, 0]^T,$$

$$m_2^* = [0, 0, 0, 0, 0, 0, 0, 0, 0]^T,$$

$$m_3^* = [0, 0, 0, 0, 0, 0, 0, 0, 0]^T,$$

$$m_4^* = [0, 0, 0, 0, 0, 0, 0, 0, 0]^T,$$

$$m_5^* = [0, 0, 0, 0, 0, 0, 0, 0, 0]^T.$$

Finally, in Step 8, we obtain by projection the polynomial vectors $u^* \in S^2$, $m_1^* \in S^2$, and $m_2^* \in S^2$ as

$$u^* = [-Y_1, -Y_2^2 + Y_2],$$

$$m_1^* = [0, Y_1^4 - Y_2^2 + Y_2^2, 0, 0, 0, 0, 0, 0, 0],$$

$$m_2^* = [0, Y_1^4 - Y_2^2 + Y_2^2, 0, 0, 0, 0, 0, 0, 0].$$

According to Remark 4, any static output-feedback controller $u$ satisfying eq. (3) is parametrized as

$$u(y) = \begin{bmatrix} -y_1 \\ -y_2 \\ + c_1(y) \\ + c_2(y) \end{bmatrix} \begin{bmatrix} y_1^2 - y_2^2 + y_2^2 \\ 0 \\ 0 \\ 0 \end{bmatrix}$$

with arbitrary polynomial functions $c_i(\cdot)$ ($i = 1, 2$). Conversely, any controller $u$ of the above form satisfies eq. (3).

5. Conclusion

In this paper, we dealt with two problems of static output feedback for input-affine polynomial dynamical systems. One is to obtain a static output-feedback controller so as to render a prescribed algebraic set invariant for the resulting closed-loop system, and the other is to obtain a static output-feedback controller so as to realize a prescribed vector field on a prescribed algebraic set. We showed that the two problems can be represented by a particular inclusion of polynomials. A special class of the inclusion has been formulated and solved in [2] within the context of polynomial-type static state feedback for polynomial dynamical systems, and it was named the Lie derivative inclusion. We extended the Lie derivative inclusion to the case of static output feedback. Although there has been a certain difficulty in solving the inclusion with static output feedback, we derived an algorithm for solving the inclusion by removing the difficulty. By using the algorithm, all the static output-feedback controllers solving the inclusion can be exactly computed.

The Lie derivative inclusion can be formulated in more general rings, e.g., the rings of analytic functions, rational functions, and meromorphic functions. One direction for future study is to obtain an algorithm for solving the inclusion in these rings.
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Appendices

A1. Computing the Set \{η_1,...,η_r\} in Algorithm 1

We use the notation defined so far. The following algorithm, which is a modification of Algorithms 3 and 4 in Appendix A.2, is used to derive Algorithm 1 in Section 3.

[Algorithm 2]

Given: the polynomial vector \( f \in \mathbb{R}^n \), the polynomial matrix \( G \in \mathbb{R}^{n \times m} \), and the polynomials \( \Phi_i \in \mathbb{R} \) and \( \Psi_i \in \mathbb{R} \) with \( i = 1,...,\ell \), and an ideal \( I = (\rho_1,\ldots,\rho_k) \subset \mathbb{R} \).

Obtain: a set \( \{\eta_1,\ldots,\eta_r\} \) of polynomial vectors \( \eta_i \in S^{m+1} \) (\( i = 1,\ldots,\nu \)).

Step 1. Put

\[
\Psi := \begin{bmatrix}
\Psi_1 - \frac{\partial \Phi_1}{\partial X} f \\
\vdots \\
\Psi_\ell - \frac{\partial \Phi_\ell}{\partial X} f
\end{bmatrix} \in \mathbb{R}^{\ell},
\]

\[
G := [g_1',\ldots,g_m'] := \begin{bmatrix}
\frac{\partial \Phi_1}{\partial X} G \\
\vdots \\
\frac{\partial \Phi_\ell}{\partial X} G
\end{bmatrix} \in \mathbb{R}^{\ell \times m}.
\]

Step 2. Let \( \{e_1,\ldots,e_\ell\} \) be the canonical basis of \( \mathbb{R}^\ell \), and compute a set of generators \( \{b'_1,\ldots,b'_\ell\} \) of the syzygy module

\[
\text{Syz}^R(\Psi,g_1',\ldots,g_m',\rho_1 e_1,\ldots,\rho_k e_\ell,\rho_1 e_1,\ldots,\rho_k e_\ell),
\]

using the algorithm given in [9].

Step 3. Put \( b_i := \text{Pr}^{m+1+k\ell} b_i' \in \mathbb{R}^{m+1} \) (\( i = 1,\ldots,\ell' \)).

Step 4. Let \( \{e_1,\ldots,e_{m+1}\} \) be the canonical basis of \( \mathbb{R}^{m+1} \), and define the \( R \)-submodule

\[
L = \langle b_1,\ldots,b_{\ell'} \rangle_R + \langle e_1,\ldots,e_{m+1} \rangle.
\]


\[ \ldots \rho_1 \epsilon_{m+1}, \ldots, \rho_k \epsilon_{m+1} \right] \}_{R'} \]

**Step 5** Set \( D = R[X_1, \ldots, X_n, Y_1, \ldots, Y_p] \).

**Step 6** Let \( \{ \epsilon_1, \ldots, \epsilon_{m+1} \} \) be the canonical basis of \( D^{m+1} \), and define the \( D \)-submodule \[
\mathcal{L}' = \langle b_1, \ldots, b_{l'}, p_1 \epsilon_1, \ldots, p_k \epsilon_{m+1} \rangle_{D'} + \langle (Y_1 - h_1) \epsilon_1, \ldots, (Y_p - h_p) \epsilon_1 \rangle_{D'} + \ldots + \langle (Y_1 - h_1) \epsilon_{m+1}, \ldots, (Y_p - h_p) \epsilon_{m+1} \rangle_{D'}.
\]

**Step 7** Compute a Gröbner basis \( L' \) w.r.t. an elimination ordering for \( \{ X_1, \ldots, X_n \} \).

**Lemma 1** Let \( \{ \eta_1, \ldots, \eta_k \} \) be the set computed by Algorithm 2. Then,

\[
\Pi(\{ \eta_1, \ldots, \eta_k \}) = \text{Syz} \overline{\Pi} \langle \eta_1, \ldots, \eta_k \rangle \cap \overline{\Pi}^{m+1} \quad (A1)
\]

**(Proof)** Note that \( \Pi = \text{Fct}^I \circ \text{Sbs}^{m+1} \). **Algorithm 2** can be divided into two parts: the first half (Steps 1–3) corresponds to **Algorithm 3** and the latter half (Steps 3–7) corresponds to **Algorithm 4**. Consider the set \( \{ b_1, \ldots, b_{l'} \} \) in **Algorithm 2**. Since the construction of \( \{ b_1, \ldots, b_{l'} \} \) in **Algorithm 2** corresponds to **Algorithm 3** with \( (v_1, \ldots, v_{m+1}) := (\psi', \gamma_1, \ldots, \gamma_m) \), we have

\[
\langle b_1, \ldots, b_{l'} \rangle_{\overline{\Pi}} = \text{Syz} \langle \psi', \gamma_1, \ldots, \gamma_m \rangle = \text{Syz} \langle \psi', \gamma_1, \ldots, \gamma_m \rangle.
\]

On the other hand, since the construction of \( \{ \eta_1, \ldots, \eta_k \} \) in **Algorithm 2** corresponds to **Algorithm 4** with \( L := (b_1, \ldots, b_{l'}) + I^{m+1} \), we have

\[
\begin{align*}
\text{Sbs}^{m+1}_{\psi'}(\{ \eta_1, \ldots, \eta_k \}) &= \left( \text{Sbs}^{m+1}_{\psi'}(\{ \eta_1, \ldots, \eta_k \}) \right)_{H} = L \cap H^{m+1} = \left( (b_1, \ldots, b_{l'}) + I^{m+1} \right) \cap H^{m+1}. 
\end{align*}
\]

Now, we prove that

\[
\text{Fct}^I \left( L \cap H^{m+1} \right) = \text{Syz} \overline{\Pi} (\psi', \gamma_1, \ldots, \gamma_m) \cap \overline{\Pi}^{m+1} \quad (A4)
\]

as follows. Take an arbitrary \( \xi \in R^{m+1} \) such that \( \xi \in L \cap H^{m+1} \). Since \( \xi \in H^{m+1} \), it is obvious that \( \xi = \text{Fct}^I (\xi) = \xi \in \overline{\Pi}^{m+1} \). Moreover, since \( \xi \in L = (b_1, \ldots, b_{l'}) + I^{m+1} \), there exist \( a_i \in R \) \( (i = 1, \ldots, l') \) and \( \theta \in I^{m+1} \) such that

\[
\xi = a_1 b_1 + \ldots + a_{l'} b_{l'} + \theta.
\]

Hence, we have

\[
\text{Fct}^I (\xi) = \xi = \overline{\pi}_1 b_1 + \ldots + \overline{\pi}_{l'} b_{l'} \in \langle b_1, \ldots, b_{l'} \rangle_{\overline{\Pi}}.
\]

which implies \( \text{Fct}^I (\xi) \in \text{Syz} \overline{\Pi} (\psi', \gamma_1, \ldots, \gamma_m) \). Thus, we have the inclusion

\[
\text{Fct}^I \left( L \cap H^{m+1} \right) \subset \text{Syz} \overline{\Pi} (\psi', \gamma_1, \ldots, \gamma_m) \cap \overline{\Pi}^{m+1}.
\]

Conversely, take an arbitrary \( \xi \in \overline{\Pi}^{m+1} \) such that

\[
\xi \in \text{Syz} \overline{\Pi} (\psi', \gamma_1, \ldots, \gamma_m) \cap \overline{\Pi}^{m+1}.
\]

Since eq.(A2) holds, there exist \( a_i \in R \) \( (i = 1, \ldots, l') \) such that

\[
\xi = \overline{\pi}_1 b_1 + \ldots + \overline{\pi}_{l'} b_{l'}.
\]

Moreover, since \( \xi \in \overline{\Pi}^{m+1} \), there exists \( \theta \in I^{m+1} \) such that

\[
a_1 b_1 + \ldots + a_{l'} b_{l'} + \theta \in H^{m+1}.
\]

Setting \( \zeta := a_1 b_1 + \ldots + a_{l'} b_{l'} + \theta \), we have

\[
\zeta \in \left( (b_1, \ldots, b_{l'}) + I^{m+1} \right) \cap H^{m+1} = L \cap H^{m+1}
\]

and Fct\((\zeta) = \zeta\), which imply the inclusion

\[
\text{Fct}^I \left( L \cap H^{m+1} \right) \supset \text{Syz} \overline{\Pi} (\psi', \gamma_1, \ldots, \gamma_m) \cap \overline{\Pi}^{m+1}.
\]

Therefore, we have that eq.(A4) holds. Thus, from eq.(A3) and eq.(A4), we have

\[
\text{Fct}^I \circ \text{Sbs}^{m+1}_{\psi'}(\{ \eta_1, \ldots, \eta_k \}) = \text{Syz} \overline{\Pi} (\psi', \gamma_1, \ldots, \gamma_m) \cap \overline{\Pi}^{m+1},
\]

which implies eq.(A1).

**A2. The Algorithms Employed for Solving the Lie Derivative Inclusion**

In the following, the indexes of the symbols are associated with those in the foregoing sections.

**A2.1 Computing a Syzygy Module over a Factor Ring**

Consider the following problem.

**Problem 3** Given an \((m+1)\)-tuple \((v_1, \ldots, v_{m+1})\) of polynomial vectors \(v_i \in R^l \) \( (i = 1, \ldots, m+1) \), compute a set of generators \( \{ \overline{b}_1, \ldots, \overline{b}_{l'} \} \) of the syzygy module \( \text{Syz} \overline{\Pi} (\psi', \gamma_1, \ldots, \gamma_m) \).

The algorithm for solving the above problem is given below.

**Algorithm 3** (Computing a syzygy module over a factor ring) [4, Remark 2.5.6]

**Given:** an \((m+1)\)-tuple \((v_1, \ldots, v_{m+1})\) of polynomial vectors \(v_i \in R^l \) \( (i = 1, \ldots, m+1) \).

**Obtain:** a set of generators \( \{ \overline{b}_1, \ldots, \overline{b}_{l'} \} \) of the syzygy module \( \text{Syz} \overline{\Pi} (\psi', \gamma_1, \ldots, \gamma_m) \).

**Step 1** Let \( \{ e_1, \ldots, e_l \} \) be the canonical basis of \( R^l \), and compute a set of generators \( \{ \overline{b}_1, \ldots, \overline{b}_{l'} \} \) of the syzygy module

\[
\text{Syz}^R (v_1, \ldots, v_{m+1}, \rho_1 e_1, \ldots, \rho_k e_k, \\
\rho_1 e_2, \ldots, \rho_k e_2, \\
\ldots, \\
\rho_1 e_l, \ldots, \rho_k e_l),
\]

using the algorithm given in [9].

**Step 2** Put \( b_i := \text{Fct} \overline{\Pi}^{m+1} (\psi', \gamma_1, \ldots, \gamma_m) (\overline{b}_i) \) \( (i = 1, \ldots, l') \).

**Step 3** Put \( \overline{b}_i := \text{Fct}^I (b_i) \in \overline{\Pi}^{m+1} \) \( (i = 1, \ldots, l') \).
A2.2 Intersecting a Module with a Subalgebra

Consider the following problem.

**Problem 4** Given an $R$-submodule $L = \langle w_1, \ldots, \ w_{r+k(m+1)} \rangle_R \subset R^{m+1}$ and a subring $H = R[\ h_1, \ldots, \ h_p \ ] \subset R$, obtain a set of generators $\{ \ eta_1, \ldots, \ eta'_p \}$ of the $H$-module $L \cap H^{m+1}$.

The algorithm for solving the above problem is given below.

**Algorithm 4** (Intersecting a module with a subalgebra) [21]

Given: a set of generators $\{ w_1, \ldots, \ w_{r+k(m+1)} \}$ of an $R$-submodule $L \subset R^{m+1}$, and a set of generators $\{ h_1, \ldots, \ h_p \}$ of a subring $H = R[\ h_1, \ldots, \ h_p \ ] \subset R$.

Obtain: a set of generators $\{ \eta_1, \ldots, \ \eta'_p \}$ of the $H$-module $L \cap H^{m+1}$.

Step 1 Set $D := R[X_1, \ldots, X_n, Y_1, \ldots, Y_p]$.

Step 2 Let $\{ e_1, \ldots, e_m \}$ be the canonical basis of $R^{m+1}$, and form the $D$-submodule

$L' = \langle w_1, \ldots, \ w_{r+k(m+1)} \rangle_D + \langle (Y_1 - h_1) e_1, \ldots, (Y_p - h_p) e_1 \rangle_D + \langle \ldots \rangle_D$.

Step 3 Compute a Gröbner basis $\mathcal{L}$ of $L'$ w.r.t. an elimination ordering for $\{ X_1, \ldots, X_n \}$.

Step 4 Put $\{ \eta_1, \ldots, \eta_m \} := \mathcal{L} \cap S^{m+1}$.

Step 5 Put $\eta'_i := \text{Sls}\mathcal{L}^{m+1}(\eta_i)$ $(i = 1, \ldots, m)$.

A2.3 Computing the Kernel of an Algebra Homomorphism

Consider the following problem.

**Problem 5** Given an $R$-algebra homomorphism $\pi: S \rightarrow \overline{R}$ defined by $Y_i \mapsto \overline{h}_i$, compute a set of generators $\{ k_1, \ldots, k_{\nu} \}$ of $\ker \pi$.

The algorithm for solving the above problem is given below.

**Algorithm 5** (Computing the kernel of an algebra homomorphism) [4]

Given: an $R$-algebra homomorphism $\pi: S \rightarrow \overline{R}$ defined by $Y_i \mapsto \overline{h}_i$.

Obtain: a Gröbner basis $\{ k_1, \ldots, k_{\nu} \}$ of $\ker \pi$.

Step 1 Set $D := R[X_1, \ldots, X_n, Y_1, \ldots, Y_p]$.

Step 2 Put $\beta_i := Y_i - h_i \in D$ $(i = 1, \ldots, p)$.

Step 3 Compute a Gröbner basis $B$ of the ideal

$\langle \rho_1, \ldots, \rho_k, \beta_1, \ldots, \beta_p \rangle_D \subset D$

w.r.t. an elimination ordering for $\{ X_1, \ldots, X_n \}$.

Step 4 Put $\{ k_1, \ldots, k_{\nu} \} := B \cap S$.

A2.4 Solving a Linear Equation with Polynomial Coefficients

Consider the following problem.

**Problem 6** Given $\gamma_0 \in S^{m+1}$ and $\gamma_i \in S^{m+1}$ $(i = 1, \ldots, m+d)$, obtain a solution $z \in [z_1, \ldots, z_{m+d}]^T \in S^{m+d}$ of the equation

$\gamma_0 = z_1 \gamma_1 + \cdots + z_{m+d} \gamma_{m+d}$.

(A5)

The algorithm for solving the above problem is given below.

**Algorithm 6** (Computing the set of all solutions of a linear equation with polynomial coefficients) [9, 11, 22]

Given: polynomial vectors $\gamma_i \in S^{m+1}$ $(i = 0, \ldots, m + d)$.

Obtain: a polynomial vector $z^* \in S^{m+d}$ and a set $\{ m_1, \ldots, m_\nu \}$ of polynomial vectors $m_i \in S^{m+d}$ $(i = 1, \ldots, r)$ such that $z^* + \{ m_1, \ldots, m_\nu \} \in S^{m+d}$ is the set of all solutions of eq.(A5).

Step 1 Compute a Gröbner basis $\{ \gamma_1, \ldots, \gamma_\nu \}$ of $S^{m+d} \subset S^{m+d}$ by Buchberger's algorithm [9, 20].

Step 2 Compute a transformation matrix $Q \in S^{(m+d) \times d}$ such that $[\gamma_1, \ldots, \gamma_\nu] = [\gamma_1, \ldots, \gamma_\nu]Q$. This matrix can be obtained by tracing Buchberger's algorithm in Step 1.

Step 3 Divide $\gamma_0$ by $\{ \gamma_1, \ldots, \gamma_\nu \}$, and let $z' \in S^q$ and $z'' \in S^{m+d}$ be the quotient and the remainder of $\gamma_0$, respectively.

Step 4 If $z'' \neq 0$, then terminate the algorithm because eq.(A5) does not have a solution; otherwise, proceed to the next step because eq.(A5) has a solution.

Step 5 Compute a set of generators $\{ m_1, \ldots, m_\nu \}$ of $\text{Syz}(\gamma_1, \ldots, \gamma_\nu)$ by the algorithm given in [9].

Step 6 Put $z^* := Qz'$ and $\{ m_1, \ldots, m_\nu \} := \{ m_1, \ldots, m_\nu \}$.
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