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Abstract
We prove a new smoothing type property for solutions of the 1d quintic Schrödinger equation. As a consequence, we prove that a family of natural Gaussian measures are quasi-invariant under the flow of this equation. In the defocusing case, we prove global in time quasi-invariance while in the focusing case we only get local in time quasi-invariance because of a blow-up obstruction. Our results extend as well to generic odd power nonlinearities.

1 Introduction
Our goal here is to develop further techniques we introduced in our previous work [21] in the context of the 1d quintic defocusing NLS. This will allow to prove quasi-invariance for a family of natural Gaussian measures under the flow of the 1d quintic defocusing NLS on the one dimensional torus. This is a significant generalization of the recent works [16–19,22] since the NLS case was out of reach of the techniques
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used there. Moreover, in the focusing case we get local in time quasi-invariance, thus answering a question first raised by Bourgain in [3, page 28]. The quintic NLS exhibits the simplest power like nonlinearity giving a non integrable equation, but our results may easily be extended to all odd power nonlinearities. We elected to focus on the quintic case merely for the sake of clarity in the arguments.

1.1 A statistical view point on the linear Schrödinger equation on the torus

Consider

\[(i \partial_t + \partial_x^2)u = 0, \quad u(0, x) = u_0(x), \quad t \in \mathbb{R}, \quad x \in \mathbb{T}.\]  

(1)

The solution of (1) is given by the Fourier series

\[u(t, x) = \sum_{n \in \mathbb{Z}} e^{inx} e^{-i n^2 t} \hat{u}_0(n),\]  

(2)

where \(\hat{u}_0(n)\) denote the Fourier coefficients of \(u_0\). It is well-known that such a Fourier series can have quite a complicated behaviour, in particular with respect to rational and irrational times (see e.g. [9]). It turns out that the situation is much simpler if one adopts a statistical view point on (2). More precisely, if we suppose that \(\hat{u}_0(n)\) are distributed according to independent, centered complex Gaussian variables then, using the invariance of complex Gaussians under rotations, we observe that (2) is identically distributed for each time \(t\); under the considered statistics the quantum particle does not know the time (here we use the terminology of [9]).

Let us now consider a natural family of Gaussian measures associated with (1). For \(s \in \mathbb{R}\), we denote by \(\mu_s\) the Gaussian measure induced by the map

\[\omega \mapsto \sum_{n \in \mathbb{Z}} \frac{g_n(\omega)}{(1 + n^2)^{s/2}} e^{inx}.\]  

(3)

In (3), \((g_n)_{n \in \mathbb{Z}}\) is a family of independent, standard complex Gaussians (i.e. \(g_n = h_n + il_n\), where \(h_n, l_n\) are independent and belong to \(\mathcal{N}(0, 1)\)). One can see \(\mu_s\) as a probability measure on \(H^s(\mathbb{T})\), \(\sigma < s - 1/2\) such that \(\mu_s(H^{s - 1/2}(\mathbb{T})) = 0\). According to the above discussion, one can prove the following statement.

**Theorem 1.1** For every \(s \in \mathbb{R}\), the measure \(\mu_s\) is invariant under the flow of (1).

Formally, one may see \(\mu_s\) as a normalized version of \(\exp(-\|u\|_{H^s}^2)du\) and the statement of Theorem 1.1 is then a consequence of the divergence free character of the vector field generating the flow of (1) and conservation of \(H^s\) norms by the flow of (1).
1.2 A statistical viewpoint on the defocusing NLS on the torus

Consider now a (non integrable) nonlinear perturbation of (1):

\[(i \partial_t + \partial_x^2)u = |u|^4 u, \quad u(0, x) = u_0(x), \quad t \in \mathbb{R}, \quad x \in \mathbb{T}.\]  \hspace{1cm} (4)

One can ask how much the result of Theorem 1.1 extends to the case of (4). We observe that since (4) is a nonlinear equation, well-posedness is a non trivial issue compared to (1) where we have an explicit formula for the solutions. Thanks to [1], we know that (4) is (locally) well-posed in $H^s(\mathbb{T}), s > 0$. As a byproduct of the analysis of [2] we can deduce the following statement.

**Theorem 1.2** The measure $\mu_1$ is quasi-invariant under the (well-defined) flow of (4).

Here by quasi-invariance we mean that the transport of $\mu_1$ under the flow of (4) is absolutely continuous with respect to $\mu_1$. This quite remarkable property relies on dispersion in (4) in an essential way. On the contrary, following [19] one would expect that for $s > 1/2$, the measure $\mu_s$ is not quasi-invariant under the flow of the dispersionless version of (4):

\[i \partial_t u = |u|^4 u, \quad u(0, x) = u_0(x), \quad t \in \mathbb{R}, \quad x \in \mathbb{T}.\]

Therefore the quasi-invariance property displayed by Theorem 1.2 is a delicate property measuring the balance between dispersion and nonlinearity. Theorem 1.2 follows from invariance of the Gibbs measure $\exp(-\frac{1}{6} \|u\|_{L^6}^6) d\mu_1(u)$ under the flow of (4) (see [2]). This Gibbs measure invariance uses both basic conservation laws for (4) in a fundamental way: the $L^2$ (mass) conservation and the energy conservation, where the energy functional is given by $rac{1}{2} \int_{\mathbb{T}} |\partial_x u|^2 + \frac{1}{6} \int_{\mathbb{T}} |u|^6$. Therefore, for lack of higher order conservation laws for (4), extension of Theorem 1.2 to the family of measures $\mu_s$ defined by (3) is a non trivial issue.

Our main result is that Theorem 1.2 holds true for $s = 2k$, where $k \geq 1$ is an integer.

**Theorem 1.3** The measure $\mu_{2k}$ is quasi-invariant under the flow of (4) for every integer $k \geq 1$.

It is worth mentioning that in the completely integrable case a huge literature has been devoted to prove invariance, and hence quasi-invariance, of (weighted) Gaussian measures associated with higher order conserved energies (see for instance [25] for KdV and cubic NLS, [6,23,24] for the Benjamin–Ono equation, [7,8,13,14] for DNLS). Of course the main point in Theorem 1.3 is that (4) is not completely integrable.

In [22] the author introduced a new method (inspired by [6,23,24]) to study quasi-invariance of Gaussian measures along the flow associated with dispersive equations. This approach was further generalized to much more involved situations in [16–19]. In particular, in [17] a multi-linear stochastic argument was introduced. In the present paper we follow the general strategy from [22], up to two new and crucial ingredients.

First, in the study of the measure evolution, we invoke a more deterministic approach based on knowledge about individual trajectories; in particular, working on regions of
phase space that are left invariant by the flow is irrelevant. This approach forces us to work with $L^2$ type spaces but has the advantage to leave an important freedom in the quantitative bounds (see the discussion after Theorem 1.4 below).

Second, the most important novelty in our proof of Theorem 1.3 is a subtle improvement of the modified energy method of our previous work [21]. In order to state the precise estimate implied by this improvement, we introduce some notations. For $M \geq 0$ an integer, we denote by $\pi_M$, the Dirichlet projector defined by

$$\pi_M \left( \sum_{n \in \mathbb{Z}} c_n e^{inx} \right) = \sum_{|n| \leq M} c_n e^{inx}.$$  

We also use the convention that for $M = \infty$, $\pi_M = \text{Id}$. We next consider the following truncated version of (4)

$$(i \partial_t + \partial_x^2)u = \pi_M \left( |\pi_M u|^4 \pi_M u \right), \quad u(0, x) = u_0(x), \quad t \in \mathbb{R}, \ x \in \mathbb{T}.$$  

We denote the flow of (5) by $\Phi_M(t)$. Then $\Phi(t) := \Phi_\infty(t)$ is the flow associated with our true nonlinear equation (4). We can now state the basic modified energy estimate that we shall need in order to prove Theorem 1.3. We believe that this statement is relevant for its own sake.

**Theorem 1.4** Let $k \geq 1$ be an integer. There is an integer $m_0 > 0$ and a positive constant $C$ such that the following holds true. There exists a functional $E_{2k}(u)$ such that

$$E_{2k}(u) = \|u\|^2_{H^{2k}} + R_{2k}(u), \quad E_{2k}(0) = 0$$

with

$$|R_{2k}(u) - R_{2k}(v)| \leq C \|u - v\|_{H^{2k-1}} \left( 1 + \|u\|^{m_0}_{H^{2k-1}} + \|v\|^{m_0}_{H^{2k-1}} \right)$$

and moreover for every $M \in \mathbb{N} \cup \{\infty\}$,

$$\frac{d}{dt} E_{2k}(\pi_M \Phi_M(t)(u_0)) = F_{2k}^{(M)}(\pi_M \Phi_M(t)(u_0)),$$  

where the functional $F_{2k}^{(M)}(u)$ satisfies

$$|F_{2k}^{(M)}(u)| \leq C \left( 1 + \|u\|^{m_0}_{H^{2k-1}} \right), \quad k \geq 2,$$  

and

$$|F_2^{(M)}(u)| \leq C \left( 1 + \|u\|^{m_0}_{H^1} \right) \left( 1 + \|\partial_x u\|_{L^4}^4 \right).$$
We believe that (8) can be improved to a tame estimate but this is not of importance for our purposes.

Estimates (8) and (9) show that the quintic NLS enjoys a new form of one derivative smoothing with respect to the nonlinearity. Such a one derivative smoothing is of course well-known for the nonlinear wave equation NLW and it may easily be seen when we write NLW as a first order system. We find it remarkable that NLS which a priori does not have the favorable structure of NLW satisfies such a (nonlinear) one derivative smoothing when writing suitable modified energy estimates that we will introduce later on.

In the next section we prove that Theorem 1.4 implies Theorem 1.3 by a generic argument. Let us observe that estimates (8) and (9) imply the bound

\[ |F_{2k}^{(M)}(u)| \leq C \left( 1 + \|u\|_{H^{2k-\frac{1}{2}-\epsilon}}^{m_0} \right), \tag{10} \]

for a suitable \( \epsilon = \epsilon(k) > 0 \) and \( m_0 = m_0(k) \). In the remaining part of this paper we will consider \( \mu_{2k} \) as a measure on the space \( H^{2k-\frac{1}{2}-\epsilon} \) with the choice of \( \epsilon \) such that (10) holds.

It is worth comparing the approach in this paper to that of [22]. In order to apply the method of [22], it suffices to prove Theorem 1.4 with \( F_{2k}^{(M)}(u) \) satisfying

\[ |F_{2k}^{(M)}(u)| \leq C \left( \|u\|_{H^1} \right) \left( 1 + \|u\|_{C^{2k-\frac{1}{2}-\epsilon}}^2 \right), \tag{11} \]

where \( C^\alpha \) denotes the Hölder space of order \( \alpha \) and a similar estimate for \( R_{2k}(u) \). Observe that for \( m_0 \leq 2 \) we have that (10) implies (11). For \( m_0 > 2 \) neither of (10) and (11) implies the other. The estimate (11) has the advantage to involve a stronger \( C^{2k-\frac{1}{2}-\epsilon} \) norm on the righthand side while estimate (10) has the great advantage to allow any power \( m_0 \). In the context of the problem considered in this paper estimate (10) was easier to achieve for us, especially for large values of \( k \).

Let us also mention that a difficulty that was present in [17] and which we do not face here is the need of renormalisations in the energy estimates. The main novelty in our present analysis when compared to [17] (and also [21]) is the key introduction of several new correction terms in the modified energies that we shall construct, which allow to finally get the smoothing displayed by Theorem 1.4. Let us also mention [16,19] where the correction terms in the energy estimates are constructed via normal form transformations. This approach exploits the smoothing coming from the non resonant part of the nonlinearity. It would be interesting to find situations where the approaches of [16,19] and the one used in this paper can collaborate. We finally mention [10–12,20] where modified energy techniques have been used in the context of dispersive equations.

We believe that Theorem 1.3 can be extended to odd integers by further elaborations on our arguments. Finally, we have some hope to extend our results to 2d. In this case renormalisation arguments in the spirit of [17] would most certainly be required.
1.3 Local in time quasi-invariance in the focusing case

In this section, we consider the focusing equation

\[(i \partial_t + \partial_x^2)u = -|u|^4u, \quad u(0, x) = u_0(x), \quad t \in \mathbb{R}, \quad x \in \mathbb{T} \tag{12}\]

Because of blow-up phenomena (see e.g. [15]), we cannot expect that the flow of (12) is \(\mu_{2k}\) a.s. defined (globally in time). We only have local well-posedness on the support of \(\mu_{2k}\) and quasi-invariance of our Gaussian measures may only hold locally. Here is a precise statement.

**Theorem 1.5** Let \(k \geq 1\) be an integer. For every \(R > 0\) there is \(T > 0\) such that the following holds true. For every \(u_0 \in H^{2k-\frac{1}{2}-\epsilon}\) such that \(\|u_0\|_{H^{2k-\frac{1}{2}-\epsilon}} < R\) there is a unique solution \(u\) of (12) in \(C([-T, T]; H^{2k-\frac{1}{2}-\epsilon})\). Moreover, if \(A \subset \{ u \in H^{2k-\frac{1}{2}-\epsilon} \mid \|u\|_{H^{2k-\frac{1}{2}-\epsilon}} < R \}\) is such that \(\mu_{2k}(A) = 0\) then

\[\mu_{2k}(A_t) = 0, \quad t \in [-T, T],\]

where \(A_t\) is the transport of \(A\) by the solution map:

\[A_t = \{ u(t), \text{ solution of (12) with datum } u_0 \text{ in } A \} .\]

As already alluded to, whether local in time quasi-invariance holds along focusing problems was raised by Bourgain in [3, page 28].

Let us finally mention again that for sake of simplicity we stated our results only for the nonlinear interaction \(|u|^4u\). However, these results may be extended to more general nonlinearities of type \(F(|u|^2)u, F \geq 0\); in particular, \(F(|u|^2)u = |u|^{2k+4}u\), \(k \in \mathbb{N}\) requires only routine modifications of our arguments.

The remaining part of the paper is organised as follows. In the next section we show how Theorem 1.3 can be reduced to energy estimates. Then in Sect. 3, we prove Theorem 1.4. The last section is devoted to the proof of Theorem 1.5

2 Reduction to energy estimates

In this section, we outline how Theorem 1.4 implies Theorem 1.3. First, define the following measures:

\[d\rho_{2k} = f(u)d\mu_{2k}, \quad d\rho_{2k,M} = f_M(u)d\mu_{2k}\]

where,

\[f(u) = \exp\left( E_{2k}(u) - \|u\|^2_{H^{2k}} \right) = \exp(R_{2k}(u)), \quad f_M(u) = f(\pi_M u)\]
$E_{2k}(u)$ is the energy from Theorem 1.4. Next, we shall also use the following representation
\[ d\rho_{2k,M} = \gamma_M \exp(-E_{2k}(\pi_M u)) du_1 \ldots du_M \times d\mu_{2k,M}^{\perp}, \]
where $\gamma_M$ is a suitable renormalization constant, $du_1 \ldots du_M$ is the Lebesgue measure on $\mathbb{C}^M$ and $d\mu_{2k,M}^{\perp}$ is the Gaussian measure induced by the random series (compare with (3))
\[ \omega \mapsto \sum_{n \in \mathbb{Z}, |n| > M, \gamma} g_n(\omega) \frac{1}{(1 + n^2)^{k}} e^{in\omega}. \]
In the sequel we shall use the following notation
\[ B_R := \left\{ u \in H^{2k-\frac{1}{2} - \epsilon} \mid \|u\|_{H^{2k-\frac{1}{2} - \epsilon}} < R \right\}. \tag{13} \]
where $\epsilon > 0$ is suitable fixed number (small enough) in such a way that the inequality (10) is satisfied. We shall need the following approximation property.

**Proposition 2.1** For every $R > 0$,
\[ \lim_{M \to \infty} \int_{B_R} |f_M(u) - f(u)| d\mu_{2k}(u) = 0. \tag{14} \]

**Proof** We consider $B_R$ equipped with the measure $\mu_{2k}$. Thanks to (6), we have that $R_{2k}(\pi_M u)$ converges to $R_{2k}(u)$ in $L^2(B_R)$ and as a consequence $R_{2k}(\pi_M u)$ converges to $R_{2k}(u)$ in measure, i.e.
\[ \lim_{M \to \infty} \mu_{2k}\{u \in B_R \mid |R_{2k}(\pi_M u) - R_{2k}(u)| > \gamma\} = 0, \quad \forall \gamma > 0. \]
As a consequence $f_M(u)$ converges to $f(u)$ in measure too, i.e.
\[ \lim_{M \to \infty} \mu_{2k}\{u \in B_R \mid |f_M(u) - f(u)| > \gamma\} = 0, \quad \forall \gamma > 0. \tag{15} \]
Next, thanks to (6), we have that there is a constant $C > 0$ depending on $R$ such that
\[ \int_{B_R} |f_M(u)|^2 d\mu_{2k}(u) + \int_{B_R} |f(u)|^2 d\mu_{2k}(u) < C, \quad \forall M \in \mathbb{N}. \tag{16} \]
Let us now turn to the proof of (14). Fix $\gamma > 0$ and set
\[ A_{M,\gamma} := \left\{ u \in B_R \mid |f_M(u) - f(u)| > \frac{\gamma}{2}\right\}. \]
We can write
\[
\int_{B_R} |f_M(u) - f(u)| d\mu_{2k}(u) < \frac{\gamma}{2} + \int_{A_{M,\gamma}} |f_M(u) - f(u)| d\mu_{2k}(u).
\]

Using (16) and the Cauchy–Schwarz inequality, we can write
\[
\int_{A_{M,\gamma}} |f_M(u) - f(u)| d\mu_{2k}(u) < C \left( \mu_{2k}(A_{M,\gamma}) \right)^{\frac{1}{2}}
\]
where \( C > 0 \) is another constant that depends on \( R \). Thanks to (15) there is \( M_0 \) such that for \( M \geq M_0 \),
\[
\left( \mu_{2k}(A_{M,\gamma}) \right)^{\frac{1}{2}} < \frac{\gamma}{2C}.
\]

This completes the proof of Proposition 2.1. \( \square \)

As a consequence of the global in time analysis for the Cauchy problem, we have the following statement.

**Proposition 2.2** Let \( t > 0 \). For every \( R > 0 \) there is \( C(R) > 0 \) such that
\[
\Phi_M(s)(B_R) \subset B_{C(R)}, \quad \forall s \in [0, t], \quad \forall M \in \mathbb{N} \cup \{ \infty \}.
\]

The proof of Proposition 2.2 can be done exactly as in [22, Proposition 2.6]. In the sequel the following proposition will be useful.

**Proposition 2.3** Let \( A \subset H^{2k-\frac{1}{2}-\epsilon} \) be a compact set, then for every \( \delta > 0 \) there exists \( M_0 \in \mathbb{N} \) such that for every \( M \geq M_0 \),
\[
\Phi(s)(A) \subset \Phi_M(s)(A + B_\delta), \quad \forall s \in [0, t].
\]

The proof of Proposition 2.3 can be done exactly as in [22, Proposition 2.10].

**Proof of Theorem 1.3** Fix \( t > 0 \). We can conclude the proof of Theorem 1.3 provided that we show the following implication
\[
A \subset H^{2k-\frac{1}{2}-\epsilon} \text{ compact and } \mu_{2k}(A) = 0 \implies \mu_{2k}(\Phi(t)(A)) = 0.
\]

In fact once the quasi-invariance is established for any compact set \( A \) then, by a classical argument of measure theory, the same property can be extended to every measurable set. By elementary considerations the above implication is equivalent to the following one
\[
A \subset H^{2k-\frac{1}{2}-\epsilon} \text{ compact and } \rho_{2k}(A) = 0 \implies \rho_{2k}(\Phi(t)(A)) = 0.
\]
First of all by compactness we can fix $R > 0$ such that $A \subset B_R$ and by Proposition 2.2 we have

$$
\Phi(s)(B_{2R}) \cup \Phi_M(s)(B_{2R}) \subset B_{C(R)}, \quad \forall s \in [0, t]
$$

(17)

for a suitable constant $C(R) > 0$. Next, by Liouville theorem and invariance of complex Gaussians by rotations, we get for $D \subset B_{2R}$ a generic measurable set:

$$
\left| \frac{d}{ds} \rho_{2k,M}(\Phi_M(s)(D)) \right| = \left| \frac{d}{ds} \int_{\Phi_M(s)(D)} f_M(u) d\mu_{2k}(u) \right| = \gamma_M \left| \frac{d}{ds} \int_{\Phi_M(s)(D)} \exp(-E_{2k}(\pi_M u)) du_1 \ldots du_M \times d\mu_{2k,M}^{\perp} \right|.
$$

Now we use (7) of Theorem 1.4 (along with the estimate (10)) and Proposition 2.2 to get the following key bound:

$$
\forall s \in [0, t], \forall u \in D, \quad \left| \frac{d}{ds} \exp(-E_{2k}(\Phi_M(s)(\pi_M u))) \right| \leq C \exp(-E_{2k}(\Phi_M(s)(\pi_M u)))
$$

where $C > 0$ depends on $R$. Consequently, for $s \in [0, t]$, we have the bound

$$
\left| \frac{d}{ds} d\rho_{2k,M}(\Phi_M(s)(D)) \right| \leq \gamma_M C \int_D \exp(-E_{2k}(\Phi_M(s)(\pi_M u))) du_1 \ldots du_M \times d\mu_{2k,M}^{\perp} = C \rho_{2k,M}(\Phi_M(s)(D)).
$$

By using Gronwall lemma we get for every $M \in \mathbb{N}$ and every $s \in [0, t]$,

$$
\rho_{2k,M}(\Phi_M(s)(D)) = \int_{\Phi_M(s)(D)} f_M(u) d\mu_{2k}(u) \leq \exp(Cs)\rho_{2k,M}(D).
$$

(18)

Next, notice that by Proposition 2.3 we have

$$
\rho_{2k}(\Phi(t)(A)) = \int_{\Phi(t)(A)} f(u) d\mu_{2k}(u) \leq \int_{\Phi(t)(A+B_S)} f(u) d\mu_{2k}(u)
$$

(19)
for any $\delta > 0$ fixed, provided that $M$ is large. Moreover, thanks to Proposition 2.1 we have

$$\lim_{M \to \infty} \int_{B_{2R}} |f_M(u) - f(u)|d\mu_{2k}(u) = 0$$  \hspace{1cm} (20)$$

and hence by choosing $M$ large enough we can continue (19) as follows

$$\rho_{2k}(\Phi(t)(A)) \leq \int_{\Phi_M(t)(A+B\delta)} f_M(u)d\mu_{2k}(u) + \delta.$$  

Now, we apply (18) with $D = A + B\delta$ (for $\delta < R$). This yields

$$\rho_{2k}(\Phi(t)(A)) \leq \exp(Ct) \int_{A+B\delta} f_M(u)d\mu_{2k}(u) + \delta.$$  

Coming back to (20), we obtain that for $M$ large enough

$$\rho_{2k}(\Phi(t)(A)) \leq \exp(Ct) \int_{A+B\delta} f(u)d\mu_{2k}(u) + 2\delta.$$  

Passing to the limit $\delta \to 0$ and since $A$ is compact, we get

$$\lim_{\delta \to 0} \int_{A+B\delta} f(u)d\mu_{2k}(u) = \int_A f(u)d\mu_{2k}(u) = \rho_{2k}(A) = 0.$$  

Therefore $\rho_{2k}(\Phi(t)(A)) = 0$. This completes the proof of Theorem 1.3 (assuming that Theorem 1.4 holds true). \hfill \Box

### 3 Proof of Theorem 1.4

Using that the flow $\Phi_M(t)$ is continuous on $H^s(\mathbb{T})$ for every $s \geq 1$ and a density argument, we may suppose from now on that the initial condition $u_0$ is in $C^\infty(\mathbb{T})$, and hence $\Phi_M(t)(u_0) \in C^\infty(\mathbb{R} \times \mathbb{T})$.

In order to better highlight the key points in the argument, we first prove Theorem 1.4 in the case $k = 1$, $M = \infty$. In a second step we generalize it to the case $k > 1$, $M = \infty$. Finally, we show how to treat the case $M < \infty$.

From now on, for clarity’s sake, we shall use the notation $\lesssim$ in order to denote a lesser or equal sign $\leq$ up to a positive multiplicative constant $C$, that in turn may depend harmlessly on contextual parameters.
3.1 Proof of Theorem 1.4 for \( k = 1, M = \infty \)

We first consider the case \( k = 1, M = \infty \), namely we prove the estimate for the flow \( \Phi(t)(u_0) \). We denote by \( \tilde{L}_{2,k_0} \) and \( \tilde{P}_{2,k_0} \) the sets of functionals defined as follows:

\[
\tilde{L}_{2,k_0} := \left\{ F(u(t,x)) \mid u(t,x) \in C^\infty(\mathbb{R} \times \mathbb{T}), \quad F : C^\infty(\mathbb{T}) \to \mathbb{R}, \quad |F(u)| \lesssim \left( 1 + \|u\|_{H^1}^{k_0} \right) \left( 1 + \|\partial_x u\|_{L^4}^4 \right) \right\}
\]

(21)

and

\[
\tilde{P}_{2,k_0} := \left\{ \frac{d}{dt} G(u(t,x)) \mid u(t,x) \in C^\infty(\mathbb{R} \times \mathbb{T}), \quad G : C^\infty(\mathbb{T}) \to \mathbb{R}, \quad \right. \\
\left. \quad G(0) = 0, \quad |G(u) - G(v)| \lesssim \|u - v\|_{H^1} \left( 1 + \|u\|_{H^1}^{k_0} + \|v\|_{H^1}^{k_0} \right) \right\}.
\]

(22)

We introduce a useful notation for a given couple of functionals \( F_1, F_2 : C^\infty(\mathbb{T}) \to \mathbb{R} \):

\[
F_1(u(t,x)) = F_2(u(t,x)) \iff F_1(u(t,x)) - F_2(u(t,x)) = F(u(t,x)) + \frac{d}{dt} G(u(t,x)),
\]

where \( F \in \tilde{L}_{2,k_0}, \quad \frac{d}{dt} G(u(t,x)) \in \tilde{P}_{2,k_0} \) for some \( k_0 \in \mathbb{N} \). (23)

Let \( u(t,x) \) be a smooth solution of (4). With the notation \( \equiv \) introduced in (23), our statement is equivalent to proving that \( \frac{d}{dt} \|\partial_x^2 u\|_{L^2}^2 \equiv 0 \). We compute, using the equation solved by \( u \):

\[
\frac{d}{dt} \|\partial_x^2 u\|_{L^2}^2 = 2 \text{Re} (\partial_x^2 \partial_t u, \partial_x^2 u) = 2 \text{Re} (\partial_x^2 \partial_t u, -i \partial_t u + u|u|^4)
\]

where (\ldots) is the usual \( L^2 \) scalar product. The contribution of \(-i \partial_t u\) vanishes by integration by parts. Observe that the defocusing nature of the equation is not of importance. Therefore,

\[
\frac{d}{dt} \|\partial_x^2 u\|_{L^2}^2 = 2 \text{Re} (\partial_x^2 \partial_t u, u|u|^4)
\]

\[
= 2 \frac{d}{dt} \text{Re} (\partial_x^2 u, u|u|^4) - 2 \text{Re} (\partial_x^2 u, \partial_t (u|u|^4)).
\]

By integration by parts and Sobolev embedding \( H^1 \subset L^\infty \) we get,

\[
|\text{Re} (\partial_x^2 u, u|u|^4) - \text{Re} (\partial_x^2 v, v|v|^4)| \lesssim \|u - v\|_{H^1} (\|u\|_{H^1}^5 + \|v\|_{H^1}^5).
\]
and in particular
\[
\frac{d}{dt} \text{Re} (\partial_x^2 u, u|u|^4) \in \tilde{P}_{2.5}.
\]
(24)

Then we get
\[
\frac{d}{dt} \|\partial_x^2 u\|_{L^2}^2 \equiv -2\text{Re} \left( \partial_x^2 u, \partial_t (u|u|^4) \right).
\]
(25)

Next, notice that
\[
\text{Re} \left( \partial_x^2 u, \partial_t (u|u|^4) \right) = \text{Re} (\partial_x^2 u, \partial_t u|u|^4) + \text{Re} \left( \partial_x^2 |u|^2, \partial_t (|u|^4) \right) - \left( |\partial_x u|^2, \partial_t (|u|^4) \right).
\]
(26)

Using that \( u \) solves (4), we get
\[
\text{Re} (\partial_x^2 u, \partial_t u|u|^4) = \text{Re} (\partial_x^2 u, -i|u|^8 u) = \text{Im} \left( \partial_x u, u \partial_x (|u|^8) \right) = 0,
\]
where in the last step we used again Sobolev embedding \( H^1 \subset L^\infty \) in order to get \( |\text{Im} \left( \partial_x u, u \partial_x (|u|^8) \right)| \lesssim \|u\|_{H^1}^{10} \) and hence
\[
\text{Im} \left( \partial_x u, u \partial_x (|u|^8) \right) \in \tilde{L}_{2,10}.
\]
(27)

Therefore going back to (26) we get
\[
\text{Re} (\partial_x^2 u, \partial_t (u|u|^4)) \equiv \frac{1}{2} \left( |\partial_x u|^2, \partial_t (|u|^4) \right) - \left( |\partial_x u|^2, \partial_t (|u|^4) \right).
\]
(28)

Next, we introduce the mass density
\[
N := |u|^2
\]
(29)

and we notice that we can write the first term on the r.h.s. in (28) as follows:
\[
\frac{1}{2} \left( \partial_x^2 N, \partial_t (N^2) \right) = \frac{1}{2} \left( \partial_x N, \partial_t \partial_x (N^2) \right) = - \left( \partial_x N, \partial_t (\partial_x N N) \right)
\]
\[
\quad \quad = - \frac{d}{dt} (\partial_x N, \partial_x N N) + (\partial_t \partial_x N, \partial_x N N)
\]
\[
\quad \quad = - \frac{d}{dt} (\partial_x N, \partial_x N N) + \frac{1}{2} \left( \partial_t (\partial_x N)^2, N \right)
\]
\[
\quad \quad = - \frac{d}{dt} (\partial_x N, \partial_x N N) + \frac{1}{2} \frac{d}{dt} \left( (\partial_x N)^2, N \right) - \frac{1}{2} \left( (\partial_x N)^2, \partial_t N \right)
\]
\[
\quad \quad = - \frac{1}{2} \frac{d}{dt} \left( (\partial_x N)^2, N \right) - \frac{1}{2} \left( (\partial_x N)^2, \partial_t N \right).
\]
Arguing as along the proof of (24) we get
\[ \frac{d}{dt}((\partial x N)^2, N) = \frac{d}{dt}((\partial x |u|^2)^2, |u|^2) \in \tilde{P}_{2,5}, \]
(30)
and hence
\[ \frac{1}{2} \left( \partial_x^2 N, \partial_t (N^2) \right) \equiv -\frac{1}{2} \left( (\partial_x N)^2, \partial_t N \right). \]
(31)
Next, by combining (25), (28) and (31), we get
\[ \frac{d}{dt} \| \partial_x^2 u \|^2_{L^2} \equiv \left( (\partial_x N)^2, \partial_t N \right) + 2 \left( |\partial_x u|^2, \partial_t (N^2) \right). \]
(32)
Introducing the momentum density
\[ J := 2 \text{Im}(\bar{u} \partial_x u), \]
(33)
one easily checks that
\[ J^2 + (\partial_x N)^2 = 4N|\partial_x u|^2, \]
(34)
where \( N \) is given by (29), and therefore by (32)
\[ \frac{d}{dt} \| \partial_x^2 u \|^2_{L^2} \equiv 2 \left( \partial_t N, (\partial_x N)^2 \right) + \left( \partial_t N, J^2 \right). \]
(35)
Notice that if we blindly substitute \( \partial_t u \), using equation (4), we still get a term \( \partial_x^2 u \) that we precisely seek to avoid. Precisely, the goal will be to split this second derivative that we would get by substitution into two first order derivatives hence avoiding second order derivatives on the r.h.s. This analysis goes much beyond our previous work [21], and it will crucially rely on the following two conservation laws at the density level. First we introduce along with \( N \) and \( J \) the stress-energy tensor
\[ T := 4|\partial_x u|^2 - \partial_x^2 N + \frac{4}{3} N^3, \]
(36)
then we have the two following key identities, which provide, when integrated, the mass and momentum conservations.

**Lemma 3.1** The following identities hold
\[ \partial_t N + \partial_x J = \partial_t J + \partial_x T = 0. \]
(37)
In view of (35), we set
\[ N_1 := \int \partial_t N (\partial_x N)^2, \quad J_0 := \int \partial_t N J^2, \]
(38)
so that we have

\[ \frac{d}{dt} \| \partial_x^2 u \|_{L^2}^2 \equiv 2N_1 + J_0. \] (39)

**Lemma 3.2** We have the following relations

\[ 2N_1 + \frac{1}{2}J_0 \equiv 0, \quad J_0 = 0. \] (40)

As a consequence \( N_1 \equiv J_0 \equiv 0. \)

**Proof** First notice that by (37) we write

\[ J_0 = \int \partial_t N J^2 = - \int \partial_x J J^2 = 0 \]

and hence we get the second equivalence in (40).

Next from (34), using Lemma 3.1 and the definition of \( T \) (see (36)), we can write

\[ N_1 + J_0 = \int \partial_t N (\partial_x N)^2 + \int \partial_t N J^2 \]

\[ = \int \partial_t NN \left( T + \partial_x^2 N - \frac{4}{3} N^3 \right) \]

\[ \equiv - \int \partial_x JNT + \frac{1}{2} \int \partial_t (N^2) \partial_x^2 N. \]

where at the last step we have used \( \int \partial_t NN = \frac{1}{5} \frac{d}{dt} \int N^5 = \frac{1}{5} \frac{d}{dt} \int |u|^{10} \in \tilde{P}_{2,9} \), that in turn follows by an argument similar to the one used along the proof of (24).

Recalling (31) we can continue

\[ N_1 + J_0 \equiv - \int \partial_x JNT - \frac{1}{2} N_1. \] (41)

Next, another use of Lemma 3.1 yields

\[ - \int \partial_x JNT = \int J \partial_x NT + \int JN \partial_x T = \int J \partial_x NT - \int JN \partial_t J. \] (42)

Coming back to the definition of \( T \), and using once more Lemma 3.1 we get

\[ \int J \partial_x NT = - \int J \partial_x N \partial_x^2 N + 4 \int J \partial_x N|\partial_x u|^2 + \frac{4}{3} \int J \partial_x NN \]

\[ \equiv - \int J \partial_x N \partial_x^2 N = \frac{1}{2} \int \partial_x J (\partial_x N)^2 = - \frac{1}{2} N_1 \] (43)
where we used \( \int J \partial_x N \partial_x u \|^2_{L^2} \), \( \int J \partial_x NN \|^3_{L^2} \in \tilde{L}_{2,k_0} \) for a suitable \( k_0 \) (the proof is similar to the one of (27)). Next, we have

\[
- \int JN \partial_t J = \frac{1}{2} \int \partial_t N J^2 - \frac{1}{2} \frac{d}{dt} \int N J^2 \equiv \frac{1}{2} \int \partial_t N J^2 = \frac{1}{2} J_0, \tag{44}
\]

where we used \( \frac{d}{dt} \int N J^2 \in \tilde{P}_{2,5} \) (see the proof of (24)). Therefore summarizing by (41), (42), (43) and (44) we get

\[
N_1 + J_0 \equiv \frac{1}{2} J_0 - \frac{1}{2} N_1 - \frac{1}{2} N_1 = \frac{1}{2} J_0 - N_1.
\]

This completes the proof of Lemma 3.2. \( \square \)

Therefore by combining (39) and Lemma 3.2 we get

\[
\frac{d}{dt} \| \partial_x^2 u \|^2_{L^2} \equiv 0. \tag{45}
\]

Next notice that

\[
\left| \| (1 - \partial_x^2) u \|^2_{L^2} - \| \partial_x^2 u \|^2_{L^2} \right| \lesssim \| u \|^2_{H^1},
\]

and therefore it is easy to deduce

\[
\frac{d}{dt} \left( \| (1 - \partial_x^2) u \|^2_{L^2} - \| \partial_x^2 u \|^2_{L^2} \right) \in \tilde{P}_{2,1}.
\]

By combining this fact with (45) we get \( \frac{d}{dt} \| u \|^2_{H^2} \equiv 0. \) This completes the proof of Theorem 1.4 in the case \( k = 1, M = \infty. \)

\textbf{Remark 3.1} The equivalence \( \frac{d}{dt} \| u \|^2_{H^2} \equiv 0 \) and the simple \( L^4 \) Strichartz estimate for the periodic Schrödinger equation imply that the solutions of (4) satisfy

\[
\frac{d}{dt} \| u(t) \|^2_{H^2} \leq C(\| u(0) \|^2_{H^1}).
\]

This estimate implies that the \( H^2 \) norm of the solutions of (4) are bounded by \( C|t|^{1/2} \) for \( t \gg 1. \) This gives an alternative (and in our opinion simpler) proof of a result obtained in [4,5], avoiding altogether normal form and multilinear estimates techniques. We will address elsewhere higher order Sobolev norms, which may be handled similarly by refining our forthcoming analysis on higher order modified energies.
3.2 Proof of Theorem 1.4 for $k \geq 2, M = \infty$

We denote by $L^{2k,k_0}$ and $P^{2k,k_0}$ the sets of functionals defined as follows:

$$L^{2k,k_0} := \left\{ F(u(t,x)) \mid u(t,x) \in C^\infty(\mathbb{R} \times T), \right.$$ with

$$F : C^\infty(T) \rightarrow \mathbb{R}, \quad |F(u)| \lesssim \left(1 + \|u\|_{H^{k_0}}^{2k-1}\right) \right\}$$

(46)

and

$$P^{2k,k_0} := \left\{ \frac{d}{dt} G(u(t,x)) \mid u(t,x) \in C^\infty(\mathbb{R} \times T), \quad G : C^\infty(T) \rightarrow \mathbb{R}, \right.$$ with

$$G(0) = 0, \quad |G(u) - G(v)| \lesssim \|u - v\|_{H^{2k-1}} \left(1 + \|u\|_{H^{k_0}T}^{k_0} + \|v\|_{H^{k_0}T}^{k_0}\right) \right\}.$$  \hspace{1cm} (47)

It is worth mentioning that we have the following inclusions:

$$\mathcal{P}^{2j,k_0} \subseteq \mathcal{P}^{2k,k_0}, \quad \mathcal{L}^{2j,k_0} \subseteq \mathcal{L}^{2k,k_0}, \quad j \leq k$$

and

$$\mathcal{P}^{2k,k_1} \subseteq \mathcal{P}^{2k,k_2}, \quad k_1 \leq k_2.$$  \hspace{1cm} (48)

We next introduce the following notation. Let $k$ be fixed, then for a given couple of functionals $F_1, F_2 : C^\infty(T) \rightarrow \mathbb{R}$ we say

$$F_1(u(t,x)) \equiv F_2(u(t,x)) \iff$$

$$F_1(u(t,x)) - F_2(u(t,x)) = F(u(t,x)) + \frac{d}{dt} G(u(t,x)),$$

where $F(u(t,x)) \in L^{2k,k_0}$, $\frac{d}{dt} G(u(t,x)) \in \mathcal{P}^{2k,k_0}$ with a suitable $k_0 \in \mathbb{N}$.

Remark 3.2 Notice that, for $k = 1$, the functionals in (47) define the same family as (22). However, the family defined in (46) for $k = 1$ and the one defined in (21) differ slightly: notice that we have, by using the Sobolev embedding the $H^\frac{1}{2} \subset L^4$, the following inclusion

$$\tilde{L}^{2,k_0} \subseteq L^{2,k_0+4} := \left\{ F(u(t,x)) \mid u(t,x) \in C^\infty(\mathbb{R} \times T), \right.$$ with

$$F : C^\infty(T) \rightarrow \mathbb{R}, \quad |F(u)| \lesssim \left(1 + \|u\|_{H^{4+k_0}}^{1/2}\right) \right\}$$
for a suitable \( \epsilon > 0 \). On the other hand we have the following trivial inclusion

\[
L^2_{2k, k_0} \subseteq L^2_{2k, k_0} := \left\{ F(u(t, x)) \mid u(t, x) \in C^\infty(\mathbb{R} \times \mathbb{T}), \; F : C^\infty(\mathbb{T}) \to \mathbb{R}, \; |F(u)| \lesssim \left( 1 + \|u\|_{\dot{H}^{k_0 - \frac{1}{2} - \epsilon}}^{k_0} \right) \right\}
\]

for a suitable \( \epsilon > 0 \). It is worth mentioning that in order to get Theorem 1.3 from Theorem 1.4 it is sufficient to show that the functionals \( F(u) \) belong to \( L^{2k, m_0} \) (defined above) for a suitable \( \epsilon > 0 \) and for some \( m_0 \in \mathbb{N} \) (see (10)). Hence we could work in a unified framework by using the class \( L^2_{2k, k_0} \) for every \( k \geq 1 \) (without any distinction between \( k = 1 \) and \( k > 1 \)). However our motivation to deal separately with the case \( k = 1 \) and \( k \geq 2 \) along the proof of Theorem 1.4 is twofold: on one hand the proof for \( k = 1 \) is less involved, compared with the case \( k \geq 2 \), and hence it is very useful to get the basic ideas behind our argument; on the other hand, the smoothing estimate (9) implies a strong information on the growth of the \( H^2 \) norm (see Remark 3.1) that in principle we cannot get if we replace on the r.h.s. in (9) the norm \( \|\partial_x u\|_{L^4} \) by the stronger norm \( \|u\|_{H^{3 - \epsilon}} \) for \( \epsilon > 0 \) small.

In the sequel we introduce some specific families of functionals \( F(u) \) belonging to \( L^2_{2k, k_0} \), that will play a crucial role. The first interesting family is the following one:

\[
\left\{ F(u) = \int \prod_{i=1}^{k_0} \partial^{\alpha_i} v_i \mid v_i \in \{u, \bar{u}\}, \; \sum_{i=1}^{k_0} \alpha_i = 4k, \; \text{Card}\{\alpha_i > 1\} \geq 3 \right\} \subseteq L^2_{2k, k_0}.
\]

(49)

We shall need the following class as well

\[
\left\{ F(u) = \int \prod_{i=1}^{k_0} \partial^{\alpha_i} v_i \mid v_i \in \{u, \bar{u}\}, \; \sum_{i=1}^{k_0} \alpha_i = 4k, \; \text{Card}\{\alpha_i > 0\} \geq 4 \right\} \subseteq L^2_{2k, k_0},
\]

(50)

and finally

\[
\left\{ F(u) = \int \prod_{i=1}^{k_0} \partial^{\alpha_i} v_i \mid v_i \in \{u, \bar{u}\}, \; \sum_{i=1}^{k_0} \alpha_i \leq 4k - 2 \right\} \subseteq L^2_{2k, k_0}.
\]

(51)

The proof of the inclusions (49), (50), (51) are similar. For instance let us sketch the proof of (49). It is not restrictive to assume \( \alpha_i \geq \alpha_{i+1} \). Then we have two possibilities:

- \( \alpha_i \leq 2k - 1, \; \forall i = 1, \ldots, k_0 \);
- \( \alpha_1 \geq 2k \)

Notice that in the first case, by the constraint \( \sum_{i=1}^{k_0} \alpha_i = 4k \) and \( \text{Card}\{\alpha_i > 1\} \geq 3 \) we have that necessarily \( \max\{\alpha_3, \ldots, \alpha_{k_0}\} = \alpha_3 \leq 2k - 2 \). Hence by combining the Hölder inequality and the Sobolev embedding \( H^1 \subset L^\infty \) we get
\[
\left| \int \prod_{i=1}^{k_0} \partial_x^{\alpha_i} v_i \right| \leq \| \partial_x^{\alpha_1} v_1 \|_{L^2} \| \partial_x^{\alpha_2} v_2 \|_{L^2} \prod_{i=3}^{k_0} \| \partial_x^{\alpha_i} v_i \|_{L^\infty} \\
\lesssim \| v_1 \|_{H^{2k-1}} \| v_2 \|_{H^{2k-1}} \prod_{i=3}^{k_0} \| \partial_x^{\alpha_i} v_i \|_{H^1} \\
\lesssim \| v_1 \|_{H^{2k-1}} \| v_2 \|_{H^{2k-1}} \prod_{i=3}^{k_0} \| v_i \|_{H^{\alpha_i+1}} \lesssim \| u \|_{H^{2k-1}}^{k_0}. \quad (52)
\]

In the second case, namely \( \alpha_1 \geq 2k \), notice that by the constraint \( \sum_{i=1}^{k_0} \alpha_i = 4k \) and \( \text{Card} \{ \alpha_i > 1 \} \geq 3 \) we have necessarily \( \alpha_2, \alpha_3 \geq 2 \) and \( \max \{ \alpha_2, \ldots, \alpha_{k_0} \} = \alpha_2 \leq 2k - 2 \). Next by integration by parts (that we can apply at the end of Sect. 3.1 (above Remark 3.1)).

Now we can focus on the proof of Theorem 1.4 for \( k \geq 2, M = \infty \). Notice that using the notation \( \equiv \) we introduced in (48), it is equivalent to prove that \( \frac{d}{dt} \| u \|_{H^{2k}}^2 \equiv 0 \).

In fact it is sufficient to show
\[
\frac{d}{dt} \| \partial_x^{2k} u \|_{L^2}^2 \equiv 0, \quad (54)
\]
then the stronger conclusion \( \frac{d}{dt} \| u \|_{H^{2k}}^2 \equiv 0 \) follows by an argument similar to the one used at the end of Sect. 3.1 (above Remark 3.1).

Let \( u(t, x) \) be a smooth solution of (4). Then by using the equation solved by \( u \) we get:

\[
\frac{d}{dt} \| \partial_x^{2k} u \|_{L^2}^2 = \text{Re} (\partial_t \partial_x^{2k} u, \partial_x^{2k} u) \\
= \text{Re} \left( -i \partial_x^2 \partial_x^{2k-2} u + \partial_t \partial_x^{2k-2} (u|u|^4), -i \partial_x^2 \partial_x^{2k-2} u + \partial_x^{2k-2} (u|u|^4) \right) \\
= \text{Re} (-i \partial_x^2 \partial_x^{2k-2} u, -i \partial_x \partial_x^{2k-2} u) = \frac{d}{dt} \| \partial_x^{2k-2} u \|_{L^2}^2, \quad (55)
\]

where the equivalence \( \equiv \) follows by
\[
2 \text{Re} (-i \partial_x^2 \partial_x^{2k-2} u, \partial_x^{2k-2} (u|u|^4)) + 2 \text{Re} (\partial_x \partial_x^{2k-2} (u|u|^4), -i \partial_x \partial_x^{2k-2} u) \in \mathcal{P}_{2k,k_0} \quad (56)
\]
for a suitable $k_0$ and

$$2\text{Re} \left( \partial_t \partial_x^{2k-2} (u|u|^4), \partial_x^{2k-2} (u|u|^4) \right) \in \mathcal{P}_{2k,9}.$$ (57)

The proof of (57) follows by the following computation

$$2\text{Re} \left( \partial_t \partial_x^{2k-2} (u|u|^4), \partial_x^{2k-2} (u|u|^4) \right) = \frac{d}{dt} \int |\partial_x^{2k-2} (u|u|^4)|^2,$$

hence we have to show

$$\frac{d}{dt} \int |\partial_x^{2k-2} (u|u|^4)|^2 \in \mathcal{P}_{2k,9}.$$ (58)

The main point is to check the property that describes $\mathcal{P}_{2k,9}$ (see (47)) for $v = 0$, which in turn reduces to proving that $\int |\partial_x^{2k-2} (u|u|^4)|^2 \in \mathcal{L}_{2k,10}$. Indeed once this is proved then it is clear that the same argument, with minor changes, allows to deal with the full proof of (57) including the case the case $v \neq 0$ in the definition (47). Next in order to conclude notice that $\int |\partial_x^{2k-2} (u|u|^4)|^2$ belongs to the family (51) for $k_0 = 10$ and hence we get (58). Concerning the proof of (56) we have

$$2\text{Re} \left( -i \partial_t^2 \partial_x^{2k-2} u, \partial_x^{2k-2} (u|u|^4) \right) + 2\text{Re} \left( \partial_t \partial_x^{2k-2} (u|u|^4), -i \partial_t \partial_x^{2k-2} u \right)$$

$$= 2\text{Im} \left( \partial_t^2 \partial_x^{2k-2} u, \partial_x^{2k-2} (u|u|^4) \right) - 2\text{Im} \left( \partial_t \partial_x^{2k-2} (u|u|^4), \partial_t \partial_x^{2k-2} u \right)$$

$$= 2 \frac{d}{dt} \text{Im} \left( \partial_t \partial_x^{2k-2} (u|u|^4), \partial_t \partial_x^{2k-2} u \right)$$

$$= 2 \frac{d}{dt} \text{Im} \left( \partial_t \partial_x^{2k-2} (u|u|^4), \partial_x^{2k-2} u \right),$$

hence we get (56) provided that we show

$$\frac{d}{dt} \text{Im} \left( \partial_t \partial_x^{2k-2} u, \partial_x^{2k-2} (u|u|^4) \right) \in \mathcal{P}_{2k,k_0}$$ (59)

for a suitable $k_0$. Arguing as in the proof of (58), it is sufficient to show

$$\text{Im} \left( \partial_t \partial_x^{2k-2} u, \partial_x^{2k-2} (u|u|^4) \right) \in \mathcal{L}_{2k,k_0+1}$$ (60)

for a suitable $k_0$. By using the equation solved by $u$ we can replace $\partial_t u$ by $i (\partial_x^2 u - u|u|^4)$. Let us consider the worse case when we replace $\partial_x u$ by $i \partial_x^2 u$ (this is the most delicate case since we get the highest amount of derivatives). Using Leibniz rule to expand space derivatives we get that $\text{Im} \left( i \partial_x^2 u, \partial_x^{2k-2} (u|u|^4) \right)$ can be written as a linear combination of terms of the following type

$$\int \partial_x^{j_1} v_1 \partial_x^{j_2} v_2 \partial_x^{j_3} v_3 \partial_x^{j_4} v_4 \partial_x^{j_5} v_5 \partial_x^{j_6} v_6$$
where \( v_j \in \{ u, \bar{u} \}, j_1 + j_2 + j_3 + j_4 + j_5 + j_6 = 4k - 2 \) and hence the terms above belong to the family (51) for \( k_0 = 6 \). As a consequence of this fact, and by noticing that the remaining (lower order) contributions that we get when we replace \( \partial_t u \) by \(-i u |u|^4\), can be treated in a similar way, we get (60).

By iterating \( k - 1 \) times the argument used to get (55) (that allows to replace two space derivatives by one time derivative) we can deduce

\[
\frac{d}{dt} \| \partial_x^{2k} u \|_{L^2}^2 \equiv \frac{d}{dt} \| \partial_t^{k} u \|_{L^2}^2.
\]  

(61)

Then we can continue as follows by using the equation solved by \( u(t, x) \) and the Leibniz rule:

\[
\frac{d}{dt} \| i \partial_t^{k} u \|_{L^2} = 2 \text{Re}(i \partial_t^{k+1} u, i \partial_t^{k} u) \\
= 2 \text{Re}(\partial_x^k(-\partial_x^2 u + u|u|^4), i \partial_t^{k} u) = 2 \text{Re}(\partial_x^k(u|u|^4), i \partial_t^{k} u) \\
= 2 \text{Re}(\partial_x^k u|u|^4, i \partial_t^{k} u) + 2 \text{Re}(u \partial_x^k |u|^4, i \partial_t^{k} u) \\
+ \sum_{j=1}^{k-1} c_j \text{Re}(\partial_x^j u \partial_x^{k-j} |u|^4, i \partial_t^{k} u) \\
= 2 \text{Re}(u \partial_x^k |u|^4, i \partial_t^{k} u) + \sum_{j=1}^{k-1} c_j \text{Re}(\partial_x^j u \partial_x^{k-j} |u|^4, i \partial_t^{k} u) \\
\quad (62)
\]

for suitable coefficients \( c_j \).

First we claim that \( II \equiv 0 \). More precisely we shall prove

\[
(\partial_x^j u \partial_x^{k-j} |u|^4, i \partial_t^{k} u) \in \mathcal{L}_{2k,k_0}, \quad \forall j = 1, \ldots, k - 1
\]  

(64)

for a suitable \( k_0 \). Notice that when we expand the time derivative by Leibnitz rule, we can write \( (\partial_x^j u \partial_x^{k-j} |u|^4, i \partial_t^{k} u) \) as a linear combination of terms of the following type:

\[
\int \partial_x^{j_1} v_1 \partial_x^{j_2} v_2 \partial_x^{j_3} v_3 \partial_x^{j_4} v_4 \partial_x^{j_5} v_5 \partial_x^{j_6} v_6
\]  

(65)

where \( v_j \in \{ u, \bar{u} \} \) and we can assume

\[
j_1 + j_2 + j_3 + j_4 + j_5 + j_6 = 2k, \quad j_i \geq j_{i+1}, \quad j_1, j_2, j_3 \geq 1.
\]  

(66)

By using the equation solved by \( u \) we can replace (in (65)) \( \partial_t v_i \) by \( \pm i(\partial_x^2 v_i - v_i |v_i|^4) \). Let us consider the worse case where we replace \( \partial_t v_i \) by \( \pm i \partial_x^2 v_i \) (this is the most delicate case since we get the higher amount of derivatives) and we get from (65) the following contribution

\[\blacksquare\] Springer
follows. By combining (69) and (70) (that works for a suitable \( k \) where the amount of derivatives involved is less or equal that 4 \( k \)), we get a multilinear expression of derivatives of \( v_i \) (whose homogeneity is higher than six) where the amount of derivatives involved is less or equal that 4 \( k - 2 \). Then the terms that we get in this case fit with the family of functionals described by (51) and hence belonging to \( L_{2k, 0} \). By considering all the possible contributions, we get (64). Concerning the term \( I \) in (62) we get:

\[
I = 2 \text{Re} (\partial_t^k (|u|^4), i \partial_t^{k-1} u) = 2 \frac{d}{dt} \text{Re} (\partial_t^k (|u|^4), i \partial_t^{k-1} u) - 2 \text{Re} (\partial_t^k \partial_t^k (|u|^4), i \partial_t^{k-1} u) - 2 \text{Re} (\partial_t^{k+1} (|u|^4), i \partial_t^{k-1} u). \tag{68}
\]

Arguing as along the proof of (59) and (64), one can prove

\[
\frac{d}{dt} \text{Re} (\partial_t^k (|u|^4), i \partial_t^{k-1} u) \in \mathcal{P}_{2k, 0}, \quad \text{Re} (\partial_t^k \partial_t^k (|u|^4), i \partial_t^{k-1} u) \in L_{2k, 0}
\]

for a suitable \( k_0 \). Hence we can continue (68) as follows

\[
I \equiv -2 \text{Re} (u \partial_t^{k+1} (|u|^4), i \partial_t^{k-1} u). \tag{69}
\]

Next, notice that

\[
\text{Re} (\partial_t^k \partial_t^k (|u|^4), i \partial_t^{k-2} u) \in L_{2k, 0}, \quad \text{if } k \geq 3 \tag{70}
\]

for a suitable \( k_0 \), whose proof is similar to the one of (64). We claim that

\[
I \equiv 2(-1)^{k-1} \text{Re} (u \partial_t^{2k-1} (|u|^4), i \partial_t u).	ag{71}
\]

In fact in the case \( k = 2 \) it follows by (69). In the general case \( k \geq 3 \), we argue as follows. By combining (69) and (70) (that works for \( k \geq 3 \)) we get

\[
I \equiv -2 \text{Re} (u \partial_t^{k+1} (|u|^4), i \partial_t^{k-1} u)
\]

\[
= -2 \frac{d}{dt} \text{Re} (u \partial_t^{k+1} (|u|^4), i \partial_t^{k-2} u) + 2 \text{Re} (u \partial_t^{k+2} (|u|^4), i \partial_t^{k-2} u)
\]

\[
\equiv 2 \text{Re} (u \partial_t^{k+2} (|u|^4), i \partial_t^{k-2} u). \tag{72}
\]
Notice that at the last step we have used
\[
\frac{d}{dt} \text{Re} \left( u \partial_t^{k+1}(|u|^4), i \partial_t^{k-2}u \right) \in \mathcal{P}_{2k,k_0}
\]
for a suitable \( k_0 \), whose proof is similar to the one of (59).

By iterating \( k - 2 \) times the argument we used from (69) to (72) (namely to move one time derivatives from the right factor to the left factor), we deduce (71) in the general case \( k \geq 3 \).

**Remark 3.3** Notice that the expression on the r.h.s. in (71) may no longer be handled in a simple way, by developing time derivatives by Leibniz rule and by replacing time derivatives with space derivatives (using the equation). In fact, following this direction, we could get at least one term where \( 4k \) space derivatives are shared on two factors only, and hence we do not fit with the functionals in (49), (50), (51). In fact a finer analysis is needed to deal with the term \( \text{Re} \left( u \partial_t^{2k-1}(|u|^4), i \partial_t u \right) \). The key point is that, as we shall see below, the expression \( \text{Re} \left( u \partial_t^{2k-1}(|u|^4), \partial_x N \right) \) has the advantage to fit in the analysis involving the same quantities \( N, J \) and \( T \) performed in the case \( k = 1 \) (see Sect. 3.1).

Notice that
\[
(u \partial_t^{2k-1}(|u|^4), |u|^4 u) \in \mathcal{L}_{2k,k_0}
\]
for a suitable \( k_0 \), whose proof follows the same argument to get (64), namely first expand time derivatives through Leibniz rule and then use the equation solved by \( u(t, x) \) to substitute time derivatives for space derivatives. We then easily deduce that in this way we get multilinear expressions that fit in (51) (in fact in the expression (73) are involved \( 2k - 1 \) time derivatives, and hence at most \( 4k - 2 \) space derivatives).

By combining (71), (73) and using the equation solved by \( u(t, x) \) we get
\[
I \equiv 2(-1)^{k-2} \text{Re} \left( u \partial_t^{2k-1}(|u|^4), \partial_x^2 u \right)
= (-1)^{k-2} \left( \partial_x^2 (|u|^2), \partial_t^{2k-1}(|u|^4) \right) - 2(-1)^{k-2} \left( |\partial_x u|^2, \partial_t^{2k-1}(|u|^4) \right).
\]

We claim that we have
\[
I \equiv (-1)^{k-1} N_0 + (-1)^{k-1} J_0 + (-1)^{k-1} N_1
\]
where:
\[
N_0 := \int \partial_t^{2k-1} \partial_x^2 N N^2, \quad N_1 := \int \partial_t^{2k-1} N (\partial_x N)^2, \quad J_0 := \int \partial_t^{2k-1} N J^2,
\]
\( (N, J) \) are defined in (29), (33)).
Notice that the first term on the right hand-side of (74) is equivalent to $N_0$, up to a multiplicative factor. Indeed we have

$$\left( \partial^2_x (|u|^2), \partial^2_t (|u|^4) \right) = \int \partial^{2k-1}_t (N^2) \partial^2_x N$$

$$= \frac{d}{dt} \int \partial^{2k-2}_t (N^2) \partial^2_x N - \int \partial^{2k-2}_t (N^2) \partial_t \partial^2_x N$$

and by noticing that $\frac{d}{dt} \int \partial^{2k-2}_t (N^2) \partial^2_x N \in P_{2k,k_0}$ (see the proof of (59)) we get

$$\left( \partial^2_x (|u|^2), \partial^2_t (|u|^4) \right) \equiv - \int \partial^{2k-2}_t (N^2) \partial_t \partial^2_x N.$$ 

We can repeat the argument above to move another time derivative on the second factor, namely

$$\left( \partial^2_x (|u|^2), \partial^{2k-1}_t (|u|^4) \right) \equiv \int \partial^{2k-3}_t (N^2) \partial^2_t \partial^2_x N$$

and hence by iteration of this argument $2k - 3$ times more we get

$$\left( \partial^2_x (|u|^2), \partial^{2k-1}_t (|u|^4) \right) \equiv -N_0,$$

where $N_0$ is defined in (76).

The second term (modulo a multiplicative factor) on the r.h.s. of (74) is given by

$$\left( |\partial_x u|^2, \partial^{2k-1}_t (|u|^4) \right) = \left( |\partial_x u|^2, \partial^{2k-1}_t (N^2) \right)$$

$$= 2(|\partial_x u|^2, N \partial^{2k-1}_t N) + \sum_{j=1}^{2k-2} c_j(|\partial_x u|^2, \partial^{2k-1-j}_t N \partial^j_t N).$$

(77)

By following the same argument as in the proof of (64) it is easy to show that

$$\left( |\partial_x u|^2, \partial^{2k-1-j}_t N \partial^j_t N \right) \equiv 0$$

(in fact by recalling $N = |u|^2$, by using the Leibniz rule to develop time derivatives and by replacing time derivatives with space derivatives due to the equation solved by $u(t,x)$, we get a linear combination of terms belonging to (50)). Going back to (77) we get

$$\left( |\partial_x u|^2, \partial^{2k-1}_t (|u|^4) \right) \equiv 2(|\partial_x u|^2, N \partial^{2k-1}_t N)$$

$$= \frac{1}{2} \int (J^2 + (\partial_x N)^2) \partial^{2k-1}_t N = \frac{1}{2} J_0 + \frac{1}{2} N_1,$$

where we used the identity (34) (see (76) for the definition of $J_0$, $N_1$). Hence the proof of (75) is complete.

Going back to (61), (62), by recalling that $II \equiv 0$ and due to (75), we may conclude (54), provided that we prove the following statement.
Lemma 3.3 We have the following relations:

\[ J_0 + \frac{3}{2} N_1 \equiv -\frac{1}{2} N_0, \quad J_0 \equiv 0, \quad N_0 \equiv N_1, \]  

(78)

In particular \( N_0 \equiv N_1 \equiv J_0 \equiv 0 \).

Proof We focus on the first identity in (78):

\[
J_0 + N_1 = \int \partial_t^{2k-1} N J^2 + \int \partial_t^{2k-1} N (\partial_x N)^2
\]

\[= 4 \int \partial_t^{2k-1} N N |\partial_x u|^2 \equiv \int \partial_t^{2k-1} N N T + \int \partial_t^{2k-1} N N \partial_x^2 N, \]  

(79)

where we have used the definition of \( T \) (see (36)), (34) and we have neglected the contribution to \( T \) given by \(-\frac{4}{3} N^3\). More specifically we have used the fact that \( \int \partial_t^{2k-1} N N^4 \in L_{2k,k_0} \) for a suitable \( k_0 \), whose proof is similar to the proof of (73).

Next by (37) we can write

\[
\int \partial_t^{2k-1} N N T = -\int \partial_t^{2k-2} \partial_x J N T = \int \partial_t^{2k-3} \partial_x^2 T N T
\]

\[= -\int \partial_t^{2k-3} \partial_x T \partial_x N T - \int \partial_t^{2k-3} \partial_x T N \partial_x T. \]  

(80)

We first notice that

\[
\int \partial_t^{2k-3} \partial_x T N \partial_x T \equiv 0. \]  

(81)

In fact we have

\[
\int \partial_t^{2k-3} \partial_x T N \partial_x T = \frac{d}{dt} \int \partial_t^{2k-4} \partial_x T N \partial_x T
\]

\[-\int \partial_t^{2k-4} \partial_x T \partial_t N \partial_x T - \int \partial_t^{2k-4} \partial_x T N \partial_t \partial_x T. \]  

(82)

We claim that

\[
\frac{d}{dt} \int \partial_t^{2k-4} \partial_x T N \partial_x T \in P_{2k,k_0}, \quad \int \partial_t^{2k-4} \partial_x T \partial_t N \partial_x T \in L_{2k,k_0} \]

(83)

for a suitable \( k_0 \). For simplicity we sketch the proof of the second fact in (83) (the proof of the first one is similar once we combine the argument below and the proof of (59)). If we replace \( T \) by its expression (see (36)) then we are reduced to show

\[ \square \]
We shall prove for instance

\[
\int \partial_t^{2k-4} \partial_x^3 N \, \partial_x N \partial_x^3 N, \quad \int \partial_t^{2k-4} \partial_x^3 N \, \partial_t N \, \partial_x (|\partial_x u|^2),
\]

\[
\int \partial_t^{2k-4} \partial_x^3 N \, \partial_t N \, \partial_x (\partial_t N), \quad \int \partial_t^{2k-4} \partial_x (\partial_x u^2) \, \partial_t N \, \partial_x (|\partial_x u|^2),
\]

\[
\int \partial_t^{2k-4} \partial_x (|\partial_x u|^2) \, \partial_t N \, \partial_x (N^3), \quad \int \partial_t^{2k-4} \partial_x (N^3) \, \partial_t N \, \partial_x (N^3) \in \mathcal{L}_{2k,k_0}.
\]

the other terms above can be treated in a similar way. The proof of this fact is similar to the proof of (64). In fact by expanding space and time derivatives, by using the equation and hence transforming each time derivatives in two space derivatives, one is reduced to a linear combination of multilinear expressions of derivatives of \(u, \bar{u}\) (the amount of space derivatives involved is \(4k\)). In the multilinear expressions we have either at least four factors with nontrivial derivatives, or we have exactly three factors with nontrivial derivatives of order at least 2. Then in any case we get terms belonging to (49) and (50), and we conclude the proof of (84).

Summarizing from (82) and (83) we get:

\[
\int \partial_t^{2k-3} \partial_x T \, \partial_x T \equiv -\int \partial_t^{2k-4} \partial_x T \, \partial_t \partial_x T, \quad (85)
\]

and by iteration of this argument (that allows to move one time derivatives from the first factor to the third factor) we get

\[
\int \partial_t^{2k-3} \partial_x T \, \partial_x T \equiv (-1)^{k-2} \int \partial_t^{k-2} \partial_x T \, \partial_t \partial_x T \equiv (-1)^{k-2} \frac{d}{dt} \int (\partial_t^{k-2} \partial_x T)^2 \, \partial_t N \equiv 0, \quad (86)
\]

and hence we get (81). Notice that at the last step in (86) we used

\[
\frac{d}{dt} \int (\partial_t^{k-2} \partial_x T)^2 \, N \in \mathcal{P}_{2k,k_0} \quad \int (\partial_t^{k-2} \partial_x T)^2 \, \partial_t N \in \mathcal{L}_{2k,k_0},
\]

for a suitable \(k_0 \in \mathbb{N}\), whose proof follows by the same argument used to prove (59) and (64), once we replace \(T\) by its explicit expression (see (36)) as we did above to prove (83).
Next we go back to (80) and we notice that we can expand the first term on the r.h.s. as follows:

\[
\int \partial_t^{2k-3} \partial_x T \partial_x N T = - \int \partial_t^{2k-3} \partial_x T \partial_x N \partial_x^2 N = -\frac{1}{2} \int \partial_t^{2k-3} \partial_x T \partial_x (\partial_x N)^2 \quad (87)
\]

\[
= \frac{1}{2} \int \partial_t^{2k-3} \partial_x^2 T (\partial_x N)^2 = -\frac{1}{2} \int \partial_t^{2k-2} \partial_x J (\partial_x N)^2
\]

\[
= \frac{1}{2} \int \partial_t^{2k-1} N (\partial_x N)^2 = \frac{1}{2} N_1
\]

where we have used (37) and we have replaced at the first step \( T \) by \(-\partial_x^2 N\) (we have neglected the other contributions coming from the expression of \( T \) since, arguing as above, we can be shown that they are equivalent to zero since they produce terms belonging either to (50) or to (51)). Summarizing, by combining (79), (80), (81) and (87) we get

\[
J_0 + N_1 \equiv \int \partial_t^{2k-1} N N \partial_x^2 N - \frac{1}{2} N_1.
\]

We claim that

\[
\int \partial_t^{2k-1} N N \partial_x^2 N \equiv -\frac{1}{2} N_0 \quad (88)
\]

and it will conclude the proof of the first equivalence in (78). Indeed we have

\[
\partial_t^{2k-1} (N^2) = 2N \partial_t^{2k-1} N + \sum_{j=1}^{2k-2} c_j \partial_t^j N \partial_t^{2k-1-j} N \quad (89)
\]

where \( c_j \) are suitable real numbers. Notice that

\[
\int \partial_t^j N \partial_t^{2k-1-j} N \partial_x^2 N \in L_{2k,k_0}, \quad \forall j \in \{1, \ldots, 2k - 2\}. \quad (90)
\]

for a suitable \( k_0 \), whose proof is similar to (64), we skip the details. By combining (90) and (89) we get

\[
\int \partial_t^{2k-1} (N^2) \partial_x^2 N \equiv \int 2N \partial_t^{2k-1} N \partial_x^2 N
\]

and hence (88) follows provided that

\[
\int \partial_t^{2k-1} (N^2) \partial_x^2 N \equiv -N_0.
\]
In turn this last identity follows by iterating \((2k-1)\)-times the following computation:

\[
N_0 = \int \partial_t (N^2 \partial_t^{2k-2} \partial_x^2 N) - \int \partial_t (N^2) \partial_t^{2k-2} \partial_x^2 N \\
= \frac{d}{dt} \int N^2 \partial_t^{2k-2} \partial_x^2 N - \int \partial_t (N^2) \partial_t^{2k-2} \partial_x^2 N \equiv - \int \partial_t (N^2) \partial_t^{2k-2} \partial_x^2 N,
\]

where we have used \(\frac{d}{dt} \int N^2 \partial_t^{2k-2} \partial_x^2 N \in \mathcal{P}_{2k,k_0}\) for a suitable \(k_0\) (the proof is similar to the proof of (59)).

Concerning the second identity in (78), first notice that by an iterated application of (37) one can deduce

\[
\int \partial_t^{2k-1} N^2 J^2 \equiv (-1)^k \int \partial_x^{4k-3} J J^2.
\]

Indeed, by using (37) we get

\[
\int \partial_t^{2k-1} N^2 J^2 = - \int \partial_t^{2k-2} \partial_x J J^2 = \int \partial_t^{2k-3} \partial_x^2 T J J^2 \equiv - \int \partial_t^{2k-3} \partial_x^4 N J^2,
\]

where the last step follows once we replace \(T\) by its expression (see (36)) and we keep only the contribution given by \(-\partial_x^2 N\). In fact, we claim that the other contributions coming from the remaining two terms in \(T\) are equivalent to zero, namely:

\[
\int \partial_t^{2k-3} \partial_x^2 (|\partial_x u|^2) J^2 \in \mathcal{L}_{2k,k_0}, \quad \int \partial_t^{2k-3} \partial_x^2 (N^3) J^2 \in \mathcal{L}_{2k,k_0}
\]

for a suitable \(k_0\), whose proof is similar to the proof of (64).

Going back to (93), by an iteration of the same argument (that allows to change two time derivatives with a fourth order space derivative), we get

\[
\int \partial_t^{2k-1} N^2 J^2 \equiv (-1)^{k+1} \int \partial_t \partial_x^{4k-4} N J^2
\]

and hence we conclude (92) by using (37). By using (92) and integration by parts we get

\[
J_0 = \int \partial_t^{2k-1} N^2 J^2 \equiv (-1)^k \int \partial_x^{4k-3} J J^2 = 2(-1)^{k+1} \int \partial_x^{4k-4} J J \partial_x J.
\]

Again by integration by parts we get

\[
J_0 = 2(-1)^k \int \partial_x^{4k-5} J \partial_x J \partial_x J + 2(-1)^k \int \partial_x^{4k-5} J J \partial_x^2 J \\
\equiv 2(-1)^k \int \partial_x^{4k-5} J J \partial_x^2 J.
\]
where we have used the property $\int \partial_x^4 J \partial_x J \partial_x J \in L_{2k,k_0}$ for a suitable $k_0$, whose proof follows again by looking at the proof of (64). Hence by iteration of the previous argument we get

$$J_0 \equiv 2(-1)^k \int \partial_x J J \partial_x^{4k-4} J \equiv (-1)^{k+1} \int J^2 \partial_x^{4k-3} J \equiv -J_0,$$

where at the last step we have used (92). Summarizing we get $J_0 \equiv -J_0$ which implies $J_0 \equiv 0$.

Next, we prove the third identity in (78). By using Leibniz rule with respect to the time variable and integration by parts we get

$$N_0 = \frac{d}{dt} \int N^2 \partial_t^{2k-2} \partial_x^2 N - \int \partial_t(N^2) \partial_t^{2k-2} \partial_x^2 N$$

$$\equiv - \int \partial_t(N^2) \partial_t^{2k-2} \partial_x^2 N = -2 \int \partial_t N \partial_t^{2k-2} \partial_x^2 N$$

$$= 2 \int \partial_t \partial_x N \partial_t^{2k-2} \partial_x N + 2 \int \partial_t N \partial_x N \partial_t^{2k-2} \partial_x N$$

where we have used $\frac{d}{dt} \int N^2 \partial_t^{2k-2} \partial_x^2 N \in P_{2k,k_0}$ for a suitable $k_0$ (see the proof of (59)). We claim that

$$\int \partial_t \partial_x N \partial_t^{2k-2} \partial_x N \equiv 0.$$

In fact notice that

$$\int \partial_t \partial_x N \partial_t^{2k-2} \partial_x N = \frac{d}{dt} \int \partial_t \partial_x N \partial_t^{2k-3} \partial_x N$$

$$- \int \partial_t \partial_x N \partial_t N \partial_t^{2k-3} \partial_x N - \int \partial_t^2 \partial_x N \partial_t^{2k-3} \partial_x N$$

and since

$$\int \partial_t \partial_x N \partial_t N \partial_t^{2k-3} \partial_x N \in L_{2k,k_0}, \quad \frac{d}{dt} \int \partial_t \partial_x N \partial_t^{2k-3} \partial_x N \in P_{2k,k_0}$$

(whose proof is similar to the proof of (64) and (59)) we get

$$\int \partial_t \partial_x N \partial_t^{2k-2} \partial_x N \equiv - \int \partial_t^2 \partial_x N \partial_t^{2k-3} \partial_x N.$$

\( \square \) Springer
By iteration of the proof to get (99) (that allows to move one time derivative from the third factor to the first factor) we get

\[
\int \partial_t \partial_x N N \partial_t^{2k-2} \partial_x N \equiv (-1)^{k-1} \int \partial_t^k \partial_x N N \partial_t^{k-1} \partial_x N
\]

and we conclude (97) since

\[
\int \partial_t^k \partial_x N N \partial_t^{k-1} \partial_x N = \frac{1}{2} \int \partial_t (\partial_t^{k-1} \partial_x N)^2 N = \frac{1}{2} \int (\partial_t^{k-1} \partial_x N)^2 \partial_t N \equiv 0
\]

where at the last step we have used

\[
\frac{d}{dt} \int (\partial_t^{k-1} \partial_x N)^2 N \in P_{2k,k_0}, \quad \int (\partial_t^{k-1} \partial_x N)^2 \partial_t N \in L_{2k,k_0}
\]

for some \(k_0\), whose proof is similar to the proof of (59) and (64). Consequently from (96) and (97) we get

\[
N_0 \equiv 2 \int \partial_t N \partial_x N \partial_t^{2k-2} \partial_x N.
\]

(100)

We conclude provided that

\[
2 \int \partial_t N \partial_x N \partial_t^{2k-2} \partial_x N \equiv N_1.
\]

(101)

In order to prove (101), notice

\[
\partial_t^{2k-2} (\partial_x N)^2 = 2 \partial_x N \partial_t^{2k-2} \partial_x N + \sum_{j=1}^{2k-3} c_j \partial_t^j \partial_x N \partial_t^{2k-2-j} \partial_x N
\]

(102)

where \(c_j\) are suitable real numbers. We have

\[
\int \partial_t N \partial_t^j \partial_x N \partial_t^{2k-2-j} \partial_x N \in L_{2k,k_0}, \quad \forall j \in \{1, \ldots, 2k-3\}
\]

(103)

for a suitable \(k_0\), whose proof is similar to the proof of (64). Hence necessarily by (102) we get the desired conclusion

\[
2 \int \partial_t N \partial_x N \partial_t^{2k-2} \partial_x N \equiv \int \partial_t N \partial_t^{2k-2} (\partial_x N)^2 \equiv N_1.
\]
Notice that the last equivalence \( \equiv \) is obtained by iteration of the following computation, that allows to move one time derivative from the second factor to the first factor in the intermediate term of the previous equivalence:

\[
\int \partial_t N \partial_i^{2k-2} (\partial_x N)^2 = \frac{d}{dt} \int \partial_t N \partial_i^{2k-3} (\partial_x N)^2 - \int \partial_i^2 N \partial_i^{2k-3} (\partial_x N)^2
\equiv - \int \partial_i^2 N \partial_i^{2k-3} (\partial_x N)^2
\]

where we have used \( \frac{d}{dt} \int \partial_t N \partial_i^{2k-3} (\partial_x N)^2 \in P_{2k,k_0} \) for some \( k_0 \), whose proof is similar to the proof of (59). This completes the proof of Lemma 3.3. \( \square \)

The proof of Theorem 1.4 in the case \( k \geq 2, M = \infty \) is now complete.

### 3.3 Proof of Theorem 1.4 for \( M < \infty \)

Let us finally consider the case \( M < \infty \). First notice that if \( u(t, x) \) solves (5) then \( u_M(t, x) = \pi_M u(t, x) \) solves

\[
\partial_t u_M = i \partial_x^2 u_M - i |u_M|^4 u_M + i (1 - \pi_M) \left( |u_M|^4 u_M \right), \tag{104}
\]

namely \( u_M(t, x) \) is an exact solution to NLS up to the extra term \( i (1 - \pi_M) \left( |u_M|^4 u_M \right) \).

It is worth mentioning that the energy \( E_{2k}(u) \) associated with the infinite dimensional equation NLS, has the following structure

\[
E_{2k}(u) = \int \partial_x^{2k} u \partial_x^{2k} u + \sum_{l=0}^{l_k} c_l \int p_l(u) \tag{105}
\]

where \( c_l \in \mathbb{C} \) and \( p_l(u) \in P_{2k} \) are suitable densities, where

\[
P_{2k} = \left\{ \prod_{i=1}^N \partial_x^{\alpha_i} v_i \mid v_i \in \{u, \bar{u}\}, \sum_{i=1}^N \alpha_i \leq 4k - 2, \alpha_i \leq 2k - 1, N \geq 3 \right\}.
\]

It is worth mentioning that the functionals defined in \( P_{2k} \) belong to the family (51), and hence in particular we have \( P_{2k} \subset \mathcal{L}_{2k,N} \).

Notice that if we have

\[
p_l(u) = \prod_{i=1}^N \partial_x^{\alpha_i} v_i \in P_{2k}
\]
then along any time dependent function \( u = u(t, x) \) we compute

\[
\frac{d}{dt} \int p_t(u) = \sum_{j=1}^{N} \int \left( \prod_{i=1, \ldots, N, i \neq j} \partial_x^{a_i} v_i \right) \partial_x^{a_j} \partial_t v_j. \tag{106}
\]

If moreover \( u(t, x) = u_M(t, x) \) solves (104) then we are allowed to replace \( \partial_t v_j \) in (106) either by \( i \partial_x^2 u_M - i |u_M|^4 u_M + i(1 - \pi_M)(|u_M|^4 u_M) \) in the case \( v_j = u_M \) or by \( -i \partial_x^2 \tilde{u}_M + i |u_M|^4 \tilde{u}_M - i(1 - \pi_M)(|u_M|^4 \tilde{u}_M) \) in the case \( v_j = \tilde{u}_M \). Motivated by this fact we introduce for every

\[
p_t(u) = \prod_{i=1}^{N} \partial_x^{a_i} v_i \in \mathcal{P}_{2k}
\]

the new functional \( \tilde{p}_t(u) \) which is the expression obtained at the r.h.s. of (106) when replacing \( \partial_t v_j \) by \( i \partial_x^2 u - i |u|^4 u \) in the case \( v_j = u \) or by \( -i \partial_x^2 \tilde{u} + i |u|^4 \tilde{u} \) in case \( v_j = \tilde{u} \). Namely

\[
\tilde{p}_t(u) = \sum_{j=1}^{N} \int \left( \prod_{i=1, \ldots, N, i \neq j} \partial_x^{a_i} v_i \right) \partial_x^{a_j} w,
\]

where \( w = i \partial_x^2 u - i |u|^4 u \) when \( v_j = u \) and \( w = -i \partial_x^2 \tilde{u} + i |u|^4 \tilde{u} \) when \( v_j = \tilde{u} \).

We also introduce \( \tilde{p}_{t,M}^*(u) \) defined by the expression obtained at the r.h.s. of (106) when replacing \( \partial_t v_j \) by \( i(1 - \pi_M)(|u|^4 u) \) in the case \( v_j = u \) and by \( -i(1 - \pi_M)(|u|^4 \tilde{u}) \) in the case \( v_j = \tilde{u} \). Namely

\[
\tilde{p}_{t,M}^*(u) = \sum_{j=1}^{N} \int \left( \prod_{i=1, \ldots, N, i \neq j} \partial_x^{a_i} v_i \right) \partial_x^{a_j} w,
\]

where \( w = i(1 - \pi_M)(|u|^4 u) \) in the case \( v_j = u \) and \( w = -i(1 - \pi_M)(|u|^4 \tilde{u}) \) in the case \( v_j = \tilde{u} \).

As a consequence of the previous discussion, we deduce that

\[
\frac{d}{dt} E_{2k}(u_M) = \int \partial_x^{2k} \partial_t u_M \partial_x^{2k} \tilde{u}_M + \int \partial_x^{2k} u_M \partial_x^{2k} \partial_t \tilde{u}_M + \sum_{l=1}^{k} c_l \int \tilde{p}_t(u_M) + \sum_{l=1}^{k} c_l \int \tilde{p}_{t,M}^*(u_M).
\]
We can replace \( \partial_t u_M \) by the r.h.s. in (104) and we obtain

\[
\frac{d}{dt} E_{2k}(u_M) = \int \partial_x^{2k}(i \partial_x^2 u_M - i |u_M|^4 u_M) \partial_x^{2k} \bar{u}_M \\
+ \int \partial_x^{2k} u_M \partial_x^{2k}(-i \partial_x^2 \bar{u}_M + i |u_M|^4 \bar{u}_M) \\
+ \sum_{l=1}^{l_k} c_l \int \bar{p}_l(u_M) + \int \partial_x^{2k}(i (1 - \pi_M)(|u_M|^4 u_M)) \partial_x^{2k} \bar{u}_M \\
+ \int \partial_x^{2k} u_M \partial_x^{2k}(i \partial_x^2(-i (1 - \pi_M)(|u_M|^4 \bar{u}_M))) \\
+ \sum_{l=1}^{l_k} c_l \int p_{l,M}^*(u_M),
\tag{107}
\]

In the previous section, we proved that if \( u \) is a smooth solution of (4) then it satisfies

\[
\frac{d}{dt} E_{2k}(u) = F_{2k}^{(\infty)}(u),
\tag{108}
\]

with \( F_{2k}^{(\infty)}(u) \) satisfying the needed bounds. Using (106), (108) and taking the trace at \( t = 0 \), we obtain that every \( C^{\infty}(\mathbb{T}) \) function \( v_0 \) (where the notation emphasizes that \( v_0 \) is not a solution to any equation) satisfies the relation

\[
\int \partial_x^{2k}(i \partial_x^2 v_0 - i |v_0|^4 v_0) \partial_x^{2k} \bar{v}_0 + \int \partial_x^{2k} v_0 \partial_x^{2k}(-i \partial_x^2 \bar{v}_0 + i |v_0|^4 \bar{v}_0) \\
+ \sum_{l=1}^{l_k} c_l \bar{p}_l(v_0) = F_{2k}^{(\infty)}(v_0).
\tag{109}
\]

Applying (109) to \( v_0 = u_M \), we obtain that the sum of the first three terms at the r.h.s. of (107) is equal to \( F_{2k}^{(\infty)}(u_M) \). On the other hand the fourth and the fifth terms are zero by orthogonality. More precisely, \( u_M \) is localized on the frequencies \( \{-M, \ldots, 0, \ldots, M\} \) and on the remaining factor we have the projection on the orthogonal Fourier modes.

The proof will be completed, provided we show that

\[
|p_{l,M}^*(u_M)| \lesssim \left(1 + \|u\|_{H^{2k-1}}^{m_0}\right)
\]

for some \( m_0 \). For that purpose, it is sufficient to estimate expressions of the following type:

\[
\int \prod_{i=1}^{N} \partial_x^{\alpha_i} v_i dx, \quad v_i \in \{u_M, \bar{u}_M, (1 - \pi_M)(|u_M|^4 u_M), (1 - \pi_M)(|u_M|^4 \bar{u}_M)\}
\]

\( \square \) Springer
where \( \sum_{i=1}^{N} \alpha_i \leq 4k - 2 \), \( \alpha_i \leq 2k - 1 \). Combining the Hölder inequality and the Sobolev embedding \( H^1 \subset L^\infty \) it is easy to show that

\[
\left| \int \prod_{i=1}^{N} \partial_{x_i}^{\alpha_i} v_i dx \right| \lesssim \prod_{i=1}^{N} \| v_i \|_{H^{2k-1}}
\]

and of course we conclude the desired estimate since

\[
\|(1 - \pi_M)(|u_M|^4 \tilde{u}_M)\|_{H^{2k-1}} \leq \| |u_M|^4 \tilde{u}_M \|_{H^{2k-1}} \lesssim \| u_M \|_{H^{4}}^4,
\]

where we have used at the last step the fact that \( H^{2k-1} \) is an algebra for \( k \geq 1 \).

### 4 Proof of Theorem 1.5

As in the proof of Theorem 1.3, we consider the following truncated version of (12)

\[
(i \partial_t + \partial_x^2)u = -\pi_M \left( |\pi_M u|^4 \pi_M u \right), \quad u(0, x) = u_0(x), \quad t \in \mathbb{R}, \quad x \in \mathbb{T}. \tag{110}
\]

Thanks to the \( L^2 \) conservation law, for \( M < \infty \), we can define the global flow of (110) and denote it by \( \Phi_M(t) \). However for \( u_0 \in B_R \) (see (13)), we have bounds on the solutions, uniform in \( M \) only on the interval \([-T, T]\), where \( T > 0 \) is depending on \( R \). For \( M = \infty \), we can define the solution of (110) for data in \( B_R \) only locally in the time interval \([-T, T], T = T(R) \). One can observe that the proof of Theorem 1.4 yields the following statement in the context of (110).

**Theorem 4.1** Let \( k \geq 1 \) be an integer. There is an integer \( m_0 = m_0(k) > 0 \) and a positive constant \( C \) such that the following holds true. There exists a functional \( E_{2k}(u) \) such that

\[
E_{2k}(u) = \| u \|_{H^{2k}}^2 + R_{2k}(u), \quad E_{2k}(0) = 0,
\]

where \( R_{2k} \) satisfies (6) and moreover for every \( M \in \mathbb{N} \cup \{ \infty \} \), the solution of (110) with data \( u_0 \in B_R \) satisfies

\[
\frac{d}{dt} E_{2k}(\pi_M u(t)) = F^{(M)}_{2k}(\pi_M u(t)), \quad t \in [-T, T], \quad T = T(R)
\]

where the functional \( F^{(M)}_{2k}(u) \) satisfies (8) and (9).

Now, the proof of Theorem 1.5 can be done exactly as the proof of Theorem 1.3 once we replace Propositions 2.2 and 2.3 with the following local in time analogues in the context of (110).
Proposition 4.1 For every $R > 0$ there is $C > 0$ depending on $R$, such that for every $M \in \mathbb{N} \cup \{\infty\}$, if the initial data in \((110)\) satisfies $\|u_0\|_{H^{2k-\frac{1}{2}-\epsilon}} < R$, then the corresponding solution satisfies

$$\|u(t)\|_{H^{2k-\frac{1}{2}-\epsilon}} < C, \quad t \in [-T, T], \quad T = T(R).$$

Proposition 4.2 For every $R > 0$ there is $T > 0$ such that the following holds true. For every $A \subset H^{2k-\frac{1}{2}-\epsilon}$ a compact set included in $B_R$, for every $\delta > 0$ there exists $M_0 \in \mathbb{N}$ such that for every $M \geq M_0$, every $u_0 \in A$, the local in time solution

$$(i \partial_t + \partial_x^2)u = -|u|^4u, \quad u(0, x) = u_0(x), \quad t \in [-T, T], \quad x \in \mathbb{T}$$

satisfies $u(t) \in \Phi_M(t)(A + B_{\delta})$, $\forall t \in [-T, T]$.
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