Restricted Boltzmann Machines for galaxy morphology classification with a quantum annealer
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We present the application of Restricted Boltzmann Machines (RBMs) to the task of astronomical image classification using a quantum annealer built by D-Wave Systems. Morphological analysis of galaxies provides critical information for studying their formation and evolution across cosmic time scales. We compress galaxy images using principal component analysis to fit a representation on the quantum hardware. Then, we train RBMs with discriminative and generative algorithms, including contrastive divergence and hybrid generative-discriminative approaches, to classify different galaxy morphologies. The methods we compare include Quantum Annealing (QA), Markov Chain Monte Carlo (MCMC) Gibbs Sampling, and Simulated Annealing (SA) as well as machine learning algorithms like gradient boosted decision trees. We find that RBMs implemented on D-Wave hardware perform well, and that they show some classification performance advantages on small datasets, but they don’t offer a broadly strategic advantage for this task. During this exploration, we analyzed the steps required for Boltzmann sampling with the D-Wave 2000Q, including a study of temperature estimation, and examined the impact of qubit noise by comparing and contrasting the original D-Wave 2000Q to the lower-noise version recently made available. While these analyses ultimately had minimal impact on the performance of the RBMs, we include them for reference.
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I. INTRODUCTION

Machine learning techniques are being used increasingly in high energy physics [e.g., 1] and astrophysics [e.g., 2] for applications such as event detection, particle identification, data analysis, and the simulation of detector responses. In many cases, machine learning provides an efficient alternative to analytical models, which are often intractable, or Monte Carlo-based simulations, which can be computationally expensive. Data analysis tasks in cosmology are extremely computing intensive and will become even more so as new instruments like LSST [3] come online, motivating advances in data analysis techniques.

Feynman first proposed the idea of using quantum computers to simulate physical systems [4]. More recently, a variety of approaches have been studied for combining quantum computing with machine learning techniques [5]. While quantum computing hardware is still in the early stages of development, initial attempts have been made to apply quantum machine learning to high energy physics, e.g. classifying Higgs decay events in Large Hadron Collider data [6].

In this study, we focus on the challenge of morphological classification of galaxies via astronomical images using the D-Wave 2000Q quantum annealer [7]. Galaxies exhibit morphologies (structure in their shape) that tend to correlate with their evolutionary state and history. For example, spiral galaxies (typically blue) have higher rates of star formation often visible in clumpy regions of their spiral arms, irregulars have quasi-randomly distributed clumps of star formation, and elliptical galaxies (typically red) tend to have ceased making their stars. Star formation occurs more readily in relaxed kinematic environments, where gravity has sufficient relative influence to pull together cold material that can fuse into stellar cores. Highly energetic or dense environments, like the cores of galaxy clusters or filaments of the cosmic web, may cause galaxy mergers or other disruptive events that can slow or halt star formation. Galaxies evolve rapidly in stellar mass in the range of cosmic redshifts (measures of cosmic age) 1 < z < 3, where star formation density peaks near z ∼ 2.5. The rate of star formation is one of the primary measures of cosmic energy exchange, and structural and morphological analysis of galaxies permits a critical avenue of investigation of cosmic evolution. The accurate classification of galaxies based on morphology is a critical step in this analysis. Please see the review in Ref. [8] for more details.

Classical methods for morphological analysis have typically relied on a) visual examination, such as conducted through the Galaxy Zoo project [9]; multi-wavelength model-fitting [10]; and structural proxies, like concentration, asymmetry, and clumpiness [8]. Recent advancements in deep learning permit the usage of convolutional neural networks for morphological classification, which
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have become the state of the art [11,13]. The conventional convolutional neural network does not yet have an efficient implementation on the D-Wave quantum annealer. In this work, we use a different type of machine learning model, the restricted Boltzmann machine (RBM) [14]. While there are many other types of machine learning models, the RBM model has stochastic binary variables and a quadratic energy functional, which can be efficiently implemented using the relatively small number of qubits available on near-term quantum computing devices, such as the D-Wave quantum annealer [15,16]. Training an RBM is classically hard, but there is reason to believe quantum annealers may eventually offer performance advantages [17].

While quantum annealers are generally used for solving optimization problems, they have also been used in a machine learning context, where the quantum annealer is programmed with coefficients derived from the RBM, and used as a sampling engine to generate samples from the Boltzmann distribution [17,18]. As in classical machine learning, an iterative training process is used to refine the RBM coefficients.

Quantum annealers offer a way to leverage the power of quantum computers while avoiding the complexity of a gate-based programming model, making them an attractive tool for domain scientists. However, given the limitations of present-day quantum annealers, this approach presents a number of challenges. For instance, input data must be severely compressed to fit the available qubits. Further, samples from the quantum annealer may not be Boltzmann distributed, in which case post-processing or temperature estimation techniques may need to be applied.

### A. Overview of the paper

This paper consists of two main results. First we show the outcome of some studies of the distribution of states coming from the D-Wave. We considered a variety of post-processing techniques to bring the output distributions closer to Boltzmann distributions, which are theoretically necessary for training RBMs. Second, we show the results of trained RBMs and other algorithms for the galaxy morphology classification problem. We also include a discussion of the data and compression methods employed.

Specifically, in Section [II] we briefly review the galaxy morphology classification datasets used for training and testing, and the techniques used to compress the data for the D-Wave 2000Q. In Section [III] we discuss the training algorithms used to prepare RBMs for classification. We compare a variety of options for training RBMs, including various combinations of generative and discriminative training. In Section [IV] we discuss a variety of post-processing steps for producing a Boltzmann-distributed set of energy states using the D-Wave quantum annealer. We also compare two versions of the D-Wave 2000Q, one of which featured lower levels of noise. In Section [V] we study the performance of RBMs on the quantum device and using classical resources, and we compare the performance of other classical machine learning algorithms. Finally, in Section [VI] we conclude and offer thoughts on future directions.

### II. ASTRONOMICAL DATA AND COMPRESSION

#### A. Data: Galaxy Zoo

We use data from the Galaxy Zoo 2 data release, which contains 304,122 galaxies taken from the Sloan Digital Sky Survey [9]. We use the subset of this data in the training set for the Galaxy Zoo Kaggle challenge [1], which contains 61,578 galaxies. For each image of a galaxy, this dataset includes crowdsourced answers to a set of 11 questions characterizing the galaxy’s morphology. These include the presence or absence of different features like bulges, disks, bars, and spirals. We simplify the problem into a binary classification problem by picking spiral galaxies (those with more than 50% “yes” answers to “Is there a spiral pattern?”) and rounded smooth galaxies (those with more than 50% “completely round” answers to the question “How rounded is it?”). These classes contain 10,397 and 8,434 galaxies, respectively. We select 5,000 random images of each of the two classes. Before applying any data compression algorithm, we crop the images to 200 by 200 pixels.

#### B. Compression and Manipulation

Raw images are 200×200 RGB pixels in size, which is far too large to encode in the binary variables available on the D-Wave 2000Q. There are a number of interesting compression schemes available, including, for example, discrete variational autoencoders [19,20]. In practice, we found no appreciable advantage between different compression schemes while reducing data dimensionality to the level where we could encode the essential information about a given image into the binary variables available. Therefore, we relied on principal component analysis (PCA) on the basis that the method is simple and easy to explain and understand.

We used 5,000 images to train a PCA model using Scikit-learn [21], and applied it on the remaining 5,000 images to obtain the dataset we used to train and test the RBM. The ratio of explained variance added by each PCA component is shown in Fig. [1]. We can see that the information contained in each additional component rapidly decays.

[1] https://www.kaggle.com/c/galaxy-zoo-the-galaxy-challenge
The encoded components defined by PCA are 64-bit floating point numbers. We would like to transform them into a more compact representation. We will do this by linearly mapping the range of each PCA component in the training set to the interval $[15, 240]$. We can then round to the nearest integer and transform the data into unsigned 8-bit integers, which support numbers between 0 and 255. The range we map the training set into was chosen to be safely inside the $[0, 255]$ interval in order to accommodate outliers beyond the ranges present in the training set. See Fig. 2 for a visualization of a sample of compressed data.

To these compact representations of the images, we add a bit representing the class (0 for rounded smooth galaxies and 1 for spiral galaxies). This means that if our RBM has $n$ visible units, the first $n - 1$ will correspond to the first bits in the compressed images, while the last visible unit will encode the class of each image.

During the analysis we were concerned that the digitization scheme employed was putting extra weight on the most significant bits of each encoded PCA component, but this was not information we could easily share directly with the RBM algorithm. We tested several different re-ordering schemes for the bits and also tested preferentially keeping the most significant bits only for higher order components as a way of including information from those components when working with small RBMs. However, the re-ordering schemes generally slightly degraded performance, and attempts to include a larger number of components using only the most significant bits did not offer any performance advantages.

III. GENERATIVE AND DISCRIMINATIVE TRAINING

A. RBM training

Restricted Boltzmann machines (RBMs) are generally speaking generative models, where one attempts to approximate a target distribution over a string of binary variables $\tilde{v}$, $p(\tilde{v})$, as the marginal distribution of a larger
system $p(\vec{v}) = \sum_\vec{h} p(\vec{v}, \vec{h})$ composed of binary variables $\vec{v}$ and latent variables $\vec{h}$, with an ansatz such that

$$p(\vec{v}, \vec{h}) \propto \exp(-v'W\vec{h} + b'\vec{v} + c'\vec{h})$$

for some bias vectors $\vec{b}$, $\vec{c}$, and a weight matrix $W$. This corresponds to a complete bipartite graph with local biases on the nodes and interactions along the edges. The binary variables $\vec{v}$ are called the visible nodes, as they compose the distribution of interest, while the $\vec{h}$ are the hidden nodes.

By variationally maximizing the log-likelihood of the data of the RBM model with respect to the weights and biases, we can train the RBM to better approximate the data distribution. It can be readily shown that maximizing the log-likelihood corresponds to matching the biases, and we can train the RBM to better approximate the distribution of interest, while the $\vec{h}$ are the hidden nodes.

Collectively these derivatives form the gradient, to be used in gradient descent to the adjustments for the one and two-point correlation functions of the model between states conditioned on the data distribution and the free generative model. Defining the loss as the negative log-likelihood, dubbed $L$, we get derivatives for the variational parameters

$$\frac{\partial L}{\partial \vec{b}} = \langle v^i \rangle_{\text{data}} - \langle v^i \rangle_{\text{model}}$$

$$\frac{\partial L}{\partial \vec{c}} = \langle h^j \rangle_{\text{data}} - \langle h^j \rangle_{\text{model}}$$

$$\frac{\partial L}{\partial W_i} = \langle v^i h^j \rangle_{\text{data}} - \langle v^i h^j \rangle_{\text{model}}$$

Collectively these derivatives form the gradient, to be used in gradient descent to the adjustments for $\vec{b}$, $\vec{c}$, and $W$ respectively. Here the expectations are computed over the training set and the the model (also called the positive and negative phases).

Once the RBM has been trained, we can use it to make a prediction on the class of unseen images. To do this, we calculate the free energies of the RBM with the visible units set to the compressed image representation and both options for the class. The class corresponding to the lowest free energy is then the most likely class for that image. This type of discriminative RBM was introduced in Ref. [22].

B. Classical training algorithms

In general, one cannot compute expectations over the model directly, as it takes a time that scales as $2^{n_v+n_h}$ where $n_v$ and $n_h$ represent the number of visible and hidden units, respectively. This is generally intractable. However, we can use a variety of algorithms to perform training.

1. Contrastive divergence

We may perform efficient block sampling updates of $p(v|h)$ and $p(h|v)$, as the conditional distributions reduce to single-spin probabilities that may be sampled in linear time with the number of variables. Initializing a Markov chain performing such block Gibbs sampling at each training datapoint and taking expectations over the resulting chains is the basis of the contrastive divergence (CD) algorithm, first put forward in Ref. [23]. Using CD, one can often train RBMs of quite large size reasonably efficiently.

2. Discriminative training

In this work, we are interested in using RBMs not as a strictly generative model, but as a classification algorithm. In essence, we wish to be able to input an image and sample the posterior distribution for the class of that image using the RBM. Thus, rather than directly modeling the full $p(\vec{v})$, as is standard practice, we are really interested in only $p(\vec{v}_{\text{class}}|\vec{v}_{\text{image}})$. Rather than training a model to represent the entire distribution over $\vec{v}$, we can instead directly train to maximize the log-likelihood of the $p(\vec{v}_{\text{class}}|\vec{v}_{\text{image}})$ distribution, as was proposed in Ref. [22].

The training process is much the same as before, except that now the sample over the model is vastly simplified, as one is taking an expectation with the image dataset fixed, reducing the effective number of variables to merely that of the number of bits used to represent the class. In our case, where we use a single variable, we thus can contract the graph in linear time to get an exact gradient. In general, one can contract in a time scaling no worse than $2^{n_{\text{class}}}$ for unary encoding of the classes. Using a binary representation for the classes, one can do this in linear time in the number of classes, and thus training the discriminative model can be done efficiently on a classical computer in an exact fashion, with no Markov chains required.

3. Hybrid approaches

Finally, one may consider a hybrid approach. For instance, an approach where one takes a combination of both the aforementioned gradients, generative and discriminative, so as to better approximate $p(\vec{v}_{\text{class}}|\vec{v}_{\text{image}})$ while still representing the full distribution efficiently. In this, we can set a value $\lambda$ which combines the the gradients $\nabla_{\text{gen}}$ and $\nabla_{\text{disc}}$ for the generative and discriminative models as

$$\nabla_{\text{hybrid}} = \frac{\lambda}{1+\lambda} \nabla_{\text{gen}} + \frac{1}{1+\lambda} \nabla_{\text{disc}}.$$  

This approach was also investigated in Ref. [22] and found to be beneficial at small values of $\lambda$.

We additionally investigate another hybrid approach, where we use generative training as a kind of pretraining and then follow it with pure discriminative training, which we dub “annealed hybrid” training, even though if one is considering it as annealing the $\lambda$ parameter it
is better thought of as a quench. This was motivated by our observations of the performance of generative and discriminative training.

C. Generative training with quantum annealing

Finally, we compare classical training algorithms against a quantum annealing (QA) based model for estimating the negative phase (the intractable model expectation values) and alternatives to QA, including a pure Gibbs sampling MCMC algorithm initialized at a random position, and simulated annealing. In essence we seek to understand what causes observed QA performance by testing against other annealing algorithms.

In training via quantum annealing, we map our RBM energy function, which is in the form of a QUBO (quadratic unconstrained binary optimization), and use D-Wave’s provided embedding function to map this QUBO into the physical architecture of the D-Wave device, called a Chimera graph, see Fig. 3. This is done because the Chimera graph has a maximum complete bipartite subgraph of $4 \times 4$.

By minor embedding, the graph we identify a chain of qubits and bind them tightly together so that they act approximately as a single large spin. Each programming cycle we use 100 samples drawn from the D-Wave to take our gradient estimate, and apply a varying number (indicated for each experiment) of post-anneal Gibbs sweeps over the variables to aid in additional thermalization.

IV. BOLTZMANN DISTRIBUTIONS ON THE D-WAVE QUANTUM ANNEALER

In order to train a Boltzmann machine, we need to sample expectation values from a Boltzmann distribution with $\beta$ set to 1, as in (1). We use the Kolmogorov-Smirnov (KS) test to check the statistical consistency of our sample distribution with that of a Boltzmann distribution.

A. Temperature estimation

The raw distribution of states coming from a D-Wave 2000Q is often not close to a Boltzmann distribution with $\beta = 1$. It is “colder”, with a higher propensity for producing states at the lowest energy levels. This energy shift may be advantageous in optimization problems, but RBM training relies on being able to sample from a Boltzmann distribution, so some correction is generally required.

It is possible that the D-Wave returns a Boltzmann distribution, but at a temperature that needs to be determined. If we know the effective inverse temperature $\beta_{\text{eff}}$, we can sample from a distribution with $\beta = 1$ and couplings $(W, b, c)$ by setting the couplings $J = (W/\beta_{\text{eff}}, b/\beta_{\text{eff}}, c/\beta_{\text{eff}})$ on the D-Wave. The effective temperature of the D-Wave has been shown to be problem-dependent and different from the physical temperature of the annealer [25]. In this work, we will follow a modification of the temperature estimation recipe proposed in Ref. [18].

The algorithm follows the following steps:

1. At each step, take RBM couplings $A = (W, b, c)$. Set couplings on D-Wave to $J_1 = A/\beta_0$, with $\beta_0$ estimated at the previous step (on the first step, we need to take a guess).

2. Take one set of $n$ samples. We bin the samples into $\lfloor \sqrt{2n} \rfloor$ bins according to their energy, obtaining probability density estimates $n_1/n$.

3. We want a second set that will provide different “enough” samples for distinguishability. Following [18], we take $J_2 = xJ_1$, with $x = 1 + 1/(\beta_0\sigma)^2$ where $\sigma$ is the standard deviation of the first sample.

4. Take a second set of samples and use the same bins as in step 2 to obtain probability density estimates $n_2/n$.

5. Denoting the Ising energy of each state with couplings $A$ as $E$, note that

$$\frac{n_2}{n_1} = \frac{e^{-x\beta_0 E/\beta_0}}{Z_2} \frac{Z_1}{e^{-\beta_0 E/\beta_0}} \Rightarrow \log \frac{n_2}{n_1} = \log \frac{Z_1}{Z_2} + (1 - x) \frac{\beta_{\text{eff}}}{\beta_0} E. \quad (6)$$

With this in mind, we can extract an estimate of $\beta_{\text{eff}}$ from the slope of the linear regression between $\log n_2/n_1$ and the bin energies, as exemplified in Fig. 4. In order to reduce noise caused by bins with a small number of samples, we limit the regression to bins with at least five samples in both draws.

We can see the results of this temperature estimation procedure throughout a single training instance in Fig. 5.

We found some pitfalls in this procedure. Namely, as the couplings of the RBM and therefore the magnitude of the energies involved grow, the distribution of states becomes more and more skewed towards the lower energy states. This is a desirable outcome of training an RBM. However, this leaves the higher-energy bins with a small number of samples, causing large variance in the estimates of $\log(n_2/n_1)$. In all our training runs, this leads to a step where $\log(n_2/n_1)$ happens to fluctuate

\[18\] suggests transitioning to a $-$ sign in the expression for $x$ once the RBM couplings get large enough. We found that even at late stages, this would result in values of $x$ that are close to zero.
to a larger value than usual for some of the larger energy bins. This causes $\beta_{\text{eff}}$ to be underestimated at that step. The effect compounds in a few training steps, often leading to negative estimates of $\beta_{\text{eff}}$ and a crash of the algorithm.

Potential solutions include:

- some regularization to keep the weights from growing. This successfully kept the temperature estimation routine from crashing, but at the cost of impairing the classifier performance of our RBM. This is to be expected, as a well-trained RBM should strongly separate the energies of different states.

- only estimating $\beta$ during the initial stages of training. This can be a good solution, since $\beta$ does not seem to change by a large amount during training, as we can see in Fig. 5.

Even without a temperature estimation routine, weights growing to be too large is a problem with the algorithm on a QA in general. This is because if weights grow above the maximum coupling that can be imple-
As we will see in the following sections, this temperature estimation method does not provide a clear advantage in obtaining Boltzmann distributions for most situations studied here. Given those results and the pitfalls identified above, we chose to estimate $\beta$ only once or not at all for our longer training runs.

### B. Initializing sampling with an annealer vs a random bitstring

Even after temperature estimation, as we will see, the distribution of states returned by the D-Wave will not quite align with the expected Boltzmann distribution. Therefore, we must use some post-processing. For us, this will consist of taking a few steps of Gibbs sampling seeded with the D-Wave samples. When training RBMs, we will use a fixed number of Gibbs sampling steps at each training step. However, we may ask if that number is enough to reach a Boltzmann distribution.

In this section, to check how many steps are enough to reach a Boltzmann distribution, we carry out the KS test after each Gibbs step and keep taking Gibbs steps until the KS p-value rises above 0.05. We compare the results of seeding the Gibbs sampling with the samples output by the D-Wave solver to those obtained by seeding it with random bit strings of the same length. This test is carried out with the couplings set to those of trained 12 by 12 and 48 by 48 RBMs at the end of each training epoch. We train 20 RBMs for each RBM size and average the results over all networks and a four-epoch window.

The mean number of steps needed at each training stage can be seen in Fig. 6. To ease the comparison of the averages, we take their ratio in Fig. 7. Finally, since averages can be affected by outliers, we also present in Fig. 7 the results of fitting a Bernoulli distribution to the random variable representing needing fewer Gibbs steps after starting from the D-wave samples than when starting from a random string. For RBMs with 12 hidden and 12 visible units, the advantage exists for samples taken after scaling by the estimated $\beta$ for early epochs. For later epochs and for results obtained without temperature estimation, we see no advantage in this test. For larger RBM, namely $48 \times 48$, $\beta$ estimation seems to become less important. However, samples taken without $\beta$ estimation take fewer Gibbs steps to reach a Boltzmann distribution, showing an advantage over starting with a random bit string across all epochs, especially early in training.

One interesting observation is that the number of Gibbs steps needed to reach a Boltzmann distribution grows approximately linearly with the epoch number. To understand this better, we can see in Fig. 8 that how the number of steps grows with the median quadratic coupling of the RBM, and how the median quadratic coupling grows with epoch. These two non-linear trends seem to conspire leading to the approximately linear growth in Fig. 6.
C. Noise and RBMs

D-Wave has recently released a low-noise version of its 2000Q quantum computer, with claims to enhancing tunneling rates by a factor of 7.4 [26]. It is claimed that this leads to a larger diversity of states returned by the machine, as well as a larger proportion of lower-energy states. In this section, we test whether these lower-noise properties also help us obtain a more Boltzmann-like distribution from the D-Wave output. To do this, we train two $12 \times 12$ RBM using the temperature estimation techniques described in Sec. IV A. One of the RBM was trained using the original 2000Q, and the other RBM using the low-noise machine. At each 20 training steps, we compare the distribution obtained using the D-Wave machine with a Boltzmann distribution obtained from analytically calculated energies for the current RBM couplings. To compare the distributions, we use the Kolmogorov-Smirnov statistic, which should be close to zero for samples drawn from the same distribution. We compare the KS values as a function of the RBM weight distribution in each machine.

In Fig. 9, we show the mean of the KS statistic binned as a function of the mean and maximum RBM coupling. We see no advantage from using the lower-noise 2000Q in how Boltzmann-like the returned distributions are. For both machines, samples returned are not far from Boltzmann distributions (with KS statistics below 0.1) for low RBM weights, but the distributions diverge from Boltzmann as the weights grow larger.

We also try a test similar to Fig. 6, initializing the Gibbs steps with samples from either 2000Q machine for RBM couplings set to those occurring at the end of epochs in ten RBM training runs. The results are shown in Fig. 10.

V. RESULTS AND DISCUSSION

Here we focus on comparing training accuracy, defined as the total fraction of all testing data correctly classified by the trained RBMs, between the wide variety of algorithms discussed in section III, along with straightforward logistic regression and gradient boosted decision trees, as a function of training epoch. For results given in this section, we use two Gibbs sweeps of post-processing for quantum annealing samples, except as otherwise stated.

We present a comprehensive figure of our primary results in Fig. 11. In Fig. 11a we see that QA requires at least two Gibbs sweeps to perform competitively. Moreover there we also see, all RBM-structured models (which are upper-bounded, as seen in Fig. 11b by discriminative training) are outperformed for this problem by simple logistic regression and particularly gradient boosted decision trees. (Note: “epoch” for gradient boosted decision trees corresponds to the number of trees in these plots.) Looking at Fig. 11b (where we focus on RBM-structured models), we show that while QA appears to achieve higher accuracy at early stages of training than other RBM-structured models/training methods, as training progresses it either matches (for smaller size RBMs) or underperforms other algorithms such as purely discriminative and hybrid training. Moreover, it appears to lend little if anything to discriminative training to incorporate hybrid updates using QA, or to transition from QA to
discriminative training near the observed crossover point of performance. Unless one is only going to run training for a short period (on the order of 25 epochs), one observes no improvement from the incorporation of QA. We also examine performance of MCMC Gibbs sampling (i.e., directly taking expectation values from a Markov chain of appropriate length) and simulated annealing, and observe broadly similar performance as QA, with small improvements for MCMC and SA over QA at larger size RBMs.

We also present Fig. 12 to highlight in more detail the relative performance of the various RBM-structured algorithms, wherein we take the ratio of their accuracy at each step of training with the accuracy of the quantum annealing training. As this figure makes clear, QA achieves better early training results but fails to maintain that advantage with additional training. It also makes clear that MCMC Gibbs sampling and SA with sufficiently many sweeps outperforms QA slightly at larger RBM sizes. In that figure we exclude logistic regression and gradient boosted decision trees as they dominate all models.

We also checked the results against a much smaller batch size in Fig. 13; in this case the batch size is 20 versus the 128 for Figs. 11a, 11, and 12 simply comparing QA (at the same number of Gibbs steps as used in the analyses in section IV) and discriminative training to logistic regression and gradient boosted trees. While performance improves and RBM structured models perform better than logistic regression, neither RBM model reaches the performance of gradient boosted trees, and no persistent advantage beyond a small number of train-
RBM shows promise as a superior algorithm. In this work, we explored a classification application of importance in cosmology, and studied the distribution of energy states coming from the D-Wave 2000Q. We tested several post-processing methods that aimed to bring the output distributions closer to Boltzmann distributions, which are theoretically required for training RBMs, but we found little impact from post-processing on RBM performance. As a consequence and for simplicity of interpretation, we subsequently minimized post-processing. We presented the results of trained RBMs, and other ML algorithms, for galaxy morphology classification. While resource and time limitations prohibited an exhaustive search or extensive comparison to hybrid algorithms, it is unlikely that the qualitative results discussed above would be effected.

Inspired by the observations in [6], and by the advantages shown very early in training by the QA approach, we also performed a study using a very small training set, with batch size of 20. As shown in Fig. 14, the RBM approach actually shows a decisive advantage under this condition. When the training set is restricted to 250 events (reduced from 2500), we find strong over-fitting when using logistic regression or gradient boosted trees, but good performance by the RBM. We again see stronger performance by the QA (here with 10 Gibbs steps) early in the training process, but as the number of epochs of training increases, discriminatively trained models take over.

Curiously, this suggests that if there is a need to train a classifier based on very small datasets and if the number of epochs is limited (perhaps by time concerns in a situation where we were able to operate training for the QA resource with no network latency), then a QA-trained RBM shows promise as a superior algorithm.

VI. CONCLUSIONS AND FUTURE WORK

In this work, we explored a classification application of importance in cosmology, and studied the distribution of energy states coming from the D-Wave 2000Q. We tested several post-processing methods that aimed to bring the output distributions closer to Boltzmann distributions, which are theoretically required for training RBMs, but we found little impact from post-processing on RBM performance. As a consequence and for simplicity of interpretation, we subsequently minimized post-processing. We presented the results of trained RBMs, and other ML algorithms, for galaxy morphology classification. While...
FIG. 10. We present the results of a comparison similar to that of Fig 6, but between obtaining samples on the older 2000Q 2,1 machine compared to the current low-noise 2000Q,5 annealer. We see no significant difference between using the older 2000Q and the low-noise 2000Q. As in Fig. 6 we use the same RBM couplings for both methods.

we ultimately find RBMs implemented on D-Wave hardware perform well, we don’t find compelling evidence of algorithmic performance advantage with this dataset for this problem over the most likely training scenarios.

We do not believe this result is an indictment of the performance of the quantum resources — we found regions of phase space in the training where the quantum computer performed better than its classical counterpart. In particular, for small datasets and for limited numbers of training repetitions, QA-based RBMs performed very well and outperformed the alternative classical algorithms studied here (logistic regression and gradient boosted trees), and outperformed classically trained RBMs. However, outside of these rather special training scenarios, RBMs (regardless of the classical or quantum nature of the training algorithm) did not outperform the gradient boosted tree algorithm.

Perhaps more complex and higher dimensional data would be more challenging for algorithms like gradient boosted trees and regression, but here we find that they are able to handle the dataset well. In the cases where significantly less or no compression is required due to significantly larger quantum resources, we may see a performance advantage for this algorithm. This line of investigation will be interesting to revisit on future versions of quantum hardware, or perhaps on a digital annealer with substantially larger RBMs. For this data, due to the compression mechanisms involved, enlarging the RBM significantly did not lead to performance improvements, but with much larger numbers of qubits available, it would be possible to pursue different compression mechanisms or perhaps avoid compression altogether. Another option to pursue with less compressed data would be increasing the network connectivity and adding additional layers. There is evidence in classical machine learning that multi-layer networks are able to construct hierarchical representations that often offer some advantage in data analysis tasks.
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(a) Comparison of algorithm accuracy for standard classification techniques, logistic regression and gradient boosted decision trees, against quantum-based RBM training along with RBM training using efficient discriminative RBM training for different sized RBMs. The classical models strictly outperform all RBM-based models. Note: epoch for the tree-based model corresponds to the number of decision trees.

(b) Comparison of various algorithms accuracy as a function of the number of epochs for difference sized RBM-structured models. In summary, quantum training appears to broadly achieve higher accuracy early in training but either match (for small RBMs) or underperform relative to pure discriminative and hybrid training with small values of $\lambda$ (for large RBMs). Transitioning from QA to discriminative training at approximately the location of the crossover in performance does not yield as high an accuracy at the end of 100 epochs as pure discriminative training. Data shown is for batch size of 128. Moreover, QA-style results seem to be approximately reproducible with fairly brief simulated annealing runs. The best final performance is from purely discriminative training.
FIG. 12. Comparison of the ratio of various algorithms accuracy against the accuracy of QA training (with 2 Gibbs sweeps) per epoch. Values larger than one imply higher accuracy for the algorithm than QA, below one worse accuracy. This only displays RBM-structured models. Logistic regression and gradient boosted trees dominate RBM-structured models and are not included so as to maximize resolution in the comparison among RBM-structured models. Note: epoch for the tree-based model corresponds to the number of decision trees.

FIG. 13. Small batch size comparison of algorithm accuracy for logistic regression and gradient boosted decision trees against quantum-based and efficient discriminative training for different sized RBMs. The RBM models were trained with a batch size of 20, as opposed to 128 for previous performance comparisons. Performance for the RBM models improves compared to larger batch sizes, and we observe some short scale improvement of QA over discriminative training. However by 200 training epochs discriminative training again outperforms QA and both are uniformly outperformed by gradient boosted trees. Note: epoch for the tree-based model corresponds to the number of decision trees.
FIG. 14. Comparison of the different algorithms’ accuracies on the test set when trained on only 250 training set examples. We see that RBM beat the two algorithms we compare against, which both overfit the training set. This is the case even for the gradient boosted classifier which is known as being robust to overfitting. The two RBM training routines show a similar pattern to that of the larger training set. Batch size is 20, and QA is trained with 10 Gibbs steps of post-processing.