Abstract

Functional principal component regression (PCR) can fail to provide good prediction if the response is highly correlated with some excluded functional principal component(s). This situation is common since the construction of functional principal components never involves the response. Aiming at this shortcoming, we develop functional continuum regression (CR). The framework of functional CR includes, as special cases, both functional PCR and functional partial least squares (PLS). Functional CR is expected to own a better accuracy than functional PCR and functional PLS both in estimation and prediction; evidence for this is provided through simulation and numerical case studies. Also, we demonstrate the consistency of estimators given by functional CR.
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1. Introduction

1.1. Scalar-on-function regression model

With the development of technology, the demand for functional data analysis (FDA) is increasing; it is frequent to encounter data that are recorded continuously within a nondegenerate and compact interval $\mathcal{T}$. Scalar-on-function regression models link the scalar response $Y$ to the integral of product of random process $X = X(\cdot)$ and corresponding unknown fixed function $\beta^* = \beta^*(\cdot)$. To be precise, the linkage is of the form that

$$ Y = \text{E}Y + \int_{\mathcal{T}} \beta^*(X - \text{E}X) + \varepsilon, $$

where $\varepsilon$ is a white noise, $\int_{\mathcal{T}} f$ is short for the Lebesgue integral $\int_{\mathcal{T}} f(t) \, dt$ and $\int_{\mathcal{T}} \text{E}X^2 = \text{E}(\int_{\mathcal{T}} X^2) < \infty$. All the functions involved in this paper are assumed to be square-integrable, i.e., the discussion is limited to $L^2(\mathcal{T})$ (or...
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and
\[
\hat{\eta}_p(X_0) = \bar{Y} + \int_T \hat{\beta}_p (\hat{X}_0 - \bar{X})
\]  
(4)
in which \(\bar{X} = n^{-1} \sum_{i=1}^n X_i\), \(\bar{Y} = n^{-1} \sum_{i=1}^n Y_i\), and \(X_0\) is the post-smoothing version of \(X_0\).

Under this framework, the accuracy of estimates \(\hat{\beta}_p\) and \(\hat{\eta}_p(X_0)\) varies with the choice of \(\{\hat{w}_j : 1 \leq j \leq p\}\). Two well-known options are discussed in Section 1.2, leading to functional principal component regression (PCR) and functional partial least squares (PLS), respectively.

1.2. Functional principal component and functional partial least squares bases

Among all the dimension-reduction techniques, functional PCR is the most prevailing one. It is built on the functional principal component basis, say \(\{w_{j,\text{FPC}} : j \in \mathbb{Z}^+\}\), constructed from covariance operator \(V_X : L^2(T) \rightarrow L^2(T)\) given by
\[
V_X(f)(\cdot) = \int_T f(s)v_X(s, \cdot) \, ds, \quad \forall f \in L^2(T),
\]  
(5)
where \(v_X(s, t) = \text{cov}(X(s), X(t))\). The assumption \(v_X \in L^2(T^2)\) implies that \(V_X\) is of Hilbert-Schmidt class and hence possesses a countable number of eigenvalues, all real and nonnegative. Specifically, \(w_{p,\text{FPC}}\) is taken as the \(p\)-th eigenfunction of \(V_X\) (corresponding to the \(p\)-th largest eigenvalue of \(V_X\)), or equivalently, given \(\{w_{j,\text{FPC}} : 1 \leq j \leq p-1\}\),
\[
w_{p,\text{FPC}} = \arg \max_{w} \int_T w V_X(w)
\]  
(6)
subject to
\[
\|w\| = 1 \quad \text{and} \quad \int_T w w_{j,\text{FPC}} = 0, \quad 1 \leq j < p.
\]
Empirically, substituting
\[
\hat{v}_X(s, t) = \bar{\text{cov}}(X(s), X(t)) = \frac{1}{n} \sum_{i=1}^n (\hat{X}_i(s) - \bar{\hat{X}}(s))(\hat{X}_i(t) - \bar{\hat{X}}(t))
\]  
(7)
for \(v_X(s, t)\) in (5), one defines the operator \(\hat{V}_X\) such that
\[
\hat{V}_X(f)(\cdot) = \int_T f(s)\hat{v}_X(s, \cdot) \, ds, \quad \forall f \in L^2(T),
\]  
(8)
and is then able to estimate \(w_{p,\text{FPC}}\) by the \(p\)-th eigenfunction of \(\hat{V}_X\), say \(\hat{w}_{p,\text{FPC}}\).

During the past few decades, extensive work has focused on functional PCR; more details can be found in a number of monographs (e.g., Ramsay and Silverman [27] and Horváth and Kokoszka [17]) and review papers (e.g., Wang, Chiou, and Müller [37] and Febrero-Bande, Galeano, and González-Manteiga [14]).

As defined in (6), the construction of the functional principal component basis is “unsupervised” due to no involvement of \(Y\); the first \(p_0\) elements of this basis seek to explain most of the variation of \(X\), whereas they are not necessarily important in representing \(\beta^*\). That is, it is possible for one or more elements in the abandoned part \(\{w_{j,\text{FPC}} : j \geq p+1\}\) to be highly correlated with the response.
Some efforts have already been made to target this well-known defect, including Preda and Saporta [25] who extended the multivariate PLS to functional PLS. This technique relies on functional PLS basis which is defined in a sequential manner: given \{w_{j,FPLS}, 1 \leq j \leq p - 1\},

\[ w_{p,FPLS} = \arg \max_w \text{cov}^2\left(Y - \eta_{p-1,FPLS}(X), \int_T Xw\right) \]

subject to

\[ ||w|| = 1 \quad \text{and} \quad \int_T wV_X(w_{j,FPLS}) = 0, \quad 1 \leq j < p. \]

The corresponding empirical version is

\[ \hat{w}_{p,FPLS} = \arg \max_w \left(\frac{1}{n} \sum_{i=1}^n (Y_i - \hat{\eta}_{p-1,FPLS}(X_i)) \left(\int_T (\hat{X}_i - \bar{X}) w\right)\right)^2 \]

subject to

\[ ||w|| = 1 \quad \text{and} \quad \int_T wV_X(\hat{w}_{j,FPLS}) = 0, \quad 1 \leq j < p, \]

where \(\eta_{p-1,FPLS}(\cdot)\) and \(\hat{\eta}_{p-1,FPLS}(\cdot)\) are respective counterparts of (2) and (4).

Functional PLS has been later investigated and developed by, for instance, Reiss and Ogden [29], Delaigle and Hall [13], Aguilera, Aguilera-Morillo, and Preda [1]. PLS and its derivatives are referred to as “fully supervised” and may suffer the “double-dipping” problem: they employ the covariance between \(Y\) and \(X\) both for the construction of basis functions and for further prediction; the resulting findings are possibly vulnerable and sensitive to small signals; see [19]. Nie, Wang, Liu, and Cao [24] attempted to put forward a linear combination of functional PCR and functional PLS; their proposal lies between unsupervised and fully supervised techniques. Different from these authors, we borrow the idea of continuum regression (CR) from Stone and Brooks [33] and extend it to the learning of functional data.

1.3. Continuum regression

Briefly, in the context of multivariate analysis with response \(y \in \mathbb{R}^{n \times 1}\) and design matrix \(X \in \mathbb{R}^{n \times d}\) both column-mean-centered, CR projects \(y\) to the linear space spanned by mutually orthogonal regressors \(Xw_{1,\alpha}, \ldots, Xw_{p,\alpha} \in \mathbb{R}^{n \times 1}\), after successively computing

\[ w_{j,\alpha} = \arg \max_{w \in \mathbb{R}^{d \times 1}, w^T w = 1} \left( w^T X^T y \right)^2 \left( w^T X^T X w \right)^{\frac{\alpha}{2} - 1}, \quad (9) \]

where \(\alpha \in [0, 1)\) and \(p (\leq d)\) are to be tuned. The most appealing property of CR, as proved by Stone and Brooks [33], is that its framework encompasses ordinary least square (OLS) (\(\alpha = 0\)), PLS (\(\alpha = 1/2\)), and PCR (\(\alpha \to 1\)). Accordingly, the model resulting from CR is expected to outperform those from OLS, PLS, and PCR in terms of prediction.

There have been some further developments of CR. Sundberg [34] connected it to the ridge regression. Björkström and Sundberg [3] and Jung [19] revealed the analytical form of (9). Lee and Liu [21] combined CR with the kernel
learning to accommodate the nonlinear regression. Chen and Cook [6] proved the possible inconsistency of estimators produced by CR, while Chen and Zhu [7] showed the consistency given by CR in estimating the central (dimensional-reduction) subspace defined by Cook [9] and Cook [10, pp. 105].

In the remainder of this paper, Section 2 introduces functional CR and its special cases. Our consistency results are presented in Section 3, based on which we derive an effective algorithm. Empirical evidence appears in Section 4, where our method is compared with existing ones in terms of both estimation and prediction. Section 5 discusses of pros and cons of functional CR as well as possible future work. For the sake of brevity, technical details are left in appendices.

2. Functional continuum regression

2.1. Functional continuum basis

We begin by defining the functional continuum basis that is denoted by \{w_{j,\alpha}\}_{j \in \mathbb{Z}^+}. For a pre-determined \(\alpha \in [0, 1)\), we construct the basis in a sequential way. Given \{w_{j,\alpha} : 1 \leq j \leq p - 1\}, define

\[
    w_{p,\alpha} = \arg \max_w T_\alpha(w) 
\]

subject to

\[
    ||w|| = 1 \quad \text{and} \quad \int_T w V_X(w_{j,\alpha}) = 0, \quad 1 \leq j < p, \tag{11} 
\]

where

\[
    T_\alpha = T_\alpha(w) = \text{cov}^2 \left( Y, \int_T X w \right) \cdot \text{var}^{n/(1-\alpha)-1} \left( \int_T X w \right). \tag{12} 
\]

Following (11) and (12),

\[
    \beta_{p,\alpha} = \arg \min_{\beta \in \text{span}\{w_{j,\alpha} : 1 \leq j \leq p\}} E \left( \left( \int_T (\beta^* - \beta)(X - EX) \right)^2 \right) 
\]

\[
    = \sum_{j=1}^p \left( \int_T \beta^* V_X(w_{j,\alpha}) \right) \left( \int_T w_{j,\alpha} V_X(w_{j,\alpha}) \right)^{-1/2} w_{j,\alpha} 
\]

and

\[
    \eta_{p,\alpha}(X_0) = E Y + \int_T \beta_{p,\alpha}(X_0 - EX) 
\]

\[
    = E Y + \sum_{j=1}^p \left( \int_T \beta^* V_X(w_{j,\alpha}) \right) \left( \int_T w_{j,\alpha} V_X(w_{j,\alpha}) \right)^{-1/2} \left( \int_T (X_0 - EX) w_{j,\alpha} \right) 
\]

are resulting approximations to \(\beta^*\) and \(\eta(X_0)\), respectively.

Having defined the population version of the functional continuum basis functions, we now give the empirical counterpart. The empirical version, say \{\hat{w}_{j,\alpha}\}_{j \in \mathbb{Z}^+}, are defined recursively. Once the first \(p-1\) elements are determined,
\(\hat{w}_{p,\alpha}\) is taken as the maximizer of following optimization problem:

\[
\begin{align*}
\text{maximize} & \quad \hat{T}_\alpha(w) = \text{cov}^2 \left( Y, \int_T Xw \right) \text{var}^{2/(1-\alpha)-1} \left( \int_T Xw \right) \\
\text{subject to} & \quad \|w\| = 1 \quad \text{and} \quad \int_T w\hat{V}_X(\hat{w}_{j,\alpha}) = 0, \quad 1 \leq j < p, \quad (14)
\end{align*}
\]

with operator \(\hat{V}_X\) defined as (6).

\[
\text{cov} \left( Y, \int_T Xw \right) = \frac{1}{n} \sum_{i=1}^{n} \left( Y_i - \bar{Y} \right) \left( \int_T \left( \bar{X}_i - \bar{X} \right) w \right),
\]

and

\[
\text{var} \left( \int_T Xw \right) = \int_T w\hat{V}_X(w) = \frac{1}{n} \sum_{i=1}^{n} \left( \int_T \left( \bar{X}_i - \bar{X} \right) w \right)^2.
\]

Further, \(\hat{\beta}_{p,\alpha}\) (resp. \(\hat{\eta}_{p,\alpha}(X_0)\)) is estimated (resp. predicted) by

\[
\begin{align*}
\hat{\beta}_{p,\alpha} &= \arg \min_{\beta \in \text{span} \left( \hat{w}_{j,\alpha}, 1 \leq j \leq p \right)} \frac{1}{n} \sum_{i=1}^{n} \left( Y_i - \bar{Y} - \int_T \beta \left( \bar{X}_i - \bar{X} \right) \right)^2 \\
&= \sum_{j=1}^{p} \left( \int_T \hat{\beta}_j \hat{V}_X(\hat{w}_{j,\alpha}) \right) \left( \int_T \hat{w}_{j,\alpha} \hat{V}_X(\hat{w}_{j,\alpha}) \right)^{-1/2} \hat{w}_{j,\alpha} \quad (15)
\end{align*}
\]

and

\[
\hat{\eta}_{p,\alpha}(X_0) = \hat{Y} + \int_T \hat{\beta}_{p,\alpha} (\hat{X}_0 - \bar{X}). \quad (16)
\]

Return to the definition of \(w_{p,\alpha}\) in (10). Though it looks like a natural extension of that of the \(d\)-vector (9), at least two concerns (Propositions 1 and 2) arise with the non-concavity of objective functions \(T_\alpha(w)\) and \(\hat{T}_\alpha(w)\) and the infinite dimension of \(L^2(T)\): one is the existence of \(w_{p,\alpha}\) (resp. \(\hat{w}_{p,\alpha}\)) which is not trivial at all since the unit sphere or unit ball in \(L^2(T)\) is no longer compact; the other is whether or not, for any preset \(\alpha \in [0, 1]\), \(\beta^*\) can be fully expressed in terms of the functional continuum basis \(\{w_{j,\alpha}\}_{j \in \mathbb{Z}}\).

**Proposition 1.** Given \(w_{j,\alpha} : 1 \leq j \leq p - 1\), the objective \(T_\alpha\) defined as (12), subject to conditions (11), has a maximizer. So does \(\hat{T}_\alpha\) in (14) with fixed \(\hat{w}_{j,\alpha} : 1 \leq j \leq p - 1\).

**Proposition 2.** Suppose \(\beta^*\) can be expanded in terms of eigenfunctions of \(V_X\). Then, for each \(\alpha \in [0, 1]\), \(\beta^*\) belongs to \(\text{span}\{w_{j,\alpha} : j \in \mathbb{Z}^+\}\) if and only if \(\beta^* \in \text{span}\{w_{j,\alpha} : j \in \mathbb{Z}^+\}\).

### 2.2. Special cases

Functional CR inherits the inclusion property of CR; i.e., for certain \(\alpha\)’s, functional CR reduces to some existing methods. Firstly, as \(\alpha \to 1\), the variance term dominates the objective function (12) and the role of covariance term is negligible. We assert that, in this scenario, the functional continuum basis is identical to the functional principal component basis.
**Proposition 3.** If \( \text{cov} \left( \int_T Xw, \int_T Xw \right) \neq 0 \) for all \( p \in \mathbb{N} \), then \( w_{p,\alpha} = w_{p,FPC} \) as \( \alpha \to 1 \).

At the other extreme (\( \alpha = 0 \)), note that

\[
  w_{1,0} = \arg \max_{w: \|w\| = 1} \frac{\text{cov}^2 \left( \int_T Xw, \int_T Xw \right)}{\text{var} \left( \int_T Xw \right)} = \arg \max_{w: \|w\| = 1} \frac{\text{cov}^2 \left( \int_T Xw, \int_T Xw \right)}{\text{var} \left( \int_T Xw \right) \text{var} \left( \int_T Xw \right)}.
\]

Geometrically, \( w_{1,\alpha} \) maximizes the squared cosine of angle between \( \int_T Xw \) and \( Y \). Therefore, \( \int_T Xw_{1,0} \) is parallel to the orthogonal projection of \( Y \) onto \( X \), meaning that \( \text{cov} \left( \int_T Xw, \int_T Xw \right) \) must be zero for all \( w \) such that \( \int_T wV_X(w_{1,0}) = 0 \).

That is to say, the sequential construction terminates at \( w_{1,FPC} \) and no subsequent element exists. Obviously, in this situation, functional CR is equivalent to a functional version of OLS regression.

Another special case lies midway between two extremes, i.e., \( \alpha = 1/2 \). Noticing that under the need of constraints (11), we have

\[
  \text{cov} \left( Y - Y_{p-1,\alpha}, \int_T Xw \right) = \text{cov} \left( Y, \int_T Xw \right).
\]

One can see that this case is identical to the functional PLS introduced in Section 1.2.

### 2.3. Equivalent form of the functional continuum basis

Considering residuals of \( X \) and \( Y \) after the first \( p - 1 \) steps, we merge the last \( p - 1 \) side-conditions in (11) and the objective function (10) together. This reformulation simplifies forthcoming proofs and facilitates the implementation in Section 3 as well.

**Proposition 4.** Given \( w_{0,\alpha}(\cdot) \equiv 0 \) and \( \{w_{j,\alpha} : 1 \leq j \leq p - 1\} \) with \( \int_T w_{j,\alpha} V_X(w_{j,\alpha}) > 0 \) for \( j = 1, \ldots, p - 1 \), write

\[
  X^{(p,\alpha)} = X - EX - \sum_{j=1}^{p-1} \left( \int_T (X - EX)w_{j,\alpha} \right) \left( \int_T w_{j,\alpha} V_X(w_{j,\alpha}) \right)^{-1/2} V_X(w_{j,\alpha})
\]

and

\[
  Y^{(p,\alpha)} = Y - Y_{p-1,\alpha}(X) = \int_T \beta^t X^{(p,\alpha)}.
\]

Then, \( w_{p,\alpha} \) defined in (10) can be found by maximizing \( T_{p,\alpha}^* \) on the unit sphere, i.e.,

\[
  w_{p,\alpha} = \arg \max_{w: \|w\| = 1} T_{p,\alpha}^*(w),
\]

where

\[
  T_{p,\alpha}^*(w) = \text{cov}^2 \left( Y^{(p,\alpha)}, \int_T X^{(p,\alpha)}w \right) \cdot \text{var}^{\alpha/(1-\alpha)-1} \left( \int_T X^{(p,\alpha)}w \right)
  = \left( \int_T \beta^t V_{X^{(p,\alpha)}}(w) \right)^2 \left( \int_T w V_{X^{(p,\alpha)}}(w) \right)^{\alpha/(1-\alpha)-1},
\]

with \( V_{X^{(p,\alpha)}} \) defined by substituting \( X^{(p,\alpha)} \) for \( X \) in (5).

An empirical counterpart of Proposition 4 naturally follows.
Proposition 5. Given \( \hat{w}_{0,a}(\cdot) \equiv 0 \) and \( \{\hat{w}_{j,a} : 1 \leq j \leq p - 1\} \) with \( \int_T \hat{w}_{j,a} \hat{V}_X(\hat{w}_{j,a}) > 0 \) for all \( j \leq p - 1 \), write
\[
\hat{X}_{i}^{(p,a)} = \hat{X}_i - \sum_{j=1}^{n-1} \left( \int_T (\hat{X}_i - \hat{X}) \hat{w}_{j,a} \right) \left( \int_T \hat{w}_{j,a} \hat{V}_X(\hat{w}_{j,a}) \right)^{-1/2} \hat{V}_X(\hat{w}_{j,a})
\]
and
\[
\hat{Y}_i^{(p,a)} = Y_i - \hat{\theta}_{p-1,a}(X_i),
\]
for \( i = 1, \ldots, n \). Then,
\[
\hat{w}_{p,a} = \arg \max_{w \| w \|=1} \hat{T}_{p,a}^*(w),
\]
where
\[
\hat{T}_{p,a}^*(w) = \text{COV}^2 \left( \chi^{(p,a)}_i, \int_T X_i^{(p,a)} w \right) \cdot \bar{v}_{\text{ar}}^{1/(1-a)-1} \left( \int_T X_i^{(p,a)} w \right)
\]
\[
= \left( \int_T w \hat{V}_{X^{(p,a)}}(\beta^*) \right)^2 \left( \int_T w \hat{V}_{X^{(p,a)}}(w) \right)^{n/(1-a)-1}.
\]
Previously in \([10]\), the functional continuum basis has been defined as a set of maximizers of sequential optimization problems. \[\text{Proposition 6}\] derives an alternative but more explicit form of these desired solutions: they are constructed by adjusting the projection of function \( \beta^* \) on some directions.

Proposition 6. Given \( \alpha \in [0, 1) \), \( p \in \mathbb{N} \), and \( w_{1,a}, \ldots, w_{p-1,a} \). Let \( \chi_j^{(p,a)} \) denote the \( j \)-th largest eigenvalue of \( V_{X^{(p,a)}} \) with corresponding eigenfunction \( \phi_j^{(p,a)} \). Suppose \( \chi_j^{(p,a)} \) has multiplicity \( m \geq 1 \), i.e., \( \chi_1^{(p,a)} = \cdots = \chi_m^{(p,a)} > \chi_{m+1}^{(p,a)} \). If \( V_{X^{(p,a)}}(\beta) \) is not orthogonal to span \( \{\phi_1^{(p,a)}, \ldots, \phi_m^{(p,a)}\} \), there exists \( \delta^{(p,a)}(\cdot) \) in \((-1,0) \cup (0, \infty) \) such that
\[
w_{p,a} \propto \sum_{j=1}^{m} \frac{\chi_j^{(p,a)} \left( \int_T \beta \phi_j^{(p,a)} \right)}{\chi_j^{(p,a)} + \chi_{m+1}^{(p,a)} \delta^{(p,a)}} \phi_j^{(p,a)},
\]
where the three boundary values of \( \delta^{(p,a)} \), \([-1,0, \infty) \), correspond to functional PCR \( (\delta^{(p,a)} \to -1) \), functional PLS \( (\delta^{(p,a)} \to 0) \) and functional OLS \( (\delta^{(p,a)} \to \infty) \), respectively.

2.4. Consistency of the empirical functional continuum basis and corresponding estimators

Assume, as \( n \) diverges, that:

(C1) number of witnessed time points \( N + 1 \to \infty \);

(C2) \( \sup_{0 \leq s \leq 1} \theta_i/N \to 0 \);

(C3) eigenvalues of \( \Delta T \text{Pen}^{-1/2} \Psi \Psi \text{Pen}^{-1/2} \), say \( \tau_k \), \( 1 \leq k \leq K \), satisfy that \( \tau_1 = \tau_2 = 0, \tau_3 \geq \cdots \geq \tau_K > 0 \), and \( C_1(k-2)^4 \leq \tau_k \leq C_2(k-2)^4 \) for all \( k \geq 3 \), with \( \Delta t = (t_{\max} - t_{\min})/N \) and neither of constants \( C_1 \) nor \( C_2 \) varying with \( k \) or \( K \).
Also, we require $w_{p,a}$ is uniquely defined and $X'$ is square-integrable, i.e.,

(C4) $X'(\cdot) \in L^2(T)$;

(C5) for each $j \leq p$, $T^*_{j,a}(w)$ attains a unique maximizer (up to sign) in $\{w \in L^2(T) : \|w\| = 1\}$.

Our main result, Theorem 1, demonstrates the consistency of estimators in the case of “fixed $p$ and infinite $n$”.

**Theorem 1.** Fix $\alpha$ and $p$. Under [C1] to [C5], $\hat{w}_{p,a}$, $\hat{\beta}_{p,a}$, and $\hat{\eta}_{p,a}(X_0)$ converge to $w_{p,a}$, $\beta_{p,a}$, and $\eta_{p,a}(X_0)$, respectively in probability, with $X_0 \sim X$, allowed to be not independent of $X_i, 1 \leq i \leq n$.

**Remark 1.** Conditions [C1] to [C4] are set up to ensure the accuracy of recovering each functional covariate $X_i(\cdot)$ through the penalized B-spline smoothing described in Section 1.1. Among the first four condition, inherited from Craven and Wahba [11] eq. A4.3.1, condition [C3] has not been proved for B-splines, though it holds for natural splines [35 thm. 1]. In condition [C5] we do not impose uniqueness on the empirical version $\arg\max_{\|w\|=1} \hat{T}^*_a(w)$ for all $j \leq p$. If arg max $\|w\|=1 \hat{T}^*_a(w)$ is not unique, the proof of Theorem 1 is still valid as long as we choose a measurable $\hat{w}_{j,a}$ following, e.g., Jennrich [18] Lemma 2.

3. Implementation

We understand that in effect it is not feasible to calculate the integrals exactly and even impossible to solve the functional optimization problem [17] directly. Fortunately, the B-spline smoothing adopted in Section 1.1 restricts $\hat{w}_{p,a}$ in $K$-dimensional linear space $BS_K$ and hence reformulates the infinite dimensional maximization into a $K$-dimensional one. To prove this assertion, recalling definitions of $\hat{X}_i(\cdot)$ in (4) and those of $\hat{X}_i^{(p,a)}(\cdot)$ in Proposition 5, we firstly have $\hat{X}_i^{(1,a)} = \hat{X}_i - \hat{X} \in BS_K$ and further $\int_{T} \hat{X}_i^{(1,a)} \mathcal{P}_{BS_K} \hat{w}_{1,a} = \int_{T} \hat{X}_i^{(1,a)} \hat{w}_{1,a}$. If $0 < \|\mathcal{P}_{BS_K} \hat{w}_{1,a}\| < 1$, then $\mathcal{P}_{BS_K} \hat{w}_{1,a}/\|\mathcal{P}_{BS_K} \hat{w}_{1,a}\|$ is of unit length and

$$\hat{T}^*_a \left( \frac{\mathcal{P}_{BS_K} \hat{w}_{1,a}}{\|\mathcal{P}_{BS_K} \hat{w}_{1,a}\|} \right) = \|\mathcal{P}_{BS_K} \hat{w}_{1,a}\|^{2/(\alpha-1)} \hat{T}^*_a(\hat{w}_{1,a}) > \hat{T}^*_a(\hat{w}_{1,a}),$$

leading to an obvious contradiction. Therefore, $\|\mathcal{P}_{BS_K} \hat{w}_{1,a}\|$ must be one, i.e., $\hat{w}_{1,a} \in BS_K$, helping us proceed to $\hat{X}_i^{(2,a)} \in BS_K$. Successively, we deduce that $\hat{w}_{p,a} \in BS_K$ for all $p$.

The argument in the previous paragraph allows us to only consider $\{w : w(\cdot) = d^T \psi(\cdot), d \in \mathbb{R}^{K \times 1}\}$ for the candidate pool of $\hat{w}_{p,a}$. Thus maximizing $\hat{T}^*_a(w)$ with respect to $w \in L^2(T)$ amounts to maximizing

$$\left(d^T \hat{W} \hat{\mathcal{C}}^T_{\text{cent}} Y_{\text{cent}} \right)^2 \left(d^T \hat{W} \hat{\mathcal{C}}^T_{\text{cent}} \hat{W} d \right)^{(\alpha/(\alpha-1)}$$

with respect to $d \in \mathbb{R}^{K \times 1}$, where $Y_{\text{cent}} = [Y_1 - \bar{Y}, \ldots, Y_n - \bar{Y}]^T$, $W = [\int_{T} \psi_i \psi_k]^T_{K \times K}$ and

$$\hat{\mathcal{C}}_{\text{cent}} = \left[ \hat{c}_1 - \frac{1}{n} \sum_{i=1}^n \hat{c}_i, \ldots, \hat{c}_n - \frac{1}{n} \sum_{j=1}^n \hat{c}_j \right]^T.$$
However, because of $\hat{C}_{\text{cent}}$ of not full column rank, it is very likely to encounter the ambiguity in representation in optimizing $\{19\}$. An effective remedy is to carry out a thin singular value decomposition (tSVD) before the optimization: $\hat{C}_{\text{cent}}W^{1/2} = URV^T$ with semi-orthogonal matrices $U$ and $V$ (i.e. $U^TU = V^TV = I$) and diagonal matrix $R$ whose main diagonal consists of all the positive eigenvalues of $\hat{C}_{\text{cent}}W^{1/2}$. Write $G = UR$. Note that, for each $d$, there is always certain $b$ such that $W^{1/2}d = Vb$. Hence $\hat{w}_{1,0}$ takes the following form

$$\hat{w}_{1,0}(\cdot) = \hat{b}_{1,0}^T V^T W^{-1/2} \psi(\cdot),$$

where

$$\hat{b}_{1,0} = \arg \max_{b_{1,b=1}} \left( b^T G^T Y_{\text{cent}} \right)^2 \left( b^T G^T Gb \right)^{(a/(1-a)-1).}$$

It follows $\{18\}$ that in the matrix form the maximization objective at the next phase becomes

$$\left( b^T G^T \mathbf{P}_{\mathbf{G}_{b,a}}^\perp Y_{\text{cent}} \right)^2 \left( b^T G^T \mathbf{P}_{\mathbf{G}_{b,a}}^\perp Gb \right)^{(a/(1-a)-1)},$$

where $\mathbf{P}_{\mathbf{G}}^\perp = I - A(A^TA)^{-1}A^T$ for given matrix $A$ with superscript “+” standing for Moore-Penrose pseudoinverse. Sequentially, given matrix $\hat{B}_0 = 0$ and $\hat{B}_{p-1} = [\hat{b}_{1,a}, \ldots, \hat{b}_{p-1,a}]$, $\hat{b}_{p,a} = \arg \max_{b_{p,b=1}} \left( b^T G^T \mathbf{P}_{\mathbf{G}_{b,a}}^\perp Y_{\text{cent}} \right)^2 \left( b^T G^T \mathbf{P}_{\mathbf{G}_{b,a}}^\perp Gb \right)^{(a/(1-a)-1)}$ (20) and

$$\hat{w}_{p,0}(\cdot) = \hat{b}_{p,0}^T V^T W^{-1/2} \psi(\cdot).$$

To locate the solution $\{20\}$, it is feasible to duplicate the ideas of Lee and Liu $\{21\}$ and Chan and Mak $\{18\}$ through a univariate root-finding procedure. Nevertheless, the implementation would be more natural and straightforward if we follow Björkström and Sundberg $\{24\}$ prop. 2.1 who gave that

$$\hat{b}_{p,a} = \left( G^T \mathbf{P}_{\mathbf{G}_{b,a}}^\perp G + \frac{1}{\hat{\delta}(p,a)} I_K \right)^{-1} G^T \mathbf{P}_{\mathbf{G}_{b,a}}^\perp Y_{\text{cent}} \left( Y^T \mathbf{P}_{\mathbf{G}_{b,a}}^\perp G \left( G^T \mathbf{P}_{\mathbf{G}_{b,a}}^\perp G + \frac{1}{\hat{\delta}(p,a)} I_K \right)^{2} G^T \mathbf{P}_{\mathbf{G}_{b,a}}^\perp Y_{\text{cent}} \right)^{1/2},$$

where $\hat{\delta}(p,a)$ is the largest eigenvalue of $G^T \mathbf{P}_{\mathbf{G}_{b,a}}^\perp G$ and $\hat{\delta}(p,a) \in (1, \infty) \setminus \{0\}$ is an unknown quantity. Plugging (21) back into the right-hand side of (20), we obtain

$$Q_{p,a}(\delta) = \left( Y^T \mathbf{P}_{\mathbf{G}_{b,a}}^\perp G \left( G^T \mathbf{P}_{\mathbf{G}_{b,a}}^\perp G + \frac{1}{\hat{\delta}(p,a)} I_K \right)^{2} G^T \mathbf{P}_{\mathbf{G}_{b,a}}^\perp Y_{\text{cent}} \right)^{a/(1-a)} \times \left( Y^T \mathbf{P}_{\mathbf{G}_{b,a}}^\perp G \left( G^T \mathbf{P}_{\mathbf{G}_{b,a}}^\perp G + \frac{1}{\hat{\delta}(p,a)} I_K \right)^{2} G^T \mathbf{P}_{\mathbf{G}_{b,a}}^\perp Y_{\text{cent}} \right)^{a/(1-a)-1}.$$

So far, the functional optimization has been reformulated into a univariate maximization problem

$$\hat{\delta}(p,a) = \arg \max_{\delta \in (-1, \infty) \setminus \{0\}} Q_{p,a}(\delta) = \arg \min_{\delta \in (-1, \infty) \setminus \{0\}} -\ln Q_{p,a}(\delta).$$
The univariate function \( \ln Q_{p, \alpha} \) depends on not only \( p \) and \( \alpha \) but also observed data, which makes it inconvenient to theoretically investigate this function’s plot. However, for the specific datasets involved in Section 4, there seems no more than one local maximum within either \((-1, 0)\) or \((0, \infty)\); see Figure 1. As a result, the maximization in each piece is able to be handled by arbitrary symbolic computation program.

### 3.1. Tuning parameters

The result of functional CR relies on the choice of two parameters: \( \alpha \), the continuum parameter, and \( p \), the number of basis functions included in the model. Favoring a much lower expense in computation, we tune them through the generalized cross-validation (GCV, Craven and Wahba [11]). For each possible pair \((p, \alpha)\), a GCV-type criterion employed here is

\[
GCV(p, \alpha) = \frac{\sum_{i=1}^{n} (Y_i - \hat{\eta}_{p, \alpha}(X_i))^2}{(n - p - 1)^2}.
\]

The minimizer of \( GCV(p, \alpha) \) is chosen as the optimal combination; see Algorithm 1 for details.

### 4. Numerical illustration

To illustrate the performance of functional CR, the result given by our method is compared with those from supervised FPCA (Nie et al. [24]), pFPLS (Aguilera et al. [1]), FPLSR-, FPCRR-REML (both recommended by Reiss and Ogden [29] after a series of comparisons) and smoothed functional PCA (Ramsay and Silverman [27, Section 9.3]). Among these the first four are supervised, while the other two are categorized as unsupervised.

With the aid of R (R Core Team [26]), RStudio™ (RStudio Team [30]) and R-package fda (Ramsay, Wickham, Graves, and Hooker [28]), we code all the methods mentioned in the preceding paragraph except for FPCRR-REML (implemented by R-function fpcr coded by its proposers and included in R-package refund jointly created by Goldsmith, Scheipl, Huang, Wrobel, Gellar, Harezlak, McLean, Swihart, Xiao, Crainiceanu, and Reiss [16]).

#### 4.1. Simulation study

The dataset CanadianWeather in Ramsay et al. [28] contains the (base 10 logarithm of) precipitation at 35 different locations in Canada averaged over 1960 to 1994. We extract the mean function \( \mu_X \) and the top \( j \)-th eigenvalue \( \lambda_j \) and eigenfunction \( w_j^{\text{FPC}} \) of the covariance operator, \( j = 1, 2, 3 \), from this dataset. Each sample in this simulation consists of 35 artificial curves on \( T = [1, 365] \) of the following form:

\[
X_i = \mu_X + \sum_{j=1}^{3} \xi_{ij} w_j^{\text{FPC}}, \quad i = 1, \ldots, 35,
\]

where \( \xi_{ij} \) follows \( N(0, \lambda_j) \) independently and 35 is the number of curves included in CanadianWeather. Further, \( Y_i \) are generated as

\[
Y_i = \int_T \beta X_i + \epsilon_i, \quad i = 1, \ldots, 35,
\]
Figure 1: Plots of $\ln Q_{2,0}$ and $\ln Q_{5,0.4}$ for Tecator™ data (spectra vs. fat). Each pair of curves (i.e., the top two or bottom two) applies to Tecator™ data (spectra vs. fat) discussed in Section 4.2 with two different sets of values for $(p, \alpha)$. Neither pair of graphs shows more than one maximizer.
\begin{algorithm}
\textbf{Algorithm 1} Functional CR tuned by GCV

\begin{itemize}
  \item $p_{\text{max}} \leftarrow$ number of basis functions selected by functional PCR.
  \item Conduct tSVD: $\hat{C}_{\text{cent}} W^{1/2} = UR^T$.
  \item $G \leftarrow UR$.
  \item \textbf{for} $\alpha$ in a finite set and $p$ from 1 to $p_{\text{max}}$ \textbf{do}
    \begin{itemize}
      \item if $p = 1$ then
        \begin{itemize}
          \item $P \leftarrow I$.
        \end{itemize}
      \item else
        \begin{itemize}
          \item $P \leftarrow P - G \hat{b}_{p-1,\alpha}(\hat{b}_{p-1,\alpha}^T G^T \hat{b}_{p-1,\alpha})^T \hat{b}_{p-1,\alpha}^T G^T$.
        \end{itemize}
    \end{itemize}
  \item \textbf{end if}
  \item $H \leftarrow PG$.
  \item $\hat{\lambda}_{1,\alpha}^{p,a} \leftarrow$ largest eigenvalue of $H^T H$.
  \item $L(\delta) \leftarrow (H^T H + (\hat{\lambda}_{1,\alpha}^{p,a} / \delta) I_n)^{-1}$.
  \item $Q_{p,a}(\delta) \leftarrow \left( Y_{\text{cent}}^T H L(\delta) H^T Y_{\text{cent}} \right)^{1/2} \left( Y_{\text{cent}}^T H L(\delta) H^T Y_{\text{cent}} \right)^{\alpha/(1-\alpha)} \left( Y_{\text{cent}}^T H L(\delta) H^T H L(\delta) H^T Y_{\text{cent}} \right)^{\alpha/(1-\alpha)-1}$.
  \item $\hat{\delta}(p,a) \leftarrow \arg \min_{\delta \in (-1, \infty)} Q_{p,a}(\delta)$.
  \item $\hat{b}_{p,a} \leftarrow L(\hat{\delta}(p,a)) H^T Y_{\text{cent}} / \left( Y_{\text{cent}}^T H L(\hat{\delta}(p,a)) H^T Y_{\text{cent}} \right)^{1/2}$.
  \item $\hat{w}_{p,a} \leftarrow \hat{b}_{p,a}^T V^T W^{-1/2} \hat{\psi}(\cdot)$.
  \item for $i$ from 1 to $n$ \textbf{do}
    \begin{itemize}
      \item $\tilde{\eta}_{p,a}(X_i) \leftarrow \hat{Y} + \int T \hat{X}_i^{(1,\alpha)} \hat{b}_{p,a}$.
    \end{itemize}
  \item \textbf{end for}
  \item GCV$(p, \alpha) \leftarrow \sum_{i=1}^n \left( Y_i - \tilde{\eta}_{p,a}(X_i) \right)^2 / (n - p - 1)^2$.
  \item \textbf{end for}
  \item $(p, \alpha)_{\text{optimal}} \leftarrow \arg \min_{(p, \alpha)} \text{GCV}(p, \alpha)$.
\end{itemize}
\end{algorithm}
with $\varepsilon_i \overset{iid}{\sim} N(0, \sigma)$. The quantity $\int_T \mu X / \sigma$ is informally referred to as the signal-to-noise-ratio (SNR).

We consider two sorts of coefficient function coupled with three levels of SNR (2, 10 and 20):

(i) $\beta = w_1, \text{FPC}$;
(ii) $\beta = w_3, \text{FPC}$.

No matter how supervised they are, all the methods are applicable to Scenario (i), while Scenario (ii) is to imitate the situation where the coefficient function is orthogonal to the top few eigenfunctions of $V_X$, i.e., the initial target our proposal is shooting at. For each combination of $\beta$ and SNR, we generate 200 samples and apply the six techniques to each dataset to estimate $\beta$. The estimation quality is directly measured by the square root of mean squared errors (RMSE) (on each $t \in T$) of estimated coefficient functions.

The candidate pool of $(p, \alpha)$ for functional CR is a $2 \times 11$ grid, $\{1, 2\} \times \{0, .1, .2, .3, .4, .5, .6, .7, .8, .9, .999\}$, where the scope of $p$, $\{1, 2\}$, remains for all five other methods. This setting is reasonable because the first two functional principal components capture around 97% of the total variation in predictor. In the implementation of smoothed functional PCA, supervised FPCA and pFPLS, smoothing penalty parameters are chosen from $\{0, 1, 10, 10^2, 10^3, 10^4, 10^5\}$.

Unsurprisingly, as shown in Figure 3 Scenario (ii) ($\beta = w_3, \text{FPC}$) does not favor the smoothed functional PCA which involves only two basis functions nearly orthogonal to $\beta$. Oppositely, functional CR (solid red) outperforms competitors regardless of SNR and returns the lowest RMSE at almost every $t \in T$, in spite of the setting violating the assumption of Proposition 6. Note that curves for supervised FPCA are never included in Figures 2 and 3 as RMSEs from supervised FPCA are much larger than those from other approaches; either the estimators from Nie et al. [24] are not consistent or it may need a larger sample size to reach a more satisfying accuracy.

4.2. Application to real data

For each of following two datasets, we randomly take roughly 10% of all the samples of each dataset for testing and the remaining for training. Repeat the random split for 200 times. To alleviate impacts from different testing sets and facilitate the comparison in prediction, define the relative mean squared prediction error (ReMSPE):

$$\text{ReMSPE} = \frac{\sum_{i \in I_{\text{test}}} (Y_i - \hat{Y}_i)^2}{\sum_{i \in I_{\text{train}}} (Y_i - \bar{Y}_i / \#I_{\text{train}})^2}$$,

where $I_{\text{train}}$ and $I_{\text{test}}$ are respective index sets for training and testing data, $\#I_{\text{train}}$ is the cardinality of $I_{\text{train}}$, and $\hat{Y}_i$ is the prediction of $Y_i$. For each approach, generate a boxplot of the 200 ReMSPEs. As for the candidate pool for tuning
Figure 2: Plots of RMSE of estimated coefficient function in Scenario (i) of the simulation ($\beta = w_{1,\text{FPC}}$) with different SNRs. In the legend of each subfigure, the five linetypes (or colors), from top to bottom, correspond to functional CR, pFPLS, FPLS_R-REML, FPCR_R-REML and smoothed functional PCA, respectively. Curves for FPLS_R-REML and FPCR_R-REML almost overlap each other. Supervised FPCA does not perform well in estimation for this case and hence its RMSE curve is not shown.
Figure 3: Plots of RMSE of estimated coefficient functions in Scenario 2 of the simulation ($\beta = w_{3FPC}$) with different SNRs. In the legend of each subfigure, the five linetypes (or colors), from top to bottom, correspond to functional CR, pFPLS, FPLS$_{R-REML}$, FPCR$_{R-REML}$ and smoothed functional PCA, respectively. Curves for FPLS$_{R-REML}$ and FPCR$_{R-REML}$ almost overlap each other. Supervised FPCA does not perform well in estimation for this case and hence its RMSE curve is not shown.
Figure 4: Boxplots of ReMSPEs of six methods for medfly data. In each subfigure, the six boxplots, from left to right, correspond to functional CR, supervised FPCA, pFPLS, FPLS$_R$-REML, FPCR$_R$-REML and smoothed functional PCA, respectively.

parameters, we keep all the settings in Section 4.1 except the one for $p$; we raise its upper bound from 2 to 5 to accommodate the new datasets.

4.2.1. Medfly data

Investigated in substantial literature (see, e.g., Müller, Wang, Capra, Liedo, and Carey [23] and Sang, Wang, and Cao [31]), the Mediterranean fruit fly, or medfly for short, has become indeed a popular object of study, partly owing to its short lifespan. Posted at http://faculty.bscb.cornell.edu/~hooker/FDA2008/medfly.Rdata, the medfly data here records lifespans of 50 female flies as well as numbers of eggs laid by each of them in each of the 26 days. People would like to uncover how lifespan is influenced by fecundity as time goes on by bridging the curves of egg count to lifespans.

Taking the egg count and lifespan as predictor and response respectively, all the six methods, no matter whether supervised or unsupervised, perform fairly close to each, though FPCR$_R$- and FPLS$_R$-REML appear way better than the other four; see Figure 4.

4.2.2. Tecator™ data

A Tecator™ Infratec Food and Feed Analyzer recorded near infrared absorbance spectra (ranging from 850 to 1050 nm and divided into 100 channels) of 240 finely chopped pure meat samples with different fat, moisture and protein
Figure 5: Boxplots of ReMSPEs of six methods for Tecator™ data (spectra vs. fat). In each subfigure, the six boxplots, from left to right, correspond to functional CR, supervised FPCA, pFPLS, FPLS<sub>R-REML</sub>, FPCR<sub>R-REML</sub> and smoothed functional PCA, respectively.

contents. The dataset is now publicly accessible at [http://lib.stat.cmu.edu/datasets/tecator](http://lib.stat.cmu.edu/datasets/tecator) containing the absorbance spectra (i.e., the logarithm to base 10 of transmittance at each wavelength) and the three contents measured in percent by analytic chemistry.

We regress the fat, moisture and protein contents, respectively, on the absorbance spectra. In the first case (spectra vs. fat), the six approaches are roughly categorized into three groups in each subfigure of Figure 5: functional CR on the left end, the three in the middle (including supervised FPCA, pFPLS and FPLS<sub>R-REML</sub>), and another two on the very right (i.e., FPCR<sub>R-REML</sub> and smoothed functional PCA). As shown in Figure 5, supervised strategies are more favored than unsupervised ones. In the cases of moisture (Figure 6) and protein (Figure 7), this phenomenon does not hold, but functional CR still takes the lead in terms of lower ReMSPEs, even though we do not impose any penalty on the smoothness of functional continuum basis functions.

5. Conclusion and discussion

Specially designed for scalar-on-function regression models, the framework of functional CR encompasses the well-known functional PCR and functional PLS, etc.. We have given various equivalent forms of functional continuum basis functions which lower the difficulty of optimization in the numerical implementation. The consistency of estimators is demonstrated for the case of fixed \( p \). Verified in numerical studies and compared with five existing
Figure 6: Boxplots of ReMSPEs of six methods for Tecator™ data (spectra vs. moisture). In each subfigure, the six boxplots, from left to right, correspond to functional CR, supervised FPCA, pFPLS, FPLS_R.REML, FPCR_R.REML and smoothed functional PCA, respectively.

methods, our strategy is overall competitive in terms of both estimation and prediction.

However, our work is far from perfect. The core of our algorithm is to locate the constrained global maximizer of \( \ln Q_{p,\alpha}(\delta) \). In Section 4, thanks to the simpleness of curves of \( \ln Q_{p,\alpha} \), we do not have to initiate the maximization with multiple start points. Even so, our implementation is still more involved than competitors when number of curves becomes larger; see Table 1 for the time consumed for each method. But it can always be worse; it is possible for other datasets to be coupled with more complex curves for \( \ln Q_{p,\alpha} \). In such cases, we have to avoid the search being trapped in some local maxima. We suggest using multiple initial values, a commonly adopted strategy. But this significantly slow down the implementation of functional CR. For instance, under the same computing environment, if we try 100 initial points in each maximization, the seconds consumed by functional CR for the Tecator™ data would be over 30 times as many as the corresponding number posted in Table 1.

Last but not least, functional CR possesses the potential to be further extended. With a generalization analogous to that in Brooks and Stone [4], it is hopeful to handle multiple responses simultaneously and even functional response. Another possible direction of evolution is to enhance the robustness by replacing variance and covariance terms with robust counterparts; just as Serneels, Filzmoser, Croux, and Espen [32] did for CR.
Figure 7: Boxplots of ReMSPEs of six methods for Tecator™ data (spectra vs. protein). In each subfigure, the six boxplots, from left to right, correspond to functional CR, supervised FPCA, pFPLS, FPLS_R-REML, FPCR_R-REML and smoothed functional PCA, respectively.

Table 1: Time consumed (seconds) by the analysis in Section 4 with different approaches after 200 repeats (running on a laptop with Intel® Core™ i5-5200U CPU @ 2×2.20 GHz and 8 GB RAM)

| Method                  | Simulation Scenario (i) | Scenario (ii) | Medfly Fat | Tecator™ Protein |
|-------------------------|-------------------------|---------------|------------|-----------------|
|                         | SNR                     | Number of curves | 20  10  2 | 20  10  2 | 50  240  240 | 240 |
| functional CR           | 94.7  91.8  95.1       | 35  35  35     | 68.6  69.4 68.6 | 176.5 2303.4 2393.9 | 2104.8 |
| supervised FPCA         | 110.7  93.8  93.4      | 35  35  35     | 68.6  68.9 69.7 | 55.8  546.8  576.8 | 557.8 |
| pFPLS                   | 653.2  668.5  679.8    | 35  35  35     | 484.5  492.3 484.9 | 394.0  2090.3  2283.6 | 2029.5 |
| FPLS_R-REML             | 66.4  65.0  64.7       | 35  35  35     | 50.6  49.6 49.9 | 34.7  125.7  110.3 | 108.2 |
| FPCR_R-REML             | 66.0  63.7  61.9       | 35  35  35     | 51.3  50.9 55.0 | 33.6  120.4  110.3 | 111.3 |
| smoothed functional PCA | 56.7  59.3  60.6       | 35  35  35     | 47.4  47.2 48.1 | 34.1  241.7  207.9 | 207.3 |
Appendix A. Lemmas

Lemma 1 is the cornerstone of the existence of \( w_{p,\alpha} \) and \( \hat{w}_{p,\alpha} \). Lemma 2, essential in proving Theorem 1, reveals the convergence of empirical covariance operators and empirical objective functions. Their proofs are both left in Appendix B.

Lemma 1. Suppose \( C \subseteq L^2(T) \) is a bounded and weakly sequentially closed set. Suppose \( f : C \to \mathbb{R} \) is weakly sequentially upper semi-continuous. Then \( f \) has a maximizer on \( C \).

Remark 2. Although the assumption for Lemma 1 can be further relaxed, this less general version suffices for our needs in this paper. For the result associated with a general Hilbert space, please refer to Theorem 5.3 and Remark 5.4 in an unpublished 2013 technical report by A. Alexanderian (available at https://aalexan3.math.ncsu.edu/articles/hilbert.pdf).

Lemma 2. Assume (C1) to (C4). If \( \hat{w}_{p,\alpha} \) converges to \( w_{p,\alpha} \) in probability as \( n \) diverges for all \( j \leq p - 1 \), then

\[
\hat{V}_{X^{(o)}(\beta)} \xrightarrow{p} V_{X^{(o)}(\beta)}, \quad \hat{v}_{X^{(o)}(\beta)} \xrightarrow{p} v_{X^{(o)}(\beta)},
\]

and moreover \( \hat{T}_{p,\alpha}(w) \) converges to \( T_{p,\alpha}(w) \) in probability uniformly over the unit ball, i.e.,

\[
\lim_{n \to \infty} \Pr\left\{ \sup_{w: \|w\| \leq 1} \left| \hat{T}_{p,\alpha}(w) - T_{p,\alpha}(w) \right| < \epsilon \right\} = 1, \quad \forall \epsilon > 0.
\]

Appendix B. Proofs

Proof of Lemma 1. Firstly prove that \( f_0 = \sup_{x \in C} f(x) < \infty \). To the contrary, suppose that \( f_0 = \infty \). Then there is a sequence \( \{x_n\} \subseteq C \) such that \( f(x_n) \geq n \) for each \( n \in \mathbb{N} \). Deduced from the boundedness and weakly sequential closeness, the weakly sequential compactness of \( C \) implies that \( \{x_n\} \) must have a subsequence \( \{x_{n_k}\} \) which weakly converges to \( x^* \in C \). Due to the weakly sequential upper semi-continuity of \( f \), we have

\[
f(x^*) \geq \lim_{k \to \infty} f(x_{n_k}) \geq \lim_{k \to \infty} n_k = \infty.
\]

This identity contradicts the range of \( f \).

Next, there always exists a sequence \( \{x_n\} \) such that \( \lim_{n \to \infty} f(x_n) = f_0 \). Find a weakly convergent sequence \( \{x_{n_k}\} \subseteq \{x_n\} \) with limit \( x^* \in C \). Thus,

\[
f_0 = \sup_{x \in C} f(x) \geq f(x^*) \geq \lim_{k \to \infty} f(x_{n_k}) = \lim_{n \to \infty} f(x_n) = f_0.
\]

The sandwich rule indicates that \( x^* \in C \) is a maximizer of \( f \) on \( C \) and completes this proof.

Proof of Lemma 2. For each \( i \), we first check \( \|P_{BS_k} X_i - X_i\| \) and \( \|\hat{X}_i - P_{BS_k} X_i\| \), respectively, with \( P_{BS_k} X_i(\cdot) = e_i^T \Psi(\cdot) \).

For the first term, Lyche, Manni, and Speleers [22] thm. 16, under condition [C4] implies that

\[
\|P_{BS_k} X_i - X_i\| = O_p(\Delta t) = O_p\left( N^{-1} \right)
\]

as \( N \to \infty \).
Following condition \([C3]\) denote by \(\tau_k\) (resp. \(e_k\)), \(1 \leq k \leq K\), eigenvalues (resp. eigenvectors) of
\[
Z = \Delta t \text{Pen}^{-1/2} \Psi^T \Psi \text{Pen}^{-1/2}.
\]
Combined with the identity \(\sup_{k, \ell \in \mathbb{Z}} | \int_{\mathbb{R}} (\psi_k(x) \psi_\ell(x))'' | < \infty\), Chui [8, thm. 5] rewrites, as \(N\) diverges,
\[
W = \Delta t \Psi^T \Psi + O(N^{-2}) I_{K \times K},
\]
where \(I_{K \times K}\) is a \(K \times K\) matrix full of ones. Applying Chui [8, thm. 5] again,
\[
\Delta t \left( X_i^T - c_i^T \Psi^T \right) \Psi = \Delta t \left( P_k^* X_i \right)^T \Psi = O_p \left( N^{-2} \right) I_k^T
\]
with \((N + 1)\)-vector \(P_k^* X_i = [X_i(t_1) - P_{BS} X_i(t_1), \ldots, X_i(t_{N+1}) - P_{BS} X_i(t_{N+1})]^T\). When \(\theta \Delta t\) is sufficiently small,
\[
\| \hat{X}_i - \mathcal{P}_{BS} X_i \|^2 = \left( X_i^T \Psi (\Psi^T \Psi + \theta \text{Pen})^{-1} - c_i^T \right) W \left( (\Psi^T \Psi + \theta \text{Pen})^{-1} \Psi^T X_i - c_i \right)
\]
\[
= c_i^T \text{Pen}^{-1/2} (Z (Z + \Delta \theta \text{I}_k)^{-1} - I_k) Z (Z + \Delta \theta \text{I}_k)^{-1} - \text{Pen}^{-1/2} c_i + O_p \left( N^{-1} \right)
\]
\[
= \sum_{k=1}^{K} \frac{\tau_k}{(\theta \Delta t)^{-1} \tau_k + 1} \left( c_i^T \text{Pen}^{-1/2} e_i \right)^2 + O_p \left( N^{-1} \right)
\]
\[
\leq \theta \Delta t \sum_{k=1}^{K^*} \tau_k \left( c_i^T \text{Pen}^{-1/2} e_i \right)^2 + O_p \left( N^{-1} \right)
\]
\[
= o_p(1),
\]
where \(K^* \in \mathbb{Z}^+\) such that \(\tau_{K^*} = \max \{ \tau_k, (\theta \Delta t)^{-1/2} \}\) diverges according to conditions \([C2], [C3]\). Therefore, \(\| \hat{X}_i - X_i \|\)
is zero-convergent as \(N\) diverges and further by the continuous mapping theorem, as \(n\) diverges, \(\hat{V}_X \xrightarrow{p} V_X\) and \(\hat{V}_X(\beta^*) \xrightarrow{p} V_X(\beta^*)\). Recall \(X^{(p, \alpha)}\) (resp. \(\hat{X}^{(p, \alpha)}\)) in Proposition 4 (resp. Proposition 5). Apparently, the convergence of \(\hat{X}_i\) and \(\hat{w}_j\), \(1 \leq j \leq p - 1\), implies that of \(\hat{X}^{(p, \alpha)}\) and hence, by the continuous mapping theorem, \(\hat{V}_X^{(p, \alpha)}(\beta^*) \xrightarrow{p} V_X^{(p, \alpha)}(\beta^*)\) and \(\hat{V}_X^{(p, \alpha)} \xrightarrow{p} V_X^{(p, \alpha)}\).

Recall \(\hat{V}_X^{(p, \alpha)}\) and \(V_X^{(p, \alpha)}(\beta^*)\) in Proposition 4. For convenience, write
\[
f_{p, \alpha}(w) = \int_T w V_X^{(p, \alpha)}(\beta^*) \quad \text{and} \quad g_{p, \alpha}(w) = \int_T w V_{\hat{X}^{(p, \alpha)}}(w)
\]
and their empirical counterparts
\[
\hat{f}_{p, \alpha}(w) = \int_T w \hat{V}_X^{(p, \alpha)}(\beta^*) \quad \text{and} \quad \hat{g}_{p, \alpha}(w) = \int_T w \hat{V}_{\hat{X}^{(p, \alpha)}}(w).
\]
By Cauchy-Schwarz inequality, as \(n \to \infty\),
\[
\sup_{w: \|w\| \leq 1} \left| f_{p, \alpha}(w) - \hat{f}_{p, \alpha}(w) \right| = \sup_{w: \|w\| \leq 1} \left| \int_T w \left( V_X^{(p, \alpha)}(\beta^*) - V_{\hat{X}^{(p, \alpha)}}(w) \right) \right| \leq \left\| V_X^{(p, \alpha)}(\beta^*) - V_{\hat{X}^{(p, \alpha)}}(w) \right\| \xrightarrow{p} 0 \quad (B.1)
\]
and
\[
\sup_{w: \|w\| \leq 1} \left| g_{p, \alpha}(w) - \hat{g}_{p, \alpha}(w) \right| = \sup_{w: \|w\| \leq 1} \left| \int_T w \left( V_X^{(p, \alpha)}(w) - \hat{V}_X^{(p, \alpha)}(w) \right) \right| \leq \left\| V_X^{(p, \alpha)} - \hat{V}_{\hat{X}^{(p, \alpha)}} \right\| \xrightarrow{p} 0. \quad (B.2)
\]
Next we deduce a continuous mapping theorem specific for uniform convergence in probability. Suppose $h$ is an arbitrary continuous mapping: $\mathbb{R}^2 \to \mathbb{R}$. For arbitrary $\epsilon > 0$, there are $w_{n,\epsilon} \in \{w : ||w|| \leq 1\}$ and $\delta > 0$ such that

$$
\sup_{w:||w||\leq1} \left\{ h \left( f_{p,a}(w) - \hat{f}_{p,a}(w), g_{p,a}(w) - \hat{g}_{p,a}(w) \right) > \epsilon \right\} 
\subseteq \left\{ h \left( f_{p,a}(w_{n,\epsilon}), g_{p,a}(w_{n,\epsilon}) \right) > \epsilon \right\} 
\subseteq \left\{ \left| f_{p,a}(w_{n,\epsilon}) - \hat{f}_{p,a}(w_{n,\epsilon}) \right|^2 + \left| g_{p,a}(w_{n,\epsilon}) - \hat{g}_{p,a}(w_{n,\epsilon}) \right|^2 > \frac{\delta^2}{2} \right\}
\subseteq \left\{ \left| f_{p,a}(w_{n,\epsilon}) - \hat{f}_{p,a}(w_{n,\epsilon}) \right| > \frac{\delta}{2} \right\} \cup \left\{ \left| g_{p,a}(w_{n,\epsilon}) - \hat{g}_{p,a}(w_{n,\epsilon}) \right| > \frac{\delta}{2} \right\}
\subseteq \left\{ \sup_{w:||w||\leq1} \left| f_{p,a}(w) - \hat{f}_{p,a}(w) \right| > \frac{\delta}{2} \right\} \cup \left\{ \sup_{w:||w||\leq1} \left| g_{p,a}(w) - \hat{g}_{p,a}(w) \right| > \frac{\delta}{2} \right\},
$$

which further indicates that

$$
\lim_{n \to \infty} \Pr \left\{ \sup_{w:||w||\leq1} \left| f_{p,a}^{(1)}(w) - \hat{f}_{p,a}^{(1)}(w) \right| > \epsilon \right\} = 0. \tag{B.3}
$$

**Lemma 2** follows the identities $T_{p,a} = \hat{T}_{p,a}^{(1)}$ and $T_{p,a} = \hat{T}_{p,a}^{(1)}$.

**Proof of Proposition 1** Denote the unit sphere and unit ball in $L^2(T)$ by

$$
S = \{w : ||w|| = 1\} \quad \text{and} \quad B = \{w : ||w|| \leq 1\},
$$

respectively. Write

$$
W_{p-1,a}^\perp = \left\{ w : \int_T wV_X(w_j \alpha) = 0, \quad 1 \leq j \leq p - 1 \right\}
$$

and

$$
\hat{W}_{p-1,a}^\perp = \left\{ w : \int_T wV_X(\hat{w}_j \alpha) = 0, \quad 1 \leq j \leq p - 1 \right\}.
$$

Clearly, $W_{p-1,a}^\perp \cap B$ is weakly sequentially closed and bounded and $T_a(w)$ is weakly sequentially upper semi-continuous if constrained on $W_{p-1,a}^\perp \cap B$. According to **Lemma 1**, $T_a(w)$ has a maximizer within $W_{p-1,a}^\perp \cap B$. This maximizer, say $w^*$, must locate in $W_{p-1,a}^\perp \cap S$, otherwise $T_a(w^* ||w^*||) = ||w^*||^{2a/(a-1)}T_a(w^*) > T_a(w^*)$. Likewise, $\hat{T}_a(w)$ has a maximizer in $\hat{W}_{p-1,a}^\perp \cap S$, too.

**Proof of Proposition 2** Put aside two special cases: when $\alpha = 0$, as stated in **Section 2.2**, $\beta \propto w_{1,0}$; for $\alpha = 1/2$, please synthesize (3.4) and (3.11) in [13].

For $p \in \mathbb{N}$ and $\alpha \in (0, 1/2) \cup (1/2, 1)$, let

$$
f = f(w) = \text{cov} \left( Y, \int_T Xw \right) = \int_T wV_X(\beta^*),
$$

$$
g = g(w) = \int_T wV_X(w),
$$

$$
h = h(w) = \int_T w^2,
$$

23
\[e_j = e_j(w) = 2 \int_\mathcal{T} wV_X(w_{j\alpha}), \quad j = 1, \ldots, p - 1.\]

Then \(T_\alpha = f^2 \cdot g^{\alpha/(1-\alpha)} - 1.\) The Lagrange multiplier rule for Banach spaces \([38, pp. 270–271]\) ensures that there are real numbers \(\delta_1, \ldots, \delta_p,\) for each \(w \in L^2(\mathcal{T}),\)

\[
f(w_{p,\alpha})g^{\frac{\alpha}{1-\alpha} - 1}(w_{p,\alpha}) \left(2g(w_{p,\alpha})Df(w_{p,\alpha})(w) + \left(\frac{\alpha}{1-\alpha} - 1\right) f(w_{p,\alpha})Dg(w_{p,\alpha})(w)\right) = \delta_p Dh(w_{p,\alpha})(w) + \sum_{j=1}^{p-1} \delta_j De_j(w_{p,\alpha})(w),
\]

(B.4)

where \(Df(w_{p,\alpha}), Dg(w_{p,\alpha}), Dh(w_{p,\alpha}),\) and \(De_j(w_{p,\alpha}),\) all surjections from \(L^2(\mathcal{T})\) to \(\mathbb{R},\) are the first-order (Fréchet) derivatives of \(f, g, h,\) and \(e_j\) evaluated at \(w_{p,\alpha},\) respectively; in particular, for \(w \in L^2(\mathcal{T}),\)

\[
Df(w_{p,\alpha})(w) = \int_\mathcal{T} wV_X(\beta^\ast),
\]

\[
Dg(w_{p,\alpha})(w) = 2 \int_\mathcal{T} wV_X(w_{p,\alpha}),
\]

\[
Dh(w_{p,\alpha})(w) = 2 \int_\mathcal{T} wV_X(w_{p,\alpha}),
\]

\[
De_j(w_{p,\alpha})(w) = 2 \int_\mathcal{T} wV_X(w_{j\alpha}), \quad j = 1, \ldots, p - 1.
\]

The arbitrariness of \(w\) in Eq. (B.4) entails that

\[
f(w_{p,\alpha})g^{\frac{\alpha}{1-\alpha} - 1}(w_{p,\alpha}) \left(2g(w_{p,\alpha})V_X(\beta^\ast) + \left(\frac{\alpha}{1-\alpha} - 1\right) f(w_{p,\alpha})V_X(w_{p,\alpha})\right) = \delta_p w_{p,\alpha} + \sum_{j=1}^{p-1} \delta_j V_X(w_{j\alpha}).
\]

(B.5)

Cases of \(\left(\frac{\alpha}{1-\alpha} - 1\right) f^2(w_{p,\alpha})g^{\frac{\alpha}{1-\alpha} - 1}(w_{p,\alpha}) = 0\) and \(\gamma_p = 0\) are both eliminated: the former one corresponds to the uninteresting minimum of \(T_\alpha,\) while the latter one leads to the unconstrained maximizer of \(T_\alpha\) which actually never falls on the unit sphere. By Fredholm’s theorems (see, e.g. [15, 20]), solve the integral equation (B.5) and acquire

\[
w_{p,\alpha} = U_{p,\alpha} \left(\gamma_p \beta^\ast + \sum_{j=1}^{p-1} \gamma_j w_{j\alpha}\right),
\]

where \(U_{p,\alpha} : L^2(\mathcal{T}) \to L^2(\mathcal{T})\) takes \(w\) to \((V_X + \gamma_0 I)^{-1} \circ V_X)(w)\) with \(\gamma_0 = \gamma_0(p, \alpha) \in \mathbb{R}\) and identity operator \(I\) and where \(\gamma_1, \ldots, \gamma_p\) accommodate the \(p\) side-conditions \([11].\) It follows that

\[
\text{span} \left\{w_{1,\alpha}, \ldots, w_{p,\alpha}\right\} = \text{span} \left\{K_{j,\alpha}(\beta^\ast) : 1 \leq j \leq p\right\},
\]

where \(K_{j,\alpha} = U_{p,\alpha} \circ \cdots \circ U_{1,\alpha},\) because \(w_{p,\alpha}\) is representable in terms of \(K_{j,\alpha}(\beta^\ast), 1 \leq j \leq p,\) for each \(p\) and vice versa.

At last we verify that \(\beta^\ast \in \text{span} \left\{K_{j,\alpha}(\beta^\ast) : j \in \mathbb{Z}^+\right\}.\) Introduce orthogonal projection operator \(P_p\) that takes \(w \in L^2(\mathcal{T})\) to \(\sum_{j=1}^{p} \left(\int_\mathcal{T} wV_{j,FPC}\right) w_{j,FPC}.\) Write \(\beta_{p,FPC} = P_p(\beta^\ast).\) Now,

\[
\left(\left(\frac{\lambda_1}{\lambda_1 + \gamma_0(1, \alpha)} I - (P_p \circ U_{1,\alpha})\right) \circ \cdots \circ \left(\frac{\lambda_p}{\lambda_p + \gamma_0(p, \alpha)} I - (P_p \circ U_{p,\alpha})\right)\right)(\beta_{p,FPC}) = 0
\]

in which \(\lambda_j\) is the \(j\)-th eigenvalue of \(V_X,\) implying that

\[
\beta_{p,FPC} \in \text{span} \left\{(P_p \circ K_{j,\alpha})(\beta_{p,FPC}) : 1 \leq j \leq p\right\}.
\]
In view of \((P_p \circ K_{j,a})(\beta_p) = (P_p \circ K_{j,a})(\beta')\) for \(1 \leq j \leq p\) and \(p \in \mathbb{N}\), after taking limits in the \(L^2\) sense as \(p \to \infty\) on both sides of the following formula
\[
\beta_p \in \left\{ P_p(w) : w \in \text{span} \{ K_{j,a}(\beta') : j \in \mathbb{Z}^+ \} \right\},
\]
we accomplish the proof.

**Proof of Proposition 3.** For simplicity, we assume that \(\lambda_1 > \lambda_2 > \cdots > 0\) are eigenvalues of operator \(V_X\), i.e., there is no tie among them. Then
\[
\int_T w_{p,FPC} V_X(w_{q,FPC}) = \begin{cases} 
\lambda_p & \text{if } p = q \\
0 & \text{if } p \neq q.
\end{cases}
\]
The proposition can be proved by mathematical induction.

For any \(w \neq w_{1,FPC}\) on \(S\) with \(\int_T w V_X(w) > 0\), there exists \(a_0 > 2/3\) such that, for all \(\alpha \in (a_0, 1)\),
\[
0 < \left( \frac{\int_T w V_X(w)}{a_0} \right)^{\frac{\alpha}{1-\alpha}-1} < \frac{\text{cov}^2(Y - EY, \int_T X w_{1,FPC})}{\text{cov}^2(Y - EY, \int_T X w)},
\]
because \(0 < \int_T w V_X(w)/a_1 < 1\) and \(\text{cov}^2(Y - EY, \int_T X w_{1,FPC}) > 0\). It follows that \(T_\alpha(w_{1,FPC})/T_\alpha(w) > 1\) for all \(\alpha \in (a_0, 1)\) and hence \(w_{1,\alpha} = w_{1,FPC}\) as \(\alpha \to 1\).

Suppose we have \(w_{j,\alpha} = w_{j,FPC}\), \(1 \leq j \leq p - 1\), for certain \(p \geq 2\). For \(w \neq w_{p,FPC}\) satisfying constraints (11) and \(\int_T w V_X(w) > 0\), along with sufficiently large \(\alpha\), the inequality
\[
0 < \left( \frac{\int_T w V_X(w)}{a_p} \right)^{(1-\alpha)/\alpha-1} < \frac{\text{cov}^2(Y, \int_T X w_{p,FPC})}{\text{cov}^2(Y, \int_T X w)}
\]
always holds. Thus, as \(\alpha \to 1\), \(w_{p,FPC} = \arg \max_w T_{p,\alpha}(w)\) subject to (11) and hence \(w_{p,\alpha} = w_{p,FPC}\).

**Proof of Proposition 4.** Define \(S\) and \(W_{p-1,\alpha}^-\) as in the proof of Proposition 1. Apparently, \(T_\alpha(w) = T_{p,\alpha}^*(w)\) for all \(w \in W_{p-1,\alpha}^-\). That is, \(w_{p,\alpha}\) is also the solution to
\[
\begin{align*}
\text{maximize} & \quad T_{p,\alpha}^*(w) \\
\text{subject to} & \quad ||w|| = 1 \quad \text{and} \\
& \quad \int_T w V_X(w_{j,\alpha}) = 0, \quad 1 \leq j \leq p - 1. 
\end{align*}
\]
(B.6)

For any \(w \in S\), construct \(w^* \in S\) proportional to
\[
w = \sum_{j=1}^{p-1} \frac{\int_T w V_X(w_{j,\alpha})}{\int_T w_{j,\alpha} V_X(w_{j,\alpha})} w_{j,\alpha}.
\]
Due to
\[
\left\| w - \sum_{j=1}^{p-1} \frac{\int_T w V_X(w_{j,\alpha})}{\int_T w_{j,\alpha} V_X(w_{j,\alpha})} w_{j,\alpha} \right\| \leq 1
\]
The inequality is an equality only when $w \in W_{p-1,a}$ and
\[ T^*_{p,a}(w^*) = \left\| w - \sum_{j=1}^{p-1} \int_T wV_X(w_{ja}) w_{ja} \right\|^{2/(\alpha-1)} \quad T_{p,a}(w) \geq T^*_{p,a}(w). \]

The inequality is an equality only when $w \in W_{p-1,a}$. In other words, it suffices to drop side-conditions (B.6) when maximizing $T^*_{p,a}(w)$ subject to $\|w\| = 1$. \[ \square \]

**Proof of Proposition 5**

Change every population values in the proof of Proposition 4 into empirical counterparts. \[ \square \]

**Proof of Proposition 6**

For $p \in \mathbb{N}$, let $h = h(w) = \|w\|^2$,
\[ f_{p,a} = f_{p,a}(w) = \text{cov}\left( Y^{(p,a)} \int_T X^{(p,a)} w \right) = \int_T wV_X^{(p,a)}(\beta), \]
and
\[ g_{p,a} = g_{p,a}(w) = \int_T wV_X^{(p,a)}(\beta). \]

Then $T_{p,a} = f_{p,a}^2 \cdot g_{p,a}^{\alpha/(1-\alpha)}$ and $w_{p,a}$ defined as (10) must be a solution to the constrained optimization problem

maximize $f_{p,a}^2(w)$
subject to $g_{p,a}(w) = g_0$ and $h(w) = 1$

for certain $g_0 \in (0, \lambda^{(p,a)}_1]$, where $\lambda_j^{(p,a)}$ is the $j$-th largest eigenvalue of operator $V_X^{(p,a)}$ with corresponding eigenfunction $\phi_j^{(p,a)}$.

Check the case with $g_0 = \lambda^{(p,a)}_1 > 0$ (i.e., the functional principal component basis). Provided that $\lambda^{(p,a)}_1$ has multiplicity $= m \geq 1$, we can write $w_{p,a} = \sum_{j=1}^{m} a_j \phi_j^{(p,a)}$, where $a_1, \ldots, a_m \in [-1, 1]$ and $\sum_{j=1}^{m} a_j^2 = 1$. Cauchy-Schwarz inequality implies that the maximum of
\[ f_{p,a}^2(w) = \left( \sum_{j=1}^{m} a_j \int_T \phi_j^{(p,a)} V_X^{(p,a)}(\beta) \right)^2 = \left( \sum_{j=1}^{m} a_j \lambda_j^{(p,a)} \int_T \phi_j^{(p,a)} \right)^2 \]
is achieved if and only if
\[ (a_1, \ldots, a_m) \propto \left( \lambda_1^{(p,a)} \int_T \phi_1^{(p,a)} \right)^{\alpha}, \ldots, \left( \lambda_m^{(p,a)} \int_T \phi_m^{(p,a)} \right)^{\alpha}. \]

Therefore,
\[ w_{p,a} \propto \sum_{j=1}^{\infty} \frac{\lambda_j^{(p,a)} \int_T \phi_j^{(p,a)} \phi_j^{(p,a)}}{\lambda_j^{(p,a)} + \lambda_j^{(p,a)} \phi_j^{(p,a)}} \phi_j^{(p,a)} \text{ as } \delta^{(p,a)} \to -1. \]

Unless $g_0 = \lambda^{(p,a)}_1 > 0$, apply the Lagrange multiplier rule for Banach spaces as in the proof of Proposition 2 and arrive at
\[ f_{p,a}(w_{p,a})V_X^{(p,a)}(\beta) = \delta_1 V_X^{(p,a)}(w_{p,a}) + \delta_2 w_{p,a}, \]
with $\delta_1, \delta_2 \in \mathbb{R}$. $\delta_2$ must be nonzero as the solution to the unconstraint optimization problem $\max T_{p,a}$ never falls on the unit sphere. Also, we rule out the case $f_{p,a}(w_{p,a}) = 0$ which corresponds to the uninteresting minimum of $T_{p,a}$. 26
If \( \delta_1 = 0 \), the functional continuum basis reduces to functional PLS basis and \( w_{p,a} \propto V_{X^{\phi,a}}(B^\ast) \). When \( \delta(p,a) \) is close enough to 0, \( \lambda_j^{(p,a)}/\delta(p,a) \) becomes dominant over \( \lambda_j^{(p,a)} \) for all \( j \), i.e., \( \lambda_j^{(p,a)}/\delta(p,a) + \lambda_j^{(p,a)}/\delta(p,a) \) and \( \lambda_j^{(p,a)}/\delta(p,a) \) approach each other for all \( j \neq j' \). Accordingly,

\[
\begin{align*}
  w_{p,a} \propto \sum_{j=1}^{\infty} \lambda_j^{(p,a)} \left( \int_{\mathcal{T}} B^\ast \phi_j^{(p,a)}(\cdot) \right) \phi_j^{(p,a)} \\
  \propto \sum_{j=1}^{\infty} \lambda_j^{(p,a)} \left( \int_{\mathcal{T}} B^\ast \phi_j^{(p,a)}(\cdot) \right) \phi_j^{(p,a)} \quad \text{as } \delta(p,a) \to 0.
\end{align*}
\]

In the case with nonzero \( \delta_1 \), solving the following inhomogeneous Fredholm integral equation with respect to \( w_{p,a} \),

\[
\frac{f_{p,a}(w_{p,a})}{\delta_1} V_{X^{\phi,a}}(B^\ast) = \frac{\delta_2}{\delta_1} w_{p,a} + V_{X^{\phi,a}}(w_{p,a}),
\]

we also obtain the solution

\[
 w_{p,a} \propto \sum_{j=1}^{\infty} \lambda_j^{(p,a)} \left( \int_{\mathcal{T}} B^\ast \phi_j^{(p,a)}(\cdot) \right) \phi_j^{(p,a)},
\]

where \( \delta(p,a) = \delta_1 \lambda_1^{(p,a)}/\delta_2 \). The existence and uniqueness of this solution is guaranteed by Fredholm’s theorems which hold here because \( V_{X^{\phi,a}} \in L^2(\mathcal{T}) \).

The last phase of this proof is to ascertain that \( \delta(p,a) \notin (\infty, -1) \). Without loss of generality, assume that \( \int_{\mathcal{T}} \phi_j^{(p,a)} V_{X^{\phi,a}}(B^\ast) \geq 0 \) for all \( j \), otherwise we can use \( -\phi_j^{(p,a)} \) instead. \( \sum_{j=1}^{\infty} \lambda_j^{(p,a)} < \infty \) is a property of Hilbert-Schmidt operator \( V_{X^{\phi,a}} \), further indicating that, if \( \delta(p,a) \in (\infty, -1) \), then there must exist \( j_0 \) such that \( \lambda_j^{(p,a)} + \lambda_j^{(p,a)}/\delta(p,a) \) is negative. Under this circumstance, changing the sign of it will increase \( f_{p,a}(w_{p,a}) \) without altering \( g_{p,a}(w_{p,a}) \) or violating the unit norm constraint. This contradicts the definition of \( w_{p,a} \) and completes the proof.

**Proof of Theorem 1** We resort to an argument similar to the proof adopted by Amemiya [2] Theorem 4.1.1] and extend it from the finite-dimensional setting to the functional context. The unit ball \( B \) is as defined in the proof of

**Proposition 1** Start with \( p = 1 \) and let \( N \) be a neighborhood in \( L^2(\mathcal{T}) \) containing \( w_{p,a} \), namely,

\[
N_{1,\delta} = \left\{ w : \|w - w_{1,a}\| < \delta \right\}, \quad 0 < \delta < 2.
\]

Verify that \( B \setminus N_{1,\delta} \) is weakly sequentially closed and bounded and \( T_{1,a}^\ast(w) \) is weakly sequentially upper semi-continuous within \( B \setminus N_{1,\delta} \). Then**Lemma 1** guarantees the existence of \( \max_{w \in B \setminus N_{1,\delta}} T_{1,a}^\ast(w) \).

Write

\[
\epsilon = T_{1,a}^\ast(w_{p,a}) - \max_{w \in B \setminus N_{1,\delta}} T_{1,a}^\ast(w) > 0
\]

and observe that

\[
\left\{ \sup_{w}[\hat{T}_{1,a}^\ast(w) - T_{1,a}^\ast(w)] - \frac{\epsilon}{2} \right\} \subseteq \left\{ T_{1,a}^\ast(\hat{w}_{p,a}) - \hat{T}_{1,a}^\ast(\hat{w}_{1,a}) - \frac{\epsilon}{2} \right\} \cup \left\{ \hat{T}_{1,a}^\ast(w_{p,a}) - \hat{T}_{1,a}^\ast(w_{1,a}) - \frac{\epsilon}{2} \right\} \\
\subseteq \left\{ T_{1,a}^\ast(\hat{w}_{1,a}) - \hat{T}_{1,a}^\ast(w_{1,a}) - \frac{\epsilon}{2} \right\} \cup \left\{ \hat{T}_{1,a}^\ast(w_{1,a}) - T_{1,a}^\ast(w_{1,a}) - \frac{\epsilon}{2} \right\}
\]
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\[ \subseteq \left\{ T^*_1(\hat{w}_{1,\alpha}) > T^*_1(w_{1,\alpha}) - \epsilon \right\} \]
\[ \subseteq \left\{ \hat{w}_{1,\alpha} \in N_{1,\delta} \right\}. \]

It follows Lemma 2 that \( \lim_{n \to \infty} \Pr \left[ \hat{w}_{1,\alpha} \in N_{1,\delta} \right] = 1. \) Considering the arbitrariness of \( \delta, \) we conclude that \( \hat{w}_{1,\alpha} \xrightarrow{P} w_{1,\alpha} \) as \( n \to \infty. \) In case the convergence of \( \hat{w}_{j,\alpha}, 1 \leq j \leq p - 1, \) holds, the prerequisite of Lemma 2 is fulfilled. Mimicking the argument for \( p = 1, \) we deduce \( \hat{w}_{p,\alpha} \xrightarrow{P} w_{p,\alpha} \) as \( n \to \infty. \)

Combining (B.1) and (B.2) with the convergency of \( \hat{w}_{p,\alpha}, \) we get the the convergency of \( \hat{\beta}_{p,\alpha} \) defined as (15). The identity \( \hat{X}_0 \xrightarrow{P} X_0 \) follows a similar argument in the proof of Lemma 2. Hence the convergence of \( \hat{\eta}_{p,\alpha}(X_0) \) in (16) is proved.

References

[1] A. Aguilera, M. Aguilera-Morillo, and C. Preda. Penalized versions of functional PLS regression. Chemometrics Intell. Lab. Syst., 154: 80–92, 2016. doi: 10.1016/j.chemolab.2016.03.013.
[2] T. Amemiya. Advanced Econometrics. Harvard University Press, Cambridge, 1985.
[3] A. Björkström and R. Sundberg. A generalized view on continuum regression. Scand. J. Stat., 26:17–30, 1999. doi: 10.1111/1467-9469.00134.
[4] R. Brooks and M. Stone. Joint continuum regression for multiple predictands. J. Am. Stat. Assoc., 89:1374–1377, 1994. doi: 10.1080/01621459.1994.10476876.
[5] F. Y. Chan and T. K. Mak. Discussion of “continuum regression: cross-validated sequentially constructed prediction embracing ordinary least squares, partial least squares and principal components regression”. J. R. Stat. Soc. Ser. B-Stat. Methodol., 52:264–265, 1990.
[6] X. Chen and R. D. Cook. Some insights into continuum regression and its asymptotic properties. Biometrika, 97:985–989, 2010. doi: 10.1093/biomet/asq024.
[7] X. Chen and L.-P. Zhu. Connecting continuum regression with sufficient dimension reduction. Stat. Probab. Lett., 98:44–49, 2015. doi: 10.1016/j.spl.2014.12.007.
[8] C. K. Chui. Concerning rates of convergence of Riemann sums. 4:279–287, 1971. doi: 10.1016/0021-9045(71)90016-5.
[9] R. D. Cook. Graphics for regressions with a binary response. J. Am. Stat. Assoc., 91:983–992, 1996. doi: 10.2307/2291717.
[10] R. D. Cook. Regression Graphics: Ideas for Studying Regressions Through Graphics. Wiley, New York, 1998. doi: 10.1002/9780470316931.
[11] P. Craven and G. Wahba. Smoothing noisy data with spline functions. Numer. Math., 31:377–403, 1979. doi: 10.1007/BF01404567.
[12] C. de Boor. A Practical Guide to Splines. Applied Mathematical Sciences. Springer, New York, revised edition, 2001.
[13] A. Delaigle and P. Hall. Methodology and theory for partial least squares applied to functional data. Ann. Stat., 40:322–352, 2012. doi: 10.1214/11-AOS958.
[14] M. Febrero-Bande, P. Galeano, and W. González-Manteiga. Functional principal component regression and functional partial least-squares regression: An overview and a comparative study. Int. Stat. Rev., 85:61–83, 2017. doi: 10.1111/insr.12116.
[15] E. I. Fredholm. Sur une classe d’équations fonctionnelles. Acta Math., 27:365–390, 1903. doi: 10.1007/BF02421317.
[16] J. Goldsmith, F. Scheipl, L. Huang, J. Wrobel, J. Gellar, J. Harezlak, M. W. McLean, B. Swihart, L. Xiao, C. Crainiceanu, and P. T. Reiss. refund: Regression with Functional Data, 2016. R package version 0.1-16.
[17] L. Horváth and P. Kokoszka. Inference for Functional Data with Applications. Springer Series in Statistics. Springer, New York, 2012. doi: 10.1007/978-1-4614-3655-3.
[18] R. J. Jennrich. Asymptotic properties of non-linear least squares estimators. Ann. Math. Stat., 40:633–643, 1969. doi: 10.1214/aoms/1177697731.
[19] S. Jung. Continuum directions for supervised dimension reduction. Comput. Stat. Data Anal., 125:27–43, 2018. doi: 10.1016/j.csda.2018.03.015.

[20] B. V. Khvedelidze. Fredholm theorems. In Encyclopedia of Mathematics. New York: Springer, 2011. URL https://www.encyclopediaofmath.org/index.php/Fredholm_theorems#References.

[21] M. H. Lee and Y. Liu. Kernel continuum regression. Comput. Stat. Data Anal., 68:190–201, 2013. doi: 10.1016/j.csda.2013.06.016.

[22] T. Lyche, C. Manni, and H. Speleers. Foundations of spline theory: B-splines, spline approximation, and hierarchical refinement. In A. Kunoth, T. Lyche, G. Sangalli, and S. Serra-Capizzano, editors, Splines and PDEs: From Approximation Theory to Numerical Linear Algebra, pages 1–76. Springer, Cham, Switzerland, 2018. doi: 10.1007/978-3-319-94911-6.

[23] H.-G. Müller, J.-L. Wang, W. B. Capra, P. Liedo, and J. R. Carey. Early mortality surge in protein-deprived females causes reversal of sex differential of life expectancy in Mediterranean fruit flies. Proc. Natl. Acad. Sci. U. S. A., 94:2762–2765, 1997.

[24] Y. Nie, L. Wang, B. Liu, and J. Cao. Supervised functional principal component analysis. Stat. Comput., 28:713–723, 2018. doi: 10.1007/s11222-017-9758-2.

[25] C. Preda and G. Saporta. PLS regression on a stochastic process. Comput. Stat. Data Anal., 48:149–158, 2005. doi: 10.1016/j.csda.2003.10.003.

[26] R Core Team. R: A Language and Environment for Statistical Computing. R Foundation for Statistical Computing, Vienna, Austria, 2017. R version 3.4.2 “Short Summer”.

[27] J. O. Ramsay and B. W. Silverman. Functional Data Analysis. Springer Series in Statistics. Springer, New York, 2005. doi: 10.1007/b98888.

[28] J. O. Ramsay, H. Wickham, S. Graves, and G. Hooker. fda: Functional Data Analysis, 2017. R package version 2.4.7.

[29] P. T. Reiss and R. T. Ogden. Functional principal component regression and functional partial least squares. J. Am. Stat. Assoc., 102:984–996, 2007. doi: 10.1198/016214507000000527.

[30] RStudio Team. RStudio: Integrated Development Environment for R. RStudio, Inc., Boston, MA, 2016. RStudio version 1.1.383.

[31] P. Sang, L. Wang, and J. Cao. Parametric functional principal component analysis. Biometrics, 73:802–810, 2017. doi: 10.1111/biom.12641.

[32] S. Serneels, P. Filzmoser, C. Croux, and P. J. V. Espen. Robust continuum regression. Chemometrics Intell. Lab. Syst., 76:197–204, 2005. doi: 10.1016/j.chemolab.2004.11.002.

[33] M. Stone and R. J. Brooks. Continuum regression: cross-validated sequentially constructed prediction embracing ordinary least squares, partial least squares and principal components regression (with discussion). J. R. Stat. Soc. Ser. B-Stat. Methodol., 52:237–269, 1990.

[34] R. Sundberg. Continuum regression and ridge regression. J. R. Stat. Soc. Ser. B-Stat. Methodol., 55:653–659, 1993.

[35] F. Utreras. Natural spline functions, their associated eigenvalue problem. 42:107–117, 1983. doi: 10.1007/BF01400921.

[36] G. Wahba. Spline Models for Observational Data. CBMS-NSF Regional Conference Series in Applied Mathematics. SIAM, Philadelphia, 1990. doi: 10.1137/1.97816119707128.

[37] J.-L. Wang, J.-M. Chiou, and H.-G. Müller. Functional data analysis. Annu. Rev. Stat. Appl., 3:257–295, 2016. doi: 10.1146/annurev-statistics-041715-033624.

[38] E. Zeidler. Applied Functional Analysis: Main Principles and Their Applications. Applied Mathematical Sciences. Springer, New York, 1995. doi: 10.1007/978-1-4612-0821-1.