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Abstract—Federated learning (FL) provides a high efficient decentralized machine learning framework, where the training data remains distributed at remote clients in a network. Though FL enables a privacy-preserving mobile edge computing framework using IoT devices, recent studies have shown that this approach is susceptible to poisoning attacks from the side of remote clients. To address the poisoning attacks on FL, we provide a two-phase defense algorithm called Local Malicious Factor (LoMar). In phase I, LoMar scores model updates from each remote client by measuring the relative distribution over their neighbors using a kernel density estimation method. In phase II, an optimal threshold is approximated to distinguish malicious and clean updates from a statistical perspective. Comprehensive experiments on four real-world datasets have been conducted, and the experimental results show that our defense strategy can effectively protect the FL system. Specifically, the defense performance on Amazon dataset under a label-flipping attack indicates that, compared with FG+Krum, LoMar increases the target label testing accuracy from 96.0% to 98.8%, and the overall averaged testing accuracy from 90.1% to 97.0%.
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1 INTRODUCTION

Federated Learning (FL) [1], [2] has been demonstrated to be an efficient distributed machine learning framework to train a joint model from decentralized data. Recently, it has been paid more attention in the research field because of the highly developed IoT applications [3]. FL provides a privacy-preserving learning framework to address distributed optimization problems by allowing communications of learning information between remote users in the network, instead of sharing the private training datasets. Typically, a FL system consists of two parts: remote clients and an aggregator. Each remote client manages its private training data and performs a local learning process to obtain learning model updates, and the aggregator repeatedly updates a joint model from the received remote learning updates with an aggregation rule.

However, the distributed architecture of FL makes this learning system vulnerable to various attacks, as the remote clients could be easily compromised by attackers. Typically, the attacker can leverage the privacy property (i.e., the private remote training dataset) to intrude a number of clients and manipulate their local training process, which leads to a decreased performance of the joint model. Figure 1 shows that the FL system is exposed to poisoning attacks at two stages: i) local data collection: data poisoning attacks can inject malicious data or modify existing data during the local data collection process; ii) remote model training: model poisoning attacks can directly inject poisoned parameters into the remotely trained model which is sent back to the aggregator. As such, poisoning attacks produce malicious updates to the aggregation process of FL. Note that, through a careful manipulation, both data and model poisoning attacks can make the FL joint learning model converged so that the attackers are hard to be detected [4]–[10].

It is necessary to develop a defense method to protect the FL system against poisoning attacks. Typically, a FL defense method is considered to be successful if it can sanitize the poisoned remote updates to obtain a trusted joint model. One type of existing mechanisms [11]–[14] is to detect malicious updates based on Euclidean distances or angle differences between each pair of remote updates [8], [15]. The other type of defense methods are developed based on the Byzantine tolerance [11], [16]. However, recent studies have shown that poisoning attacks with constrained malicious data have the potential to bypass existing defense methods [6], [17]. We notice that most of the existing defense approaches only regard the malicious updates as the global
anomaly to the FL system, and they do not analyze local feature patterns of the malicious remote updates. In this paper, we introduce a new defense method based on a local feature analysis strategy: the maliciousness of poisoned remote updates is evaluated according to their model parameter features.

We propose our two-phase defense algorithm Local Malicious Factor (LoMar), which is able to detect the anomalies in FL from a local view, instead of the existing global view. The main idea of the proposed LoMar is to evaluate the remote update maliciousness based on the statistical characteristic analysis of the model parameters, which is intuitively motivated by the fact that each remote update in the FL system can be considered as being generated from a specific distribution of the parameters. Specifically, once the aggregator receives remote updates from a client, instead of using the whole remote updates set, LoMar performs the feature analysis of this update with its nearest neighbors. To measure the degree of maliciousness, a non-parametric local kernel density estimation method is applied to measure the relative distribution of the remote update in its neighborhood. We evaluate our proposed LoMar defense algorithm via both theoretical analysis and comprehensive experiments. In summary, we highlight the contribution of this paper as follows:

- We propose a new two-phase defense algorithm, called LoMar, in order to address poisoning attacks against FL.
- The proposed LoMar defense algorithm measures the malicious degree of remote updates based on its neighborhood by analyzing the statistical model parameter features via a non-parametric relative kernel density estimation method.
- Besides the provided theoretical analysis of LoMar, we conduct extensive performance evaluation of LoMar under two categories of poisoning attacks on FL. The results show that the proposed LoMar outperforms existing FL defense algorithms.

The rest of this paper is organized as follows: Section 2 formulates our defense problem against poisoning attacks on the FL. Section 3 details the development of the proposed LoMar algorithm. Section 4 provides our experiment results and performance evaluations. Section 5 further summarizes the related work, followed by a conclusion and future work discussion in Section 6.

2 BACKGROUND AND PROBLEM FORMULATION

2.1 Federated Learning

FL systems are developed to train a joint model \( w \) in order to address a distributed optimization problem (e.g., image classification) in a decentralized network. Typically, a FL system is composed by \( N \) remote clients and one aggregator. Considering that the whole training data in the FL system is \( D \) and each remote client has its private training dataset (e.g., \( D_i \) for the \( i \)-th client), we have \( D = \{D_1, \ldots, D_i, \ldots, D_N\} \), where the size of \( i \)-th private dataset is denoted as \( l_i = |D_i| \) and the total number of training samples is \( l = |D| = \sum_i l_i \). Different from the conventional learning methods, the training data in FL is only stored and processed on the remote clients. Meanwhile, the aggregator maintains a joint model and repeatedly updates it with the received local learning updates from remote clients according to a certain aggregation rule. At the beginning of a FL process, the aggregator initializes a joint model \( w^0 \) and distributes it to all remote clients for local training. Specifically, at the \( t \)-th iteration, the FL system repeats the following three steps to obtain the joint model \( w^t \) from the current \( w^{t-1} \).

**Step I.** The aggregator delivers the joint model \( w^{t-1} \) to all remote clients.

**Step II.** Each remote client performs its local learning process with its local training data and the received joint model \( w^{t-1} \). During the local learning process, an updated local model \( w_i^t \) is produced by the stochastic gradient descent as follows:

\[
w_i^t = w^{t-1} - \eta_i \nabla L_i(w^{t-1}, D_i),
\]

where \( \eta_i \) is the learning rate of local model training and \( \nabla L_i(w^{t-1}, D_i) \) denotes the gradient of local optimization loss. Once the local training is finished (e.g., with several local epochs), each client sends back the local training update \( u_i^t = w_i^t - w^{t-1} \).

**Step III.** The aggregator aggregates all local model updates to obtain the updated joint model \( w^t \) using a specific aggregation rule, e.g., the typical weighted averaging rule (FedAvg), given by:

\[
w^t = w^{t-1} + \sum_{i=1}^{M} \alpha_i u_i^t,
\]

where \( \alpha_i = \frac{l_i}{l} \). Usually, the aggregation rule in Eq. 2 guarantees an optimized solution for the distributed optimization problem in the FL system.

2.2 Attacker

In general, there are two types of poisoning attacks in the machine learning field: targeted poisoning attack and non-targeted poisoning attack. Though the ultimate goal for both types can be considered as decreasing the performance of FL learned joint model, the implementation details can vary. For example, the attacker in targeted poisoning attacks typically aims to take control of a specific ratio of the learning objective (e.g., the targeted labels in the image classification). Moreover, some of these attacks develop their
attack mechanisms based on a trade-off strategy to make the ML model converge on the other labels while successfully controlling the target label. In this situation, the attacks are more difficult to be detected. And for the non-targeted poisoning attacks, they usually manipulate the ML model such that it would have a high error rate for testing data samples and be unusable for further learning tasks, which does not target a specific classification label.

As FL gets more popular in recent years, the security problems in the FL systems gain much interest from the ML community. Especially, compared to centralized learning models, implementing an attack on the FL system is much easier because of its loose structure and plenty of spaces between the remote clients and the aggregator. Therefore, multiple poisoning attacks have been developed to break the FL systems, most of which describe their attacking objective as an optimization problem and manipulate the joint model by sending poisoned remote updates. For simplicity, we denote the joint model from a clean FL system as $w$ while the poisoned is represented as $\tilde{w}$ in the rest of this paper. Note that for better presentation, the attacker introduced in the following paper is considered as a targeted poisoning attack, which intends to manipulate one specific label.

Usually, the attackers can produce the poisoned local training updates by injecting new malicious clients into the system or manipulating original clean clients. In this paper, we consider the former scenario to present the notations. Note that the capacity of the attacker in this paper is regulated as follows: i) the attacker injects $M$ malicious clients into the FL system, where the budget of $M$ is $M \leq 0.4N$; ii) by default, the number of target label is considered as one. Hence, we denote the malicious training dataset, models, and updates are denoted by $D_m$, $w_m$, and $u_m$, respectively.

### 2.3 Defender

In order to address the poisoning attacks, we consider the ultimate goal of the defender is to successfully remove the malicious impact out of the FL system. In general, there are two existing types of mechanisms to develop a defender: i) one is to detect the malicious based on the analysis of remote updates to the joint model (i.e., Auror [13]); ii) the other is to develop a new aggregating function to achieve the FL learning objective with the poisoned remote updates, which is also known as Byzantine tolerance (e.g., Krum [12]). However, existing defense mechanisms are proved to have weak performance against poisoning attacks on distributed machine learning models, especially on FL. For example, as shown in [9], the baseline label-flipping attack can bypass most of the existing defense approaches by adding a simple stealth metric.

After a full literature review of existing poisoning attack and defense mechanisms on FL, we summarize the reason why current defenses fail. According to the principle of parsimony, there is a common sense in the research field of ML attack that a successful attacker leverages an efficient yet effective impact on the learning model. This indicates that compared to the clean benign updates, the poisoned remote updates share a unique difference for their attack objectives. Intuitively, the poisoning attacks on a FL system can be easily addressed if the defender finds a feasible measurement to distinguish the clean and poisoned updates. However, due to the complexity (the huge number of layers and high dimension of the input information) of the remote updates, developing a precise criterion from a global view and considering the malicious as a global anomaly can lead to the failure of developing a successful defense.

For instance, we introduce an observation of remote updates under label flipping 1 - 7 attack on MNIST dataset with a logistic regression classifier in Fig. 2 where the defender needs to identify the malicious updates on label 1. However, the defense would fail as the malicious updates may locate close to clean ones by only manipulating a small size of parameters, which makes them hard to be detected.

In order to address this challenge, it is necessary to develop a new FL defense algorithm with a feasible measurement on the remote updates for better maliciousness detection. As such, we propose a new defender, called Local malicious factor (LoMar). Different from the existing defense methods, LoMar provides its malicious detection strategy based on the parameter features of the remote updates, which is considered to be a local criterion, instead of from a global view. Specifically, LoMar uses a score-factor $F(i)$ to denote the degree of maliciousness for each remote client and develops a new aggregation rule on the aggregator side, which comes with a binary controller $\delta(i)$ to protect the joint model from poisoned updates. Formally, we describe the new aggregation rule of the FL system under the protection of LoMar as follows:

$$\tilde{w}_i = \tilde{w}_{i-1} + \sum_{i=1}^{N+M} \delta(i)\alpha_iu_i.$$  

where $\tilde{w}_i$ denotes the joint model in a potentially poisoned FL system with LoMar protection.

### 3 Design of LoMar Defense

#### 3.1 Overview

Our motivations of developing the two-phase LoMar defense on the FL system come from two main challenges: i) finding the local density distribution of the remote update from the parameter perspective can be very difficult and expensive; ii) it is also extremely hard to find an appropriate approach for the malicious detection of each remote update, i.e., the clean updates will be considered as malicious if the defense mechanism is too strict and the poisoning updates cannot be fully detected if its too loose. Moreover, it is unrealistic for the defender to obtain a clean joint model $w$ for further analysis because the FL system can not be trusted from the start of the FL training process as it might have been already poisoned. In order to address these challenges, intuitively, although the true distribution of each remote update is not available in the FL, we can obtain a local density estimation for the $i$-th remote update as $\hat{q}(u_i)$, based on which all possible poison attacks can be then detected using the local outlier detection method.

In phase I, for the $i$-th remote update at the $t$-th iteration, LoMar finds its $k$-nearest neighbors to be its neighborhood reference set $\mathcal{U}_i = \{u_{i,1}, \ldots, u_{i,k}\}$, where $k \ll N + M$. Achieving this in a FL system can be extremely difficult, as the probability distribution of remote clients is not known
and being a product to one numerical output. A kernel density estimation of each output label is performed to find the malicious degree for the malicious client. The parameters are clustered based on the output labels; iii) the numerical malicious degree for the $F$-th client is denoted as $\bar{d}_i$. We introduce a neighborhood reference set $U_i$ to the aggregator. As such, we use a state-of-art non-parametric estimation method, which is the kernel density estimation (KDE) [19], to estimate the local density distribution function for $u_i$ according to each output label in the FL joint model. Specifically, in this paper we assume an extreme difficult scenario that the defender has no idea about the number of malicious in the FL system. Thus, we pursue an alternative solution that defines the value of $k \leq 0.4N$ to be a loose bound, corresponding to the maximum number of potential malicious. Particularly, in the recent studies of data poisoning attacks against FL, the number of data poison is considered an important constrain. For example, [20] sets an upper bound of the malicious budget at only 10%. And work in [21] shows that if the size of malicious is up to 50%, the learning speed of FL network can be very slow that making the attack easy to be found. Then, we define the malicious factor $F(i)$ to describe the numerical malicious degree for the $i$-th update. We introduce the process of the KDE estimation in LoMar in Figure. [3] 

i) the remote updates are divided by the dimension of the parameter features in the pre-processing process; ii) the parameters are clustered based on the output labels; iii) the kernel density estimation of each output label is performed and being a product to one numerical output.

![KDE estimation structure in LoMar.](image)

In phase II, we provide a boolean vector to determine the malicious status of an uncertain remote update as 1 (clean) or 0 (malicious). In this procedure, a threshold $\epsilon$ is developed from an inequality approach to manipulate the numerical factor $F(i)$ in phase I into the boolean output $\delta(i)$. Theoretical analysis is also performed regarding the selection of threshold in terms of false alarm rate.

### 3.2 Phase I: Malicious Client Factor

In a FL system, the remote updates set at the $t$-th iteration is $U = \{u_1^t, u_2^t, \ldots, u_N^t\}$. Note that in FL, the $i$-th remote update $u_i^t$ is always related to the iteration number, and thus in the rest of this section, we simplify the $u_i^t$ to $u_i$, where the superscript of $u_i$ would be denoted to present the proposed LoMar algorithm. The process of finding the malicious client factor $F(i)$ comes from two steps: finding the $k$-nearest neighborhoods and developing $F(i)$ with the neighborhood from the local KDE.

**k-nearest neighborhood mapping.** For the remote update $u_i$, we firstly develop a neighborhood reference set $U_i = \{u_{i,1}, \ldots, u_{i,j}, \ldots, u_{i,k}\}$, which collects the $k$-nearest neighborhoods of each update instead of the whole remote updates. To evaluate their relative positions to the kernel center $u_i$, we calculate the averaged $l_2$ norm distance between $u_i$ to neighbors in $U_i$, where the averaged distance is defined as

$$\bar{d}_i = \frac{1}{k} \sum_{j=1}^{k} \text{diff}(u_i, u_{i,j}).$$

To further explain this definition, the function $\text{diff}(\cdot, \cdot)$ leverages a squared Euclidean distance $|| \cdot ||^2$ between $u_i$ and its neighbor. Additionally, we further investigate the difference of all updates in $U_i$ to represent the mean value of $\bar{d}_i$ for each $u_i \in U_i$ as $\bar{D}_i$

$$\bar{D}_i = \frac{1}{k(k-1)} \sum_{i=1}^{k} \sum_{j=1}^{k} \text{diff}(u_i, u_{i,j}), \ i \neq j.$$ (4)

Intuitively, in low density areas, $\bar{d}_i$ is large and the ratio $\bar{D}_i$ will spread out. In high density areas, the result will be reversed. Previous studies [22], [23] have shown that the $k$-nearest neighborhood mapping is adaptive to estimate the local sample density from the distance perspective.

**Density based malicious factor $F(i)$**. As we mentioned in Sec. [2] the objective of the FL system is to train a joint model $w$ for a distributed learning problem. Note that a typical machine learning problem usually comes with multiple output labels, e.g., MNIST which aims to recognize digits 0-9. Therefore, it is obvious that for each $u_i$, the updated parameters from remote clients make different contribution to the output, which could be denoted as $y = [y_1, \ldots, y_r, \ldots, y_R]$, where $r \in [1, R]$ denotes the $r$-th output label. Considering the relationship between $U_i$ and $y$ to be a probabilistic graph model, then we could use the expected probability distribution of each output label, e.g., $P(y_r) = P(y_r | U_i)$ for the $r$-th output, to approach the joint distribution $P(y) = \prod_{r=1}^{R} P(y_r)$. Therefore, though our defender still has no access to the true statistic distribution of $u_i$, we can approach an estimated probability distribution based on the analysis of each output label that satisfies $\sum_{r=1}^{R} P(y_r | U_i) = 1$. In this paper, we use a non-parametric kernel density estimation function to approach the estimated local distribution for the $i$-th remote update $u_i$ with its $k$-nearest neighborhood $U_i$. Specifically, the estimated distribution of $i$-th client on $r$-th output label is denoted as $\hat{q}(u_i^r)$. Formally, the process of obtaining the $\hat{q}(u_i^r)$ can be formulized by:

$$\hat{q}(u_i^r) = \frac{1}{k} \sum_{j=1}^{k} K \left( \frac{u_i^r - u_{i,j}^r}{h} \right),$$ (5)

where $K(\cdot)$ is the kernel function and $u_{i,j}^r$ denotes the $r$-th output from the $j$-th neighbor in $U_i$. And $h$ is the bandwidth of $K(\cdot)$, which is a user-defined constant value that is correlated to the learning classifier. Note that theoretically, the value of $h$ could be different for each output label. For better presentation, we consider it to be constant in this paper. Particularly, we consider the $K(\cdot)$ is a Gaussian function as follows:

$$K(\frac{u_i^r - u_{i,j}^r}{h}) = \frac{1}{(\sqrt{2\pi})h} \exp \left( -\frac{|u_i^r - u_{i,j}^r|}{2h} \right).$$ (6)

Based on the estimated $\hat{q}(u_i^r)$, we define the maliciousness factor $F(i)^r$ for the $i$-th remote update for $r$-th output label in its neighborhoods as follows:

$$F(i)^r = \frac{\sum_{j=1}^{k} \hat{q}(u_j^r)}{k \hat{q}(u_i^r)},$$ (7)

where $u_{i,j}^r, j \in [1, k]$ is the local neighbors of the $i$-th remote update on the $r$-th label. Therefore, for each label, we could
Algorithm 1 Algorithm for malicious factor $F(i)$ in LoMar

**Input:** The $i$-th remote update $u_i$ with its neighborhoods $U_i$, learning output labels $y = [y_1, \ldots, y_r, \ldots, y_R]$.

**Output:** Factor for the degree of local maliciousness $F(i)$.

1. **for** $r = 1, 2, \ldots, R$ **do**
2. **if** The local neighborhood $U_i$ is empty **then**
3. Build the neighborhood $U_i$ and obtain the reference set $U'_i$ for each output label.
4. **end if**
5. Obtain $\bar{q}(u'_i)$ from $U'_i$ with Eq. (4).
6. Calculate $F(i)^r$ for $r$-th label with Eq. (7).
7. $F(i) = \prod_{r=1}^{R} F(i)^r$ from Eq. (9).
8. **end for**
9. return $F(i)$

obtain a corresponding malicious degree factor $F(i)^r$ for the $i$-th remote update. We then estimate the numerical malicious degree factor $F(i)$ of $u_i$ with the obtained $u'_i$ according to each output label. Note that for two different outputs $r$ and $r'$, we consider the probability distribution of $u'_i$ and $u'_i$ in the same neighborhoods $U_i$. The following relationship between each label $r$ and $r'$, we consider the probability distribution of $u'_i$ and $u'_i$ in the same neighborhoods $U_i$. In order to achieve the optimal defense goal in Eq. (3), LoMar develops a binary controller with a feasible threshold $\epsilon$ to turn the numerical results $F(i)$ into boolean status $\delta(i)$ to finally identify and remove malicious clients. Formally, if $F(i) \geq \epsilon$, we consider the remote client to be clean, otherwise malicious if $F(i) < \epsilon$.

However, there are several issues in the process of finding $\epsilon$ in the poisoned FL system: i) although the updates share the similar features according to specific classifiers, the true distribution of $u_i$ is still unavailable; ii) the threshold $\epsilon$ can hurt the learning objective of FL if it is too strict. In order to address these issues, we provide an asymptotic threshold of $\epsilon$ for our LoMar, which aims to determine most of the malicious remote updates with a high positive malicious detection rate to protect the clean updates in FL.

Firstly, we discuss the lower bound of $\epsilon_m$ for malicious updates in a FL system under poisoning attacks. In particular, the following theorem tells the asymptotic false alarm rate for a given $\epsilon_m$:

**Theorem 1.** Assuming that the lower bound of the probability distribution of malicious updates is $\epsilon_m$, then the possibility of false detecting a clean update $u_i$ as malicious would be

$$P(F(i) > \epsilon_m) \leq \exp \left( -\frac{4\pi(\epsilon_m - 1)^2(k + 1)\bar{h}^2}{k(2k + \epsilon_m + 1)2V^2} \right).$$

(10)

where $k$ is the size of its $k$-nearest neighborhoods, $V$ denotes the neighborhood kernel density distribution volume of $u_i$ and $\bar{h}$ indicates the average bandwidth of $u_i$ (which is considered as a constant in this paper).

**Proof.** See Appendix C in detail. □

Then, we consider an optimal condition that there is a trusted FL system, which consists of only clean remote clients. In this scenario, there exists a statistical boundary for the expectation of $F(i)$ for the furthest clean update $u_i$ to the kernel center. The following theorem shows how to determine the boundary of clean remote updates.

**Theorem 2.** Consider that the remote update $u_i$ is generated from a continuous distribution in a FL system. Then, when $N \to \infty$, there exist a boundary $\sigma$ that $F(i) = 1$ where the remote update $u_i$ is considered to be clean (not abnormal) as $\sigma = \frac{\mathbb{E}(\bar{D}_i)}{\mathbb{E}(\bar{d})} = 1$.

**Proof.** Considering the situation that the updates are uniformly distributed around $u_i$, then the discrete space $U_i$ could be viewed as a continuous arbitrary distribution. The general case when $\mathbb{E}(u_i) = 0$ would be:

$$\mathbb{E}(\bar{D}_i) = \frac{1}{k(k-1)} \mathbb{E} \left( \sum_{j=1}^{k} K(u_i, u_{i,j}) \right)$$

(11)

where $\mathbb{E}(\bar{D}_i)$ is the expectation of $\bar{D}_i$. Then we give a definition of the boundary $\sigma$ as $\sigma = \frac{\mathbb{E}(\bar{D}_i)}{\mathbb{E}(\bar{d})} = 1$. □

This shows that when the value $F(i)$ reaches 1, we consider it locates at the boundary of clean updates in a FL system without attacks. Thus, in order to protect the FL learning objective and remove as many the malicious
Algorithm 2 Algorithm of estimating $\epsilon$ in LoMar

**Input:** Local malicious factor $F(i)$ and weighted factor $\alpha_i$ for each client in the FL system, joint model $\mathbf{w}^{t-1}$.

**Output:** The updated joint model $\mathbf{w}^t$.

1. Find the value of $\epsilon_m$ from Eq. (10).
2. Determine $\epsilon = \min\{1, \epsilon_m\}$.
3. for $i \in (1, N + M)$ do
   4. if $F(i) \geq \epsilon$ then
      5. $\delta(i) = 1$.
   6. else
      7. $\delta(i) = 0$.
   8. end if
9. end for
10. $\mathbf{w}^t = \mathbf{w}^{t-1} + \sum_{i=1}^{N+M} \delta(i)\alpha_i u_i^t$ from Eq. (3).
11. return $\mathbf{w}^t$

remote updates in LoMar, we define the optimal threshold $\epsilon = \min\{1, \epsilon_m\}$. We introduce the development of finding an optimal $\epsilon$ and obtaining a trusted joint model $\mathbf{w}^t$ at the $t$-th iteration in LoMar at Algorithm 2.

### 3.4 Discussion

In this work, we develop a defense algorithm LoMar to address the poisoning attacks on FL systems. Note that the training data distribution can have a significant influence on both the implementation and defense of poisoning attacks against FL. Typically, as the degree of non-i.i.d training data distribution increases, the learned local updates on the remote clients can be more diverse, which leaves room for the implementation of the attackers and makes it more difficult to develop a defense. Thus, we investigate the performance of the proposed LoMar algorithm under different training data distribution and the results indicate that compared to the existing works, LoMar is more robust under this situation, where the experimental details are introduced in Sec. 4.2.3.

We also investigate the performance of the proposed LoMar from the view of FL efficiency. Note that as presented in [2], different from the centralized ML frameworks, the learning speed of a FL network is dominated by the communication cost between the aggregator and remote clients. As such, the implementation of LoMar defense requires an extra computational cost on the aggregator side, the impact on FL efficiency could be limited. Moreover, the extra cost of LoMar could be mainly from the development of the $k$-nearest neighborhood, which is proved as $O(N)$ in [24]. Typically, in the settings of a FL network, the computational power on the aggregator is much powerful than remote clients that we believe the linear cost on the aggregator is also limited.

Note that several studies have a close proposal of this paper, which develop defense approaches to remove malicious updates against poisoning attacks on FL. For example, works in [18] provide Auror, which studies the statistical distribution of remote updates for malicious detection. Meanwhile, [25] provides spectral anomaly detection (SAP) to detect the malicious updates for developing a robust FL system. We agree with Auror that though the defender has no access to the training data distribution because of the privacy features, we could approximate it via the observation and investigation to the parameters of the remote updates during the training of the joint model.

However, similar to the existing centralized ML defense approaches, Auror and SAP assume that the defender has access to a public trusted dataset, which shares the same distribution with the clean training data. On the contrary, our LoMar uses a non-parametric estimation method KDE, for studying the statistical features without knowing the clean training data distribution, which preserves the important privacy feature of FL. Additionally, the works in [17] investigate the label-flipping attack on FL and provide a PCA analysis-based defense strategy for malicious detection. However, this approach assumes that the malicious and clean updates could be easily divided into two clusters, which is still a global anomaly detection approach that could be easily cheated by model poisoning attacks with a stealth metric [5]. Moreover, we provide the performance evaluation of LoMar against model poisoning attacks in Appendix A. In conclusion, compared to recent defense studies on detecting malicious remote clients in FL, our LoMar approach is able to address the poisoning attacker with stealth metric and develop the defense model under the privacy-preserved FL framework.

### 4 Evaluation

#### 4.1 Experiment Setup

To evaluate LoMar, we conduct extensive experiments under the FL framework on multiple real-world datasets. The experiments are performed with Pytorch [26] and we implement the FL framework with the Python threading library by designing remote clients as lightweight threads.

#### 4.1.1 Datasets

We first introduce four real-world datasets used in this paper. Especially, to present the imbalanced number of data samples according to different output labels, we assume a reasonable scenario that the training data samples in each remote client could be divided into two parts: one subset of a major label with the most number of training samples and one subset of all output labels with an equal number of samples. Specifically, we use a hyperparameter $\lambda \in [0, 1]$ to represent the ratio of major label training samples in the remote client private dataset.

**Real-world datasets.** We consider four popular datasets in the FL field: MNIST [27], KDDCup99 (network intrusion patterns classifier) [28], Amazon (Amazon product reviews) [29], and VGGFace2 (facial recognition problem from Google image search) [30]. The general information of each dataset is introduced in Table 1 which includes the size of the dataset and the number of the output labels.

**Data partitioning settings.** In the process of the training data partition, we introduce the hyperparameter $\lambda$ to control the imbalanced ratio of each remote client. For instance, if the $i$-th remote client has $l_i$ private training samples, then $(1 - \lambda)l_i$ of the samples are randomly selected from the whole training dataset and the other $\lambda l_i$ samples are chosen from one specific label. For MNIST, we partition the dataset into 1000 remote clients and each remote client has 600 training data samples. Because the KDD dataset has a low
number of features and the data samples in each label are imbalanced: some labels only have 20 data samples while others can have over 280,000 data samples. We consider each clean client shares the same number of mixed labels and we set the number of the remote clients to 23. For Amazon dataset, because the number of the features is extremely high and the number of data samples per class is very low, we set the number of the remote clients to 50 and each client has 150 data samples. And for the VGGFace2 dataset, for simplicity, we use the pre-processed training data before the FL training process (each training image is resized to $256 \times 256$). The number of remote clients is set to 200 and the partitioning of the training data follows the same rule in MNIST.

4.1.2 Implementation Settings

Note that our comprehensive experiments are developed to evaluate the performance of the defense algorithms instead of finding the best learning model with the highest FL learning performance. Based on this motivation, we implement our learning model and we define the default experimental setting of the FL framework as follows:

- The initialized joint model is set as $w^0 = 0$.
- The number of FL iteration time is set as $T = 200$.
- For each remote training process, the number of remote training is set as $E = 5$.
- The batch size for each remote training SGD is 20.
- For MNIST, KDD and Amazon datasets, which are with less information in each training data sample, we use a logistic regression model with one fully-connected layer. For VGGFace2, we implement a DNN classifier SqueezeNet with the torchvision package [31]. The detail architecture of our SqueezeNet classifier is described in Table 2.

4.1.3 Compared Defense Algorithms

We compare our LoMar defense algorithm with the following existing defense methods:

1. Krum [11] is developed to protect distributed learning models by giving an alternative aggregation rule. At each iteration, this defense computes the Euclidean distance between each updates and removing the malicious updates from the aggregator which has a larger distance. The number of clients removed by the aggregator in our paper is set to $M$ as the number of selected clients is $N - 0.5 \times M - 2$.

2. FoolsGold(FG) [8] is a defense method against sybil attacks [32]. It addresses the attacker by penalizing the learning rate of the malicious updates, which are detected by evaluating the angle difference between each update and the joint learning model. We claim that the memory usage in the FG paper violates the privacy preserving rule of the FL system and we only take the no-memory version of FG in this paper. We set the inverse sigmoid function in the FG method centers at 0.5 and the confidence parameter to 1.

3. Median defense method [12] uses an aggregator which sorts the updates value of this parameter among all $N + M$ clients and picks the median value as the contribution to the joint model at each iteration. Note that when $N + M$ is odd, the median value comes from one update, and when $N + M$ is even, it comes from the average of two updates.

4.1.4 Poisoning Attacks

In this paper, we consider two types of poisoning attacks on the FL system: the data poisoning attack (which generates the poisoned remote updates by the malicious data) and the model poisoning attack (which creates the remote malicious update based on the FL aggregating rule and the attack objective). For the data poisoning attack, we implement the Label flipping attack [33]. And for the model poisoning attack, we implement the stealthy model poisoning method in [5]. Note that in this paper, the attack methods we select are the most representative and provide a general attacking formulation for different defense algorithms in each category. For instance, [7] provides a typical local model poisoning attack against Byzantine defense mechanisms, however, it only focuses on the Byzantine related algorithms while not providing a successful attack on other defense strategies. We will introduce the experimental setting and the results of Model poisoning attack in Appendix A.

Label-flipping attack parameter setting. The goal of the label flipping attack is to take control of the target label(class) in the FL system. Typically, the attacker address the target label by flip the output of target data samples from a source label. In our paper, we consider the malicious and the clean remote clients share the same number of training data samples. Specifically, we introduce a parameter $\tau \in [0, 1)$ to control the malicious ratio in our experiments. Similar to the definition of $\lambda$, for the $i$-th remote client, the number of randomly selected training data samples is $(1 - \tau)l_i$ and the number of label-flipped data samples is $\tau$. We then introduce our default attack implementation on the FL system corresponding to each dataset.

- MNIST. For the MNIST dataset, the attacker injects 100 malicious clients into FL system. The source label is set to digit 7 and the target label is set to digit 1.
- KDD. For the KDD dataset, we pick two classes with more than 200,000 data samples as the source label and target label, and create 3 malicious clients whose poisoned samples are flipped from class 11 to 9.
- Amazon. For the Amazon dataset, we set the source label to 15 and the target label to 10. The number of malicious clients is set to 5.
- VGGFace2. For the VGGFace2 dataset, we pick up two target labels from two different source labels as label 3 to label 2 and label 10 to label 9. For each
target label we create 10 malicious clients and the total number of malicious client is 20.

4.1.5 Evaluation Metrics.
In order to evaluate the experiment results accurately, we introduce different evaluation metrics

- **Target label accuracy.** We use the target label accuracy to represent the testing performance of the target labels, e.g., a defense algorithm can be considered to be failed if the target label accuracy is low.
- **Other label accuracy.** The other label accuracy indicates the learning result on other labels except the target label and the source label. For example, in label flipping 1 - 7 attack on MNIST, 1 is the source label while 7 is the target label. If the testing results of other labels are low, we consider the FL system might be harmed by the defender because those labels are not related to the attacker.
- **Overall learning accuracy.** We consider the overall learning accuracy denotes the average learning accuracy of all labels in the FL system and it can show the overall learning performance for compared defense methods under poisoning attacks. Note that the results of overall accuracy could be different to the summation of target and overall accuracy, because the performance of the source label could be different due to the attack and defense strategies.
- **Malicious alarm confidence.** We also use the receiver-operating characteristic (ROC) [34] to evaluate the malicious alarm confidence of the compared defense algorithms. This metric is introduced in 4.3.

### 4.2 Results and Analysis

We show the results of our experiments with tables and figures in this section, and we provide the detailed analysis of the results based on our evaluation metrics. In order to present the results in the tables clearly, we mark the top-3 compared defense algorithms (except the no attack case) according to each evaluation metric: the 1-st is marked as **bold** and *underline*; the 2-nd is marked as **bold**; and the 3-rd is marked as *underline*.

#### 4.2.1 Analysis of Compared Algorithms for Each Dataset

We give the comparison between LoMar and other defense methods based on three datasets in Table. 3. We can notice that our LoMar defense model has the best defense performance among all compared methods on overall accuracy, target label accuracy and source label accuracy in MNIST and Amazon datasets, for example, LoMar can achieve 97.0%, 98.8% and 98.9% in Amazon. The result of KDDCup99 dataset shows that LoMar has the second best learning accuracy on average of all three features, 97.1%, 99.1% and 99.0%. By taking both attack rate and overall accuracy into consideration, LoMar has the best defense performance among these defense methods when the percentage of malicious updates increases.

The result of Krum on the three datasets shows that it is similar to no defense scenario so that we can consider Krum cannot defend label-flipping attack sufficiently. FG has the better performance of the target label, but worst for overall and other clean labels. It indicates that FG can influence the clean labels with false malicious detection on clean updates, e.g., 78.3%, 91.1% and 51.2% for MNIST. Median has the worst performance of the overall and other label accuracy. Although in all three datasets, it performs sufficiently of the target label, 92.5%, 97.1% and 95.8%. FG+Krum has the best defense performance among all three existing defense methods. However, it can still remove the clean updates from FL by mistake, especially in MNIST dataset as the overall learning accuracy is only 81.2%.

#### 4.2.2 Analysis of The Different Malicious Ratio $\tau$

Under different malicious ratio $\tau$, we show the performance with the compared defense methods on MNIST dataset in Fig. 4a. We can see that LoMar has the best performance on overall and target label under the different values of $\tau$. Even with the number of malicious increasing, LoMar keeps the accuracy as 90% overall and 98% target label. FG and FG+Krum perform sufficiently on the targeted label, but their overall accuracy are worse than no defense scenario. Median defense takes the worst performance as overall accuracy 65%. For Krum, we could find out that the target label accuracy decreases with the increase of $\tau$, even to 2% (similar to no defense).

For KDD in Fig. 4b, LoMar has highest overall and target testing accuracy 98% and 99%. Median also performs worst for the whole testing 55%. The overall testing accuracy of other defense methods decreases obviously, when $\tau$ increase, FG defense decreases from 90% to 63% with malicious ratio increases from 0.1 to 0.4. Krum defense cannot defend the target label, which shows as similar as no defense scenario.

Although the performance of LoMar reduces when more malicious clients are injected for Amazon dataset in Fig. 4c, it has a better result than other defense methods. Median performs worst for the overall testing 58%, and the target label accuracy reduces from 98% to 62%. Krum performs similar to no defense both on overall and target label.

**TABLE 3: Testing accuracy under the label-flipping attack: $\lambda = 0, \tau = 0.1$.**

|         | MNIST |         | KDD |         | Amazon |
|---------|-------|---------|-----|---------|--------|
|         | Overall | Target | Other | Overall | Target | Other | Overall | Target | Other |
| LoMar   | 0.912  | 0.977  | 0.930 | 0.971  | 0.991  | 0.990 | 0.970   | 0.988  | 0.989 |
| FG      | 0.783  | 0.911  | 0.512 | 0.901  | 0.989  | 0.965 | 0.922   | 0.971  | 0.970 |
| Krum    | 0.883  | 0.815  | 0.815 | 0.692  | 0.022  | 0.970 | 0.823   | 0.084  | 0.915 |
| FG + Krum | 0.812 | 0.996  | 0.880 | 0.957  | 0.985  | 0.918 | 0.901   | 0.960  | 0.917 |
| Median  | 0.655  | 0.925  | 0.610 | 0.555  | 0.971  | 0.708 | 0.572   | 0.959  | 0.500 |
| No Defense | 0.884 | 0.078  | 0.925 | 0.800  | 0.015  | 0.998 | 0.900   | 0.015  | 0.998 |
| No Attack | 0.931 | 0.982  | 0.946 | 0.980  | 0.996  | 0.998 | 0.990   | 0.994  | 0.996 |
FG+Krum has overall accuracy 91%-83% and target label accuracy 99%-77%. The overall accuracy of FG is 85%-71% and target label accuracy is 95%-52%.

4.2.3 Analysis of Imbalanced Samples with Different $\lambda$

We then evaluate the performance of LoMar with different values of $\lambda$, which denotes the ratio of training samples in the major label at each private remote dataset. We setup the range of $\lambda = [0, 1, 0.9]$ and compare the performance of LoMar with the existing defense approaches.

Fig. 5 shows the overall and target label testing accuracy for different $\lambda$ values. We could notice from the results that when the value of $\lambda$ increases, the learning performance could decrease rapidly. We consider this phenomenon occurs because the introduced defense approaches falsely predict the imbalanced clean updates as malicious, especially under a higher imbalance degree. For example, the accuracy of Krum on MNIST dataset reduces from 61.2% to 15.5%. We also find that though LoMar has a decreased performance at the same time, the decrease degree is lighter when compared to other defense methods. These results show that LoMar still outperforms existing approaches when the remote training samples are imbalanced.

4.2.4 Analysis Compared Algorithms under Multiple-Labels Flipping Attack

In this part, we investigate the performance of LoMar under a label-flipping attack with multiple targets. Difference from the previously introduced single target label-flipping attack, the malicious updates in this scenario consists of four different source-target label pairs in MNIST dataset: 1 to 7, 6 to 9, 2 to 5 and 0 to 8. Note that we choose the source and target labels based on common sense in the development of an attacker: the malicious is more difficult to be found if two labels share a close distribution. Specifically, for better presentation and comparison, we still set the percentage of malicious clients to 10% that each pair controls 25% of malicious updates. In this setting, 4 out of 10 classes are under attack and the detailed experimental results are shown in Table. A

LoMar has the best overall testing accuracy and the accuracy for other labels which are clean 88.5% and 87.5%, and FG+Krum has the worst performance 41.5% and 35.9%, which is lower than no defense scenario 70.1% and 77.1%. For each label, LoMar increases the testing accuracy 10%-20% than no defense, for instance, LoMar is 93.6% for the label 6, and there is only 76.3% without defense. Krum has a similar performance as no defense scenario, the degree of increase is $-0.2%$-$1.2%$. The result indicates that it has limited abilities to defend the attack as the attack rate approaches the upper bound of an attacker in a system without defense. For FG, we can find the defense performance against attacks from label 1 to label 7 and label 0 to label 8 is sufficient, and it fails to other attacks. We assume that the reason FG fails to defense against this attack is that it penalizes the learning rate of many clean updates. For FG combined with Krum defense model, this method shows extreme results, for example, it has the highest accuracy 99.6% at label 6, but it cannot determine which label is 8, i.e., 0% for label 8. We infer the reason is that the combination of FG and Krum causes more malicious alarms on clean updates which may come from the features of these two defense mechanisms. Median defense method does not increase the performance sufficiently, but it performs very low for the label 5, i.e., 28.2%. Furthermore, on the hand of learning accuracy, Median defense fails to obtain a feasible learning
Fig. 5: Overall and target label testing accuracy for the compared algorithms under different imbalanced hyperparameters $\lambda = [0.1, 0.9]$ and $\tau = 0.1$ on MNIST, KDDCup99 and Amazon datasets.

TABLE 4: Testing accuracy on compared defenses under multi-labels flipping attack: $\lambda = 0, \tau = 0.1$.

|                | Overall Acc. | Acc. 1 | Acc. 2 | Acc. 3 | Acc. 4 | Acc. 5 | Acc. 6 | Acc. 7 | Acc. 8 | Acc. 9 | Other Acc. |
|----------------|--------------|--------|--------|--------|--------|--------|--------|--------|--------|--------|------------|
| LoMar          | 0.885        | 0.962  | 0.895  | 0.936  | 0.864  | 0.844  | 0.786  | 0.955  | 0.839  | 0.587  | 0.801      |
| Krum           | 0.774        | 0.834  | 0.800  | 0.765  | 0.750  | 0.623  | 0.586  | 0.760  | 0.687  | 0.801  |            |
| FG             | 0.802        | 0.905  | 0.766  | 0.918  | 0.925  | 0.622  | 0.457  | 0.595  | 0.938  | 0.766  |            |
| FG + Krum      | 0.415        | 0.859  | 0.802  | 0.996  | 0.991  | 0.398  | 0.204  | 0.040  | 0.000  | 0.359  |            |
| Median         | 0.655        | 0.885  | 0.579  | 0.812  | 0.472  | 0.706  | 0.282  | 0.484  | 0.778  | 0.619  |            |
| FG             | 0.705        | 0.822  | 0.809  | 0.763  | 0.748  | 0.632  | 0.585  | 0.749  | 0.688  | 0.771  |            |

TABLE 5: Training and testing accuracy for each metrics on the VGGFace2 dataset: $\lambda = 0, \tau = 0.1$.

|                | Overall Acc. | Target Acc. | Other Acc. |
|----------------|--------------|-------------|------------|
| Training       |              |             |            |
| LoMar          | 0.830        | 0.733       | 0.854      |
| FG             | 0.799        | 0.679       | 0.829      |
| Krum           | 0.834        | 0.686       | 0.870      |
| FG + Krum      | 0.862        | 0.705       | 0.846      |
| No defense     | 0.834        | 0.653       | 0.880      |
| Testing        |              |             |            |
| LoMar          | 0.887        | 0.839       | 0.912      |
| FG             | 0.887        | 0.777       | 0.891      |
| Krum           | 0.804        | 0.780       | 0.891      |
| FG + Krum      | 0.884        | 0.831       | 0.898      |
| No defense     | 0.872        | 0.789       | 0.893      |

accuracy on both target labels and other non-target labels.

4.2.5 Evaluation on SqueezeNet for VGGFace2 Dataset

We evaluate the defense performance based on the training and testing classification matrix in Table 5. Although LoMar defense is influenced by the attacker with $3.3\%$ target label training accuracy and $83.9\%$ of the testing classification. It also has the best accuracy among these defenses. Moreover, it still has the best overall accuracy both on training and testing as $83.0\%$ and $89.7\%$, and the best training accuracy for other labels $85.4\%$. We could notice that comparing to FG+Krum method, LoMar obtains a higher target accuracy and other label accuracy but lower overall accuracy. We consider this might be because the performance of the source label is enhanced from the byzantine tolerance strategy, which is also supported by the results in Krum.

Other defenses do not perform efficiently on the target label either training or testing side, i.e., the accuracy of all defenses is lower than $70\%$ and $80\%$. For Krum, we find that the performance is only $3\%$ better than with no defense and we consider this method has almost zero ability on dealing with the attackers in this experiment. For FG, it has a weak overall training accuracy $79.9\%$ and other clean labels $82.9\%$. This indicates that FG has limited defense performance on addressing attackers at a DNN FL model. In conclusion, the results in DNN models support that LoMar defense algorithm has the ability to detect attacks and outperforms other methods.

4.2.6 Impact of Different $\lambda$ and $\tau$ on VGGFace2

The results of impact with different $\tau$ on VGGFace2 dataset in Fig. 6a and 6b show that the performance of compared defense methods does not have a significant reduce if more malicious clients are injected into the dataset. It might come from the reason that defense performance of compared
defense methods cannot remove the impact of attacker completely even from the lowest ratio $\tau$, and attack objectives reach the upper bound as a low malicious update ratio. Fig. 6c and 6d show that when imbalanced ratio $\lambda$ increases from 0.1 to 0.7, the performance does not have obvious decreasing. When $\lambda$ increases to 0.7, we can see existing defense methods reduce sharply, but LoMar also keeps the reduction degree and sufficiently protects the system.

4.3 Malicious Alarm Evaluation

In this part, we further investigate the reasons that lead to the different experimental results between our proposed LoMar and compared approaches under FL attacks. Specifically, we study the false alarms in the defense approaches, which could be both the false malicious and the false clean determinations. In this paper, we use ROC analysis to study this phenomenon, which is a state-of-art statistical model evaluation tool.

4.3.1 ROC Curve Metrics

For presentation, we first introduce several important parameters in the ROC analysis. Generally, there are two benchmarks to illustrate the performance of a learned classifier in ML, sensitivity and specificity. In this work, we denote the number of true clean updates as $N$ and the number of malicious updates as $M$. Based on $N$ and $M$, we add four corresponding variables to introduce the definition of remote updates under the compared defense approaches. Specifically, $N_f$ is the number of updates that are falsely determined as clean while $N_t$ is the number of correctly determined clean updates. Meanwhile, $M_f$ represents the number of successfully detected malicious and $M_t$ denotes the number of false alarms. Obviously, we could notice that $N = N_t + M_f$ and $M = N_f + M_t$. As such, the ROC analysis considers the sensitivity as the rate of correctly determined clean updates $N_t/M$ and the specificity as the rate of correctly determined malicious $M_t/M$. In this condition, we could obtain the ROC curve, which is a plot of the sensitivity on the $y$ axis and the values of 1−specificity on the $x$ axis. Note that the worst results for a defender classifier in the ROC curve reflect into a 45° diagonal line from (0, 0) to (1, 1), which indicates that malicious updates are detected by random chance. And the better the classifier is, the area of ROC curve is bigger.

4.3.2 ROC Analysis

Fig. 7 shows the ROC curves of compared defense methods on datasets mentioned in this paper. Note that due to the mechanism of Median which obtains the joint model from sorting each parameter of the updates and selecting median value as the contribution to the joint model, this method leads to a large number of false detecting and we only discuss LoMar, FG, Krum and FG+Krum defense methods.

Firstly, we can notice that Krum has the worst results on each ROC curve. In Fig. 7a, the Krum defense classifier is close to a 45° diagonal line from (0, 0) to (1, 1) which means that the efficiency of Krum almost approaches a random chance. Secondly, the FG method has the best ROC curve on Amazon dataset in Fig. 7c and the FG combined with Krum method has the best performance on KDD dataset in Fig. 7b as the curves are nearly a square area. However, the results of these two defense methods on MNIST and VGGFace2 datasets are not ideal as the areas are far smaller.
than the results from our LoMar defense method. Especially, our LoMar defense has the best ROC curve on MNIST and VGGFace2 dataset and the second performance on KDD and Amazon dataset. Furthermore, the obtained results show that our proposed LoMar has the best overall average ROC curve area on all four datasets, and we believe that the results on ROC are related to defense performance results in Sec. 4.2. The correlation between ROC curves and the FL model performance supports our intuition that compared to existing defense methods, LoMar can develop a successful malicious removing strategy, which provides less number of both the false malicious and the false cleans in the learning process of the FL system.

5 RELATED WORKS

5.1 Poisoning Attacks

Poisoning attacks in ML. Poisoning is the most widespread type of attacks in the history of the learning field [35–38]. In general, poisoning attacks reduce the learning model accuracy by manipulating the learning training process to change the decision boundary of the machine learning system. Depending on the goal of poisoning attacks, we classify those attacks into two categories: targeted poisoning attacks [39–41] and non-targeted poisoning attacks [33]. Non-targeted poisoning attacks are designed to reduce the prediction confidence and mislead the output of the ML system into a class different from the original one [45]. In targeted poisoning attacks, the ML system is forced to output a particular target class designed by the attacker [46]. Compared to non-targeted poisoning attacks, targeted poisoning attacks are more difficult to be found by learning defense systems because targeted poisoning attacks can affect the ML system on the targeted class without changing the output of other classes.

Poisoning attacks against FL. Recent studies [4–6, 8–10, 17, 47] on data poisoning attacks explore the privacy and system risks of a decentralized machine learning system. Basically, targeted poisoning data attacks could manipulate the training dataset in FL system in two ways: label vector manipulation [4] and input matrix manipulation [4]. In label vector manipulation, the attackers can directly modify the labels of the training data into a targeted class, e.g., Label flipping attack [7], where some labels of training data (known as the “target” classes of the attacker) are flipped into another class to reduce the recognition performance of the target classes. Meanwhile, the attackers can also train a generative model for producing poisoning data [48]. On the other hand, the features of training data could be manipulated to achieve the goal of targeted data poisoning attack by input matrix manipulation [5, 9].

5.2 Defense Against Poisoning Attack

Defense against for centralized machine learning. Existing defenses against data poisoning attack are mainly designed on centralized machine learning system. One kind of defenses [15, 49–52] detects the poisoning data based on a negative impact of the learning model. [15] proposed to Reject on Negative Impact, which can perform the impact of each training data and discards the training data which has a large negative impact. The other one is to change the worst-case loss from a given attack strategy [53–55].

Defense against poisoning attack at FL. One category of existing defense approaches on FL aims to separate the malicious and clean remote clients, e.g., Auror [18]. However, Auror uses the trusted training data to determine a threshold between malicious and non-malicious features, which is not realistic in FL settings. Another type of method is developed based on Byzantine-tolerant learning theory [8, 11, 13, 16, 56]. For instance, Zeno defense algorithm in [57] removes several largest descents in each local training iteration and combine the rest of the updates to be the joint model. However, the measurement is based on Euclidean distance, which cannot determine the true largest descents due to the dimension reduction. Trim Mean [12] method achieves the goal by finding a subset of training dataset to minimize the loss function.

5.3 Density based Anomaly Detection

The density based anomaly detection is widely used in data outlier detection [24, 59, 59]. Several improvements of the basic density based model have been proposed, for example, a connectivity anomaly detection [60], or based on a reverse nearest neighborhoods adding to the nearest neighborhoods and thinking about the relationship between different values as a measurement of anomaly [61]. In [62], they proposed FIND, a density based detection to detect nodes with data faults that do not need to assume the sensing model nor the event injections cost. [63] uses density estimation to detect the outlier data in large data streams in online applications.

6 Conclusion

In this paper, we propose a new two-phase defense algorithm called LoMar to address the poisoning attacks against FL systems. In Phase I, LoMar define a kernel density based estimator to indicate the degree of the maliciousness for each update compared to the reference set, which is collected by its $k$-nearest neighborhoods. In Phase II, LoMar design an asymptotic threshold to provide a binary determination of the poisoned updates. Specifically, the provided threshold also protects the clean updates of the FL system from being regraded as malicious by the defender. Our empirical results on four real world datasets with the comparison against four existing defense methods demonstrate that LoMar can address both data and model poisoning attacks against FL.

APPENDIX A

EVALUATION OF LOMAR UNDER MODEL POISONING ATTACK

In this part, we evaluate the defense performance of LoMar against model poisoning attacks. Different from traditional data poisoning attacks whose poisons are some manipulated data samples, model poisoning in FL directly sends back a malicious model to the aggregator. Usually, model poisoning attacks establish a stealth metric to bypass a plausible aberrant model detection strategy implemented by the server, which makes it more difficult to be detected, especially for Byzantine-resilient learning strategies.
A.1 Model Poisoning Setup

Followed by the baseline in [5], we setup the model poisoning attack on both MNIST and VGGFace2 datasets. Specifically, [5] generates the malicious update \( \hat{u}_m \) under a \( l_p \)-norm distance metric and an explicit boosting factor \( \phi \) as \( \hat{u}_m = \phi u_m \). In this work, we set \( p = 2 \) and \( \phi = 10 \) for the experimental setup. Similar to the settings in label-flipping attacks, we choose \( 7 \) as the target digit and \( 1 \) as the source digit for MNIST and class “2” to be target from the source class “9” in VGGFace2.

A.2 Results Analysis

Like Sec. 4.2.2 and 4.2.3, we analysis the performance of LoMar with the compared existing defenses under two scenarios: different malicious ratio \( \tau \) with a fixed \( \lambda \) and different imbalanced ratio \( \lambda \) with a fixed \( \tau \). Specifically, the overall and testing accuracy are considered to be the evaluation metric. Results in Fig. 8 show that our proposed LoMar outperforms the compared defense approaches against model poisoning attacks. We could notice that as the value of \( \tau \) increases, the performance of all defense approaches decrease rapidly. For instance, the target label testing accuracy of FG+Krum method reduces from 83.5% to 21.4%. Though LoMar also decreases, the speed of decline is obviously slower than others, e.g., for MNIST with \( \tau = 0.4 \), it achieves 77.2% for overall accuracy and 63.3% for the target label.

Additionally, we analysis the performance of compared defense approaches with different major class training sample ratio under the imbalanced data distribution scenario, where the results are shown in Fig. 9. We could notice that under different \( \lambda \) values, each defense method has different performance. For example, Krum cannot determine the true label for the target label both on MNIST and VGGFace2. Generally, whenever the value of \( \lambda \) is, LoMar outperforms other methods, especially when \( \lambda = 0.9 \), LoMar reaches 30% percent better than FG+Krum defense.

APPENDIX B

EXPLANATION OF DEFINITION 1

Proof. The \( i \)-th remote update \( u_i \) comes from the local training process on the private dataset \( D_i \), which could be denoted as a set of training sample pairs \( D_i = \{x_i, y_i\} \) where \( x_i \) is the training dataset input vector and \( y_i \) is the output result. Additionally, we can describe the relationship between predicting output vector from the learning classifier (donated as \( \hat{y}_i \)) and the input matrix \( x_i \) as

\[
\hat{y}_i = \text{softmax}(u_i^T \times x_i + b),
\]

where \( b \) is the bias of learning model. As the learning update \( u_i \) is high correlated to the training data distribution, (which is also assumed in [18]), we assume that \( u_i \) follows a similar distribution with \( x \). Then the result probability of \( y \) at a certain output label \( r \in [1, 2, \ldots, R] \) can be written as

\[
P(y_r) = P(y_r | U), \quad \text{where } U = \{u_i, u_2, \ldots, u_{N+M}\}.
\]

However, in our defender, the distribution of \( u_i \) is not known to the defender and we could estimate the probability distribution of \( y \) according to each label. Specially, assuming that the contribution from the parameters in \( u_i \) are independent for each output label as

\[
P(u_i, u_{i}^\prime | y_i) = P(u_i | y_i)P(u_{i}^\prime | y_i)
\]
when \( r \neq r' \), then we can estimate the density distribution of \( u_i \) from the distribution of \( y \) as

\[
P(u_i) = \mathbb{P}(u_i^1, u_i^2, \ldots, u_i^R | y_r)\mathbb{P}(y_r) = \prod_{r=1}^{R} \mathbb{P}(u_i^r | y_r) = \prod_{r=1}^{R} \mathbb{P}(u_i^r | y_r)\mathbb{P}(y)
\]

Then the value of \( F(i)^r \) for \( r \)-th label can be written as

\[
F(i)^r = \sum_{k=1}^{K} \frac{q(u_i^r)}{kq(u_i^r)} = \sum_{k=1}^{K} \frac{q(u_i^r)}{kq(u_i^r)}\mathbb{P}(y) = \prod_{r=1}^{R} F(i)^r.
\]

Taking this equation into the definition of \( F(i) \) as

\[
F(i) = \sum_{r=1}^{K} \frac{\tilde{q}(u_j)}{k\tilde{q}(u_j)} = \sum_{r=1}^{K} \frac{\tilde{q}(u_j)}{k\tilde{q}(u_j)}\mathbb{P}(y) = \prod_{r=1}^{R} F(i)^r.
\]

Proof done.

**APPENDIX C**

**PROOF OF THEOREM 1**

**Proof.** The density estimation at \( i \)th update \( u_i \) is

\[
q(u_i) = \frac{1}{1 + k} \sum_{j=1}^{k} \frac{1}{(2\pi)^{r/2}h^r} \exp \left( -\frac{|u_i - u_j|^2}{2h^2} \right)
\]

and similar in [24], the average local density estimation in the neighborhood of \( u_i \) could be defined as

\[
\tilde{q}(u_i) = \frac{1}{(k+1)} \sum_{j=1}^{k} q(u_j)
\]

Assuming that \( u_{i,j} \) is uniformly distributed in a \( o \) dimension ball \( B_\beta \), where \( \beta \) is the radius of the ball (i.e., the distance between \( k \)th nearest neighborhood and \( u_i \)), we can calculate the expectation of \( q(u_i) \) and \( \tilde{q}(u_i) \) from Theorem 2

\[
\mathbb{E}(\tilde{q}(u_i)) = \mathbb{E}(q(u_i)) = \frac{1}{V} = \frac{2\pi^{(r-1)/2}3^{r-1}}{\Gamma((r-1)/2 + 1)}
\]

where \( V \) is the volume of \( B_\beta \). The rest of proof is followed by the McDiarmid’s Inequality [64] which gives the upper bound of the probability that a function of \( g(u_{i,1}, \ldots, u_{i,j}, \ldots, u_{i,k}) \) deviates with the expectation. Let \( g: \mathbb{R}^r \rightarrow \mathbb{R}, \forall j, \forall u_{i,1}, u_{i,k}, u_{i,j} \in \mathbb{U}_i \),

\[
|g(u_{i,1, \ldots, u_{i,j}, \ldots, u_{i,k}}) - g(u_{i,1, \ldots, u_{i,j}^r, \ldots, u_{i,k}})| \leq \xi_{i,j}
\]

For all \( \gamma > 0 \),

\[
\mathbb{P}(g - \mathbb{E}(g) \geq \gamma) \leq \exp \left( \frac{-2\gamma^2}{\sum_{j=1}^{k} \xi_{i,j}^2} \right)
\]

For \( g_1 = q(u_i) \),

\[
|g_1(u_{i,1, \ldots, u_{i,j}, \ldots, u_{i,k}}) - g_1(u_{i,1, \ldots, u_{i,j}^r, \ldots, u_{i,k}})| = \frac{K(u_{i,j}/h) - K(u_{i,j}^r/h)}{h^r} \leq \frac{1 - \exp(-\beta^2/2h)}{(2\pi)^{r/2}h^r} (k + 1) = \xi_1
\]

For \( g_2 = \tilde{q}(u_i) \),

\[
|g_2(u_{i,1, \ldots, u_{i,j}, \ldots, u_{i,k}}) - g_2(u_{i,1, \ldots, u_{i,j}^r, \ldots, u_{i,k}})| = \frac{K(u_{i,j}/h) - K(u_{i,j}^r/h)}{h^r} \leq \frac{1 - \exp(-\beta^2/2h)}{(2\pi)^{r/2}h^r} (k + 1) = \xi_2
\]

\[\text{Fig. 10: Testing accuracy of target and overall labels with different } \epsilon \text{ thresholds.}\]

In this part, we study the defense performance of the proposed LoMAR algorithm with different \( \epsilon \) values. Specifically, we setup the 1 - 7 label-flipping attack on MNIST with 100 malicious clients and 1000 clean clients, the other parameters are defined as the following: \( \lambda = 0, \tau = 0.1 \). From the results in Fig. 10, we could notice that when \( \epsilon = 1.0 \), the averaged performance of considered metrics is the best. Specifically, though the target label accuracy increases slightly when \( \epsilon > 1 \), the overall performance decreases. We consider this tradeoff because of the removing of clean remote updates. And when \( \epsilon < 1 \), the defender can not correctly remove the malicious from the FL system that leads a performance drop on target label accuracy.
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