Numerical simulation of transport in porous media: some problems from micro to macro scale
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Summary. This paper deals with simulation of flow and transport in porous media such as transport of groundwater contaminants. We first discuss how macro scale equations are derived and which terms have to be closed by models. The transport of tracers is strongly influenced by pore scale velocity structure and large scale inhomogeneities in the permeability field. The velocity structure on the pore scale is investigated by direct numerical simulations of the 3D velocity field in a random sphere pack. The velocity probability density functions are strongly skewed, including some negative velocities. The large probability for very small velocities might be the reason for non-Fickian dispersion in the initial phase of contaminant transport. We present a method to determine large scale distributions of the permeability field from point-wise velocity measurements. The adjoint-based optimisation algorithm delivers fully satisfying agreement between input and estimated permeability fields. Finally numerical methods for convection dominated tracer transports are investigated from a theoretical point of view. It is shown that high order Finite Element Methods can reduce or even eliminate non-physical oscillations in the solution without introducing additional numerical diffusivity.
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1 Introduction

For a correct description of reactive flow in porous media, the transport of the reactive species needs to be described correctly. As reaction takes place only in contact zones of the species involved, effective reaction rates are dependent on the microscopic concentration fields which can be strongly heterogeneous. The main problem in predicting concentration fields during tracer transport
in a natural porous medium, such as soil, arises from the large range of scales involved. They span from the pore (micro) scale to the field (macro) scale, thus reaching from the range of or smaller than a µm to the km range. Thus different techniques are used to simulate tracer transport on different scales.

Transport in porous media is governed by three processes, the advective transport by the macroscopic flow field, the molecular diffusion and the mechanical dispersion due to the randomness of the individual streamlines through the pore space. Modelling dispersion on the macro scale has often been done by assuming an effective diffusivity for the tracer ([1, 2]). The resulting advection-diffusion equation can be solved by standard discretisation methods (e.g. FE, FV and FD) or by stochastic (random walk) methods ([3, 4]). Classical (FE, FV and FD) methods lack stability in advection dominated problems of tracer transport in porous media. Due to sharp gradients and front evolving in the solution, classical non-diffusive tend to produce non-physical oscillations. A way to get rid those oscillations is the introduction of numerical diffusion by upwinding. Another way is to stabilise the FE method by a variational multi-scale formulation [5, 6].

Modelling the mechanical dispersion by an effective diffusivity needs to regard two aspects, the non-Fickian regime in the initial phase and the dependence of the effective diffusivity on the randomness and structure of the porous matrix (e.g. soil). Special methods have been proposed to model non-Fickian dispersion in the initial phase by [3, 7, 8]. Such methods require knowledge of multi-point/multi-time statistics of the tracer and are therefore difficult to handle. On the other hand, the formulation of effective diffusion coefficients in the Fickian regime also requires knowledge on the randomness of the porous matrix. Preferential paths strongly amplify mechanical dispersion because in relatively slow regions, tracers can stay for a long time. Many studies therefore deal with the description of the permeability fields and their impact on tracer transport (e.g. [3]). In many cases, the parameters are subject to large uncertainties and can, if at all, only be described stochastically.

Recently, interest has grown in methods relying on velocity probability density functions (PDF). Meyer et al. have proposed a joint velocity-concentration PDF equation which accounts for advective transport and pore-scale dispersion in porous media and is solved by a particle method which is able to deal with non-Gaussian distributions of the velocity field ([9, 10]). Jenny et al. introduce a new PDF method for obtaining information about tracer and phase transport by assuming that the multi-point velocity statistics is known ([11]). Nowak el al. show the dependence of hydraulic heads and velocities on the variance of log-conductivity using Monte Carlo simulations. They offer insight into the credibility of first-order second moment methods for evaluating moments of hydraulic heads. They observe a large deviation of the discharge components from Gaussian distribution and suggest using more accurate methods such as Monte Carlo if no assumptions on the shape of distributions are justified ([12]). Deurer et al. [13] measured velocity PDFs in sphere packs by magnetic resonance imaging in various sample volumes.
to investigate longitudinal and transverse dispersion. They observed a strong dependence of the PDFs from sample volume.

In a research initiative on reactive flows in porous media, three different directions have been followed to improve prediction of concentration fields during the simulation of species transport through a porous medium. Our contributions are in the following fields: (i) proper resolution of the gradients of tracers without numerical diffusion on the macro scale (sec. 5) (ii) description of subfilter fluctuations on micro-scale (sec. 3) description of subfilter fluctuations on macro scale (sec. 4).

The paper is organised as follows. In the next section, the equations describing flow in porous media, both on micro- as on macro-scale are discussed. After that, examples are presented that attack some of the problems in solving these equations by numerical methods. First, pore scale simulations using full solution of the Navier-Stokes equations are presented. Then, a method for parameter identification of an inhomogeneous permeability field is presented. Finally, a high order numerical method for transport on the macro-scale (Darcy-scale) is presented and discussed.

2 Description of flow in porous media from micro to macro scale

In this section some basic quantities on flow in porous media are defined. We start from a definition of the flow quantities on micro- and macro-scale as well as a discussion of the relevant equations of flow and tracer transport. The macro-scale equations are obtained by consequent homogenisation of the micro-scale equations over a representative elementary volume (REV). From this homogenisation, unclosed terms arise that have to be modelled adequately. Some problems of modelling and numerical solution of the respective equations are discussed.

We are considering incompressible flow of a Newtonian fluid and tracer transport through a porous medium. On the micro-scale, i.e. on volumes as large as the individual pores, the flow is governed by the Navier-Stokes equations, the conservation of mass

$$\nabla \cdot \mathbf{u} = 0$$

(1)

and the conservation of momentum

$$\rho \partial_t \mathbf{u} + \rho \mathbf{u} \cdot \nabla \mathbf{u} = -\nabla p + \mu \nabla^2 \mathbf{u}$$

(2)

Here, \( \mathbf{u} \), \( p \), \( \rho \) and \( \mu \) denote the velocity, pressure, density and dynamic viscosity, respectively. The transport of a tracer in the pore space is described by the convection diffusion equation for the concentration \( c \) of the tracer

$$\partial_t c + \mathbf{u} \cdot \nabla c = \Gamma \nabla^2 c.$$  

(3)
Here, $\Gamma$ is the molecular diffusivity.

The formalism of volume averaging \[14\] establishes a rigorous way of deriving macroscopic equations from the microscopic ones. If the total control volume, including fluid and solid phase, is denoted by $V$, then a superficial average of a quantity $\psi$ can be defined the following way

$$\langle \psi \rangle = \frac{1}{V} \int_V \psi dx .$$

(4)

The porosity $\epsilon = V_p/V$ is defined to be the ratio of fluid filled volume (pore space $V_p$) divided by the total volume $V$. By volume-averaging the momentum equation \[2\] the well-known Darcy equation can be obtained

$$\langle \mathbf{u} \rangle = -K \nabla \langle p \rangle ,$$

(5)

in which $K$ denotes the permeability tensor. However, when applying the averaging procedure on a larger scale, the definition of an effective permeability tensor poses problems as it is not a mere averaging of the permeability tensor at smaller scales. This can be seen by integrating equation \[5\] over a larger volume which gives

$$\langle \langle \mathbf{u} \rangle \rangle = -\langle K \nabla \langle p \rangle \rangle \neq -\langle K \rangle \nabla \langle p \rangle .$$

(6)

In measurements, often only large scale permeabilities are accessible, treated as effective permeabilities $K_{\text{eff}}$. If small scale variability of the permeability was accessible, the effective permeability can be obtained by up-scaling methods \[15\]

$$-\langle K \nabla \langle p \rangle \rangle = -K_{\text{eff}} \nabla \langle p \rangle .$$

(7)

The dispersion on a macro-scale is dependent on the distribution of the permeabilities on the scale of an REV as this determines whether e.g. preferential flow paths can establish.

When homogenising the convection diffusion equation \[3\], a similar problem arises. Averaging over an REV gives

$$\partial_t \langle \mathbf{c} \rangle + \langle \mathbf{u} \cdot \nabla \mathbf{c} \rangle = \Gamma \langle \nabla^2 \mathbf{c} \rangle .$$

(8)

In here, we have to realise that the second term on the left hand side causes problems, as $\langle \mathbf{u} \cdot \nabla \mathbf{c} \rangle \neq \langle \mathbf{u} \rangle \cdot \nabla \langle \mathbf{c} \rangle$. The underlying phenomenon is called dispersion. In most cases, it can be modelled by an additional diffusion using an effective dispersion coefficient \[1\]

$$\langle \mathbf{u} \cdot \nabla \mathbf{c} \rangle = \langle \mathbf{u} \rangle \cdot \nabla \langle \mathbf{c} \rangle + \Gamma_{\text{disp}} \nabla^2 \langle \mathbf{c} \rangle .$$

(9)

An effective dispersion is a good and valuable approach for late phases of tracer transport which are characterised by Gaussian tracer plumes \[3\]. Using $\Gamma_{\text{eff}} = \Gamma + \Gamma_{\text{disp}}$, equation \[9\] is then formulated as

$$\partial_t \langle \mathbf{c} \rangle + \langle \mathbf{u} \rangle \cdot \nabla \langle \mathbf{c} \rangle = \Gamma_{\text{eff}} \nabla^2 \langle \mathbf{c} \rangle .$$

(10)
These late stages are characterised by Fickian dispersion \[3\]. For early phases, strongly non-Gaussian tracer plumes and break-through curves are observed. These stages are characterised by non-Fickian dispersion and need special methods for description.

When flow and transport problems on a macro-scale are addressed the corresponding macroscopic parameters have to be modelled adequately, namely the effective permeability \(K_{\text{eff}}\) and the effective dispersion coefficient \(\Gamma_{\text{eff}}\). Both can not be directly determined from basic principles. Either empirical correlations, experiments or numerical simulations on the micro-scale have to be used to estimate those macro-scale parameters.

In the following, we present some numerical efforts to improve our understanding of macro-scale parameters and processes. The first one addresses the description of dispersion by knowledge of the micro-scale velocity field, the second one deals with the estimation of the effective permeability distributions by macro-scale measurements and the third effort deals with the solution of the convection diffusion equation in convection dominated transport.

3 Pore scale simulations of the flow through a random sphere pack.

The variability of flow paths and velocities in porous media results in a dispersion of a tracer during its transport through a porous medium. Understanding the variability in the flow field is the key to understand and model dispersion in a rigorous way. The late phases of dispersion can be modelled by Fickian diffusion with an effective dispersion coefficient, see equation (10). Early phases, i.e. non-Fickian transport, need special attention as equation (10) cannot represent non-Fickian behaviour which is often characterised by strongly skew break-through curves. In the following we present an attempt to understand flow variability in the pore space of a random sphere pack by describing the velocity distribution within the pore space.

We investigate the flow field on the pore scale of regular and random sphere packs by direct numerical simulation. The full Navier-Stokes equations (1) and (2) for an incompressible, Newtonian fluid are solved by a Finite Volume method on a Cartesian grid \[16\]. The irregular pore space is represented by an Immersed Boundary Method (IBM) to interpolate the no-slip boundary condition on the spheres to the Cartesian mesh \[17\] \[18\]. The spheres are represented by a triangular surface grid of triangle size smaller than the grid spacing of the Cartesian grid. The time advancement is done by a low-storage third order Runge-Kutta method \[19\]. This basic solver is well validated in various flow configurations including laminar and turbulent flows (e.g. \[20\] \[21\] \[17\]). It has been shown that for viscous flow problems a second order convergence with grid refinement is achieved \[17\] \[18\]. The sphere pack is generated by a special algorithm that distributes the spheres randomly in space. To achieve a periodic placement of the spheres, we first arranged the
spheres on the faces of the domain. The inner part of the domain is then packed with as many spheres as possible. This method unfortunately results in a rather more porous area between the faces of the domain and the inner region that has to be taken into account in the post-processing.

We apply periodic boundary conditions in all three space dimensions. The flow is driven by a constant pressure gradient that is applied as a source term in the momentum equation. The simulation is advanced from rest until convergence has been reached. As the Reynolds numbers are extremely small, the time to reach convergence is mainly determined by the diffusion time scale within the pore space.

**Grid study**

We checked the accuracy of the method by a convergence study of the flow through a regular sphere pack. In order to obtain the porous geometry we placed 23 spheres in a hexagonal packing arrangement and took out the smallest sized box that would fit into this arrangement and would be periodic in all three directions as our domain. We simulated low Reynolds number flow through this domain which was of size \((L_x, L_y, L_z) = (4, 2\sqrt{3}, 2\sqrt{3})\) mm. The flow was driven by a pressure gradient of 0.002 Pa/m in the \(x\)-direction. The Reynolds number of this setup was in the order of \(Re = U_i D / \nu = 1 \times 10^{-5}\).

Here, \(D\) is a characteristic length scale such as pore size or sphere diameter, and \(\nu\) is the kinematic viscosity. \(U_i\) is the intrinsic velocity, which is defined as the mean pore velocity in the porous domain

\[
U_i = \frac{1}{V_p} \int_{V_p} u(x) \, dv, \tag{11}
\]

with \(V_p\) being the volume of the pore space. The intrinsic velocity is related to the superficial or Darcy velocity \(\langle u \rangle\) by \(U_i = \langle u \rangle / \epsilon\), where \(\epsilon\) is the porosity.

We investigated the number of cells needed per sphere diameter for the bulk velocity to converge. Figure 1(a) shows the intrinsic velocity versus the number of grid cells per diameter of the grains and Figure 1(b) shows the logarithm of the error \((\epsilon)\) in the computed intrinsic velocity as a function of the logarithm of grid cells per diameter, taking the intrinsic velocity calculated using 70 grid cells per diameter as reference,

\[
\epsilon = \frac{U_i - U_{i,\text{ref}}}{U_{i,\text{ref}}}. \tag{12}
\]

The intrinsic velocity converges monotonically with more than 35 cells per diameter and the error is limited to less than 5%. There is no constant convergence rate due to the IBM method. However, on average, the convergence rate is at least of second order (Figure 1(b)).

We inspect as well the probability density function (PDF) of the local velocity in pore space at different grid resolutions (Figure 2). With more than 30 grid cells per diameter, the PDFs show only little variation. We concluded that
with 40 grid cells per sphere diameter it will be possible to get a sufficiently accurate velocity field and chose such a mesh for the simulations presented in this work.

*Flow through a random sphere pack.*

We did further validation by comparing our results to the empirical correlations on Carman-Kozeny and Blake-Kozeny, respectively. Those relations make use of dimensional analysis to determine the overall form of the dependence of the permeability from porosity and grain diameter in a sphere pack, equation (13). The factor $\alpha$ in this relation is related to the ratio of the mean length of the passages a flow has to go through and the thickness of the layer that it goes through and is fitted to experimental measurements. Carman-Kozeny is connected to $\alpha = 180$ while Blake-Kozeny is connected to $\alpha = 150$.

$$K = \frac{D^2 \epsilon^3}{\alpha(1 - \epsilon)^2}.$$  \hspace{1cm} (13)

A series of simulations through a random sphere pack with periodic boundary conditions in all three directions was conducted to find the minimum size of the REV. The grid resolution was 40 cells per diameter. The size of the domain increased from 0.8 cm = 4D to 2 cm = 10D. For each domain size, we simulated 15 different realisations of random sphere distributions, such as displayed in Figure 3(a), to obtain a reasonable sample size. By this series, we can check which domain size can be regarded as REV. We found that close to the domain boundaries our porosity was little larger than in the inner domain where it was distributed homogeneously. Therefore, we take only the values from the inner domain for comparison with the Blake-Kozeny relation. This inspection revealed that a domain size of 10D was sufficient to obtain in the inner region permeability values fully consistent with Blake-Kozeny’s relation, see Figure 3(b).

For every domain size we calculated the probability distribution function (PDF) of velocities in the range of $-2.6 \times 10^{-7}$ m/s and $8 \times 10^{-7}$ m/s using 1325 bins of size $8 \times 10^{-10}$ m/s for each realisation, and then averaged the PDF over all 15 realisations. Because of the varying porosity in our domains due to the special sphere packing procedure mentioned before, we first calculated the PDF of velocities of points residing in the ‘inner region’ of the domain only. That is to say, in each direction we omitted the points closer than 1.5 sphere diameters to the edge and then proceeded to calculate the PDF of the velocities as mentioned before. In the next step we calculated these PDFs for the complete domain too. The PDFs of the stream-wise velocity in random sphere packs is plotted in Figure 4(a) for the inner domain and 4(b) for the total domain. These plots demonstrate the convergence of the PDF with domain size. Here, the curves for the inner domain converge faster than the ones for the total domain which can be explained by the inhomogeneous porosity...
distribution close to the boundaries. The velocity in these plots is normalised by the intrinsic velocity $U_i$ which is the average velocity in the pore space. The distribution is highly skew. Maximum velocities of four times the averaged one can be observed, however with very small likelihood.

Comparing our PDFs with those measured by magnetic resonance imaging [13], we observe large differences. Those were measured on various sample volumes, the smallest being in the range of sphere diameter. They represent velocities filtered on that scale. The maxima are at the order of magnitude of the pore velocity. Our PDFs have been evaluated at a sample size comparable to the grid spacing of the simulation which is much smaller than the sphere diameter. They can be regarded as unfiltered velocities and their maximum probability lies at values much smaller than the average pore velocity.

A striking feature of the PDFs are the negative velocities. Such negative velocities would not be expected in PDFs of the superficial velocities. They can be explained by the irregularity of the random sphere pack. This irregularity
Fig. 3. (a) Random sphere pack: one realisation; (b) Comparison of computed permeabilities in the inner domain of random sphere pack domains of different sizes with the Blake-Kozeny and Carman-Kozeny relations.

Fig. 4. Velocity PDF in a random sphere pack at various domain sizes. (a) inner domain only; (b) total domain.

forces stagnation points at the front and back faces of the sphere to be off-centre. As a consequence, streamlines that travel to and from the stagnation points along the surfaces of the spheres have to point in negative x-direction in some regions and therefore generate negative stream-wise velocities. We conclude that those negative velocities can not be associated with flow separation in the traditional sense. Furthermore, we conclude that these negative velocities are not able to transport mass upstream over a long distance. However, they might increase the time a tracer needs to travel downstream and thus contribute to long tails of break-through curves.
4 Parameter identification of an inhomogeneous permeability field.

In this section we focus on modeling flows in porous media on the macro-scale by the Darcy equation \( (5) \). One key problem is to determine the averaged material properties, here in particular the permeability tensors of the considered medium. Our approach is to determine them based on reference flow measurements taken from either experiments or direct numerical simulation resolving the micro-scale behaviour of the media. Then the permeability tensors are chosen such that the resulting flow given by the Darcy equation for the experiment configuration matches the measurements optimally in a least-squares sense. Previous work on parameter estimation in similar settings includes \([22]\), \([23]\) and \([24]\).

We outline an adjoint-based optimisation algorithm that performs the parameter fit for a suitable discretisation of the Darcy model. Special emphasis is on a discretisation for the problem which on the one hand satisfies the necessary stability properties and on the other hand works well in the optimisation context. Tests on some model configurations show the viability of the proposed method.

Our model for describing a fluid moving through a porous domain \( \Omega \subseteq \mathbb{R}^d \) consists of the Darcy equation \( (5) \) together with a volume integrated version of the mass balance equation \( (1) \). After rearranging the Darcy equation, it reads

\[
K_{\text{eff}}^{-1} \langle u \rangle + \nabla \langle p \rangle = 0, \quad (14a)
\]
\[
\nabla \cdot \langle u \rangle = f_p. \quad (14b)
\]

The right hand side term \( f_p \) is used to model sources and sinks within the domain. By the position-dependent permeability tensor \( K_{\text{eff}} : \Omega \to \mathbb{R}^{d\times d} \) we describe the effective permeability of the media at any given point in the domain. We use a tensor instead of a scalar quantity since not only isotropic but also anisotropic materials should be modelled. According to \([25]\), the tensor \( K_{\text{eff}} \) is symmetric positive definite at any given point in \( \Omega \). For our test configurations we assume homogeneous Neumann boundary conditions and the condition \( \int_{\Omega} f_p \, dx = 0 \) which ensures existence and uniqueness of solutions for suitably chosen spaces for velocity, pressure and the permeability tensor.

Due to the saddle point structure of \( (14) \), a finite element approximation has to be inf-sup stable. Since in the optimal control context we have to deal not only with the finite element spaces for the state variables but also with the corresponding dual spaces, using different Ansatz spaces for pressure and velocity would add considerable complexity. Therefore we want to use the same discrete spaces for both, pressure and velocity. Hence the inf-sup condition has to be enforced by a suitable stabilisation. Here we use the local projection stabilisation (LPS) approach (see \([26]\)) since compared to most other methods the resulting stabilisation terms are symmetric. Therefore the
two approaches “discretise-then-optimise” and “optimise-then-discretise” lead to the same set of discrete equations. In addition the systematic a posteriori error estimation approach developed in [27] can be applied immediately. For a detailed discussion of LPS stabilisation for optimal control, see [28]. A LPS stabilised discretisation of the Darcy-Brinkman has been analysed in [26]. Their results include the Darcy equation with homogeneous isotropic media as a special case and can be extended in a straightforward fashion towards non-homogeneous anisotropic media. We use bi-linear rectangular finite elements on a conforming grid which possesses a patch structure, that is, the grid can be obtained by uniform refinement of a coarser grid $M_h$. Then the stabilised discretisation of (14) reads in weak form: find the discrete velocity and pressure $(\langle u \rangle_h, \langle p \rangle_h)$ which satisfy

$$\int_\Omega \{ K^{-1}_{\text{eff}}(u)_h \varphi_v - \langle p \rangle_h \nabla \cdot \varphi_v + \varphi_p \nabla \cdot (u)_h \} \, dx$$

$$+ \sum_{M \in M_h} \int_M \left\{ h^2 (\kappa_M(\nabla (u)_h)\kappa_M(\nabla \varphi_v)) + \kappa_M(\nabla \varphi_p) \right\} \, dx$$

$$= \int_\Omega f_p \varphi_p \, dx$$

for all discrete test functions $(\varphi_v, \varphi_p)$. The fluctuation operator $\kappa_M$ is defined locally on each cell $M \in M_h$ of the coarser grid as $\kappa_M = \text{Id} - \Pi_M$ with $\text{Id}$ denoting the identity and $\Pi_M$ the $L^2$ projection onto the space of constant functions on $M$. The diameter of $M$ is denoted by $h_M$. Stability and first order convergence in the $L^2$ norm with respect to the discretisation parameter $h$ are shown in [29].

For the parameter estimation problem we assume that we have a priori information about the distribution of different materials within the domain, furthermore that the domain can be divided into finitely many sharply bounded regions with different materials and that within each region the effective permeability tensor stays constant. In order to avoid enforcing the positive definiteness of the permeability tensor by additional constraints, we parametrise $K^{-1}_{\text{eff}}$ in a suitable way by a finite number of parameters $q_i \in \mathbb{R}$. If we restrict our considerations to materials with diagonal permeability tensor, then a possible parametrisation consists of the $d$ diagonal entries of $K^{-1}_{\text{eff}}$ on each region. To ensure positive definiteness, the vector of parameters $q$ is bounded away from zero by algebraic constraints.

Computing $(u)$ and $(p)$ given $K^{-1}_{\text{eff}}(q)$ is a well-posed problem, however the inverse problem of determining $q$ from given measurements of $(u)$ and $(p)$ can be ill-posed, that is, small variations in the measurement data can lead to big variations in the recovered $q$. Therefore we apply a Tychonoff regularisation with parameter $\alpha \geq 0$ such that the parameter identification problem can be stated as: Minimise

$$J(q, u) = \|Cu - z\|^2 + \frac{\alpha}{2} |q|^2$$

(15)
subject to \( u = (\langle u \rangle, \langle p \rangle) \) solving the Darcy equation \([14]\) for \( K_{\text{eff}}^{-1} := K_{\text{eff}}^{-1}(q) \) and \( q \in Q_{\text{ad}} \subseteq Q = \mathbb{R}^N \) where \( N \) is the number of parameters in the parametrisation of the permeability tensor. The linear operator \( C \) models some measurements done on the computed solution, this could be for example evaluation of the velocity field at certain points within the domain. The value \( z \) represents the corresponding reference data for that measurement obtained from a micro-scale model or from an experiment. Since from a micro-scale simulation in principle we can obtain a complete reference state, it makes sense to chose the identity as observation operator \( C \) in that case. The parameter identification problem can be interpreted as an optimal control problem where the control variable \( q \) should be chosen in such a way that the state variable \( u \) matches a desired state described by the measurements as good as possible. We enforce positive definiteness of the permeability tensor by an appropriate choice of the closed set \( Q_{\text{ad}} \subseteq Q \).

The existence of a solution to the optimal control problem can be shown by standard arguments, see for example the textbook \([30]\). Since the problem is in general non-convex, uniqueness of the solution cannot be guaranteed without further assumptions.

As noted before, for any control \( q \) there is a unique state \( u \) satisfying \([14]\). Therefore we can define the control-to-state mapping

\[
S: q \mapsto u
\]

with \( u = (\langle u \rangle, \langle p \rangle) \) solving the Darcy equation \([14]\) for \( K_{\text{eff}}^{-1} := K_{\text{eff}}^{-1}(q) \). We introduce the reduced cost functional \( j(q) := J(q, S(q)) \) and state the reduced optimisation problem

\[
\min j(q) \quad \text{subject to} \quad q \in Q_{\text{ad}}.
\]

To solve this reduced problem we use a primal-dual-active-set strategy (PDAS) (see, e.g., \([31]\)) to treat the algebraic constraints on \( q \) resulting from the choice of \( Q_{\text{ad}} \). In each step of the PDAS, an unconstrained optimisation problem has to be solved. For that purpose a globalised Newton-CG method is used. Gradient and Hessian information are computed via an adjoint approach, for further details on the algorithm see, e.g. \([32]\) or \([24]\). To ensure fast convergence of the Newton method, exact derivatives that are consistent with the discrete stabilised state equation are essential. Therefore in particular the derivatives of the stabilisation terms with respect to \( q \) have to be taken into account when deriving the auxiliary equations used for Hessian evaluation.

Considering the computational complexity of the outlined algorithm, we note that the number of Newton steps does not depend on the fineness of the discretisation. The inner CG solver takes in the worst case \( \mathcal{O}(N) \) iterations and for each iteration we have to solve two auxiliary PDEs, which each take \( \mathcal{O}(L) \) operations with a multi-grid solver, where \( L \) is the dimension of the finite element space. So in total we expect our algorithm to have the complexity \( \mathcal{O}(N \cdot L) \).
For the numerical tests we consider the Darcy problem on the two-dimensional unit square $\Omega = (0,1)^2$. We subdivide $\Omega$ into 16 equally sized squares $\Omega_i$, $i = 1, \ldots, 16$ and assume that on each square the permeability tensor is constant and can be represented by a diagonal matrix. Therefore we choose the control space $Q = \mathbb{R}^{32}$ and define the parametrisation of the permeability tensor by

$$K_{\text{eff}}^{-1}(q)|_{\Omega_i} = \begin{pmatrix} q_{2i-1} & 0 \\ 0 & q_{2i} \end{pmatrix} \quad \text{for } i = 1, \ldots, 16.$$

For convenience we denote the vector collecting all the entries in the first component of $K_{\text{eff}}^{-1}$ by $q^A \in \mathbb{R}^{16}$ and the one collecting the entries in the second component by $q^B$. The source term is chosen as

$$f_p(x,y) = 2 \cos(\pi x) \cos(\pi y),$$

and the set of admissible controls is defined as

$$Q_{\text{ad}} = \{ q \in \mathbb{R}^{32} \mid q \geq 1 \}.$$

Since the problem is reasonably well conditioned, we can omit the regularisation term by setting $\alpha = 0$. For the discretisation of pressure and velocity, a grid with 4096 cells is used. The measurement data $z$ are generated synthetically by performing a forward simulation with a reference parameter vector $q_{\text{ref}}$. We investigate two choices for the observation operator $C$, first the identity and second an operator modelling 32 point measurements of pressure and velocity within the domain. A visual comparison of the reference permeability tensor and the permeability tensors computed by the parameter identification algorithm can be seen in Figure 5. For both choices of the observation operator $C$, good qualitative agreement between the reference and the computed permeability values is observed. However, for the case $C = \text{Id}$, the estimated parameters are better than for the point-wise measurements since more data enters the computation. These observations are confirmed when looking at the relative errors $\frac{\|q^A - q_{\text{ref}}^A\|_2}{\|q_{\text{ref}}^A\|_2}$ and $\frac{\|q^B - q_{\text{ref}}^B\|_2}{\|q_{\text{ref}}^B\|_2}$ listed in Table 1. A qualitative comparison of the resulting velocity fields to the reference velocity field is shown in Figure 6.

Table 1. Relative errors of the two tensor components for both choices of $C$

| $C = \text{Id}$ | point measurements |
|-----------------|---------------------|
| $\frac{\|q^A - q_{\text{ref}}^A\|_2}{\|q_{\text{ref}}^A\|_2}$ | 0.0655 | 0.181 |
| $\frac{\|q^B - q_{\text{ref}}^B\|_2}{\|q_{\text{ref}}^B\|_2}$ | 0.00565 | 0.0634 |
Fig. 5. Values of $K_{\text{eff}}^{-1}$ over the domain $\Omega$ for $C = \text{Id}$ and for 32 point measurements

Fig. 6. Comparison of exact velocity field and velocity fields resulting from estimated $q$
5 High order Finite Element Method for the advection diffusion equation.

One of the main numerical problems for simulations of tracer transport on the macro-scale are strong gradients within the tracer fields developing in situations were convection dominates over diffusion. Standard Bubnov-Galerkin finite elements are known to deliver oscillating solutions for convection dominated problems for meshes which are not fine enough. It has not yet been proved whether raising the polynomial degree of the shape functions will increase or decrease numerical oscillations. This paper will show that an increase of the polynomial degree \((p\text{-FEM})\) stabilises the numerical oscillations in Bubnov-Galerkin type finite elements naturally without adding any additional stabilisation term.

We will demonstrate the improvement of the numerical accuracy with polynomial order using a one-dimensional stationary convection-diffusion problem \([10]\). Given a constant convection velocity \(u_x\), a steady and constant effective diffusion coefficient \(\Gamma_{\text{eff}}\) and a source term \(f\), the problem is to find \(c : \Omega \rightarrow \mathbb{R}\), such that with Dirichlet boundary conditions

\[
\begin{aligned}
&u_x \frac{dc}{dx} - \Gamma_{\text{eff}} \frac{d^2c}{dx^2} = f & \text{on } & \Omega = \{x|0 < x < 1\} \\
&c = 0 & \text{at } & x = 0 \\
&c = 0 & \text{at } & x = 1
\end{aligned}
\]  

\[(16)\]

We contrast the numerical errors of \(p\text{-FEM} \,[33]\) to the standard \(h\text{-FEM} \,[34]\) in which linear shape functions are used and follow the analysis scheme presented in \([35]\). Herein, the truncation error of a Bubnov-Galerkin discretisation is quantified in order to specify the additional diffusion term used in Petrov-Galerkin methods. For a \(h\text{-FEM}\), this results in a discretised equation which includes the numerical diffusion \(\tilde{\Gamma}_{\text{eff}}\)

\[
u_x \left( \frac{c_{j+1} - c_j}{2h} \right) - (\Gamma_{\text{eff}} + \tilde{\Gamma}_{\text{eff}}) \left( \frac{c_{j+1} - 2c_j + c_{j-1}}{h^2} \right) = 1.
\]

\[(17)\]

The extra term \(\tilde{\Gamma}_{\text{eff}}\) can be interpreted either as the truncation error of the Bubnov-Galerkin method of first order or as an additional diffusivity required to provide nodally exact results. This term is a function of the mesh \(Péclet\) number and reads

\[
\tilde{\Gamma}_{\text{eff}} = \left( \text{coth } Pe - \frac{1}{Pe} \right) \Gamma_{\text{eff}} Pe.
\]

\[(18)\]

The mesh \(Péclet\) number is defined as

\[
Pe = \frac{u_x h}{2\tilde{\Gamma}_{\text{eff}}}.
\]

\[(19)\]

where \(h\) is the mesh or grid size.
The value of $\bar{\Gamma}_{\text{eff}}$ increases with the mesh Péclet number. In fact, equation (18) forms the basic motivation behind using the Petrov-Galerkin method. In many stabilisation approaches, one tries to control the artificial numerical oscillations in convection dominated problems by compensating for the truncation error by means of adding additional diffusivity. However, it will be shown in the next section that the truncation error of the Bubnov-Galerkin method is decreased by a mere increase of the polynomial order of the spatial discretisation.

It is important to mention here that the truncation error study shown in next sections is also performed in more details in [36]. In the paper [36], the stabilization capability of the $p$-FEM for convection-dominated transport problems is explained mathematically by analyzing stiffness matrices. Numerical examples show that using sufficiently high order polynomial degrees for shape functions can eliminate the nodal oscillations in numerical solutions for convection-dominated problems, where the mesh Péclet number is greater than one. This approach will be introduced in following sections again in order to explain, why the high order FEM is suitable for solving convection-dominated problems of tracer transport on the macro-scale.

5.1 Truncation error of the Bubnov-Galerkin discretisation in the $p$-FEM

In this section, the truncation error of $p$-FEM for the same example as presented above is considered, where hierarchic shape functions of second order derived from the set of integrated Legendre polynomials are applied and the polynomial orders up to 5 are investigated. Compared to Lagrange shape functions, hierarchic shape functions are easy to construct since lower order shape functions are subsets of higher order ones. We refer to [34], where the complete hierarchy of spaces is introduced.

In general, the system equation using polynomial degrees higher than 2 can be also condensed analogously as in equation (17), using $\bar{\Gamma}_{\text{eff},p}$ instead of $\bar{\Gamma}_{\text{eff}}$ as all higher modes are purely internal to the element.

Analogously to the previous analysis, one can get the following diffusion using second to fifth order polynomials for shape functions, respectively.

\[
\begin{align*}
\bar{\Gamma}_{\text{eff},2} &= \frac{1}{3} P e^2 \bar{\Gamma}_{\text{eff}} \\
\bar{\Gamma}_{\text{eff},3} &= \frac{5 P e^2 \bar{\Gamma}_{\text{eff}}}{P e^2 + 15} \\
\bar{\Gamma}_{\text{eff},4} &= \frac{\bar{\Gamma}_{\text{eff}} (P e^4 + 35 P e^2)}{10 P e^2 + 105} \\
\bar{\Gamma}_{\text{eff},5} &= \frac{14 P e^2 (4 P e^4 + 90 P e^2)}{4 P e^4 + 420 P e^2 + 3780}
\end{align*}
\] (20)
The truncation error of \( p \)-FEM is defined as

\[
\Delta \Gamma^\text{eff}_p = \bar{\Gamma}^\text{eff} - \bar{\Gamma}^\text{eff}_p
\]

and depicted in dependence of \( Pe \) in Figure 7 where the ordinate displays \( \Delta \Gamma^\text{eff}_p \).

![Graph showing truncation error with different polynomial degrees](image)

**Fig. 7.** Truncation error with different polynomial degrees

In general, the curves have different tendencies which correspond to the parity of the polynomial degree. Odd degrees generate curves which increase monotonically as \( Pe \) increases while the even ones decrease. Although the sign of truncation error depends on the parity of the order, the absolute value of truncation error decreases when the order of shape functions grows. Accordingly, the numerical solution at nodes approaches the exact solution.

On the other hand, using odd polynomial degrees, the numerical diffusivity of the high order approach is less than \( \bar{\Gamma}^\text{eff} \). This lack of diffusivity is the reason of the oscillatory behaviour of the numerical solution at high \( Pe \). By contrast, the numerical diffusivity is always greater than \( \bar{\Gamma}^\text{eff} \) using even polynomial degrees. Consequently, nodal solutions exhibit an over-diffusive behaviour and never show nodal oscillations. This result is further analysed from a mathematical perspective in the next section.

### 5.2 Connection of the stability and the structure of the system matrix

Stability, i.e. oscillations or not, is determined by the structure of the system matrix. The numerical simulation will start to oscillate if the discrete maximum principle is violated [37]. Considering a system matrix structure such as
given in equation (22), it can be proved that no oscillations occur for $\alpha < 1$.

$$A(\alpha) = \text{tridiag}(-1 - \alpha, 2, -1 + \alpha)$$  \(\text{(22)}\)

The system matrix resulting from the condensed equation (17) can be written as

$$A_p = \frac{(\Gamma_{\text{eff}} + \bar{\Gamma}_{\text{eff}} p) h^2}{h^2} \text{tridiag}(-1 - \alpha_p, 2, -1 + \alpha_p),$$  \(\text{(23)}\)

$$\alpha_p = \frac{u_x h}{2(\Gamma_{\text{eff}} + \bar{\Gamma}_{\text{eff}} p)}.$$  \(\text{(23)}\)

Consequently, the stability of nodal solutions is determined by the value of $\alpha_p$. Further, the value of $\alpha_p$ can be quantified for higher order polynomial degrees based on equation (20):

The corresponding values are plotted in Figure 8. It can be observed that for odd polynomial degrees $\alpha_p$ increases as $Pe$. For even polynomial degrees, $\alpha_p$ first increases and then decreases while the value is always smaller than 1. This in turn means that for even polynomial degrees, the numerical solution at nodal degrees of freedom never oscillates. This result also coincides with the conclusion from the truncation error analysis in the previous section. To further clarify this point, we plot the solution of the 1D example with $Pe = 20$ shown in Figure 9.

Here, the exact solution denotes the analytical solution of the differential equation (16). Figure 9 illustrates that when the polynomial degree is even, numerical oscillations only stem from internal modes and numerical solutions at each node do not oscillate. For odd polynomial degrees, numerical oscillations are reflected by both internal and nodal degrees of freedom.

By setting $\alpha_p = 1$ in equation (23), we can compute the maximum allowed $Pe$ which guarantees nodally stable solutions for the given polynomial degree of the shape functions. In other words, for a given mesh Péclet number, the corresponding $p$ stated in equation (24) is the minimum required polynomial degree and their relationship is depicted in Figure 10. It turns out to be almost linear for polynomial orders $p \leq 11$.

$$p = 3 \quad Pe = 2.322185$$
$$p = 5 \quad Pe = 3.646738$$
$$p = 7 \quad Pe = 4.971786$$
$$p = 9 \quad Pe = 6.297019$$
$$p = 11 \quad Pe = 7.622340$$  \(\text{(24)}\)

$$\ldots$$

Different from other up-winding methods, where the additional efforts for modelling the necessary artificial diffusivity for more complicated problems,
Fig. 8. $\alpha_p$ behaves differently for odd and even polynomial degrees

the high order FEM generates the additional numerical diffusion naturally by purely increasing the polynomial degrees. In the following example, numerical results of the one-dimensional convection-diffusion transport problem are compared to the exact solution. The given differential equation (25)

$$
\begin{align*}
\frac{d^2c}{dx^2} - \Gamma_{\text{eff}} \frac{dc}{dx} &= 0 \\
\text{on} & \\
\Omega &= \{x|0 < x < 1\} \\
c &= 0 \\
at \quad x &= 0 \\
c &= 1 \\
at \quad x &= 1
\end{align*}
$$

(25)

has the analytical solution

$$
y = \frac{e^{ax/\Gamma_{\text{eff}}} - 1}{e^{a/\Gamma_{\text{eff}}} - 1}.
$$

(26)

When the mesh is fixed, the ratio between a velocity and a diffusivity determines the mesh $Péclet$ number and characterises the convergence of the
Fig. 9. Comparison of numerical, exact and nodal solutions with different Ansatz degree, $Pe=20$

Fig. 10. The relation between a given mesh Péclet number and the minimum required polynomial degree

numerical solution. When the mesh Péclet number increases, the standard Bubnov-Galerkin method based on linear elements exhibits oscillations in the numerical solution. We choose the parameters $a = 2 \text{ m/h}$, $I_{\text{eff}} = 0.02 \text{ m}^2/\text{h}$, and compute the corresponding numerical solutions with 10 elements of the same length $h = 0.1$. Figure 11 shows numerical solutions with different polynomial degrees. The dashed line denotes the exact solution while the solid line represents the numerical solution.

As expected, when mesh Péclet number $Pe = \frac{ah}{2I_{\text{eff}}} = 5$ is larger than 1, the numerical solution with linear Bubnov-Galerkin discretisation introduces non-physical oscillations. The $p$-FEM can eliminate these oscillations by simply raising the polynomial degree $p$. It is observed in Figure 11 that with $p = 7$, the oscillation is drastically suppressed and the numerical solution is in good agreement with the analytical one.
6 Conclusions

In this paper we presented some efforts to improve understanding and simulation of flow and transport in porous media. Using consistent volume averaging, it can be shown that traditional closures, such as effective permeability and diffusivity are not applicable in all situations. Those situations arise for dispersion in the initial phase of tracer transport, for strongly inhomogeneous permeability fields and for convection dominated transport.

The initial phase of tracer transport is characterised by non-Gaussian tracer plumes, the so-called non-Fickian regime. The transition from non-Fickian to Fickian dispersion is dependent on how long tracer patches stay in low-speed regions. To understand this phenomenon, we investigated the PDF of the stream-wise velocity by detailed simulations of the flow in the pore space of random sphere packs. These PDF show strongly skewed distributions with tails up to four times the average pore velocity. Negative velocities are more likely to delay tracer transport than to contribute to upstream transport of tracer.

The determination of the inhomogeneous permeability field can contribute to understand and predict the large-scale tracer dispersion. We presented an adjoint-based optimisation algorithm to estimate permeability distributions from point measurements of the velocity in a porous medium. The results
show a satisfying agreement between input and estimated permeability fields. As expected, they also reveal a dependency on the observation operator.

Tracer transport on a large scale is often convection dominated. In these situations, upstream discretisations are used which introduce additional numerical diffusivity to reduce oscillations in the solution. However, this numerical diffusivity is not always a viable solution as it strongly smears out the sharp gradients in the tracer field. In this paper, we presented a numerical analysis of the $p$-FEM method to determine under which conditions unphysical oscillations can be damped by the use of higher order methods without introducing unwanted numerical diffusion.
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