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Abstract: This research aims to study the pricing risks of options by using improved LSTM artificial neural network models and make direct comparisons with the Black–Scholes option pricing model based upon the option prices of 50 ETFs of the Shanghai Securities Exchange from 1 January 2018 to 31 December 2019. We study an LSTM model, a mathematical option pricing model (BS model), and an improved artificial neural network model—the regulated LSTM model. The method we adopted is first to price the options using the mathematical model—i.e., the BS model—and then to construct the LSTM neural network for training and predicting the option prices. We further form the regulated LSTM network with optimally selected key technical indicators using Python programming aiming at improving the network’s predicting ability. Risks of option pricing are measured by MSE, RMSE, MAE and MAPE, respectively, for all the models used. The results of this paper show that both the ordinary LSTM and the traditional BS option pricing model have lower predictive ability than the regulated LSTM model. The prediction ability of the regulated LSTM model with the optimal technical indicators is superior, and the approach adopted is effective.
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1. Introduction

With the rapid development of international financial markets, financial derivatives, such as forward contracts, futures and options, have been developed to a great extent. In as early as 1900, Loures Bachelier published an article on option pricing [1]. However, this contribution did not receive a wide recognition. Since the 1970s, with the rapid growth of the derivative market, the research on option pricing theory had made remarkable breakthroughs. For instance, Fischer Black and Myron Scholes [2] proposed the very first complete option pricing model, which was also known as Black–Scholes model (or BS model), and won the Nobel Prize in Economics in 1990. Thereafter, an enormous amount of research work was conducted in relation to the B-S model. Notably, Benaroch and Kaufman [3] used the Black–Scholes model to study the deployment of POS point debit services. Kou [4] optimized the B-S model and proposed the jump-diffusion model, which can provide analytical solutions for various options pricing problems, including call and put options and interest rate derivatives. Along with this line of research, many other option models have been developed by researchers. For example, Carr and Wu [5] studied time-changed Levy process and used the eigenfunction technique to directly select and test a specific option pricing model; their framework included almost all the models proposed in the option pricing literature. Because of the invention of the Black–Scholes model, option pricing has attracted a strong wave of enthusiasm, and this model has been widely used as a milestone in many areas.

In recent years, artificial intelligence (AI) applications such as such as neural networks have provided exciting algorithms for option risks. Unlike mathematical option models, the complex relationship between inputs and outputs can be established via machine learning without a need to consider the economic principles. For examples, Yao, Li and Tan [6] use the Multilayer Perceptron (MLP) network (i.e., the Error Back Propagation multilayer...
algorithm) to predict the futures option prices of the Nikkei 225 Index. Their results show that the neural network option pricing model performs better than the traditional Black–Scholes model in the fluctuating market. In addition, similar conclusions were obtained by Lin and Yeh [7]. They used the B-P neural network and the Black–Scholes pricing model to predict option prices of the Taiwan stock index. Their data include the daily price of the sample option during the period from 2 January 2002 to 31 December 2003. The empirical evidence shows that the neural network option pricing model outperforms the traditional Black–Scholes model in the volatile market. More related research work can be found elsewhere [8–10].

Thanks to the rapid development of AI and machine learning, new types of artificial neural networks have been proposed; for example, in 1997, Sepp Hochreiter and Jurgen Schmidhuber [11] proposed the neural network of long short-term memory (LSTM). Because LSTM neural networks use “gates” to control the memory process, they can solve some problems that require a long time span. On the basis of the LSTM model, Graves and Schmidhuber [12] proposed bidirectional long short-term memory neural network (BLSTM), which is the most widely used LSTM model so far. Xie and You [13] have applied LSTM neural networks in finance. They believe that LSTMs have a superiority for the pricing of financial derivatives. Fischer and Krauss [14] reported the performance of LSTM models in predicting financial markets using S&P 500 data from 1992 to 2015 and demonstrated that LSTM models outperform traditional machine learning methods.

There has been extensive study regarding the significance and usefulness of technical indicators (TIs) in finance. For instance, Zhu and Pan [15] show that the Money Flow Index (MFI) can accurately predict the price of Chinese stocks. Ko et al. [16] established that by applying a moving average time strategy to a portfolio structured in accordance with a book-to-market ratio, a higher rate of return can be generated than with a buy-and-hold strategy in the Taiwan stock market. Nelson, Pereira and de Oliveira [17] presented a model for predicting stock price movement based on LSTM. Using auto encoder and kernel extreme learning machine, the deep learning models can enhance the quality of forecasts for financial market (Mohanty, Parida and Khuntia [18]). Notably, LSTM with technical and macroeconomic indicators has recently been used for forecasting directional movement of Forex market [19] and for stock price movement [20].

So far, the LSTM neural networks combined with technical indicators have not been exploited adequately for option risks, which is the primary aim of this research. Furthermore, technical indicators have not been selected optimally in the previous research. The contributions of this study are as follows:

- A popular deep learning tool called LSTM, which is frequently used to forecast values in time-series data, is adopted to predict SSE50 ETF option prices.
- Instead of TIs “farming”, key technical indicators are optimally identified using two statistical methods for financial options: F-Regression and Mutual Information Regression. This idea improves the situation in which technical indicators are often included without considering their weights of contributions to forecasted results.
- A novel regulated LSTM model is proposed for option risks that combines the two different approaches with decision rules to increase pricing accuracy.
- The proposed model models are tested using real data (SSE50 ETF options) to demonstrate that the regulated LSTM model outperforms others.

Next, we will present our preliminary research outcomes on the pricing performance of LSTM on financial options. We will compare the pricing accuracy of the Nobel-winning BS model, the traditional LSTM, and the regulated LSTM model with incorporated technical indicators.

2. Models

2.1. B-S Model

As a major milestone achievement, Fischer Black and Myron Scholes [21] proposed the first integrated theory of option pricing in 1973, which is an important contribution
to the theory of option pricing. There is a vast body of literature on option pricing with “advanced” methods with an aim to improve the B-S model, such as stochastic volatility models [22,23]; models with jump-diffusion process [24], in which the jump components of asset price follow the compound Poisson process; and more general Levy processes [25,26], which allow the jump components to have infinite activity and admits nearly an arbitrary distribution. However, these models are more suitable for pricing stock options where the stock price (i.e., the underlying) tends to exhibit a significant volatile feature (such as frequent large jumps). As discussed in our recent research [27], complex models that involve sophisticated features in the time series such as regime-switching in the underlying asset may not always offer advantages over traditional models for option pricing in consideration of model uncertainty and the computation effort involved. As such, we have opted for the conventional B-S model based on the following rationales. (1) The underlying asset for the options we have studied is the SSE 50 ETF [28], which is an Exchange Traded Fund that is composed of China 50 Exchange Traded Open-End Index Securities. The SSE 50 Index consists of 50 leading companies from industries in different sectors as “blue chips”; therefore, the resulting SSE 50 ETF is much less volatile than an individual stock, which provides reasonable conditions for the BS-model assumptions such as “Efficient Market” and constant volatility. (2) The length of maturity for the options on the SSE 50 ETF we have considered is less than 1 year (most maturities of the options studied are between 3 months and 6 months), which makes the B-S model more suitable as a “reference” model in our case. In addition, we use GARCH (1,1) to generate dynamic market volatilities, replacing the traditional way of estimating historical volatility.

In our study, the price of the underlying asset fluctuates randomly and follows geometric Brownian motion:

\[ dS = \mu S dt + \sigma S dz \]  

(1)

where \( S \) is the price of the underlying asset; \( \mu \) is the expected annual yield; \( t \) is time; \( \sigma \) is the volatility of the underlying asset price; \( dz \) is the wiener process; and the price of the underlying asset uses the ITO lemma,

\[ df = \left( \frac{\partial f}{\partial S} \mu S + \frac{\partial f}{\partial t} + \frac{1}{2} \frac{\partial^2 f}{\partial S^2} \sigma^2 S^2 \right) dt + \frac{\partial f}{\partial S} \sigma S dz \]  

(2)

The Black–Scholes European option pricing equation is shown as follows:

\[ \frac{\partial f}{\partial t} + rS \frac{\partial f}{\partial S} + \frac{1}{2} \sigma^2 S^2 \frac{\partial^2 f}{\partial S^2} - rf = 0 \]  

(3)

It can be concluded from the analysis that \( \mu \) is related to investors’ risk preference. The more risk-averse an investor is, the higher \( \mu \) will be for any stock. From the B-S differential equation, it can be seen that the expected annual return \( \mu \) does not appear in the equation, so investors’ arbitrary risk preference will not affect the solution of the equation. Consequently, this equation is risk neutral.

2.1.1. Volatility

Volatility is considered as an important factor for the option risks. In our study, the maximum likelihood method is used to estimate the parameters \( \omega, \alpha, \beta \) in GARCH (1,1). The formula of GARCH (1,1) used is given below:

\[ \sigma_i^2 = \omega + \alpha \sigma_{i-1}^2 + \beta \sigma_{i-1}^2 \]  

(4)

Define \( v_i = \sigma_i^2 \) as the estimation of the variance for the \( i \)th day. The likelihood function is:

\[ \sum_{i=1}^{m} \left[ -ln(v_i) - \frac{\mu_i^2}{v_i} \right] \]  

(5)
where
\[ u_i = \frac{S_i - S_{i-1}}{S_{i-1}} \], \quad S_i \text{ is the price of 50 ETF at the end of the day } i. \tag{6} \]

Next, use iterative method to find the solution that maximizes the above expression. Then, calculate \( \hat{\sigma}^2 \) by using the variables \( \omega, \alpha, \beta \). Finally, obtain \( \tilde{r}_i \) as the daily volatility.

### 2.1.2. Risk-Free Interest Rate

Risk-free interest is a perfect source of an investment income. It assumes that there exists an interest rate without any risk when the traders invest for a specific investment product such as bank deposit.

In real financial markets, financial assets are often priced against a “benchmark” interest rate, and it is common to use the benchmark rate instead of the risk-free interest rate for option pricing. In this study, the risk-free interest rate is collected from treasury bills maturing in three months.

### 2.2. LSTM Neural Network

An LSTM model is a specific form of recurrent neural network (RNN), whereas (RNN) is designed to process sequence data [11,12]. Unlike the traditional neural network, the hidden layer of RNN is interconnected. This indicates that the current output is correlated to the previous output. Due to the correlation of option prices in different time, it is perfect for the research of option pricing. Experience shows that the RNN cannot ideally learn “long-term dependence”; therefore, an LSTM neural network was employed for option pricing. A typical LSTM scheme is shown in Figure 1.

**Figure 1.** The repeating module in an LSTM contains four interacting layers.

Typically, an LSTM consists of the following gates [11,12].

- **Input gate:** Information will first pass through the input gate after the data are imported. The switch will decide whether the information will be stored according to the state of the cell. Input gate comprises two steps. Firstly, the sigmoid layer will decide which data should be updated. Secondly, the tanh layer will produce new information \( C_t \). It will possibly be added to the cell state.

- **Output gate:** This gate decides how much information could be output. Firstly, an initial output is produced by the sigmoid layer, using tanh to scale \( C_t \) to \([-1, 1]\). Finally, the output of the model can be gained by multiplying the output obtained by sigmoid pair by pair.

- **Forget gate:** This is controlled by sigmoid in the forget gate. It decides whether to let the obtained information \((C_{t-1})\) pass according to a \( ft \) value, which ranges between 0 and 1. The LSTM neural network has an LSTM layer. It affects not only the output layer but also the adjacent neurons in the same layer. Since the financial data are not independent, the current price will affect the future price, so the existence of the LSTM layer is necessary.

- **Activation function**

The activation function [11,12] is divided into “Saturated” and “Non-Saturated”. It uses the non-saturated function to solve the problem of the vanishing gradient of the neural network, and secondly, it can speed up the convergence.
The ideal activation function should satisfy two conditions: First, the mean of the output distribution should be zero, which would help to speed up the training process. Second, the activation function is one-sided saturated, which would improve the astringency of the model.

ReLU is one-sided saturated, but the mean of the distribution is not 0, while the mean of the Leaky ReLU is 0 but is two-sided saturated. Moreover, the ELU satisfies both conditions.

- **ReLU (Rectified Linear Unit)**
  \[
  f(x) = \begin{cases} 
  x, & \text{if } x > 0 \\
  0, & \text{if } x \leq 0 
  \end{cases}
  \]

- **Leaky ReLU**
  \[
  f(x) = \begin{cases} 
  x, & \text{if } x > 0 \\
  \alpha x, & \text{if } x \leq 0, \alpha = 0.1 
  \end{cases}
  \]

- **ELU (Exponential Linear Unit)**
  \[
  f(x) = \begin{cases} 
  x, & \text{if } x > 0 \\
  \alpha (e^x - 1), & \text{if } x \leq 0 
  \end{cases}
  \]

In this research, we have constructed a network with four hidden layers of 120 nodes each. The loss function used is mean squared error (MSE), and the optimization uses the RMSprop algorithm. The activation function of the last layer is an exponential function.

### 2.3. Regulated LSTM Simulation

This part incorporates technical indicators \([29,30]\) into the original LSTM. Due to the huge number of technical indexes, 25 indexes were selected and added to the original LSTM model to improve the accuracy of the model. There are two methods: F-Regression, and Mutual Information Regression. Both methods are used to jointly select the features. Finally, 25 optimal technical indicators were identified by taking the results shared by the two methods. Due to space constraint of the paper, we only describe seven technical indicators below.

#### 2.3.1. Technical Indicators

Technical analysts forecast the option price in the future by using the technical indicators after analyzing the past information. These indicators could apply for all of the financial products possessing historical trading, including stocks, commodities, currencies and other securities. The technical indicators do not focus on the basis of the business, such as revenue and profit margins.

There are two basic types of technical indicators: Overlay—technical indicators that plot at the top of the price in the chart and use the same size of the price, and oscillation—technical indicators that plot above or below the price chart and oscillate between local minimum and maximum values. The technical indicators are added to regulate the original LSTM model to achieve better accuracy.

- **Williams Percent Range (Williams% R)**
  Williams% R is a momentum indicator, which is called William Percent Range. It reflects the levels of overbought and oversold, and the range is between 0 and −100. If the result is above −20, it means overbought. If the reading is below −80, it represents oversold.

- **Money Flow Index (MFI)**
  The Money Flow Index (MFI) is a technical oscillator, with the range from 0 to 100. It is used to find overbought and oversold for a financial product. A reading below 20 is regarded as oversold, and a reading above 80 is regarded as overbought.
• **Price Rate of Change (ROC)**

ROC is also called the Price Rate of Change, which is a momentum indicator. It is an unbounded oscillator that is used for technical analysis to set against a midpoint of the zero level.

• **Chaikin Money Flow (CMF)**

CMF is a technical indicator, which is called Chaikin Money Flow. It measures the money flow during a specific period of time. The range of Chaikin Money Flow is between 1 and −1. CMF can be used to quantify changes in buying and selling pressures and predict future changes and look for trading chances.

• **Chande Momentum Oscillator (CMO)**

CMO is a technical momentum indicator, with a range between −100 and +100. It is also called the Chande Momentum Oscillator.

• **Detrended Price Oscillator (DPO)**

DPO shows the peak and trough of the price, which is called the Detrended Price Oscillator. Traders usually use the DPO to simulate the buy and sell points according to the historical period.

The remaining technical indicators used in this research can be released upon request by readers.

2.3.2. Optimal Selections of Technical Indicators

In this section, we illustrate the general procedure for optimally identifying the technical indicators mentioned in the above section. We believe that not all the technical indicators influence option prices significantly, and the determination of key TIs is critical for improving the prediction accuracy of options by using LSTM. Therefore, we first integrate individual technical indicators with the LSTM to price the options and then conduct F-regression and MI regression separately in order to determine the scores for the contribution weights of the technical indicators on financial options. The process is lengthy and involves grouping of various TIs and various types of options. Tables 1 and 2 illustrate some of the technical indicators, which yielded high (sorted) scores given by both the F-regression and the MI regression when pricing options. We pick such indicators as features for training the LSTM model.

**Table 1. Options with F-regression.**

| TIs    | Score  |
|--------|--------|
| ROC_56 | 3684.859 |
| RSI_56 | 3434.026 |
| CMO_56 | 3422.589 |
| KST_56 | 2607.816 |
| DX_56  | 2267.488 |
| CCI_56 | 2159.798 |
| KDJK_56| 2151.685 |
| RSV_56 | 2034.888 |
| WR_56  | 2034.888 |
| MFI_56 | 1888.237 |
| TRIX_56| 1715.286 |
| HMA_0  | 752.5516 |
Table 2. Options with MI regression.

| TIs      | Score    |
|----------|----------|
| ROC_56   | 0.217495 |
| WR_56    | 0.205305 |
| RSV_56   | 0.204443 |
| KST_56   | 0.203183 |
| RSI_56   | 0.202899 |
| CMO_56   | 0.199681 |
| CCI_56   | 0.196113 |
| TRIX_56  | 0.182988 |
| HMA_0    | 0.181470 |
| DX_56    | 0.180711 |
| KDJK_56  | 0.172671 |
| MFI_56   | 0.167238 |

2.4. Risk Measurements for Options

Due to the large amount of calculation required by the model, it is difficult to estimate the model’s degree of fit, but the accuracy of the pricing needs to be measured and compared. The following accuracy measurements are used, which mirror the degree of closeness between two variables.

- **ME (Mean Error)**

  ME measures the difference between the observed value and the true value. It also commonly applies to the results predicted by machine learning.

  \[
  ME = \left(\frac{1}{n}\right) \sum_{i=1}^{n} (C^{\text{mark}} - C^f)
  \]  

  where \( C^{\text{mark}} \) is market price of option, \( C^f \) is forecast price and \( n \) is the number of elements in the sample.

- **RMSE (Root Mean Squared Error)**

  RMSE measures a mean value of the sum of square from which the data deviate from the actual value. RMSE can evaluate the degree of variation of data. The smaller the RMSE, the better the model quality and the more accurate the prediction is. Because there are frequent comparisons between different financial models, RMSE is widely used to measure the degree of accuracy.

  \[
  RMSE = \sqrt{\left(\frac{1}{n}\right) \sum_{i=1}^{n} (C^{\text{mark}} - C^f)^2}
  \]  

  where \( C^{\text{mark}} \) is market price of option, \( C^f \) is forecast price and \( n \) is the number of elements in the sample.

- **MAE (Mean Absolute Error)**

  MAE is the average value of the absolute error, which can reflect the actual condition of the error of the predicted value.

  \[
  MAE = \left(\frac{1}{n}\right) \sum_{i=1}^{n} |C^{\text{mark}} - C^f|
  \]  

- **MAPE (Mean Absolute Percentage Error)**
The value of MAPE is expressed as a percentage instead of a proportion. It can be used to compare predictions in different percentages.

\[
\text{MAPE} = \frac{100\%}{n} \sum_{i=1}^{n} \left| \frac{C_{\text{mark}} - C_{\text{f}}}{C_{\text{mark}}} \right|
\]

(13)

where \(C_{\text{mark}}\) is market price of option, \(C_{\text{f}}\) is forecast price and \(n\) is the number of elements in the sample.

As shown above, the predicted SSE 50 ETF option prices are critically checked against their market prices using these risk measures, and options with different maturity times and strike prices in this research are predicted in order to obtain the pricing errors statistically.

3. Empirical Analysis

The empirical data selected span more than 3 months for option maturity time from 1 January 2018 to 31 December 2019, which covers the data of the SSE 50 ETF for about two years. There are overall 44,604 columns of data, including the call options of 22,302 columns and the put options of 22,302 columns. An important factor called "risk-free interest rate" is selected from 1 January 2018 to 15 April 2021. The analysis chooses a period of two years.

As illustrated in Tables 3 and 4, typical call options and put option are tabled, respectively, concerning their prices, strike price \(K\) and maturity time. For option pricing using the described models, we select five variables as inputs, i.e., the price of underlying asset, the time to the expiration date, risk-free interest rate, historical volatility and strike price. The option price is the output variable of the model. Firstly, the option data are processed to calculate the dates and convert them into years. A risk-free interest rate is then converted to data with the percent unit removed. At the same time, we use the Min–Max Scaler to scale the date to the range between 0 and 1 (note: we need to rescale the data to the original domain for option prices). We re-group the whole data-set so that 70% of the data are used as the training set and 30% of the data are used as the test set. Next, the data of the training set are classified so that 70% of the training set is taken as the input set of the training model and 30% as the validation set of the validation model. After defining the activation function, we train the original model. When training the models, we also used two methods: Early Stopping and Model Checkpoint [31]. If loss is found to be increasing instead of decreasing during training, over-fitting may occur. The learning rate can be reduced by setting the "min delta". We define "epochs = 100", meaning that the LSTM networks run up to 100 times. In this research, the optimization of the hyperparameters [32] of the LSTM has not been implemented, and selections of these parameters depend on our experience obtained in the computations. As mentioned earlier, the number of epochs is 100, the batch size is 64 and the number of hidden neurons is 120. Such networks provide us with acceptable convergence time and accuracy. The training error is not important since we are looking for the models’ generalization capability. At the end of training, we calculate the risk measures of the training set, validation set and the test set. Tables 5 and 6 give the pricing accuracies of the models.

| Code           | Date        | Open  | High  | Low  | Close | K   | Maturity   |
|----------------|-------------|-------|-------|------|-------|-----|------------|
| 510050C1806M02650 | 2 January 2018 | 0.3332 | 0.3575 | 0.3332 | 0.3575 | 2.65 | 27 June 2018 |
| 510050C1806M02650 | 3 January 2018 | 0.3637 | 0.3788 | 0.3568 | 0.3573 | 2.65 | 27 June 2018 |
Table 4. Typical SSE50 ETF Put Options.

| Code                | Date            | Open  | High  | Low   | Close | K     | Maturity       |
|---------------------|-----------------|-------|-------|-------|-------|-------|----------------|
| 510050P1806M02650   | 2 January 2018  | 0.0355| 0.0355| 0.0187| 0.0249| 2.65  | 27 June 2018   |
| 510050P1806M02650   | 3 January 2018  | 0.024 | 0.0247| 0.02  | 0.0215| 2.65  | 27 June 2018   |

Table 5. Comparisons of pricing risk measures between models for call options.

|                     | B-S Predict | B-S Train | LSTM Predict | LSTM Test | Regulated LSTM Predict | Regulated LSTM Test |
|---------------------|-------------|-----------|---------------|-----------|------------------------|---------------------|
| ME                  | 0.012715    | 0.000651  | 0.000717      | 0.000681  | 0.000375               | 0.000377            |
| RMSE                | 0.112762    | 0.025505  | 0.026768      | 0.026092  | 0.019355               | 0.019405            |
| MAE                 | 0.095152    | 0.019400  | 0.020273      | 0.019916  | 0.014932               | 0.014828            |
| MAPE                | 0.554104    | 0.127533  | 0.131535      | 0.129728  | 0.096781               | 0.095356            |

Table 6. Comparisons of pricing accuracy between models for put options.

|                     | B-S Predict | B-S Train | LSTM Predict | LSTM Test | Regulated LSTM Predict | Regulated LSTM Test |
|---------------------|-------------|-----------|---------------|-----------|------------------------|---------------------|
| ME                  | 0.004177    | 0.000713  | 0.000723      | 0.000714  | 0.000281               | 0.000309            |
| RMSE                | 0.064628    | 0.026709  | 0.026897      | 0.026717  | 0.016751               | 0.017582            |
| MAE                 | 0.049610    | 0.019972  | 0.020071      | 0.020023  | 0.011727               | 0.012066            |
| MAPE                | 0.372994    | 0.158781  | 0.155234      | 0.157046  | 0.098828               | 0.102002            |

It can be seen from the tables that for both the SSE50 ETF call and put options, the B-S model yields the highest errors, as expected. The ordinary LSTM without technical regulators performed better than the B-S model. For instance, for the call options, the pricing error RMSE given by the B-S model is 0.112762, while the pricing error produced by the ordinary LSTM is 0.026768, which is an improvement of 76.3% in terms of pricing accuracy. We can observe a similar improvement for the put options. On the other hand, the regulated LSTM outperforms the ordinary LSTM. Taking the same case, the regulated LSTM yields a pricing error of 0.019405, which corresponds to an improvement of 27.5% in terms of prediction accuracy. It can be observed in the tables that all the risk measures give us consistent results for the call and put options, which lead us to draw a conclusion that the regulated LSTM is superior over both the ordinary LSTM and the B-S model.

4. Conclusions

At present, the application of artificial neural networks in option pricing has attracted considerable attention. Artificial neural networks are widely used in various disciplines, while financial risks of options have become the main focus of this research. In terms of option risks in this paper, traditional and regulated LSTM neural networks are employed to predict option prices and compared with the conventional B-S model. The results show that the prediction ability of LSTM neural network is better than that of the B-S model. To overcome the weakness of the LSTM for option pricing with only options’ parameters as training features, we offer researchers and practitioners an alternative way to incorporate technical indicators in the LSTM. Further, we have also emphasized selections of optimal technical indicators using two statistical methods, i.e., F-Regression and Mutual Information. The paper demonstrates that these statistical methods can help determine the most influential TIs and discard some other TIs that have no strong effects on option prices. We can further conclude based on the research that (1) the artificial neural network-LSTM model is more accurate than the traditional option pricing model, i.e., the BS model,
and that, (2) compared with the original LSTM model, the regulated/improved LSTM model incorporating technical indicators achieves better predictive ability. This research is therefore valuable for option risk management for both practitioners and researchers. Our future research will look into issues of optimization of LSTM hyperparameters and implementation of a stochastic option model as a new benchmark for financial options that with a long maturity time.
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