Experimental graybox quantum control
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Understanding and controlling engineered quantum systems is key to developing practical quantum technology. However, given the current technological limitations, such as fabrication imperfections and environmental noise, this is not always possible. To address these issues, a great deal of theoretical and numerical methods for quantum system identification and control have been developed. These methods range from traditional curve fittings, which are limited by the accuracy of the model that describes the system, to machine learning methods, which provide efficient control solutions but no control beyond the output of the model, nor insights into the underlying physical process. Here we experimentally demonstrate a “graybox” approach for characterizing and controlling quantum devices. We report superior performance over model fitting, while generating unitaries and Hamiltonians which are inaccessible with machine learning techniques. Our approach combines physics principles with high accuracy machine learning and is effective with any problem where the required controlled quantities are not directly accessible from the training set. This method naturally extends to time-dependent and open quantum systems, with applications in quantum noise spectroscopy and cancellation.

Quantum technology promises to deliver exponentially faster computation, provably secure communications, and high-precision sensing [1]. However, during the fabrication and operation of a quantum device, there are many factors that can significantly impact its functionality, requiring characterization and control techniques to achieve high-level performance. Generally, we are interested in uncovering the unknown relation between the control and the Hamiltonian governing the device, and then utilize this information to drive the device towards a desired target. Typical targets include unitary gates, a specific Hamiltonian, or certain output probability distributions.

The traditional approach to characterizing and controlling physical devices is based on theoretical models of the underlying processes governing the relationship between input and output signals. These “whitebox” (WB) models are based on parameter estimation via curve fitting and can be computationally expensive, inaccurate, or incomplete. For example, they do not consider unexpected input parameters or dynamics. Moreover, the models commonly used to describe the dynamic of an open quantum system (such as Lindblad’s master equation), is valid only under strict assumptions and approximations of the noise (such as Markovianity) and the control (such as being ideal impulses). These assumptions do not hold for many quantum platforms, making the use of WB models inaccurate.

To increase accuracy and remove some of the limitations of the WB method, supervised machine learning techniques are proving useful for characterizing complex physical systems. In particular, techniques such as neural networks are in many cases superior if not the only viable approach. However, this approach, referred to as “blackbox” (BB), does not provide any information about the underlying physics of the system, and cannot be used to study any quantity beyond the output of the model, posing a major limitation in both classical and quantum control. Nonetheless, it has been used in many applications such as quantifying Non-Markovianity of quantum systems [2], characterizing qubits and environments [3–6], quantum control [7–9], quantum error correction [10, 11], optimization of experimental quantum measurements [12, 13], and calibration of quantum devices [14]. Reinforcement learning methods [15–17] have also been explored for the purposes of identification and control of quantum systems. They also belong to the category of BB methods.

In situations where the quantities of interest, such as Hamiltonians, unitaries, and noise operators, cannot be directly accessed experimentally, the use of a hybrid WB-BB or “graybox” (GB) approach allows access to these quantities beyond the measurable dataset. The GB approach was proposed for the characterization and control of quantum devices [18–21], geometric quantum gate syn-
thesis [22], and was used to characterize superconducting qubits [23]. However, to date no experimental demonstration of quantum control based on the GB method has been reported.

A closely-related approach to system identification is the “Hamiltonian Learning” problem [24, 25], where a fixed time-independent Hamiltonian (control is fixed) is inferred from quantum measurements. Alternatively, there are other approaches that directly aim to control the quantum device without first identifying it, such as direct gradient-based optimization. This includes the commonly used GRAPE algorithm [26] and its variants [27–32]. These model-free techniques only work when the dependence of the Hamiltonian on the control is known, because they are based on optimizing the fidelity to some target with respect to control.

Here, we experimentally demonstrate how to model and control a quantum device using the GB architecture when the Hamiltonian dependence on the control is unknown. We report high-fidelity preparation of arbitrary unitaries and output probability distributions of a reconfigurable three-mode integrated photonic device, and uncover the Hamiltonian dependence on the control. Our GB approach outperforms the traditional model fitting methods and can successfully prepare unitary operations that are not accessible via BB methods. Our results show a promising approach to enhance quantum control by understanding the physical processes, and open the way to improve the engineering of quantum devices.

Modeling quantum devices

We consider the class of quantum devices, shown in Fig. 1a, described by a time-independent Hamiltonian undergoing a closed-system evolution (i.e. in the absence of quantum noise). Photonic devices are examples of this class, when the Hamiltonian is not modulated faster than the evolution time of a propagating photon. We focus on the case where the system is described by a finite $N$-dimensional Hilbert space (i.e. a qudit). The Hamiltonian governing the dynamic of the system can be represented in the most general form as an $N \times N$ complex Hermitian matrix that depends on a set of external controls. We encode the set of controls in a $M \times 1$-dimensional vector $\mathbf{V} = [V_1, V_2, \cdots, V_M]^T$, where $V_k$ is the $k$th control. We assume that during the system evolution the control vector is fixed. An example of such controls are the voltages applied to a reconfigurable photonic chip, schematically shown in Fig. 1b. The system starts in an initial state $|\psi_0\rangle$ and evolves to the state $|\psi_T\rangle$ at time $t = T$. The state is then measured in some basis to obtain a set of probability outcomes. A more general form of time-dependent evolution in the the presence of unwanted interactions with the environment have been considered in our previous work [19].

Our aim is to obtain a machine learning (ML) model that describes the behaviour of the device given a set of controls $\mathbf{V}$, and use it for controlling the device. The input to the ML model is the $M$-dimensional control vector $\mathbf{V}$, while the output is the set of measured outcomes of the state after evolution. Generally, it is required to have informationally-complete measurements to fully characterize a quantum system. Here, we restrict the initial states as well as measurement basis to the set of computational basis states $\{|0\rangle, |1\rangle, \cdots, |N\rangle\}$ in order to be compatible with our experimental setup. For each of these $N$ initial states we have $N$ possible outcomes with an associated probability $P_{j \rightarrow k}$ corresponding to the $j$th input and $k$th output, giving a total of $N^2$ outputs. The approach, however, is independent of this choice, and any set of states can be used. In the Supplemental Material, we provide the results of our method applied to a simulated synthetic dataset with a more general measurement scheme. It is important to emphasize that the model input is the set of controls $\mathbf{V}$ applied to the system, and not the initial state $|\psi_0\rangle$.

Graybox architecture

The GB structure we propose, shown in Fig. 1c, consists of a BB (in the form of neural network) followed by a WB part that process the outputs of the BB into measurable physical quantities. The purpose of the blackbox part is to map the controls $\mathbf{V}$ (the model inputs) to the Hamiltonian of the system. The output of the BB then represents the elements of the Hamiltonian matrix. A general $N \times N$ complex matrix has $2N^2$ degree of freedom ($N^2$ components with real and imaginary parts). Thus, the output layer of the BB must consist of $2N^2$ neurons. The other BB layers can be designed arbitrarily, and are custom engineered to provide the best performance for a given dataset.

The second layer is a Hamiltonian construction layer that arranges the outputs of the BB into an $N \times N$ matrix. A valid Hamiltonian has to be Hermitian (i.e. $H^\dagger = H$) and this is ensured by calculating the Hermitian part of the constructed matrix, and discarding the anti-Hermitian part. This can be done simply by adding the matrix to its Hermitian conjugate. The output of this layer is a valid control-dependent Hamiltonian. We did not enforce any structure or constraint on the Hamiltonian, to enable the best fitting allowed by the rules of quantum mechanics for a given dataset.

Because the Hamiltonian is not directly accessible through quantum measurements, we cannot build a model with the Hamiltonian as an output. This is why we need to add subsequent layers to transform the Hamiltonian matrix into the set of probability outcomes, utilizing the laws of quantum mechanics. Starting from a valid Hamiltonian, there is no need to further use a BB since the
FIG. 1: Physical and machine learning models of the class of quantum devices considered in this paper. These are described by a time-independent Hamiltonian in the absence of interaction with the environment. a) Representation of the class of quantum devices considered in this work. b) A schematic of an integrated photonic voltage-controlled reconfigurable waveguide array chip, implementing a noiseless time-independent Hamiltonian. Photons enter from the input port (on the left), undergo a voltage controlled propagation along the chip, and are then measured at the output port of the chip (on the right). c) The structure of the proposed graybox model. The input to the model is the set of \( M \) controls, while the outputs are the quantum measurements for the set of computational basis as initial states. \( P_{a \rightarrow b} \) indicates the transition probability from input port \( a \) to output port \( b \). The graybox is a combination of black and white boxes. The blackbox estimates the real and imaginary components of each matrix element of the Hamiltonian. The whitebox layers construct the Hamiltonian matrix, and perform the quantum evolution and measurements. d) A fully whitebox architecture where a physical model is utilized. The first layer generates predefined Hamiltonian parameters that follow a known analytical dependence. The remaining layers perform the quantum evolution and measurements. e) A fully blackbox model where only a generic neural network is utilized with no physical model.

dynamical equations are known. This saves the algorithm from trying to learn the rules of quantum mechanics from experimental data, which would complicate the process and result in a less accurate model. We use WB layers for the remaining steps. In particular, there is a layer that calculates the evolution unitary by the matrix exponential of the Hamiltonian \( U = e^{-iHT} \), which is the solution of the Schrödinger’s time-independent equation. The final part of the GB model is a concatenation of \( N \)-layers representing the quantum measurement operation for each of the \( N \) input \( \ket{j} \). In each layer we calculate \( \ket{\psi_T} = U \ket{j} \), where \( \ket{j} \) is the initial state of the system. After evolving the state to \( \ket{\psi_T} \), the probabilities \( P_{j \rightarrow k} \) are calculated by taking the absolute value squared of each entry of the state, that is applying the Born’s rule for quantum expectation values.

The added WB layers do not include any trainable parameter; they only exist in the BB part. Therefore, when we train the model on a dataset, the only updates occur in the BB, generating a set of outputs that can be interpreted as a Hamiltonian.

An important aspect of the GB architecture is that it is independent on the physics of the system, i.e. it provides the most general form of a map between the control vector and the quantum measurements while keeping the most important physical quantities accessible via software, namely Hamiltonian, unitary and evolved state. This is the key aspect needed to perform quantum control as
we are usually interested in implementing a quantum gate represented by the unitary or Hamiltonian and not by the measured evolved state. Having access to those quantities, even though the model is trained with quantum measurements, is the key feature of the GB architecture.

Whitebox and blackbox architectures

We benchmark the performance of our GB model against the fully WB and fully BB architectures. The WB approach (Fig. 1d) is equivalent to standard model (curve) fitting and the details of the architecture depend on the physical system. The assumption is that all the relations between different dynamical variables are exactly known except for the parameters we are fitting. Generally, a WB consists of several layers. The first layer represents the mathematical relations between the controls and the Hamiltonian, with a set of unknown parameters. The input of this layer is the control vector, and the output is a mathematically valid Hamiltonian. The remaining layers are identical to those of the GB, and represent quantum evolution and quantum measurements. For some systems we might need more layers (e.g. to model the fan-in/out in photonic devices [33]). The WB provides the same access to hidden quantities as the GB, and even provides more physics as we know exactly the analytical relations between Hamiltonian and control. However, if we do not know these relations, or they do not match the physical reality, the WB will fail and will not be useful for further applications.

The BB architecture (Fig. 1e) is largely different from the WB model since the relation between the control vector and the quantum measurement is modeled by a neural network. While any structure can be used, in this paper we consider fully-connected neural networks with a softmax output layer of $N$ neurons. This enforces the outputs to form a probability distribution (i.e. positive numbers in $[0, 1]$ whose sum is equal to 1). This is consistent with what the model outputs represent, which is probability amplitudes of the evolved quantum state. Since we are characterising with $N$-initial basis states, we need $N$ of such layers with the initial state chosen accordingly. This will give a total of $N^2$ outputs. The structure of the other hidden layers can only be determined and optimized by examining the performance on an actual dataset. No other physical quantities can be access through this architecture, but it is very good in fitting a dataset since it gives the maximum freedom in terms of representation. If we are only interested in controlling the outputs, a BB would be an efficient solution. But, if the goal is to estimate physical quantities (like unitary gates), then a BB model is not useful at all.

Protocol for training, testing and controlling

Our protocol for training and testing models and controllers is schematically depicted in Fig. 2. It starts with preparing a dataset that will be used to train and test the machine learning BB. The dataset consists of examples. Each example is made of the $M$ control inputs $V$ and the $N^2$ outputs of the model $P_{j \rightarrow k}$. So we start by generating random values for our control, let the system evolve, then perform the measurements and obtain the probabilities $P_{j \rightarrow k}$. We repeat this for the $N$ input states we consider to obtain all the outputs. The procedure is repeated for multiple examples. The number of examples of the dataset depends on the particular structure of the ML model, the noise level in the experiment, and the acceptable performance level. Generally, the larger dataset is, the better the ML algorithm will perform.

After the dataset is collected, it is split into the training and testing subsets, and the ML model is trained. The purpose of training is to minimize a cost function given by the standard mean square error (MSE) between the predictions and actual model outputs from the training dataset. Once the model is trained, its parameters are fixed and do not change in any of the remaining protocol stages. Next, the model is evaluated using the testing dataset, and its predictions are compared to the true corresponding values. The testing examples are not included in the optimization procedure, so they provide an unbiased evaluation on the performance of the model.

Let’s now consider the trained model for control purposes. In this case, the model acts as a replacement of the actual experimental setup, and can be probed via software for any purpose. We consider two types of applications. The first is for obtaining the values of the control $V$ to achieve a target output (i.e. probability amplitudes). In this case we use the MSE as the loss function, and the optimal control vector $V^*$ can be expressed as

$$V^* = \arg \min_{V \in \mathcal{I}} (\hat{y}_P(V) - y_d)^T (\hat{y}_P(V) - y_d)$$

where $\hat{y}_P(\cdot)$ is the ML output predictions, $y_d$ is the desired target, and $\mathcal{I}$ is the control domain, which reflects the maximum allowed range for the controls. To get accurate results, the ML model should be trained with dataset examples that lie in the same control domain as well. Note that the internal ML model parameters that define $\hat{y}_P(\cdot)$ are not allowed to change during the optimization as they have been fixed after the training.

The other case is for achieving a target quantum gate (i.e. a target unitary). For this application, we use the gate fidelity as the loss function for the controller defined as

$$F(U, W) = \frac{\left| \text{tr} (U^*W) \right|^2}{N^2},$$

where $U$ and $W$ are the target and estimated unitary matrices, respectively.
FIG. 2: Protocol schematic. The first step is to construct an experimental dataset by applying controls to the system and measuring the corresponding outputs. The dataset is then used to train the machine learning models (1). Next, the trained models are tested (2) for generalization by comparing their output predictions against a different experimental testing dataset. After that, the trained models can be used to optimize controls (3) to achieve a certain target, which could be a Hamiltonian, a unitary gate or an output probability distribution. Finally, the obtained controls are tested (4) experimentally and the controlled system output is compared against the desired target.

where $U$ and $W$ are two unitary matrices, and $N$ is their dimension. The gate fidelity lies in the range $[0, 1]$, with 1 representing maximum overlap between the two gates. The optimal control voltages can then be represented as

$$V^* = \arg \max_{V \in \mathcal{I}} F(\hat{y}_U(V), U_d)$$

(3)

where $\hat{y}_U(\cdot)$ is the evolution unitary obtained from the ML model, and $U_d$ is the desired target gate. In this case we can only use the GB and WB models, since a BB does not provide access to unitaries as discussed earlier. With this modular approach, the optimization algorithm of the controller can be chosen arbitrarily. While we choose a gradient-based method in this paper, other techniques such as genetic algorithms could also be used.

Finally, the optimal controls for a set of targets are applied experimentally, and the system is measured to construct the “control” dataset. This dataset is then assessed and compared against the desired targets. Our main goal is to control a quantum system, and thus the assessment of any model should not just rely on its prediction capabilities, but also on how it performs in conjunction with a controller when tested experimentally.

Experimental results and discussion

We tailor the design of the models described above around the device used for the experimental verification for our proposal, a voltage controlled quantum photonic circuit of continuously coupled waveguides based on lithium niobate technology, schematically shown in Fig. 1b. The details about the chip physical model as well as fabrication are given in the Supplemental Material. The chip has 3 waveguides, corresponding to a qutrit system, and is controlled by 4 electrodes and their respective voltages. We implemented the ML models using the Tensorflow Python package [34, 35], and applied the protocol for training the three models, and then ver-
The performance of the controllers. The details of the implementations are also given in the Supplemental Material.

The results of the models training and testing as well as the control performance are reported in Table I. The MSE evaluated at each iteration for training and testing sets is shown in Fig. 3a and Fig. 3b. The plot of the learning curve in Fig. 3a shows the superior performance of the GB in terms of accuracy compared to the WB. This is due to the constraints imposed by the physical model that is used to construct the Hamiltonian in the case of the WB.

| Model                  | GB            | WB            | BB            |
|------------------------|---------------|---------------|---------------|
| average training MSE   | $8.3 \times 10^{-5}$ | $1.5 \times 10^{-2}$ | $9.4 \times 10^{-5}$ |
| average testing MSE    | $9.1 \times 10^{-5}$ | $1.5 \times 10^{-2}$ | $1.1 \times 10^{-4}$ |
| Output Controller      |               |               |               |
| average fidelity MSE   | $2.6 \times 10^{-3}$ | $1.7 \times 10^{-2}$ | $2.9 \times 10^{-3}$ |
| fidelity average       | 99.53%        | 97.47%        | 99.48%        |
| with > 99%             | 87.3%         | 34%           | 86.2%         |
| Unitary Controller     |               |               |               |
| average MSE            | $3.1 \times 10^{-3}$ | $1.9 \times 10^{-2}$ | –             |
| fidelity average       | 99.48%        | 97.4%         | –             |
| with > 99%             | 71.3%         | 12%           | –             |

TABLE I: Results summary. Comparison of the performance of each model on the training and testing and control experimental datasets, as well as the experimental fidelities (average and instances greater than 99%) for 1000 randomly prepared output distributions and unitary gates.

FIG. 3: Experimental performance of the machine learning models. (a) Results of training the different models on the experimental dataset. The MSE is plotted versus iteration number (b) The results of evaluating the different models on the testing set.

Evanescently coupled waveguide arrays, such as the one tested here, are typically assumed to have only nearest-neighbor coupling. Our results show that this assumption does not hold for the real device. Furthermore, the typical assumption of linear dependence on the voltage, does not hold perfectly either. On the other hand, the GB learns a general mathematically valid Hamiltonian, and thus is able to better fit the experimental data. The BB had more similar performance to GB compared to WB, with the main drawback of completely losing the physical picture.

In terms of the testing performance, Fig. 3b shows that the three models do not overfit, as the final MSE of the testing set is close to the final MSE of the training set. This means that the models do not memorize the examples of the training set. In other words, there’s no significant loss in the prediction accuracy. However, the GB and BB clearly perform better than the WB.

The performance of the models is limited by the size of the dataset. Because the experimental data always suffer from some level of noise, the minimum MSE obtainable without overfitting is limited as well. Usually the acceptable level of MSE depends on the specific application. In this paper, our application is to control the chip to obtain target power distributions as well as target unitary operations. The ML models then act as a replacement/simulator of the actual setup. The experimental assessment of the optimal control will determine whether the model performance is accepted or need improvement.

In general, the way to improve models is by constructing very large datasets which is the standard approach in most typical machine learning applications. For engineering applications, where we characterize and control a physical device, we are limited by how many measurements we can obtain. Thus, it becomes a tradeoff between the amount...
FIG. 4: Experimental quantum control performance. The distribution of the fidelity between the experimentally measured output power distribution and the desired target distribution for the three models. The results are for (a) the output controller, and (b) the unitary controller. The reported values are the average over the three distributions corresponding to each possible initial state. (c) Violin plot showing the statistics of the MSE obtained for the training, testing, and control datasets. The horizontal lines represent from bottom to top, the minimum, median, and maximum respectively. The plot also shows an estimated kernel density for the data.

The histogram of the controller fidelities between the desired target and the experimental measurements for 1000 randomly prepared output power distributions and 1000 randomly prepared unitary gates are shown in Fig. 4a and Fig. 4b respectively. The plots show that the WB is particularly skewed towards lower fidelities (minimum is 80.53% compared to a minimum of approximately 91% for GB and BB for the output controller). Similarly for the gate controller, the minimum fidelity is 86.6% and 94.95% for WB and GB. In Fig. 4c, we summarize the statistics of the MSE between the ML model predictions and actual outputs for the training and testing datasets, in comparison with the MSE between the experimentally controlled measurements and the targets for each of the two controllers.

The results of the controller for obtaining a target power distribution, show once again the superior performance of the GB and BB over the WB in terms of both MSE and average fidelity. The same controller/optimization algorithm and cost function are used for the three models. Thus, the lower performance comes from the lower accuracy of the WB model itself. When considering the controller for target unitary, it is only possible to use a WB or a GB as they are the only models that can give access to the overall unitary evolution matrix. A BB cannot be utilized in this case since it only encodes the dynamics in an abstract machine-suitable format, and does not provide any physical picture.

Finally, the GB provides sufficient physical insights for most purposes, for example in Fig. 5a and 5b, where the tunability of the Hamiltonian as function of a single electrode voltage is explored. The figure shows the GB prediction of the different Hamiltonian elements as a function of the voltage applied to a single electrode. We can use these predictions more generally when more than one electrode is tuned (although it would be more difficult to plot in this situation) for unitary control. We can use the GB to predict the unitary given the set of voltages even though the dataset originally did not in-
FIG. 5: Dependence of the Hamiltonian elements to a subset of input voltages, as predicted by the graybox model. (a) Real and (b) imaginary parts of the Hamiltonian matrix elements as function of voltage when all electrodes are grounded except the first electrode. It should be noted that the imaginary parts of $H_{11}$, $H_{22}$ and $H_{33}$ are by definition equal to zero.

detailed physical models. Another aspect related to any ML algorithm is the requirements of the training dataset size. For complex devices, it can be challenging to collect a large-sized dataset. However, some emerging techniques can facilitate this process including incremental learning [38], transfer learning [39], and adaptive online learning [40]. While these techniques are constantly developing in classical machine learning literature, there is still a gap in porting such methods to physics-based applications and especially quantum applications.
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Chip fabrication

Lithium niobate is an ideal choice for a reconfigurable coupled waveguide array due to its large electro-optic coefficient, and consolidated waveguide fabrication technology. The reconfigurable coupled waveguide array devices (Figure S1a) are fabricated in X-Cut bulk lithium niobate (Gooch & Housego) using the annealed proton exchange technique. The design was optimised for transmission at 808 nm using simulations and methods described in [1]. Waveguides were formed with a width of 5.3 µm by a proton exchange step through a titanium mask. An exchange depth \( d_e = 0.33 \mu m \) was formed by immersion in pure benzoic acid at 150°C for 45 minutes. The subsequent annealing was performed in air at 328°C for 9 hours and 50 minutes. A silicon dioxide layer of 200 nm is sputtered on top of the lithium niobate before gold electrodes are defined via photolithography and lift-off in a configuration shown in Figure S1b. Electrical connection to the chip is made via wire bonding. Waveguide separation at the ends of the device is 127 µm to match the pitch of the butt-coupled fibre array. Consequently, a fan-in and fan-out region is required to bring the waveguides into the coupling region where the centre-to-centre waveguide separation is 10 µm, chosen to achieve a coupling coefficient of \( C=140 \) at 808 nm. The bends in the fan-in and fan-out regions are defined by cosine curves to maximise bending radius and minimise loss.

Chip Modelling

The Hamiltonian of the photonic chip we use in this paper is typically assumed to be real-valued with this tridiagonal form:

\[
H = \begin{pmatrix}
\beta_1 & C_{12} & 0 & \cdots & 0 \\
C_{12} & \beta_2 & C_{23} & \cdots & 0 \\
0 & C_{23} & \beta_3 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \beta_N
\end{pmatrix},
\]

(S1)

where each of the diagonal elements \( \beta_i \) represents the propagation constant along the \( i \)th waveguide, while the off-diagonal elements \( C_{ij} \) represent the coupling between the neighbouring \( i \)th and \( j \)th waveguides. These Hamiltonian parameters depend on the voltages applied to the electrodes. As first order approximation, the dependence can be considered linear as follows:

\[
\beta_i = \beta_i^{(0)} + \Delta \beta_i \Delta V_i,
\]

(S2)

where \( \Delta V_i \) is the potential difference across the \( i \)th waveguide, and \( \beta_i^{(0)} \) and \( \Delta \beta_i \) represent the zero-voltage propagation constant and sensitivity to change in voltage. The

FIG. S1: A schematic of the three waveguide chip we utilized in our experiment. a) Top view b) Cross-section
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coupling coefficients take the form:
\[ C_{ij} = C_{ij}^{(0)} + \Delta C_{ij} (\Delta V_i + \Delta V_j), \quad (S3) \]
where \( \Delta V_i \) and \( \Delta V_j \) are the potential difference across the \( i \)th and \( j \)th waveguide, and \( C_{ij}^{(0)} \) and \( \Delta C_{ij} \) are parameters representing zero-voltage coupling constant and sensitivity to change in voltage. Therefore, there is a total of \( 4N - 2 \) trainable parameters to completely specify this Hamiltonian. The length of the waveguides \( l \) is fixed and known from the design of the chip, and is equivalent to time for the evolution.

In addition, there exists an effective fan-in and fan-out sections of the chip where the waveguides are gradually separated to the input and output ports of the chip. This effectively induces extra coupling, and the complete device can be modeled as a cascade of three unitaries: the fan-in unitary, the voltage-controlled unitary, and the fan-out unitary. In other words,
\[ U = U_{\text{fan-out}} U(V) U_{\text{fan-in}}, \quad (S4) \]
where \( U(V) \) is the voltage-dependent evolution unitary, and each of the fan-in and fan-out unitaries take the form of \( e^{-iH_{\text{fan}}} \). The fan Hamiltonian takes the same tri-diagonal form of the chip Hamiltonian, but with one main difference that it is voltage independent. The fan length \( l_{\text{fan}} \) is chosen arbitrarily to be 1 (since it can be absorbed in fan Hamiltonian). The parameters of the fan Hamiltonian alongside the chip Hamiltonian parameters form the set parameters of the physical model of the chip.

We choose the initial states to be the computational basis states \( \{|0\rangle, |1\rangle, \cdots, |N\rangle\} \), where the \( |j\rangle \) state encodes a single photon entering the chip at port \( j \). Equivalently, if classical laser is used, then the state corresponds to light entering through input port \( j \). Therefore, we actually measure \( N \) power distributions corresponding to each input basis states. In other words, we measure the probability \( P_{i \rightarrow j} \) of transitioning from input port \( i \) to output port \( j \). This gives a total of \( N^2 \) outputs. For the purposes of this paper, these measurements are sufficient. However, in the absence of any phase measurements, the model predictions are be accurate only in terms of probability amplitudes of the output state (or equivalently the square amplitudes of the unitary describing the chip). One way to measure phase shifts is to use a Mach-Zehnder interferometer to convert phases into powers. In this case, there will be \( 2N^2 \) outputs.

Protocol Implementation

We collected a dataset of 7000 examples for training, and 1000 for testing. Each example consists of the voltages applied to four electrodes, chosen randomly in the interval \([-1, 1]\), and the corresponding measured output power distribution. Thus, the models we use will have four inputs, and 9 outputs.

Because the evolution of the system is unitary, and the input states are orthogonal, the output states must also be orthogonal. Particularly the matrix \( |U|^2 \), which is the unitary after taking squared absolute value element-wise must form a bistochastic matrix. In other words, the columns must be normalized to 1, and the rows as well. Both the matrix and its inverse \( U^{-1} = U^\dagger \) (backward evolution in time) are unitary, and thus the extra requirement of row normalization. While measuring the probability amplitudes of an evolved state, the column normalization is automatically done so that it yields a valid probability distribution. However, the row normalization is not naturally guaranteed due to the presence of experimental noise. Therefore, the measured power distributions are further post-processed to ensure the normalization holds for both rows and columns. We use iterated proportional fitting algorithm which is a standard procedure in statistics. First we arrange the measured power distributions into an \( 3 \times 3 \) matrix where each column corresponds to the output of a particular input state. The idea simply is to keep alternating between normalizing rows and normalizing columns until convergence, which is theoretically guaranteed [2]. Finally, the columns are stacked together to form an \( 9 \times 1 \) vector that matches the model output. The procedure for normalizing the power distributions is done for each example of the dataset. It is also done for the control dataset.

For the GB model, we implemented the structure described in the main text of the paper. In particular, the neural network consists of three layers of 50, 100, and 18 neurons respectively. The first two layers have a hyperbolic tangent activation, while the last one has linear activation. The whitebox parts consists of standard quantum evolution and measurement operations. Because we do not impose any constraints of the Hamiltonian structure, the interpretation is that it is an effective Hamiltonian that results in the overall unitary (i.e. chip unitary and fan unitaries) as described in Equation S4. In fact any unitary can be written as the imaginary evolution of some Hermitian operator.

For the fully WB model, we implement the physical model described by Equations S1,S2, S3, S4 setting \( N = 3 \). Thus, the first layer of the ML model implements the set of parameterized equations S2, S3. The second layer in the model, is the Hamiltonian construction where the Hamiltonian parameters (that are the output of the first layer), are arranged into an \( 3 \times 3 \) matrix as described by Equation S1. This layer is followed by the quantum evolution layer to calculate the voltage dependent unitary. After that, we construct a layer that implements the overall evolution by including the fan-in and fan-out of the waveguides, implementing Equation S4.

Finally, for the fully BB model, we have three layers. The first layer consists of 50 neurons with hyperbolic
tangent activation function. The second layer consists of 100 neurons of hyperbolic tangent activation as well. The final output layer consists of three concatenated layers of 3 neurons with softmax activation.

We then trained the three models using the Adam optimizer [3] (which is one of the most commonly-used and successful methods for training NN) with learning rate 0.003 for 3000 iterations. For each of the three ML models, we run the output controller as well as the unitary controller for 1000 random states and unitaries. After obtaining the optimal controls for all cases, we apply them experimentally on the chip, and measure the corresponding output distributions for all initial states. We also use the same post-processing step that is used for the training and testing datasets. Since we restrict the measurements in this paper to computational basis, we can use the classical fidelity $F(p,q) = \sum_i \sqrt{p_i \sqrt{q_i}}$ between probability distributions as a metric of how close the measured distributions are to the target ones. Since we have 3 initial states, we get three fidelities for each target example, so we take the average over the three initial states. We repeat this for each of the 1000 targets, and perform statistical analysis on the calculated fidelities. For each of the three models considered, we report below the statics distributions for each separate input. It can be noted that the performance slightly change between the inputs.

Simulations

We implemented the proposed protocol on a synthetic simulated dataset to study the performance of the different ML models in an ideal scenario. For the simulator, we considered a Hamiltonian with an extra quadratic term in voltage to model the possibility of having a non-linearity that is not known for a WB physical model. Additionally, we considered measuring phase information and recording it as a part of the dataset. This is done by doing interferometer measurements on the outputs of the chip as described in [4]. It is possible to infer the magnitude and phases of the output state if we did two interferometer measurements with different angles for each input/output pair. This will result in double the number of outputs (i.e. $2N^2$) which is the requirement for completely determining all the elements of the evolution unitary. We matched all the settings (such as dataset size, and ML hyperparameters) as the those used for the experimental data in the paper. The BB model however was modified in the output layer where a sigmoid activation was used instead of softmax, as we no longer require the normalization of the outputs since they now represent the interference measurements.

Figures S3a, S3b show the results of the training and testing the three ML architectures against the simulated dataset. It clearly shows that the WB had the worst performance because it is based on a physical model where the Hamiltonian depends linearly on the voltage whereas the simulated chip has a quadratic term as well. The interesting observation though is that at the end of iterations, the GB performed much better than the BB for the same number of iterations. This motivates the idea that with the GB structure, it is easier for the machine to learn the dataset because we already provide part of the dynamical equations. Fig. S3c shows the results for comparing the gate fidelity using the WB and GB. As expected the GB outperforms the WB because it models the data more accurately and so it is expected to have better control. In conclusion, the simulation results agree with the experimental results, and also shows the applicability of the proposed method for a different and more complex setup.
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FIG. S2: The distribution of fidelity between the experimentally measured output power distribution and the desired target distribution. The rows show the results for each of the whitebox, blackbox, and graybox respectively. The three columns represent different input states.

FIG. S3: Results of training the different model on the simulated dataset. The MSE is plotted versus iteration number for a) training set, and b) for testing set. c) The distribution of gate fidelity between the simulated unitary and the desired target unitary for each of the whitebox and graybox controllers.