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Abstract—In the past three decades, a large number of metaheuristics have been proposed and shown high performance in solving complex optimization problems. While most variation operators in existing metaheuristics are empirically designed, this paper aims to design new operators automatically, which are expected to be search space independent and thus exhibit robust performance on different problems. For this purpose, this work first investigates the influence of translation invariance, scale invariance, and rotation invariance on the search behavior and performance of some representative operators. Then, we deduce the generic form of translation, scale, and rotation invariant operators. Afterwards, a principled approach is proposed for the automated design of operators, which searches for high-performance operators based on the deduced generic form. The experimental results demonstrate that the operators generated by the proposed approach outperform state-of-the-art ones on a variety of problems with complex landscapes and up to 1000 decision variables.
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I. INTRODUCTION

METAHEURISTICS have shown effectiveness in solving the complex optimization problems from various fields, such as manufacturing [1], scheduling [2], bioinformatics [3], and economics [4]. In contrast to mathematical programming methods that require an explicit objective function [5], metaheuristics provide a high-level methodology solving problems in a black-box manner. So far, there have been a variety of algorithms inspired by the biological mechanisms in natural evolution, such as genetic algorithms (GA) [6], differential evolution (DE) [7], evolution strategies [8], and evolutionary programming [9]. Moreover, many swarm intelligence based algorithms have also been proposed, including particle swarm optimization (PSO) [10], ant colony optimization [11], artificial bee colony algorithms [12], among many others.

Existing metaheuristics exhibit quite different search behaviors and optimization performance, which are mainly determined by the manually designed variation operators [13]–[15], i.e., the strategies for receiving the decision vectors of parents and generating the decision vectors of offspring solutions. For example, the GA was designed according to the evolution theory and law of inheritance, which generates offspring by the crossover between two parents and the mutation on a single offspring solution. The crossover and mutation operators provide a powerful exploration ability [16], making GA good at handling multimodal landscapes [17]. The DE mutates each solution according to the weighted difference between the other two solutions, which holds a good performance on problems with complicated variable linkages [18]. The covariance matrix adaptation evolution strategy (CMA-ES) generates new solutions by sampling a multivariate normal distribution model adaptively learned from the population, showing high performance on many real-world applications [19]. Inspired by the choreography of bird flocking, the PSO updates each particle according to its personal best particle and the global best particle, which has a high speed of convergence [20].

Among the superiorities in existing variation operators, the independence of search space is crucial to the robustness and generalization of metaheuristics, since metaheuristics do not rely on specific characteristics of problems. A search space independent operator holds the same performance on a problem with arbitrary search space transformations, including translation (i.e., \( x' = x + b \)), scaling (i.e., \( x' = ax \)), and rotation (i.e., \( x' = xM \)). Existing studies have shed some light on the sufficient conditions of achieving these invariance properties. For instance, CMA-ES is scale invariant since its step-sizes are set proportionally to the distance to the optimum found so far [21], and the mutation operator of DE is rotation invariant since it is the weighted sum of multiple parents [22]. Nevertheless, the mathematical definitions of all the three properties have not been given, and the sufficient and necessary condition of achieving them is still unknown. Therefore, it is difficult
to analyze whether an operator is translation, scale, and rotation invariant theoretically, or to consider these properties in designing new operators explicitly.

To address this issue, this work aims to deduce the generic form (i.e., sufficient and necessary condition) of translation, scale, and rotation invariant operators, which can be used to judge the possession of invariance properties and guide the design of new operators. Based on the deduced generic form, this work proposes a principled approach for designing new operators with invariance properties. In contrast to the parameter tuning of metaheuristics [23, 24], the off-line recommendation of metaheuristics [25], and the on-line combination of metaheuristics [26], the proposed approach is not based on any existing metaheuristic but searches for totally new operators. Moreover, the proposed approach does not utilize any existing optimizer or classifier (e.g., F-Race for parameter tuning [27], artificial neural network for metaheuristic recommendation [28], and sum-of-ranks multiarmed bandit algorithm for metaheuristic combination [29]). By contrast, it is a self-contained approach that can search for new operators by itself. The main components of this work include the following three aspects:

- **Theoretical analysis**: To illustrate the importance of translation invariance, scale invariance, and rotation invariance, their effects on the search behavior and performance of metaheuristics are investigated. Then, the sufficient and necessary condition of achieving these properties is mathematically derived, which reveals the generic form of search space independent operators.

- **New approach**: A principled approach to automated design of variation operators is proposed, termed AutoV. Based on the deduced generic form of variation operators, AutoV converts the search of high-performance operators into an optimization problem, in which the decision variables are the parameters in the operators. This way, AutoV can solve optimization problems without relying on any existing operators.

- **Experimental study**: The variation operator found by AutoV is embedded in a simple evolutionary framework and compared to eight classical or state-of-the-art metaheuristics. The experimental results show that the operator found by AutoV can obtain the best results on various challenging benchmark problems; in particular, it outperforms the winner of the CEC competition that contains multiple operators with complex adaptation strategies. The results indicate that AutoV has the potential to replace the laborious process of manual design of new metaheuristics.

The rest of this paper is organized as follows. Section II analyzes the effects of the three invariance properties, and Section III deduces their sufficient and necessary condition. Section IV presents the proposed principled approach, and Section V gives the experimental studies. Finally, Section VI concludes this paper.

## II. EFFECTS OF INVARIANCE PROPERTIES

This work focuses on the variation operators for the following continuous optimization problem:

\[
\begin{align*}
\min & \quad f(x) \\
\text{s.t.} & \quad 1 \leq x \leq u,
\end{align*}
\]

where \( x = (x_1, x_2, \ldots, x_D) \) is a decision vector denoting a solution for the problem, \( l = (l_1, l_2, \ldots, l_D) \) denotes the lower bound, \( u = (u_1, u_2, \ldots, u_D) \) denotes the upper bound, and \( D \) is the number of decision variables. To solve such problems in a black-box manner, a variety of variation operators have been proposed to generate solutions without using any specific information except for the lower and upper bounds. This section first introduces some representative variation operators, then presents the definitions of translation invariance, scale invariance, and rotation invariance and analyzes their effects by examples and experimental studies.

### A. Variation Operators in Metaheuristics

An operator generally receives the decision vectors of one or more parents, then outputs the decision vectors of one or more offspring solutions. For example, the simulated binary crossover (SBX) operator [30] used in GA uses two parents \( x_1 \) and \( x_2 \) to generate two offspring solutions \( o_1 \) and \( o_2 \) each time:

\[
\begin{align*}
o_{1d} &= 0.5 \left( (1 + \beta) x_{1d} + (1 - \beta) x_{2d} \right) \\
o_{2d} &= 0.5 \left( (1 - \beta) x_{1d} + (1 + \beta) x_{2d} \right), \quad 1 \leq d \leq D,
\end{align*}
\]

where \( o_{1d} \) denotes the \( d \)-th variable of solution \( o_1 \) and \( \beta \) is a random number obeying a special distribution.

The mutation operator of DE/rand/1/bin [7] uses three parents \( x_1, x_2, \) and \( x_3 \) to generate an offspring solution \( o \) each time:

\[
o_d = x_{1d} + F \cdot (x_{2d} - x_{3d}), \quad 1 \leq d \leq D,
\]

where \( F \) is a parameter controlling the amplification of the difference between \( x_2 \) and \( x_3 \). In contrast to the random parameter \( \beta \) in SBX that varies on each dimension, the parameter \( F \) in DE is a predefined constant. The operator of CMA-ES [8] generates offspring by sampling a multi-variate normal distribution:

\[
o = x_m + \sigma \cdot N(0, C),
\]

where \( x_m \) is the weighted sum of all solutions, \( \sigma \) is a vector of iteratively updated step-sizes, and \( C \) is a covariance matrix updated according to the current population. In general, the initial \( \sigma \) can be set to \( 0.6(u-1) \) [31].

Similar to CMA-ES, the operator of fast evolutionary programming (FEP) [9] generates offspring by sampling a single-variate normal distribution:

\[
o_d = x_d + \eta_d \cdot N(0, 1), \quad 1 \leq d \leq D,
\]
where $\eta$ is a vector of self-adaptive standard deviations related to each solution $x$, whose elements can be initialized to 3 [9].

It can be found that these operators generate offspring by using distinct formulas. Generally, an operator can be regarded as a function $h(x_{1d}, x_{2d}, \ldots)$ performed on each dimension $d$, where $x_{1d}, x_{2d}, \ldots$ contains the decision variables of parents, the lower bound, and the upper bound. Note that other parameters (e.g., $\beta$ in SBX and $C$ in CMA-ES) are ignored for simplicity. In the following, we investigate how the invariance properties influence the search behavior and performance of operators.

### B. Effects of Translation Invariance

According to [32], a variation operator $h(x_{1d}, x_{2d}, \ldots)$ is invariant to search space transformation $T$ means that $h(T(x_{1d}), T(x_{2d}), \ldots) = T(h(x_{1d}, x_{2d}, \ldots))$. A translation of the search space can be regarded as an addition of each decision variable, i.e., $T(x) = x + b$, hence the translation invariance property can be defined as follows:

**Definition 1 (Translation invariance).** A variation operator $h(x_{1d}, x_{2d}, \ldots)$ is translation invariant if and only if

$$h(x_{1d} + b, x_{2d} + b, \ldots) = h(x_{1d}, x_{2d}, \ldots) + b$$  \hspace{1cm} (6)

holds for any real constant $b$.

It is not difficult to find that all the operators of SBX, DE, CMA-ES, and FEP are translation invariant. In particular, the SBX operator described in (2) can be rewritten as

$$h_{s_bx}(x_{1d}, x_{2d}) = x_{1d} + 0.5(1 + \beta)(x_{2d} - x_{1d})$$  \hspace{1cm} (7)

hence

$$h_{s_bx}(x_{1d} + b, x_{2d} + b) = x_{1d} + b + 0.5(1 + \beta)(x_{2d} + b - x_{1d} - b)$$  \hspace{1cm} (8)

and the operator is translation invariant. By contrast, if the SBX operator is modified to

$$h_{s_bx'}(x_{1d}, x_{2d}) = 0.1x_{1d} + 0.5(1 + \beta)(x_{2d} - x_{1d})$$  \hspace{1cm} (9)

then

$$h_{s_bx'}(x_{1d} + b, x_{2d} + b) = 0.1x_{1d} + 0.1b + 0.5(1 + \beta)(x_{2d} + b - x_{1d} - b)$$

$$\neq h_{s_bx'}(x_{1d}, x_{2d}) + b$$  \hspace{1cm} (10)

and the operator becomes not translation invariant. Obviously, the modified SBX’ operator is likely to evolve the population toward the origin.

To better illustrate this fact, Fig. 1 depicts the convergence profiles of SBX and SBX’ based GAs on problem $f(x_1, x_2) = x_1^4 + x_2^4$ with and without translation, where the random number seed is fixed and both the population size and the number of generations are set to 10. It can be found that the SBX based GA holds the same search behavior and can always converge to the global optimum of the three problems, whereas the SBX’ based GA always converges to the origin. In short, the SBX operator is translation invariant but SBX’ is not. Furthermore, Table II lists the mean and standard deviation of the minimum objective values obtained by SBX and SBX’ based GAs on six benchmark problems [17], averaged over 30 runs. The six problems have the same global optimum $(0, 0, \ldots, 0)$, while the global optimum is changed to $(-6, -6, \ldots, -6)$ if the problems are translated by $x' = x + 6$. For the original problems, the SBX’ based GA significantly outperforms the SBX based GA since the former can quickly converge to the origin. While for the translated problems, the performance of SBX’ based GA deteriorates considerably since it cannot converge to the translated global optimum; by contrast, the performance of SBX based GA keeps unchanged since the SBX operator is translation invariant.

### C. Effects of Scale Invariance

Similarly, a scaling of the search space can be regarded as a multiplication of each decision variable, i.e., $T(x) = ax$, hence the scale invariance property can be defined as follows:
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TABLE I
MINIMUM OBJECTIVE VALUES OBTAINED BY SBX AND SBX’ BASED GAs ON SIX PROBLEMS WITH AND WITHOUT TRANSLATION.

| Original problem, \((x_1, \ldots, x_{30} \in [-10, 10])\) | SBX based GA (translation invariant) | SBX’ based GA |
|--------------------------------------------------------|--------------------------------------|----------------|
| Schwefel’s Function 2.22                               | 5.4310e+0 (2.13e+0)                 | 1.0965e-4 (1.29e-4) |
| Schwefel’s Function 2.21                               | 4.5792e+0 (1.21e+0)                 | 8.3896e-4 (1.23e-4) |
| Quaick Function                                        | 1.6452e+3 (1.03e+3)                 | 2.9477e-4 (2.66e-4) |
| Griewank Function                                      | 4.7700e+1 (1.87e-1)                 | 0.0000e+0 (0.00e+0) |
| Ackley’s Function                                      | 3.3728e+0 (3.75e-1)                 | 8.8818e-6 (1.00e-3) |
| Rastrigin’s Function                                   | 4.2269e+1 (1.08e+1)                 | 0.0000e+0 (0.00e+0) |

| Translated problem, \((x' = x + 6)\)                  | SBX based GA (translation invariant) | SBX’ based GA |
|--------------------------------------------------------|--------------------------------------|----------------|
| Schwefel’s Function 2.22                               | 5.2207e+0 (1.88e+0)                 | 1.0083e+12 (2.18e+12) |
| Schwefel’s Function 2.21                               | 4.9401e+0 (1.24e+0)                 | 5.0000e+0 (0.00e+0) |
| Quaick Function                                        | 1.9875e+3 (1.62e+3)                 | 2.3718e+5 (1.53e+4) |
| Griewank Function                                      | 4.6346e+1 (1.17e-1)                 | 1.1523e+0 (4.76e-3) |
| Ackley’s Function                                      | 3.5154e+0 (7.18e-1)                 | 1.2639e+1 (5.98e-4) |
| Rastrigin’s Function                                   | 4.5695e+1 (1.01e+1)                 | 7.4895e+2 (1.83e-1) |

Definition 2 (Scale invariance). A variation operator \(h(x_{1d}, x_{2d}, \ldots)\) is scale invariant if and only if

\[
h(ax_{1d}, ax_{2d}, \ldots) = a \cdot h(x_{1d}, x_{2d}, \ldots) \quad (11)
\]

holds for any real constant \(a\).

It can be found that the operators of SBX, DE, and CMA-ES are scale invariant but the operator of FEP is not. Considering that the step-size \(\sigma\) is proportionally related to the decision space, the operator of CMA-ES described in (4) can be rewritten as

\[
h_{cmaes}(x_{md}, l_d, u_d) = x_{md} + (u_d - l_d) \cdot N(0, \sigma_d^2 \cdot c) \quad (12)
\]

where \(\sigma_d^2\) is a parameter within \((0, 1]\) and \(c\) is related to the covariance matrix \(C\). Therefore,

\[
h_{cmaes}(ax_{md}, al_d, au_d) = ax_{md} + (au_d - al_d) \cdot N(0, \sigma_d^2 \cdot c) \quad (13)
\]

which means that the operator is scale invariant. On the other hand, the operator of FEP described in (5) can be rewritten as

\[
h_{fep}(x_d) = x_d + N(0, \eta_d^2) \quad (14)
\]

hence

\[
h_{fep}(ax_d) = ax_d + N(0, \eta_d^2) \neq a \cdot h_{fep}(x_d) \quad (15)
\]

which means that the operator is not scale invariant.

Fig. 2 plots the convergence profiles of CMA-ES and FEP on \(f(x_1, x_2) = x_1^2 + x_2^2\) with and without scaling. It can be seen that the search behaviors of CMA-ES are the same on the three problems with different scales, whereas the search behaviors of FEP are quite different. Moreover, Table II presents the mean and standard deviation of the minimum objective values obtained by CMA-ES and FEP on six benchmark problems. Obviously, CMA-ES is competitive to FEP on the original problems, while CMA-ES dramatically outperforms FEP on the scaled problems. This is because the operator of CMA-ES is scale invariant and thus exhibits the same performance on a problem with different scales; by contrast, the operator of FEP is not scale invariant and thus is sensitive to the scales of problems.

TABLE II
MINIMUM OBJECTIVE VALUES OBTAINED BY CMA-ES AND FEP ON SIX PROBLEMS WITH AND WITHOUT SCALING.

| Original problem, \((x_1, \ldots, x_{30} \in [-10, 10])\) | CMA-ES (scale invariant) | FEP |
|--------------------------------------------------------|--------------------------|----|
| Schwefel’s Function 2.22                               | 1.8225e+1 (3.38e+0)      | 1.6919e+1 (5.30e+0) |
| Schwefel’s Function 2.21                               | 1.0000e+1 (0.00e+0)      | 4.6087e+0 (2.29e+1) |
| Quaick Function                                        | 2.5024e+1 (9.92e+0)      | 1.0405e+3 (1.69e+3) |
| Griewank Function                                      | 3.2234e+0 (5.74e-2)      | 8.5491e+1 (1.18e+1) |
| Ackley’s Function                                      | 2.7634e+0 (1.71e-1)      | 5.7111e+0 (5.97e-1) |
| Rastrigin’s Function                                   | 2.1628e+2 (4.87e+0)      | 1.6904e+2 (2.52e+1) |

| Scaled problem, \((x' = 10x)\)                        | CMA-ES (scale invariant) | FEP |
|--------------------------------------------------------|--------------------------|----|
| Schwefel’s Function 2.22                               | 1.9390e+1 (2.70e+0)      | 4.6714e+10 (5.47e+10) |
| Schwefel’s Function 2.21                               | 1.3107e+1 (1.36e+1)      | 8.4873e+0 (5.56e-1) |
| Quaick Function                                        | 2.6711e+1 (2.22e+1)      | 3.8536e+5 (2.35e-4) |
| Griewank Function                                      | 2.8246e+1 (9.96e-2)      | 1.1561e+0 (8.63e-3) |
| Ackley’s Function                                      | 3.0355e+0 (3.42e-1)      | 1.3471e+1 (5.21e-1) |
| Rastrigin’s Function                                   | 2.1651e+2 (1.40e+1)      | 9.2797e+2 (3.64e+1) |
D. Effects of Rotation Invariance

A rotation of the search space can be regarded as a matrix multiplication of each decision vector, i.e., \( T(x) = xM \), hence the rotation invariance property can be defined as follows:

**Definition 3 (Rotation invariance).** A variation operator \( h(x_1, x_2, \ldots) \) is rotation invariant if and only if
\[
h(x_1M, x_2M, \ldots) = h(x_1, x_2, \ldots)M
\]
holds for any orthogonal matrix \( M \).

Note that here the decision variables on all dimensions \( x_1, x_2, \ldots \) rather than those on a single dimension \( x_1d, x_2d, \ldots \) should be considered. It can be deduced that the mutation operator of DE is rotation invariant while the operators of SBX, CMA-ES, and FEP are not. In particular, the mutation operator of DE described in (5) can be rewritten as
\[
h_{de}(x_1, x_2, x_3) = x_1 + F \cdot (x_2 - x_3) ,
\]
hence
\[
h_{de}(x_1M, x_2M, x_3M) = x_1M + F \cdot (x_2M - x_3M) = h_{de}(x_1, x_2, x_3)M ,
\]
and the operator is rotation invariant. By contrast, since the SBX operator described in (7) can be rewritten as
\[
h_{sbx}(x_1, x_2) = x_1 + (x_2 - x_1)B ,
\]
where
\[
B = \begin{pmatrix}
0.5(1 + \beta_1) & 0 & \cdots & 0 \\
0 & 0.5(1 + \beta_2) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0.5(1 + \beta_D)
\end{pmatrix}
\]
(20)

Therefore,
\[
h_{sbx}(x_1M, x_2M) = x_1M + (x_2 - x_1)MB
\]
and
\[
h_{sbx}(x_1, x_2)M = x_1M + (x_2 - x_1)BM .
\]

Fig. 3 shows the convergence profiles of the mutation based DE and SBX based GA on \( f(x_1, x_2) = x_1^4 + x_2^3 \) with and without rotation. As can be seen, the search behavior of DE keeps unchanged on the two problems, where the convergence profile is rotated together with the search space. On the contrary, the search behavior of GA is unstable and the convergence profiles are different on the two problems. As can be further observed from Table III, the performance of DE is similar to and much better than GA on six benchmark problems with and without rotation, respectively, which is consistent with the facts that the mutation operator of DE is rotation invariant while the SBX operator is not. In fact, the superiority of DE on problems with complicated variable linkages [18] is mainly due to its rotation invariance property.

![Fig. 3. Convergence profiles of DE and SBX based GA](image)

**III. SUFFICIENT AND NECESSARY CONDITION OF ACHIEVING INVARINANCE PROPERTIES**

It can be concluded from the above analysis that the three invariance properties are critical to the robustness of operators, and we can judge whether an operator possesses these properties according to their definitions. However, it is still tricky to consider them in the design of new operators explicitly. Therefore, this section deduces the generic form of translation, scale, and rotation invariant operators by three steps.
A. Theoretical Derivation

Firstly, let \( w = (w_1, w_2, \ldots) = (x_{1d}, x_{2d}, \ldots) \), then a translation invariant operator should satisfy
\[
h(w + b) = h(w) + b. \quad (23)
\]

To find the generic form of \( h(w) \), it is first expanded in a first order Taylor series at an arbitrary point \( w_0 \):
\[
h(w) = h(w_0) + (w - w_0) \nabla h(w_0) + \frac{1}{2} (w - w_0)^2 \nabla^2 h(w_0)^T + \cdots
\]

where \( \nabla = (\frac{\partial}{\partial w_1}, \frac{\partial}{\partial w_2}, \ldots)^T \) and \( w'_0 \) is an unknown point. Based on (23), we have
\[
\begin{align*}
h(w_0) + (w + b - w_0) \nabla h(w'_0) \\
= h(w_0) + (w - w_0) \nabla h(w'_0) + b
\end{align*}
\]
where \( w'_0 \) and \( w'_0 \) are unknown points determined by \( w_0 \). Since (23) holds for any \( b \), we only consider the components including \( b \) in (23):
\[
bI \nabla h(w'_0) = b,
\]
where \( I \) is a vector of ones. That is,
\[
I \nabla h(w'_0) = 1
\]
holds for any \( w'_0 \), which mean that
\[
\frac{\partial h}{\partial w_1} + \frac{\partial h}{\partial w_2} + \cdots = 1.
\]
Obviously, (28) is a quasilinear first-order nonhomogeneous partial differential equation (33). Let \( h = h(w) \) be the solution of (28) determined by a function \( g(w, h) = 0 \), then the following homogeneous partial differential equation can be obtained:
\[
\frac{\partial g}{\partial h} + \frac{\partial g}{\partial w_1} + \frac{\partial g}{\partial w_2} + \cdots = 0,
\]
and thus the following first integrals can be obtained:
\[
\begin{cases}
h - w_1 = c_1 \\
w_1 - w_2 = c_2 \\
w_2 - w_3 = c_3 \\
\end{cases}
\]
Therefore, the solution of (29) is
\[
g = g(h - w_1, w_1 - w_2, w_2 - w_3, \ldots).
\]
Since \( g = 0 \), there must exists a function \( \psi \) such that
\[
h - w_1 = \psi(w_1 - w_2, w_2 - w_3, \ldots),
\]
which is equivalent to
\[
h(w) = w_1 + \psi(w_2 - w_1, w_3 - w_2, \ldots).
\]
Moreover, it is obvious that (33) satisfies (23), hence (33) is a sufficient and necessary condition of (23), and the following theorem can be given:

**Theorem 1 (Translation invariant operator).** A continuously differentiable variation operator \( h(x_{1d}, x_{2d}, \ldots) \) is translation invariant if and only if it has the following form:
\[
h(x_{1d}, x_{2d}, \ldots) = x_{1d} + \psi(x_{2d} - x_{1d}, x_{3d} - x_{2d}, \ldots),
\]
where \( \psi \) can be any continuously differentiable function.

Secondly, a scale invariant operator should satisfy
\[
h(aw) = a \cdot h(w),
\]
according to (33), a translation and scale invariant operator should satisfy
\[
aw_1 + \psi(aw_2 - aw_1, aw_3 - aw_2, \ldots)
= aw_1 + a \cdot \psi(aw_2 - aw_1, aw_3 - aw_2, \ldots).
\]
Let \( v = (v_1, v_2, \ldots) = (w_2 - w_1, w_3 - w_2, \ldots) \), we have
\[
\psi(av) = a \cdot \psi(v),
\]
and the first order Taylor series expansion at an arbitrary point \( v_0 \) is
\[
\psi(v_0) + (av - v_0) \nabla \psi(v'_0)
= a\psi(v_0) + a(v - v_0) \nabla \psi(v'_0),
\]
where \( v'_0 \) and \( v'_0 \) are unknown points determined by \( v_0 \). Since (33) holds for any \( a \), we only consider the components including \( a \) in (33), that is,
\[
\psi(v_0) = v_0 \nabla \psi(v'_0)
\]
must hold for any \( v_0 \) and \( v'_0 \), which means that
\[
v_1 \frac{\partial \psi}{\partial v_1} + v_2 \frac{\partial \psi}{\partial v_2} + \cdots = \psi.
\]
Let \( g(v, \psi) = 0 \), the following homogeneous partial differential equation can be obtained:
\[
\psi \frac{\partial g}{\partial \psi} + v_1 \frac{\partial g}{\partial v_1} + v_2 \frac{\partial g}{\partial v_2} + \cdots = 0,
\]
and thus the following first integrals can be obtained:
\[
\begin{cases}
\ln \psi - \ln v_1 = c_1 \\
\ln v_1 - \ln v_2 = c_2 \\
\ln v_2 - \ln v_3 = c_3 \\
\end{cases}
\]
Therefore, the solution of (41) is
\[
g = g(\ln \psi - \ln v_1, \ln v_1 - \ln v_2, \ln v_2 - \ln v_3, \ldots).
\]
Since \( g = 0 \), there must exists a function \( \varphi \) such that
\[
\ln \psi - \ln v_1 = \varphi(\ln v_1 - \ln v_2, \ln v_2 - \ln v_3, \ldots),
\]
and hence the generic form of \( \psi(v) \) can be determined:
\[
\ln \psi(v) = \ln v_1 + \varphi\left(\frac{v_1}{v_2}, \frac{v_2}{v_3}, \ldots\right).
\]
Let \( \varphi(u_1, u_2, \ldots) = \ln \phi(e^{u_1}, e^{u_2}, \ldots) \), then
\[
\psi(v) = v_1 \phi\left(\frac{v_2}{v_1}, \frac{v_3}{v_2}, \ldots\right).
\]
According to (33), we have
\[
h(w) = w_1 + (w_2 - w_1) \phi\left(\frac{w_3 - w_2}{w_2 - w_1}, \frac{w_4 - w_3}{w_3 - w_2}, \ldots\right).
\]
Moreover, it is obvious that (47) satisfies both (23) and (35), hence (47) is a sufficient and necessary condition of (23) and (35), and the following theorem can be given:

**Theorem 2 (Translation and scale invariant operator).** A continuously differentiable variation operator \( h(x_{1d}, x_{2d}, \ldots) \) is translation and scale invariant if and only if it has the following form:

\[
h(x_{1d}, x_{2d}, \ldots) = x_{1d} + (x_{2d} - x_{1d}) \phi \left( \frac{x_{3d} - x_{3d}}{x_{2d} - x_{1d}} \frac{x_{4d} - x_{3d}}{x_{2d} - x_{3d}} \cdots \right),
\]

where \( \phi \) can be any continuously differentiable function.

Thirdly, a rotation invariant operator should satisfy

\[
h \left( \sum_{i=1}^{D} m_{id} x_{1i}, \sum_{i=1}^{D} m_{id} x_{2i}, \ldots \right) = \sum_{i=1}^{D} m_{id} \cdot h(x_{1i}, x_{2i}, \ldots),
\]

where \( m_{id} \in M \) and \( d = 1, \ldots, D \). Let \( \phi(w) = \phi(w_1, \prod_{i=1}^{D} w_i, \prod_{i=1}^{D} w_i, \ldots) \), then (47) is equivalent to

\[
h(w) = w_1 + (w_2 - w_1) \phi \left( \frac{w_3 - w_2 \ w_4 - w_3 \ w_5 - w_4 \ w_6 - w_5 \ \cdots}{w_2 - w_1 \ w_3 - w_2 \ w_4 - w_3 \ w_5 - w_4 \ \cdots} \right). \tag{50}
\]

According to (49), a translation, scale, and rotation invariant operator should satisfy

\[
\sum_{i=1}^{D} m_{id} x_{1i} + \left( \sum_{i=1}^{D} m_{id} x_{2i} - \sum_{i=1}^{D} m_{id} x_{1i} \right) \phi \left( \frac{m_{id} x_{3i}}{m_{id} x_{2i}} \frac{m_{id} x_{4i}}{m_{id} x_{3i}} \cdots \right), \tag{51}
\]

which is equivalent to

\[
\sum_{i=1}^{D} m_{id} (x_{2i} - x_{1i}) \phi \left( \sum_{i=1}^{D} m_{id} (x_{3i} - x_{2i}) \cdots \right), \tag{52}
\]

Let \( u_i = (u_{i1}, u_{i2}, \ldots) = (m_{id}(x_{2i} - x_{1i}), m_{id}(x_{3i} - x_{2i}), \ldots) \), we have

\[
\sum_{i=1}^{D} u_{i1} \phi \left( \sum_{i=1}^{D} u_{i2} \right) = \sum_{i=1}^{D} u_{i1} \phi \left( \frac{u_{i2}}{u_{i1}} \right), \tag{53}
\]

and the first order Taylor series expansion at an arbitrary point \( u_0 = (u_{01}, u_{02}, \ldots) \) is

\[
\sum_{i=1}^{D} u_{i1} \left[ \phi(u_0) + \left( \sum_{i=1}^{D} \frac{u_{i2}}{u_{i1}} - u_{01}, \ldots \right) \nabla \phi(u_0) \right] = u_{i1} \left[ \phi(u_0) + \frac{u_{12}}{u_{11}} - u_{01}, \ldots \right] \nabla \phi(u_0)^{i1} \tag{54}
\]

\[
+ u_{i1} \left[ \phi(u_0) + \frac{u_{22}}{u_{21}} - u_{01}, \ldots \right] \nabla \phi(u_0)^{i2} \tag{55}
\]

which can be simplified as

\[
\left( \sum_{i=1}^{D} u_{i2} - u_{01} \right) \nabla \phi(u_0) = (u_{12} - u_{01}u_{11}, \ldots) \nabla \phi(u_0)' + (u_{22} - u_{01}u_{21}, \ldots) \nabla \phi(u_0)'' + \cdots,
\]

where \( u_0, u_0', \ldots \) are unknown points determined by \( u_0 \). Since (55) holds for any \( u_{12}, u_{22}, \ldots \), we have

\[
\nabla \phi(u_0) = \nabla \phi(u_0') = \nabla \phi(u_0'') = \cdots = c,
\]

and the form of \( \phi(u) \) can only be

\[
\phi(u) = c_0 + c_1 u_1 + c_2 u_2 + \cdots,
\]

where \( c_0, c_1, c_2, \ldots \) are constants. According to (50),

\[
h(w) = w_1 + c_0 (w_2 - w_1) + c_1 (w_3 - w_2) + c_2 (w_4 - w_3) + \cdots.
\]

Let

\[
\begin{align*}
1 - c_0 &= r_1 \\
0 - c_1 &= r_2 \\
c_1 - c_2 &= r_3 \\
&\vdots
\end{align*}
\]

we have

\[
h(w) = r_1 w_1 + r_2 w_2 + r_3 w_3 + \cdots
\]

and \( r_1 + r_2 + r_3 + \cdots = 1 \). Moreover, it is obvious that (60) satisfies (23), (35), and (49), hence (60) is a sufficient and necessary condition of (23), (35), and (49), and the following theorem can be given:

**Theorem 3 (Translation, scale, and rotation invariant operator).** A continuously differentiable variation operator \( h(x_{1d}, x_{2d}, \ldots) \) is translation, scale, and rotation invariant if and only if it has the following form:

\[
h(x_{1d}, x_{2d}, \ldots) = r_1 x_{1d} + r_2 x_{2d} + r_3 x_{3d} + \cdots,
\]

where \( r_1, r_2, r_3, \ldots \) can be any real constants satisfying \( r_1 + r_2 + r_3 + \cdots = 1 \).

**B. Remarks**

According to the above theorem, the following three corollaries can be given:

1. An operator satisfying (61) is scale invariant.
2. An operator satisfying (61) with \( r_1 + r_2 + r_3 + \cdots = 1 \) is scale and translation invariant.
3. An operator satisfying (61) with \( r_1, r_2, r_3, \ldots \) being constants is scale and rotation invariant.

The theoretical proofs of these corollaries are given in the following.

**Corollary 1.** If a variation operator satisfying

\[
h(x_{1d}, x_{2d}, \ldots) = r_1 x_{1d} + r_2 x_{2d} + r_3 x_{3d} + \cdots,
\]

then it is scale invariant.
Proof: Since
\[ h(ax_1, ax_2, \ldots) = ar_1x_1 + ar_2x_2 + ar_3x_3 + \cdots = ah(x_1, x_2, \ldots), \] (63)
the operator is scale invariant.

**Corollary 2.** If a variation operator satisfying
\[ h(x_1, x_2, \ldots) = r_1x_1 + r_2x_2 + r_3x_3 + \cdots \] (64)
with \( r_1 + r_2 + r_3 + \cdots = 1 \), then it is scale and translation invariant.

**Proof:** According to Corollary 1, the operator is scale and translation invariant.

**Corollary 3.** If a variation operator satisfying
\[ h(x_1, x_2, \ldots) = r_1x_1 + r_2x_2 + r_3x_3 + \cdots \] (66)
with \( r_1, r_2, r_3, \ldots \) being constants, then it is scale and rotation invariant.

**Proof:** Since \( r_1, r_2, r_3, \ldots \) are constants, we have
\[ h(x_1, x_2, \ldots) = r_1x_1 + r_2x_2 + r_3x_3 + \cdots. \] (67)
Therefore,
\[ h(x_1M, x_2M, \ldots) = r_1x_1M + r_2x_2M + r_3x_3M + \cdots \] (68)
\[ = h(x_1, x_2, \ldots)M, \]
according to Corollary 1, the operator is scale and rotation invariant.

Generally, most existing operators including those in GA, DE, and CMA-ES meet the second corollary and are scale and translation invariant. However, the operators in GA and CMA-ES are not rotation invariant since the weights (i.e., \( \beta \) in (2) and \( \mathcal{N}(0, \sigma^2 \beta) \) in (12)) vary on different dimensions. By contrast, the mutation operator of DE is rotation invariant since the weights (i.e., \( F \) in (3)) keep unchanged on all dimensions.

It should be noted that a rotation invariant operator does not necessarily lead to a rotation invariant metaheuristic, and vice versa. For example, the mutation operator of DE is rotation variant, but DE is not rotation invariant due to the crossover operator with \( CR < 1 \) [22]. The operator of CMA-ES is not rotation invariant, but CMA-ES is rotation invariant due to the rotation angle adaptive covariance matrix \( C \) [3]. In fact, a rotation invariant operator may not obtain good performance since offspring solutions can only be the linear combinations of parents. In practice, the rotation invariance can be achieved by rotating offspring solutions according to a covariance matrix learnt from the population [8, 34].

**IV. PRINCIPLED APPROACH FOR DESIGNING OPERATORS**

The function of [61] reveals the generic form of translation, scale, and rotation invariant operators, while the optimal values of the weights \( r_1, r_2, r_3, \ldots \) are not provided. Therefore, this section proposes a principled approach for designing new operators, which searches for high-performance operators by optimizing the weights.

**A. Parameterization of Variation Operators**

In order to introduce randomness, the proposed approach AutoV represents each weight by an independent normal distribution, and it optimizes the mean and variance of each normal distribution instead of the weight. Formally, the proposed AutoV searches for the operators having the following form:
\[ h(x_{1d}, \ldots, x_{td}) = \sum_{i=1}^{t} r_i x_{id}, \] (69)
s.t. \( \sum_{i=1}^{t} r_i = 1, r_i \sim \mathcal{N}(\mu_i, \sigma_i^2) \)
where \( \mu_i \in [-1, 1] \) and \( \sigma_i \in [0, 1] \) are the parameters to be optimized. Note that the value of \( r_i \) keeps unchanged for \( d = 1, \ldots, D \) hence \( r_i \) is still a constant for generating each offspring solution. In the following, we demonstrate that an algorithm equipped with the above operator can converge to the global optimum of continuous optimization problems if given sufficient time.

**Theorem 4.** Given a continuous function \( f(x) \) and its global optimal solution \( x^* \), for any \( \epsilon > 0 \) and a metaheuristic based on an elite strategy and a variation operator satisfying
\[ h(x_{1d}, \ldots, x_{td}) = (1 - \sum_{i=2}^{t} r_i)x_{id} + \sum_{i=2}^{t} r_i x_{id}, \] (70)
s.t. \( r_{i+1} \sim \mathcal{N}(\mu_i, \sigma_i^2), i = 1, \ldots, t - 1 \)
we have
\[ \lim_{g \to \infty} P(|f(x^g) - f(x^*)| < \epsilon) = 1, \] (71)
where \( x^g \) denotes the best solution in the population at the \( g \)-th generation.

**Proof:** Regarding the evolutionary procedure as a finite-dimension Markov chain [33], let
\[ s_1 : |f(x^g) - f(x^*)| < \epsilon \]
\[ s_2 : |f(x^g) - f(x^*)| \geq \epsilon \]
(72)
than the one-step transition probabilities \( P(s_1|s_1) = 1 \) and \( P(s_2|s_1) = 0 \), since the elite strategy always retains the best solution. Now we focus on the transition probabilities \( P(s_1|s_2) \) and \( P(s_2|s_2) \). Since \( f \) is a continuous function, there must exist a \( \epsilon > 0 \) such that
\[ |f(x) - f(x^*)| < \epsilon \text{ when } \|x - x^*\|_\infty < \epsilon, \text{ where } \|x - x^*\|_\infty \]
Since all the \( r \)s denote the largest difference between \( x \) and \( x^* \) over all the \( D \) dimensions. According to equation (70),

\[
h(x_{1d}, \ldots, x_{td}) = (1 - \sum_{i=2}^{t} r_i)x_{1d} + \sum_{i=2}^{t} r_ix_{id} = x_{1d} + \sum_{i=2}^{t} r_i(x_{id} - x_{1d}) = x_{1d} + \sum_{i=2}^{t} r_i' \, ,
\]

where

\[
r_i'_{i+1} \sim \mathcal{N}(\mu_i, \sigma_i^2(x_{(i+1)d} - x_{1d})^2) \,. \tag{74}
\]

Therefore,

\[
P(\|h(x_1, \ldots, x_t) - x^*\|_\infty < \varepsilon) = \prod_{d=1}^{D} P(\|h(x_{1d}, \ldots, x_{td}) - x^*_d\| < \varepsilon)
\]

\[
= \prod_{d=1}^{D} P\left(\left|x_{1d} + \sum_{i=2}^{t} r'_i - x^*_d\right| < \varepsilon\right)
\]

\[
= \prod_{d=1}^{D} \left(x^*_d - x_{1d} - \varepsilon < \sum_{i=2}^{t} r'_i < x^*_d - x_{1d} + \varepsilon\right) \,. \tag{75}
\]

Since all the \( r'_i \)s are normally distributed,

\[
P\left(\frac{x^*_d - x_{1d} - \varepsilon}{t-1} < r'_i < \frac{x^*_d - x_{1d} + \varepsilon}{t-1}\right) = \int_{\frac{x^*_d-x_{1d}-\varepsilon}{t-1}}^{\frac{x^*_d-x_{1d}+\varepsilon}{t-1}} \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}\left(x^*_d-x_{1d}+\varepsilon\right)^2}
\]

\[
\left(x^*_d-x_{1d}-\varepsilon\right)\sigma_i(x_{(i+1)d} - x_{1d})\sqrt{2\pi} dc > 0 \,, \tag{76}
\]

and thus

\[
P(\|h(x_1, \ldots, x_t) - x^*\|_\infty < \varepsilon) > 0 \,, \tag{77}
\]

which further indicates that \( P(s_1|s_2) > 0 \). Since \( P(s_1|s_2) + P(s_2|s_2) = 1 \), we have \( P(s_2|s_2) < 1 \). Therefore,

\[
\lim_{g \to \infty} P(s_2|s_2)^g = 0 \,, \tag{78}
\]

which means that the probability of \( s_1 : |f(x^g) - f(x^e)| < \varepsilon \) when \( g \to \infty \) is 1.

It is worth noting that some existing optimizers include multiple parameter sets to be selected with given probabilities (e.g., \( \alpha, \beta \) in SBX), which provide complex search behaviors and can better balance between exploitation and exploration. Hence, the ensemble of multiple parameter sets is also adopted in AutoV. Moreover, the first weight \( r_1 \) can be omitted since it can be directly set to \( 1 - r_2 - r_3 - \cdots \). To summarize, an operator in AutoV is determined by the following matrix

\[
\begin{pmatrix}
\mu_{12}, \sigma_{12}, \mu_{13}, \sigma_{13}, \ldots, \mu_{1t}, \sigma_{1t}, p_1 \\
\mu_{22}, \sigma_{22}, \mu_{23}, \sigma_{23}, \ldots, \mu_{2t}, \sigma_{2t}, p_2 \\
\ldots \\
\mu_{k2}, \sigma_{k2}, \mu_{k3}, \sigma_{k3}, \ldots, \mu_{kt}, \sigma_{kt}, p_k \\
\end{pmatrix} \,. \tag{79}
\]

where \( \mu_{ji} \) and \( \sigma_{ji} \) denote the mean and variance of weight \( r_j \) in the \( j \)-th set, respectively, and \( p_j \) denotes the probability of selecting the \( j \)-th set. When generating a decision variable of an offspring solution, the roulette-wheel selection is first used to select a parameter set (i.e., one row of (79)) according to their probabilities. Then, the decision variable is generated by sampling the given normal distribution.

In this way, the search of high-performance operators can be formulated as a continuous optimization problem, whose decision vector contains all the elements in (79) and the objective is the performance of the corresponding operator. Generally, it is easy to measure the fitness by investigating the performance of a metaheuristic equipped with the operator, but it is difficult to optimize the decision vector since AutoV does not require any prior knowledge, i.e., none of the existing optimizers are used to evolve a population for solving the problem. To address this issue, the proposed AutoV suggests a novel evolutionary procedure, in which the population can be evolved by itself.

B. Procedure of the Principled Approach

The procedure of the proposed AutoV is detailed in Fig. 4 and Algorithm 1. Given a benchmark problem for performance measurement, AutoV first randomly initializes a population \( P \) and evaluates each solution in \( P \), where each solution denotes a parameter matrix defined in (79). At each generation, AutoV selects a number of parents from \( P \) via binary tournament selection, then uses the parents to generate an offspring population by using the variation operator parameterized by the best solution in \( P \). Afterwards, the offspring population is combined with \( P \), and half the solutions with better fitness survive for the next generation. The proposed AutoV repeats the above steps until the termination criterion is fulfilled, and returns the solution with the best fitness as the found variation operator.

Since the goal of AutoV is to create high-performance variation operators, it uses the best operator found so far to evolve the population for finding a better operator, and the better operator can then evolve the population for finding a much better operator, where none of the existing metaheuristics are used. For the fitness evaluation of each candidate operator, a simple metaheuristic is established by adopting the candidate operator. As presented in Algorithm 2, the best objective value found by the established metaheuristic on the given benchmark problem is regarded as the fitness of the candidate operator. Besides, we find that a candidate operator may be over-optimized for the given benchmark problem, which means that it considers a perfect solution for the given benchmark problem accidentally. Still, it cannot evolve the population gradually. To solve this issue, AutoV executes the established metaheuristic for multiple runs and uses the median value of the found best objective values as the fitness.

In the experiments, we consider the following five different sets of parents as the input of (70) for generating
**Algorithm 1: Procedure of AutoV**

**Input:** \( f \) (a benchmark problem)

**Output:** \( p \) (the best solution)

1. \( P \leftarrow \) Randomly initialize a population, where each solution is a parameter matrix defined in (79).

2. for each \( x \in P \) do
   3. Evaluate the objective value of \( x \) by \( \text{Evaluation}(x, f) \);

4. while termination criterion is not fulfilled do
   5. \( P' \leftarrow \) Select parents from \( P \) via binary tournament selection;
   6. \( p \leftarrow \) The best solution in \( P' \);
   7. \( O \leftarrow \) Use the operator \( p \) to generate offspring based on parents \( P' \);
   8. for each \( o \in O \) do
      9. Evaluate the objective value of \( o \) by \( \text{Evaluation}(o, f) \);
   10. \( P \leftarrow P \cup O \);
   11. \( P \leftarrow \) Half the solutions in \( P \) with better fitness;
   12. \( p \leftarrow \) The best solution in \( P \);

13. return \( p \);

**Algorithm 2: Evaluation\( (p, f) \)**

**Input:** \( p \) (parameter matrix of an operator), \( f \) (a benchmark problem)

**Output:** \( \text{fitness} \) (fitness of \( p \))

1. \( \text{fitness} \leftarrow 0 \);

2. for \( \text{run} = 1 \) to \( \text{maxRun} \) do
   3. \( P \leftarrow \) Randomly initialize a population, where each solution is a decision vector for \( f \);
   4. for each \( x \in P \) do
      5. Evaluate the objective of \( x \) by \( f(x) \);
   6. while termination criterion is not fulfilled do
      7. \( P' \leftarrow \) Select parents from \( P \) via binary tournament selection;
      8. \( O \leftarrow \) Use the operator \( p \) to generate offspring based on parents \( P' \);
      9. for each \( o \in O \) do
         10. Evaluate the objective of \( o \) by \( f(o) \);
      11. \( P \leftarrow P \cup O \);
      12. \( P \leftarrow \) Half the solutions in \( P \) with better fitness;
      13. \( x \leftarrow \) The best solution in \( P \);
      14. \( \text{fitness} \leftarrow \text{fitness} \cup \{ f(x) \} \);
      15. \( \text{fitness} \leftarrow \) Median value of \( \text{fitness} \);

16. return \( \text{fitness} \);

V. EXPERIMENTAL STUDIES

To verify the effectiveness of the proposed AutoV, the performance of the operators found by AutoV is first studied. Then, the best operator is compared with eight metaheuristics, where GA [4], PSO [10], DE [7], CMA-ES [8], and FEP [9] are classical metaheuristics, CSO [37] is a competitive swarm optimizer for large-scale optimization, and SHADE [38] and IMODE [39] are hybrid metaheuristics based on multiple operators with parameter adaptation. Based on the settings suggested in the original literature of the compared metaheuristics, we finely tune their parameters for a relatively good performance.
performance, where the detailed parameter settings are listed in Table IV.

### A. Comparison Between the Operators Found by AutoV

For each of the five functions given in (80), the proposed AutoV optimizes it with a population size of 100 for 1000 generations. As for the fitness evaluation of each candidate operator, the population size is set to 100, the number of generations is set to 100, the number of parameter sets \(k\) is set to 10, and the number of runs \(max\ Run\) is set to 9. Besides, the Rastrigin’s Function [17] is adopted as the benchmark problem for performance measurement.

To compare the performance of the found operators with different functions \(h_1-h_5\), they are embedded in the simple metaheuristic presented in Algorithm 2 and tested on eight benchmark problems with 30 decision variables. These benchmark problems have a variety of unimodal, multimodal, or flat landscapes, whose definitions can be found in [17]. For all the metaheuristics, the population size is set to 100 and the number of generations is set to 100. Table V lists the minimum objective values found by the five metaheuristics averaged over 30 runs, where the compared operators exhibit similar performance and the operator \(h_3\) has slightly better overall performance than the others. It is worth noting that the operator \(h_3\) does not obtain the best overall performance, though the function \(h_3\) has more parents and is expected to perform better. This is because the function \(h_5\) contains more parameters to be optimized, which hinders AutoV from finding high-performance operators.

To study the influence of the number of parameter sets \(k\), Fig. 5 plots the performance of the metaheuristic

| Table IV: Minimum Objective Values Obtained by the Operators with Different Functions \(h_1\)–\(h_5\) Found by AutoV on Eight Benchmark Problems. Best Results are Highlighted. |

| Problem | \(h_1\) | \(h_2\) | \(h_3\) | \(h_4\) | \(h_5\) |
|---------|---------|---------|---------|---------|---------|
| Schwefel’s Function 2.22 | 0.07e-5 | 5.27e+0 | 2.07e-2 | 8.72e-3 | 1.02e-1 |
| Schwefel’s Function 2.21 | 1.65e+1 | 1.19e+1 | 1.66e+0 | 8.75e+0 | 1.67e+0 |
| Quartic Function | 2.01e-2 | 1.32e-1 | 1.12e-2 | 9.02e-3 | 1.16e-2 |
| Generalized Griewank Function | 1.99e-3 | 2.93e+0 | 2.81e-2 | 4.46e-1 | 2.66e-1 |

| Table VI: Minimum Objective Values Obtained by the Operator with Function \(h_3\) and Different Numbers of Parameter Sets \(k\) found by AutoV. |

| Problem | Optimized on Schwefel’s Function 2.22 | Optimized on Schwefel’s Function 2.21 | Optimized on Ackley’s Function | Optimized on Rastrigin’s Function |
|---------|---------------------------------|---------------------------------|-------------------------------|---------------------------------|
| Schwefel’s Function 2.22 | 2.46e-6 | 7.00e-2 | 4.91e-6 | 2.07e-2 |
| Schwefel’s Function 2.21 | 1.46e+1 | 1.36e+0 | 1.21e+1 | 1.66e+0 |
| Quartic Function | 1.29e-2 | 1.23e-2 | 1.44e-2 | 1.12e-2 |
| Generalized Griewank Function | 6.89e-3 | 7.02e-2 | 1.48e-3 | 2.81e-2 |
| Generalized Schwefel’s Function 2.26 | -9.35e+3 | -9.76e+3 | -9.55e+3 | -1.16e+4 |
| Ackley’s Function | 1.00e-4 | 5.77e-2 | 5.71e-5 | 1.79e-2 |
| Rosenbrock’s Function | 6.03e+3 | 3.88e+3 | 7.64e+3 | 9.09e+3 |
| Rastrigin’s Function | 2.36e+1 | 1.59e+1 | 2.91e+1 | 3.88e+0 |
with operator $h_3$ and $k = 1, 5, 10, 15, 20$ on the eight benchmark problems, where $k = 10$ leads to better overall performance than the other settings. On the one hand, a small value of $k$ provides a few different search behaviors, and thus leads to a low performance limit. On the other hand, although a large value of $k$ provides many different search behaviors, it leads to a large number of parameters that are difficult to be optimized. As a consequence, $k = 10$ is a proper setting for finding high-performance operators.

Furthermore, the influence of the benchmark problem on fitness evaluation is studied. Table VII lists the performance of the metaheuristic with operator $h_3$ optimized on four benchmark problems, including the Schwefel’s Function 2.22 with a unimodal landscape, the Schwefel’s Function 2.21 with a flat landscape, and the Ackley’s Function and Rastrigin’s Function with multimodal landscapes. It can be found that the four metaheuristics obtain the best performance on the benchmark problem for fitness evaluation, while they obtain quite similar performance on the other problems. In the following experiments, the metaheuristic with operator $h_3$ and $k = 10$ optimized on the Rastrigin’s Function is used as a representative of AutoV to be compared with existing metaheuristics on various problems. Details of the variation operator found by AutoV are presented in the following, where the components with $r_i \sim \mathcal{N}(0, 0)$ are ignored for simplicity:

\[
\begin{align*}
&h_{r}(x_1, x_2, x_3) = (1 - r_2)x_1 + r_2x_2, \\
&\quad r_2 \sim \mathcal{N}(0.4753, 0.0103) \\
&\quad \text{if } p < 0.219 \\
&\quad (1 - r_2)x_1 + r_2x_2, \\
&\quad r_2 \sim \mathcal{N}(0.0034, 0.0006) \\
&\quad \text{if } 0.219 \leq p < 0.436 \\
&\quad (1 - r_2)x_1 + r_2x_2, \\
&\quad r_2 \sim \mathcal{N}(0.9999, 0.0072) \\
&\quad \text{if } 0.436 \leq p < 0.644 \\
&\quad (1 - r_2)x_1 + r_2x_2, \\
&\quad r_2 \sim \mathcal{N}(0.9988, 0.0167) \\
&\quad \text{if } 0.644 \leq p < 0.802 \\
&\quad (1 - r_2)x_1 + r_2x_2, \\
&\quad r_2 \sim \mathcal{N}(0.0070, 0.0056) \\
&\quad \text{if } 0.802 \leq p < 0.960 \\
&\quad (1 - r_2 - r_3)x_1 + r_2x_2 + r_3d + r_4u, \\
&\quad r_2 \sim \mathcal{N}(0.7293, 0.0505) \\
&\quad r_3 \sim \mathcal{N}(0, 0.0014) \\
&\quad r_4 \sim \mathcal{N}(0, 0.0014) \\
&\quad \text{if } 0.960 \leq p < 0.992 \\
&\quad (1 - r_2 - r_3)x_1 + r_2x_2 + r_3d + r_4u, \\
&\quad r_2 \sim \mathcal{N}(0.0392, 0.3185) \\
&\quad r_3 \sim \mathcal{N}(0, 0.0353) \\
&\quad r_4 \sim \mathcal{N}(0, 0.0353) \\
&\quad \text{if } 0.992 \leq p < 0.997 \\
&\quad (1 - r_2 - r_3 - r_4)x_1 + r_2x_2 + r_3d + r_4u, \\
&\quad r_2 \sim \mathcal{N}(0, 0.0011) \\
&\quad r_3 \sim \mathcal{N}(0, 0.0011) \\
&\quad r_4 \sim \mathcal{N}(0, 0.0011) \\
&\quad \text{if } p \geq 0.997 \\
&\quad (1 - r_2 - r_3 - r_4)x_1 + r_2x_2 + r_3d + r_4u, \\
&\quad r_2 \sim \mathcal{N}(0, 0.0452) \\
&\quad r_3 \sim \mathcal{N}(0, 0.0452) \\
&\quad r_4 \sim \mathcal{N}(0, 0.0003) \\
&\quad \text{if } p \geq 0.997 \\
&\quad (1 - r_2 - r_3 - r_4)x_1 + r_2x_2 + r_3d + r_4u, \\
&\quad r_2 \sim \mathcal{N}(0, 0.0003) \\
&\quad r_3 \sim \mathcal{N}(0, 0.0003) \\
&\quad \text{if } p \geq 0.997
\end{align*}
\]
TABLE VIII
MINIMUM OBJECTIVE VALUES OBTAINED BY NINE METAHEURISTICS ON 13 ROTATED SMALL-SCALE BENCHMARK PROBLEMS WITH 30 DECISION VARIABLES. BEST RESULTS ARE HIGHLIGHTED.

| Rotated small-scale problems | GA [6] | PSO [10] | DE [7] | CMA-ES [8] | FEP [2] | CSO [17] | SHADE [35] | IMODE [19] | AutoV |
|-----------------------------|-------|---------|--------|-----------|--------|---------|---------|-----------|-------|
| f1                          | 1.7644e+1 - | 3.1210e+3 - | 4.3448e+3 - | 1.2422e+2 - | 9.2516e+3 - | 1.2894e+3 - | 2.9701e+1 - | 2.0650e+0 - | 7.1625e+1 |
| (5.3457e+0)                | (8.2974e+2) | (8.3965e+2) | (2.9570e+1) | (3.9378e+3) | (6.7999e+2) | (1.0906e+1) | (1.0838e+0) | (5.403e+1) |
| f2                          | 1.9315e+1 - | 3.7244e+1 - | 4.9671e+1 - | 1.3854e+1 - | 8.1606e+1 - | 1.4786e+1 - | 1.8746e+1 - | 1.5749e+0 - | 1.5246e+1 |
| (1.0224e+1)                | (1.8186e+1) | (8.5749e+1) | (6.8675e+0) | (9.7060e+0) | (5.0358e+0) | (3.0538e+1) | (2.6580e+0) | (4.2560e+1) | (5.190e+1) |
| f3                          | 9.9581e+3 - | 5.3590e+3 - | 5.3369e+3 - | 1.3929e+4 - | 2.2104e+4 - | 5.8924e+3 - | 1.7530e+3 - | 2.8584e+2 - | 8.9319e+2 |
| (2.6366e+3)                | (1.1402e+3) | (1.3071e+3) | (3.9031e+3) | (9.7521e+2) | (4.7934e+2) | (2.5578e+2) | (7.960e+2) |
| f4                          | 1.4962e+0 - | 4.2766e+1 - | 3.6628e+1 - | 7.8044e+0 - | 4.6193e+1 - | 1.2863e+1 - | 8.1105e+0 - | 5.5831e+0 - | 1.3227e+0 |
| (5.9860e+0)                | (4.8244e+0) | (4.7317e+0) | (9.4482e-1) | (2.4144e+0) | (1.8236e+0) | (4.8938e-1) | (1.2360e+1) | (1.742e+1) |
| f5                          | 2.8300e+4 - | 8.9721e+5 - | 1.7625e+6 - | 9.3046e+3 - | 5.2830e+6 - | 1.1350e+5 - | 2.8513e+3 - | 2.9329e+2 - | 2.0175e+2 |
| (4.1815e+4)                | (3.4766e+5) | (7.4240e+5) | (6.0657e+3) | (2.3632e+6) | (6.7006e+4) | (3.4473e+3) | (1.6130e+2) | (1.540e+2) |
| f6                          | 2.3375e+1 - | 3.6026e+3 - | 5.0828e+3 - | 1.1925e+2 - | 6.8534e+3 - | 1.2864e+3 - | 3.2259e+1 - | 1.3750e+1 - | 2.5000e+0 |
| (3.7000e+0)                | (6.8520e+2) | (1.1280e+3) | (2.9311e+1) | (2.1819e+3) | (5.8652e+2) | (6.5629e+0) | (7.1446e+0) | (2.204e+0) |
| f7                          | 8.1742e-2  | 8.6616e+1  | 1.1051e+0  | 7.1672e-2  | 4.8419e+1  | 1.1161e+1  | 6.3313e-2  | 4.9230e+2  | 1.7558e+2 |
| (4.3048e+0)                | (6.6114e+1) | (3.4086e-2) | (2.8474e+1) | (5.2390e-2) | (1.6838e+1) | (2.2972e+0) | (5.893e+0) |
| f8                          | 7.6960e+3 - | 6.4301e+3 - | 5.2233e+3 - | 7.6329e+3 - | 7.4567e+3 - | 7.5311e+3 - | 5.5305e+3 - | 7.1206e+3 - | 7.3751e+3 |
| (4.2092e+3)                | (7.3448e+2) | (5.6710e+2) | (6.2562e+2) | (2.9851e+2) | (2.9925e+2) | (2.0444e+2) | (2.951e+2) |

+/- / = 0.12/1 0.17/0 0.13/0 0.12/1 0.17/2 0.13/1 0.17/3

+ , - and ~ indicate that the result is significantly better, significantly worse, and statistically similar to that obtained by AutoV.

where \( p \) is a uniformly distributed random value sampled in \([0,1]\). It can be found from the definition that the operator contains ten functions whose parameters obey different distributions, which provide a variety of search behaviors that may be effective for different problems. It is worth noting that the ten functions are selected with different probabilities, where the operator uses only \( x_1 \) and \( x_2 \) in most cases but rarely uses the lower bound \( l \) and the upper bound \( u \). This is similar to the genetic algorithm, which performs the crossover between two parents with a large probability for global search and performs the mutation on a single solution with a small probability for local search, where the lower and upper bounds are involved in the mutation operator (e.g., polynomial mutation [36]) but ignored in the crossover operator (e.g., SBX [30]).

B. Comparison on Small-Scale Benchmark Problems

Then, the proposed AutoV (i.e., the metaheuristic with operator \( h_3 \)) is compared with eight existing metaheuristics on 13 small-scale benchmark problems with 30 decision variables, where the definitions of these problems can be found in [9]. For all the compared metaheuristics, the population size is set to 100 and the number of function evaluations is set to 10000. Table VII shows the means and standard deviations of the minimum objective values found by the nine metaheuristics, averaged over 30 runs. It can be found that the proposed

AutoV obtains the best overall performance, which gains the best results on 9 out of 13 problems. The Wilcoxon rank sum test [40] with a significance level of 0.05 is adopted to perform statistical analysis, where AutoV is significantly better than GA, PSO, DE, CMA-ES, FEP, CSO, SHADE, IMODE on 11, 13, 13, 13, 13, 12, 11, and 10 problems, respectively. Furthermore, Fig. 6 depicts the convergence trajectories of the compared metaheuristics on the Step Function and the Penalized Function, where AutoV converges faster than the other metaheuristics.

While the 13 benchmark problems are already translated and scaled, they are further rotated by randomly generated orthogonal matrices and challenge the nine metaheuristics. As can be seen from the experimental results listed in Table VIII the superiority of the pro-
posed AutoV becomes more significant, where AutoV outperforms the other metaheuristics on 11 out of 13 problems. As a consequence, the superiority of AutoV over some classical and state-of-the-art metaheuristics can be verified. Besides, it also implies that AutoV is more effective than the approaches based on the recommendation and combination of existing metaheuristics, whose performance can hardly go beyond the best existing metaheuristic on each problem.

C. Comparison on Large-Scale Benchmark Problems

Lastly, the proposed AutoV and the eight existing metaheuristics are compared on the 15 CEC'2013 large-scale benchmark problems [11]. These benchmark problems contain approximately 1000 decision variables and a variety of landscape functions, transformations, and interactions between variables, posing stiff challenges to general metaheuristics. For all the compared algorithms, the population size is set to 100 and the number of function evaluations is set to 120000.

Table IX presents the means and standard deviations of the minimum objective values found by the compared metaheuristics, averaged over 30 runs. It can be observed from the statistical results that the proposed AutoV also exhibits better overall performance than the others on the large-scale benchmark problems, achieving the best results on 9 out of 15 problems. It is noteworthy that although SHADE and IMODE suggest many complex search strategies for the combination of multiple operators and adaptation of parameters, they are still underperformed by AutoV that only contains a simple operator designed automatically. Therefore, the proposed AutoV offers bright prospects to the design of metaheuristics, which can potentially replace the laborious manual design process.

VI. Conclusions

To reduce the human expertise in designing metaheuristics, this paper has analyzed the importance of translation, scale, and rotation invariance to the robustness of operators, and deduced the generic form of translation, scale, rotation invariant operators. Based on the deduced generic form, this paper has proposed a principled approach to search for high-performance operators automatically. In contrast to the automated design approaches based on existing metaheuristics, the proposed approach does not rely on any existing techniques, and can obtain competitive performance over some state-of-the-art metaheuristics on complex and large-scale optimization problems.

The experimental results have demonstrated the effectiveness and potential of the automated design of
variation operators, and further research on this topic is highly desirable. Firstly, it is reasonable to search for high-performance operators based on more complex functions (e.g., include more parents and consider the update of velocity), where more effective operators are expected to be found. Secondly, since the proposed approach searches for operators according to their performance on a benchmark problem, it is reasonable to adopt more representative and practical problems to find high-performance operators for general problems or specific types of problems. Thirdly, it is interesting to develop novel approaches for automatically designing selection strategies for metaheuristics.
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