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Abstract
The $r$-KdV-CH hierarchy is a generalization of the Korteweg-de Vries and Camassa-Holm hierarchies parametrized by $r + 1$ constants. In this paper we clarify some properties of its multi-Hamiltonian structures, prove the semisimplicity of the associated bihamiltonian structures and the formula for their central invariants. By introducing a class of generalized Hamiltonian structures, we give in a natural way the transformation formulae of the Hamiltonian structures of the hierarchy under certain reciprocal transformation, and prove the formulae at the level of its dispersionless limit. We also consider relations of the associated bihamiltonian structures to Frobenius manifolds.
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1 Introduction

In recent years progress has been made in the study of the problem of classification of bihamiltonian structures of certain type, the associated bihamiltonian integrable hierarchies include in particular the well known Korteweg-de Vries (KdV) hierarchy, the Camassa-Holm (CH) hierarchy, the Drinfeld-Sokolov hierarchies and so on [4, 5, 13, 14, 15, 16, 29]. For a given bihamiltonian structure defined on the formal loop space of an $n$-dimensional manifold $M$, a complete set of its invariants under the so called Miura-type transformations is obtained in [15, 29], this set consists of a flat pencil of metrics on the manifold $M$ and $n$ functions of one variable, these functions are called the central invariants of the bihamiltonian structure. These invariants enable one to have a better understanding of the bihamiltonian structures and the associated integrable hierarchies. For most of the well known bihamiltonian integrable hierarchies including the Drinfeld-Sokolov hierarchies associated to untwisted affine Lie algebras, the flat pencil of metrics are given by certain Frobenius manifold structures, and the central invariants are constants. In particular, for the bihamiltonian structures of the Drinfeld-Sokolov hierarchies associated to the untwisted affine Lie algebras of A-D-E type, the central invariants are all equal to $\frac{1}{24}$ if one choose the invariant bilinear form of the Lie algebra to be the normalized one. This property is one of the most important characteristics of the integrable hierarchies that arise in 2d topological field theory and Gromov-Witten invariants [8, 13, 14, 16, 17, 27, 36].

On the other hand, up to our knowledge the only known bihamiltonian integrable hierarchies with non-constant central invariants are special cases of the so called $r$-KdV-CH hierarchy (see its definition given in the next section). This hierarchy is a generalization of the KdV hierarchy parameterized by an ordered set of $r + 1$ constants $P = (a_0, a_1, \cdots, a_r)$. Apart from the KdV hierarchy, it contains many other important integrable hierarchies as particular examples, such as the the CH hierarchy, the AKNS hierarchy and the two-component Camassa-Holm (2-CH) hierarchy. In these cases the corresponding parameters are given by

- KdV: $r = 1$, $P = (1, 0)$,
- CH: $r = 1$, $P = (0, 1)$,
- AKNS: $r = 2$, $P = (1, 0, 0)$,
- 2-CH: $r = 2$, $P = (0, 0, 1)$.

The central invariants of the bihamiltonian structures of the KdV hierarchy and AKNS hierarchy are constant, while that of the CH hierarchy and the 2-CH hierarchy are not.
In some cases, bihamiltonian integrable hierarchies with different central invariants are related via certain type of transformations which change, unlike the Miura-type transformations, also the independent variables. Such transformations are called reciprocal transformations, they are rather important in studying properties of solutions of the related integrable hierarchies (see [6, 20, 21, 28, 32, 33, 37] and references therein). A typical example is given by the relation between the KdV hierarchy and the CH hierarchy [21], the associated reciprocal transformation provides an efficient way to obtain exact solutions of the CH hierarchy by using the known solutions of the KdV hierarchy [21, 28].

The main purpose of the present paper is to study, via the example of the \( r \)-KdV-CH hierarchy, the transformation rule of Hamiltonian and bihamiltonian structures under reciprocal transformations. A better understanding of such transformation rules would be important in particular for the study of properties of the class of bihamiltonian integrable systems of Camassa-Holm type, and for the study of a generalized classification scheme for integrable hierarchies under reciprocal transformations.

Recall that the first step towards the generalization of the KdV hierarchy to the \( r \)-KdV-CH hierarchy was made by Martínez Alonso in [31], where he presented the \( r \)-KdV-CH hierarchy with the parameters \( P = (1, 0, \cdots, 0) \) and proved its integrability via the bihamiltonian structure of the hierarchy and the inverse scattering method. In [1, 2, 3] Antonowicz and Fordy studied the spectral problem associated to the \( r \)-KdV-CH hierarchy with general parameters, they obtained \( r + 1 \) Hamiltonian operators associated to the spectral problem and pointed out that the compatibility of these Hamiltonian operators can be proved by using Fuchssteiner and Fokas’ method of hereditary symmetry [22]. However, to our knowledge the explicit formulation of the \( r \)-KdV-CH hierarchy and its multi-Hamiltonian representation, including the proof of the compatibility of the Hamiltonian structures, were missing in the literature. So in the present paper we first give, in Section 2 and Section 3 the explicit formulation of the \( r \)-KdV-CH hierarchy with general parameters \( P = (a_0, \cdots, a_r) \) and its \( r + 1 \) Hamiltonian structures including the explicit formulae of the Hamiltonians, we prove the compatibility of the \( r + 1 \) Hamiltonian operators by using a direct and simple method due to Kersten et al [20] and Getzler [23]. In Section 2 we also give a definition of the \( \tau \) function of the \( r \)-KdV-CH hierarchy, it is a natural generalization of the \( \tau \) function of the KdV hierarchy which plays a crucial role in the study of properties of solutions of the KdV hierarchy and its applications in different branches of mathematics and physics.

Properties of the bihamiltonian structures of the \( r \)-KdV-CH hierarchy were considered in [13], where a formula for the central invariants of these bihamiltonian structures was given without a proof. In Section 4 we fill the proof for the formula, and also the proof of the semisimplicity of the bihamiltonian structures. The dispersionless limit of these bihamiltonian structures are of hydrodynamic type, such bihamiltonian structures have close relations to 2d topological field theory and Frobenius manifolds [11, 12, 13, 56]. The notion of Frobenius manifolds was invented by Dubrovin as a coordinate free formulation of the WDVV equations which arises in 2d topological field theory [10, 11], through this notion relations of some nonlinear integrable systems with 2d topological field theory, Gromov-Witten invariants, singularities theory, geometry of the orbit spaces of finite Coxeter groups and extended affine Weyl groups, and other fields of mathematical physics are naturally established. Here bihamiltonian
structures of hydrodynamic type play a prominent role, it was shown that on the loop space of any Frobenius manifold there is defined such a bihamiltonian structure \[11\], and vice versa, under certain restrictions a Frobenius manifold can be obtained from a bihamiltonian structure \[12, 14\]. In Section 4 we will specify those bihamiltonian structures of the $r$-KdV-CH hierarchy which are associated to Frobenius manifolds.

Under reciprocal transformations an evolutionary PDE which possesses a local Hamiltonian structure will in general be transformed to a system with nonlocal Hamiltonian structures. For a Hamiltonian system of hydrodynamic type, such transformation properties were studied by Ferapontov and Pavlov in \[20\] where the nonlocal Hamiltonian structure was obtained from the expressions of the transformed systems. In order to understand such transformation rule of the Hamiltonian structures in a more natural way, we first generalize in Section 5 following \[30\], the definition of the space of multi-vectors on the formal loop space of the manifold $M$, and the Schouten-Nijenhuis bracket on the space of the generalized multi-vectors. In this way, we can define a class of generalized Hamiltonian structures which includes in particular the class of weakly nonlocal Hamiltonian structures of hydrodynamic type associated to conformally flat metrics \[19\]. We proceed to define a class of reciprocal transformations between two spaces of generalized multi-vectors, and obtain in a natural way the transformation rule of a local Hamiltonian structure under a class of reciprocal transformations. Then we consider, by applying the general results, the transformation rule of the Hamiltonian structures of the $r$-KdV-CH hierarchy under the reciprocal transformations of the hierarchy.

We give some concluding remarks in the last section.

2 The $r$-KdV-CH hierarchy

2.1 Definition of the flows

Let $M$ be a contractible manifold with local coordinates $w^0, \cdots, w^{r-1}$, $\varphi$ be a smooth map from circle $S^1 = \mathbb{R}/\mathbb{Z}$ to $M$

$$\varphi : S^1 \to M, \quad x \mapsto (w^0(x), \cdots, w^{r-1}(x)).$$

We denote the derivatives $\partial_x w^i(x), \partial_x^2 w^i(x), \cdots$ by $w^i_x, w^i_{xx}, \cdots$, and denote $\partial_x^k w^i(x) = w^{i;k}$ in general. Let $\mathcal{A}$ be the polynomial ring

$$\mathcal{A} = C^\infty(M)[\epsilon w^i_x, \epsilon^2 w^i_{xx}, \cdots].$$

There is a natural gradation on $\mathcal{A}$

$$\deg f(w) = 0, \quad \deg (\epsilon w^i_x) = 1, \quad \deg (\epsilon^2 w^i_{xx}) = 2, \cdots$$

We denote the completion of $\mathcal{A}$ w.r.t. this gradation by $\mathcal{A}$.

Given $r \in \mathbb{N}$ and $P = (a_0, a_1, \cdots, a_r) \in (\mathbb{R}^{r+1})^\times$, we consider the following system of linear equations:

$$\epsilon^2 \phi_{xx}(x, t) = A(w; \lambda)\phi(x, t), \quad A = \frac{\mathcal{A}}{\delta},$$

$$\phi_t(x, t) = B(w; \lambda)\phi_x(x, t) - \frac{1}{2}B_x(w; \lambda)\phi(x, t),$$

(2.1) (2.2)
where
\[ \hat{A} = w^0 + w^1 \lambda + \cdots + w^{r-1} \lambda^{r-1} + \lambda^r, \] (2.3)
\[ \hat{a} = a_0 + a_1 \lambda + \cdots + a_{r-1} \lambda^{r-1} + a_r \lambda^r, \] (2.4)
and \( B(w; \lambda) \in \mathcal{A}[\lambda, \lambda^{-1}] \). The compatibility condition of (2.1) and (2.2) reads
\[ A_t = 2 A B_x + A_x B - \frac{\epsilon^2}{2} B_{xxx}. \] (2.5)

For a Laurent series \( F = \sum_{i \in \mathbb{Z}} f_i \lambda^i \), we denote by \((F)_+\) its positive part \((F)_+ = \sum_{i \geq 0} f_i \lambda^i\), and \((F)_- = F - (F)_+\). We assume \( w^r = 1 \) and \( w^i = a_i = 0, \) if \( i < 0 \) or \( i > r \), and define the operators
\[ \mathcal{D}_i = 2 w^i \partial_x + w^{i+1} - \frac{\epsilon^2}{2} a_i \partial_x^3. \]

Their generating “function” is denoted by
\[ \hat{\mathcal{D}} = \sum_{i=0}^r \mathcal{D}_i \lambda^i = 2 \hat{A} \partial_x + \hat{A}_x - \frac{\epsilon^2}{2} \hat{a} \partial_x^3. \]

**Proposition 2.1** Suppose \( B \) is a polynomial of \( \lambda \)
\[ B(w; \lambda) = \tilde{b}_0 \lambda^n + \tilde{b}_1 \lambda^{n-1} + \cdots + \tilde{b}_{n-1} \lambda + \tilde{b}_n, \quad \tilde{b}_i \in \mathcal{A}, \] (2.6)
then the compatibility condition of (2.1) and (2.2) gives an evolutionary PDE of the unknown \( w^0, \cdots, w^{r-1} \) if and only if
\[ B(w; \lambda) = (f(\lambda)b)_+, \]
where \( f(\lambda) \in \mathbb{R}[\lambda], \deg f = n, \) \( b \) is a Laurent series
\[ b = 1 + \frac{b_1}{\lambda} + \frac{b_2}{\lambda^2} + \frac{b_3}{\lambda^3} + \cdots, \quad b_i \in \mathcal{A} \]
such that
\[ \hat{A} b^2 - \frac{\epsilon^2}{4} \hat{a} (2 b b_{xx} - \lambda^r) = \lambda^r. \] (2.7)

**Remark 2.2** According to the definition of \( \mathcal{A} \), the equation (2.7) determines \( b \) uniquely. For example, the vanishing of the coefficient of \( \lambda^{r-1} \) implies
\[ 2b_1 + w^{r-1} - \frac{\epsilon^2}{2} a_r b_{1,xx} = 0, \]
so we have
\[ b_1 = \left( 1 - \frac{\epsilon^2}{4} a_r \partial_x^2 \right)^{-1} \left( - \frac{w^{r-1}}{2} \right) = \sum_{k=0}^{\infty} \left( \frac{\epsilon^2}{4} a_r \partial_x^2 \right)^k \left( - \frac{w^{r-1}}{2} \right). \]
The other \( b_i \)'s are similar.
Proof. By comparing the coefficients, the compatibility condition (2.5) is equivalent to the following equations

\[ \lambda^r + n : 0 = D_r \tilde{b}_0, \quad (2.8) \]
\[ \lambda^{r+n-1} : 0 = D_r \tilde{b}_1 + D_{r-1} \tilde{b}_0, \quad (2.9) \]
\[ \ldots : \ldots \ldots \]
\[ \lambda^{r+1} : 0 = D_r \tilde{b}_{n-1} + \cdots + D_{r-n+1} \tilde{b}_0, \quad (2.10) \]
\[ \lambda^r : 0 = D_r \tilde{b}_n + \cdots + D_{r-n} \tilde{b}_0, \quad (2.11) \]
\[ \lambda^{r-1} : (w^{r-1})_t = D_{r-1} \tilde{b}_n + \cdots + D_{r-n-1} \tilde{b}_0, \quad (2.12) \]
\[ \lambda^{r-2} : (w^{r-2})_t = D_{r-2} \tilde{b}_n + \cdots + D_{r-n-2} \tilde{b}_0, \quad (2.13) \]
\[ \ldots : \ldots \ldots \]
\[ \lambda^1 : (w^1)_t = D_1 \tilde{b}_n + D_0 \tilde{b}_{n-1}, \quad (2.14) \]
\[ \lambda^0 : (w^0)_t = D_0 \tilde{b}_n. \quad (2.15) \]

They give a system of PDEs of \( w^0, \ldots, w^{r-1} \) if and only if \( \tilde{b}_0, \ldots, \tilde{b}_n \) satisfy the equations (2.8)-(2.11).

To find out \( \tilde{b}_0, \ldots, \tilde{b}_n \) from the equations (2.8)-(2.11), we only need to consider the following equation

\[ \hat{D}_x \tilde{b} = 0, \quad (2.16) \]

where

\[ \tilde{b} = \tilde{b}_0 + \frac{\tilde{b}_1}{\lambda} + \frac{\tilde{b}_2}{\lambda^2} + \frac{\tilde{b}_3}{\lambda^3} + \cdots. \]

It is easy to see

\[ 0 = \tilde{b} \left( \hat{D}_x \tilde{b} \right) = \left( \hat{A} \tilde{b}^2 - \frac{\epsilon^2}{4} \hat{A} \left( 2 \tilde{b} \tilde{b}_{xx} - \tilde{b}_x^2 \right) \right)_x. \]

Note that the kernel of \( \partial_x \) on \( \mathcal{A} \) is just \( \mathbb{R} \), so there exists a Laurent series

\[ C(\lambda) = C_0 \lambda^r + C_1 \lambda^{r-1} + C_2 \lambda^{r-2} + C_3 \lambda^{r-3} + \cdots, \quad C_i \in \mathbb{R}, \]

such that

\[ \hat{A} \tilde{b}^2 - \frac{\epsilon^2}{4} \hat{A} \left( 2 \tilde{b} \tilde{b}_{xx} - \tilde{b}_x^2 \right) = C(\lambda). \]

Compare the above equation and the equation (2.17), we obtain

\[ \tilde{b} = b \sqrt{C_0 + \frac{C_1}{\lambda} + \frac{C_2}{\lambda^2} + \frac{C_3}{\lambda^3} + \cdots}, \]

so we have

\[ B = (\lambda^n \tilde{b})_+ = (f(\lambda)b)_+, \]

where

\[ f(\lambda) = \left( \lambda^n \sqrt{C_0 + \frac{C_1}{\lambda} + \frac{C_2}{\lambda^2} + \frac{C_3}{\lambda^3} + \cdots} \right)_+. \]

The proposition is proved. \[ \square \]
Proposition 2.3 Suppose $B$ is a polynomial of $\lambda^{-1}$

$$B = \frac{\hat{c}_0}{\lambda^m} + \frac{\hat{c}_1}{\lambda^{m-1}} + \cdots + \frac{\hat{c}_{m-1}}{\lambda}, \hat{c}_i \in \mathcal{A}.$$  

The compatibility condition of (2.1) and (2.2) gives an evolutionary PDE of unknown $w^0, \ldots, w^{r-1}$ if and only if

$$B = (g(\lambda)c)_-, $$

where $g(\lambda) \in \mathbb{R}[\lambda^{-1}], \deg g = m$, $c$ is power series

$$c = c_0 + c_1 \lambda + c_2 \lambda^2 + c_3 \lambda^3 + \cdots, c_i \in \mathcal{A}$$

such that

$$\hat{A}c^2 - \frac{\epsilon^2}{4} \hat{\alpha}(2c c_{xx} - c_x^2) = 1. \quad (2.17)$$

Proof The proof is similar to the above one, we omit it here. □

Proposition 2.4 Suppose $B$ is a Laurent polynomial of $\lambda$

$$B = \frac{\hat{b}_{-m}}{\lambda^m} + \frac{\hat{b}_{-m+1}}{\lambda^{m+1}} + \cdots + \frac{\hat{b}_{-1}}{\lambda} + \hat{b}_0 + \hat{b}_1 \lambda + \cdots + \hat{b}_{n-1} \lambda^{n-1} + \hat{b}_n \lambda^n.$$

The compatibility condition of (2.1) and (2.2) gives an evolutionary PDE of unknown $w^0, \ldots, w^{r-1}$ if and only if

$$B = (f(\lambda)b)_+ + (g(\lambda)c)_-, $$

where $f(\lambda) \in \mathbb{R}[\lambda], \deg f = n, g(\lambda) \in \mathbb{R}[\lambda^{-1}], \deg g = m$, and $b, c$ are given in the above two propositions.

Proof By comparing the coefficients of $\lambda$, it is easy to see that $\hat{b}_0, \cdots, \hat{b}_n$ satisfy the equations (2.8)-(2.11), and $\hat{b}_{-m}, \cdots, \hat{b}_{-1}$ satisfy the same equation for $\hat{c}_0, \cdots, \hat{c}_{m-1}$. The proposition is proved. □

Definition 2.5 For $n \in \mathbb{Z}$, we define

$$B_n = \begin{cases} (\lambda^n b)_+, & n \geq 0, \\ (\lambda^n c)_-, & n < 0, \end{cases} \quad (2.18)$$

and denote by $\partial_n$ the flow defined by $B_n$. When $n > 0$, we call $\partial_n$ the $n$-th positive flow, and when $n < 0$, we call $\partial_n$ the $|n|$-th negative flow.

Lemma 2.6 For all $n \in \mathbb{Z}$, we have

$$b_n = B_n b_x - b B_{n,x}, \quad (2.19)$$

$$c_n = B_n c_x - c B_{n,x}. \quad (2.20)$$

Proof We only prove the equation (2.19), the proof of (2.20) is similar.

Let $h = b_n - B_n b_x + b B_{n,x}$, we need to show that $h = 0$. The derivative of the equation (2.7) w.r.t. $t_n$ implies

$$\hat{A}t_n c^2 + \left(2A b - \frac{\epsilon^2}{2} (b \partial_x^2 - b_x \partial_x + b_{xx}) \right) b_n = 0,$$
from (2.23) it follows that

\[ b B_n \left( \hat{\mathcal{D}} b \right) + \left( 2 A b - \frac{c^2}{2} \left( \partial_x^2 - b_x \partial_x + b_{xx} \right) \right) h = 0, \]

then by using the equation (2.27) again and the fact that \( \mathcal{D} b = 0 \), we obtain

\[ \left( 1 - \frac{c^2}{4} \frac{\hat{a}}{\lambda^n} \left( b_x^2 - b b_x + b_x^2 - b b_{xx} \right) \right) h = 0, \]

thus we arrive at \( h = 0 \).

\[ \square \]

**Theorem 2.7** For all \( n, m \in \mathbb{Z} \), we have \([ \partial_t, \partial_{t,n} ] = 0 \).

**Proof** We need to prove that \( (A_{t,n})_{t,m} = (A_{t,m})_{t,n} \), but in fact

\[ (A_{t,n})_{t,m} - (A_{t,m})_{t,n} = \hat{\mathcal{D}} (B_{n,t,m} - B_{m,t,n} + B_n B_{m,x} - B_m B_{n,x}), \]

so we only need to prove

\[ B_{n,t,m} - B_{m,t,n} + B_n B_{m,x} - B_m B_{n,x} = 0. \] (2.21)

When \( n, m \geq 0 \), we have

\[
B_{m,t,n} - B_n B_{m,x} = (\lambda^m b_{t,n})_+ - B_n B_{m,x} \\
= (B_n (\lambda^m b)_x - (\lambda^m b) B_{n,x})_+ - B_n B_{m,x} \\
= (B_n (\lambda^m b)_x - (\lambda^m b) B_{n,x})_+ \\
= ((\lambda^m b) (\lambda^m b)_x - (\lambda^m b) (\lambda^m b)_x)_+ \\
= ((\lambda^m b) (\lambda^m b)_x + (\lambda^m b) (\lambda^m b)_x - \lambda^{n+m} b b_x)_+ \]

Since the above expression is symmetric w.r.t. \( n, m \), the equation (2.21) is proved.

When \( n \geq 0, m < 0 \), note that \( B_{n,t,m} \) is a polynomial of \( \lambda \), while \( B_{m,t,n} \) is a polynomial of \( \lambda^{-1} \), so the equation (2.21) is equivalent to the following two equations:

\[
B_{n,t,m} = (B_n B_{n,x} - B_n B_{m,x})_+ , \quad (2.22)
B_{m,t,n} = (B_n B_{m,x} - B_m B_{n,x})_- . \quad (2.23)
\]

In fact,

\[
B_{n,t,m} = (\lambda^n b_{t,n})_+ \\
= (B_n (\lambda^n b)_x - (\lambda^n b) B_{m,x})_+ \\
= (B_n (\lambda^n b)_x - (\lambda^n b)_+ B_{m,x})_+ \\
= (B_n B_{n,x} - B_n B_{m,x})_+ \]

so the equation (2.22) is proved.

The proofs of the equation (2.23) and the case when \( n < 0, m < 0 \) are similar, we omit them here.

\[ \square \]

The above theorem shows that the flows \( \{ \partial_{t,n} \}_{n \in \mathbb{Z}} \) form an integrable hierarchy, we call it the r-KdV-CH hierarchy associated to \( \mathcal{P} = (a_0, \ldots, a_r) \).
2.2 $\tau$ function of the $r$-KdV-CH hierarchy

**Lemma 2.8** Let $w^0, w^1, \cdots, w^{r-1}$ be a solution to the $r$-KdV-CH hierarchy, then the following one-form

$$\omega = b_1 \, dx + \sum_{n \geq 0} b_{n+1} \, dt_n - \sum_{n < 0} c_{-n-1} \, dt_n$$

is closed. Here $b_n, c_n$ are defined in (2.7), (2.17).

**Proof** Since $\partial t_0 = \partial x$, we can identify $x$ and $t_0$. In the equation (2.7), take the residue at $\lambda = 0$, we obtain

$$\frac{\partial b_1}{\partial t_n} = \frac{\partial \omega_n}{\partial x}, \quad \text{where} \quad \omega_n = \begin{cases} b_{n+1}, & n \geq 0, \\ -c_{-n-1}, & n < 0. \end{cases}$$

To prove that $\omega$ is closed, we only need to show

$$\frac{\partial \omega_n}{\partial t_m} - \frac{\partial \omega_m}{\partial t_n} = 0, \quad \forall n, m \in \mathbb{Z}.$$  

(2.25)

Note that the left hand side of the above equation is a differential polynomial of $w^0, w^1, \cdots, w^{r-1}$ with positive degree, and we have

$$\frac{\partial}{\partial x} \left( \frac{\partial \omega_n}{\partial t_m} - \frac{\partial \omega_m}{\partial t_n} \right) = \frac{\partial}{\partial t_m} \left( \frac{\partial b_1}{\partial t_n} \right) - \frac{\partial}{\partial t_n} \left( \frac{\partial b_1}{\partial t_m} \right) = 0,$$

so the equation (2.25) holds true. The lemma is proved. \qed

**Definition 2.9** A function $\tau(\cdots, t_{-2}, t_{-1}, x + t_0, t_1, t_2, \cdots)$ is called a $\tau$ function of the $r$-KdV-CH hierarchy associated to $w^0, w^1, \cdots, w^{r-1}$, if

$$\omega = d(\partial_x \log \tau).$$

**Example 2.10** By applying the above general construction to the $r$-KdV-CH hierarchy with $r = 1$ and $P = (1, 0)$, we obtain the KdV hierarchy. Let $w^0 = -u$, the coefficient $b_1$ reads

$$b_1 = \frac{w^0}{2} = \frac{u}{2} = \partial_x^2 \log \tau,$$

so we have $u = 2 \partial_x^2 \log \tau$, which coincides with the definition of the $\tau$ function of the KdV hierarchy.

From the definition of the $\tau$ function, we see that all the unknown functions $w^0, w^1, \cdots, w^{r-1}$ can be expressed in terms of $\tau$ and its derivatives w.r.t. the time variables $t_n, n \in \mathbb{Z}$. So the $r$-KdV-CH hierarchy can be represented as a hierarchy of PDEs for a single unknown function $\tau$. It is an interesting problem to see whether, as it is true for the KdV hierarchy, this hierarchy of PDEs for $\tau$ can be written as a hierarchy of bilinear equations in the sense of Hirota [24].

We remark here that the definition of the $\tau$ function of the hierarchy is different from the one that is given in [14] for a hierarchy of Hamiltonian systems, there the closed 1-form is formed by the appropriately chosen densities of the Hamiltonians. In the present definition, the coefficients of the 1-form (2.24) are not given by the densities of the Hamiltonians of the $r$-KdV-CH hierarchy in general.
3 The multi-Hamiltonian formalism

3.1 The conserved quantities of the \(r\)-KdV-CH hierarchy

**Definition 3.1** Elements of the quotient space

\[ \Lambda = A/\partial_x A \]

are called local functionals. Denote the canonical projection \( A \to \Lambda \) by \( f \mapsto \int f \, dx \), then \( f \) is called a density of the local functional.

**Remark 3.2** For a smooth map \( \varphi : S^1 \to M \), we can lift it to a map

\[ \varphi^\infty : S^1 \to J^\infty(M), \]

where \( J^\infty(M) \) is the infinite jet space of \( M \). Then for any \( f \in A \), we can define a functional on the space \( C^\infty(S^1 \to M) \) with value in \( \mathbb{R}[\epsilon] \):

\[ \varphi \mapsto \int_{S^1} (\varphi^\infty)^*(f) \, d\mu, \]

where \( d\mu \) is a Haar measure on \( S^1 \). We denote this functional by \( \int_{S^1} f \, dx \) for short.

The functional \( \int_{S^1} f \, dx \) and the local functional \( \int f \, dx \) share many common properties. For example, if \( f_1 - f_2 = \partial_x g \), then by definition, we have

\[ \int f_1 \, dx = \int f_2 \, dx. \]

On the other hand we also have

\[ \int_{S^1} f_1 \, dx - \int_{S^1} f_2 \, dx = \int_{S^1} \partial_x g \, dx = \int_{S^1} d( (\varphi^\infty)^*(g) ) = \int_{\partial S^1} (\varphi^\infty)^*(g) = 0. \]

Another important common property is the following formulae of integration by parts

\[ \int f \, \partial_x g \, dx = - \int g \, \partial_x f \, dx, \quad \int f \, \partial^\epsilon_x g \, dx = \int g \, (-\partial_x)^\epsilon f \, dx. \quad (3.1) \]

Let us consider a system of evolutionary PDEs of the following form

\[ w_i^t = X^i, \quad X^i \in A. \quad (3.2) \]

By using the chain rule, for any \( f \in A \), we have

\[ f_t = \sum_{i=0}^{r-1} \sum_{s \geq 0} \partial^s_x X^i \frac{\partial f}{\partial w^{i,s}}. \]

So the system of evolutionary PDEs \((3.2)\) defines a derivation \( \hat{X} \) on \( A \)

\[ X \mapsto \hat{X} = \sum_{i=0}^{r} \sum_{s \geq 0} \partial^s_x X^i \frac{\partial}{\partial w^{i,s}}. \]
Note that $\hat{X}$ commutes with $\partial_x$, so it acts on the quotient space $\Lambda$. Let $H = \int f \, dx \in \Lambda$, denote the action of $\hat{X}$ on $H$ by $X.H$, then we have

$$X.H = \int \hat{X}(f) \, dx = \int \sum_{i=0}^{r-1} X^i \frac{\delta H}{\delta w^i} \, dx,$$

where

$$\frac{\delta H}{\delta w^i} = \sum_{s \geq 0} (-\partial_x)^s \frac{\partial f}{\partial w^{i,s}},$$

is the variational derivative.

**Definition 3.3** The local functional $H = \int f \, dx$ is called a conserved quantity of the system of evolutionary PDEs\(^3\) if $X.H = 0$, i.e. if there exists an element $g \in \mathcal{A}$ such that

$$\hat{X}(f) = \partial_x(g).$$

The density of a conserved quantity is called a conserved density.

**Theorem 3.4** Define local functionals

$$H_n = \begin{cases} \int (2 \text{res}_{\lambda=0} \frac{\lambda^n}{b}) \, dx, & n \geq 0, \\ -\int (2 \text{res}_{\lambda=0} \frac{\lambda^n}{c}) \, dx, & n < 0, \end{cases}$$

then $H_n$ are conserved quantities of every flow of the $r$-KdV-CH hierarchy.

**Proof** The equation (2.19) and (2.20) show that

$$\left(\frac{1}{b}\right)_n = \left(\frac{B_n}{b}\right)_x, \quad \left(\frac{1}{c}\right)_n = \left(\frac{B_n}{c}\right)_x,$$

so the coefficients of $\frac{1}{b}$ and $\frac{1}{c}$ should be conserved densities of the flow $\partial_{t_n}$. The theorem is proved. \(\square\)

The following proposition is useful in the next subsection.

**Proposition 3.5** For $n \in \mathbb{Z}$ and $i = 0, 1, \cdots, r-1$, we have

$$\frac{\delta H_n}{\delta w^i} = \begin{cases} b_{n+1-(r-1)}, & n \geq 0, \\ -c_{-n-1-i}, & n < 0, \end{cases}$$

(3.4)

here we assume $b_0 = 1$ and $b_k = c_k = 0$ when $k < 0$.

**Lemma 3.6** Let $H = \int f \, dx$ be a local functional, $f_0, \cdots, f_{r-1} \in \mathcal{A}$, then

$$\frac{\delta H}{\delta w^i} = f_i$$

if and only if for any $X^0, \cdots, X^{r-1} \in \mathcal{A}$ there exists $\sigma \in \mathcal{A}$ such that

$$\partial_t(f) = \sum_{i=0}^{r-1} X^i f_i + \partial_x(\sigma),$$

where $\partial_t$ is given by the equations\(^3\).
Proof We only need to show the condition is sufficient. Note that for any \( X^i \in A \) there exists \( \sigma \in A \) such that
\[
\partial_t(f) = \sum_{i=0}^{r-1} X^i \frac{\delta H}{\delta w^i} + \partial_x(\sigma),
\]
so it is sufficient to prove that for a fixed \( Z \in A \), if for any \( X \in A \) we have \( X Z \in \partial_x A \), then \( Z = 0 \).

Without loss of generality we can assume that \( Z \) is homogeneous. We take \( X = Z \), then by assumption there exists a homogenous element \( F \) of \( A \) such that \( X Z = \partial_x F \). Since \( F \) is homogeneous, we can assume
\[
F = f(w, w_x, \cdots, w_s),
\]
and there exists an index \( i \) such that \( \frac{\partial F}{\partial w^i} \neq 0 \). Thus \( \partial_x F \) has the form
\[
\partial_x F = A w^{i,s+1} + B,
\]
where \( A, B \in A \) are independent of \( w^{i,s+1} \). On the other hand, \( Z \) is also a polynomial of \( w^{i,s+1} \), assume that the degree of \( Z \) w.r.t. \( w^{i,s+1} \) is \( m \), then the degree of \( Z^2 \) is \( 2m \). So we obtain
\[
2m = 1,
\]
which is impossible unless \( Z = 0 \). The lemma is proved. \( \square \)

Proof of Proposition 3.5 We give the proof for the case when \( n \geq 0 \), the proof for \( n < 0 \) is similar.

The proposition is equivalent to the following identity
\[
\frac{\delta}{\delta w^i} \int \frac{2}{b} dx = \lambda_{i-1} b.
\]
According to the above lemma, it is equivalent to prove that for any \( X^i \in A \) there exists \( \sigma \in A \) such that
\[
\left( \frac{1}{b} \right)_t = \frac{\hat{A}_t b}{2 \lambda^r} + \sigma_x,
\]
where \( \partial_t \) is given by (3.3) and \( \hat{A} \) is defined in (2.3).

Let \( \eta = \frac{1}{b} \), the equation (2.7) implies
\[
\hat{A} \eta^2 + \frac{\epsilon^2}{4} \hat{a} \left( 2 \eta \eta_{xx} - 3 \eta_x^2 \right) = \lambda^r \eta^4. \tag{3.5}
\]
By taking the action of \( \partial_t \), we have
\[
\hat{A} \eta_t^2 + \left( 2 \hat{A} \eta - 4 \lambda^r \eta^3 + \frac{\epsilon^2}{2} \hat{a} \left( \eta \partial_x^2 - 3 \eta_x \partial_x + \eta_{xx} \right) \right) \eta_t = 0.
\]
Then multiply the left-hand side of the above equation by \( \eta \) and eliminate \( \hat{A} \eta^2 \) by using the equation (3.5), one obtain
\[
\left( 1 - \frac{\epsilon^2}{4} \hat{a} \left( \frac{1}{\eta^2} \partial_x^2 - \frac{3 \eta_x^2}{\eta^4} \partial_x + \frac{3 \eta_x^2 - \eta_{xx}}{\eta^4} \right) \right) \eta_t = \frac{\hat{A}_t}{2 \lambda^r \eta},
\]
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Note that
\[ \frac{1}{\eta^2} \partial_x^2 - \frac{3 \eta_x}{\eta^3} \partial_x + \frac{3 \eta_x^2 - \eta_{xx}}{\eta^4} = \partial_x \frac{1}{\eta} \partial_x \frac{1}{\eta}, \]
so we have
\[ \left( \frac{1}{\eta} \right)_t = \left( 1 - \frac{\epsilon^2}{4} \hat{a} \partial_x b \partial_x b \right)^{-1} \left( \hat{A}_t b \right) \frac{2}{2\lambda^r} + \sigma_x, \]
where
\[ \sigma = \frac{\epsilon^2}{4} \hat{a} b \partial_x b \left( \sum_{k=0}^{\infty} \left( \frac{\epsilon^2}{4} \hat{a} \partial_x b \partial_x b \right)^{k} \right) \left( \hat{A}_t b \right) \frac{2}{2\lambda^r}. \]
The proposition is proved. □

3.2 The Hamiltonian structures of the $r$-KdV-CH hierarchy

In this subsection we recall the definition of Hamiltonian structures. In order to have a convenient description of the Hamiltonian structures of the $r$-KdV-CH hierarchy, and to give a direct proof of their compatibility in the next subsection, we also recall the description of Hamiltonian structures in terms of super variables, see [26, 23] for details.

Definition 3.7 A local $p$-vector is a map $P : \Lambda^p \to \Lambda$ of the following form
\[ P(F_1, \ldots, F_p) = \int \sum_{s_1, \ldots, s_p = 0}^{r-1} \sum_{s_1, \ldots, s_p \geq 0} P_{s_1, \ldots, s_p} \left( \frac{\partial F_1}{\partial x^{s_1}} \frac{\delta F_1}{\delta w^{s_1}} \right) \cdots \left( \frac{\partial F_p}{\partial x^{s_p}} \frac{\delta F_p}{\delta w^{s_p}} \right) dx, \] (3.6)
where $P_{s_1, \ldots, s_p} \in A$ such that $P$ is alternative. We denote the linear space of all $p$-vectors by $\Gamma^p$, and $\Gamma = \bigoplus_{p=0}^{\infty} \Gamma^p$. In particular, $\Gamma^0 = \Lambda$.

Remark 3.8 The space $\Gamma^1$ can be identified with the space of all evolutionary PDEs, since
\[ P(F) = \int \sum_{s \geq 0} \sum_{i=0}^{r-1} P_i \frac{\delta F}{\delta w^i} dx = \int \sum_{i=0}^{r-1} P_i \frac{\delta F}{\delta w^i} dx, \]
where $P_i = \sum_{s \geq 0} (-\partial_x)^s \left( P_s^n \right) \in A$.

Define the maps
\[ \theta_s^i : \Lambda \to A, \quad H \mapsto \partial_x^i \frac{\delta H}{\delta w^s}, \]
and denote $\hat{A} = A \otimes \wedge(V)$, where
\[ V = \bigoplus_{s \geq 0} \bigoplus_{i=0}^{r-1} \mathbb{R} \theta_s^i. \]
Here $\wedge(V)$ is the exterior algebra of $V$. The operators $\frac{\partial}{\partial \theta^i}$ that appear below is defined as follows:

$$\frac{\partial}{\partial \theta^i} \theta^{s_1}_1 \wedge \cdots \wedge \theta^{s_m}_n = \begin{cases} 0, & \text{when } (i, s) \neq (i_k, s_k) \text{ for } k = 1, \cdots, m; \\ (-1)^{k-1} \theta^{s_1}_1 \wedge \cdots \wedge \theta^{s_k}_k \wedge \cdots \wedge \theta^{s_m}_m, & \text{when } (i, s) = (i_k, s_k). \end{cases}$$

The derivation $\partial_x : A \to A$ can be extended to the following one

$$\partial_x = \sum_{s=0}^{\infty} \sum_{i=0}^{r-1} \left(\frac{\partial^{i+1}}{\partial w^{i+1}} \theta^{s_1}_1 \wedge \cdots \wedge \theta^{s_m}_m, \text{when } (i, s) = (i_k, s_k). \right) : \hat{A} \to \hat{A},$$

we denote $\hat{\Lambda} = \hat{A}/\partial_x \hat{A}$. Note that the spaces $\hat{A}$ and $\hat{\Lambda}$ possess natural gradations, which is induced from the gradation on $\wedge(V)$.

**Lemma 3.9** There exists an isomorphism of the graded linear spaces

$$\Psi : \hat{\Lambda} \to \Gamma.$$

**Proof** We define the map $\Psi : \hat{\Lambda}^p \to \Gamma^p$ as follow

$$\Psi(P)(F_1, \cdots, F_p) = \int \frac{\partial^p P}{\partial \theta^{s_1}_1 \cdots \partial \theta^{s_p}_p} \theta^{s_1}_1 (F_1) \cdots \theta^{s_p}_p (F_p) \, dx, \quad (3.7)$$

then it is easy to see that $\Psi$ is an isomorphism. \(\square\)

In \cite{23} and \cite{26}, Getzler and Kersten et al define a graded Lie algebra bracket on $\hat{\Lambda}$.

$$[\ , ] : \hat{\Lambda}^p \times \hat{\Lambda}^q \to \hat{\Lambda}^{p+q-1}, \ (P, Q) \mapsto [P, Q],$$

where

$$[P, Q] = \int \sum_{i=0}^{r-1} \left( \frac{\delta P}{\delta \theta_i} \frac{\delta Q}{\delta w^s} + (-1)^p \frac{\delta P}{\delta w^s} \frac{\delta Q}{\delta \theta_i} \right) \, dx. \quad (3.8)$$

and

$$\frac{\delta P}{\delta \theta_i} = \sum_{s=0}^{\infty} (-\partial_x)^s \frac{\partial P}{\partial \theta_i^s}. \quad (3.9)$$

We call this bracket the Schouten-Nijenhuis bracket\(^1\) it satisfies the following properties:

$$[P, Q] = (-1)^p q [Q, P], \quad (3.10)$$

$$(-1)^k k [P, [Q, R]] + (-1)^q q [Q, [R, P]] + (-1)^k [R, [P, Q]] = 0, \quad (3.11)$$

where $P \in \hat{\Lambda}^p, \ Q \in \hat{\Lambda}^q, \ R \in \hat{\Lambda}^k$.

The Schouten-Nijenhuis bracket is also defined on $\Gamma$, since $\hat{\Lambda} \simeq \Gamma$.

**Definition 3.10** A local bivector $P \in \Gamma^2$ is called a Poisson bivector if $[P, P] = 0$. Two linearly independent Poisson bivectors $P, Q \in \Gamma^2$ are called to be compatible if $[P, Q] = 0$.

A local vector field $X \in \Gamma^1$ is called a Hamiltonian vector field w.r.t. a Poisson bivector $P$ if there exists a local functional $H \in \Gamma^0$ such that $X = [P, H]$.

\(^1\) The definitions of $[\ , ]$ in \cite{23} and \cite{26} are slightly different from the one presented here. They are equivalent to each other after adjusting sign and gradation.
Note that the value of a local bivector $P \in \Gamma^2$ on two local functionals can be expressed as follows:

$$P(F, G) = \int \sum_{i,j=0}^{r-1} \frac{\delta F}{\delta w_i} \sum_{s \geq 0} P_{ij}^s \partial_x^s \left( \frac{\delta G}{\delta w_j} \right) \, dx,$$

so it gives a matrix differential operator

$$J = (J^{ij})_{i,j=0,\ldots,r-1}, \quad J^{ij} = \sum_{s \geq 0} P^{ij}_s \partial_x^s.$$

The fact that $P$ is alternative implies that

$$J + J^\dagger = 0, \quad (3.12)$$

where $J^\dagger$ is the adjoint operator of $J$

$$J^\dagger = (J^{ij})^\dagger, \quad (J^{ij})^\dagger = \sum_{s \geq 0} (-\partial_x)^s P_{ij}^s.$$

So the space of local bivectors is isomorphic to the space of matrix differential operators satisfying the condition $(3.12)$. We will identify the matrix differential operators and local bivectors from now on.

Let $P = (P^{ij}) = (\sum_{s \geq 0} P^{ij}_s \partial_x^s)$ be a local bivector, the isomorphism $(3.7)$ implies

$$\Psi^{-1}(P) = \int \left( -\frac{1}{2} \sum_{i,j=0}^{r-1} \theta_i P^{ij}(\theta_j) \right) \, dx.$$

Let $H \in \Lambda$ be a local functional, and $X = [P, H]$, then we have

$$X = [P, H] = \int \left( \sum_{i,j=0}^{r-1} P^{ij} \left( \frac{\delta H}{\delta w_j} \right) \theta_i \right) \, dx = \int \sum_{i=0}^{r-1} X^i \theta_i \, dx.$$

**Theorem 3.11** Denote by $X_n$ the local vector field corresponding to the flow $\partial_{t_n}$ of the $r$-KdV-CH hierarchy, then there exist $r+1$ Hamiltonian structures $P_m$ ($m = 0, \cdots, r$), which are linearly independent and pairwise compatible, such that

$$X_n = \begin{cases} [P_{r-m}, H_{n+m}], & n \geq 0, \\ [P_m, H_{n-m}], & n < 0, \end{cases}, \quad n \in \mathbb{Z}, \quad m = 0, \cdots, r.$$

**Proof** We will only prove the case when $n \geq 0$, the case when $n < 0$ can be proved in the same way.

It follows from the equations $(2.12)-(2.15)$ and Proposition $3.5$ that

$$w^i_{t_n} = \sum_{j=0}^{r-1} (P_r)^{ij} \left( \frac{\delta H_n}{\delta w^j} \right), \quad i = 0, \ldots, r - 1, \quad (3.13)$$
where $P_r$ is a matrix differential operator

$$P_r = \begin{pmatrix} 0 & 0 & \cdots & 0 & D_0 \\ 0 & 0 & \cdots & D_0 & D_1 \\ \vdots & \vdots & \cdots & \vdots & \vdots \\ 0 & D_0 & \cdots & D_{r-3} & D_{r-2} \\ D_0 & D_1 & \cdots & D_{r-2} & D_{r-1} \end{pmatrix}.$$  

By using the definition of the Schouten-Nijenhuis bracket we have $X_n = [P_r, H_n]$. Note that $b_j$ satisfies the following recurrence relation

$$b_{n-r+1} - D_0^{-1}(D_1 b_{n-r+2} + \cdots + D_r b_{n+1}),$$

so we have

$$\begin{pmatrix} b_{n-r+1} \\ b_{n-r+2} \\ \vdots \\ b_{n-1} \\ b_n \end{pmatrix} = R_b \begin{pmatrix} b_{n-r+2} \\ b_{n-r+3} \\ \vdots \\ b_n \\ b_{n+1} \end{pmatrix},$$

where the matrix operator $R_b$ reads

$$R_b = \begin{pmatrix} -D_0^{-1}D_1 & -D_0^{-1}D_2 & \cdots & -D_0^{-1}D_{r-1} & -D_0^{-1}D_r \\ -1 & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \cdots & \vdots & \vdots \\ 0 & 0 & \cdots & 1 & 0 \end{pmatrix}.$$  

Then by using Proposition 3.5 again, we obtain

$$w_i^n = \sum_{j=0}^{r-1} (P_{r-1})^{ij} \frac{\delta H_{n+1}}{\delta u^j}, \quad i = 0, \ldots, r - 1,$$

where

$$P_{r-1} = P_r R_b = \begin{pmatrix} 0 & 0 & \cdots & D_0 & 0 \\ 0 & 0 & \cdots & D_1 & 0 \\ \vdots & \vdots & \cdots & \vdots & \vdots \\ D_0 & D_1 & \cdots & D_{r-2} & 0 \\ 0 & 0 & \cdots & 0 & -D_r \end{pmatrix},$$

so we have $X_n = [P_{r-1}, H_{n+1}]$. Repeating this procedure, we obtain

$$X_n = [P_r, H_n] = [P_{r-1}, H_{n+1}] = \cdots = [P_0, H_{n+r}],$$

where $P_{r-m} = P_r R_b^m$, $m = 0,1,\ldots,r$. It is easy to see all the $P_m$’s are matrix differential operators and linearly independent. We will prove that they are Hamiltonian operators and pairwise compatible in the next subsection. The theorem is proved. \hfill \Box
3.3 Compatibility of the Hamiltonian structures

By the definition given in the last subsection, the components of the matrix differential operators $P_m$ $(m = 0, 1, \cdots, r)$ have the following expression

$$(P_m)^{ij} = f_m^{ij}D_{i+j+1-m}, \ i, j = 0, 1, \cdots, r-1,$$

where $f_m^{ij}$ are constants given by

$$f_m^{ij} = \begin{cases} +1, & i, j < m, \\ -1, & i, j \geq m, \\ 0, & \text{otherwise}. \end{cases}$$

It is easy to see that $P_m + (P_m)^t = 0$, so $P_m \in \Gamma^2$. Furthermore, we have the following theorem, which implies that $P_m$'s are all Hamiltonian operators and pairwise compatible.

**Theorem 3.12** For any $n, m = 0, 1, \cdots, r$, we have $[P_n, P_m] = 0$.

We prove some lemmas first. Let

$$s_k = \begin{cases} 1, & k \geq 0, \\ 0, & k < 0. \end{cases}$$

**Lemma 3.13** $f_m^{ij} = 1 - s_{i-m} - s_{j-m}$.

The proof of the lemma is obvious.

**Lemma 3.14** For any integers $i, j, n, m \geq 0$, we have

$$s_{i+j+1-n-m}(s_{i-n} + s_{i-m} + s_{j-n} + s_{j-m} - 2) = s_{i-n}s_{j-m} + s_{i-m}s_{j-n}.$$

**Proof** Consider the generating function

$$F(x, y) = \sum_{i, j \geq 0} s_{i+j+1-n-m}(s_{i-n} + s_{i-m} + s_{j-n} + s_{j-m} - 2) x^i y^j,$$

where $|x| < 1, |y| < 1$, one can obtain

$$\sum_{i, j \geq 0} s_{i+j+1-n-m}s_{i-n} x^i y^j = \frac{y^{n+m-1}\left(\frac{y}{x}\right)^n - \left(\frac{y}{x}\right)^{n+m}}{1-y} \frac{1}{1 - \frac{x}{y}} + x^{n+m} \frac{1}{(1-x)(1-y)},$$

$$\sum_{i, j \geq 0} s_{i+j+1-n-m}s_{i-m} x^i y^j = \frac{y^{n+m-1}\left(\frac{y}{x}\right)^m - \left(\frac{y}{x}\right)^{n+m}}{1-y} \frac{1}{1 - \frac{x}{y}} + x^{n+m} \frac{1}{(1-x)(1-y)},$$

$$\sum_{i, j \geq 0} s_{i+j+1-n-m}s_{j-n} x^i y^j = \frac{y^{n+m-1}1 - \left(\frac{y}{x}\right)^m}{1-y} \frac{1}{1 - \frac{x}{y}} + x^{m} y^n \frac{1}{(1-x)(1-y)},$$

$$\sum_{i, j \geq 0} s_{i+j+1-n-m}s_{j-m} x^i y^j = \frac{y^{n+m-1}1 - \left(\frac{y}{x}\right)^n}{1-y} \frac{1}{1 - \frac{x}{y}} + x^{n} y^m \frac{1}{(1-x)(1-y)},$$

$$\sum_{i, j \geq 0} s_{i+j+1-n-m} x^i y^j = \frac{y^{n+m-1}1 - \left(\frac{y}{x}\right)^{n+m}}{1-y} \frac{1}{1 - \frac{x}{y}} + x^{n+m} \frac{1}{(1-x)(1-y)}.$$
so we have
\[ F(x, y) = \frac{x^n y^m + x^m y^n}{(1 - x)(1 - y)} = \sum_{i,j \geq 0} (s_{i-n}s_{j-m} + s_{i-m}s_{j-n}) x^i y^j. \]

The lemma is proved.

**Lemma 3.15** We denote
\[ Q_{nm}^{ijk} = f_n^{i+j+1-m,k} f_m^{j+1-n,k} f_n^{i+j}, \quad (3.14) \]
then \( Q_{nm}^{ijk} \) is symmetric w.r.t. \( i, j, k \) for any integers \( n, m \geq 0 \).

**Proof** By using Lemma 3.13 we have
\[ Q_{nm}^{ijk} = 2 - s_{i-n} - s_{i-m} - s_{j-n} - s_{j-m} - s_{k-n} - s_{k-m} + s_{k-n} s_{i-m} + s_{k-n} s_{j-m} + s_{k-m} s_{i-n} + s_{k-m} s_{j-n} + s_{i+j+1-n-m} (s_{i-n} + s_{i-m} + s_{j-n} + s_{j-m} - 2). \]

Then Lemma 3.14 implies
\[ Q_{nm}^{ijk} = 2 - s_{i-n} - s_{i-m} - s_{j-n} - s_{j-m} - s_{k-n} - s_{k-m} + s_{k-n} s_{i-m} + s_{k-n} s_{j-m} + s_{k-m} s_{i-n} + s_{k-m} s_{j-n} + s_{i-n} s_{j-m} + s_{i-m} s_{j-n}, \]
which is symmetric w.r.t. \( i, j, k \). The lemma is proved.

**Proof of Theorem 3.12** Let us first introduce some elements \( \hat{P}_m \in \hat{\Lambda}^2 \)
\[ \hat{P}_m = \frac{1}{2} \sum_{i,j=0}^{r-1} \theta_i (P_m)^{ij}(\theta_j), \quad m = 0, 1, \ldots, r - 1, \]
then the theorem is equivalent to the identity \( [\hat{P}_n, \hat{P}_m] = 0 \), where \( [\ , \ ] \) is given in (3.8).

By the definition of variational derivative, we have
\[ \frac{\delta \hat{P}_m}{\delta \theta_\alpha} = \sum_{k=0}^{r-1} f_m^{\alpha k} D_{\alpha+k+1-n} (\theta_k), \quad \frac{\delta \hat{P}_m}{\delta w^\alpha} = \sum_{i,j=0}^{r-1} f_m^{ij} \delta_{i+j+1-n-m} \theta_i \theta'_j, \]
where \( F' = \partial_\alpha (F) \). So the Schouten-Nijenhuis bracket reads
\[ [\hat{P}_n, \hat{P}_m] = \int \sum_{\alpha=0}^{r-1} \left( \frac{\delta \hat{P}_n}{\delta \theta_\alpha} \frac{\delta \hat{P}_m}{\delta w^\alpha} + \frac{\delta \hat{P}_n}{\delta w^\alpha} \frac{\delta \hat{P}_m}{\delta \theta_\alpha} \right) dx \]
\[ = \int \sum_{i,j,k=0}^{r-1} Q_{nm}^{ijk} \theta_i \theta'_j D_{i+j+k+2-n-m} (\theta_k) dx, \]
where \( Q_{nm}^{ijk} \) is given by (3.14).
Denote \( l = i + j + k + 2 - n - m \), we can rewrite \( \theta_i \theta'_j D_l(\theta_k) \) as

\[
\theta_i \theta'_j D_l(\theta_k) = w^l \theta_i \theta'_j \theta_k' - w^l \theta_i \theta'_j \theta_k + \frac{\epsilon^2}{2} a_i \theta_i \theta'_j \theta_k' - \theta_i \theta'_j \left( w^l \theta_k - \frac{\epsilon^2}{2} a_i \theta_k' \right) \left( \theta_i \theta'_j \left( w^l \theta_k - \frac{\epsilon^2}{2} a_i \theta_k' \right) \right)'.
\]

Note that the first term of the above expression is anti-symmetric w.r.t \( j, k \), so the symmetry of \( Q_{ijk}^{nm} \) implies

\[
\int_{r-1} \sum_{i,j,k=0}^{i,j,k} Q_{ijk}^{nm} \{ w^l \theta_i \theta'_j \theta_k' \} \ dx = 0.
\]

The second, the third and the fourth terms are similar, so we have

\[
[\hat{P}_n, \hat{P}_m] = \int \left( \sum_{i,j,k=0}^{r-1} Q_{ijk}^{nm} \theta_i \theta'_j \left( w^l \theta_k - \frac{\epsilon^2}{2} a_i \theta_k' \right) \right)' \ dx = 0.
\]

The theorem is proved. \( \square \)

4 Properties of the bihamiltonian structures

4.1 Semisimplicity of the bihamiltonian structures

Definition 4.1 We say that a Hamiltonian structure \( P \) is of hydrodynamic type if its components have the form

\[
P_{ij} = g_{ij}(w) \partial_x + \Gamma_{ij}^k(w) w^k, \quad \det(g_{ij}(w)) \neq 0.
\]

A bihamiltonian structure is of hydrodynamic type if both of its Hamiltonian structures have this property.

The leading terms of the Hamiltonian structures \( P_m \ (m = 0, 1, \ldots, r) \) are all of hydrodynamic type. We denote the corresponding metrics by \( g_m \ (m = 0, 1, \ldots, r) \).

Definition 4.2 We say that a bihamiltonian structure \((P_1, P_2)\) of hydrodynamic type

\[
P_{ij} = g_{ij}^a(w) \partial_x + \Gamma_{ij}^k(w) w^k + \cdots, \ a = 1, 2,
\]

is semisimple if the roots of the characteristic equation

\[
\det(g_2(w) - \lambda g_1(w)) = 0
\]

are not constant and pairwise distinct.

Ferapontov proved the following theorem:

Theorem 4.3 ([18]) Let \((P_1, P_2)\) be a semisimple bihamiltonian structure of hydrodynamic type, then the roots of the characteristic equation form a local coordinate system near every point of \( M \), and the metrics \( g_1, g_2 \) are diagonal in this coordinate system.
The $r$-KdV-CH hierarchy has $r+1$ compatible Hamiltonian structures, so any two of them form a bihamiltonian structure. We denote by $B_{k,l} = (P_k, P_l)$ the bihamiltonian structure formed by $P_k$ and $P_l$, where $k,l = 0,1,\ldots,r$ and $k \neq l$.

Let $\lambda_1, \ldots, \lambda_r$ be the roots of the following polynomial in $\lambda$:

$$P(\lambda) = \lambda^r + w^{r-1}\lambda^{r-1} + \cdots + w^1 \lambda + w^0.$$  

We assume that $\lambda_1, \ldots, \lambda_r$ are pairwise distinct, so $P'(\lambda_i) \neq 0$, $i = 1,2,\ldots,r$.

**Theorem 4.4** For any $k,l = 0,1,\ldots,r$ and $k \neq l$, the leading term of $B_{k,l}$ is a semisimple bihamiltonian structure of hydrodynamic type.

By the implicit function theorem, it is easy to see that

$$\frac{\partial \lambda_i}{\partial w^j} = -\frac{\lambda_i^k}{P'(\lambda_i)}, \quad (4.2)$$

Since we have assumed that $\lambda_i \neq \lambda_j$ for any $i,j = 1,\ldots,r$, the Jacobian

$$\frac{\partial (\lambda_1, \ldots, \lambda_r)}{\partial (w^0, \ldots, w^r)} = (-1)^r \frac{\Delta(\lambda_1, \ldots, \lambda_r)}{\prod_{i=1}^{r} P'(\lambda_i)} \neq 0,$$

where $\Delta(\lambda_1, \ldots, \lambda_r)$ is the Vandermonde determinant. So $\lambda_1, \ldots, \lambda_r$ form a coordinate system. We will show below that the metrics $g_m$ are diagonal in this coordinate system.

**Lemma 4.5** In the coordinate system $(\lambda_1, \ldots, \lambda_r)$, the metrics $g_m$ are diagonal, and the diagonal entries read

$$g^{\lambda m}_m(\lambda) = -\frac{2\lambda^m}{P'(\lambda_i)}.$$  

**Proof** The components of $g_m$ in the coordinate system $(w^0, \ldots, w^{r-1})$ read

$$g^k_l(w) = 2t^{kl}w^{k+l+1-m},$$

so we have

$$g^{\lambda m}_m(\lambda) = \sum_{k,l=0}^{r-1} 2 \frac{\partial \lambda_i}{\partial w^k} f^{kl}_m w^{k+l+1-m} \frac{\partial \lambda_j}{\partial w^l}$$

$$= \frac{2}{P'(\lambda_i)P'(\lambda_j)} \sum_{k,l=0}^{r-1} 2 f^{kl}_m w^{k+l+1-m} \lambda_i^k \lambda_j^l$$

$$= \frac{2}{P'(\lambda_i)P'(\lambda_j)} \left( \sum_{k,l=0}^{r-1} 2 w^{k+l+1-m} \lambda_i^k \lambda_j^l - \sum_{k,l=m}^{r-1} 2 w^{k+l+1-m} \lambda_i^k \lambda_j^l \right)$$

$$= \frac{2}{P'(\lambda_i)P'(\lambda_j)} \left( \sum_{h=0}^{m-1} w^h \lambda_i^{h+m-1} \sum_{k=h}^{m-1} \left( \frac{\lambda_i}{\lambda_j} \right)^k \right. \right.$$  

$$\left. \left. - \sum_{h=m+1}^{N} w^h \lambda_j^{h+m-1} \sum_{k=m}^{h-1} \left( \frac{\lambda_i}{\lambda_j} \right)^k \right) \right).$$
If \(i \neq j\), we have
\[
g_{ij}^{kl}(\lambda) = \frac{2}{P^{r}(\lambda_{i})P^{s}(\lambda_{j})} \left( \sum_{h=0}^{m-1} w_{h} \lambda_{j}^{h+m} \left( \frac{\lambda_{i}}{\lambda_{j}} \right)^{h} - \left( \frac{\lambda_{i}}{\lambda_{j}} \right)^{m} \right) - \sum_{h=m+1}^{N} w_{h} \lambda_{j}^{h+m} \left( \frac{\lambda_{i}}{\lambda_{j}} \right)^{h} \right) = \frac{2}{P^{r}(\lambda_{i})P^{s}(\lambda_{j})} \left( \lambda_{j}^{m} \left( \sum_{h=0}^{m-1} w_{h} \lambda_{j}^{h} + \sum_{h=m+1}^{N} w_{h} \lambda_{j}^{h} \right) - \lambda_{i}^{m} \left( \sum_{h=0}^{m-1} w_{h} \lambda_{i}^{h} + \sum_{h=m+1}^{N} w_{h} \lambda_{i}^{h} \right) \right) = \frac{2 \left( \lambda_{j}^{m} \left( -w_{m} \lambda_{j}^{m} \right) - \lambda_{i}^{m} \left( -w_{m} \lambda_{i}^{m} \right) \right)}{P^{r}(\lambda_{i})P^{s}(\lambda_{j})(\lambda_{j} - \lambda_{i})} = 0.
\]

If \(i = j\), then
\[
g_{ii}^{kl}(\lambda) = \frac{2}{(P^{r}(\lambda_{i}))^{2}} \left( \sum_{h=0}^{m-1} w_{h} \lambda_{i}^{h+m-1}(m - h) + \sum_{h=m+1}^{N} w_{h} \lambda_{i}^{h+m-1}(m - h) \right) = \frac{2}{(P^{r}(\lambda_{i}))^{2}} \left( \lambda_{i}^{m} \sum_{h=0}^{m-1} w_{h} \lambda_{i}^{h} - \lambda_{i}^{m} \sum_{h=1}^{r} h w_{h} \lambda_{i}^{h-1} \right) = -\frac{2 \lambda_{i}^{m}}{P^{r}(\lambda_{i})}.
\]

The lemma is proved. \(\square\)

Proof of Theorem 4.4 In the coordinates \((\lambda_{1}, \cdots, \lambda_{r})\), the characteristic equation (4.1) of the leading term of \(B_{k,i}\) reads
\[
\prod_{i=1}^{r} \frac{2 \left( \lambda_{i}^{k} - \lambda_{i}^{l} \right)}{P^{r}(\lambda_{i})} = 0,
\]
so the roots are
\[
u_{i} = (\lambda_{i})^{l-k}, \quad i = 1, \cdots, r.
\]
Since \(k \neq l\), \(u_{i}\)'s are not constant; and since \(\lambda_{i}\) are distinct, \(u_{i}\) are also distinct. So the leading term of \(B_{k,i}\) is semisimple. \(\square\)

We denote the diagonal components of \(g_{k}\) in the canonical coordinates \(u_{1}, \cdots, u_{r}\) by \(f^{1}, \cdots, f^{r}\), then it is easy to obtain
\[
g_{k}^{ij} = f^{i} = -2(l - k)^{2} \lambda_{i}^{2l-k-2} P^{r}(\lambda_{i}), \quad i = 1, \cdots, r,
\]
and the diagonal components of \(g_{i}\) in the canonical coordinates read
\[
g_{i}^{ij} = u_{i} f^{i} = -2(l - k)^{2} \lambda_{i}^{2l-2k-2} P^{r}(\lambda_{i}), \quad i = 1, \cdots, r.
\]
These formulae are useful in the following parts of this section.
4.2 The associated Frobenius manifolds

The notion of Frobenius manifold, which is introduced by Dubrovin in [10, 11], is the geometric description of the WDVV associative equation [9, 35] that arises in 2d topological field theory. For a given \( r \)-dimensional Frobenius manifold \( M \), let \( v^1, \cdots, v^r \) be its flat coordinates near a point \( v_0 \in M \) which is so chosen such that \( \frac{\partial}{\partial v^i} \) is the unit vector field. Then the potential \( F = F(v^1, \cdots, v^r) \) as a function of the flat coordinates satisfies the WDVV associative equations

\[
\frac{\partial^3 F}{\partial v^1 \partial v^\alpha \partial v^\beta} = \eta_{\alpha\beta} = \text{constant}, \quad \det(\eta_{\alpha\beta}) \neq 0,
\]

\[
\frac{\partial^3 F}{\partial v^\sigma \partial v^\alpha \partial v^\beta} \eta^{\gamma\sigma} \frac{\partial^3 F}{\partial v^\gamma \partial v^\nu \partial v^\mu} = \frac{\partial^3 F}{\partial v^\nu \partial v^\alpha \partial v^\beta} \eta^{\gamma\nu} \frac{\partial^3 F}{\partial v^\gamma \partial v^\sigma \partial v^\mu}
\]

for any fixed indices \( \alpha, \beta, \nu, \mu \), here \( (\eta_{\alpha\beta}) = (\eta_{\alpha\beta})^{-1} \),

\[
\frac{\partial E F}{\partial F} = (3 - d)F + \text{quadratic terms in } v.
\]

Here \( E = \sum_{\alpha=1}^r (d_\alpha v^\alpha + r_\alpha) \frac{\partial}{\partial v^\alpha} \) is the Euler vector field with \( d_\alpha, r_\alpha \) be constants, and the constant \( d \) is called the charge of the Frobenius manifold.

On the formal loop space of a Frobenius manifold there is a bihamiltonian structure of hydrodynamic type \( (P_{fm}, Q_{fm}) \), its components are given by

\[
P^\alpha_\beta_{fm} = \eta^{\alpha\beta} \partial_x,
\]

\[
Q^\alpha_\beta_{fm} = g^\alpha_\beta(v) \partial_x + \Gamma^\alpha_\beta_\gamma v^\gamma,
\]

where

\[
g^\alpha_\beta(v) = \sum_{\sigma, \gamma, \nu=1}^r (d_\sigma v^\sigma + r_\sigma) \eta^{\sigma\gamma} \eta^{\beta\nu} \frac{\partial^3 F}{\partial v^\sigma \partial v^\gamma \partial v^\nu}
\]

are the components of the intersection form of the Frobenius manifold, and

\[
\Gamma^\alpha_\beta_\gamma = -g^{\alpha\nu} \Gamma^\beta_\gamma
\]

is given by the Christoffel symbols of the Levi-Civita connection of the metric \( (g_{\alpha\beta}) = (g^{\alpha\beta})^{-1} \).

If the Frobenius manifold is semisimple, the associated bihamiltonian structure is also semisimple. Now an interesting question is: Do the leading terms of the bihamiltonian structures \( B_{k,l} \)'s of the \( r \)-KdV-CH hierarchy are associated to some semisimple Frobenius manifolds?

**Theorem 4.6** The leading term of the bihamiltonian structure \( B_{k,l} = (P_k, P_l) \) is given by the bihamiltonian structure \( (P_{fm}, Q_{fm}) \) of a Frobenius manifold if and only if \( (k, l) = (0, 1) \) and \( r = 1, 2 \).

This theorem is a corollary of the following lemma.

**Lemma 4.7** [11] Let \( (P_{fm}, Q_{fm}) \) be the bihamiltonian structure associated to a semisimple Frobenius manifold. We denote, in the canonical coordinates \( u^1, \cdots, u^r \), the diagonal components of the flat metric \( (\eta^{\alpha\beta}) \) by

\[
g_{ii}^{\beta} = \frac{1}{\eta_{ii}}, \quad i = 1, \cdots, r.
\]

then we have

\[
\frac{\partial \eta_{ii}}{\partial \omega^j} = \frac{\partial g_{ii}}{\partial u^j}, \quad i, j = 1, \cdots, r.
\]

(4.3)
Proof of Theorem 4.6  For the bihamiltonian structure $B_{k,l}$, the functions $\eta_{ii}$ read

$$\eta_{ii} = \frac{1}{2(l-k)^2} \frac{P'(\lambda_i)}{\lambda_i^{2l-k-2}}.$$ 

For $i \neq j$ we have

$$\frac{\partial \eta_{ii}}{\partial u^j} = \frac{\partial \lambda^j}{\partial u^j} \frac{\partial \eta_{ii}}{\partial \lambda^j} = -\frac{\lambda_i^{1-l-k} \lambda_i^{2-2l+k}}{2(l-k)^3} \frac{\partial P'(\lambda_i)}{\partial \lambda_j}.$$ 

Note that

$$P'(\lambda_i) = \prod_{k \neq i} (\lambda_i - \lambda_k).$$

so we obtain

$$\frac{\partial P'(\lambda_i)}{\partial \lambda_j} = -\prod_{k \neq i,j} (\lambda_i - \lambda_k),$$

Thus the derivative $\frac{\partial \eta_{ii}}{\partial u^j}$ reads

$$\frac{\partial \eta_{ii}}{\partial u^j} = \frac{\lambda_i^{1-l-k} \lambda_i^{2-2l+k}}{2(l-k)^3} \prod_{k \neq i,j} (\lambda_i - \lambda_k).$$

If the leading term of $B_{k,l}$ comes from a Frobenius manifold, the equation (4.3) must hold true, which implies

$$\lambda_i^{1-l} \prod_{k \neq i,j} (\lambda_i - \lambda_k) = \lambda_j^{1-l} \prod_{k \neq i,j} (\lambda_j - \lambda_k). \quad (4.4)$$

When $r \geq 3$, the equation (4.4) can not be true, since the left hand side depends on $\lambda_i$ while the right hand side does not. When $r = 2$, the equation (4.4) becomes

$$\lambda_i^{1-l} = \lambda_j^{1-l},$$

so we have $l = 1$.

According to the above analysis, we have only the following four cases to consider:

$$B_{0,1}(r = 1), \quad B_{1,0}(r = 1), \quad B_{0,1}(r = 2), \quad B_{2,1}(r = 2).$$

It is easy to verify, by using the explicit form of the potentials of the 1-dimensional and 2-dimensional Frobenius manifolds given in [11], that only the $B_{0,1}$’s come from Frobenius manifolds. When $r = 1$, the leading term of $B_{0,1}$ corresponds to the Frobenius manifold with potential

$$F = \frac{(u^1)^3}{12}, \quad v^1 = w^0.$$ 

When $r = 2$, the leading term of $B_{0,1}$ corresponds to the Frobenius manifold with potential

$$F = -\frac{(u^1)^2 v^2}{4} + \frac{1}{4} (v^2)^2 \log v^2,$$

where $v^1, v^2$ are flat coordinates of the metric $g_0$ given by

$$v^1 = w^1, \quad v^2 = w^0 - \frac{1}{4} (w^1)^2.$$ 

The theorem is proved. □
4.3 The central invariants of the bihamiltonian structures

Let \((\tilde{P}_1, \tilde{P}_2)\) be a bihamiltonian structure of the form
\[
\tilde{P}_1 = P_1 + \epsilon^2 Q_1 + \cdots, \quad \tilde{P}_2 = P_2 + \epsilon^2 Q_2 + \cdots,
\]
and assume that its leading term \((P_1, P_2)\) is a semisimple bihamiltonian structure of hydrodynamic type. Let \(f_i\) be the diagonal components of the metric \(g_1\) in the canonical coordinates, \(Q_{ii}^a\) be the diagonal components of the coefficient matrix of the third order differential operator \(\partial_x^3\) of \(Q_a\) in the canonical coordinates, where \(i = 1, \cdots, r\) and \(a = 1, 2\). Define the functions
\[
c_i(u) = \frac{Q_{ii}^a - u_i Q_{ii}^1}{3(f_i')^2}, \quad i = 1, \cdots, r.
\]
They are called the central invariants of the bihamiltonian structure \((\tilde{P}_1, \tilde{P}_2)\).

The notion of central invariants were introduced in [15, 29] for semisimple bihamiltonian structures. Together with the leading terms, they give a complete set of invariants of a semisimple bihamiltonian structure under the Miura-type transformations.

**Theorem 4.8 ([15])** Two bihamiltonian structures with a given semisimple bihamiltonian structure of hydrodynamic type as their leading terms are equivalent, under the coordinate transformations of the following type (which are called Miura type transformations)
\[
w^i \mapsto \tilde{w}^i = w^i + F^i, \quad \text{where } F^i \in \mathcal{A}, \text{ and } F^i|_{\epsilon=0} = 0, \quad (4.5)
\]
if and only if their central invariants coincide.

The central invariants of the bihamiltonian structures \(B_{k,l}\) were considered in [15], where explicit formulae (see (4.6) below) to compute these invariants were given. We now give a proof of the formulae.

**Theorem 4.9** Let \(\mathcal{P} = (a_0, a_1, \cdots, a_r) \in (\mathbb{R}^{r+1})^\times\). Define a polynomial
\[
p(\lambda) = a_0 + a_1 \lambda + \cdots + a_r \lambda^r.
\]
Let \(B_{k,l}\) be a bihamiltonian structure of the \(r\)-KdV-CH hierarchy associated to \(\mathcal{P}\), then the central invariants of \(B_{k,l}\) are given by the following formulae:
\[
c_i(u) = \frac{p(\lambda_i)}{24(k-l)\lambda_i^{l+1}}, \quad i = 1, \cdots, r. \quad (4.6)
\]
Here \(u_i, \lambda_i\) are defined in Subsection 4.7.

**Proof** We write the Hamiltonian structure \(P_m\) as
\[
P_m = P_m^{[0]} + \epsilon^2 (Q_m \partial_x^3 + \cdots) + \mathcal{O}(\epsilon^4),
\]
where the dots represent terms with lower order in \(\partial_x\). The components of the tensor \(Q_m\) in the coordinates \(w^0, \cdots, w^{r-1}\) read
\[
Q_m^{ij}(w) = -\frac{1}{2} f_m^{ij} a_{i+j+1-m}.
\]
So the components of the tensor $Q_m$ in the coordinates $\lambda_1, \cdots, \lambda_r$ have the expressions

$$Q_{ij}^m(\lambda) = -\frac{1}{2} \sum_{k,l=0}^{r-1} \frac{\partial \lambda_i}{\partial w^k} f_{kl}^m a_{k+l+1-m} \frac{\partial \lambda_j}{\partial w^l}$$

$$= -\frac{1}{2P'(\lambda_i)P'(\lambda_j)} \sum_{k,l=0}^{r-1} f_{kl}^m a_{k+l+1-m} \lambda_i^k \lambda_j^l.$$

We take $i = j$, then

$$Q_{ii}^m(\lambda) = -\frac{1}{2 (P'(\lambda_i))^2} \sum_{k,l=0}^{r-1} f_{kl}^m a_{k+l+1-m} \lambda_i^{k+l}$$

$$= -\frac{1}{2 (P'(\lambda_i))^2} \left( \sum_{k,l=0}^{m-1} a_{k+l+1-m} \lambda_i^{k+l} + \sum_{r=l}^{r-1} a_{l+m-1} \lambda_i^{l+m-1} \right)$$

$$= -\frac{1}{2 (P'(\lambda_i))^2} \sum_{h=0}^{m-1} (m-h) a_h \lambda_i^{h+m-1}$$

$$= \frac{\lambda_i^m p'(\lambda_i) - m \lambda_i^{m-1} p(\lambda_i)}{2 (P'(\lambda_i))^2}$$

So the diagonal components of $Q_m$ in the canonical coordinates $u_i = \lambda_i^{1-k}$ read

$$Q_{ii}^m(u) = \left( \frac{\partial u_i}{\partial \lambda_i} \right)^2 Q_{ii}^m(\lambda).$$

Then one can obtain the central invariants (4.6) by a simple computation. \(\square\)

According to Theorem 4.8, the above theorem shows that the bihamiltonian structures $B_{k,l}$ associated to different $P$’s are not equivalent under Miura type transformations. In particular, there do not exist Miura type transformations that convert the CH hierarchy to the KdV hierarchy.

### 5 Reciprocal transformations

#### 5.1 The reciprocal transformation of the $r$-KdV-CH hierarchy

We now start to consider a class of transformations of the $r$-KdV-CH hierarchy which, unlike the Miura-type transformations (4.5), also involve the independent variable.

**Lemma 5.1** Let $w^0, w^1, \cdots, w^{r-1}$ be a solution to the $r$-KdV-CH hierarchy, then the following one-form

$$\alpha = \frac{1}{c_0} \left( dx + \sum_{n>0} b_n dt_n - \sum_{n<0} c_n dt_n \right)$$

(5.1)
is closed. Here $b_n, c_n$ are defined in (2.7), (2.17).

**Proof** In the equation (2.20), let $\lambda = 0$, we obtain

$$\frac{\partial}{\partial t_n} \left( \frac{1}{c_0} \right) = \frac{\partial}{\partial x} (\alpha_n),$$

where $\alpha_n = \begin{cases} b_n c_0, & n \geq 0, \\ -c_{-n} c_0, & n < 0. \end{cases}$

By using the above equation the lemma can be proved in a way that is similar to the one given in the proof of Lemma 2.8.

The above lemma shows that for any given solution $w^0, w^1, \cdots, w^{r-1}$, we can define a set of new coordinates $(y, \{s_n\}_{n \in \mathbb{Z}})$

$$dy = ds_0 = \alpha = c_0 dx + \sum_{n \neq 0} \alpha_n dt_n,$$

$$ds_n = dt_{-n}, \quad n \neq 0, \quad n \in \mathbb{Z}$$

which is called the reciprocal transformation of the r-KdV-CH hierarchy.

**Proposition 5.2** Let $w^0, w^1, \cdots, w^{r-1}$ be a solution to the r-KdV-CH hierarchy, and $\phi$ be a solution to the Lax pair of the r-KdV-CH hierarchy

$$\varepsilon^2 \phi_{xx} = A \phi, \quad \phi_{tn} = B_n \phi_x - \frac{1}{2} B_{n,x} \phi, \quad n \in \mathbb{Z}.$$

We define

$$\tilde{\phi} = \frac{\phi}{\sqrt{c_0}},$$

$$\tilde{A} = c_0^2 A - \varepsilon^2 \left( 2 c_0 c_{0,xx} - c_{0,x}^2 \right),$$

$$\tilde{B}_n = \begin{cases} \frac{B_n}{c_0}, & n \neq 0, \\ 1, & n = 0. \end{cases}$$

then $\tilde{\phi}, \tilde{A}, \tilde{B}$ satisfy

$$\varepsilon^2 \tilde{\phi}_{yy} = \tilde{A} \tilde{\phi}, \quad \tilde{\phi}_{sn} = \tilde{B}_n \tilde{\phi}_y - \frac{1}{2} \tilde{B}_{n,y} \tilde{\phi}, \quad n \in \mathbb{Z}.$$  

**Proof** The reciprocal transformation (5.2), (5.3) implies

$$\partial_y = \partial_{s_0} = c_0 \partial_x, \quad \partial_{s_n} = \partial_{t_{-n}} = c_0 \alpha_{-n} \partial_x, \quad n \neq 0.$$

The proposition is proved by a straightforward computation.

The reciprocal transformation is invertible, i.e. we can obtain $x$ as a function of $(y, \{s_n\}_{n \in \mathbb{Z}})$ from the total differential equation

$$dx = c_0 dy + \sum_{k>0} c_k ds_k - \sum_{k<0} b_{-k} ds_k, \quad dt_n = ds_{-n}, \quad n \neq 0, \quad n \in \mathbb{Z}.$$

**Corollary 5.3** Let $w^i(x, t) (i = 0, \cdots, r - 1)$ be a solution to the r-KdV-CH hierarchy associated to $(a_0, a_1, \cdots, a_r)$. We define

$$v^{r-1}(y, s) = \left[ c_0^2 w^i - \frac{\varepsilon^2}{4} a_i \left( 2 c_0 c_{0,xx} - c_{0,x}^2 \right) \right]_{y \mapsto x(y, s)}^z, \quad \tilde{a}_{r-i} = a_i,$$

then the functions $v^0(y, s), \cdots, v^{r-1}(y, s)$ give a solution to the r-KdV-CH hierarchy associated to $P' = \{\tilde{a}_0, \tilde{a}_1, \cdots, \tilde{a}_r\}$. 
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The function $c_0$ satisfies
\[ c_0^2 w^0 - \frac{c_0^2}{4}a_0 (2 c_0 c_{0,xx} - c_0^2_x) = 1, \] (5.5)
so we have $v' = 1$, then the above proposition implies
\[ \tilde{A} = \frac{c_0^2 v^0 + c_0^2 v^1 \lambda + \cdots + v^{r-1} \lambda^{r-1} + \lambda^r}{a_0 + \tilde{a}_1 \lambda + \cdots + \tilde{a}_{r-1} \lambda^{r-1} + \tilde{a}_r \lambda^r}, \] where $\lambda = 1/\lambda$.

From this $\tilde{A}$ we can construct the generating function $\tilde{b}, \tilde{c}$ by using the equation (2.7) and (2.17). By straightforward computation, one can obtain
\[ \tilde{b} = \frac{c}{c_0}, \tilde{c} = \frac{b}{c_0}, \] (5.6)
and the Laurent polynomials $\tilde{B}_n$ is exactly given by
\[ \tilde{B}_n = \begin{cases} \left( \tilde{\lambda}^n \tilde{b} \right)_+, & n \geq 0, \\ \left( \tilde{\lambda}^n \tilde{c} \right)_-, & n < 0, \end{cases} \] (5.7)
so the corollary is proved.

The above proposition and its corollary show that the reciprocal transformation converts the $n$-th positive flow of the $r$-KdV-CH hierarchy associated to $\mathcal{P} = (a_0, a_1, \cdots, a_{r-1}, a_r)$ to the $n$-th negative flow of the $r$-KdV-CH hierarchy associated to $\mathcal{P}' = (a_r, a_{r-1}, \cdots, a_1, a_0)$.

### 5.2 Generalized Hamiltonian structures and their reciprocal transformations

The reciprocal transformation is quite different from the Miura type transformations, since it transforms local Hamiltonian structures to nonlocal ones. We will study this kind of Hamiltonian structures and their reciprocal transformation in detail in a separate publication [30]. In the present subsection, we quote some results from [30], and use them to study the $r$-KdV-CH hierarchy in the next subsection. Our approach to understand the transformation rule of a Hamiltonian structure under reciprocal transformations is as follows. We first generalize the definition of the space of multi-vectors and the Schouten-Nijenhuis bracket on the formal loop space of the manifold $M$, and by using the Schouten-Nijenhuis bracket we can define a class of generalized Hamiltonian structures which includes in particular the class of weakly nonlocal Hamiltonian structures of hydrodynamic type associated to conformally flat metrics. We proceed to define a class of reciprocal transformations between two spaces of generalized multi-vectors, and obtain in a natural way the transformation rule of a local Hamiltonian structure under a class of reciprocal transformations.

We denote by $\hat{\Gamma}^p = \text{Alt}(\Lambda^p, \Lambda)$ the linear space of alternative multilinear map from $\Lambda^p$ to $\Lambda$, and let $\hat{\Gamma}^0 = \Lambda$, $\hat{\Gamma}^p = 0$ when $p < 0$.

**Theorem 5.4 (30)** There exists a unique bracket $[ , ] : \hat{\Gamma}^p \times \hat{\Gamma}^q \rightarrow \hat{\Gamma}^{p+q-1}$ satisfying the following conditions:
\[ [P, Q] = (-1)^{pq}[Q, P], \] (5.8)
\[ (-1)^k[P, Q], R] + (-1)^{pq}[Q, R], P] + (-1)^k[R, P], Q] = 0, \] (5.9)
\[ [P, F_1](F_2, \cdots, F_p) = P(F_1, \cdots, F_p), \] (5.10)
for any \( P \in \hat{\Gamma}^p, Q \in \hat{\Gamma}^q, R \in \hat{\Gamma}^k, F_1, F_2, \ldots, F_p \in \Lambda \).

Note that \( \Gamma \subset \hat{\Gamma} \), and the Schouten-Nijenhuis bracket defined over \( \Gamma \) satisfies the condition (5.8)-(5.10), so it must coincides with the bracket defined in the above theorem, so \( \Gamma \) is a subalgebra of \( \hat{\Gamma} \).

**Definition 5.5** If \( P \in \hat{\Gamma}^2 \) satisfies \([P, P] = 0\), then \( P \) is called a generalized Hamiltonian structure.

Below, a generalized Hamiltonian structure will also be called a Hamiltonian structure.

**Example 5.6** In [20], Ferapontov and Pavlov considered the reciprocal transformation of a system of hydrodynamic type with a local Hamiltonian structure, they showed that the transformed system possesses a weakly nonlocal Hamiltonian structure associated to a conformally flat metric [19].

Let \( F, G \in \Lambda \) be two local functionals. A weakly nonlocal Hamiltonian structure associated to a conformally flat metric correspond to an element \( P \) of \( \hat{\Gamma}^2 \) that maps \((F, G)\) to

\[
P(F, G) = \int \frac{\delta F}{\delta w^i} P^{ij} \left( \frac{\delta G}{\delta w^j} \right) dx
\]

where the operator \( P \) has the components

\[
P^{ij} = g^{ij}(w) \partial_x + \Gamma^{ij}_k(w) w^k_x \partial^{-1} x^j + w^i \partial_x^{-1} Z^j_k(w) w^k_x,
\]

and satisfies the condition \([P, P] = 0\). Note that \( w^i \frac{\delta F}{\delta w^i} \) and \( w^i \frac{\delta G}{\delta w^i} \) can be expressed as total \( x \)-derivative of elements of \( \mathbb{A} \), so \( P \) is well-defined. In fact, for a local functional \( F = \int f dx \), we have

\[
\partial_x^{-1} \left( w^k \frac{\delta F}{\delta w^k} \right) = W(F),
\]

where (see [30])

\[
W(F) = f + \sum_{t \geq 0} \sum_{s \geq 1} (-1)^s \binom{t + s}{s} \partial_x^{-1} \left( w^{i,t+1} \partial_x f \frac{\delta f}{\delta w^{i,t+s}} \right).
\]

So the action of \( P \) can be rewritten as

\[
P(F, G) = \int \left( \frac{\delta F}{\delta w^i} \left( g^{ij}(w) \partial_x + \Gamma^{ij}_k(w) w^k_x \right) \left( \frac{\delta G}{\delta w^j} \right) + Z^j_k(w) w^k_x \left( \frac{\delta F}{\delta w^i} W(G) - W(F) \frac{\delta G}{\delta w^i} \right) \right) dx,
\]

which is an element of \( \hat{\Gamma}^2 \) indeed.

We begin to define a class of reciprocal transformations on the space of generalized multi-vectors.
The operator $\partial_x$ is a derivation of the algebra $\mathcal{A}$. Let $\rho$ be an invertible element of $\mathcal{A}$, then $\partial_y = \rho^{-1} \partial_x$ is also a derivation. We denote

$$\Lambda_x = \mathcal{A}/\partial_x \mathcal{A}, \quad \hat{\Gamma}_x^p = \text{Alt}(\Lambda_x^p, \Lambda_x),$$

$$\Lambda_y = \mathcal{A}/\partial_y \mathcal{A}, \quad \hat{\Gamma}_y^p = \text{Alt}(\Lambda_y^p, \Lambda_y).$$

Since $\rho$ is invertible, there is an isomorphism from $\Lambda_x$ to $\Lambda_y$

$$\Phi_0 : \Lambda_x \rightarrow \Lambda_y, \quad f + \partial_x A \mapsto \rho^{-1} f + \partial_y A,$$

and $\Phi_0$ induces a series of isomorphisms from $\hat{\Gamma}_x^p$ to $\hat{\Gamma}_y^p$

$$\Phi_p : \hat{\Gamma}_x^p \rightarrow \hat{\Gamma}_y^p, \quad P \mapsto \Phi_p(P),$$

the action of $\Phi_p(P)$ on $Y_1, Y_2, \cdots, Y_p \in \Lambda_y$ is defined by

$$\Phi_p(P)(Y_1, Y_2, \cdots, Y_p) = \Phi_0 \left( P \left( \Phi_0^{-1} Y_1, \Phi_0^{-1} Y_2, \cdots, \Phi_0^{-1} Y_p \right) \right).$$

All these $\Phi_{p \geq 0}$ are called the reciprocal transformations w.r.t. $\rho$.

**Example 5.7** Let $X \in \Gamma^1$, then it defines an evolutionary PDE

$$w_i^t = X_i.$$

We assume that $\rho$ is a conserved density of $\partial_t$, so we can define the following reciprocal transformation for the above system:

$$dy = \rho \, dx + \sigma \, dt, \quad ds = dt,$$

where $\sigma \in \mathcal{A}$. After this transformation, the original equation becomes

$$w_i^t = \tilde{X}_i = X_i - \sigma w_i^t.$$

Now we take a local functional $\tilde{F} = \int \tilde{f} \, dy \in \Lambda_y$, then the action of $\tilde{X}$ on $\tilde{F}$ reads

$$\tilde{X}(\tilde{F}) = \int \left( X(f) - \sigma \tilde{f}_y \right) \, dy = \int \left( X(f) + \sigma_y \tilde{f} \right) \, dy$$

$$= \int \left( X(f) + \frac{\rho}{\rho} \tilde{f} \right) \, dy = \int \rho^{-1} X(\rho \tilde{f}) \, dy = \Phi_1(X)(\tilde{F}).$$

So we have $\Phi_1(X) = \tilde{X}$, i.e. our definition of reciprocal transformation coincides with the reciprocal transformation of flows.

**Lemma 5.8** ([50]) For any $P \in \hat{\Gamma}_x^p, Q \in \hat{\Gamma}_y^q$, we have

$$[\Phi_p(P), \Phi_q(Q)] = \Phi_{p+q-1}([P, Q]).$$

**Corollary 5.9** If $P \in \hat{\Gamma}_x^2$ is a Hamiltonian structure, then $\Phi_2(P)$ is also a Hamiltonian structure.
The result follows from the equalities
\[ [\Phi_2(P), \Phi_2(P)] = \Phi_3([P, P]) = 0. \]
The corollary is proved. \(\square\)

By acting \(\partial_y\) on \(w^i\) repeatedly, we introduce a new system of coordinates
\[ \tilde{w}^{i,s} = \partial^s_y w^i. \] (5.11)
For example, we have \(\tilde{w}^{i,1} = \frac{1}{\rho} w^{i,1}\). The variational derivative of a local functional \(\tilde{F} = \int \tilde{f} dy \in \Lambda_y\) w.r.t. the new coordinates is defined as usual
\[ \frac{\delta \tilde{F}}{\delta \tilde{w}^i} = \sum_{s \geq 0} (-\partial_y)^s \frac{\partial \tilde{f}}{\partial \tilde{w}^{i,s}}. \]
Then one can obtain the following important identity.

**Lemma 5.10** [30]
\[ \frac{\delta}{\delta \tilde{w}^i} (\Phi_0^{-1}(\tilde{F})) = \rho \frac{\delta \tilde{F}}{\delta \tilde{w}^i} + \sum_{s \geq 0} (-\partial_y)^s \left( \frac{\partial \rho}{\partial \tilde{w}^{i,s}} W_y(\tilde{F}) \right), \] (5.12)
where
\[ W_y(\tilde{F}) = \partial_y^{-1} \left( \tilde{w}^i_y \frac{\delta \tilde{F}}{\delta \tilde{w}^i} \right). \]

**Example 5.11** We consider the reciprocal transformation of a Hamiltonian structure of hydrodynamic type
\[ P^{ij} = g^{ij}(w) \partial_x + \Gamma^{ij}_k(w) w^k. \]
Let \(\rho = \rho(w)\) be a nowhere vanishing function on \(M\), then we can define a series of reciprocal transformation \(\Phi_{p \geq 0}\) w.r.t. \(\rho\). Let \(\tilde{F}, \tilde{G} \in \Lambda_y\) be two local functionals, then by using the identity (5.12) and the definition of \(\Phi_2\), we can obtain the action of \(\Phi_2(P)\) on \((\tilde{F}, \tilde{G})\) as follow
\[ \Phi_2(P)(\tilde{F}, \tilde{G}) = \int \left( \frac{\delta \tilde{F}}{\delta \tilde{w}^i} \left( \tilde{g}^{ij}(\tilde{w}) \partial_y + \tilde{\Gamma}^{ij}_k(\tilde{w}) \tilde{w}^k \right) \frac{\delta \tilde{G}}{\delta \tilde{w}^i} + \tilde{Z}_k^i(\tilde{w}) \tilde{w}^k \left( \frac{\delta \tilde{F}}{\delta \tilde{w}^i} W_y(G) - W_y(F) \frac{\delta \tilde{G}}{\delta \tilde{w}^i} \right) \right) dy, \] (5.13)
where
\[ \tilde{g}^{ij} = \rho^2 g^{ij}, \tilde{\Gamma}^{ij}_k = -\tilde{g}^{il} \tilde{\Gamma}^{lj}_k, \]
and \(\tilde{\Gamma}^{lj}_k\) is the Christoffel symbol of the Levi-Civita connection of the metric \((\tilde{g}_{ij}) = (\tilde{g}^{ij})^{-1}\), the functions \(\tilde{Z}_k^i\) are given by
\[ \tilde{Z}_k^i = \rho \nabla^i \nabla_k \rho - \frac{1}{2} (\nabla_j \rho) (\nabla^j \rho) \delta_k^i, \]
here \(\nabla\) is the Levi-Civita connection of \((g_{ij}) = (g^{ij})^{-1}\).

The formula (5.13) coincides with Ferapontov and Pavlov’s result [19]. In our case, \(\tilde{F}, \tilde{G}\) can be arbitrary functionals, while in [19], Ferapontov verified this formula for the functionals that are independent of the jet variables.
5.3 The reciprocal transformation of the Hamiltonian structures of the \( r \)-KdV-CH hierarchy

We have shown that the \( r \)-KdV-CH hierarchy possesses \( r + 1 \) compatible Hamiltonian structures. In fact, it also has two generalized Hamiltonian structures. Let

\[ R = P_r \cdot P_{r-1}, \]

and define\( \hat{P}_r = \frac{1}{2} \frac{\partial}{\partial \xi} + 2 \alpha \cdot \frac{\partial^2}{\partial \xi^2} - \frac{\alpha^2}{2} \frac{\partial^3}{\partial \xi^3} + \cdots - \frac{1}{2} \frac{\partial^r}{\partial \xi^r} \]

We need to show that \( \hat{P}_{r+1}, \hat{P}_{r+2} \in \hat{\Gamma}^2 \). Note that

\[ \frac{\partial}{\partial \xi} P_{r+1} = \frac{1}{2} \frac{\partial}{\partial \xi} + O(\frac{\partial}{\partial \xi}), \]

where \( O(\frac{\partial}{\partial \xi}) \) stands for a differential operator, so we have

\[ \frac{\partial}{\partial \xi} P_{r+1} = \frac{1}{2} \frac{\partial}{\partial \xi} + O(\frac{\partial}{\partial \xi}), \]

thus \( P_{r+1} \in \hat{\Gamma}^2 \) (see Example 5.6). Similarly,

\[ \frac{\partial}{\partial \xi} P_{r+2} = \frac{1}{2} \frac{\partial}{\partial \xi} + O(\frac{\partial}{\partial \xi}), \]

where \( X^i \) are differential polynomials, so we also have \( P_{r+2} \in \hat{\Gamma}^2 \).

In the subsection 5.1, we proved that there exists a reciprocal transformation converting the \( r \)-KdV-CH hierarchy associated to \( P = (a_0, a_1, \cdots, a_{r-1}, a_r) \) to the \( r \)-KdV-CH hierarchy associated to \( P' = (a_r, a_{r-1}, \cdots, a_1, a_0) \). We denote the flows, the Hamiltonians and the Hamiltonian structures of the \( r \)-KdV-CH hierarchy associated to \( P' \) by \( \tilde{X}_n, \tilde{H}_n \) and \( \tilde{P}_m \) respectively. Then by using the notations introduced in the last subsection, we have

\[ \Phi_1(X_n) = \tilde{X}_{-n}, \quad n \neq 0. \]

By using the definition of \( H_n, \tilde{H}_n \) and the equation \( 5.10 \), we obtain

\[ \Phi_0(H_n) = -\tilde{H}_{-n-2}, \quad n \neq -1. \]

Now let us consider the following identity which is proved in Theorem 3.11:

\[ X_n = [P_m, H_{n-m}], \quad m = 0, \cdots, r, \ n < 0. \]

Since the reciprocal transformation preserves the Schouten-Nijenhuis bracket, we have

\[ \tilde{X}_n = [\Phi_2(P_m), -\tilde{H}_{n+m-2}], \quad n > 0. \]

On the other hand, we know by Theorem 3.11 that

\[ \tilde{X}_n = [-\tilde{P}_{r-m+2}, -\tilde{H}_{n+m-2}], \quad m = 2, \cdots, r + 2, \ n > 0. \]

So from the above two expressions of \( \tilde{X}_n \) we can formulate the following conjecture:
Conjecture 5.12 For $m = 0, 1, \cdots, r + 1, r + 2$, we have
\[ \Phi_2(\text{P}_m) = -\tilde{\text{P}}_{r+2-m}. \]

This conjecture and Corollary 5.13 imply the following corollary:

Corollary 5.13 $\text{P}_{r+1}$ and $\text{P}_{r+2}$ are Hamiltonian structures.

It seems us that the trouble in proving the conjecture 5.12 if it holds true, lies in the fact that the reciprocal transformation is defined in terms of $c_0$ which does not have an explicit expression. In this paper, we only prove the coincidence of the leading terms of $\Phi_2(\text{P}_m)$ and $-\tilde{\text{P}}_{r+2-m}$.

The leading terms $P_m^{[0]}$ of $P_m$ ($m = 0, 1, \cdots, r + 1, r + 2$) read
\[
(P_m^{[0]})^{ij} = \rho_{ij}^{0}((2w^{i+j+1-m}\partial_x + w_x^{i+j+1-m}), \quad (m = 0, 1, \cdots, r - 1, r),
\]
\[
(P_{r+1}^{[0]})^{ij} = 2(\bar{w}^{i+j-r} - w^i w^j)\partial_x + (\bar{w}^{i+j-r} - w^i w^j)_x + \frac{1}{2}w^i_x \partial_x^{-1}w^j_x,
\]
\[
(P_{r+2}^{[0]})^{ij} = 2U^{ij}\partial_x + U^{ij} - V^i \partial_x^{-1}w^j_x - w^i_x \partial_x^{-1}V^j_x,
\]
where
\[
U^{ij} = w^{i+j-r-1} - w^{i-1}w^j - w^i w^{i-1} + w^{r-1}w^j,
\]
\[
V^i = \frac{1}{2}w^i_x - \frac{1}{2}w^i w^{r-1}_x - \frac{1}{2}w^r w^{i-1}_x.
\]

Theorem 5.14 For $m = 0, 1, \cdots, r + 1, r + 2$, we have
\[
\Phi_2(\text{P}_m^{[0]}) = -\tilde{\text{P}}_{r+2-m}^{[0]}.
\]

Proof We give here the proof of the theorem for the case when $m = 0$, the proof for the other cases are similar. In the dispersionless case, the function $\rho$ is given by
\[
\rho = \frac{1}{c_0} = \sqrt{w^0},
\]
so the formula (5.13) implies
\[
-\Phi_2(\text{P}_0^{[0]})^{ij}(w) = 2w^0 w^{i+j-1}\partial_y + (w^0 w^{i+j-1})_y + Z^i \partial_y^{-1}w^j_y + w^i_y \partial_y^{-1}Z^j,
\]
where
\[
Z^i = \frac{w^i y^0}{4w^0} + \frac{w^i w^0 y^0}{2w^0} - \frac{w^{i+1}}{2}.
\]
Here since we are considering the dispersionless limit, we do not need to use the notation $\dot{w}^{i,s} = \partial_y^{i,s}w^{i,s}$ to distinguish it from $w^{i,s}$.

The formula (5.14) gives the components of $\Phi_2(\text{P}_0^{[0]})$ under the coordinates $w^i$. To prove the theorem, we need to transform the components to the coordinates $v^{r-i} = \dot{w}^{i,s}/w^{i,s}$, so
\[
-\Phi_2(\text{P}_0^{[0]})^{ij}(v) = -\frac{\partial v^i}{\partial w^k} \Phi_2(\text{P}_0^{[0]})^{kl}(w) \frac{\partial v^j}{\partial w^l},
\]
where
\[
\frac{\partial v^i}{\partial w^k} = \frac{1}{w^0} \delta_{k, r-i} - \frac{w^{r-i}}{(w^0)^2} \delta_{k, 0}.
\]
Then the theorem is proved by a straightforward computation. \qed
6 Conclusion

In this paper, we associate to any set \( \mathcal{P} = (a_0, a_1, \ldots, a_r) \in (\mathbb{R}^{r+1})^r \) an integrable hierarchy called the \( r \)-KdV-CH hierarchy. We first clarify its multi-Hamiltonian structures, propose a definition of its \( \tau \) function, prove the semisimplicity of the associated bihamiltonian structures and the formulae for their central invariants, and specify the bihamiltonian structures that are related to Frobenius manifolds. We then introduce the space of generalized multi-vectors on the formal loop space of the manifold \( M \), define the Schouten-Nijenhuis bracket on this space and a class of reciprocal transformations on this space. In this way, we define a class of generalized Hamiltonian structures, including the weakly nonlocal Hamiltonian structures of hydrodynamic type associated to conformally flat metrics on \( M \). By using the notion of generalized Hamiltonian structures, we give in a natural way the transformation formulae of the Hamiltonian structures of the \( r \)-KdV-CH hierarchy under certain reciprocal transformation of the hierarchy, and prove the formulae at the level of its dispersionless limit.

The problem of how to find solutions to the \( r \)-KdV-CH hierarchy is still open for a general parameter set \( \mathcal{P} \). When \( \mathcal{P} = (1, 0) \) and \( \mathcal{P} = (1, 0, 0) \), the associated hierarchies are the well known KdV and AKNS hierarchy respectively, the methods of solving these hierarchies of evolutionary PDEs are well studied. Note that these two hierarchies are also the only particular cases among the general \( r \)-KdV-CH hierarchies that possess bihamiltonian structures of topological type. So we may imagine that the rich properties of these two integrable hierarchies are due to their close relations to topological field theory. This fact may also give an explanation on why some well known solving methods suitable for these two hierarchies can not be applied to the \( r \)-KdV-CH hierarchy associated to a general parameter set.

When \( \mathcal{P} = (0, 1) \) and \( \mathcal{P} = (0, 0, 1) \), we obtain the CH and 2-CH hierarchy respectively. We can find solutions of these two hierarchies via certain reciprocal transformations, since they are transformed to the KdV and the AKNS hierarchy after such transformations[6, 21, 28]. However, we do not know how to find exact solutions for the general \( r \)-KdV-CH hierarchy.

We can regard the \( r \)-KdV-CH hierarchy as an energy dependent generalization of the KdV hierarchy. It is naturally to ask: Whether one can perform similar generalizations to other integrable hierarchies that possess Lax pair representations? For example, the \( x \)-part of the Lax pair for the Gelfand-Dickey hierarchy reads

\[
(\partial_x^{n+1} + u_{n-1} \partial_x^{n-1} + \cdots + u_1 \partial_x + (u_0 - \lambda)) \phi = 0,
\]

if we replace it by

\[
\left( \sum_{i=0}^r a_i \lambda^i \right) \partial_x^{n+1} + \sum_{k=0}^{n-1} \left( \sum_{i=0}^r w_{i,k} \lambda^i \right) \partial_x^k \phi = 0, \quad (6.1)
\]

where \( a_i \)'s are constants, can we obtain some interesting integrable systems? Moreover, note that the Gelfand-Dickey hierarchy is the Drinfeld-Sokolov hierarchy associated to the affine Lie algebra \( A_n^{(1)} \) and the fixed vertex \( c_0 \) of the

\footnote{We say a semisimple bihamiltonian is of topological type, if its leading term is associated to a Frobenius manifold, and its central invariants are equal constants.}
Dynkin diagram, so can we formulate a similar question for the Drinfeld-Sokolov hierarchy associated to general \((\mathfrak{g}, c_k)\)?

We have the following two examples of such generalization.

Recently the Degasperis-Procesi equation draws much attentions \cite{7}, it has the form

\[ m_t + 3m u_x + m u u_x = 0, \quad m = u - u_{xx}. \]

Its Lax pair reads

\[
\begin{align*}
\lambda \phi_{xxx} - \lambda \phi_x + m \phi &= 0, \\
\phi_t + \lambda \phi_{xx} + u \phi_x - \left( u_x + \frac{2\lambda}{3} \right) \phi &= 0,
\end{align*}
\]

whose \(x\)-part is exactly of the form (6.1). It is well-known that, after a reciprocal transformation, the Degasperis-Procesi equation is transformed to the first negative flow of the Kaup-Kupershmidt hierarchy, which is the Drinfeld-Sokolov hierarchy associated to \((A_2^{(2)}, c_1)\). So we can regard the Degasperis-Procesi equation as a generalization of the Drinfeld-Sokolov hierarchy associated to the affine Lie algebra \(A_2^{(2)}\) and its vertex \(c_1\).

The second example is the Sawada-Kotera hierarchy \cite{34}, which is the Drinfeld-Sokolov hierarchy associated to \((A_2^{(2)}, c_0)\). There is also a reciprocal transformation that transforms the first negative flow of this hierarchy to the Novikov equation\cite{25}

\[ m_t + 3m u u_x + m_x u^2 = 0, \quad m = u - u_{xx}. \]

The Lax pair of the Novikov equation given in \cite{25} is of matrix form, which is equivalent to a scalar form similar to (6.1). So the Novikov equation can also be viewed as a generalization of the Drinfeld-Sokolov hierarchy associated to the affine Lie algebra \(A_2^{(2)}\) and the vertex \(c_0\) of its associated Dynkin diagram.

These examples support a positive answer to the above questions, we hope to return to them in subsequent publications.
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