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Abstract

The Computer-aided Diagnosis or Detection (CAD) approach for skin lesion analysis is an emerging field of research that has the potential to alleviate the burden and cost of skin cancer screening. Researchers have recently indicated increasing interest in developing such CAD systems, with the intention of providing a user-friendly tool to dermatologists in order to reduce the challenges that are raised by manual inspection. The purpose of this article is to provide a comprehensive literature review of cutting-edge CAD techniques published between 2011 and 2020. The Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) method was used to identify a total of 365 publications, 221 for skin lesion segmentation and 144 for skin lesion classification. These articles are analyzed and summarized in a number of different ways so that we can contribute vital information regarding the methods for the development of CAD systems. These ways include: relevant and essential definitions and theories, input data (datasets utilization, preprocessing, augmentations, and fixing imbalance problems), method configuration (techniques, architectures, module frameworks, and losses), training tactics (hyperparameter settings), and evaluation criteria (metrics). We also intend to investigate a variety of performance-enhancing approaches, including ensemble and post-processing. In addition, in this survey, we highlight the primary difficulties associated with evaluating skin lesion segmentation and classification systems using minimal datasets, as well as the potential solutions to these difficulties. In conclusion, enlightening findings, recommendations, and trends are discussed for the pur-
pose of future research surveillance in related fields of interest. It is anticipated that it will
guide researchers of all levels, from beginners to experts, in the process of developing an
automated and robust CAD system for skin lesion analysis.

*Keywords:* Computer-aided diagnosis, Deep learning, Machine learning, Skin lesion
segmentation, Skin lesion classification, Skin lesion datasets.

---

**Nomenclature**
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|---------|-----------|
| ACC     | Accuracy  |
| AdB     | AdaBoost  |
| AI      | Artificial Intelligence |
| AK      | Actinic Keratosis |
| ANN     | Artificial Neural Network |
| AUC     | Area Under Curve |
| BACC    | Balanced Accuracy |
| BCC     | Basal Cell Carcinoma |
| BEMD    | Bi-dimensional Empirical Mode Decomposition |
| CAD     | Computer-aided Diagnosis |
| CC      | Correlation Coefficient |
| DF      | Dermatofibroma |
| DL      | Deep Learning |
| DSC     | Dice Similarity Coefficient |
| DT      | Decision Tree |
| EBC     | Ensemble Binary Classifier |
| ENN     | Elman Neural Network |
| F1S     | F1-score |
| FFBPNN  | Feed Forward Back Propagation Neural Network |
| FNR     | False Negative Rate |
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| Acronym | Full Form |
|---------|-----------|
| FOM | Figure of Merit |
| FPR | False Positive Rate |
| FCN | Fully Convolutional Network |
| GAN | Generative Adversarial Network |
| GLCM | Gray Level Co-occurrence Matrix |
| GLDM | Gray Level Difference Method |
| HeCNN | Hyper-Connected CNN |
| HD | Hausdorff Distance |
| HMD | Hammoude Distance |
| IAD | Interactive Atlas of Dermoscopy |
| IRMA | Image Retrieval in Medical Applications |
| ISIC | International Skin Imaging Collaboration |
| JI | Jaccard Index |
| KMC | K-Means Clustering |
| KNN | K-Nearest Neighbors |
| LBP | Local Binary Patterns |
| LDA | Linear Discriminant Analysis |
| LR | Learning Rate |
| MCC | Matthew Correlation Coefficient |
| Mel | Melanoma |
| ML | Machine Learning |
| MPNN | Multilayer Perceptron Neural Network |
| MSM-CNN | Multi-Scale Multi-CNN |
| NB | Naive Bayes |
| Nev | Nevus |
| NPV | Negative Predictive Value |
| PNN | Probabilistic Neural Network |
| PRE | Precision |
| PRISMA | Preferred Reporting Items for Systematic Reviews and Meta-Analyses |
| PSNR | Peak to Signal Ratio |
| QDA | Quadratic Discriminant Analysis |
| RF | Random Forest |
| SCC | Squamous Cell Carcinoma |
1. Introduction

Malignant melanoma is the deadliest cancer type among all skin cancers [1] that can be cured at the beginning stage by an imperative early diagnosis. Traditionally, doctors and radiologists utilize dermatoscopy as a gold-standard technique to diagnose various pigmented skin lesions, employing hand-held devices and computer vision methods to contribute worthy insights scenario. Recently, medical image processing has been growing for decades with increasingly effective tools to assist dermatologists in recognizing and classifying skin lesions [2]. Therefore, a Computer-aided Diagnosis (CAD) system is an unavoidable tool for clinicians and/or dermatologists in decision making, especially in investigating an excessive number of patients in shorter time duration [3]. However, the computational schemes in a CAD system essentially consist of several fundamental steps: image acquisition, preprocessing, segmentation, feature extraction, and classification [4]. It is noteworthy that some researchers consider segmentation a preprocessing for the subsequent feature extraction and then classification. Additionally, the segmented lesion masks and classification outcome can be employed for concurrent lesion detection and recognition [3, 5]. Examples of such simul-
taneous lesion detection and recognition by Hasan et al. [3] can be watched on YouTube\(^1\).

However, in the last decade, from 2011 to 2020, numerous researches have been carried out on Skin Lesion Analysis (SLA), especially lesion segmentation and classification, practicing computer vision algorithms, handcrafted feature engineering, and automated Artificial Intelligence (AI). Fig. 1 displays the number of articles for each year from 2011 to 2020 on lesion segmentation and classification. From Fig. 1, it can be undoubtedly remarked that the

![Figure 1: The number of publications (in blue bars) in the last decade on lesion segmentation (left) and lesion classification (right), collected from Google scholar (see details in section 2) by searching for “skin lesion segmentation” and “skin lesion classification”. The trendlines are also delivered in black color with continuous curves, exhibiting the sudden rise in the number of SLA articles for both tasks. The publication numbers in 2020 (left figure) have probably decreased due to the COVID-19 pandemic.](image)

SLAs have become an exciting and fast-growing area of research. Moreover, the publication numbers have increased continuously per year, as explicated in both Fig. 1 (a) and Fig. 1 (b), especially after 2016. Therefore, these enormous articles demand systematic survey and insight discussions of utilized datasets, preprocessing methodologies, segmentation strategies, feature engineering procedures, classification techniques, and evaluation benchmarks for an automated SLA procedure(s), leading to open-door directions for beginners to expert-level researchers.

This aimed article provides a rigorous survey, review, and analysis of the SLA methods

\(^1\)https://youtu.be/n1fr_NCPy4U [Access date: 12-Mar-2022]
in the last decade’s published literature from 2011 to 2020. To conduct the aspired process, we primarily focus on Skin Lesion Segmentation (SLS) and Skin Lesion Classification (SLC), where the employed preprocessing is a prerequisite step for both tasks. The former scheme, SLS, can be accomplished by applying various image analysis (and/or computer vision) algorithms [4, 6] and end-to-end Deep Learning (DL) methods [7]. The latter task, SLC, can be succeeded by involving different Machine Learning (ML) [8] and end-to-end DL algorithms [8, 9]. It necessitates mentioning that the employment of ML-based SLC requires comprehensive feature engineering [4]. Therefore, we discuss SLA’s feature extraction steps in the SLC task. Again, it is also noteworthy that the end-to-end DL models often do not demand preprocessing steps due to their powerful automated learning capability [10]. However, this article explores different SLS and SLC papers from 2011 to 2020 for summarizing their input data (datasets utilization, preprocessing, augmentations, and solving imbalance problems), method configuration (techniques, architectures, module frameworks, and losses), training tactics (hyperparameters settings), and evaluation criteria (metrics). Their straightforward technical concepts and utilization tendencies with recommendations are systematically provided to assist the researchers in getting that information in a single article. However, the essential contributions of this survey article on the SLS and SLC will be supportive for the research community in the following contexts:

• Provide essential knowledge regarding SLA tasks by compiling articles published over the past decade (2011-2020), covering SLS and SLC mechanisms with a variety of integral strategies and insightful back-and-forth exchanges.

• Investigate the perspicuity scenario of a variety of datasets with potential future trends and their existing requirements in the field of survey analysis that is being addressed.

• Analyze the many different preprocessing and augmentation procedures that are used in SLA in order to reveal their effectiveness, trends, and necessity. For instance, augmentations can be employed to construct an authentic and robust supervised SLA model, handle class imbalance issues, and so on.
• Summarize the many SLS and SLC strategies used over the past ten years, such as automated DL algorithms, handcrafted feature engineering, ML models, and SLS post-processing, to gather enough useful knowledge for the scientific community.

• Examine the trends in employment over a range of training conditions, as well as the hyperparameters such as batch size, learning rate, loss function, optimizer, and epoch.

• Accumulate a variety of assessment benchmarks along with adequate explanation details to disclose the tendencies in the SLS and/or SLC tasks.

• Finally, categorize all the necessary actions, such as preprocessing, augmentation, SLS & SLC methods, and evaluation metrics, in the SLA frameworks into three types: first-tier (highly effective), second-tier (moderately effective), and third-tier (less effective), according to the last decade’s employment frequencies that will deliver crucial guidelines for the future SLA process developments. In the end, uncover the prospective essentials in the SLA tasks that will be an open challenge for researchers interested in this field.

The remains of the paper are organized as follows: Section 2 clarifies the inclusion and exclusion criteria for SLA article selection. Section 3 describes various available skin lesion datasets and scrutinizes their utilization trends. The employment of various preprocessing and augmentations for the automated SLA task are explored in Section 4 with the class imbalance problem solution analysis. Section 5 reports different SLS techniques along with the last decade’s tendencies. This section also highlights different post-processing schemes in the SLS task. Various SLC elements like lesion features and ML- and DL-based classifiers are investigated in Section 6. The training schemes with different hyperparameter settings and evaluation benchmarks are described in Section 7. Lastly, Section 8 provides informative observations, recommendations, and trends for future research directions in related fields of interest, with the article’s conclusion in Section 9.
2. Article Selection

This review’s article searching methodology makes adoption of the well-known Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) strategy [11], which is depicted in Fig. 2, along with the inclusion and exclusion benchmarks [12] for the reviewed articles. Total numbers of \( SLS = 423 \) and \( SLC = 338 \) articles were obtained for the SLS and SLC methods with the keywords “skin lesion segmentation” and “skin lesion classification”, respectively, from “Google scholar”. Some duplications in the literature are eliminated afterwards, providing \( SLS = 401 \) and \( SLC = 318 \) articles, respectively, for SLS and SLC. Then, in the first screening round (first-level exclusion), the articles of non-English language (\( \Delta SLS = 15 \) and \( \Delta SLC = 14 \)) and the review, database, or letter-type articles (\( \Delta SLS = 13 \) and \( \Delta SLC = 7 \)) are excluded. Additionally, only the articles in the year range 2011 \( \sim \) 2020 are preserved in this round. This exclusion provides \( SLS = 283 \) and \( SLC = 198 \) literature articles following repetitions eliminated \( SLS = 401 \) and \( SLC = 318 \) articles after thorough screening \( SLS = 283 \) and \( SLC = 198 \) eligible full-text articles \( SLS = 243 \) and \( SLC = 155 \) elected articles for review \( SLS = 221 \) and \( SLC = 144 \)

Figure 2: The employed PRISMA process for articles exploring approach, where we describe the evidence for the article’s inclusion and exclusion standards.
in total (see Fig. 2). After that, scrutinizing is carried out on all the picked articles from the previous steps, showing that \( \Delta SLS = 27 \) and \( \Delta SLC = 29 \) articles have unnecessary research purposes, and \( \Delta SLS = 13 \) and \( \Delta SLC = 14 \) articles’ schemes are not suited. This second exclusion gives \( SLS = 243 \) and \( SLC = 155 \) articles (see Fig. 2). Finally, \( \Delta SLS = 22 \) and \( \Delta SLC = 11 \) articles are eliminated, as they neither explicitly exhibit the SLS and SLC systems nor other exercised strategies. Through the succeeding identification, screening, and eligibility experimentation, \( SLS = 221 \) and \( SLC = 144 \) articles are ultimately included to conduct this intended review method. Fig. 1 displays the per year distribution of those included papers from 2011 to 2020 on the SLS (= 221) and SLC (= 144), indicating that the publications have massively increased, predominantly after 2016.

3. Image Acquisition

The first stage of a computerized SLA system is image acquisition, with numerous available non-invasive imaging techniques such as dermoscopy, photography, confocal scanning laser microscopy, optical coherence tomography, ultrasound imaging, magnetic resonance imaging, and spectroscopic imaging to assist dermatologists [13]. Macroscopic and dermoscopic images are examples of images acquired from such systems that have been extensively adopted for SLA purposes [4]. However, accumulating those acquired images in a dataset is at the heart of any automated system development, either for the segmentation or classification of skin lesions. Many public datasets for SLS and/or SLC have been utilized for a long time. Some of these datasets are International Skin Imaging Collaboration (ISIC) [14–19], PH2 [20], Interactive Atlas of Dermoscopy (IAD) [21], Image Retrieval in Medical Applications (IRMA) [22], Dermaquest [23], etc. The former ISIC datasets include five distinct open versions with various image numbers and classes for five consecutive years, such as ISIC-16 [14], ISIC-17 [15], ISIC-18 [16, 17], ISIC-19 [18], and ISIC-20 [19] respectively for the years from 2016 to 2020. The next section 3.1 briefly summarizes those datasets.
3.1. Different Datasets

The ISIC-16\(^2\) is a dataset for binary SLS and SLC, having 900 training and 379 testing images, without validation images (see Table 2). It is intended to distinguish the lesions as either Nevus (Nev) or Melanoma (Mel), where the images have resolutions of 556 × 679 to 2848 × 4828 pixels. The ISIC-17\(^3\) is a binary SLS and multi-class SLC task. The latter SLC contains three classes: Nev, Seborrheic Keratosis (SK), and Mel (see Table 2). This dataset has 2750 images for training, validation, and testing, with image resolutions of 453 × 679 to 4499 × 6748 pixels. The ISIC-18\(^4\) images are derived from the HAM10000 dataset [17], including 10015 images for multi-class SLC and 12500 images for binary SLS, with the resolutions of 450 × 600 pixels. This dataset does not publish validation or test images and comprises seven classes: Nev, SK, Basal Cell Carcinoma (BCC), Actinic Keratosis (AK), Dermatofibroma (DF), Vascular Lesion (VL), and Mel (see Table 2). The ISIC-19\(^5\) is an extension of one more class, i.e., Squamous Cell Carcinoma (SCC), in ISIC-18 with almost double sample images. It has 25331 images from multiple sites (HAM10000, BCN20000 [18], and MSK) applying different preprocessing methods. The images of ISIC-19 have resolutions of 600 × 450 to 1024 × 1024 pixels, without explicit validation and test images like ISIC-18 (see Table 2). The ISIC-20\(^6\) contains 33126 dermoscopic images with the resolutions of 1024 × 1024 pixels (see Table 2). Similar to ISIC-16, this dataset also contains binary SLC images from over 2000 patients, aiming to be classified as Nev and Mel.

The PH2\(^7\) is a database acquired at the Dermatology Service of Hospital Pedro Hispano, Portugal. This dataset contains 200 images of melanocytic lesions, including 160 in Nev class and 40 in Mel class, with a 768 × 560 pixels resolution. The IAD\(^8\) dataset has 700 × 447 RGB pixels images, without constituting segmentation masks. However, Celebi et al. [24]

\(^2\)https://challenge.isic-archive.com/landing/2016 [Access date: 21-Jun-2022]
\(^3\)https://challenge.isic-archive.com/landing/2017 [Access date: 21-Jun-2022]
\(^4\)https://challenge.isic-archive.com/landing/2018 [Access date: 21-Jun-2022]
\(^5\)https://challenge.isic-archive.com/landing/2019 [Access date: 21-Jun-2022]
\(^6\)https://www.kaggle.com/c/siim-isic-melanoma-classification/overview [Access date: 21-Jun-2022]
\(^7\)https://www.fc.up.pt/addi/ph2%20database.html [Access date: 21-Jun-2022]
\(^8\)https://espace.library.uq.edu.au/view/UQ:229410 [Access date: 21-Jun-2022]
Table 2: Image distribution of various publicly available datasets for the SLS and SLC tasks, having different numbers of classes and image samples.

| Datasets       | Number of images for various tasks and classes | | |
|----------------|-----------------------------------------------|
|                | Images | Masks | Nev | SK | BCC | AK | DF | VL | Mel | SCC | |
| SLS task       |        |       |     |    |     |    |    |    |     |     | |
| ISIC-16        | Training | 900  | 900 | 727 | −   | −   | −   | −   | −   | 173 | −   |
|                | Testing  | 379  | 379 | 304 | −   | −   | −   | −   | −   | 75  | −   |
| ISIC-17        | Training | 2000 | 2000| 1372| 254 | −   | −   | −   | −   | 374 | −   |
|                | Validation | 150  | 150 | 78  | 42  | −   | −   | −   | −   | 30  | −   |
|                | Testing  | 600  | 600 | 393 | 90  | −   | −   | −   | −   | 117 | −   |
| ISIC-18        | Training | 12500| 12500| 6705| 1099| 514 | 327 | 115 | 142 | 1113| −   |
| ISIC-19        | Training | −   | −   | 12875| 2624| 3323| 867 | 239 | 253 | 4522| 624 |
| ISIC-20        | Training | −   | −   | 32542| −   | −   | −   | −   | −   | 548 | −   |
| PH2            | −       | 200  | 200 | 160 | −   | −   | −   | −   | −   | 40  | −   |
| IAD            | −       | 100  | 100 | 70  | −   | −   | −   | −   | −   | 30  | −   |
| Dermaquest     | −       | 137  | 137 | 61  | −   | −   | −   | −   | −   | 76  | −   |
| IRMA           | −       | −   | −   | 560 | −   | −   | −   | −   | −   | 187 | −   |

provides ground truth masks to continue the research study. The Dermaquest dataset has 137 images for the binary SLS. The SLC is a binary classification task with 76 samples in Mel class and 61 in Nev class. The IRMA dataset is unlisted but available under special request to the authors and was created by the Department of Medical Informatics, RWTH Aachen University. It comprises 747 dermoscopic images with a resolution of $512 \times 512$ pixels, of which 187 images are in Mel class, and 560 are in Nev class.

An overview of these datasets with their sample distribution for SLS and SLC tasks is manifested in Table 2. An observation of this table reveals that the SLC class varies from binary to eight classes, where most of the SLC tasks are binary. The per-class sample numbers tell us that the classes are massively imbalanced, especially for the ISIC-19 and ISIC-20. Such an imbalanced class distribution forces a supervised SLC system to be biased towards the overrepresented class if it is not considered during the training [25]. In some datasets, the samples are significantly smaller, which is also a limitation for developing automated SLS and SLC systems. However, section 4.2 explores the employed solutions for such problems in the SLS and SLC in the last decade from 2011 to 2020. The next
section 3.2 explores those datasets’ employment frequencies in various SLA literature from 2011 to 2020, dispensing their appliances’ crazes in the last decade.

3.2. Datasets’ Utilization and Trends

Table 3 confers the distribution of different datasets in the selected 221 SLS articles (see Fig. 2) for each year between 2011 and 2020. It necessitates remarking that some articles utilized multiple datasets for their SLS model, which are assigned to all those datasets’ columns. However, it is glimpsed from Table 3 that researchers utilized publicly available IAD datasets to validate their SLS algorithms mostly between 2011 and 2015, prior to the applications of automated DL models in SLS (see Fig. 1). In contrast, most published work applied datasets with fewer samples that were not publicly accessible during that period (2011-2015). It is remarkable that the number of articles that were published on the SLS prior to 2016 was significantly lower than the number of articles published after 2016, which indicates that the paper numbers increased significantly after 2016 following the launch of ISIC datasets, which are the fundamental requirements of supervised DL models. Although ISIC-16, ISIC-17, ISIC-18, and PH2 datasets were introduced after the IAD and Dermaquest,
they were devoted to many articles, such as 52, 91, 40, and 61, respectively. Comparing three versions of the ISIC datasets, the ISIC-18, having more examples, are applied in fewer articles since it does not contain separate validation and test sets, requiring time-consuming cross-validation to describe the outcomes. Additionally, a random selection of validation and test sets is not guaranteed to provide a robustly trained SLS model. On the other hand, the ISIC-16 also does not provide validation images and has fewer training samples. Therefore, the choice of ISIC-17 to build a robust SLS model is appropriate, as this mania is reflected in the last decade’s scenario. Surprisingly, the PH2 dataset was practiced more than ISIC-16 and ISIC-18, although it has fewer samples and only training images. The discernible reason is that some authors trained and evaluated their model on ISIC [13, 232], where they further evaluated their SLS model on the PH2 dataset to uncover guaranteed robustness, as PH2 was neither utilized during the training nor validation phases.

Likewise, the inspection in Table 4 displays the allocation of the nominated 144 articles (see Fig. 2) of the SLC for each year between 2011 and 2020, where the articles with multiple datasets are assigned to all those datasets’ columns. Again, the utilization of datasets before Table 4: The number of articles each year from 2011 to 2020 for the SLC on different publicly available datasets in Table 2.

| Year | ISIC-16 | ISIC-17 | ISIC-18 | ISIC-19 | PH2 | IAD | Dermquest | Others |
|------|---------|---------|---------|---------|-----|-----|-----------|--------|
| 2020 | [63, 233–236] | [46, 58, 59, 59, 63, 233, 234, 237-241] | [46, 63, 234, 237, 242-256] | [46, 257-262] | [58, 235, 239, 240, 246, 263] | [264, 265] | [266] | [267-270] |
| 2019 | [1, 82, 88, 271-273] | [1, 88, 97, 100, 115, 116, 273-282] | [1, 88, 106, 115, 124, 273, 279, 283-296] | [291, 292] | [1, 82, 128, 286] | [1, 134] | [286] | [286, 293, 294] |
| 2018 | [145, 295–297] | [145, 157, 298–301] | [170, 299, 302–307] | [173, 298, 308] | [309] | [510–513] |
| 2017 | [178, 314–316] | [317–321] | [315] | [315] | [316, 322, 323] | [324, 325] |
| 2016 | [326] | [327] | [328] | [328, 329] | [328, 330] |
| 2015 | [331-333] |
| 2014 | [334] | [335, 336] |
| 2013 | [337-339] |
| 2012 | [340] | [341] | [342] |
| 2011 | [343, 344] |
| Total | 20 | 39 | 42 | 9 | 15 | 8 | 9 | 26 |

2016 obeys the same pattern as in Table 3 for the SLS task. After 2016, the observations in Table 4 revealed that the authors preferred datasets with more class numbers to build
an SLC model that results in greater utilization of the ISIC-18 dataset. The increased class number with imbalanced class sample distribution is challenging to the SLC models, whose solutions are desirable to build a robust SLC model [3, 5] without any particular class bias. Similar to the SLS task, the PH2 dataset was also devoted as an external dataset to validate the SLC algorithms further, giving assured robustness.

A further summary of various dataset utilization in the specified 365 articles (221 for SLS and 144 for SLC) is displayed in Fig. 3, revealing the trends of datasets’ appliances in the last decade from 2011 to 2020. As demonstrated in both the figures, the earlier articles applied relatively tiny datasets to their SLA system, which were not even publicly available, restricting the research community’s reproducibility. As obtaining annotated medical images

![Graphs showing dataset utilization](image-url)
is extremely expensive [5, 300], few researchers were interested in working on the SLA during that period, roughly from 2011 to 2015. However, this obstacle was overcome after introducing the ISIC datasets in 2016, as Fig. 3 (a) and Fig. 3 (b) disclose that the study on the SLS and SLC tasks has increased massively. It is noteworthy to quote from Fig. 3 that after 2016, the utilization of IAD, Dermaquest, and private datasets either reduced or stagnated for most of the years. Therefore, ISIC datasets can be marked as representative datasets for the SLA. The additional examination determines that the ISIC-17 dataset can be deemed a delegate SLS dataset according to our review of the 221 articles for SLS. A similar claim for the SLC task is that the ISIC-18 is a representational SLC dataset. Again, the one-by-one scrutinization of the chosen literature and Fig. 3 demonstrate that PH2 is commonly employed as an external dataset to validate the results obtained from the ISIC training for both SLS and SLC tasks. Such a conclusion on the SLA datasets over the last decade will afford solid ground for beginners and expert-level researchers to determine a suitable dataset for their intended SLS and SLC schemes.

4. Preprocessing and Augmentations

Preprocessing aims to improve image data quality, suppress unwilling distortions, or enhance essential features for further processing. On the other hand, image augmentation assembles new training examples from existing training data; that is often impossible to truly capture an image that accounts for every real-world scenario a supervised model may encompass. However, identifying the correct preprocessing and augmentation actions most helpful in expanding model performance demands a vital insight into the problem, data collection, and production environment, which may function satisfactorily in one circumstance and is inappropriate in others. Therefore, this article aspires to summarize the applied preprocessing (in section 4.1) and augmentations (in section 4.2) techniques in the last decade (2011-2020) for the SLA task, which will expose a general guideline to future researchers. The procedures to mitigate the class bias problem are also surveyed in section 4.2.
4.1. Preprocessing

Image preprocessing is an essential step in any decision-making pipeline to remove noise and enhance the quality of the original image by removing unrelated and surplus parts in the image’s background for further processing. A suitable selection of preprocessing techniques can significantly improve the accuracy of the aimed system [3, 5, 345]. The scrutinization of selected articles exposes that the skin lesion images contain many different types of noise and artifacts: markers, body hairs & veins, body fibers, air bubbles, reflections, non-uniform lighting, rolling lines, shadows, non-uniform vignetting, artificial landmarks, and patient-specific effects like lesion textures, colors, diverse shape & size of lesion area [13]. However, the most commonly applied preprocessing in the selected 365 literature from 2011 to 2020 is presented in Table 5, conferring their corresponding articles for more detailed descriptions and employment outcomes.

Table 5: Commonly employed preprocessing for SLA from 2011 to 2020, scrutinizing a total of 365 articles (221 for segmentation and 144 for classification).

| Methods                  | Remarks                                                                 | Employed articles                                                                                                                                 |
|--------------------------|-------------------------------------------------------------------------|--------------------------------------------------------------------------------------------------------------------------------------------------|
| Hair removal             | The lesion’s boundary and texture information are often occluded due to the presence of hair, leading to over-segmentation and weak pattern analysis [346]. Therefore, an automatic hair removal method [346] is necessitated, preserving all the lesion features. | [1, 7, 27, 29, 56, 63, 70, 76, 93, 114, 126, 130, 133, 136, 139, 143–145, 155, 159, 161, 173, 178, 185, 187, 197, 198, 200, 203, 204, 215, 216, 225, 244, 256, 264, 297, 301, 304, 314, 319, 325, 330, 332, 339] |
| Normalization            | Subtraction of mean RGB values computed over each image or whole training dataset to exclude poor contrast issues, which also deals with the various lighting conditions in the skin images [249, 278]. | [1, 56, 97, 99, 111, 154, 155, 159, 185, 204, 210, 225, 228, 241, 249, 255, 262, 264, 277, 278, 289, 291–293, 312, 316, 320, 329] |
| Standardization          | Appliances of the mean and standard deviation of RGB values to scale all images to the same range to decrease biasing from different sources [255]. | [1, 56, 79, 125, 255, 278, 289] |
| Median filter            | Filtering an image by placing the median value in the input window at the center of that window to lessen impulsive, salt-and-pepper, or sudden random noise. | [27, 29, 147, 209, 214, 215, 217, 223, 255, 264, 267, 319, 325, 332] |
| Remove light reflections | Devices’ light reflections are eliminated by applying morphological closing and erosion. A non-linear median filter is also helpful for removing light reflection and other tiny dots in the background outside the lesion area [215]. | [7, 126, 185, 203, 204, 215, 223, 325] |
| Methods                      | Remarks                                                                                                                                                                                                 | Employed articles |
|------------------------------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|-------------------|
| Sharpening filter            | The sharpening spatial filter removes blurring, improving the definition of fine detail and sharpening edges that are not clearly defined in the original given image.                                         | [330]             |
| Wiener filter                | It is a low pass linear filter, usually applied in the frequency domain, for images degraded by additive noise, blurring, and constant power additive noise.                                             | [332]             |
| Gabor filter                 | A Gabor filter is a bandpass filter and can be defined as a sinusoidal plane of particular frequency and orientation, modulated by a Gaussian envelope.                                              | [332]             |
| Histogram equalization       | It improves the contrast of an image by utilizing its histogram, spreading out the most frequent pixel intensity values, or stretching out the image’s intensity range.                             | [203, 332]        |
| Elimination of shading       | It is induced by imaging non-flat skin surface and light-intensity falloff towards the edges of the skin image, causing color degradation and poor segmentation results [225].                             | [99, 225, 262, 339] |
| Mean filter                  | It is a smoothing method to overcome the noise effect by reducing the intensity variation between neighboring pixels, a circular or square neighbor.                                                   | [136, 192, 194, 208, 225, 338] |
| Automatic color equalization | This method enhances both color information and contrast by applying two main stages, including chromatic or spatial adjustment and dynamic tone reproduction scaling [228].                               | [59, 185, 225, 228, 241, 267, 291, 292, 338] |
| Contrast enhancement        | It adjusts the relative brightness and darkness of lesions to improve their visibility. The contrast or tone of the skin image can be modified by mapping the gray levels in the image to new values through a gray-level transform. | [2, 59, 76, 82, 82, 88, 126, 136, 143, 145, 145, 155, 159, 161, 172, 173, 173, 194, 198, 200, 208, 212, 214, 228, 239, 252, 256, 273, 301] |
| Dark region removal          | The black corners having nearly the same lesion’s intensity due to a round circular lens can be excluded by applying binary masks of the dark corners obtained from the OTSU’s thresholding [200]. | [93, 130, 133, 145, 200, 223, 283] |
| Gamma correction             | It controls the overall brightness that is not adequately corrected, seeming either bleached out or too dark.                                                                                   | [204, 282]        |
| Color space transformation   | It is the translation of the representation of a color from one basis to another. In general, CIE L*a*b*, CIE L*u*v*, YCrCb (Y color component has most of the image details), and HSV are remarkably practiced in literature [198]. | [2, 29, 51, 57, 111, 143, 154, 169, 176, 189, 190, 194, 198, 204, 208, 210, 218, 241, 256, 273] |
| Bias field correction        | It adjusts the bias field signal before the subsequent processing, reducing intensity heterogeneity.                                                                                           | [208]             |
| Gaussian filter              | A Gaussian filter blurs an image using a Gaussian function to decrease noise and detail, similar to a mean filter.                                                                                | [2, 174, 198, 208, 252, 256] |
### Methods and Remarks

| Methods       | Remarks                                                                 | Employed articles |
|---------------|-------------------------------------------------------------------------|-------------------|
| CLAHE$^1$     | CLAHE is a variant of adaptive histogram equalization and applied to enhance foggy skin images’ perceptibility level. | [187]             |

$^1$CLAHE: Contrast Limited Adaptive Histogram Equalization

It requires citing that explaining the to-the-point theories of all the preprocessing procedures is not the primary focus of this article. We, therefore, provide the citations in Table 5 for the corresponding processes so that the scholars can explore them to achieve complete theoretical information. However, the inspection in Table 5 reveals that hair removal, normalization, median filter, contrast enhancement, and color space transformation are the most widely applied preprocessing employed in the last decade. They can be recognized as the representative preprocessing for the SLA for future research in this field. This finding will contribute a primary estimation to the beginner to expert-level researchers to determine a suitable preprocessing algorithm for their lesion analysis’s framework. Furthermore, it is noted from the scrutinization of those selected 365 articles that many authors utilized grayscale images rather than the given RGB images. Such a conversion can be obtained in many ways, for instance, by averaging RGB channels and taking a single channel from different color spaces. However, the most commonly exercised technique for such grayscale conversion is given in Eq. 1.

$$Y = 0.299 \times R + 0.587 \times G + 0.114 \times B,$$

where R, G, and B are the weighted summations of red, green, and blue pixels, respectively, and Y is the grayscale luminance value. Furthermore, Fig. 4 displays the utilization frequencies of various preprocessing techniques in a bar plot in the last decade from the decided 365 SLA articles, revealing that hair removal, contrast enhancement, normalization, color space transformation, and median filtering are massively accepted top-5 preprocessing methods respectively employed in 23.83%, 15.03%, 14.51%, 10.36%, and 7.25% articles for the SLA. Due to their massive utilization frequency, those five preprocessing methods can be grouped as *first-tier* techniques (highly effective). Other preprocessing methods like
4.2. Augmentation and Imbalance Problem

Data augmentation is a pathway to lessen overfitting in models, increasing the training data samples in many ways. Firstly, the most popular practice for data augmentation is to perform affine image transformations and color modification. Secondly, the texture automatic color equalization, removal of light reflections, standardization, dark region removal, mean filter, and Gaussian filtering are employed in the same number of SLA articles, approximately 4.7% of articles. They are categorized as second-tier preprocessing strategies in the SLA. The remaining elimination of shading, histogram equalization, gamma correction, sharpening filter, wiener filter, Gabor filter, bias field correction, and contrast limited adaptive histogram equalization are organized as third-tier preprocessing strategies (less effective) due to their less engagement commonness in the last decade from 2011 to 2020. Such preprocessing tiers from the last decade’s SLA publications will provide a concrete foundation for beginners and expert-level researchers to determine an appropriate preprocessing strategy in this domain.

Figure 4: The number of articles employing different preprocessing in the last decade for the SLS and SLC tasks, where the preprocessing P1 to P19, respectively, indicate Hair removal, Contrast enhancement, Normalization, Color space transformation, Median filter, Automatic color equalization, Remove light reflections, Standardization, Dark region removal, Mean filter, Gaussian filter, Elimination of shading, Histogram equalization, Gamma correction, Sharpening filter, Wiener filter, Gabor filter, Bias field correction, Contrast Limited Adaptive Histogram Equalization.
transformation is to synthesize a texture from a texture-source image, preserving the visual characteristics of the actual image like contour, shading, lines, strokes, and regions [347]. Thirdly, Generative Adversarial Network (GAN) is a relatively new and powerful tool to perform unsupervised new images using the min-max strategy. It is advantageous in many image generation and manipulation problems such as text-to-image synthesis, superresolution, image-to-image translation, image blending, and image inpainting [347]. However, the one-by-one scrutinization of the selected 365 articles returns the following augmentations in the last decade from 2011 to 2020 for the SLA task: Rotation [1, 13, 30, 34, 36, 40, 42, 46, 46, 48, 52, 54, 58–61, 64, 67, 79, 83, 91, 94, 97, 98, 103, 111, 116, 116, 117, 119, 122, 124, 125, 131, 141, 148, 148, 150, 151, 153, 154, 154, 156, 157, 161, 165, 166, 169, 180, 188, 191, 235–237, 241, 242, 250, 253, 254, 257, 259, 261, 263, 268, 272, 277, 278, 280, 281, 283, 289, 293, 295, 300, 304, 305, 316, 317, 319, 320], Horizontal flipping [13, 30, 34, 36, 41, 42, 48, 51, 52, 54, 58–61, 64, 66, 67, 79, 83, 85, 90, 91, 94, 97, 98, 103, 105, 107, 108, 111, 116, 116, 117, 119, 124, 125, 131, 148, 150, 151, 153, 154, 156, 157, 160, 161, 165, 169, 179, 183, 184, 188, 191, 235, 236, 238, 242, 250, 253, 254, 257, 259, 260, 263, 268, 272, 277, 278, 283, 289, 293, 295, 300, 304, 305, 316, 317, 319], Vertical flipping [13, 34, 36, 41, 42, 48, 51, 52, 54, 58–61, 66, 67, 79, 83, 85, 90, 91, 94, 97, 103, 105, 107, 108, 111, 116, 116, 117, 119, 124, 125, 148, 151, 153, 154, 157, 160, 161, 165, 169, 179, 183, 184, 188, 191, 235, 236, 238, 242, 250, 253, 254, 259, 260, 263, 268, 272, 283, 289, 293, 295, 300, 304, 305, 316, 317, 319], Scaling [34, 40, 52, 54, 58–60, 67, 79, 85, 122, 124, 148, 150, 151, 153, 154, 157, 165, 166, 180, 237, 246, 250, 254, 263, 265, 268, 278, 283, 316], Region cropping [54, 58, 61, 64, 90, 94, 108, 148, 157, 169, 179, 183, 188, 242, 246, 249, 253, 265, 285, 293, 305, 307, 319], Shifting [1, 13, 58, 67, 91, 103, 119, 122, 124, 125, 151, 153, 154, 166, 236, 237, 254, 259, 268, 293, 316, 320], Contrast adjustment [39, 40, 54, 59, 79, 94, 103, 105, 117, 165, 175, 184, 235, 263, 283], Shearing [34, 58, 58, 67, 94, 122, 169, 250, 272, 278, 283, 317], Horizontal and vertical or both flipping [13, 40, 51, 67, 148, 157, 257, 261, 265], Adaptive histogram equalization [40, 54, 59, 94, 107, 123, 237, 246, 329], Gaussian noises [39, 40, 154, 157, 160, 285, 329], RGB to HSV transformation [51, 103, 117, 184], Elastic distortion [40, 91, 170, 329], Adding noises (salt or pepper noises) [54, 285, 329], Color jittering [108, 117, 238], Gamma correction.
These typically applied augmentations are briefly discussed and explained in Table 6.

Table 6: Commonly employed augmentations for SLA from 2011 to 2020, scrutinizing a total of 365 articles (221 for segmentation and 144 for classification).

| Method                  | Details descriptions                                                                                                                                 |
|-------------------------|-----------------------------------------------------------------------------------------------------------------------------------------------------|
| Rotation (A1)           | Rotate the image coordinates of \((x_1, y_1)\) by an angle of \(\theta\) around \((x_0, y_0)\), resulting the coordinates \((x_2, y_2)\) where \(x_2 = \cos(\theta) \times (x_1 - x_0) + \sin(\theta) \times (y_1 - y_0)\) and \(y_2 = -\sin(\theta) \times (x_1 - x_0) + \cos(\theta) \times (y_1 - y_0)\). |
| Horizontal flipping (A2)| Change the image by a mirror-reversal of an original across a vertical axis, where the left side switches to the right side and vice versa.              |
| Vertical flipping (A3)  | Modify an image with a mirror-reversal of the original across a horizontal axis, where the top side switches to the bottom side and vice versa.          |
| Scaling (A4)            | Enlarge or reduces the image’s physical size by changing the number of pixels it contains, changing the size of the contents of the image and resizing the canvas accordingly. |
| Region cropping (A5)    | A data augmentation technique that picks a random subset of the original image containing more salient information about the region of interest.            |
| Shifting (A6)           | Translation of an image in up, down, left, or right, along with any combination of the above direction, where every point of the object must be moved in the same direction and for the same distance. |
| Contrast adjustment (A7) | Remap image intensity values to the full display range of the data type, sharpening differences between black and white. It can either make an image more vivid or mute the tones for a more subdued feel. |
| Shearing (A8)           | Shift one part of an image, a layer, a selection, or a path to a direction and the other part to the opposite direction; for example, a horizontal shearing will shift the upper part to the right and the lower part to the left, resulting in a diamond from a given rectangle. |
| Both flipping (A9)      | Modify an image with a mirror-reversal of the original across both the vertical and horizontal axes, where the top side switches to the bottom side and then the left side switches to the right side and vice versa. |
| Histogram Equalization (A10)| Adjust the contrast of an image by using its histogram, spreading out the most frequent pixel intensity values, or stretching out the image’s intensity range. It allows the image’s areas with lower contrast to gain a higher contrast. |
| Gaussian noises (A11)   | A type of mean spatial filtering that produces a new image by altering the structural details of an input image.                                      |
| HSV (A12)               | Provide a numerical readout of the image corresponding to the color names contained therein, abstracting the color (hue) by separating it from saturation and pseudo-illumination. |
| Elastic distortion (A13)| Generate a coarse displacement grid with a random displacement for each grid point that is then interpolated to compute a displacement for each pixel. Finally, the input image is then deformed using displacement vectors and spline interpolation. |
| Adding noises (A14)     | An impulse noise caused by sharp and sudden disturbances in the image signal that presents as sparsely occurring white and black pixels.                 |
| Color jittering (A15)   | A type of image data augmentation that randomly changes the brightness, contrast, and saturation of the image. It also adds random noise to the image.       |
Table 6 Continued from previous page

| Method                        | Details descriptions                                                                 |
|-------------------------------|--------------------------------------------------------------------------------------|
| Gamma correction (A16)        | A nonlinear operation that encodes and decodes luminance or tristimulus values in video or still image as $V_{in} = A \times V_{out}$, where $\gamma$ and $A$ are the raised power and multiplied factors, respectively. |
| Whitening (A17)               | A whitening transformation converts a vector of random variables with a known covariance matrix into a set of new variables whose covariance is the identity matrix, which has widely been adopted to remove redundancy by making adjacent pixels less correlated. |
| Dihedral transformation (A18) | A linear transformation that includes rotations and reflections of the images in the eight possible directions or angles of a dihedron. |
| GAN (A19)                     | Produce new data samples from a given random noise from a latent space and deliver unique images that mimic the feature distribution of the original dataset. |

The employment of these augmentations in the last decade’s articles is displayed in the bar plot as a utilization frequency, as illustrated in Fig. 5. It reveals that the rotation, horizontal flipping, vertical flipping, scaling, region of interest cropping, and shifting are the top-6 augmentations employed for the SLA tasks, respectively in 21.22%, 20.95%, 18.30%, 8.75%, 6.10%, and 6.0% of the total articles. It is also noteworthy that those six most essential augmentations (first-tier) are more operated in 2020, and their deployments have decreased from 2020 to 2016. Like preprocessing methods, contrast adjustment, shearing, both axis flipping, histogram equalization, and adding Gaussian noises can be classified as the second-tier augmentation methods due to their medium utilization. Due to the insignificant applications in the selected literature, the remaining augmentation techniques are termed

![Figure 5: The number of articles employing different augmentations in the last decade for the SLS and SLC tasks, where the augmentations A1 to A19 are defined in Table 6.](image-url)
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Furthermore, the close inspection of Fig. 5 demonstrates that none of the top-10 augmentations is applied before 2016. It is also remarkable that the number of articles with the appliance of augmentation rises day by day from 2016 to 2020. Recalling Fig. 1 shows that the number of SLA articles after 2016 has enormously increased after DL’s engagement, especially CNN methods. Such an advancement in CNN models for SLA tasks reinforces the appliance of different augmentations as CNNs rely heavily on big data to be a generic model. However, an example of insight visualization of the top-5 augmentations with their original image has been displayed in Fig. 6. These example images demonstrate a high level of distinctions in shape, orientation, and spatial information, making them more reliable augmentation, viz. synthetic image composition techniques in supervised learning systems.

Again, Table 6, Fig. 5, and Fig. 1 also point out that geometric augmentations viz. spatial information alteration are more prevalent in CNN-based learning systems. In contrast, the color or texture augmentations are more dominant in handcrafted feature-based ML and computer vision algorithms. Although GAN is a recent trend in other fields, it has not been massively employed in the SLA task in the last decade (see Fig. 5). A good synchronization is required between the generator and the discriminator stages of GAN. Sometimes, the learning process of GANs may have a missing pattern, the generator begins to degenerate,
the same sample points are continuously generated, and the learning cannot be continued.

Again, the class distribution of all datasets (see Table 2) confirms that the class sample images are imbalanced, which could induce the classifier to be biased towards the particular class that holds more samples [25]. This situation is noticeable in computerized medical diagnosis domains due to the scarcity of massive manually annotated training samples, especially in skin lesion datasets. However, the authors of SLA articles applied many techniques to mitigate that class bias problem. The authors in [59, 249, 259, 261–263, 270, 278, 282, 283, 289, 295] rewarded more extra consideration to the class with minority samples, estimating the class weight using a portion of \( W_n = N_n / N \), where \( W_n \), \( N \), and \( N_n \) separately indicate the \( n^{th} \)-class weight, the total number of samples, and the sample in the \( n^{th} \)-class. Bisla et al. [115], Aldwgeri and Abubacker [290], DeVries and Ramachandram [320] collected additional images and merged with the minority class to balance with the majority class. Sometimes, the augmentations in Table 6 are also applied to the minority class to increase its sample numbers, as in [1, 46, 115, 148, 241, 246, 251, 254, 268, 279, 280, 289, 291]. Almaraz-Damian et al. [256] applied the SMOTE oversampling technique, demonstrating an improvement in the differentiation of melanoma and benign lesion images. To handle imbalanced classes, Molina-Molina et al. [258] employed the ensemble method using three classifiers with a linear plurality vote, where the other two models can overcome the bias from any candidate model. Lastly, the authors in [250, 257, 260, 264, 286, 304, 313, 316, 317, 327] employed random oversampling and undersampling. The former method randomly selects examples from the minority class with replacements and adds them to the training dataset. In contrast, the latter undersampling chooses examples from the majority class and deletes them from the training dataset. The one-by-one scrutinization of the selected 365 SLA papers and these discussions reveal that the most common methods for solving the class imbalance in the SLA tasks are class weighting, augmentations in the minority class, oversampling, and undersampling. These techniques can be a primary preference for forthcoming researchers to materialize a generic SLA framework.
5. Segmentation Techniques

There has been a notable improvement in research for developing segmentation algorithms and techniques for SLA in the recent past [8]. SLS algorithms can be broadly grouped into edge-, region-, threshold-, and soft computing or AI-based segmentation. The following sections (5.1∼5.5) briefly familiarize those clusters of SLSs, and the insightful discussions on the nominated 221 SLS articles from 2011 to 2020 are delivered in section 5.6.

5.1. Edge-based SLS

They depend on the edges by searching for edge pixels and connecting them to form image contours and can be categorized into manual and automatic. The former manual method employs the mouse to trace lines representing image boundaries among regions. In contrast, the latter automatic method uses edge detection algorithms like watershed algorithm [174], active contours [139, 173, 218, 226, 339], canny edge detector [209, 212], and multi-direction gradient vector flow snake model [339]. In this type of segmentation, an edge filter is dedicated to the image, pixels are categorized as edge or non-edge, relying on the filter output, and pixels that are not isolated by an edge are allocated to the identical class. It is observed and concretely revealed that active contours are the most popular edge-based SLS method in the last decade’s 221 papers.

5.2. Region-based SLS

In these algorithms, images are partitioned into regions or groups of similar pixels depending on their various properties, assuming that neighboring pixels within the same region have a similar value. Each pixel is compared with its neighbors in a particular region, and according to some specific conditions, it is clustered. This variety of SLS includes iterative region-based [171, 228], iterative stochastic region-merging [230], mean shift-based gradient vector flow [229], K-means & fuzzy C-means clustering [155, 163, 178, 185, 187, 189, 193–195, 206, 206, 211, 217, 219, 221, 224, 227], and Eikonal-based region growing clustering [216]. Conclusively, the one-by-one article scrutinization discloses that K-means & fuzzy C-means clustering are massively devoted in seventeen articles to region-based SLS methods.
in the last decade; hence, it can be supposed as the representation of the region-based SLS approach.

5.3. Threshold-based SLS

This cluster can be described as point-based or pixel-based segmentation, depending on the threshold estimation algorithms, and often suffers from inappropriate threshold estimation due to different artifacts in the dermoscopic images [13]. OTSU [43, 48, 49, 73, 74, 76, 95, 133, 136, 176, 190, 198, 201, 204, 222, 225, 339], histogram estimation [187, 193, 210], morphological operations [144, 176, 223], optimal color channel-based empirical threshold estimation [214], and mean pixel intensity level-based threshold estimation [215] are the examples of this cluster. Notably, the OTSU thresholding technique is the most common threshold-based SLS approach in approximately seventeen articles of the selected 221 SLS articles, turning it into a metaphorical instance of this category. The conceivable rationale for choosing this technique is that it operates on an automatic and faster threshold estimation methodology.

5.4. AI-based SLS

AI models, especially CNNs, currently permit building an end-to-end supervised model without requiring manual feature extraction [348, 349] and exhibit tremendous success in many domains of medical imaging: arrhythmia detection [350–352], skin lesion segmentation and classification [3, 5, 13, 353, 354], breast cancer detection [355–357], brain disease classification [358], pneumonia detection from CXR images [359], fundus image segmentation [360, 361], minimally invasive surgery [362], lung segmentation [363] and etc. This category applies soft computing techniques in the segmentation process, including genetic algorithms [71, 220], fully convolutional neural networks [7, 83, 84, 91, 98, 102, 111, 121, 125, 138, 140–142, 146, 149, 150, 152–154, 156–161, 164–170, 175, 179–182, 184, 186, 188, 189, 191, 296], expectation-maximization [197], rule-based algorithms [196], Co-operative neural network [228], and artificial bee colony [147]. Again, the individual scrutinization of the selected 221 SLS articles indicates that fully convolutional neural networks are massively applied for the
SLS task, approximately forty-three articles in the last decade from 2011 to 2020, which can be deemed as the last decade’s representative SLS method.

5.5. Other SLS methods

In addition to those above-discussed four SLS varieties, the remaining applied SLS approaches in the last decade are probabilistic maximum-a-posteriori [145, 231], Markov random field [177, 208, 213], Delaunay Triangulation [203], Grap-cut [155], Cellular Automata [202], Wavelet transform [172, 200], and optimized color feature [88, 143]. Like four other categories of segmentation strategies, they are also categorized as other methods of the SLS task in the last decade from 2011 to 2020.

5.6. Insight Investigation on SLS Methods

Fig. 7 dispenses the SLS article numbers in the last decade, conferring the frequencies of various SLS procedures as discussed in the previous five subsections. It is observed from the figure that the AI-based SLS processes have been most commonly employed in the last decade, especially after 2016. The appliance of the five earlier mentioned SLS categories is compared in the donut chart in Fig. 8, bestowing that a total of 64.8% of articles have employed AI-based SLS. In conclusion, Fig. 1, Fig. 7, and Fig. 8 combinedly demonstrate that the employment of AI-based SLS models has become crucial in the SLS task as the
number of SLS articles has been expanding massively since 2016. This SLS category can be considered as a first-tier SLS method, while the threshold-based and region-based SLS can be designated second-tier and third-tier SLS techniques, respectively. It requires mentioning that explaining the to-the-point theories of these SLS techniques is not the principal focus of this article; instead, we have concentrated on the overall SLA scenario in the last decade to highlight the trends in the aimed field of interest. The detailed point-to-point discussion of DL-based SLS methods is available in a review article of Kassem et al. [8]. However, the insight scrutinization of the AI-based SLS articles reveals that 51.2% of articles have employed DL methods, particularly deep CNNs. Therefore, the following paragraph focuses on the insightful discussion of the CNN architecture employed for the SLS task.

In order to build an end-to-end CNN-based SLS system, a model consists of two essential components: the encoder and the decoder [13]. The former component, the encoder, comprises convolutional and subsampling layers and is responsible for the automatic feature extraction. The convolutional layers are applied to construct the feature maps, whereas the subsampling layers are employed to achieve spatial invariance by decreasing those maps’ resolution. This reduction in resolution heads to an extension of

Figure 8: The donut chart of the percentage of SLS articles in the last decade from 2011 to 2020 for the five categories, as mentioned earlier.
the field of view of the feature map, which in turn makes the extraction of more salient features and minimizes the computational cost [362]. This is notably observed from the chosen 221 SLS article that many authors have employed different variants of pre-trained (on ImageNet, PASCAL-VOC, MS-COCO, etc) CNN models in the encoders like AlexNet [88, 179], Xception [55, 91], VGG [37, 79, 86, 88, 89, 98, 121, 125, 140, 157, 184, 186], ResNet [28, 46, 50, 56, 63, 66, 68, 79, 97, 98, 105, 115, 116, 141, 165, 175], LeNet [63], Inception [47, 99, 123], InceptionResNet [37], and DenseNet [13, 47, 60, 61, 117, 150, 156]. Remarkably, it is revealed that 36.36 %, 27.28 %, and 15.91 % articles of the transfer learning-based SLS articles employed ResNet, VGG, and DenseNet. Again, the latter component in the CNN-based SLS system, the decoder, semantically projects the distinctive lower resolution features learned by the encoder onto the pixel space of higher resolution to achieve a dense pixel-wise classification. The semantic segmentation networks have similar encoder designs, but they vary mainly in their decoder mechanism concerning how the discriminating features are projected onto the pixel space. However, the significantly decreased feature maps due to subsampling often undergo spatial resolution loss, which introduces coarseness, less edge information, checkerboard artifacts, and over-segmentation in semantically segmented masks [13]. To defeat these problems, Ronneberger et al. [364] proposed to skip connections in a U-Net, which provided the decoder to recover the relevant features learned at each stage of the dropped encoder due to pooling. Similarly, Long et al. [365] fused features at various coarseness levels of the encoder in Fully Convolutional Network (FCN) to refine the segmentation. However, when the deconvolution kernel size is not divisible by the up-scaling factor, a deconvolution overlap occurs as the number of low-resolution features that contribute to a single high-resolution feature is not constant across the high-resolution feature map [366]. Due to this deconvolution overlap, checkerboard artifacts may appear in the segmented mask. Therefore, Al-Masni et al. [232] proposed a full resolution convolution network, excluding subsampling layers in the encoder to conserve the spatial information of the feature maps. However, the subsampling of feature maps is exceptionally desirable to be employed on CNN due to the several positive perspectives, as previously mentioned. A complete survey and review on those decoder mechanisms and skip (shortcut) connection
can be discovered in [367].

In some articles, the authors ensembled multiple SLS models or outputs to produce a refined lesion segmentation [46, 47, 52, 61, 65, 99, 111, 127, 154, 157, 165, 168–170, 185]. For example, a bagging-type ensemble approach was executed in [154] to combine outputs of various FCNs with improving the image segmentation performance on the testing images. Liu et al. [111], Chen et al. [157], Qian et al. [169] ensembled different outputs in the post-processing to increase the segmentation results. Firstly, they segmented an input image by augmenting it to generate different outputs. Then reverse operations were performed on the results that were finally averaged to get a lesion mask. Goyal et al. [99] employed DeeplabV3 and Mask R-CNN to propose three ensemble model variants. Ensemble-ADD combines the results from both models, Ensemble-Comparison-Large picks the larger segmented area by comparing the number of pixels in the output of both methods, and Ensemble-Comparison-Small picks the smaller area from the output. Lastly, a pixel-wise majority voting ensemble for lesion segmentation was proposed and implemented in [52]. Additionally, many scholars in many articles have incorporated different post-processing methods to refine the segmented lesion masks, as explained in Table 7.

Table 7: Commonly employed post-processing for SLS from 2011 to 2020, scrutinizing a total of 221 for lesion segmentation.

| Details post-processing method                                                                                                                                                                                                 | Articles                                                                                                                                               |
|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|--------------------------------------------------------------------------------------------------------------------------------------------------------|
| Conditional random fields, as a statistical modeling method for structured prediction, considering neighboring pixels' information in the new pixel prediction.                                                                  | [52, 90, 103, 116, 123, 175]                                                                                                                                 |
| The binary lesion masks are followed by morphological dilation operations. The region closer to the image center is picked, followed by unwanted components like corner effect removal and filling of the small holes.                        | [41]                                                                                                                                                   |
| The best cluster from all the predicted clusters is determined by calculating the mean value for each cluster and selecting the maximum mean value. Then morphology operations, for example, opening, closing, and filling holes are applied to enhance the segmented lesion masks.   | [71]                                                                                                                                                   |
| Subtraction of smaller or misclassified areas and sharp fragments from the mask’s borders.                                                                                                                                       | [27, 159]                                                                                                                                              |
| Iterative self-organizing data analysis technique was employed to threshold the output probability map from the sigmoid activator of their DSNet to retrieve the lesion mask.                                      | [13]                                                                                                                                                   |
| Simply morphological smoothing and extracting the largest connected component from the predicted binary lesion mask.                                                                                                             | [7, 65, 86, 188, 193, 228]                                                                                                                             |
| Details post-processing method                                                                 | Articles                                                                 |
|---------------------------------------------------------------------------------------------|-------------------------------------------------------------------------|
| Watershed-based postprocessing feeds high-confidence pixel classifications as seeds into the watershed algorithm. | [79]                                                                    |
| Several consecutive morphological filtering, such as dilation, erosion, closing, and opening, for enhancing the predicted lesion boundary. | [72, 81, 93, 99, 114, 125, 133, 154, 158, 185, 192, 214, 217]             |
| A convex hull operation follows the morphological opening process of the predicted binary mask for lesion shape approximation. | [39]                                                                    |
| Region merging and morphological operations are applied to obtain the final lesion mask.      | [35]                                                                    |
| Fill in the small holes in the predicted binary lesion mask.                                  |                                                                        |
| The output probability map is subjected to three consecutive post-processing actions constructing the final mask: thresholding the probability map at 0.5, choosing the largest connected component, and finally, filling the small holes. | [7, 91, 170, 185, 188, 189, 193]                                        |
| k-means clustering and flood-fill algorithms are combined to obtain the final lesion region. Then, holes are sealed by applying a hole-filling algorithm. | [155]                                                                   |
| The lesion region close to the center of the image is picked and followed by the hole filling and morphological closing operations to refill the small holes and isolated islands. Finally, a Gaussian mask weighs the closeness of connected regions against the center of the image, and then the largest area is nominated as the final segmented mask. | [172]                                                                   |
| A dual-threshold method to generate a binary mask, where a relatively high threshold (= 0.8) is devoted to determining the lesion center, and a lower threshold (= 0.5) is applied to the output map. After filling small holes with morphological dilation, the final lesion mask is decided. | [154, 166]                                                              |
| The largest connected binary objects are stored and joined with adjacent regions. Then, morphological operations are applied to fill holes and remove any extra elements other than the skin. Lastly, a convolution filter with a smoothing operation is performed to get the final lesion masks. | [200]                                                                   |
| A graph-cut algorithm is applied to the output score maps to fine-tune the predicted masks.  | [180]                                                                   |

The above table reveals that morphological operations, such as dilation, erosion, closing, and opening, have been played a horsepower and massively employed for post-processing segmented lesion masks, as many articles have applied [41, 71, 72, 81, 93, 99, 114, 125, 133, 154, 158, 172, 185, 192, 214, 217]. Small holes and disconnected island regions in the segmented lesion masks were often resolved in many ways in the selected 221 SLS articles. For example, hole-filling algorithms can fill tiny holes [7, 91, 170, 185, 188, 189, 193], and the island regions can be abolished by keeping the more significant regions from the region properties techniques [7, 65, 86, 188, 193, 228]. In some articles [52, 90, 103, 116, 123, 175], the authors have involved Conditional random fields techniques to refine the segmented...
masks. These discussions on different post-processing methods reveal that they can be a preparatory choice for forthcoming researchers to assemble a generic SLA framework.

6. Classification Techniques

Computational SLC methods related to the lesion features are founded on the ABCD(E) rule, pattern analysis, seven-point checklist, and Menzies’ method. Those methods are illustrations of clinical techniques operated for the prognosis and diagnosis of image-based skin cancer [4], color, diameter (or differential structures in the case of dermoscopic images), and evolution (or elevation) features, according to the standards delivered in Table 8. The Table 8: Standards of the ABCD(E) rule for diagnosing skin cancer from clinical and dermoscopy examination.

| Features  | Dermoscopic investigation with detailed description                                      | Score |
|-----------|---------------------------------------------------------------------------------------|-------|
| Asymmetry (A) | One-half of the lesion does not match the other, meaning that the border, colors, or structures are asymmetric in 0, 1, or 2 perpendicular axes. For example, the shape is symmetric for Nev lesion and asymmetric for Mel lesion. | 0 – 2 |
| Border (B)     | The lesion edges are irregular, ragged, notched, or blurred, where the border is regular or well-defined for Nev lesion and irregular or ill-defined for Mel lesion. | 0 – 8 |
| Color (C)      | There are six possible primary colors: white, red, light brown, dark brown, blue-grey, and black. The color is not uniform for Mel lesion and uniform for Nev’s lesion. | 1 – 6 |
| Diameter (D)   | Presence of five differential structural components such as network, structureless areas, branched streaks, dots, and globules, where the spot is greater than a quarter of an inch. | 1 – 5 |
| Evolution (E)  | Changes in size, shape, or shades of color features for Mel lesion.                     | –     |

Total Dermatoscopy Score (TDS) is then estimated using Eq. 2, following Table 8 to decide the types of lesions as Nev or Mel.

\[ TDS = A_{score} \times W_A + B_{score} \times W_B + C_{score} \times W_C + D_{score} \times W_D \tag{2} \]

where \( W_A, W_A, W_A, \) and \( W_A \) are the weight factors for the feature types, which are 1.3, 0.1, 0.5, and 0.5, respectively. The lesions are considered to be Nev, suspicious, and Mel if the TDS has the values of \(< 4.75, 4.75 – 5.45, \) and \( > 5.45 \) from the Eq. 2. The other traditional methods of the SLC have been reviewed in detail by Oliveira et al. [4]. However, those SLC methods require a dermatologist for the naked-eye assessment that may include a
fault-prone recognition, as it endures from the comparability between the lesions and healthy tissues. Dermatologists’ manual examination is usually monotonous, time-consuming, and impressionistic, directing them to different distinction accurateness relying on their knowledge and workload [3, 5]. Hence, we mainly focus on reviewing automated CAD systems to mitigate the above-mentioned limitations. There has been a significant advancement in developing automated lesion classification algorithms and approaches for SLA in the recent past [8]. Some methods were based on handcrafted feature engineering with ML models, while DL-based automatic feature learning schemes are most popularly applied nowadays [8]. Therefore, this section has been partitioned into two parts for carrying out the SLC review analysis according to ML- and DL-based SLCs.

6.1. ML-based SLC

As noted previously, ML-based SLC strategies depend on successfully engineering the handcrafted lesion features that are firstly described and reviewed in section 6.1.1. Then, the employed classifiers are inspected in section 6.1.2.

6.1.1. Lesion Features

Lesion attributes (or features) can be extracted either globally or locally to acquire category information. Most of the works explore the global features of the lesion, for instance, extracting features from all segmented regions [59, 87, 145, 173, 314, 324, 327]. Some examinations have employed local characteristics, allowing the characterization of a diverse lesion region. However, lesion features are organized into different types: shape, color variation, texture analysis, and other miscellaneous. The applied and extracted lesion features in the last decade from 2011 to 2020 are summarized in Table 9 and clustered into those four categories as mentioned earlier. They are again discussed in the following paragraphs to investigate their utilization frequencies.
Table 9: Different pigmented skin lesion features from macroscopic and dermoscopic images in the last decade from 2011 to 2020.

| Different lesion attributes | Articles |
|-----------------------------|---------|
| **Shape-based lesion attributes** | |
| Convex hull to estimate notched and ragged edges | [344] |
| Circularity Index \(\frac{(4\pi A)}{P^2}\) for border’s irregularity, where A and P are the lesion contour’s area and perimeter, respectively. | [256, 339, 344] |
| Hull/Contour Ratio to measure the raggedness or spikiness of the lesion border | [339, 344] |
| The lesion boundary comes from a snake-based edge detection technique, segmenting the image into skin area \(A_s\) and lesion area \(A_l\). The average skin pattern isotropies in the skin \(m_s\) and lesion \(m_l\) areas are calculated as \(m_s = \frac{1}{N_s} \sum_{(i,j) \in A_s} I(i,j)\) and \(m_l = \frac{1}{N_l} \sum_{(i,j) \in A_l} I(i,j)\), where \(N_s\) and \(N_l\) are the number of sub-images in the skin and lesion areas. | [337, 343] |
| Clinical border irregularity features, delineating a skin lesion into eight segments. | [341] |
| Morphologically fine irregularities feature from the image \(I\), as \(f_B = I_c - I_l + I_l - I_o\), where \(I_l\), \(I_c\), and \(I_o\) respectively denote the original lesion area, ROI’s closing, and ROI’s opening. | [341] |
| Coarse irregularities from the perimeters of the low-frequency border and the original border as \(f_B = \frac{|P_{lesion} - P_{low}|}{P_{lesion}}\), where \(P_{lesion}\) and \(P_{low}\) are the lengths of the perimeter of the original and low-frequency border (details in [341]). | [341] |
| Structural irregularities from the Fourier descriptors as \(f_B = \sum_{u=0}^{N-1} \left(|C(u)| - |C(u)|^2\right)^2\), where \(C\) is the Fourier coefficient (details in [341]). | [341] |
| Asymmetry features were extracted by a shrinking active contour model to find major and minor axes, vertical and horizontal dash lines, of the lesion boundary. | [340] |
| The asymmetry feature by computing the principal and secondary axes of inertia, where the axes of the image were aligned with the axes of inertia, allowing a better assessment of the lesion symmetry in terms of geometry and internal structures. | [338] |
| The border feature for finding the abrupt ending of pigment pattern in two peripheral regions: inside and outside the lesion, using the Euclidian Distance Transform. | [338] |
| The asymmetry characterization features such as the ratio between the lesion area and its bounding box area, equivalent diameter \(\frac{4A}{(L_1^2)}\), the ratio between the principal axes \(\frac{L_2}{L_1}\), the ratio between sides of the lesion bounding box, the ratio between the lesion perimeter \(p\) and its area \(A\), \(\frac{(B_1 - B_2)}{A}\), \(B_1\) and \(B_2\) are the areas in each side of axis \(L_1\) or \(L_2\), and \(B_1/B_2\) ratios concerning the axis \(L_1\) or \(L_2\). | [178, 256, 293, 297, 330, 339] |
| Boundary Irregularity description features like average and variance gradient magnitudes of the pixels in the extended lesion rim in each of the three channels \((i = 1, 2, 3)\); average and variance of the \(R_i\) values in each of the three channels. \(\mu_{R,i}\) is the mean of 8 different symmetric regions, obtained by rotating orthogonal axes by 45 degrees. | [178, 339] |
| Ulnar variance measures the relative length of articular surfaces of some particular radius and image asymmetry. | [330] |
| Solidity, asymmetry index, extent, diameter, circularity, eccentricity, aspect ratio, structural similarity, and the ratio of the major to the minor axis as structural features. | [1, 237, 267, 327] |
| 2D and 3D shape features (details in [315]). | [315] |
| **Color-based lesion attributes** | |

34
Table 9 Continued from previous page

| Different lesion attributes                                                                 | Articles                      |
|-------------------------------------------------------------------------------------------|-------------------------------|
| R, G, B colors means \((\mu = (\mu_R, \mu_G, \mu_B))\) and their covariance matrices \((\Sigma)\) (details in [342]). | [342, 344]                    |
| Six color features from two-stage detection algorithms: color clustering using a mean-shift algorithm and color supervised classification based on a dataset of reference RGB codes. | [338]                         |
| Maximum, minimum, mean, and variance of the intensities of the pixels inside the lesion segment in the color variation channel and each of the three original channels: ratios between the mean values of the original three channels, for example, \(\mu_R/\mu_G\), assuming only pixels inside the lesion segment. | [87, 145, 173, 178, 241, 256, 264, 297, 315, 339] |
| The variance, skewness, and entropy as color-related features.                             | [87, 145, 237, 241, 256, 330] |
| Boundary color value differences for each channel as \(f = \frac{1}{N} \sum_{i=1}^{N} (V_i - V_m)^2\), where \(V_i\), \(V_m\), and \(N\) are the value of \(i^{th}\) boundary pixel, the mean value of the boundary pixel, and the number of boundary pixels. | [322]                         |
| Boundary color clustering features, clustering a lesion with different \(k\) groupings (details in [322]). | [322]                         |
| Color features of six different colors like white, red, light brown, dark brown, blue-gray, and black (estimation details in [301]). | [134, 301]                    |
| Histogram-based features (color distribution)                                             | [368–370]                    |
| Color asymmetry                                                                          | [370]                         |
| Kullback-Leibler divergence of the color distribution (each channel separately) from the two halves along each axis. | [327]                         |

| Texture-based lesion attributes                                                          |                                |
|------------------------------------------------------------------------------------------|--------------------------------|
| Twelve generalized cooccurrence matrices features like energy, contrast, correlation, entropy, homogeneity, inverse difference moment, cluster shade, cluster prominence, max probability, autocorrelation, dissimilarity and variance. | [342]                         |
| Five differential structures based on texture relevant for the detection of melanoma: homogeneous areas, streaks, dots, globules, and pigment network. | [338]                         |
| Textural variation in the channel as maximum, minimum, mean, and variance of the intensities of the pixels inside the lesion segment. | [178, 339]                    |
| Texture-base Gray Level Co-occurrence Matrix (GLCM) features that include mean, correlation, homogeneity, contrast, energy, dissimilarity, kurtosis, variance, entropy, maximum probability, inverse difference, angular second moment, and standard deviation. | [1, 134, 256, 264, 294, 301, 310, 321, 324, 330, 371] |
| Haralick texture features using gray-tone spatial-dependence matrices (details in [315]). | [315]                         |
| SFTA features (details in [173]).                                                        | [173]                         |
| SURF, SIFT, and ORB features                                                             | [241]                         |
| Texture-based RSurf features                                                             | [326]                         |
| Bi-dimensional Empirical Mode Decomposition (BEMD), BEMD-Riesz, Gray-level Difference Method (GLDM), and combined BEMD-Riesz with GLDM. | [314]                         |
| Fractal dimensions and GLDM features (details in [297]).                                | [1, 297]                      |
| Histogram of oriented gradients features (details in [173]).                            | [87, 134, 145, 173]           |
| Different lesion attributes                                                                 | Articles                        |
|---------------------------------------------------------------------------------------------|--------------------------------|
| Gabor wavelets features (details in [134]).                                                  | [87, 134]                      |
| Fractal-based regional texture analysis-based texture features (details in [1]).              | [1]                            |
| Edge and local edge Histogram features (details in [87]).                                    | [87]                           |
| Texture feature-based on fractional Poisson to estimate the structure of regions in an image (details in [325]). | [325]                         |
| Coarseness features that measure of different angle of texture representation.                | [330]                          |

| Other (miscellaneous) lesion attributes                                                      |                                |
|--------------------------------------------------------------------------------------------|--------------------------------|
| Local Binary Patterns (LBP) features                                                         | [87, 134, 241, 266, 294, 326]  |
| Manual information                                                                          | [372]                          |
| Model-based features.                                                                        | [4, 373]                       |

Shape features (see list of names in Table 9) consider the lesion’s asymmetry or border’s irregularity, dividing the lesion region into two sub-regions by an axis of symmetry to analyze the area’s similarity by overlapping the two sub-regions of the lesion along the axis. Then, the asymmetry index is estimated by the difference between the two sub-regions of the lesion, for example, the XOR operation between them [4]. Sometimes, geometrical measurements from the segmented lesion area have been commonly computed to assess the lesion’s asymmetry and border irregularity, which include the area of the lesion, aspect ratio, compactness, perimeter, greatest diameter, shortest diameter, equivalent, convex hull, eccentricity, solidity, rectangularity, entropy measures, circularity index, and irregularity index (see details in Table 9) [1, 237, 267, 327]. Out of the 144 SLC articles, twenty-nine articles (20.1%) employed lesion shape features in the last decade for the SLC task.

The RGB color space is commonly employed to represent the colors of skin lesions. Other color spaces have also been applied in order to acquire more specific information about a lesion’s colors, such as normalized RGB, HSV, HVC, CMY, YUV, I1/2/3, Opp, IiN, JCh, L*C*H, CIEXYZ, CIELAB, and CIELUV (see details in [4]). Several statistical measures such as minimum, maximum, average, standard deviation, skewness, and variance are widely applied to feature extraction from skin lesion images, computing each color channel of the lesion region using one or several color models [87, 145, 173, 178, 237, 241, 256, 264, 297, 315, 330, 339, 342, 344, 374]. Furthermore, these measures may also be applied to other regions
associated with the lesion’s border to identify a sharp transition, indicating malignancy. Skin lesion features based on relative colors have been proposed to assess color features from different regions associated with the lesion. The relative color consists of comparing each pixel value of the lesion to the average color value of the surrounding skin. Likewise, this feature may present advantages such as compensating for the variation of the image’s color caused by illumination and equalizing variations in skin color among individuals. The occurrence of the possible primary colors present in the skin lesions has also been analyzed, and the number or percentage of pixels within the segmented area for each of the primary colors [375]. However, out of the 144 SLC articles, twenty-eight SLC articles (19.4%) employed lesion color features in the last decade for the SLC task.

Texture analysis is generally regarded as discriminating between benign and malignant lesions by estimating their structure’s roughness, encompassing descriptors like statistical-, model-, and filter-based methods [4]. Among the various statistical-based texture descriptors applied in the literature, the GLCM has been one of the most commonly utilized [1, 134, 256, 264, 294, 301, 310, 321, 324, 330, 371]. GLCM is a statistical measure that computes the joint probability of occurrence of gray levels considering two pixels spatially separated by a fixed vector. Several measures may be computed based on the GLCM, such as mean, correlation, homogeneity, contrast, energy, dissimilarity, kurtosis, variance, entropy, maximum probability, inverse difference, angular second moment, and standard deviation [1, 134, 256, 264, 294, 301, 310, 321, 324, 330, 371]. Model-based texture descriptors have also been proposed to assess the skin lesion’s texture, such as fractal dimensional [1, 297], auto-regression, and Markov random fields. Among these, fractal dimension has been applied with the box-counting method, one of the most commonly used methods since it is simple and effective [1, 297]. Wavelet, Fourier, and Gabor transform [87, 134], and scale-invariant feature transform (SIFT) [173, 241], which are filter-based texture descriptors, have also been proposed for feature extraction of skin lesion images. Such descriptors allow the decomposition of the input image into parts in order to extract features from the structures of interest. Sobel, Hessian, Gaussian, and difference of Gaussians features have also been extracted based on the bank of Gaussian filters [87, 134, 145, 173]. However, thirty-two
articles (22.2\%) out of 144 SLC articles utilized lesion texture characteristics in the last decade for the SLC task.

The authors combined the color and texture features in some articles \([294, 342, 372, 376]\) to construct a distance measure between a test image and a database image, using color covariance-based features and the Bhattacharyya distance metric \([342]\). Although texture-based lesion features are slightly more used, most articles applied all three types of features to represent the feature vector with all categories of lesion characteristics, as various feature types expose various properties of the skin lesion. Fig. 9 displays the most generally applied (at least in two articles) lesion characteristics from Table 9 in the last decade from 2011 to 2020 for the SLC task. A close observation in Fig. 9 indicates a wide range of attributes from each type of feature category, revealing that Asymmetry characterization (F4), Maximum, minimum, mean, and variance of the intensities (F8), Gray level co-occurrence matrix (F13), and Local binary patterns (F17) are most common shape, color, texture, and other types lesion attributes, respectively. These lesion features can be deemed as the representative le-

![Figure 9: The frequency of utilization of various skin lesion attributes with their complementary number of employed articles for the SLC task. F1→ Circularity index, F2→ Contour ratio, F3→ Average skin pattern isotropies, F4→ Asymmetry characterization, F5→ Boundary irregularity description, F6→ Structural features, F7→ RGB colors means and covariances, F8→ Maximum, minimum, mean, and variance of the intensities, F9→ Variance, skewness, and entropy as color-related features, F10→ White, red, light brown, dark brown, blue-gray, and black color features, F11→ Color histogram-based features, F12→ Textural variation in the channels, F13→ Gray level co-occurrence matrix, F14→ Fractal dimension, F15→ Histogram of oriented gradients, F16→ Gabor wavelets features, and F17→ Local binary patterns.](image-url)
sion characteristics of those attribute categories (first-tier). Additionally, structural features, skewness, and entropy as color-related features and histograms of oriented gradients are the second instances (second-tier) of lesion characteristics of shape-, color-, and texture-based lesion attributes. In contrast, the other remaining lesion attributes in Fig. 9 are viewed as the less significant attributes (third-tier). In the remarks, Fig. 9 helps the researchers to make an attribute’s ranking according to the times of appliance in the SLC article in the last decade from 2011 to 2020, which will subsequently equip them with an initial lesion attribute selection policy for further automated SLC tasks.

6.1.2. Lesion Classifiers

After feature extraction, a feature selection step is crucial [377, 378], and has been employed for the SLC task to determine the most relevant features and reduce the dimensionality of the feature space [1, 241, 264, 266, 297, 379]. Moreover, such features may influence the performance of the classification process, i.e., render it a slower process. Several benefits are associated with the application of feature selection schemes [4] such as reducing the feature extraction time, decreasing the classification complexity, improving the classification accuracy rate, lowering training-testing time, simplifying the understanding, and visualizing the data. The feature selection process has the following steps: feature subset selection, feature subset evaluation, stopping criterion, and validation procedure [4], which is then heeded by lesion classification step(s).

The classification phase consists of recognizing and interpreting the information about the skin lesions based on extracted and selected lesion features. The classification process is generally accomplished by randomly dividing (or K-folding) the available image samples into training and testing sets. The training step consists of developing a classification model to be employed by one or more classifiers based on the samples of the training set. Each sample comprises features extracted from a provided image and its corresponding class value, which are applied as input data to the classifier for the learning process. The testing step measures the model’s accuracy learned by the training step over the test set. In the last decade, from 2011 to 2020, the most generally engaged SLC models are Support Vector
Machine (SVM) [1, 81, 82, 134, 145, 173, 178, 252, 264, 297, 310, 314, 315, 321, 324, 325, 327, 330, 333, 340, 341, 371, 380–382], K-nearest Neighbors (KNN) [178, 239, 264, 293, 325, 327, 331, 339, 342, 344, 380, 381], AdaBoost (AdB) [244, 315, 325, 327], Decision Tree (DT) [237, 327, 381], Random Forest (RF) [237, 244, 338], Artificial Neural Network (ANN) [330, 381], Multilayer Perceptron Neural Network (MPNN) [264], Linear Discriminant Analysis (LDA) [82], Quadratic Discriminant Analysis (QDA) [82], Naive Bayes (NB) [327], K-means Clustering (KMC) [334], Probabilistic Neural Network (PNN) [383], Feed Forward Back Propagation Neural Network (FFBPNN) [380], Ensemble Binary Classifiers (EBC) [336], and Elman Neural Network (ENN) [264].

The synopsis of the ML models utilized in the last decade from 2011 to 2020 from the designated SLC papers has been displayed in the pie plot in Fig. 10. After carefully scrutinizing those chosen SLC papers, this figure reveals the top operating ML models on handcrafted lesion features in the last decade from 2011 to 2020.

Figure 10: The pie chart of the percentage of SLC articles employing various ML models on handcrafted lesion features in the last decade from 2011 to 2020.
and the percentage of various ML algorithm utilization for the SLC task. This figure also demonstrates that SVM and KNN are the topmost skin lesion classification methods in those 144 SLC articles, which are 43.1% and 20.7% of the total SLC article, respectively. Undoubtedly, those two ML models can be regarded as the representative ML classification models (first-tier) for the SLC task. Again, it is also observed from Fig. 10 that SVM, KNN, AdB, DT, RF, and ANN are the most applied methods, populating 84.7% of the total SLC articles. Therefore, AdB, DT, RF, and ANN can be categorized as the second-tier ML models for the SLC task. In contrast, the other nine ML models such as MPNN, LDA, QDA, NB, KMC, PNN, FFBPNN, EBC, and ENN are applied in the remaining 15.3% of articles, where each of them is applied in 1.7% of the total 144 articles. For the SLC task, they can be organized as the third-tier ML models (less significant). However, quick calculation time, simple algorithm to interpret, versatile usefulness for regression and classification, and evolution with new data are the potential reasons for the massive employment of the SVM and KNN model in the SLC literature. These results sufficiently claim the insight scenario of selecting ML models for the SLC task that helps the researchers initialize the related field investigations. In the expositions, those discussions enable the researchers to tag the ML models in the last decade from 2011 to 2020 and will provide an idea for classifier preference for automated SLC task(s).

6.2. DL-based SLC

As discussed in the earlier section, ML-based SLC requires extensive feature engineering with comprehensive parameter tuning to achieve better and more robust performance, which is often challenging due to the appearance of various intrinsic and extrinsic noises in dermoscopic images (see details in [3, 13]). On the other hand, the CNN-based DL-SLC approaches provide excellent SLC results and boost diagnostic procedure rates while being end-to-end systems. Nowadays, CNN-based segmentation networks have been widely applied for medical images, outperforming traditional image processing methods relying on handcrafted features [361]. However, the one-by-one scrutinization of the 144 SLC articles demonstrates that most authors employed pre-trained (on ImageNet, PASCAL-VOC, MS-
CNN models and fine-tuned with the skin lesion datasets. The most commonly employed pre-trained CNN models found in the SLC literature from 2011 to 2020 are: MobileNet [235, 246, 248, 256, 292, 308], variants of EfficientNet [59, 248, 249, 257, 263, 283], DenseNet [148, 235, 240, 242, 243, 250, 254–256, 258, 283, 285, 292, 304], SeReNeXt-50 [249], variants of VGGNet like VGG16 [63, 88, 157, 170, 235, 236, 246, 252, 255, 256, 261, 262, 268, 269, 277, 278, 292, 300, 316, 319] and VGG19 [236, 269, 308], LeNet-5 [63, 282, 306], GoogleNet [234, 253, 262, 269, 300], PNASNet-5-Large [257, 284], Squeeze-and-Excitation Networks (SENet) [257, 263, 284, 305], AlexNet [88, 157, 234, 262, 277, 278, 300, 326, 328], Xception [235, 250, 256, 257, 259], different versions of Inception model like Inception-V3 [235, 253, 256, 257, 259, 279, 283, 292, 318, 320] and Inception-V4 [257, 284, 298], variants of ResNet like ResNet101 [46, 235, 242, 250, 255, 257, 269, 270, 273, 275, 278, 287], ResNet152 [257], Resnet50 [63, 97, 115, 116, 148, 157, 234, 251, 255, 256, 260–262, 273, 277, 278, 280, 283, 285, 286, 293, 295, 299, 300, 307–309, 311, 323], ResNeXt with webly supervised learning [263, 283, 313], and SE-ResNeXt101 [257, 283], NASNet-A-Large [235, 257, 259], and mixture of Inception and ResNet (InceptionResNet-V2. [235, 240, 252, 257, 259, 284]). In contrast, a few authors have proposed new networks, a modification of the current models, or hybrid methods dedicated to the SLC task, for example, in [3, 5, 233, 245, 249, 265] etc., which are briefly illustrated in the next paragraph.

Hasan et al. [5] designed an end-to-end hybrid-CNN classifier with a two-level ensembling. A channel-wise concatenated 2D feature map was proposed to enhance the first-level ensembling’s depth information. In contrast, the authors also proposed aggregating the various outputs from different fully connected layers in the second-level ensemble, learning more discriminating features with limited training samples. Wu et al. [233] proposed a densely connected convolutional network with an Attention and Residual learning method for the SLC task, where each ARDT block consists of dense blocks, transition blocks, and attention and residual modules. Compared to a residual network with the same number of convolutional layers, the size of the parameters of the densely connected network proposed was reduced by half. The improved densely connected network added an attention mechanism and residual learning after each dense and transition block without additional
parameters. Bi et al. [265] presented a hyper-connected CNN (HeCNN) to classify skin lesions having an additional hyper-branch that hierarchically integrates intermediary image features, unlike existing multi-modality CNNs. The hyper-branch enabled the network to learn more complex combinations between the images at early and late stages. They also coupled the HeCNN with a multi-scale attention block to prioritize semantically meaningful subtle regions in the two modalities across various image scales. Hasan et al. [3] proposed a CNN-based framework for simultaneous detection and recognition of skin lesions, named Dermo-DOCTOR, consisting of two encoders. The feature maps from the two encoders were fused channel-wise, called the fused feature map. This fused feature map was utilized for decoding in the detection sub-network, concatenating each stage of two encoders’ outputs with corresponding decoder layers to retrieve the lost spatial information due to pooling in the encoders. For the recognition sub-network, the outputs of three fully connected layers, utilizing feature maps of two encoders and fused feature map, were aggregated to obtain a final SLC class. Mahbod et al. [249] developed a three-level fusion scheme named multi-scale multi-CNN (MSM-CNN). They trained CNN models with cropped images at a fixed size at level one. At level two, they also fused the results from the individual networks trained on the six different image sizes (i.e., 224 × 224, 240 × 240, 260 × 260, 300 × 300, 380 × 380, and 450 × 450). At the third and final fusion level, the authors fused the predicted probability vectors of the various architectures to yield the final classification result. The final MSM-CNN classification was thus derived from 90 (5 × 6 × 3) sub-models. Sun et al. [245] constructed a CNN-based SLC model that is loosely based on a baseline vanilla CNN network. The basic structure was two convolutional layers followed by a max-pooling layer containing fewer filters to reduce the training time. Additionally, their network included more dropout layers and less fully connected neurons to combat the overfitting present when replicating the original network.

The one-by-one scrutinization of the selected 144 SLC articles demonstrates that some authors in [87, 88, 124, 148, 235, 238, 241, 242, 252, 256, 258, 261, 273, 279, 287, 296, 326] combined the CNN’s automated lesion features and handcrafted manual features (described in Table 9) for the SLC task to enhance the classification results in the last decade. They
either extracted CNN attributes and merged them with manual features and then categorized them using a typical ML model(s) (as mentioned in 6.1.2) or manually extracted lesion features and stacked them in a particular CNN layer and then classified them using a Fully-connected layer. Furthermore, single CNN models are often indirectly limited when trained with highly variable and distinctive image datasets with limited samples. The authors of many SLC articles [59, 249, 250, 253, 259, 262, 277, 278, 284, 300] mitigated this difficulty by applying the ensemble techniques. There are many analyses on designing those ensemble techniques; for instance, should the individual ensemble’s candidate model train first and then perform aggregation like in [99, 249, 263, 300, 304, 384–386]? Despite their approaches’ satisfactory results, such an ensemble is tedious and time-consuming, driving colossal time and resources for training and testing, as each model is independently trained and tested. Therefore, Hasan et al. [5] proposed an end-to-end ensemble strategy that mitigated those weaknesses in [99, 249, 263, 300, 304, 384–386] without compromising state-of-the-art SLC results.

Again, the synopsis of the DL models employed in the last decade (2011-2020) from the specified 144 SLC articles has been portrayed in the pyramid plot in Fig. 11. A close inspection of the figure reveals the top working DL architecture with their utilization percentage for the SLC task. It is also observed from Fig. 10 that ResNet, VGG, DenseNet, InceptionNet, and AlexNet are the top-5 most SLC methods in those 144 SLC articles, which are 31.4%, 15.0%, 12.4%, 8.5%, and 5.9% of the total SLC article, respectively. They can be clustered as the SLC’s most significant (first-tier) CNN models. The other architectures are employed in 0.7% ~ 3.9% of the SLC articles, where the InceptionResNet, MobileNet, EfficientNet, GoogleNet, and Xception are separately used in 3.3% ~ 3.9% articles and thought of as the second-tier CNN models for the SLC task. In contrast, the other CNN models in Fig. 10 are assumed to be the less significant, i.e., third-tier CNN models for the same mission. The further insight inspection of those architectures exposes that out of 31.4% ResNet models, the ResNet-50 and ResNet-101 applied in 19.6% and 7.8% articles in the last decade. Similarly, for 15.0% VGG architectures, the VGG-16 and VGG-19 applied in 13.1% and 1.9% articles. Again, the Inception-V3 is more commonly employed
than Inception-V4 in 8.5% SLC articles. Similar patterns are also visible in all other networks; that is, the smaller network of each type of architecture is most commonly used, for example, EfficientNetB0 than other EfficientNets, DenseNet121 than other DenseNets, and MobileNet-V2 than MobileNets. This scenario can be explained insightfully using Fig. 12. This figure illustrates different CNN architectures with their corresponding number of learning parameters. The more the parameter numbers, the more the necessary samples in the training set, as DLs are extensively hungry for big data. The prior discussions for Fig. 11 have coincided with Fig. 12, as the smaller networks, meaning models with fewer parameters, have been admiringly employed for the SLC task in the last decade from 2011 to 2020. This is because they require fewer training samples, and getting more samples is challenging in the medical imaging domain [3, 5, 13, 300], especially SLA datasets. It is also pointed out that some authors from [59, 249, 250, 253, 259, 262, 277, 278, 284, 300] have selected the smallest networks from Fig. 12 and combined them for ensemble designing that performed very well even with fewer training samples.
7. Training and Evaluation

This section surveys and explores the training protocol and trained model’s evaluation engaged for the SLA tasks in the last decade from 2011 to 2020. We investigate the hyperparameter settings and training environments from many separate articles in sections 7.1 and 7.2, respectively. Lastly, section 7.3 analyzes the evaluation strategies for the aimed task and year range. It is noteworthy that the articles that have explicitly specified those issues are considered to furnish the information in this section.

7.1. Hyperparameter Settings

Hyperparameters cannot be directly learned from the regular training process in learning algorithms. The CNN models’ performance depends critically on identifying a good set of hyperparameters that must be tuned for a robust CNN model [377]. The one-by-one scrutinization of the selected 365 SLA articles (221 for segmentation and 144 for classification) yields several explicitly mentioned hyperparameters in the aimed SLA task, which are explained with a survey analysis in the following paragraphs.
**Batch size** is the number of images utilized to train a single forward and backward pass and one of the essential hyperparameters. A larger or smaller batch size does not usually guarantee a better outcome, as there is a tradeoff between achieved results and computational resource availability [387]. Kandel and Castelli [387] experimented on different batch sizes with fixed data and CNN architecture and revealed that it significantly impacted the network’s performance. However, the one-by-one scrutinization of the selected 365 articles exposes that the utilized batch sizes are 100 [253], 96 [312], 64 [114, 248], 36 [50], 32 [26, 238, 257, 286, 290, 302], 26 [388], 24 [242], 20 [89, 141, 146, 148, 270, 309, 323], 18 [47], 16 [32, 36, 46, 54, 65, 111, 121, 157, 159, 170], 12 [66, 279], 10 [150, 233], 8 [42, 57, 79, 103, 123, 164, 166, 169, 389], 6 [186], 4 [34, 67], 2 [84], and 1 [53, 86, 108]. Fig. 13 indicates that the most commonly employed (78.0%) batch sizes lie between 8 to 32, where the batch sizes of 8, 16, 20, and 32 are applied in the 18.0%, 20.0%, 14.0%, and 12.0% articles, respectively. It is also observed that the higher batch sizes like 100, 96, and 64 are used in merely 4.0% of the articles, as they are associated with high computational resources. On the other hand, fewer batch sizes are very time-consuming for the converging during training of the models. Therefore, the batch sizes of 1, 2, 4, and 6 are applied in 12.0% of the articles. Fig. 13 and those discussions help future researchers to determine the proper batch size for the SLA or other similar task(s) from the past utilization regularities.

**Learning Rate (LR)** ($\eta$) is a hyperparameter that controls how much the network’s weights ($W$) are adjusted ($W_{\text{new}} = W_{\text{old}} - \eta \times \nabla$) concerning the loss gradient ($\nabla$).
small of an LR functions a slowly converging training, while too large of an LR creates the training model diverge [5]. However, the one-after-another review of the chosen 365 SLA articles exposes that the last decade’s employed LRs are 0.1 [13, 51, 122], 0.01 [64, 66, 68, 96, 150, 259, 306, 320, 321, 381], 0.001 [26, 34, 41, 42, 46, 47, 56, 78, 131, 149, 153, 156, 169, 175, 184, 186, 238, 245, 248, 251, 254, 257, 260, 302, 304, 307, 309, 310, 323, 389], 0.0001 [31, 32, 36, 44, 53, 58, 65, 67, 83, 89, 90, 102, 103, 111, 115, 116, 123, 127, 151, 161, 164, 166, 179, 188, 191, 233, 242, 249, 253, 270, 275, 279, 284–286, 289–291, 312, 317], 0.00001 [94, 141, 146, 148, 157, 159, 295], 0.000001 [140, 388], 0.00000001 [180], 0.0002 [50, 54, 84, 105, 108, 113, 117, 189], 0.003 [39], 0.00003 [60], 0.005 [57, 236], 0.0005 [265], 0.00005 [121], 0.007 [61, 120]. Fig. 14 displays that the LRs between 1e-2 and 1e-5 were massively applied in the last decade from 2011 to 2020 for the aimed SLA task, approximately 79.6% of the total candidate articles. More specifically, the last decade’s LRs of 1e-3 (27.8%) and 1e-4 (36.1%) are the best choices for developing the supervised SLA model. Again, it is also noteworthy from the bar plot in Fig. 14 that the LRs of scales e-2 to e-5 are employed in 94.4% of the total articles while the remaining 5.6% applied to other scales of LR like e-1, e-6, and e-10. These discussions reveal that too small and too large LRs were not employed in the last decade for the SLA; instead, the authors picked an LR value between them that will also be forthcoming guidance for the beginner to expert level of researchers.

**Loss function**, also known as cost function or error function, is an objective function or
criterion for minimizing during the supervised DL model’s training. The scrutinization of
the selected articles reveals that the most commonly employed loss function is cross-entropy
for both the SLS and SLC tasks that are employed in [30, 42, 45, 51, 56, 58, 60, 63, 89–
91, 94, 98, 102, 111, 115, 127, 140, 148, 150, 154, 157, 161, 164, 165, 168, 175, 184, 189, 236,
238, 253–255, 262, 263, 265, 283, 295, 298, 308, 317, 318]. Other loss functions in the last
decade are Softmax [122, 180, 186, 323, 328], Square error [60, 324], Logistic loss function
[242]. Although binary or categorical cross-entropy functions are widely employed as loss
functions in SLS, they may lead to bias effects as the size of a lesion is drastically smaller
than the size of the background [362]. Therefore, some authors employed Dice Similarity
Coefficient (DSC) (as in Eq. 3) or Jaccard Index (JI) (as in Eq. 4), which are applied in
[2, 33, 40, 48, 50, 60, 64, 83–85, 99, 107, 109, 113, 121, 123, 138, 141, 142, 149, 151, 154,
169, 176, 191, 299].

\[
L_{DSC}(y, \hat{y}) = -1 + \frac{2 \times \sum_{i=1}^{N} y_i \times \hat{y}_i}{\sum_{i=1}^{N} y_i + \sum_{i=1}^{N} \hat{y}_i}
\] (3)

\[
L_{JI}(y, \hat{y}) = -1 + \frac{\sum_{i=1}^{N} y_i \times \hat{y}_i}{\sum_{i=1}^{N} y_i + \sum_{i=1}^{N} \hat{y}_i - \sum_{i=1}^{N} y_i \times \hat{y}_i}
\] (4)

where, \(y, \hat{y}\) and \(N\) are the true label, predicted label and the total number of pixels respec-
tively. \(\log \hat{y}_i\) and \(\log(1 - \hat{y}_i)\) are the measure of log-likelihood of pixel being lesion or not
respectively. The product of \(y\) and \(\hat{y}\) in those two equations is the measure of similarity (in-
tersection) between true and predicted mask. Again, some authors in [13, 32, 34, 39, 54, 58–
60, 65, 66, 79, 103, 107, 116, 117, 153, 170] have been combined BCC and Eq. 3 or Eq. 4 for
further enhancing the lesion segmentation results, as mentioned in Eq. 5.

\[
L_{SLS}(y, \hat{y}) = 1 - \frac{\sum_{i=1}^{N} y_i \times \hat{y}_i}{\sum_{i=1}^{N} y_i + \sum_{i=1}^{N} \hat{y}_i - \sum_{i=1}^{N} y_i \times \hat{y}_i} - \frac{1}{N} \sum_{i=1}^{N} [y_i \log \hat{y}_i + (1 - y_i) \log(1 - \hat{y}_i)]
\] (5)
In summary, observing those loss functions demonstrates that the BCC is widely applied for the SLC and SLS tasks, whereas Eq. 3 or Eq. 4 or Eq. 5 are commonly applied for the SLS job in the last decade from 2011 to 2020, which, in turn, will be an upcoming recommendation for the beginner to expert level of experimenters.

Optimizer discovers the value of the model’s parameters (weights), minimizing the error (cost function as described in the previous paragraph) and maximizing the predefined metric (see Table 13) when mapping inputs to outputs. It widely affects the CNN models’ accuracy and training speed [5]. In the last decade (2011-2020), the most commonly applied optimizers (with their corresponding articles) for the SLA models are Adam, also known as an adaptive optimizer, [32, 34, 36, 39, 41, 42, 45, 50, 54, 56, 58, 60, 61, 67, 68, 83, 84, 90, 94, 98, 102, 103, 111, 113, 115–117, 121, 123, 127, 146, 149, 151, 153, 154, 159, 161, 166, 169, 170, 175, 184, 189, 191, 242, 245, 249, 255, 260, 263, 278, 279, 284, 286, 289, 291, 312, 320], Stochastic Gradient Descent (SGD) [26, 31, 41, 47, 51, 57, 66, 86, 89, 98, 101, 105, 120, 131, 140, 141, 148, 150, 152, 154, 156, 157, 164, 170, 179–181, 186, 188, 233, 238, 257, 275, 278, 302, 304, 306, 309, 313, 323, 388, 390], Adadelta [13], and Nadam [79]. Indeed, 98.1% of the articles applied Adam (57.3%) and SGD (40.8%) optimizers. However, it has also appeared from the aimed review that the authors had fine-tuned those optimizers’ control parameters like the momentum in SGD, decay rate in Adadelta, and the exponential decay rate for the first and second moments ($\beta_1$ and $\beta_2$) in Adam and Nadam. The variations of these parameters in the selected 365 articles are scanned to provide survey information and noted in Table 10. The momentum accelerates gradient descent in the appropriate direction and dampens oscillations while the decay rate continuously changes the LR values to construct an adaptive optimizer. On the other hand, $\beta_1$ and $\beta_2$ are the initial decay rates utilized when estimating the first and second moments of the gradient, which are multiplied by themselves (exponentially) at the end of each training step (batch). However, it is noteworthy from the table that the most commonly applied momentum, decay rate, $\beta_1$, and $\beta_2$ in the last decade (2011 to 2020) for the SLA are 0.90, 0.0001, 0.50 (or 0.90), and 0.999, respectively. Expectedly, these discussions and Table 10 will be an appropriate recommendation for beginner to expert level experimenters to determine an optimizer with
Table 10: The variations of different parameters in optimizer(s) like momentum, decay rates, $\beta_1$, and $\beta_2$ in the selected 365 articles.

| Parameters | Values   | Corresponding articles |
|------------|----------|------------------------|
| Momentum   | 0.25     | [321]                  |
|            | 0.90     | [31, 47, 51, 53, 57, 61, 66, 89, 101, 114, 115, 120, 140, 141, 148, 150, 156, 170, 179–181, 186, 233, 238, 257, 265, 304, 306, 313, 317, 323, 381, 388] |
|            | 0.95     | [28]                   |
|            | 0.99     | [41, 86, 152]          |
| Decay rates| 0.001    | [114, 141, 286]        |
|            | 0.0001   | [28, 66, 101, 148, 181, 186, 233, 275, 290, 309, 323], |
|            | 0.00001  | [28, 260]              |
|            | 0.000001 | [53]                   |
| $\beta_1$  | 0.00158  | [79]                   |
|            | 0.5      | [117]                  |
|            | 0.005    | [42, 156, 306]         |
|            | 0.0005   | [41, 47, 86, 152, 179] |
|            | 0.00005  | [265]                  |
| $\beta_2$  | 0.50     | [45, 50, 84, 115, 117] |
|            | 0.60     | [289]                  |
|            | 0.90     | [41, 115, 146, 278, 312] |
|            | 0.990    | [115, 278, 312]        |
|            | 0.995    | [289]                  |
|            | 0.999    | [41, 45, 50, 84, 117, 146] |

Epoch implies one pass over the entire dataset. The initial weights will be subjected to transformations during the next cycle of the same training dataset. The epoch optimization mainly consists of two significant problems: underfitting and overfitting. A few epochs lead to the underfitting of the data during the network’s training, which indicates that the network cannot capture the underlying tendency of the data. Again, increasing the epoch numbers will find an optimal solution for maximum accuracy. Regardless, beyond this stage, a further increase in the epoch numbers will lead to the overfitting of the data, which means the network does not reflect the reality of the data because it captures the noise in the data. Unfortunately, there is no absolute answer to choosing the best epoch. However, this article scrutinizes the appointed 365 SLA articles to find the last decade’s utilized epoch numbers to discover the general crazes. In the last decade (2011-2020), the most commonly involved
epochs (with their corresponding articles) for the SLA models are 500 [44, 58, 60, 302], 300 [46, 146, 148, 181], 360 [96], 200 [50, 51, 99, 121, 159, 236], 250 [54, 188], 192 [312], 165 [79], 150 [32, 105], 100 [26, 34, 39, 47, 170, 233, 238, 242, 245, 263, 265, 282, 304], 90 [94], 80 [64, 103, 157], 60 [290, 388], 50 [116, 248, 251], 40 [279], 24 [285], 15 [57], 13 [65], 3 [111]. Those epoch values and their appliance frequencies demonstrate that the fewer epochs (< 50) are applied in solely one article, whereas the high number of epochs (> 200) are also employed in fewer articles for the SLA in the last decade. Additionally, a close inspection reveals that epochs of 100 and 200 are most generally employed in the last decade to train the SLA models, respectively, in 27.45% and 13.73% of 51 articles that specifically documented the epoch numbers; in succession to these back-and-forth, the researchers will find a new pathway to decide the epoch number in their experimentations.

7.2. Training Environments

In order to train different ML and DL algorithms and architectures, there are numerous frameworks and libraries to provide a convenient training protocol. These frameworks assemble complex mathematical functions, training algorithms, and statistical modeling available without programming from scratch. Some equip distributed and parallel processing abilities and fortunate development and deployment attributes. However, Table 11 displays the commonly devoted DL and/or ML frameworks in the selected 365 SLA articles that have been applied in the last decade from 2011 to 2020. The articles that have explicitly prescribed training protocol(s) are assessed to deliver the facts in this section. It is noticeable from Table 11 that Keras, TensorFlow, and Pytorch with Python and/or MATLAB programming languages (massively Python) have been most popularly devoted in the last decade to training automated SLA models. However, the adaptation of those DL frameworks depends on many factors, for example, the level of API, computational speed, architecture, and debugging facilities, which are briefly characterized in the following paragraph.

Keras is a high-level API with comparatively slower performance, capable of running on top of TensorFlow, CNTK, and Theano. TensorFlow, with relatively faster interpretation, is a framework that provides both high-and low-level APIs. Pytorch, on the other hand, is
Table 11: Widespread ML and/or DL frameworks and libraries applied for SLA tasks in the last decade (2011 to 2020).

| Framework (Year) | Institution                  | Corresponding articles                      |
|------------------|------------------------------|-------------------------------------------|
| Caffe (2015)     | UC, Berkeley                | [41, 86, 179, 180, 191]                  |
| Keras (2015)     | Individual author           | [13, 32, 58, 60, 63, 65, 79, 83, 98, 111, 118, 126, 131, 138, 140, 142, 150, 153, 159, 166, 188, 388] |
| TensorFlow (2015)| Google brain                | [63, 65, 79, 83, 90, 99, 103, 105, 111, 138, 156, 158, 161, 164, 166, 167, 175, 184, 188] |
| Theano (2008)    | University of Montreal      | [154]                                     |
| Pytorch (2016)   | Facebook                    | [31, 39, 42, 44, 45, 50, 51, 54, 84, 96, 99–102, 105, 113, 116, 117, 121, 152, 169, 170] |

a lower-level and faster API focused on direct work with array expressions. Additionally, Keras is usually employed for small datasets as it is remarkably slower. In opposition, TensorFlow and PyTorch are utilized for high-performance models and large datasets that demand fast execution. Again, Keras has a straightforward architecture, turning it more readable and concise. Tensorflow, on the contrary, is not very easy to operate even though it furnishes Keras as a framework that constructs assignments more comfortably. In contrast, PyTorch has a complicated architecture, and the readability is smallish, corresponding to Keras. Lastly, in Keras, there is usually a less frequent necessity to debug simple networks. Nevertheless, in the case of TensorFlow, it is pretty challenging to accomplish debugging. Pytorch, contrastingly, has better debugging credentials than the other two. In conclusion, these contractive conversations will open opportunities for the research community to pick a DL framework according to users’ preferences.

7.3. Model Evaluation

Once the SLS and SLC are accomplished, the next step is the assessment of those two methods. The successes of SLS and SLC are typically reported in a confusion matrix that includes the statistics about actual and predicted pixels or classes, as described in Table 12. Each column indicates anticipated events in such a matrix, while each row represents actual samples. The correct forecasts, such as TP and TN, respectively designate that the target with a positive condition has favorably been recognized, while the objective with a negative
Table 12: Description of TP, TN, FN, and FP in a confusion matrix for evaluating segmentation and classification methods.

| Total population = P + N | Predicted conditions |
|--------------------------|----------------------|
| Actual positive condition (P) | True Positive (TP) (Correct detection) |
| Actual negative condition (N) | False Positive (FP) (Type-I error) |
| Predicted positive condition (PP) | False Negative (FN) (Type-II error) |
| Predicted negative condition (PN) | True Negative (TN) (Correct rejection) |

Condition has successfully been rejected. An FN or false-negative error is a test result that incorrectly shows that a positive condition does not hold, revealing the underestimation by the methods. In contrast, an FP or false-positive error is a judgment that exhibits the overestimation of positive samples. However, the most commonly employed metrics for the SLS and SLC evaluations in the last decade from 365 selected articles are Accuracy (ACC), Sensitivity (SEN), Precision (PRE), Specificity (SPE), Figure of Merit (FOM), Segmentation Error (SE), False Positive Rate (FPR), F1-score (F1S), Negative Predictive Value (NPV), DSC, Hausdorff Distance (HD), Area Under Curve (AUC), JI, False Negative Rate (FNR), XOR [367], Correlation Coefficient (CC), Hammoude Distance (HMD), Matthew Correlation Coefficient (MCC), Peak to Signal Ratio (PSNR), Structural Similarity Indices (SSIM), and Balanced Accuracy (BACC). These metrics are summarized in Table 13 communicating their employed articles from the last decade.

Table 13: A list of SLS and SLC evaluation metrics with their corresponding articles applied in the last decade (2011 to 2020), examining a total of 365 articles (221 for segmentation and 144 for classification).

| Metrics | SLS articles | SLC articles |
|---------|--------------|--------------|
| ACC     | [7, 27, 29–33, 36–38, 40–48, 50–55, 57–64, 66, 68, 70, 72, 74–76, 79, 81–85, 87–89, 91, 94, 95, 97–101, 103, 105, 106, 111, 113–115, 117–120, 126–128, 131, 132, 134, 135, 138, 140–157, 159, 160, 162, 163, 168, 173–176, 178, 179, 181, 183, 184, 186, 188, 191, 192, 195, 202–204, 206, 208, 209, 211, 214, 215, 217, 221, 223, 296, 339, 382, 388, 389, 391–397] | [1, 46, 58, 63, 80–82, 87, 88, 97, 115, 128, 134, 145, 157, 173, 178, 233–241, 243, 244, 246, 247, 249–253, 256, 258, 259, 261, 264–267, 269–273, 276, 278, 282, 287, 289–291, 293, 295–299, 301, 304, 306, 310, 311, 313, 314, 316–318, 320–331, 333–337, 339, 341, 344, 371, 380, 381, 390, 398] |
| Metrics | SLS articles | SLC articles |
|---------|--------------|--------------|
| SEN     | 2, 7, 13, 27–29, 31, 32, 34, 37, 42–46, 48, 50, 51, 54, 55, 57, 58, 60–62, 64, 65, 72, 74–76, 81–84, 86–89, 91, 94, 97–99, 103, 105–107, 111, 114, 115, 117–121, 128, 131, 134, 135, 138, 140, 142–147, 149–156, 159, 160, 162, 168, 171–176, 178, 179, 183, 184, 186, 188, 191, 195, 198, 200, 202, 203, 206, 208, 209, 214, 215, 217, 221–225, 225, 227, 229–231, 296, 339, 382, 382, 388, 389, 391–397, 399 | 1, 46, 58, 81, 87, 88, 97, 115, 128, 134, 145, 148, 173, 178, 233, 235, 237, 239–241, 243, 247, 250, 251, 253–259, 261, 263–271, 273, 276, 282, 283, 285, 289–291, 296–299, 301, 314–316, 322, 324–327, 329, 334, 336, 337, 339, 341, 344, 371, 381, 398 |
| PRE     | 28, 46, 62, 64, 76, 81, 82, 86–88, 131, 140, 143–145, 171, 172, 196, 198, 209, 221, 225, 382 | 46, 81, 87, 88, 128, 145, 148, 235, 240, 247, 250, 251, 253–256, 258, 259, 265, 268, 270, 272, 273, 276, 285, 290, 291, 295, 298, 309, 311, 316, 317, 322, 323, 326, 327, 336, 344, 381 |
| SPE     | 7, 13, 29, 31, 32, 34, 37, 42, 43, 45, 48, 50, 51, 54, 55, 57, 58, 60–62, 65, 72, 74–76, 81, 83, 84, 86, 88, 91, 94, 97–99, 103, 105–107, 111, 114, 115, 117–121, 128, 134, 135, 138, 142, 144–147, 149–156, 159, 160, 162, 168, 173–175, 178, 179, 183, 184, 186, 188, 191, 192, 195, 198, 202, 203, 206, 208, 209, 214, 215, 217, 221–225, 227, 229, 231, 296, 339, 382, 388, 389, 391–394, 396, 397 | 1, 58, 81, 88, 97, 115, 128, 134, 145, 173, 178, 233, 237, 239, 241, 243, 250, 251, 253, 256–258, 261, 263–271, 273, 276, 282, 283, 289, 290, 296–299, 301, 314, 315, 322, 324–327, 329, 334, 336, 337, 339, 341, 371, 381, 398 |
| FOM     | 231 | |
| SE      | 2, 68, 102, 191, 192, 200, 219, 230, 382, 399 | 88, 145, 239, 240, 273, 336 |
| FPR     | 2, 76, 82, 88, 144, 145, 200, 206, 230, 399, 400 | |
| F1S     | 46, 55, 63, 76, 86, 87, 102, 160, 162, 173, 203, 225, 395 | 46, 63, 87, 148, 173, 235, 246, 247, 250, 254–256, 261, 269, 283, 285, 291, 297, 299, 314, 327, 336, 381 |
| NPV     | 76, 144, 209, 221 | 128, 268, 290 |
| DSC     | 27, 29–37, 40, 42–45, 48–54, 56–58, 60–62, 64–66, 70–72, 74, 75, 83–85, 89–92, 94, 96–101, 103, 105–109, 111–114, 116–123, 129, 131, 132, 136, 138, 139, 141–143, 146–149, 151–157, 159, 163, 168, 171, 172, 178–183, 186, 188, 189, 191, 194, 219, 389, 393 | 97, 116, 178, 330 |
| HD      | 2, 206 | |
| AUC     | 13, 59, 81, 88, 140, 196, 388 | 58, 59, 81, 88, 233, 236, 238, 239, 241–243, 246, 248, 250, 253, 256, 262, 265, 270, 272, 273, 276–278, 280–282, 295, 297–299, 302, 311, 317, 319, 320, 327 |
| JI      | 2, 13, 30–34, 36–38, 40, 42–45, 47–54, 54–58, 60–62, 64–66, 70–72, 74, 75, 79, 83–85, 89–94, 96–101, 103, 105–109, 111–114, 116–123, 125, 132, 138, 141, 142, 146, 147, 149–153, 155–158, 161, 163–165, 165, 167–169, 177, 178, 180, 182, 194, 196, 197, 219, 389, 393, 401 | 1, 82, 97, 116, 157, 178, 330 |
| FNR     | 76, 81, 82, 144, 145, 176, 200 | 81, 82, 145, 239, 240 |
| XOR     | 86, 129, 133, 139, 172, 198, 199, 214, 227, 228, 231 | |
| CC      | 71, 193, 194 | |
Table 13 Continued from previous page

| Metrics | SLS articles | SLC articles |
|---------|--------------|--------------|
| HMD     | [129, 139, 172] |              |
| MCC     | [51, 62, 76] | [256, 269]   |
| PSNR    | [71]         |              |
| SSIM    | [71]         |              |
| BACC    | [202]        | [250, 251, 256, 305, 308, 336, 381] |

Sometimes, qualitative evaluations are also reported in many articles in addition to the quantitative SLS evaluation [3, 5, 7, 13, 26, 32, 35, 36, 42, 43, 45, 51, 59, 61, 62, 65, 71, 74, 78, 83–85, 90, 94, 110, 135, 137, 143, 152, 156, 160, 164, 165, 175, 180, 182, 186, 188, 191, 195, 200, 203, 213, 224, 227, 396, 402]. Overlaying the segmented masks onto the ground truth masks is performed as qualitative evaluations. The intersected region(s) indicates true positive, and the remaining two regions are false-positive and false-negative. However, in some cases, the multi-class evaluation metrics are required for the SLS and SLC tasks, which are the expansions of the binary metrics in Table 13. These metrics are averaged to achieve a multi-class metric across all the classes in many possible ways, such as micro, macro, etc. The former averaging method (micro) believes class imbalance, calculating the metrics globally by counting the number of times each class was correctly and incorrectly predicted. In contrast, the latter approach (macro) does not assume imbalance, measuring each class’s metrics independently and attaining their unweighted mean. Sometimes, scholars employ k-fold cross-validation to verify the robustness of the trained model. In such a case, the obtained metrics from each fold are expressed as an average value with a standard deviation [357], which can be expressed as Eq. 6. If the standard deviation has a higher value, it symbolizes higher inter-fold variation, consequently poor robustness and vice-versa.

\[
M = \frac{1}{K} \times \sum_{i=1}^{K} M_i \pm \sqrt{\frac{\sum_{i=1}^{K} (M_i - \mu)^2}{K}},
\]

where \(M_i \in \mathbb{R}, \forall K\), denotes an estimated metric with a mean value of \(\mu\) and \(K\) is the fold numbers. Additionally, the authors in [39, 230, 256] exploit the statistical validation test, i.e., Analysis of Variance (ANOVA), to evaluate the SLS and SLC techniques for revealing the significance of the experimentations with a suitable \(p\)-value. Moreover, Total
Computation Time (TCT) is occasionally employed to judge the SLS and SLC methods for determining the time the algorithms need. The smaller the required time, the better the SLS and SLC methods for the real-time application in the CAD systems. However, among the reviewed articles, a few papers considered the TCT for the evaluation strategy—which are: SLS [79, 88, 101, 141, 144, 145, 193, 194, 203, 226] and SLC [81, 88, 145, 239, 240].

Fig. 15 summarizes the employment frequencies of all the applied metrics from the selected 365 SLA articles in the last decade. A close inspection and observation of the literature expose that accuracy, sensitivity, specificity, dice similarity coefficient, and Jaccard index are the most-5 frequently used metrics for the SLS evaluation respectively employed in 61.99%, 57.92%, 49.32%, 48.42%, and 49.32% articles. Therefore, they can be treated as the first-tier SLS evaluation metrics. In contrast, accuracy, sensitivity, precision, specificity, and AUC are the most-5 regularly applied metrics for the SLC evaluation respectively practiced in 61.11%, 50.69%, 27.78%, 38.89%, and 27.08% articles, leading to the first-tier SLC evaluation metrics. The other metrics, rather than the top-5 in both SLS and SLC tasks, are negligibly employed in the last decade’s literature. Therefore, we have omitted to assign them to a second-tier; instead, we have considered them as the third-tier metrics (less significant). Again, although dice similarity coefficient and Jaccard index are massively practiced in SLS evaluation, they are negligibly employed for SLC evaluation. Some metrics

Figure 15: The number of articles employing different evaluation metrics, conferring the commonly applied metrics.
like accuracy, sensitivity, specificity, precision, F1-score, balance accuracy, false-positive, and false-negative rates are almost similarly employed for the SLS and SLC evaluation. Moreover, although many articles practice accuracy as SLS and SLC metrics, they do not consider the class imbalance measurement. If there are considerable samples in one particular class, the trained models tend to learn that class more correctly, increasing the false-positive or false-negative rates. The conventional metrics dispense very high values if there is no penalization of class imbalance, which is accounted for in some metrics, for instance, ROC and AUC estimation [3, 5, 13, 361]. Nevertheless, barely 3.17% for SLS and 27.08% for SLC articles acknowledge this issue by determining the AUC values for their assessment. Expectedly, these conversations and Fig. 15 will, in turn, be forthcoming advice for the beginner to expert level researchers to determine the appropriate evaluation metrics for the SLA task(s).

8. Observations and Recommendations

This section thoroughly reveals our important observations from point-to-point scrutinization of the chosen 365 articles (221 for segmentation and 144 for classification). Consequently, we have suggested several recommendations for the SLA tasks, including input data (datasets utilization, preprocessing, augmentation, and solving imbalance problems), approach configuration (techniques, architectures, module frameworks, and loss function), training protocol (hyperparameter settings), and evaluation criteria (metrics). This will act as future guidance for beginner-to-expert-level scholars to build their own decision-making SLA framework from the given datasets. The notable observations and recommendations are as follows:

- Currently, ISIC datasets have been most commonly applied to the SLS and SLC tasks, especially after 2016, which can be deemed the symbolic dataset in this problem domain (see Fig. 3). However, it is undeniable that there is a necessity for larger, more diverse, and more representative skin lesion datasets (with more inter-class diversity) to train data-hungry DL models to drive them more accurate and robust. The most popular
ISIC Archive contains over 69,900 publicly available skin lesion images, but many cases lack manual segmentations as the proper ground truth. Experts in the same field could improve these initial annotations by using crowdsourcing techniques to collect annotations from people who are not experts and then running their ensemble based on the annotations that come up most often.

- From the review analysis of this article, it can be revealed that there is no solid specific clarification to the question: is preprocessing essential, or which preprocessing approach is the best for the skin lesion images in the SLA task? To disclose the first answer, two considerations have been discovered in the last decade’s SLA articles: if handcrafted features engineering with ML models or other computer vision-based models is employed, preprocessing is strongly suggested, and/or if DL-based automated models are applied, preprocessing is poorly advised. Although the selection of the preprocessing method depends on the algorithm types, they can be initially appointed from the last decade’s history of the utilization frequencies (see details in section 4.1, especially in Fig. 4).

- The appliances of the augmentations are highly recommended only for the data-craving DL-based computerized SLA techniques, as they were negligibly involved in the other SLA techniques in the literature from 2011 to 2020 (see Fig 5). The typical baseline augmentation strategies can also be discovered from the discussions in section 4.2, leading to the construction of an information desk on SLA’s augmentation(s) preference. Although augmentations are involved in the minority class to increase its sample numbers and class weighting that rewards extra consideration to the class with minority samples is most commonly suggested in the last decade’s SLA articles (see details in section 4.2).

- The insight overlooked in the last decade’s SLS articles reveals that DL-based procedures, especially CNN models to learn lesion’s spatial information, are the recent manias, especially after 2016 (see Fig. 1, Fig. 7, and Fig. 8). Therefore, CNN-based
encoder-decoder networks are the most prioritized procedures for the SLS task. Again, the investigation of the encoder structure reveals that ResNet, VGG, and DenseNet family networks are the top-most applied encoder architectures in the last decade and are the standard crazes for the SLSs. In contrast, U-Net-like structures are the trends in the decoder mechanism in the CNN-based SLS job. Additionally, segmented lesion masks are generally improved by employing several post-processing techniques (see Table 7), where the various morphological operations are the trendy operations in the last decade from 2011 to 2020 (see back-and-forth in section 5.6, particularly in Table 7).

- Although this survey article discloses the most commonly employed lesion’s attributes (see Fig. 9) and ML-based classifiers (see Fig. 10) for the handcrafted SLC strategies, the DL-based automated approaches are the last few years’ tendencies (see Fig. 11). Further scrutiny also reveals the most frequent CNN architectures like ResNet, VGG, DenseNet, InceptionNet, and AlexNet for lesion’s attribute learning, which are extensively discussed in section 6.2. Using lightweight pre-trained architectures that are appropriate for the smaller training set is also observed and recommended as they have been massively applied in the last decade from 2011 to 2020 with fewer training examples. According to previous research, it is advantageous to engage in ensemble learning and/or combine handcrafted and automated CNN’s lesion features to capture the discernment lesion characteristics, thereby improving the SLC outcome(s).

- The previous 365 SLA literature also enabled the beginners and expert-level researchers to determine the best experimental settings that are most typically operated for both SLS and SLC tasks. Although it is tough to decide the values of the proper hyperparameters, recent trends support the initial estimation. For illustration, the synopsis in Fig. 13 and Fig. 14 aid in understanding the last decade’s history of batch size and LR employment, respectively, revealing that their shallow and/or very high values are rarely exploited. Cross-entropy (binary or multi-class) is the most suggested loss function for the SLS and SLC tasks. However, many authors have enforced extra care
in the SLS’s loss function, considering DSC (or JI) function as in Eq. 3 and Eq. 4 (see details reflection in Eq. 5). Again, optimizers and epoch numbers are also very crucial components in the training process, which are also recommended by this survey article. For example, adaptive and SGD optimizers have been massively engaged in the earlier decade, as well as mid-range epoch numbers, for instance, near about 100 & 200, are highly suggested. Various numerical values of the optimizers’ parameters are organized in Table 10 to supply an idea to the forthcoming researcher. Moreover, Keras, TensorFlow, and Pytorch are highly advised for ML and/or DL frameworks (explained in the second paragraph of section 7.2) with python programming language for future SLA strategies development, as they are the standard trends in the SLA implementation in the last decade from 2011 to 2020 (see Table 11).

- There is no universally appropriate evaluation criterion [367], as different evaluation benchmarks grasp different characteristics of an SLS and/or SLC algorithm’s performance on a provided dataset. The presented Fig. 15 will lead to deciding the most commonly applied metrics that have been employed in the last decade from 2011 to 2020. Direct quantitative assessment system using the metrics (see Table 13), qualitative evaluation, and reflection of TCT are the three most standard approaches to estimating the SLA method(s). In order to thoroughly explain the performance of the SLA technique(s) insightfully, all three of these evaluation techniques should be involved. Unfortunately, it has infrequently been applied in related assessment studies in the last decade, especially the TCT (SLS: [79, 88, 101, 141, 144, 145, 193, 194, 203, 226] and SLC: [81, 88, 145, 239, 240]). This is one of the shortcomings of the current practice in the SLA articles, and the researchers should consider them together in future experimentation.

- Although an enormous number of SLA articles have been published in the past, none of the articles have considered developing user-friendly clinical applications in practical settings, and only a few studies have developed toy applications. The researchers should concentrate on real-time application products in conjunction with SLA tech-
nique improvement.

9. Conclusion

The survey recapitulates the last decade’s (2011–2020) 365 SLA articles, primarily focusing on dataset utilization, preprocessing, augmentations, solving imbalance problems, SLS & SLC techniques, training tactics (frameworks and hyperparameters settings), and evaluation benchmarks (metrics). The SLA’s survey analysis exposes the ISIC as this domain’s representative dataset(s). Preprocessing is strongly suggested for handcrafted feature engineering with ML models, whereas it is poorly recommended for DL-based automated models. Additionally, DL-based computerized SLA techniques are the standard crazes in the skin lesion domain as they perform better than the other SLA methods and require minimal parameter tuning while being end-to-end. This survey also suggested that qualitative and quantitative evaluations with SLA’s TCT should be applied to assess the method(s) insightfully from diverse aspects. Furthermore, prospective researchers should consolidate real-time application products with SLA’s technique improvement(s). Expectedly, the outcomes of this article will be helpful to the related research community for recovering those challenges, selecting a suitable SLA method, and its evaluation metric. The recommendations may also be an excellent starting point for future researchers to develop an effective SLA decision-making system for real-life applications in clinical settings.
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