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Abstract:
Deep Learning neural networks are pervasive, but traditional computer architectures are reaching the limits of being able to efficiently execute them for today’s large workloads. They are limited by the von Neumann bottleneck: the high cost in energy and latency incurred in moving data between memory and the compute engine. Today, special CMOS designs address this bottleneck. The next generation of computing hardware will need to eliminate or dramatically mitigate this bottleneck. We discuss how compute-in-memory can play an important part in this development. Here, a non-volatile memory based cross-bar architecture forms the heart of an engine that uses an analog process to parallelize the matrix vector multiplication operation, repeatedly used in all neural network workloads. The cross-bar architecture, at times referred to as a neuromorphic approach, can be a key hardware element in future computing machines. In the first part of this review we take a co-design view of the design constraints and the demands it places on the new materials and memory devices that anchor the cross-bar architecture. In the second part, we review what is known about the different new non-volatile memory materials and devices suited for compute in-memory, and discuss the outlook and challenges.
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Introduction

The field of Artificial Intelligence (AI) and in particular, Machine learning (ML), has witnessed tremendous progress in recent decades. This is in large part due to the (re-)emergence of neural networks, fueled by the availability of efficient and affordable computing hardware to build models utilizing back propagation, as the algorithm of choice for an ever-increasing range of machine learning tasks. From its very early days, the field of AI has aimed to emulate aspects of natural or human intelligence. This influence can be traced back to the work of George Boole [1], John von Neumann [2] and Alan Turing [3] that laid the underpinnings of digital computing. Within the field of AI, notable examples of brain-inspired advances include artificial neural networks (ANNs), which are comprised of artificial neurons and synapses; deep learning neural networks, which are ANNs with several layers that lend to automatically learned feature representations; reward-driven learning, which underpins reinforcement learning and attention; episodic and working memory, and many more [4].

The past decade in particular has witnessed meteoric progress in the field of AI due to a virtuous cycle between algorithms, computing platform capabilities, and proliferation of data. The availability of large, open access datasets, particularly for computer vision [5] [6], natural language [7] and speech processing [8] and the emergence of highly parallel
computing platforms (both at the chip scale, such as GPUs, and at the data center scale) provided machine learning researchers with an ability to create models of unprecedented complexity and accuracy, at times surpassing human capabilities for specific applications. In turn, the success of deep neural networks in many applications and the availability of larger amounts of data has driven a seemingly insatiable demand for computational resources. As an example, the computation required to train the largest models is estimated to double every 3.5 months [9].

As transistor technology has scaled, improvements in ML hardware performance have been increasingly delivered by innovations in heterogeneous integration and specialized ML accelerators (Google’s TPU, NVIDIA’s Tensor Cores, IBM Tellum, Intel Habana, Graphcore, Cerebras are examples). Most of these digital accelerators feature specialized data-paths (regular arrays of multiply-accumulate processing elements for matrix vector multiplications); and memory hierarchies that are well-matched to the patterns observed in deep neural networks, and employ approximate (e.g., lower precision) hardware to perform computations. The trends in ML workloads that will drive the next generation of hardware are both qualitative and quantitative. As deep neural networks proliferate into a wider range of applications, and as researchers pursue improved capabilities within each application domain, the network topologies have not only grown more complex (deeper networks, more parameters) but also more varied. Therefore, future computing platforms may need to execute different classes of neural networks, including multi-layer perceptrons (MLPs) [10], convolutional neural networks (CNNs) [11], long-short term memory networks (LSTMs) [12], Transformers, memory-augmented neural networks (MANNs) [13], graph neural networks (GNNs) [14], and possibly more. Finally, there are efforts towards the next wave of brain-inspired concepts, such as spiking neural networks (SNN), localized learning algorithms, and high-dimensional distributed information representations. These trends in algorithms and workloads can profoundly alter the demands on hardware. In addition, the increase in model and data sizes will continue to drive the demand for increased storage and computation.

It is highly unlikely, if not inconceivable, that simply continuing the current trends (larger and deeper networks, reduced precision) can keep up with the scale and flavor of future machine learning workloads. Almost all of the workloads and classes of neural networks noted above need to execute linear algebraic operations that involve multiple matrix vector multiplications (MVM) that involve large weight matrices. The total number of weights, or learned parameters, can exceed hundreds of millions; for instance OpenAI LLC’s GPT-3 natural language processing model, has 175 billion parameters [15]. As will be described later, carrying out these multiplications using current digital CMOS hardware is energetically very expensive because of repeated data movement between memory and the logic processors. This energy cost is daunting in light of the anticipated trends in workload growth. Emerging hardware fabrics based on a cross-bar architecture and non-volatile memory elements lead to compute-in-memory approaches that can potentially provide a large boost in processing speed and energy efficiency by carrying out these matrix vector multiplications in analog mode (described later). These cross-bar architectures are yet at a research stage, but should they be technologically viable, they have the potential to be one of the keystone hardware elements within future processor architectures for ML workloads. We focus on this cross-bar based compute-in-memory approach, which embeds computational capabilities into memory arrays to overcome the data movement bottleneck in current hardware platforms. In this review, we take a co-design view: we explore the role of new materials and devices in addressing this challenge, but in the context of the demands that micro-architectural, circuit and technology relevancies place upon these materials.
Deep learning (DL), driven by DNNs has gained popularity since its re-emergence in 2012 [5]. A DNN network consists of a number of layers containing the “synaptic” weights [16]. These layers can be visualized as two-dimensional arrays, represented by matrices, in which the weights are encoded in the matrix elements or the cross-points. Layers are connected through a non-linear function (activation function) to covert the output from the previous layer to the input for the next layer (activation). There are two operation modes: (1) Inference and (2) Training. In the latter, a model is built where the weights are adjusted and optimized based on existing data and known results. In the former, this model (with fixed weights) is then used to predict unknown results (such as classifying unknown objects) using available data. The details of the training process (see ref. [16] for details on this) are not important for what follows. It consists of three parts [10]:

1. Forward-path: The input data is prepared as a vector (for instance the columns of a 2D pixel array are stacked to form a 1D vector) and fed into the network where it moves from layer to layer, in a chain of matrix-vector multiplications (MVMs), until it reaches the end of the network. For training the input vector $x$ for each layer is stored and the output of the last layer is compared with the expectation (based on the known input data) to calculate an error vector $\delta$. In the case of inference, no intermediate result is kept and the output of the last layer is the classification of the input data.

2. Backward-path: This operation mode only occurs for training. The calculated error $\delta$ moves backward through the network in a chain of MVMs from the end to the beginning and the intermediate results $\delta$ are stored.

3. Update: During this phase the stored data from the forward-path and the backward-path is recalled for each individual layer to update the weights.

This process is repeated many times until the desired error rate is reached. During the training phase the complete dataset (epoch) is presented to the network many times which makes training a highly compute intensive process, especially considering that modern datasets can have many millions of entries. In inference the unknown data is presented to the trained model and the signal travels forward through the network and results in a categorization at the end. This process is identical with the step (1) in the training process. This makes inference significantly inexpensive computationally compared to training. Mathematically steps (1) and (2) are represented by MVMs. An MVM will have $N^2$ multiply and accumulate (MAC) operations, or $2N^2$ floating point operations (Op), if the input and output vectors are of dimension $N$. In step (3) the weight update is accomplished by an incremental change of the weight matrix element $w_{i,j} \leftarrow w_{i,j} - \eta x_i \delta_j$ with $x$ the input vector from the forward (activation) pass and $\delta$ the error vector from the backward pass and $\eta$, a scale factor to avoid large changes. This implies, $N^2$ MAC operations as well (for an $N \times N$ matrix) in step 3. The goal of computer architectures for DL is to make these operations as energy efficient as possible. While the forward (1) and backward (2) process is a simple MVM on stationary weights, the update operation (3) manipulates the weights itself. However, all three operations have as a basic ingredient the MAC operation. From a computational complexity point of view (1) & (2) require only stationary weights. For the update operation (3), however, the system has to keep track of the weights, activations and errors at any time during the training process and therefore training is considerably more taxing on the memory requirements than inference. Therefore, training is typically relegated to data centers while inference finds its way into consumer products or towards the edge in applications such as IoT (internet-of-things). Technology objectives for both application spaces are therefore different. While
Inference applications strive for power efficiency measured in operations per Joule (Op/J). The training objective is mostly to reduce the training time or frames per second (F/s).

To increase compute efficiency for ML workloads, there are three principal approaches that are often referred to as “compute-in-memory” or “compute-near-memory”:

a) **Compute-near-memory: Digital memory and digital compute (Training & Inference):** This is at present the most popular approach in the industry and is entirely carried out using conventional digital CMOS approaches. Bringing memory closer to the compute engine and deploying reduced precision representation of the digital content are common goals for architecture design here (discussed further in Section 2).

b) **Compute-in-memory: Digital memory and analog compute (Inference):** This approach can significantly increase parallelism and reduce data transport to and from off-chip memory. Memory elements storing the weights, in one bit or multibit capacity, are arranged at the nodes of a crossbar array of metal interconnects. Here, the MVM operation is carried out in analog fashion using Kirchhoff’s and Ohm’s laws: a voltage vector is applied at the rows of the array and the current is integrated at each column. A fixed integration time, $t_{int}$, is a design parameter of the hardware configuration. Which means that $2N^2$ operations are performed within this integration time, if the matrix is of the size $N \times N$.

c) **Compute-in-memory: Analog memory and analog compute (Training & Inference):** Here, the weights at the cross-bar nodes are encoded in memory elements that take on analog values along a sliding continuous scale between a high and low conductance value. The MAC operation is similar to that of (b). This mode of operation also enables incremental changes of all the array elements in parallel at constant time, usually of the order of the integration time. This approach (as well as (b)) requires analog to digital conversion peripheral electronics to communicate with the digital computing environment for further processing of the array output.

Approach (a) is a relatively mature area with significant commercial success. Innovations are carried forward via CMOS design and heterogeneous integration approaches in order to increase speed and energy efficiency. Approaches (b) and (c) can provide further gains in efficiency due to parallelization and reduction in the memory bottleneck, but require considerable improvements in materials and device performance in order to have viable commercial impact. The topics for our subsequent discussions will be largely restricted to items (b) and (c). In the discussion below it will become clear that material requirements for options (b) and (c) will be different in significant details, see Section 2 and Section 3 respectively. Applications (b) and (c) are often also referred to as “neuromorphic computing”. The cross-point memory elements are sometimes referred to as synapses and the peripheral components to the array that provide the “activation function”, as neurons.

Beyond the hardware approaches for DL described above, spiking neural networks (SNN) have drawn considerable interest because of their perceived proximity to realistic biological systems. In SNNs the communication between the components is in the form of temporally sparse voltage pulses (spikes) instead of a well-defined digital signal. These spikes are launched when a neuron (activation) exceeds a threshold and fires a signal that propagates to the next layer. As a result, communication channels are less frequently used than in a continuous digital flow which results in power savings. In contrast to DL systems, in biological systems (and SNNs) the signal can travel in both direction at the same time in a specific layer which introduces a temporal component to the signaling. The update of the weights now depends on the relative sequence of these signals and is described by synaptic
spike timing dependent plasticity (STDP) [17]. This is very different that the static weight update in the back propagation algorithm. Training of these systems is increasingly difficult since they cannot rely on an error that is passed from a target function traveling back through the system. While SNNs may offer advantages [18], their successful deployment is a considerably more complex task than the current compute-in-memory approaches to DL.

The paper is organized as follows: After discussing the motivation for compute in-memory in Section 2 we will focus on inference applications for compute in-memory (CIM) with arrays of NVM representing the weight matrices of the DL network. Here we will discuss how arrays of memory elements can be used to accelerate the MVM that is frequently used in DL algorithms. In accomplishing analog MVM we will distinguish the use of the memory elements as digital storage nodes with one or multiple bit capacity and the analog counter part in which the information is stored on a continuous scale. In both, the memory element at each cross-point performs a multiply-accumulate (MAC) operation simultaneously resulting in a high degree of parallel operations. We describe solutions for their implementation and the challenges to overcome. Finally we extend the discussion to the all analog scenario where the weight update is also performed in parallel in these arrays. The core of this paper is Section 3 in which we discuss the choice of materials and their level of maturity for use in these accelerator arrays. We discuss the relevance of the materials for memory application as well as their potential to be used for compute-in-memory (CIM). We describe switching mechanisms, material choices, level of maturity and challenges that might hinder implementation. A discussion of our findings is presented in Section 4. A short conclusion in Section 5 and a summary table of the current state of the art materials is at the end of this review.

2 Compute-in-Memory, hardware considerations

2.1 Motivation

MAC units used for MVMs are the major processing elements for most machine learning algorithms. It is also important for HPC systems which increasingly exploit GPUs for large-scale vectorized matrix arithmetic operations. When ML algorithms are implemented in a standard von Neumann architecture, such as CPUs or GPUs, the data movement cost (in energy and latency) for fetching weights and activations from the memory (on-chip cache and off-chip main memory), transferring them to the processing units, and storing the computations back to the memory can be significant. Over the years, memory latency (time between requesting the data and its arrival time) has not kept up with processor performance, in spite of a steady progress in memory bandwidth (how much data can be transferred in a second) [19]. This creates a performance gap for data rich applications. The bottleneck arising from such data movements between memory and the processing unit is referred to as the “von Neumann memory wall”, as is shown in Figure 1. Bringing memory on the same chip as the compute unit in the form of cache memory addresses this problem in part but cannot avoid it.

Cache memories are usually fast SRAM (at a lower density) compared to the slower, but higher density DRAM which is used as off-chip memory. It is worthwhile to note that accessing off-chip DRAM requires approximately two orders of magnitude more energy than the on-chip SRAM access [20], [21] and about an order-of-magnitude more in latency.
To address the high cost of data movement, general architectures (such as GPUs) bring distributed on-chip memory closer to processing units, particularly to frequently used processing units such as multiply-and-accumulate (MAC) engines. As is shown in Figure 2 (left), such compute “near-memory” allocates some small on-chip cache memory to each processor unit in order to mitigate the memory bottleneck. However, each processor in a GPU still needs to fetch data from the dedicated memory to the compute unit, execute the compute operation (such as multiply and accumulate) and then write back to the local memory. Therefore, while the proximity of the memory units to the processors can alleviate the “memory wall” bottleneck, it still remains (due to the performance gap between the processor and the memory). This is a limitation of current CMOS based compute near-memory. The limitation is compounded by the main types of memory available today: DRAM and SRAM. Efforts aim at reducing the off-chip memory access by increasing the on-chip memory capacity. Dynamic random-access-memories (DRAMs) are the main off-chip memory: While they offer high memory densities (with a cell structure of 1-transistor-1-capacitor, 1T1C) and are cheaper, they are limited in access speed (50-100ns), and need to be built on a separate chip—since DRAM technology is difficult to integrate with logic technology. Consequently they are not appropriate for on-chip memory and are connected to the processor chip via lengthy interconnects. These will be discussed briefly later, but the overall impact is that DRAM is energetically very expensive for MAC operations. DRAM is typically designed as the main (off-chip) memory in modern computing hardware. In order to cope with the high processing speed of computing units, on-chip memories need to have high density, high bandwidth, high reliability, and offer fast and energy-efficient read/write operations to minimize the off-chip memory access cost. The six-transistor static random access memory (SRAM) meets these requirements and is the standard on-chip memory used today. While read and write operations of SRAM can be fast (< 1ns access time) and efficient (<0.1pJ write energy), the density of SRAM (which includes six transistors in its design) is significantly limited due to its large area footprint (> 140F², F being the feature size). The resulting low density of SRAM is a significant drawback for its use as an on-chip memory for MAC engines and other applications. More recently embedded DRAM (eDRAM) has been used in higher level on-chip cache memory [22]. Reaching an SRAM cache level speed with eDRAM, however, is at the cost of a larger cell size that can be as large as 50F² which still provides a density advantage to SRAM. Both SRAM and DRAM are volatile, meaning the stored bits will be lost once the power is off. The volatility of memory also contributes

---

**Figure 1:** Schematic of a von Neuman computer architecture. A controller regulates data and instruction flow from memory to the arithmetic and logic unit (ALU) for processing. On chip memory (or cache) helps to reduce off-chip traffic.
significantly to the leakage power at advanced nodes. In view of the aforementioned “memory bottleneck”, the limitations of DRAM and SRAM, and the need to reduce the data movement between the main memory and on-chip caches, compute-in-memory approaches have been proposed (Figure 2, right) that use a cross-bar architecture and NVM memory elements to accomplish the MAC operation in analog rather than digital fashion. This is discussed in the next section.

Figure 2: Left - compute near memory: Compute and memory are in close proximity but still separate units. Load instructions are used to fetch data from the memory to the compute unit, in which the computation (for example an addition) is performed and the results are stored back to memory. Registers ($R_i$) are used to specify the memory addresses as well as the instruction operands. Right – compute in memory: Compute and memory are indistinguishable units, reducing the data flow. In this case, a single instruction (CIMADD) is used in which the computation as well as the addresses of the operands and result are sent to memory, saving data transfers between the memory and compute. Note, in both cases there is still a need to access external off-chip memory.

2.2 The cross-bar architecture as an analog MAC engine

In order to further address the memory bottleneck, computing in-memory (CIM) has been proposed by merging on-chip compatible memory and compute units into CIM cores formed by crossbar arrays [23], further reducing the data movements between off-chip-memory, on-chip cache and compute unit for MVM operations. Figure 3 shows a cross-bar structure and its associated hardware layout. As an example, a chip (Figure 3a) is composed of a number tiles that contain the cross-bar arrays to perform MVM operations; and a digital compute unit for other operations. The tiles and the digital compute unit communicate (digitally) via a data bus. I/O circuitry provide the means to communicate off-chip. Other tile architectures and communication between them are discussed as well [24] [25]. Each tile contains the cross-bar memory array along with ADC, and control/communications digital circuitry (Figure 3b). The crossbar memory array (Figure 3c) stores the weights that are written into the memory elements at the cross-bar nodes (Figure 3d), while access transistors or other selector devices
may be present (application dependent) to prevent unintended leakages during write operations [26] [27]. Various memory technologies including SRAM [28] [29] [30] [31] [32] and NVMs [33] [34] [35] [36] [37] have been developed for crossbar hardware, which will be discussed in further detail later. Furthermore, various types of devices including two-terminal selectors [38] and three-terminal transistors have been investigated for the access devices. Access transistors have more symmetric I-V characteristics and less severe device non-linearity, while the 2-terminal selector devices could potentially deliver higher density.

**Figure 3:** A hardware layout based around a cross-bar architecture for matrix-vector-multiplication. (a) Analog components are arranged in a tiled configuration. The tiles (blue) communicate with each other and with other digital circuitry via a bus (red) and with the external world (off-chip I/O, green). Control and additional computation components (yellow) complete the system. (b) The tile containing the cross-bar array (cross-hatch): ADC, activation or array analog activation, digital control for communication and tile I/O; (c) details of the the crosss-bar; (d) the memory cell at the cross-bar nodes that hold the synaptic weights in the memory element (purple), with a select transistor (d) or without select device (e). During a cross-bar based matrix vector multiplication the input voltage vector \([V_i]\), \((i=1,m)\), applied to the m rows of the array, drives current vector \([I_j]\), \((j=1,m)\), that is collected at the end of column \(j\). Ohm’s and Kirchhoff’s laws are used to achieve equivalency with a vector matrix multiplication operation. As shown in (f), this leads to a multiplication of vectors \([V_i]\) with matrix \([G_{ij}]\), \((i=1,m)\) where \(G_{ij}\) are the cross point conductances (also called the synaptic weights, or weights) at the nodes of the array.

Using the cross-bar architecture, matrix vector multiplications (MVM), which dominate most DNN workloads, can now be executed *in-situ* with massive parallelism following Ohm’s law (refer to Figure 3c and the description of the operation in the figure caption). The MVM outputs are obtained by integrating the accumulated charge per column (bit lines), converting it into a digital signal (ADC) and then feed the signal to the digital compute unit for further processing. Conceptually, crossbar arrays emulate the synaptic connections between pre-neurons (array input) and post-neurons (array output) in a neural network, where input stimuli from previous layers can propagate to later layers through the interconnected synaptic weights. The CIM cores also contain peripheral circuitry such as input drivers and analog-to-digital converters (ADC) to interface with the digital data, since all communication with other computational components are still in the digital domain. The memory elements at the cross-bar nodes can store weights either digitally, or along a continuous sliding scale (leading to analog storage). Both situations will be considered below.

2.3 Considerations for compute-in-memory with digital storage: bit slicing
It is worth noting that the numerical precision of the neural network’s weights may be different from the number of bits that can be stored in a single memory device. This may require a weight to be spread out across multiple memory cells [39] [40]. Moreover, even if a single memory cell can store a multi-bit weight, it may lead to an excessively large overhead in the ADCs. Therefore, bit-slicing is commonly used to split a multi-bit weight such that it is stored in multiple crossbar slices. Similarly, bit-streaming is used to process a higher-precision activation by temporally streaming the constituent bits through the crossbars that perform MVM. Specifically, input vectors are converted to bit streaming into low-precision input drivers, while high precision weights are partitioned into bit slices and mapped into multiple low-precision memory devices, as illustrated in the Figure 4.

**Figure 4:** Hardware implementation of high-precision input vector and weight matrix using bit streaming and bit slicing. Bit-slicing allows a higher precision weight to be spread out across multiple memory cells. In this example each of the weights in the $M \times N$ weight matrix, $W_{ij}$, contains 4 bits, while each memory device in the cross-bar array can only store a single bit. Thus, the matrix is stored across 4 crossbar arrays from the most significant bit (MSB, green) in each $W_{ij}$ stored in the first cross-bar, in to the least significant bit (LSB, red) stored in the fourth cross-bar. Bit-streaming is used to present the 4-bit input across 4 time-steps so that only 1 bit is processed at a time. Bit streaming reduces the overhead of digital-analog conversion at the input driver. Each crossbar array performs an analog multiplication receiving the same input vector. The output currents from each crossbar will be converted to digital bits and will be shifted and added to obtain the final MVM.

At the end of the crossbar, the accumulated analog currents flowing in the vertical bit lines are first converted to voltages by trans-impedance amplifiers (TIA), and then converted to digital values by the ADC. Sampling-and-hold (S&H) circuits are needed to cope with bit streaming, and shift-and-adders are connected to obtain the high-precision results.

Sensing and differentiating the crossbar currents requires a bit precision (the number of bits produced at the ADC output) of at least $(\log_2 M + I + W - 2)$ bits to represent the exact results of the MVM operations, where $M$ is the crossbar array size, $I$ is the number of bits in
each input element and $W$ is the number of bits in each weight. For example, a moderate array size containing 128 rows with 2-bit memory devices and 1-bit per stream already requires a 8-bit ADC [41]. The need for such high-precision ADCs dominates the energy and area of the crossbar hardware [42]. As is illustrated in Figure 5, ADC consumes about 60% of the total energy, and over 80% of the chip area in CIM hardware [27]. In addition, due to the large area, ADC circuitry are typically shared across multiple columns accessed with multiplexers (MUX). Such column-sharing of ADC contributes to a significant latency in MVM operations. Considering the significantly increased energy and area overhead of peripheral input driver/DAC and ADC circuitry at high bit precision, CIM architecture typically uses 1-bit streaming for input encoding, while bit slicing is found to optimize at no more than 4 bits per slice.

![Figure 5: ADC dominance in hardware cost. Simulation results based on in-memory crossbar hardware with resistive non-volatile memory. The NVM Crossbars in the hardware has an array size of 128x128 with 2 bits per cell and 1bit per stream. Therefore, 8-bit ADC is required in order to sense the output current of MVM operations](image)

2.4 Partitioning of large matrices

In the preceding discussion, we showed how a weight matrix comprising of higher-precision weights could be sliced into multiple crossbar arrays of identical dimensions but lower precision memory cells. However, in general the dimensions of the weight matrix may be larger than the cross-bar array sizes that can be realized. For example, state-of-the-art DNN models contain numerous layers with hundreds of millions to billions of parameters. In contrast, crossbar arrays are typically designed to have $10^3$ to $10^4$ synaptic elements, due to practical device and circuit level constraints [43]. Therefore, large matrices, such as some fully connected layers in the DNN workload will need to be partitioned into multiple arrays as illustrated in Figure 3a.

Furthermore, convolutional operations, which are building blocks of the ubiquitous convolutional neural networks (CNN) in many vision-related tasks, can be converted to iterative MVM operations based on crossbar arrays. It has been demonstrated that large-scale CNN models with large number of kernel channels can be mapped into a crossbar architecture through the tiling of multiple arrays [39] [44]. Following such mapping of convolutional operations, filter weight reuse is achieved and partial MVM results at the array level will be accumulated to generate the final convolutional output.
2.5 Challenges and Requirement for designing synaptic devices for crossbars

Due to the analog nature of the MVM operations with crossbar memory arrays, the illustrated in-situ computation of MVM is prone to errors caused by various sources of device and circuit non-idealities [43], [45]. To that effect, designing a scalable and reliable on-chip storage of the weight matrices is crucial [46]. In order to understand the device requirement for crossbar-based in-memory compute, we will first discuss the major attributes of these non-idealities.

**IR drop:** Cross-bar hardware, which is based on the sensing of analog currents to obtain the MVM results, is susceptible to parasitic voltage drops (“IR drop”) on circuit components including wire resistances, source resistance at the input driver, and source resistance at the connection to sensing circuit. It has been demonstrated that the IR drop leads to significant error due to the reduction of the output currents in the array, especially for larger array sizes [43]. Higher device ON-resistance (LRS) can help mitigate the IR drop, very high ON-resistances give rise to other complications such as sensing challenges. Having a higher ON/OFF ratio of a memory device may also help to mitigate the IR drop impacts.

**Noise and drift:** Besides the conductance range the memory element is working in and its endurance the other material properties that are concerning are: temporal and spatial variations, noise and systematic conductance drift. Spatial variations describe the situation that if all conductances in an array are written with the same stimulus their conductance value \( g_{ij} \) will fluctuate around the mean \( \bar{g} \) with a variation \( \delta g(g_{ij}) \). In the same spirit, if the same element is visited time after time a temporal variation of \( g_{ij} \) with variation \( \delta g(g_{ij},t) \) is observed. The combination of both will result in a spread of \( g_{ij} \) across the array varying with position and time. The same can be said for the incremental change in conductance \( \Delta g \), which will directly determine the number of programming steps. The random nature of these variations only allows to specify their mean and tolerances. The individual values will be scattered across the array. The question at hand is: what are the proper means and how large can these fluctuations be without impacting the classification accuracy of the results and how can they be characterized at the individual device level? In addition, a systematic drift \( g_{ij}(t) \) on top of these variations will alter the initial weight distribution as well and can degrade the accuracy. Unfortunately, there is not easy way to capture the fluctuation bounds independently of the application. Only their impact on the classification accuracy will provide the tolerable bounds. Therefore, it is important to develop simulation tools that can capture these variations for relevant examples [47].

**Sensing challenges:** The operations of deciphering high-precision MVM output from the sensing of analog crossbar currents places remarkable challenges for the device technology. To that effect, the ON/OFF ratio of each synaptic device, together with the number of bits per cell, in the memory element determines the sensing margin of the output in the crossbar—the voltage window that needs to be sensed accurately to distinguish two adjacent memory states. Moreover, the variation or random fluctuation of device resistance states may lead to additional noise. Note that the impact of device variability on the errors will also become more severe as the number of bits per cell increases. In addition, noises from peripheral circuit such as ADC quantization noises may also contribute to errors during sensing.

**Write challenges:** While ML inference can be implemented with stationary weight mapping which does not require frequent writing, other applications such as ML training and on-chip learning may require weight updates. In such scenarios, the write endurance, programmability
of the memory devices, write energy and latency are important parameters for design consideration. In addition, the linearity of conductance modulation under programming pulses is also critical for weight updates. Strong non-linearity in the conductance modulation will require complex lengthy write-verify cycles during weight updates, leading to significant increase of write latency and energy.

The need to minimize the analog computing error due to the non-idealities noted impose certain design requirements for cross-bars in order to achieve both hardware and functional accuracy, while retaining high on-chip density. First, the device On-resistance needs to be large enough to mitigate parasitic IR drop in the array, while at the same time the conduction current in the crossbar needs to be sufficient for sensing the MVM output. It has been shown that On-resistance in the range of 100-200 kΩ leads to minimal IR drop for moderate crossbar array sizes (such as 64 x 64 or 128 x 128) [36]. When IR drop is inhibited, the impact of device I-V non-linearity is also reduced since the voltage applied on each device is close to the designed read voltage. In practice, the optimal point of ON-resistance setting may be shifted depending on the array size, as well as the sparsity in the workload [48]. Furthermore, devices with high ON/OFF ratio and small device-to-device and cycle-to-cycle variations are desirable for providing enough sensing margin and low noises. It has been demonstrated that ON/OFF ratio of at least 5-10 [49] is capable of implementing crossbar arrays for CIM, while higher ON/OFF ratio 10^8-10^9 have been demonstrated at the device level (see Summary Table in Section 6).

The number of bits per cell in the memory element (in the case of digital storage of weights) dictates design choices for various factors including array density, crossbar computing error, and system-level hardware efficiency. While the demonstration of large number of bits per cell at the device level can be beneficial for providing high density on-chip storage of weights, the implications of multi-bit crossbar arrays on the hardware performance and viability needs to be examined. As we discussed before, the hardware costs of crossbar-based MVM operations are dominated by the ADC circuitry. Encoding weight matrices with many bits per cell will require increased ADC bit precision to process the crossbar output, leading to significant increase in the peripheral overhead. Based on the recent survey of ADC circuitry [50], ADC energy and area consumption will increase exponentially as bit precision increases. Therefore, performance simulations of crossbar CIM architecture have found that the crossbar arrays are optimized at about 1-2 bits (2-4 states) per memory cell in terms of hardware efficiency. Exceeding 2 bits/cell incurs significant ADC energy/area overhead that typically overshadows any benefit of memory array density. Furthermore, the programming of multi-bit arrays needs significantly longer and more complicated pulsing schemes and iterative write-and-verify steps, which may lead to additional increase in the hardware energy and latency.

2.6 Energy considerations
We will focus on the cross-bar array performance that will give an upper bound for the performance of the system as a whole and its implication on the material properties and operating conditions. For the best possible case of highest density, we will assume that no select devices such as, diodes or transistors are needed; this will give a specification for the fundamental material requirements. We will consider the effect of select devices later. The key operational parameters are: array size, read and write speed, operating voltage, and resistance of the switching element. We will address these for individual materials in Section 3. For a simple estimate of chip performance and chip area bounds we will have to combine hardware properties and application specific parameters.
The array speed in operations per second (Op/s) is bounded by the number of total weights $w_{tot}$ and the effective read speed which is controlled by the integration time, $t_{int}$, required to sum up the charge for each column. For a simple MVM the number of weights per layer (cross-bar) are directly related to the number of MACs that are executed in that layer. For CNN the situation is more complicated since the weight matrix is repeatedly used on the input data leading to a weight share factor ($\geq 1$) for each layer $N_{i}^{\text{share}}$, which has its maximum $N_{i}^{\text{max}}$ usually in the first layer [51]. As a result, the processing time per layer will be $t_{int}N_{i}^{\text{share}} < t_{int}N_{i}^{\text{max}}$. On the other hand, we have $MAC_{\text{total}} = \sum N_{i}^{\text{share}}$ weights, $t_{int} < N_{i}^{\text{max}}$ weights$_{\text{total}}$ and finally we obtain for the speed in operations per second

$$\frac{Op}{s} \leq \frac{2MAC_{\text{total}}}{t_{int} \ast N_{i}^{\text{max}}} \leq \frac{2\text{weights}_{\text{total}}}{t_{int}}$$ (1)

There are two bounds provided because the second bound is often easier to estimate with available information. Following [52], the operating voltage (V) is limited by the weight range to read noise ratio (note that we do not make any assumption on the bit accuracy as discussed above, we only assume that we can separate the signal from the noise).

$$\frac{\text{weight range}}{\text{read noise}} \sim 10 < \frac{V^2 \cdot t_{int}}{N \cdot R_{\text{dev}} \cdot k_B T}$$ (2)

and the resistance of the switching element $R_{\text{dev}}$ has to be high enough so that the voltage-drop in the wiring levels with its resistance $r_{\text{wire}}$ (wire resistance across the unit cell) can be neglected.

$$0.1 > N^2 \cdot \frac{r_{\text{wire}}}{R_{\text{dev}}}$$ (3)

In addition, we need to add a lower bound for the required area that is determined by cell size of the cross-point unit cell, the tile size $Tile_{\text{size}}$ and the number of tiles $Tile_{\text{num}}$ used. Since the physical conductivities are positive, we require two conductivities per unit cell to denote signed weights. The weight is encoded as the difference of these two elements. This gives a lower bound for the cell area as four times the square of metal pitch $p$ ($\sim 2F$) in a planar cell configuration.

$$A > Tile_{\text{size}} \cdot Tile_{\text{num}} = 4p^2 \cdot \frac{\text{Array}_{\text{size}}}{\text{Array}_{\text{efficiency}}} \cdot Tile_{\text{num}} > 4p^2 \cdot \text{Array}_{\text{size}} \cdot Tile_{\text{num}}$$ (4)

In Equation (4) we have introduced the array efficiency which measures how much of the tile is covered by the actual array. This number, Array$_{\text{efficiency}} < 1$, depends in a critical way on the unit cell design and the technology integration scheme. For the actual chip-size one has to consider the support logic and I/O circuits shown in Figure 3a as well. For the lower bound the tile number and array dimensions suffice. Using the constraints from Eq. (1) to Eq. (3) we show in Figure 6 how the operating parameters depend on the performance in operations per second (Op/s) for a system architecture consisting of 64 to 128 tiles. Since energy efficiency will scale with the square of the supply voltage, we see a critical point at about 5 POp/s at which the operating voltage has a steep increase. At the same point we observe a base resistance of about 5M$\Omega$ corresponding to a tile size of 2048x2048 cells. The number of supported weights has an upper bound of about 250M on chip. All these estimates assume an
integration time at 100ns and a supply voltage margin in excess of $3k_BT$. Figure 6 illustrates clearly the interdependence of the operating parameters.
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**Figure 6**: Operating parameters vs speed in operations per second. Tile number (red) is kept constant at 64 .. 128 tiles. Array capacity (blue), Cross-point device resistance (green), Number of supported weights (grey). Read voltage (black dash - right vertical axis). Results are calculated using Equations (1) - (3) with an integration time $t_{int}=100$ns and $r_{wire}=100$ mΩ.

Often demonstrations are done at smaller array sizes which is a good first step [25] [53] however, attention has to be given to the scalability of the technology to useful array sizes to accommodate the large number of weights for a relevant model. Figure 7 shows a lower bound for chip size (using Equation 4) for different array sizes (512 x 512, 1024 x 1024, 2048 x 2048 cells), shared columns per ADC (2, 8, 64), and metal pitch level of integration (200nm & 400nm) for a fixed number of tiles 64 and 128, respectively.

As discussed in Section 2 the ADC’s will occupy a dominant share of the chip area compared to the array itself. This increases the chip area, cost, and compromises integration density. The trend to have larger and larger networks is a serious concern for the chip area to make this analog technology attractive. Array size (tile size) and tile number need to be well balanced for best performance (circuit overhead) and cost efficiency (chip size). Distributing a large network across multiple chips would have the disadvantage of reduced energy efficiency due to the fact that data has to be sent across chip boundaries. An attractive layout consideration for the future is 3D integration, that could gain integration density by stacking arrays and the ADC layers.
To estimate the energy efficiency, we need to account for all operations analog, digital and communication. These details depend on the specific design and chip architecture and can vary significantly. However, an upper bound can be estimated by only accounting of the MACs performed in an array. For this we have

\[
\frac{\text{Op}}{J} < \frac{2N^2}{V^2 R_{\text{aver}}^2} \int_{\text{int}} N^2 + E_{\text{ADC}} N
\]  

(5)

With \( V \) the operating voltage, \( R_{\text{aver}} \) the average memory element resistance, and \( E_{\text{ADC}} \) the sampling energy for the ADC and \( N \) the dimension of the weight matrix. Using Equation (5) with the bound parameters obtained above we can calculate the upper bound for the energy efficiency shown in Figure 8.

**Figure 7:** Lower bound chip size in mm\(^2\) for 64 (brown) and 128 (grey) tiles. The x-axes shows the array size (512, 1024, 2048), the number of shared ADC per column (2,8 64) and the metal pitch in which the array is integrated (400nm & 200nm). Actual chip size will be larger.
This upper bound suggests that a realistic energy efficiency will most likely fall in the range of 100 to 250 TOp/J for the system. As a comparison, note that for inference, 200 TOp/J is expected to be within reach when implemented solely in CMOS technology \[54\]. On the other hand, for training, CMOS approaches are projected to reach only 15 TOp/J in the near future \[55\], implying a clear energy advantage for cross-bars, though the materials requirements are more stringent (for instance write endurance) and the materials development for this purpose remains less developed. It is important to note that, due to the constant improvements in digital CMOS technology, alternative technologies to digital CMOS chase a rapidly moving target.

2.7 Special considerations for analog memory analog MAC

Using the memory element as an analog device in which its conductance represents the weight abandons the strictly digital representation at the possible benefit of power, area and performance. In this section we will discuss the design space and NVM requirements for this entirely analog approach which will be different than the digital memory centered analog compute approach. We will discuss a set of generic rules that can serve as guideline for the exploration of these analog components for deep learning applications \[52\] \[51\] \[56\] \[57\] and hardware solutions that may be of relevance for a manufacturable technology.

There have been an increasing number of experimental studies of all analog CIM that involve inference as well as training \[58\] \[25\] \[53\]. The mechanism and operation of all analog MAC has also been described in detail elsewhere \[59\] \[52\] \[57\]. The process of inference involves the use of NVM arrays to calculate MVM as described in Figure 3. In addition to the MVM operation in which the weights are not changed; in training a parallel operation is performed on the array that changes all weights simultaneously to perform the update, changing the conductance value of the memory elements.

We have discussed basic operational parameters as they relate to raw speed Op/s and energy efficiency Op/J. We now have to address accuracy which can be an exacting issue for all analog technologies. In the digital space this is captured by the numerical precision with which numbers are represented and computations are executed. A current safe standard would be an 8-bit representation. It is important to remember that in the digital space a number is exactly reproducible at any time in any place once the number representation is chosen as a string of 1s and 0s. The situation is very different in the analog case. A number will be represented by a conduction value that is subject to spatial and temporal variation caused by noise as well as systematic drift in the material \[60\]. It is preferable to talk about programming steps, between a lower and an upper conductance bound, $G_{\text{min}}$ and $G_{\text{max}}$ respectively, The conductance steps $\Delta G$ will be induced by either a voltage \[58\] or a current trigger \[61\] \[62\] that will change the conductance value of the material.

Since for simple MVM the all-analog operation follows exactly the same process as discussed in Figure 3, we will only discuss the parallel update operation next. Recall, that the update changes the weight value incrementally. This can be achieved by injecting pulse trains (voltage or currents) of specified duration, magnitude and number of pulses from the periphery simultaneously into the vertical and horizontal metal lines of the array. At each cross-point these pulses will either coincide (add-up) or not. By choosing the appropriate
magnitude of the pulse at occasions where coincidence happens the conductance will change, otherwise the conductance will stay the same. The proper design of the pulse trains will therefore allow the update to be performed in parallel. [58] [59] The polarity of the magnitude will determine if the conduction increases (potentiation) or decreases (depression). Critical for the convergence of the training algorithm is the incremental switching behavior of the memory element. In Figure 9 we show a summary of possible switching behaviors.

**Figure 9:** Schematics showing possible switching behavior for conductance (G) as a function of a series of potentiation (up) and depression (down) pulses, stimulus pulses of opposite signs, which could be either current or voltage pulses. Top row (a) thru (e) shows normalized conductance vs. pulse number. Pulses between 0 to 1 are for potentiation, and between between 1 to 2 are for depression. Bottom row (a) through (e) shows $|\Delta G|$ vs G. Note, up branch (red) runs from left to right (0..1) and down branch (blue) runs from right to left (1..0). Up and down branch for symmetric devices (a) & (b) lie on top of each other. Asymmetric devices (c) & (d) show a crossing point of up and down branch. At the crossing, $(G_{sym})$, both branches have the same $|\Delta G|$ value, they are symmetric at this point. Therefore this point is called symmetry point. The one-sided switch (e) is neither symmetric nor does it have a symmetry point.

The top row of Figure 9 shows the conductance (G) versus a sequence of a continuous “up” (potentiation) followed by a sequence of successive “down” (depression) pulses. The lower row shows the conductance change per pulse $|\Delta G|$ versus conductance G. Figures 9a and 9b show ideal cases where the conductivity profile is symmetrical for potentiation and depression. The absolute value of the derivatives as shown in the bottom row for these devices lie on top of each other, which means that for every conductance value potentiation and depression will result in equal but opposite changes. Figures 9c and 9d show devices that are asymmetric in their conductance profile for potentiation and depression and their derivatives show an intersection at a certain conductance value. At this conductance value (called symmetry point $G_{sym}$) changes in potentiation and depression are equal in magnitude.
Figure 9e is a case that is neither symmetrical, nor does a symmetry point exists. Note that in a device where the conductance profile is asymmetric, but a crossover point exists, a random sequence of equally balanced potentiation and depression pulses will drive the device operating around the symmetry point [63] regardless of its initial conductance. A symmetric device will under these conditions fluctuate around its initial conductance value.

The conventional back-propagation algorithm seeks to minimize the error with respect to the classification accuracy: close to convergence the weight update will be a random variation around the target. For a symmetric switching device that means the conductance will randomly vary around its algorithmic target value because up and down changes are the same at any conductance value for a symmetric switching device. Illustrated in Figure 10, the asymmetric device will move to its symmetry point and there will be a competing influence to the algorithmic target. The result is a sub-optimal solution resulting in larger classification errors.

Figure 10: Impact of device behaviour on algorithmic convergence. At algorithmic convergence the stimulus fluctuates randomly around the stationary convergence point. (a) At the stationary point the asymmetric device has the tendency to move to its symmetry point therefore competing with the algorithmic target. This results in a stationary value that is off the algorithmic target and will result in a poorer classification accuracy. (b) Since up and down changes are the same for a symmetric device at any conductance value the device has no impact on the algorithmic target.

The symmetric linear switching corresponds directly to the digital case because of a constant response to stimulus. Both linear and non-linear symmetric switching elements are suited to be used in context with conventional back propagation [52]. The non-symmetric case requires a modification of the conventional back propagation algorithm [57] [64]. The modified algorithm takes advantage of the symmetry point of the device in minimizing the classification error. This is an important (though less appreciated) point to note, since enabling the accommodation of non-ideal response in the material greatly opens up the candidate possibilities. Consideration of performance in such algorithmic accommodation of non-idealities needs further examination. Simulations show that the modified algorithm relaxes the required number of programming steps by one order of magnitude and opens up the noise tolerance window considerably [57]. The situation changes for one-sided switching
device shown in Figure 9e, which is neither symmetric nor does it possess a symmetry point. Therefore, its use for training is of limited value.

A note is in place regarding the required number of programming steps to achieve the required accuracy in the application. For the simplest case of a linear symmetric switching device the situation is clear. The maximum number of programming steps would be given by,

\[ N_{\text{Steps}} \approx \frac{2(G_{\text{max}} - G_{\text{min}})}{\Delta G} \]

where \( \Delta G \) is the minimum meaningful average conductance step (a property of the device, induced by either a voltage [58] or a current trigger [61] [62] ) whose value is obtained by simulation. [47] Simulation is also required to find the effective number of programming steps for an asymmetric device. It turns out that this number is related to the conductance change around the symmetry point, \( N_{\text{Steps}} \approx \frac{2(G_{\text{max}} - G_{\text{min}})}{\Delta G_{\text{sym}}} \). The net of these simulation results is that for the symmetric device used in conventional back propagation the required number of programming steps is greater than 1000 at a variance of 2% for \( \Delta G \) [52] [51]. For the asymmetric device used with the modified back propagation the number of programming steps is lower than 100 at a variance of 20% [57]. Although these estimates were produced including material noise and circuit constraints, the final judgement falls to hardware demonstrations on relevant applications.

We close this section with some remarks on select devices. Fundamentally the cross-point architecture for deep learning does not require select devices for all-analog CIM. There is no need to address individual cells as required in a memory. All read and write operations can be performed by peripheral control circuits in parallel for all cells simultaneously in the array. Even the weight transfer for an inference engine can be considered as a row-by-row and array-by-array (layer-by-layer) modified update mode. This, however, requires that the needed circuitry is in place. For sole inference engines that might be a burden on circuit overhead since no continuous update is required. Here the select devices provide the opportunity to run the cross-bar array as a memory with individual access to the cells to directly write the weight value. It has been shown, however, that individual direct write introduces errors that cannot easily be compensated [65]. It is preferable to transfer the weights with a modified row-by-row scheme that also includes the peripheral sense circuitry. For this solution select devices are helpful but not necessary.

2.8 Neurons for CIM

So far, we focused our discussions on the matrix-vector operations associated with synaptic weights. Running holistic neural network models also needs to implement neuron activations. Typical neuron activations such as sigmoid and rectified linear unit (ReLu) functions can be implemented separately in CMOS-based logic and arithmetic units. However, in order to further reduce the data movements between synapses and neurons, we can also connect neuronal functional blocks directly to the output of CIM macros. Beyond-CMOS technologies, using memristive [66], [67], spintronic devices [68], [69], metal-to-insulator transition based devices [70], and SOT-MRAM devices have been explored for emulating analog neurons. However, their development remains at a very early stage, with issues related to endurance, reliability and performance windows. It is likely that neuronal activations will continue to be digital CMOS-based in the near future, and this will not be a limiter for the introduction of analog CIM engines. That introduction today is limited by the NVM materials and the cross-bar device, which is where the focus of this review is. Once the NVM materials are sufficiently matured it is clear that activations will merge as the next challenge to improve energy efficiency for analog CIM.
3 Materials for Compute-in-Memory

Our discussion below will be for materials and devices for compute in-memory options (b) and (c). As already discussed, the crossbar array can contain two types of devices: the memory element (whether digital or analog) which sits at the junction between each crossbar interconnect, and the selector switch. In some cases, these two can be integrated together. Going beyond this, and seeking more efficient non-CMOS emulations for the array periphery by the replacement of Si CMOS components, one may additionally consider analog neurons. For deep learning that would mean finding analog solutions for the various activation functions. The more biologically inspired spiking networks would rely on an “integrate-leak-and-fire” characteristics which would replace more complicated Si circuitry that currently mimics this function. These networks also use more sophisticated cross-point (synapse) elements with certain temporal characteristics with respect to the received stimulus. [71]. At present time neural networks are dominated by back propagation based deep learning. Genuine spiking networks have not yet entered the commercial space mainly due to a lack of accuracy.

The devices and materials treatment below will consider analog and digital memory elements for cross-bar architectures for deep learning hardware. The focus will be in relation to the needs of the embedded hardware space (described in the previous sections) within which the memory has to comply with the logic process. Many of these materials are also considered for stand-alone non-volatile memory or on-chip cache memories for digital CMOS: however here we will not address those considerations.

3.1 The Case for Non-volatile Memory (NVM):

Various types of memory technologies have been explored for CIM hardware. SRAM-based CIM can achieve maximized performance and speed leveraging mature CMOS technology; The SRAM cell is fast but can only store a single bit, therefore multiple (n) cells are required to store the weight at a given n-bit precision. As noted earlier the SRAM has a large cell size (160-200F²). CIM hardware may require 8-10T SRAMs for increase stability (read/write disturb) and faster operation [72] [73] [74] [75] [31]. Therefore, SRAM is significantly limited in its ability to accommodate large-scale weight matrices. In addition large SRAM arrays will also contribute to the standby current of the chip because of inherent device leakage.

Consequently, there is a demand for dense, low power, on-chip memory, and various candidates have been investigated extensively over the recent years. While they will be discussed in more detail subsequently in this section, in summary the most competitive candidates at present among emerging memories are resistive random-access memory (RRAM) [76] [77] [78] [79] [80] [81] [82] [83] [84] [37], phase-change memory (PCM) [85] [34] [86], and magnetic random-access memory (MRAM) [87] [88] [89] [90] [91].

We now turn to a description of the most significant types of non-volatile memories for digital and analog cross-bars, and their applicability and challenges. We consider memory devices and materials that rely upon resistance changes. This is by far the most common type explored because they are the most compatible and adaptable with existing computational hardware. Other approaches, such as photonic memories, have been explored recently [92] [93]; however, they bring in an additional layer of complication by requiring electrical to
optical conversion and shaping elements for adaptation into a digital environment that is required for additional processing. Additionally, the subject matter, and the challenges involving all-optical memories will require a separate review article.

Resistance changes can be triggered by morphology changes, filament formation, charge diffusion, interface barrier modulation and spin filtering – to name a few. The devices can be two terminal devices, which would enable the highest densities, or three terminal devices. In addition, select devices are often required to avoid parasitic currents (sneak currents) that would create an uncontrolled voltage distribution in the array during write operations. There are five different types of memories we will consider. Since there is considerable slack in the use of terminology and we clarify them below:

1. Phase Change Memory (PCM), where resistance changes are caused by reversible amorphous to crystalline transition of the memory element.
2. Memories based upon the formation of electric field driven conducting filaments, which we will refer to as Resistive Random-Access Memories (RRAM). In such memories, the resistance of the device does not change linearly as a function of device area, because of the localized nature of the filament.
3. Electrochemical Random Access Memory (ECRAM), where resistance of the device is a linear function of device area and caused by solid state electrochemical injection of charge species into the memory device across its entire electrode footprint.
4. Ferroelectric memories, which include two-terminal Ferroelectric Tunnel Junctions (FTJs) and three terminal Ferroelectric Transistors (FEFET), where device resistance is altered by electric field switchable polarization dipoles in a thin ferroelectric layer in the device stack.
5. Magnetic Random Access Memory (MRAM), where the tunneling current between two ferromagnetic metals (separated by a dielectric) can be switched between two states by altering the direction of the magnetic domains in the metals. Also in this group are materials that allow the modulation of magnetic domain sizes in a continuous fashion.

What do we seek out of such memories? Although some of the specifics depend upon specific applications (analog or digital, multilevel or 1-bit memories etc.), they share some critical performance needs. These include:

- systematic temporal stability, i.e., minimal drift of the resistance over time
- low random spatial and temporal variability
- low switching energy - low energy consumption
- high integration density (for comparison SRAM ~ 150F², DRAM ~ 6F², EDRAM ~ 20F²)
- scalability to future advanced technology nodes, and process compatibility for on-chip integration with logic.

For analog CIM we distinguish option (b) and option (c), which we described in Section 1. The material properties for each option are dictated by the architectural choices as discussed in detail in Section 2. We have shown that the material needs may differ, depending upon whether the cross-bar is used for implementing analog MVM only (option (b)) with digital single bit or multi-bit memory elements; or used in an all-analog approach with a sliding conductance scale, (option (c)), to implement MVM and weight update in the array.
Excellent recent reviews on these five types of memories, mentioned above, have been published earlier [94] [77] [95] [96] [97] [98] [99] [100] [101] [102] [103] [104]. Hence, we will not go into the details of these individual memory technologies and approaches. Rather, we will briefly describe the mechanism (for the sake of completion) and then discuss the characteristics of these materials and their applicability towards Compute-in-Memory, which is the subject of this review.

3.1.1 Phase Change Memory (PCM)

PCM is based on chalcogenides that have distinctive resistance depending on whether the alloy is in its crystalline or amorphous phase. A PCM device typically follows a mushroom shape cell structure connected to an underlying electrical heater component shown in Figure 11. Controlling the heat transfer process during Joule heating/cooling enables one to switch arbitrarily between these two phases. The write operations in a PCM involves Joule heating to generate amorphization and crystallization of the chalcogenide alloy. Typically, in a write operation, an abrupt melt process in the material is executed using a short and large voltage pulse through the heater; rapid cooling leads to the melt transforming to an amorphous solid while low-amplitude pulses with long duration are applied to heat up the material to reach crystallization. Partial crystallization can be reached under intermediate heating and the partially crystallized states can maintain the states after the heating is removed, providing a means to implement non-volatile multi-bit memory states or to cover a continuous range.

![Phase change memory](image)

**Figure 11:** Phase change memory: (a), (b) HRS and LRS of phase change memory, respectively. The active material switches between an amorphous (high resistance) and a crystalline (low resistance) state. (c) Resistance vs. programming power for SET and RESET operations. SET operation uses a programming pulse with longer duration but consumes less power compared to RESET operation. Variations in programming (denoted by the grey region around the programming curve) can occur due to microstructural fluctuations and volume of the amorphous phase. (d) Long-term retention of PCM cell typically shows drift in the HRS towards higher resistance values. This can occur due to structural relaxations of the material in the amorphous phase

PCM has been one of the earliest explored non-volatile memories [105] and an excellent description of the mechanism, performance, and scaling characteristics of PCM devices may be found in the review by Jeyasingh et al. [106], and more recent developments in the review
by Le Gallo and Sebastian [100]. The process has been shown to be scalable down to nm dimensions from a materials response perspective [107]. The large contrasts in resistance between the amorphous and the crystalline phase make phase change materials suitable for electronic data storage. Materials typically used are chalcogenide glasses, a representative compound being the ternary GeSbTe. Similar chalcogenide compounds have been used for optical storage media (compact discs) and PCM device development has benefitted from the available scientific and process infrastructure developed for optical memory in the 1990s.

PCM based non-volatile memory products have existed since 2008, including use in mobile phones [108] between 2012-2014, and introduction in a cross-point memory product [109] introduced by Intel. The adaptation of PCM has not been widespread, and its use for CIM faces two intrinsically materials limited challenges. Firstly, for PCM devices the enthalpy of melting dictates the crystalline to amorphous state conversion (called the “RESET” operation) and this is a relatively high number compared to approaches that may rely upon more subtle microstructural changes for resistance change. This leads to high programming currents of ~40 MA/cm², and—depending upon device size—absolute currents typically in the range of 50 mA to ~1 mA. Note that typical energy costs in state-of-the-art GST-PCM cells are ~ 5 pJ and ~30 pJ for the SET and RESET operations, respectively (100 ns write latency). Creative thermal confinement strategies using interfacial layers for RESET power reduction have led to some success [110], but the need for melting the volume element essentially limits the energy efficiency of the PCM approach. Secondly, drift in the resistance, Figure 11d, of the amorphous phase has been shown to follow a power law dependence upon time following a RESET operation [111]. This limits multi-level and MVM utility because of drift in the resistance (or “synaptic”) weights. Drift resilience can be built in with additional micro-architectural approaches [112], but this leads to additional complexity and energy overhead. The resistance drift arises from microstructural changes that are not clearly understood and have been related to stress relief and defect annealing over time. Frozen in, the amorphous phase can have quenched in charged point defects whose mobilities may be adequate for such drift [113] [114].

3.1.2 Resistive Random-Access Memory (RRAM)
RRAM is based on a simple metal-insulator-metal device structure, where the insulator can be metal oxides such as TaOₓ, HfOₓ, AlOₓ or a composite block made of multiple oxide layers. Recently, 2-dimensional (2D) materials and corresponding Van der Waals heterostructures have been incorporated in RRAMs as the switching layer [115] [116]. Halide perovskites [117] and polymers [118] have also being investigated as RRAMs in optoelectronic memory and flexible electronics applications. Metals such as Ta, Pt, Al, Cu, Ag are typically used as the electrodes sandwiching the insulator. In addition, several nanomaterials such as graphene [119] [120] and carbon nanotubes (CNT) [121] have been used as the electrode materials. The conduction mechanism in RRAMs can be described as filament formation/rupture induced by electrically driven atomic or point defect motion in the insulator. Transition from HRS to LRS occurs as conductive filament(s) form in a soft dielectric breakdown process (SET), while the reversed process (RESET) occurs when the filament is ruptured, at least partially, under an opposite electrical biasing voltage with respect to the SET operation. It has been demonstrated that RRAMs can have large dynamic range with the capability of implementing multiple bits per device. Filaments in metal-oxide RRAMs may consist of defect-rich suboxide regions, believed to have oxygen vacancies [122] [123]. This type of memory cell is referred in the literature at times as Valence Change Memory (VCM) (Figure 12 a & b). Filament formation may also occur due to fast-moving metal ions such as Ag, Cu, or Sn [124], which are supplied by one of these metals when used as an electrode (Figure 12 d & e). Such devices have been variously referred to as Electrochemical Metallization (ECM) or CBRAM though there has been loose usage of these terms in the literature. All of these devices are based upon the
common phenomena of electric field driven filamentary aggregation (or disaggregation) of defects, whether they be intrinsic to the host materials, such as point defects arising from non-stoichiometry, for example oxygen vacancies [122] [123]; or extrinsic, such as injected mobile Ag or Cu ions from the electrode [124].

Figure 12: Resistive memory: (a), (b) HRS and LRS of filamentary resistive memory, respectively. The HRS state is governed by a tunneling gap, $L_g$ between the tip of the filament and the counter electrode. Variability in the device parameters can arise due to fluctuations in the filament diameter (d) and the tunneling gap. In addition, Random Telegraph Noise (RTN) and Low Frequency Noise (LFN) can originate from carrier trapping/detrapping at trap sites such as Oxygen vacancies. (c) Typical switching $I$-$V$ characteristics of a bipolar filamentary RRAM. A current compliance (I$_{CC}$) is used to avoid permanent dielectric breakdown. The read operation is carried out at a voltage ($V_{\text{Read}}$) much less than the SET and RESET voltages. The variations in the switching characteristics are represented by the grey regions around the switching $I$-$V$. (d) Strategies to reduce switching voltages: engineering the active material by addition of dopants or increasing the O-vacancy concentration within the metal-oxide. Switching/forming voltage can be also reduced by engineering asperity at the electrode. (e) Reduction of switching voltages and improvement in uniformity can be achieved by controlling filament growth through nanopores or dislocations in the switching material. (f) Interfacial resistance switching can eliminate the stochasticity involved with the filamentary mechanism. This is a bulk effect and can involve modulation of Schottky barrier at the electrode/dielectric interface.
It is important to note that the filament formation (dissolution) caused by the segregation (desegregation) of defect can be controlled by the motion of the atoms or point defects under electric drift field, as well as thermally assisted diffusion. Resistance switching is typically “bipolar”, i.e., filament formation (“SET” operation) and rupture (“RESET” operation) require opposite voltage polarities (Figure 12 c). The current-voltage relationship exhibits strong non-linearity near the switching threshold. Note that the formation of the filament for the first time typically requires higher energy compared to the subsequent switching voltages. This is known as the process of “electroforming”.

There has been extensive exploration of various filamentary devices in the literature for analog [78] [125] [126] [127] [33] [128] as well as digital [129] [130] [131] [132] applications. There are two material issues that are relevant to their performance. The first is the motion of the defects under electric fields which will be aligning in nature and will lead to the filament formation. Opposing this is thermal diffusion which is random and will lead to dissolution of the filament. If the electric drift component is strong and the thermal diffusion low, one has a non-volatile memory. In this case, once the filament is created, diffusion within the material is low enough at ambient temperature that the filament remains. If the components are comparable, then the filament can dissolve spontaneously upon removal of the electric field, and there is no retention of memory. One can then have a two-terminal selector switch instead of a memory. The second issue relates to the filament formation dynamics. If, at a given voltage, an increase in the size of the filament always leads to a lowering of the energy of the system (i.e. \( \frac{dg}{dv} < 0 \)) where g is the free energy of the system, then this will be a runaway process till the filament shorts the dielectric layer, leading to a 1-bit memory. On the other hand, if a small increment in voltage leads to a filament growth to a point where further growth increases the energy (\( \frac{dg}{dv} > 0 \)), then one has a steady state condition with the possibility for multiple memory states as shown in Table I.

| \( \frac{dg}{dv} < 0 \) | Threshold switch | Drift strong and diffusion low | Binary NV memory |
|------------------------|------------------|--------------------------------|------------------|
| \( \frac{dg}{dv} < 0 \) | Analog NV memory |                               | (synapse)         |

Table I: A proposal for classification of the difference performance modes for RRAM devices based upon the free energy of filament formation

Filament driven RRAM devices are similar to PCMs in terms of their scalability, speed of operation and multi-bit storage ability. Typically, they require less RESET energy compared to PCM. However, like PCM, RRAM also suffers from variability in device to device and within device performance. Because of this, product introduction has not been widespread and are still early stage, and confined to standalone memory products. For instance, Fujitsu has recently released an 8Mb oxide-based RRAM (Fujitsu calls it RRAM) built at the 45 nm node [133] with the advantage of very low read currents.
Low voltage operation is desirable; however, it is difficult to lower voltages without affecting other parameters such as ON/OFF ratios. Reduction of forming/operating voltages can be typically achieved by engineering defects (for instance by adjusting stoichiometry of the dielectric oxide, see ref: [31] [129] in the switching layer, or doping [134] [135]). However, this leads to increased off-state leakage current, thereby reducing the dynamic range for a specific SET compliance [129]. In general, using such approaches it has generally been difficult to exceed 5 orders of magnitude in dynamic range (ON/OFF resistances) and generally high dynamic ranges are obtained at the cost of low switching voltages and vice versa. Recently, however, using nano-porous AlOx dielectric hosts (using a modified atomic layer deposition process) and with Ag as the filament forming electrode [136] high (10⁹) ON/OFF ratios and <1V operations have been demonstrated. This was attributed to enhanced mobilities of the metal ions via surface diffusion due to the nano-porosity.

Variability in filamentary RRAM ON/OFF parameters can arise due to the stochastic fluctuations in the filament nucleation and configuration which can lead to variation in electrical response [137] [138] [139] [140]. Reducing variability via the formation of filaments repeatedly at specific locations has been explored in an epitaxial SiGe RRAM by controlled switching through a single stacking fault in the device [141]. This had led to high uniformity with 1% temporal variation in the SET voltage; however, the challenge of placing extended defects deterministically in small devices and at-scale limits its practicality.

The variability of filament-based approaches is the most significant drawback of this approach and has limited the practicability of RRAM. This has led researchers to explore changes that are areal or bulk in nature in order to reduce stochastic variations.

3.1.3 Electrochemical RAM (ECRAM)

In filamentary RRAMs device currents do not scale linearly with electrode area due to the localized nature of the filament. On the other hand, devices that are switched by interfacial or bulk effects are expected to scale linearly with electrode area. One such approach, ECRAM, involves a 3-terminal transistor-like device with a conductive, non-stoichiometric oxide channel that is modulated by a gate dielectric that acts as a solid-state electrolyte for ion or charged defect transport [142], shown in Figure 13.
In one example (Figure 13a) the channel is Li$_{1-x}$Co$_x$O$_2$, and the gate dielectric is a solid-state electrolyte, lithium phosphorous oxynitride (LiPON). Biasing the gate leads to a change in the electrochemical potential at the LiPON- Li$_{1-x}$Co$_x$O$_2$ interface which induces Li ion exchange between the LiPON, and the Li$_{1-x}$Co$_x$O$_2$ channel and an adjustment of the channel stoichiometry on the Li sublattice. The result is a change in the Li$_{1-x}$Co$_x$O$_2$ conductivity. The IBM group [143] has pursued related devices using WO$_3$ (a conducting oxide) as the conducting channel and with both LiPON and other metal-oxide dielectric electrolytes [62] (Figure 13b). These devices are controlled by charge injection and are therefore current controlled. This is in contrast to the devices discussed before in which the filament formation is field driven and therefore voltage controlled. The variability and stability of these devices are significantly improved compared to filamentary devices. The device shows bidirectional switching and characteristics compatible with training tasks. However, as has been described by Solomon et al. [144], the devices are latency limited by slower ionic mobilities, limiting read/write speeds. Charge pileup related dynamics can lead to further problems with speed, particularly during a quick read operation after a write operation. Additionally, the current controlled nature requires a larger circuit overhead and they are therefore less suited for high density integration.

3.1.4 Ferroelectric tunnel junctions (FTJs) and Ferroelectric FETs (FEFETs)
In Ferroelectric tunnel junctions (FTJs) electric field driven polarization switching in a metal-FE insulator-metal stack leads to a change in the potential barrier profile across the FE dielectric layer, shown in Figure 14. This leads to a change in the magnitude of the tunneling current across the stack and indicates the memory state. The overall resistance of the device can change by orders of magnitude as a result. FTJs have a very high base resistance which can be a problem for sensing: FTJs are candidates that arrive from the high resistance side of the spectrum of candidates compared to RRAM and PCM which are candidates on the low resistance side.
Originally, for FTJs, much of the work centered around epitaxial oxides sandwiched between a metal and a conducting oxide electrode substrate that enabled epitaxy (Figure 14 a & b). A representative example is the Co-Au / BaTiO$_3$ (BTO)/La$_{0.6}$Sr$_{0.33}$MnO$_3$ (LSMO) stack [145]. While ON/OFF ratios can be of the order $10^4$ [146], the need for an epitaxial layer and compatibility with CMOS processes limits applicability.

Discovery of ferroelectricity in doped HfO$_2$ [147] provided an alternative materials library for FTJs, obviated the need for epitaxial films and enabled CMOS compatibility. Several dopants including Si, Zr, Al, Y and La have been observed to induce ferroelectricity in HfO$_2$ films. Origin of this ferroelectricity has been identified with the emergence of the non-centrosymmetric orthorhombic phase ($Pbc 2_1$ space group) and is believed to be related to displacement of the oxygen sublattice positions [148] [149] [150]. TiN or Pt have been used as electrodes, and while endurance and retention are good, the ON/OFF ratios for two-terminal devices have been relatively low [151], and ON currents are low, ~0.1mA/cm$^2$. This leads to poor sense margins, complicated sensing mechanisms and longer sensing times [152] [153] in considering [153] NVM applicability, and leads to more complicated circuit designs.

**Figure 14:** FTJ/FEFET: (a) and (b) represent two different orientations of polarization in a ferroelectric tunnel-junction. The tunneling resistance of the junction changes according the direction of polarization. (c) Evolution of resistance as a function applied voltage in an FTJ; grey region indicates variability. (d) Structure of a ferroelectric field-effect transistor (FEFET) with a ferroelectric gate dielectric (FE) and an interlayer dielectric (typically SiO$_2$). Reversal of ferroelectric polarization in the FE layer changes the threshold voltage of the transistor (e). Several factors can contribute to the variability in a FEFET device. Increase in trap density leads to a decrease in the overall memory window. Reduction in the number of ferroelectric domains have been shown to affect uniformity. Control of trap density and engineering of domain size can be some of the strategies to improve FEFET performance.
As a result, ferroelectric HZO films have been explored in a three terminal geometry where the FE HZO is the gate dielectric (and memory element) in a Ferroelectric Field Effect Transistor (FEFET) element (Figure 14d). Application of a gate voltage of a certain polarity leads to the ferroelectric domains getting oriented in a certain direction. Reversal of the electric field will result in ferroelectric domain growth in the opposite direction. The threshold voltage of a FeFET will change according to the direction of ferroelectric polarization in the gate dielectric. Yu et al. [153] have extensively discussed HfZO based FEFETs for synaptic applications in a recent review. The advantage of this technique is a reasonable sensing current (and therefore good read latency), and the compatibility and knowhow that already exists for HfO2 based transistor technology. Additional potential advantages of this approach are fast switching (~10ns) [153] at low energies. Datta et al. [154] have reported a BEOL compatible Indium–Tungsten–Oxide (IWO) channel transistor with a HZO ferroelectric gate dielectric that showed 2 bits/cell, an endurance of $10^8$ cycles (with a memory window of ~0.5V), and a ON/OFF ratio of ~ 4. Mulaosmanovic et al. [155] using a 28 nm process flow and a Si channel transistor have shown 5 threshold voltage levels ($V_t$) levels in a single device, and controlled potentiation and depression. Global Foundries [156] have demonstrated a 22nm HZO gated Si channel FEFET, with a memory window of ~1.5V, cyclability of $10^4$ and ON/OFF ratios of a few hundred. While these are promising results, it is fair to state that the issues of cyclability, ferroelectric fatigue, device to device variability and charge trapping remain to be explored in detail. Charge trapping can lead to screening of the FE dipole, leading to drift in $V_t$ over time and shrinkage of the memory window. Device to device variability is a second challenge, and likely related to nonuniformity in the content and distribution of the orthorhombic FE phase from device to device. This is a problem that will likely get worse with reduced dimensions. In a FEFET device, the fraction of polarization domains of opposite orientation in the gate insulator can be tuned by applying bias at the gate terminal. This will gradually shift the threshold voltage ($V_t$) of the transistor, causing either an increase or decrease in channel conductance depending upon the direction of $V_t$ shift. This can lead to “analog” memory, though charge trapping inducing drift and device to device variations limit the practicality of this specific approach.

3.1.5 Magnetic tunnel junctions (MRAM amd MTJ)
MRAMs utilize the relative orientation of magnetic spins to store information. The fundamental mechanism that MRAMs rely upon is the tunneling of electrons across a barrier layer sandwiched between two ferromagnetic electrodes, forming a magnetic tunnel junction (MTJ). One of the ferromagnetic layers is referred to as the fixed/hard layer which has fixed magnetization orientation, and the second layer is the switchable layer referred to as the free/soft layer as shown in Figure 15a.
The high or low resistance state of the MTJ is determined by the tunneling magnetoresistance (TMR) between the two layers when they have anti-parallel or parallel magnetic orientations respectively. The TMR depends strongly on the materials used for the electrodes and barrier layer, their thickness, and interface and structure. The commonly used material currently in MRAM is CoFe-based thin films for magnetic layers and MgO as the barrier layer. TMR ratios higher than 200% have been reported in CoFeB/MgO/CoFeB MTJs [102] with reports showing a TMR of up to 600% at 300K [157] The TMR ratio increases with crystallinity of the layers and with interfacial perpendicular anisotropy due to hybridization of Fe-3d and O-2p orbitals at the interface. To have the magnetization of the fixed layer stable, typically there is an adjacent antiferromagnetic layer such as PtMn, IrMn or in recent years a synthetic antiferromagnet is used which consists of two ferromagnetic layers separated by a non-metallic spacer layer such as Ru has also been used.

Depending on the writing mechanism which switches the magnetization of the free layer, MRAMs can be classified into toggle MRAM – where an external magnetic field is used to switch the magnetization, STT/SOT MRAM – where an electric current is used to switch the magnetization. The current state-of-art MRAMs are based on the spin-transfer-torque (STT) where the electric current flows through the MTJ, and with sufficient current density, a torque is exerted on the magnetization due to transfer of spin angular momentum from the spin-polarized conduction electrons to the local magnetic moment. These are two terminal devices and typically form a 1MTJ-1T structure as shown in Figure 15a STT-MRAMs are a mature technology with several companies manufacturing and integrating these with 22 nm CMOS technology in 16 and 20 Mb memory array [158], [159], [160]. The current densities required to switch the magnetization are relatively high and impact the endurance of the device, thus putting limitations on future scaling of these devices as well as the energy cost (~ 100-1000fJ/bit) [102]. To overcome these deficiencies, an alternate mechanism relying on spin-

**Figure 15:** STT MRAM STT MRAM is a two terminal device with write and read path are the same. Endurance concerns limiting the write current. STO MRAM is a three terminal device in which read and write path are separated, eliminating eddurance concerns for the magnetic tunnel junction.
orbit torques (SOT) has been proposed [161]. As shown in Figure 15b, the SOT-MRAM Cell is based on an MTJ placed on top of a heavy metal (HM) layer. When a transverse charge current is applied along the HM layer, an interfacial spin current will be generated flowing into the adjacent MTJ (due to the spin-orbit coupling), and the interfacial spin current can also switch the MTJ. Some of the commonly used materials for HM are Pt, Ta which give slightly lower TMR than W due to crystallographic orientation mismatch [162]. Thanks to the decoupled read/write paths, the write current of SOT-MRAM is no longer constrained by the resistance of the tunnel junction, which allows to apply large write currents in the HM layer without concerning the MTJ endurance. Enabling larger write currents will lead to faster magnetic switching, which will translate to low write latency. However, since the write path and read path are now separated, 2 transistors will be needed for controlling the read and write accesses. SOT-MRAM with 2T1R structure can have larger cell area than STT-MRAM, but it is still denser than the 6T SRAM. Therefore, SOT-MRAM can potentially reach the performance of SRAM while still providing improved on-chip density and non-volatility.

Another new developing MRAM technology is based on voltage controlled magnetic anisotropy known as VCMA-MRAM [163]. The application of electric field strongly modulates the anisotropy arising at the ferromagnet-oxide barrier layer interface thereby changing the coercive field for switching the FL magnetization. It has been demonstrated that using unipolar voltage pulses the FL magnetization can be reliably switched between two states. The significant advantage of this approach is that it uses low energy as there is minimal current required for switching, and is promising approach for scaling the devices. However, SOT-MRAM and VCMA-MRAM are still in a nascent stage of development and may require more optimization to address numerous device and material challenges before reaching maturity. Particularly, the integration of heavy metal with MTJ poses additional challenges for the device fabrication and achieving efficient deterministic SOT switching of perpendicular MTJ, or high write error rates for VCMA especially without assistance of magnetic fields remains a challenge.

Overall MRAMs offer several advantages, compared to PCM, RRAM and ECRAM, such as higher endurance, fast write speeds, and long retention times at reasonable scalability. These devices are easily integrable into a cross-bar array with several demonstrations already shown, with existing MRAM products commercially available. There have been already some demonstrations using MRAMs for neuromorphic computing. Recent work from Samsung has shown a 64 x 64 cross-bar array of STT-MRAMs integrated with 28nm CMOS technology to realize in-memory computing [164]. Work by H. Yan has also shown development of a deep-learning accelerator framework based on STT-MRAMs [165]. Newer approaches based on SOT-MRAM has also been demonstrated for accelerating graph processing applications with 5x speed up and 4x higher efficiency over DRAM based computing [166]. The integration of VCMA-MRAM with diodes can offer possibility of selector included with memory element in a cross-bar array [167].

One of the major limitations of MRAM based devices is that they are memory elements with a one-bit capacity. This limits their use for analog in-memory compute to option (b). There has been work to overcome this challenge such by using two MTJs with varying size/area to create multi-level bits. Voltage controlled domain size modulation [168], similar to ferro-electric tunnel junctions, would provide the means for multiple resistance states required for option (c). If the required granularity of about 100 steps can be achieved is currently an open question. There also still remains the problem of high write currents required for sufficient write fidelity and if the required noise margins can be reached.
3.2 Implementation in MVM

There have been an increasing number of NVM cross-bar implementations in the literature. The implementations have focussed on inference, which bypasses training issues related to the switching behavior of the NVM elements on one hand and the higher complexity of the peripheral circuits on the other. Embodiments have been of various complexity: from printed circuit board (PCB) assembly of peripheral circuitry with NVM array chiplets to fully integrated solutions. Performance demonstrations have typically employed the MNIST dataset of hand-written digits. These are images at an 8 bit gray scaled with 28 x 28 pixels producing an input vector of 784+1 (the 1 is added as a bias needed for the back propagation algorithm) 8 bit numbers. Often the pictures are cropped to smaller size to accommodate the hardware capacity. As a benchmark, the best software solution for this data set achieves a classification error of > 99%. Reported numbers of speed and energy efficiency of the hardware demonstrations can be difficult to interpret: a fair comparison for benchmarking needs to include all components of the system from data in to classification error out. Therefore, we will not comment on these numbers but instead focus on functionality, accuracy and identified challenges. The MVM demonstrations described below are based upon PCM, RRAM and MRAM memories.

3.2.1 RRAM based MVM demonstrations

In [169] a RRAM based cross-bar array with off-chip peripheral circuits was built with a Ta/HFO$_2$/Pd stack as a switching element accessible through a select transistor. Device operation was limited to the high conductance regime (100 to 700µS) to minimize non-linearities. Weight transfer was done by individually programming the cross-point devices with 64 step granularity (6-bits), and with a conductance spread of about 10µS. The demonstration vehicle was a one-layer (96 x 40) network for hand written digit classification (MNIST) with input data manipulated to fit the 96x40 array. Classification error was 89.9% which was 2.5% shy of theoretical expectation for the same configuration. Repeatability and temporal stability data were not reported. Considering the simplicity of the network the 2.5% degradation of accuracy (compared to expectation) is most likely related to inaccuracies due to the weight transfer and noise issues in the multi bit cell.

A fair assessment of RRAM NVM cross-bars for in memory compute is given in [170]. They investigated a 64 x 64 cross-bar array with Al$_2$O$_3$/TiO$_2$ RRAM cross point elements without a selector device. Weight transfer without a select device provides a challenge and the authors employed different signal tuning approaches to avoid half select disturbances during weight tuning. Weights are transferred from the learned model onto a sliding conductance scale into the RRAM elements. The paper contains a careful analysis of endurance and conductance drift behavior. Measurements show a window of 10$^5$ cycles (limited by experimental set up and not the device) and a drift of 0.7% per month with a spread estimated at 1.6% over two years. This work highlights a path to improve the yield of passive (no select device) cross-bar arrays with reduced variability and compatibility to CMOS back-end-procesing.

A more complex network implantation using RRAM MVMs is presented in [171]. This paper tackles one of the more complex issues related to in-memory computing as noted earlier: convolutional neural networks (CNN). The considered network consists of two convolution layers and one fully connected (conventional matrix) layer. The hardware implementation is based on eight 128 x 16 sub arrays mounted on a PCB board that contains all supporting peripheral logic. The array itself is a 1T1R architecture with a TiN/TaOx/HfO/Ti RRAM stack. The weights are initially determined by software training and transferred in an
individual close loop write in a 2μS to 20μS conductance window with a granularity of 8 levels for positive and negative signed weights each. With 95.53% achieved accuracy the measurement falls short of the 97.99% expected theoretical accuracy for this network configuration. The imperfection of the RRAM devices is mitigated, in part, by in-situ adjusting the weights in the fully connected layer for better accuracy. Since CNNs are expected to perform better in image classification than simple fully connected networks it stands to reason that the impact of material imperfections play an important role in explaining the degraded accuracy inspite of the mitigation techniques employed.

In [172] a fully integrated solution with array and peripherals on one chip was demonstrated using a 130nm technology. This requires a NVM solution that is fully compatible with conventional CMOS processing. The unit cell was a 2T2R architecture to accommodate a signed weight value (two RRAM per unit cell) with a HfO/TaO based RRAM memory element. In the MNIST demonstration a 3bit weight quantization was used on an 784 x 100 x 10 two-layer fully connected network with a classification accuracy of 94.4%, 2% shy of the expected result. They report a low end resistance value of < 100kΩ. No information is given about the conductance operating range. No correction for device variations is reported. As discussed further below the classification accuracy will critically depend on the weight transfer and material stability which both contribute to the degraded classification accuracy.

3.2.2 MRAM based MVM demonstrations

The possibility of MRAM NVM has been explored in [173]. As noted earlier MRAM’s limitations are that the element can only hold one bit of equivalent information, and the resistance of the device is low, limiting array size. Accuracy can be improved by bit slicing the weights as discussed in Section 2. In this early demonstration, the authors have a base array of 64 x 64 MRAM cells that was reused sequentially to meet the 784x128 and 128x10 layer dimensions for their MNIST demonstration, leading to 26 weight transfer operations per image. A one-bit accuracy for the weights was used, to avoid bit slicing. The weights were determined by software training in floating point precision initially, followed by moving to one-bit weights used in the array for inference. The reported accuracy of 93.23% falls 2% short of the expected accuracy of their network configuration which is a significant accuracy loss. Noise issues in a one-bit weight storage should be of minor importance since the memory states should be well separated. Apparently this is not the case for this demonstration which points to read out noise in the accumulation process which is another source that can degrade performance.

3.2.3 PCM based MVM demonstrations

More recently, two other fully integrated approaches were demonstrated [174] [175] using a PCM based cell architecture that accommodated signed weights based on multiple PCM elements per unit cell. The system was composed from tiles that contained the analog arrays and peripheral circuits for data conversion and activation. Both approaches used carefully tuned, pretrained weights that were transferred into the analog arrays. For the simple fully connected MNIST example on a two-layer network (512 x 252 x 10) they achieved classification accuracies of 97.13% and 98.3% compared to the theoretical expectations of 97.73% and 98.3%, respectively. Potential for scalability was shown in [175] in which a convolutional network with 9 layers was demonstrated using the CIFAR10 dataset. This dataset is of considerably higher complexity that the gray scale MNIST dataset and a respective classification accuracy of 85.6% was achieved compared to the expected 88.4%. 
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What this example highlights is that network complexity, data complexity, and hardware tuning play an essential role in the quality of the results and that a software equivalent classification error that is reached for smaller simpler networks does not necessarily translate to more complex situations.

3.2.4 Overall comments regarding cross-bar demonstrations

What can we infer about the materials and device performance from these early demonstrations? A few comments in common can be made. All of the demonstrations were for inference and therefore challenges relating to training and the effects of device non-linearities and variability remain largely unexplored. For inference, the results are mostly demonstrative in nature given the early stages of this technology, and we lack adequate information about drift and long term stability. Four of the demonstrations show that the experimental results are 2-3% less accurate than theoretically anticipated. This is a significant discrepancy considering that these are relatively small cross-bars and simple data sets (grey scale no color); it points to scaling challenges to larger networks and more complex data sources. There could be various non-idealities triggering this. Low resistance of the memory element can lead to higher currents and a voltage drop from one end to the other of the metal lines in the cross-bar. This can be exacerbated for MRAM arrays due to the low resistance of MRAM (13-26kΩ) which can limit its use in more complex networks. Analog noise has been ascribed as another source of the discrepancy. Discrepancies can also arise from variations in the performance of the NVM elements and extendibility to larger networks can be questionable due to noticeable impact of device variations in the loss of accuracy.

On the other hand these successful demonstrations—particularly the fully integrated solutions with the peripheral circuitry and cross-bars on the same chip—establish the compatibility of the NVM materials with CMOS process flows. The demonstrations from refs. [174] [175] using PCM devices show that it is possible to shrink the gap between the experimental cross-bar results and theoretical expectation by understanding the material issues like noise and drift and the need to devise mitigation strategies for weight transfer and circuit solutions in parallel. While non-idealities in device performance can be countered by more complex hardware designs and corrective or tuning algorithms, the overheads in energy and costs for such accommodations remain unclear. While the demonstrated results for simple networks is encouraging there is a long road ahead for this technology to compete in the market place.

4 Discussion

We now turn to a discussion of the relative performance characteristics of the major NVM candidates that have been used to demonstrate working cross-bar inference engines: PCM, RRAM and MRAM. We frame this discussion in reference to performance requirements from the NVM for the digital memory-analog compute, and all analog compute cases discussed in Section 2. In addition, in the summary table in Section 6 we give a snapshot of the important parameters for the NVM material classes discussed in this paper for reference.

Note that despite the tremendous progress made over the recent decade, resistive NVMs are still not considered as a mainstream choice for memory solutions because of performance challenges that remain to be resolved. This is true for both the on-chip case (as in a cross-bar or cache application) and as standalone or external memory. In particular, and in the context of on-chip applications such as cross-bars, a large performance gap remains between most
resistive NVMs and SRAM in terms of access speed, write energy and endurance. However, as has been noted earlier SRAMs are not the best fit for cross-bar memories because of their large footprint (and therefore low integration density) and also, to an extent, because of their 1-bit capacity. Table II summarizes a device comparison of SRAM and leading NVM candidates for on-chip memory applications such as cross-bars.

| Property       | PCM | RRAM | MRAM | SRAM | eDRAM |
|----------------|-----|------|------|------|-------|
| Storage Density| High| High | High | Low  | Medium|
| Ron/Roff       | High| High | High | High | High  |
| Non-volatility | Yes | Yes  | Yes  | No   | No    |
| Standby Leakage| Low | Low  | Low  | High | High  |
| Cell Area      | 16F²| 16F² | 30-80F² | 160F² | 30F²  |
| Write Energy   | 6nJ | 2nJ  | < 1nJ | < 0.1nJ | <0.2nJ |
| Write Latency  | 150ns | 100ns | 10ns | < 1ns | 1-2ns |
| Endurance      | 10⁷ cycles | 10⁴ cycles | 10¹⁵ cycles | > 10¹⁶ cycles | > 10¹⁶ cycles |
| Multi-Level Cell| Yes | Yes  | No   | No   | No    |

**Table II:** Comparison of NVM, SRAM, eDRAM performance for on-processor chip digital memory applications. The numbers illustrate and are broadly indicative of the qualitative differences in performance for the different materials and device approaches.

Among the NVM candidates, MRAM is the most mature, with proven endurance (>10¹⁵ cycles), minimal drift and variability, good access time (~10-20ns), possibility of 2-4x higher on-chip density than SRAM, and at an advanced stage of development. The drawback of MRAM for crossbars is its low resistance which makes it prone to parasitic IR drop and higher power consumption; as well as the relatively low ON/OFF ratio (in the context of overall low resistance) and the binary (1 bit) storage capacity. Out-of-plane (perpendicular) spin polarized STT-MRAM [176] are currently considered the most promising candidate for embedded on-chip memory for high performance computing hardware because of the potential of higher density compared to in-plane spin polarized STT MRAM. The write latency limitation of STT-MRAM depends upon the write current density across the tunnel junction device. Low write latency and write error requires higher write currents, which impacts the endurance of the device negatively and increases power consumption. The recently developed prototype of spin-orbit-torque (SOT) MRAM [161], technology can potentially alleviate some of these issues by separating the read and write pass at the cost of cell area [48] [177].
Note that because of its 1-bit nature, MRAM will require multiple arrays to map high precision weights compared to using multi-bit RRAM or PCM. This will have an area impact and therefore the number of weights that can be implemented on a chip. Note however that there is a tradeoff—1-bit memory relieves the complexity and size of the ADC required. The low resistance of MRAM will also limit the array size due to voltage drop and power supply issues that will limit to operate the entire array in parallel. In addition, the tile area efficiency for smaller arrays decreases because for smaller arrays the ADCs will consume a relatively larger part of the tile area. Magnetic domain-controlled tunnel junctions may offer the possibility of multi-bit storage, however, their maturity has not advanced for practical use.

Compared to MRAM, RRAM and PCM offer the advantages of compact cell size, large ON/OFF ratio and multi-bit capability [78] [171] [178] [179]. However, due to the underlying conduction mechanisms in the devices, PCM and RRAM suffer reliability issues such as large device variations and retention failure due to conductance drifting and fluctuation over time [94]. In light of the variability and programmability issues with multibit devices, some recent demonstration of integrated RRAM CIM chips used binary weight storage (LRS and HRS), and partitioned high precision matrix elements to multiple memory cells [180] [181].

Compared to other candidates, PCM is energy hungry (> 10pJ) and takes longer time (150ns) to program through the heating-induced crystallization and amorphization [101]. While RRAM has a lower write energy and can be faster than PCM, it requires high programming voltages in order to activate filament formation under electrical fields. Moreover, the oxide-based devices typically have lower endurance (10^6-10^9 cycles) and suffer significant device-to-device and cycle-to-cycle variations due to the induced defects and stochasticity during the filament formation-dissociation process. In addition, both PCM and RRAM suffer conductance drift over time or under continuous write cycles, which may lead to loss of stored information.

As long as the application space is limited to inference, both PCM and RRAM are good candidates. Their high write cost is of minor concern because memory write only occurs either when the weights are transferred onto the array or at an occasional refresh to mitigate a possible systematic drift of conductance values. For most of the time these arrays will provide stationary weights that are read only during the MVM operation. Both memory elements can be used either as digital single-bit or multi-bit storage elements or in a continuous range of conductances encoding the weight value. While the first two benefit from digital discretization which allows reproducibility, the latter suffers from the reproducibility of analog values. As discussed earlier, the weight transfer into an analog storage mode requires special considerations [182] [183]. Larger array sizes are a challenge for both candidates because of their high conductivity. This is a point to consider with respect to scaling to on-chip systems that can contain hundreds of millions of weights. Although both PCM and RRAM lack the endurance of MRAM, it should not be a major concern if only an occasional write occurs. Little is known how temperature effects the overall weight population and its impact on classification accuracy.

The classes of devices that are suitable for training implementation are either symmetrically switching devices with back propagation or asymmetrically switching devices that have a symmetry point with the modified back propagation algorithm. The wider class of asymmetrically switching devices comes at an algorithmic cost that requires an additional analog array [57]. PCM devices that are neither symmetric nor have a symmetry point are not natural candidates to implement training. However, PCM based training demonstrations are found in the literature [58] [25] [53].
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For all-analog training, RRAM and ECRAM deserve a closer look because they allow the adjustment of their conductivity on a continuous bi-directional scale which is not possible with either MRAM or PCM. Further more, RRAM and ECRAM usually have a symmetry-point that allows the implementation of the modified back-propagation algorithm. However, their low resistance range of several 10kΩ to 100kΩ prohibits the use of larger arrays to address a high weight density. The desired target resistance range around 10MΩ would provide a competitive base. Future research on these materials might benefit in approaches for increasing this base resistance. In addition, current materials are still too noisy and unstable to be useful. Temporal and spatial noise reduction would be a key problem to tackle in conjunction with increasing the resistance.

The more exploratory NVM Spin domain controlled MTJs and polarization controlled FTJs can address the resistance problem, and perhaps, enable a continuous resistance range that can operate bidirectionally. Unfortunately, these materials are not mature enough to be useful. Improved reproducibility of the switching behaviour due to charge trapping (FTJ) or domain wall pinning (MTJ) will be needed to make them viable candidates for all analog CIM.

The integration density of the NVM that can be achieved is important. The more information that can be packed in a mm², the larger the network that can be stored on one chip. The minimum cell area possible would be 2 x 4F², since to support a signed weight two conductances are required. This estimate, of course, excludes select devices or other circuitry in the cell. For instance, a current or charge controlled memory element would require a current source located in each cell [184]. Among the leading NVM candidates, RRAM and PCM are the most attractive in this respect providing compact cell size (16F²), and large ON/OFF ratios with multi-bit capability. The cell size by itself however, is not the only consideration. As we have discussed in Section 2 the implementation of an analog MVM engine often requires using multiple arrays to represent the weight matrix (bit slicing) which will increase the effective cell size. This increase will depend upon the number of bits stored in the memory cell—the more the number of bits/cell, then lesser the number of arrays required and the smaller the effective cell size. The effective cell size per weight is additionally determined by integration trade-offs such as placing the NVM materials in the upper layers of the metal stack on top of the select devices. As mentioned earlier, depending on the complexity of the selector devices the cell-size might be dominated by the selector transistors rather the NVM element itself. Indeed, for today’s implementations, the area is not constrained by the array itself but rather by the peripheral circuits, and in particular the ADCs. ADCs can occupy a significant part of the tile (Figure 3). It is particular a concern for smaller array sizes for which the ADC area occupies a relative larger portion of the tile. This is a consideration for the scalability to larger systems that involve bit slicing.

5 Conclusion

Considering the rapid growth of large deep learning networks, and the essential importance of the repeated matrix-vector-multiplication (MVM) operation in their execution, cross-bar MVM based compute-in-memory can be an essential hardware element of future computing architectures. They have the potential to provide significant benefits in power efficiencies and latency, particularly for training tasks, compared to CMOS. Such approaches use both digital, as well as analog synaptic non-volatile memory, and rely upon an analog multiply-and-
accumulate (MAC) step that approximately scales as $2w_{total}/t_{int}$ where $w_{total}$ is the number of weights and $t_{int}$ is the integration time of the sensing circuit. Embedding an analog device element within a digital ecosystem, however, places unique challenges upon the materials and physics for non-volatile memory function, devices and circuitry. In addition, the progress of CMOS microarchitectures provides a formidable and constantly evolving moving target. Using a co-design viewpoint from microarchitectures to the materials and physics, we evaluate the status of current non-volatile memory candidates for cross-bar based CIM in terms of overall sub-system performance, scalability, energy consumption, latency and size. We do this for both analog as well as digital memory. To date, there is no candidate that fulfils all requirements, and the challenges, as well as the energy efficiency payoff benefit are more significant for training compared inference. We establish specific targets that candidate NVM materials must meet in order to be satisfactory, not from a single device performance point of view, but from the sub-system perspective that includes the cross-bar and its constituent materials as well as the sensing and analog to digital conversion. The performance of various current and emerging candidates, including those that rely upon spin angular momentum transfer (MRAM), phase change (PCM), solid-state ionics or defect (extrinsic or intrinsic) migration (RRAM, ECRAM) etc. are however, promising enough, that the requirements for the candidate materials do not seem out of reach and can be a worthwhile challenge for materials scientists.
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6 Summary Table

Please note: data in table is for single device elements only

| Memory Type | PCM | RRAM | CBRAM | Interfacial RRAM | ECRAM | FEFET | FTJ | STT-MRAM |
|-------------|-----|------|-------|------------------|-------|-------|-----|----------|
| Mechanism and control | Morphology change heat [1-3] | Filament formation/rupture field+heat | Filament formation/rupture field+heat | charge, tunnel barrier | ionic diffusion changes channel conductance | Polarization switching of gate dielectric | Change in tunnel electroresistance |
| Typical digital (bit capacity)/ Analog | up to 4 bits [1-3] | up to 4 bits [12-15] | Analog [30-33] | Analog [34-37] | up to 5 bits [38] | 1 bit | 1 bit [52-55] |
| Number of terminals | 2 [1-2] | 2 [12] | 2 [18, 24] | 2 [30] | 3 [34-37] | 3 [38-45] | 2 [51-53] | 2 [52-55] |
| Min. cell size in F2 | 4 [1] | 4 [12] | 4 [18, 24] | 4 | 6 | 4 |
| Representative switching materials | GeTe-Sb2Te3 alloys, doped Sb2Te alloys, Sb2S3, Sb2Se3 [1-2] | M-Ox (M: Hf, Al, Ti, W); [12] 2D MX2(M:Mo, W; X:S, Se); [16] 2D hBN [16] | M-Ox [18, 24], 2D-TMDC [16], 2D-nitride [16,26] | Oxide Perovskites [30] | LiPON/LiCoO2; LiPON/WO3; PEDOT:PSS/EI M:TFSI [34-37] | doped HfO2 [38-45] | BTO/LSMO, HZO [51-53] | CoFeB/MgO [52-55] |
| Representative electrodes | TiN, Al, W, CNT [1-2, 4-6] | TiN, W, Au, Pt, Ti, Al, Gr [12, 17] | Cu, Ag, Sn, CuTe, ZrTe (active); [24, 27, 28] TiN, Pt, Au (passive) [24] | Pt, Ti, Al, TiN [30] | Si (gate), Ti/Au [34-37] | TiN [38-45] | Co/Au, TiN [51-53] |
| Separate device initialization | Initial RESET [2] | Electroforming [12] | Electroforming [24] | Yes [30] | No [34-37] | No [38-39] | No [51-53] | No |
| Nature of switching | Unipolar [3] | bipolar; unipolar [12] | bipolar; unipolar [24] | bipolar [30] | bipolar [34-37] | bipolar [38,39] | bipolar |
| Switching non-linearity | > 1 [7] | > 1 [18] | > 1 [18] | > 1 | <1 (limited range) [34-37] | > 1 [18, 38] | > 1 [51] |
| Typical Vthreshold/Vset | 1-2 V [2, 8] | 1-2 V [12] | < 1 V [24] | 2-4 V [30] 0.075 - | 2-5 V [38-45] | 3-6 V [51-53] | 0.5-1.5 V [55, 62] |
| Typical Vreset | 1-2 V [12] | < 1 V [24] | 2-4 V [30] 0.075- | 2-5 V [38-45] | 3-6 V [51-53] | 0.5-1.5 V [55, 62] |
| Typical read voltage | < 0.5 V [2,8] | <0.5 V [20, 21] | < 0.5 V [24] | 1 V/-1V [31] 0 V | 1V [38] | 0.1 V [51] | 0.1- 0.24 V [55, 56, 62] |
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| Property | Value |
|----------|-------|
| Typical write speed (standalone) | 10-100 ns [3, 8, 9] |
| | 10 - 50 ns [12] |
| | 10^4 - 10^5 ns |
| | 5 ns - 1s [34-37] |
| | 20 - 100 ns [38] |
| | 20ns -50 us [51-53] |
| | 20 - 200 ns [55-62] |
| Typical ON/OFF ratio | 10^3 - 10^5 [1-3] |
| | > 10^2 [12] |
| | 10^3 - 10^7 [24] |
| | 10^2 - 10^4 |
| | 10^2 - 10^3 [34-37] |
| | > 10^2 - 10^4 [38-44] |
| | 10^2 [51-53] |
| | <10 [55-62] |
| G low (S) | 0 [10] |
| | Passive: 0-145 us [19] |
| | Active: 10 - 100 us [19] |
| | 0 [27] |
| | 25 nS [31] |
| | 0 [34-37] |
| | 0 uS [38] |
| | 14 uS [53] |
| G high (S) | 50 uS [10] |
| | Passive: 5-175 us [19] |
| | Active: 60-900 us [19] |
| | 200 uS [27] |
| | 150 nS [31] |
| | 300 uS [34-37] |
| | 50 uS [38] |
| | 35 uS [53] |
| Typical write energy (J) | Set < 10 pJ |
| | RESET < 100 pJ [3, 9, 10] |
| | 100 Ω - 10 pJ [18] |
| | 1-100 pJ [27] |
| | >100 nJ [31] |
| | <1Ω (<=500 nm channel) [34-37] |
| | 1- 10 Ω [46] |
| | 2 pJ [53] |
| | > 100 Ω [55-62] |
| Typical read energy (J) | ~1-10 Ω [LRS]; |
| | ~0.1-1 Ω [HRS]; |
| | ~1-10 Ω [LRS]; |
| | ~0.1-1 Ω [HRS] |
| | ~ 100 pJ [LRS]; |
| | ~10 pJ [HRS] |
| | for area ~ 8x10^5 nm² |
| | ~100 Ω |
| | ~16 Ω [HRS] |
| Typical endurance | 10^6 - 10^9 [11] |
| | 10^5-10^8 [12] |
| | 10^5-10^8 [24] |
| | 10^2 - 10^7 [30] |
| | 40 - 10^5 [34-37] |
| | 10^3- 10^8 (Omega gate) [38-46] |
| | 50 - 1000 [51-53] |
| | Unlimited; |
| | > 10^5 tested |
| Temporal drift | Structural relaxation of amorphous phase; |
| | 1/f noise, RTN |
| | 1/f noise [3] |
| | RTN [29] |
| | Depolarizing field; |
| | leakage through traps [47, 48] |
| | Stochastic switching due to thermal noise |
| Temperature sensitivity | yes |
| | yes |
| | yes |
| | yes |
| | yes |
| | yes |
| | yes |
| Demonstrated dimension | < 10 nm [3, 5] |
| | < 10 nm [22] |
| | 10 nm [24] |
| | 150 nm [31, 32] |
| | 500 nm channel [34-37] |
| | 30 nm channel (planar); |
| | 60 nm FinFET; |
| | 30 nm Omega FET [38-45] |
| | 350 nm [51] |
| | 15 nm [57] |
| Max process temp. | < 400°C [2] |
| | < 400°C [12] |
| | <400°C [18, 24] |
| | <400°C [30, 31] |
| | 400°C (MOCRAM) [34-37] |
| | 500-600°C (anneal) [38] |
| | 500-600°C (anneal) [51-53] |
| Comments | Devices with operating voltages < 100 mV or operating currents < 1 nA require additional studies on long-term stability, array-level practicality | Switching speed is relatively low | Large-arrays yet to be demonstrated; additional studies on T-stability, variability and reliability necessary | MLC operation and long-term endurance can be a challenge | Large leakage and depolarizing fields; Small remnant P at ultralow thickness |
|----------|--------------------------------------------------------------------------------------------------------------------------------|----------------------------------|---------------------------------------------------------------------------------|----------------------------------------------------------|----------------------------------------------------------|
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