The Effects of Working Memory and Probability Format on Bayesian Reasoning
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Bayesian reasoning is common and critical in everyday life while the performance on Bayesian reasoning is rather poor. Previous studies showed that people could enhance their performance by applying cognitive resources under the natural frequency format condition. Working memory is one of the crucial cognitive resources in the reasoning process. However, the role of working memory on Bayesian reasoning remains unclear. In our study, we verified the effect of working memory on Bayesian reasoning by evaluating the performance of participants with high and low working memory span (WMS); we also investigated if working memory as a kind of cognitive resource can affect Bayesian reasoning performance by manipulating the cognitive load in a dual-task paradigm among participants with no-, low-, and high-loads. We found the following: (1) The Bayesian reasoning performance of high WMS participants was significantly higher than that of low WMS participants. (2) Performance under natural frequency condition was noticeably higher than that in standard probability condition. (3) Interaction between working memory and probability format was significant, and the performance of participants with high-load in natural frequency condition was higher when compared to those of participants with no- and low-load. Therefore, we can conclude that: (1) Working memory resource is a major factor in Bayesian reasoning. The performance of Bayesian reasoning is influenced by working memory span and working memory load. (2) A Bayesian facilitation effect exists, and replacing the standard probability format with a natural frequency format can significantly improve Bayesian performance. (3) Bayesian facilitation occurs only in participants with sufficient working memory resources.
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INTRODUCTION

In daily life, people often make critical decisions based on conditional probabilities, such as in courts, hospitals and war rooms (Shi et al., 2019). Although decisions and judgments based on uncertainty are of great importance, reasoning performance based on probabilistic information is not satisfactory (Kahneman and Tversky, 1972). A good example of this is Bayesian reasoning. Bayesian reasoning is when people adjust their existing opinions based on new information or evidence to arrive at conclusions and make decisions. For example, the probability of breast cancer in the population is 1% for a woman who participates in routine screening. If a woman has breast...
cancer, the probability that she will have positive mammography is 80%. If a woman does not have breast cancer, the probability that she will also have positive mammography is 9.5%. If a woman in this group had positive mammography, what’s the probability that she has breast cancer? (Gigerenzer and Hoffrage, 1995).

Then we can calculate it as Bayes’ rules:

\[
P(h|d) = \frac{P(h)P(d|h)}{P(h)P(d|h) + P(\neg h)P(d|\neg h)}
\]

Where, \(P(h)\) represents the base rate of 1%, \(P(d|h)\) represents the hit rate of 80%, \(P(d|\neg h)\) represents the false alarm rate of 9.5%, and \(P(h|d)\) represents the posterior probability.

Since Edwards (1968) carried out his research on Bayesian reasoning, studies have consistently shown that people are not good decision-makers and their reasoning abilities on Bayesian problems are quite poor (Kahneman and Tversky, 1972; Gigerenzer and Hoffrage, 1995). However, Bayesian reasoning is common and deadly in People’s Daily life (Shi et al., 2019). Many researchers are trying to find ways to improve the reasoning performance. As for the influencing factors, previous studies mainly discussed the content (context) effect (Gavanski and Hui, 1992; Girotto and Gonzalez, 2002), the ways to obtaining probabilistic information (Lovett and Schunn, 1999) and factors of individual differences, such as knowledge background (Shi et al., 2006; Siegrist and Keller, 2011), cognitive style, cognitive responsiveness, numerical skills, emotional states and cognitive strategies (Sirota and Juanchich, 2011; Sirota et al., 2014; Reani et al., 2019).

Gigerenzer and Hoffrage (1995), Zhu and Gigerenzer (2006) found that when the natural frequency was used to represent probabilistic information, people and even children could perform Bayesian reasoning (Gigerenzer and Hoffrage, 1995; Zhu and Gigerenzer, 2006). This improvement has been confirmed by many studies (Cosmides and Tooby, 1996; Sloman et al., 2003; Barbey and Sloman, 2007; Sirota et al., 2014; Artur et al., 2015; McDowell and Jacobs, 2017; Weber et al., 2018).

There are two influential theories about the natural frequency promotion of Bayesian reasoning. One is the framework of ecological rationality, the other is nested set theory (Lesage et al., 2013). The ecologically rational framework argues that people perform better at natural numbers because people process natural frequencies better than probability. Some researchers found child couldn’t solve Bayesian problems when it was in probability format but they can solve Bayesian problems in natural frequencies. However, their performance was still not very high (Zhu and Gigerenzer, 2006) and for different individuals, the facilitation in natural frequency representation is not always working in every situation (Gigerenzer and Hoffrage, 1995; Cosmides and Tooby, 1996; Lovett and Schunn, 1999; Sloman et al., 2003; Barbey and Sloman, 2007; Miroslav and Marie, 2011). The nested set theory holds that under natural frequency conditions, the performance of the reasoning task could be promoted by making a collection of “nested” relationship visualization (De Neys and Schaeken, 2007; Barbet and Guillaume, 2016). However, many theories and research studies show that working memory plays a major role in solving reasoning problems (Johnson-Laird and Savary, 1999; Oberauer et al., 2005; Baddeley, 2007, 2010; Sejunaite et al., 2019). As the core of cognitive processing, working memory is closely related to the reasoning process, such as analogical reasoning and syllogism reasoning, and propositional reasoning (McIver et al., 2001; Morrison et al., 2001; Markovits et al., 2002; Capon et al., 2003; Copeland and Radvansky, 2004; Sejunaite et al., 2019).

Their study showed that both working memory span and working memory resources were highly positively correlated with reasoning tasks (McIver et al., 2001; Morrison et al., 2001; Markovits et al., 2002; Capon et al., 2003; Copeland and Radvansky, 2004). The theoretical model of the relationship between reasoning and working memory, such as the dual-process model, also holds that all kinds of cognitive processing activities are restricted by the working memory ability during reasoning (Johnson-Laird and Savary, 1999; McIver et al., 2001). Bayesian reasoning is a type of probability reasoning, which originates from the process of making decisions and judgments based on the obtained information. The discussion of this problem can be active in improving the research field of working memory and reasoning.

Researchers have explored cognitive processing, such as cognitive reaction ability, to investigate the facilitation effect (Gigerenzer and Hoffrage, 1999; Süß et al., 2002; Miroslav and Marie, 2011; Lesage et al., 2013; Sirota et al., 2014). Even children could do Bayesian reasoning by natural frequency format representation (Zhu and Gigerenzer, 2006; Artur et al., 2015; McDowell and Jacobs, 2017). In other studies, researchers examined the relationship between Bayesian reasoning performance, cognitive reflective ability and individual development under different problem formats, and conducted experimental operations on cognitive resources under the dual-task paradigm. Results showed that the performance of Bayesian reasoning tasks depends on the participants’ general cognitive abilities (Lesage et al., 2013).

To further research the relationship between working memory and Bayesian reasoning, we expand upon the study of Lesage et al. (2013) in two aspects. To investigate the cognition process and rules of Bayesian reasoning and guide people in making effective decisions and judgments, we discuss both working memory and the probability format in this study. We assume that (1) working memory is closely related to Bayesian reasoning performance and that (2) there is a facilitation effect of natural frequency representation, but that the effect requires working memory resources. Two experiments were designed in this study. Experiment 1 is meant to study the influence of working memory span and probability format on Bayesian reasoning. The causal relationship of the working memory resource in the Bayesian inference task is not inferred from experiment 1 only. The dual-task can well study the central executive components involved in cognitive activities (Logie et al., 1994) and the introduction of an auxiliary task is an effective way to examine whether a process is dependent on the cognitive resource (De Neys, 2006; De Neys and Verschueren, 2006; De Neys and Schaeken, 2007; Khemlani et al., 2018; Kimura and Matsuura, 2019). Therefore, experiment 2 intends to design a dual-task experiment to further explore the mechanism.
of working memory in the reasoning process by giving a working memory load to manipulate the available working memory resource.

EXPERIMENT 1: EFFECTS OF WORKING MEMORY SPAN ON BAYESIAN REASONING

Purpose and Hypothesis
This experiment is aiming to investigate the effect of WMS on Bayesian reasoning and Bayesian facilitation. Based on previous studies, the hypotheses are as follows: (1) working memory span is highly correlated with Bayesian reasoning score, the performance of high WMS group was better than those of low WMS group; (2) there is a natural frequency facilitation effect.

Methods
Participants
This experiment was approved by the Ethics Committee of Hunan Normal University, and written informed consent was obtained from all participants before the experiment was started. The sample size was calculated with a power of 0.8 and the minimum requirement of sample size was 36. 120 college students (male = 37, female = 83) participated in this experiment, with ages ranged from 18 to 25 years (mean ages = 20.5, SD = 3.45). All of the subjects volunteered to participate in the experiment and did not learn or understand Bayesian reasoning.

This experiment used Operation Span Task designed by Turner and Engle (1989), and revised by Song et al. (2011) (see Figure 1). It’s made up of 75 mathematical equations with words chosen from the Dictionary of Modern Chinese Frequencies (1986 revised edition), double word noun, neutral. The word frequency is 0.0100–0.1429. The equations are all mixed operation of the multiplication (division) and the addition (subtraction), and the results are also in the single digits.

The WMS index was represented by the total number of double-character words correctly recalled in the group, with a range from 0 to 60. To ensure the validity of the subjects’ participation in the dual-task, the correct rate of the secondary task (equality judgment) was required to be more than 85% (Ikeda and Kitagami, 2013). In the end, the data from 48 subjects were eliminated because the experiment was interrupted or the correct rate of equality judgment was less than 85% and 72 subjects were selected and divided into high WMS and low WMS groups to participate in the formal experiment. The average and standard deviation for each group are shown in Table 1.

Materials and Instruments
A total of 5 of the 10 Bayesian problems (all problems are homogeneous) were extracted from materials developed by Zhu and Gigerenzer (2006) as the reasoning material. The problems were converted to an 800 × 600 pixel picture with black numbers on a white background. The text was in 21 Song style and 1.5 line spacing, and it was placed in the center of the picture. The procedure was run by E-prime 2.0 and rendered on a 19-inch DELL screen with a refresh frequency of 150 Hz and a resolution of 1024 × 768.

Here are two versions of the same Bayesian reasoning question (the Red Nose problem) (see Figure 2):

Procedure
The procedure consisted of an exercise part and a test part. When the subjects familiarized themselves with the probabilistic question of the exercise part, they could start the second part of the formal experiment. The instructions were presented first and then entered the reasoning task. After the reasoning questions were presented, they analyzed and calculated on the paper and input the results into the answer box when they were completed.

TABLE 1 | Descriptive statistics of working memory span in high and low WMS groups.

| Group      | N  | M    | SD  |
|------------|----|------|-----|
| High-WMS   | 36 | 54.47| 3.19|
| Low-WMS    | 36 | 44.08| 3.61|

In the independent sample t-test, t (70) = −12.93, p < 0.001, and d = 0.36. This indicates that the difference between the high and low WMS groups is significant and the classification is effective in this experiment.
FIGURE 2 | Frequency and possibility version of the same Bayesian reasoning problem.

FIGURE 3 | Flow chart of Experiment 1.

(see Figure 3). At the end of the experiment, a small gift was given to the subjects.

Results and Analysis

The results of reasoning score of the 72 subjects were regarded as “correct” when the difference from standard answers was less than 1%; otherwise, they were regarded as “wrong.” Correct answer was scored as 1 while incorrect answer was scored as 0, and the total score was between 0 and 5 points. The SPSS19.0 software was used to analyze the data. The analysis and results are shown in Figure 4.

Two-factor ANOVA showed that the main effect of WMS was significant \( (F(1,68) = 6.967, p < 0.05, \eta^2 = 0.10) \), that is, the Bayesian reasoning performance of high WMS subjects was significantly higher than that of low WMS subjects. The main effect of data format was significant \( (F(1,68) = 22.574, p < 0.05, \eta^2 = 0.25) \), indicating that the results of reasoning by means of natural frequencies were significantly better than those of reasoning by means of standard probability. Interaction between WMS and data format was significant \( (F(1,68) = 4.783, p < 0.05, \eta^2 = 0.07) \).

A further simple effect analysis showed the following:

At the high WMS level, the probability format effect was significant \( (F = 22.15, p < 0.05) \), meaning that the results of the high WMS subjects who used natural frequencies reasoning were significantly higher than the results of the subjects in the standard probability.

At the low WMS level, the probability format effect was not significant \( (F = 3.03, p > 0.05) \), that is to say, there was no significant difference between the results of low WMS subjects who used standard probability reasoning and the results of low WMS subjects who used natural frequencies.

The results showed that the working memory span is highly related to Bayesian reasoning, that the performance of the high WMS group was higher than low WMS, and the facilitation is more significant.

Although the results of experiment 1 showed that WMS is closely related to Bayesian reasoning, it was not sufficient for inferring the causality of working memory resources in the Bayesian reasoning task. Some studies have shown that...
EXPERIMENT 2: THE INFLUENCE OF WORKING MEMORY LOAD ON BAYESIAN REASONING

Purpose and Hypothesis

Based on the dual-task paradigm (Logie et al., 1994; Khemlani et al., 2018; Kimura and Matsuka, 2019), the mechanism of working memory in the reasoning process is further explored by directly placing a load on the individual’s working memory (De Neys and Verschueren, 2006; De Neys and Schaeeken, 2007). The experimental assumptions are as follows: (1) working memory load affects the reasoning performance of subjects; and (2) there is a Bayesian facilitation effect, but it does not exist in all load conditions.

Methods

Participants

This experiment was approved by the Ethics Committee of Hunan Normal University in China, and written informed consent was obtained from all participants prior to the experiment. A necessary sample size of 42 was calculated by G-Power 3.1 with power = 0.8 (Iachini et al., 2005). 136 paid college students (male = 42, female = 96) aged 18–25 years (mean ages = 23.3, SD = 3.24) participated in this experiment.

Materials and Instruments

The secondary task designed by Si et al. (2012) was used as an alphabetical order task (high-load) and a letter recognition task (low-load). The main task selected two of 10 Bayesian problems (all of which are homogeneous) from Zhu and Gigerenzer (2006) (different from the five reasoning questions in experiment 1). The reasoning questions were converted to 800 × 600 pixel pictures with black characters on a white background. The characters were presented in 21 Song style (34 letters), 1.5 line spacing and the text was in the center of the picture. Programmed and run by E-Prime 2.0, the picture was presented on a 19-inch dell computer screen with a display refresh frequency of 150 Hz. The resolution was 1024 × 768. The same reasoning question was presented in two versions: standard probability and natural frequency.

Design

The subjects completed Bayesian reasoning problems in probability format and natural frequency format. The working memory resources were manipulated by the secondary task of the dual-task paradigm. The factor working memory load distinguished between the high-load, low-load and the control condition. In the dual-task condition, participants were presented with a letter string (i.e., AGRCWO) which they were instructed to keep in mind while solving the Bayesian reasoning problems. Subjects in the high-load condition need to recall the letter string while in the low-load condition only need to re-recognize the letter string (Si et al., 2012). No letter string was presented in the no-load condition (see Figure 5). The dependent variables were the subjects’ score on 2 Bayesian reasoning questions (1 for a correct answer, 0 for an incorrect answer, the total score was 0–2).

Results and Analysis

Based on the finding of experiment 1, to further explore the working memory and if the working memory resources affect the Bayesian reasoning. Four subjects did not complete the reasoning questions or interrupted the experiment. The average score of the two alphabetical tasks (1 for a letter) and the two-letter recognition tasks (the correct answer score
was 1 point while the incorrect answer was 0 points) were calculated and the data from eight subjects were excluded because their score of the secondary task was below the average three standard deviations. And the data of the remaining 124 subjects can be retained.

If the difference between the results of the reasoning and the standard answer was less than 1%, the answer was regarded as “correct,” whereas regarded as “wrong,” a correct answer scored as 1, and the total score was 0∼2. The results are shown in Figure 6.

Two-factor ANOVA showed that the main effect of the working memory load was significant \( F(2,118) = 5.861, p < 0.05, \eta^2 = 0.09 \). The results of reasoning in the three working memory load conditions were as follows: the best results were in the no-load condition, the second was in the low-load condition, and the worst was in the high-load condition. The main effect of the data format was significant \( F(1,118) = 13.896, p < 0.05, \eta^2 = 0.11 \). The reasoning results of subjects in the natural frequency scenario were significantly better than those of subjects who were in the standard probability scenario. Interaction between working memory load and data format was significant \( F(2,118) = 7.838, p < 0.05, \eta^2 = 0.12 \).

A further simple effect analysis showed the following:

At the no-load level, the data format effect was significant \( F = 18.49, p < 0.05 \), which showed that the reasoning results of the subjects in the natural frequency scenario were significantly better than those of subjects in the standard probability scenario.

At the low-load level, the data format effect was significant \( F = 7.90, p < 0.05 \), that is, at the low working memory load level, the reasoning score of the subjects in the natural frequency scenario were significantly better than those of subjects in the standard probability scenario.

At the high-load level, the data format effect was not significant \( F = 0.74, p > 0.05 \). At the high-load level, there was no significant difference in reasoning performance between the two data formats.

**GENERAL DISCUSSION**

**Impact of Working Memory on Bayesian Reasoning Performance**

The results of experiment 1 showed that the performance of Bayesian reasoning was influenced by the working memory span (WMS). This is consistent with the researches of Capon et al. (2003), Copeland and Radvansky (2004), and Bai et al. (2004) of other types of reasoning.

Bayesian reasoning is a kind of complicated probabilistic reasoning that involves a series of probability information and rules. Individuals with high WMS have more ability and resources to use probability rules, so they could integrate all kinds of explicit information relationships and operate on numbers, and can result in the answer smoothly. However, for individuals with low WMS, it is impossible to integrate and calculate the probability information effectively because the complex cognitive process is far beyond their own WM ability. Therefore, the reason why individuals cannot obtain the correct answer when completing the experimental task is that they guess or input an answer randomly according to their own intuitive judgments, which lead to a reasoning error (Lesage et al., 2013).

The results of experiment 2 showed that WM load can affect Bayesian reasoning. Specifically, the degree of influence increases with WM load. The reasoning performance was best in the no-load condition, second in the low-load condition and the worst in the high-load condition.

For each individual, the WM resource remains relatively stable and limited. When a secondary task occupies more WM resources, they have fewer resources to solve the main task (Robbie et al., 1982). Of the three conditions, the alphabetical recall was the one that takes up most of the WM resources; thus, under a condition of high-load, subjects had the least resources to address the Bayesian reasoning problem, so this result was the worst. The task of alphabetical recognition was simpler than the task of alphabetical sorting and takes up fewer resources. Therefore, there were more WM resources used to solve the problem, thus the performance under low-load condition was significantly improved. In the no-load condition, there were the only tasks competing for the limited WM resources, so the subjects showed the best performance.

**Bayesian Facilitation Effects**

Sloman et al. (2003) called the improvement of Bayesian reasoning performance under natural frequency conditions Bayesian facilitation. Both experiments 1 and 2 showed an obvious Bayesian facilitation effect: the subjects’ results in natural frequency scenario were significantly higher than those in the standard probability scenario. This was consistent with the results of Gigerenzer and Hoffrage (1995), Cosmides and Tooby (1996), Brase et al. (1998), Artur et al. (2015), and McDowell and Jacobs (2017).

Therefore, two experiments verified the Bayesian facilitation in natural frequency representation. However, the Bayesian facilitation effect did not appear under all conditions, that is,
the occurrence of the Bayesian facilitation effect requires certain conditions. The results of experiment 2 verified the facilitation effect. The results showed that the performance in natural frequency format was significantly better than in the standard probability format under low-load and no-load conditions, but the difference between them was not significant under a high-load condition. This indicated that the Bayesian facilitation effect was only reflected in the low-load and no-load conditions, but it was not found in the high-load condition.

Working memory resource is a kind of important cognitive resource for reasoning (Meiser et al., 2001; Morrison et al., 2001; Markovits et al., 2002; Capon et al., 2003; Copeland and Radvansky, 2004; Baddeley, 2007, 2010; Sejunaite et al., 2019). Under high-load conditions, secondary tasks (alphabetical recall) occupied more WM resources, and few WM resources are used to complete the main task. As a result, the subjects in the two versions of the reasoning problem had poor scores. However, in the low-load or no-load conditions, the results were the opposite. Most of the WM resources were utilized for processing reasoning tasks. Although they performed poorly on reasoning problems with the standard probability format, they were able to accomplish relatively simple reasoning problems presented in natural frequency format (Johnson-Laird and Savary, 1999; Lesage et al., 2013).

The Explanation for the Effect of Working Memory on the Bayesian Facilitation

Experiment 1 found that under the natural frequency condition, the score of the high WMS group was significantly higher than those of low WMS. Experiment 2 also found that under the natural frequency condition, the reasoning results of subjects in low-load and no-load conditions were significantly higher than those under the condition of probability (Miroslav and Marie, 2001; Lesage et al., 2013; Sirota et al., 2014).

The ecologically rational framework argues that people perform better at natural numbers because people process natural frequencies better than probability. And the computational requirements for natural frequencies are much simpler than for probabilities. However, the participants couldn’t complete the problems well in high-load conditions. The nested sets theory holds that there is a positive relationship between working memory resources and reasoning performance, especially under the natural frequency condition that nest-set is clear (De Neys and Schaeken, 2007; Barbet and Guillaume, 2016). The results of experiment 1 showed that the working memory span was highly related to the inference performance. Moreover, the reasoning score of individuals with a high working memory span is significantly better than those with low working memory span under the natural frequency condition. The results of experiment 2 also show that the result of reasoning depends on available working memory resources and the same as the facilitation under natural frequency condition.

The nested sets theory is proposed on the basis of the dual-process model, which makes the structure of the problem set clear and triggers the analysis system. The system uses executive cognitive resources to calculate the correct answer. Therefore, the reason why people perform better with natural frequency is that the nest-set is clear by making a collection of “nested” relationship (the larger subset embedded collection) visualization (Shi et al., 2006; Barbe and Sloman, 2007). That is, under the condition of arousing a clear nested sets representation, the reasoning performance of the subjects should be related to the general cognitive ability of the individual: the more cognitive resources there are the more likely it is that the individual obtains the correct answer. In contrast, under the condition of a fuzzy representation of the problem, they are unable to successfully complete reasoning tasks (De Neys and Schaeken, 2007; Artur et al., 2015; Barbet and Guillaume, 2016).

The results support the effect of working memory on reasoning. If the cognitive process is too complex that it exceeded people’s working memory ability, their reasoning will be wrong. Bayesian reasoning is a very difficult probability reasoning that involves a series of probability rules such as addition, multiplication, division, and a complex cognitive process. The use and storage of the information, rules, and the calculation of the premise and new information are all restricted by working memory capacity (Johnson-Laird and Savary, 1999; Meiser et al., 2001; Khemlani et al., 2018; Kimura and Matsuura, 2019). For individuals with high working memory resources, because they have a strong ability to calculate numbers, use probability rules and integrate all kinds of explicit information relations, so they could calculate the answers more smoothly. But for individuals with low working memory resources, this complex cognitive process far exceeds their working memory ability, so they cannot effectively integrate and calculate the probability information and draw the correct conclusion. This means, that they only complete the task of random speculation or according to their own intuitive judgment arbitrary to input an answer, resulting in reasoning errors (Capon et al., 2003; Copeland and Radvansky, 2004; Khemlani et al., 2018).

CONCLUSION

Working memory resource is an important factor that influences Bayesian reasoning performance; that is, the quality of Bayesian reasoning results depends on working memory resources. Individuals with high WMS or sufficient resources exhibit better cognitive processing than those with low WMS or insufficient resources. However, this advantage is not always true, and it may not exist when the cognitive task is too hard. A Bayesian facilitation effect exists and replacing standard probabilities with natural frequency can greatly improve Bayesian performance. However, only in individuals with high working memory span or sufficient cognitive resources does this effect occur. The experimental results provide experimental evidence for the effect of working memory on Bayesian reasoning.

DATA AVAILABILITY STATEMENT

The original contributions presented in the study are publicly available. This data can be found here: https://figshare.com/articles/data/11827053.
ETHICS STATEMENT

This experiment was approved by the Ethics Committee of Hunan Normal University in China, and written informed consent was obtained from all participants prior to the experiment.

AUTHOR CONTRIBUTIONS

ZS, LY, and ZL conceived and designed the study. LY and ZL performed the experiments and wrote the manuscript. LY, ZL, and SP analyzed the data. ZS, LY, TT, and YX the manuscript. All authors contributed to manuscript revision, read, and approved the submitted version.

REFERENCES

Artur, D., Olga, K., Katarzyna, L., Zuzanna, B., and Marta, N. (2015). Bayesian probability estimates are not necessary to make choices satisfying Bayes' rule in elementary situations. Front. Psychol. 6:1194. doi: 10.3389/fpsyg.2015.01194

Baddeley, A. (2007). Working Memory, Thought, And Action. New York, NY: Oxford.

Baddeley, A. (2010). Working Memory. Curr. Biol. 20, 136–140. doi: 10.1016/j.cub.2009.12.014

Bai, X., Zhang, X., and Shi, R. (2004). Working memory capacity and eye movements of ambiguous sentence processing. Stud. Psychol. Behav. 2, 519–523.

Barbet, C., and Guillaume, T. (2016). Some alternatives? event-related potential movements of ambiguous sentence processing. Stud. Psychol. Behav. 2, 519–523.

Barbey, A., and Sloman, S. (2007). Base-rate respect: from ecological rationality to Bayesian reasoning with natural frequencies. Brain Cogn. 59, 52–59. doi: 10.1016/j.bandc.2005.04.004

Ikeda, K., and Kitagami, S. (2013). The interactive effect of working memory and task difficulty on metacomprehension accuracy. J. Cogn. Psychol. 25, 94–106. doi: 10.1080/20445911.2012.746028

Johnson-Laird, P., and Savary, F. (1999). Illusory inferences: a novel class of erroneous deductions. Cognition 71:191. doi: 10.1016/S0010-0277(99)00015-3

Kahneman, D., and Tversky, A. (1972). Subjective Probability: A Judgment of Representativeness. Dordrecht: Springer Netherlands. doi: 10.1007/978-94-010-2288-0_3

Khemlani, S., Byrne, R., and Johnson-Laird, P. (2018). Facts and possibilities: a model-based theory of sentential reasoning. Cogn. Sci. 42, 1887–1924. doi: 10.1111/coga.12634

Kimura, T., and Matsuura, R. (2019). Additional effects of a cognitive task on dual-task training to reduce dual-task interference. Psychol. Sport Exerc. 2019:101588. doi: 10.1016/j.psychsport.2019.101588

Lesage, E., Navarrete, G., and De Neys, W. (2013). Evolutionary modules and Bayesian facilitation: the role of general cognitive resources. Think. Reason. 19, 27–53. doi: 10.1080/157361211X576609

Logie, R., Gilhooly, K., and Wynn, V. (1994). Counting on working memory in arithmetic problem solving. Mem. Cogn. 22, 395–410. doi: 10.3758/BF03200866

Lovett, M., and Schunn, C. (1999). Task representations, strategy variability, and base-rate neglect. J. Exp. Psychol. Gen. 128, 107–130. doi: 10.1037/0096-3455.128.2.107

Markovits, H., Doyon, C., and Simoneau, M. (2002). Individual differences in working memory and conditional reasoning with concrete and abstract content. Think. Reason. 8, 97–107. doi: 10.1080/157361211X576609

McDowell, M., and Jacobs, P. (2017). Meta-analysis of the effect of natural text difficulty on metacomprehension accuracy. Front. Psychol. 8:101588. doi: 10.3389/fpsyg.2017.0101588

Meiser, T., Klauer, K., and Naumer, B. (2001). Propositional reasoning and working memory: the role of prior training and pragmatic content. Acta Psychol. 106, 303–327. doi: 10.1016/S0001-6918(00)00055-X

Miroslav, S., and Marie, J. (2011). Role of numeracy and cognitive reflection in Bayesian reasoning with natural frequencies. Stud. Psycho. 53, 151–161. doi: 10.1163/157361211X575669

Morrison, R., Holyoak, K., and Truong, B. (2001). “Working memory modularity in analogical reasoning,” in Proceedings of the Twenty-Third Annual Conference of the Cognitive Science Society, eds J. D. Moore, and K. Stenning (Mahwah, NJ: Erlbaum), 663–668.

Oberauer, K., Schulze, R., Wilhelm, O., and SuS H-M. (2005). Working memory and intelligence—their correlation and their relation: comment on akerman, beier, and boyle (2005). Psychol. Bull. 131, 61–65. doi: 10.1037/106.131.61

Reani, M., Davies, A., Peek, N., and Caroline, J. (2019). Evidencing how experience and problem format affect probabilistic reasoning through interaction analysis. Front. Psychol. 10:1548. doi: 10.3389/fpsyg.2019.01548

Girotto, V., and Gonzalez, M. (2002). Solving probabilistic and statistical problems: a matter of information structure and question form. Cognition 78, 247–276. doi: 10.1016/S0010-0277(00)00133-5

Iachini, T., Sergi, I., Ruggiero, G., and Gnisci, A. (2005). Gender differences in object location memory in a real three-dimensional environment. Brain Cogn. 59, 52–59. doi: 10.1016/j.bandc.2005.04.004

FUNDING

This work was supported by grants from the National Social Science Foundation of China (BBA160044). The funders had no role in study design, data collection and analysis, decision to publish, or preparation of the manuscript.
Robbie, C., Midian, K., and Jill, G. (1982). Operational efficiency and the growth of short-term memory span. J. Exp. Child Psychol. 33, 386–404. doi: 10.1016/0022-0965(82)90054-6

Sejunaite, K., Lanza, C., and Riepe, M. (2019). Everyday memory in healthy aging: porous but not distorted. Front. Aging Neurosci. 11:153. doi: 10.3389/fnagi.2019.00153

Shi, Z., Qiu, J., and Zhang, Q. (2006). Facilitating effect of transparent nested-sets relations on Bayesian reasoning. Acta Psychol. Sin. 38, 833–840. doi: 10.1016/S0379-4172(06)60092-9

Shi, Z., Yin, L., Dong, J., Ma, X., and Li, B. (2019). Effect of probability information on Bayesian reasoning: a study of event-related potentials. Front. Psychol. 10:1106. doi: 10.3389/fpsyg.2019.01106

Si, J., Yang, J., Jia, G., and Zhou, C. (2012). The effect of central executive load on adult’s strategy using in computational estimation. Acta Psychol. Sin. 44, 1490–1500. doi: 10.3724/SP.J.1041.2012.01490

Siegrist, M., and Keller, C. (2011). Natural frequency and Bayesian reasoning: the impact of formal education and problem context. J. Risk. Res. 14, 1039–1055. doi: 10.1080/13669877.2011.571786

Sirota, M., and Juanchich, M. (2011). Role of numeracy and cognitive reflection in Bayesian reasoning with natural frequencies. Stud. Psychol. 53, 151–161. doi: 10.1163/157361211X576609

Sirota, M., Juanchich, M., and Hagmayer, Y. (2014). Ecological rationality or nested sets? Individual differences in cognitive processing predict Bayesian reasoning. Psychol. Bull. Rev. 21, 198–204. doi: 10.3758/s13423-013-0464-6

Sloman, S. A., Over, D., Slovak, L., and Stibel, J. M. (2003). Frequency illusions and other fallacies. Organ. Behav. Hum. 91, 296–309. doi: 10.1016/S0749-5978(03)00021-9

Song, G., He, W., and Kong, W. (2011). Influence of problem representation and working memory span on pupils’ mathematical problem solving. Acta Psychol. Sin. 43, 1283–1292. doi: 10.1631/jzus.B1000278

Süß, H., Oberauer, K., Wittmann, W., Wilhelm, O., and Schulze, R. (2002). Working-memory capacity explains reasoning ability - and a little bit more. Intelligence 30, 261–288. doi: 10.1016/S0160-8932(01)00100-3

Turner, M. L., and Engle, R. W. (1989). Is working memory capacity task dependent? J. Mem. Lang. 28, 127–154. doi: 10.1016/0749-596X(89)90040-5

Weber, P., Binder, K., and Krauss, S. (2018). Why can only 24% solve Bayesian reasoning problems in natural frequency: frequency phobia in spite of probability blindness. Front. Psychol. 9:1833. doi: 10.3389/fpsyg.2018.01833

Zhu, L., and Gigerenzer, G. (2006). Children can solve Bayesian problems: the role of representation in mental computation. Cognition 98, 287–308. doi: 10.1016/j.cognition.2004.12.003

Conflict of Interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.

Copyright © 2020 Yin, Shi, Liao, Tang, Xie and Peng. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.