Kalman Filter Based Newton Extremum Seeking Control for Maximum Gases Production Rates of Anaerobic Digestion Process
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This paper proposes a Kalman filter (KF) based Newton extremum seeking control (NESC) to maximize production rates of hydrogen and methane in anaerobic digestion process. The Kalman filtering algorithm is used to obtain more accurate gradient and Hessian estimates which makes it possible to increase the convergence speed to the extremum and to eliminate input and output steady-state oscillations. The simulation examples demonstrate the performances of the proposed approach.
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1. Introduction

Anaerobic digestion (AD) gets more and more attention nowadays because it is a relatively cheap, sustainable and efficient method to treat organic wastes. AD makes possible to realize depollution of organic wastes for environment protection, production of energy in the form of biogas (including hydrogen and methane) and creation of biofuels.

The anaerobic digestion of organic wastes is a very complex multi-stage biochemical process which involves the interaction between the metabolic processes of many different microorganisms and complex organic matter transformations affected by a variety of environmental factors. Microbial activity during AD is a crucial feature for process stability and biogas yield, and thus requires further investigation.

The AD process mathematical models are characterized by nonlinearities and parametric and/or model uncertainties. Most mathematical models of AD processes are based on mass-balance equations or on a zonal description of the bioprocess variables (model with variable structure). At present, AD models are mainly divided into two categories. The first one consists of complex models, such as ADM1 (Anaerobic Digestion Model 1) using 35 state equations to describe the AD process in detail. The other one includes simplified or reduced-order models which mainly describe some special chemical and biochemical phenomena. From control point of view, these simplified models are convenient for control applications. The most representative ones are Droop model, Andrews model and Bernard model.

In order to obtain good performances and high quality production, various control and observer algorithms have been developed and used for AD process control: sliding mode observer based optimal control, non-parametric adaptive control, and robust nonlinear observer. Moreover, artificial intelligence control strategies such as neural networks, fuzzy control and multi-model observer based estimator, have been applied to AD processes. In the past ten years, model free controllers have also been developed for AD processes. Because prior information for the AD process is usually unknown or limited, different estimators and/or observers are used for plant coefficients estimation and/or state observation in these controllers.

The extremum seeking control (ESC) is a classic method for system performance optimization requiring generally only input and output system information. Recently, a number of important ESC development results have been published, such as multi-input ESC, sliding mode ESC, time-varying ESC, Newton based ESC, fractional order ESC, etc.

In this paper, a KF based NESC is proposed to optimize an AD system for hydrogen and methane production in order to obtain maximum gas production rates. The AD system consists of a cascade of two continuously stirred anaerobic bioreactors which can produce hydrogen and methane separately. In this AD system, hydrogen can’t be detected as it is consumed immediately by hydrogenotrophic methanogens to produce methane (CH₄) and carbon dioxide (CO₂).

By dividing the AD process into two stages of hydrogen production and methanogenesis, the considered AD system can completely utilize the organic acids produced during dark fermentation and improve the overall energy conversion efficiency.

The proposed KF based NESC algorithm does not require any process model information and uses only input and output measurements – dilution rate and the biogas outflow rate. The gradient and Hessian of the static input-output map are estimated using Kalman filter, which makes it possible to speed up the convergence to the extremum. Moreover, there are no steady-state oscillations because the amplitude of the perturbation signal converges to zero during steady state regime. This ensures the smoothness of the dilution rate and the gas production rate.

The paper is organized as follows. In Section 2, the anaerobic digestion process model and the optimization criteria are described. The KF based NESC is presented in Section 3. Numerical simulation results are presented and discussed in Section 4, and some concluding remarks are given in Section 5.

2. Model of Anaerobic Digestion Process

The AD process can be divided in four main phases of hydrolysis, acidogenesis, acetogenesis and methanogenesis. In the hydrolysis phase, undissolved complex
organic compounds are hydrolyzed into small molecule compounds. In the acidogenesis stage, small molecule compounds are converted to volatile fatty acids (VFAs), hydrogen and carbon dioxide. In the acetogenesis phase, some VFAs (propionate and butyrate) are decomposed into acetate, hydrogen and carbon dioxide. In the methanogenesis phase, the acetoclastic methanogenic bacteria transform the acetate into methane and carbon dioxide.

In the two-stage AD system illustrated in Figure 1, relatively fast growing acidogens and H\textsubscript{2} producing microorganisms are developed in the first-stage hydrogenic bioreactor (BR1) which encompasses the first two phases of AD process:

\[
\begin{align*}
S_0^{\text{in}} & \longrightarrow S_0 \\
S_0 & \xrightarrow{x} S_1 + H_2 + \text{VFAs},
\end{align*}
\]

(1)

where \(S_0^{\text{in}}\), \(S_0\) and \(S_1\) are the concentrations of the inlet organic wastes, macromolecular organics and soluble small molecule organics, and \(X_1\) is the acidogenic bacteria concentration.

On the other hand, the slow growing acetogens and methanogens are developed in the second-stage methanogenic bioreactor (BR2), which contains the last three phases:

\[
\begin{align*}
Pr_2 & \xrightarrow{x_{Pr}} AC_2 \\
But_2 & \xrightarrow{x_{But}} AC_2 \\
AC_2 & \xrightarrow{x} CH_4,
\end{align*}
\]

(2)

where \(Pr_2\), \(But_2\) and \(AC_2\) are propionate, butyrate and acetate concentrations, and \(X_{Pr}, X_{But}\) and \(X_{Ac}\) denote, respectively, propionic acid-degrading bacteria, butyric acid-degrading bacteria and methanogenic bacteria concentrations.

As we can see three intermediate products: acetate, propionate and butyrate produced in the BR1 will flow into BR2, where propionate and butyrate are further converted to acetate and after that to \(CH_4\) and \(CO_2\).

These biochemical reactions lead to a mathematical model of a cascade of two continuously stirred anaerobic bioreactors. The model of BR1 and BR2 is established by the principle of mass balance. The models can be expressed by the following Equation (Equation (3.a) is the model of BR1, Equation (3.b) is the model of BR2) 9:

\[
dS_1 = -D_1S_1 + \beta X_1 S_0 + \frac{\mu X_1}{Y_1} \\
dX_1 = \mu_1 X_1 - D_1 X_1 \\
dPr_1 = \mu_1 X_1 - D_1 Pr_1 \\
dBut_1 = \frac{\mu_1 X_1}{Y_{Pr1}} - D_1 But_1 \\
dAc_1 = \frac{\mu_1 X_1}{Y_{Ac1}} - D_1 Ac_1 \\
Q_{Tr} = Y_{Tr} \mu_1 X_1
\]

(3a)

\[
\begin{align*}
\frac{d}{dt} Pr_2 & = \mu_{Pr} X_{Pr} - D_2 X_{Pr} \\
\frac{d}{dt} But_2 & = -\frac{\mu_{Pr} X_{Pr}}{Y_{Pr2}} + D_2 (Pr_2 - Pr_1) \\
\frac{d}{dt} X_{But} & = \frac{\mu_{But} X_{But}}{Y_{But2}} - D_2 X_{But} \\
\frac{d}{dt} But_2 & = -\frac{\mu_{But} X_{But}}{Y_{But2}} + D_2 (But_1 - But_2) \\
\frac{d}{dt} Ac_2 & = -\frac{\mu_{Ac} X_{Ac}}{Y_{Ac2}} + \frac{\mu_{Pr} X_{Pr}}{Y_{Pr2}} + \frac{\mu_{But} X_{But}}{Y_{But2}} \\
& \quad + D_2 (Ac_1 - Ac_2) \\
Q_{CH_4} & = Y_{CH_4} \mu_{Ac} X_{Ac},
\end{align*}
\]

(3b)

where \(\mu_1\), \(\mu_{Pr}\), \(\mu_{But}\), \(\mu_{Ac}\) denote, respectively, the Mono-type growth rate of acidogenic bacteria, propi-
The objective of controlling the anaerobic digestion process is to maximize the hydrogen production rate \( Q_{H_2} \) and total gas production rate \( Q = Q_{H_2} + Q_{CH_4} \). The AD system presented above has a distinct optimum in the input-output static characteristic maps \((D_i, Q_{H_2})\) and \((D_i, D_Q)\), see Figures 2-3. It is obvious that the more the concentration of waste organics \( S_0^\infty \) is added, the more the concentration of the corresponding substrate which can be used by bacteria (in the admissible range without inhibition), and eventually the gases outflow rates are increased.

### Table 1

The model parameters

| Parameter | Value |
|-----------|-------|
| \( \mu_{max} \) | 0.568 (h\(^{-1}\)) |
| \( \mu_{P_{max}} \) | 0.05 (h\(^{-1}\)) |
| \( \mu_{B_{max}} \) | 0.05 (h\(^{-1}\)) |
| \( \mu_{Ac_{max}} \) | 0.025 (h\(^{-1}\)) |
| \( K_n \) | 3.914 (g/dm\(^3\)) |
| \( K_{pr} \) | 0.22 (g/dm\(^3\)) |
| \( K_{but} \) | 0.22 (g/dm\(^3\)) |
| \( K_{ac} \) | 0.8 (g/dm\(^3\)) |
| \( \beta \) | 1 (h\(^{-1}\)) |
| \( Y_p \) | 1 (-) |
| \( Y_{ac} \) | 0.08 (-) |
| \( Y_{pr1} \) | 4.2 (-) |
| \( Y_{but1} \) | 2.1 (-) |
| \( Y_{ac1} \) | 1.1 (-) |
| \( Y_{pr2} \) | 1.5 (-) |
| \( Y_{but2} \) | 1.5 (-) |
| \( Y_{ac2} \) | 0.5 (-) |
| \( Y_{H_2} \) | 0.22 (dm\(^-3\)/g) |
| \( Y_{CH_4} \) | 142 (dm\(^-3\)/g) |

3. KF Based Newton Extremum Seeking Control

In this section, a KF based NESC is designed to stabilize dilution rate \( D_i \) while maximizing the hydrogen production rate \( Q_{H_2} \) and gases production rate \( Q \). The corresponding schematic diagram of the proposed KF based NESC is shown in Figure 4.
proposed method can regulate the input \( \theta \) as close as possible to \( \theta^* \) when only the output and optimization target of the system are available and no or partly system information is known.

The AD system input \( \theta \) is obtained by superimposing the perturbation signal \( p \) to the estimate \( \hat{\theta} \) of \( \theta \), produced by the Newton optimizer. The KF based estimator uses the output and input of the AD system to estimate in real time the gradient \( \hat{b} \) and Hessian \( \hat{H} \) of the input-output static map \( y = f(\theta) \). The estimates \( \hat{b} \) and \( \hat{H} \) are then used by the Newton optimizer in order to obtain \( \hat{\theta} \) which moves toward \( \theta^* \).

**Figure 4**
Structure of the Kalman filter based Newton extremum seeking control
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### 3.1. AD System

The considered AD system (3) can be written in the standard state-space form

\[
\begin{aligned}
\dot{x} &= \varphi(x,u) \\
y &= \psi(x)
\end{aligned}
\tag{5}
\]

where \( x \in \mathbb{R}^n \) is the system state (the concentration of various organic acids and bacteria), \( u \in \mathbb{R} \) is the input, \( y \in \mathbb{R} \) is the output (\( Q_{ch} \), \( Q_{ch2} \) or \( Q \)), and \( \varphi : \mathbb{R}^n \times \mathbb{R} \rightarrow \mathbb{R}^n \) and \( \psi : \mathbb{R}^n \rightarrow \mathbb{R} \) are smooth functions.

Suppose that there exists a smooth control law

\[
u = \alpha(x,\theta)
\tag{6}
\]

parameterized by a scalar parameter \( \theta \), for which the closed-loop system has a unique equilibrium. In particular, we can select the dilution rate \( D \), as the input \( u \), and \( u \) can be considered as \( \theta \) in the AD system.

The input-output static function of the AD system \( y = f(\theta) \) has an extremum point \( (\theta^*, y^*) \), where \( y^* \) is the maximum value of the system output.

### 3.2. Newton Optimizer

In this paper, the estimate \( \hat{\theta} \) is computed by the Newton-based optimization algorithm 20

\[
\begin{aligned}
\frac{d\hat{\theta}}{dt} &= -k\hat{H}\hat{b} \\
\frac{d\hat{H}}{dt} &= h\hat{H} - h\hat{H}^2\hat{H}
\end{aligned}
\tag{7, 8}
\]

until reaching the extremum point. Here \( k, h > 0 \) are design parameters, \( \hat{b} \) and \( \hat{H} \) are the estimates of the gradient and the second derivative (the Hessian) of the AD input-output static function \( y = f(\theta) \), and \( \Gamma \) is the estimate of the inverse of the Hessian \( H \). The Riccati Equation (8) has two equilibrium points: \( \Gamma^* = 0 \) and \( \Gamma^* = \hat{H}^{-1} \). Because \( h > 0 \), the equilibrium point \( \Gamma^* = 0 \) is unstable and the equilibrium point \( \Gamma^* = \hat{H}^{-1} \) is exponentially stable. Thus \( \Gamma \) converges to the actual value of \( H^{-1} \) if \( \hat{H} \) is a good estimate of the Hessian \( H \). In addition, by adjusting the value of parameter \( h \), the convergence speed of the control algorithm can be adjusted to a certain extent.

### 3.3. KF Based Estimator

The estimation of the gradient and Hessian of the unknown static input-output function \( y = f(\theta) \) is a key element of NESC 18. In the proposed ESC, a Kalman filter [13, 30] is used to replace the linear filter based estimator used in the classical ESC scheme [21, 28]. The use of KF makes possible to obtain faster and more accurate gradient and Hessian estimation, which can speed up the convergence of the algorithm.

More details on the real-time state estimation by KF can be found in [28, 30].

The function \( y = f(\theta) \) can be approximated as follows:

\[
f(\theta) = f(\bar{\theta}) + h(\theta - \bar{\theta}) + \frac{H}{2}(\theta - \bar{\theta})^2 + \alpha(\theta - \bar{\theta})
\tag{9}
\]

\[
\Rightarrow \Delta f = h\Delta \theta + \frac{1}{2}H\Delta \theta^2,
\]

where \( \Delta f = f(\theta) - f(\bar{\theta}) \), \( \Delta \theta = \theta - \bar{\theta} \). The unknown gradient \( \hat{b} \) and Hessian \( \hat{H} \) define the states of the Kal-
man filter: \( x_i = b \) and \( x_s = H \). It is assumed that these states are constant. Discrete Kalman filter is implemented using the state and measurement equations

\[
x(t_k) = \begin{bmatrix} x(t_{k-1}) \\ x_s(t_{k-1}) \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} x(t_k) + \omega_k
\]

\[
z(t_k) = \begin{bmatrix} \Delta y(t_k) \\ \Delta y(t_{k-1}) \end{bmatrix} = \begin{bmatrix} 1 & 1/2 \Delta \theta(t_k)^2 \\ 1 & 1/2 \Delta \theta(t_{k-1})^2 \end{bmatrix} x(t_k) + \nu_k,
\]

where \( \Delta y(t_k) = y(t_k) - y(t_{k-1}) \), \( \Delta y(t_{k-1}) = y(t_{k-1}) - y(t_{k-2}) \), \( \Delta \theta(t_k) = \theta(t_k) - \theta(t_{k-1}) \), \( \Delta \theta(t_{k-1}) = \theta(t_{k-1}) - \theta(t_{k-2}) \), and \( \omega_k, \nu_k \) are independent normally distributed white noises with covariance matrices \( Q \) and \( R \), respectively. The time-shifted input-output pair \( (\Delta \theta(t_{k-1}), \Delta y(t_{k-1})) \) is used to ensure the system observability.

The estimates \( \hat{b} \) and \( \hat{H} \) of \( b \) and \( H \) are calculated by the following Kalman filter algorithm:\n
\[
\begin{align*}
\hat{x}_{k-1}^- &= F \hat{x}_{k-1} \\
P_k^- &= FP_k^-F^T + Q \\
K_k &= P_k^-M_k^T R^{-1} \\
\hat{x}_k &= x_k^+ + K_k (z_k - M_k x_k) \\
P_k &= (P_k^- + M_k^T R^{-1} M_k)^{-1},
\end{align*}
\]

where \( \hat{x}_{k-1}^- \) is the prior state estimate at the \( k \)-th step when the state \( x_{k-1} \) is known, \( \hat{x}_{k-1} \) and \( \hat{x}_k \) are the state estimates at the \( k \)-th and \( k-1 \)-steps, \( P_k^- \) and \( P_k \) are the prior error covariance matrix and covariance matrix at step \( k \), and \( K_k \) is the Kalman gain at step \( k \).

### 3.4. Perturbation Signal

To ensure the feasibility of the gradient and Hessian estimation in real time, a perturbation signal is superimposed on the Newton optimizer output \( \theta \). In this paper the perturbation signal \( aS(t) \) is used, where

\[
a = r \frac{w_y}{s + w_y} (y - \zeta), \quad \zeta = \frac{s}{s + w_y} y
\]

\[
S(t) = \sin(\eta(t)), \quad \eta(t) = w_\pi (1 + \sin W(t))
\]

Here \( w_y \) and \( w_\pi \) are the cutoff frequencies of the corresponding low-pass high-pass filters, \( r > 0 \) is a constant gain for adjusting the convergence speed, \( W(t) \) is the standard Brownian motion process, and \( w \) is a positive constant.

When the system output \( y \) converges to its maximum value \( y^* \), the amplitude of the perturbation signal approaches to zero, which makes possible to eliminate the steady-state oscillations.

### 4. Simulation Results

We can see that the input-output static characteristics \( Q_{H_2} = Q_{H_2} (D) \) of BR1 and \( Q = Q(D) \) of the AD system from Figure 2 - 3. With hydrogen production rate \( Q_{H_2} \) and total gas production rate \( Q \) as optimization targets, KF based NESC is applied to the AD system to demonstrate its effectiveness. It is supposed that:

1. Only the dilution rate \( D_1 \) and the production rate of hydrogen \( Q_{H_2} \) or total gas \( Q \) are available for online measurement.

2. The inlet organics concentration \( S_0^{in} \) is constant (load disturbance), and the simulation experiments are carried out under the condition of \( S_0^{in} = 25g/L \).

#### 4.1. Maximizing Hydrogen Production Rate

The AD process optimization is achieved by controlling the dilution rate of BR1 in order to maximize the hydrogen production rate. To demonstrate the performances of the proposed KF based NESC, they are compared with the performances of the sliding mode ESC (SMESC) 24 and Newton ESC (NESC) 21. In order to ensure that KF based NESC has better control performance, the parameters in the control algorithm are set as: \( k = 0.0045, r = 0.1, w_y = 0.02, w_h = 0.08, w = 0.1 \text{ rad/s,} \ \Gamma(0) = -0.06 \). The SMESC design parameters are \( k = 0.0044 \) and \( \beta = 0.0007 \). In turn, the NESC design parameters are \( k = 2, w_l = 0.02, w_h = 0.08, w = 0.1 \text{ rad/s and} \ \Gamma(0) = -0.06 \).

The comparison between the three controllers for initial dilution rate \( D_1(0) = 0.01 \text{ h}^{-1} \) is shown in Figure 5. Furthermore, the trajectories of the operating point for different initial values of the dilution rate \( D_1(0) = 0.01, 0.15, 0.25, 0.35 \text{ h}^{-1} \) are given in Figure 6.

It can be seen that for the three ESC, the hydrogen production rate converges to a maximum value of
AD processes for hydrogen production rate as optimization target

The trajectories of the operating point in the plan for different initial values of the dilution rate under KF based NESC

4.2. Maximizing Total Gas Production Rate

In this subsection, the total gas production rate $Q$ is considered as optimization target. Figure 7 shows the simulation results with similar parameters as in the previous subsection except $k = 0.0048$ in KF based NESC, $k = 1.6$ in NESC, and $k = 0.012$, $\beta = 0.004$ in SMESC.

AD processes for hydrogen production rate as optimization target

about 0.083 L/h, and the methane production rate is also the same (about 0.58 L/h). However, in terms of convergence time, the proposed KF based NESC is the fastest, followed by SMESC, and the Newton ESC is the slowest. Compared with the other two ESCs, the biggest advantage of the ESC scheme proposed in this paper is the smoothness of the dilution rate and the gas production rate, which is advantageous for the actuators that control the dilution rate and gas collectors. As it is illustrated in Figure 6, the robustness of the control with respect to different initial values of $D_{1}(0)$ is satisfactory for the KF based NESC.
It can be seen that the proposed KF based NESC ensures faster convergence to the maximum of the total gas production rate (about 0.67 L/h) than the NESC, while the closed-loop system with SMESC can not find the optimal dilution rate (about 0.29 L/h).

5. Conclusion

This paper deals with the extremum seeking control of cascade of two continuously stirred anaerobic bioreactors which can produce simultaneously both biohydrogen and biomethane. The mixed gas produced from both bioreactors, known as hythane, provides a higher heating value as compared to that obtained from a single-stage anaerobic process.

In order to achieve maximum gases production rates (maximum energy), a new extremum seeking control - Kalman filter based Newton extremum seeking control - is proposed making possible to optimize the system performances by measuring only the process input and output. The Kalman filter is used to obtain more accurate gradient and Hessian estimates, which makes it possible to speed up the convergence to the extremum, and to avoid steady-state oscillations. The performances of the proposed extremum seeking control are studied by numerical simulations and compared with those of standard Newton ESC and sliding mode ESC. The obtained results show the higher performances of the new extremum seeking control.
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