Aspects of open-flavour mesons in a comprehensive DSBSE study
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Abstract
Open-flavour meson studies are the necessary completion to any comprehensive investigation of quarkonia. We extend recent studies of quarkonia in the Dyson-Schwinger-Bethe-Salpeter-equation approach to explore their results for all possible flavour combinations. Within the inherent limitations of the setup, we present the most comprehensive results for meson masses and leptonic decay constants currently available and put them in perspective with respect to experiment and other approaches.
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1 Introduction

In quantum chromodynamics (QCD), mesons and baryons are archetypical in different ways: baryons are dominantly abundant concerning hadronic matter, and everyday life even offers ample motivation for their study. Mesons, on the other hand, are easily produced in particle-physics experiments due to the lack of a conserved meson-quantum number, and restrictions apply only via mass and other quantum numbers, such as flavour or electric charge.

With respect to the strong interaction, specifically, mesons are more immediate objects of study for theory due to their more basic setup in a quark-antiquark bilinear fashion. Given the character of bound states and strong resonances within QCD, a nonperturbative treatment is imperative to learn about the inner workings of such states in terms of quarks and gluons. More specifically even, the open-flavour-meson case is of particular interest, since a number of issues are prominent: the appearance of different quark masses inside the state, the loss of $C$-symmetry, and a variety of meson-mass ranges to challenge experiment and theory alike. The sector of open-flavour mesons composed of a light quark, with mass below the QCD scale, and a heavy quark, with mass above the QCD scale, bridges the regime of chiral dynamics and heavy-quark symmetries. It has even been suggested that both aspects amplify each other \cite{1,2}. Therefore, open-flavour mesons are attractive probes to study genuine non-perturbative effects of the strong interaction.

From the theory point of view, one needs a thorough understanding of nonperturbative QCD, which is sought via different approaches such as the traditional quark model in relativistic forms \cite{3,4,5,6,7,8,9,10,11}, effective field theories \cite{12,13}, QCD sum rules (QSRs) \cite{16,17,18,19}, lattice-regularized QCD \cite{20,21}, and covariant approaches to QCD bound states at various levels of sophistication and aspects pertaining thereto \cite{22,23,24,25,26,27,28,29,30,31,32,33,34,35,36,37,38,39,40,41}.

Experimentally, the opportunities are as remarkable as the challenges and dedicated programs are on their way to advance our knowledge in this particular field, e.g., \cite{42,43,44}.

The Dyson-Schwinger-Bethe-Salpeter-equation (DSBSE) approach treats light and chiral quarks on an equal footing with heavy quarks, and, therefore, constitutes a naturally unified access to both regimes. Likewise, momenta corresponding to the perturbative and non-perturbative regimes are accessible equally well. Our
background in this manifestly covariant approach has enabled many interesting studies in theoretical hadron physics over the past years, e.g., \[45\] \[56\], but neglected a comprehensive study of open-flavour mesons so far. Our present study is the first step towards filling this gap in that we present a complete set of available calculated results that complement comprehensive analogous studies of quarkonia performed recently \[57\] \[61\]. Here, we present quarkonium results together with and as a basis for the open-flavour results, which makes this paper the first study to comprehensively report all flavour combinations found in a covariant model setup like ours.

Particular aspects of interest for us are the appearance and correspondence of so-called quasi-exotic quark-bilinear states as recently discussed in \[62\] \[63\]. Furthermore and in particular, we present our values for masses, leptonic decay constants, and in-hadron condensates due to the relevance of the topic for in-medium QCD \[63\] \[65\], and discuss the results with regard to comparison to experimental data as well as estimating systematic uncertainties in our numbers. Finally, we add a few conceptual and technical musings and improvements as they appeared in the context of our investigation.

2 Setup

2.1 Quark DSE

Herein, as is suitable for a comprehensive study, we employ the rainbow-truncated Euclidean Dyson-Schwinger equation (DSE) for the non-perturbative quark propagator, which reads

\[
S(p)^{-1} = Z_2 \left( i \gamma \cdot p + Z_4 m_q \right) + \Sigma(p), \tag{1a}
\]

\[
\Sigma(p) = Z_2^2 C_F \int_q^A \tilde{G}((p - q)^2) D^{f}_{\mu\nu}(p - q) \gamma_\mu \Sigma(q) \gamma_\nu, \tag{1b}
\]

where \( C_F = (N_c^2 - 1)/2N_c \) and \( N_c = 3 \). \( \Sigma(p) \) is the quark self-energy or mass-shift operator and \( D^{f}_{\mu\nu}(l) = (\delta_{\mu\nu} - l_{\mu} l_{\nu}/l^2) \) is the transversal-projector part of the free gluon propagator in Landau gauge. The effective interaction \( \tilde{G}(l^2) \) is introduced in place of the combination of gluon propagator and quark-gluon-vertex dressing functions and is intended to suitably imitate the combined effects of omitted quark-gluon-vertex terms and the true gluon propagator as well as other dressing functions. \( \int_q^A = \int_{(2\pi)^3} \frac{\text{d}^3 q}{(2\pi)^3} \) is a translationally invariant Pauli-Villars regularized integration measure \[68\] with regularisation scale \( A = 200 \text{ GeV} \) \[45\] \[56\]. \( Z_2 \) and \( Z_4 \) are quark-wave-function and quark-mass renormalisation constants. The current-quark mass is denoted by \( m_q \) and its value given at the renormalisation point \( \mu = 19 \text{ GeV} \). Further details of the renormalisation procedure and a novel algorithm in the chiral limit are described in Appendix A.

With the decompositions

\[
S(p)^{-1} = i \gamma \cdot p A(p^2) + B(p^2) = Z^{-1}(p^2) \left( i \gamma \cdot p + M(p^2) \right) = [-i \gamma \cdot p \sigma_V(p^2) + \sigma_S(p^2)]^{-1}, \tag{2}
\]

Eq. (1) defines a system of inhomogeneous, non-linear, singular, coupled Fredholm integral equations of the second kind for the propagator dressing functions \( A \) and \( B \) \[63\]. Depending upon details of the specific interaction, e.g. strength, multiple solutions of this equation can exist \[67\] \[68\]. Most commonly, two different solution strategies are employed; fixed-point iteration and optimisation algorithms \[70\] \[72\]. Typical solutions of the gap equation are plotted, e.g., in Fig. 4 of \[73\], where usually the emphasis is on dynamical chiral symmetry breaking (DxSB), which is a clearly visible feature in the dressing functions independent of the current-quark mass.

2.2 Effective Interaction

The effective interaction \( G \) in Eq. (1) has a long and diverse history, see, e.g., the corresponding discussion in \[59\]. In essence, one can use the perturbative running coupling of QCD as a basis for this function \[45\] \[74\]. However, there are two aspects to take care of: the infrared behaviour of the interaction as well as the intermediate-momentum strength and its effect on DxSB, which is desired in order to work with a realistic setting. While the details of the effective interaction in the infrared are largely irrelevant for spectroscopy \[75\], the intermediate-momentum regime is, in fact, a dominant factor. The correct ultraviolet (UV) behaviour is important in high-energy processes, but de facto optional for spectroscopy as well.

Thus, a few very similar effective interactions are currently used in spectroscopic DSBSE studies, two of which are used herein. The simpler Alkofer-Watson-Weigel (AWW) parametrisation \[76\] of the interaction reads

\[
G_{\text{AWW}}(q^2) = 4\pi^2 D \frac{q^2}{\omega^2} e^{-\frac{\omega^2}{2z^2}}. \tag{3}
\]

It is UV finite, all renormalisation constants are equal to one, and the limit \( A \to \infty \) can be taken initially. It also simplifies the computational effort somewhat; one
can even perform one of the angular integrations exactly \[\text{Eq.} \] 76.

The correct perturbative limit is ensured by adding the one-loop UV term \[\text{Eq.} \] 45
\[ \mathcal{G}_{UV}(q^2) = \frac{4\pi^2 \gamma_m}{\frac{1}{2} \ln \left( \frac{\tau + (1 + q^2/\Lambda_{\text{QCD}}^4)}{2} \right)} \] (4)

with
\[ F(q^2) = 1 - \frac{e^{-\tau^2/4m^2}}{q^2} \] (5)

where \( m_t = 0.5 \) GeV, \( \tau = e^2 - 1, N_f = 4, A_{\text{QCD}} = 0.234 \) GeV, and \( \gamma_m = 12/(33 - 2N_f) \), which is unchanged from Ref. \[\text{Eq.} \] 74.

Using two-loop expressions \[\text{Eq.} \] 77 is, in fact, unnecessary, since the intermediate-momentum-range model enhancement engulfs the effects beyond the one-loop formula; in addition, the two-loop form’s singularity structure is more complicated and does not benefit the numerical procedures. The Mari
tyr-Tandy (MT) interaction model is parametrized as \[\text{Eq.} \] 74
\[ \mathcal{G}_{MT}(q^2) = \mathcal{G}_{AWW}(q^2) + \mathcal{G}_{UV}(q^2) \] (6).

We use these two model interactions side by side to capture prominent cases of model dependences as well as to determine possible effects of the UV part, as described below.

2.3 Meson BSE

The quark-bilinear setup of the Bethe-Salpeter equation (BSE) contains the quark-antiquark scattering kernel, which is an unknown in QCD. Thus, in an effective study, guidance on or restrictions of the kernel’s form are welcome. In fact, the relations used to provide such guidance are not only welcome and convenient, they are necessary constraints in order to respect the fundamental symmetries of the underlying theory and correctly implement them in the model computations. The most prominent example for light-meson physics is the would-be chiral symmetry of QCD, in particular including DxySB. As a result of requiring to correctly implement these, the kernels of Dyson-Schwinger (DS) and Bethe-Salpeter (BS) equations are related via the axialvector Ward-Takahashi identity (aaWTI) \[\text{Eq.} \] 78. This can be shown to hold for the rainbow-ladder (RL) truncation \[\text{Eq.} \] 79 in the DSBSE approach, which is the first term in a systematic truncation scheme explored in some detail for a very simple model interaction \[\text{Eq.} \] 80 or more complicated situations, e. g., \[\text{Eq.} \] 81.

The RL truncated Euclidean homogeneous meson BSE reads
\[ \Gamma(p; P) = -C_F Z_2^2 \int_q^\Lambda \mathcal{G}((p-q)^2) D_{\mu\nu}(p-q) \chi(q; P). \] (7)

\[ \Gamma(p; P) \] is the Bethe-Salpeter amplitude (BSA) and
\[ \chi(q; P) \equiv S_1(q_+) \Gamma(q; P) S_2(q_-) \] (8)
is the Bethe-Salpeter wave function (BSW), with the dressed-quark propagators \( S_1 \) and \( S_2 \) and their arguments being \( q_+ = q + \eta P, q_- = q - (1 - \eta)P \).

The solution strategy makes use of a covariant basis and a subsequent numerical treatment. We follow the methods and details given in Refs. \[\text{Eq.} \] 61 \[\text{Eq.} \] 72 \[\text{Eq.} \] 82 \[\text{Eq.} \] 83. In particular, the BS amplitude is expanded in a finite set of covariants \( T_n(p, P, \gamma) \) \[\text{Eq.} \] 85 \[\text{Eq.} \] 96, which specify the quantum numbers \( J \) and \( P \), according to
\[ \Gamma(p; P) = \sum_n \Gamma_n(p^2, \cos \langle P, p; P^2 \rangle) T_n(p, P, \gamma), \] (9)

with \( \Gamma_n(p^2, \cos \langle P, p; P^2 \rangle) \) being the partial amplitudes, and the dependence on \( \gamma \) refers to the dependence on constructions involving the four-vector of Dirac \( \gamma \) matrices. Equation \[\text{Eq.} \] 7 is then projected via appropriate traces onto the covariants \( T_n(p, P, \gamma) \), yielding \( 4 (J = 0) \) or \( 8 (J \geq 1) \) coupled equations for the partial amplitudes \( \Gamma_n(p^2, \cos \langle P, p; P^2 \rangle) \). The respective traces have been generated and implemented via a unified and automatable framework, which likewise prevents implementation errors in the rather long expressions for higher \( J \). We solve Eq. \[\text{Eq.} \] 7 by evaluating the determinant via lower-upper factorization and by determining the eigenvalue spectrum for the largest 10 eigenvalues and eigenvectors via the implicitly restarted Arnoldi method. Canonical normalisation, lepton decay constants, residual and (generalized) Gell-Mann–Oakes–Renner (GMOR) relation are evaluated according to \[\text{Eq.} \] 74; cf. \[\text{Eq.} \] 2.4.

We would like to point out that we have employed advanced techniques for the solution of the DSE (see \[\text{Eq.} \] Appendix B) as well as a careful and thorough definition of consistency and plausibility checks at intermediate and, in particular, at the level of BSE on-shell results. This allows for the design and development of a unified and rigorous numerical DSBSE framework to automatically evaluate meson properties for virtually any set of quantum numbers \( J^P(C) \). In addition, this can be achieved with minimal need for manual interference and minimal setup expenses, and can be run on off-the-shelf desktop computers.

Note that we do not expand the angular dependence of the \( \Gamma_n \) in, e.g., Chebyshev polynomials \[\text{Eq.} \] 97, but
retain the full angular dependence in our calculation [45, 71, 103]. This difference is more of a conceptual kind than a numerical one, since in a heavy-light meson a high number of Chebyshev polynomials is expected to be needed in order to properly capture the angular structure of the state [70]. As a result, we expect the number of necessary Chebyshev moments to be similar to the number of necessary angular integration points. This numerical complication, however, simplifies the systematisation and ensures the full Poincaré covariance of the approach. Indeed, it turns out that the \( \eta \)-dependence of the bound-state pole in \( P^2 \) is below the numerical accuracy, i.e. of the same order as the numerical tolerance of the \( P^2 \) determination itself. This is the key to utilizing the \( \eta \)-shift method in order to exclude quark-propagator poles from the BSE integration domain and to increase the applicable pole threshold.

2.4 Spice Ingredients

According to [99], charge-conjugation symmetry of an equal-flavour meson, \([\bar{C}T(-p; P)C^{-1}]^T = C \bar{C} T(p; P)\), with the charge-conjugation matrix \( C = i \tau_2 \gamma_5 \), translates for the BS partial amplitudes to

\[
\Gamma_n(p^2, \cos \langle P, p \rangle; P^2) = \bar{\xi}_n \Gamma_n(p^2, -\cos \langle P, p \rangle; P^2),
\]

where \( c = \bar{\xi}_n \xi_n \) \( \forall n \) (no summation over \( n \) here) must hold, and the covariants transform under charge conjugation as \([\bar{C}T_n(-p, P, \gamma)C^{-1}]^T = \xi_n T_n(p, P, \gamma)\). After projecting onto a suitable set of covariants and discretization of the integrals, the meson BSE, Eq. (7), assumes the form

\[
\Gamma_n(p^2, t_p; P^2) = \sum_{m, q, t_q} K_{nm}(p^2, t_p, q^2, t_q; P^2) \Gamma_m(q^2, t_q; P^2),
\]

with \( t_k \equiv \cos \langle P, k \rangle = \frac{P \cdot k}{\sqrt{P^2 k^2}} \) determining the hyper-angle and the 6-dimensional BS matrix \( K \). Equation (11) contains all \( \mathcal{C} \)-parity states, but doesn’t imply that they are coupled to each other. These can be identified a posteriori by virtue of Eq. (10). However, by solving instead

\[
\Gamma_n(p^2, t_p; P^2) = \frac{1}{2} \sum_{m, q, t_q} \left[ K_{nm}(p^2, t_p, q^2, t_q; P^2) + (\bar{\xi}_n)^{-1} K_{nm}(p^2, -t_p, q^2, t_q; P^2) \right] \Gamma_m(q^2, t_q; P^2),
\]

the solutions are restricted a priori to states with certain \( \mathcal{C} \)-parity. Technically, Eq. (12) is simpler to implement than restricting expansions of the BSA’s angular dependence to particular subsets of, e.g., Chebyshev polynomials as this amounts to a generic low-level array operation.

Once the meson BSE and the quark DSE have been solved consistently and the bound-state mass \( M \) has been found, one can obtain the leptonic decay constant of a pseudoscalar meson by projection onto the axialvector current [100]:

\[
f_0^- = N_c Z_2 \int_q \frac{\text{Tr}[\gamma_5, t \bar{\chi}^0(q; P)]}{P^2} \bigg|_{P^2 = -M^2_0},
\]

with the pseudoscalar BSW \( \chi^0(q; P) \) and \( t \) the corresponding BSA, the solution of Eq. (7). Comparing residues of a flavour-nonsinglet pseudoscalar pole in the dressed pseudoscalar and axialvector vertices as they appear in the NVWITI, one arrives at the generalized GMOR relation [45, 100, 101], which reads

\[
r_{0^-}M^2_0 = (m_q + m_{\bar{q}}) r_{0^-}. \tag{14}
\]

The residue \( r_{0^-} \) of the pseudoscalar’s mass pole in the pseudoscalar vertex is given by [45]

\[
i r_{0^-} = N_c Z_4 \int_q \frac{\text{Tr}_\gamma \chi^0(q; P)}{\sqrt{2}} \bigg|_{P^2 = -M^2_0} \tag{15}
\]

Equation (14) is valid for all current-quark masses and flavour-nonsinglet pseudoscalar states, including excitations as well as exotic states, where it is trivially satisfied by \( f_{0^-} = r_{0^-} = 0 \). The latter is a consequence of the antisymmetry of the corresponding integrands in Eqs. (13) and (15) and is detailed further in Appendix E. Thus, it provides a natural definition of the chiral condensate which is valid beyond the chiral limit [101, 102]:

\[
\langle \bar{q} q \rangle \equiv -f_{0^-} r_{0^-} = -f_{0^-}^2 M^2_0 \frac{m_q + m_{\bar{q}}}{m_q m_{\bar{q}}}.
\]

In the scalar-meson case, one has an analogous flavour-nonsinglet relation [103], which generalises Eq. (14) to

\[
f_{0^\sigma} M^2_0 = (m_q - t \bar{P} m_q) r_{0^\sigma}, \tag{17}
\]

implying that all flavour-nonsinglet scalar quarkonia, conventional or exotic, have a vanishing leptonic decay constant [104, 105]. It is noteworthy that Eq. (17) is fulfilled to very high numerical accuracy \((10^{-3})\) on the mass shell. In analogy to the two cases for \( f \) defined above, the decay constants of the vector and axialvector
mesons are obtained by projecting the BSA onto vector and axialvector currents,

\[ f_{0^+} = N_c Z_2 \int_q \left. \frac{\text{Tr}[\gamma \cdot P \chi^0(q; P)]}{P^2} \right|_{P^2 = -M_{0^+}^2}, \tag{18a} \]

\[ f_{1^-} = N_c Z_2 \int_q \left. \frac{\text{Tr}[\gamma \cdot P \chi^1(q; P)]}{3P^2} \right|_{P^2 = -M_{1^-}^2}, \tag{18b} \]

\[ f_{1^+} = N_c Z_2 \int_q \left. \frac{\text{Tr}[\gamma \cdot P \chi^1(q; P)]}{3P^2} \right|_{P^2 = -M_{1^+}^2}, \tag{18c} \]

and

\[ i r_{0^+} = N_c Z_4 \int_q \left. \frac{\text{Tr}[\chi^0(q; P)]}{P^2} \right|_{P^2 = -M_{0^+}^2}. \tag{19} \]

### 2.5 In-Hadron Condensate

The pseudoscalar in-hadron chiral condensate defined in Eq. \([10]\) arises in the course of the derivation of the generalized GMOR relation, Eq. \([10] [106, 107]\). The latter one is satisfied by all quark bilinear pseudoscalar mesons which are subject to the \(a\)WWTI, irrespective of quark content or quark-mass configuration.

In the chiral limit, comparison to the traditional GMOR reveals that the thus defined in-hadron chiral condensate reduces to its current-algebra, or QSR, counterpart, cf. Eq. \([10] [106, 110]\). An appealing advantage of the in-hadron chiral condensate compared to other definitions in the DSBSE context \([67, 111, 113]\) is that it is well-defined, i.e., it exists for all pseudoscalar quark-bilinear meson states and is unique in the following sense.

The most common alternative definitions used beyond the chiral limit are solely based on the quark propagator itself and necessitate the subtraction of a scaled quark propagator with the correct UV limit, in order to cancel an inherent and characteristic quadratic divergence of the momentum integral over the scalar projection of the quark propagator beyond the chiral limit. Employing the correct scaling, any propagator with the correct UV limit can be used, such as quark propagators for different quark masses or Wigner-Weyl (WW)-phase solutions to the DSE.

However, due to the non-linearity of the quark DSE, none of these linear constructions represent a solution of the quark DSE. Moreover, in the spirit of such a linear construction any arbitrary function with the correct UV limit would, strictly speaking, suffice. In principle, subtracting the WW-phase propagator of the same quark flavour is the least ambiguous and therefore most preferable approach among the subtraction schemes \([67, 111, 113]\), because it is sufficient to render the di-quark condensate finite without the need for rescaling and without quark-flavour ambiguity. Nonetheless, most commonly an Nambu-Goldstone (NG)-phase propagator in the strange-quark-mass regime is used. The apparent caveat with the WW-phase subtraction is that at high densities and temperatures the quark DSE has no WW-phase solution in some model interactions. In general, each subtraction choice results in a different numerical value for the condensates, which is the governing ambiguity. As the chiral condensate is of paramount importance in predictions of the DySB phase transition at large temperatures and densities \([113]\), a definition which is free of such ambiguities is very tempting.

Furthermore, the notion of in-hadron condensates provides the opportunity to overcome the problem of a cosmological constant which is by orders of magnitude too large when the vacuum energy is induced by the QCD chiral condensate \([114, 115]\). With condensates being non-zero only inside hadrons, a zero chiral condensate outside of the hadron, strictly speaking, does not necessitate a restoration of the chiral symmetry; see the discussion and a collection of references in \([69]\).

On a different note, the definition \([16]\) indicates that in-hadron chiral condensates may keep remembrance of their hadronic origins, since they are different for different hadrons (flavour content, \(C\)-parity, or excitation), which is in contrast to the usual QSR assumption. Within the latter, the operator product expansion (OPE) aims at a neat separation of long- and short-range physics by absorbing inherent divergences of local operator products into QCD condensates while encoding the perturbative part of the interaction in Wilson coefficients \([16]\). In this spirit, the employed QCD condensates are universal constants which quantify the complicated dynamical structure of the non-perturbative QCD vacuum, and they do not vary for different hadrons. While a space dependence might still be conceivable, these condensates are independent of the system under consideration, in particular, of excitation or charge-conjugation parity \(C\). It is not yet clear how the picture of in-hadron condensates and QSR condensates can be brought to a mutual agreement, nor if they indeed disagree.

Another issue concerns the heavy-quark mass expansion \([116, 118]\) which allows to expand a charm- or bottom-quark condensate into a power series in the inverse heavy-quark mass with gluon condensates as coefficients. For example, the charm-quark condensate is an order of magnitude smaller than the chiral condensate. It often suffices to regard heavy quarks as static and to neglect heavy-quark condensates in heavy-quarkonium QSR evaluations, which leaves the integrated spectral
properties of states dominated by gluon condensates and the perturbative contribution [110, 120].

An interesting sector in between the chiral and heavy-quark regimes is the sector of open-flavour mesons such as the $D$-meson [2, 120, 122]. For these states an infrared-finite OPE requires the introduction of non-normal ordered condensates, which results in a cancellation of heavy-quark-mass expansion and renormalization contributions [24, 123].

Future investigations should shed light on these issues in the scope of the notion of in-hadron condensates. Finally, having a unique in-hadron condensate definition at hand for the chiral condensate immediately raises the question for analogous definitions for other condensates, e.g., four-quark condensates [24, 125], which can likewise be order parameters of DyχSB and which are of paramount importance for light-quark mesons and baryons and their properties under restoration of DyχSB [126, 129], or generalisations. In this work, we present in-hadron condensates for all $0^{−}$-states that can be analysed at the moment within the DSBSE approach. It is the first investigation covering all flavour combinations, charge parities, and excitations which can be found below the pole threshold.

2.6 Open-Flavour States in Quark-Mass-Independent Interaction Models

The generalisation of any RL setup as described above is straight-forward as long as the effective interaction does not change with the quark mass. Simply put, the effective interaction in the BSE kernel is connected to the dressed quark-gluon interaction vertex (QGV), which appears on one end of the effective dressed-gluon interaction only and thus, if the effective interaction is different for each quark propagator flavour, there is no clear correspondence here. We discuss such a situation below in Appendix D in more detail. In the following, however, we assume the same interaction parameters for all quark flavours and masses as it was always the case before in the literature in studies of open-flavour states [45, 46, 62, 63, 74, 76, 77, 96, 103, 130–136].

In a standard numerical setup, where one aims at a solution of the homogeneous BSE, it is necessary to analyse the analytical structure of the dressed quark propagators and, in particular, their dressing functions. This can be done as demonstrated in [72] by Cauchy’s argument principle or by utilising a Newton-Krylov root finding method. In the NG phase, the quark propagator has a tower of complex conjugated poles off the real axis [72]. In such a case, standard numerical treatments are limited in bound-state mass by the appearance of the non-analytic structure closest to the sampling domain in the complex $p^2$ plane. In Appendix B, we detail our algorithm to uniquely locate this closest quark-propagator singularity in the complex $p^2$ plane and show how to maximally expand the parabolic contour on which the quark propagator is evaluated.

The sampling area necessary in the complex $q^2$ plane dictated by the kinematics in the BSE is parabolic and its dimension is given by the maximal bound state’s mass $M_{\text{max}}$ squared in combination with the momentum-partitioning parameter $\eta$. While $\eta = 0.5$ is ideal for quarkonia, the situation for unequal-mass constituents can be assessed by defining the maximal bound-state parameter $\chi_{\text{max}}(m_q, m_{\bar{q}}) = (\eta M)_{\text{max}}$.

Before turning to an open-flavour case, we exhibit the maximal parabola parameter $\chi$ for the two employed models in Fig. 1 as achievable for quarkonia. While solving the homogeneous BSE for timelike bound-state momenta, $\eta \sqrt{-P^2} < \chi_{\text{max}}$ and $(1 - \eta) \sqrt{-P^2} < \chi_{\text{max}}$ must hold in order to keep the quark-momentum domains free from non-analyticities. Therefore, $\chi_{\text{max}}$ uniquely determines the pole threshold for any quark-mass combination. As visible in Fig. 1, the pole threshold for the MT model [6] is larger over the whole range than for the AWW model [3]. At the same time, also the bound-state masses are larger, which points to the intricate relation between genuine DSE properties and solutions of the homogeneous BSE. Note that for each model, the fitted quarkonia are the $1^{−−}$ mesons, which have the same
Fig. 2: The momentum-partitioning parameter $\eta_{\text{max}}(m_{q'}, m_q)$ as a function of the participating quark masses to be employed in order to maximize the pole threshold. Left panel: AWW model (3); right panel: MT model (6).

Fig. 3: The actual maximally accessible bound-state mass $M_{\text{max}}(m_{q'}, m_q)$ as a function of the participating quark masses. Left panel: AWW model (3); right panel: MT model (6).

bound-state mass up to the fitting accuracy related to a numerical tolerance for the fitted quark masses of $\Delta m_q = 5$ MeV. Note as well that, since the $1^{--}$ states are neither the lightest nor the heaviest ones, they can not be clearly identified in this plot but are part of the tower of dots representing the spectra at each quark mass. It is clearly demonstrated that with the presented setup one can indeed compute reliably very closely to the pole threshold.

In the open-flavour case, for each quark-mass combination, there is exactly one momentum-partitioning parameter, $\eta_{\text{max}}(m_{q'}, m_q)$, see Fig. 2 and Appendix B which maximizes the pole threshold by extending the quark-momentum domains to the limit where poles of both quark propagators just do not enter the respective quark-momentum domain. Both $\eta$-surfaces reveal the same qualitative behaviour, although curvature and steepness are enhanced for the MT compared to the AWW model, as one can expect from Fig. 1. Similarly, the resulting maximal actually reachable bound-state mass, $M_{\text{max}}(m_{q'}, m_q)$, is depicted in Fig. 3. One can see that a bound-state mass far above the conventional pole threshold $M_{\text{max}} = 2 \min(\chi_1, \chi_2)$, where $\chi_i$ is the parabola parameter of quark $i$, is easily reachable for open-flavour mesons in this setup.

In the following, we present a comprehensive body of results for both interaction models as obtained below the respective pole thresholds. Note, that the presented data set is the first to contain all states which are accessible below the pole threshold for this setup. As such, this also represents a benchmark for what is currently available in this model. More states and with better
agreement to experimental data may be found for other parameters or more enhanced effective interactions. Further details on the solution process of the quark DSE in the complex plane of quark-momentum squared and aspects of handling the parabolic sampling domain can be found in Appendix B.

3 Results

3.1 Details of Presentation in Plots

In the following subsections, we present plots comparing several sets of calculated data among each other as they are available for each flavour combination. The comparison of combined calculated values with appropriate error bars is presented below in Sec. 4. For each figure, we plot both the mass and the leptonic decay constant in GeV in terms of $J^{P(C)}$ and excitation for all mesons that appear as solutions of the homogeneous BSE below the respective pole threshold. These thresholds are marked in each $J^{P(C)}$ channel by small horizontal blue lines towards the top of the figure right above the bound-state mass of the corresponding quark-mass configuration.

There are two basic approaches to each flavour combination. As a start, the light-quark mass is fixed by the pion mass. Then, for the first approach, we fix the other quark masses by fitting the pseudoscalar ground-state mass of an open-flavour meson. For the second approach, we fix the other quark masses to fit the vector quarkonium ground state in each case. The results from these two quark-mass configurations are different and give us a handle on systematic errors due to the truncation. In particular, while corrections to RL truncation are expected to be more moderate in both the vector and the pseudoscalar quarkonium channels, the imbalance in an open-flavour meson can play a large role regarding cancellation effects and thus lead to a pronounced truncation effect. Note that results for combinations involving chiral quarks are presented as well to complete the picture and investigate the situation in the chiral limit.

For the results, we use the following systematics of presentation, also detailed in the legend on the right side in Fig. 4. The bound-state masses are plotted in the left half of each quantum-number block against the left-axis scale with blue marker edges, leptonic decay constants are plotted in the right half of each quantum-number block against the logarithmic right-axis scale with red marker edges; note that this scale is linear below 0.1 GeV. Different marker shapes refer to the different quark-mass configurations as indicated in each case in the title of the figure. The marker fill colours indicate the eigenvalue (ordered by their real parts, beginning with the largest) which generates the bound state in each $J^{P(C)}$ channel: blue – 1st eigenvalue (ground state), orange – 2nd eigenvalue (first excitation), white – 3rd eigenvalue (second excitation), and yellow – 4th eigenvalue (third excitation).

The presentation of our results is divided into two larger parts, one for each effective interaction investigated here. The results obtained with the AWW effective interaction, Eq. (5), are presented and carefully discussed first in Sec. 3.2. Thereafter, we present the results obtained with the MT effective interaction, Eq. (6), in Sec. 3.3. Within those parts, we report each flavour combination, one after the other. Each figure title gives effective interaction (AWW or MT), flavor combinations (e.g., $\bar{c}q$ and quark-mass configurations (as subscripts for each flavor combination, indicating to which bound-state mass the quark mass was fixed, e.g., $\bar{s}K\pm cD\pm cD\pm$ indicates a strange-quark mass fixed to the kaon and a charm-quark mass fixed to the $D$ meson masses) for increased clarity and quick reference.

The precise numbers plotted in the figures are also collected in tables in Appendix F for easy reference.

3.2 AWW

The employed model parameters for the AWW model investigation are $\omega = 0.5$ GeV and $D = 1.0$ GeV$^2$. Note that the parametrisation of the intermediate-momentum part of the interaction is different in the original literature, but unified herein to enable a comparison of the parameter values used.

3.2.1 Chiral and Light Quarks

The results for quarkonia and combinations made out of chiral and light quarks are shown in Fig. 4. In particular, we plot the combinations $\bar{q}q$, $\bar{c}c$, and $\bar{q}q$ together, which allows for a direct comparison and investigation of the quark-mass dependence of results close to the chiral limit.

For this plot, we make a number of interesting observations: First of all, the results are robust across the various light and chiral flavour combinations, which is an indication of the computational and conceptual stability of the results.

Next, the pseudoscalar channel is especially close to the chiral limit, since the pion is the would-be Goldstone boson related to $D\chi$SB. This is exactly realised in our setup and clearly visible in the plot: The chiral pion is massless while its leptonic decay constant is nonzero and has the usual value in the chiral limit of $\sim 130$ MeV. The well-known behaviour of the ground-state mass as a function of the current-quark mass is a square-root
Fig. 4: Meson masses and decay constants for the flavour combinations $\bar{\chi}\chi$ (circles), $\bar{q}q$ (diamonds), and $\bar{\chi}q$ (squares), where the greek letter $\chi$ denotes a chiral quark. The horizontal lines at the top of this and subsequent figures are limits to the attainable masses from quark pole singularities, e.g., the two different methods to fit the heavier quark mass result in two such lines. In general, there is one such line for and above each marker shape. See also the detailed description of the figures as given in Sec. 3.1 and by the legend on the right-hand side. The light-quark mass $m_q = 5$ MeV was fitted to a pion mass of $m_\pi = 137$ MeV.

behaviour, i.e., the pion mass rises rapidly away from zero. While for the excited $0^{-+}$ states the behaviour of $f$ close to the chiral limit is known and was documented elsewhere [101, 138], namely, linearly rising with the current-quark mass and exactly zero in the chiral limit, we do not find such an excitation here below the pole threshold.

Also in other quantum-number channels and cases such as the scalar or exotic pseudoscalar ones, the chiral limit requires particular behaviour or values for $f$, as described above in Sec. 2.4. Wherever states appear that match these specific cases, all required qualitative features are realized exactly.

The situation for open-flavour states was recently elucidated in detail with regard to the connection to $J^{PC}$ exotics for the corresponding charmonia [62, 63]. In particular, one observes a connection between meson masses as the quark masses change within the meson. Since no states should appear or disappear along such trajectories, a correspondence between, e.g., unflavoured $0^{-+}$ or $0^{--}$ quarkonium states to $0^{-}$ states for open flavours can be established.

The reasoning behind this is that, in the scope of a Poincaré-covariant calculation, $J^{P\pm}$-states actually belong to the same tower of $J^P$ excitations. For example, in Fig. 4 the first excitation in the chiral-light $0^{-}$ channel corresponds to the $0^{--}$ ground state in both the chiral-chiral as well as the light-light quarkonia. As a result, this first excitation’s leptonic decay constant is negligible.

The $1^{--}$-states have non-zero decay constants in general, with the ground state’s decay constant being larger than the one of the first excitation. This behaviour is nontrivial and can be related to the orbital-angular-momentum content of the states. In particular, a smaller value for $f$ is correlated to a larger $D$-wave content of the state under consideration [61].

In the exotic $1^{-+}$-channel, one has to evaluate the BSE very closely to the pole threshold, which requires an extremely efficient numerical treatment of the quark-pole issue in both the DSE as well as the BSE (cf. Appendix B), and only one quark-mass configuration generates a sub-pole-threshold bound state. Unfortunately, the corresponding quasi-exotic open-flavour $1^{-}$-state could not be found below the pole threshold. It would be the second excitation in this channel due to the ordering of states in the combined $1^{-\pm}$-channels, where the first excitation is conventional and corresponds to a
3.2.2 Light and Strange Quarks

The masses and leptonic decay constants for mesons with strangeness are presented in Fig. 5, where we collect both the light-strange as well as chiral-strange results. In general, one finds considerably fewer states below the pole threshold than for the light-quark mesons. However, the systematics are good, i.e., the masses and leptonic decay constants are robust across the various configurations and the variations follow the expected patterns.

The mass difference of the participating quarks results in non-zero leptonic decay constants for, among others, the (conventional) $0^{++}$-ground state which corresponds to the conventional $0^{++}$-ground states in the light-quark and $s\bar{s}$ quarkonia. Also, both $1^{+-}$-states have non-zero decay constants, where the ground states correspond to the $1^{+-}$ axialvector ground states in the light-quark-meson and $s\bar{s}$-sectors.

3.2.3 Light and Charm Quarks

The $D$-meson mass spectrum and leptonic decay constants are presented in Fig. 6. Our data here is rather sparse, since no BSE solution below the pole threshold has been found in our setup using a charm-quark mass which has been fitted to the $J/\psi$ meson, $m_c = 1.11$ GeV. In addition, the $0^-$ channel is the only one where a bound-state solution below the pole threshold has been found. Overall, apart from the $B$ and $B_s$ cases, where no solution is found at all, this is the flavour combination with the fewest states below the pole threshold. The depicted quark-mass configurations are $\bar{q}c$ and $\bar{\chi}c$ states with the charm-quark mass being $m_c = 975$ MeV, adjusted to fit the $D(1870)$-meson mass (cf. Fig. 6). For each the chiral- and light-quark configurations there are two solutions of the homogeneous BSE and thus data points. This happens because of the non-monotonicity of the eigenvalue curves in this case, where two bound states are generated by the first eigenvalue curve for both accessible quark-mass configurations. It is possible that such additional states are abnormal in the sense of the canonical norm of the BSA [139]. This non-monotonicity also spoils the possible extraction of on-shell properties of the BSE solutions beyond the pole threshold from off-
3.2.4 Strangeonium

The strangeonium mass spectrum and leptonic decay constants are shown in Fig. [8]. While the mass spectrum exhibits a natural dependence on the sizeable quark-mass change, the leptonic decay constants only show remarkably small variations. The latter is particularly true for the only excitation found below the pole threshold, in the $1^{−−}$ channel. Where available, leptonic decay constants follow the same pattern as for light quarkonia (cf. Fig. [3]). In particular, their values are zero in certain channels as required by symmetries.

3.2.5 Strange and Charm Quarks

For the $\bar{s}c$-spectrum, presented in Fig. [8] only $0^{−}$-states have been found below the pole threshold for the $1^{−−}$-based configuration of quark masses. While here also the leptonic decay constants appear strongly dependent on the employed quark masses, one must not forget the large change in the quark masses themselves for both the strange and the charm quarks. Remarkably, the states of the $1^{−−}$-quarkonium-based quark-mass configuration in the $0^{−}$-channel are both generated by the first eigenvalue curve, in contrast to the states found via the open-flavour-based quark-mass configuration in this channel. This qualitative difference alone must be expected capable of producing large systematic errors. However, the variation is well within a reasonable domain considering that also the underlying changes in the quark masses are sizeable.

The large mass difference of the participating quarks results in non-zero leptonic decay constants in the $1^{+}$- and $0^{+}$-channels. The corresponding equal-flavour channels in the $\bar{s}s$- and $\bar{c}c$-sectors (cf. Figs. [7] and [9]) are the $1^{+}$-channel for the $1^{+}$-state and the $0^{++}$-channel for the $0^{+}$-ground state, both with zero leptonic decay constants. The assignment for the first excitation in the $0^{+}$-channel is unclear, as the next excitation with appropriate quantum numbers in the $\bar{s}s$-sector is the first (conventional) $0^{++}$-excitation (there are no $0^{++}$-states below the pole threshold in the $\bar{s}s$-sector), while the associated state in the $\bar{c}c$-sector is the exotic $0^{++}$-ground state, both of which have negligible leptonic

shell eigenvalue curves below the pole threshold which are algorithmically used for finding numerical solutions of the BSE [93]. Therefore, any extension of the DSBSE approach beyond the presented quantum numbers in the open-charm sector requires a sophisticated numerical treatment of the impeding mechanisms [140]; however, such an advanced treatment is beyond the scope of the present study. Finally, the resulting leptonic decay constants of all four solutions are very similar.

Another remark concerns the large imbalance of quark masses for heavy-light mesons such as $D$ or $B$. It has been known for some time in the literature that the ladder truncation of the BSE is not well suited for the description of such unequal-mass systems, where a large part of the discussion usually takes place in the context of QED [141–143]. In particular, it is usually remarked that in the limit of the heavy constituent mass going to infinity, the Dirac equation is not reproduced in ladder truncation. Similarly, one can ask the question in the context of our study, how strongly this behavior in the truncation affects our results. However, there is no a priori reason to consider any state more unreliable on the basis of such arguments than on the basis of truncation effects in general. Since truncation effects are certainly sizeable, we interpret our results for the heavy-light case with caution to begin with. The non-existence of the correct infinite-heavy-mass limit in ladder truncation must be viewed in the context of the model setup, much like each set of results. The model parameters capture some truncation effects and their variation makes others apparent, but there is no reason to judge a charm quark or even a bottom quark heavy by the standards of the limit in question. Thus it is unclear how influential the corresponding effects from the infinite-mass limit are in our results.
Fig. 7: Same as Fig. 4 for AWW strangeonium ($\bar{s}s$) with detailed description in Sec. 3.1. The quark-mass configurations are: strange-quark mass $m_s = 90$ MeV fitted to the $\phi(1020)$ mass (circles); strange-quark mass $m_s = 115$ MeV fitted to the kaon mass (diamonds) with the light-quark mass $m_q = 5$ MeV.

Fig. 8: Same as Fig. 4 for AWW charmed strange mesons ($\bar{s}c$) with detailed description in Sec. 3.1. The quark-mass configurations are: $m_s = 90$ MeV and $m_c = 1.11$ GeV both fitted to their $1^{--}$ ground states (circles); $m_s = 115$ MeV and $m_c = 975$ MeV both fitted to the open-flavour pseudoscalar ground states (diamonds).

decay constants. Analogously, non-vanishing leptonic decay constants are found in the $1^{-+}$-channel for both states, where the ground state corresponds to the $0^{++}$-ground state and the quasi-exotic first excitation to the exotic $0^{+-}$-ground state in the $\bar{c}c$-sector.

3.2.6 Charmonium

Figure 9 shows the $\bar{c}c$-meson mass spectrum and leptonic decay constants. Charmonium allows for more states to be found below the pole threshold than for the light-quark quarkonia, as discussed above. In particular, genuine (exotic) $0^{+-}$ and tensor-meson states have been evaluated and are presented here. It is also the first quarkonium spectrum presented here with first excitations in the $0^{--}$, $1^{++}$-, and $1^{+-}$-channels and a second excitation in the $1^{--}$-channel below the pole threshold.

The dependence of the pole threshold on the quark-mass configuration may seem large, but its relative size is comparable to the strangeonium sector. The same is true for the dependence of the meson masses on the quark-mass configuration. Note that the second $1^{--}$-excitation is almost degenerate in mass with the first excitation, which is not uncommon and an expected possibility for states with different predominant orbital angular momentum.

In particular, the excited-state values for the leptonic decay constant in the $1^{--}$-channel hint towards the interpretation of larger $f$ as being generated by an
Fig. 9: Same as Fig. 4 for AWW charmonium (¯cc) with detailed description in Sec. 3.1. The quark-mass configurations are: charm-quark mass \( m_c = 975 \text{ MeV} \) fitted to the \( D \)-meson mass (circles); charm-quark mass \( m_c = 1.11 \text{ GeV} \) fitted to the \( J/\psi \) mass (diamonds).

S-wave state and smaller \( f \) by a \( D \)-wave state [61]. Note that leptonic decay constants of excitations in the axialvector channels are negligible, as are the ones of the \( 0^{++} \)-channel, as well as those of the exotic \( 0^{−−}, 0^{+-}, \) and \( 1^{-+} \)-channels. Also note that we do not define a leptonic decay constant for mesons with \( J \geq 2 \).

3.2.7 Charm and Bottom Quarks

The \( \bar{c}b \)-meson pattern, presented in Fig. 10, exemplifies the interesting case where the lowest bound state is generated by the third eigenvalue due to the presence of complex conjugated first and second eigenvalues at the point where their real parts intersect the value one. As argued in [63], one might suspect that genuine solutions of the BSE with \( \text{Im} P^2 \neq 0 \) also exist for these eigenvalues. However, this contradicts the fact that the RL-truncated BSE has no decay channels and, therefore, does not provide resonances or a meson’s width. Implementation of weak decay channels is work in progress [144]. The analysis of this situation will be continued elsewhere.

3.2.8 Bottomonium

The \( \bar{b}b \) results, depicted in Fig. 11, are the richest below the pole threshold in this investigation. However, since no \( B \)-meson mass could be fitted, there is only one quark mass configuration with the bottom-quark mass fitted to the vector ground-state quarkonium.

Additional excitations compared to the \( cc \)-pattern can be found in all channels apart from \( 0^{+-} \) and \( 2^{+-} \).
This is also the only case for the AWW model where bound states below the pole threshold in the $3^{-+}$ and $3^{++}$ channels are found.

Different from the $cc$-pattern, the leptonic decay constants in the $1^{--}$-channel are reversed in size for the first and second excitations, while the third excitation again has a larger decay constant. This suggests an orbital angular momentum excitation pattern of $S$-wave for the ground state, the first and third excitations, while the second excitation appears to be $D$-wave.

### 3.2.9 In-Hadron Condensates

To conclude the presentation of results from the AWW model calculations, we present in-hadron condensates evaluated according to Eq. (16) in Fig. 12. For quarkonium in-hadron condensates, one generally observes that the condensates defined in this way increase with quark-mass content in modulus and decrease with excitation. Furthermore, exotic in-hadron condensates are generally zero. For open-flavour mesons, one observes that the in-hadron condensates are dominated by the heavy-quark content, e.g., the $\bar{c}c$-condensate can be approximated by the $\bar{c}c$-condensate.

As the $\bar{c}b$-in-hadron condensate is similar to the $\bar{c}c$-condensate, this indicates that one indeed misses $\bar{c}b$-states, in particular, the ground state. The quasi-exotic open-flavour analogues to exotic quarkonia generally

![Fig. 11: Same as Fig. 4 for AWW bottomonium (bb) with detailed description in Sec. 3.1. Bottom-quark mass $m_b = 4.43$ GeV fitted to the $\Upsilon$ mass.](image)

![Fig. 12: $J^P(C) = 0^{-(C)}$ in-hadron condensates according to definition (16) in the AWW model for all accessible flavour and charge-parity combinations. Blue marker edges refer to $C = +1$, red to $C = -1$, and black to undefined $C$ for open-flavour mesons. Marker fill colours and marker shapes refer to eigenvalue numbering in that particular $C$-channel (ground state – red circles, first excitation – white diamonds, second excitation – yellow squares); quark mass configurations are not distinguished here.](image)
have rather small or even negligible in-hadron condensates. Note that the second eigenvalue in the $\bar{s}\bar{c}$-sector does not generate a quasi-exotic state, as can be seen from Figs. 7 and 9.

### 3.3 MT

The second part of the presentation of our results deals with the MT effective interaction (6). The difference between these two Ansätze is the UV part of the effective interaction, which is responsible for the behaviour in high-energy processes and also has an immediate impact on, e.g., the large-momentum behaviour of the components of the BSA. For the present investigation the main point is that the two different versions of the effective interaction allow us to study the model dependence of our setup, at least to some extent.

In this context it would be desirable to have even more different forms of the effective interaction and compare the results. However, comparing two of them in detail is certainly enough in terms of a first step and does not overload the amount of data and figures presented here. We generally find that there are differences in the details of the various flavour-combination setups, but that the results for $M$ and $f$ are rather robust with respect to the difference in the UV behaviour of the two effective interactions. The changes are expected to be largest in the excited states in each channel due to the strength variation in the intermediate-momentum range from the AWW to the MT case. Such a variation is brought about by the change in model parameters necessary to maintain appropriate fits of the data.

The employed model parameters for the MT model investigation are $\omega = 0.4$ GeV and $D = 0.372$ GeV$^3/\omega$. The presentation is analogous to the one above in Sec. 3.2 and given in Figs. 13 through 20.

#### 3.3.1 Chiral and Light Quarks

In analogy to Fig. 4 for the AWW model interaction, Fig. 13 shows the light-quark meson spectrum and leptonic decay constants for the MT model (6). The overall pattern of results is very similar to the ones already presented above, a statement that can be made about the entire set of results.

Compared to the AWW case, one finds more states below the pole threshold, e.g., in the $1^{-+}$-channel, and in particular an exotic $0^{++}$-state. Furthermore, the first excitation in the $0^{-+}$-channel is found, which is the quasi-exotic open-flavour analogue to the exotic $0^{++}$-ground state. Thus, the open-flavour $0^{-+}$-channel, with its conventional ground state and its quasi-exotic first excitation, clearly resembles the mass spectra and decay constants of the combined $0^{++}$-channel, as it should in our line of argument.

Similarly, three sub-pole-threshold bound-state solutions to the BSE can be found in the $1^{-+}$-channel, thus providing us with a genuine quasi-exotic open-flavour meson. The first (a conventional) and second (a quasi-exotic) excitations are almost mass-degenerate, as one would expect from the respective $1^{-+}$-channel spectra. Contrary to the (quasi-) exotic states of the $1^{-+}$-channel with negligible decay constants, the conventional states have sizable decay constants, which provides a means to distinguish these two types of states.

#### 3.3.2 Light and Strange Quarks

The strange-meson spectra and decay constants, exhibited in Fig. 14, feature an additional excitation in the $0^{+-}$-channel compared to the AWW model spectra in Fig. 5. It is found slightly below the pole threshold and provides a very nice example of bound states of one quark-mass configuration being found beyond the pole threshold of another configuration. The additional excitation is a quasi-exotic open-flavour meson corresponding to two exotic $0^{++}$-quarkonia. Overall, the spectrum appears even more robust across the four configurations for both the masses and decay constants compared to the AWW model, cf., e.g., the $0^{-+}$-channel.

#### 3.3.3 Light and Charm Quarks

The charmed-meson results are presented in Fig. 15. In contrast to the AWW model (cf. Fig. 9), one finds sub-pole-threshold bound states in the $0^{++}$-channel. On the other hand, in the $0^{-+}$-channel sub-pole-threshold bound states can be found only for one quark-mass configuration. Due to the non-monotonicity of the respective eigenvalue curve in this case, one formally obtains two bound-state solutions for the first BSE eigenvalue, similar to the AWW case in this channel. The corresponding leptonic decay constants are again almost equal. The $0^{+-}$-state with a sizeable decay constant corresponds to the $0^{++}$-ground states in the charmonium and the light quarkonium, which both have zero decay constant.

#### 3.3.4 Strangonium

Figure 16 shows the strangonium mass spectrum and leptonic decay constants. The similarities and differences to the case of the AWW model (cf. Fig. 7) remain consistent with observations made above in that there are more sub-pole-threshold states, more excitations, and the results appear to be even more robust with respect to the quark-mass configurations.
Fig. 13: Same as Fig. 4 but for the MT model (6). Meson masses and decay constants for the flavour combinations $\bar{\chi}\chi$ (circles), $\bar{q}q$ (diamonds), and $\bar{\chi}q$ (squares), where the greek letter $\chi$ denotes a chiral quark. The light-quark mass there is $m_q = 3.8\text{ MeV}$. Detailed figure description in Sec. 3.1 and in the legend on the right-hand side.

Fig. 14: Same as Fig. 13 for MT strange mesons ($\bar{q}s$, $\bar{s}\chi$). The quark-mass configurations are: $\bar{s}\chi$ with strange-quark mass $m_s = 75\text{ MeV}$ fitted to the $\phi(1020)$ (circles); $\bar{s}\chi$ with strange-quark mass $m_s = 85\text{ MeV}$ fitted to the kaon with the light-quark mass $m_q = 3.8\text{ MeV}$ (diamonds); $\bar{q}s$ with strange-quark mass $m_s = 85\text{ MeV}$ (squares); $\bar{q}s$ with strange-quark mass $m_s = 75\text{ MeV}$ (pentagons). Detailed figure description in Sec. 3.1.
3.3.7 Charm and Bottom Quarks

The bottom-charmed sector, shown in Fig. 19, is as sparsely populated with sub-pole-threshold states as in the AWW case (cf. Fig. 10). The main difference is that the accessible sub-pole-threshold states are generated by the first eigenvalue and not the third as for the AWW model. However, it is hard to tell if the found states can actually be uniquely identified by mere inspection of the bound-state masses, which differ only at the percent level (≤ 5%). On the other hand, the discrepancy for the leptonic decay constants is sizable, by a factor 2 to 3. If one assumes that the AWW states are second excitations, it is plausible to suspect that the found AWW 1− state is a quasi-exotic state, because the second excitation in the 1− channel can be associated with the exotic 1++ state. The AWW 0− state, instead, would plausibly be conventional.

3.3.8 Bottomonium

The bottomonium results, depicted in Fig. 20, contain the same channels and sub-pole-threshold states as the corresponding AWW set shown in Fig. 11. Since no solution can be found for the B-meson case, the only quark-mass configuration is fitted to the vector-bottomonium mass.

An interesting difference can be found in the 2− channel, where ground state and first excitation are almost degenerate. Furthermore, the leptonic decay constants in the 1− channel are monotonically decreasing in size with excitation, contrary to the AWW case, where the third excitation has a larger decay constant than the second one. This again hints at a certain model-sensitivity of the level orderings of S- and D-wave excitations.
3.3.9 In-Hadron Condensates

Figure 21 depicts the MT in-hadron condensates evaluated according to Eq. (16). Qualitatively, the pattern looks similar to the AWW in-hadron condensates in Fig. 12. However, the bottomonium ground state generates a significantly larger condensate in the MT model. Similarly, the D-meson condensates are rather large as compared to the bottomonium and the charmonium ground-state condensates. In the $D_s$-channel, the upper two condensate values correspond to the lowest two states of the vector-quarkonium-based quark-mass configuration. They are well separated from their third state and all states of the $0^-$-open-flavour-based quark-mass-configuration condensates.

4 Comparison to Experimental Data

After the technical and methodological analysis of our results in Sec. 3, we now make a comparison to experimental data. A few comments are in order at this point. First of all, our study is an as-comprehensive-as-possible presentation of masses and leptonic decay constants in our setup. As such, it has facets of a survey which aims at a bigger picture and not at a precise reproduction of every detail. On the other hand, it is limited by techni-
The model parameters for the effective interactions are preset by earlier studies and taken to be representative of a typical effort of this kind. They are fitted to meson properties as well as DχSB itself, i.e., mainly anchored to the light-quark domain. The quark masses have been fitted in two different ways, as explained above, to investigate in part the model dependence of our setup. The other model dependence we allow for is the UV behaviour of the effective interaction, which is detailed in Sec. 2.2. Both of these are a measure of the truncation effects in our approach, since the role played by various Ansätze diminishes with the level of sophistication of the truncation within the systematic truncation scheme employed. Note that no fine-tuning has been performed at all, neither at the level of the quarkonium cases, nor after fixing the quark masses in the open-flavour cases. In summary, there are many ways to improve our results beyond the scope of the present analysis.

To illustrate this and to provide an instructive picture as well as an as-is comparison with experimental data, we summarize our results from the above discussion in such a way that all data with the same quark content are combined over different models as well as quark-mass configurations and plotted as a box which visualizes the minimum-to-maximum range of calculated values.

Fig. 18: Same as Fig. 13 for MT charmonium (c̅c). The quark-mass configurations are: charm-quark mass $m_c = 695$ MeV fitted to the D-meson mass (circles); charm-quark mass $m_c = 855$ MeV fitted to the J/$\psi$ mass (diamonds). Detailed figure description in Sec. 3.1.

Fig. 19: Same as Fig. 13 for MT bottom charmed mesons (c̅b). Bottom-quark mass $m_b = 3.77$ GeV and charm-quark mass $m_c = 855$ MeV each fitted to the vector-quarkonium ground state. Detailed figure description in Sec. 3.1.
Fig. 20: Same as Fig. 13 for MT bottomonium (\(\bar{b}b\)). Bottom-quark mass of \(m_b = 3.77\) GeV fitted to the \(\Upsilon\) mass. Detailed figure description in Sec. 3.1.

These boxes are plotted in different colours for different excitations in each \(J^P(C)\) channel, slightly offset from each other, in analogy to the figures in Sec. 3 with the following colour coding: blue borders – meson masses; red borders – meson leptonic decay constants. Fill colours are blue (ground state), orange (1\textsuperscript{st} excitation), green (2\textsuperscript{nd} excitation), and magenta (3\textsuperscript{rd} excitation). Note that our results are now ordered and marked according to their level of excitation, rather than the index of the respective eigenvalue.

Experimental data are plotted as wider boxes spanning the entire width of each channel and in the colour code corresponding to the calculated results. The data are taken from the PDG review \[44\]; box heights represent experimental uncertainties. If the experimental value is yet unknown, we simply do not plot a wide box; a prominent example for this is the mass of the \(B_c^*\) meson \[88\].

In Figs. 22 and 23 we present the comparison for all (light, strange, charm, and bottom) quarkonia. In essence, this shows both strengths and weaknesses of the not-fine-tuned setup, in particular, since we use one unified set of model parameters for all quark masses, in contrast to previous studies \[59-61\]. In fact an possible additional step in parameter freedom, which we did not employ here, and which is not easily applicable to the open-flavour case, is sketched below in Appendix D.
Fig. 22: Light quarkonia masses and leptonic decay constants in comparison to experimental data. Both the AWW and MT interactions have been employed to set the vertical height of the narrow boxes. The height of the wide boxes is set by experimental uncertainties. The fill colours of the boxes are blue (ground state), orange (1st excitation), green (2nd excitation), and magenta (3rd excitation). Blue borders mark meson masses, red borders mark meson leptonic decay constants.
Fig. 23: Heavy quarkonia masses and leptonic decay constants in comparison to experimental data. Both the AWW and MT interactions have been employed to set the vertical height of the narrow boxes. The height of the wide boxes is set by experimental uncertainties. The fill colours of the boxes are blue (ground state), orange (1st excitation), green (2nd excitation), and magenta (3rd excitation). Blue borders mark meson masses, red borders mark meson leptonic decay constants.
Fig. 24: Open-flavour meson masses and leptonic decay constants as we find them in comparison to experimental data. Both the AWW and MT interactions have been employed to set the vertical height of the narrow boxes. The height of the wide boxes is set by experimental uncertainties. The fill colours of the boxes are blue (ground state), orange (1st excitation), green (2nd excitation), and magenta (3rd excitation). Blue borders mark meson masses, red borders mark meson leptonic decay constants.
Fig. 25: Open-flavour meson masses and leptonic decay constants as we find them in comparison to experimental data. Both the AWW and MT interactions have been employed to set the vertical height of the narrow boxes. The height of the wide boxes is set by experimental uncertainties. The fill colours of the boxes are blue (ground state), orange (1st excitation), green (2nd excitation), and magenta (3rd excitation). Blue borders mark meson masses, red borders mark meson leptonic decay constants.
However, such an Ansatz remains inconclusive at this point.

Nonetheless, the landmarks are well reproduced, i.e., we have good descriptions of the pion, ρ, and φ masses and leptonic decay constants as well as, for the heavy pseudoscalar and vector quarkonia, of both their masses and leptonic decay constants, where available. The quality of the description for orbital or radial excitations varies as expected, due to the missing flexibility of the combination of truncation and model freedom. In summary, this is neither new nor surprising.

The set of actually new results are the collected masses and decay constants for the open-flavour cases in Figs. 24 and 25. While the description is excellent in the strange sector, in particular in the pseudoscalar and vector channels, the heavy-light systems as well as the bottom-charmed case is, at least, promising for future studies. As always in the RL truncation, one can argue for cancellation effects in the pseudoscalar and vector channels, but, as already mentioned above, the imbalance of a heavy-light system is an important factor. In addition, we find a rather pronounced model dependence in our set of results, as illustrated by the box sizes in Figs. 24 and 25.

While our results are often consistent with experiment, our model uncertainties are easily of the order of 10%, which is rather sizable, particularly if considering the precision achieved for heavy quarkonia. This observation is valid for both masses and leptonic decay constants, but still not enough to rule out sophisticatedly tuned RL studies as a means to study open-flavour mesons. In particular, it will be interesting to see how technical improvements can influence the amount of both model dependence and variation due to quark-mass changes.

5 Conclusions and Outlook

We present an as-comprehensive-as-possible account of quarkonia and open-flavour meson states in the DSBSE approach together with a thorough discussion of technical issues surrounding this topic. The study uses two forms and parameter sets for the effective model dressed-gluon interaction in the RL-truncated setup, in order to estimate the model dependence of our results. However, for each set, both interaction and parameter values are kept the same for all quark-mass values. We also investigate the effect of using different anchoring and fitting strategies for fixing the quark-mass values to either heavy vector quarkonia or open-flavour pseudoscalar-meson ground states.

In addition to meson masses and leptonic decay constants, we present an account of in-hadron quark condensates together with an extended discussion of issues surrounding this definition of condensates in QCD. Our results are first analysed and then compared to experimental data, where available. This comparison is encouraging in that we have not made any attempt at fine-tuning model parameters, in particular as functions of the quark mass, as was done successfully in previous studies for quarkonia. We elucidate part of the reasons in an (unsuccessful) attempt to accommodate different model-parameter sets in an RL-truncated setup.

We detail the three major technical issues for open-flavour studies in the DSBSE approach, namely, the pole threshold induced by non-analyticities of the quark propagators in the complex squared-momentum plane, complex conjugated eigenvalues, and the non-monotonicity of eigenvalues as functions of $P^2$. We exemplify in which sectors of the meson spectrum these issues become relevant and to what extent they can be circumvented. While limitations induced by the pole threshold are well under control either by staying below it, as demonstrated in this work, or by employing well constrained extrapolation methods and extracting beyond-pole-threshold information from below-threshold eigenvalue curves, the occurrence of complex conjugated eigenvalues turns out to be a major issue as it blurs the fate of excitations. Future investigations will reveal if the promising approach of [140] will solve this issue. It might well be that also the issue of non-monotonicity is resolved by this approach.

We identify $J = 3$ as the largest spin that can be analysed below the pole threshold. We also exemplify that in-hadron condensates may be utilized as a means of state identification. We anticipate that our next steps will improve the results, namely, a set of fine-tuning procedures, which can also better explore the meson-mass regions beyond the reach of the present investigation. Furthermore, a natural ingredient of follow-up studies is an orbital-angular momentum decomposition (OAMD) of open-flavour states.
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Appendix A: Renormalisation in the Chiral Limit

To derive equations for the explicit renormalisation in the chiral limit, we write the quark DSE in the form

$$A(p^2) = Z_2 + \left\{ \frac{1}{Z_2^2} \right\} \Sigma_V(p^2), \quad (A.1a)$$

$$B(p^2) = Z_4 m(\mu^2) + \left\{ \frac{1}{Z_2^2} \right\} \Sigma_S(p^2), \quad (A.1b)$$
where \( \Sigma_{V,S} \) denote respective traces of the quark self-energy with extracted renormalisation constants. For the upper (linear) approach, \( Z_{1F} \) has been absorbed in the effective interaction model \( \mathcal{G}(q^2) \), while the lower (non-linear) approach explicitly accounts for the renormalisation of the DSE kernel [145]. The renormalisation condition at the renormalisation scale \( \mu \) reads

\[
A(\mu^2) = 1, \\
B(\mu^2) = m(\mu^2).
\]

In the linear approach, the renormalisation condition translates to

\[
Z_2 = 1 - \Sigma_V(\mu^2), \\
Z_4 = 1 - \frac{\Sigma_S(\mu^2)}{m(\mu^2)}.
\]

Insertion into \( A(\mu^2) \) eliminates the renormalisation constants, yielding

\[
A(p^2) = 1 + \Sigma_V(p^2) - \Sigma_V(\mu^2),
\]

\[
B(p^2) = m(p^2) + \Sigma_S(p^2) - \Sigma_S(\mu^2),
\]

which can be solved the same way as an un-renormalized DSE. This is a very intuitive form, as any solution to it clearly satisfies the renormalisation condition by subtracting an appropriate constant. However, any subtracted function with the correct boundary condition would do due to linearity.

For the non-linear approach, this is not possible. Equating \( A(\mu^2) \) and \( A(p^2) \), and all \( p^2 \). The expressions for \( Z_{2,4} \) become coupled:

\[
Z_2 = -\frac{1}{2\Sigma_V(\mu^2)} \left( 1 - \sqrt{1 + 4\Sigma_V(\mu^2)} \right),
\]

\[
Z_4 = 1 - Z_2^2 \frac{\Sigma_S(\mu^2)}{m(\mu^2)}.
\]

Thus, a form analogous to Eqs. \ref{A.3} cannot be obtained.

In the chiral limit, \( m \to 0 \), Eqs. \ref{A.2b} and \ref{A.4b} are ill-defined. Applying the theorem of de l’Hospital thus gives

\[
Z_4(m(\mu^2) = 0) = \lim_{m(\mu^2) \to 0} Z_4(m(\mu^2))
\]

\[
= 1 - \left\{ \frac{1}{Z_2} \right\} \lim_{m(\mu^2) \to 0} \frac{\partial \Sigma_S(\mu^2)}{\partial m(\mu^2)},
\]

which relates \( Z_4 \) to the quark-mass derivative of the quark self-energy’s scalar projection. With the r.h.s. of Eq. \ref{A.1} being linear in the quark propagator,

\[
A(p^2) = Z_2 + \left\{ \frac{1}{Z_2^2} \right\} C_F \int_q \mathcal{G}((p-q)^2) K_V(p,q) \sigma_V(q^2),
\]

\[
B(p^2) = Z_4 m(\mu^2) + \left\{ \frac{1}{Z_2^2} \right\} C_F \int_q \mathcal{G}((p-q)^2) K_S(p,q) \sigma_S(q^2),
\]

and the quark-mass derivatives of the dressing functions

\[
\frac{\partial \sigma_V}{\partial m} = \frac{\sigma_V(A \mu^2) - 2 \sigma_V^2}{\partial m(\mu^2)} - 2 \sigma_V \sigma_S \frac{\partial B}{\partial m(\mu^2)}
\]

\[
\equiv M_{AA} \frac{\partial A}{\partial m(\mu^2)} + M_{AB} \frac{\partial B}{\partial m(\mu^2)},
\]

\[
\frac{\partial \sigma_S}{\partial m} = \frac{\sigma_S(B \mu^2) - 2 \sigma_S^2}{\partial m(\mu^2)} - 2 \sigma_V \sigma_S \frac{\partial A}{\partial m(\mu^2)}
\]

\[
\equiv M_{BB} \frac{\partial B}{\partial m(\mu^2)} + M_{BA} \frac{\partial A}{\partial m(\mu^2)},
\]

\[
K_V \text{ and } K_S \text{ are the integration kernels in } \Sigma_V \text{ and } \Sigma_S, \text{ see Appendix B. For known propagator functions } A, B, \text{ and renormalisation constants } Z_2, Z_4, \text{ this is a linear, inhomogeneous, coupled integral equation for } \frac{\partial A(p^2)}{\partial m(\mu^2)} \text{ and } \frac{\partial B(p^2)}{\partial m(\mu^2)}. \text{ It can be solved by virtue of standard integral equation methods, such as fixed-point iteration, Newton-Krylov optimisation, matrix inversion, or, which often is more suitable, a direct linear equation solver. We employed all of these, tested and confirmed their applicability. For the scalar projection of the quark self-energy, one obtains}
\]

\[
\frac{\partial \Sigma_S(\mu^2)}{\partial m(\mu^2)} = C_F \int_q \mathcal{G}((p-q)^2) K_S(p,q) \frac{\partial \sigma_S(q^2)}{\partial m(\mu^2)}.
\]

In the chiral limit, \( Z_4 \) is not known and, therefore, a solution is not possible. However, inserting \ref{A.5} gives

\[
\frac{\partial B(p^2)}{\partial m(\mu^2)} = 1.
\]
As now all functions and constants are known and the \( \frac{\partial A(p^2)}{\partial m(\mu^2)} \)
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In order to apply the combined DSE-BSE approach to open-flavour mesons involving charm and bottom quarks, precise knowledge of the analytic properties of the propagators is mandatory. Furthermore, to extend its applicability to its maximal domain, the propagators have to be known very precisely and sophisticated methods of analytic continuation are necessary. While for \( A(p^2) \) and \( B(p^2) \) no non-analyticities have been found so far, the functions \( \sigma_{S,V}(p^2) \) exhibit complex-conjugated pole pairs in the left-half plane, which spoil the numerical integration in the DSE as well as the BSE as soon as such a pole enters the sampled domain \[ 146 \]. Similarly, the effective gluon propagator may also exhibit non-analyticities. For example, the UV dominating part of the MT model, cf. Eq. \[ 6 \], introduces branch cuts in the left-half complex-\( p^2 \) plane. In order to ensure numerical stability, these structures have to be avoided, or more sophisticated integration algorithms have to be used \[ 72 \] \[ 137 \].

One way to determine the pole positions of the dressing functions is to fit a complex-conjugate pole pair representation to the solution along the positive real axis \[ 138 \]. Another way is to determine \( A(p^2) \) and \( B(p^2) \) in the complex plane by inserting complex momenta, \( \text{Imp}^2 \neq 0 \), in Eq. \[ 1 \] and search for roots of the propagator’s denominator or root factors thereof,

\[
\frac{\partial A(p^2)}{\partial m(\mu^2)} = \left\{ \frac{1}{Z_2^2} \right\} C_F \int_q \mathcal{G}((p-q)^2) K_V(p, q) 
\times \left( M_{AA} \frac{\partial A}{\partial m(\mu^2)} + M_{AB} \right), \quad (A.13)
\]

a linear, inhomogeneous integral equation for \( \frac{\partial A(p^2)}{\partial m(\mu^2)} \).

As now all functions and constants are known and the solution is unique, we choose matrix inversion to solve this equation. The final expression for \( Z_4 \) in the chiral limit is thus given by

\[
Z_4(m(\mu^2) = 0) = 1 - \left\{ \frac{1}{Z_2^2} \right\} C_F \left[ \int_q \mathcal{G}((p-q)^2) K_S(p,q) \times \left( M_{BB} + M_{BA} \frac{\partial A}{\partial m(\mu^2)} \right) \right] p^2 = \mu^2, \quad (A.14)
\]

with \( \frac{\partial A}{\partial m(\mu^2)} \) the solution of \( (A.13) \).
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To this end, symmetric and non-symmetric momentum routings where introduced in Eq. \( [1] \). As a result, the quark-momentum domain sampled by the DSE integration domain is bounded by a parabola, see Fig. \[ 26 \].

Introducing a contour which closes that parabola, the propagator functions can then be evaluated via Cauchy’s formula from the propagator along that contour. Usually, the combination of particular momentum routings and Cauchy’s formula is complemented by employing some asymptotic fit for that part of the propagator which lies outside of the contour in the UV region. It is sometimes argued to be a weakness of this approach to employ some model for the asymptotic dependence of the propagator functions. Thereby, the self-consistent solution approach inherent to the elegant DSBSE framework is somehow spoiled. In principle, this deficit may completely be circumvented by evaluating the propagator functions in this region from a DSE integration over the quark momentum. The latter is numerically stable because phenomenologically interesting models do not
With the momentum routing parameter \( \vartheta \) the reduced propagator projections \( K \) of the propagator functions in this parametrization read

\[ K_V(k_G, k_Q)\sigma_V(k_Q^2) \]

\[ = - \frac{i}{4p^2} P^T_{\mu\nu}(k_G) \text{Tr} \{ \gamma_\mu p_\nu S(k_G) \gamma_\nu \} \]

\[ = - \frac{\sigma_V(k_Q^2)}{p^2} \left( p \cdot k_Q + 2 \frac{p \cdot k_G k_G \cdot k_Q}{k_Q^2} \right), \quad (B.18a) \]

\[ K_S(k_G, k_Q)\sigma_S(k_Q^2) \]

\[ = \frac{1}{4} \rho^T_{\mu\nu}(k_G) \text{Tr} \{ \gamma_\mu S(k_G) \gamma_\nu \} \]

\[ = 3, \quad (B.18b) \]

where the \( p \)-dependence is neglected due to \( p = k_G + k_Q \). Solving these equations for an external parabola \( z_X \), cf. Fig. 26, means

\[ p^2 \rightarrow z_X, \quad k_G^2 \text{ bounded by } z_G, \quad k_Q^2 \text{ bounded by } z_Q, \]

where the respective parabola parameters \( \chi \) are related by

\[ \chi_X = \frac{\chi_Q}{\vartheta} = \frac{\chi_G}{1 - \vartheta} = \chi_G + \chi_Q. \]

Note that, for any point \( z \) in the complex plane, there exists only one parabola of the form \( (\lambda \pm \chi)^2 \) on which \( z \) lies, parametrised by

\[ \lambda(z) = \frac{|z| - \text{Re} z}{2} = \frac{1}{2} |\text{Im} z|, \]

\[ \chi(z) = \frac{|z| - \text{Re} z}{2} = \frac{1}{2} |\text{Im} z|. \]

Also note that all parabolas of this kind have unit slope at the intersection point with the imaginary \( z \) axis, i.e., they are all parallel along this axis. The momentum variables \( k_Q, k_G \) only sample the respective domains bounded by their respective parabolas \( z_Q, z_G \) and the UV closing line of the Cauchy contour.

Provided the analytic domain of the gluon propagator is known and extends up to

\[ \chi_G = \chi_G^{\text{max}}, \]

setting

\[ \lambda_Q^{(0)} = 0, \]

we proceed with the following iteration:

\[ \lambda_Q^{(n)} = \lambda_Q^{(n-1)} + \chi_G^{\text{max}} = (n+1)\lambda_G^{\text{max}}, \]

i.e.

\[ \lambda_Q^{(n)} = n\lambda_G^{\text{max}}. \]

This allows us to safely and systematically expand the quark-propagator parabola by successive DSE integration without iteration and without poles entering the sampled quark- or gluon-momentum domain. The steps and features in this regard are:
choose \( \chi_{\text{max}} \) such that numerical problems (oscillations) or non-analytic structures (branch cuts) are avoided;

- with the propagator being known at \( z_0(\lambda) \) and regular inside, the DSE can be integrated with \( g^{(n)} = \chi^{(n)}_{\text{Q}} / \chi^{(n)} \) = \( n/(n+1) \) regardless of the analytic structure between \( z\chi(\lambda) \) and \( z\chi(\lambda) \) (domain \( \Omega \) in Fig. 26) this gives the propagator along \( z\chi(\lambda) \);

- check the analytic structure inside the contour defined by \( z\chi(\lambda) \) via Cauchy’s argument principle;

- optionally after each (or some) expansion(s) iterate along the parabola via \( \theta = 1 \) to improve the numerical accuracy.

This allows to expand the parabola without iterating at each expansion step, on the one hand, but consequently also to remain in the numerically safe (or cheap) integration domain of the gluon propagator. To apply Cauchy’s argument principle, one needs the derivative of the propagator function along the external contour. This derivative can be obtained analogously to the propagator function itself by integrating the first derivative of Eq. (B.17):

\[
\frac{\partial F(p^2)}{\partial p^2} = \left\{ \begin{array}{l}
1 \\
Z^2
\end{array} \right\} c_F
\int_k \left[ \frac{\partial G(k_G^2) k_G^2 - k^2}{\partial k_G^2} K_F(k_G, k_Q) \sigma(k_Q^2) \\
+ G(k_G^2) \frac{\partial K_F(k_G, k_Q)}{\partial p^2} \frac{\partial \sigma(k_Q^2)}{\partial k_Q^2} (k_Q^2 - k^2) \\
+ G(k_G^2) K_F(k_G, k_Q) \frac{\partial \sigma(k_Q^2)}{\partial k_Q^2} \frac{k_Q^2 - k^2}{p^2} \right],
\]
(B.25)

where \( (F, \sigma) \) refer to \( (A, \sigma_V) \) or \( (B, \sigma_S) \). The derivatives of the reduced propagator projections are

\[
\frac{\partial K_A(k_G, k_Q)}{\partial p^2} = -\frac{K_A}{p^2} + \frac{1}{p^2} \left[ p \cdot k_Q + \frac{2 p \cdot k_G}{k_G^2} \left( k_G \cdot k_Q + k^2 + k^2 \frac{k_G \cdot k_Q}{k_G^2} \right) \right],
\]
(B.26a)

\[
\frac{\partial K_B(k_G, k_Q)}{\partial p^2} = 0.
\]
(B.26b)

As the derivative of the propagator function is needed for this integration only inside the contour and not along the contour, it can be obtained from Cauchy’s formula.

**Appendix C: Numerical Setup**

For the sake of completeness, clarity, and reproducibility, we detail the numerical set-up used for the present investigation.

The radial momentum integration measure of, e. g., Eqs. (1) and (7), as well as for all other momentum integrations, \( p^2 \in [0, \infty) \), is mapped onto the canonical Gauß integration measure \([-1, 1]\) via

\[
p^2 = c \frac{e^{a ((x + 1)/2) - 1}}{e^{-a ((x + 1)/2)}},
\]

with \( c = 0.1 \) and \( a \) chosen such that the maximum momentum is \( p^2_{\text{max}} = 10^9 \text{GeV}^2 \),

\[
a = \ln \left( 1 + \frac{p^2_{\text{max}} - c}{c} \right) / \ln \left( \frac{p^2_{\text{max}}}{c} \right)
\]

Again, the parameter \( a \) may be chosen to reach a certain maximum momentum \( p^2_{\text{max}} \),

\[
a = \ln \left( \frac{p^2_{\text{max}} - c}{p^2 + c} \right) / \ln \left( \frac{p^2_{\text{max}}}{c} \right)
\]

For the DSE solution, cf. Appendix B, in the AWW (MT) model we use 512 (1024) points for the Gauß-Legendre integration of the radial momentum and 512 (256) points for the Gauß-Chebyshov integration of the hyperpolar angle. The parabolic Cauchy contour in the complex \( p^2 \) plane has 128 points along the parabola and 64 points along the line, with a linear mapping of the Gauß-integration measure and \( \text{Re} p^2 \leq 10 \text{GeV}^2 \) along the contour. We solve the BSE using 48 points for the radial \( p^2 \) integration, and 32 points for the hyperpolar-angle integration \( P \cdot q \) and the polar-angle integration \( p \cdot q \).

**Appendix D: Quark-Mass-Dependent Interaction Model**

The following argument is based on the idea of changing model parameters in the effective interaction for each quark mass, in order to account for truncation effects and enable a better description of, as well as a better-suited anchoring to, experimental data in the different domains of the current-quark mass.
In order to ensure a neat anchoring of the interaction model in QCD and DyxSB, the central equation to be satisfied is the AVWTI, which reads in RL truncation

\[
\Sigma_i(k_\pm) = \gamma_5 + \gamma_5 \Sigma_2(k_-)
\]

\[-\int_q \gamma_\nu \frac{\lambda^\alpha}{2} \left[ S_i(q_+\gamma_5 + \gamma_5 S_2(q_-)) \times G(q, k; P) D^{\mu}_j(k - q) \gamma_\mu \frac{\lambda^\alpha}{2} \right], \quad \text{(D.27)}
\]

where the effective interaction \( G \) on the r.h.s. enters the RL-truncated meson BSE, and with the quark self-energy

\[
\Sigma_i[\mathcal{G}_i, S_i](k) = \int_q \mathcal{G}_i((k - q)^2) D^{\mu}_j(k - q) \times \frac{\lambda^\alpha}{2} \gamma_\mu S_i(q) \frac{\lambda^\alpha}{2} \gamma_\nu \quad \text{(D.28)}
\]

being linear in the effective interaction \( \mathcal{G}_i \) and the quark propagator \( S_i \). If the effective interactions contain an effective quark-mass dependence, i.e., \( \mathcal{G}_1 \neq \mathcal{G}_2 \) for \( m_1 \neq m_2 \), Eq. (D.27) is the boundary condition to be fulfilled by the effective interaction \( \mathcal{G} \) entering the BSE if DyxSB is properly reflected by the combined DSBSE approach. Due to the simple and symmetric form of the QGVs in RL truncation, Eq. (D.27) resembles a clear similarity to the quark DSE

\[
S_{i,0}^{-1}(k) = S_{i,0}^{-1}(k) + \Sigma_i(k). \quad \text{(D.29)}
\]

In vacuum, the quark propagator has the following projections

\[
A_i(k) := -\frac{i}{4k^2} \text{Tr}[k \cdot \gamma S_i^{-1}(k)] , \quad \text{(D.30a)}
\]

\[
B_i(k) := \frac{1}{4} \text{Tr}[S_i^{-1}(k)] . \quad \text{(D.30b)}
\]

Projecting the quark DSE in vacuum thus gives

\[
A_i(k) = -\frac{i}{4k^2} \text{Tr}[k \cdot \gamma S_i^{-1}(k)] - \frac{i}{4k^2} \text{Tr}[k \cdot \gamma \Sigma_i(k)]
\]

\[
\equiv A_{i,0} + \Sigma_{V,i}[\mathcal{G}_i, \sigma_{V,i}] , \quad \text{(D.31a)}
\]

\[
B_i(k) = \frac{1}{4} \text{Tr}[S_i^{-1}(k)] + \frac{1}{4} \text{Tr}[\Sigma_i(k)]
\]

\[
\equiv B_{i,0} + \Sigma_{S,i}[\mathcal{G}_i, \sigma_{S,i}] . \quad \text{(D.31b)}
\]

Analogously, the AVWTI has two non-zero projections,

\[
\text{Tr} [\Sigma_1(k_\pm)] + \text{Tr} [\Sigma_2(k_-)]
\]

\[= \text{Tr} \left[ \int_q \gamma_\nu \frac{\lambda^\alpha}{2} \left[ S_1(q_+) + S_2(q_-) \times G(q, k; P) D^{\mu}_j(k - q) \gamma_\mu \frac{\lambda^\alpha}{2} \right] \right], \quad \text{(D.32a)}
\]

and

\[
\text{Tr} [\gamma \cdot k \Sigma_1(k_\pm)] - \text{Tr} [\gamma \cdot k \Sigma_2(k_-)]
\]

\[= \text{Tr} \left[ \gamma \cdot k \int_q \gamma_\nu \frac{\lambda^\alpha}{2} \left[ S_1(q_+) - S_2(q_-) \right] \times G(q, k; P) D^{\mu}_j(k - q) \gamma_\mu \frac{\lambda^\alpha}{2} \right]. \quad \text{(D.32b)}
\]

Comparing Eqs. (D.31) and (D.32) for \( \rho = 0 \), Eq. (D.27) becomes

\[
\mathcal{B} - B_0 = \Sigma [\mathcal{G}, \sigma_{S,1} + \sigma_{S,2}] , \quad \text{(D.33a)}
\]

\[
\mathcal{A} - A_0 = \Sigma [\mathcal{G}, \sigma_{V,1} - \sigma_{V,2}] , \quad \text{(D.33b)}
\]

where we have defined

\[
\mathcal{A} \equiv A_1 - A_2 , \quad \text{(D.34a)}
\]

\[
\mathcal{B} \equiv B_1 + B_2 . \quad \text{(D.34b)}
\]

Constructing the effective interaction which enters the BSE amounts to finding a function \( \mathcal{G} \) which, e.g., for \( \rho = 0 \), maps \( \sigma_{S,1} + \sigma_{S,2} \) and \( \sigma_{V,1} - \sigma_{V,2} \) to \( \mathcal{B} \) and \( \mathcal{A} \) simultaneously.

If \( \mathcal{A}, \mathcal{B} \) ought to be proper quark-propagator dressing functions associated by virtue of the usual \( \mathcal{A}, \sigma_{V} \)– \( \mathcal{B}, \sigma_{S} \) interrelation, i.e.,

\[
\mathcal{B}^2 = \frac{\mathcal{A}}{\sigma_{V}} - k^2 \mathcal{A}^2 , \quad \mathcal{A}^2 = \frac{1}{k^2} \left( \frac{\mathcal{B}}{\sigma_{S}} - \mathcal{B}^2 \right) , \quad \text{(D.35)}
\]

then

\[
k^2 A_1 A_2 - B_1 B_2 = \frac{1}{2} \mathcal{A}^2 \mathcal{B}^2 - \mathcal{A}^2 \mathcal{B}^2
\]

\[= \frac{1}{2} \frac{\mathcal{B}^2}{\mathcal{B}^2 \mathcal{B}^2} , \quad \text{(D.36)}
\]

must be satisfied, where we have defined \( \Delta_i \equiv k^2 A_i^2 + B_i^2 \). From the first equality in Eq. (D.36) one concludes that \( A_1 = A_2 \) requires \( B_1 = B_2 \). From the latter equality one then concludes that if the propagators are equal, \( S_1 = S_2 \), Eq. (D.36) demands that \( B_1 = B_2 = 0 \), which is fulfilled in the chiral WW phase.

**Appendix E: Exotic pseudoscalar decay constants**

In this appendix, we briefly demonstrate the result \( f_{0-0} = r_{0--} = 0 \). For \( f_{0-} \), the relevant part of the integral in Eq. (13) is

\[
\int_q \text{Tr}[\gamma_5 \gamma \cdot P \chi^0(q; P)] \quad \text{(E.37)}
\]
and, by going back to the BSA via Eq. (3), one obtains
\[ \int_q^1 \text{Tr}[\gamma^5 \cdot P \cdot S_1(q_{+}) \cdot I_0 \cdot (q \cdot P) \cdot S_2(q_{-})] \quad \text{(E.38)} \]
The relevant part of the four-dimensional Euclidean integration is
\[ \int_{-1}^1 dz \sqrt{1 - z^2} \quad \text{(E.39)} \]
which is carried out in \( z \) with symmetric integration weights over an interval symmetric around the origin. In the following, we will show that the integrand, consisting of Dirac traces and amplitude functions, is antisymmetric in \( z \) and thus the integral vanishes for a \( C = \text{BSA} \).

First of all, we note that the Dirac traces are the same for \( C = \pm \) and depend only on the total momentum squared \( P^2 \), the momentum partitioning \( \eta \), the relative momentum squared \( q^2 \), the scalar product \( q \cdot P \), and the quark mass functions \( M_1(q_1^2) \) and \( M_2(q_2^2) \). One obtains, using the basis given for pseudoscalars in Appendix A of [61], a vector \( A \) of four functions to be multiplied by the corresponding scalar coefficients \( T_i \) of each covariant tensor \( T_i \), as given by Eq. (4):
\[ A_1 = 2P^2[M_1 M_2 - P^2(\eta - \eta^2) + q \cdot P(2\eta - 1) + q^2] \]
\[ A_2 = 2\sqrt{P^2}[P^2[M_1(\eta - 1) - M_2\eta] + q \cdot P(M_1 - M_2)] \]
\[ A_3 = 2P^2(M_1 - M_2)\sqrt{q^2 - \frac{(q \cdot P)^2}{P^2}} \]
\[ A_4 = -2i(P^2)^{3/2}\sqrt{q^2 - \frac{(q \cdot P)^2}{P^2}} \quad \text{(E.40)} \]

We now need to investigate the (anti)symmetry of these terms with respect to the hyper-angle cosine \( z \). Concretely, we consider the equal-mass case, only in which \( C \) is actually a well-defined quantum number. Thus we can set \( \eta = 1/2 \) and the two mass functions are identical, \( M_1(q_1^2) = M_2(q_2^2) = M(q^2) \). The \( z \)-dependent terms in the expressions (E.40) are \( q \cdot P, M_1(q_1^2), \) and \( M_2(q_2^2) \) via
\[ q \cdot P = \sqrt{q^2P^2}z \quad \text{(E.41)} \]
\[ q_1^2 = q^2 - \frac{M^2}{4} + i\mu\sqrt{q^2}z \quad \text{(E.42)} \]
\[ q_2^2 = q^2 - \frac{M^2}{4} - i\mu\sqrt{q^2}z \quad \text{(E.43)} \]
where \( \mu = \sqrt{-P^2} \) and it is apparent that \( q_1^2 \) and \( q_2^2 \) are complex conjugate, i.e., \( q_1^2 = (q_2^2)^* \), because \( q^2, \mu, \) and \( z \) are all real variables. Writing
\[ M_1(q_1^2) + M_2(q_2^2) = M(q_1^2) + M(q_2^2) \quad \text{(E.44)} \]
\[ M_1(q_1^2) - M_2(q_2^2) = M(q_1^2) - M(q_2^2) \quad \text{(E.45)} \]
\[ M_1(q_1^2)M_2(q_2^2) = M(q_1^2)M(q_2^2) \quad \text{(E.46)} \]
it is obvious by inserting Eqs. (E.42) and (E.43) in these expressions (E.40) that \( M_1 - M_2 \) is antisymmetric in \( z \), while \( M_1 + M_2 \) and \( M_1M_2 \) are symmetric. Writing in addition the expressions for \( A \) again and setting \( \eta = 1/2 \), one obtains, retaining only \( z \)-dependent terms,
\[ A_1 \sim 2M_1 M_2 - \frac{P^2}{4} + q^2 \]
\[ A_2 \sim \frac{P^2}{2} (M_1 + M_2) - q \cdot P(M_1 - M_2) \]
\[ A_3 \sim (M_1 - M_2)\sqrt{q^2 - \frac{(q \cdot P)^2}{P^2}} \]
\[ A_4 \sim \sqrt{q^2 - \frac{(q \cdot P)^2}{P^2}} \quad \text{(E.47)} \]
Now one can see that \( A_3 \) is antisymmetric in \( z \), while the others are symmetric. Since the covariants \( T_i \) given as the basis for pseudoscalars in Appendix A of [61] have \( C = +, +, -, + \), the corresponding \( I_1 \) must have the symmetry properties \(-, -, +, -\) with respect to \( z \) in order to result in a BSA with \( C = - \), as required for an exotic pseudoscalar. As a consequence, the sum
\[ \sum_{i=1}^4 A_i(z)I_i(z) \quad \text{(E.48)} \]
is a function antisymmetric in \( z \), and the integral over \( z \) in \( f_{0--} \) vanishes.

The argument for \( f_{0--} = 0 \) is analogous.

Appendix F: Tabulated results
In this appendix, we collect all results, plotted above in Sec. 5 in tabulated form.

Table 1: The quark-bilinear meson spectrum, and, where applicable, leptonic decay constants and in-hadron condensates in the AVW model. All numbers are in GeV. The level of excitation can be inferred from the density in the AWW model (3). All numbers are in
\[
\begin{array}{|c|c|c|c|c|c|}
\hline
m_q, m_{q'} & J^{PC} & n & M & f & \sqrt{\langle qq \rangle} \\
\hline
0 & 0^{++} & 0 & 0.613 & 0.000 & 0.000 \\
0 & 0^{+-} & 0 & 0.000 & 0.130 & 0.251 \\
0 & 0^{-+} & 0 & 0.967 & 0.000 & 0.000 \\
0 & 1^{++} & 0 & 0.912 & 0.192 & 0.000 \\
0 & 1^{+-} & 0 & 0.896 & 0.000 & 0.000 \\
\hline
\end{array}
\]
| $\{m_q, m_{\bar{q}}\}$ | $J^{PC}$ | $n$ | $M$ | $f$ | $\sqrt{\langle \bar{q} q \rangle}$ |
|----------------|---------|-----|-----|-----|----------------|
| 0 1^- 0 | 0.739 0.215 0.275 |
| 0 1^- 1 | 1.016 0.063 0.142 |
| 0.005 0^+ 0 | 0.645 0.000 0.000 |
| 0.005 0^- 0 | 0.137 0.133 0.256 |
| 0.005 0^- 0 | 0.985 0.000 0.000 |
| 0.005 1^+ 0 | 0.935 0.193 0.000 |
| 0.005 1^- 0 | 0.915 0.000 0.000 |
| 0.005 1^- 0 | 1.062 0.000 0.000 |
| 0.005 1^- 1 | 1.041 0.064 0.142 |
| 0.09 0^+ 0 | 1.015 0.000 0.000 |
| 0.09 0^- 0 | 0.606 0.172 0.311 |
| 0.09 0^- 0 | 1.219 0.000 0.000 |
| 0.09 1^+ 0 | 1.221 0.209 0.000 |
| 0.09 1^- 0 | 1.169 0.000 0.000 |
| 0.09 1^- 0 | 1.337 0.000 0.000 |
| 0.09 1^- 0 | 1.014 0.256 0.290 |
| 0.09 1^- 1 | 1.354 0.070 0.130 |
| 0.115 0^+ 0 | 1.096 0.000 0.000 |
| 0.115 0^- 0 | 0.693 0.181 0.324 |
| 0.115 0^- 0 | 1.278 0.000 0.000 |
| 0.115 1^+ 0 | 1.289 0.212 0.000 |
| 0.115 1^- 0 | 1.233 0.000 0.000 |
| 0.115 1^- 0 | 1.400 0.000 0.000 |
| 0.115 1^- 0 | 1.078 0.265 0.292 |
| 0.115 1^- 1 | 1.428 0.070 0.128 |
| 0.975 0^+ 0 | 3.021 0.000 0.000 |
| 0.975 0^- 0 | 3.242 0.000 0.000 |
| 0.975 0^- 0 | 2.672 0.322 0.574 |
| 0.975 0^- 1 | 3.256 0.137 0.372 |
| 0.975 0^- 0 | 2.970 0.000 0.000 |
| 0.975 1^+ 0 | 3.087 0.215 0.000 |
| 0.975 1^+ 1 | 3.275 0.004 0.000 |
| 0.975 1^- 0 | 3.023 0.000 0.000 |
| 0.975 1^- 1 | 3.293 0.000 0.000 |
| 0.975 1^- 0 | 3.060 0.000 0.000 |
| 0.975 1^- 0 | 2.840 0.383 0.286 |
| 0.975 1^- 1 | 3.294 0.031 0.081 |
| 0.975 1^- 2 | 3.307 0.193 0.152 |
| 0.975 2^+ 0 | 3.191 – – |
| 0.975 2^+ 0 | 3.360 – – |
| 0.975 2^- 0 | 3.360 – – |
\[\begin{array}{cccccc}
(m_q, m_{\bar{q}}) & J^{PC} & n & M & f & \sqrt{|\langle \bar{q}q \rangle|} \\
4.43 & 2^{-+} & 0 & 9.999 & - & - \\
4.43 & 2^{-} & 1 & 9.999 & - & - \\
4.43 & 2^{-+} & 0 & 9.924 & - & - \\
4.43 & 2^{-} & 1 & 9.993 & - & - \\
4.43 & 3^{-+} & 0 & 10.017 & - & - \\
4.43 & 3^{-} & 0 & 9.950 & - & - \\
0.0, 0.005 & 0^+ & 0 & 0.629 & 0.003 & 0.076 \\
0.0, 0.005 & 0^- & 0 & 0.997 & 0.131 & 0.253 \\
0.0, 0.005 & 0^- & 1 & 0.977 & 0.000 & 0.005 \\
0.0, 0.005 & 1^+ & 0 & 0.906 & 0.024 & 0.123 \\
0.0, 0.005 & 1^- & 1 & 0.924 & 0.191 & 0.113 \\
0.0, 0.005 & 1^- & 1 & 0.749 & 0.217 & 0.276 \\
0.0, 0.005 & 1^- & 1 & 1.029 & 0.065 & 0.143 \\
0.0, 0.005 & 0^+ & 0 & 0.832 & 0.042 & 0.191 \\
0.0, 0.005 & 0^- & 0 & 0.423 & 0.149 & 0.281 \\
0.0, 0.005 & 1^- & 1 & 1.120 & 0.099 & 0.080 \\
0.0, 0.005 & 1^- & 1 & 1.040 & 0.114 & 0.199 \\
0.0, 0.005 & 0^- & 1 & 0.899 & 0.240 & 0.284 \\
0.0, 0.015 & 0^+ & 0 & 0.881 & 0.051 & 0.206 \\
0.0, 0.015 & 0^- & 0 & 0.482 & 0.153 & 0.287 \\
0.0, 0.015 & 0^- & 1 & 1.158 & 0.013 & 0.099 \\
0.0, 0.015 & 1^- & 1 & 1.078 & 0.124 & 0.204 \\
0.0, 0.015 & 1^- & 1 & 1.149 & 0.181 & 0.142 \\
0.0, 0.015 & 1^- & 1 & 0.941 & 0.247 & 0.286 \\
0.0, 0.075 & 0^- & 1 & 2.034 & 0.323 & 0.605 \\
0.0, 0.075 & 0^- & 0 & 1.877 & 0.343 & 0.597 \\
0.005, 0.09 & 0^+ & 0 & 0.846 & 0.039 & 0.186 \\
0.005, 0.09 & 0^- & 0 & 0.434 & 0.151 & 0.283 \\
0.005, 0.09 & 0^- & 1 & 1.124 & 0.008 & 0.076 \\
0.005, 0.09 & 1^- & 1 & 1.049 & 0.106 & 0.194 \\
0.005, 0.09 & 1^- & 1 & 1.108 & 0.183 & 0.143 \\
0.005, 0.09 & 1^- & 1 & 0.905 & 0.241 & 0.285 \\
0.005, 0.115 & 0^- & 0 & 0.893 & 0.048 & 0.202 \\
0.005, 0.115 & 0^- & 0 & 0.492 & 0.155 & 0.289 \\
0.005, 0.115 & 0^- & 1 & 1.162 & 0.012 & 0.094 \\
0.005, 0.115 & 1^- & 1 & 1.085 & 0.117 & 0.200 \\
0.005, 0.115 & 1^- & 1 & 1.154 & 0.183 & 0.139 \\
0.005, 0.115 & 1^- & 0 & 0.946 & 0.247 & 0.287 \\
0.005, 0.975 & 0^- & 0 & 2.046 & 0.299 & 0.575 \\
0.005, 0.975 & 0^- & 0 & 1.868 & 0.323 & 0.571 \\
0.09, 1.11 & 0^- & 0 & 2.267 & 0.241 & 0.500 \\
0.09, 1.11 & 0^- & 0 & 2.041 & 0.303 & 0.543 \\
0.115, 0.975 & 0^+ & 0 & 2.416 & 0.211 & 0.533 \\
0.115, 0.975 & 0^+ & 0 & 2.265 & 0.216 & 0.519 \\
0.115, 0.975 & 0^- & 1 & 1.872 & 0.269 & 0.488 \\
0.115, 0.975 & 0^- & 1 & 2.175 & 0.178 & 0.410 \\
0.115, 0.975 & 1^- & 0 & 2.354 & 0.327 & 0.296 \\
(1.11, 4.43) & 0^- & 2 & 6.779 & 0.211 & 0.569 \\
(1.11, 4.43) & 1^- & 2 & 6.815 & 0.254 & 0.164 \\
\end{array}\]

Table 2: Same as Tab. 1 but for the MT model (6).
| $(m_q, m_{\bar{q}})$ | $J^{PC}$ | $n$ | $M$ | $f$ | $\sqrt{\langle q\bar{q}\rangle}$ |
|------------------|---------|-----|-----|-----|------------------|
| 0.075 $1^{--}$ | 1 | 1.312 0.072 0.108 |
| 0.075 $2^{++}$ | 0 | 1.397 – – |
| 0.085 $0^{++}$ | 0 | 1.062 0.000 0.000 |
| 0.085 $0^{--}$ | 0 | 1.367 0.000 0.000 |
| 0.085 $0^{-+}$ | 0 | 0.687 0.179 0.354 |
| 0.085 $0^{+-}$ | 1 | 1.418 0.031 0.177 |
| 0.085 $0^{--}$ | 0 | 1.155 0.000 0.000 |
| 0.085 $1^{++}$ | 0 | 1.231 0.196 0.000 |
| 0.085 $1^{--}$ | 0 | 1.150 0.000 0.000 |
| 0.085 $1^{--}$ | 0 | 1.298 0.000 0.000 |
| 0.085 $1^{--}$ | 0 | 1.053 0.254 0.250 |
| 0.085 $1^{--}$ | 1 | 1.351 0.072 0.107 |
| 0.085 $2^{++}$ | 0 | 1.428 – – |
| 0.695 $0^{++}$ | 0 | 2.855 0.000 0.000 |
| 0.695 $0^{++}$ | 1 | 3.198 0.000 0.000 |
| 0.695 $0^{--}$ | 0 | 3.034 0.000 0.000 |
| 0.695 $0^{--}$ | 0 | 2.520 0.347 0.650 |
| 0.695 $0^{--}$ | 1 | 3.009 0.114 0.348 |
| 0.695 $0^{--}$ | 1 | 3.285 0.000 0.000 |
| 0.695 $0^{--}$ | 1 | 3.389 0.000 0.000 |
| 0.695 $1^{++}$ | 0 | 2.936 0.210 0.000 |
| 0.695 $1^{++}$ | 1 | 3.044 0.004 0.000 |
| 0.695 $1^{++}$ | 0 | 2.870 0.000 0.000 |
| 0.695 $1^{--}$ | 1 | 3.074 0.000 0.000 |
| 0.695 $1^{--}$ | 0 | 2.877 0.000 0.000 |
| 0.695 $1^{--}$ | 0 | 2.715 0.394 0.258 |
| 0.695 $1^{--}$ | 1 | 3.067 0.156 0.134 |
| 0.695 $1^{--}$ | 2 | 3.115 0.064 0.064 |
| 0.695 $2^{++}$ | 0 | 3.026 – – |
| 0.695 $2^{++}$ | 0 | 3.129 – – |
| 0.695 $2^{++}$ | 0 | 3.156 – – |
| 0.695 $2^{++}$ | 0 | 3.198 – – |
| 0.855 $0^{++}$ | 0 | 3.252 0.000 0.000 |
| 0.855 $0^{++}$ | 0 | 3.575 0.000 0.000 |
| 0.855 $0^{--}$ | 0 | 3.414 0.000 0.000 |
| 0.855 $0^{--}$ | 0 | 2.918 0.373 0.703 |
| 0.855 $0^{--}$ | 0 | 3.384 0.126 0.377 |
| 0.855 $0^{--}$ | 0 | 3.167 0.000 0.000 |
| 0.855 $0^{--}$ | 1 | 3.563 0.000 0.000 |
| 0.855 $1^{++}$ | 0 | 3.325 0.207 0.000 |
| 0.855 $1^{++}$ | 1 | 3.420 0.005 0.000 |

... continuation of Tab. 2...
\[
\begin{array}{cccccc}
(m_q, m_{\bar{q}}) & J^{PC} & n & M & f & \sqrt{\langle \bar{q} q \rangle} \\
\hline
3.77 & 3^{--} & 0 & 9.942 & - & - \\
(0.0, 0.0038) & 0^+ & 0 & 0.641 & 0.003 & 0.085 \\
(0.0, 0.0038) & 0^+ & 1 & 1.013 & 0.000 & 0.010 \\
(0.0, 0.0038) & 0^- & 0 & 0.997 & 0.126 & 0.269 \\
(0.0, 0.0038) & 0^- & 1 & 0.843 & 0.000 & 0.006 \\
(0.0, 0.0038) & 1^+ & 0 & 0.808 & 0.006 & 0.067 \\
(0.0, 0.0038) & 1^+ & 1 & 0.875 & 0.175 & 0.038 \\
(0.0, 0.0038) & 1^- & 0 & 0.715 & 0.201 & 0.234 \\
(0.0, 0.0038) & 1^- & 1 & 0.965 & 0.077 & 0.122 \\
(0.0, 0.0038) & 1^- & 2 & 0.977 & 0.016 & 0.028 \\
(0.0, 0.0075) & 0^+ & 0 & 0.842 & 0.048 & 0.220 \\
(0.0, 0.0075) & 0^+ & 1 & 1.204 & 0.014 & 0.124 \\
(0.0, 0.0075) & 0^- & 0 & 0.448 & 0.146 & 0.304 \\
(0.0, 0.0075) & 0^- & 1 & 1.000 & 0.011 & 0.093 \\
(0.0, 0.0075) & 1^+ & 0 & 0.975 & 0.076 & 0.150 \\
(0.0, 0.0075) & 1^+ & 1 & 1.063 & 0.186 & 0.042 \\
(0.0, 0.0075) & 1^- & 0 & 0.890 & 0.232 & 0.243 \\
(0.0, 0.0085) & 0^+ & 0 & 0.866 & 0.053 & 0.229 \\
(0.0, 0.0085) & 0^+ & 1 & 1.228 & 0.017 & 0.138 \\
(0.0, 0.0085) & 0^- & 0 & 0.479 & 0.148 & 0.308 \\
(0.0, 0.0085) & 0^- & 1 & 1.021 & 0.014 & 0.104 \\
(0.0, 0.0085) & 1^+ & 0 & 0.997 & 0.083 & 0.153 \\
(0.0, 0.0085) & 1^+ & 1 & 1.088 & 0.188 & 0.029 \\
(0.0, 0.0085) & 1^- & 0 & 0.914 & 0.237 & 0.245 \\
(0.0, 0.0095) & 0^+ & 0 & 2.096 & 0.376 & 0.759 \\
(0.0038, 0.075) & 0^+ & 0 & 0.853 & 0.045 & 0.216 \\
(0.0038, 0.075) & 0^+ & 1 & 1.208 & 0.012 & 0.113 \\
(0.0038, 0.075) & 0^- & 0 & 0.459 & 0.148 & 0.307 \\
(0.0038, 0.075) & 0^- & 1 & 1.006 & 0.011 & 0.090 \\
(0.0038, 0.075) & 1^+ & 0 & 0.982 & 0.070 & 0.146 \\
(0.0038, 0.075) & 1^+ & 1 & 1.068 & 0.187 & 0.034 \\
(0.0038, 0.085) & 0^+ & 0 & 0.896 & 0.233 & 0.244 \\
(0.0038, 0.085) & 0^+ & 1 & 1.232 & 0.015 & 0.127 \\
(0.0038, 0.085) & 0^- & 0 & 0.489 & 0.150 & 0.311 \\
(0.0038, 0.085) & 0^- & 1 & 1.026 & 0.013 & 0.101 \\
(0.0038, 0.085) & 1^+ & 0 & 1.004 & 0.077 & 0.150 \\
(0.0038, 0.085) & 1^+ & 1 & 1.093 & 0.188 & 0.019 \\
(0.0038, 0.085) & 1^- & 0 & 0.919 & 0.237 & 0.246 \\
(0.0038, 0.095) & 0^+ & 0 & 2.100 & 0.372 & 0.758 \\
(0.0038, 0.095) & 0^- & 0 & 1.895 & 0.975 & 1.341 \\
\end{array}
\]
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