Probing confinement in a $\mathbb{Z}_2$ lattice gauge theory on a quantum computer
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Digital quantum simulators provide a table-top platform for addressing salient questions in particle and condensed-matter physics. A particularly rewarding target is given by lattice gauge theories (LGTs) [1, 2]. Their constituents, e.g., charged matter and the electric gauge field, are governed by local gauge constraints, which are highly challenging to engineer and which lead to intriguing yet not fully understood features such as confinement of particles [3, 4]. Here, we simulate confinement dynamics in a $\mathbb{Z}_2$ LGT on a superconducting quantum chip. We synthesize the charge–gauge-field interaction using only 6 native two-qubit gates, enabling us to reach simulation times of up to 25 Trotter steps. We observe how tuning a term that couples only to the electric field confines the charges, a manifestation of the tight bond that the local gauge constraint generates between both. Moreover, we study a different mechanism, where a modification of the gauge constraint from a $\mathbb{Z}_2$ to a U(1) symmetry freezes the system dynamics. Our work showcases the dramatic restriction that the underlying gauge constraint imposes on the dynamics of an LGT, it illustrates how gauge constraints can be modified and protected, and it paves the way for studying other models governed by many-body interactions.

The rich phenomenology of gauge theories is fundamentally linked with local constraints set by the underlying gauge symmetry, which determine the interplay between matter and gauge degrees of freedom. For example, the non-Abelian gauge symmetry of quantum chromodynamics confines quarks together with gluons into hadrons due to their mutual interaction, and quantum electrodynamics (QED) hosts a local U(1) symmetry, the well-known Gauss’s law, that is responsible for the massless photon and the emergence of the long-ranged Coulomb law [3, 4]. Originally employed to address nonperturbative regimes in particle physics [3], lattice discretizations of gauge theories have proven to be powerful frameworks to describe the emergence of exotic phenomena also in condensed-matter physics including, e.g., disorder-free localization [5], quantum many-body scars [6], and staircase prethermalization [7].

Among the most fascinating phenomena in LGTs is confinement, by which the system dynamics is restricted due to interactions that are mediated via the gauge field. Confinement can give rise to bound meson excitations and in some cases is even associated with topological phases with non-Abelian anyons and charge fractionalization [4]. In the presence of both dynamical matter and gauge fields, the confinement problem is not fully understood, due to the difficulty of solving general LGTs using classical methods [3, 8].

In recent years, there is emerging an alternative computing paradigm, quantum simulation, which uses quantum rather than classical hardware to solve quantum many-body problems. Though in principle universal quantum computers can perform fully scalable quantum simulations, the current devices are still of limited size and coherence times [2, 9]. This state of affairs makes LGTs particularly appealing target models for quantum simulation: Not only do they host extremely rich physics, the gauge symmetry also presents a new handle on hardware errors as a diagnostic tool and by stimulating the design of new error-mitigation schemes [10–13].

Here, we experimentally probe confinement in a LGT with $\mathbb{Z}_2$ gauge symmetry (Fig. 1a) using up to 21 qubits in a superconducting quantum chip. We realize the dynamics of the LGT using Trotterization to discretize time and compose the system Hamiltonian through elementary gates (Fig. 1b). The most challenging term, and the heart of our algorithm, is the interaction process between charged matter and gauge fields, which we synthesize as a gauge-invariant three-qubit gate using only 6 native two-qubit gates (Fig. 1c). This enables us to simulate the dynamics up to 25 Trotter steps, equivalent to a two-qubit gate depth of up to 202. In a further experiment, we add the local generators associated with a U(1) LGT to the model Hamiltonian, permitting us to controllably tune the system from a local $\mathbb{Z}_2$ to a U(1) gauge symmetry. As we show, the modification of the underlying gauge symmetry can dramatically restrain the charge dynamics.

Our work adds an important piece to the puzzle of quantum simulations of LGTs with coupled matter and gauge fields. At the moment, most existing realiza-
Figure 1. Simulating confinement in a $Z_2$ lattice gauge theory on a digital superconducting chip. (a) Target gauge theory. Charged matter (Pauli operators $\sigma_i$) lives on sites $i$ and gauge fields (Pauli operators $\tau_{i,i+1}$) on links. The dynamics of charges and gauge field is coupled by a three-qubit (3Q) interaction term $H_J$ and constrained by a $Z_2$ gauge symmetry, embodied in the conservation of the local generators $G_{Z_2}^i = -\tau_{x,i}^i \sigma_{z,i}^i \tau_{x,i,i+1}^i$. Our simulations use three different types of gauge-invariant initial states. (b) Circuit. The dynamics is implemented by Trotterizing the Hamiltonian into gauge–matter interaction $H_J$, the matter rest mass (realized by $z$-rotations) and a background electric field ($x$-rotations), for a total circuit depth of 8 two-qubit layers per Trotter step. Some of our experiments add a term that protects a U(1) gauge symmetry by single-qubit rotations, permitting us to tune the system between a $Z_2$ and U(1) gauge theory. These can be incorporated into the single-qubit $x$/$z$-rotations already employed to implement the matter rest mass and background electric field, thereby not increasing gate depth. (c) Three-qubit matter–gauge-field interaction. The experiment is enabled by synthesizing the three-qubit interaction in a fully gauge-invariant manner using only 6 two-qubit gates and 3 layers of single-qubit gates. As $z$-rotations, the latter do not require execution time (Methods). (d,e) Confinement dynamics. Plotted is the inverse excitation of qubits, which for odd qubit numbers gives $(1 + \sigma_{z,i}^i)/2$, corresponding to the $Z_2$ charge $-\sigma_{z,i}^i$, and on even qubit numbers $(1 + \tau_{x,i,i+1}^i)/2$ corresponding to the electric field $\tau_{x,i,i+1}^i$. At small background field strength $f$, a matter defect can spread over the entire system (d), while with increasing $f$ it is confined, purely due to the interaction with the gauge field (e). Theory predictions agree well with the experimental data from the superconducting Sycamore-class chip.

...tions concern continuous gauge groups [13–18]. Pioneering laboratory demonstrations for a discrete $Z_2$ gauge symmetry considered building-blocks [19] and perturbative implementations [20]. Here, we develop a nonperturbative, fully gauge-invariant decomposition, enabling us to demonstrate confinement in a few tens of qubits, to probe long evolution times, and to add an experimentally simple term that tunes the underlying gauge symmetry. Our experiments thus open the door towards controlling gauge symmetries in digital quantum simulations and studying the rich dynamics of matter coupled to gauge fields with discrete gauge symmetry.

**Target theory.**—We are interested here in Abelian LGTs, as sketched in Fig. 1a. Charged matter lives on sites $i = 0, \ldots, N-1$ of a one-dimensional spatial lattice. Following a Jordan–Wigner transformation (see Methods), we denote the associated operators by Pauli matrices $\sigma_i$. The electric field lives on links between sites, with associated Pauli matrices $\tau_{i,i+1}^x$. The target LGT is
governed by the Hamiltonian $H = H_J + H_I + H_m$, with

$$H_J = \sum_i (\sigma_z^{i,i+1} + \text{h.c.}) , \quad (1a)$$

$$H_I = f \sum_i \tau_{i,i+1}^z , \quad (1b)$$

$$H_m = \frac{\mu}{2} \sum_i (-1)^i \sigma_i^z . \quad (1c)$$

Here, $H_m$ describes the rest mass of matter and $H_I$ is a background field term. This term generates a confining potential for the charges: when $f = 0$, the theory is deconfined while charges are confined at $f \neq 0$ [19]. The most challenging part of the implementation is the three-qubit term $H_I$, which couples matter and gauge fields.

The essence of a LGT is the conservation of a local symmetry. For the case of Hamiltonian $H$, this is a $Z_2$ gauge symmetry. It is embodied in the conservation of $G^{0,2}_i = -\tau_{i-1,i}^z \sigma_i^z \tau_{i,i+1}^z$, i.e., $[H, G^{0,2}_i] = 0, \forall i$. Further below, we will demonstrate how an energy penalty term [10] tunes the $Z_2$ to an approximate $U(1)$ gauge symmetry, such as governs QED. The associated symmetry generator is $G^{0,2}_i(1) = \frac{1}{2} (\tau_{i-1,i}^z + \tau_{i,i+1}^z + \sigma_i^z + (-1)^i)$, corresponding to a lattice version of Gauss’s law. It is these local gauge symmetries that are responsible for the richness of fundamental phenomena in LGTs. Conserving these local symmetries for all simulated times $t$ is the central challenge of gauge-theory quantum simulation.

**Hardware implementation.**—In our implementation, we synthesize the target time-evolution operator generated by $H$ through a first-order Trotter–Suzuki decomposition,

$$U(t) = e^{-iHt} \approx (\prod_\ell e^{-iH_\ell \Delta t})^n , \quad (2)$$

with $n$ the number of Trotter steps, $\Delta t = t/n$ the Trotter time step, and $H_\ell \in \{ H_m, H_I, H_J \}$. Taking advantage of a recently elucidated chaos–regular transition in Trotterized dynamics [21, 22], we can work faithfully at large Trotter steps of $\Delta t \in \{ 0.2/J, 0.3/J \}$, and thus reach considerable simulated times within accessible laboratory decoherence times (Methods).

We experimentally implement the $Z_2$ LGT on up to 21 gmon qubits of a superconducting quantum processor of the Sycamore class (Methods). This chip natively supports single-qubit $z$-rotations, rotations along arbitrary axes on the $x$-$y$ plane, and two-qubit gates that are close to $\sqrt{\text{SWAP}}^1 = \exp(-i \frac{\pi}{8} (\sigma_1^x \sigma_2^x + \sigma_1^y \sigma_2^y))$. The major implementational challenge is given by the multi-qubit gates constituting $H_J$. For these, we have designed an efficient realization using 6 $\sqrt{\text{SWAP}}$ gates and 3 layers of single-qubit $z$-rotations (Fig. 1c), the latter of which do not require execution time (Methods). To put this into context, the best existing decomposition of arbitrary three-qubit circuits requires up to 20 CNOT gates [23]. By parallelizing gates acting on neighboring triples, a single Trotter step can be compressed to a depth of 8 $\sqrt{\text{SWAP}}$ gates instead of the 12 one might naively expect (Methods). The respective initial state (Fig. 1a) is prepared from the fiducial state $|0\rangle^{\otimes L}$, with $L$ being the number of qubits, using single-qubit rotations. Compressing the depth of the circuit, altogether a single Trotter step takes 256ns enabling coherent experiments up to 25 Trotter steps for a total run time of an experimental shot up to 6.5μs, including state preparation and basis rotations for measurement. After the desired number of Trotter steps, we measure the qubits in the computational basis (averaging over 50000 to 200000 shots for each configuration). These measurements hand us a wide range of observables, including matter density, electric-field strength, and degree of violation of $U(1)$ and $Z_2$ gauge invariance. To increase the data quality (Methods), we employ Floquet calibration and average over 5-10 different qubit configurations on the chip. Further, device errors that violate conservation of total matter charge as well as the $Z_2$ Gauss’s law are mitigated by postselecting on these ideally conserved quantities, which is possible thanks to single-site readout.

**Confinement in a $Z_2$ LGT.**—As a first probe of confinement in the target LGT, we initialize the system in the state of Fig. 1a(i). This state contains a matter defect at the central site and a fully polarized electric field. We quench the system with $H_I$, with $\Delta t = 0.2/J$, $\mu = 0$, and $f \in \{ 0.2J, 2.0J \}$, and track in the subsequent dynamics the position of the defect as well as the electric-field excitation through the local $Z_2$ charge $-\sigma_i^z$ and $\tau_{i,i+1}^z$, respectively.

As the experimental data in Fig. 1d,e show, for a low value of $f = 0.2J$ the action of the term $H_I$ quickly spreads the charge defect. Enforced by gauge invariance, the charge’s motion changes correspondingly the expectation value of the electric field $E_{i,i+1} = \tau_{i,i+1}^z$. Upon increasing $f$, the defect remains confined to a narrow region, even up to evolution times considerably larger than the scale of $H_J$. The experimental data agrees well with theory. The main differences are attributable to parasitic C-phase gates appearing with the $\sqrt{\text{SWAP}}$ gates (see Fig. 3 and Methods). A small spatial asymmetry arises from the Trotterization of $H_J$ where $\sigma_i^z \tau_{i,i+1}^z \sigma_i^z + \text{h.c.}$ and $\sigma_{i+1}^z \tau_{i+1,i+2}^z \sigma_{i+2}^z + \text{h.c.}$ are applied subsequently (see Fig. 1b). Remarkably, the parameter that is tuned in this experiment couples only to the gauge field, demonstrating how charge confinement appears purely as a consequence of coupling between matter and gauge fields.

To further probe confinement, we initialize the system at half matter filling in the state of Fig. 1a(ii). Figure 2a displays the dynamics of the average electric field

$$E(t) = \frac{1}{N} \sum_i \langle \tau_{i,i+1}^z(t) \rangle \quad (3)$$

for eight matter sites under periodic boundary conditions plus the eight associated gauge fields. Initially, the field is fully polarized. Due to the matter–gauge-field coupling $H_J$, each matter-hopping event flips the electric field in
between the involved sites. Thus, under deconfined dynamics the average electric field eventually vanishes. In contrast, as $f$ is increased, the charges become confined [19], and the electric field remains close to its initial configuration.

Confinement by modifying the gauge constraint.—Finally, we demonstrate an entirely different mechanism for confinement, where not a tuning of the model parameters but a modification of the underlying gauge symmetry drastically restrains the dynamics.

Consider the apparently simple modification of the gauge-matter coupling from Eq. (1a) to

$$H^U_{J} = J \sum_i \left[ \sigma_i^+ (\tau_{i,i+1}^z - i \tau_{i,i+1}^y) \sigma_{i+1}^- + \text{h.c.} \right]$$

(4)

(the term in round brackets corresponds to a spin-raising operator in the $x$ direction of the Bloch sphere). The Hamiltonian $H^U_{J} = H^U_{J} + H_I + H_m$ has acquired a U(1) gauge symmetry, i.e., $[H^U_{J}, G_i^{U(1)}] = 0, \forall i$. Now consider the initial state in Fig. 1a(iii), denoted as $|3\rangle$. This state is consistent with both $Z_2$ and U(1) gauge symmetry, with eigenvalues $G_i^{Z_2} |3\rangle = (-1)^i |3\rangle$ and $G_i^{U(1)} |3\rangle = 2(-1)^i |3\rangle$. If evolved under $H$, only the $Z_2$ gauge symmetry will be preserved. Moreover, the charges can move by flipping the gauge fields on the involved links. In contrast, if $|3\rangle$ is evolved under $H^U_{J}$, not only is the U(1) gauge symmetry preserved, but also the charges are blocked: there are no gauge fields that the action of $H_J^{U(1)}$ could flip.

To demonstrate this phenomenon, we generate an effective U(1) gauge symmetry by adding terms proportional to its gauge generators $G_i^{U(1)}$ [10]. Similar symmetry-protecting schemes have been used in the laboratory to perturbatively realize LGTs [13, 17, 20]. Here, we employ these to tune from the original $Z_2$ to a U(1) theory.

Importantly, the employed term $H_G = V \sum_i c_i G_i^{U(1)}$ consists of only single qubit operations, which can be absorbed into those already present to implement $H_I$ and $H_m$ (Methods). While $H_G$ commutes with the mass and background-field terms, it does compete with the gauge–matter coupling $H_J$. Illustratively, one can imagine $H_G$ to rapidly rotate the $Z_2$ gauge field operator $\tau_{i,i+1}^y$ around the $x$-axis [10–12]. In a time-averaged fashion, $H_J$ thus effectively acquires the U(1) symmetry of a circle in the $z$-$y$ plane. At large $V/J$, one thus approximately obtains $H^U_{J}$ [10]. Remarkably, we find small values of $V/J = 6$ are already sufficient for observing striking effects.

Initializing the system in $|3\rangle$ and quenching with the $Z_2$ theory $H$ alone quickly leads to violation of the U(1)
gauge symmetry, quantified through
\begin{equation}
\eta_{U(1)} = \frac{1}{kN} \sum_i \left( \left( G_i^{U(1)} + 2 (-1)^i \right)^2 \right),
\end{equation}
(light curves in Fig. 3a), where $\kappa = 9$ normalizes the theoretical maximum of the gauge violation to unity. In contrast, by adding a moderately strong protection term $H_G$, the $U(1)$ gauge violation is suppressed to small values throughout the entire evolution time (dark curves).

This modification of the underlying gauge symmetry has dramatic repercussions on the entire system dynamics: In the $\mathbb{Z}_2$ theory (small $V/J$), the charges are free to move and we observe a strong dynamics also in the electric field (light curves in Fig. 3b). Instead, upon tuning the symmetry towards $U(1)$ by means of $H_G$, charges stay confined and the electric field remains close to its initial value for the entire evolution time.

**Outlook.**—Our work opens the door to studying a wide range of phenomena in LGTs of coupled matter and gauge fields with discrete symmetries. Ideal target scenarios are, e.g., exotic out-of-equilibrium phenomena such as quantum many-body scars [6] and disorder-free localization [5]. Given the large computational challenges when attempting to connect early-time behavior to late-time dynamics, thermalization of gauge theories is another outstanding question with large relevance, e.g., to high-energy experiments such as heavy-ion collisions [8].

The necessity of precisely engineering multi-qubit interactions and local constraints is currently imparting a strong momentum onto the field, as it pushes devices beyond their current limits and drives the development of new error mitigation protocols [11–13, 17, 20], such as the one implemented here [10]. Promising proposals exist for generalizing such schemes to more complex situations, including non-Abelian gauge theories [11, 12, 24].

Such investigations may also develop interesting cross-fertilizations to other fields. E.g., postselecting on the Gauss’ law is similar to syndrome measurements in error-correcting codes [25]. Beyond the immediate context of LGTs, three-body gates as designed here are a key ingredient for manifold physical scenarios, including cluster Ising models [26], topological phase transitions [27], spin chirality [28], multipartite entanglement [28], and even non-stoquastic and parity quantum annealing [29].
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I. METHODS

A. Target lattice gauge theories (LGTs)

1. $Z_2$ LGT

The $Z_2$ LGT in 1+1D considered in the main text is equivalent to the more common formulation with fermionic matter, described by the Hamiltonian $[19, 30]$

$$H_{Z_2} = J \sum_i \left( \psi_i^\dagger \tau_{i,i+1}^z \psi_{i+1} + \text{h.c.} \right) + f \sum_i \tau_{i,i+1}^x + \mu \sum_i (1)^i \psi_i^\dagger \psi_i. \quad (6)$$

Here, $\psi_i^\dagger$ ($\psi_i$) are fermionic creation (annihilation) operators and—compared to works such as Refs. $[19, 30]$—we have added a staggered fermion mass term $\sim \mu$. This term is compatible with the symmetries of the system and enables us to connect to the U(1) theory discussed below, where it is commonly included. Physically, it can be interpreted as giving a positive (negative) rest energy to (anti-)particles on even (odd) matter sites.

In the fermionic formulation of the $Z_2$ LGT, the symmetry generators are given by

$$G_{Z_2}^{\psi} = e^{i \pi \psi_i^\dagger \psi_i} \prod_{i \neq j} \tau_{i,j}^z. \quad (7)$$

Here, $i \neq j$ denotes the product over all links connected to matter site $i$. In our 1+1D case, these are $\tau_{i,i-1}^z$ and $\tau_{i,i+1}^z$. Gauge symmetry is equivalent to $[H_{Z_2}, G_{Z_2}^{\psi}] = 0 \ \forall i$, and the conservation of the eigenvalues $g_i^{\psi} = \pm 1$ of the generators, $G_{Z_2}^{\psi} | \psi(t) \rangle = g_i^{\psi} | \psi(t) \rangle \ \forall t$.

The gauge violation respective to an initial, gauge-invariant state with eigenvalues $g_i^{\ln}$ of the generators in Eq. (7) is quantified by

$$\eta_{Z_2} = \frac{1}{N\kappa'} \sum_i \left\langle \left( G_{Z_2}^{\psi} - g_i^{\ln} \right)^2 \right\rangle, \quad (8)$$

where $\kappa'$ normalizes the maximal possible gauge violation to unity. This quantity can be understood as an average distance in Hilbert space from the target superselection sector defined by $\{ g_i^{\ln} \} [31]$, and non-zero values are equivalent to the presence of gauge errors.

Substituting the fermionic degrees of freedom by spins-1/2 via a Jordan–Wigner transformation,

$$\psi_i^\dagger = e^{+i \pi \sum_k \sigma_k^x \sigma_i^x \sigma_i^z} \quad (9)$$

which retains the canonical fermion anti-commutation relations, yields the Hamiltonian $H$ and gauge generators reported in the main text.

2. U(1) LGT

Consider the Kogut–Susskind Hamiltonian formulation of QED in 1+1D with staggered fermions $[32, 33]$,

$$H_{U(1)} = 2J \sum_i \left( \psi_i^\dagger U_{i,i+1} \psi_{i+1} + \text{h.c.} \right) + \mu \sum_i (1)^i \psi_i^\dagger \psi_i + \frac{\eta^2}{2} \sum_i (E_{i,i+1} + E_0)^2, \quad (10)$$

where the role of $J$ and $\mu$ is as in $H_{Z_2}$. The last term gives the electric field energy and $E_0$ is a background field, which in this theory is equivalent to a topological $\theta$ angle $[34, 35]$. The electric field $E_{i,i+1}$ and parallel transporters $U_{j,j+1}$ fulfil the commutation relation

$$[E_{i,i+1}, U_{j,j+1}] = \delta_{ij} U_{i,i+1}. \quad (11)$$

This model has a continuous U(1) gauge symmetry with generators

$$G_i^{U(1)} = E_{i-1,i} - E_{i,i+1} + \psi_i^\dagger \psi_i + \frac{(1)^i - 1}{2}. \quad (12)$$

We have $[H_{U(1)}, G_i^{U(1)}] = 0 \ \forall i$, and the eigenvalues $g_i^{U(1)}$ of the generators, $G_i^{U(1)} | \psi(t) \rangle = g_i^{U(1)} | \psi(t) \rangle$, are conserved under Eq. (10).

The gauge fields can be expressed within the quantum link model formalism $[36]$ with $S = 1/2$ as $U_{i,i+1} = \tau_{i,i+1}^z$, $E_{i,i+1} = \frac{1}{2} \tau_{i,i+1}^z$, which retains the system’s symmetries and the commutation relation of Eq. (11). Again applying the Jordan–Wigner transformation as in Eq. (9) yields

$$H_{U(1)} = 2J \sum_i \left( \sigma_i^+ \tau_{i,i+1}^+ \sigma_{i+1}^- + \text{h.c.} \right) + \frac{\mu}{2} \sum_i (1)^i \sigma_i^z + \frac{E_0 \eta^2}{4} \sum_i \tau_{i,i+1}^z. \quad (13)$$

Here, we employ $(\tau_{i,i+1}^z)^2 = 1$ and neglect constant terms. Performing a basis rotation on the gauge fields such that $\tau_{i,i+1}^x \leftrightarrow \tau_{i,i+1}^y$, $\tau_{i,i+1}^y \rightarrow -\tau_{i,i+1}^y$, thus $\tau_{i,i+1}^z \rightarrow (\tau_{i,i+1}^z - i \tau_{i,i+1}^y)/2$, and redefining the constant $E_0 \eta^2/4 \rightarrow f$ yields the U(1) gauge theory and generators reported in the main text.

The gauge violation respective to an initial, gauge-invariant state with eigenvalues $g_i^{\ln}$ of the generators in Eq. (12) is quantified by

$$\eta_{U(1)} = \frac{1}{N\kappa} \sum_i \left\langle \left( G_i^{U(1)} - g_i^{\ln} \right)^2 \right\rangle, \quad (14)$$

with $\kappa$ normalizing the maximal possible gauge violation to unity.
B. Hardware

We implement the target LGTs in superconducting quantum chips of the Sycamore class, as have been described, e.g., in Refs. [37, 38]. The layout of these chips is that of a square lattice, which permits us to naturally map the qubits to the degrees of freedom of the 1+1D LGT by alternating assignment of matter states and gauge links. More specifically, we employ the Rainbow and Weber chips, which host 23 and 53 qubits, respectively, of which we use up to 16 qubits under periodic and 21 qubits under open boundary conditions. The experiments were performed remotely via the cloud on devices that were calibrated using automated calibration procedures.

The Sycamore-class quantum chips natively implement arbitrary single qubit rotations around the z axis (which can be implemented virtually without execution time) and around arbitrary axes in the x-y plane. The latter take a gate time of 25ns and their average error rate per gate is about 0.1%. In addition, these chips have a native two-qubit gate that approximates the form

\[ \exp(-i\frac{\pi}{2}(\sigma_z^1\sigma_z^2 + \sigma_z^1\sigma_z^2)) \exp(-i\frac{\pi}{2}(1 - \sigma_z^1)(1 - \sigma_z^2)). \]

Since \( \theta \) is close to \( \pi/4 \) and \( \phi \simeq 0.138 \pm 0.0015 \) [38], this gate can to leading order be approximated as a \( \sqrt{\text{iSWAP}} \) gate, with average error rates per gate of 1–1.5%. In some situations, though, the parasitic C-phase term \( \propto \phi \) can have considerable effects on the simulated dynamics. Indeed, in the scenario of, e.g., Fig. 3, we find its contribution to be the leading error term. A further relevant error term, not taken into account in our simulations, stems from readout, which is on the order of 2% (%(0)-state) to 7% (%(1)-state).

A more comprehensive description of the hardware used can be found in Ref. [37] and its Supplementary Material.

C. Additional details on the quantum circuit

Since the single qubit rotations in Fig. 1b,c can be naturally realized in the Sycamore chip, the key implementation challenge is the decomposition of the matter–gauge coupling into single- and two-qubit gates. This decomposition can be realized as

\[ U_{ijk}(\alpha) = e^{i\alpha(\sigma_z^i\sigma_z^j + h.c.)} \]

\[ = e^{i\pi} \sqrt{\mathbf{iS}_{ij}} \sqrt{\mathbf{iS}_{j\ell}} R^z_i(\pi) R^z_j(-\pi/4) R^z_k(-\pi/4) \]

\[ \sqrt{\mathbf{iS}_{jk}} R^z_j(\pi - \alpha) R^z_k(\alpha) \sqrt{\mathbf{iS}_{jk}} \]

\[ R^z_j(\pi/4) R^z_k(\pi/4) \sqrt{\mathbf{iS}_{ij}} \sqrt{\mathbf{iS}_{ij}}, \]

where \( i, k \) label qubits representing matter sites connected via qubit \( j \) representing the linking gauge field, and \( \sqrt{\mathbf{iS}_{ij}} \) is denoting the square root of iSWAP gate \( \sqrt{\text{iSWAP}_{ij}} \). It is useful to note that the latter is equal to the native \( \sqrt{\text{iS}_{ij}} \) up to \( z \)-rotations as \( \sqrt{\mathbf{iS}_{ij}} = R^z_i(\pi/2) R^z_j(-\pi/2) \sqrt{\mathbf{iS}_{ij}} R^z_i(-\pi/2) R^z_j(\pi/2) \).

To limit decoherence, it is desirable to keep the execution time of the matter–gauge coupling as short as possible. Furthermore, idling qubits should be avoided as these are subject to erroneous \( z \)-rotations due to cross-talk and low-frequency noises. Hence, we compress the circuit by executing neighbouring gates in parallel wherever possible. Beyond this, we add spin echo sequences by randomly chosen angles on idling qubits.

A sketch of the full gate sequence can be found in Fig. 4.

D. Use of large Trotter step sizes

In principle, we are interested in the simulation of the LGT dynamics in continuous time. As recent works have shown [21, 22, 39, 40], this does not require taking the limit of vanishing Trotter steps \( \Delta t \to 0 \) in Eq. (2) as one might expect from worst-case bounds [41]. Instead, viewing the Trotterized dynamics as a periodic sequence of pulses, one can use techniques from periodically driven systems to identify a sharp crossover between regular and chaotic quantum dynamics. In the regular regime, the system dynamics deviates only perturbatively from the dynamics at \( \Delta t \to 0 \). Numerical benchmarks on finite systems show that the regular regime extends to surprisingly large Trotter step sizes and that its effect holds up to essentially infinite times [21, 22, 39, 40]. This enables a controlled simulation of continuous-time dynamics with large \( \Delta t \).

In Fig. 5, we numerically investigate this effect for the \( \mathbb{Z}_2 \) LGT considered here. Panel (a) displays the time evolution of the electric field \( \mathcal{E} \), which quickly approaches the ideal, continuum-time curve \( \langle \mathcal{E}_0 \rangle = \lim_{\Delta t \to 0} \mathcal{E} \) as the Trotter step is diminished. Panel (b) displays the medium-time average of the deviation of the electric field, defined as \( \langle \mathcal{E}_t \rangle = \frac{1}{m} \sum_{t=1}^m |\mathcal{E}_t(k\Delta t) - \mathcal{E}_0(k\Delta t)| \) with \( m = t_f/\Delta t \) the number of steps for the particular Trotter step size \( \Delta t \) and \( t_f = 10/J \) the final evolution time. At small \( \Delta t \), the deviation increases only perturbatively as \( (\Delta t)^2 \) (see also [21]). As this additional data shows, even large Trotter steps of \( \Delta t \approx 0.5/J \) and above lie in the perturbative, regular regime. In our quantum simulations, we use \( \Delta t \in \{0.2/J, 0.3/J\} \), enabling us to reach significant simulation times \( t = n\Delta t \) at given number of Trotter steps \( n \) while keeping the Trotterization error at a controlled level.

E. Qubit selection

For each studied scenario, we average over several configurations of qubits (chains or rings of given length) in order to reduce errors. Since the performance of qubits and gates varies in position as well as time, it is crucial to identify those that perform well in a given experimental session. While calibration data for readout, single-, and two-qubit gates can indicate qubits that per-
Figure 4. **Circuit diagram for n Trotter steps.** Two-qubit $\sqrt{iSWAP}$ gates (blue) are executed in parallel to generalized single-qubit rotations (dark gray). Most of the latter arise from the purpose of avoiding idling qubits by acting as spin echo sequences, hence reducing errors induced by crosstalk with neighbouring, active qubits. Layers consisting only of $z$-rotations (light gray) require zero execution time. At the beginning of the circuit, it is beneficial to delay the initialisation of qubits as far as possible. Shown for an excerpt of eight qubits and the initial states of either Fig. 1a(ii) or (iii).
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Figure 5. **Robustness of results against Trotter step size, numerical simulations.** (a) The range of Trotter step sizes used in our experiments introduce only small deviations of local observables from the continuum-time results (solid lines), illustrated here for the scenario of main-text Fig. 2, with step sizes $0.1/J$, $0.3/J$, $0.5/J$. (b) For small Trotter step sizes $\Delta t$, the deviation of the electric field from the time-continuum result increases quadratically until a sharp crossover to a chaotic regime around $\Delta t \approx 0.7/J$, see inset for log-log scale (example for the scenario of panel (a) with $f/J = 0.75$). One can thus find an optimal balance of choosing $\Delta t$ below the threshold, ensuring reliable results with controllable errors, while keeping it relatively large in order to reach significant evolution times at fixed number of Trotter steps (in our experiments, we use $\Delta t \in \{0.2/J, 0.3/J\}$).
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form especially bad, it does not pick out the best ensembles of qubits. Hence, we use a layered approach. At the beginning of a session, we use the calibration data to exclude the qubits and two-qubit gates identified to have particularly high error rates. In order to reduce the number of possible configurations (i.e., chains or rings for our purposes) to an amount feasible to benchmark, we further employ a simple cost function using the calibration data as input. We then use a minimal model for a specified parameter set to pick suitable ensembles among the remaining possible sets of qubits. To address time-dependent drifts within the duration of a session, we repeat the minimal model test between experiments, restricted to qubit sets performing well in the test at the beginning of the session. With this procedure, we pick 5 chains of qubits in the case of Fig. 1d,e and 10 rings with periodic boundary conditions for Fig 2 and Fig. 3, on which the experimental runs are executed and averaged over.

### F. Postselection

The local gauge symmetry also proves a useful tool to mitigate errors: any errors that break this local conservation law, akin to a stabilizer used in quantum error correction [25], can be identified through postselection.
This permits us to considerably improve the quality of the simulation.

As the implemented circuits respect the $Z_2$ gauge symmetry by design, any experimental shots where the eigenvalues of the generators Eq. (7) differ from those of the initial state are known not to be faithful. This is equivalent to the gauge-violation in Eq. (8) being non-zero. In addition, the total $Z_2$ charge $\sum_i \sigma^z_i$ should ideally be conserved in our implementations, which we can use in post-selection to further eliminate faulty experimental runs.

While total charge conservation is commonly used as a postselection criterion in quantum simulation (e.g., [13, 14, 38]), we find that the finer local conservation law provided by the gauge symmetry yields a significantly stronger improvement (see Extended Data Fig. 6). A potential reason is as follows. Two charge violation errors at separate sites, say $i_1$ and $i_2$, can compensate each other to conserve the global charge. In contrast, they will be flagged by non-conservation of the Gauss’ law generators $G_{i_1}$ and $G_{i_2}$.

G. Gauge-symmetry protection

Various methods have been developed in the past to restrain a quantum system to obey a desired symmetry, e.g., by engineered dephasing [42], by pseudo-random gauge transformations [11, 13], by dynamical decoupling [12], or by adding a suitable energy penalty to the Hamiltonian [10, 17, 43–47]. A particularly experimentally friendly approach is given by the concept of linear gauge protection [10], which entails adding to the Hamiltonian a term that is a linear weighted sum in the gauge-symmetry generators and that has a large strength $V$,

$$H_G = V \sum_i c_i G_i^{U(1)}.$$  \hspace{1cm} (16)

When the coefficients $c_i$ are chosen appropriately, one can effectively turn the gauge superselection sectors (defined by the eigenvalues of the $G_i^{U(1)}$) into quantum Zeno sub-spaces that remain uncoupled up to a timescale at least linear in $V$ [48, 49].

Even more, when working in a single target gauge superselection sector, defined through the conserved charges $\{g_i\} = \{g_i^{\text{tar}}\}$, it suffices to only isolate this sector from the rest of the Hilbert space. When the sequence $c_i$ is compliant, i.e., it satisfies

$$\sum_i c_i (g_i - g_i^{\text{tar}}) = 0 \iff g_i = g_i^{\text{tar}}, \forall i,$$  \hspace{1cm} (17)

the effective protection of the target gauge sector is guaranteed up to timescales exponential in the protection strength $V$ [10, 50].

The relation (17) ensures that no combination of processes that violate the conservation of $g_i^{\text{tar}}$ at different matter sites can be resonant. In principle, the sequence $c_i$ will have to grow exponentially with system size in order to satisfy this relation. Interestingly though, depending on the dominant terms that couple the gauge superselection sectors, much simpler noncompliant sequences can already suffice to stabilize gauge invariance up to all relevant timescales [10, 51]. Extended Data Fig. 7 shows the results analogous to Fig. 3 of the main text for 16 qubits (8 matter sites, 8 gauge-field links) and the very simple sequence $c_i = (−1)^i$, which already suffices to produce satisfactory results. In the main text Fig. 3, we use the sequence $c_i \in \{-115, 116, -118, 122, -130, 146\}/146$, which is compliant for a system of $N = 6$ matter sites. In larger systems, this sequence ensures that no combination of processes that violates conservation of $G_i^{U(1)}$ is resonant within a distance of $N = 6$ matter sites.

A main feature of Eq. (16) is that it involves only terms linear in the gauge-symmetry generators $G_i^{U(1)}$, enabling its implementation using only single-qubit terms. These incur no relevant experimental overhead in our implementation as they can be absorbed into already present terms.

A subtlety of the application of $H_G$ comes from Trotterization [10]. In principle, one would want to make the associated scale $V$ as large as possible in order to improve the level of $U(1)$ gauge symmetry. However, in a Trotterized sequence the protection terms $\exp\left(i\Delta t V c_i G_i^{U(1)} \right)$ are periodic under $\Delta t V c_i$. Consequently, there is an optimal strength $V^*$ beyond which protection no longer improves (conveniently for implementations, no fine tuning is required since a broad range of $V$ around $V^*$ yields comparable performance [10]). For our parameters, $V^*$ is close to $V/J = 6$. Importantly, as seen in Fig. 3 we find that this moderate value already suffices to efficiently induce an approximate $U(1)$ gauge symmetry.
Figure 6. **Postselection and Floquet calibration.** (a) Raw data (lightest curve) display sizable discrepancies to the theoretical predictions (dotted). Floquet calibration yields slight improvements, while postselection on local $Z_2$ gauge symmetry significantly enhances the data quality. Postselection on global $Z_2$ charge results in a further small improvement. Data shown in the main text includes all these steps, illustrated here on data of Fig. 2 with $f/J = 0.75$. Statistical errors bars denote one standard deviation over 10 different circuit layouts (shown only for one data set for clarity; error bars are of similar magnitude for other data sets). (b) Dynamics of $Z_2$ gauge violation of raw data with Floquet calibration. (c) Fraction of states fulfilling either of the two or both postselection criteria. The steeper decrease of the fraction of gauge-symmetric states illustrates that this is a stronger postselection criterion.

Figure 7. **Gauge protection and confinement induced by modified local conservation law with simple protection sequence.** The scenario is as in main-text Fig. 3, but for 16 qubits and the simple noncompliant sequence $c_i = \pm 1$, which nevertheless leads to satisfactory protection of $U(1)$ gauge symmetry over the evolution time.