An Efficient Parallel Solver for SDD Linear Systems

Richard Peng *
M.I.T. rpeng@mit.edu

Daniel A. Spielman †
Yale University spielman@cs.yale.edu

ABSTRACT

We present the first parallel algorithm for solving systems of linear equations in symmetric, diagonally dominant (SDD) matrices that runs in polylogarithmic time and nearly-linear work. The heart of our algorithm is a construction of a sparse approximate inverse chain for the input matrix: a sequence of sparse matrices whose product approximates its inverse. Whereas other fast algorithms for solving systems of equations in SDD matrices exploit low-stretch spanning trees, our algorithm only requires spectral graph sparsifiers.

Categories and Subject Descriptors

F.2.1 [ANALYSIS OF ALGORITHMS AND PROBLEM COMPLEXITY]: Numerical Algorithms and Problems—Computations on matrices; G.1.0 [NUMERICAL ANALYSIS]: [Numerical algorithms, Parallel algorithms]
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1. INTRODUCTION

The problem of solving systems of linear equations in symmetric, diagonally dominant (SDD) matrices, and in particular the Laplacian matrices of graphs, arises in applications ranging from the solution of elliptic PDEs [BH08], to the computation of maximum flows in graphs [DS08, CKM+11, Mad13], to semi-supervised learning [ZGL03, ZS04, ZBL+08]. It has recently been exploited as a primitive in many other algorithms [KM09, KMP12, OSV12, LKP12, KMT11].

It has recently been exploited in many other algorithms [KM09, KMP12, OSV12, LKP12, KMT11].

In the last decade, there have been remarkable advances in the development of fast algorithms for solving systems of linear equations in SDD matrices. Following an approach suggested by Vaidya [Vai90], Spielman and Teng [ST14] developed a nearly-linear time algorithm for this problem. Their algorithm has three main ingredients: a multi-level framework suggested by Vaidya [Vai90], Joshi [Jos97] and Reif [Rei98]; low-stretch spanning tree preconditioners, introduced by Boman and Hendrickson [BH01] as an improvement of Vaidya’s maximum spanning tree preconditioners; and spectral graph sparsifiers [ST11]. Koutis, Miller and Peng [KMP10, KMP11] developed a simpler and faster way to exploit these ingredients, resulting in an algorithm for finding \( \epsilon \)-approximate solutions to these systems in time \( O(m \log n \log \epsilon^{-1}) \), where \( n \) is the dimension of the matrix and \( m \) is its number of non-zero entries. As usual, we write \( O \) to hide a low order term, in this case a factor of \( \log \log n \). We define the notion of \( \epsilon \)-approximation used in these works below.

Kelner, Orecchia, Sidford and Zhu [KOSZ13] discovered a simple and efficient algorithm for solving these linear equations that relies only on low-stretch spanning trees, avoiding the use of graph sparsifiers and the multi-level framework. This algorithm has been improved by Lee and Sidford [LS13] to run in time \( O(m \log^{3/2} n \log \epsilon^{-1}) \).

There has also been some progress in parallelizing these solvers. When describing a parallel algorithm, we call the number of operations performed its work and the time it takes in parallel its depth. For planar graphs, Koutis and Miller gave an algorithm that requires linear work and depth close to \( m^{1/6} \) [KM07]. Their approach was extended to general graphs by Blelloch, et. al., who gave parallel algorithms for constructing low-stretch embeddings, leading to an algorithm with depth close to \( m^{1/3} \) [BGK+11].

We present the first algorithm that requires nearly-linear work and poly-logarithmic depth. Unlike the previous nearly-linear time algorithms for solving systems in SDD matrices, our algorithm does not require low-stretch spanning trees. It merely requires spectral sparsifiers of graphs, which we use to construct a sparse approximate inverse chain. It would be easy to solve a system of equations in a matrix if one had a sparse matrix that approximates its inverse. While not all matrices have sparse approximate inverses, we construct something almost as good for SDD matrices: a sequence of sparse matrices whose product approximates the inverse.

Given a sparse approximate inverse chain, the resulting algorithm for solving the linear equations is very simple: we multiply a vector by each matrix in the chain twice. The reason that we multiply by each twice, rather than once, is...
to make the solver a symmetric operator. This is explained in more detail in Section 3. The algorithm is analogous to the V-cycle used in the Multigrid method [BHM01], whereas the multilevel approach of [ST14, KMP10, KMP11] required the solution of the smallest systems many times, and better resembles the Multigrid W-cycles\(^1\).

The work and depth of our solvers depend on the accuracy desired and the condition number of the input matrix, which is defined in the next section. As is standard, we say that \(\hat{x}\) is an \(\epsilon\)-approximate solution to \(Mx = b\) if \(\|x - \hat{x}\|_M \leq \epsilon \|x\|_M\), where \(\|x\|_M = (x^T M x)^{1/2}\). We present two types of results about solving linear systems with sparse approximate inverse chains. The first is a proof that they exist and can be constructed in polynomial time.

**Theorem 1.1.** There is a polynomial time algorithm that on input an \(n\)-dimensional SDD matrix \(M\) with \(m\) nonzeros and condition number at most \(\kappa\), produces a sparse approximate inverse chain that can be used to solve any linear equation in \(M\) to any precision \(\epsilon\) in work \(O((m+n \log^{2}\kappa) \log 1/\epsilon)\) and depth \(O(\log n \log \kappa \log 1/\epsilon)\).

The second is a proof that slightly weaker approximate inverse chains exist and can be constructed in nearly-linear work and polylogarithmic time.

**Theorem 1.2.** There is an algorithm that on input an \(n\)-dimensional SDD matrix \(M\) with \(m\) nonzeros and condition number at most \(\kappa\), produces with probability at least \(1/2\) a sparse approximate inverse chain that can be used to solve any linear equation in \(M\) to any precision \(\epsilon\) in work \(O((m+n \log^{2}\kappa) \log 1/\epsilon)\) and depth \(O(\log^{2} n \log \kappa)\) for some other constants \(c_1\) and \(c_2\).

We present an overview of our algorithm in Section 3, and supply the details later.

2. BACKGROUND AND NOTATION

Throughout this paper we will consider symmetric matrices. A symmetric matrix is *diagonally dominant* if each diagonal entry is at least as large as the sum of the absolute values of the other entries in its row. The problem of solving systems of linear equations in symmetric, diagonally dominant (SDD) matrices can be reduced to the problems of solving systems in either Laplacian matrices—SDD matrices with zero rows sums and non-positive off-diagonal elements—or SDDM matrices—positive definite SDD matrices with non-positive off-diagonal elements. The reductions from one form to another approximately preserve the condition numbers of the system (see Appendix A).

A fundamental property of a matrix is its *condition number*: the ratio of its largest eigenvalue to its smallest. In the case of a Laplacian matrix, which has 0 as its smallest eigenvalue, we consider the ratio to the second-smallest. The condition number measures how much the solution to a linear system in a matrix can change if small changes are made to the target vector or the matrix itself. Thus, the condition number is a lower bound on the precision required when carrying out computations with a matrix. It is also appears in the running time of many numerical algorithms, including the one we present here. The condition number of the Laplacian matrix of a connected weighted graph with \(n\) vertices is at most \(O(n^2 w_{\max}/w_{\min})\), where \(w_{\max}\) and \(w_{\min}\) are the largest and smallest weights of edges in the graph (see [ST14, Lemma 6.1]) The condition number of a submatrix of a Laplacian is at most \(O(n^2 w_{\max}/w_{\min})\) (see Appendix A). Our algorithms will run in time depending upon the logarithm of the condition number.

We recall that a symmetric matrix \(X\) is positive definite if all of its eigenvalues are positive. We indicate this through the notation \(X > 0\), where 0 indicates the all-0 matrix. We similarly write \(X \succ 0\) if \(X\) is positive semidefinite. For matrices \(X\) and \(Y\), we write \(X \asymp Y\) or \(X \asymp Y\) to indicate that \(X - Y\) is positive definite or positive semidefinite.

This partial ordering allows us to define a notion of approximation for matrices. We write \(X \approx Y\) to indicate that

\[
\exp(\epsilon) X \asymp Y \asymp \exp(-\epsilon) X,
\]

and we remark that this relation is symmetric. While it is more common to use \(1 + \epsilon\) in place of \(\exp(\epsilon)\) above, the exponential facilitates combining approximations. The \(\epsilon\) will be small everywhere in this paper, and we note that when \(\epsilon\) is close to 0, \(\exp(\epsilon)\) is between \(1 + \epsilon\) and \(1 + 2\epsilon\). The following facts about the positive definite order and approximation are standard (see [BGH+06, BH03, ST14]).

**Fact 2.1.** For positive semidefinite matrices \(X\), \(Y\), \(W\) and \(Z\),

a. if \(Y \approx_c Z\), then \(X + Y \approx_c X + Z\);

b. if \(X \approx_c Y\) and \(W \approx_c Z\), then \(X + W \approx_c Y + Z\);

c. if \(X \approx_{c_1} Y\) and \(Y \approx_{c_2} Z\), then \(X \approx_{c_1 + c_2} Z\);

d. if \(X\) and \(Y\) are positive definite matrices such that \(X \approx Y\), then \(X^{-1} \approx Y^{-1}\);

e. if \(X \approx_c Y\) and \(V\) is a matrix, then \(V^T X V \approx_c V^T Y V\).

3. OVERVIEW

Our algorithm is most naturally described for SDDM matrices. These are the positive definite, diagonally dominant matrices with nonpositive off-diagonals. A SDDM matrix, \(M\), can be written as

\[
M = D - A,
\]

where \(D\) is a nonnegative diagonal matrix, \(A\) is a symmetric nonnegative matrix, and \(D \succ A\). A symmetric, diagonally dominant matrix \(M\) with non-positive off-diagonal elements is positive definite if any diagonal entry exceeds the sum of the absolute values of the other entries in its row.

If we interpret the row vector \(x^T\) as probabilities at vertices, right-multiplying by the matrix \(D^{-1/2} A\) gives the probabilities at vertices after one step of a random walk in the
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underlying graph. In this walk, if we are currently at vertex \( i \), then we move to vertex \( j \) with probability
\[
\frac{A_{i,j}}{D_{i,i}},
\]
and terminate with probability
\[
1 - \sum_j A_{i,j} \frac{1}{D_{i,i}}.
\]

As there is at least one vertex at which the walk terminates, this walk will terminate in the long term if the graph is connected. To obtain a non-trivial long term behavior, we need to inject probabilities back into the vertices. If we inject \( b^T \) at each step, the stationary distribution \( x^T \) satisfies:
\[
x^T D^{-1} A + b^T = x^T,
\]
which becomes \( x^T = b^T (I - D^{-1} A)^{-1} \).

One way to compute this stationary distribution is by simulating the random walk for many steps. Tracking the number of times \( x^T \) is connected. To obtain a non-trivial long term behavior, we need to inject probabilities back into the vertices. If we inject \( b^T \) at each step, the stationary distribution \( x^T \) satisfies:
\[
x^T D^{-1} A + b^T = x^T,
\]
which becomes \( x^T = b^T (I - D^{-1} A)^{-1} \).

One way to compute this stationary distribution is by simulating the random walk for many steps. Tracking the probabilities injected over all steps leads to the following well known identity:
\[
(I - D^{-1} A)^{-1} = \sum_{\ell \geq 0} (D^{-1} A)^\ell
\]

As the terms corresponding to larger values of \( \ell \) make shrinking contributions, truncating this sum gives a good approximation to \( (I - D^{-1} A)^{-1} \). This leads to the power method, or Richardson iteration. It can be shown that the number of terms needed to obtain a good approximation is about \( \kappa \), where \( \kappa \) is the condition number.

The starting point of our algorithm is an approximation with fewer terms. Observe that the walk given by \( D^{-1} A \) while injecting probability \( b^T \) at each step can also be viewed as injecting \( b^T + b^T D^{-1} A = b^T (I + D^{-1} A) \) every second step. Algebraically this is equivalent to the factorization
\[
(I - D^{-1} A)^{-1} = (I + D^{-1} A) \left( I - (D^{-1} A)^2 \right)^{-1}
\]
The two step random walk given by \( (D^{-1} A)^2 \) is also a random walk with some stop probabilities. Therefore, this factorization can also be applied on it. This tells us that, aside for a few multiplications of a vector by a matrix, we can reduce the problem of solving a linear equation in \( D - A \) to the problem of solving a linear equation in \( D - AD^{-1} A \). Moreover, this latter matrix is also a SDDM matrix (Proposition 5.6). We can in turn reduce this to the problem of solving a system of equations in
\[
D - (AD^{-1} A)D^{-1}(AD^{-1} A) = D - D(AD^{-1} A)^4.
\]
After applying this identity \( k \) times, we obtain the matrix
\[
D - D(AD^{-1} A)^2k.
\]
As \( k \) grows large, it becomes easy to approximately solve systems of linear equations in this matrix because all of the eigenvalues of \( D^{-1} A \) are less than 1 in absolute value. So, the term \( (D^{-1} A)^2k \) becomes negligible and the matrix approaches \( D \) (Corollary 5.5).

Such an algorithm can also be viewed as an alternate representation of \( (I - D^{-1} A) \) with fewer terms.
\[
(I - D^{-1} A)^{-1} = \prod_{k \geq 0} \left( I + (D^{-1} A)^{2k} \right).
\]

It can be checked that truncating this product after the first \( \log \kappa \) terms gives a good approximation to \( (I - D^{-1} A)^{-1} \). On the other hand, this algorithm requires us to multiply vectors by dense matrices of the form
\[
I + (D^{-1} A)^{2k}.
\]
Since \( (D^{-1} A)^2 \) corresponds to a random walk, it is related to a graph Laplacian. As a result, we can reduce the size of these matrices using spectral sparsifiers. Bounding the errors incurred by these sparsifiers in the factorization above is difficult: the product of sparse approximations of matrices need not be an approximation of the product, unless the products are taken symmetrically. Instead, we exploit a symmetric variation of this identity. Our identity also applies more naturally to SDDM matrices. It is:
\[
(D - A)^{-1} = \frac{1}{2} (D^{-1} + (I + D^{-1} A)(D - AD^{-1} A)^{-1}(I + AD^{-1})). \quad (1)
\]

We now describe this process in more detail. Let \( M_0 = D_0 - A_0 \) be the matrix that defines the equation we want to solve. We observe (in Proposition 5.6) that the matrix \( D_0 - A_0 D_0^{-1} A_0 \) is also positive definite and diagonally dominant. So, a spectral sparsifier [ST11, BSS12] will allow us to approximate this matrix by a sparse SDDM matrix \( D_1 - A_1 \). We also show in Section 6 that structure of \( D_0^{-1} - A_0 D_0^{-1} A \) allows us to efficiently find sparsifiers with \( O(\log \kappa) \) overhead in both size and work/depth. Proceeding in this fashion, we obtain a sequence of sparse matrices
\[
M_i = D_i - A_i
\]
such that
\[
(D_i - A_i)^{-1} \approx \frac{1}{2} [D_i^{-1} + (I + D_i^{-1} A_i)(D_{i+1} - A_{i+1})^{-1}(I + A_i D_i^{-1})] \quad (2)
\]
and so that \( A_i \) becomes negligible as \( i \) grows. These provide a natural algorithm for solving a system of equations of the form \( M_0 x = b_0 \), which we now present.

\[
x_0 = \text{SOLVE}((M_0, D_0) \ldots (M_d, D_d), b_0)
\]
1. For \( i \) from 1 to \( d \), set \( b_i = (I + A_i D_i^{-1}) b_{i-1} \).
2. Set \( x_d = D_d^{-1} b_d \).
3. For \( i \) from \( d \) downto 0, set \( x_i = \frac{1}{2} (D_i^{-1} b_i + (I + D_i^{-1} A_i) x_{i+1}) \).

The work required by \text{SOLVE} is proportional to the total number of nonzero entries in the matrices in the chain, and the depth is proportional to \( \log n \) times \( d \).

If the approximations in (2) are good enough, then \( M x_0 \) will be a good approximation of \( b_0 \). We now roughly estimate how good these approximations need to be. We carry out the details in the following sections. If the condition
number of $M$ is $\kappa$, then the largest eigenvalue of $D^{-1}A$ at most $1 - 1/\kappa$ (Proposition 5.3).

So, if we take $d = O(\log(\kappa))$, all of the eigenvalues of $(D^{-1}A)^d$ will be close to 0. At every level of the recursion, we will incur a loss in approximation quality. To limit the overall loss to a constant, we will require the approximation in (2) to be at least as good as $\approx_{1/2^d}$. Using the best-known sparsifiers, we could achieve this with sparsifiers that have $O(d^2n)$ edges. So, the total number of nonzero entries in all of the matrices $A_1, \ldots, A_d$ will be $O(d^2n) = O(n \log^3 \kappa)$. We establish the existence of such chains in Section 5. If we instead use sparsifiers that we presently know how to construct efficiently, we multiply the total number of nonzero entries by a factor of $O(\log^c n)$, for some constant $c$. In Section 6, we give a nearly linear work, polylog depth algorithm for constructing these chains.

4. APPROXIMATE INVERSE CHAINS

Definition 4.1. We say that two sequences of matrices $D_1, \ldots, D_d$ and $A_1, \ldots, A_d$ are an approximate inverse chain for a SDDM matrix $M_0 = D_0 - A_0$ if, for all $i$, $D_i$ is a nonnegative diagonal matrix, $A_i$ is a nonsymmetric matrix, $M_i \equiv D_i - A_i$ is SDDM, and there exist numbers $\epsilon_0, \ldots, \epsilon_d$ such that $\sum_{i=0}^{d} \epsilon_i \leq 2$ and

a. for all $1 \leq i \leq d$, $M_i \approx_{\epsilon_i-1} D_{i-1} - A_{i-1} D_{i-1}^{-1} A_{i-1}$;

b. for all $1 \leq i \leq d$, $D_i \approx_{\epsilon_i} D_{i-1}$; and,

c. $D_d \approx_{\epsilon_d} M_d$.

For the rest of this section, we assume that $D_1, \ldots, D_d$ and $A_1, \ldots, A_d$ are an approximate inverse chain for $M_0 = D_0 - A_0$.

The choice of the bound of 2 on $\sum \epsilon_i$ is not particularly important: any constant will allow us to use an approximate inverse chain to solve systems of linear equations in $D_0 - A_0$.

We remark that many of the matrices $A_i$ will have nonzero diagonal entries. For this reason, we keep the representation of $D_i$ and $A_i$ separate.

We now show that an approximate inverse chain allows one to crudely solve systems of linear equations in $D_0 - A_0$ in time proportional to the number of nonzero entries in the matrices in the chain. We first verify that if we replace $D_i - A_i D_i^{-1} A_i$ by $M_i + 1$ in identity (1), then we still obtain a good approximation to $M_i^{-1}$.

Lemma 4.2. For $0 \leq i < d$,

$$M_i^{-1} \approx_{\epsilon_i} \frac{1}{2} \left( D_i^{-1} + (I + D_i^{-1} A_i) M_{i+1}^{-1} (I + A_i D_i^{-1}) \right).$$

Proof. We have

$$M_{i+1}^{-1} \approx_{\epsilon_i} (D_i - A_i D_i^{-1} A_i)^{-1},$$

which by Fact 2.1a implies that

$$\frac{1}{2} \left( D_i^{-1} + (I + D_i^{-1} A_i) M_{i+1}^{-1} (I + A_i D_i^{-1}) \right) \approx_{\epsilon_i} \frac{1}{2} \left( D_i^{-1} + (I + D_i^{-1} A_i) (D_i - A_i D_i^{-1} A_i)^{-1} (I + A_i D_i^{-1}) \right),$$

which by Fact 2.1a implies that

$$\frac{1}{2} \left( D_i^{-1} + (I + D_i^{-1} A_i) M_{i+1}^{-1} (I + A_i D_i^{-1}) \right) \approx_{\epsilon_i} \frac{1}{2} \left( D_i^{-1} + (I + D_i^{-1} A_i) (D_i - A_i D_i^{-1} A_i)^{-1} (I + A_i D_i^{-1}) \right)$$

We now use Fact 4.2, to prove that $M_0$ approximates the inverse of $M_0$.

Lemma 4.3. Let $Z_0$ be the operator defined by $\text{SOLVE}$. That is, $x_0 = Z_0 b_0$. Then,

$$Z_0 \approx_{\epsilon_d} M_0^{-1}.$$

Proof. Let $Z_i$ be the operator such that $x_i = Z_i b_i$. That is,

1. $Z_d = D_d^{-1}$, and
2. for $0 \leq i \leq d - 1$, $Z_i = \frac{1}{2} \left( D_i^{-1} + (I + D_i^{-1} A_i) M_{i+1}^{-1} (I + A_i D_i^{-1}) \right)$.

We will prove by reverse induction on $i$ that

$$Z_i \approx_{\epsilon_i} M_i^{-1}.$$

The base case of $i = d$ follows from applying Fact 2.1d to $D_d \approx_{\epsilon_d} M_d$. For the induction, suppose the result is true for $i + 1$. Then the induction hypothesis gives

$$Z_{i+1} \approx_{\epsilon_{i+1}} M_{i+1}^{-1},$$

which by Fact 2.1e gives

$$(I + D_i^{-1} A_i) Z_{i+1} (I + A_i D_i^{-1}) \approx_{\epsilon_{i+1}} (I + D_i^{-1} A_i) M_{i+1}^{-1} (I + A_i D_i^{-1}),$$

and, by Fact 2.1a,

$$Z_i \approx_{\epsilon_i} \frac{1}{2} \left( D_i^{-1} + (I + D_i^{-1} A_i) M_{i+1}^{-1} (I + A_i D_i^{-1}) \right) \approx_{\epsilon_i} M_i^{-1},$$

by Lemma 4.2. An application of Fact 2.1c completes the induction.

This leads to a constant factor approximation of $M_0$. In order to turn this into a high quality approximation, we can use preconditioned Richardson iteration.

Lemma 4.4 (Preconditioned Richardson Iteration). [Saa03, Axe94] There exists an algorithm $\text{PRECONRICHARDSON}$ such that for any symmetric positive semi-definite matrices $A$ and $B$ such that $B \approx_{O(1)} A^{-1}$, and any error tolerance $0 < \epsilon \leq 1/2$.

1. Under exact arithmetic, $\text{PRECONRICHARDSON}(A, B, b, \epsilon)$ is a linear operator on $b$ and if $Z$ is the matrix such that $Zb = \text{PRECONRICHARDSON}(A, B, b, \epsilon)$, then $Z \approx_{\epsilon} A^{-1}$.

2. $\text{PRECONRICHARDSON}(A, B, b, \epsilon)$ takes $O(\log(1/\epsilon))$ iterations, each consisting of one multiplication of a vector by $A$ and one by $B$.
This allows us to solve linear equations in $M_0$ to arbitrary precision, and the overall performance of the solver can be summarized as follows.

**Theorem 4.5.** Given an approximate inverse chain for $M_0$ where $D_i$ and $A_i$ have total size $m_i$, there is an algorithm $\text{Solve}(M, b, e)$ that

1. runs in $O(d \log(n) \log(1/e))$ depth and $O(\sum_{i=0}^d m_i \log(1/e))$ work;
2. is a symmetric linear operator on $b$; and
3. if $Z$ is the matrix such that $\text{Solve}(M, b, e) = b$, then $Z \approx M^{-1}$.

**Proof.** The algorithm calls the procedure $\text{Solve}$ inside preconditioned Richardson iteration. The guarantee of the operator follows from Lemma 4.3, therefore the guarantees of the overall algorithm is given by Lemma 4.4.

To analyze the running time, observe that each of the $O(\log(1/e))$ iterations performs one matrix-vector multiplication involving $M_0$, and then invokes the lower accuracy solver. This solver in turn performs two matrix-vector products for each matrix $M_i$, along with a constant number of vector additions. The bounds on the depth and work follow from the fact that each such a matrix-vector multiplication requires depth $O(\log(n))$ and work $O(m_i)$.

**5. EXISTENCE OF SPARSE APPROXIMATE INVERSE CHAINS**

We now show that short sparse approximate inverse chains exist. Specifically, we show that as long as each $M_{i+1}$ is a good approximation of $D_i - A_i D_{i+1}^{-1} A_i$, $D_{i+1}$ quickly becomes a good approximation to $M_{i+1}$. The following proposition tells us that the approximation factor improves by a constant factor if we do not use approximations.

**Proposition 5.1.** Let $D$ and $A$ be matrices such that $D^{-1} A$ is diagonalizable and has real eigenvalues. If all of the eigenvalues of $D^{-1} A$ are at most $1 - \lambda$, then all of the eigenvalues of $D^{-1} A D^{-1} A$ are between $0$ and $(1 - \lambda)^2$.

**Proof.** This follows from the fact that $D^{-1} A D^{-1} A = (D^{-1} A)^2$.

In Appendix B we prove the following lemma which says that this remains approximately true if we substitute a good approximation $D - AD^{-1} A$. Note that it agrees with Proposition 5.1 when $e = 0$.

**Lemma 5.2.** Let $D$ and $\hat{D}$ be positive diagonal matrices and let $A$ and $\hat{A}$ be nonnegative symmetric matrices such that $D > A$, $D > \hat{A}$, $D \approx \hat{D}$ and $\hat{D} \approx \hat{A} \approx D - AD^{-1} A$.

Let the largest eigenvalue of $D^{-1} A$ be $1 - \lambda$. Then, the eigenvalues of $\hat{D}^{-1} \hat{A}$ lie between $1 - \exp(2e)$ and $1 - (1 - (1 - \lambda)^2) \exp(-2e)$.

The following proposition allows us to bound the eigenvalues of $D_0^{-1} A_0$ in terms of the condition number of $D_0 - A_0$.

**Proposition 5.3.** Let $M = D - A$ be a positive definite matrix with condition number $\kappa$, where $D$ is a positive diagonal matrix and $A$ is nonnegative. Then, the eigenvalues of $D^{-1} A$ are between $-1 + 1/\kappa$ and $1 - 1/\kappa$.

**Proof.** Let $\lambda_{\max}$ and $\lambda_{\min}$ be the largest and smallest eigenvalues of $M$. As the largest eigenvalue of a positive diagonal matrix is its largest entry, and the largest eigenvalue of a positive semidefinite matrix is at least its largest diagonal entry, the largest eigenvalue of $D$ is at most $\lambda_{\max}$. We will prove that the smallest eigenvalue of $I - D^{-1} A$ is at least $\lambda_{\min}/\lambda_{\max} = 1/\kappa$. In particular, it is equal to

$$
\min_x \frac{x^T (I - D^{-1/2} A D^{-1/2}) x}{x^T x} = \min_x \frac{x^T (D - A) x}{x^T D x} \geq \frac{\lambda_{\min} (D - A)}{\lambda_{\max} (D)} \geq \frac{\lambda_{\min}}{\lambda_{\max}}.
$$

This implies that the largest eigenvalue of $D^{-1} A$ is at most $1 - 1/\kappa$. The Perron-Frobenius theorem tells us that the largest absolute value of an eigenvalue of a nonnegative matrix is the largest eigenvalue. As $D^{-1} A$ is nonnegative, the bound on its smallest eigenvalue follows.

Conversely, the following proposition allows us to show that $D$ is a good approximation of $D - A$ if $D^{-1} A$ is small.

**Proposition 5.4.** If the eigenvalues of $D^{-1} A$ lie between $-\alpha$ and $\beta$, then

$$(1 + \alpha) D \succ D - A \succ (1 - \beta) D.
$$

**Proof.** Applying parts $a$ and $e$ of Fact 2.1, we derive

$$
\beta I \succ D^{-1/2} A D^{-1/2} \succ (1 - \beta) I \succ D - A \succ (1 - \beta) D.
$$

The other inequality is similar.

One obstacle to finding an approximate inverse chain is that the last matrix must be approximated by its diagonal. We use the preceding lemma and propositions to show that we can achieve this with a chain whose depth is logarithmic in the condition number of $M_0$.

**Corollary 5.5.** If $M_0 = D_0 - A_0$ is a SDDM matrix with condition number $\kappa$, $d = \lfloor \log_{2/\sqrt{\kappa}} \rfloor$, and $D_1, \ldots, D_d$ and $A_1, \ldots, A_d$ satisfy conditions $a$ and $b$ of Definition 4.1 with $\epsilon_0, \ldots, \epsilon_{d-1} \leq 1/9$, then $D_d \approx_{4d} A_d$ for $\epsilon_d = \ln 3$.

**Proof.** Proposition 5.3 tells us that the eigenvalues of $D_0^{-1} A_0$ are at most $1 - 1/\kappa$ in absolute value. For $\epsilon_i \leq 1/9$ and $\lambda \leq 1/3$,

$$
1 - (1 - (1 - \lambda)^2) \exp(-2e) \leq 1 - (4/3)\lambda.
$$

So, Lemma 5.2 implies that the eigenvalues of $D_0^{-1} A_0$ lie between $1 - \exp(2/9) = -1/4$ and $2/3$. Proposition 5.4 then tells us that $D \approx_D D - A$, where

$$
\gamma = \max(\ln 3, \ln 5/4) = \ln 3.
$$

It remains to show that we can find sequences of matrices $D_0$ and $A_0$ that satisfy conditions $a$ and $b$ of Definition 4.1. We begin by proving that as long as $D - A$ is a SDDM matrix, so is $D - AD^{-1} A$.

**Proposition 5.6.** If $M = D - A$ is a SDDM matrix with $D$ nonnegative diagonal and $A$ nonnegative, then $M \overset{\text{def}}{=} D - AD^{-1} A$ is also a SDDM matrix, and $AD^{-1} A$ is also nonnegative.
Proof. It is clear that $\tilde{M}$ is symmetric, and all entries in $AD^{-1}A$ are nonnegative. To check that $\tilde{M}$ is diagonally dominant, we compute the sum of the off-diagonal entries in row $i$:

$$\sum_{j \neq i} (AD^{-1}A)_{ij} = \sum_{j \neq i} \sum_{k} A_{ik} D_{kk}^{-1} A_{kj}.$$ 

Reordering the two summations and collecting terms gives

$$= \sum_{k} A_{ik} D_{kk}^{-1} \left( \sum_{j} A_{kj} \right) \leq \sum_{k} A_{ik} \leq D_{ii}.$$ 

As $\tilde{M}$ is SDD, it is positive semidefinite. To see that it is positive definite, one need merely observe that it is nonsingular. This follows from the nonsingularity of $M$ and identity (1). 

This allows us to use the spectral sparsifiers of Batson, Spielman, and Srivastava [BSS12] to sparsify $D - AD^{-1}A$.

**Theorem 5.7.** (Theorem 1.1 from [BSS12], paraphrased) For every $n$-dimensional Laplacian matrix $L$ and every $0 < \epsilon < 1/2$, there exists a Laplacian matrix $\tilde{L}$ with $O(n/\epsilon^2)$ nonzero entries so that $L \approx \tilde{L}$.

**Corollary 5.8.** For every $n$-dimensional SDDM matrix $M = D - A$ with $D$ nonnegative diagonal and $A$ nonnegative, and every $0 < \epsilon < 1/2$, there exists a nonnegative diagonal $\tilde{D}$ and a nonnegative $\tilde{A}$ with at most $O(n/\epsilon^2)$ nonzero entries so that $M \approx \tilde{D} - \tilde{A}$ and $D \approx \tilde{D}$.

Proof. Let $Y$ be the diagonal matrix containing the diagonal entries of $A$ and let $X$ be the diagonal matrix so that $D - X - A$ has zero row-sums. Then, $D - X - A$ is a Laplacian matrix, so by Theorem 5.7 there exists a Laplacian matrix $\tilde{D} - \tilde{A}$ where $\tilde{D}$ is nonnegative diagonal, $\tilde{A}$ has at most $O(n/\epsilon^2)$ nonzero entries and is nonnegative with zero diagonal, and $\tilde{D} - \tilde{A} \approx D - X - A = (D - X - Y) - (A - Y)$.

As neither $\tilde{A}$ nor $A - Y$ have diagonal entries, it follows that $\tilde{D} \approx D - X - Y$.

We now set $\tilde{D} = \tilde{D} + X + Y$ and $\tilde{A} = \tilde{A} + Y$. The desired properties of $\tilde{D}$ and $\tilde{A}$ then follow from Fact 2.1a.

**Theorem 5.9.** If $M_0 = D_0 - A_0$ is an $n$-dimensional SDDM matrix with condition number at most $\kappa$, $D_0$ is diagonal and $A_0$ is nonnegative, then $M_0$ has an approximate inverse chain $D_1, \ldots, D_d$ and $A_1, \ldots, A_d$ such that $d = O(\log \kappa)$ and the total number of nonzero entries in the matrices in the chain is $O(n \log^3 \kappa)$.

Proof. Set $d = \lceil \log_{4/3} \kappa \rceil$ and $\epsilon_0, \ldots, \epsilon_{d-1}$ to the minimum of $1/9$ and $1/2d$. By Proposition 5.6 and Corollary 5.8 there exists a sequence of matrices $M_i = D_i - A_i$ that satisfy conditions $a$ and $b$ of Definition 4.1 and that each have $O(n/\log^{\epsilon_i} \kappa)$ nonzero entries. By Corollary 5.5, we then know that $D_d \approx_{\epsilon_d} M_d$ for $\epsilon_d = \ln 3$. As the sum of the $\epsilon_i$ is at most $1/2 + \ln 3 < 2$, this sequence of matrices is an approximate inverse chain.

Theorem 1.1 now follows from Theorem 4.5 and Theorem 5.9.

### 6. EFFICIENT PARALLEL CONSTRUCTION

We now show how to construct sparse approximate inverse chains efficiently in parallel. The only obstacle is that we must employ an efficient sparsification routine instead of Theorem 5.7. We do this through a two-step process. If $A_i$ is an $n$-dimensional matrix with $m$ nonzero entries, we first compute an approximation of $D_i - A_i D_i^{-1} A_i$ that has $O(n + m \log n/\epsilon^2)$ nonzero entries. We do this by observing that the off-diagonal entries of this matrix come from a sum of weighted cliques, and that we can sparsify those cliques individually. This is made easy by the existence of a closed form for the effective resistance between vertices of the cliques. We then employ a general-purpose sparsification routine to further reduce the number of nonzero entries to $O(n \log^{2+\epsilon} n)$ for some constant $c$.

To find an algorithm that produces these sparsifiers in nearly-linear work and polylogarithmic depth, we look to the original spectral sparsification algorithm of Spielman and Teng [ST11]. It uses a polylogarithmic number of calls to a graph partitioning routine to divide a graph into a small set of edges plus a number of subgraphs of high conductance. It then samples edges from these subgraphs at random. This algorithm requires nearly-linear work and polylogarithmic depth if the graph partitioning algorithm does as well.

The graph partitioning algorithm used in [ST11] comes from [ST13]. This algorithm, which is based on local graph clustering, could probably be implemented efficiently in parallel. However, it is not stated in a parallel form in that paper. Instead, we rely on an improvement of this graph partitioning algorithm by Orecchia and Vishnoi [OV11]. By using their BALCUT algorithm, we obtain a sparsifier with fewer edges that can be computed in polylogarithmic depth. To see that the BALCUT algorithm can be implemented in nearly-linear time and polylogarithmic depth, we observe that all of its operations are either multiplication of vectors by matrices, elementary vector operations, or sorting and computing sparsest cuts by sweeps along vectors. All of these components parallelize efficiently, and Orecchia and Vishnoi showed that their algorithm only requires $O(m \log^3 m)$ work, for some constant $c$, when asked to produce cuts of polylogarithmic conductance. This is the case in the calls to BALCUT made by Spielman and Teng’s [ST11] algorithm, specifically by the routine PARTITION2 inside SPARSIFY.

We summarize this discussion with the following theorem.

**Theorem 6.1.** There exists an algorithm that on input an $n$-dimensional Laplacian matrix $L$ with $m$ nonzero entries, an $\epsilon \in [0, 1/2]$, produces with probability at least $1 - 1/n^2$ a Laplacian matrix $\tilde{L}$ such that $L \approx \tilde{L}$ and $\tilde{L}$ has $O(n \log^{2+\epsilon} n)$ entries for some constant $c$. Moreover, this algorithm requires $O(m \log^{2c} n)$ work and $O(\log^{2+c} n)$ depth, for some other constants $c_1$ and $c_2$.

We remark that Koutis [Kou14] has recently produced a more efficient routine for producing such sparsifiers in parallel.

We cannot directly apply the above-described algorithm to sparsify $D - AD^{-1} A$ because that matrix could be dense. So, we must avoid actually constructing this matrix, and construct a sparse approximation of it first instead. Let $m$
be the number of nonzero entries in $A$. We will show how to construct a sparse approximation of $D - AD^{-1}A$ with $O(m \log m/\epsilon^2)$ nonzero entries. We begin by writing the second matrix as a sum of outer products:

$$\sum_u A_{u,v}D_{u,w}^{-1}A_{w,v},$$

where $A_{u,v}$ denotes the $u$th column of $A$ and $A_{u,v}$ denotes the $v$th row. We can see that the diagonal entries of this sum come from two types of products: $A_{u,v}D_{u,w}^{-1}A_{w,u}$ and $A_{u,v}D_{u,w}^{-1}A_{w,u}$. There are only $n$ terms of the first type and $m$ terms of the second. So, all of these can be computed in time $O(n + m)$. We are more concerned with the off-diagonal entries. These can come from three types of products: $A_{u,v}D_{u,w}^{-1}A_{u,v}$, $A_{u,v}D_{w,u}^{-1}A_{w,u}$, and $A_{u,v}D_{w,u}^{-1}A_{u,w}$. There are only $O(m)$ terms of the first two types, so we can just compute and store all of them. For a fixed $u$, the terms of the last type correspond to a weighted complete graph on the neighbors of vertex $u$ in which the edge between $v$ and $w$ has weight $A_{u,v}D_{u,w}^{-1}A_{u,w}$. Denote this graph by $G_u$. We now show how to sparsify such a weighted complete graph.

We will do this through the approach of sampling edges by their effective resistance introduced by Spielman and Srinivasan [SS08]. The effective resistance of an edge $(v, w)$ in a weighted graph $G$ with Laplacian matrix $L_u$ is given by

$$(e_v - e_w)L_u(e_v - e_w),$$

where $e_v$ is the elementary unit vector in direction $v$ and $L_u$ is the pseudo-inverse of $L_u$.

It has been observed [KMP10, KL13] that one can strengthen the result of [SS08] by replacing Rudolph’s concentration theorem [Rud99] with that of Rudelson and Vershynin [RV07] to obtain the following result.

**Theorem 6.2.** Let $G = (V, E, w)$ be a weighted graph with $n$ vertices and let $L$ be its Laplacian matrix. Consider the distribution on edges obtained by choosing an edge from $E$ with probability proportional to its weight times its effective resistance, and then dividing its weight by this probability. For every $0 < \epsilon < 1/2$, if one forms the Laplacian of $O(n \log n/\epsilon^2)$ edges chosen from this distribution, with replacement, then the resulting Laplacian matrix, $\tilde{L}$, satisfies $L \approx \tilde{L}$ with probability at least $1 - 1/n^2$.

To apply this theorem, we need to know the effective resistances between pairs of vertices in $G_u$.

**Claim 6.3.** The effective resistance between $v$ and $w$ in $G_u$ is

$$D_{u,v}/d_u - D_{u,w}/d_v,$$

where $d_u = \sum_{v \neq u} A_{u,v}$.

**Proof.** One can check that

$$L_u(e_v/A_{u,v} - e_w/A_{u,w}) = (e_v - e_w)d_u/D_{u,v}.$$

Note that $D_{u,v}$ can be larger than $d_u$.

**Corollary 6.4.** There exists an algorithm that when given as input an $\epsilon \in [0, 1/2]$ and an $n$-dimensional SDDM matrix $M = D - A$, with $D$ nonnegative diagonal and $A$ nonnegative with $m$ nonzero entries, produces with probability at least $1 - 1/n$ a nonnegative diagonal matrix $\tilde{D}$ and a nonnegative $\tilde{A}$ with at most $O(m \log n/\epsilon^2)$ nonzero entries so that

$$\tilde{D} - \tilde{A} \approx D - AD^{-1}A$$

and $\tilde{D} \approx D$.

Moreover, this algorithm runs in time $O(m \log^2 n/\epsilon^2)$.

**Proof.** We handle the diagonal entries as in Corollary 5.8. We also keep all of the off-diagonal entries of the first two types described above. For each vertex $u$, let $\delta_u$ be the number of neighbors of vertex $u$. We will approximate $L_u$ by a Laplacian $\tilde{L}_u$ with $O(\delta_u \log n/\epsilon^2)$ non-zero entries. By Fact 2.1b, the sum of the $\tilde{L}_u$ approximates the sum of the $L_u$. By Theorem 6.2, we can construct $\tilde{L}_u$ by sampling the appropriate number of edges of $G_u$, and then re-scaling it. It remains to check that we can sample each of these edges in time $O(\log n)$. To see this, observe that we need to sample edge $(v, w)$ with probability proportional to

$$A_{u,v}D_{u,w}^{-1}A_{u,v}(D_{u,v}/d_u) + 1/AA_{u,v} = (A_{u,v} + A_{u,w})/d_u.$$

So, in time $O(\delta_u)$ we can compute for each $v$ the probability that an edge involving $v$ is sampled. We can then create a data structure that will allow us to sample $v$ with this probability in time $O(\log n)$, and to then follow it by sampling $w$ from the distribution induced by fixing the choice of $v$.

**Theorem 6.5.** There exists an algorithm that on input an $n$-dimensional diagonal $D_0$ and nonnegative $A_0$ with $m$ nonzero entries such that $M_0 = D_0 - A_0$ has condition number at most $\kappa$, constructs with probability at least $1/2$ an approximate inverse chain $D_1, \ldots, D_d$ and $A_1, \ldots, A_d$ such that $d = O(\log \kappa)$ and the total number of nonzero entries in the matrices in the chain is $O(n \log^2 n \log^2 \kappa)$, for some constant $c$. Moreover, the algorithm runs in work $O(m \log^2 n \log^2 \kappa)$ and depth $O(\log^2 n \log \kappa)$, for some other constants $c_1$ and $c_2$.

**Proof.** The proof follows the proof of Theorem 5.9. However, in place of Corollary 5.8 and Theorem 5.7, it uses the algorithms implicit in Corollary 6.4 and Theorem 6.1 to construct $D_i$ and $A_i$ from $D_{i-1}$ and $A_{i-1}$.

**Theorem 1.2** now follows from Theorem 4.5 and Theorem 6.5.
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APPENDIX

A. THE CONDITION NUMBER OF A SUB-MATRIX

To learn more about the reductions between the problems of solving systems of linear equations in various forms of SDD matrices, we refer the reader to either Section 3.2 of [ST14] or Appendix A of [KOSZ13]. For example, Spielman and Teng [ST14] point out that one can solve a system of equations \( Lx = b \) in a Laplacian matrix by first solving the system in which the first entry of \( x \) is forced to be zero. After solving this reduced system, one can orthogonalize the solution with respect to the nullspace of \( L \), the all 1s vector. The reduced system is a linear system in the submatrix of \( L \) obtained by removing its first row and column. The resulting matrix is a SDDM matrix. We now show that its condition is forced to be zero.

Let \( u \) consist of a 0 followed by \( n \) number so \( \|u\| = \sqrt{n} \). Then, \( \lambda_1(M) = \lambda_2(L)/n \).

Proof. For any vector \( v \) of length \( n - 1 \), let \( u \) be the vector consisting of a 0 followed by \( v \). Then, \( u^T M v = u^T L u \). As 1 spans the nullspace of \( L \), let \( x \) be the vector obtained by orthogonalizing \( u \) with respect to 1:

\[
x = u - \mu 1,
\]

where \( \mu \) is the average of the entries of \( u \). Then, \( u^T M v = x^T L x \geq \lambda_2(L) x^T x \). We will show that \( \|x\| \geq \|v\|/\sqrt{n} \). The lemma will then follow, as

\[
\lambda_1(M) = \min_v \frac{v^T M v}{v^T v}.
\]

We have

\[
\mu \leq \|u\|_1/n = \|v\|_1/n \leq (\sqrt{n} - 1/n) \|v\|_2,
\]

so

\[
\|u - \mu 1\|_2 \leq \sqrt{(n - 1)/n} \|v\|_2 = \sqrt{(n - 1)/n} \|u\|_2.
\]

As \( u - \mu 1 \) is orthogonal to \( u \),

\[
\|u - \mu 1\|^2 = \|u\|^2 - \|\mu 1\|^2 \geq \|u\|^2 (1 - (n - 1)/n) = \|u\|^2 / n = \|v\|^2 / n.
\]

Corollary A.2. Under the conditions of Lemma A.1, the condition number of \( M \) is at most \( n \) times the finite condition number of \( L \). Moreover, the same is true for every principal submatrix of \( L \).

Proof. The largest and smallest eigenvalues of a principal submatrix of a matrix are between the largest and smallest eigenvalues of that matrix. As \( M \) is a sub-matrix of \( L \), its largest eigenvalue is smaller than the largest eigenvalue of \( L \). So, the condition number of \( M \) is at most \( n \) times the finite condition number of \( L \). The condition number of every sub-matrix of \( M \) can only be smaller.

B. CONVERGENCE OF EIGENVALUES

We now prove Lemma 5.2, which states that the eigenvalues of \( \tilde{D}^{-1} \tilde{A} \) are in a narrower range than \( D^{-1} A \). The proof is a routine calculation. We build it in a few steps.

Proposition B.1. Let \( A \) be a positive definite matrix and let \( X \) be a non-negative diagonal matrix. Then,

\[
\lambda_{\max}(XAX) \leq \lambda_{\max}(A) \lambda_{\max}(X)^2,
\]

and

\[
\lambda_{\min}(XAX) \geq \lambda_{\min}(A) \lambda_{\min}(X)^2.
\]

Proof. We just prove the first inequality. The second is similar. We have \( A \preceq I \lambda_{\max}(A) \) and \( X^{-1} \preceq I \lambda_{\max}(X)^{-2} \). So,

\[
XAX \preceq \lambda_{\max}(A) X^{2} \preceq \lambda_{\max}(A) \lambda_{\max}(X)^{2} I,
\]

which implies the first inequality.

Proposition B.2. Let \( \tilde{D} \) and \( \tilde{A} \) be positive diagonal matrices and let \( A \) and \( \tilde{A} \) be non-negative symmetric matrices such that \( \tilde{D} \succ \tilde{A} \), \( \tilde{D} \succ A \), \( \tilde{D} \approx \tilde{A} \), and \( D - \tilde{A} \approx \tilde{D} - \tilde{A} \). Then,

\[
1 - \lambda_{\max}(\tilde{D}^{-1} \tilde{A}) \geq (1 - \lambda_{\max}(\tilde{D}^{-1} A)) \exp(-2\epsilon),
\]

and

\[
1 - \lambda_{\min}(\tilde{D}^{-1} \tilde{A}) \leq (1 - \lambda_{\min}(\tilde{D}^{-1} A)) \exp(2\epsilon).
\]

Proof. Let \( \lambda \) be the largest eigenvalue of \( \tilde{D}^{-1} \tilde{A} \), and let \( \mu = 1 - \lambda \). Then, \( \mu \) is the smallest eigenvalue of \( I - \tilde{D}^{-1/2} \tilde{A} \tilde{D}^{-1/2} \). As

\[
\tilde{D} - \tilde{A} \geq \exp(-\epsilon)(\tilde{D} - \tilde{A}),
\]

Fact 2.1 tells us that

\[
\tilde{D}^{-1/2} \tilde{D}^{-1/2} \tilde{A} \tilde{D}^{-1/2} \tilde{D}^{-1/2} \geq \exp(-\epsilon)(I - \tilde{D}^{-1/2} \tilde{A} \tilde{D}^{-1/2} \til{D}^{-1/2}).
\]

So, the smallest eigenvalue of

\[
\tilde{D}^{-1/2} \til{D}^{-1/2} \til{D}^{-1/2} \til{D}^{-1/2} \geq \exp(-\epsilon)(I - \til{D}^{-1/2} \til{A} \til{D}^{-1/2}).
\]

is at least \( \mu \exp(-\epsilon) \).

Let \( X = \til{D}^{1/2} \til{D}^{-1/2} \). As \( \lambda_{\min}(X)^{2} \geq \exp(-\epsilon) \), Propostion B.1 allows us to conclude that the smallest eigenvalue of

\[
1 - \til{D}^{-1/2} A \til{D}^{-1/2} \til{D}^{-1/2} \geq \exp(-2\epsilon).
\]

We may similarly conclude that the largest eigenvalue of

\[
(1 - \lambda_{\min}(\til{D}^{-1} \til{A})) \exp(2\epsilon).
\]
Proof of Lemma 5.2. Let $\tilde{D} = D$ and $\tilde{A} = AD^{-1}A$. From Proposition 5.1, we know that the largest eigenvalue of $\tilde{D}^{-1}\tilde{A}$ is at most $(1 - \lambda)^2$, and so $1 - \lambda_{\text{max}}(\tilde{D}^{-1}\tilde{A}) \geq 1 - (1 - \lambda)^2$. Proposition B.2 then implies that

$$1 - \lambda_{\text{max}}(\tilde{D}^{-1}\tilde{A}) \geq (1 - (1 - \lambda)^2) \exp(-2\epsilon).$$

As the smallest eigenvalue of $\tilde{D}^{-1}\tilde{A}$ is at least zero, the largest eigenvalue of $I - \tilde{D}^{-1}\tilde{A}$ is at most 1. So, Proposition B.2 tells us that the largest eigenvalue of $I - \tilde{D}^{-1}\tilde{A}$ is at most $\exp(2\epsilon)$. This in turn implies that the smallest eigenvalue of $\tilde{D}^{-1}\tilde{A}$ is at least $1 - \exp(2\epsilon)$. \qed
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