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Ultralong-range order in the Fermi-Hubbard model with long-range interactions
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We use the dual boson approach to reveal the phase diagram of the Fermi-Hubbard model with long-range dipole-dipole interactions. By using a large-scale finite-temperature calculation on a $64 \times 64$ square lattice we demonstrate the existence of a novel phase, possessing an “ultralong-range” order. The fingerprint of this phase—the density correlation function—features a nontrivial behavior on a scale of tens of lattice sites. We study the properties and the stability of the ultralong-range-ordered phase, and show that it is accessible in modern experiments with ultracold polar molecules and magnetic atoms.
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Recent experimental progress opened up a possibility to use ultracold quantum gases in optical lattices to realize exotic many-particle Hamiltonians inaccessible in “conventional” condensed matter physics [1–3]. One of the rapidly advancing research directions deals with particles possessing a dipole moment, such as magnetic atoms [4–9] or ground-state heteronuclear molecules [10–16]. The anisotropic and long-range character of the dipole-dipole interactions between such species is predicted to give rise to novel phases of matter [3,17–22]. To date, several many-body models have already been implemented in the laboratory [23,24].

In particular, optical lattice experiments allow one to simulate the dipolar Fermi-Hubbard (DFH) model, i.e., an extended Hubbard model with long-range dipole-dipole interactions [25]. While the phase diagram of its bosonic counterpart has been evaluated using large-scale quantum Monte Carlo simulations [26,27], understanding the DFH model represents a formidable challenge due to the sign problem in quantum Monte Carlo [28,29].

Recently, the DFH model has been approached using a number of techniques, starting from traditional mean-field [30–32] and Hartree-Fock-Bogoliubov approximations [33]. The functional renormalization group technique [34] has uncovered novel bond-ordered phases in systems of dipolar fermions at half-filling [35,36]. However, it is unclear how applicable it is when the local and dipole-dipole interaction strengths are comparable with the kinetic energy. Furthermore, most optical lattice experiments take place in a harmonic trap, with different kinds of fillings present simultaneously. Therefore, it is important to understand the behavior of the system away from the special case of half-filling.

Dynamical mean-field theory (DMFT) [37,38] has been extensively used for electronic structure theory [39]. It can be applied both at small and at large local interaction strength. This method has been adapted to the study of optical lattices in the form of real-space DMFT [40,41] and used to study phase transitions in half-filled dipolar fermion systems [42]. However, the nonlocal interaction had to be restricted to its Hartree contribution. In real-space DMFT a single-site problem has to be solved for every lattice site, hindering the study of large lattice sizes.

Here, we reveal the phase diagram of the DFH model using the dual boson approach [43]. The method is based on a single-site impurity problem and therefore allows one to treat lattices of larger sizes, which is crucial for systems featuring long-range interactions. On the other hand, the technique is applicable even when the interaction strength is comparable to the kinetic energy. Furthermore, the technique allows one to perform finite-temperature calculations away from half-filling, which is crucial in order to reproduce the conditions of realistic experiments. As the main result, our large-scale calculation allows one to demonstrate the occurrence of a novel phase, featuring “ultralong-range” density correlations at distances of tens of lattice sites. While such a phase has never been predicted before, it appears to be within reach in modern experiments with dipolar quantum gases.

We start with a two-component gas of dipolar fermions trapped in a two-dimensional square optical lattice, as schematically illustrated in Fig. 1, and described by the DFH Hamiltonian:

$$H = -t \sum_{\langle jk \rangle} c^\dagger_{j\sigma} c_{k\sigma} + \frac{U}{2} \sum_j n_j n_j + \frac{1}{2} \sum_{jk} V_{jk} n_j n_k. \quad (1)$$

Here $c^\dagger_{j\sigma}$ ($c_{j\sigma}$) is the creation (annihilation) operator for a fermion with spin state $\sigma$ on site $j$, and $\langle jk \rangle$ is a pair of nearest neighbors. In experiment, the two spin components $\sigma$ can be represented by different fine, hyperfine, or rotational states of the dipolar species used. The first two terms of Eq. (1) represent the kinetic energy. Furthermore, the technique allows one to perform finite-temperature calculations away from half-filling, which is crucial in order to reproduce the conditions of realistic experiments. As the main result, our large-scale calculation allows one to demonstrate the occurrence of a novel phase, featuring “ultralong-range” density correlations at distances of tens of lattice sites. While such a phase has never been predicted before, it appears to be within reach in modern experiments with dipolar quantum gases.

![Fig. 1. (Color online) Dipolar fermions in a square optical lattice. The orientation of the dipoles is given by the spherical angles ($\theta, \phi$).](Image)
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TABLE I. The dipole-dipole interaction strength, $c_d$ (in hertz), for selected fermionic species currently available in the laboratory. For molecules, the value of the molecular-frame dipole moment was used to evaluate $c_d$.

| Species          | $c_d$ (Hz) |
|------------------|------------|
| $^{23}$Na$^{40}$K $^{[15,16]}$ | 266 nm |
| $^{40}$K$^{87}$Rb $^{[11,12]}$ | 59.3 x 10$^7$ |
| $^{166}$Dy $^{[7]}$ | 68.7 |
| $^{166}$Er $^{[9,55]}$ | 33.8 |
| $^{53}$Cr $^{[5]}$ | 24.8 |

23Na$^{40}$K $^{[15,16]}$ 926 7.4 x 10$^1$ 59.3 x 10$^7$
40K$^{87}$Rb $^{[11,12]}$ 40 321 2.6 x 10$^1$
$^{166}$Dy $^{[7]}$ 1 8.6 68.7
$^{166}$Er $^{[9,55]}$ 0.5 4.2 33.8
$^{53}$Cr $^{[5]}$ 0.4 3.1 24.8

The dipole-dipole interaction strength parameter depends on the on-site interaction, $U$. The resulting magnitude of the dipole-dipole interaction strength, $c_d$, for the electric dipoles of magnitude $d$ in the laboratory frame, and by $c_d = \mu_0 \mu / (4\pi)$ for the magnetic dipoles of magnitude $\mu$. Here $\epsilon_0$ and $\mu_0$ give, respectively, the permittivity and permeability of vacuum.

Table I illustrates the strength of the dipole-dipole interaction parameters that can be achieved with several ultracold species currently available in the laboratory. For molecules, the dipoles can be conveniently polarized using a microwave field coupling the two lowest rotational states, $J = 0$ and $J = 1$ $^{[24,44]}$. In this case, due to the contributing Clebsch-Gordan coefficients, the resulting magnitude of the dipole-dipole interactions of Table I needs to be divided by a factor of 6. For a static field with a magnitude $E$, the ratio, $d/d_{\text{mol}}$, of the induced dipole moment to the molecular one can be estimated in the strong-field limit as $d/d_{\text{mol}} = [1 - (2d_{\text{mol}}E/B)^{-1/2}]$ $^{[45]}$, where $B$ is the molecular rotational constant. Experimentally feasible fields thus allow one to achieve $d/d_{\text{mol}} \sim 0.7$–0.8 $^{[19]}$, which results in the reduction of the dipole-dipole interaction matrix elements by a factor of 2 compared to the values listed in Table I. We see that for typical values of lattice hoppings, $t \sim 10$–10$^3$ Hz, values of $c_d \geq t$ are achievable for dipolar molecules; furthermore, the regime of substantial magnitudes of $c_d$ can be accessible with magnetic atoms. We note, moreover, that recently created ultracold Er$_2$ molecules $^{[46]}$, if prepared in their fermionic incarnation, can in principle allow for $c_d = 135.2$ Hz on a lattice with $a = 266$ nm. In experiment, the orientation of the dipoles with respect to the lattice, as given by the angles ($\theta, \phi$) of Fig. 1, can be controlled by tilting the polarization of the external microwave, electrostatic, or magnetic field $^{[3,17–19]}$.

The main idea of the dual boson method $^{[43]}$ is to separate the local and nonlocal physics from each other. As in DMFT, the local physics is encapsulated in an auxiliary single-site impurity problem. Since the impurity problem possesses only a few degrees of freedom, it can be solved numerically exactly even when the correlation effects are significant. The remaining nonlocal physics is decoupled using an exact transformation to the new—dual—degrees of freedom. The main correlation effects are taken into account at the level of the impurity problem, thus the dual degrees of freedom are only weakly correlated, and therefore can be treated using perturbation theory. The lattice size enters only the relatively simple dual part of the calculation, which allows one to increase the system size at a reasonable computational cost. In turn, this allows one to significantly increase the momentum resolution, which is required for studying long-range-ordered phases. As an example, the method has recently been applied to plasmons in two-dimensional strongly correlated electron systems $^{[47]}$, where the long-range Coulomb interaction plays a crucial role $^{[47]}$. More details about the computation scheme can be found in Refs. $^{[48,49]}$.

In the dual boson approach, a charge order instability is revealed as a divergence in the static density-density susceptibility, $\chi_q = \langle \rho \rho \rangle_{q=0}$ with $\rho = n - \langle n \rangle$. The latter can be obtained from the dual perturbation theory using an exact transformation $^{[43]}$, and satisfies the charge-conservation laws $^{[50]}$. The momentum $q$, in turn, characterizes the type of the emerging charge order. This way, the signatures of a phase transition are already visible as it is approached from an unordered phase. In experiment, this corresponds to real-space density correlations which emerge in the vicinity of the phase transition. In an ultracold setting, the density-density correlations can be detected using, e.g., Bragg scattering $^{[51]}$, time-of-flight $^{[52]}$, or noise correlation $^{[53,54]}$ spectroscopy.

We now evaluate the phase diagram of the DFH Hamiltonian (1) with a repulsive on-site interaction $U = 4t$, the dipole-dipole interaction strength $c_d = 2t$, and filling of $\langle n \rangle \approx 0.9$ fermions per site, with equal populations of spin-up and spin-down states. In order to reproduce the conditions of ultracold experiments we set the temperature to $T = t/(4 k_B)$, where $k_B$ is Boltzmann’s constant. As an example, for the hopping rate of $t = 2 \pi h \times 1$ kHz this corresponds to $T = 12.5$ nK. In order to reveal the effect of anisotropy on the many-body state of the system, we evaluate the phase diagram depending on the orientation of the dipoles with respect to the lattice plane. The resulting phase diagram is shown in Fig. 2.

FIG. 2. (Color online) Phase diagram as a function of the dipole orientation at $U = 4t$, $c_d = 2t$, and filling $\langle n \rangle \approx 0.9$. The dotted lines show the phase boundaries at the reduced dipolar coupling, $c_d = 1.8t$. The black diamonds show the angles selected for Fig. 4.
Depending on the orientation of the dipoles, the system goes through different phases. In the middle of the phase diagram, there is a normal phase featuring no particular order (a “metal” or “Fermi liquid” state). At smaller values of $\theta$, which corresponds to the dipoles oriented nearly perpendicular to the lattice plane, a transition to checkerboard order [with $\mathbf{q}_{\text{CB}} = (\pi, \pi)$] occurs. Such a checkerboard phase has been previously observed in half-filled systems with nearest-neighbor interaction [49,56–60] and away from half-filling at $\theta = 0$ [42]. In the normal phase, the signatures of the transition are already visible as the phase boundary of the checkerboard phase is approached: as shown in Fig. 3, the susceptibility at $\mathbf{q}_{\text{CB}} = (\pi, \pi)$ diverges as $\theta$ is lowered. The susceptibility is shown both at $\phi = 0$ (filled symbols) and $\phi = 0.25\pi$ (empty symbols); the checkerboard susceptibility depends on $\phi$ only weakly. The left panels of Fig. 4 show the charge susceptibility close to the phase boundary, at $\theta = 0.12\pi, \phi = 0$. The momentum-space susceptibility has a clear maximum at $\mathbf{q}_{\text{CB}} = (\pi, \pi)$. The sign of the real-space charge correlation function, shown in panel (b), features a checkerboard pattern.

At larger $\theta$, when dipoles are oriented nearly in the lattice plane, other charge-ordered phases occur in Fig. 2. At small $\phi$ (dipoles pointing along $\hat{z}$), there is a horizontally striped phase, whose charge order is given by the momentum $\mathbf{q}_{\text{stripe}} = (0, \pi)$. Again, the tendency towards a diverging susceptibility is already visible in the normal phase (see Fig. 3). The real- and momentum-space susceptibility close to the phase boundary, at $\theta = 0.20\pi, \phi = 0$, shows a stripe pattern at small $x$. As the phase boundary is approached, the striped order takes over also at longer wavelengths (see Supplemental Material). A similar striped phase has been predicted before [35].

Finally, when both $\theta$ and $\phi$ are large, corresponding to the dipoles oriented along the $xy$ diagonal, we find a novel phase possessing an ultralong-range order. The right-hand side of Fig. 4 shows the susceptibility close to the transition towards this ordered phase. Continuous areas of high and low density extend over a large number of lattice sites. The maximum of the momentum-space susceptibility also occurs at smaller $\mathbf{q}$ (longer wavelength). Unlike in the other two ordered phases, here the shape of the real-space correlation function strongly depends on the angle $\phi$, with the areas of high and low density rotating along with the dipole orientation in the plane. The ordering vector $\mathbf{q}_*$ depends on $\phi$ and evolves from $\mathbf{q}_* \approx \mathbf{q}_{\text{stripe}} = (0, -\pi)$ close to the border with the striped phase to $\mathbf{q}_* \approx (0.21\pi, -0.21\pi)$ at $\phi = 0.25\pi$. Figure 5 shows that the high density parts of the real-space susceptibility follow the dipole angle $\phi$. The angular dependence of the density correlation function reflects the anisotropy of the dipole-dipole interaction, as given by the second spherical harmonic.

The spatial symmetry of the system helps to get insight into the different orderings. When the dipoles are oriented in the $z$ direction ($\theta = 0$), the system possesses mirror symmetry with respect to the $x$ and $y$ axes and the $xy$ diagonal, which coincides with the symmetry of the checkerboard pattern. For dipoles oriented along the $x$ axis ($\theta = \pi/2, \phi = 0$), the mirror symmetry along the diagonal is broken by the dipole orientation. Indeed, the horizontally striped phase has the mirror symmetries only with respect to the $x$ and $y$ axes. Finally, for dipoles oriented diagonally in-plane ($\theta = \pi/2, \phi = \pi/4$), the system has mirror symmetry around the two in-plane diagonals—exactly as the resulting ultralong-range charge order.
Let us discuss the stability of the observed phase diagram with respect to changing the parameters of the Hamiltonian \((1)\). The ordered phases originate from the interplay between the contact and the long-range interaction terms, therefore the phase boundaries shift depending on the value of \(c_d\). This point is illustrated in Fig. 2 by the dotted lines, corresponding to the phase boundaries at a reduced dipolar interaction, \(c_d = 1.8\). The structure of the phase diagram, however, stays qualitatively similar. In addition, we have studied the phase diagram as a function of the filling \((n)\). At \((n) \approx 0.8\), the phase diagram is qualitatively similar to Fig. 2, while at a further reduced value of \((n) \approx 0.49\) the checkerboard instability disappears at small \(\theta\). In Fig. 2, the normal, striped, and ultralong-range phases meet near \(\phi = 0.12\pi\). The location of the triple point depends on the density \((n)\) and the dipole strength \(c_d\), however, we found it always to be close to \(\phi = 0.12\pi\). This indicates that in experiment small density fluctuations due to a harmonic trap are unlikely to qualitatively change the observed order. Furthermore, ultracold gases in uniform potentials with constant density have been created in the laboratory [61].

In order to study the importance of the long-range character of the dipole-dipole interactions, we have performed simulations with the interaction \(V_{d_{jk}}\) restricted to the nearest neighbors. In such a case, the susceptibility near the boundaries with the checkerboard and striped phases looks qualitatively similar. On the other hand, the dumbbell-shaped density correlation function that occurred in Fig. 4 at \(\theta = 0.35\pi, \phi = 0.25\pi\), disappears completely. Therefore, we conclude that while the checkerboard and striped phases are mainly driven by the nearest-neighbor interaction, the long-range couplings are essential for the ultralong-range-ordered phase to form.

Large-scale simulations appear to be vital in order to capture and describe the ultralong-range order. As illustrated in the Supplemental Material [48], in simulations involving smaller lattice sizes finite-size effects can significantly affect the results.

Thus, we have demonstrated the occurrence of a novel, ultralong-range-ordered phase in the Fermi-Hubbard model with dipole-dipole interactions. This reveals the importance of taking into account large system sizes while dealing with the species featuring anisotropic long-range interactions. The novel phase should be within reach for current experiments with ultracold polar molecules and magnetic atoms. The formation of the ultralong-range order might be a general phenomenon for systems with interactions beyond the nearest neighbor, e.g., those involving quadrupoles [62–64] and oscillating light-induced dipoles [65,66].
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