ON ADVERSARIAL ROBUSTNESS OF DEEP IMAGE DEBLURRING
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ABSTRACT

Recent approaches employ deep learning-based solutions for the recovery of a sharp image from its blurry observation. This paper introduces adversarial attacks against deep learning-based image deblurring methods and evaluates the robustness of these neural networks to untargeted and targeted attacks. We demonstrate that imperceptible distortion can significantly degrade the performance of state-of-the-art deblurring networks, even producing drastically different content in the output, indicating the strong need to include adversarially robust training not only in classification but also for image recovery.

Index Terms— adversarial attack, image deblurring

1. INTRODUCTION

Image deblurring which aims at recovering sharp images from blurred inputs is an important and well studied research problem. Image blur occurs due to relative motion between cameras and objects in the scene during the exposure time, or due to suboptimal focal settings. The blur process can be mathematically represented as

\[ y = B(x) + n, \]

where \( B \) is the blur operator producing blurry image \( y \), \( x \) refers to the latent sharp image to be recovered, and \( n \) the additive noise. When the blur is uniform, the blur operation can be characterized using a convolution with blur kernel \( b \)

\[ y = x \ast b + n, \]

Even for non-blind deblurring i.e with known blur operator, sharp image recovery is an ill-posed problem. When the blur operator is also unknown, it is referred to as blind deblurring, which is even more severely ill-posed, as multiple pairs of \( B \) and \( x \) can produce the same blurred observation \( y \). Classical approaches to deblurring employ energy minimization with suitable priors, e.g. [2], and obtain the latent image \( x \) using iterative algorithms. Blind deblurring methods [3, 4] employ alternate minimization schemes to recover both \( x \) and \( B \). Following the success of deep neural networks for computer vision applications, recently deep learning approaches have become the state of the art in image deblurring and other image restoration tasks [5, 1, 6, 7, 8]. While end to end trained deep networks can achieve impressive performances in many computer vision applications, these networks have been shown to be vulnerable to adversarial examples, wherein addition of carefully crafted imperceptible perturbation to the inputs can produce bizarre results [9, 10, 11]. Recent works [12, 13] have demonstrated adversarial attacks on medical image reconstruction and super-resolution.

In this work, we introduce adversarial attacks on image deblurring networks. We consider both blind and non-blind deblurring deep networks and evaluate their robustness to adversarial attacks. While most existing works focus on non-targeted attacks on image reconstruction, we investigate susceptibility of image deblurring networks to both targeted attacks and untargeted attacks. We demonstrate that state of the art deblurring networks are highly susceptible to adversarial perturbations. Fig. 1 shows an example targeted attack on DeblurGANv2 [1], a popular image deblurring network. A tiny additive perturbation to the input is sufficient to change the network output from the image of a man to that of a baby. While non-blind methods are relatively stable to such extreme changes in content, they can be susceptible to localized changes and untargeted attacks, indicating necessity for robust networks for image recovery.

2. RELATED WORK

Deep learning based image deblurring: Recently image restoration has witnessed a paradigm shift from classical ap-
proaches to using deep neural networks. We refer to [14] for a detailed survey and comparison of deep learning based image deblurring methods. Neural network approaches to blind deblurring typically learn to invert the blur operation directly using a trained neural network [1, 5] from large datasets of sharp and blurry image pairs to recover clean images. However, there are also methods which explicitly include the estimation of a blur operator [15, 16]. Even for non-blind deblurring, the knowledge of a blur operator has been successfully integrated into neural networks, by unrolling fixed steps of optimization algorithms with learned operators [6, 7, 17], or by using known deconvolution techniques in feature space [8] within the network. Recent works [18, 19] also take into account kernel uncertainty in non-blind deblurring. In addition to end to end trained networks for image recovery, neural networks are also used in iterative image recovery e.g. by using trained denoisers as proximal operators for plug and play reconstruction [20], or using trained generative priors [21].

Adversarial attacks on image reconstruction: While adversarial attacks on a neural network have been first introduced and extensively studied in the context of image classification [9, 10, 11], recent works [12, 22] have extended this to image reconstruction. While [12] investigates instabilities of MRI reconstruction networks by adding perturbations in the image domain, [22] consider adversarial perturbations in measurement domain and perform adversarial training using auxiliary network to generate adversarial examples. [23] perform adversarially attack to generate tiny features which cannot be recovered well by MRI reconstruction networks and propose adversarial training to improve the network’s sensitivity to such features. [24] investigate adversarial robustness of different model based and model-inspired networks for CT and MRI reconstruction to untargeted attacks. They also investigate if networks can be attacked such that the resulting reconstruction causes a misclassification. In context of image restoration, [13] shows that several state of the art trained networks for image super resolution are susceptible to adversarial perturbations, however they consider only direct inversion models, with a focus on untargeted attacks. To the best of our knowledge, such attacks have not been shown for deblurring.

3. STABILITY OF IMAGE RECONSTRUCTION: ADVERSARIAL ATTACKS

Consider the problem of reconstructing $x$ from the measurement model (2). An ideal reconstruction operator or a network $\mathcal{N}$ should have some notion of Lipschitz continuity such that small changes in the input produce only small bounded changes in the result.

$$||\mathcal{N}(y_1) - \mathcal{N}(y_2)|| \leq K ||y_1 - y_2||$$

Such error estimates exist (in terms of Bregman distances) in the case of convex energy minimization methods, (c.f. [25], Theorem 3.1 & the formula thereafter). While it is difficult to precisely characterize this notion for deep neural networks, prior works c.f. [26] attempt to approximate Lipschitz constant of neural networks. Moreover, instabilities could also arise from inaccurate estimate of the measurement operator, which can affect methods incorporating model knowledge into their architecture.

In this work, we investigate the robustness of image reconstruction networks to adversarial examples. Specifically, we craft adversarial examples by adding tiny norm bounded perturbations in the measurement domain. We consider only white box attacks where the parameters of the reconstruction network $\mathcal{N}$ are known to the attacker.

Untargeted Attacks: For a fixed image $x$, and a reconstruction network $\mathcal{N}$, the goal of an untargeted attack is to find an additive image perturbation that maximizes the reconstruction error subject to $L_\infty$ constraints on the perturbation,

$$\delta_{adv} = \arg\max_{\delta \in \mathbb{R}^m} ||\mathcal{N}(y + \delta) - \mathcal{N}(y)||_2 \text{ s.t. } ||\delta||_\infty \leq \epsilon. \quad (3)$$

Targeted Attacks: Here the goal is to find an additive image perturbation that produces a reconstruction close to a target image $\tilde{x}$ subject to $L_\infty$ constraints on the perturbation,

$$\delta_{adv} = \arg\min_{\delta \in \mathbb{R}^m} ||\mathcal{N}(y + \delta) - \tilde{x}||_2 \text{ s.t. } ||\delta||_\infty \leq \epsilon. \quad (4)$$

We solve the constrained optimization problems (3), (4) using the projected gradient descent (PGD) algorithm [11], with gradient updates using the Adam optimizer [27].

4. EXPERIMENTS

We use the following networks in our experiments: i) DeblurGANv2 [1] and ii) MPRNet [5], which are end to end trained networks for blind image deblurring, as well as iii) [6], a learned recurrent gradient descent network, and iv) [8], which performs Wiener deconvolution in the feature space of neural networks. The non-blind deblurring networks [6, 8] use the knowledge of blur operator during reconstruction. We use publicly available trained models of all these networks made available by the authors. For attacks on DeblurGANv2 [1], we choose the version using the inception backbone since it achieves the best results. In their experiments, [6] can unroll the recurrent gradient descent network for arbitrary number of steps during test time till a stopping criteria is satisfied. However, it becomes prohibitively complex to perform adversarial attack for high number of unrolled steps. In our experiments, we limit the number of unrolled steps to 10 for crafting adversarial inputs, but evaluate robustness to the same inputs using a network with 50 unrolled steps. We create a synthetic dataset of blurred images generated by convolving 8 uniform blur kernels of dataset in [28] with sharp images of different classes, 5 images CelebA-HQ dataset resized to $256 \times 256$, and 5 images from Berkeley segmentation dataset (BSDS300).
Fig. 2. Example targeted adversarial attacks on deblurring networks [5, 1, 8, 6]. The columns 1 and 2 are blurred inputs and target images. For each network clean outputs (left), and network outputs with adversarial inputs (right) are depicted. Blurred images in rows 1 and 2 are generated using blur kernels ‘1’ and ‘2’ of size $19 \times 19$ and $17 \times 17$ in the dataset of [28] respectively.

These blur kernels have sizes ranging from $13 \times 13$ to $27 \times 27$. In our experiments, we use a fixed step size of $1e^{-3}$ and use 250 PGD steps and 500 PGD steps to craft untargeted and targeted adversarial perturbations. We will make our data and code publicly available.

4.1. Targeted Attacks

In this section, we investigate the robustness of deblurring networks to targeted attacks that try to make the networks generate an image that is close to a target image. Fig. 2 illustrates example targeted attacks on the deblurring methods [5, 1, 8, 6]. Even though the blind deblurring methods [5, 1] are not trained using uniform blur models, they generate sharper images with less visible artifacts when the inputs are clean and the blur kernels are not too large. However, they are also most susceptible to targeted attacks, shockingly turning a woman into a baby or an elephant into a tiger with adversarial noise strength as low as $4/255$.

In contrast, the non-blind methods are more robust and do not produce such extreme changes in the output, even for higher strengths of adversarial noise. The additive adversarial noise causing the targeted attacks is illustrated in Fig. 3. Adversarial perturbation for the non-blind methods show clear pattern of source images. However, the visual quality of the non-blind network outputs [8, 6] is lower even without adversarial noise. On our test data, the deep Wiener network [8] produces sharper results, but with visible ringing artifacts, and the recurrent gradient decent network [6] outputs still have a residual blur effect. Quantitative evaluation provided in Tab. 1 confirms the trend of higher susceptibility of the blind deblurring approaches to targeted attacks, showing higher similarity with the target image in terms of PSNR and normalized cross correlation (NCC) than with respect to the actual ground truth. While the blind dynamic deblurring approaches [5, 1] are not trained using uniform blur models, we find that similar adversarial vulnerabilities occur even with dynamically blurred images from the test sets of [5, 1], see Fig. 4.

We now investigate the susceptibility of networks to targeted attacks where target image is modified at a small localized region. Fig. 5 shows such a targeted attack on the deblurring networks, where the target image has the speed limit sign...
In this paper we introduced adversarial attacks on image deblurring networks and showed that state of the art deblurring methods can be highly susceptible to adversarial perturbations. One reason is that blind deconvolution is inherently more ill-posed, making the reconstruction problem more unstable. Moreover, both the methods [1, 5] use only clean data during training, whereas the methods [6, 8] also add noise to blurry inputs during training. Recent work [24] shows addition of noise during training as an effective way to improve adversarial robustness of deep CT reconstruction. However, training with noise is not sufficient to guarantee adversarial robustness, as seen from the results of deep Wiener deconvolution [8], which is more prone to attacks than the learned gradient descent approach [6].

### 5. Conclusions

In this paper we introduced adversarial attacks on image deblurring networks and showed that state of the art deblurring methods can be highly susceptible to adversarial attacks. While the performance on clean data is important, it is critical to improve adversarial robustness of restoration approaches, by robust training or by developing more robust architectures.
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