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Abstract. Deformations of Dubrovin’s Hurwitz Frobenius manifolds are constructed. The
deformations depend on $g(g+1)/2$ complex parameters where $g$ is the genus of the corresponding
Riemann surface. In genus one, the flat metric of the deformed Frobenius manifold coincides
with a metric associated with a one-parameter family of solutions to the Painlevé-VI equation
with coefficients $(1/8, -1/8, 1/8, 3/8)$. Analogous deformations of real doubles of the Hurwitz
Frobenius manifolds are also found; these deformations depend on $g(g+1)/2$ real parameters.
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1 Introduction

The structure of a Frobenius manifold was introduced in [3] (see also [12]) to give a geometric reformulation of the Witten-Dijkgraaf-Verlinde-Verlinde (WDVV) system of differential equations on the function $F$ of $n$ variables ([2, 16]):

$$F_i F_j^{-1} F_j = F_j F_i^{-1} F_i, \quad i, j = 1, \ldots, n,$$

(1.1)

where $F_i$ is the matrix

$$(F_i)_{mn} = \frac{\partial^3 F}{\partial t^i \partial t^m \partial t^n},$$

(1.2)

and the function $F$ is such that $F_i$ is a constant nondegenerate matrix, and there exist constants $\nu_1, \ldots, \nu_n, \nu_F$ such that for any nonzero constant $\kappa$ the following relation (quasihomogeneity) holds:

$$F(\kappa^{\nu_1} t^1, \ldots, \kappa^{\nu_n} t^n) = \kappa^{\nu_F} F(t^1, \ldots, t^n) + \text{quadratic terms}.$$  

(1.3)

The function $F$ is called the prepotential of the corresponding Frobenius manifold.

Here we consider the so-called semisimple Frobenius structures on Hurwitz spaces (a Frobenius manifold is called semisimple if the associated algebra in the tangent space does not have nilpotents). The Hurwitz space is the space of pairs $(\mathcal{L}, \lambda)$ modulo an equivalence relation (see Section 2.1) where $\mathcal{L}$ is a Riemann surface of genus $g$ and $\lambda$ is a function on the surface, $\lambda: \mathcal{L} \to \mathbb{C}P^1$, of a fixed degree. The finite critical values of the function $\lambda$ (semisimplicity implies they are all simple) serve as local coordinates on the Hurwitz space. Frobenius structures on Hurwitz spaces in any genus were originally found in [3]. Local coordinates on the Hurwitz space become canonical coordinates on the Frobenius manifold. In [3], App. I, it is shown that any Frobenius manifold, under some genericity assumption, can be locally described in terms of Hurwitz spaces: for any Frobenius manifold there exists a function of one complex variable (called the superpotential) meromorphic in some domain in $\mathbb{C}$ and such that canonical coordinates on the Frobenius manifold are given by critical values of this function. If the superpotential can be analytically continued to a meromorphic function on a compact Riemann surface then the corresponding Frobenius manifold is isomorphic to a Hurwitz Frobenius manifold; in this case the Hurwitz space is the space of coverings defined by the superpotential. Therefore, one might expect that any natural result concerning Hurwitz Frobenius manifolds can be extended to an arbitrary Frobenius manifold. In [14] new semisimple Frobenius structures which can be considered as real doubles of the semisimple Hurwitz Frobenius manifolds of Dubrovin [3] were found. Those Frobenius structures are built on Hurwitz spaces considered as real manifolds.

For the simplest Hurwitz space in genus one the Frobenius structure of [3] gives the following solution to the WDVV system:

$$F = -\frac{1}{4} t_1 t_2^2 + \frac{1}{2} t_1^2 t_3 - \frac{\pi i}{32} t_2^4 \gamma (2\pi i t_3),$$

(1.4)

where $\gamma(\mu) = \theta''(3\pi i \theta')$; and $\theta_1(z) = -\theta(\frac{1}{2}, \frac{1}{2})(z)$ is the odd elliptic Jacobi theta function. The function $\gamma(\mu)$ satisfies the Chazy equation

$$\gamma'' = 6 \gamma \gamma' - 9(\gamma')^2.$$  

(1.5)

It is known ([3], App. C) that the function of the form (1.4) will still satisfy the WDVV system if the function $\gamma$ in (1.4) is replaced by an arbitrary solution to the Chazy equation (1.5). The
general solution to the Chazy equation has the form:

\[ f(\mu) = \gamma \left( \frac{a\mu + b}{c\mu + d} \right) \frac{1}{(c\mu + d)^2} - \frac{2}{c} \left( \frac{1}{c\mu + d} \right) \]  

where \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL(2, \mathbb{C}) \).

In particular, in the case of \( SL(2, \mathbb{C}) \)-transformations of the form \( \begin{pmatrix} 1 & 0 \\ -1/q & 1 \end{pmatrix} \) we get the following solution to WDVV equations:

\[ F = -\frac{1}{4} t_1 t_2^2 + \frac{1}{2} t_1^2 t_3 - \frac{\pi i}{32 t_3^3} \left( \frac{1}{1 - 2\pi it_3/q} \right) \gamma \left( \frac{2\pi it_3}{1 - 2\pi it_3/q} \right) + \frac{2}{q(1 - 2\pi it_3/q)} , \]  

This function is obtained from (1.4) by replacing the function \( \gamma(2\pi it_3) \) by \( f(2\pi it_3) \) from (1.6) with \( \begin{pmatrix} a & b \\ c & d \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ -1/q & 1 \end{pmatrix} \). If \( (1/q) \in \mathbb{Z} \) then the solutions (1.4) and (1.7) coincide due to the modular invariance of the function \( \gamma \); for \( (1/q) \notin \mathbb{Z} \) we obtain a one-parameter deformation of the solution (1.7).

The main result of this paper is a generalization of this deformation procedure to semisimple Hurwitz Frobenius manifolds in any genus. Namely, we construct a \( g(q + 1)/2 \)-parametric deformation of Dubrovin’s Frobenius structures [3] on Hurwitz spaces. For the simplest Hurwitz space in genus one our deformation coincides with the deformation (1.7) of the prepotential (and corresponding Frobenius manifold) (1.4).

The idea of the construction is the following. All ingredients of semisimple Hurwitz Frobenius manifolds of Dubrovin can be conveniently described in terms of the canonical meromorphic bidifferential \( W \) on a Riemann surface \( \mathcal{L} \). The bidifferential \( W \) is defined as follows. Introduce on \( \mathcal{L} \) a canonical basis of cycles \( \{ a_i; b_k \} \). Then \( W(P, Q) \) is a symmetric bidifferential which has a second order pole with biresidue 1 on the diagonal \( P \sim Q \) and has vanishing a-periods; it can be expressed in terms of the prime form \( E(P, Q) \) as follows \( W(P, Q) := dP dQ \log E(P, Q) \). For a Hurwitz space of coverings \( (\mathcal{L}, \lambda) \) with simple ramification points \( \{ P_j \} \), the dependence of the bidifferential \( W \) on the branch points \( \{ \lambda_j \} \) is given by the Rauch variational formulas [9, 13]:

\[ \frac{\partial W(P, Q)}{\partial \lambda_j} = \frac{1}{2} W(P, P_j) W(Q, P_j) , \]  

where \( W(P, P_j) := (W(P, Q) / dx_j(Q)) |_{Q=P_j} \).

The main ingredient of Frobenius structures is a Darboux-Egoroff metric. A diagonal metric \( ds^2 = \sum_i g_{ii}(d\lambda_i)^2 \) is called a Darboux-Egoroff metric if it is flat (its curvature tensor vanishes) and potential (there exists a function \( U \) such that \( g_{ii} = \partial_{\lambda_i} U \) holds for any \( i \)). The Darboux-Egoroff lemma states that a diagonal metric is potential and flat if its rotation coefficients \( \beta_{ij} \) defined for \( i \neq j \) by \( \beta_{ij} = (\partial_{\lambda_i} \sqrt{g_{ij}}) / \sqrt{g_{jj}} \) are symmetric, \( \beta_{ij} = \beta_{ji} \), and satisfy the system of equations:

\[ \partial_{\lambda_k} \beta_{ij} = \beta_{ik} \beta_{kj} , \quad i, j, k \text{ are distinct}, \]  

\[ \sum_k \partial_{\lambda_k} \beta_{ij} = 0 \quad \text{for all } \beta_{ij} . \]  

For the family of Hurwitz Frobenius manifolds introduced in [3], the rotation coefficients of the corresponding Darboux-Egoroff metrics are given by \( \beta_{ij} = W(P_i, P_j)/2 \). These rotation coefficients satisfy equations (1.9) due to the Rauch formulas (1.8).
In this work we introduce the following deformation of the bidifferential $W$:

$$W_q(P, Q) := W(P, Q) - 2\pi i \sum_{k,l=1}^{g} (B + q)_{kl}^{-1} \omega_k(P)\bar{\omega}_l(Q),$$

where $g$ is the genus of the Riemann surface; $\omega_l(Q) := \oint_{b_l} W(P, Q)/(2\pi i)$ form the basis of holomorphic differentials normalized by $\oint_{a_k} \omega_l = \delta_{kl}$; $B_{kl} := \oint_{b_k} \omega_l$ is the matrix of $b$-periods; and $q$ is a symmetric matrix of parameters constant with respect to $\{\lambda_j\}$ and $\lambda$. The matrix $q$ must be chosen such that the sum $(B + q)$ is not degenerate.

The bidifferential $W_q(P, Q)$ turns out to satisfy the following variational formulas which look identical to the variational formulas (1.9) for $W$:

$$\partial_{\lambda_j} W_q(P, Q) = \frac{1}{2} W_q(P, P_j) W_q(Q, P_j).$$ \hspace{1cm} (1.11)

Therefore, the quantities $W_q(P, P_j)/2$ give rotation coefficients of some Darboux-Egoroff metric: the bidifferential $W$ is symmetric, i.e. $W(P, Q) = W(Q, P)$; the variational formulas (1.11) imply relations (1.9) for the rotation coefficients; the equations (1.10) can be proven analogously to the case of rotation coefficients given by the bidifferential $W$. The variational formulas (1.11) hold for the points of the Hurwitz space which do not belong to the divisor defined by the equation det $(B + q) = 0$. The corresponding Darboux-Egoroff metrics are also defined outside this divisor. Analogously to [8] (see also [14]) we find a family of Darboux-Egoroff metrics on Hurwitz spaces with rotation coefficients $W_q(P, P_j)/2$ and build corresponding Frobenius structures. In the limit as some entries of the matrix $q$ tend to infinity so that all entries of the matrix $(B + q)^{-1}$ tend to zero (in particular this condition holds if all diagonal entries of the matrix $q$ tend to infinity and nondiagonal entries remain finite) the bidifferential $W_q$ turns into $W$ and our Frobenius structures coincide with those of [8].

The second result of the paper is a construction of real doubles [14] of the deformed semi-simple Hurwitz Frobenius manifolds. This is done by introducing deformations of the Schiffer and Bergman kernels. The Schiffer and Bergman kernels were used in the construction of real doubles in [14]; they are defined by the following formulas:

$$\Omega(P, Q) := W(P, Q) - \pi \sum_{k,l=1}^{g} (\text{Im} B)_{kl}^{-1} \omega_k(P)\bar{\omega}_l(Q),$$

$$B(P, \bar{Q}) := \pi \sum_{k,l=1}^{g} (\text{Im} B)_{kl}^{-1} \omega_k(P)\bar{\omega}_l(Q),$$

respectively. In the case of a genus zero Riemann surface the Schiffer kernel coincides with $W$ and the Bergman kernel vanishes.

The following alternative definitions [5] independent of the choice of a canonical basis of cycles $\{a_k; b_k\}_{k=1}^{g}$ on the Riemann surface can be given for the two kernels. The Schiffer kernel is the symmetric bidifferential which has a second order pole along the diagonal $P = Q$ and is such that $\text{p.v.}\int_{\mathcal{L}} \Omega(P, Q) \omega(P) = 0$ holds for any holomorphic differential $\omega$ on the surface. The Bergman kernel is a regular bidifferential on $\mathcal{L}$ holomorphic with respect to its first argument and antiholomorphic with respect to the second one which (up to a factor of $2\pi i$) is a kernel of an integral operator acting in the space $L^2_{1,0}(\mathcal{L})$ of $(1,0)$-forms as an orthogonal projector onto the subspace $\mathcal{H}^{1,0}(\mathcal{L})$ of holomorphic $(1,0)$-forms. In particular, for any holomorphic differential $\omega$ on the surface $\mathcal{L}$ the following relation holds: $\int_{\mathcal{L}} B(P, Q) \omega(Q) = 2\pi i \omega(P)$.
In contrast to the bidifferential \( W \), which is holomorphic with respect to the moduli coordinates \( \{\lambda_k\} \), the Schiffer and Bergman kernels depend on the complex structure of the Riemann surface through the branch points \( \{\lambda_k\} \) of the covering \( (L, \lambda) \) and their complex conjugates \( \{\overline{\lambda_k}\} \). Therefore, in [14] the Hurwitz space was considered as a real manifold, i.e. a manifold with coordinates \( \{\lambda_k; \overline{\lambda_k}\} \). A family of Darboux-Egoroff metrics on this real space was found; the rotation coefficients of those metrics are given by the Schiffer and Bergman kernels suitably evaluated at ramification points of the covering. The flatness for the metrics is provided by variational formulas for the kernels \( \Omega \) and \( B \). Some of the Darboux-Egoroff metrics proved to correspond to Frobenius structures on the Hurwitz space with coordinates \( \{\lambda_k; \overline{\lambda_k}\} \). Those Frobenius structures were called the real doubles of Dubrovin’s Hurwitz Frobenius structures.

We introduce the following deformations \( \Omega^q(P, Q) \) and \( B^q(P, Q) \) of the Schiffer and Bergman kernels. Consider the holomorphic differentials \( v_k(P) := \oint_{\delta_k} \Omega(P, Q)/(2\pi i) \). The differential \( v_k \) is normalized by the condition that all its \( a_k \)-periods are purely imaginary except the \( a_k \)-period: \( \text{Re}\{\oint_{a_j} v_k\} = \delta_{jk}/2 \) and \( \text{Re}\{\oint_{b_j} v_k\} = 0 \) for \( j, k = 1, \ldots, g \). The matrix \( B^\Omega \) of \( b \)-periods of differentials \( v_k \) (which is symmetric and imaginary) is given by: \( B^\Omega := (B - B^\perp)^{-1}B \); it is the matrix of pairwise scalar products of differentials \( v_k \) in the space \( L_2^{(1,0)}(L) \), i.e. \( \oint_L v_k(P) \wedge v_l(P) = \Omega^\perp_{kl} \). Then, if a constant matrix \( q \) is such that \( q = q^T \), \( q = -q \) and the matrix \( (B^\Omega + q) \) is invertible, we can define the deformed Schiffer and Bergman kernels by:

\[
\begin{align*}
\Omega^q(P, Q) := & \Omega(P, Q) - 2\pi i \sum_{k,l=1}^{g} (B^\Omega + q)^{kl} v_k(P) v_l(Q), \\
B^q(P, Q) := & B(P, Q) - 2\pi i \sum_{k,l=1}^{g} (B^\Omega + q)^{kl} v_k(P) \overline{v_l(Q)},
\end{align*}
\]

(1.12)

respectively. The integral operator with the deformed kernel \( B^q(P, Q)/(2\pi i) \) maps the space \( L_2^{(1,0)}(L) \) onto the space \( \mathcal{H}^{(1,0)}(L) \) and acts in the space \( \mathcal{H}^{(1,0)}(L) \) of holomorphic differentials as a linear operator which in the basis \( \{v_k\} \) is given by the matrix \( q(B^\Omega + q)^{-1} \). Similarly, the action of the integral operator with the kernel \( \Omega^q(P, Q)/(2\pi i) \) in the space \( \mathcal{H}^{(1,0)}(L) \) is defined by the matrix \( -B^\Omega(B^\Omega + q)^{-1} \) (see formula (2.21)).

The motivation for the definition (1.12) is that variational formulas for the bidifferentials \( \Omega^q(P, Q) \) and \( B^q(P, Q) \) defined in this way are similar to variational formulas for the Schiffer and Bergman kernels. Therefore, the deformations \( \Omega^q \) and \( B^q \), analogously to the kernels \( \Omega \) and \( B \), define rotation coefficients of some Darboux-Egoroff metrics on the Hurwitz space with coordinates \( \{\lambda_k; \overline{\lambda_k}\} \). We find a family of such metrics; they are defined on the Hurwitz space outside the subspace of codimension one given by the equation \( \det (B^\Omega + q) = 0 \). It turns out that this family also contains a class of metrics which correspond to new Frobenius structures. We call these structures the real doubles of the deformed Frobenius manifolds.

The paper is organized as follows. In the next section we define the Hurwitz spaces and several families of Darboux-Egoroff metrics on them constructed using the bidifferentials introduced above. In Section 3 we give a definition of Frobenius structures and construct deformations of Dubrovin’s Hurwitz Frobenius manifolds. In Section 4 we construct the real doubles of the deformations. In Section 5 we compute expressions for the \( G \)-function on each constructed Frobenius manifold. Section 6 is devoted to a calculation of prepotentials and \( G \)-functions of the deformations of Frobenius manifolds and their real doubles in the case of the simplest Hurwitz space in genus one. In that section we also describe the relationship of the example of prepotential, the Chazy equation and isomonodromic deformations related to the Painlevé-VI equation. We show that in genus one the constructed one-parameter deformations have a two-parametric
generalization which can be possibly extended to Hurwitz spaces in any genus which we hope to address in the future.

2 Darboux-Egoroff metrics on Hurwitz spaces

2.1 Hurwitz spaces

Consider a compact Riemann surface $\mathcal{L}$ of genus $g$ and a meromorphic function $\lambda : \mathcal{L} \to \mathbb{C}P^1$ of degree $N$. The equation

$$\zeta = \lambda(P), \quad P \in \mathcal{L}$$

($\zeta$ is a coordinate on $\mathbb{C}P^1$) represents the surface as an $N$-fold ramified covering of $\mathbb{C}P^1$. The covering is a collection of $N$ copies of $\mathbb{C}P^1$ which are glued together along the cuts connecting the ramification points to form a connected manifold. The ramification points $P_j \in \mathcal{L}$ are the critical points of the function $\lambda(P)$, i.e. they satisfy $\lambda'(P_j) = 0$; their projections $\lambda_j = \lambda(P_j)$ on the base of the covering $\mathbb{C}P^1$ are called the branch points.

We assume that the function $\lambda$ has $m + 1$ poles at some points $\infty^0, \ldots, \infty^m \in \mathcal{L}$, and we denote by $n_i + 1$ the order of the pole at $\infty^i$. In other words, there are $m + 1$ points on the covering which project to $\zeta = \infty$ on the base; in the point $\infty^i$ there are $\{n_i + 1\}$ sheets glued together ($n_0, \ldots, n_m \in \mathbb{N}$ are such that $\sum_{i=0}^m (n_i + 1) = N$). The numbers $\{n_i\}$ are called the ramification indices. We assume the remaining ramification points which have finite projections on the base, $\lambda_j < \infty$, to be simple (i.e. there are exactly two sheets glued together at the corresponding point on the covering) and denote their number by $L$.

The local parameter near a simple ramification point $P_j \in \mathcal{L}$ (which is not a pole of $\lambda$) is $x_j(P) = \sqrt{\lambda(P) - \lambda_j}$ and in a neighbourhood $P \sim \infty^i$ the local parameter $z_i$ is such that $z_i^{-n_i-1}(P) = \lambda(P)$.

For each genus $g$ of the surface, the Riemann-Hurwitz formula gives the possible values of degree $N$ of the function $\lambda$, number $L$ of simple finite branch points and the ramification indices $n_i$ over infinity:

$$2g - 2 = -2N + L + \sum_{i=0}^m n_i . \quad (2.1)$$

Two coverings are called equivalent if one of them can be obtained from the other by a permutation of sheets. The space of equivalence classes of described coverings is the Hurwitz space; we denote it by $\mathcal{M} = \mathcal{M}_{g; n_0, \ldots, n_m}$. We shall work with the following covering $\widehat{\mathcal{M}} = \mathcal{M}_{g; n_0, \ldots, n_m}$ of the Hurwitz space. A point of the space $\widehat{\mathcal{M}}$ is a triple $\{\mathcal{L}, \lambda, \{a_k, b_k\}_{k=1}^g\}$, where $\{a_k, b_k\}_{k=1}^g$ is a canonical basis of cycles on $\mathcal{L}$. The branch points $\{\lambda_j\}$ give a set of local coordinates on the space $\widehat{\mathcal{M}}$.

2.2 Symmetric bidifferentials on Riemann surfaces

On a Riemann surface $\mathcal{L}$ of genus $g$ with a canonical basis of cycles $\{a_k; b_k\}_{k=1}^g$, let $\{\omega_k(P)\}_{k=1}^g$ be the set of holomorphic differentials normalized by $\oint_{a_k} \omega_j = \delta_{jk}$. The symmetric matrix $\mathbb{B}$ of $b$-periods of the surface is defined by $\mathbb{B}_{kj} = \oint_{b_k} \omega_j$; its imaginary part is positive definite.

Now we shall introduce the following bidifferentials on the Riemann surface $\mathcal{L}$.

1. The canonical meromorphic bidifferential $W(P, Q)$ is defined by

$$W(P, Q) := d_P d_Q \log E(P, Q), \quad (2.2)$$
where \( E(P, Q) \) is the prime form on the surface. The bidifferential can be uniquely characterized by the following properties: it is symmetric; it has a second-order pole on the diagonal \( P = Q \) with biresidue 1; and its \( a \)-periods vanish:

\[
\oint_{a_k} W(P, Q) = 0 , \quad k = 1, \ldots, g .
\] (2.3)

The \( b \)-periods of \( W(P, Q) \) are given by the holomorphic normalized differentials: \( \oint_{b_k} W(P, Q) = 2\pi i \omega_k(P) , \quad k = 1, \ldots, g. \) For a covering \( (\mathcal{L}, \lambda) \) the bidifferential \( W \) depends on the simple branch points \( \{ \lambda_j \} \) of the covering according to the Rauch variational formulas \([9, 13]\):

\[
\frac{\partial W(P, Q)}{\partial \lambda_j} = \frac{1}{2} W(P, P_j) W(Q, P_j) ,
\] (2.4)

where \( W(P, P_j) \) denotes the evaluation of \( W(P, Q) \) at \( Q = P_j \) with respect to the standard local parameter \( x_j(Q) = \sqrt{\lambda(Q) - \lambda_j} \) near a ramification point \( P_j \):

\[
W(P, P_j) = W(P, Q) \bigg|_{Q=P_j} .
\] (2.5)

Being integrated over \( b \)-cycles of the surface, the Rauch formulas (2.4) give the variational formulas for holomorphic differentials and the matrix \( B \) of \( b \)-periods:

\[
\frac{\partial \omega_k(P)}{\partial \lambda_j} = \frac{1}{2} \omega_k(P_j) W(P, P_j) , \quad \frac{\partial B_{kl}}{\partial \lambda_j} = \pi i \omega_k(P_j) \omega_l(P_j) .
\] (2.6)

2. For a covering \( (\mathcal{L}, \lambda) \) of genus \( g \geq 1 \) consider a symmetric nondegenerate matrix \( q \) which is independent of the branch points \( \{ \lambda_j \} \) and such that the inverse \( (B + q)^{-1} \) exists. Then, we define a symmetric bidifferential \( W_q(P, Q) \) which is the following deformation of the bidifferential \( W(P, Q) \):

\[
W_q(P, Q) := W(P, Q) - 2\pi i \sum_{k,l=1}^{g} (B + q)^{-1}_{kl} \omega_k(P) \omega_l(Q) .
\] (2.7)

This bidifferential has the same singularity structure as the \( W \)-bidifferential and satisfies the normalization condition:

\[
\oint_{a_k} W_q(P, Q) + \sum_{j=1}^{g} (q^{-1})_{jk} \oint_{b_j} W_q(P, Q) = 0 .
\] (2.8)

The bidifferential \( W_q \) turns into \( W \), for example, in the limit when all diagonal entries \( q_{ii} \) of the matrix \( q \) tend to infinity while the off-diagonal entries remain finite. In this limit, the matrix \( (B + q)^{-1} \) tends to the zero matrix.

Consider now the Hurwitz space \( M_{g,n_0,\ldots,n_m} \) of pairs \( (\mathcal{L}, \lambda) \). The equation

\[
\det (B + q) = 0
\] (2.9)

defines a divisor in \( M_{g,n_0,\ldots,n_m} \), which we denote by \( D_q \). A simple computation shows that \( W_q(P, Q) \) satisfies the variational formulas which formally look exactly as variational formulas (2.4) for \( W(P, Q) \):

\[
\frac{\partial W_q(P, Q)}{\partial \lambda_j} = \frac{1}{2} W_q(P, P_j) W_q(Q, P_j) .
\] (2.10)
These formulas hold at the points of the Hurwitz space where the bidifferential \( W_q \) is well defined, i.e. outside of divisor \( D_q \).

Note that both bidifferentials \( W \) and \( W_q \), as well as the differentials \( \omega_k \) and the matrix \( \mathbb{B} \), are holomorphic with respect to branch points \( \{ \lambda_k \} \), i.e. they do not depend on \( \lambda_k \) (\[5\], p. 54).

3. The Schiffer and Bergman bidifferentials (kernels) are defined on a Riemann surface of genus \( g \geq 1 \) by

\[
\Omega(P, Q) := W(P, Q) - \pi \sum_{k, l=1}^{g} (\text{Im} \mathbb{B})^{-1}_{k l} \omega_k(P)\omega_l(Q),
\]

and

\[
B(P, Q) := \pi \sum_{k, l=1}^{g} (\text{Im} \mathbb{B})^{-1}_{k l} \overline{\omega_k(P)\omega_l(Q)},
\]

respectively. The following equivalent definitions can be given for these bidifferentials, which, in particular, show that the bidifferentials are independent of the choice of a canonical basis of cycles \( \{a_k; b_k\} \). Namely, \( \Omega(P, Q) \) can be defined as a symmetric bidifferential having a second order pole with biresidue 1 at the diagonal \( P \sim Q \), such that for any holomorphic differential \( \omega \) the following holds: \( \int P \Omega(P, Q)\omega(Q) = 0 \). The bidifferential \( B(P, Q) \) is a regular bidifferential holomorphic with respect to one of its arguments and anti-holomorphic with respect to the other one. The integral operator with the kernel \( B(P, Q)/(2\pi i) \) acts in the space \( L_2^{(1,0)}(\mathcal{L}) \) of \( (1,0) \)-forms as an orthogonal projector onto the subspace \( H^{(1,0)}(\mathcal{L}) \) of holomorphic \( (1,0) \)-forms \[3\]. In particular, in the space \( H^{(1,0)}(\mathcal{L}) \) it acts as the identity operator, i.e. \( \int P B(P, Q)\omega(Q)/(2\pi i) = \omega(P) \).

The periods of bidifferentials \[2.11\] and \[2.12\] are related to each other as follows:

\[
\oint_{a_k} \Omega(P, Q) = - \oint_{b_k} B(P, Q), \quad \oint_{b_k} \Omega(P, Q) = - \oint_{a_k} B(P, Q),
\]

where the integrals are taken with respect to the first argument. The variational formulas for the Schiffer and Bergman kernels have the form:

\[
\frac{\partial \Omega(P, Q)}{\partial \lambda_j} = \frac{1}{2} \Omega(P, P_j)\Omega(Q, P_j), \quad \frac{\partial \Omega(P, Q)}{\partial \bar{\lambda}_j} = \frac{1}{2} B(P, \bar{P}_j)B(Q, P_j),
\]

\[
\frac{\partial B(P, Q)}{\partial \lambda_j} = \frac{1}{2} \Omega(P, P_j)B(Q, \bar{P}_j), \quad \frac{\partial B(P, Q)}{\partial \bar{\lambda}_j} = \frac{1}{2} B(P, \bar{P}_j)\Omega(Q, P_j).
\]

The notation here is analogous to that in \[2.3\], i.e. \( \Omega(P, P_j) \) stands for \( (\Omega(P, Q)/dx_j(Q)) \big|_{Q=P_j} \) and

\[
B(P, P_j) := \left( B(P, Q)/dx_j(Q) \right) \bigg|_{Q=P_j}.
\]

Note that the Schiffer and Bergman kernels depend on both, \( \{\lambda_k\} \) and \( \{\bar{\lambda}_k\} \) (holomorphic and anti-holomorphic coordinates on the Hurwitz space), in contrast to bidifferentials \( W \) \[2.2\] and \( W_q \) \[2.7\], which depend only on holomorphic coordinates \( \{\lambda_k\} \).

4. As an analogue of the deformation \( W_q \) \[2.7\] of the bidifferential \( W \), we shall define deformations of the Schiffer and Bergman kernels, the bidifferentials \( \Omega_q(P, Q) \) and \( B_q(P, Q) \). Let us first introduce the holomorphic differentials

\[
v_k(P) := \frac{1}{2\pi i} \oint_{b_k} \Omega(P, Q),
\]

and the matrix \( \mathbb{B}^\Omega \) of their \( b \)-periods \( \mathbb{B}^\Omega_{kj} = \oint_{b_k} v_j \):

\[
\mathbb{B}^\Omega := \mathbb{B}(\mathbb{B} - \mathbb{B})^{-1}\mathbb{B}.
\]
This matrix is symmetric as can be seen from the following representation of $\mathbb{B}^\alpha$ as a sum of two symmetric matrices: $\mathbb{B}^\alpha = \mathbb{B}(\mathbb{B} - \mathbb{B})^{-1}\mathbb{B} + \mathbb{B}$. Therefore, since $\mathbb{B}^\alpha$ is also anti-Hermitian, it is a purely imaginary matrix.

The differentials $v_k$ can be characterized as holomorphic differentials on the Riemann surface of genus $g$ whose all $a$- and $b$-periods are purely imaginary except one. Namely, for the differentials (2.15) we have $\text{Re}\{\oint_{h_j} v_k\} = 0$ and $\text{Re}\{\oint_{a_j} v_k\} = \delta_{jk}/2$ for $j, k = 1, \ldots, g$. (Recall that by virtue of the Riemann bilinear relations, a holomorphic differential whose all periods are imaginary is zero.)

**Remark 1** The differentials given by $a$-periods of the Schiffer kernel, $u_k(P) := -\oint_{a_k} \Omega(P, Q)/(2\pi i)$, can be described as holomorphic differentials satisfying the condition $\text{Re}\{\oint_{h_j} u_k\} = \delta_{jk}$ and $\text{Re}\{\oint_{a_j} u_k\} = 0$.  

The matrix $\mathbb{B}^\alpha$ can also be expressed as the scalar product of the differentials $v_k$ in the space $L^2(\mathcal{L})$ of $(1, 0)$-forms, i.e. $\mathbb{B}^\alpha_{kl} = \int_{\mathcal{L}} v_k(P) \wedge v_l(P)$.

The variational formulas for the differentials $v_k$ and the matrix $\mathbb{B}^\alpha$ are analogous to the Rauch formulas (2.16):

$$
\frac{\partial v_k(P)}{\partial \lambda_j} = \frac{1}{2} \Omega(P, P_j) v_k(P_j), \quad \frac{\partial v_k(P)}{\partial \lambda_j} = \frac{1}{2} B(P, \bar{P}_j) \overline{v_k(P_j)},
$$

$$
\frac{\partial \mathbb{B}^\alpha_{kl}}{\partial \lambda_j} = \pi i v_k(P_j) v_l(P_j), \quad \frac{\partial \mathbb{B}^\alpha_{kl}}{\partial \lambda_j} = \pi i \overline{v_k(P_j)} v_l(P_j).
$$

The following deformed differentials $\Omega_q$ and $B_q$ satisfy variational formulas which are similar to those for the kernels $\Omega$ and $B$ (2.14). Consider a constant nondegenerate matrix $q$ such that $q = q^t$, $\bar{q} = -q$ and the inverse $(\mathbb{B}^\alpha + q)^{-1}$ exists. Then, we define

$$
\Omega_q(P, Q) := \Omega(P, Q) - 2\pi i \sum_{k, l=1}^g (\mathbb{B}^\alpha + q)_{kl}^{-1} v_k(P) v_l(Q),
$$

$$
B_q(P, \bar{Q}) := B(P, \bar{Q}) - 2\pi i \sum_{k, l=1}^g (\mathbb{B}^\alpha + q)_{kl}^{-1} v_k(P) \overline{v_l(Q)}.
$$

The bidifferentials $\Omega_q$ and $B_q$ turn into the Schiffer and Bergman kernels, respectively, when all entries of the matrix $(\mathbb{B}^\alpha + q)^{-1}$ tend to zero. This happens, for example, if all diagonal entries of the matrix $q$ tend to infinity, and all off-diagonal entries remain finite.

The bidifferentials (2.18) and (2.19) are defined for the points of the Hurwitz space which do not belong to the subspace $\mathcal{D}_q^{\alpha}$ of real codimension one given by the equation

$$
\det (\mathbb{B}^\alpha + q) = 0.
$$

Similarly to the integral operator with the kernel $B(P, \bar{Q})/(2\pi i)$, the integral operator with the deformed kernel $B_q(P, \bar{Q})/(2\pi i)$ also maps the space $L^2(\mathcal{L})$ onto $\mathcal{H}^{(1, 0)}(\mathcal{L})$. In the space $\mathcal{H}^{(1, 0)}(\mathcal{L})$ it acts as a linear operator which in the basis $\{v_k\}$ (2.15) is represented by the matrix $q(\mathbb{B}^\alpha + q)^{-1}$. Namely, if we denote by $v(P)$ the vector of differentials whose $k$-th component is the differential $v_k(P)$, then the following holds:

$$
\frac{1}{2\pi i} \int_{\mathcal{L}} B_q(P, \bar{Q}) v(P) = q(\mathbb{B}^\alpha + q)^{-1} v(Q).
$$
The integral operator with the kernel \( \Omega^q(P, Q)/(2\pi i) \) acts in \( H^{(1,0)}(L) \) as follows:

\[
\frac{1}{2\pi i} \int_L \Omega^q(P, Q)\overline{v(P)} = -\overline{\mathbb{B}^0(\mathbb{B}^0 + q)^{-1}v(Q)}.
\]

(2.21)

Note that when the matrix of parameters \( q \) tends to infinity so that the deformed bidifferential \( \Omega^q \) tends to the Schiffer kernel, the right hand side of (2.21) vanishes and this formula turns into the characteristic property of the Schiffer kernel \( \Omega \).

Periods of the bidifferentials (2.18) and (2.19) are related as follows: for any \( k = 1, \ldots, g \)

\[
\oint_{a_k} \left( \Omega^q(P, Q) + B^q(P, \bar{Q}) \right) \sum_{j=1}^g (q^{-1})_{kj} \oint_{b_j} \Omega^q(P, Q) = 0,
\]

(2.22)

where the integrals are taken with respect to \( Q \). The following variational formulas for \( \Omega^q \) and \( B^q \) can be derived from (2.18), (2.19) by a straightforward computation using variational formulas (2.14), (2.16) and (2.17). They hold outside the subspace \( T^0_q \) (2.20):

\[
\frac{\partial \Omega^q(P, Q)}{\partial \lambda_j} = \frac{1}{2} \Omega^q(P, P_j) \Omega^q(Q, P_j), \quad \frac{\partial \Omega^q(P, Q)}{\partial \bar{\lambda}_j} = \frac{1}{2} B^q(P, \bar{P}_j) B^q(Q, \bar{P}_j),
\]

\[
\frac{\partial B^q(P, Q)}{\partial \lambda_j} = \frac{1}{2} \Omega^q(P, P_j) B^q(P_j, \bar{Q}), \quad \frac{\partial B^q(P, Q)}{\partial \bar{\lambda}_j} = \frac{1}{2} B^q(P, \bar{P}_j) \overline{\Omega^q(Q, P_j)}.
\]

(2.23)

**Remark 2** All defined bidifferentials except the Schiffer and Bergman kernels \( \Omega \) and \( B \), depend on the choice of a canonical basis of cycles \( \{a_k; b_k\} \).

### 2.3 Darboux-Egoroff metrics defined by the bidifferentials

A diagonal metric \( ds^2 = \sum_i g_{ii}(d\lambda_i)^2 \) is called **potential** if there exists a function \( U(\{\lambda_j\}) \) whose derivatives give the metric coefficients: \( g_{ii} = \partial_{\lambda_i} U \) for any \( i \). A metric is called **flat** if its curvature tensor vanishes. A diagonal potential flat metric is called a **Darboux-Egoroff** metric.

The Darboux-Egoroff lemma states that a diagonal metric \( ds^2 = \sum_i g_{ii}(d\lambda_i)^2 \) is Darboux-Egoroff if its **rotation coefficients** \( \beta_{ij} \) defined for \( i \neq j \) by

\[
\beta_{ij} = \frac{\partial_{\lambda_j} \sqrt{g_{ii}}}{\sqrt{g_{jj}}}
\]

are symmetric, \( \beta_{ij} = \beta_{ji} \), (this implies \( ds^2 \) is potential) and satisfy the system of equations:

\[
\partial_{\lambda_j} \beta_{ij} = \beta_{ik} \beta_{kj}, \quad i, j, k \text{ are distinct}, \quad \sum_k \partial_{\lambda_k} \beta_{ij} = 0 \quad \text{for all} \ \beta_{ij}.
\]

(2.24)

(2.25)

(2.26)

Consider the Hurwitz space \( \widehat{M}_{g,n_0,\ldots,n_m} \) of coverings \( (L, \lambda) \) described in Section 2.4. Let us fix an arbitrary contour \( l \) on the surface \( L \) which does not pass through ramification points \( \{P_j\} \) of the covering and whose projection on \( \mathbb{C}P^1 \) does not change under small variations of the branch points \( \{\lambda_j\} \). Let us also fix a function \( h(P) \) defined in a neighbourhood of the contour.
Assume this function to be independent of \( \{ \lambda_j \} \). Then the following formula defines (see [9]) a family of Darboux-Egoroff metrics on the Hurwitz space:

\[
\text{ds}^2 = \sum_{j=1}^{L} \left( \oint_l h(Q) W(Q, P_j) \right)^2 (d\lambda_j)^2.
\] (2.27)

Following [3], we use the word “metric” for a bilinear quadratic (not necessary real and positive) form.

The variational formulas (2.4) for the \( W \)-bidifferential immediately imply that rotation coefficients for the metrics (2.27) are given by

\[
\beta_{ij} = \frac{1}{2} W(P_i, P_j),
\] (2.28)

where, as usual, the \( W \)-bidifferential is evaluated at ramification points with respect to the standard local parameter \( x_j(P) = \sqrt{\lambda(P) - \lambda_j} \).

The following proposition was proven in [9]. Here we reproduce the proof given in [9] since an analogous procedure will be used in our present context.

**Proposition 1** [9] Rotation coefficients (2.28) are symmetric and satisfy equations (2.25), (2.26) and therefore metrics (2.27) are the Darboux-Egoroff metrics.

**Proof.** The symmetry of the rotation coefficients follows from the symmetry of the bidifferential \( W(P, Q) \) with respect to the arguments \( P \) and \( Q \).

To verify relations (2.26), let us note that the differential operator \( \sum_k \partial_{\lambda_k} \) in (2.26) can be represented as follows. Consider a biholomorphic map \( (\mathcal{L}, \lambda) \rightarrow (\mathcal{L}, \lambda + \delta) \) of the covering which takes a point \( P \) to the point \( P^{\delta} \) belonging to the same sheet and having projection \( \lambda + \delta \) on the base of the covering. Then, for a function of branch points \( f(\{\lambda_k\}) \) we have \( \sum_k \partial_{\lambda_k} f = (df/\delta)_{|\delta=0} \), where \( f^{\delta} \) is the analog of the function \( f \) on the covering \( (\mathcal{L}, \lambda + \delta) \).

Note also that the definition of \( W(P, Q) \) implies its invariance with respect to the map \( (\mathcal{L}, \lambda) \rightarrow (\mathcal{L}, \lambda + \delta) \) : if \( W^{\delta} \) is the bidifferential \( W \) defined on the covering \( (\mathcal{L}, \lambda + \delta) \) we have \( W(P, Q) = W^{\delta}(P^\delta, Q^\delta) \). Since the local parameters \( x_j(P) = \sqrt{\lambda(P) - \lambda_j} \) in neighbourhoods of ramification points also do not change under a simultaneous shift of all branch points and \( \lambda \), we have \( \sum_k \partial_{\lambda_k} W(P_i, P_j) = 0 \).

Analogously, there exist families of Darboux-Egoroff metrics whose rotation coefficients are given by the other bidifferentials defined above.

**Theorem 1** Let a contour \( l \) and a function \( h \) be as in (2.27). Then the following formulas define the Darboux-Egoroff metrics on the Hurwitz space \( \hat{M}_{g; n_0, \ldots, n_m} \) outside the divisor \( D_q \) (2.4):

\[
\text{ds}^2 = \sum_{j=1}^{L} \left( \oint_l h(Q) W_q(Q, P_j) \right)^2 (d\lambda_j)^2.
\] (2.29)

The rotation coefficients of metrics (2.29) are given by \( \beta_{ij} = W_q(P_i, P_j)/2 \) for \( i \neq j \).

**Proof.** The proof of Proposition 1 obviously holds for \( \beta_{ij} = W_q(P_i, P_j)/2 \), therefore the metrics (2.29) are Darboux-Egoroff.

The following bilinear quadratic forms were introduced in [14]; they can be considered as metrics on the real Hurwitz space, i.e. the moduli space of coverings with local coordinates...
\{\lambda_k; \bar{\lambda}_k\}. We shall denote the real Hurwitz space by \(M_{g;n_0,\ldots,n_m}^{\text{real}}\). Let now the function \(h\) and the projection of the contour \(l\) onto the \(\lambda\)-sphere be independent of the coordinates \(\{\lambda_k; \bar{\lambda}_k\}\).

Consider the following two metrics:

\[
ds^2 = \sum_{j=1}^{L} \left( \oint_l h(Q)\Omega(Q, P_j) \right)^2 (d\lambda_j)^2 + \sum_{j=1}^{L} \left( \oint_l h(Q)B(Q, \bar{P}_j) \right)^2 (d\bar{\lambda}_j)^2 \quad (2.30)
\]

and

\[
ds^2 = \text{Re} \left\{ \sum_{j=1}^{L} \left( \oint_l h(Q)\Omega(Q, P_j) + \oint_l h(Q)B(Q, \bar{P}_j) \right)^2 (d\lambda_j)^2 \right\} . \quad (2.31)
\]

Both families, (2.30) and (2.31), have rotation coefficients given by

\[
\beta_{ij} = \frac{1}{2} \Omega(P_i, P_j) , \quad \beta_{ij} = \frac{1}{2} B(P_i, \bar{P}_j) , \quad \beta_{ij} = \beta_{ij} , \quad (2.32)
\]

where \(i, j = 1, \ldots, L\) and the index \(\bar{j}\) corresponds to differentiation with respect to \(\bar{\lambda}_j\).

The proof of the flatness of these metrics is analogous to the proof of Proposition \(\text{II}\). The variational formulas (2.14) give relations (2.25) for rotation coefficients. To prove relations (2.26) we note that all bidifferentials are invariant with respect to the biholomorphic map \((\mathcal{L}, \lambda) \rightarrow (\mathcal{L}, \lambda + \delta)\) since all of them can be written in terms of \(W(P, Q)\) (for example \(2\pi i \omega_k = \oint_{h_k} W\)). On the space \(M_{g;n_0,\ldots,n_m}^{\text{real}}\), equations (2.20) read \(\sum_{k=1}^{L} (\partial_{\lambda_k} + \partial_{\bar{\lambda}_k}) \beta_{ij} = 0\); to prove them we apply the method of the proof of Proposition \(\text{II}\) with \(\delta \in \mathbb{R}\) to the kernels \(\Omega\) and \(B\).

Since for finding rotation formulas and proving the flatness of the metrics (2.30)–(2.31) we only used variational formulas for the Schiffer and Bergman kernels, which look identical to those for the bidifferentials \(\Omega_q\) and \(B_q\), the similar metrics can be written in terms of \(\Omega_q\) and \(B_q\). Therefore, we have the following theorem.

**Theorem 2** Let a contour \(l\) and a function \(h\) be as in (2.30), (2.31). Then the following formulas define Darboux-Egoroff metrics on the Hurwitz space \(M_{g;n_0,\ldots,n_m}^{\text{real}}\) outside the subspace \(\mathcal{D}_q\) (2.27):

\[
ds^2 = \sum_{j=1}^{L} \left( \oint_l h(Q)\Omega_q(Q, P_j) \right)^2 (d\lambda_j)^2 + \sum_{j=1}^{L} \left( \oint_l h(Q)B_q(Q, \bar{P}_j) \right)^2 (d\bar{\lambda}_j)^2 \quad (2.33)
\]

and

\[
ds^2 = \text{Re} \left\{ \sum_{j=1}^{L} \left( \oint_l h(Q)\Omega_q(Q, P_j) + \oint_l h(Q)B_q(Q, \bar{P}_j) \right)^2 (d\lambda_j)^2 \right\} . \quad (2.34)
\]

The rotation coefficients of metrics of both families (2.33) and (2.34) are given by

\[
\beta_{ij} = \frac{1}{2} \Omega_q(P_i, P_j) , \quad \beta_{ij} = \frac{1}{2} B_q(P_i, \bar{P}_j) , \quad \beta_{ij} = \beta_{ij} . \quad (2.35)
\]

Note that coefficients of metrics (2.30), (2.31), written in terms of the Schiffer and Bergman kernels, do not depend on the choice of basis of cycles \(\{a_k; b_k\}\). Therefore, those metrics are
defined on the Hurwitz space \( M^{\text{real}} \), whereas the metrics (2.33), (2.34) are defined on the covering \( \hat{M}^{\text{real}} \) of the Hurwitz space, i.e. in order to define metrics (2.33), (2.34) one must specify the choice of a canonical basis of cycles.

Each family of metrics (2.27), (2.29), (2.30)-(2.31) and (2.33)-(2.34) contains a class of metrics which correspond to Frobenius structures on the Hurwitz space. Such structures for metrics (2.27) were found in [3] (see also [14]). For the family (2.30)-(2.31) Frobenius structures were described in [14]. In this paper we shall construct Frobenius manifolds corresponding to the metrics (2.29) and (2.33)-(2.34). Thereby we shall construct deformations of the Hurwitz Frobenius manifolds of [3] and [14].

2.4 Systems of hydrodynamic type

A Darboux-Egoroff metric defines (see, for example, [15]) an integrable system of hydrodynamic type for the branch points \( \{\lambda_k\} \) considered as functions of two independent coordinates \( x \) and \( t \):

\[
\partial_x \lambda_m = V_m(\{\lambda_k\}) \partial_t \lambda_m .
\]

(2.36)

where the functions \( \{V_m\} \), called the characteristic speeds, are related to the Christoffel symbols \( \Gamma^k_{nm} \) of the metric by:

\[
\partial_x V_m = \Gamma^m_{nm}(V_m - V_n) , \quad m \neq n .
\]

(2.37)

The nonvanishing Christoffel symbols for a diagonal metric \( ds^2 = \sum_j g_{jj}(d\lambda_j)^2 \) are given by:

\[
\Gamma^k_{ii} = -\frac{1}{2} \frac{\partial \lambda_k g_{ii}}{g_{kk}} , \quad \Gamma^i_{ii} = \frac{1}{2} \frac{\partial \lambda_i g_{ii}}{g_{ii}} , \quad \Gamma^i_{ij} = \frac{1}{2} \frac{\partial \lambda_j g_{ii}}{g_{ii}} , \quad i, j, k \text{ are distinct} .
\]

(2.38)

If the metric \( ds^2 \) is Darboux-Egoroff, then the equations (2.37) for characteristic speeds are compatible. In particular, for the metrics (2.27) the systems of hydrodynamic type (2.36) were constructed and solved in [9]. Here we note that analogous systems are associated with the Darboux-Egoroff metrics (2.29). Namely, if the metric \( ds^2 \) belongs to the family (2.29), corresponding to the bidifferential \( W_q \), then the system (2.37) is defined on the Hurwitz space outside the divisor \( D_q \) (2.9). Solutions to (2.37) are given by:

\[
V_m(\{\lambda_k\}) = \frac{\oint_{l_1} h(Q) W_q(Q, P_m)}{\oint_{l_1} h(Q) W_q(Q, P_m)} ;
\]

(2.39)

where the contour \( l \) and function \( h \) are those which define the metric \( ds^2 \) as in (2.27); and \( l_1 \) and \( h_1 \) are such that the projection of the contour \( l_1 \) on the base of the covering and the function \( h_1 \) are independent of branch points \( \{\lambda_j\} \). Relations (2.37) for the functions (2.39) can be verified by a simple calculation using the variational formulas (2.10) for the bidifferential \( W_q \).

Solutions to the system of hydrodynamic type (2.36) are constructed by the generalized hodograph method [15]. Namely, for the functions \( V_m(\{\lambda_m\}) \) which satisfy equations (2.37) consider an arbitrary solution \( \{U_m(\{\lambda_k\})\} \) to the system

\[
\frac{\partial \lambda_n U_m}{U_m - U_n} = \frac{\partial \lambda_n V_m}{V_m - V_n} , \quad m, n = 1, \ldots, L .
\]

(2.40)

Then, the system of equations

\[
U_m(\{\lambda_k\}) = t + V_m(\{\lambda_k\}) x
\]

(2.41)

defines an implicit solution \( \{\lambda_m(x, t)\} \) to the system of hydrodynamic type (2.36). A solution to the system (2.40) is obviously given by formulas (2.39) with some other pair \( (l_2, h_2) \) instead of \( (l_1, h_1) \).
Let us assume \( l_1 = l_2 = l \). Then, the hodograph method for the system \((2.36), (2.39)\) is summarized in the following theorem.

**Theorem 3** Let us fix a contour \( l \) on the covering which does not pass through ramification points. Consider functions \( h, h_1, h_2 \) defined in a neighbourhood of the contour. Assume that the functions and the projection of the contour \( l \) on \( \mathbb{C}P^1 \) are independent of the branch points \( \{ \lambda_j \} \). Then, a solution \( \{ \lambda_m(x,t) \} \) to the system of hydrodynamic type \((2.36), (2.39)\) can be implicitly defined on \( M_{g,n_0,\ldots,n_m} \setminus \mathcal{D}_q \) (where \( \mathcal{D}_q \) is the divisor \((2.9)\) by the following system:

\[
\oint_{l} (h_2(Q) - h(Q)t - h_1(Q)x) W_q(Q, P_m) = 0 , \quad m = 1, \ldots, L .
\]

For families \((2.30)-(2.31), (2.33)-(2.34)\) of Darboux-Egoroff metrics a naive definition, analogous to \((2.36)\), of systems of hydrodynamic type does not lead to a compatible system on variables \( \{ \lambda_k \} \) and \( \{ \bar{\lambda}_k \} \). In this case the equations on \( \lambda_k \) and \( \bar{\lambda}_k \) are not complex conjugate to each other. However, an analogous procedure may work in the sense of analytic continuation, if \( \lambda_k \) and \( \bar{\lambda}_k \) are considered as independent complex variables.

## 3 Deformations of Hurwitz Frobenius structures

### 3.1 Definition of Frobenius manifold

**Definition 1** A commutative associative algebra over \( \mathbb{C} \) with a unity \( e \) is called a Frobenius algebra if it is supplied with a \( \mathbb{C} \)-bilinear symmetric nondegenerate inner product \( \langle \cdot, \cdot \rangle \) which has the property

\[
\langle x \cdot y, z \rangle = \langle x, y \cdot z \rangle
\]

for arbitrary elements \( x, y, z \) of the algebra.

**Definition 2** \( M \) is a Frobenius manifold of charge \( \nu \) if a structure of a Frobenius algebra is defined in any tangent plane \( T_{\chi} M \); this structure should smoothly depend on the point \( \chi \in M \) and be such that

- **F1** the inner product \( \langle \cdot, \cdot \rangle \) is a flat metric on \( M \) (not necessarily real positive definite);

- **F2** the unit vector field \( e \) is covariantly constant with respect to the Levi-Civita connection \( \nabla \) of the metric \( \langle \cdot, \cdot \rangle \) , i.e. the covariant derivative in the direction of any vector field \( x \) on \( M \) vanishes:

\[
\nabla_x e = 0;
\]

- **F3** the tensor \( \langle \nabla_w c(x, y, z) \rangle \) is symmetric in four vector fields \( x, y, z, w \) on \( M \), where \( c \) is the following symmetric 3-tensor:

\[
c(x, y, z) = \langle x \cdot y, z \rangle ;
\]

- **F4** there exists a vector field \( E \) (the Euler vector field) such that for any pair of vector fields \( x \) and \( y \) on \( M \)

\[
\nabla_x (\nabla_y E) = 0 , \quad (3.1)
\]

\[
[E, x \cdot y] - [E, x] \cdot y - x \cdot [E, y] = x \cdot y , \quad (3.2)
\]

\[
\operatorname{Lie}_E \langle x, y \rangle := E \langle x, y \rangle - \langle [E, x], y \rangle - \langle x, [E, y] \rangle = (2 - \nu) \langle x, y \rangle . \quad (3.3)
\]
The structure described in Definition 2 is equivalent to the WDVV system \([1.1]-[1.3]\). Requirement \(F3\) implies the existence of a function \(F\) depending on flat coordinates \(t = \{t^i\}\) of the metric from \(F1\) whose third order derivatives give the tensor \(c\):

\[
\frac{\partial^3 F(t)}{\partial t_A \partial t_B \partial t_C} = c(\partial_{tA}, \partial_{tB}, \partial_{tC}) = \langle \partial_{tA} \cdot \partial_{tB}, \partial_{tC} \rangle.
\] (3.4)

The associativity conditions of the Frobenius algebra are equivalent to the equations \([1.1]\) and the existence of the vector field \(E\) from \(F4\) provides the quasihomogeneity \([1.3]\) for the function \(F\).

The function \(F\) defined by \([3.4]\) up to a quadratic polynomial in flat coordinates is called the prepotential of the Frobenius manifold \(M\).

**Definition 3** A Frobenius manifold \(M\) is called semisimple if for any point \(\chi \in M\) the Frobenius algebra in the tangent space \(T_{\chi} M\) has no nilpotents.

For semisimple Frobenius manifolds, the flat metric in the definition of a Frobenius manifold is also diagonal and potential \([3\], Lemmas 3.6-3.7\), hence it is in fact a Darboux-Egoroff metric.

In this paper we only consider semisimple Frobenius manifolds.

### 3.2 Flat metrics

The Frobenius structures on Hurwitz spaces which correspond to the Darboux-Egoroff metrics of the type \([2.27]\) were found by Dubrovin \([3]\). In \([14]\) the construction of \([3]\) was reformulated in terms of the bidifferential \(W(P, Q)\) \([2.24]\). Analyzing this construction one can see that it is essentially based on the following properties of \(W(P, Q)\).

- The variational formulas \([2.1]\) for \(W(P, Q)\) which provide the flatness for the metrics \([2.24]\).
- Invariance of \(W(P, Q)\) with respect to two maps of coverings: \((L, \lambda) \rightarrow (L, \lambda + \delta)\) and \((L, \lambda) \rightarrow (L, (1 + \epsilon)\lambda)\) which take a point \(P\) of the surface to the points \(P^\delta\) and \(P^\epsilon\) which lie on the same sheet of the covering and have projections \(\lambda + \delta\) and \((1 + \epsilon)\lambda\) on \(\mathbb{CP}^1\), respectively. The bidifferential \(W(P, Q)\) is invariant under the action of these two maps, i.e. we have \(W^\delta(P^\delta, Q^\delta) = W(P, Q)\) and \(W^\epsilon(P^\epsilon, Q^\epsilon) = W(P, Q)\), where \(W^\delta\) and \(W^\epsilon\) are the bidifferentials \(W\) defined on the corresponding coverings.

These properties provide the validity of conditions \((F2)\) and \((F4)\) for a certain class of the metrics \([2.27]\).

- The type of singularity of \(W(P, Q)\) at \(P \simeq Q\) (quadratic pole with biresidue 1).
- The normalization \(f_{ab} W(P, Q) = 0\) for all \(k = 1, \ldots, g\).

Let us notice that the bidifferential \(W_q(P, Q)\) \([2.7]\) possesses a similar set of properties. The variational formulas \([2.10]\) for \(W_q(P, Q)\) are identical to those for \(W(P, Q)\). Furthermore, \(W_q(P, Q)\) is invariant with respect to the maps \((L, \lambda) \rightarrow (L, \lambda + \delta)\) and \((L, \lambda) \rightarrow (L, (1 + \epsilon)\lambda)\) since it is expressed in terms of the bidifferential \(W(P, Q)\), holomorphic normalized 1-forms \(\{\omega_k\}_{k=1}^g\) and the matrix of \(b\)-periods \(\mathcal{B}\). Finally, \(W_q(P, Q)\) has the same singularity structure as \(W(P, Q)\) at \(P \simeq Q\) and is normalized by \([2.8]\).

Therefore, we conclude that in analogy with the construction of \([3]\) it should be possible to find Frobenius structures for Darboux-Egoroff metrics from the family \([2.29]\). Then \(g(g + 1)/2\) parameters contained in the bidifferential \(W_q(P, Q)\) will be inherited by the corresponding Frobenius manifolds.
Consider now the limit in which some of the entries of the matrix $q$ tend to infinity in such a way that for any matrix $B$ independent of $q$ the matrix $(B + q)^{-1}$ tends to the zero matrix (for example, let $q_{ii} \to \infty$ for any $i$ and $q_{ij}$ be finite for $i \neq j$). In this limit the bidifferential $W_q$ turns into $W$, and our construction coincides with that of $[3]$. For a finite constant symmetric matrix $q$ it gives a $g(q + 1)/2$-parametric deformation of Frobenius manifolds of $[3]$.

Each matrix $q$ defines by the equation (2.29) the divisor $\mathcal{D}_q$ on the Hurwitz space $\hat{M} = \hat{M}_{g;n_0,\ldots,n_m}$. We shall describe structures of the Frobenius manifolds corresponding to some metrics of the type (2.29). These Frobenius structures are defined on the Hurwitz space outside the divisor $\mathcal{D}_q$.

The associative algebra is defined on each tangent space by

$$\partial_{\lambda_i} \cdot \partial_{\lambda_j} := \delta_{ij} \partial_{\lambda_i};$$

the coordinates $\{\lambda_j\}$ are thus canonical for multiplication. As is easy to see, the algebra (3.5) does not have nilpotents. The unit vector field is given by

$$e = \sum_{i=1}^L \partial_{\lambda_i}.$$  \hspace{1cm} (3.6)

For this multiplication a bilinear quadratic form $\langle , \rangle$ has the property $\langle x \cdot y, z \rangle = \langle x, y \cdot z \rangle$ if it is diagonal in the coordinates $\{\lambda_j\}$. Therefore the metrics (2.29) define a Frobenius algebra in the tangent space at each point of the Hurwitz space outside the divisor $\mathcal{D}_q$.

The Euler vector field has the following standard form:

$$E := \sum_{i=1}^L \lambda_i \partial_{\lambda_i}.$$  \hspace{1cm} (3.7)

It is easy to see that condition (3.2) is satisfied for the multiplication (3.5). The condition (3.3) for a diagonal metric $ds^2 = \sum_i g_{ii} (d\lambda_i)^2$ reduces to $E(g_{jj}) = -\nu g_{jj}$. To verify the requirement $\nabla_x e = 0$ (F2) we note that the metrics (2.29) are potential, i.e. $\partial_{\lambda_j} g_{ii} = \delta_{ij} g_{jj}$, and therefore, as is easy to check by a straightforward calculation, $\nabla_x e = 0$ holds if $e(g_{jj}) = 0$. Thus, among the metrics (2.29), we need to find those which for some constant $\nu$ satisfy

$$E(g_{jj}) = -\nu g_{jj} \quad \text{and} \quad e(g_{jj}) = 0.$$  \hspace{1cm} (3.8)

The action of the vector fields $e$ and $E$ on a function of the canonical coordinates $\{\lambda_j\}$ only can be represented via the maps of coverings: $(\mathcal{L}, \lambda) \to (\mathcal{L}, \lambda + \delta)$ and $(\mathcal{L}, \lambda) \to (\mathcal{L}, (1 + \epsilon)\lambda)$, respectively. These maps take a point $P$ of the surface to the points $P^{\delta}$ and $P^\epsilon$ which lie on the same sheet of the covering and have projections $\lambda + \delta$ and $(1 + \epsilon)\lambda$ on $\mathbb{CP}^1$ (i.e. $\lambda(Q^{\delta}) = \lambda(Q) + \delta$ and $\lambda(Q^\epsilon) = (1 + \epsilon)\lambda(Q)$). The bidifferential $W_q(P, Q)$ is invariant under the action of these two maps, i.e. we have $W_q(P^{\delta}, Q^{\delta}) = W_q(P, Q)$ and $W_q(P^\epsilon, Q^\epsilon) = W_q(P, Q)$, where $W_q^{\delta}$ and $W_q^\epsilon$ are the bidifferentials $W_q$ defined on the corresponding coverings. For the evaluation of $W_q(P, Q)$ at $P = P_j$ we have to take into account transformations of the standard local parameter near a ramification point: $x_j^{\delta}(P^{\delta}) = x_j(P)$ and $x_j^\epsilon(P^\epsilon) = \sqrt{1 + \epsilon} x_j(P)$.

Then it is easy to see that the requirement $E(g_{jj}) = -\nu g_{jj}$ is satisfied for a metric of the type (2.29) if $h(Q) = \text{const } \lambda^n(Q)$ and the contour $l$ is invariant under the map $\lambda \to (1 + \epsilon)\lambda,$
The condition $e(g_{jj}) = 0$ holds if the combination of a contour $l$ and a function $h(Q) = \text{const } \lambda(Q)$ in (2.29) is one of the following combinations. Let us write these combinations in the form of integral operations applied to some $(1,0)$-form $f(Q)$ on the surface:

1. $I_{t;\alpha}[f(Q)] := \frac{1}{\alpha} \text{res}_i \lambda(Q)^{\frac{i}{\alpha}} f(Q)$ \quad $i = 0, \ldots, m$ ; $\alpha = 1, \ldots, n_i$.
2. $I_{wi}[f(Q)] := \text{res}_i \lambda(Q) f(Q)$ \quad $i = 1, \ldots, m$.
3. $I_{wi^l}[f(Q)] := \text{v.p.} \int_{i=0}^{\alpha^i} f(Q)$ \quad $i = i, \ldots, m$.
4. $I_{rw}[f(Q)] := -\oint_{a_k} \lambda(Q) f(Q) - \sum_{n=1}^{g(q^{-1})} k_n \oint_{b_n} \lambda(Q) f(Q)$ \quad $k = 1, \ldots, g$.
5. $I_{r^k}[f(Q)] := \frac{1}{2\pi i} \oint_{b_k} f(Q)$ \quad $k = 1, \ldots, g$.

Here the principal value near infinity is defined by omitting the divergent part of an integral as a function of the local parameter $z_i$ (such that $\lambda = z_i^{-n_i-1}$). The number of operations is $L = \sum_{i=0}^{m} n_i + 2m + 2g$, where $\sum_{i=0}^{m} (n_i + 1) = N$, according to the Riemann-Hurwitz formula (2.1).

We shall denote the set of operations 1.-5. by $\{I_{tA}\}$, i.e. we define $tA \in \{t^{i;\alpha} ; v^{i} ; w^{i} ; r^{k} , s^{k}\}$. Here, $tA$ is used as a formal index, however, later it will denote a flat coordinate of the flat metric of a Frobenius manifold.

**Theorem 4** Let us choose a point $P_0$ on the surface which is mapped to zero by the function $\lambda$, i.e. $\lambda(P_0) = 0$, and let all basic contours $\{a_k, b_k\}$ on the surface start at this point. Let the constant matrix $q$ be symmetric nondegenerate and such that $\det(\mathbb{B} + q) \neq 0$. Then, the operations $I_{tA}$ applied to $f_P(Q) := W_q(P, Q)$ give a set of $L$ differentials, called primary, whose characteristic properties are listed below.

| Primary differential | Characteristic property |
|----------------------|------------------------|
| $\phi_{t;\alpha}(P) := I_{t;\alpha}[W_q(P, Q)]$ | $\sim z_i^{-\alpha - 1}(P)dz_i(P)$ , $P \sim \infty^i$ ; $i = 0, \ldots, m$ ; single valued on $\mathcal{L}$ ; $\alpha = 1, \ldots, n_i$ . |
| $\phi_{wi}(P) := I_{wi}[W_q(P, Q)]$ | $\sim -d\lambda(P)$ , $P \sim \infty^i$ ; $i = 1, \ldots, m$ . single valued on $\mathcal{L}$ ; |
| $\phi_{wi^l}(P) := I_{wi^l}[W_q(P, Q)]$ | $\text{res}_{\infty^i} \phi_{wi^l} = 1$ ; $\text{res}_{\infty^0} \phi_{wi^l} = -1$ ; $i = 1, \ldots, m$ . single valued on $\mathcal{L}$ ; |
| $\phi_{r^k}(P) := I_{r^k}[W_q(P, Q)]$ | has no poles, $k = 1, \ldots, g$ . |
| $\phi_{s^k}(P) := I_{s^k}[W_q(P, Q)]$ | holomorphic differential on $\mathcal{L}$ . $k = 1, \ldots, g$ . |
Here \( z_i \) is the local parameter near \( \infty^i \) such that \( z_i^{-n_i-1} = \lambda \); \( n_i \) is the ramification index at \( \infty^i \); \( \phi(P^a) - \phi(P) \) and \( \phi(P^b) - \phi(P) \) denote the transformations of a differential \( \phi \) under analytic continuation along cycles \( a_j \) and \( b_j \), respectively.

The primary differentials satisfy the following normalization condition (\( \delta \) is the Kronecker symbol):

\[
\oint_{a_k} \phi_{L^A} + \sum_{n=1}^{g} (q^{-1})_{nk} \oint_{b_n} \phi_{L^A} = \delta_{L^A, s^h} .
\] (3.10)

Let \( \phi \) be one of the primary differentials. Then, the following metrics

\[
ds^2_{\phi} = \frac{1}{2} \sum_{i=1}^{L} \phi^2(P_i)(d\lambda_i)^2
\] (3.11)

belong to the family (2.28). Their diagonal entries \( g_{ii} = \phi^2(P_i)/2 \) satisfy the relation \( e(g_{ii}) = 0 \).

We shall denote the set of differentials by \( \{ \phi_{L^A} \} \), i.e. we assume that the index \( t^A \) belongs to the set of indices \( \{ t^v, v^i, \omega^i, s^k, s^k \} \).

Proof. According to the assumption made in the theorem, the cycles \( a_k \) and \( b_k \) intersect each other at the point \( P_0 \) such that \( \lambda(P_0) = 0 \). Therefore, as can be verified by a simple local calculation in a neighborhood of the point \( P_0 \), the order of integration can be changed in the integral \( \oint_{a_k} \oint_{b_k} \lambda(P)\Omega(P, Q) \). Similarly, one can prove that the following change of order of integration is valid:

\[
\oint_{a_k} I_{L^A}[W_q(P, Q)] = I_{L^A} \left[ \oint_{a_k} W_q(P, Q) \right] + \delta_{L^A, s^h} ;
\]

\[
\oint_{b_k} I_{L^A}[W_q(P, Q)] = I_{L^A} \left[ \oint_{b_k} W_q(P, Q) \right] .
\] (3.12)

Therefore, the normalization (2.8) of \( W_q(P, Q) \) implies the normalization (3.10) of the primary differentials.

Now we shall use the invariance of the bidifferential \( W \) under the biholomorphic map of coverings \( (\mathcal{L}, \lambda) \to (\mathcal{L}, \lambda + \delta) \) to prove that the unit vector field annihilates coefficients of the metrics (3.11). The action of the vector field \( e \) on \( \phi(P_j) \) is given by the derivative \( (d/d\delta)\phi^P(P_j(\delta))|_{\delta=0} \), where \( \phi^P \) and \( P^P \) are the corresponding objects on the covering \( (\mathcal{L}, \lambda + \delta) \). For the primary differential \( \phi_{t^v, w^i} \) we have:

\[
e(\phi_{t^v, w^i}(P_j)) = \frac{d}{d\delta} \bigg|_{\delta=0} \left\{ \phi^P_{t^v, w^i}(P_j) \right\} = \frac{d}{d\delta} \bigg|_{\delta=0} \left\{ \frac{1}{\alpha} \text{res}_{\infty}(\lambda(P) + \delta)^{\alpha} \right\}_n W_q(\delta, \delta) W_q(P_j(P_j))
\]

\[
= \frac{d}{d\delta} \bigg|_{\delta=0} \left\{ \frac{1}{\alpha} \text{res}_{\infty}(z_i^{-\alpha}(P) + \frac{\alpha}{n_i+1}(z_i(P))^{\alpha+n_i+1} \delta + O(\delta^2)) W_q(P_j(P_j)) \right\}
\]

\[
= \frac{1}{n_i+1}(z_i(P))^{-\alpha+n_i+1} W_q(P_j(P_j)),
\]

which is zero for \( \alpha = 1, \ldots, n_i + 1 \) (for \( \alpha = n_i + 1 \) this computation shows that \( e(\phi_{t^v, w^i}(P_j)) = 0 \)). For primary differentials \( \phi_{t^v, w^i} \) and \( \phi_{t^v, w^i} \) the relation \( e(\phi(P_j)) = 0 \) follows from the invariance of \( W_q(P, Q) \) and the path of integration under the map \( \lambda \to \lambda + \delta \). For \( \phi = \phi_{t^v, w^i} \) this relation easily follows from the vanishing of the combination of periods (2.8) for \( W_q(P, Q) \).

Thus, we have \( L \) (see the Riemann-Hurwitz formula (2.1)) Darboux-Egoroff metrics (3.11) which satisfy the requirements of the definition of a Frobenius manifold.

The next lemma shows that one uniquely specifies a holomorphic differential by fixing the values of combinations of its periods which appear in the right hand side in (3.10).
Lemma 1 Let \( \mathcal{L} \) be a Riemann surface and \( \mathbb{B} \) be its matrix of \( b \)-periods. Consider a constant symmetric nondegenerate matrix \( \mathbf{q} \) such that the sum \((\mathbb{B} + \mathbf{q})\) is also nondegenerate. Then a holomorphic differential \( \omega \) on the surface \( \mathcal{L} \) vanishes if for every \( k = 1, \ldots, g \)

\[
\oint_{a_k} \omega + \sum_{n=1}^{g} (\mathbf{q}^{-1})_{nk} \oint_{b_n} \omega = 0 .
\]

(3.13)

Proof. A holomorphic differential \( \omega \) can be represented as a linear combination of the holomorphic differentials \( \omega_k \) normalized by the condition \( \oint_{a_j} \omega_k = \delta_{jk} \). Then, the lemma can be proved by a simple calculation using the well-known fact that a holomorphic differential vanishes if all its \( a \)-periods vanish. \( \square \)

Proposition 2 Let \( w \) be a differential on the Riemann surface having only poles with a given singular part and (or) a given non-singlevaluedness of additive type along basic cycles. Then the differential \( w \) can be uniquely fixed by specifying the values of the combinations \( \oint_{a_k} w + \sum_{n=1}^{g} (\mathbf{q}^{-1})_{nk} \oint_{b_n} w \) of its periods for each \( k = 1, \ldots, g \), where the constant symmetric matrix \( \mathbf{q} \) is such that \( \det(\mathbb{B} + \mathbf{q}) \neq 0 \).

Proof. Suppose there exist two differentials with identical singularity structures of the type described in the proposition. Then, their difference is zero by virtue of Lemma 1. \( \square \)

3.3 Flat coordinates

For a flat metric there exists a set of flat coordinates. These are coordinates in which coefficients of the metric are constant. The Christoffel symbols in flat coordinates vanish and the covariant derivative \( \nabla_{\alpha \lambda} \) along the vector field in the direction of the flat coordinate \( t^\lambda \) coincides with the usual partial derivative \( \partial_{\lambda} \). Therefore, flat coordinates can be found from equations \( \nabla_x \nabla_y \bullet = 0 \) where \( x \) and \( y \) are arbitrary vector fields on the manifold. The next theorem shows that flat coordinates of the metric \( \text{ds}^2 \) can be found by applying the operations \( I_{t \lambda} \) to the primary differential \( \phi \) which defines the metric.

Theorem 5 The following functions form a set of flat coordinates of the metric \( \text{ds}^2_\phi \) (3.11):

\[
t^{i, \alpha} := -(n_i + 1) \quad I_{i, i+1-n_i-\alpha} [\phi] = \frac{n_i + 1}{\alpha - n_i - 1} \text{res} z^i_i \alpha - n_i - 1^{-1} \phi \quad i = 0, \ldots, m ; \alpha = 1, \ldots, n_i
\]

\[
v^i := -I_{w^i} [\phi] = -\text{v.p.} \int_{\alpha}^{\infty} \phi \quad i = 1, \ldots, m
\]

\[
w^i := -I_{w^i} [\phi] = -\text{res} \lambda \phi \quad i = 1, \ldots, m
\]

\[
r^k := I_{s^k} [\phi] = \frac{1}{2 \pi i} \oint_{b_k} \phi \quad k = 1, \ldots, g
\]

\[
s^k := I_{s^k} [\phi] = -\oint_{a_k} \lambda \phi - \sum_{n=1}^{g} (\mathbf{q}^{-1})_{kn} \oint_{b_n} \lambda \phi \quad k = 1, \ldots, g.
\]

As before, we denote the above functions by \( \{t^i, v^i, w^i, r^k, s^k\} \), i.e. we assume \( t^i \in \{t^{i, \alpha} ; v^i, w^i ; r^k, s^k\} \).

Proof. Let us verify that the functions \( \{t^i\} \) satisfy equations \( \nabla_x \nabla_y \bullet = 0 \) defining flat coordinates of the metric \( \text{ds}^2_\phi \). These equations can be rewritten for the basis vector fields \( x, y \in \{\partial_\lambda\} \) in canonical coordinates \( \{\lambda_k\} \) as follows:

\[
\partial_{\lambda_i} \partial_{\lambda_j} t = \sum_{k=1}^{L} \Gamma_{ij}^k \partial_{\lambda_k} t , \quad i, j = 1, \ldots, L ,
\]

(3.14)
where $\Gamma_{ij}^k$ denote the Christoffel symbols for the Levi-Civita connection of the metric $ds_\phi^2$.

The variational formulas (2.10) for $W_q(P, Q)$ imply the following expressions for derivatives of primary differentials:

$$\frac{\partial \phi_t^A(P)}{\partial \lambda_j} = \frac{1}{2} \phi_t^A(P_j)W_q(P, P_j) . \tag{3.15}$$

Using (3.15) we find the nonzero Christoffel symbols for the diagonal metric $ds_\phi^2$ in terms of the primary differential $\phi$:

$$\Gamma_{ik}^k = \beta_{ik} \frac{\phi(P_i)}{\phi(P_k)} = -\Gamma_{ii} \quad \text{for } k \neq i; \quad \text{and } \quad \Gamma_{kk}^k = - \sum_{j,j \neq k} \Gamma_{kj}^k .$$

To prove the last equality one uses the fact that the unit vector field annihilates coefficients of the metric $ds_\phi^2$ (3.11). Then, system (3.14) takes the form:

$$\partial_{\lambda_i} \omega_{\lambda_j} = \beta_{ij} \left( \frac{\phi(P_j)}{\phi(P_i)} \partial_{\lambda_i} \omega + \frac{\phi(P_i)}{\phi(P_j)} \partial_{\lambda_j} \omega \right), \quad i \neq j , \tag{3.16}$$

$$e(t) = \text{const} . \tag{3.17}$$

To show that the system (3.16)-(3.17) is equivalent to (3.14) we differentiate (3.17) with respect to $\lambda_j$ and use the expressions for Christoffel symbols in terms of the primary differential $\phi$.

A straightforward differentiation using (3.15) shows that the functions listed in the theorem satisfy (3.16). To prove that (3.17) holds for the functions $\{t^A\}$ we again consider the transformations $\{t^A_\delta\}$ of these functions under the map $\lambda \rightarrow \lambda + \delta$. Then, we find the action of the unit vector field on $\{t^A\}$ using the relation $e(t^A) = (d/d\delta)t^A|_{\delta=0}$ (see the proof of Theorem 4).

The constant in (3.17) can be found by the method described in the proof of Theorem 5; it is nonzero (equals $-1$) only if $t$ is the flat coordinate of the same type as the primary differential $\phi$ which defines the metric $ds_\phi^2$. Therefore we have the following corollary which shows again that the unit vector field is covariantly constant (F2).

**Corollary 1** The unit vector field $e$ (3.9) in the flat coordinates $\{t^A\}$ of the metric $ds_\phi^2$ defined by the primary differential $\phi = \phi_t^A_0$ has the form: $e = -\partial_{t^A_0}$.

Let us denote by $t^i$ the flat coordinate $t^A_0$ of the metric defined by the primary differential $\phi_t^A_0$ so that $e = -\partial_{t^i}$.

For each primary differential $\phi$ it is convenient to consider a multivalued differential $\Psi_\phi$ defined by:

$$\Psi_\phi(P) := \left( \text{v.p.} \int_{z_0}^P \phi \right) d\lambda , \tag{3.18}$$

where the principal value near $\infty^0$ is defined by omitting the divergent part as a function of the local parameter $z_0$. This differential

- is singular at the points $\infty^i$. The nonconstant coefficients in expansions near $\infty^i$ are given by the flat coordinates $\{t^A\}$ of the corresponding metric $ds_\phi^2$. For $i \neq 0$ we have

$$\Psi_\phi(P) = \text{singular part} \left( v^i(n_i + 1)z_i^{-n_i-1} + \sum_{a=1}^{n_i} t^{i\alpha}z_i^{-\alpha-1} + w^i(z_i^{-1} + O(1)) dz_i \right) . \tag{3.19}$$

The coordinates $t^{i\alpha}$ appear similarly in expansion in a neighbourhood of $\infty^0$.
• transforms as follows under analytic continuation along the cycles \( \{a_k; b_k\} \):

\[
\Psi_\phi(P^{a_k}) - \Psi_\phi(P) = -2\pi i \sum_{n=1}^{q} (q^{-1})_{kn} r^n d\lambda + \delta_{\phi,\phi_{nk}} d\lambda - 2\pi i (q^{-1})_{kk} \delta_{\phi,\phi_{kk}} d\lambda ,
\]

\[
(3.20)
\]

\[
\Psi_\phi(P^{b_k}) - \Psi_\phi(P) = 2\pi i r^k d\lambda + \delta_{\phi,\phi_{nk}} 2\pi i d\lambda .
\]

\[
(3.21)
\]

• is such that the combinations from \(3.10\) of its \(a\)- and \(b\)-periods are given by coordinates \(s^k\):

\[
\oint_{a_k} \Psi_\phi + \sum_{n=1}^{q} (q^{-1})_{kn} \oint_{b_n} \Psi_\phi = s^k .
\]

\[
(3.22)
\]

For each \(\phi\) the multivalued differential \(\Psi_\phi\) generates the set of primary differentials according to the following theorem.

**Theorem 6** Derivatives of the multivalued differential \(\Psi_\phi\) \((3.13)\) with respect to the flat coordinates \(t^A\) from Theorem 2 of the metric \(ds_\phi^2\) are given by the corresponding primary differentials:

\[
\frac{\partial \Psi_\phi}{\partial t^A} = \phi_{t^A}
\]

\[
(3.23)
\]

(we notice the independence of this derivative of the choice of a primary differential \(\phi\)).

**Proof.** Consider the differential \(\partial_{t^A} \Psi_\phi\). From formulas \(3.19\) - \(3.22\) we see that its properties (expansions near the points \(\infty^j\), transformations along the cycles \(\{a_k; b_k\}\) and the normalization \(3.10\)) coincide with analogous properties of the primary differential \(\phi_{t^A}\). Thus, the differentials \(\partial_{t^A} \Psi_\phi\) and \(\phi_{t^A}\) are equal by virtue of Proposition 2. □

**Corollary 2** The derivatives of canonical coordinates \(\{\lambda_j\}\) with respect to the flat coordinates \(\{t^A\}\) of the metric \(ds_\phi^2\) are given by

\[
\frac{\partial \lambda_j}{\partial t^A} = -\frac{\phi_{t^A}(P_j)}{\phi(P_j)} .
\]

\[
(3.24)
\]

**Proof.** We shall use the reciprocity identity \(\partial_\alpha (fg)_{g=\text{const}} = -\partial_\alpha (gf)_{f=\text{const}}\). It holds for two functions \(f\) and \(g\) which can be locally expressed as functions of each other and some parameters \(\{p_n\}\), i.e. \(f = f(g; p_1, \ldots, p_n)\) and \(g = g(f; p_1, \ldots, p_n)\); where \(\partial_\alpha\) stands for a derivative with respect to the parameter \(p_\alpha\). The reciprocity identity can be proven by differentiation of the identity \(f(g(f; p); p) \equiv f\) with respect to \(p_\alpha\), i.e. \(\partial_\alpha gdf/dg + \partial_\alpha f = 0\). For \(f(P) = \int_{\infty^0}^{P} \phi\) and \(g(P) = \lambda(P)\) we have

\[
(\partial_{t^A} \int_{\infty^0}^{P} \phi) d\lambda = - (\partial_{t^A} \lambda(P)) \phi(P) .
\]

\[
(3.25)
\]

Using \(3.23\) and \(\lambda'(P_j) = 0\) we evaluate \(3.25\) at the critical points \(P = P_j\) to obtain \(3.24\). □

### 3.4 Prepotential of Frobenius structures

To complete the construction of Frobenius manifolds we need to show that requirement \(F3\) holds. This can be done by constructing a prepotential, i.e. a function \(F\) of flat coordinates \(\{t^A\}\) of the corresponding metric \(ds_\phi\) such that

\[
\frac{\partial^3 F_\phi}{\partial_{t^A} \partial_{t^B} \partial_{t^C}} = c(\partial_{t^A}, \partial_{t^B}, \partial_{t^C}) = ds_\phi^2(\partial_{t^A} \cdot \partial_{t^B}, \partial_{t^C}) .
\]

\[
(3.26)
\]
First, we need to define a pairing of differentials. Let $\omega^{(1)}$ and $\omega^{(2)}$ be two differentials on the surface $\mathcal{L}$ holomorphic outside of the points $\infty^0, \ldots, \infty^m$ with the following behaviour at $\infty^i$:

$$\omega^{(i)} = \sum_{n=\infty^{-n(i)}}^{\infty} c_{n,i}^{(a)} z_i^i dz_i + \frac{1}{n_i+1} d \left( \sum_{n>0} r_{n,i}^{(a)} \lambda^n \log \lambda \right), \quad P \sim \infty^i, \quad (3.27)$$

where $n^{(a)} \in \mathbb{Z}$ and $c_{n,i}^{(a)}$, $r_{n,i}^{(a)}$ are some coefficients; $z_i = z_i(P)$ is a local parameter near $\infty^i$. Denote also for $k = 1, \ldots, g$ the coefficients $A_k^{(a)}$ to be

$$A_k^{(a)} := \oint_{a_k} \omega^{(a)} + \sum_{n=1}^{g} (q^{-1})_{kn} \oint_{b_n} \omega^{(a)}. \quad (3.28)$$

Again for $k = 1, \ldots, g$, denote the transformations of differentials under analytic continuation along the cycles $\{a_k; b_k\}$ of the Riemann surface by:

$$d_{f_k}^{(a)}(\lambda(P)) := \omega^{(a)}(P^{f_k}) - \omega^{(a)}(P), \quad p_k^{(a)}(\lambda) = \sum_{s>0} p_{sk}^{(a)} \lambda^s, \quad (3.29)$$

$$d_{q_k}^{(a)}(\lambda(P)) := \omega^{(a)}(P^{q_k}) - \omega^{(a)}(P), \quad q_k^{(a)}(\lambda) = \sum_{s>0} q_{sk}^{(a)} \lambda^s. \quad (3.30)$$

Note that the coefficients defined by (3.27) - (3.30) for the primary differentials do not depend on coordinates $\{t^A\}$ in contrast to the analogous coefficients for the differential $\Psi_{\phi}$.

**Definition 4** Let $\omega^{(a)}$ and $\omega^{(b)}$ be differentials which do not have singularities other than those described by (3.27)-(3.30). The pairing $F[\ , \ ]$ of such differentials is defined by:

$$F[\omega^{(a)}, \omega^{(b)}] := \sum_{i=0}^{m} \left( \sum_{n>0} \frac{c_{n,i}^{(a)} - c_{n,i}^{(b)}}{n + 1} + c_{-1,i}^{(a)} - c_{-1,i}^{(b)} \right) \int_{P_0}^{\infty} \omega^{(b)} - v.p. \int_{P_0}^{\infty} \sum_{n>0} r_{n,i}^{(a)} \lambda^n \omega^{(b)} \right) \right) \right)$$

$$+ \frac{1}{2\pi i} \sum_{k=1}^{g} \left( - \oint_{a_k} q_k^{(a)}(\lambda) \omega^{(b)} + \oint_{b_k} p_k^{(a)}(\lambda) \omega^{(b)} + A_k^{(a)} \oint_{b_k} \omega^{(b)} \right), \quad (3.31)$$

where $P_0$ is a point on the surface such that $\lambda(P_0) = 0$.

Note that the pairing is defined so that the following holds:

$$F[\phi_{t^A}, \omega^{(b)}] = I_{t^A}[\omega^{(b)}] \quad \text{and} \quad F[\Psi_{\phi}, \phi_{t^A}] = I_{t^A}[\Psi_{\phi}]. \quad (3.32)$$

Here $\omega^{(b)}$ is any differential for which the pairing is defined.

The last relation can be checked by a straightforward computation using (3.12) and Proposition 2. Now it is easy to prove the next theorem.

**Theorem 7** Let us choose one of the primary differentials $\phi$ given by Theorem 4 and build the multivalued differential $\Psi_{\phi}$ (3.18). The following function gives a prepotential of the Frobenius structure defined by the metric $ds^2_{\phi}$, multiplication (3.22) and the Euler field (3.7) on the Hurwitz space $\widehat{M}_{g,n_0,\ldots,n_m}$ outside the divisor $D_q$ (2.2):

$$F_{\phi} = \frac{1}{2} F[\Psi_{\phi}, \Psi_{\phi}]. \quad (3.33)$$

The second derivatives of the prepotential $F_{\phi}$ with respect to flat coordinates are given by the pairing of the corresponding primary differentials:

$$\partial_{t^A} \partial_{t^B} F_{\phi} = F[\phi_{t^A}, \phi_{t^B}]. \quad (3.34)$$
Proof. Differentiating the function $F_\phi$ (3.33) using (3.32) we obtain:

$$\partial_A F_\phi = \frac{1}{2} F[\phi_A, \Psi_\phi] + \frac{1}{2} F[\Psi_\phi, \phi_A] = F[\phi_A, \Psi_\phi].$$

(3.35)

Since the coefficients defined by (3.27) - (3.30) for a primary differential do not depend on coordinates, the differentiation of both sides in (3.35) gives (3.34). To find the third order derivatives of the function $F_\phi$ let us write the vector $\partial_A$ (using Corollary 2) in the form:

$$\partial_A = - \sum_{i=1}^{L} \frac{\phi_A(P_i)}{\phi(P_i)} \partial_{\lambda_i}. \quad (3.36)$$

A straightforward computation using (3.31), (3.36) and the expression (3.15) for derivatives of primary differentials with respect to canonical coordinates shows that the third derivatives coincide with the tensor $c$:

$$\frac{\partial^3 F_\phi(t)}{\partial_A \partial_B \partial_C} = c(\partial_A, \partial_B, \partial_C) = - \frac{1}{2} \sum_{i=1}^{L} \frac{\phi_A(P_i)\phi_B(P_i)\phi_C(P_i)}{\phi(P_i)}. \quad (3.37)$$

The prepotential $F_\phi$ satisfies the WDVV system (1.11) with respect to the flat coordinates $\{t_A\}$. Corollary 1 implies that $\partial^3_{t_A t_B t_C}(F_\phi) = - ds^2_\phi(\partial_A, \partial_B, \partial_C)$. Therefore, the matrix $F_1$ (2.12) is constant since metric coefficients are constant in flat coordinates of the metric.

Let us denote by $\tilde{M}^\phi$ the Frobenius structure on the Hurwitz space $\tilde{M}$ defined by the metric $ds^2_\phi$, where $\phi$ is one of the primary differentials from Theorem 4.

Theorem 8 Consider the flat metric $ds^2_\phi$ given by (3.31). The nonvanishing matrix entries of this metric in the flat coordinates given by Theorem 4 are the following:

$$ds^2_\phi(\partial_i, \partial_j) = \frac{1}{n_i + 1} \delta_{ij} \cdot \delta_{\alpha + \beta, n_i + 1}; \quad ds^2_\phi(\partial_i, \partial_{\omega}) = \delta_{ij}; \quad ds^2_\phi(\partial_{\nu}, \partial_{\omega}) = - \delta_{\nu \omega}. \quad (3.38)$$

Proof. The proof is given in [3], p. 163 (see also [14]): it uses the relation $ds^2_\phi(\partial_A, \partial_B) = e(F[\phi_A, \phi_B])$ and the representation of the unit vector field $e$ via the action of the map $(L, \lambda) \rightarrow (L, \lambda + \delta)$ as in Proposition 1. □

The existence of the Euler vector field $E$ provides the quasihomogeneity (1.3) for the prepotential. Coefficients $\nu_A$ of quasihomogeneity coincide with those of the Frobenius structures in [3] (see also [14]); these coefficients are the coefficients of the Euler vector field written in the flat coordinates: $E = \sum_A \nu_A t_A \partial_A$. They can be found by computing the action of $E$ on the flat coordinates $\{t_A\}$ as in (3.9). The charges $\nu$ of the constructed Frobenius manifolds can be computed from (3.9); they are given by $\nu = 1 - 2\alpha/(n_i + 1)$ for $\phi = \phi_{\nu, \alpha}$; $\nu = -1$ for $\phi = \phi_{\nu, \omega}$ and $\phi = \phi_{\nu, k}$; $\nu = 1$ for $\phi = \phi_{\omega, \omega}$ and $\phi = \phi_{\nu, k}$. A linear combination of the differentials corresponding to the same charge $\nu$ can be taken as a new primary differential for which a Frobenius structure can be built in the described way.

4 Real doubles of the deformed Frobenius structures

Here we shall construct real doubles of the deformed semisimple Hurwitz Frobenius structures found in Section 3. We use ideas of the work [14] where the real doubles were found for the non-deformed Hurwitz Frobenius structures of [3]. The construction of [14] is based on the properties.
of the Schiffer and Bergman kernels $\Omega(P,Q)$ and $B(P,Q)$ given by (2.11), (2.12). Analogous structures for the deformations of Frobenius manifolds are obtained using the “deformed” kernels $\Omega$ and $B$, i.e. the bidifferentials $\Omega_q(P,Q)$ and $B_q(P,\bar{Q})$ (2.13), (2.19). Here we simply state main theorems; an essential part of the proofs can be found in [13] and Section 8.

In this section we consider the Hurwitz space $\tilde{M}_{g;n_0,...,n_m}$ as a space with local coordinates $\{\lambda_1, \ldots, \lambda_L; \bar{\lambda}_1, \ldots, \bar{\lambda}_L\}$. We shall denote it by $\tilde{M}_{g;n_0,...,n_m}^\text{real}$. The multiplication in the tangent space is again defined by $\partial_{\lambda_i} \cdot \partial_{\lambda_j} := \delta_{ij} \partial_{\lambda_j}$. The indices $i$ and $j$ range now in the set $\{1, \ldots, L; 1, \ldots, \bar{L}\}$ and we define $\bar{\lambda}_i := \lambda_\bar{i}$. This algebra obviously does not have nilpotents. The Euler vector field has the standard form: $E := \sum_{i=1}^L \left( \lambda_i \partial_{\lambda_i} + \bar{\lambda}_i \partial_{\bar{\lambda}_i} \right)$.

Let us fix a point $P_0$ on the surface $\mathcal{L}$ such that $\lambda(P_0) = 0$, and let all basis cycles $\{a_k, b_k\}_{k=1}^g$ start at this point. Let us fix a constant symmetric nondegenerate matrix $q$ such that the matrix $\mathbb{B}^0 + q$ is invertible (see (2.20)). Denote by $f_{(1,0)}$ and $f_{(0,1)}$ the holomorphic and antiholomorphic parts of a differential $f$ which can be represented in the form $f = f_{(1,0)} + f_{(0,1)}$. We say that a differential is of the $(1,0)$-type if in a local coordinate $z$ it has the form $f_{(1,0)} = f_1(z) dz$, and a differential is of the $(0,1)$-type if in a local coordinate it has the form $f_{(0,1)} = f_2(\bar{z}) d\bar{z}$.

Consider the following set of operations. Let $\text{res}$ stand for the coefficient in front of $z_i^{-\alpha}$ defined by $z_i^{-\alpha} \cdot f_{(1,0)}(Q) = \lambda(Q) f_{(1,0)}(Q)$.

For $i = 0, \ldots, m$; $\alpha = 1, \ldots, n_i$ we define:

1. $I_{t^{\alpha}}[f(Q)] := \frac{1}{\alpha} \text{res}_{z_i^{-\alpha}}(Q) f_{(1,0)}(Q)$

2. $I_{\bar{t}^{\alpha}}[f(Q)] := \frac{1}{\alpha} \text{res}_{z_i^{-\alpha}}(Q) f_{(0,1)}(Q)$

For $i = 1, \ldots, m$ we define:

3. $I_{\omega^{\alpha}}[f(Q)] := \text{res}_{\infty_i}(Q) f_{(1,0)}(Q)$

4. $I_{\bar{\omega}^{\alpha}}[f(Q)] := \text{res}_{\infty_i}(Q) f_{(0,1)}(Q)$

5. $I_{\omega^{\alpha}}[f(Q)] := \text{v.p.} \int_{\infty_0}^{\infty_i} f_{(1,0)}(Q)$

6. $I_{\bar{\omega}^{\alpha}}[f(Q)] := \text{v.p.} \int_{\infty_0}^{\infty_i} f_{(0,1)}(Q)$

As before, the principal value near infinity is defined by omitting the divergent part of an integral as a function of the corresponding local parameter.

For $k = 1, \ldots, g$ we define:

7. $I_{v^k}[f(Q)] := - \int_{a_k} \lambda(Q) f_{(1,0)}(Q) - \int_{a_k} \bar{\lambda}(Q) f_{(0,1)}(Q) - \sum_{j=1}^L (q^{-1})_{kj} \int_{b_j} \lambda(Q) f_{(1,0)}(Q)$

8. $I_{\bar{v}^k}[f(Q)] := \int_{b_k} \lambda(Q) f_{(1,0)}(Q) + \int_{b_k} \bar{\lambda}(Q) f_{(0,1)}(Q)$

9. $I_{\nu^k}[f(Q)] := \frac{1}{2\pi i} \int_{b_k} f_{(1,0)}(Q)$

10. $I_{\bar{v}^k}[f(Q)] := - \frac{1}{2\pi i} \int_{a_k} f_{(1,0)}(Q) - \frac{1}{2\pi i} \sum_{j=1}^L (q^{-1})_{kj} \int_{b_j} f_{(1,0)}(Q)$.

Let us denote the set of operations by $\{I_{\xi}^A\}$, i.e. assume the index $\xi^A$ to belong to the set $\{t^{\alpha}, \bar{t}^{\alpha}; v^i, \bar{v}^i, w^j, w^i; r^k, u^k, s^k, t^k\}$. Here we use $\xi^A$ as a formal index; later by $\xi^A$ we shall denote a flat coordinate on the Frobenius manifold.
The operations $I_{\xi A}$ define primary differentials $\Phi_{\xi A}$ as follows.

$$
\Phi_{\xi A}(P) := I_{\xi A} \left[ \Omega_q(P,Q) + B_q(P,Q) \right] \quad \text{for } \xi^A \notin \{r^k, u^k\};$
$$
\Phi_{\xi A}(P) := I_{\xi A} \left[ 2\text{Re} \left\{ \Omega_q(P,Q) + B_q(P,Q) \right\} \right] \quad \text{for } \xi^A \in \{r^k, u^k\}. \quad (4.1)
$$

Variational formulas \((2.23)\) imply the dependence of primary differentials \((4.1)\) on canonical coordinates:

$$
\frac{\partial \Phi_{\xi A}(P)}{\partial \lambda_k} = \frac{1}{2} \Phi_{\xi A(1,0)}(P_k) \left( \Omega_q(P, P_k) + B_q(P, P_k) \right); \quad \frac{\partial \Phi_{\xi A}(P)}{\partial \lambda_k} = \frac{1}{2} \Phi_{\xi A(0,1)}(P_k) \left( B_q(P, P_k) + \Omega_q(P_k, P) \right). \quad (4.2)
$$

Here $\Phi_{\xi A(1,0)}$ and $\Phi_{\xi A(0,1)}$ are holomorphic and antiholomorphic parts of the differential $\Phi_{\xi A}$, respectively. Relations \((2.22)\) for the periods of bidifferentials $\Omega_q$ and $B_q$ imply similar relations on periods of differentials $\Phi_{\xi A}$ ($\delta$ is the Kronecker symbol):

$$
\oint_{a^k} \Phi_{\xi A} + \sum_{j=1}^g (q^{-1})_{kj} \oint_{b_j} \Phi_{\xi A(1,0)} = \delta_{\xi^A, a^k} \quad \text{and} \quad \oint_{b_k} \Phi_{\xi A} = \delta_{\xi^A, b^k}. \quad (4.3)
$$

To prove relations \((4.3)\) we integrate both sides of equalities \((4.1)\) over $a$- and $b$-cycles. Due to the choice of the point $P_0$, one can interchange integration and the operations $I_{\xi A}$ according to the rule \((6.12)\) (note that $W_q(P, Q)$ and the sum $\Omega_q(P, Q) + B_q(P, Q)$ have the same singularity structure).

The primary differentials $\{\Phi_{\xi A}\}$ \((4.1)\) are alternatively specified as follows. They are differentials of the form $\Phi_{\xi A} = \Phi_{\xi A(1,0)} + \Phi_{\xi A(0,1)}$ which are normalized by relations \((4.3)\) and possess the following properties (for proof see Theorem 2 of \[14\]):

1. $\Phi_{t^i, a}(P) \sim (z_i^{-a-1} + O(1))dz_i + O(1)d\bar{z}_i, \ P \sim \infty^i ; \ \Phi_{t^i, a}$ is single valued on $L$.
2. $\Phi_{\bar{t}^i, a}(P) = \Phi_{t^i, a}(P)$.
3. $\Phi_{\bar{w}^i}(P) \sim -d\lambda + O(1) (dz_i + d\bar{z}_i) , \ P \sim \infty^i ; \ \Phi_{\bar{w}^i}$ is single valued on $L$.
4. $\Phi_{w^i}(P) = \Phi_{\bar{w}^i}(P)$.
5. $\Phi_{w^i}(P) : \ \text{res} \Phi_{w^i} = 1 ; \ \text{res} \Phi_{\bar{w}^i} = -1. \ \Phi_{w^i}$ is single valued on $L$.
6. $\Phi_{\bar{w}^i}(P) = \Phi_{w^i}(P)$.
7. $\Phi_{r^k}(P)$ has no poles;
   $\Phi_{r^k}(P^{bij}) - \Phi_{r^k}(P) = 2\pi i \delta_{kj}(d\lambda - d\bar{\lambda})$;
   $\Phi_{r^k}(P^{a}) - \Phi_{r^k}(P) = -2\pi i (q^{-1})_{kj} d\lambda$.
8. $\Phi_{u^k}(P)$ has no poles;
   $\Phi_{u^k}(P^{bij}) - \Phi_{u^k}(P) = 2\pi i \delta_{kj}(d\lambda - d\bar{\lambda})$.
9. $\Phi_{s^k}(P)$ single valued on $L$ and has no poles.
10. $\Phi_{t^k}(P)$ single valued on $L$ and has no poles.

Here, as before, $\lambda = \lambda(P)$, and $z_i = z_i(P)$ is the local parameter at $P \sim \infty^i$ such that $\lambda = z_i^{-n_i-1}$. The indices $i$, $k$ and $i; a$ take values specified in the definition of operations $I_{\xi A}$.

The next theorem gives the Darboux-Egoroff metrics which satisfy requirements $F2$ and $F4$ (for proof see \[3.9\], Theorem \[14\] and \[14\] Propositions 7 and 9).
Theorem 9 \textit{The metrics of the form}

\begin{equation}
\text{ds}_\Psi^2 = \frac{1}{2} \sum_{i=1}^{L} \Phi_i^{2}(P_i)(d\lambda_i)^2 + \frac{1}{2} \sum_{i=1}^{L} \Phi_{(0,1)}^{2}(P_i)(d\bar{\lambda}_i)^2,
\end{equation}

\textit{belong to the family (2.33), (2.34) of Darboux-Egoroff metrics. Here }\Phi_{(1,0)} \text{ and } \Phi_{(0,1)} \text{ are respectively the holomorphic and antiholomorphic parts of one of the primary differentials: } \Phi(P) = \Phi_{(1,0)}(P) + \Phi_{(0,1)}(P). \text{ The metric coefficients satisfy } e(\Phi_{1,0}^2(P_i)) = 0, \text{ } e(\Phi_{0,1}^2(P_i)) = 0 \text{ and } E(\Phi_{(1,0)}^2(P_i)) = -\nu \Phi_{(1,0)}^2(P_i), \text{ } E(\Phi_{(0,1)}^2(P_i)) = -\nu \Phi_{(0,1)}^2(P_i) \text{ for some constant } \nu.\end{equation}

A set of flat coordinates \( \{\xi^a\} := \{t^{i;\alpha}, t^{i;\bar{\alpha}}; v^1, v^2, w^1, w^2; r^k, u^k, s^k, t^k\} \) (see Section 3.3) of the metrics \( \text{ds}_\Psi^2 \) is given by operations \( \text{I} \Phi_{\xi^a} \) applied to the primary differential \( \Phi \) which defines the metric (see Theorem 9 and [14] Theorem 7). Namely, the flat coordinates of \( \text{ds}_\Psi^2 \) are given by:

for \( i = 0, \ldots, m; \alpha = 1, \ldots, n_i \) : \( t^{i;\alpha} := -(n_i+1)L_{1;1+n_i-\alpha}[\Phi] \); \( t^{i;\bar{\alpha}} := -(n_i+1)L_{1;1+n_i-\alpha}[\Phi] \);

for \( i = 1, \ldots, m \) : \( v^i := -I_{w^i}[\Phi] \); \( v^\bar{i} := -I_{w^\bar{i}}[\Phi] \);

for \( k = 1, \ldots, g \) : \( r^k := I_{s^k}[\Phi] \); \( u^k := -I_{u^k}[\Phi] \); \( s^k := I_{r^k}[\Phi] \); \( t^k := -I_{t^k}[\Phi] \).

As before, the unit vector field \( e \) is a vector field in the direction of the flat coordinate which has the same type as the differential defining the metric. Namely, in the flat coordinates of the metric \( \text{ds}_\Psi^2 \) with \( \Phi = \Phi_{\xi^a} \), the unit field is given by \( e = -\partial_{\xi^1} \). We shall denote this coordinate by \( \xi^1 \) so that \( e = -\partial_{\xi^1} \).

Lemma 2 \textit{In the Hurwitz space outside the submanifold }\mathcal{D}_q^\Omega\textit{ defined by (2.20), the derivatives of canonical coordinates }\{\lambda_i; \bar{\lambda}_i\}\textit{ with respect to flat coordinates }\{\xi^a\}\textit{ of the metric }\text{ds}_\Psi^2\textit{ are given by}

\begin{equation}
\frac{\partial \lambda_i}{\partial \xi^a} = -\frac{\Phi_{\lambda}(\xi^a)}{\Phi_{(1,0)}(P_i)} \text{, } \frac{\partial \bar{\lambda}_i}{\partial \xi^a} = -\frac{\Phi_{\lambda}(\xi^a)}{\Phi_{(0,1)}(P_i)} \text{,}
\end{equation}

\textit{where }\Phi(P)\textit{ is the primary differential which defines the metric.}

The proof of this lemma repeats the proof of Lemma 4 in [14].

The analog of the multivalued differential \( \text{B.18} \) in the construction of real doubles is

\begin{equation}
\Psi_{\Phi}(P) = \left(\text{v.p. } \int_{\infty^0}^{P} \Phi_{(1,0)} \right) d\lambda + \left(\text{v.p. } \int_{\infty^0}^{P} \Phi_{(0,1)} \right) d\bar{\lambda}.
\end{equation}

The multivalued differential \( \Psi_{\Phi} \) again generates the set of primary differentials \( \Phi_{\xi^a} \) according to the relation \( \partial_{\xi^a} \Psi_{\Phi} = \Phi_{\xi^a} \).

A prepotential of the Frobenius structure can be found with the help of the pairing of differentials which we shall define now.

Let \( \omega^{(\alpha)}(P), \alpha = 1, 2 \ldots \) be a differential on \( L \) which can be written as a sum of holomorphic and antiholomorphic differentials, \( \omega^{(\alpha)} = \omega^{(\alpha)}_{(1,0)} + \omega^{(\alpha)}_{(0,1)} \), which are analytic outside of infinities and have the following behaviour at \( P \sim \infty^i \) \( \left( z_i = z_i(P) \right) \) is a local parameter at \( P \sim \infty^i \) such
that \( z_i^{-n_i-1} = \lambda \): 

\[
\omega_{(1,0)}^{(a)}(P) = \sum_{n=-n_1^{(a)}}^{\infty} c_{n,i}^{(a)} z_i^n d z_i + \frac{1}{n_i + 1} d \left( \sum_{n>0} r_{n,i}^{(a)} \lambda^n \log \lambda \right), \\
\omega_{(0,1)}^{(a)}(P) = \sum_{n=-n_2^{(a)}}^{\infty} c_{n,i}^{(a)} \bar{z}_i^n d \bar{z}_i + \frac{1}{n_i + 1} d \left( \sum_{n>0} r_{n,i}^{(a)} \lambda^n \log \lambda \right),
\]

(4.6)

where \( n_1^{(a)}, n_2^{(a)} \in \mathbb{Z} \); and \( c_{n,i}^{(a)} \), \( r_{n,i}^{(a)} \), \( \bar{c}_{n,i}^{(a)} \), \( \bar{r}_{n,i}^{(a)} \) are some complex numbers. Denote also for \( k = 1, \ldots, g \) the combinations of periods:

\[
A_k^{(a)} := \oint_{a_k} \omega^{(a)} + \sum_{j=1}^{g} (q^{-1})_{kj} \oint_{b_j} \omega^{(a)(1,0)}, \quad B_k^{(a)} := \oint_{b_k} \omega^{(a)}; \quad (4.7)
\]

and the transformations along basis cycles:

\[
d_p^{(a)}(\lambda(P)) := \omega^{(a)(1,0)}(p^{a_k}) - \omega^{(a)(1,0)}(P), \quad p_k^{(a)}(\lambda) = \sum_{s>0} p_{s,k}^{(a)} \lambda^s, \\
d_p^{(a)}(\bar{\lambda}(P)) := \omega^{(a)(0,1)}(p^{a_k}) - \omega^{(a)(0,1)}(P), \quad p_k^{(a)}(\bar{\lambda}) = \sum_{s>0} p_{s,k}^{(a)} \bar{\lambda}^s, \\
d_q^{(a)}(\lambda(P)) := \omega^{(a)(1,0)}(q^{b_k}) - \omega^{(a)(1,0)}(P), \quad q_k^{(a)}(\lambda) = \sum_{s>0} q_{s,k}^{(a)} \lambda^s, \\
d_q^{(a)}(\bar{\lambda}(P)) := \omega^{(a)(0,1)}(q^{b_k}) - \omega^{(a)(0,1)}(P), \quad q_k^{(a)}(\bar{\lambda}) = \sum_{s>0} q_{s,k}^{(a)} \bar{\lambda}^s.
\]

(4.8)

Note that if the differential \( \omega^{(a)} \) is one of the primary differentials \( \Phi_{\xi^A} \), the coefficients defined by (4.6) - (4.8) do not depend on coordinates \( \{\xi^A\} \).

**Definition 5** For any two differentials \( \omega^{(a)} \) and \( \omega^{(b)} \) which can be represented as a sum of holomorphic and antiholomorphic differentials, \( \omega^{(a)} = \omega^{(a)(1,0)} + \omega^{(a)(0,1)} \), and have only singularities of the type (4.6), (4.8), the pairing \( \mathcal{F}[\ , \ ] \) is defined by:

\[
\mathcal{F}[\omega^{(a)}, \omega^{(b)}] := \sum_{i=0}^{m} \left( \sum_{n\geq 0} \frac{c_{0,i}^{(a)}}{n+1} \omega^{(b)(1,0)} - v.p. \int_{P_0}^{\infty} \omega^{(b)(1,0)} - v.p. \int_{P_0}^{\infty} \sum_{n>0} r_{n,i}^{(a)} \lambda^n \omega^{(b)(1,0)} \right) \\
+ \sum_{n\geq 0} \frac{c_{-n,i}^{(a)}}{n+1} \omega^{(b)(0,1)} - v.p. \int_{P_0}^{\infty} \omega^{(b)(0,1)} - v.p. \int_{P_0}^{\infty} \sum_{n>0} r_{n,i}^{(a)} \bar{\lambda}^n \omega^{(b)(0,1)} \right) \\
+ \frac{1}{2\pi i} \sum_{k=1}^{g} \left( \oint_{a_k} q_k^{(a)}(\lambda) \omega^{(b)(1,0)} + \oint_{a_k} q_k^{(a)}(\bar{\lambda}) \omega^{(b)(0,1)} + \oint_{b_k} p_k^{(a)}(\lambda) \omega^{(b)(1,0)} \\
- \oint_{b_k} p_k^{(a)}(\bar{\lambda}) \omega^{(b)(0,1)} + A_k^{(a)} \oint_{b_k} \omega^{(b)(1,0)} - B_k^{(a)} \left( \oint_{a_k} \omega^{(b)(1,0)} + \sum_{j=1}^{g} (q^{-1})_{kj} \oint_{b_j} \omega^{(b)(1,0)} \right) \right).
\]

(4.9)

As before, \( P_0 \) is a point on \( \mathcal{L} \) such that \( \lambda(P_0) = 0 \), and the cycles \( \{a_k, b_k\} \) all pass through \( P_0 \).

The next theorem gives a prepotential of the Frobenius manifold, i.e. a function of flat coordinates \( \{\xi^A\} \) which satisfies the WDVV system.
Theorem 10 For each primary differential $\Phi$ consider the differential $\Psi_\Phi(P)$ (4.5), multivalued on the surface $\mathcal{L}$. Consider the Frobenius structure defined by the metric $ds_\Psi^2 (4.4)$, multiplication law $\partial_{\lambda_i} \cdot \partial_{\lambda_j} = \delta_{ij} \partial_{\lambda_j}$; $i, j \in \{1, \ldots, L; \bar{1}, \ldots, \bar{L}\}$, $\lambda_i := \lambda_{\bar{i}}$, and the Euler vector field $E = \sum_{i=1}^L \left( \lambda_i \partial_{\lambda_i} + \lambda_{\bar{i}} \partial_{\lambda_{\bar{i}}} \right)$. This Frobenius structure is defined on the manifold $\mathcal{M}_{g;n_0,\ldots,n_m}$ of codimension one given by the equation $\det (\mathcal{B}^q + \mathcal{Q}) = 0$. The prepotential $F_\Phi$ for this Frobenius manifold is given by the pairing (4.4) of the differential $\Psi_\Phi$ with itself:

$$F_\Phi = \frac{1}{2} \mathcal{F}[\Psi_\Phi, \Psi_\Phi]. \quad (4.10)$$

The second order derivatives of the prepotential are given by:

$$\partial_{\xi_A} \partial_{\xi_B} F_\Phi = \mathcal{F}[\Phi_{\xi_A}, \Phi_{\xi_B}] - \frac{1}{4\pi^2} \delta_{\xi_A, \xi_B} \delta_{\xi_B, \xi_k} \delta_{\xi_k, \xi_k} + \frac{1}{4\pi^2} \delta_{\xi_A, \xi_k} \delta_{\xi_B, \xi_k}. \quad (4.11)$$

Two last terms in (4.11) do not vanish only for the primary differentials $\Phi_{\xi_k}$ and $\Phi_{\xi_k}$ when the pairing $\mathcal{F}$ is not commutative. The third order derivatives coincide with the tensor $c : \partial_{\xi_A} \partial_{\xi_B} \partial_{\xi_C} F_\Phi = c(\partial_{\xi_A}, \partial_{\xi_B}, \partial_{\xi_C}) := ds_\Psi^2 (\partial_{\xi_A} \cdot \partial_{\xi_B}, \partial_{\xi_C}).$

The proof of this theorem is analogous to proofs of Theorem 7 and [13], Theorem 11.

The quasihomogeneity factors $\nu_A$ (1.3) for the constructed deformations of real doubles of Frobenius manifolds coincide with those for the undeformed real doubles ([13], Proposition 11).

Let us denote the constructed deformations of real doubles of Frobenius structures by $\mathcal{M}_{g;n_0,\ldots,n_m}^{\text{real}}, \mathcal{Q}$. The charges $\nu$ (see Definition 2) of the manifolds $\mathcal{M}_{g;n_0,\ldots,n_m}^{\text{real}}, \mathcal{Q}$ are as follows: if one chooses $\Phi := \Phi_{\mu,\alpha}$ or $\Phi := \Phi_{\mu,\bar{\beta}}$ the charge is $\nu = 1 - 2\alpha/(n_1 + 1)$; for $\Phi := \Phi_{\mu,\nu}, \Phi := \Phi_{\mu,\bar{\nu}}, \Phi := \Phi_{\bar{\nu},\bar{\nu}}, \Phi := \Phi_{\bar{\nu},\nu}$ or $\Phi := \Phi_{\bar{\nu},\bar{\nu}}$ the charge is $\nu = -1$; for $\Phi := \Phi_{\omega,\nu}, \Phi := \Phi_{\omega,\bar{\nu}}, \Phi := \Phi_{\bar{\nu},\bar{\nu}}$ or $\Phi := \Phi_{\bar{\nu},\nu}$ the charge is $\nu = 1$.

5 G-function of the deformed Frobenius manifolds

The $G$-function is a solution to the Getzler system introduced in [6]. The system is defined on an arbitrary semisimple Frobenius manifold. It was shown in [6] that the Getzler system has a unique quasihomogeneous solution and that this solution has the form:

$$G = \log \frac{\tau_1}{J^{1/24}}. \quad (5.1)$$

Here $J$ is the Jacobian of transformation from canonical to the flat coordinates, $J = \det (\partial_{\lambda_i} \mathcal{F})$; and $\tau_1$ is the isomonodromic tau-function of the $L$-dimensional Frobenius manifold defined by

$$\frac{\partial \log \tau_1}{\partial \lambda_i} = \frac{1}{2} \sum_{j \neq i, j = 1}^L \beta_{ij}^2 (\lambda_i - \lambda_j), \quad i = 1, \ldots, L. \quad (5.2)$$

The $G$-function (5.1) of Dubrovin’s Hurwitz Frobenius manifolds [3] for the space of two-fold genus one coverings was computed in [6]. In [10] the $G$-function was computed for an arbitrary Hurwitz Frobenius manifold of [3]. As it was proven in [11], the isomonodromic tau-function $\tau_1$ for Hurwitz Frobenius manifolds can be expressed in terms of the so-called Bergman tau-function $\tau_W$ on Hurwitz spaces: $\tau_W = \tau_1^{-2}$, where the Bergman tau-function is defined as follows. Denote by $S^W$ the following term in the asymptotics of the kernel $W(P, Q)$ (2.22) near the diagonal $P \sim Q$:

$$W(P, Q) = \frac{1}{Q-P} \left( \frac{1}{(x(P) - x(Q))^2} + S^W(x(P)) + o(1) \right) dx(P) dx(Q)$$
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the quantity $6S^w(x(P))$ is called the Bergman projective connection \[5\]). Choosing the local parameter to be $x_i(P) = \sqrt{\lambda - \lambda_i}$, we denote by $S^w_i$ the value of $S^w$ at a ramification point $P_i$:

$$S^w_i = S^w(x_i) \bigg|_{x_i=0}. \quad (5.3)$$

Since the singular part of the $W$-kernel in a neighbourhood of the point $P_i$ does not depend on coordinates $\{\lambda_j\}$, the Rauch variational formulas \[2.4\] imply $\partial_\lambda S^w_i = W^2(P_i, P_j)/2.$ The symmetry of this expression with respect to the indices $i$ and $j$ provides the compatibility for the system of differential equations which defines the tau-function $\tau_w$:

$$\frac{\partial \log \tau_w}{\partial \lambda_i} = -\frac{1}{2} S^w_i, \quad i = 1, \ldots, L. \quad (5.4)$$

The $G$-function of the deformed Hurwitz Frobenius manifolds can be computed analogously to the method of \[11\].

**Theorem 11** The $G$-function \[5.4\] of the deformed Hurwitz Frobenius structures $\tilde{M}^{\phi, q}$ is given by

$$G = -\frac{1}{2} \log \left\{ \tau_w \frac{\det (\mathbb{B} + q)}{\det q} \right\} - \frac{1}{24} \log \prod_{i=1}^L \phi(P_i) + \text{const}, \quad (5.5)$$

the Bergman tau-function $\tau_w$ on the Hurwitz space is given by formula (1.5) from the paper \[10\]. The $G$-function \[5.5\] is defined on the Hurwitz space $\tilde{M}$ outside the divisor $D_q$ given by the equation $\det(\mathbb{B} + q) = 0$.

The constant $\frac{1}{2} \log \{\det q\}$ is added in the right hand side to normalize the $G$-function so that it coincides with the $G$-function of \[3\] as $q$ tends to infinity in such a way that $W_q$ tends to $W$ (the function $G$ is defined up to an additive constant).

**Proof.** According to the general formula \[4, p.36\] the Jacobian of a Frobenius manifold is up to a constant given by the product of square roots of all nonvanishing coefficients of the Darboux-Egoroff metric $ds^2$. Therefore, the Jacobian $J$ for the Hurwitz Frobenius manifold $\tilde{M}^{\phi, q}$ is given by $J = 2^{-L/2}\left(\prod_{i=1}^L \phi(P_i)\right)$.

To compute the isomonodromic tau-function \[5.2\] for deformed Hurwitz Frobenius manifolds $\tilde{M}^{\phi, q}$, we introduce a deformed Bergman tau-function $\tau_{W_q}$. The analogous to $S^w$ coefficient $S^{W_q}(x(P))$ in the expansion of $W_q(P, Q)$ near $P \simeq Q \simeq P_i$ is given by $S^w_i = S^w_i - 2\pi i \sum_{k,l=1}^L (\mathbb{B} + q)^{-1}_{kl} \omega_k(P_i) \omega_l(P_i)$. As a corollary of the variational formulas \[2.4,10\], we have

$$\partial_\lambda S^w_i = \frac{1}{2} W^2_q(P_i, P_j) = 2 \beta_{ij}^2, \quad (5.6)$$

which allows to consistently define the tau-function $\tau_{W_q}$ as follows:

$$\frac{\partial \log \tau_{W_q}}{\partial \lambda_i} = -\frac{1}{2} S^w_i, \quad i = 1, \ldots, L. \quad (5.7)$$

As is easy to verify using the definitions \[5.4\] and \[5.7\] of $\tau_w$ and $\tau_{W_q}$, the “deformed” and “undeformed” tau-functions are related as follows:

$$\tau_{W_q} = \tau_w \det(\mathbb{B} + q).$$
Indeed, differentiation of the logarithm of this expression with respect to a branch point gives:
\[
\partial_{\lambda_j} \log \{ \tau_w \det (B + q) \} = -S^w_i/2 + \text{tr} \{ (B + q)^{-1} \partial_{\lambda_j} (B + q) \}.
\]
The matrix \( q \) is independent of the branch points; using the derivatives of the matrix \( B \) given by the Rauch variational formulas \( \text{(2.6)} \) we prove that \( \partial_{\lambda_j} \log \{ \tau_w \det (B + q) \} = -S^w_i/2 \).

Now, let us prove that the isomonodromic tau-function \( \tau_{i,q} \) defined by \( \text{(5.2)} \) of the Frobenius manifold reduces to that of \( [14] \).

\( q \) coefficient in expansion of the bidifferential \( \Omega \) analogously to the similar relations \( \text{(3.8)} \) for coefficients of metrics \( \text{(3.11)} \).

Theorem 12  The \( G \)-function of the deformations \( \hat{M}^{\text{real} \ast, q} \) of real doubles of Hurwitz Frobenius manifolds has the form:

\[
G = -\frac{1}{2} \log \left\{ |\tau_w|^2 \det (\text{Im} B + q) q^{-1} \right\} - \frac{1}{24} \log \left\{ \prod_{i=1}^L \Phi_{(1,0)}(P_i) \Phi_{(0,1)}(P_i) \right\} + \text{const}, \quad (5.8)
\]

where \( \tau_w \) is given by formula (1.5) of [14]. The \( G \)-function \( \text{(5.8)} \) is defined on the Hurwitz space \( \hat{M}^{\text{real}} \) outside the submanifold given by the equation \( \det (B^\alpha + q) = 0 \).

The constant \( \frac{1}{2} \log \{ \det q \} \) is added in the right hand side to make the \( G \)-function \( \text{(5.8)} \) coincide with the \( G \)-function of real doubles of [14] in the limit when the construction of deformations reduces to that of [14].

Proof. The \( G \)-function \( \text{(5.8)} \) can be computed analogously to the \( G \)-function \( \text{(5.5)} \) of the Frobenius manifolds \( \hat{M}^{\phi, q} \) by proving (similarly to [11], see also [14]) the following expression for the isomonodromic tau-function defined by \( \text{(5.2)} \): \( \tau_{i,q} = (\tau_{i,q})^{-1/2} \). (Note that the dimension of the Frobenius manifold \( \hat{M}^{\text{real} \ast, q} \) is \( 2L \).) The function \( \tau_{i,q} \) is another analogue of the Bergman tau-function on Hurwitz spaces; it is defined as follows. Denote by \( S^\alpha_i \) the analogous to \( S^w_i \) coefficient in expansion of the bidifferential \( \Omega_q(P,Q) \) when both arguments are in a neighbourhood of the ramification point \( P_i \). Then, the following differential equations define the function \( \tau_{i,q} \):

\[
\frac{\partial \log \tau_{i,q}}{\partial \lambda_i} = -\frac{1}{2} S^\alpha_i, \quad \frac{\partial \log \tau_{i,q}}{\partial \lambda_i} = -\frac{1}{2} \frac{S^\alpha_i}{2}.
\]

Using differentiation formulas \( \text{(2.6)} \) and \( \text{(2.17)} \) for the matrices \( B \) and \( B^\alpha \), respectively, we prove that

\[
\tau_{i,q} = |\tau_w|^2 \det (\text{Im} B) \det (B^\alpha + q).
\]

According to the general formula ([11], p.36), the Jacobian \( J \) for the manifolds \( \hat{M}^{\text{real} \ast, q} \) has the form: \( J = 2^L \prod_{i=1}^L \Phi_{(1,0)}(P_i) \Phi_{(0,1)}(P_i) \). Substitution of this expression and the expression for the isomonodromic tau-function \( \tau_{i,q} = (|\tau_w|^2 \det (\text{Im} B) \det (B^\alpha + q))^{-1/2} \) into \( \text{(5.4)} \) proves the theorem. \( \square \)
6  Examples in genus one

The bidifferential $W_q(P,Q)$ is only different from $W(P,Q)$ in genus $g \geq 1$, therefore the deformations of Hurwitz Frobenius structures are constructed only in positive genera.

Consider the simplest Hurwitz space of two-fold coverings of genus one. According to the Riemann-Hurwitz formula, such coverings have four ramification points. Let one of them be over the point at infinity and denote the remaining three by $P_1, P_2, P_3$. These coverings can be defined as the pairs $(\mathcal{L}, \lambda(\zeta))$ where $\mathcal{L}$ is the torus $\mathcal{L} = \mathbb{C}/\{2w, 2w'\}$, $w, w' \in \mathbb{C}$, and $\lambda : \mathcal{L} \rightarrow \mathbb{C} P^1$ is the function

$$\lambda(\zeta) = \varphi(\zeta) + c,$$

where $\varphi(w) + \varphi(w') + \varphi(w + w') = 0$. Hence, the branch points of the covering are given by $\lambda_1 = \varphi(w) + c; \lambda_2 = \varphi(w') + c; \lambda_3 = \varphi(w + w') + c$.

The local parameter in a neighbourhood of a ramification point $P_i$ is $x_i(P) = \sqrt{\lambda(P) - \lambda_i}$. The branch points $\lambda_1, \lambda_2, \lambda_3$ play the role of local coordinates on the space of pairs $(\mathcal{L}, \lambda)$; they are canonical coordinates on Frobenius manifolds.

6.1 3-dimensional Frobenius manifold and Chazy equation

Here we give explicit formulas for ingredients of the Frobenius structure $\tilde{M}_{1;1}$ on the Hurwitz space $\tilde{M}_{1;1}$ outside the divisor $D_q$ defined by the equation $\mu = -q$ for some nonzero constant $q \in \mathbb{C}$. The differential $\phi_s$ (see Theorem 4) is given by

$$\phi_s(\zeta) = \frac{1}{2\pi i} \oint_b W_q(\zeta, \bar{\zeta}) = \frac{q}{\mu + q} \omega(\zeta).$$

(6.1)

The set of flat coordinates from Theorem 5 of the metric $ds^2_{\phi_s}$ is formed by the following three functions:

$$t_1 := s = -\int_a^x \lambda \phi_s = -\frac{1}{2w} \int_x^{x+2w} (\varphi(s) + c) d\zeta = -\frac{\pi i}{4w^2} \gamma - c - \frac{\pi i}{\mu + q} \frac{1}{2w},$$

$$t_2 := t^{0;1} = \text{res}_{\zeta=0} \left( \int_{x_0}^{x_1} \phi_s \right) d\lambda = \frac{q}{\mu + q} \frac{1}{w},$$

$$t_3 := r = \frac{1}{2\pi i} \oint_b \phi_s = \frac{1}{2\pi i} \frac{q \mu}{\mu + q}.$$

(6.2)

Here $\gamma$ is such that $\int_x^{x+2w} \varphi(\zeta) d\zeta = \pi i \gamma/(2w)$ for any $x \in \mathbb{C}$, i.e.

$$\gamma(\mu) = \frac{1}{3\pi i} \frac{\theta'''(0;\mu)}{\theta'(0;\mu)}.$$
The metric $ds^2_\gamma$ in coordinates \textcolor{red}{(6.2)} is constant: $ds^2_\gamma = (1/2)(dt_2)^2 - 2dt_1dt_3$. The prepotential \textcolor{red}{(6.3)} has the form

$$F = -\frac{1}{4}t_1t_2^2 + \frac{1}{2}t_1^2t_3 - \frac{\pi i}{32}t_2^2(\frac{1}{1-2\pi i t_3/q})^2 \gamma \left( 1 - \frac{2\pi i t_3}{1-2\pi i t_3/q} \right). \quad (6.4)$$

This is a quasihomogeneous function: it satisfies $F_\phi(\kappa t_1, \kappa^{1/2} t_2, \kappa^{1/3} t_3) = \kappa^2 F_\phi(t_1, t_2, t_3)$ for any nonzero constant $\kappa$. The Euler vector field \textcolor{red}{(3.7)} in coordinates \textcolor{red}{(6.2)} has the form:

$$\text{Euler vector field} = \frac{\partial}{\partial \mu}.$$

To compute the function $G$ \textcolor{red}{(5.5)} for the manifold $\hat{M}_{1;1}$, we use the following expression for the function $\tau_w$ on the space $\hat{M}_{1;1}$ (see \textcolor{red}{[10]}): $\tau_w = \eta(\mu) (2w)^{-1/4} \left( \prod_{i=1}^L \omega(P_i) \right)^{-1/12}$, where $\eta(\mu)$ is the Dedekind eta-function $\eta(\mu) = (\theta'_1(0))^{1/3}$. Then, we have for the $G$-function:

$$G = -\log \left\{ \eta \left( \frac{2\pi it_3}{1-2\pi i t_3/q} \right) (t_2) \frac{1}{2} \left( 2\pi i t_3/q - 1 \right)^{-\frac{1}{2}} \right\}.$$

In \textcolor{red}{[3]} a relationship was established between the 3-dimensional WDVV system and the Chazy equation

$$f''' = 6f f'' - 9f'^2. \quad (6.5)$$

Namely, the function of the form

$$F = -\frac{1}{4}t_1t_2^2 + \frac{1}{2}t_1^2t_3 - \frac{\pi i}{32}t_2^2f(2\pi it_3) \quad (6.6)$$

satisfies the WDVV system iff the function $f$ is a solution to the Chazy equation. The function $\gamma$ \textcolor{red}{(6.3)} satisfies the Chazy equation, and the Frobenius manifold $\hat{M}_{1;1}$ \textcolor{red}{[3]} has the prepotential \textcolor{red}{(6.0)} with $f = \gamma$. We shall call the Frobenius manifold $\hat{M}_{1;1}$ \textcolor{red}{[3]} the Chazy Frobenius manifold.

The group $SL(2, \mathbb{C})$ maps one solution $f(\mu)$ of the Chazy equation to another solution $\tilde{f}(\mu)$ as follows:

$$\tilde{f}(\mu) = f \left( \frac{a\mu + b}{c\mu + d} \right) \left( \frac{1}{(a\mu + d)} \right) \left( \frac{2c}{c\mu + d} \right), \quad \left( \begin{array}{cc} a & b \\ c & d \end{array} \right) \in SL(2, \mathbb{C}). \quad (6.7)$$

Therefore there exists a 3-parametric family of Frobenius manifolds of the form \textcolor{red}{(6.6)}:

$$F = -\frac{1}{4}t_1t_2^2 + \frac{1}{2}t_1^2t_3 - \frac{\pi i}{32}t_2^2 \left( \gamma \left( \frac{a^2\pi it_3 + b}{c^2\pi it_3 + d} \right) \left( \frac{1}{(c^2\pi it_3 + d)^2} \frac{1}{c\pi it_3 + d} - \frac{2c}{c^2\pi it_3 + d} \right) \right). \quad (6.8)$$

In the case of integer coefficients $a, b, c, d$, \textcolor{red}{(6.8)} coincides with \textcolor{red}{(6.6)} with $f = \gamma$.

The manifold $\hat{M}_{1;1}^{\phi_1}$ \textcolor{red}{(6.4)} gives a realization of a one-parameter subfamily of manifolds \textcolor{red}{(6.8)} for $a = 1, b = 0, c = -1/q, d = 1$. Thus we call it the deformed Chazy Frobenius manifold.

### 6.2 Relationship to isomonodromic deformations

It was shown in \textcolor{red}{[4]} that the functions

$$\Omega_1 = -\frac{1}{\pi^2 \theta^2_1 \theta_3} \left( 2d_\mu \log \theta_1 + \frac{1}{\mu + q} \right), \quad \Omega_2 = -\frac{1}{\pi^2 \theta^2_2 \theta_4} \left( 2d_\mu \log \theta_2 + \frac{1}{\mu + q} \right), \quad \Omega_3 = -\frac{1}{\pi^2 \theta^2_3 \theta_4} \left( 2d_\mu \log \theta_3 + \frac{1}{\mu + q} \right). \quad (6.9)$$
satisfy the system of equations

\[
\frac{d\Omega_1}{dx} = \frac{1}{x} \Omega_2 \Omega_3, \quad \frac{d\Omega_2}{dx} = -\frac{1}{x - 1} \Omega_1 \Omega_3, \quad \frac{d\Omega_3}{dx} = \frac{1}{x(x - 1)} \Omega_1 \Omega_2 ,
\]

(6.10)

\[\Omega_1^2 + \Omega_2^2 + \Omega_3^2 = -1/4 ,\]

where

\[x = \frac{\lambda_3 - \lambda_1}{\lambda_2 - \lambda_1} .\]

The correspondence of notation in [11] to the one we use here is as follows: \(\Omega_1^{11} = \Omega_3, \Omega_2^{11} = i \Omega_1, \Omega_3^{11} = -i \Omega_2, \lambda_1^{11} = \lambda_3, \lambda_2^{11} = \lambda_2, \lambda_3^{11} = \lambda_1\) and \(i \mu^{11} = \mu\). The one-parameter solutions (6.9) were obtained as a certain limit of the general two-parametric family of solutions of (6.10) found in [11].

For any solution \(\{\Omega_1, \Omega_2, \Omega_3\}\) to the system (6.10) the formulas

\[\beta_{12} = \frac{\Omega_3}{\lambda_1 - \lambda_2}, \quad \beta_{23} = \frac{\Omega_1}{\lambda_2 - \lambda_3}, \quad \beta_{13} = \frac{\Omega_2}{\lambda_3 - \lambda_1}\]

(6.11)

give rotation coefficients of some metric on the space \(\tilde{M}_{1;1}\) which corresponds to a locally defined Frobenius structure (3). Proposition 3.5). The above system (6.10) implies the flatness of this metric (equations (2.25)-(2.26)) and the following relation on the rotation coefficients:

\[\sum_{k=1}^{3} \lambda_k \partial_{\lambda_k} \beta_{ij} = -\beta_{ij} .\]

Proposition 3 The rotation coefficients of the deformations \(\tilde{M}^{g, q}_{1;1}\) of Frobenius structures \(\tilde{M}^g_{1;1}\) coincide with the coefficients (6.17) built from the solutions \(\Omega_1, \Omega_2, \Omega_3\) to system (6.10).

Proof. The space \(\tilde{M}_{1;1}\) is the space of coverings of \(\mathbb{C}P^1\) which have four simple ramification points \(P_1, P_2, P_3\) and \(\infty^0\). The Frobenius structures \(\tilde{M}^g_{1;1}\) described in Section 3 have rotation coefficients \(\beta_{12} = W_q(P_1, P_2)/2, \beta_{13} = W_q(P_1, P_3)/2\) and \(\beta_{23} = W_q(P_2, P_3)/2\). Let us choose the a-cycle to encircle points \(P_1\) and \(P_3\), and the b-cycle to encircle \(P_2\) and \(P_3\). Then we have

\[\int_{\infty^0}^{P_1} \omega = \frac{\mu}{2} , \quad \int_{\infty^0}^{P_2} \omega = \frac{1}{2} , \quad \int_{\infty^0}^{P_3} \omega = \frac{\mu}{2} + \frac{1}{2} ,\]

(6.13)

where \(\omega\) is the normalized holomorphic differential \(d\lambda/\left(4w \sqrt{(\lambda - \lambda_1)(\lambda - \lambda_2)(\lambda - \lambda_3)}\right)\).

For the bidifferential \(W(P, Q) := d_P d_Q \log \theta_1(\int_Q^P \omega)\), using relations (6.13), we get

\[W(P_1, P_2) = -\omega(P_1) \omega(P_2) \frac{\theta''_3}{\theta_3} , \quad W(P_1, P_3) = -\omega(P_1) \omega(P_3) \frac{\theta''_2}{\theta_2} , \quad W(P_2, P_3) = -\omega(P_2) \omega(P_3) \frac{\theta''_1}{\theta_1} .\]

where \(\theta_1(z) = -\theta[1/2, 1/2](z)\) and \(\theta_2 = \theta[1/2, 0](0), \theta_3 = \theta[0, 0](0), \theta_4 = \theta[0, 1/2](0)\) are the standard theta-constants. Then, using the Thomae formulas [5]

\[\pi^2 \theta_2^4 = (2\omega)^2 (\lambda_3 - \lambda_1), \quad \pi^2 \theta_3^4 = (2\omega)^2 (\lambda_2 - \lambda_3), \quad \pi^2 \theta_4^4 = (2\omega)^2 (\lambda_2 - \lambda_1),\]
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and the heat equation for theta functions, $\partial^2_\tau \vartheta[p,q](z) = 4\pi i \partial_\tau \vartheta[p,q](z)$, we find that the rotation coefficients $\beta_{ij} = \hat{W}_q(P_i, P_j)/2$ are given by (6.9), (6.11).

The system (6.10) arises in the context of isomonodromic deformations of the matrix differential equation

$$\frac{d\Psi}{d\lambda} = \left( \frac{A^0}{\lambda} + \frac{A^1}{\lambda - 1} + \frac{A^x}{\lambda - x} \right) \Psi,$$

where $A^0, A^1, A^x \in \text{sl}(2, \mathbb{C})$ and $\Psi \in \text{SL}(2, \mathbb{C})$. A solution $\Psi$ to this system has regular singularities at the points $\lambda = 0, \lambda = 1, \lambda = x$ and $\lambda = \infty$. Monodromy matrices $M_\gamma$ are defined for a closed path $\gamma : [0,1] \to \mathbb{C} \setminus \{0,1,x\}$ encircling a singularity by

$$\Psi(\gamma(1)) = \Psi(\gamma(0)) M_\gamma.$$

The isomonodromy condition is the requirement for monodromy matrices to remain constant as $x$ varies. This is equivalent to the Schlesinger system for the matrices $A$:

$$\frac{dA^0}{dx} = \frac{[A^x, A^0]}{x}, \quad \frac{dA^1}{dx} = \frac{[A^x, A^1]}{x - 1}, \quad \frac{dA^x}{dx} = -\frac{[A^x, A^0]}{x} - \frac{[A^x, A^1]}{x - 1}. \quad (6.14)$$

This system implies that the functions $\text{tr}(A^0)^2, \text{tr}(A^1)^2, \text{tr}(A^x)^2$ are constant. If we fix them to be all equal $1/8$ then the functions

$$\Omega_1^2 = -\left(\frac{1}{8} + \text{tr}A^1A^x\right), \quad \Omega_2^2 = -\left(\frac{1}{8} + \text{tr}A^0A^x\right), \quad \Omega_3^2 = -\left(\frac{1}{8} + \text{tr}A^0A^1\right)$$

give a solution to the system (6.10). The system (6.10) is also equivalent to the Painlevé-VI equation with coefficients $(1/8, -1/8, 1/8, 3/8)$, see [3], Appendix E, and [7, 11, 8].

### 6.3 Real double of deformed Chazy Frobenius manifold

Let us fix an imaginary constant $q$ and consider the real Hurwitz space $\hat{M}^\text{real}_{1;1}$ with coordinates $\{\lambda_k; \bar{\lambda}_k\}$ outside the subspace defined by $\mu^\alpha = -q$, where $\mu^\alpha := \mu \bar{\mu}/(\bar{\mu} - \mu) = \oint_b \oint_b \Omega(P,Q)$. The construction of a real double $\hat{M}^\text{real}_{1;1} \Phi_s q$ of the deformed Chazy Frobenius manifold $\hat{M}^\Phi_{1;1} q$ is based on the primary differential $\Phi_s$ (see (4.11)). The differential $\Phi_s$ on a genus one surface is given by

$$\Phi_s(z) = \frac{q}{\mu^\alpha + q} \left( \frac{\bar{\mu}}{\mu - \bar{\mu}} \vartheta(z) + \frac{\mu}{\mu - \bar{\mu}} \vartheta(z) \right). \quad (6.15)$$

The set of flat coordinates $\{\xi^A\}$ of the corresponding metric $d\hat{s}_{\Phi_s}^2$ is given by the following six functions:

$$t_1 := s = \frac{-q}{\mu^\alpha + q} \text{Re} \left\{ \frac{\bar{\mu}}{\mu - \bar{\mu}} \int_x^{x+2\omega} (\vartheta(z) + c) \frac{dz}{w} \right\} - \frac{q}{\mu^\alpha + q} \frac{\bar{\mu}}{\mu - \bar{\mu}} \oint_b (\vartheta(z) + c),$$

$$t_2 := t^{\alpha_1} = \frac{q}{\mu^\alpha + q} \frac{1}{\mu - \bar{\mu}} \frac{\bar{\mu}}{\mu - \bar{\mu}}, \quad t_3 := r = \frac{q}{\mu^\alpha + q} \frac{\mu^\alpha}{2\pi i};$$

$$t_4 := t = \frac{-q}{\mu^\alpha + q} \text{Re} \left\{ \frac{\bar{\mu}}{\mu - \bar{\mu}} \int_x^{x+2\omega'} (\vartheta(z) + c) \frac{dz}{w} \right\},$$

$$t_5 := \bar{t}^{-\alpha_1} = \bar{t}_2, \quad t_6 := u = \frac{q}{\mu^\alpha + q} \frac{1}{2\pi i} \frac{\bar{\mu}}{\mu - \bar{\mu}}.$$
The metric $\text{d}s^2$ in these coordinates is constant: $\text{d}s^2 = (\text{d}t_2)^2/2 + (\text{d}t_5)^2/2 - 2t_1 \text{d}t_3 + 2t_4 \text{d}t_6$.

The prepotential (6.10) has the form:

$$F_{\phi} = -\frac{1}{4}t_1^3 - \frac{1}{4}t_1^3 t_3 + \frac{1}{2}t_1^3 t_3 - \frac{1}{2}t_1 t_4 (2t_6 - \frac{1}{2\pi i})$$

$$+ t_3^2 \left(\frac{1}{4}t_2^2 t_4 (t_6 - \frac{1}{2\pi i}) + \frac{1}{4}t_4 t_5^2 t_6 + \frac{1}{2}t_4^2 t_6 (t_6 - \frac{1}{2\pi i}) + \frac{1}{16}t_2^2 t_5^2\right)$$

$$+ \frac{1}{32}t_4^2 \left(-\frac{\pi i}{4\pi i (t_6 - t_3/\mathbf{q})^2} \gamma \left(\frac{t_3}{t_6 - t_3/\mathbf{q}}\right) + t_3^{-1} - \frac{1}{2\pi i t_3 (t_6 - t_3/\mathbf{q})}\right)$$

$$+ \frac{1}{32}t_5^2 \left(-\frac{\pi i}{(2\pi i t_6 - 1)^2} \gamma \left(\frac{2\pi i t_3}{1 - 2\pi i t_6}\right) + t_3^{-1} + t_3^{-1} (2\pi i t_6 - 1)^{-1}\right).$$  \hspace{1cm} (6.16)

The prepotential $F_{\phi}$ is a quasihomogeneous function: for any nonzero constant $\kappa$ it satisfies

$$F_{\phi}(\kappa t_1, \kappa^{1/2}t_2, \kappa^0 t_3, \kappa^{1/2} t_4, \kappa^{1/2} t_5, \kappa^0 t_6) = \kappa^2 F_{\phi}(t_1, \ldots, t_6).$$

The Euler vector field (6.7) in coordinates (6.2) is given by: $E = t_1 \partial_{t_1} + t_2/2 \partial_{t_3} + t_4 \partial_{t_4} + t_5/2 \partial_{t_5}.$

The $G$-function (6.8) up to an additive constant has the form:

$$G = -\log \left\{ \eta \left(\frac{t_3}{t_6 - t_3/\mathbf{q}}\right) \eta \left(\frac{2\pi i t_3}{1 - 2\pi i t_6}\right) \left(\frac{t_3}{t_6 - t_3/\mathbf{q}}\right)^{1/2} \left(\frac{t_3}{(t_6 - t_3/\mathbf{q})(2\pi i t_6 - 1)}\right)^{1/2}\right\},$$ \hspace{1cm} (6.17)

where we used the following relation for the Dedekind function: $\eta(\mu) = \eta(-\overline{\mu}).$

The $G$-function (6.17) and the prepotential (6.16) coincide with the corresponding objects of the real double construction of [14] in the limit $\mathbf{q} \to \infty.$

**Open problems**

Proposition 3 of Section 6.2 shows that rotation coefficients of the flat metric of the simplest deformed Frobenius manifold $M_{t,1}^{\mathbf{q}}$ are given by formulas (6.11) with $\{\Omega_1, \Omega_2, \Omega_3\}$ being a one-parameter family (6.9) of solutions to the system (6.10). The general solution to the system (6.10) which was found in [11] depends on two parameters. For this solution, formulas (6.11) define rotation coefficients which also correspond to a Frobenius structure. The natural question is to find those structures which give a two-parametric deformation of Dubrovin’s Hurwitz Frobenius manifold in genus one. The second problem will be to possibly generalize such deformations to Hurwitz spaces in arbitrary genus and find real doubles of obtained structures.

Present work provides an indication that the construction of “real doubles” of Dubrovin’s Hurwitz Frobenius manifolds, proposed in [14], might have a universal character. To find a natural real double construction for an arbitrary Frobenius manifold and to clarify its meaning in applications to quantum cohomologies and other areas where Frobenius manifolds play a significant role is an interesting direction for further study.
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