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Non-Fermi liquids can be studied using holographic duality. The low energy physics of a holographic Fermi surface is controlled by an emergent scale invariance. After reviewing these developments, we generalize the holographic calculation to include in the bulk action the leading irrelevant operator, which is a dipole coupling between the spinor field and the background gauge field. We find that this dipole coupling changes the attainable low-energy scaling dimensions, and changes the locations of the Fermi surfaces in momentum space. The structure of the holographic framework for non-Fermi liquids is, however, robust under this deformation.

1. Introduction

Holographic duality is a wonderful development arising from string theory which offers a new perspective on strongly coupled quantum systems. The duality solves certain such systems in terms of an auxiliary theory of gravity in one extra dimension. This extra dimension plays the role of the renormalization group scale, and Einstein’s equation is an RG evolution equation.

The question “To which strongly coupled systems does the duality apply?” has not been settled. The best understanding at the moment is for certain relativistic, supersymmetric gauge theories. Though these systems are not yet known to be realized in Nature, this shortcoming can be mitigated by judiciously chosen questions about long-distance physics, where the same universal behavior can arise from systems which are very different microscopically.

The basic dictionary between the ‘boundary’ quantum system and the ‘bulk’ gravity theory is as follows. The gravity theory is classical when the boundary system has a large number (which we will call $N^2$) of degrees of freedom per spatial point. There is a one-to-one correspondence between local operators in the boundary theory and fields in the bulk. Correlation functions of these local operators may be computed by solving classical wave equations for the corresponding bulk field. To study thermodynamic equilibrium of the boundary system, one places a static black hole in the bulk geometry.

*For reviews of these developments in the spirit of the present work, see [1][2].
Attempts have been made to apply this technology, with some success, to the quark-gluon plasma, quantum-critical transport\cite{4,5} and ultracold atoms at unitarity\cite{6,7,8,9,10}.

One is led to wonder whether this apparatus can be applied to the study of metallic states. Most of the present understanding of metals relies on Landau’s Fermi Liquid ansatz: one supposes that the low-excitations are long-lived electron-like quasiparticles near the Fermi surface in momentum space. This ansatz results in a powerful and robust low-energy effective field theory with many successes, but there are systems to which it does not apply. The feature of such “non-Fermi liquids” on which we focus is the presence of a sharp Fermi surface of gapless excitations, which lack a description in terms of long-lived quasiparticles.

In \cite{11–15}, it was shown that holographic duality can describe Fermi surfaces. Indeed, they arise from the minimal ingredients necessary to pose the problem. The system under study is, microscopically, a 2+1-dimensional relativistic conformal field theory (CFT); this means that the dual geometry is asymptotically four-dimensional anti-de Sitter space, $AdS_4$. Assuming that this CFT has a conserved $U(1)$ current (a proxy for fermion number), the gravity theory must include a massless photon field $A_\mu$. In order to study fermion response, the CFT must contain a fermionic operator, with some charge $q$ under the $U(1)$ current, and some scaling dimension $\Delta$ at the short-distance (UV) fixed point. To introduce a finite density of $U(1)$ charge, one studies the charged black hole in $AdS_4$. This finite density breaks the Lorentz symmetry and scaling symmetry of the boundary theory. The zero temperature groundstate is described by an extremal black hole.

In Ref. \cite{14} it was shown that this finite-density ground state exhibits an emergent scaling symmetry which is manifested by the fact that the near-horizon region of the extremal black hole geometry is $AdS_2 \times \mathbb{R}^2$. By holographic duality, this geometry is dual to a fixed point field theory, which we call the IR CFT. The IR scale transformations act on time but not space, and in this sense the IR CFT has dynamical exponent $z = \infty$. This emergent quantum critical behavior governs the low-frequency fermion response. The retarded fermion Green’s function exhibits a Fermi surface, near which it takes the form

$$\langle \psi^\dagger(k)\psi(-k) \rangle = \frac{h_1}{k_\perp - \frac{1}{\tau} \omega - h_2 e^{i\gamma\omega^{2\nu}}}$$

with $k_\perp \equiv |\vec{k}| - k_f$, and real constants $h_1, v_f, \gamma, \nu$. $\nu$ is a scaling dimension in the IR CFT. In this way, the emergent conformal symmetry controls the dispersion of these excitations. This duality construction provides a large theoretical playground of non-Fermi liquid fixed points, giving a handle on a difficult strong coupling problem. In particular, the case with $\nu = 1/2$ has several features in common with the “strange metal” phase of high $T_c$ superconductors.
In this work, we consider effects on these holographic Fermi surfaces of an additional dimension five operator

$$\bar{\psi}((g_m + g_e \Gamma) \Gamma^{MN} \psi) F_{MN}$$

in the bulk action corresponding to magnetic and electric dipole moments for the bulk fermions ($\Gamma \equiv \Gamma^4 \Gamma^r \Gamma^x \Gamma^y$, $\Gamma^{MN} \equiv \frac{1}{2} [\Gamma^M, \Gamma^N]$). Our motivation for this addition is several-fold. First, we would like to investigate the robustness of the previous discoveries. The choice of action for the bulk fields in the calculations described above was motivated by Landau-Ginzburg-Wilson Naturalness: the lowest-dimension operators respecting the symmetries were used. This Naturalness criterion is usually enforced by the renormalization group. In the bulk gravity theory, the status of this principle is not clear because of our poor understanding of quantum gravity. This motivates an exploration of the sensitivity of the results to RG-irrelevant bulk couplings.

In particular, our previous calculations used the canonical Dirac action. The two-point function is insensitive to self-interactions of the spinor field at leading order in the $1/N$ expansion. However, there exists a large class of higher-dimension operators which are quadratic in the spinor that can possibly change these conclusions. This work on dipole couplings is an attempt to investigate systematically the effects of such operators. Do these higher dimension operators in the bulk drastically alter the existence of Fermi surfaces in the boundary? We will find that they do not, but rather the main effects of the dipole couplings are to change the IR $AdS_2$ scaling dimensions and to change the locations of Fermi surfaces in $k$ space (which we will find numerically). As such, we have constructed a much larger parameter space of non-Fermi liquids for study.

The dipole moment couplings are a natural starting point for an exploration of irrelevant operators, since the structure of the calculation is largely preserved. Further, they are generic in the following sense. The $AdS_4$ under study frequently arises as a factor in a higher-dimensional bulk spacetime $AdS_4 \times X$, where $X$ is compact. There will be an effective theory of the light modes (or a “consistent truncation”) on $AdS_4$. Even when one starts with the simplest Dirac Lagrangian on $AdS_4 \times X$, if the charge on the black hole comes from the Kaluza-Klein gauge field, such dipole terms generically appear in the low energy effective theory on $AdS_4$.

These couplings also appear in some string theory realizations of the ingredients

\[\text{Note Added 1:}\] After this paper was completed, but several months before it appeared on the arXiv, the papers [44,45] appeared, which are the first published papers to study the effects of the magnetic dipole coupling $g_m$. We feel that our perspective on the subject is still worth sharing. The papers [44,45] do not study $g_e$.

\[\text{Note Added 2:}\] However, [44,45] observe numerically that at larger values of $g_m$ than are studied here, Fermi surfaces are not present, and further that the low frequency spectral weight is suppressed. We make some comments on these points at the end of this paper.

\[\text{We thank N. Iqbal for this point.}\]
described above.\textsuperscript{16–19}

2. Fermion Green’s Functions from Holography

In the next three sections, we review previous work\textsuperscript{12,14,20} on the holographic computation of two-point functions of fermionic operators in a 2 + 1 dimensional boundary CFT with a finite $U(1)$ charge density. For simplicity, we work at zero temperature.

In the bulk, this ensemble corresponds to a black hole in $\text{AdS}_4$ charged under a $U(1)$ gauge field. We employ the bulk action

$$S_{\text{bulk}} = \frac{1}{2\kappa^2} \int d^4x \sqrt{-g} \left[ R + \frac{6}{R^2} - \frac{R^2}{g_F^2} F_{MN} F^{MN} \right]$$

(3)

where $R$ is the AdS radius, $\kappa$ the Newton’s constant and $g_F$ the gauge coupling. More specifically, the relevant solution is the charged $\text{AdS}_4$ black hole,

$$ds^2 = \frac{r^2}{R^2} (-fdt^2 + d\vec{x}^2) + R^2 \frac{dr^2}{f}, \quad f = 1 + \frac{Q^2}{r^4} - \frac{M}{r^3}, \quad A_t = \mu(1 - \frac{r_0}{r})$$

(4)

with $Q, M$ the black hole charge and mass respectively and $\mu \equiv g_F Q/(R^2 r_0^2)$. $r_0$ is the outer horizon, i.e. the largest solution to $f(r_0) = 0$. In the boundary, this geometry corresponds to a theory with finite charge density and temperature

$$\rho = \frac{2Q}{\kappa^2 R^2 g_F}, \quad T = \frac{3r_0}{4\pi R^2} \left( 1 - \frac{Q^2}{3r_0^4} \right).$$

(5)

At extremality, the inner and outer horizons merge into a double zero of $f$ and

$$M = 4 \left( \frac{Q}{\sqrt{3}} \right)^{3/2}, \quad Q = \sqrt{3} r_0^2 \implies T = 0.$$  

(6)

We will work in units with $R = 1$. In addition, in our numerical work, we will often put the horizon at $r_0 = 1$ and set $g_F = 1$.

We want to study the Dirac equation in the bulk,

$$\Gamma^M D_M \Psi - m \Psi = 0.$$

(7)

Here $\Gamma^M$ is related to the usual flat space gamma matrix by a factor of the vielbein, $\Gamma^M = e^M_\mu \Gamma^\mu$ and $D_M = \partial_M + \frac{1}{2} \omega_{abM} \Gamma^{ab} - iq A_M$ with $\omega_{abM}$ the spin connection. One can nicely cancel off the spin connection contributions to this equation by defining

$$\Psi = (-gg_{rr}^{-1})^{-\frac{1}{4}} e^{-i\omega + ik_i x^i} \psi$$

(8)

with $\vec{x} = (x, y)$ the spatial directions on the boundary. Substituting and rearranging, we get

$$\sqrt{\frac{g_{ii}}{g_{rr}}} (\Gamma^\mu \partial_\mu - m \sqrt{g_{rr}}) \psi + iK_\mu \Gamma^\mu \psi = 0, \quad K_\mu \equiv (-u, k_i)$$

(9)

with

$$u \equiv \sqrt{\frac{g_{ii}}{g_{tt}}} \left( \omega + \mu_q (1 - \frac{r_0}{r}) \right), \quad \mu_q \equiv \mu q.$$  

(10)
This system of four coupled equations becomes simpler by rotating the \( k \) momentum to be entirely in the \( x \) direction (which we can do by rotational invariance) and by a choice of gamma matrices adapted to this frame,

\[
\Gamma^x = \begin{pmatrix} -\sigma^3 & 0 \\ 0 & -\sigma^3 \end{pmatrix}, \quad \Gamma^y = \begin{pmatrix} i\sigma^1 & 0 \\ 0 & i\sigma^1 \end{pmatrix}, \quad \Gamma^z = \begin{pmatrix} -\sigma^2 & 0 \\ 0 & \sigma^2 \end{pmatrix}, \quad \Gamma^w = \begin{pmatrix} 0 & -i\sigma^2 \\ i\sigma^2 & 0 \end{pmatrix}.
\]

(11)

Defining \( \psi = \begin{pmatrix} \Phi_1 \\ \Phi_2 \end{pmatrix} \) and rearranging gives

\[
(\partial_r + m\sqrt{g_{xx}}\sigma^3)\Phi_\alpha = \sqrt{g_{rr}}(\omega + \mu_q(1 - \frac{r_0}{r}))i\sigma^2\Phi_\alpha + \sqrt{g_{rr}}g_{ii}k(-1)^\alpha\sigma^1\Phi_\alpha
\]

(12)

with \( \alpha = 1, 2 \). This gives two decoupled, real \( 2 \times 2 \) equations.

A solution of the Dirac equation, in the basis (11), behaves near the boundary like

\[
\Phi_\alpha \sim a_\alpha r^m \begin{pmatrix} 0 \\ 1 \end{pmatrix} + b_\alpha r^{-m} \begin{pmatrix} 1 \\ 0 \end{pmatrix}
\]

(13)

In terms of the eigenspinors of \( \Gamma^r, \psi_+, \psi_- \), we have

\[
\psi_+ \sim A(k) r^m + \ldots, \quad A(k) = \begin{pmatrix} a_1 \\ a_2 \end{pmatrix}; \quad \psi_- \sim D(k) r^{-m} + \ldots, \quad D(k) = \begin{pmatrix} b_1 \\ b_2 \end{pmatrix}.
\]

(14)

These coefficients are related by a matrix \( S \),

\[
\begin{pmatrix} b_1 \\ b_2 \end{pmatrix} = S \begin{pmatrix} a_1 \\ a_2 \end{pmatrix} = \begin{pmatrix} s_1 & s_2 \\ s_3 & s_4 \end{pmatrix} \begin{pmatrix} a_1 \\ a_2 \end{pmatrix}.
\]

(15)

Since the two \( \alpha \) equations are decoupled, we can choose independent boundary conditions that do not mix \( \Phi_1 \) and \( \Phi_2 \) giving \( s_2 = s_3 = 0 \). The standard prescription for calculating the retarded Green’s function gives

\[
G_R = iS\gamma^r = -\begin{pmatrix} b_1/a_1 & 0 \\ 0 & b_2/a_2 \end{pmatrix}
\]

(16)

with

\[
\Gamma^r = \begin{pmatrix} 0 & \gamma^r \\ \gamma^r & 0 \end{pmatrix} = U\Gamma^r U^{-1}
\]

(17)

where \( U \) is the basis change between the \( \Phi_\alpha \) basis and the chiral basis.

For \( 0 \leq m < 1/2 \), there exists an inequivalent holographic prescription using this same bulk action which describes a different boundary theory. In this “alternative quantization,” the roles of the source \( (a) \) and response \( (b) \) are switched, and similar reasoning leads to \( \tilde{G}_R = -1/G_R \). The boundary CFT in alternative quantization flows to the usual one upon adding \( \bar{O}O \) to the CFT lagrangian, where \( O \) is the operator dual to \( \psi \).
3. Low Frequency Limit of Retarded Green’s Functions

We are interested in frequencies small compared to the chemical potential, $\mu$. Naively, we should expand $\Phi_\alpha$ in a series in $\omega$. However, the term proportional to $\omega$ in (12) is dominant at the horizon and so we cannot treat $\omega$ as a small perturbation there. To deal with this, split the $r$-axis into two regions, an inner region (with coordinate $\zeta$) and an outer region (with coordinate $r$). The inner region is specified by:

$$r - r_0 \equiv \frac{\omega R^2}{\zeta}, \epsilon < \zeta < \infty$$

(18)

and the outer is

$$\frac{\omega R^2}{\epsilon} < r - r_0$$

(19)

with $R_2 \equiv 1/\sqrt{6}$ (recall that we have set the $AdS$ radius, $R = 1$). The strategy now is to develop the solution as a perturbation series in $\omega$ with $\zeta$ in the inner region and $r$ in the outer region. Because the distinction between inner/outer involves $\omega$, the inner region equation no longer blows up in the $\omega \to 0$ limit and the perturbation series between the two regions is reshuffled. The statement that results are independent of the matching point $\epsilon$ is a holographic version of the Callan-Symanzik equation.

Let us examine the lowest order solution in the inner region by taking the limit $\omega \to 0, \epsilon \to 0, \omega R^2/\epsilon \to 0$. In this limit, the Dirac equation is

$$(-\partial_\zeta + \frac{mR_2}{\zeta} \sigma^3) \Phi_\alpha = (\bar{\omega} + \frac{qe_3}{\zeta}) \sigma^2 \Phi_\alpha + \frac{R_2}{\zeta} (-1)^\alpha \frac{k}{r_0} \sigma^1 \Phi_\alpha$$

(20)

with $e_3 \equiv g_F/\sqrt{12}$. This is precisely the Dirac equation for a spinor in $AdS_2 \times \mathbb{R}^2$:

$$ds^2 = \frac{R_2^2}{\zeta^2} (-d\tau^2 + d\zeta^2) + \frac{r_0^2}{R^2} dx^2$$

(21)

in the presence of a constant electric field $e_3$. Here $\psi_\alpha = (-g g^{\zeta \zeta})^{-1/4} \Phi_\alpha$, where $\zeta = 0$ is the boundary, and the $AdS_2$ time coordinate is $\tau \equiv \lambda t$. To be consistent with the definition of $\zeta$ (18) the parameter $\lambda$ should be set equal to $\omega$; the parameter $\lambda$ is introduced to avoid the awkwardness of rescaling the time coordinate by a frequency. Relatedly, in (20) we have defined $\bar{\omega} \equiv \omega/\lambda$; this is the frequency conjugate to the $AdS_2$ time coordinate.

We are interested in matching to the outer region where $\zeta \to 0$. Here, the equation becomes

$$\zeta \partial_\zeta \Phi_\alpha = U_\alpha \Phi_\alpha, \quad U \equiv - \left( \begin{array}{c} -mR_2 \\ -e_3q + (-1)^\alpha \frac{kR_2}{r_0} \\ mR_2 \end{array} \right) \Phi_\alpha$$

(22)

This matrix has eigenvalues $\pm \nu_\alpha$ with

$$\nu_\alpha = \sqrt{\frac{k^2 R_2^2}{r_0^2} + m^2 R_2^2 - q^2 e_3^2}.$$

(23)
\( \nu_\alpha \) is the scaling dimension in the IR CFT of the frequency-space operator dual to \( \psi_\alpha \). The corresponding eigenspinors are

\[
v_{\pm \alpha} = \left( \frac{mR_2 \pm \nu_\alpha}{e^{3q} - (-1)^\alpha \frac{kR_2}{r_0}} \right). \tag{24}
\]

At the boundary of \( AdS_2 \), the solution is therefore

\[
\Phi^{(0)}_\alpha = v_{-\alpha} \zeta^{-\nu_\alpha} + G^\alpha_R(\tilde{\omega}) v_{+\alpha} \zeta^{\nu_\alpha} \tag{25}
\]

Generalizing (16), the \( AdS_2 \) Green’s function (in the presence of constant \( E \) field) is \( G^\alpha_R \) in (25). To get the retarded function, we must set infalling boundary conditions at the horizon. The \( AdS_2 \) Dirac equation (20) is solvable, and the associated retarded Green’s function is

\[
G^\alpha_R(\omega) = e^{-i\pi \nu_\alpha} \frac{\Gamma(-2\nu_\alpha)\Gamma(1 + \nu_\alpha - iqe_3)}{\Gamma(2\nu_\alpha)\Gamma(1 - \nu_\alpha - iqe_3)} \times \frac{(m + i(-1)^\alpha \frac{k}{m})R_2 - iqe_3 - \nu_\alpha}{(m + i(-1)^\alpha \frac{k}{m})R_2 - iqe_3 + \nu_\alpha} \frac{(2\tilde{\omega})^{2\nu_\alpha}}{(2\nu_\alpha)!} \tag{26}
\]

Note that by momentum conservation in \( R^2 \), operators with different \( k \) do not mix.

Now we look at the outer region equations. Here, we can safely set \( \omega = 0 \) to get the lowest order solution; a basis of solutions is specified by the IR boundary condition

\[
\eta^{(0)}_{\pm \alpha} \sim v_{\pm \alpha} \left( \frac{R_2^2}{r - r_0} \right)^{\pm \nu_\alpha}. \tag{27}
\]

Matching, we conclude

\[
\Phi^{(0)}_\alpha = \eta^{(0)}_{+ \alpha} + G^\alpha_R(\omega) \eta^{(0)}_{- \alpha}. \tag{28}
\]

Now, in the outer region, we can perturbatively expand the linearly independent solutions

\[
\eta_{\pm \alpha} = \eta^{(0)}_{\pm \alpha} + \omega \eta^{(1)}_{\pm \alpha} + \ldots \tag{29}
\]

where we have already solved for \( \eta^{(0)}_{\pm \alpha} \). The higher orders can be obtained by solving the Dirac equation and requiring that the solution has no piece proportional to the lower order ones. Thus, the matching is entirely determined by the lowest order and we conclude

\[
\Phi^{(0)}_\alpha = \eta_{+ \alpha} + G^\alpha_R(\omega) \eta_{- \alpha}. \phantom{\frac{1}{2}} \tag{30}
\]

To know \( \eta_{\pm \alpha} \) we must solve the Dirac equation everywhere – we must have all the UV data. \( G^\alpha_R(\omega) \) is however determined entirely by the IR CFT. At the boundary of \( AdS_4 \), we have (from (13))

\[
\eta^{(n)}_{\pm \alpha} \sim a^{(n)}_{\pm \alpha} q^m \begin{pmatrix} 0 \\ 1 \end{pmatrix} + b^{(n)}_{\pm \alpha} p^{-m} \begin{pmatrix} 1 \\ 0 \end{pmatrix} \tag{31}
\]

giving the full Green’s function perturbatively using (16)

\[
G^\alpha_R(\omega, k) = \frac{b^{(0)}_{+ \alpha} + \omega b^{(1)}_{+ \alpha} + O(\omega^2) + G^\alpha_R(\omega)(b^{(0)}_{- \alpha} + \omega b^{(1)}_{- \alpha} + O(\omega^2))}{a^{(0)}_{+ \alpha} + \omega a^{(1)}_{+ \alpha} + O(\omega^2) + G^\alpha_R(\omega)(a^{(0)}_{- \alpha} + \omega a^{(1)}_{- \alpha} + O(\omega^2))} \tag{32}
\]
4. Fermi Surfaces

Let us suppose that there exist certain $k_f$ where $a_+^{(0)}(k_f) = 0$. This will only happen for real $\nu_\alpha$. For small $k_\perp = k - k_f$ and small $\omega$, the Green’s function (32) can be written

$$G_R^\alpha(\omega,k) \approx \frac{h_1}{k_\perp - \frac{1}{v_f} \omega - h_2 e^{i\gamma_{k_f}} \omega^{2\nu_{k_f}}}$$

(33)

with the (real) constants $h_{1,2}, v_f$ in (33) determined by the UV data $a_\perp^{(n)}, b_\perp^{(n)}$ and $\gamma_{k_f}$ is the phase of $G_R(k_f,\omega)$. This Green’s function has a pole in the complex $\omega$ plane at

$$\omega_c = \omega_\perp(k) - i\Gamma(k) = \begin{cases} \left(\frac{k_\perp}{h_2}\right)^{\frac{1}{2\nu_{k_f}}} e^{-i\frac{\gamma_{k_f}}{2\nu_{k_f}}} & \nu_{k_f} < \frac{1}{2} \\ v_f k_\perp - v_f h_2 e^{i\gamma_{k_f}} (v_f k_\perp)^{2\nu_{k_f}} & \nu_{k_f} > \frac{1}{2} \end{cases}.$$ 

(34)

We interpret the $\omega = 0, k_\perp = 0$ singularity as a Fermi surface and the finite $\omega$ poles as particle-like excitations above this Fermi surface. Looking at (34), the excitations have dispersion relation $\omega_\perp(k) \propto k_\perp$ and widths $\Gamma(k) \propto k_\perp^\delta$ with

$$z = \begin{cases} \frac{1}{2\nu_{k_f}} & \nu_{k_f} < \frac{1}{2} \\ 1 & \nu_{k_f} > \frac{1}{2} \end{cases} \quad \text{and} \quad \delta = \begin{cases} \frac{1}{2\nu_{k_f}} & \nu_{k_f} < \frac{1}{2} \\ 2\nu_{k_f} & \nu_{k_f} > \frac{1}{2} \end{cases}.$$ 

(35)

For $\nu_{k_F} < \frac{1}{2}$, the width and energy are comparable and the excitations are not stable quasi-particles; these are non-Fermi liquids. For $\nu_{k_F} > \frac{1}{2}$, as we scale towards the Fermi surface, the ratio of lifetime to energy goes to zero and these are stable particles. For $\nu_{k_F} = 1/2$, both $G_R^\alpha(\omega)$ and $a_+^{(1)}$ have poles which cancel, leaving a log in the Green’s function. It is

$$G_R^\alpha(\omega,k) \approx \frac{h_1}{k_\perp + c_1 \omega + \bar{c}_1 \omega \log \omega}$$

(36)

with $c_1$ real and $\bar{c}_1$ complex. Such a Green’s function is characteristic of “marginal Fermi liquids,” which provide a phenomenological model of the strange metal state of the cuprates.

Thus, we have obtained Green’s functions for a family of excitations about a Fermi surface. The low energy properties, such as the form of the lifetime and dispersion relation are entirely determined by the scaling dimensions of an emergent conformal field theory.

5. Turning on Dipole Couplings

We want to look at the effects of changing the intrinsic electric or magnetic dipole moment of the bulk spinor on the structure of these holographic Fermi surfaces. To do this, we use the bulk Lagrangian density

$$\mathcal{L} = i(\bar{\Psi} \Gamma^M D_M \psi - m \bar{\psi} \psi) - \bar{\Psi} (g_m + g_e \Gamma) \Gamma^{MN} \Psi F_{MN}$$

(37)
with (in our basis)\[\Gamma \equiv \Gamma_t \Gamma_r \Gamma_x \Gamma_y = \begin{pmatrix} 0 & -i\sigma^2 \\ -i\sigma^2 & 0 \end{pmatrix}\] (38)

The Dirac equation is now
\[\left(\Gamma^M D_M - m + i(g_m + g_e \Gamma)\Gamma^{MN} F_{MN}\right) \Psi = 0 \] (39)

Once again, we can cancel the spin part of the covariant derivative by making the definition (8). Using\[F_{rt} = \mu_r \sqrt{g_{tt}}/r^2,\] and the definition (8), with\[\psi = \begin{pmatrix} \Phi_1 \\ \Phi_2 \end{pmatrix}\] in the basis (11), we get
\[
\begin{align*}
(\partial_r + m\sqrt{g_{rr}}\sigma^3)\Phi_\alpha &= \sqrt{g_{rr}}(\omega + \mu_q(1 - \frac{r_0}{r})) i\sigma^2 \Phi_\alpha + \sqrt{g_{rr}} (g_{tt}(-1)^\alpha \sigma^1 \Phi_\alpha \\
&\quad + 2\mu_r \sqrt{g_{tt}}^{-1}(g_m \sigma^1 \Phi_\alpha + g_e \sigma^3 \Phi_\beta) \frac{1}{r^2}
\end{align*}
\] (40)

where again \(\alpha = 1, 2\) and the index \(\beta = 3 - \alpha\) awkwardly indicates the other component. Note that when \(g_e \neq 0\), the Dirac equation is no longer block diagonal in this basis, though it is still real. The dipole terms have no effect on the boundary behavior of this equation.

However, because there is mixing when \(g_e \neq 0\), the process for extracting the Green’s function is slightly more complicated. Equation (15) still holds, but we can no longer choose two sets of boundary conditions such that \(G_R\) is diagonal. Instead, we use two sets of linearly independent boundary conditions, \(I\), and \(II\). Equation (15) becomes
\[
\begin{pmatrix} b^I_1 & b^I_2 \\ b^II_1 & b^II_2 \end{pmatrix} = \begin{pmatrix} s_1 & s_2 \\ s_3 & s_4 \end{pmatrix} \begin{pmatrix} a^I_1 & a^II_1 \\ a^I_2 & a^II_2 \end{pmatrix}
\] (41)

or \(B = SA\) in matrix notation. The Green’s function is \(G_R(\omega, k) = S = BA^{-1}\).

5.1. Discrete Symmetries

We can discover several discrete symmetries by examining the effect of conjugating the Dirac equation (40) and the infalling boundary conditions with certain simple matrices, \(U\). For example, when our two sets of infalling boundary conditions correspond to the two different spins, conjugating with the matrix
\[U = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} = i\Gamma_4 \Gamma^\nu\] (42)

switches the sign of \(k\) in the Dirac equation and switches the two sets of boundary conditions. We learn that
\[G(\omega, -k) = UG(\omega, k)U\] (43)

When \(g_e = 0\), we can take a diagonal basis, leading to \(G_1(\omega, -k) = G_2(\omega, k)\). For the general mixed case, we note that \(\det G(\omega, -k) = \det G(\omega, k)\), so that our graphs
of Fermi surfaces in the \((k, q)\) plane will be invariant under \(k \rightarrow -k\). In a similar way, by examining the effect of \(U\) on (40) and on the boundary conditions, the choice

\[
U = \begin{pmatrix} \sigma^3 & 0 \\ 0 & \sigma^3 \end{pmatrix} = \Gamma^z \implies G(-\omega, -k; -q, -g_m, g_e) = -G^* (\omega, k; q, g_m, g_e) .
\]

This, along with the first discrete symmetry, implies that our Fermi surface plots with \(g_m = 0\) will be symmetric under \(q \rightarrow -q\). Finally, the choice

\[
U = \begin{pmatrix} \sigma^2 & 0 \\ 0 & \sigma^2 \end{pmatrix} = \Gamma^z \Gamma^z \implies G(\omega, -k; -m, -g_m, -g_e) = - [G(\omega, k; m, g_m, g_e)]^{-1} .
\]

In particular, this implies that switching to alternative quantization is equivalent to taking \((m, g_m, g_e) \rightarrow (-m, -g_m, -g_e)\).

### 5.2. The Low Frequency Limit

Again we develop a perturbation series in \(\omega\) by splitting the \(r\)-axis into inner and outer regions. The lowest order inner region equation is

\[
(-\partial_\zeta + \frac{m R_2^2}{\zeta} \sigma^3) \Phi_\alpha = \left( \omega + \frac{q e_3}{\zeta} \right) i \sigma^2 \Phi_\alpha + \frac{R_2}{r_0 \zeta} k (-1)^\alpha \sigma^1 \Phi_\alpha \\
+ 2 \frac{e_3}{\zeta} (g_m \sigma^1 \Phi_\alpha + g_e \sigma^3 \Phi_\beta) \frac{1}{R_2} .
\]

Near the boundary of \(AdS_2\), we get

\[
-\zeta \partial_\zeta \Phi_\alpha = i \sigma^2 q e_3 \Phi_\alpha - R_2 \left( m \sigma_3 + \tilde{M}_\alpha \sigma^1 \right) \Phi_\alpha + 2 g_e \frac{e_3}{R_2} \sigma^3 \Phi_\beta
\]

with

\[
\tilde{M}_\alpha \equiv -(-1)^\alpha \frac{k}{r_0} + 2 \frac{e_3}{R_2} g_m .
\]

Again \(-\zeta \partial_\zeta \psi = U(g_e, g_m) \psi\) and the four eigenvalues of \(U\) are

\[
\pm \nu_{1,2} = \pm 1 \frac{1}{R_2} \sqrt{(m^2 + \frac{k^2}{r_0^2}) R_2^4 + e_3^2 (4(g_e^2 + g_m^2) - q^2 R_2^2)} \pm 4 e_3 R_2^2 \sqrt{g_m^2 \frac{k^2}{r_0^2} + g_e^2 (m^2 + \frac{k^2}{r_0^2})}
\]

where the 1, 2 correlates with the \pm in the square root. Thus the dimensions of operators in the IR CFT are significantly changed. In the case of \(g_e = g_m = 0\), the usual case of two degenerate eigenvalues obtains.

By making a basis change on (46), we can block diagonalize it (though we cannot do so for the full Dirac equation):

\[
\left( -\partial_\zeta - i (\omega + \frac{q e_3}{\zeta}) \sigma_2 + \frac{\nu_{1,2}}{\zeta} \sigma_1 \right) \tilde{\Phi}_{1,2} = 0
\]
The equation for the low frequency Green’s function is (to order $B$)

$$\nu_- = \sqrt{\frac{4\epsilon_3^2 (g_e^2 + g_m^2) R_2^2 + \left(m^2 + \frac{k_z^2}{r_0^2}\right) R_6^6 - 4\epsilon_3^2 \left(g_m^2 \frac{k_z^2}{r_0^2} + g_e^2 \left(m^2 + \frac{k_z^2}{r_0^2}\right)\right) R_2^8}{R_2^4}}$$

$$\nu_+ = \sqrt{\frac{4\epsilon_3^2 (g_e^2 + g_m^2) R_2^2 + \left(m^2 + \frac{k_z^2}{r_0^2}\right) R_6^6 + 4\epsilon_3^2 \left(g_m^2 \frac{k_z^2}{r_0^2} + g_e^2 \left(m^2 + \frac{k_z^2}{r_0^2}\right)\right) R_2^8}{R_2^4}}$$

(51)

This is exactly the same $AdS_2$ Dirac equation as (20), after the replacement

$$(-1)^\alpha \frac{k}{r_0} \rightarrow -\frac{\nu_\pm}{R_2}$$

$$m \rightarrow 0$$

$$\nu_\alpha \rightarrow \sqrt{\nu_\pm^2 - q^2 \epsilon_3^2} = \nu_{1,2}.$$  

(52)

Thus,

$$G_R^{1,2}(\omega) = e^{-i\nu_\pm \frac{k}{r_0}} \frac{\Gamma(-2\nu_{1,2})\Gamma(1 + \nu_{1,2} - i\nu_{1,2})}{\Gamma(2\nu_{1,2})\Gamma(1 - \nu_{1,2} - i\nu_{1,2})} \times \frac{-i\nu_\pm - i\nu_{1,2} - \nu_{1,2}}{-i\nu_\pm - i\nu_{1,2} + \nu_{1,2}} (2\omega)^{2\nu_{1,2}}.$$  

(53)

As in (28), we can match in the outer region onto either $G_R^1(\omega)$ or $G_R^2(\omega)$, this defines our two boundary conditions. The components in the outer region, however, will generically be mixed 4-spinors. We will have two solutions

$$\psi^I = \eta^I_+ + G_R^1(\omega) \eta^I_-$$

$$\psi^I^I = \eta^I_+ + G_R^2(\omega) \eta^I_-$$  

(54)

We can expand the matrices $A$ and $B$ (41) perturbatively in $\omega$ near the boundary. For example,

$$B = B^{(0)}_+ + \omega B^{(1)}_+ + O(\omega^2) + (B^{(0)}_- + \omega B^{(1)}_- + O(\omega^2))G_R(\omega)$$  

(55)

with

$$G_R(\omega) = \begin{pmatrix} G_R^1(\omega) & 0 \\ 0 & G_R^2(\omega) \end{pmatrix}$$  

(56)

The equation for the low frequency Green’s function is (to order $\omega^2$)

$$B^{(0)}_+ + \omega B^{(1)}_+ + (B^{(0)}_- + \omega B^{(1)}_-)G_R(\omega) = G_R(\omega, k) \left[(A^{(0)}_+ + \omega A^{(1)}_+) + (A^{(0)}_- + \omega A^{(1)}_-)G_R(\omega) \right].$$  

(57)

All previous equations for correlation functions (such as (33)) hold, with $a_\alpha$’s and $b_\alpha$’s replaced by matrices $A$ and $B$, $G_R(\omega)$ replaced by the matrix (53), and all denominators replaced by matrix inverses. The Fermi surface is now defined by

$$\det[A^{(0)}_+(k_f)] = 0.$$  

(58)

The dispersion relation and width – the analogues of (35) – are determined by solving

$$\det \left[(A^{(0)}_+(k_f) + \partial_k A^{(0)}_+(k_f)k_\perp + \omega A^{(1)}_+(k_f) + A^{(0)}_-(k_f)G_R(\omega) \right] = 0.$$  

(59)
Thus, in general, the dispersion relation and width will be controlled by the smallest of \( \nu_1, \nu_2 \).

For simplicity, we will find it easiest to deal with nonzero \( g_m \) and \( g_e \) separately.

### 5.3. \( g_m \neq 0, g_e = 0 \)

For \( g_e = 0 \), there is no need to do any basis changing; the Dirac equation is block diagonal. The near horizon equation is (setting \( r_0 = 1 \))

\[
(-\partial_\zeta + \frac{mR_2}{\zeta} \sigma_3) \Phi_\alpha = (\omega + \frac{q e_3}{\zeta}) i \sigma_2 \Phi_\alpha + \frac{R_2}{\zeta} ((-1)^\alpha k + \frac{2e_3g_m}{R^2}) \sigma_1 \Phi_\alpha .
\]

Thus the effect of the magnetic dipole in the near horizon limit is to shift the momentum oppositely in the two blocks. In the matching region (the \( AdS_2 \) boundary), the solution goes like

\[
\Phi_\alpha \sim \zeta^{-\nu_\alpha} e_\alpha + \zeta^{\nu_\alpha} e_{-\alpha}
\]

with

\[
\nu_\alpha = \frac{1}{R_2} \sqrt{(kR^2_2 + (-1)^\alpha 2g_m e_3)^2 + m^2 R^4_2 - q^2 e_3^2 R^2_2}
\]

and

\[
v_{\pm \alpha} = \left( e_3(q - \frac{2g_m}{R_2}) - (-1)^\alpha kR_2 \right) .
\]

Matching onto the near horizon region,

\[
\Phi^O_\alpha = \eta_\alpha + \mathcal{G}_R^\alpha(\omega) \eta_{-\alpha}
\]

where the effect of the dipole coupling is to shift \( k \) in \( \mathcal{G}_R^\alpha(\omega) \), and to change the UV data \( \eta_{\pm} \). The \( AdS_2 \) Green’s function is

\[
\mathcal{G}_R^\alpha(\omega) = e^{-i\pi \nu_\alpha} \Gamma(2\nu_\alpha) \Gamma(1 - \nu_\alpha - iqe_3) \Gamma(1 - \nu_\alpha + iqe_3) \times \frac{(m + in_\alpha) - iqe_3 - \nu_\alpha (2\omega)^{2\nu_\alpha}}{(m + in_\alpha) - iqe_3 + \nu_\alpha (2\omega)^{2\nu_\alpha}}
\]

\[
n_\alpha = (-1)^\alpha k + \frac{2e_3 g_m}{R^2_2}
\]

### 5.4. \( g_e \neq 0, g_m = 0 \)

In this case, the \( (r_0 = 1) \) near horizon equation can be block-diagonalized to the form

\[
-\partial_\zeta \Phi_\alpha = (\omega + \frac{q e_3}{\zeta}) i \sigma_2 \Phi_\alpha + \frac{R_2}{\zeta} ((-1)^\alpha \sqrt{m^2 + k^2 + \frac{2e_3 g_e}{R^2_2}}) \sigma_1 \Phi_\alpha .
\]

\[\text{In the basis } \left[ 1 \right], \text{ the Dirac equation takes the form}
\]

\[
(-\partial_\zeta + \frac{mR_2}{\zeta} \sigma_3) \Phi_\alpha = (\omega + \frac{q e_3}{\zeta}) i \sigma_2 \Phi_\alpha + \frac{R_2}{\zeta} ((-1)^\alpha k \sigma_1 \Phi_\alpha + \frac{2e_3 g_e \sigma_3}{\zeta} \Phi_\beta)
\]

\[\text{\textsuperscript{62}}\]
In the matching region, the solution again goes like $\tilde{\Phi}_\alpha \sim \zeta^{-\nu_\alpha} v_{+\alpha} + \zeta^{\nu_\alpha} v_{-\alpha}$ with

$$\nu_\alpha = \frac{1}{R_2} \sqrt{\left( \sqrt{m^2 + k^2 R_2^4} + (-1)^\alpha 2 g_e e_3 \right)^2 - q^2 e_3^2 R_2^2}$$  \hspace{1cm} (69)$$

$$v_{\pm\alpha} = \left( e_3 (q - \frac{2g_e}{R_2}) - (-1)^\alpha \sqrt{m^2 + k^2 R_2^4} \right)^{\mp\nu_\alpha}.$$

The full outer region solution is $\tilde{\Phi}_\alpha^O = \eta_{+\alpha} + G_{R}^\alpha \eta_{-\alpha}$ with

$$G_{R}^\alpha (\omega) = e^{-i\pi\nu_\alpha} \frac{\Gamma(-2\nu_\alpha) \Gamma(1 + \nu_\alpha - iq e_3)}{\Gamma(2\nu_\alpha) \Gamma(1 - \nu_\alpha - iq e_3)} \frac{in_\alpha - iq e_3 - \nu_\alpha}{in_\alpha - iq e_3 + \nu_\alpha} (2\omega)^{2\nu_\alpha}$$

$$n_\alpha = (-1)^\alpha \sqrt{m^2 + k^2} + \frac{2e_3 g_e}{R_2^2}.$$  \hspace{1cm} (70)$$

6. Numerical Results

To find Fermi surfaces, we look for $k_f$ such that $a_{+}^{(0)}(k_f) = 0$. By (31), this corresponds to $\omega = 0$ solutions to the Dirac equation which are normalizable (because of mixing, the process is slightly more complicated for $g_e \neq 0$; we review it below). We implement this procedure by numerically integrating the $\omega = 0$ equation to the boundary and looking for zeros of $a_{+}^{(0)}$ for some range of $k$ and $q$.

Such numerical work was previously done\textsuperscript{[12,13]} for $g_m = g_e = 0$. There, it was found that Fermi surfaces existed in branches in the $(k, q)$ plane that were basically straight lines jutting out of an oscillatory region (a region where the $\text{AdS}_2$ operator dimensions (23) are imaginary and inside which there exist no Fermi surfaces). See Figure 1 for such a graph with $m = 0.4$. The oscillatory region is shaded green.

![Fig. 1. Fermi Surfaces $g_e = g_m = 0, m = 0.4$](image)

The unitary transformation which block diagonalizes this is $\Phi = U \tilde{\Phi}$

$$U = \frac{1}{2\sqrt{2} \sqrt{k^2 + m^2 + m \sqrt{m^2 + k^2}}} \begin{pmatrix} -A_+ & -A_- & iA_- & -iA_+ \\ -iA_- & -iA_+ & A_- & A_+ \\ -A_+ & -A_- & -iA_- & iA_+ \\ A_+ & A_- & -iA_+ & -iA_- \end{pmatrix}$$

$$A_\pm = m \pm k + \sqrt{m^2 + k^2}. \hspace{1cm} (67)$$
6.1. \( g_m \neq 0, g_e = 0 \)

For \( g_m \neq 0 \), the above structure is preserved; there are Fermi surface branches jutting out of oscillatory regions in the \((k, q)\) plane. By (62), turning on \( g_m \) keeps intact the shape of the oscillatory region, moving it to larger \( k \) (it also moves another copy associated with the opposite spin to smaller \( k \), but we focus on \( k > 0 \) as everything is \( k \rightarrow -k \) invariant). We make the following qualitative observations

1. As the oscillatory region moves to larger \( k \), it “eats” Fermi surfaces in the \((k, q)\) plane. These Fermi surfaces branches move to higher \( q \) for larger \(|g_m|\) (see Figure 2).

2. The dipole coupling has the most effect at low \( q \), where it flattens and curves Fermi surface branches close to the oscillatory region. Far from the oscillatory regions, the branches asymptote to straight lines.

3. This effect is most pronounced for \( m < 0 \) (alternative quantization). For \( m \) negative enough, local and global maxima and minima can develop in Fermi surface branches near the oscillatory region. See Figure 3 for an example of how such a minimum develops as \( m \) is lowered. Also, in Figure 4 we plot results for \( g_m \) fixed and \( m = -0.4, 0, 0.4 \).

In [14], a “phase diagram” was constructed in the \((m, q)\) plane which showed the attainable \( \nu \)'s for the primary Fermi surface (that with the largest \( k_f \) for a given \( q \)). Here, we construct a similar phase diagram for \( g_m = -2 \). Because of various ambiguities that arise when there are multiple Fermi surfaces, we focus on a single \( q > 0 \) branch. Because the branch gets flattened near the oscillatory region, there are more attainable \( \nu \)'s than with \( g_m = 0 \) for the same range of \( m, q \). Also, because of point 3 above, when global or local minima occur we must pick what we mean as the primary Fermi surface within a branch (note that this differs from \( g_m = 0 \).
where the choice is made between different branches). We choose that Fermi surface with the largest $\nu_\alpha$. Note, in this case, such a Fermi surface actually has smaller $k_f$.

6.2. $g_e \neq 0, g_m = 0$

For $g_e \neq 0$, there is mixing between the spin components. We change bases in the $\omega = 0$ Dirac equation so that is the near horizon limit. We then use two different
infalling boundary conditions, each corresponding to a distinct $AdS_2$ dimension. We integrate this out to the boundary, change basis back to the original spin basis and numerically look for zeros of $\det A_+^{(0)} = a_{+1}^{I(0)} a_{+1}^{I(0)} - a_{+1}^{II(0)} a_{+1}^{II(0)}$ (see (41)). Some observations:

1. Fermi surface branches continue to jut out of an oscillatory region. As $|g_e|$ is increased, the oscillatory regions kiss and move to the right (see figure 6). As in the magnetic case, the oscillatory region “eats” Fermi surface branches as it moves to the right.

2. Fermi surface branches are created to the left (smaller $|k|$) of the oscillatory region, which we will call the “interesting region”. As one increases $|g_e|$ more Fermi surfaces are created in this region. There can also be local maxima or minima created near the oscillatory region as in the magnetic dipole case.

3. For $g_e \neq 0$ the Fermi surfaces are much more gently sloping in the interesting region than for Fermi surface branches with similar $g_m$ (and all other constants comparable). For $m = 0$, the Fermi surface branches are nearly flat.

4. There seem to be small gaps between the Fermi surface branches at $k = 0$. This indicates local maxima or minima at $k = 0$. As one lowers $|m|$, the gaps become larger and larger, although for $m < 0$ there always exists a branch with a large gap.

5. Since $g_e$ mixes the spin components, it is difficult to represent the landscape of possible values of $\nu$ in the same way as previously.

### 7. Discussion

We have found that the holographic framework for Fermi surfaces is robust under the change of the magnetic and electric dipole moments of the bulk spinor field, in
the sense that the low-frequency Green’s function remains of the form determined in [14]. Turning on these couplings moves the Fermi surfaces around, and changes the scaling dimension of the emergent IR $AdS_2$ symmetry.

What is the meaning of the bulk dipole couplings in terms of properties of the fermion operator in the boundary field theory? In vacuum, these couplings do not affect the fermion two point function. They do, however, change the structure of the current-fermion-fermion three point function. The full calculation is complicated, but one simple characterization is the following. With $g_m = g_e = 0$, there are no terms in $\langle \bar{\Psi}_\alpha \Psi_\beta J^\mu \rangle$ proportional to second rank Clifford algebra elements $\Gamma^{\mu\nu}$; turning on the dipole couplings creates such terms. It would be interesting to understand better the physical significance of this.

It was previously found that the existence of Fermi surfaces in ordinary quantization was correlated with the existence of the oscillatory region in $k$ space where the $AdS_2$ scaling dimension becomes imaginary. The oscillatory region occurs for values of the momentum such that there is Schwinger pair production in the $AdS_2$ region. A heuristic interpretation is that this creates a bulk Fermi surface, leading to a boundary one (the duality implies an equality of Hilbert spaces, meaning that the bulk spectral density is related to the boundary spectral density; see [15,24] for the precise relation between these two quantities). It appears that this mechanism involving pair production is not necessary to have a Fermi surface; boundary Fermi surfaces can appear – in alternative quantization – without oscillatory regions. However, the alternative quantization is unstable in the RG sense; any small addition of the double trace operator $\mathcal{O}^\dagger \mathcal{O}$ flows the CFT to that of ordinary quantization. Thus, the known Fermi surfaces without oscillatory region are also unstable; they flow away, as can be seen in Figure 5 of [14].

The existence of an oscillatory region implies that the bulk Fermi sea has support at the black hole horizon. Naively, its gravitational backreaction should be suppressed by a factor of the Newton’s constant, which is proportional to $1/N^2$. However, when one integrates the near-horizon charge density to some radial position $r$, there is a logarithmic divergence in $r$ which can offset this suppression beyond some critical $r_c \sim e^{-N^2}$; for $r < r_c$ backreaction cannot be ignored. This backreaction was argued to change the geometry to a Lifshitz geometry with dynamical exponent $z \sim N^2$. This modifies the fermion response for frequencies and temperatures below some new low-energy scale $E_c \sim \mu e^{-N^2}$. Below these frequencies and temperatures, the behavior is that of a Fermi liquid (the self-energy is analytic in frequency at the Fermi surface), and therefore the system does not in fact describe a non-Fermi liquid groundstate. We note that it is likely that other instabilities, such as the holographic superconductor instability set in at much higher temperatures. The effects of such superconducting order on holographic Fermi surfaces has been studied first for $s$-wave order and more recently for order parameters with nodes.

For the reason described in the previous paragraph, it would be interesting to find a deformation of the action which allows Fermi surfaces that are RG stable
but do not come with an oscillatory region. Unfortunately, our results indicate that the dipole couplings are not such a deformation. Although the couplings change the shape and location of the oscillatory region in the $(k,q)$ plane, we again find that Fermi surfaces in ordinary quantization only occur with an oscillatory region.

A subject of current interest is the form of the gravitational backreaction of the density of spinor particles in the bulk.\cite{25, 39–43} Given that the dipole couplings studied here change the shape of the Fermi surface and of the oscillatory region in momentum space, they will also have an interesting effect on the character of the back-reacted solution.\cite{46}

Finally, we have found that the dipole operators curve Fermi surface branches in the $(k,q)$ plane close to the oscillatory region. For certain values of $g_m$ and $g_e$ we can create local maxima and minima of these branches. It would be interesting if we could embed this system into one where $q$ is a tunable parameter. In this context, a local maximum, for example, would represent two Fermi surfaces that merge and annihilate as $q$ is continuously increased. We leave such an embedding to future work.

Note Added 3: The papers \cite{44, 45} attempt to interpret the motion (upon increasing $g_m$) of the Fermi surface pole into the oscillatory region and its subsequent evolution as the formation of a gap.\cite{46} At first glance, this interpretation is problematic, because a characteristic feature of the oscillatory region is nonzero spectral weight at zero frequency (see figure 4 of \cite{12} and section IV.A of \cite{14}). At values of the dipole coupling when the Fermi surface first disappears, it enters the oscillatory region and the IR CFT exponent becomes $i$ times a small number; the low-frequency spectral weight, while incoherent, is by no means small there. The interpretation of \cite{44, 45} of the formation of a gap relies on the numerical smallness of this weight at still-larger values of dipole coupling.

A partial explanation of this effect is the following. As the dipole coupling is increased further, for fixed $k$, one exits the oscillatory region again, and the IR CFT exponent \cite{62} $\nu = \sqrt{-q^2/2 + m^2L^2 + (k \pm c_4g_m)^2}$ becomes real and positive and, eventually, large. Such a large, real IR CFT scaling dimension $\nu$ suppresses the incoherent spectral weight away from poles of the Green’s function.\cite{33} This is because the low frequency spectral density satisfies \cite{14}

$$\text{Im } G_R \propto \left(\frac{\omega}{\mu}\right)^{2\nu} \ll 1 \quad (71)$$

---

\begin{footnotesize}
\textsuperscript{a}We thank David Vegh for discussions of this issue.
\textsuperscript{b}JM would like to thank the authors of \cite{44, 45} for correspondence which led to the following more careful consideration of these points.
\end{footnotesize}
for $\omega < \mu$ and $\nu \gg 1$. This explanation is only a partial one because for given $g_m$, there is still an oscillatory region (at $k \propto g_m$), where there could in principle be gapless excitations. [45] observes that even in that regime, where the IR CFT dimensions are $i$ times an order-one number, the spectral weight is suppressed. An understanding of this effect must involve the behavior of the UV coefficients $a^{(0)}_{\pm}, b^{(0)}_{\pm}$ with $g_m$.

Despite this analytic partial understanding of the phenomenon observed in [44, 45], we retain some reservations about the interesting proposed connection to Mott physics. In particular, the oscillatory region is playing a crucial role in destroying the Fermi surface in this discussion. Much about its interpretation remains mysterious, particularly in light of its implications for gravitational back-reaction.

Finally, we note that the same situation of no Fermi surfaces and large IR CFT dimension can also be reached by increasing $mL$, the mass of the spinor field in units of the $AdS$ radius, at fixed charge and no dipole coupling; in this regime ($m > qe_d$) there is no oscillatory region.
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$$
\rho_{osc}(\omega, k) = \text{Im} \frac{e^{i\theta} |c| \omega^{2i\lambda} + 1}{e^{i\theta'} |c| \omega^{2i\lambda} + 1}.
$$

(72)

Recall that $c\omega^{2i\lambda}$ is the IR CFT Green’s function (the IR CFT dimension is imaginary) at $T = 0$. $e^{i\theta, \theta'}$ are scattering phases constructed from the UV data. This expression is valid in the oscillatory regime $k < k_{osc}$, and is derived in [22]. We observe that should the IR CFT dimension be $i$ times a large real number $\lambda$, this spectral weight will be strongly suppressed, exponentially in $\lambda$. In this regime, the coefficient $c$ in the IR CFT Green’s function behaves as (see eqn (D.22) of [14] or eqn (5.18) of [22])

$$
c \propto e^{-\pi \lambda} \lambda^{\frac{3}{2}} \rightarrow 0,
$$

(73)

and therefore the low-frequency spectral weight is

$$
\rho_{osc}(\omega, k) \lambda^{\frac{3}{2}} \rightarrow \text{Im} 1 = 0.
$$

(74)
grateful to Hong Liu, Mike Mulligan, and Brian Swingle for discussions and to Raghu Mahajan and David Vegh for comments on the draft. This work was supported in part by funds provided by the U.S. Department of Energy (D.O.E.) under cooperative research agreement DE-FG0205ER41360, and in part by the Alfred P. Sloan Foundation.

References

1. S. A. Hartnoll, “Lectures on holographic methods for condensed matter physics,” Class. Quant. Grav. 26 (2009) 224002, arXiv:0903.3246 [hep-th]
2. J. McGreevy, “Holographic duality with a view toward many-body physics,” arXiv:0909.0518 [hep-th]
3. S. A. Hartnoll, “Quantum Critical Dynamics from Black Holes,” arXiv:0909.3553 [hep-th]
4. C. P. Herzog, P. Kovtun, S. Sachdev, and D. T. Son, “Quantum critical transport, duality, and M-theory,” Phys. Rev. D75 (2007) 085020, arXiv:hep-th/0701036
5. S. A. Hartnoll, P. K. Kovtun, M. Muller, and S. Sachdev, “Theory of the Nernst effect near quantum phase transitions in condensed matter, and in dyonic black holes,” Phys. Rev. B76 (2007) 144502, arXiv:0706.3215 [cond-mat.str-el]
6. K. Balasubramanian and J. McGreevy, “Gravity duals for non-relativistic CFTs,” Phys. Rev. Lett. 101 (2008) 061601, arXiv:0804.4053 [hep-th]
7. D. T. Son, “Toward an AdS/cold atoms correspondence: a geometric realization of the Schroedinger symmetry,” Phys. Rev. D78 (2008) 046003, arXiv:0804.3972 [hep-th]
8. A. Adams, K. Balasubramanian, and J. McGreevy, “Hot Spacetimes for Cold Atoms,” JHEP 11 (2008) 059, arXiv:0807.1111 [hep-th]
9. J. Maldacena, D. Martelli, and Y. Tachikawa, “Comments on string theory backgrounds with non-relativistic conformal symmetry,” JHEP 10 (2008) 072 arXiv:0807.1100 [hep-th]
10. C. P. Herzog, M. Rangamani, and S. F. Ross, “Heating up Galilean holography,” JHEP 11 (2008) 080, arXiv:0807.1099 [hep-th]
11. S.-S. Lee, “A Non-Fermi Liquid from a Charged Black Hole: A Critical Fermi Ball,” Phys. Rev. D79 (2009) 086006, arXiv:0809.3402 [hep-th]
12. H. Liu, J. McGreevy, and D. Vegh, “Non-Fermi liquids from holography,” arXiv:0903.2477 [hep-th]
13. M. Cubrovic, J. Zaanen, and K. Schalm, “String Theory, Quantum Phase Transitions and the Emergent Fermi-Liquid,” Science 325 (2009) 439–444 arXiv:0904.1993 [hep-th]
14. T. Faulkner, H. Liu, J. McGreevy, and D. Vegh, “Emergent quantum criticality, Fermi surfaces, and AdS2,” arXiv:0907.2694 [hep-th]
15. T. Faulkner, N. Iqbal, H. Liu, J. McGreevy, and D. Vegh, “Strange metal transport realized by gauge/gravity duality,” Science 329 (2010) 1043–1047 arXiv:1003.1728 [hep-th]
16. M. Ammon, J. Erdmenger, M. Kaminski, and A. O’Bannon, “Fermionic Operator Mixing in Holographic p-wave Superfluids,” JHEP 05 (2010) 053, arXiv:1003.1134 [hep-th]
17. I. Bah, A. Faraggi, J. I. Jottar, R. G. Leigh, and L. A. Pando Zayas, “Fermions and D=11 Supergravity On Squashed Sasaki-Einstein Manifolds,” arXiv:1008.1423 [hep-th]
18. I. Bah, A. Faraggi, J. I. Jottar, and R. G. Leigh, “Fermions and Type IIB Supergravity On Squashed Sasaki-Einstein Manifolds,” \texttt{arXiv:1009.1615 [hep-th]}

19. J. T. Liu, P. Szeplietowski, and Z. Zhao, “Supersymmetric massive truncations of IIB supergravity on Sasaki-Einstein manifolds,” \textit{Phys. Rev.} \textbf{D82} (2010) 124022, \texttt{arXiv:1009.4210 [hep-th]}

20. N. Iqbal and H. Liu, “Real-time response in AdS/CFT with application to spinors,” \textit{Fortsch. Phys.} \textbf{57} (2009) 367–384, \texttt{arXiv:0903.2596 [hep-th]}

21. I. R. Klebanov and E. Witten, “AdS/CFT correspondence and symmetry breaking,” \textit{Nucl. Phys.} \textbf{B556} (1999) 89–114, \texttt{arXiv:hep-th/9905104}

22. T. Faulkner, N. Iqbal, H. Liu, J. McGreevy, and D. Vegh, “Holographic non-Fermi liquid fixed points,” \texttt{arXiv:1101.0597 [hep-th]}

23. C. Varma, P. B. Littlewood, S. Schmitt-Rink, E. Abrahams, and A. E. Ruckenstein, “Phenomenology of the normal state of Cu-O high-temperature superconductors,” \textit{Phys. Rev. Lett.} \textbf{63} (1989) 1996.

24. T. Faulkner, N. Iqbal, H. Liu, J. McGreevy, and D. Vegh, “Charge transport by holographic Fermi surfaces,” \texttt{to appear}

25. Hartnoll, Sean A. and Polchinski, Joseph and Silverstein, Eva and Tong, David, “Towards strange metallic holography,” \texttt{arXiv:0912.1061 [hep-th]}

26. S. Kachru, X. Liu, and M. Mulligan, “Gravity Duals of Lifshitz-like Fixed Points,” \textit{Phys. Rev.} \textbf{D78} (2008) 106005, \texttt{arXiv:0808.1725 [hep-th]}

27. T. Faulkner and J. Polchinski, “Semi-Holographic Fermi Liquids,” \texttt{arXiv:1001.5049 [hep-th]}

28. S. S. Gubser, “Breaking an Abelian gauge symmetry near a black hole horizon,” \textit{Phys. Rev.} \textbf{D78} (2008) 065034, \texttt{arXiv:0801.2977 [hep-th]}

29. S. A. Hartnoll, C. P. Herzog, and G. T. Horowitz, “Building a Holographic Superconductor,” \textit{Phys. Rev. Lett.} \textbf{101} (2008) 031601, \texttt{arXiv:0803.3295 [hep-th]}

30. S. A. Hartnoll, C. P. Herzog, and G. T. Horowitz, “Holographic Superconductors,” \textit{JHEP} \textbf{12} (2008) 015, \texttt{arXiv:0810.1563 [hep-th]}

31. C. P. Herzog, “Lectures on Holographic Superfluidity and Superconductivity,” \textit{J. Phys.} \textbf{A42} (2009) 343001, \texttt{arXiv:0904.1975 [hep-th]}

32. J.-W. Chen, Y.-J. Kao, and W.-Y. Wen, “Peak-Dip-Hump from Holographic Superconductivity,” \texttt{arXiv:0911.2821 [hep-th]}

33. T. Faulkner, G. T. Horowitz, J. McGreevy, M. M. Roberts, and D. Vegh, “Photoemission ‘experiments’ on holographic superconductors,” \texttt{JHEP 03 (2010) 121 [hep-th]; arXiv:0911.3402 [hep-th]}

34. S. S. Gubser, F. D. Rocha, and P. Talavera, “Normalizable fermion modes in a holographic superconductor,” \texttt{arXiv:0911.3632 [hep-th]}

35. S. S. Gubser, F. D. Rocha, and A. Yarom, “Fermion correlators in non-abelian holographic superconductors,” \texttt{arXiv:1002.4416 [hep-th]}

36. F. Benini, C. P. Herzog, and A. Yarom, “Holographic Fermi arcs and a d-wave gap,” \texttt{arXiv:1006.0731 [hep-th]}

37. D. Vegh, “Fermi arcs from holography,” \texttt{arXiv:1007.0246 [hep-th]}

38. F. Benini, C. P. Herzog, R. Rahman, and A. Yarom, “Gauge gravity duality for d-wave superconductors: prospects and challenges,” \texttt{arXiv:1007.1981 [hep-th]}

39. S. A. Hartnoll and A. Tavanfar, “Electron stars for holographic metallic criticality,” \texttt{arXiv:1008.2828 [hep-th]}

40. S. A. Hartnoll, D. M. Hofman, and A. Tavanfar, “Holographically smeared Fermi surface: Quantum oscillations and Luttinger count in electron stars,” \texttt{arXiv:1011.2502 [hep-th]}. 
41. S. A. Hartnoll and P. Petrov, “Electron star birth: A continuous phase transition at nonzero density,” arXiv:1011.6469 [hep-th].

42. L. Y. Hung, D. P. Jatkar and A. Sinha, “Non-relativistic metrics from back-reacting fermions,” Class. Quant. Grav. 28, 015013 (2011), arXiv:1006.3762 [hep-th].

43. M. Cubrovic, J. Zaanen and K. Schalm, “Constructing the AdS dual of a Fermi liquid: AdS Black holes with Dirac hair,” arXiv:1012.5681 [hep-th].

44. M. Edalati, R. G. Leigh, and P. W. Phillips, “Dynamically Generated Gap from Holography: Mottness from a Black Hole,” arXiv:1010.3238 [hep-th].

45. M. Edalati, R. G. Leigh, K. W. Lo, and P. W. Phillips, “Dynamical Gap and Cuprate-like Physics from Holography,” arXiv:1012.3751 [hep-th].