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Abstract

System calls have no place on the fast path of microsecond-scale systems. However, kernel bypass prevents the OS from controlling and supervising access to the hardware. In this paper we introduce the fastcall space, a new layer in the traditional OS architecture, that hosts fastcalls. A fastcall implements the fast path of a traditional kernel operation and can stay on the fast path, because the transition to the fastcall space is $\approx 15$ faster than to the kernel space. This way the OS does not give up the control over device access, whereas the applications maintain their performance.

1 Introduction

The system call layer creates a tight barrier in the transition between the user and the kernel modes, shielding the kernel from the user for security and safety reasons. In a traditional system, user applications must cross this barrier to write a file to a disk or send a network packet. Recently however, for high-performance applications, the cost of a system call executed on a performance critical path becomes prohibitively expensive [4, 43, 60].

The kernel-bypass architectures remove the transition barrier and the corresponding system call overhead by mapping the devices directly into the user-space applications [4, 21, 27, 35, 43, 58]. Kernel bypass takes the devices away from the control of the OS and relies on the devices to implement features like QoS [30], connection tracking [17], or live migration [44]. Instead, we introduce the fastcall space, a new layer within the existing OS architectures, enabling low-overhead OS-controlled device access by user applications.

Accessing devices through system call layer is slow for two reasons. First, the switch between kernel and user modes has considerable performance penalty, aggravated by recent speculation-based side-channel-attack mitigations [32, 37]. By itself, this aspect adds around 300ns (see Section 5) to the datacenter tax [28, 43] for each system call invocation. Second, the hot path in the Linux kernel [36] can be long and have several latency-inflating asynchronous calls requiring multiple intra-kernel context switches. For example, a write to a file goes through file system and block layers, before landing with the device controller driver. If the application intends to use a modern PCIe 4 $\times$ 16 device close to its maximum request processing rate, it requires an alternative to the system-call path.

Therefore, direct device access is necessary for a high performance application but has multiple prerequisites. First, the device becomes responsible for sharing the resources between multiple user applications like, for example, in RDMA-networks [21]. Second, if such device support is not available, kernel bypass can be used only when the application is trusted to have full device access. The first model requires additional device capabilities, increasing the cost of the device and increasing the time span for deploying new features [1, 9]. The second model is viable only for a subset of infrastructure-level software, limiting the applicability of kernel bypass in practice. Fastcalls combine the features of system calls and kernel bypass to offer cost-efficient access to the hardware without limiting the applicability of kernel bypass.

The fastcall layer resides in a privileged domain but avoids
Figure 2: An address space consists of a kernel and a user space. As part of KPTI, the kernel maintains two sets of address spaces for each process and must switch between corresponding page tables, when crossing the privilege boundary.

fully entering the kernel space (see Figure 1). Therefore, invoking a fastcall is much faster than invoking a system call. This speedup that fastcalls provide comes at the cost of some limitations though, like not being able to access sensitive information inside the kernel [32, 37]. The fastcall layer hosts multiple fastcall functions, code snippets tailored to specific use cases, that represent fast paths of privileged operations. Fastcall functions are provided and trusted by the OS, and hence they are allowed to execute in the privileged CPU mode and to have direct access to hardware.

One way to look at fastcalls is CPU-onloading, i.e. moving work from the hardware accelerators to the CPU with the purpose of reducing data movement. Unnecessary data movement has been often identified as a source of performance bottlenecks [5, 26, 28], therefore doing work on a CPU may actually improve performance. Moreover, our intention is to use fastcalls for running control logic, which is traditionally executed most efficiently by general-purpose CPUs. This way fastcalls can complement CPU-offloading and become part of future multitenant environments.

2 Background

Fastcalls build upon and extend the existing Linux kernel system call mechanism. We implement fastcalls for the x86-64 architecture, and correspondingly provide details for this architecture, although fastcalls can be generalized to other CPU and OS architectures as well.

Figure 2 illustrates the specifics of the system call implementation of the Linux kernel [54]. When an application wants to perform a system call (e.g. open, read, or write), it moves the system call number into register rax and the system call parameters into other registers. Then, the application executes the syscall instruction (Figure 2, 1), resulting in the following operations: transfer of the execution flow to a preconfigured kernel entry point (Figure 2, 2), transition of the CPU into privileged mode, deactivation of interrupts, and storing the return address in the rcx register [24, pp. 2984, 1854]. Typical kernel operations can only be executed in the privileged mode, and the syscall instruction guarantees that there only exists a single entry point into the kernel code, which can be firmly secured against attacks.

Immediately after entering the kernel most of the kernel memory is not valid, because it is not mapped into the current address space for security reasons [51]. The kernel starts by setting up the kernel stack and then changes page tables by storing a new value into the cr3 register (Figure 2, 3, [24, p. 2857]). Changing page tables is a part of KPTI [50], a technique for protecting the kernel data from speculation-based side-channel attacks [37] and is not required for all CPUs. Only after changing the page tables the rest of kernel code and data becomes accessible, and the control goes to the actual system call handlers (Figure 2, 4).

The system call handler identifies the exact system call by the number in the register rax and then dispatches it for processing to the corresponding kernel subsystem. After the system call is complete, the kernel returns from the do_syscall function and performs the previously taken actions in reverse (Figure 2, 5): restores the original user-view of the address space, including the stack and registers, and sets up the correct return address. Finally, the sysret instruction returns the execution flow from the privileged CPU mode back to the user application.

It takes overall around 300 ns to reach the required kernel subsystem and return from there (see Section 5). This administrative overhead is prohibitive for microsecond-scale applications, especially if the actual functional part of the system call is short [35, 43, 59]. Unfortunately, this overhead cannot be entirely avoided, because system calls are supposed to execute privileged operations, which normally cannot be delegated to user mode.

The largest source of overhead are the page table switch and other mitigations of speculation-based attacks. We analyze the sources of the overhead in more detail in Section 5. Further sources of overhead come from complicated kernel logic, which may not always be optimized for the fast path. In the next section, we describe how fastcalls avoid most of the overhead connected to system call invocation without sacrificing security.

3 Design

Fastcalls are intended to be used similarly to system calls. Unlike a system call, a fastcall has a very specific purpose (sending a packet a specific destination or writing into a specific set of blocks) and covers only the fast path. Figure 3 depicts a new layer in the OS architecture: the fastcall space. Like the kernel, the fastcall space resides in a privileged domain, that the user application normally has no access to. When invoking a fastcall, similarly to a system call,
The flow of managing fastcalls is shown. One of these 
installations, therefore limiting the frequency of device accesses .

A system can have multiple fastcall providers residing in the kernel or running as trusted user-level processes. For our evaluation we implemented fastcall providers as kernel modules. Only after the fastcall has been mapped into the application’s fastcall space, can it be called with minimum latency and without going into the kernel.

All fastcalls can be tuned individually to ensure a specific security or resource usage policy at the moment of fastcall invocation. As an example of a security policy, the fastcall may check that the application-generated network packet header contains only a permitted destination IP address. A resource usage policy may rate-limit the frequency of fastcall invocations, therefore limiting the frequency of device accesses.

The kernel must ensure that the fastcall is self-contained in terms of memory accesses and executed code. This means that the fastcall may neither perform memory operations outside a dedicated region nor is it allowed to execute any code that is not explicitly part of it, like external functions. There are two reasons for these limitations: First, to enable the highest performance and the simplest implementation, the fastcall may not generate CPU exceptions like page faults. Second, all possible execution paths of a fastcall must be observable by the fastcall provider to enable verification of the fastcall logic. Although we do not cover fastcall verification in this paper, we expect fastcalls to be automatically verified similarly to eBPF [11] functions.

To guarantee that a fastcall causes no page faults, each fastcall receives a block of scratchpad memory to be used as a stack. Additionally, the kernel creates a pinned memory region shared between the fastcall and the application. A part of the shared region is writable by the application, another part is only readable. The application can pass data to a fastcall only through CPU registers or via the aforementioned shared memory region.

### 4 Implementation

We implemented the concept of fastcalls in the Linux kernel [36]. This implementation augments the system call handling of the kernel to allow the execution of low-latency fastcall functions. The execution of fastcall functions in a higher CPU privilege mode isolates fastcalls from applications and enables these functions to access system pages, which user mode cannot manipulate. Overall, this implementation of the fastcall design largely focuses on extending kernel facilities and reducing the latency of application–kernel transitions.

The high-level view of the fastcall implementation is depicted in Figure 4. The flow of managing fastcalls is shown on the left. Authorized applications register for fastcalls via fastcall providers, which are loadable kernel modules. They then interact with the built-in fastcall infrastructure in the kernel. Modules allow administrators to extend systems with new functionality and aid the rapid development of new fastcalls.

The right side of Figure 4 depicts the invocation of fastcalls through the normal system call interface. Figure 5 provides a more detailed view of this invocation. To minimize fastcall latency, fastcalls are detected right at kernel entry and forwarded to the fastcall dispatcher. The dispatcher locates the desired fastcall function in memory and executes it. All operations in the fastcall space run in the privileged mode, meaning that the fastcalls have kernel-level capabilities.

The fastcall space hosts all the facilities relevant for executing fastcall functions as shown in Figure 4. One of these

---

Figure 3: Fastcall invocation. First, the application requests (1) the fastcall provider (FCP) to register a fastcall (FC). The FCP installs (2) the fastcall, including the MMIO mapping, into the application’s fastcall space. Later, the application accesses the device by invoking (3) the fastcall, which accesses (4) the MMIO region of the corresponding device and triggers (5) the corresponding IO operation. Fastcalls and the MMIO region are protected against modifications by the application. The kernel is additionally protected against side-channel attacks.

Figure 4
facilities is the per-process fastcall table. Entries in this table are created by the fastcall infrastructure and they contain pointers to fastcall functions, to data regions and configuration parameters which are passed through to fastcall functions. The fastcall system call uses this table to locate the fastcall functions in fastcall space, which is depicted in Figure 5. In this sense, the fastcall table acts a table of capabilities to fastcall functions, just like the file descriptor table contains capabilities to file descriptors.

The fastcall space hosts the stacks for the fastcall functions, which is necessary to write fastcalls in C. To avoid issues with concurrently running fastcalls, the stacks are assigned per CPU and interrupts are kept disabled during the fastcall execution. The fastcall space also hosts the shared memory regions to exchange data with user applications and hosts device memory mappings and fastcall-private pages (e.g. for locks and counters). In general, these facilities enable fastcalls to perform privileged operations without fully entering the kernel, which results in reduced latency compared to system calls.

Fastcalls reduce overhead of system calls by not mitigating side-channel attacks like Meltdown [37]. Meaning that, due to KPTI, the kernel memory is not mapped when fastcalls run. As a result, fastcalls cannot access most of the kernel memory. Instead, we allocate a portion of the process address space to fastcall space. The fastcall space memory cannot be modified directly from the user mode (except shared memory, see Figure 4) and the layout cannot be altered by regular memory-management system calls. All modifications to the fastcall space layout must instead go through the in-kernel fastcall infrastructure. Else, malicious applications could, for example, exchange mapped device memory and trick fastcalls into writing to the wrong device. Therefore, the concept of fastcall space protects fastcalls from malicious applications even though memory is mapped to user space.

Moreover, the fastcall space exhibits a special behavior on forks [29]. Normally, a fork would make a one-to-one copy of memory pages, breaking potentially fastcall data structures, e.g. locks, currently in active use by fastcalls. Such inconsistencies should not occur in kernel mode, therefore we decided to reset the complete fastcall space of children upon forks.

5 Evaluation

We conduct a set of microbenchmarks to compare the latency of fastcall function invocations to alternative approaches: vDSO functions, system calls, and ioctl handlers. The source code of all benchmarks\(^2\) is publicly available online.

We have chosen vDSO [12], because it indicates the lower execution time boundary for kernel-provided functionality. However, vDSO does not allow kernel state modifications, so fastcalls remain a more powerful tool. In contrast, ioctl handlers offer full kernel functionality, but incur the highest overhead among the aforementioned approaches.

All of the evaluated techniques are compared in three different scenarios: the execution of no-operation functions, the copying of small arrays, and the invocation of non-temporal calls. In the first scenario, the called functions directly return back to the calling application. The other two scenarios

---

\(^2\)https://github.com/vilaureu/fastcall-benchmarks

\(^3\)https://github.com/vilaureu/linux/tree/fccmp
Table 1: System Configuration

| Component     | Configuration                      |
|---------------|------------------------------------|
| CPU           | Intel Core i7-4790 CPU at 3.6 GHz  |
| Memory        | 32 GiB with 4 DDR3-1600 DIMMs     |
| Kernel        | based on Linux v5.11 [53]         |
| Distribution  | Debian Testing Bullseye [48]      |
| Settings      | performance CPU governor [57],    |
|               | no HT [23], no Turbo Boost [25]   |

show how the latencies of the tested mechanisms compare when they actually perform some work. In the array-copying scenario the called functions copy a small string of 64 byte into an internal buffer, which could later on be used to manipulate kernel data. Because this scenario is very simple, the copy operations will primarily work on the CPU caches. The non-temporal copy scenario prevents this by writing 64 bytes directly to main memory using the `vmovntdq` [24, p. 1273] vector instruction. The concrete 64-byte value originates from the size of commands in NVMe submission queues [42, p. 65]. This benchmark scenario helps to answer the question of how relevant the lower latency of the fastcall mechanism is when working with PCIe devices. All in all, these microbenchmarks allow to evaluate how the fastcall mechanism compares to the other approaches under different load scenarios.

Finally, as a third variable, we change the mitigation settings for CPU vulnerabilities. All benchmarks are performed once with the default set of mitigations (mitigations=auto [49]), once without KPTI (nopti), and once with all mitigations disabled entirely (mitigations=off). This differentiation is important because countermeasures against Meltdown, Spectre [32], and Microarchitectural Data Sampling (MDS) [52] had a noticeable effect on the system call latency when tested on our benchmark system. Overall, depending on the enabled mitigations, the measured latencies of the functions under test might differ and are worth investigating.

Table 1 lists basic information about our benchmark system, which we tuned for low runtime variance. The benchmarks themselves are regular applications executing in user mode and use the microbenchmark library `benchmark` [15]. This library executes the code of interest in tight loops until the average execution times become statistically stable. We also independently verified that latency variation for all our benchmarks was negligible (IQR of 3.3 ns for an empty system call and 0 for a noop fastcall).

### 5.1 Results

The results of our benchmarks are shown in Figure 6. When comparing all four approaches in executing a no-operation function with mitigations enabled, vDSO and fastcall functions have by far the lowest execution times. The mere execution of the function calls to the vDSO takes only 1.4 ns. Performing ring transitions for executing fastcalls increases the latency to 23.9 ns. Nevertheless, this is still approximately 15 times faster than the 354.7 ns overhead of system calls. For `ioctl` handlers this value is even larger at 413.6 ns. This shows, that the flexibility of `ioctl` handlers comes at the cost of increased latency. In general, the fastcall mechanism allows to avoid a large portion of the overhead of system calls and `ioctl`.

However, this aspect changes when considering the other mitigation settings. The mitigation settings do not affect fastcalls because they skip the kernel entry sequence, which contains the relevant mitigations. This also applies to vDSO functions, which are by design executed in user mode. On the other hand, the mitigation settings heavily influence the system call and `ioctl` approaches. System calls only show 46.4 ns of latency when all mitigations are disabled. Hence, in the second scenario they come close to the 24.1 ns of the fastcall mechanism. This shows the huge cost of mitigations for microsecond-scale systems. Given that security is a necessity in a multi-tenant environment, the rest of the evaluation focuses on the fully-mitigated systems.

The second and the third plot in Figure 6 show the four approaches in more practical scenarios. The fastcall mechanism still holds an advantage under these conditions. For example, fastcall functions are about $\times 12.5$ faster in the array-copy scenario and $\times 3.4$ faster in the non-temporal-copy scenario. This demonstrates that even relative to the latency of main memory accesses, the overhead of the fastcall mechanism is relatively small. This might imply that fastcall functions could even compete with kernel-bypass techniques in regard to overall latency.

### 5.2 Auxiliary Benchmarks

This section discusses some auxiliary benchmarks, which cover latencies of the control path of the fastcall mechanism, the general process flow, and overall system performance. These benchmarks are performed by using the `clock_gettime` vDSO functionality while keeping all default mitigations enabled. The first plot in Figure 7 depicts the latencies involved with registering fastcall functions. This takes 1.4 to 2.6 $\mu$s depending on the number of additional mappings created along with the text segment. The deregistration only takes a couple of microseconds too: 2.4 to 4.8 $\mu$s. Because applications are expected to register fastcall functions very infrequent, the control-path overhead of the new mechanism is likely not adverse in any normal use case.

Another aspect of interest is the influence of the fastcall mechanism on the latency of forks because this approach requires modifications to the `fork` [29] handler of the kernel. More precisely, the modified kernel removes fastcall memory
mappings from the child processes and recreates fresh fastcall tables for them. The latter operation even applies to processes which do not use the fastcall mechanism. This might affect the overall system performance. Figure 7 only shows a slight increase in fork latency between the unchanged, stock kernel and the modified one. The influence on the overall system performance should therefore be minuscule. A more noticeable overhead only arises if the fastcall mechanism is heavily utilized. But even this overhead might be avoidable by using the related vfork system call [6], which does not trigger a reset of the fastcall table. In general, these benchmarks have shown that the control flow of the fastcall mechanism does not introduce much overhead into applications and does not compromise the responsiveness of the system as a whole.

6 Related Work

Previous work improved the traditional POSIX API by accelerating privilege transition, reducing the number of system calls, removing unnecessary memory copies, or improving application wake-up time. In this section we put fastcalls in the context of some of these techniques.

The most straightforward way to improve system call performance is to make the privilege transition faster. Currently the common way to make a system call is the syscall instruction, which replaced a slower software interrupt mechanism [24]. Call gates [24], despite initial performance advantages [16], have been hard to use and did not gain momentum. Moreover, call gates do not offer performance advantages for modern CPUs anymore [34]. Intel recently proposed FRED [22], an extension to the x86-64 architecture. FRED is designed to improve the performance or ring transitions and unify system call and interrupt invocation mechanisms. SkyBridge instead utilizes the vmfunc instruction to transition to another process without the overhead of standard context switches, but in return weakens OS security guarantees [38]. The fastcall layer also could employ any of the aforementioned methods to transition into fastcall space, but we considered our method to be the most practical.

Modern microsecond-scale systems often choose to avoid system calls entirely. Linux’ vDSO mechanism maps system calls directly into the application, eliminating the need for costly privilege transitions [12]. This mechanism offers only few system calls, that can only access non-secret read-only state of the kernel. The fastcall mechanism extends the general concept of vDSO by introducing a way to execute functions in privileged mode, allowing to manipulate kernel state in a secure way.

The io_uring interface [8] utilizes shared memory buffers to speed up the exchange of I/O requests between applications and the kernel. With io_uring, a system call is only required to update the kernel about changes of the queue state, similarly to other system call batching techniques [3, 13, 47].
In a fully asynchronous mode, a kernel thread actively polls on shared memory for new requests, thus eliminating the kernel entry and exit overhead completely. However, polling on both the application and the kernel side leads to high CPU utilization. With fastcalls instead, the application logic and the communication with I/O devices are carried out in the same thread.

To avoid system calls one also could deploy user code directly into the corresponding kernel subsystem. Multiple methods employed eBPF [11] to offload simple request processing routines from the user application into the storage [60], network [14, 20], or scheduling [19] subsystems of the Linux kernel. Additionally, it is possible to offload the request processing routines to the device [9, 18, 46], reducing data movement and CPU load. These architecture improve request response latency, but do not address the overhead of creating new requests. In this regard, fastcalls are complementary to the aforementioned offloading techniques, because they enable low-latency user-initiated interactions with the kernel.

An application can get maximum performance by getting direct access to the underlying device, bypassing the kernel. In contrast to traditional OS architectures, kernel bypassing techniques employ special APIs to avoid privilege transitions and data copying between user and kernel space. For issuing device commands, user applications write to the corresponding device registers directly. Latency of event delivery is minimized, because user applications poll on the device completion queues, instead of waiting in a blocking system call (e.g. epoll). Such approaches exist for networking [21, 35, 45] as well as for storage devices [31, 58]. However, removing the kernel from the data path often requires special support from the device [21, 39] and results in security and manageability concerns, because the OS loses the control over how the device is used. We hope that the introduction of the fastcall space into the kernel-bypass architectures may bring the OS back into the picture, without adding any significant overhead.

The concept of kernel bypass has become a first-class citizen in dataplane [4, 43, 59] and microkernel-based [2, 10] operating systems. In addition to passing the device under the control of a user process, these operating systems focus on convenient programming abstractions to reduce development effort, improve portability, and enable resource sharing. We see fastcalls as an instrument for replacing kernel bypass and for enabling low-overhead kernel interposition with the purpose of passing the device to the user application in controllable manner.

Being the most popular, the dataplane OS is not the only architecture trying to revamp system calls. Singularity [33] and RedLeaf [40] avoid CPU-enforced address space isolation by relying on language guarantees and runtime checks. Lee et al. employ call-gates to implement a new privileged user level for processing sensitive data using x86 privilege rings [34], whereas Vasudevan et al. employ a new low-latency protection domain switching mechanism to remove the kernel almost entirely [56]. Unfortunately, the latter mechanism comes with probabilistic security guarantees.

7 Discussion

We believe that the extremely low overhead that fastcalls offer may bring qualitative changes to the future OS architectures. The kernel may offload fastpath operations automatically into the fastcall space to improve common case performance. In a way such offloading will take the opposite direction of how eBPF is used nowadays. In our vision, instead of having a 30-instruction receive routine of a TCP packet [55], a fastcall will contain a similarly small send routine. The remainder of this section describes our vision of fastcalls in more detail.

7.1 Fastcall model

To understand the decisions driving the fastcall design, we outline how we reason about them. A fastcall is designed to improve performance in comparison to system calls in exchange for a more limited usage model. This means that if overhead of a long-running system call is negligible, implementing the same functionality in fastcall will not be useful. Hence, a fastcall must not run longer than it is defined by the overhead introduced by a system call.

To get a more specific estimation of how long a fastcall can run, assume any overhead less than \( O = 5\% \) of the total operation to be negligible, system call overhead to be \( o_s = 300\text{ns} \), and fastcall overhead to be \( o_f = 30\text{ns} \). The total runtime of operation is \( T = w + o \), where \( w \) is the useful work performed by the operation, and \( o \) is the overhead. Assuming the system call and fastcall implementations are equivalent, \( w \) component will remain the same. Then the fastcall is beneficial only if:

\[
\frac{o_s}{T} = \frac{o_s}{o_s + w} > O
\]

Solving for \( w \), we get that the useful work must not take more than 5.7\( \mu \)s. If we additionally require the fastcall overhead to be negligible, the useful work should take at least 570\text{ns}. These limits includes all the work required to complete a privileged operation, including the preparatory work happening outside of fastcall or kernel space. The lower limit is not a hard limit, but rather an indication that another solution, possibly a hardware-based one, can offer tangible benefits, if the overhead can be kept even lower.

To put these numbers in context, a high-end Infiniband NIC provides as low as 600\text{ns} back-to-back latency [41]. With multiple switches in between, one can expect several microseconds latency in real world applications. These numbers match well our expectations about fitting fastcall use
case. We observe similar situation with modern NVMe storage.

From the design point of view having a limit on the maximum execution time opens up many interesting opportunities. For example, we envision that in the future, fastcalls will be automatically verified to contain no bugs or known vulnerabilities before mapping them to the application. The maximum execution time of several microseconds may be sufficiently short to even employ techniques like symbolic execution [7] during the verification process.

7.2 Fastcalls Are for Fast Paths

Fastcalls have several implementation limitations that follow from our design philosophy. Specifically, a fastcall has the following limitations: It must not generate exceptions, it must not access arbitrary user or kernel memory, and it must not contain secrets.

Exceptions, like a page fault, would be detrimental for the fastcall performance and render them useless. If an exception is to be expected, one should simply make a conventional system call, and get access to full kernel functionality. Having this property as a design limitation, we plan to conduct a worst case execution time analysis for fastcalls in the future. Such analysis will simplify tail latency optimization at the OS level.

A corollary of the previous statement is that fastcalls cannot access user memory, because such an access may generate a page fault. We work around this limitation as fastcalls exchange data with the user over shared regions of pinned memory.

Finally, because we omit side channel mitigations, when entering fastcall space, fastcall space must not contain confidential information. This limitation may be reconsidered for CPU architectures which offer reliable protection of sensitive information.

8 Conclusion

In this paper, we explored the construction of a framework for lightweight system calls, which we call fastcalls. Fastcalls enable the operating system to protect security-critical resources like kernel or device memory from arbitrary access by applications, while having performance properties close to that of normal function calls. In particular, the fastcall approach improves on the latency of standard system calls by up to 15 ×, while keeping protection mechanisms against side-channel attacks in effect. Even though fastcalls offer a limited execution environment that only allows for running simple code snippets, they may be used to implement secure, fast, and CPU-efficient virtualization of devices as well as to give applications protected access to privileged CPU instructions. In the future, we plan to investigate the benefit of fastcalls for the virtualization of RDMA networks and NVMe-attached SSDs.
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