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Abstract. We study uncloneable quantum encryption schemes for classical messages as recently proposed by Broadbent and Lord [BL20]. We focus on the information-theoretic setting and give several limitations on the structure and security of these schemes: Concretely, 1) We give an explicit cloning-indistinguishable attack that succeeds with probability $\frac{1}{2} + \mu/16$ where $\mu$ is related to the largest eigenvalue of the resulting quantum ciphertexts. 2) For a uniform message distribution, we partially characterize the scheme with the minimal success probability for cloning attacks. 3) Under natural symmetry conditions, we prove that the rank of the ciphertext density operators has to grow at least logarithmically in the number of messages to ensure uncloneable security. 4) The simultaneous one-way-to-hiding (O2H) lemma is an important technique in recent works on uncloneable encryption and quantum copy protection. We give an explicit example which shatters the hope of reducing the multiplicative “security loss” constant in this lemma to below 9/8.

1 Introduction

The linearity of quantum mechanics, leading to features like the “quantum no-cloning theorem” and the imperfect distinguishability of non-orthogonal quantum states, has opened up several opportunities in cryptography. In fact, the very first protocols in quantum information processing where cryptographic applications capitalizing on the mentioned features of quantum theory, like Wiesner’s quantum money [Wie83] and the BB84 key exchange protocol [BB84] (for a survey of other cryptographic applications, see [BS16]). Another application of the fact that quantum information cannot be copied, called uncloneable encryption, was recently explored by Broadbent and Lord [BL20]: Using a secret key, Alice encrypts a classical message into a quantum ciphertext, which is passed to a cloner, Eve, who copies the ciphertext into two quantum registers. These quantum registers are then provided to two separated parties, Bob and Charlie. Alice also provides the secret key to Bob and Charlie who attempt to guess the message. The adversaries Eve, Bob, and Charlie win if and only if Bob and Charlie both correctly decrypt the message. Given a message drawn from some (possibly adversarially chosen) distribution $p$ over a set of size $M$, the adversaries can always win with the maximum probability that $p$ assigns to any message, by outputting the same fixed message as their guess. The goal is to devise an encryption scheme such that 1) a legitimate receiver can recover the message from the ciphertext and the secret key; 2) the probability that the adversaries win does not significantly exceed the trivial success probability. Following [BL20], we call the latter requirement uncloneable-security, which is a strengthening of the confidentiality notion using the same message distribution (e.g. one-wayness if $p$ is the uniform distribution, and IND if $p$ is uniform on an adversarially chosen pair of messages).\textsuperscript{5} Studying this notion of security is motivated by cryptographic applications such as quantum money and the prevention of storage attack by classical adversaries\textsuperscript{6} [BL20]. Furthermore, uncloneable encryption is fundamentally related to quantum copy-protection [Aar09,ALL\textsuperscript{20},ALP20,CMP20].

\textsuperscript{5} Gottesman studied a different definition of uncloneable encryption called quantum tamper-detection [Got03].
\textsuperscript{6} In this scenario, an eavesdropper Eve without quantum memory is forced to immediately measure any intercepted quantum ciphertexts, without knowing the key (yet). Uncloneable security implies that these classical measurement outcomes cannot be used to determine the message even after learning the key, because otherwise, copying these classical outcomes and handing them to Bob and Charlie would violate uncloneable security.
The adversaries can win with probability one if the ciphertext is classical and zero-error decryption of the ciphertext is possible, by simply copying the classical ciphertext and share copies between Bob and Charlie. Broadbent and Lord [BL20] constructed two schemes with quantum ciphertexts. First, they studied the scheme in which each bit is randomly encoded in a BB84 basis determined by a secret key. The optimal probability of winning was shown to be \( \left( \frac{1}{2} + \frac{1}{2\sqrt{n}} \right)^n \) when the message is \( n \) random bits.

Second, they constructed a scheme based on a random oracle to which Alice, Bob, and Charlie have quantum access. They prove that when a message is uniformly distributed over a set of size \( M \) and the number of queries made by Bob and Charlie is polynomially bounded, the optimal probability of winning is bounded by \( \frac{9}{M} + \text{negl}(\lambda) \) where \( \lambda \) is a security parameter.

The security proof of the scheme introduced in [BL20], as well as the security proof of the copy-protection scheme presented in [CMP20], are based on a “simultaneous” variant of the so-called one-way-to-hiding (O2H) lemma, originally introduced by Unruh [Unr15] (see [AHU19,BHH+19,KSS+20] for variations and improvements). A variant of that result implies that given a quantum algorithm \( \mathcal{A} \) having quantum oracle access to a random function \( H : X \rightarrow Y \), the probability that the algorithm correctly finds \( H(x) \) for a fixed input \( x \in X \) is upper-bounded by \( \frac{9}{|Y|} + q\sqrt{p} \) where \( q \) is the number of queries made by \( \mathcal{A} \) and \( p \) is the probability of obtaining \( x \) when measuring the input register of the oracle for a randomly chosen query. In the “simultaneous” version of this problem, two non-communicating parties with shared entanglement, run quantum algorithms \( \mathcal{A} \) and \( \mathcal{B} \) with quantum oracle access to the same random function \( H : Y \rightarrow X \). In [BL20, Lemma 21], it has been shown that the probability that both algorithms correctly output \( H(x) \) for a fixed \( x \) is upper-bounded by

\[
\frac{9}{|Y|} + \text{poly}(q_A, q_B)\sqrt{p},
\]

where \( q_A \) and \( q_B \) are the number of queries made by \( \mathcal{A} \) and \( \mathcal{B} \), respectively, \( \text{poly} \) is a polynomial, and \( p \) is the probability that measuring the input registers of both algorithms at two independently chosen queries returns \( x \) on both sides.

1.1 Our Contributions

In this article, we explore the fundamental information-theoretic limits of uncloneable encryption. In particular, we prove the following four results.

1. When the message is chosen uniformly at random to be either an adversarially chosen message or a default one, we construct in Section 3 an explicit cloning attack with probability of success \( \frac{1}{2} + \mu \) where \( \mu \) is the maximum (over all messages) of the average (with respect to the key) of the maximum eigenvalue of the corresponding ciphertext (see Corollary 3.3). This bound implies that in order to have the probability of success for all attacks limited to at most \( \frac{1}{2} + \text{negl}(\lambda) \) (as desired in [BL20, Definition 11]), the quantity \( \mu \) should be negligible in \( \lambda \).

2. When the message is uniformly distributed over all messages, we show in Section 5 that there exists an attack with the probability of winning \( \Omega\left(\frac{\log M}{d} \right) \) where \( M \) is the number of messages and \( d \) is the dimension of the Hilbert space corresponding to ciphertexts (see Theorem 5.1). This lower bound implies that to ensure that the probability of winning is \( O\left(\frac{1}{M} \right) \) for all adversaries (as desired in [BL20, Definition 8]), the rank of the ciphertext density operators has to grow at least as \( \Omega(\log M) \).

3. Fixing the number of messages \( M \) and the dimension of the ciphertext Hilbert space, we partially characterize the encryption scheme that minimizes the optimal adversarial winning probability when the message is uniformly distributed over all possible messages (Section 4). Our characterization involves an optimization over all probability distributions over a finite set. In addition, we formulate a natural conjecture that the optimal probability distribution is in fact deterministic.

4. Finally, in Section 6, we employ some of the insights from 1. above in the context of the simultaneous O2H lemma. Here, an important open question is whether the factor 9 is an artifact of the proof technique used in [BL20], or whether a probability of success of \( \frac{1}{M} + \text{poly}(q_A, q_B)\sqrt{p} \) is, in fact, possible? Put differently, do there actually exist algorithms \( \mathcal{A} \) and \( \mathcal{B} \) that simultaneously succeed in guessing \( H(x) \) with non-trivial probability while not allowing simultaneous extraction of \( x \) from their queries?
In this work, we answer the above question. We provide an example with \( p = 0 \) (so simultaneous query-based extraction never succeeds), \( \mathcal{Y} = \{0, 1\} \) but \( \mathcal{A} \) and \( \mathcal{B} \) both output \( H(0) \) with probability 9/16, which is strictly larger than the trivial 1/2. This example illustrates that the simultaneous setting is fundamentally different from the single-party setting.

## 2 Notation and Preliminaries

Let \( \mathbb{N} \) denote the set of positive integers. For \( n \in \mathbb{N} \), \([n]\) denotes the set \( \{0, \ldots, n-1\} \).

With some abuse of notation, we denote the Hilbert space corresponding to the quantum system \( A \) by \( A \) itself. \( |A| \) denotes the dimension of \( A \). We also denote the tensor product of \( A \) and \( B \) by \( AB \). \( 1_A \) is the identity operator over \( A \). Let \( \mathcal{L}(A) \) denote the set of all linear operators from \( A \) to \( A \), \( \mathcal{D}(A) \) denote the set of all density operators over \( A \) and \( U(A) \) denote the set of all unitary operators over \( A \). A quantum channel from the quantum system \( A \) to the quantum system \( B \) is a linear trace-preserving completely positive map from \( \mathcal{L}(A) \) to \( \mathcal{L}(B) \). A positive operator-valued measure (POVM) over quantum system \( A \) is a collection \( \{P_x\}_{x \in \mathcal{X}} \), where \( \mathcal{X} \) is a finite set, \( P_x \) is a positive operator in \( \mathcal{L}(A) \) for all \( x \in \mathcal{X} \), and \( \sum_{x \in \mathcal{X}} P_x = 1_A \). For a density matrix \( \rho_A \in \mathcal{D}(A) \), \( \lambda_{\text{max}}(\rho_A) \) denotes the maximum eigenvalue of \( \rho_A \).

The uniformly spherical measure and Haar measure are defined over the unit sphere in \( A \) and \( U(A) \), respectively, as in [Wat18, Chapter 7].

### 2.1 Uncloneable Encryption

We recall the definition of an encryption scheme that encrypts a classical message and a classical key to a quantum ciphertext.

**Definition 2.1.** ([BL20], Definition 4). A quantum encryption of classical messages scheme (QECM) is a triplet of algorithms \( \mathcal{E} = (\text{KeyGen}, \text{Enc}, \text{Dec}) \) described as follows:

- The key generation algorithm \( \text{KeyGen} \) samples a classical key \( k \in \mathcal{K} \) from the key space \( \mathcal{K} \) with distribution \( P_K \).
- The encryption algorithm \( \text{Enc}_k(m) \) takes as inputs the classical key \( k \) and classical message \( m \in \mathcal{M} \) from the message set \( \mathcal{M} \) and produces a quantum ciphertext \( \rho_A \in \mathcal{D}(A) \).
- The decryption algorithm \( \text{Dec}_k(\rho_A) \) takes as inputs the classical key \( k \) and quantum ciphertext \( \rho_A \) and returns the classical message \( m \in \mathcal{M} \).

We note that our definition of a QECM differs slightly from [BL20]. In particular, we do not include a security parameter in our definition of a QECM, because we only study information-theoretic security in this article and therefore do not impose any computational assumptions on the adversary. Our results hold for any fixed underlying parameter of the scheme.

Correctness is defined in the natural way.

**Definition 2.2.** A QECM \( \mathcal{E} = (\text{KeyGen}, \text{Enc}, \text{Dec}) \) is (perfectly) correct if for all \( k \) produced by \( \text{KeyGen} \), and for all messages \( m \in \mathcal{M} \), it holds that

\[
\Pr[\text{Dec}_k(\text{Enc}_k(m)) = m] = 1.
\]

As in [BL20], we study two flavors of uncloneable security.

### Uncloneable Security for Uniformly Distributed Messages

A uniformly distributed message is encrypted using a secret key. The adversary then “clones” the ciphertext into two quantum registers and passes each register on to a separate party, called Bob and Charlie. Bob and Charlie then learn the secret key and attempt to individually decrypt the message. They are successful if they simultaneously decrypt the correct value of the message.

**Definition 2.3** (Cloning Attack, [BL20], Definition 7). Let \( \mathcal{E} = (\text{KeyGen}, \text{Enc}, \text{Dec}) \) be a QECM scheme. A cloning attack against \( \mathcal{E} \) is a triple \( \mathcal{A} = (\mathcal{N}_{A \rightarrow BC}, \{P^k_m\}, \{Q^k_m\}) \) such that

- The quantum channel \( \mathcal{N}_{A \rightarrow BC} \) describes the adversary’s cloning operation.
The success probability of a cloning attack $A$ against encryption scheme $E$ with uniform messages is

$$p_{\text{win-unif}}(E; A) \triangleq \frac{1}{|\mathcal{M}|} \sum_{m} \mathbb{E}_{k \leftarrow \text{KeyGen}}(\text{tr}(P_{m}^{k} \otimes Q_{m}^{k}N_{A \rightarrow BC}(\text{Enc}_{k}(m))))$$  \hspace{1cm} (3)

We also define the optimal probability of winning as

$$p_{\text{win-unif}}^{*}(E) \triangleq \sup_{A} p_{\text{win-unif}}(E; A).$$  \hspace{1cm} (4)

where the supremum is taken over all cloning attacks $A$.

**Uncloneable-Indistinguishable Security** Here, the adversary chooses a message $m_{1} \in \mathcal{M}$. The encrypted message is uniformly distributed over the set $\{m_{0}, m_{1}\}$ for a fixed $m_{0} \in \mathcal{M}$. The rest of the definition of an attack $A$ is similar to in the previous section.

**Definition 2.4** (Cloning-indistinguishability Attack, [BL20], Definition 10). Let $E = (\text{KeyGen}, \text{Enc}, \text{Dec})$ be a QECM scheme and fix $m_{0} \in \mathcal{M}$. A cloning-indistinguishability attack against $E$ and $m_{0}$ is a quadruple $A = (m_{1}, N_{A \rightarrow BC}, \{P_{m}^{k}\}, \{Q_{m}^{k}\})$ such that

- $m_{1}$ is a message in $\mathcal{M} \setminus \{m_{0}\}$.
- The quantum channel $N_{A \rightarrow BC}$ describes the adversary’s cloning operation.
- For every possible key $k$, $\{P_{m}^{k}\}_{b \in \{0,1\}}$ is Bob’s POVM on $B$ to guess the message $m_{b}$.
- For every possible key $k$, $\{Q_{m}^{k}\}_{b \in \{0,1\}}$ is Charlie’s POVM on $C$ to guess the message $m_{b}$.

The success probability of a cloning-indistinguishability attack $A$ against encryption scheme $E$ is

$$p_{\text{win-ind}}(E; A) \triangleq \frac{1}{2} \sum_{b \in \{0,1\}} \mathbb{E}_{k \leftarrow \text{KeyGen}}(\text{tr}(P_{b}^{k} \otimes Q_{b}^{k}N_{A \rightarrow BC}(\text{Enc}_{k}(m_{b})))).$$  \hspace{1cm} (5)

We also define the optimal probability of winning as

$$p_{\text{win-ind}}^{*}(E) \triangleq \sup_{A} p_{\text{win-ind}}(E; A).$$  \hspace{1cm} (6)

### 3 Simultaneous Guessing and Uncloneable-Indistinguishable Security

We consider the situation where two parties Bob and Charlie have quantum side information about a classical random variable $X$ belonging to set $\mathcal{X}$, and they simultaneously try to guess $X$ by local measurements.

**Definition 3.1.** For a classical-quantum-quantum (cqq) state $\rho_{XBC} = \sum_{x \in \mathcal{X}} P_{X}(x)|x\rangle\langle x| \otimes \rho_{BC}^{x}$, the simultaneous guessing probability is defined as

$$\omega(X|BC)_{\rho} \triangleq \sup_{\{P_{x}, Qt\}_{x \in \mathcal{X}}} \sum_{x \in \mathcal{X}} P_{X}(x) \text{tr}(\rho_{BC}^{x} \sum_{x \in \mathcal{X}} (P_{x} \otimes Q_{t}^{x})).$$  \hspace{1cm} (7)

One of our central objects of study in this article is the following “cloning operation:”

$$V_{A \rightarrow BC} : |\psi\rangle \mapsto \frac{1}{\sqrt{2}}(|\bot\rangle_{B} \otimes |\psi\rangle_{C} + |\psi\rangle_{B} \otimes |\bot\rangle_{C}),$$  \hspace{1cm} (8)

where $|\bot\rangle$ is a unit vector orthogonal to $A$. Intuitively, $V_{A \rightarrow BC}$ distributes the input state to $B$ and $C$ “in superposition.”

Let $\rho, \sigma$ be perfectly distinguishable states, for example $\rho = |0\rangle|0\rangle$, $\sigma = |1\rangle|1\rangle$. We now consider the task where for a random bit $X \in \{0,1\}$, Bob and Charlie have to simultaneously distinguish the following two cases:
if \( X = 0 \): \( V \rho V^\dagger \) is handed to Bob and Charlie,
- if \( X = 1 \): \( V \sigma V^\dagger \) is handed to Bob and Charlie.

The following lemma gives a non-trivial lower bound on their simultaneous guessing probability of \( X \) for this task. In particular, for pure states like \( \rho = |0\rangle \langle 0| \), \( \sigma = |1\rangle \langle 1| \), we obtain a lower bound of \( \frac{1}{2} + \frac{1}{6} = \frac{4}{6} \).

At first sight, it seems counterintuitive that Bob and Charlie are able to succeed with probability strictly higher than \( \frac{1}{2} \). One might think that after applying the cloning operation \( V_{A \rightarrow BC} \), the state is either with Bob or with Charlie, so the other party will succeed with probability at most \( \frac{1}{2} \). However, as one can see from the explicit simultaneous guessing strategy that we construct in the proof of the lemma, Bob and Charlie can exploit the quantum coherence of the state after applying \( V_{A \rightarrow BC} \) to achieve a simultaneous guessing probability strictly larger than \( \frac{1}{2} \).

**Lemma 3.2.** Let \( \rho, \sigma \in \mathcal{D}(A) \) such that \( \rho \sigma = 0 \) and define \( \tau_{XBC} \equiv \frac{1}{2} |0\rangle \langle 0|_X \otimes V \rho V^\dagger + \frac{1}{2} |1\rangle \langle 1|_X \otimes V \sigma V^\dagger \).

We have
\[
\omega(X|B;C)_r \geq \frac{1}{2} + \frac{\max(\lambda_{\max}(\rho), \lambda_{\max}(\sigma))}{16}
\]

**Proof.** Let \( |A| = d \). We consider eigen-decompositions
\[
\rho = \sum_{i \in [d]} \lambda_i |a_i \rangle \langle a_i|, \quad \sigma = \sum_{i \in [d]} \mu_i |b_i \rangle \langle b_i|,
\]

such that \( \lambda_0 \geq \cdots \geq \lambda_{d-1} \) and \( \mu_0 \geq \cdots \geq \mu_{d-1} \). We set \( |\phi \rangle \equiv \sqrt{1 - \alpha} |a_0 \rangle + \sqrt{\alpha} |\perp \rangle \) for some parameter \( \alpha \in [0, 1] \) (to be determined below) and
\[
II \equiv |\phi \rangle \langle \phi| + \sum_{i \in [d] \setminus \{0\}} |a_i \rangle \langle a_i|. \tag{11}
\]

\( II \) is a projector and one can verify the following equalities by straightforward calculations:
\[
\langle \perp | II | \perp \rangle = \alpha \tag{12}
\]
\[
\langle a_0 | II | a_0 \rangle = 1 - \alpha \tag{13}
\]
\[
\langle a_0 | II | a_i \rangle = \langle \perp | II | a_i \rangle = \sqrt{\alpha (1 - \alpha)} \tag{14}
\]
\[
\langle a_i | II | a_i \rangle = 1 \quad \forall i \in [d] \setminus \{0\} \text{ such that } \lambda_i > 0 \tag{15}
\]
\[
\langle a_i | II | a_j \rangle = 0 \quad \forall i \in [d] \setminus \{0\} \text{ such that } \lambda_i > 0. \tag{16}
\]

It holds that \( \lambda_i \mu_j |(a_i|b_j)|^2 = 0 \) for all \( i \) and \( j \) since \( \rho \sigma = 0 \). Hence \( II |b_j \rangle = 0 \) for all \( j \) with \( \mu_j > 0 \) and
\[
|b_j| (1 - II) |b_j \rangle = 1 \tag{17}
\]
\[
|b_j| (1 - II) |\perp \rangle = \langle \perp | (1 - II) |b_j \rangle = 0, \tag{18}
\]

for all \( j \) with \( \mu_j > 0 \).

Bob and Charlie both use the POVM \( \{II, 1 - II\} \) as their local guessing strategies for \( X \). By definition of \( \omega(X|B;C)_r \), we have
\[
\omega(X|B;C)_r \geq \frac{1}{2} \left( \text{tr} \left( (II \otimes II) V \rho V^\dagger \right) + \text{tr} \left( (1 - II) \otimes (1 - II) V \sigma V^\dagger \right) \right). \tag{19}
\]

The first term on the right-hand side of Eq.\((19)\) is
\[
\text{tr} \left( (II \otimes II) V \rho V^\dagger \right) = \sum_{i \in [d]} \lambda_i \text{tr} \left( (II \otimes II) V |a_i \rangle \langle a_i| V^\dagger \right) \tag{20}
\]
\[
= \frac{1}{2} \sum_{i \in [d]} \lambda_i \text{tr}\left( (II \otimes II) \left( |a_i \rangle \langle a_i| \otimes |\perp \rangle \langle \perp| + |\perp \rangle \langle \perp| \otimes |a_i \rangle \langle a_i| \right) \right) \tag{21}
\]
\[
= 2\lambda_1 \alpha (1 - \alpha) + \alpha \sum_{i \in [d] \setminus \{0\}} \lambda_i \tag{22}
\]
\[
= \alpha + \lambda_0 \alpha (1 - 2\alpha), \tag{23}
\]
where (a) follows by using Eq. (12)-(16). Similarly applying Eq. (17) and (18) yields that
\[
\text{tr} \left( (1 - \Pi) \otimes (1 - \Pi) V \sigma V^\dagger \right) = 1 - \alpha.
\]
Combining Eq. (19), (23), and (24) and setting \( \alpha \triangleq 1/4 \), we obtain that
\[
\omega(X|B;C)_r \geq \frac{1}{2} + \frac{\lambda_0}{16}.
\]
Finally, without loss of generality we can assume that \( \lambda_0 \geq \mu_0 \), and therefore, \( \lambda_0 = \max(\lambda_{\text{max}}(\rho), \lambda_{\text{max}}(\sigma)) \).

Applying the above lemma to the setting of uncloneable-indistinguishable encryption, we obtain the following corollary.

**Corollary 3.3.** For any correct (see Definition 2.2) QECM scheme \( \mathcal{E} \) and arbitrary \( m_0 \in \mathcal{M} \), there exists an uncloneable-indistinguishable attack \( A \) against \( \mathcal{E} \) and \( m_0 \) for which it holds that
\[
p_{\text{win-ind}}(\mathcal{E};A) \geq \frac{1}{2} + \frac{\max_{m \in \mathcal{M}} |E_{k+\text{KeyGen}}(\lambda_{\text{max}}(\text{Enc}_k(m)))|}{16}.
\]

**Proof.** Let \( m_1 \triangleq \text{argmax}_{m \in \mathcal{M}} |E_{k+\text{KeyGen}}(\lambda_{\text{max}}(\text{Enc}_k(m)))| \). We consider the uncloneable-indistinguishable attack \( (m_1, V_{A \rightarrow FC}, \{II^k, 1 - II^k\}, \{II^k, 1 - II^k\}) \) where the projector \( II^k \) is \( II \) defined in the proof of Lemma 3.2 for \( \rho = \text{Enc}_k(m_0) \) and \( \sigma = \text{Enc}_k(m_1) \). The claim then follows directly from the lemma.

### 4 An Optimal Scheme

In this section, we provide a partial answer to the following question: For QECM schemes with finite message set \( \mathcal{M} = [M] \) and a \( d \)-dimensional ciphertext space \( A \), which QECM scheme \( \mathcal{E} = (\text{KeyGen}, \text{Enc}, \text{Dec}) \) minimizes \( p_{\text{win-ind}}(\mathcal{E}) \)? It turns out that the best QECM schemes in terms of uncloneable security are of a simple form, formally defined in Definition 4.1. Intuitively, the optimal scheme maps every classical message to a completely mixed state over a subspace of \( A \), so that different messages are mapped to states with disjoint support to ensure correctness. The key additionally specifies a Haar-random unitary to hide the message.

For simplicity of the proof, we work with Haar-random unitaries in this section, which is a continuous distribution and results in infinite-sized keys. In practice, one would want to work with finite key sizes and pick the unitary from a suitably chosen two-design instead.

**Definition 4.1.** Fix an orthonormal basis \( a = (|a_0\rangle, \cdots, |a_{d-1}\rangle) \) for \( A \) and a random variable \( T \) taking values in \( T \triangleq \{ (t_0, \cdots, t_{M-1}) \in \mathbb{Z}^M : \sum_{m} t_m = d \} \). We define the Haar measure-based QECM scheme \( \text{HMB-QECM}(T; M, d) = (\text{KeyGen}, \text{Enc}, \text{Dec}) \) as follows. The key generation \( \text{KeyGen} \) outputs a pair \( K = (T, U) \) where \( U \) is a random unitary over \( A \) distributed according to the Haar measure and independent of \( T \). Furthermore, we define
\[
\text{Enc}_K((t_0, \cdots, t_{M-1}), u)(m) \triangleq u \left( \frac{1}{t_m} \sum_{i=0}^{t_m} |a_i\rangle |a_{i+j-1}\rangle u^\dagger \right).
\]

Decryption \( \text{Dec} \) is defined by applying \( u^\dagger \), measuring in basis \( a \) and identifying the message \( m \). Note that the choice of the orthonormal basis \( a \) does not affect the performance of the protocol by the invariance of Haar measure, and therefore, we drop \( a \) from our notation. Furthermore, when \( d = LM \) for an integer \( L \) and \( T = (L, \cdots, L) \) with probability one, we denote \( \text{HMB-QECM}(T; M, d) \) by \( \text{HMB-QECM}(M, d) \).

The following theorem shows that QECM schemes of the form above are optimal in terms of uncloneable security for uniform messages.
Theorem 4.2. For any correct (see Definition 2.2) QECM scheme \( \mathcal{E} = (\text{KeyGen}, \text{Enc}, \text{Dec}) \), it holds that
\[
\inf_T \Pr^*_{\text{win-unif}}(\text{HMB-QECM}(T; M, d)) \geq \inf_T \Pr^*_{\text{win-unif}}(\text{HMB-QECM}(T; M, d - M + 1)),
\]
where the infimum is taken over all random variable \( T \) that are permutation invariant, i.e., \( \Pr[T = (t_1, \cdots, t_M)] = \Pr[T = (t_{\sigma(1)}, \cdots, t_{\sigma(M)})] \) for all \( (t_1, \cdots, t_M) \in T \) and all permutations \( \sigma \). We also have for all \( 1 \leq M' \leq M - 1 \),
\[
\inf_T \Pr^*_{\text{win-unif}}(\mathcal{E}) \geq \frac{M'}{M} \inf_T \Pr^*_{\text{win-unif}}(\text{HMB-QECM}(T'; M', \max(d, \frac{M'd}{M-M'}))).
\]
(29)

To prove the above theorem, we shall introduce four modifications of an arbitrary correct QECM scheme and discuss how they affect uncloneable security.

1. “Uniformization” w.r.t. Haar measure: We associate to any correct scheme \( \mathcal{E} \) a scheme HMB-QECM \((T; M, d)\) as specified in Definition 4.1, for which we only need to define random variable \( T \). For a fixed key value \( k \), we choose \( t = (t_0, \cdots, t_{M-1}) \in T \) such that \( t_m \geq \text{rank}(\text{Enc}_k(m)) \) for all \( n \). Note that when \( \sum_{m \in [M]} \text{rank}(\text{Enc}_k(m)) < d \), there is no unique such choice of \((t_0, \cdots, t_{M-1})\). Then, we choose \( t \) arbitrarily among all valid choices. Generating the key \( k \) according to KeyGen defines a random variable \( T \). We further define another random variable \( \tilde{T} \) as
\[
\Pr[\tilde{T} = (t_0, \cdots, t_{M-1})] = \frac{1}{M!} \sum_{\sigma \text{-permutation of } [M]} \Pr[T = (t_{\sigma(0)}, \cdots, t_{\sigma(M-1)})].
\]
(30)

We then have the following result about the uncloneable security of \( \mathcal{E} \), HMB-QECM \((T; M, d)\), and HMB-QECM \((\tilde{T}; M, d)\).

Lemma 4.3. Random variable \( \tilde{T} \) is permutation invariant and
\[
\inf_T \Pr^*_{\text{win-unif}}(\text{HMB-QECM}(T; M, d)) = \inf_{\tilde{T}} \Pr^*_{\text{win-unif}}(\text{HMB-QECM}(\tilde{T}; M, d))
\]
(31)

We provide the full proof in Appendix A. The sketch of the proof has the following two steps. First, for the QECM \( \mathcal{E} \), we augment the key with a random unitary \( k \), and apply it to the ciphertext in the encryption procedure. This still results in a correct QECM with improved uncloneable security. When \( U \) is distributed according to Haar measure, the basis that ciphertexts were initially encoded in will be forgotten, and only their spectrum matters. Second, we apply a random permutation of the eigenvectors of each ciphertext. This extra randomness is not necessary to decrypt the message but makes the spectrum of each ciphertext flat.

2. Extension of ciphertext space: Let \( A' \) be any Hilbert space with \( |A'| \geq |A| \) and \( V_{A \rightarrow A'} \) be an arbitrary isometric. We define a new scheme \( \mathcal{E}' = (\text{KeyGen}', \text{Enc}', \text{Dec}') \) with the same message size \( M \)

\[
\begin{align*}
\text{KeyGen}' & = \text{KeyGen} \\
\text{Enc}_k'(m) & = V\text{Enc}_k(m)V^\dagger \\
\text{Dec}_k'(\rho) & = \text{Dec}_k(V^\dagger \rho V).
\end{align*}
\]
(32) \hspace{2cm} (33) \hspace{2cm} (34)

\( \mathcal{E}' \) is correct and we have \( \inf_T \Pr^*_{\text{win-unif}}(\mathcal{E}) = \inf_{\tilde{T}} \Pr^*_{\text{win-unif}}(\mathcal{E}') \), but as the ciphertext space has larger dimension, we have more flexibility to choose \( T \) in the first modification. In particular, if we have \( \text{rank}(\text{Enc}_k(m)) \leq r \) for all \( m \) and \( k \), we can set \( T \) to be \( (\tilde{r}, \cdots, \tilde{r}) \) for \( \mathcal{E}' \).

3. Expurgation of ciphertexts: Let \( M' \leq M \) and \( \phi_k : [M'] \rightarrow [M] \) be an injective function for all \( k \). Define \( \mathcal{E}' = (\text{KeyGen}', \text{Enc}', \text{Dec}') \) with message size \( M' \) as

\[
\begin{align*}
\text{KeyGen}' & = \text{KeyGen} \\
\text{Enc}_k'(m) & = \text{Enc}_k(\phi_k(m)) \\
\text{Dec}_k'(\rho) & = \phi_k^{-1}(\text{Dec}_k(\rho)).
\end{align*}
\]
(35) \hspace{2cm} (36) \hspace{2cm} (37)

Note that 1) \( \mathcal{E}' \) is correct. 2) \( \frac{M'}{M} \inf_T \Pr^*_{\text{win-unif}}(\mathcal{E}') \leq \inf_T \Pr^*_{\text{win-unif}}(\mathcal{E}) \leq \inf_T \Pr^*_{\text{win-unif}}(\mathcal{E}') \) 3) For any \( M' \leq M \), there exists a choice of functions \( \phi_k \) such that \( \text{rank}(\text{Enc}_k'(m)) \leq \frac{d}{M-M'} \) for all \( k \) and all \( m \in [M'] \).
Corollary 4.5. The following statements are equivalent.

1. There exists a sequence \( \{E_\lambda \} \) of QECMs with message size \( M \) such that \( \lim_{\lambda \to \infty} p_{\text{win-unif}}(E_\lambda) = \frac{1}{M} \).
2. \( \lim_{d \to \infty} p_{\text{win-unif}}(\text{HMB-QECM}(M, d)) = \frac{1}{M} \).

Corollary 4.6. We have

\[
\inf_T p_{\text{win-unif}}(\text{HMB-QECM}(T; M, d)) = p_{\text{win-unif}}(\text{HMB-QECM}(M, d)).
\]  

5 Uncloneable Security for Uniformly Distributed Message

We prove a lower bound on \( p_{\text{win-unif}}(E) \) for QECM schemes \( E \) whose ciphertexts have small rank.
Theorem 5.1. Let $\mathcal{E}$ be a correct (see Definition 2.2) QECM scheme such that the message size is $M$ and the ciphertexts belong to a $d$-dimensional Hilbert space. Then there exists an absolute constant $c > 0.02285$ such that

$$p^{*}_{\text{win-unif}}(\mathcal{E}) \geq c \frac{\log M - 1}{d}.$$  \hspace{1cm} (42)

Proof. Note first that by Theorem 4.2, we have

$$p^{*}_{\text{win-unif}}(\mathcal{E}) \geq \frac{1}{2} p^{*}_{\text{win-unif}}\left(\text{HMB-QECM} \left(\frac{1}{2} M, d\right)\right).$$  \hspace{1cm} (43)

Therefore, in the rest of proof we can assume that

$$\text{Enc}_k(m) = \frac{H_k^m}{d/M}$$  \hspace{1cm} (44)

and only replace $M$ by $\frac{1}{2} M$ and multiply the lower-bound on $p^{*}_{\text{win-unif}}(\mathcal{E})$ by $\frac{1}{2}$ at the end.

We consider a specific attack for the adversaries described as follows. Let $|e_1\rangle, \ldots, |e_d\rangle$ be an orthonormal basis for $A$ and define $P_i \equiv |e_i\rangle\langle e_i|$ for all $i$. The cloner performs the POVM $\{P_i\}$ on the ciphertext and share the classical output $i$ with both Bob and Charlie who decode the message as $\hat{m}(i, k)$ using $i$ and the key $k$. The probability of winning for this attack is

$$\max_{\hat{m}} p_{m,k,i}[\hat{m}(i, k) = m] = \max_{\hat{m}} \mathbb{E}_{k \sim P_K} \left( \frac{1}{M} \sum_m \sum_i \text{tr} (P_i \text{Enc}_k(m)) \mathbb{I} \{\hat{m}(i, k) = m\} \right)$$  \hspace{1cm} (45)

$$= \max_{\hat{m}} \mathbb{E}_{k \sim P_K} \left( \frac{1}{M} \sum_i \text{tr} (P_i \text{Enc}_k(\hat{m}(i, k))) \right)$$  \hspace{1cm} (46)

$$= \mathbb{E}_{k \sim P_K} \left( \frac{1}{M} \sum_i \max_m \text{tr} (P_i \text{Enc}_k(m)) \right).$$  \hspace{1cm} (47)

where every maximization of $\hat{m}$ is over all functions from $[d] \times [K] \rightarrow [M]$ and the maximization of $m$ is over all messages in $[M]$. For any unitary operator $U$ acting on $A$, $\{UP_iU^\dagger\}$ is a POVM. Choosing $U$ at random according to Haar measure we obtain that

$$p^{*}_{\text{win-unif}}(\mathcal{E}) \geq \mathbb{E}_{U \sim \text{Haar}} \left( \mathbb{E}_{k \sim P_K} \left( \frac{1}{M} \sum_i \max_{m \in [M]} \text{tr} (UP_iU^\dagger \text{Enc}_k(m)) \right) \right)$$  \hspace{1cm} (48)

$$= \frac{1}{M} \sum_{i \in [d]} \mathbb{E}_{k \sim P_K} \left( \mathbb{E}_{U \sim \text{Haar}} \left( \max_{m \in [M]} \text{tr} (UP_iU^\dagger \text{Enc}_k(m)) \right) \right)$$  \hspace{1cm} (49)

$$= \left(\frac{d}{M}\right) \mathbb{E}_{k \sim P_K} \left( \mathbb{E}_{U \sim \text{Haar}} \left( \max_{m \in [M]} \text{tr} (UP_0U^\dagger \text{Enc}_k(m)) \right) \right),$$  \hspace{1cm} (50)

where $(a)$ follows from unitary invariance of Haar measure. We define next $|\phi\rangle = U|e_0\rangle$ which is a random vector distributed according to uniform spherical measure. Then,

$$\mathbb{E}_{U \sim \text{Haar}} \left( \max_{m \in [M]} \text{tr} (UP_0U^\dagger \text{Enc}_k(m)) \right) = \mathbb{E}_{|\phi\rangle} \left( \max_{m \in [M]} \langle \phi | \text{Enc}_k(m) | \phi \rangle \right)$$  \hspace{1cm} (51)

$$= \frac{d}{M} \mathbb{E}_{|\phi\rangle} \left( \max_{m \in [M]} \langle \phi | \Pi_k(m) | \phi \rangle \right)$$  \hspace{1cm} (52)

$$= \frac{M}{d} \mathbb{E}_{|\phi\rangle} \left( \max_{m \in [M]} ||\Pi_k(m) | \phi \rangle||^2 \right)$$  \hspace{1cm} (53)

where $(a)$ follows from our additional assumption in Eq. (44) that $\text{Enc}_k(m) = \Pi_k(m)/(d/M)$. Hence, it is enough to show that $\mathbb{E}_{|\phi\rangle} \left( \max_{m \in [M]} ||\Pi_k(m) | \phi \rangle||^2 \right) \geq 0.0457 \frac{2\pi^d M}{d}$ for any fixed $k \in [K]$. Since $\mathcal{E}$ is correct, there exists an orthonormal basis $(|e_0\rangle, \ldots, |e_{d-1}\rangle)$ such that $\Pi_k(m) = \sum_{i \in \mathcal{I}_m} |e_i\rangle\langle e_i|$ where
\((\mathcal{I}_1, \ldots, \mathcal{I}_M)\) forms a partition of \([d]\). Let \((a_0, \ldots, a_{d-1})\) and \((b_0, \ldots, b_{d-1})\) be two independent sequences of iid standard normal random variables. Define

\[
|\tilde{\psi}\rangle = \sum_{i \in [d]} (a_i + j b_i) |e_i\rangle
\]  

(54)

\[
|\psi\rangle = |\tilde{\psi}\rangle |\tilde{\psi}\rangle
\]  

(55)

Then, \(|\psi\rangle\) is distributed according to uniformly spherical measure. We also have

\[
\|\Pi_k(m)|\psi\rangle\|^2 = \sum_{i \in \mathcal{I}_m} (a_i^2 + b_i^2) \delta_{i,m}^d
\]  

(56)

Let \((X_0, \ldots, X_{M-1})\) be independent random variables such that \(X_m \sim \text{Erlang}(\text{tr}(\Pi_k(m)), 1/2)\) (See Appendix B for the definition and properties of Erlang distribution). We then have

\[
\mathbb{E}_{|\psi\rangle} \left( \max_{m \in [M]} \|\Pi_k(m)|\psi\rangle\|^2 \right) = \mathbb{E} \left( \frac{\max_{m \in [M]} X_m}{\sum_{m' \in [M]} X_m} \right)
\]  

\[
\geq 0.0457 \frac{\log M}{\sum_{m \in [M]} \text{tr}(\Pi_m(k))}
\]  

(57)

\[
= 0.0457 \frac{\log M}{d},
\]  

(58)

where \((a)\) follows from Lemma B.2.

6 Counter-Example for Simultaneous O2H

The so-called one-way-to-hiding (O2H) lemma [Unr15] is an important tool in the analysis of the quantum random-oracle model. Informally, it states that if an algorithm has an advantage over random guessing in determining which of two quantum-accessible oracles it has query access to, there is a reduction that outputs an input on which the two oracles differ. The latter process is called extraction. In [BL20], a simultaneous variant of this lemma has been presented (Lemma 21). In this setting, the starting point is two non-communicating agents that receive (in general entangled) quantum inputs and interact with an oracle. If the two agents simultaneously succeed in producing an output of the oracle corresponding to an input where the two possible oracles differ, then that input can be simultaneously extracted by each agent. In [CMP20], another variant of the simultaneous O2H lemma was shown. Here, like in the single-party O2H lemma, it is only required that the two agents distinguish the two possible oracles. The simultaneous success probability in the distinguishing task, however, needs to be close to 1 to guarantee a non-trivial success probability for extraction. It is an interesting open question whether a simultaneous analogue of Unruh’s O2H lemma exists that gives a non-trivial extraction guarantee whenever two agents as described above simultaneously succeed at distinguishing two oracles.

In the following, we provide a counterexample, answering the above question in the negative. More precisely, for a random function \(H : \{0, 1\} \rightarrow \{0, 1\}\), we exhibit an input state \(|\psi\rangle_{BC}\) and algorithms \(A_B\) and \(A_C\) such that the following holds. i) When provided with the registers \(B,\) and \(C,\) of \(|\psi\rangle,\) respectively, as input, the two algorithms both output \(H(0)\) simultaneously with probability > 1/2, and ii) the two O2H extractors never succeed simultaneously.

Before presenting the counterexample, let us formally state the simultaneous O2H lemma that is proven in [BL20].

**Lemma 6.1.** For \(L \in \{B, C\},\) let \(q_L\) be a nonnegative integer, \(U_L\) a unitary and \(\{\pi_B^n\}_{n \in \{0, 1\}}\) be a projective measurement. Let further \(|\psi\rangle\) be a unit vector and \(x \in \{0, 1\}^\lambda\). Then, we have

\[
\mathbb{E}_H \left\|\Pi^{H(x)} \left( (U_B O_B^H)^{q_B} \otimes (U_C O_C^H)^{q_C} \right) |\psi\rangle\right\|^2 \leq \frac{9}{2 \lambda^7} + 3q_B q_C + 2q_B q_C \sqrt{M}
\]  

(60)

where \(\Pi^{H(x)} = \pi_B^{\Pi_B^{H(x)}} \otimes \pi_C^{\Pi_C^{H(x)}}\) and

\[
M = E_k E_{\ell} E_H \left\| \left( |x\rangle |B_0 \otimes |x\rangle |C_0 \right) \left( (U_B O_B^H)^k \otimes (U_C O_C^H)^\ell \right) |\psi\rangle \right\|^2
\]  

(61)
with and $k$, $\ell$, and $H$ being uniformly distributed over $\{0, \ldots, q_B - 1\}$, $\{0, \ldots, q_C - 1\}$, and $\{h : \{0, 1\}^\lambda \to \{0, 1\}^n\}$, respectively.

The important thing to note here is, that the trivially achievable left-hand side for Equation (60), that does not require querying the oracle, is $2^{-n}$. The inequality in Equation (60), however, provides a non-trivial extraction guarantee only once the left-hand side is strictly larger than $9 \cdot 2^{-n}$. This discrepancy also prevents a straight-forward generalization to a full search-to-decision-style simultaneous O2H lemma, and causes the weak bound in the non-trivial generalization in this direction presented in [CMP20]. Note also that the above lemma can be generalized to apply to algorithms that guess only a function of the output $H(x)$, see Lemma 19 in [CMP20]. Therefore, a version of the above theorem with the factor 9 replaced by a constant $c < 2$ would directly imply a search-to-decision variant.

We continue to present our counterexample that shows that Lemma 6.1 has no chance of being true when replacing the factor 9 with any constant $c < \frac{9}{2} = 1.125$.

**Theorem 6.2.** For $n = 1$ and $q_B = q_C = 1$, there exist $U_L$ and $\pi_L$ for $L \in \{B, C\}$ such that, with the notation from Lemma 6.1,

$$\mathbb{E}_H \left| \left| H^{H(x)} \left( U_B O_H^H \otimes U_C O_C^H \right) |\psi\rangle \right| \right|^2 = \frac{9}{16},$$

but $M = 0$.

**Proof.** Let the registers $B$ and $C$ have two qubits each, where the first one corresponds to the input to $H$, the output of $H$ will be XORred to the second qubit. Define $|\psi\rangle_{BC} = \frac{1}{\sqrt{2}} (|00\rangle_B \otimes |1\rangle_C + |11\rangle_B \otimes |00\rangle_C)$, where $|+\rangle = \frac{1}{\sqrt{2}}(|0\rangle + |1\rangle)$, and set $U_B = U_C = 1$. After the two queries, the joint state is

$$|\psi\rangle_{BC} = (O_B^H \otimes O_C^H) |\psi\rangle = \frac{1}{\sqrt{2}} (|00\rangle H(0) B \otimes |1\rangle_C + |11\rangle_B \otimes |00\rangle H(0) C).$$

Setting $|\phi\rangle = |00\rangle H(0)$ and $|\perp\rangle = |11\rangle + |1\rangle$, we observe that

$$|\psi\rangle_{BC} = V_{A \rightarrow BC} |\phi\rangle_A$$

where $V_{A \rightarrow BC}$ was defined in Equation (8). We employ Lemma 3.2 with $\rho = |00\rangle \langle 00|$ and $\sigma = |01\rangle \langle 01|$ to conclude that there exist $\pi_L^b$ for $L \in \{B, C\}$, $b = 0, 1$ such that

$$\mathbb{E}_H \left| \left| H^{H(0)} \left( U_B O_B^H \otimes U_C O_C^H \right) |\psi\rangle \right| \right|^2 = \frac{1}{2} + \frac{1}{16} = \frac{9}{16}.$$ 

However, the extraction measurement never succeeds. Indeed, there is only one query to “choose from” on each side, and the computational basis measurement of the first qubits of $B$ and $C$ of the query input state $|\psi\rangle_{BC}$ defined above never returns $(0, 0)$, hence $M = 0$. \qed

## 7 Open Problems

One major question is whether there exists a sequence of QECMs $\{\mathcal{E}_\lambda\}_{\lambda \in \mathbb{N}}$ such that

$$\lim_{\lambda \to \infty} p^{\text{win-ind}}_\lambda (\mathcal{E}_\lambda) = \frac{1}{2} \text{ or } \lim_{\lambda \to \infty} |\mathcal{M}_\lambda| p^{\text{win-unif}}_\lambda (\mathcal{E}_\lambda) = 1.$$ 

Analyzing the performance of the scheme defined in Definition 4.1 might answer this question. Another open question is the validity of Conjecture 4.6, which simplifies the characterization of the optimal scheme and justifies the assumptions that we made in Theorem 5.1.

Regarding simultaneous O2H, while our results show that the constant 9 on the right-hand side of Eq. (60) cannot be replaced by 1, finding the optimal constant could be of interest both for uncloneable encryption and quantum copy-protection applications. Extensions of simultaneous O2H to more than two parties are natural to study and might also have natural applications in quantum copy protection.
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A Proof of Lemma 4.3

Due to correctness of the QECM $\mathcal{E}$, the ciphertext density matrices $\text{Enc}_k(0), \ldots, \text{Enc}_k(M - 1)$ are mutually orthogonal for a fixed $k$. Thus, there exists an orthonormal basis $\{|e_0\rangle, \ldots, |e_d\rangle\}$, real numbers $\lambda_0, \ldots, \lambda_{d - 1} \in [0, 1]$, and disjoint partition $S_0, \ldots, S_{M - 1}$ of $[d]$, all depending on $k$ such that

$$\text{Enc}_k(m) = \sum_{i \in S_m} \lambda_i |e_i\rangle \langle e_i|.$$

(67)

Without loss of generality, we can assume that $S_m = \{i : \sum_{j=1}^{m-1} |S_j| \leq i \leq \sum_{j=1}^{m} |S_j| - 1\}$. According to our definition of $t$, we have $t = (|S_1|, \ldots, |S_M|)$.

For notational simplicity, we first introduce a shorthand for simultaneous guessing as follows. For a function $g : [M] \to \mathcal{D}(BC)$ (think of it as encryption followed by a cloning operation), we define

$$\Delta(g) \triangleq \sup_{\{P_m\}_{m \in [M]}, \{Q_m\}_{m \in [M]}} \frac{1}{M} \sum_{m \in [M]} \text{tr}((P_m \otimes Q_m) g(m)),$$

(68)

where the supremum is taken over all pairs of POVMs $\{P_m\}_{m \in \mathcal{M}}, \{Q_m\}_{m \in \mathcal{M}}$. We can write

$$p_{\text{win-unit}}(\mathcal{E}) = \sup_{B,C,N_A \rightarrow BC} \mathbb{E}_{k \leftarrow \mathsf{KeyGen}}(\Delta(N_A \rightarrow BC \circ \text{Enc}_k)).$$

(69)

For a fixed unitary $u$, we denote by $\mathcal{M}_u$ the quantum channel mapping $\rho$ to $\rho u \rho^\dagger$. We have

$$\sup_{B,C,N_A \rightarrow BC} \mathbb{E}_{k \leftarrow \mathsf{KeyGen}}(\Delta(N_A \rightarrow BC \circ \text{Enc}_k)) = \sup_{B,C,N_A \rightarrow BC} \mathbb{E}_{k \leftarrow \mathsf{KeyGen}}(\Delta(N_A \rightarrow BC \circ \mathcal{M}_u \circ \text{Enc}_k))$$

(70)

because $N_A \rightarrow BC \rightarrow N_A \rightarrow BC \circ \mathcal{M}_u$ is bijection. Therefore, if $U$ is distributed according to Haar measure over $U(A)$, it holds that

$$\sup_{B,C,N_A \rightarrow BC} \mathbb{E}_{k \leftarrow \mathsf{KeyGen}}(\Delta(N_A \rightarrow BC \circ \text{Enc}_k)) = \mathbb{E}_U \left( \sup_{B,C,N_A \rightarrow BC} \mathbb{E}_{k \leftarrow \mathsf{KeyGen}}(\Delta(N_A \rightarrow BC \circ \mathcal{M}_u \circ \text{Enc}_k)) \right)$$

(71)

$$\geq \sup_{B,C,N_A \rightarrow BC} \mathbb{E}_{k \leftarrow \mathsf{KeyGen}}(\mathbb{E}_U(\Delta(N_A \rightarrow BC \circ \mathcal{M}_u \circ \text{Enc}_k)))$$

(72)

Let $A_m$ be the set of permutations $\pi$ of $[d]$ such that $\pi(i) = i$ for all $i \notin S_m$. We denote by $V_\pi$ the unitary on $A$ corresponding to the permutation $\pi$ defined by

$$V_\pi |e_i\rangle = |e_{\pi(i)}\rangle.$$ 

(73)

Let $\pi_m$ be uniformly distributed over $A_m$ for all $m \in \mathcal{M}$. For any fixed unitary $v$ and for $U$ distributed according to Haar measure over $U(A)$, $UV$ is also distributed according to Haar measure. We hence have

$$\mathbb{E}_U(\Delta(N_A \rightarrow BC \circ \mathcal{M}_U \circ \text{Enc}_k)) = \mathbb{E}_{\pi_1, \ldots, \pi_M}(\mathbb{E}_U(\Delta(N_A \rightarrow BC \circ \mathcal{M}_{V_{\pi M}} \circ \text{Enc}_k)))$$ 

$$= \mathbb{E}_{\pi_1, \ldots, \pi_M}(\mathbb{E}_U(\Delta(N_A \rightarrow BC \circ \mathcal{M}_{V_{\pi 1}} \circ \cdots \circ \mathcal{M}_{V_{\pi M}} \circ \text{Enc}_k)))$$ 

(74)

$$\geq \mathbb{E}_U(\Delta(N_A \rightarrow BC \circ \mathcal{M}_U \circ (\mathbb{E}_{\pi_1, \ldots, \pi_M}(\mathcal{M}_{V_{\pi 1}} \circ \cdots \circ \mathcal{M}_{V_{\pi M}} \circ \text{Enc}_k))))$$

(75)

$$\sup_{B,C,N_A \rightarrow BC} \mathbb{E}_{k \leftarrow \mathsf{KeyGen}}(\mathbb{E}_U(\Delta(N_A \rightarrow BC \circ \mathcal{M}_U \circ \mathbb{E}_{\pi_1, \ldots, \pi_M}(\mathcal{M}_{V_{\pi 1}} \circ \cdots \circ \mathcal{M}_{V_{\pi M}} \circ \text{Enc}_k))))$$

(76)
where (a) follows from the convexity of \(\Delta(\cdot)\). For a fixed \(m \in \mathcal{M}\), we have

\[
\mathbb{E}_{\pi_1, \ldots, \pi_M} \left( (\mathcal{M}_{V_{\pi_1}} \circ \cdots \circ \mathcal{M}_{V_{\pi_M}} \circ \text{Enc}_k) (m) \right) = \begin{cases} (b) & \mathbb{E}_{\pi_m} \left( (\mathcal{M}_{V_{\pi_m}} (\text{Enc}_k (m))) \right) \end{cases}
\]

\[
= \mathbb{E}_{\pi_m} \left( \sum_i \lambda_{m,i} V_{\pi_m} |e_i\rangle \langle e_i| V_{\pi_m}^\dagger \right)
\]

\[
= \mathbb{E}_{\pi_m} \left( \sum_i \lambda_{m,i} |e_{\pi_m (i)}\rangle \langle e_{\pi_m (i)}| \right)
\]

\[
= \mathbb{E}_{\pi_m} \left( \sum_i \lambda_{m, \pi_m^{-1}(i)} |e_i\rangle \langle e_i| \right)
\]

\[
= \sum_{m \in S_m} \frac{1}{|S_m|} \langle e_i | e_i \rangle,
\]

where (b) follows since for \(m \neq m'\), \(\mathcal{M}_{V_{\pi_m}} (\rho) = \rho\) for any \(\rho\) with support in the span of \(|e_i\rangle : i \in S_m\). Upon defining unitary \(v_k\) as \(v_k |a_i\rangle = |e_i\rangle\), \(\forall i \in [d]\), we can re-write Eq. (82) as

\[
\mathbb{E}_{\pi_1, \ldots, \pi_M} \left( (\mathcal{M}_{V_{\pi_1}} \circ \cdots \circ \mathcal{M}_{V_{\pi_M}} \circ \text{Enc}_k) (m) \right) = v_k \left( \sum_{m \in S_m} \frac{1}{|S_m|} |a_i\rangle \langle a_i| \right) v_k^\dagger = M_{v_k} \left( \sum_{m \in S_m} \frac{1}{|S_m|} |a_i\rangle \langle a_i| \right).
\]

Combining Eq. (76) and Eq. (83), we obtain

\[
\mathbb{E}_U (\Delta (\mathcal{N}_{A \rightarrow BC} \circ \mathcal{M}_U \circ \text{Enc}_k)) \geq \mathbb{E}_U \left( \Delta \left( \mathcal{N}_{A \rightarrow BC} \circ \mathcal{M}_U \circ \mathcal{M}_{v_k} \circ \overline{\text{Enc}}_k \right) \right)
\]

\[
= \mathbb{E}_U \left( \Delta \left( \mathcal{N}_{A \rightarrow BC} \circ \mathcal{M}_{U v_k} \circ \overline{\text{Enc}}_k \right) \right)
\]

\[
= \mathbb{E}_U \left( \Delta \left( \mathcal{N}_{A \rightarrow BC} \circ \mathcal{M}_U \circ \overline{\text{Enc}}_k \right) \right).
\]

where

\[
\overline{\text{Enc}}_k (m) \triangleq \frac{1}{t_m} \sum_{\tau = \sum_{j=1}^{t_j} \tau_j} |a_i\rangle \langle a_i|.
\]

Putting Eq. (69), Eq. (72), and Eq. (86) together, we have

\[
p_{\text{win-unit}} (\mathcal{E}) \geq \begin{cases} \sup_{B, C, \mathcal{N}_{A \rightarrow BC}} & \mathbb{E}_{\text{KeyGen}} \left( \mathbb{E}_U \left( \Delta \left( \mathcal{N}_{A \rightarrow BC} \circ \mathcal{M}_U \circ \overline{\text{Enc}}_k \right) \right) \right) \end{cases}
\]

\[
= \begin{cases} \sup_{B, C, \mathcal{N}_{A \rightarrow BC}} & \mathbb{E}_T \left( \mathbb{E}_U \left( \Delta \left( \mathcal{N}_{A \rightarrow BC} \circ \mathcal{M}_U \circ \overline{\text{Enc}}_T \right) \right) \right) \end{cases}
\]

\[
= \begin{cases} p_{\text{win-unit}} (\text{HMB-QECM} (T; d)) \end{cases}
\]

where (c) follows because \(\mathcal{M}_{U} \circ \overline{\text{Enc}}_k (m) = \overline{\text{Enc}}_k (\tau(m)) (m)\). We next show that we can choose \(T\) to be permutation invariant. We first define for \(t = (t_1, \ldots, t_M)\) and a permutation \(\sigma\) of \([M]\), \(\sigma t \triangleq (t_{\sigma(1)}, \ldots, t_{\sigma(M)})\). We then have

\[
\Delta \left( \mathcal{N}_{A \rightarrow BC} \circ \mathcal{M}_U \circ \overline{\text{Enc}}_{\sigma t} \right) = \Delta \left( \mathcal{N}_{A \rightarrow BC} \circ \mathcal{M}_U \circ \overline{\text{Enc}}_{t} \circ \sigma \right) = \Delta \left( \mathcal{N}_{A \rightarrow BC} \circ \mathcal{M}_U \circ \overline{\text{Enc}}_{t} \right)
\]

because by definition of \(\Delta(\cdot)\), it holds that \(\Delta (g \circ \sigma) = \Delta (g)\) for all \(g : [M] \rightarrow \mathcal{D} (BC)\) and permutations \(\sigma\). We next define random variable \(\overline{T}\) such that

\[
\Pr \left[ \overline{T} = t \right] = \frac{1}{|M|} \sum_{\sigma} \Pr [T = \sigma t],
\]

\[14\]
which is a valid permutation invariant probability distribution. Furthermore,

\[ p^*_\text{win-unif} (HMB-QECM (T; d, M)) = \sup_{B, C, N_{A \to BC}} \mathbb{E} \left( \sum_t \Pr[T = t] \Delta \left( N_{A \to BC} \circ \mathcal{M}_U \circ \widehat{\text{Enc}_t} \right) \right) \]

\[ = \sup_{B, C, N_{A \to BC}} \mathbb{E} \left( \sum_t \Pr[T = t] \frac{1}{M!} \sum_k \Delta \left( N_{A \to BC} \circ \mathcal{M}_U \circ \widehat{\text{Enc}_t} \right) \right) \]

\[ = \sup_{B, C, N_{A \to BC}} \mathbb{E} \left( \sum_t \Pr[T = t] \frac{1}{M!} \sum_k \Delta \left( N_{A \to BC} \circ \mathcal{M}_U \circ \widehat{\text{Enc}_t} \right) \right) \]

\[ = p^*_\text{win-unif} \left( HMB-QECM \left( \widetilde{T}; d, M \right) \right), \]

as desired.

B The Erlang distribution

In this appendix, we gather some properties of the Erlang distribution used in our work.

Definition B.1. Erlang\((k, \lambda)\) is a probability distribution over \([0, \infty)\) characterized by two parameters \(k \in \mathbb{N}\) and \(\lambda > 0\) and defined by its probability density function as

\[ f(x) \triangleq \frac{\lambda^k x^{k-1} e^{-\lambda x}}{(k-1)!}. \]

When \(X \sim \text{Erlang}(k, \lambda)\), we have

\[ \mathbb{E}(X) = \frac{k}{\lambda} \]

\[ \Pr[X \leq x] = 1 - \sum_{i=0}^{k-1} \frac{e^{-\lambda x} (\lambda x)^i}{i!}. \]

Moreover, if \(X_0, \ldots, X_{2k-1}\) are independent standard normal random variables, then \(\sum_{i \in [2k]} |X_i|^2\) has Erlang\((k, \frac{1}{2})\) distribution.

Lemma B.2. Let \(X_0, \ldots, X_{n-1}\) be independent such that \(X_i \sim \text{Erlang}(k_i, \lambda)\). We have

\[ \mathbb{E} \left( \max_{i \in [n]} X_i \right) \geq c \log n \frac{k_i}{\sum_{i \in [n]} k_i}, \]

for some absolute constant \(c > \frac{1-e^{-1}-0.5}{2\log(e)} \approx 0.0457\).

Proof. We have for all \(a, b > 0\)

\[ \mathbb{E} \left( \max_{i \in [n]} X_i \right) \geq \frac{a}{b} \Pr \left[ \max_{i \in [n]} X_i \geq a \text{ and } \sum_{i \in [n]} X_i \leq b \right] \]

\[ \overset{(i)}{=} \frac{a}{b} \left( 1 - \Pr \left[ \max_{i \in [n]} X_i < a \right] - \Pr \left[ \sum_{i \in [n]} X_i > b \right] \right) \]

\[ \overset{(ii)}{=} \frac{a}{b} \left( 1 - \Pr \left[ \max_{i \in [n]} X_i < a \right] - \frac{\sum_{i \in [n]} \mathbb{E}(X_i)}{b} \right) \]

\[ = \frac{a}{b} \left( 1 - \Pr \left[ \max_{i \in [n]} X_i < a \right] - \frac{\sum_{i \in [n]} k_i}{b\lambda} \right) \]
We fix an arbitrary cloning attack and independence of $\rho_{ABC}$ with respect to eigenvectors of $\rho_A$ independent of $\theta_A$. Bob and Charlie win if all three parties obtain the same outcome from a MEG $G$. Let $G$ be a MEG with distribution $A = \{\{P_m^k\}_{m \in M} : \{Q^k_m\}_{m \in M}\}$ for each realization $k$ of $K$. Bob performs POVMs $P_m^k$ on sub-system $A$ when $K = k$ and provides $K$ to both Bob and Charlie. Bob and Charlie then perform POVMs $\{P_m^k\}_{m \in M}$ and $\{Q^k_m\}_{m \in M}$, respectively, on their corresponding sub-system. Bob and Charlie win if all three parties obtain the same outcome from their measurements. The probability of winning is

$$\Pr\left[\max_{i \in [n]} X_i < a\right] = \prod_{i \in [n]} \Pr[X_i < a]$$  \hspace{1cm} (106)

$$= \prod_{i \in [n]} \left(1 - e^{-\lambda a} \sum_{j=0}^{k_i-1} \frac{(\lambda a)^j}{j!}\right)$$  \hspace{1cm} (107)

$$\leq (1 - e^{-\lambda a})^n$$  \hspace{1cm} (108)

$$= e^{\ln(1 - e^{-\lambda a})n}$$  \hspace{1cm} (109)

$$\leq e^{-\lambda a n}. \quad \hspace{1cm} (110)$$

Setting $a = \ln n/\lambda$ and $b = 2\sum_{i} k_i$, we obtain that

$$\mathbb{E}\left(\frac{\max_{i \in [n]} X_i}{\sum_{i \in [n]} X_i}\right) \geq \frac{1 - e^{-1} - 0.5 \ln n}{2 \sum_{i} k_i}$$  \hspace{1cm} (111)

$$= \frac{1 - e^{-1} - 0.5 \log n}{2 \log(e) \sum_{i} k_i}. \quad \hspace{1cm} (112)$$

C Connection between uncloneable encryption and monogamy of entanglement game

A MEG $G$ has three players Alice, Bob, and Charlie and is described by a set $M$, a random variable $K$ with distribution $P_K$, a Hilbert space $A$, and a POVM $\{F^k_m\}_{m \in M}$ for each realization $k$ of $K$. Bob and Charlie prepare a tripartite quantum state $\rho_{ABC}$ and pass sub-system $A$ to Alice. Bob and Charlie keep sub-systems $B$ and $C$, respectively, and no communication is allowed between them after state preparation. Alice performs POVM $\{F^k_m\}_{m \in M}$ on sub-system $A$ when $K = k$ and provides $K$ to both Bob and Charlie. Bob and Charlie then perform POVMs $\{P^k_m\}_{m \in M}$ and $\{Q^k_m\}_{m \in M}$, respectively, on their corresponding sub-system. Bob and Charlie win if all three parties obtain the same outcome from their measurements. The probability of winning is

$$\mathbb{E}_{k \sim P_K} \left(\sum_m \text{tr}(F^k_m \otimes P^k_m \otimes Q^k_m \rho_{ABC})\right). \quad \hspace{1cm} (113)$$

We denote by $p^*_{\text{win}}(G)$ the maximum probability of winning that Bob and Charlie can achieve for a fixed game $G$. In the next two lemmas, we establish lower-bounds on the probability of winning a MEG.

Proposition C.1. Let $E = \text{(KeyGen, Enc, Dec)}$ be a correct QECM with $M$ messages such that $\frac{1}{m} \sum_{m \in M} \text{Enc}_k(m) = \overline{p}$ independent of $k$. We define a MEG $G$ with the same key $k$ as $E$ and $F^k_m = \frac{1}{\lambda} \overline{p}^* \text{Enc}_k(m) \overline{p}^* \overline{p}$ where the transpose is with respect to eigenvectors of $\overline{p}$. We then have

$$\text{p}^*_{\text{win-unif}}(E) \leq p^*_{\text{win}}(G). \quad \hspace{1cm} (114)$$

Proof. We fix an arbitrary cloning attack $A = (N_{A \rightarrow BC}, \{P^k_m\}, \{Q^k_m\})$ on $E$ and show that $p^*_{\text{win-unif}}(E; A) \leq p^*_{\text{win}}(G)$. Let $\overline{p} = \sum_{i \in [d]} \lambda_i |e_i\rangle \langle e_i|$ where $e = ((|e_0\rangle, \cdots, |e_{d-1}\rangle)$ is an orthonormal basis for $A$. We define $|\Phi\rangle \equiv \sum_{i \in [d]} \sqrt{\lambda_i} |e_i\rangle \otimes |e_i\rangle$ and the Choi isomorphism $J$ with respect to $\overline{p}$ that maps a quantum channel $N_{A \rightarrow BC}$ to a density operator

$$\text{id}_A \otimes N_{A \rightarrow BC}(|\Phi\rangle \langle \Phi|) = \sum_{i \in [d]} \sum_{j \in [d]} \sqrt{\lambda_i \lambda_j} |e_i\rangle \langle e_j| \otimes N_{A \rightarrow BC}(|e_i\rangle \langle e_j|). \quad \hspace{1cm} (115)$$
We have for all operators $X$ acting on $A$

\[
\text{tr}_A \left( \left( \rho^{\frac{1}{2}} X T^{\frac{1}{2}} \right) \otimes 1_{BC} \right) J(N) = \sum_{i \in [d], j \in [d]} \sqrt{\lambda_i \lambda_j} \text{tr}_A \left( \left( \rho^{\frac{1}{2}} X T^{\frac{1}{2}} \right) \otimes 1_{BC} \right) |ei\rangle \langle ej| \otimes N_{A \rightarrow BC} |ei\rangle \langle ej| )
\]

(116)

\[
= \sum_{i \in [d], j \in [d]} \sqrt{\lambda_i \lambda_j} \text{tr} \left( \rho^{\frac{1}{2}} X T^{\frac{1}{2}} |ei\rangle \langle ej| \otimes N_{A \rightarrow BC} |ei\rangle \langle ej| )
\]

(117)

\[
= \sum_{i \in [d], j \in [d]} \langle ei | X | ej| \rangle N_{A \rightarrow BC} |ei\rangle \langle ej| = N(X).
\]

(118)

We then have

\[
p_{\text{win-unif}} (E; A) = E_{k \leftarrow \text{KeyGen}} \left( \frac{1}{M} \sum_{m \in [M]} \text{tr} \left( P_m^k \otimes Q_m^k N_{A \rightarrow BC} (\text{Enc}_k (m)) \right) \right)
\]

(119)

\[
= E_{k \leftarrow \text{KeyGen}} \left( \frac{1}{M} \sum_{m \in [M]} \text{tr} \left( P_m^k \otimes Q_m^k \text{tr}_A \left( \left( \rho^{\frac{1}{2}} \text{Enc}_k (m) T^{\frac{1}{2}} \right) \otimes 1_{BC} \right) J(N) \right) \right)
\]

(120)

\[
= E_{k \leftarrow \text{KeyGen}} \left( \frac{1}{M} \sum_{m \in [M]} \text{tr} \left( \text{tr}_A \left( \left( \rho^{\frac{1}{2}} \text{Enc}_k (m) T^{\frac{1}{2}} \right) \otimes 1_{BC} \right) J(N) \right) \right)
\]

(121)

\[
= E_{k \leftarrow \text{KeyGen}} \left( \sum_{m \in [M]} \text{tr} \left( P_m^k \otimes Q_m^k J(N) \right) \right) \leq p_{\text{win}}^* (G),
\]

(122)

as claimed.