Exploiting Non-Linear Scales in Galaxy–Galaxy Lensing and Galaxy Clustering: A Forecast for the Dark Energy Survey

Andrés N. Salcedo  
*Ohio State University*

David H. Weinberg  
*Ohio State University*

Hao-Yi Wu  
*Boise State University*

Benjamin D. Wibking  
*Australian National University*

This article has been accepted for publication in *Monthly Notices of the Royal Astronomical Society* © 2022 The Authors. Published by Oxford University Press on behalf of the Royal Astronomical Society. All rights reserved.  
[https://doi.org/10.1093/mnras/stab3793](https://doi.org/10.1093/mnras/stab3793)
Exploiting non-linear scales in galaxy–galaxy lensing and galaxy clustering: A forecast for the dark energy survey

Andrés N. Salcedo1, David H. Weinberg1, Hao-Yi Wu2 and Benjamin D. Wibking3

1Department of Astronomy and Center for Cosmology and Astroparticle Physics, The Ohio State University, Columbus OH 43210, USA
2Institute for Advanced Study, Princeton NJ 08540, USA
3Department of Physics, Boise State University, Boise ID 83725, USA
4Mount Stromlo Observatory, Australian National University, Cotter Road, Weston Creek ACT 2611, Australia

Accepted 2021 December 24. Received 2021 December 24; in original form 2021 July 15

ABSTRACT

The combination of galaxy–galaxy lensing (GGL) and galaxy clustering is a powerful probe of low-redshift matter clustering, especially if it is extended to the non-linear regime. To this end, we use an N-body and halo occupation distribution (HOD) emulator method to model the redMaGiC sample of colour-selected passive galaxies in the Dark Energy Survey (DES), adding parameters that describe central galaxy incompleteness, galaxy assembly bias, and a scale-independent multiplicative lensing bias $A_{lens}$. We use this emulator to forecast cosmological constraints attainable from the GGL surface density profile $\Delta \Sigma(r_p)$ and the projected galaxy correlation function $w_{p,gg}(r_p)$ in the final (Year 6) DES data set over scales $r_p = 0.3$–30.0 $h^{-1}$ Mpc. For a 3 per cent prior on $A_{lens}$ we forecast precisions of 1.9 per cent, 2.0 per cent, and 1.9 per cent on $\Omega_m$, $\sigma_8$, and $S_8 \equiv \sigma_8 \Omega_m^{0.5}$, marginalized over all halo occupation distribution (HOD) parameters as well as $A_{lens}$. Adding scales $r_p = 0.3$–30.0 $h^{-1}$ Mpc improves the $S_8$ precision by a factor of $\sim 1.6$ relative to a large scale (3.0–30.0 $h^{-1}$ Mpc) analysis, equivalent to increasing the survey area by a factor of $\sim 2.6$. Sharpening the $A_{lens}$ prior to 1 per cent further improves the $S_8$ precision to 1.1 per cent, and it amplifies the gain from including non-linear scales. Our emulator achieves per cent-level accuracy similar to the projected DES statistical uncertainties, demonstrating the feasibility of a fully non-linear analysis. Obtaining precise parameter constraints from multiple galaxy types and from measurements that span linear and non-linear clustering offers many opportunities for internal cross-checks, which can diagnose systematics and demonstrate the robustness of cosmological results.
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1 INTRODUCTION

Understanding the origin of cosmic acceleration remains the most pressing challenge of contemporary cosmology. Ambitious cosmological surveys are using a variety of observational probes to measure the histories of cosmic expansion and the growth of matter clustering with high precision over a wide span of redshift (for reviews see e.g. Frieman, Turner & Huterer 2008; Weinberg et al. 2013). Comparing expansion history and structure growth is critical to testing whether cosmic acceleration reflects a breakdown of general relativity (GR) on cosmological scales or a form of dark energy that exerts repulsive gravity within GR. With present data sets, the most powerful constraints on low-redshift matter clustering come from large area weak lensing surveys, which can measure matter clustering directly through cosmic shear or by combining galaxy–galaxy lensing (GGL) with galaxy clustering.

This paper presents methodology for and forecasts of the precision obtainable with the combination of GGL and galaxy clustering in the final data sets from the Dark Energy Survey (DES; The Dark Energy Survey Collaboration 2005; DES Collaboration 2021), building on the work of Wibking et al. (2019, 2020). GGL measures correlations between foreground lens galaxies and a shear map of background source galaxies to infer the lens galaxies’ mean excess surface density profile $\Delta \Sigma(r_p)$, which is proportional to the product of the matter density parameter $\Omega_m$ and the galaxy–matter cross-correlation function $\xi_{gm}$. On scales large enough to be described by linear perturbation theory one expects $\xi_{gm} = b_g \xi_{mm}$ and $\xi_{gg} = b_g^2 \xi_{mm}$, where $b_g$ is the galaxy bias factor and $\xi_{gg}$ and $\xi_{mm}$ are the galaxy and matter autocorrelation functions, respectively. One can therefore combine GGL and $\xi_{gg}$ to cancel the unknown $b_g$ and constrain $\Omega_m \sqrt{\xi_{mm}} \propto \Omega_m \sigma_8$, where $\sigma_8$, the RMS linear theory matter overdensity fluctuation in spheres of radius 8.0 $h^{-1}$ Mpc at $z = 0$, is an overall scaling of the amplitude of matter fluctuations. In practice the best constrained parameter combination is closer to $S_8 \equiv \sigma_8 \Omega_m^{0.5}$.

Interpreting GGL and clustering measurements on smaller scales requires a model for the relation between galaxies and dark matter in the non-linear regime, such as the halo occupation distribution (HOD; Jing, Mo & Börner 1998; Peacock & Smith 2000; Scoccimarro et al. 2001; Berlind & Weinberg 2002) or sub-halo abundance matching (Conroy, Wechsler &Kravtsov 2006; Vale & Ostriker 2006). Although these models require additional free parameters, non-linear clustering data can constrain them, so extending to the non-linear regime of GGL and $\xi_{gg}$ can potentially achieve much tighter constraints on cosmological parameters (Yoo et al. 2006; Zheng & Weinberg 2007; Cacciato et al. 2009, 2012, 2013; Leau-
extend the Gaussian process emulation scheme of Wikberg et al. (2020). This emulation is done over a large HOD and cosmological parameter space centred on a fiducial model that roughly describes the high-density DES redMaGiC sample. We use this emulator to compute derivatives of $\Delta \Sigma$ and $w_{p, gg}$ with respect to HOD and cosmological parameters, which we then use to forecast a cosmological analysis of DES redMaGiC GGL and clustering. We devote particular attention to the importance of the small scales in such an analysis and also to the ability of the datavector to break the degeneracy between cosmology and systematic uncertainties in lensing calibration. The technical development behind producing our forecasts is aimed at enabling a fully non-linear GGL and clustering analysis of the final DES data release, which we predict to yield per cent-level constraints on the amplitude of matter clustering.

Our forecasts could prove optimistic if observational or theoretical systemsatics in the final DES data turn out to be larger than we have assumed. For example, the Y3 cosmology analysis identifies systematics in the clustering measurements of the redMaGiC sample (DES Collaboration 2021), while we have assumed that systematic uncertainties in $w_{p, gg}$ will be negligible. None the less, our forecasts play a valuable role in demonstrating what DES GGL+clustering should be able to achieve if systematics are well controlled, thus also demonstrating the level of systematics control that is required. A key finding of our analysis is that modelling GGL + clustering into non-linear scales can achieve gains in cosmological parameter precision that are equivalent factors of $2.5−8.0$ increases in survey area, e.g. to the difference between a 5-yr weak lensing survey and a survey lasting one to several decades. Doing the additional work needed to realize these gains is a promising investment.

The next section describes our numerical simulations and HOD modelling methodology. Section 3 defines our clustering and lensing statistics, then describes our emulation methodology and derives the sensitivity of our datavector to HOD and cosmological parameters. Section 4 describes how we compute covariance matrices for our Fisher forecasts, based on expectations for the final DES data release. In Section 5 we present our main forecast results, which combine the derivatives computed in Section 3.3 with the covariance matrices of Section 4 to derive constraints on $\Omega_m$, $\sigma_8$, and $S_8$. We summarize our results and conclude in Section 6.

2 CONSTRUCTING MOCK GALAXY CATALOGUES

2.1 Simulations and halo identification

We use 40 AbacusCosmos simulations in our analysis (Garrison et al. 2018). These simulations are run with a variety of wCDM cosmologies centred on the Planck Collaboration XIII (2016) cosmology with fixed phases. The 40 cosmologies are selected using a Latin hypercube method (Heitmann et al. 2009) optimized to maximize the distance between points. These cosmologies are sampled from a parameter space consisting of the union of cosmic microwave background (CMB), baryon acoustic oscillations (BAO), and supernovae (SN) results described in Anderson et al. (2014). We utilize the larger 1100.0 $h^{-3}$ Mpc$^3$ set of boxes with mass resolution of $10^{10}$ $M_\odot$ $h^{-1}$.

Halo masses were identified from particle snapshots using the software package ROCKSTAR version 0.99.9-RC3 (+ (Behroozi, Wechsler & Wu 2013). We use strict (i.e. without unbinding) spherical overdensity (SO) halo masses around the halo centres identified by ROCKSTAR, rather than the default phase-space FOF-like masses output by ROCKSTAR. For finding haloes ROCKSTAR uses a primary

---

1We use $\Lambda$CDM to denote a model with inflationary primordial fluctuations, cold dark matter, a cosmological constant, and a flat universe.
definition set to the virial mass of Bryan & Norman (1998). However, after identification, we adopt the \( M_{200b} \) mass definition, i.e. the mass enclosed by a spherical overdensity of 200 times the mean matter density at a given redshift and cosmology. Distinct haloes identified with the \( M_{200c} \) definition are not reclassified as subhaloes under the \( M_{200b} \) definition; such reclassification would affect a negligible fraction of haloes. We identify haloes above 20 particles, and we only use distinct haloes (not subhaloes) when creating galaxy populations.

### 2.2 HOD modelling

Similar to our previous papers we populate simulated haloes with galaxies according to a halo occupation distribution (HOD) framework (e.g. Jing et al. 1998; Benson et al. 2000; Ma & Fry 2000; Peacock & Smith 2000; Seljak 2000; Scoccimarro et al. 2001; Berlind & Weinberg 2002; Cooray & Sheth 2002; van den Bosch, Yang & Mo 2003; Yang, Mo & van den Bosch 2003; Zheng et al. 2005; Cooray 2006; Mandelbaum et al. 2006; Zheng et al. 2009; Zehavi et al. 2011;Coupon et al. 2012;Leauthaud et al. 2012;Guo et al. 2014;Zu & Mandelbaum 2015;Zehavi et al. 2018). We extend this framework to include central incompleteness, galaxy assembly bias, and the possibility for the galaxy profile to deviate from that of its host’s matter profile. We parametrize the mean central and satellite occupations of our haloes with a modified form of the widely used equations (Zheng et al. 2005).

\[
\langle N_{\text{cen}}(M_h) \rangle = \frac{f_{\text{cen}}}{2} \left[ 1 + \text{erf} \left( \frac{\log M_h - \log M_{\text{min}}}{\sigma_{\log M}} \right) \right],
\]

\[
\langle N_{\text{sat}}(M_h) \rangle = \frac{\langle N_{\text{sat}}(M_h) \rangle}{f_{\text{cen}}} \frac{(M_h - M_{\text{min}})}{M_1}^\alpha.
\]

The new parameter \( f_{\text{cen}} \) allows only a fraction of high-mass haloes to contain central galaxies that satisfy the sample selection criteria. Incompleteness may be present in any galaxy sample, but is particularly important for us to model because we are forecasting for an analysis that utilizes redMaGiC (Rozo et al. 2016) selected galaxies. These galaxies are known to exhibit central incompleteness because of the strict colour cuts applied in their selection. The fraction of satellite galaxies that pass selection criteria is already encoded within the parameter \( M_1 \).

The actual numbers of centrals and satellites placed into each halo is drawn randomly from binomial and Poisson distributions, respectively, with the mean occupations given above. Centrals are placed at the center of their host halo, while satellites are distributed according to a Navarro–Frenk–White profile (NFW; Navarro, Frenk & White 1997),

\[
\rho_{\text{gal}}(r) = \rho_{\text{m}}(r|A_{\text{cen}} \times c_{\text{sat}}),
\]

parametrized by halo concentration \( c_{\text{sat}} = r_s/r_c \) with the parameter \( A_{\text{cen}} \) included to allow for the galaxy profile to deviate from that of the matter. As in Salcedo et al. (2020b), we use the fits of Correa et al. (2015) to assign halo concentrations because they were calibrated using significantly higher resolution simulations than our AbacausCosmos boxes.

Following Wikking et al. (2019; see also McEwen & Weinberg 2018; Salcedo et al. 2020b; Xu et al. 2021) we allow for the possibility of galaxy assembly bias. Galaxy assembly bias refers to the possibility for galaxy occupation at fixed host halo mass to depend on properties other than halo mass. In combination with halo assembly bias, this can boost the large-scale clustering of galaxies (e.g. Croton et al. 2007; Zu et al. 2008), and it represents an important source of systematic uncertainty in current cosmological analyses. It is currently unclear which halo internal property, if any, is responsible for galaxy assembly bias. However, in the context of a cosmological analysis, in which assembly bias is treated as a nuisance effect to be marginalized over, it is only important to characterize its potential effects. Therefore, we choose to allow the central and satellite occupations to vary on a halo-by-halo basis based on the matter overdensity measured in a top-hat spheres of radius \( 8.0 \hmpc \) centred on each individual halo \( \delta_m^8 \). This environmental dependence is written as

\[
\log M_{\text{min}} = \log M_{\text{min,0}} + Q_{\text{cen}}(\delta_m^8 - 0.5),
\]

\[
\log M_1 = \log M_{1,0} + Q_{\text{sat}}(\delta_m^8 - 0.5),
\]

where \( Q_{\text{cen}} \) and \( Q_{\text{sat}} \) express the strength of the dependence of \( M_{\text{min}} \) and \( M_1 \), respectively, on environment and \( \delta_m^8 \in [0, 1] \) is the normalized rank of \( \delta_m^8 \) within a narrow mass bin. In this parametrization the case of \( Q_{\text{cen}} = Q_{\text{sat}} = 0.0 \) corresponds to having no assembly bias. This parametrization has been found to provide a reasonable description of galaxy assembly bias effects in semi-analytic models and hydrodynamic simulations (e.g. Artale et al. 2018; Zehavi et al. 2018; Bose et al. 2019; Contreras et al. 2019; Xu et al. 2021). Despite this success we note that further work is required to establish the optimal scale at which the overdensity is measured to implement galaxy assembly bias in an HOD context or if a model that more flexibly combines information from multiple scales is necessary.

The Y3 DES 3 × 2pt. cosmological analysis (DES Collaboration 2021) considered both the redMaGiC galaxy sample and an apparent magnitude-limited sample (Porredon et al. 2021), adopting the latter for its fiducial results. We expect that our HOD parametrization would adequately represent this magnitude-limited sample, but the fiducial parameters would be quite different from those for redMaGiC, with higher \( n_{\text{gal}} \), higher \( f_{\text{cen}} \), shallower \( \alpha \), and perhaps smaller \( \sigma_{\log M} \), based on SDSS results at low redshift (Zehavi et al. 2011). Because of the higher \( n_{\text{gal}} \), the magnitude-limited sample should yield smaller statistical errors, particularly for \( \Delta \Sigma \), and might therefore achieve tighter statistical constraints than those forecast here. However, there are additional complications in modelling this sample because of the lower precision of photometric redshifts, and we have not investigated the impact of these complications.

### 3 EMULATION OF COSMOLOGICAL OBSERVABLES

#### 3.1 Clustering and weak-lensing statistics

We use CORRFUNC (Sinha & Garrison 2017) to compute the real-space galaxy autocorrelation function \( \xi_{gg}(r_p, \pi) \) and galaxy-matter cross-correlation function \( \xi_{gm}(r_p, \pi) \) in 20 equal logarithmically spaced bins of \( r_p \) covering scales \( 0.3 < r_p < 30.0 \hmpc \) and 100 equal linearly spaced bins out to \( \Pi_{\text{max}} = 100.0 \hmpc \). These real-space correlation functions are used to calculate the more observationally motivated quantities \( w_{p,g}(r_p) \) and \( \Delta \Sigma(r_p) \).

\[
w_{p,AB}(r_p) = 2 \int_0^{\Pi_{\text{max}}} \xi_{AB}(r_p, \pi) d\pi,
\]

\[
\Delta \Sigma(r_p) = \Omega_{\text{m}} \rho_{\text{crit}} \left[ \frac{2}{r_f} \int_0^{r_f} r' w_{p,gm}(r') dr' - w_{p,gm}(r_f) \right].
\]

For a given source redshift distribution, \( \Delta \Sigma(r_p) \) is proportional to the observable tangential shear profile,

\[
\gamma(r_p) = \frac{\Delta \Sigma(r_p)}{\Sigma_{\text{crit}}}.
\]
where the critical surface density $\Sigma_{\text{crit}}$ is

$$\Sigma_{\text{crit}} = \frac{c^2}{4\pi G} \frac{H(z_{\text{crit}} - z_{\text{tol}})D_\perp(z_{\text{crit}})}{D_\perp(z_{\text{crit}})D_\parallel(z_{\text{crit}})D_\perp(1 + z_{\text{tol}})},$$

and where $D_i(z)$ denotes the comoving distance to redshift $z$ with the Heaviside step function $H$ enforcing the convention that $\Sigma_{\text{crit}}(z_{\text{crit}} < z_{\text{tol}}) = 0$.

Errors in photometric redshift estimation can introduce errors into $\Sigma_{\text{crit}}$ and therefore $\Delta \Sigma$. Additionally, errors in shear calibration will introduce errors in $\Delta \Sigma$ through $\gamma_f$. We characterize the effect of these errors by introducing a scale-independent lensing bias parameter $A_{\text{lens}}$:

$$\Delta \Sigma_{\text{obs}}(r_p) = A_{\text{lens}} \times \Delta \Sigma_{\text{true}}(r_p).$$

We include $A_{\text{lens}}$ as an additional nuisance parameter that we marginalize over in our forecasts in Section 5. The DES Y3 analysis finds evidence of internal inconsistency between the clustering and GGL of redMaGiC galaxies, which they tentatively ascribe to an undiagnosed systematic in the clustering measurements (DES Collaboration 2021; Pandey et al. 2021). They model this effect with a nuisance parameter $X_{\text{lens}}$ that scales the predicted GGL signal relative to clustering, inferring a value $X_{\text{lens}} \approx 0.9$ rather than the theoretically expected 1.0. We suspect that our forecasts would be similar if we replaced $A_{\text{lens}}$ with $X_{\text{lens}}$ as a nuisance parameter and adopted the same fractional prior (3 percent in our fiducial case). However, we have not investigated this alternative parametrization of systematics. Our forecasts implicitly assume that the systematics suggested by Y3 redMaGiC galaxy clustering will be controlled in the final analysis, at least to the level represented by our $A_{\text{lens}}$ prior.

In addition to the multiplicative lens bias, so-called ‘boost’ factors will also affect the galaxy–galaxy lensing signal of redMaGiC galaxies. These are a correction to the measured lensing signal to account for the presence of lens-source clustering. In the case of redMaGiC galaxies, boost factors significantly impact the small-scale lensing signal, but their uncertainties are relatively small (e.g. Prat et al. 2021) and subdominant to our statistical errors. Therefore, we do not model boost factors for our forecast analysis.

Our choice to model the projected correlation function of redMaGiC selected galaxies is somewhat idiosyncratic, since these galaxies have photometrically estimated redshifts. Photometric samples are more commonly characterized by the angular correlation function in photo-z bins, whereas $w_{p, \text{ge}}$ uses the photo-z’s of each pair of galaxies to estimate the separations of $r_p$ and $\pi$. The redMaGiC algorithm produces impressively precise photometric redshifts in the redshift range $z = 0.1–0.7$, roughly 1–2 percent in terms of $1 + \zeta_{\text{phot}}$ (Rozo et al. 2016). Given our fiducial cosmology, this precision corresponds to $30.0–60.0\, h^{-1}\, \text{Mpc}$ errors in line-of-sight distance. Because we integrate to $\Phi_{\text{max}} = 100.0\, h^{-1}\, \text{Mpc}$, the photo-z errors will mildly depress $w_{p, \text{ge}}(r_p)$ by a scale-independent factor (Wang et al. 2019). In this paper we ignore this effect, implicitly taking for granted our ability to model it with good enough knowledge of photo-z errors, and assuming its independence from HOD and cosmology. We examine this problem more fully in a forthcoming paper (Zeng et al. in prep.).

To model the dependence of $w_{p, \text{ge}}$ on our HOD and cosmological parameters we choose to directly emulate a halo-model correction (Wikking et al. 2020),

$$f_{\text{cor}}(r_p) = \frac{w_{\text{sim}}(r_p)}{w_{\text{model}}(r_p)},$$

where $w_{\text{sim}}(r_p)$ is calculated using CORRFUNC on our simulation mock galaxy catalogues, and $w_{\text{model}}$ is analytically calculated. This procedure has two major advantages, the first being that the ratio $f_{\text{cor}}$ has a significantly smaller dynamic range than $w_{p, \text{ge}}$. Additionally, $w_{\text{model}}$ is capable of capturing a significant amount of the sensitivity to our HOD and cosmological parameters with insignificant computational expense. The upshot is that our emulation scheme is able to more accurately fit $f_{\text{cor}}$ than $w_{p, \text{ge}}$. For galaxy–galaxy lensing, on the other hand, we have found that we can achieve acceptable modelling errors when emulating $\Delta \Sigma$ directly. This success may not hold for a different set of modelling requirements (e.g. a larger survey that yields smaller measurement errors), in which case we could emulate a similar halo-model correction for $\Delta \Sigma$.

To calculate $w_{p, \text{ge}}$ we integrate over an analytically calculated real-space galaxy autocorrelation function $\xi_{\text{model}}$, which is expressed as a quadrature sum of 1- and 2-halo terms,

$$\xi_{\text{model}}(r) = \sqrt{\ell_{\text{phys}}^2} + \xi_{\text{gal}}^2.$$ (12)

The two-halo term is given by,

$$\xi_{\text{gal}}^2 = b_g^2 \times \xi_{\text{gal}}(r),$$ (13)

where $\xi_{\text{gal}}$ is the linear theory matter–matter correlation function and $b_g$ is the galaxy-bias calculated by integrating over the HOD and halo-mass function $dn_h/dM_h$ and halo bias function $h_b(M_h)$,

$$b_g = \frac{1}{n_{\text{gal}}} \int_0^{\infty} \frac{\int dM_h}{dM_h} < N(M_h) > b_h(M_h).$$ (14)

The more complicated 1-halo term is a sum of central–satellite $DD_{\text{c/s}}$ and satellite–satellite $DD_{\text{c/s}}$ pairs,

$$1 + \xi_{\text{gal}}(r) = DDD_{\text{c/s}}(r) + DDD_{\text{c/s}}(r),$$ (15)

where $DD_{\text{c/s}}(r) = 2\pi r^2 n_{\text{gal}}$. These terms are written as,

$$DD_{\text{c/s}}(r) = \int_0^{\infty} \left< \frac{\int_0^{\infty} \xi_{\text{cen}}(M_h) \xi_{\text{sat}}(M_h) I' \left( \frac{r}{r_{h}(M_h)}, c_{\text{vir}}(M_h) \right) \frac{dn_h}{dM_h} \right> \frac{1}{r_{h}(M_h)} dM_h,$$ (16)

$$DD_{\text{c/s}}(r) = \int_0^{\infty} \left< \frac{\int_0^{\infty} \xi_{\text{cen}}(M_h) \xi_{\text{sat}}(M_h) F' \left( \frac{r}{r_{h}(M_h)}, c_{\text{vir}}(M_h) \right) \frac{dn_h}{dM_h} \right> \frac{1}{r_{h}(M_h)} dM_h,$$ (17)

where $I'$ and $F'$ are dimensionless, differential pair count functions for an NFW profile. In the interest of brevity we omit expressions for these terms and direct the reader to the appendices of Wikking et al. (2020) for them. In the calculation of the 1- and 2-halo terms we utilize the mass function $dn_{h}/dM_h$ Tincker et al. (2008), the halo bias function $b_h(M_h)$ Tincker et al. (2010), and the redshift-dependent concentration–mass relation of Correa et al. (2015). The matter–matter correlation function $\xi_{\text{gal}}$ is obtained by Fourier transforming the linear matter power spectrum calculated with the fitting formula of Eisenstein & Hu (1998). Although this calculation of $\xi_{\text{model}}$ would not be accurate enough on its own for DES analysis, it allows us to construct a high-accuracy emulator.

### 3.2 Emulation using Gaussian processes

To model the dependence of $w_{p, \text{ge}}$ and $\Delta \Sigma$ on cosmological and HOD parameters, we implement the Gaussian process emulation scheme of Wikking et al. (2020). This amounts to performing a Gaussian process regression with a squared-exponential kernel in each radial bin of $f_{\text{cor}} = w_{\text{sim}}/w_{\text{model}}$ and $\Delta \Sigma$. In each bin the
hyperparameters of the kernel are obtained by maximizing the leave-
one-out cross validation pseudo-likelihood. For more details on this
process we direct the reader to the relevant appendices in Wilking
et al. (2020).

The input data for this emulation are computed from 1000
cosmology and HOD models obtained from assigning 25 randomly
generated HOD models to each of the 40 AbacusCosmos simulations
described in Section 2.1. The cosmological models used in these 40
simulations are drawn from constraints from CMB, BAO, and SN
data (Anderson et al. 2014) using the Latin hypercube sampling
method of Heitmann et al. (2009). To obtain HOD parametrizations
we Latin hypercube sample over flat probability density distributions
in the ranges given in Table 1.2 While not strictly necessary in a
forecast context, these ranges are chosen to produce a large volume
in parameter space to demonstrate the utility of our emulation
scheme. Also listed in Table 1 are fiducial values of each parameter
chosen to roughly describe the high-density sample of redMaGiC
galaxies. We use these fiducial values to compute derivatives with
respect to our combined HOD and cosmological parameter vector.
We produce 1000 HOD parametrizations using this method and
randomly assign 25 to each of the 40 AbacusCosmos cosmologies
without replacement. For each combination of HOD and cosmology
we compute $f_{\text{corr}}$ and $\Delta \Sigma$ as described in Section 3.1. The set of
1000 $f_{\text{corr}}$ and $\Delta \Sigma$ models serves as the input to our Gaussian
emulator.

In Fig. 1 we show the input data set for emulation (top panels)
of $f_{\text{corr}}$ and $\Delta \Sigma$ as well as the respective modelling errors we obtain
(bottom panels). The left-hand panels correspond to $\Delta \Sigma$ while the
right-hand panels correspond to $w_{p,gg}$. Each top panel shows the
fiducial model in black with 1000 additional faint lines representing
the models we use to construct our emulator. We can see that the
parameter space we model covers a large range in amplitude for
both of our observables. Each bottom panel shows the respective
leave-one-out-simulation error. This error is computed by training
the emulator with all elements of the training set except for those
associated with one of the 40 AbacusCosmos boxes, then comparing
it to the observable computed with that simulation (cosmology) and
HOD parametrization. This functions as a conservative estimate of
the accuracy of our emulator. The yellow region in each panel shows
the diagonal errors we assume for our forecast of DES-Y6 clustering
and galaxy–galaxy lensing. We can see that for both $w_{p,gg}$ and $\Delta \Sigma$
our modelling errors are comparable to the statistical errors. For
$w_{p,gg}$ we can see that the 1σ errors are noticeably larger than the
15th/85th error percentiles at small scales indicating that the errors
are non-Gaussian. The outliers in error space are also outliers in
$w_{p,gg}$ space, so the 15th/18th percentile curves are more indicative
dermodelling errors that would appear in a likelihood analysis of data.
Furthermore, the range of models being emulated is much larger
than the ±5σ range expected from the DES errors, and training
and applying the emulator over a more restricted range compatible
with the measurements would yield still smaller emulator errors.
We conclude that the current emulator is probably accurate enough
to model $\Delta \Sigma$ and $w_{p,gg}$ in the final DES data, at least within our adopted
parametric model, though further testing in the context of the final
measurements will be desirable.

### 3.3 Cosmological and HOD derivatives

To compute derivatives for use in our Fisher forecast analysis, we
use our emulator to compute $w_{p,gg}$ and $\Delta \Sigma$ at the fiducial values
listed in Table 1 and steps up and down in each of our parameters.
When using these derivatives to compute forecast constraints we
additionally smooth them with a Savitsky–Golay filter. Rather than
plot the derivatives directly, in Fig. 2 we instead examine the impact
of fixed variations in parameters for $w_{p,gg}$ and $\Delta \Sigma$. Curves in
the figure are computed using simulations (snapshots at $z = 0.5$). In each
panel red (blue) curves show the effect of increasing (decreasing) the
indicated parameter relative to the fiducial value for $\Delta \Sigma$ (solid lines)
and $w_{p,gg}$ (dashed lines).

We begin by examining the effects of parameter changes on $\Delta \Sigma$.
We see that a decrease in the galaxy number density $n_{\text{gal}}$ corresponds
to an increase in $\Delta \Sigma$ at all scales. Recall that we treat $n_{\text{gal}}$ as an
adjustable HOD parameter, not $M_{\text{min}}$, so when we reduce $n_{\text{gal}}$ we
increase $M_{\text{min}}$ and $M_1$ at fixed $M_1/M_{\text{min}}$ to achieve the new density.
At small scales this has a significant effect on $\Delta \Sigma$ by increasing the
mean mass of haloes that host galaxies. At large scales this increase in
mean host halo mass leads to a small-scale independent increase

---

Table 1. Fiducial model parameters (HOD and cosmological).

| Parameter | Fiducial value | Sampling range | Description |
|-----------|----------------|----------------|-------------|
| $n_{\text{gal}} \times 10^3$ | $1.0 \, h^3 \, \text{Mpc}^{-3}$ | $[0.8, 1.2] \times \ h^3 \, \text{Mpc}^{-3}$ | galaxy number density |
| $\sigma_{\log M}$ | 0.6 | $[0.4, 0.8]$ | width of central occupation cutoff |
| $M_1$ | 30.0 | $[20.0, 50.0]$ | satellite fraction parameter |
| $M_{\text{min}}$ | 0.2 | – | satellite cutoff parameter |
| $\alpha$ | 1.5 | $[1.2, 1.8]$ | slope of satellite occupation power law |
| $f_{\text{cen}}$ | 0.6 | $[0.4, 0.8]$ | central incompleteness factor |
| $\alpha_{\text{cen}}$ | 1.0 | $[0.5, 2.0]$ | galaxy concentration factor |
| $\Omega_{\text{cm}}$ | 0.0 | $[−0.3, 0.3]$ | central galaxy assembly bias parameter |
| $Q_{\text{cen}}$ | 0.0 | $[−0.3, 0.3]$ | satellite galaxy assembly bias parameter |
| $Q_{\text{lens}}$ | 1.0 | – | scale independent lensing bias parameter |
| $\Omega_{\text{m}}$ | 0.314 | $[0.253, 0.367]$ | cosmological matter density |
| $\sigma_8$ | 0.83 | $[0.65, 1.0]$ | power spectrum amplitude |
| $H_0$ | 67.26 | $[61.567, 74.793]$ | Hubble constant |
| $w_0$ | $−1.00$ | $[−1.370, −0.655]$ | equation of state of dark energy |
| $n_s$ | 0.9652 | $[0.9300, 0.9898]$ | scalar spectral index |

---

2Note that in our HOD analysis we choose to consider the galaxy number
density $n_{\text{gal}}$ as a parameter because it provides a direct observational
constraint on the HOD. Consequently, we do not consider $M_{\text{min}}, M_1,$ or $M_0$
directly as parameters but instead model the ratios $M_1/M_{\text{min}}$ and $M_0/M_1$. 

---
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in the galaxy bias. Turning to $\sigma_{\log M}$ we see that an increase in the parameter decreases $\Delta \Sigma$ at all scales. At large scales this behaviour is similar to the case of raising $n_{\text{gal}}$: an increase in $\sigma_{\log M}$ corresponds to a decrease in the mean host halo mass and therefore the galaxy bias. At small scales the increase in $\sigma_{\log M}$ leads to a decrease in the satellite fraction. This small-scale sensitivity exhibits an interesting scale dependence, peaking around $1.0 - 2.0$ $h^{-1}$ Mpc, due to the offset in the positions of satellites and the peak of the matter distribution at the center of the host halo.

The parameters $M_1/M_{\text{min}}$ and $\alpha$ exhibit very similar behaviour. Increasing (decreasing) $\alpha$ ($M_1/M_{\text{min}}$) increases the galaxy bias and satellite fraction, leading to a boost to the amplitude of $\Delta \Sigma$ at all scales. We note that the extent to which the satellite fraction is increased due to changes in $M_1$ and $M_{\text{min}}$ at fixed $M_1/M_{\text{min}}$ depends on the value of $\alpha$. Because $\alpha$ is relatively high, with a fiducial value of 1.5, a decrease in $M_1$ contributes relatively more satellites than an equal decrease in $M_{\text{min}}$ contributes centrals. Depending on the shape of the halo mass function, a lower value of $\alpha$ could reverse this situation.

The remaining HOD parameters $f_{\text{cen}}$, $A_{\text{con}}$, $Q_{\text{cen}}$, and $Q_{\text{sat}}$ exhibit more interesting behaviour. When $f_{\text{cen}}$ is decreased this boosts the large scales of $\Delta \Sigma$ by increasing the satellite fraction (since $n_{\text{gal}}$ is held fixed) and therefore the galaxy bias. However, at the smallest scales this leads to a decrease in $\Delta \Sigma$. This is because central galaxies residing in the most massive haloes contribute significantly to $\Delta \Sigma$. Unlike changes in the satellite fraction due to $\sigma_{\log M}$ or $M_1/M_{\text{min}}$, changing $f_{\text{cen}}$ removes some of these high-signal central galaxies. An increase in the parameter $A_{\text{con}}$ increases the concentration of satellite galaxies. This moves satellites closer to the peak of the matter distribution within haloes and therefore increases the 1-halo term of $\Delta \Sigma$. Because $A_{\text{con}}$ does not affect the mean occupation at all, it has no effect on large scales.

Turning to the first of our assembly bias parameters we see that a decrease in $Q_{\text{cen}}$ boosts $\Delta \Sigma$ at all scales. This is because negative values of $Q_{\text{cen}}$ decrease $M_{\text{min}}$ for haloes in dense environments. This leads to a significant increase in $\Delta \Sigma$ at large scales peaking around 8.0 $h^{-1}$ Mpc. The effect decreases towards small scales, though it does not vanish. Similarly a decrease in $Q_{\text{sat}}$ decreases $M_1$ for haloes in dense environments, boosting $\Delta \Sigma$ at all scales. Interestingly, $Q_{\text{sat}}$ has a much smaller effect on $\Delta \Sigma$ than $Q_{\text{cen}}$. This is because the variation in bias for low-mass haloes that may host a central is much larger than for the high-mass haloes that host satellites.

Next are our cosmological parameters. We see that an increase in $\Omega_m$ leads to an increase in $\Delta \Sigma$ at all scales, with some mild scale dependence at small scales. The effect of increasing $\Omega_m$ on the linear power spectrum is to shift it towards higher $k$, or equivalently to shift $\xi_{\text{min}}$ towards lower $r$. This leads to a decrease in $\xi_{\text{min}}$ at large scales and an increase at small scales that is suppressed by non-linear evolution. The large scale decrease is counteracted and overcome by the increase in the $\Omega_m^n P_{\text{cut}}$ pre-factor in $\Delta \Sigma$, and the increase in $\Delta \Sigma$ at small scales is larger still. Increasing $\sigma_8$ also increases $\Delta \Sigma$ at all scales though with a different scale dependence that peaks at
$r_p \approx 2.0-3.0 \, h^{-1} \, \text{Mpc}$. This is directly due to an increase in $\xi_{\text{num}}$ at all scales. An increase in $H_0$, like an increase in $\Omega_m$, shifts the linear power spectrum towards higher $k$, and the impact on the $\Omega_m \rho_{\text{crit}}^{2}$ pre-factor is absorbed by measuring $\Delta\Sigma$ in units of $h^{-1} \, M_{\odot} \, \text{pc}^{2}$. The impact is a small decrease in $\Delta\Sigma$ at large $r_p$. Note that when we compute derivatives with respect to $\sigma_s$ we use the value of $\sigma_s$ at $z = 0$ rather than the relevant snapshot redshift. In principle, this choice can affect our constraints, but in practice the effect is small.

Increasing $w_0$ from $-1.0$ to $-0.9$ leads to a slight scale independent increase in $\Delta\Sigma$, which is due to the analogous increase in $\xi_{\text{num}}$. With $w_0 = -0.9$, structure growth 'freezes' at slightly higher redshift, and with $\sigma_s$ fixed at $z = 0$ the implied clustering at $z > 0$ is larger. Increasing $n_s$ makes the linear power spectrum bluer, decreasing the large scale $\xi_{\text{num}}$ (and thus $\Delta\Sigma$) relative to the $8.0 \, h^{-1} \, \text{Mpc}$ scale. The converse effect on small scales is damped by non-linear evolution.

Turning to $w_{p, gg}$, we see similar behaviour as $\Delta\Sigma$ for many of our HOD parameters, particularly at large scales. As discussed in the $\Delta\Sigma$ case, the most important effect an HOD parameter can have on large scales is to change the galaxy bias by changing the mean host halo mass. We can see this in the case of $n_{\text{gal}}, \sigma_{\log M}, M_{1}/M_{\text{min}}, \alpha$, and $f_{\text{cen}}$, where the effects on the large scales of $w_{p, gg}$ of our parameter variations are qualitatively similar to those for $\Delta\Sigma$. There are subtle differences in scale dependence at large scales due to the fact that $\Delta\Sigma$ is an excess surface density rather than a local overdensity. At small scales there are more significant differences between $w_{p, gg}$ and $\Delta\Sigma$ because of the strong impact of the satellite fraction on $\xi_{gg}$ in the 1-halo regime. For $n_{\text{gal}}$, the small-scale effect is opposite in sign to the large-scale effect because the increase in the galaxy bias and the large depletion of satellite galaxies dominates over the reduction in the galaxy bias. Our next three parameters, $\sigma_{\log M}, M_{1}/M_{\text{min}}$, and $\alpha$, exhibit similar small-scale behaviour because they also all increase the satellite fraction at fixed $n_{\text{gal}}$.

In contrast the central incompleteness parameter $f_{\text{cen}}$ exhibits significantly different behaviour at small scales than $\Delta\Sigma$. Because $w_{p, gg}$ includes a satellite–satellite contribution to the 1-halo term, increasing the satellite fraction with a reduced $f_{\text{cen}}$ at fixed $n_{\text{gal}}$ leads to an increase in the 1-halo term at all scales. Turning to $A_{\text{con}}$, we see further differences in small-scale behaviour. An increase in $A_{\text{con}}$ boosts the very smallest scales of $w_{p, gg}$ but has a compensatory decrease at larger scales still within the 1-halo term. This is because the pairs gained at small scales by sharpening the galaxy profile concentration are lost at larger scales.

Our assembly bias parameters also exhibit different behaviour than in the case of $\Delta\Sigma$. A decrease of $Q_{\text{cen}}$ increases $w_{p, gg}$ at all scales but does so more significantly than for $\Delta\Sigma$. We also observe the same peak around $8.0 \, h^{-1} \, \text{Mpc}$, but it is much smoother. The satellite assembly bias parameter $Q_{\text{sat}}$ exhibits similar behaviour for $w_{p, gg}$ and $\Delta\Sigma$ at large scales, but it differs at small scales. Interestingly, both a decrease and increase of $Q_{\text{sat}}$ boost the small scales of $w_{p, gg}$. This is because we have chosen for our fiducial value $Q_{\text{sat}} = 0.0$, which minimizes the value of the second moment of the halo occupation distribution ($N_{\text{halo}}^{2}(M_{h})$).

The effect of our cosmological parameters on $w_{p, gg}$ is in most cases similar to the effect on $\Delta\Sigma$, albeit with different detailed scale dependence. The notable exceptions are $\Omega_m$ and $n_{s}$ at small scales. Unlike the case of $\Delta\Sigma$, an increase in $\Omega_m$ leads to a decrease in $w_{p, gg}$ because there is no longer a pre-factor proportional to $\Omega_m$. The small-scale behaviour follows from the upward shift in the halo mass function caused by higher $\Omega_m$. To achieve the same number density at fixed $M_{1}/M_{\text{min}}$, both $M_{1}$ and $M_{\text{min}}$ must shift to
high values. As discussed previously this leads to a decrease in the satellite fraction and therefore depresses the 1-halo term. The origin of the small-scale impact of \( n_s \) is not obvious, but we suspect it derives from the effect of the power spectrum shape on the halo mass function.

### 3.4 Summary

Regardless of the detailed explanations of each curve in Fig. 2, our final finding is that each parameter that has a significant impact on \( \Delta \Sigma \) or \( w_{p,gg} \) does so with a distinct scale dependence, which is typically different for the two observables. Therefore, even though the HOD introduces many free parameters, precise measurements of \( \Delta \Sigma \) and \( w_{p,gg} \) over a wide dynamic range provide enough information to break parameter degeneracies and achieve tight constraints on cosmological parameters. The distinctive scale dependence arises because we span the linear, trans-linear, and fully non-linear regimes. Modelling measurements into small scales thus offers the prospect of significantly improving cosmological inferences from weak lensing and galaxy clustering data, as we demonstrate in subsequent sections.

### 4 COVARIANCE ESTIMATION

We use a combination of analytic and numerical methods to compute the observable covariance matrix for \( w_{p,gg} \) and \( \Delta \Sigma \). We analytically compute the \( \Delta \Sigma \) covariance using a Gaussian formalism, i.e. assuming the galaxy and matter fields are Gaussian random and adding a shape noise contribution (e.g. Singh et al. 2017; Wikbing et al. 2020). Recently, Wu et al. (2019), in the context of cluster weak lensing, showed that the standard Gaussian formalism for computing the lensing covariance becomes insufficient when the large-scale structure contribution to the covariance becomes comparable to shape noise. Because our \( \Delta \Sigma \) covariance is shape-noise dominated we utilize the standard Gaussian formalism, but we note that in a deeper weak lensing survey than DES it may become insufficient for galaxy–galaxy lensing as well. Because the lensing covariance matrix is shape-noise dominated, we also ignore the cross-observable covariance with \( w_{p,gg} \) and treat the two observables as independent in all that follows.

We include a correction to the \( \Delta \Sigma \) covariance matrix to analytically marginalize over potential contributions from a point mass at the center of each galaxy lens (e.g. MacCrann et al. 2020; Wikbing et al. 2020). This enclosed point mass, which is allowed to be positive or negative, can represent the impact of small-scale substructure that is unresolved and absent from our simulations. It can also characterize the impact of baryonic physics effects like dissipation and feedback. In the covariance matrix, the point-mass correction takes the form,

\[
\tilde{C} = C + \sigma^2 vv^T,
\]

where \( v \) is a column vector with values \([r_{p,gg}^1, r_{p,gg}^2, ..., r_{p,gg}^N]\) and \( \sigma \) is the width of the Gaussian prior on the enclosed point mass. We use the Sherman–Morrison matrix identity and assume a flat prior on \( \sigma \) (e.g. MacCrann et al. 2020; Wikbing et al. 2020), yielding

\[
\tilde{C}^{-1} = C^{-1} - \frac{C^{-1}vv^TC^{-1}}{v^TC^{-1}v}.
\]

To compute the covariance for \( w_{p,gg} \), we use a combination of analytic and numerical methods. Unlike \( \Delta \Sigma \) the covariance for \( w_{p,gg} \) contains a significant non-Gaussian contribution, particularly at small scales. To account for this contribution we use bootstrap methods to numerically compute the covariance using the 20 (1100.0 \( h^{-1} \) \( \text{Mpc} \))^3 simulation boxes of a fiducial cosmology with different phases from Garrison et al. (2018). Each box is divided into 25 equal area subvolumes in the \( x–y \) plane. In each subvolume \( w_{p,gg} \) is computed in projection for the fiducial HOD model. We obtain 500 bootstrap resamples by choosing 500 subvolumes with replacement and averaging \( w_{p,gg} \) for each resample. These bootstrap resamples are used to compute the covariance for \( w_{p,gg} \). This numerical covariance matrix is inherently noisy and may lead to optimistically biased forecasted parameter constraints. For this reason we also compute the Gaussian covariance for \( w_{p,gg} \) (e.g. Cooray & Hu 2001; Marian, Smith & Angulo 2015; Krause & Eiffler 2017; Singh et al. 2017) and use the diagonal elements of the numerical covariance matrix to normalize the analytic correlation matrix. Thus, our final covariance matrix uses the Gaussian model to compute off-diagonal correlations and the numerical simulations to compute variances and to scale correlations to covariances.

Our forecasts are meant to model DES weak lensing and galaxy clustering with redMaGiC selected galaxies. Consequently, we consider three bins of redshift for our galaxies, \( z = 0.15–0.35, 0.35–0.55, \) and \( z = 0.55–0.75 \), and we assume a survey area of \( \Omega = 5000 \text{deg}^2 \). These bins are modelled using AbacusCosmos simulation snapshots at \( z = 0.3, z = 0.5, \) and \( z = 0.7 \), respectively, which are also assumed as lens redshifts when calculating \( \Sigma_{\text{crit}} \). Mean source redshifts are computed using the source redshift distribution of Rozo, Wu & Schmidt (2011). This source redshift distribution is also used to compute source surface densities in each bin and assuming a total source surface density of \( \Sigma_{\text{src}} = 10.0 \text{arcmin}^{-2} \). We assume a shape-noise per galaxy of \( \sigma_{\gamma} = 0.2 \).

### 5 COSMOLOGICAL FORECASTS

#### 5.1 Fiducial scenario

We forecast parameter constraints for our fiducial scenario, a DES-like survey, with the covariance matrix described in Section 4 and derivatives calculated by finite difference from emulator predictions described in Section 3.3. Additionally, we impose a 5 per cent Gaussian prior on the galaxy number density and a 3 per cent prior on \( A_{\text{lens}} \). The parameter \( A_{\text{lens}} \) allows for some amount of scale independent lensing bias. It can be thought of as representing some combination of uncertainty in shear calibration and photometric redshift errors that lead to uncertainty in \( \Sigma_{\text{crit}} \). Our choice of a 3 per cent prior on \( A_{\text{lens}} \) is loosely motivated by MacCrann et al. (2022) and Myles et al. (2021). Note that we forecast constraints for the natural logarithm of our parameters, except for \( Q_{\text{len}} \) and \( Q_{\text{sur}} \), which can be zero or negative.

Our fiducial scenario combines \( w_{p,gg} \) and \( \Delta \Sigma \) with information from 0.3 \( h^{-1} \) \( \text{Mpc} \) < \( r_p \) < 30.0 \( h^{-1} \) \( \text{Mpc} \) in the \( z = 0.35–0.55 \) redshift bin. We focus on this single redshift bin for the sake of clarity, chosen because it produces the strongest constraints. In Section 5.4 we examine constraints from our other redshift bins. Results for this fiducial case are shown in Fig. 3. The bottom left block shows our forecast with all cosmological parameters other than \( \Omega_m \) and \( \sigma_8 \) fixed. The upper right block shows the fiducial constraints on all cosmological parameters (note that these constraints are
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3 fig. 5 of Salcedo et al. (2020b) shows the magnitude of this non-Gaussian contribution, boosting the diagonal elements of the \( w_{p,gg} \) covariance matrix by a factor of 3 on 1-halo scales.
Figure 3. Forecast parameter constraints (68 per cent and 95 per cent contours) for our fiducial scenario, assuming DES-Y6 survey parameters for galaxies between $z = 0.35$–0.55, and using all scales $0.3 < r_p < 30.0 h^{-1}$ Mpc of $\Delta \Sigma$ and $w_{p, gg}$. The bottom block shows constraints on $\Omega_m$ and $\sigma_8$ and all of our HOD parameters while holding all other cosmological parameters ($H_0$, $w_0$, $n_s$) fixed at their fiducial values. The upper right block shows constraints on all cosmological parameters while marginalizing over all HOD parameters. Fully marginalized errors on each parameter are listed above each PDF panel. Standard HOD parameters are labelled in green, extended HOD parameters in blue, and cosmological parameters in black.

Individual marginalized constraints on $\sigma_8$ and $\Omega_m$ are 2.6 per cent and 3.2 per cent. Our choice to constraint $\sigma_8(z = 0)$ rather than $\sigma_8(z = 0.5)$ affects the $\Omega_m - \sigma_8$ constraint slightly because of the effect of $\Omega_m$ on the growth factor, but the effect is smaller than our precision. For example, a 3.0 per cent difference in the value of $\Omega_m$ corresponds to a sub-per cent change in the linear growth factor at $z = 0.5$. There are significant degeneracies between $\sigma_8$ and HOD or nuisance parameters, particularly $A_{\text{lns}}$ and $\alpha$. In the case of $\Omega_m$, there is a significant degeneracy with $Q_{\text{cen}}$, likely due to the large scales of

marginalized over all other HOD and nuisance parameters, which have been suppressed for visual clarity). Typically other data, such as CMB anisotropies, the supernova Hubble diagram, and the galaxy power spectrum, provide tight constraints on $H_0$, $w_0$, and $n_s$, so the fixed parameter case is more representative of what DES can achieve on ($\Omega_m$, $\sigma_8$) in a multiprobe analysis.

When $\sigma_8$ and $\Omega_m$ are our only cosmological parameters the best constrained combination of the two is $\sigma_8 \Omega_m^{0.438}$, with a 1σ uncertainty of 2.19 per cent after marginalizing over the halo–galaxy connection.
Among HOD parameters $\sigma_{\log M}$ and $M_1/M_{\min}$ exhibit a strong degeneracy, leading to poor constraints on both parameters. This is unsurprising as both parameters have virtually the same effect on both of our observables (see Fig. 2). Interestingly $f_{\text{cen}}$ also exhibits a strong degeneracy with both $\sigma_{\log M}$ and $M_1/M_{\min}$, likely due to the way all three parameters affect $w_{p,gg}$. Our two assembly bias parameters, $Q_{\text{cen}}$ and $Q_{\text{sat}}$, also exhibit a strong degeneracy with each other, likely due to their similar scale dependence at large $r_p$. Constraints on $Q_{\text{cen}}$ are much tighter than constraints on $Q_{\text{sat}}$ because it has a much stronger effect on our observables.

When we forecast with all other cosmological parameters free we find constraints of 4.4 per cent and 7.7 per cent on $\sigma_8$ and $\Omega_m$, a degradation by roughly a factor of 2. In this case, the best constrained combination of $\sigma_8$ and $\Omega_m$ is $\sigma_8 \Omega_m^{0.444}$ with a forecasted constraint of 2.79 per cent, moderately degraded from the 2.19 per cent constraint with fixed $H_0$, $w_0$, and $n_s$. With DES data alone, much of the ability to break the $\Omega_m - \sigma_8$ degeneracy comes from the shape of $w_{p,gg}$, but the impact of $H_0$ and $n_s$ on the linear power spectrum is largely degenerate with that of $\Omega_m$. Leaving these parameters free therefore widens the constraints on $\Omega_m$ and $\sigma_8$ individually but with less impact on their best constrained combination. The value of $w_0$ has little impact on our observables (Fig. 2), and unsurprisingly we do not forecast a meaningful $w_0$ constraint. The value of $w_0$ is somewhat degenerate with $\sigma_8$ and $\Omega_m$ because $\sigma_8$ is defined at $z = 0$ and our observation redshift is $z = 0.5$. If we fix $w_0$ but leave $H_0$ and $n_s$ free then the constraint on the best constrained parameter $\sigma_8$ and $\Omega_m$ combination $\sigma_8 \Omega_m^{0.500}$ improves to 2.3 per cent, similar to the case with all three parameters fixed. In contrast, the constraint on $\Omega_m$ only improves to 6.0 per cent compared to the 3.2 per cent constraint when $H_0$, $n_s$, and $w_0$ are fixed. We discuss constraints in the $S_8 - \Omega_m$ plane below, for the fiducial scenario and other cases.

### 5.2 Impact of systematic: $A_{\text{lens}}$ and point-mass

Our forecasts include two important sources of systematic uncertainty in $\Delta \Sigma$. As described in Section 4 we modify our lensing covariance to marginalize over an enclosed point-mass. This point-mass marginalization is meant to characterize the impact of baryonic physics on the mass profile within haloes as well as representing small-scale substructure potentially unresolved by our simulations. We also include a multiplicative bias parameter $A_{\text{lens}}$ that captures potential scale independent errors in lensing calibration. This may be caused by errors in shear calibration or errors in the measurement of $\Sigma_{\text{crit}}$.

To test the sensitivity of constraints to these systematics, we perform a variety of tests and list resulting forecasted constraints on $A_{\text{lens}}$, $\Omega_m$, $\sigma_8$, and $S_8 = \sigma_8 \Omega_m^{0.5}$ in Table 2. In these tests we fix all cosmological parameters besides $\sigma_8$ and $\Omega_m$ and we marginalize over all HOD parameters. All of these results are for the $z = 0.35$–$0.55$ bin only. Our first series of tests utilizes the full datavector ($\Delta \Sigma$ and $w_{p,gg}$). We see that our constraints on $A_{\text{lens}}$ are largely prior...
including this modification to the lensing covariance. We see that in this case the point-mass marginalization has very little effect on the final constraints. When $A_{\text{lens}}$ is fixed it has a completely negligible effect. When we assume a 3 per cent prior on $A_{\text{lens}}$ or assume no prior, the point-mass marginalization has a very small effect on constraints on $\Omega_m$. These results suggest that for our datavector, the small scales of $\Delta \Sigma$ are not the most important regime for constraining $\Omega_m$ or $\sigma_8$. It may also appear to suggest that the point-mass marginalization is unimportant, but we caution that this depends on the choice of datavector and galaxy sample. Because our assumed lensing covariance is shape-noise dominated, we can imagine a future scenario in which the errors on $\Delta \Sigma$ are substantially improved relative to $w_{p, gg}$. Conversely, a sparser lens sample would have larger errors for both $\Delta \Sigma$ and $w_{p, gg}$, but the impact on $w_{p, gg}$ could be larger. In either scenario, including marginalization over a point-mass would be more important because of the increased relative importance of the small scales of $\Delta \Sigma$. Also, while we are considering point-mass marginalization as a proxy for baryonic physics uncertainties, it is necessary to check that it does in fact remove biases from baryonic effects at the DES statistical precision.

### 5.3 Relative contributions of scales

Table 3 examines a variety of alternative scenarios in which we omit different elements of the fiducial datavector. In all of these tests we fix all cosmological parameters other than $\Omega_m$ and $\sigma_8$ and report constraints on $S_k = \sigma_8 \Omega_m^{5.5}$. We assume our fiducial 3 per cent prior on $A_{\text{lens}}$ and 5 per cent prior on $n_{\text{gal}}$, and we include the point-mass marginalization term in the lensing covariance matrix. In addition to omitting one of $\Delta \Sigma$ and $w_{p, gg}$ entirely, we also try omitting small ($r_p < 3.0 \ h^{-1} \ \text{Mpc}$) and large ($r_p > 3.0 \ h^{-1} \ \text{Mpc}$) scales of either. The choice of $3.0 \ h^{-1} \ \text{Mpc}$ roughly corresponds to a division between the linear regime and non-linear regime, and it also splits each observable into equal numbers of data points. The first line of Table 3 (‘all all’) corresponds exactly to the fiducial scenario shown in Fig. 3. We again focus on the $z = 0.5$ redshift bin for simplicity.

The second line of Table 3 shows a forecast with $\Delta \Sigma$ as the only observable. We see that the precision on all parameters has degraded drastically, except for $n_{\text{gal}}$ and $A_{\text{lens}}$ which have informative priors. Compared to the fiducial case, the precision on $\sigma_8$, $\Omega_m$, $S_k$ degrades by roughly a factor of 10. This poor performance is unsurprising: without galaxy clustering, galaxy–galaxy lensing in the linear regime has no cosmological constraining power because of degeneracy between $b_g$ and $\sigma_8$, and non-linear scale-dependence at DES measurement precision allows only moderate degeneracy breaking.

We next consider the case of $w_{p, gg}$ on its own. We again see that all parameter constraints are significantly degraded, although not by as much as in the case of $\Delta \Sigma$ on its own. Constraints on all of our HOD parameters are significantly worse than with the full datavector, but are significantly better than from $\Delta \Sigma$ on its own. This difference is not surprising in the context of Fig. 2, which shows that $w_{p, gg}$ is generally more sensitive to the galaxy–halo connection, particularly at small scales. Since many of these HOD parameters are degenerate with each other, these individual improvements in sensitivity synergize with each other to significantly improve overall constraints on the HOD. The large-scale shape of $w_{p, gg}$ constrains $\Omega_m$, so the cosmological parameter constraints from $w_{p, gg}$ alone are better than those from $\Delta \Sigma$ alone. However, fractional errors in $\sigma_8$ and $S_k$ are still at the 20 per cent level, drastically worse than the fiducial scenario. In linear theory the impact of $b_g$ and $\sigma_8$ on $w_{p, gg}$ would be fully degenerate. Non-linear scaling provides enough leverage to obtain 20 per cent precision, but $\sigma_8$ remains significantly degenerate with HOD parameters. As expected, precise constraints on matter clustering require both $\Delta \Sigma$ and $w_{p, gg}$.

The remaining lines of Table 3 show the impact of omitting small- or large-scale measurements from one or both components of the datavector. When we omit the large scales of $\Delta \Sigma$ (line 4, ‘small all’), the $S_k$ constraint degrades to 2.7 per cent from its fiducial value of 2.2 per cent. Both $\sigma_8$ and $\Omega_m$ are individually degraded. If we retain the large scales of $\Delta \Sigma$ instead of the small scales (line 5, ‘large all’) then the $S_k$ precision is again 2.7 per cent. The fact that large and small scales of $\Delta \Sigma$ can independently give precise $S_k$ constraints in concert with $w_{p, gg}$ has encouraging implications. Modelling systematics and some measurement systematics are likely to be very different in these two regimes, so comparing inferred parameters will provide a strong test of robustness and a valuable diagnostic of systematics if they are present.

If we retain all scales of $\Delta \Sigma$ but use only the small or large scales of $w_{p, gg}$, then $S_k$ constraints degrade to 2.9 per cent or 3.0 per cent, respectively. HOD constraints are typically much worse if we have only large scales of $w_{p, gg}$, so it may seem surprising that $S_k$ constraints are comparable. However, in the linear regime it is only the overall galaxy bias factor $b_g$ that matters, so large trade-offs among HOD parameters may not have much impact on $S_k$ precision. Furthermore, the large scales of $w_{p, gg}$ provide better $\Omega_m$ constraints, so the breaking of $\Omega_m - \sigma_8$ degeneracy is considerably better for the ‘all large’ scenario than the ‘all small’ scenario.
The final rows of Table 3 show cases in which we take either large or small scales of both \( w_{p,gg} \) and \( \Delta \Sigma \). The most important takeaway is the large gain in cosmological constraining power from using all scales of \( \Delta \Sigma \) and \( w_{p,gg} \) (first line of Table 3) versus using only scales \( r_p \gg 3.0 \, h^{-1} \text{Mpc} \) (last line). The improvement on \( S_8 \) precision from 4.6 per cent to 2.2 per cent is equivalent to a \((4.6/2.2)^2 \approx 4.4\) increase in survey area. The ‘small small’ scenario slightly outperforms the ‘large large’ scenario, with a 4.2 per cent versus 4.6 per cent \( S_8 \) precision. However, given the increased modelling complexity of small scales there is no reason to contemplate pursuing this scenario in practice, whereas the ‘large large’ scenario (in multiple redshift bins) is roughly analogous to the DES key project analyses performed to date.

We summarize and expand upon some of these results in Fig. 4. Curves show the constraint on \( S_8 \) marginalized over the HOD with all other cosmological parameters fixed as a function of the prior assumed on \( A_{\text{lens}} \). Each colour corresponds to a different forecast scenario from Table 3, and analogous dashed lines show the constraint on \( S_8 \) when \( A_{\text{lens}} \) is fixed. The black curve in Fig. 4 shows the relationship between the \( A_{\text{lens}} \) prior and \( S_8 \) when the full dataset is used. We see that if \( A_{\text{lens}} \) were perfectly known then the best constraint we could achieve with our \( z = 0.5 \) datavector is about a factor of two narrower than our fiducial scenario, 1.2 per cent versus 2.2 per cent. At large values of \( \sigma(A_{\text{lens}}) \), the curve begins to flatten around \( \sigma(A_{\text{lens}}) = 0.07 \) and asymptote towards a \( \sim \)5 per cent constraint on \( S_8 \). This behaviour is consistent with our results in Table 2; when \( A_{\text{lens}} \) is completely free our full datavector yields a 7.8 per cent constraint on \( S_8 \) and a 5.3 per cent constraint on \( S_8 \). The red and blue curves correspond to omitting the large and small scales of \( \Delta \Sigma \), respectively. Finally the green curve shows results when we omit the small scales of both of our observables. The relative ordering of these curves at a given \( \sigma(A_{\text{lens}}) \) indicates the relative importance of the respective elements of the datavector. Given our fiducial prior on \( A_{\text{lens}} \), the large and small scales of \( \Delta \Sigma \) have similar impact on the constraint on \( S_8 \). The large difference between the black and green curves emphasizes the value of the small scales of both observables. If the \( \sigma(A_{\text{lens}}) \) prior could be tightened from 0.03 to 0.01 then the difference between all the scales and large scales analysis would be equivalent a to \((3.93/1.36)^2 \approx 8.35\) times increase in survey area.

5.4 Dependence on redshift

So far we have limited our forecasts to a bin of redshift \( z = 0.35 \pm 0.05 \). Since DES redMaGiC galaxies extend from redshift \( z = 0.15 \pm 0.70 \), we now consider additional bins at lower and higher redshift. Specifically, we define three bins in redshift, \( z = 0.15 \pm 0.35 \), \( z = 0.35 \pm 0.55 \), and \( z = 0.55 \pm 0.70 \), and we use ABACUS snapshots at \( z = 0.3 \), \( z = 0.5 \), and \( z = 0.7 \), respectively, to compute emulator derivatives. We also compute separate covariance matrices for each bin taking into account the full range in redshift in each bin. Comparing across bins we observe little qualitative difference in derivatives for a given parameter. Quantitatively there is mild evolution, with most parameters having slightly larger effect at low redshift. A more important effect is the evolution of the covariance matrix. For \( w_{p,gg} \) fractional errors, decrease with increasing redshift because of increasing bin volume. For \( \Delta \Sigma \) increasing volume with redshift is counteracted by fewer sources, which increases the shape noise contribution to the covariance and is dependent on the assumed source redshift distribution from Rozo et al. (2011). Fractional errors for \( \Delta \Sigma \) improve going from the \( z = 0.3 \) to \( z = 0.5 \) redshift bin. However, going from \( z = 0.5 \) to \( z = 0.7 \) we find an increase in fractional error because the increase in volume is not able to compensate for the loss in sources.

Forecast results in all three redshift bins are shown in Fig. 5. In each bin we forecast constraints on \( S_8 \) with our full datavector, \( w_{p,gg} \) and \( \Delta \Sigma \), with all other cosmological parameters fixed. For each bin we perform two separate forecasts in which \( A_{\text{lens}} \) is fixed (red points) or free with a 3 per cent prior (blue points). Finally we indicate the constraint on \( S_8 \) from combining all three bins together with horizontal dashed lines. When combining constraints from multiple redshift bins we allow for different HOD parameters in each redshift bin and we assume redshift bins are independent. When \( A_{\text{lens}} \) is free we forecast constraints of 3.2 per cent, 2.2 per cent, and 2.4 per cent on \( S_8 \) in the \( z = 0.3 \), \( z = 0.5 \), and \( z = 0.7 \) bins, respectively. Fixing \( A_{\text{lens}} \) improves these constraints to 2.6 per cent, 1.2 per cent, and 1.3 per cent. As expected from our covariance matrices, we see that our constraint improves from \( z = 0.3 \) to \( z = 0.5 \). From \( z = 0.5 \) to \( z = 0.7 \) the constraint slightly degrades. In this case the precision has improved for \( w_{p,gg} \) but gotten worse for \( \Delta \Sigma \). When all three redshift bins are combined we forecast constraints of 1.9 per cent and 0.8 per cent on \( S_8 \) with \( A_{\text{lens}} \) free and fixed, respectively. Both of these constraints slightly underperform simple quadrature combination of individual constraints.

5.5 Summary

We have forecast cosmological parameter constraints for an analysis of galaxy–galaxy lensing \( \Delta \Sigma \) and galaxy clustering \( w_{p,gg} \) while marginalizing over a flexible HOD model and a scale independent lensing bias parameter \( A_{\text{lens}} \). Fig. 6 summarizes our main results in the \( S_8 = \Omega_m \) plane. The green contours in the left-hand panel show our fiducial scenario combining information from \( \Delta \Sigma \) and \( w_{p,gg} \) measured on scales \( 0.3 \, h^{-1} \text{Mpc} < r_p < 30.0 \, h^{-1} \text{Mpc} \) in a DES-
like survey of galaxies within a bin of redshift $z = 0.35 - 0.55$. For this scenario we forecast 3.2 per cent and 2.2 per cent constraints on $\Omega_m$ and $S_8$. When the ‘small’ scales ($r_p < 3.0 \, h^{-1} \, \text{Mpc}$) are omitted from such an analysis (blue contours) these constraints are degraded to 4.0 per cent and 4.6 per cent, respectively. This difference in precision on $S_8$ is equivalent to a ~4.4-fold increase in survey area, illustrating the stakes of accurate modelling of non-linear scales. If our external prior on $A_{\text{len}}$ is be sharpened to 1 per cent (red contours) then constraints on $\Omega_m$ and $S_8$ sharpen even further to 3.1 per cent and 1.4 per cent, respectively.

In the right-hand panel of Fig. 6 we show results for the same three forecast scenarios when combining all three of our redshift bins spanning $z = 0.15 - 0.70$. When small scales of $\Delta \Sigma$ and $w_{p,gg}$ are omitted (blue contours) using all three bins of redshift we forecast a 2.6 per cent and 3.0 per cent constraint on $\Omega_m$ and $S_8$. This constraint on $S_8$ is an improvement on the 4.6 per cent constraint from the $z = 0.5$ bin, but it is still relatively weak. When the small scales are also included in the datavector we forecast 1.9 per cent constraints on both $\Omega_m$ and $S_8$ (and 2.0 per cent on $\sigma_8$). These constraints are an improvement on the 3.2 per cent and 2.2 per cent obtained from the $z = 0.5$ bin, though the $S_8$ gain is moderate in part because the $A_{\text{len}}$ uncertainty affects all three redshift bins coherently. When the prior on $A_{\text{len}}$ is reduced to 1 per cent these constraints improve to 1.8 per cent on $\Omega_m$, 1.4 per cent on $\sigma_8$, and 1.1 per cent constraint on $S_8$. This result shows the impressive gains that are attainable if future analyses can include small-scale information from galaxy–galaxy lensing and clustering while controlling the uncertainty in lensing calibration over a broad range in redshift $z = 0.15 - 0.70$.

Our forecasts show that if those conditions are met the degeneracy between $\Omega_m$ and $\sigma_8$ can be broken to yield per cent-level constraints on the amplitude of matter clustering.

Fig. 7 presents a different summary form of our results, with an emphasis on the information content of smaller scales. Here we have
forecast constraints on $\sigma_8$ with fixed values of the other cosmological parameters including $\Omega_m$, in a given redshift bin, fractional errors on $\sigma_8$ at fixed $\Omega_m$ are similar to the errors on $S_8$ with free $\Omega_m$. Filled circles and connecting solid curves show forecast constraints for the three redshift bins with fixed $A_{\text{lens}}$, as a function of the minimum scale included in both $\Delta \Sigma$ and $w_{p, gg}$ (with $r_{p, \text{max}} = 30.0 \text{ h}^{-1} \text{Mpc}$ in all cases). At $z = 0.5$, the precision on $\sigma_8$ degrades moderately as $r_{p, \text{min}}$ increases from $0.3 \text{ h}^{-1} \text{Mpc}$ to $1.8 \text{ h}^{-1} \text{Mpc}$, then degrades sharply as $r_{p, \text{min}}$ crosses $2.0 \text{ h}^{-1} \text{Mpc}$. For $z = 0.7$, the precision with small $r_{p, \text{min}}$ is similar to $z = 0.5$, and it degrades more slowly with increasing $r_{p, \text{min}}$ until jumping sharply at $r_{p, \text{min}}=8.0 \text{ h}^{-1} \text{Mpc}$. For $z = 0.3$, the precision is lower as explained previously, and it is nearly constant for $r_{p, \text{min}} \leq 1.0 \text{ h}^{-1} \text{Mpc}$. The black dashed curve shows the forecast at $z = 0.5$ with a 3 per cent prior on $A_{\text{lens}}$. The $A_{\text{lens}}$ uncertainty significantly degrades the $\sigma_8$ precision, as shown previously in Table 2, but the loss is smaller than one would expect from a naive quadrature combination of the $A_{\text{lens}}$ and $\sigma_8$ uncertainties, even though both parameters have the same effect on $\Delta \Sigma$ in linear theory. Determining $\sigma_8$ with a precision tighter than the $A_{\text{lens}}$ prior is a benefit of working into the non-linear regime, where the impact of $\sigma_8$ is scale-dependent.

Open triangles show the $\sigma_8$ precision forecasts from Salcedo et al. (2020b) for a combination of three observables: cluster weak lensing profiles $\Delta \Sigma(r_p)$, the projected cluster–galaxy cross-correlation function $w_{p, g}$, and the projected galaxy–galaxy correlation function $w_{p, gg}(r_p)$. These forecasts are computed in the $z = 0.15–0.35$ and $z = 0.35–0.55$ redshift bins assuming DES-like cluster samples and weak lensing and clustering measurements, with fixed $A_{\text{lens}}$. We see that this three-observable combination can attain a $\sigma_8$ precision comparable to that of GGL + clustering at $z = 0.5$ and better at $z = 0.3$. Salcedo et al. (2020b) do not compute a forecast for $z = 0.7$. Although some systematics would be in common between these two analyses such as uncertainties in shear calibration and source photometric redshifts, many systematics would be different. It is encouraging that clusters and GGL offer parallel routes to high-precision constraints on matter clustering from DES. The three-observable combination considered by Salcedo et al. (2020b) constrains the scatter $\sigma_{M}$, between true cluster mass and an observable mass proxy such as richness, which is the most important nuisance parameter that affects cosmological constraints from cluster weak lensing. Filled triangles show the still tighter constraints that could be derived from cluster $\Delta \Sigma$ alone if $\sigma_{M/l}$ were known independently. Wu et al. (2021) discuss cluster weak lensing constraints and the trade-off with $\sigma_{M/l}$ and survey parameters in greater detail.

6 CONCLUSIONS

We have investigated potential cosmological constraints from a combination of galaxy–galaxy lensing $\Delta \Sigma$ and galaxy clustering $w_{p, gg}$ measured using redMaGiC selected galaxies with the precision expected in the final (Y6) data release of DES. We have computed observables using simulations from the ABACUSCOSMOS suite (Gar- rison et al. 2018) of N-body simulations and populating haloes with mock galaxies using a flexible HOD parametrization that includes central and satellite galaxy assembly bias. Using these observables we have constructed Gaussian process emulators (Wibking et al. 2020) of $w_{p, gg}$ and $\Delta \Sigma$, which accurately model each observable over a wide range of scales $0.3–30.0 \text{ h}^{-1} \text{Mpc}$ and a large space of HOD and cosmological parameters. We have also included in our analysis the effects of biased lensing calibration, represented by the parameter $A_{\text{lens}}$. We assume a fiducial HOD that is meant to describe the clustering of redMaGiC selected galaxies in DES; these values are listed in Table 1. To compute covariance matrices we have used a mixture of analytic and numerical methods described in Section 4. To represent potential measurements and modelling systematics, we have included a parameter $A_{\text{lens}}$ that multiplies all scales of $\Delta \Sigma$ by a common factor, and we have modified the weak lensing covariance matrix to analytically marginalize over a point mass contribution to $\Delta \Sigma$. These parameters can represent effects such as shear calibration bias, photo-z bias, or baryonic modification of halo density profiles on small scales.

With a 3 per cent prior on $A_{\text{lens}}$, we forecast precision of 1.9 per cent and 2.0 per cent on $\Omega_m$ and $\sigma_8$, respectively, from the combination of all three redshift bins, with fixed values of $H_0$, $n_s$, and $\sigma_8$ and separate marginalization over all HOD parameters in each redshift bin. The precision on $S_8$ is 1.9 per cent. If the prior on $A_{\text{lens}}$ is sharpened to 1 per cent, then the $S_8$ constraint tightens to 1.1 per cent. Our results demonstrate the great promise of modelling GGL and galaxy clustering into the non-linear regime using HOD and N-body + emulator methods. If we restrict our data vectors to scales $r_p \geq 3.0 \text{ h}^{-1} \text{Mpc}$ then the $S_8$ precision degrades by a factor of 1.6, equivalent to a factor of 2.5 in survey area. For the 1 per cent $A_{\text{lens}}$ prior the benefit of small scales is even larger, a factor of 2.8 in $S_8$ precision (a factor of 7.7 in equivalent survey area). For the $z = 0.5$ redshift bin, Sections 5.1–5.3 examine the correlations between HOD and cosmological parameters, the impact of different systematics assumptions, and the contribution of different scales of the two observables (Figs 2–4 and Tables 2 and 3). In our forecasts, point-mass marginalization does not noticeably degrade cosmological parameter precision, but uncertainty $\geq 1$ per cent in $A_{\text{lens}}$ does.

The recent DES-Y3 3 \times 2pt cosmological analysis (DES Col- laboration 2021) uses only large-scale lensing and clustering data and obtains 9.3 per cent, 6.1 per cent, and 2.2 per cent constraints on $\Omega_m$, $\sigma_8$, and $S_8$. Comparison to our forecasts is difficult because this analysis includes cosmic shear, uses a magnitude-limited sample instead of redMaGiC, uses lower depth (Y3 versus Y6) DES data, and includes nuisance parameters we have not considered here (such as intrinsic alignments). Closer to our scenarios, Pandey et al. (2021) analysed DES-Y3 redMaGiC lensing and clustering in the linear regime, obtaining 10.7 per cent and 4.2 per cent constraints on $\Omega_m$ and $S_8$. They caution that their $S_8$ results are likely biased by an unknown systematic causing internal inconsistency between redMaGiC lensing and clustering. We have implicitly assumed that this challenge can be overcome by the time of the final DES analyses and that remaining systematics can be adequately encapsulated by our $A_{\text{lens}}$ parameter even if they arise from multiple contributing factors.

Our emulator already appears accurate enough for the expected precision of final DES redMaGiC data (see Fig. 1), though further testing and training on still larger simulation suites is desirable. We expect that our methods can be readily adapted to magnitude-limited samples, which should allow more precise $\Delta \Sigma$ measurements that require more careful treatment of photo-z errors. Fortunately, in addition to affording high statistical precision, analyses that extend to non-linear scales provide rich opportunities for internal consistency checks and systematics tests, through distinctive scale dependence and comparison among galaxy samples that have different HODs but should yield consistent cosmological parameters. For our $z = 0.5$ forecast with all scales used in $w_{p, gg}$, we find essentially equal cosmological precision using scales $r_p > 3 \text{ h}^{-1} \text{Mpc}$ and $r_p < 3 \text{ h}^{-1} \text{Mpc}$ in $\Delta \Sigma$, allowing a strong consistency check between regimes where many systematics are very different. If there is a 5–10 per cent
discrepancy between low redshift matter clustering and CMB-normalized ΛCDM predictions, as suggested by some but not all recent weak lensing studies, then final DES analyses will demonstrate the discrepancy at high precision and allow initial explorations of its redshift and scale dependence. Alternatively, if early universe fluctuations and low redshift matter clustering are consistent at the 1% level, then maximally exploiting the potential of Stage III weak lensing surveys will demonstrate impressive success of standard cosmology and prepare the way for Stage IV dark energy experiments that are underway or beginning soon.
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