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Abstract—In this paper, we propose a novel control architecture, inspired from neuroscience, for adaptive control of continuous-time systems. The proposed architecture, in the setting of standard Neural Network (NN) based adaptive control, augments an external working memory to the NN. The controller, through a write operation, writes the hidden layer feature vector of the NN to the external working memory and can also update this information with the observed error in the output. Through a read operation, the controller retrieves information from the working memory to modify the final control signal.

First, we consider a simpler estimation problem to theoretically study the effect of an external memory and prove that the estimation accuracy can be improved by incorporating memory. We then consider a model reference NN adaptive controller for linear systems with matched uncertainty to implement and illustrate our ideas. We prove that the resulting controller leads to a Uniformly Bounded (UB) stable closed loop system. Through extensive simulations and specific metrics, such as peak deviation and settling time, we show that memory augmentation improves learning significantly. Importantly, we also provide evidence for and insights on the mechanism by which this specific memory augmentation improves learning.

I. INTRODUCTION

A human’s learning system is arguably the most versatile and flexible learning system known so far. For example, humans excel at many tasks such as concept learning, scene understanding, and language understanding, where the capabilities of machines are still found lacking \cite{1}. While machine learning (deep learning, reinforcement learning) algorithms have been able to match human-level performance in many tasks \cite{2}–\cite{4}, they still lack “human-like” learning capabilities in many aspects. For example, the current generation of machine learning algorithms typically need large datasets, whereas humans can learn from just a few examples. Humans can also adapt to completely unseen environments, something that learning machines find challenging. We believe that these aspects are potentially highly relevant from a control perspective. Thus, it is natural to draw inspiration from, and take advantage of, knowledge in neuroscience and cognitive science to achieve challenging goals such as adaptation, flexibility, and autonomy in engineered systems.

Memory plays a central role in learning and cognition tasks in humans \cite{5}–\cite{7}. Inspired by these insights in neuroscience and cognitive science, we focus on the following questions: can control algorithms improve their learning and performance by incorporating memory structures inspired from human-like memory systems? If so what is the architecture and the learning algorithm? Is the architecture universal or problem dependent? And does it improve learning in all scenarios? These are hard questions, and to the best of our knowledge, have been relatively under-explored. We note that, from a traditional dynamic systems and control perspective, the state of the nonlinear dynamic controller constitutes the “memory”. However, we are proposing specific memory modules that will augment the state of the dynamic nonlinear controller and potentially lead to new learning and control capabilities.

As an initial step towards these longer-term goals, we have chosen a well-studied Neural Network (NN) adaptive control setting. We note that the literature on NN based adaptive control is very extensive, see for example, \cite{8}–\cite{15} and the references cited there. The setting is the standard adaptive control setting where the unknown nonlinear function is approximated by a neural network. In addition, we consider nonlinear uncertainties that can vary with time.

We propose a novel control architecture that augments an external working memory to the regular NN adaptive controller. It is certainly conceivable that the speed of learning of an adaptive and learning controller can be improved by increasing the learning rate \cite{16}–\cite{18}. By contrast, in the architecture we propose, the learning is improved by the use of information in the external memory. In machine learning, the idea that NNs with additional external memory have advantages in requiring less data, goes back to early 2000’s, and possibly before. In the work by Hochreiter et. al \cite{19}, the authors showed that, LSTMs (Long Short Term Memory) which have an inherent memory can quickly learn never-before-seen quadratic functions with a low number of data samples. In deep learning, architectures with external working memory were proposed recently in \cite{20}, \cite{21}, \cite{22}. It was demonstrated that the addition of an external working memory to these models improved their performance. Our contribution is to leverage this insight in proposing a novel NN based control architecture that includes an external memory. We propose a specific external memory design to augment the NN adaptive controller.

In Section \textbf{III} we analyze a general external memory for augmenting the estimation of a signal that is an output of an unknown function and prove that the estimation error can be reduced by memory augmentation. In Section \textbf{IV-A}, we propose the Memory Augmented Neural Network (MANN) adaptive controller. In Section \textbf{IV-B}, we discuss the working memory for the NN adaptive controller and establish dynamic stability of the closed loop system. Finally, in Section \textbf{V}, we provide a detailed set of simulation results and discussion substantiating the improvements in learning obtained by memory augmentation for couple of applications.
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II. MEMORY AUGMENTED CONTROL ARCHITECTURE

Our envisioned general architecture augments an external working memory to the general dynamic feedback NN adaptive controller, as depicted in Fig. 1. There are potentially numerous ways to formulate concrete algorithms based on this general architecture. In this paper, we specialize it to the specific controller that augments an external working memory to a neural network, which represents an implicit memory. The intuitive idea is to leverage the combination of an external working memory, which can store relevant information for retrieval and later use, and the implicit memory in the NN, to achieve better learning in estimation and control.

In a typical neural adaptive control setting, the control law computes the control input $u$ to the plant based on the state $x$ and error feedback $e$. The control input is a combination of base controller $u_{bd}$, a NN output term $u_{ad}$ and a “robustifying term” $v$ [10], [23]. The robustifying term is needed to provide some level of robustness to the closed loop system. Thus, the final control input is given by

$$u = u_{bd} + u_{ad} + v.$$  \hspace{1cm} (1)

In our proposed control law, the NN output $u_{ad}$ is modified by the information read from the external working memory. More specifically, we propose to modify the hidden layer output of the NN with the information read from the external working memory. This design of memory augmentation is one of our contributions.

In machine learning, Graves et al. [20] introduced the idea of augmenting an external working memory to a NN model, the Neural Turing Machine (NTM). It was demonstrated that the addition of their external working memory to a deep NN such as Long Short Term Memory (LSTMs) improved their performance.

The controller in NTM has two memory operations (i) Memory Write and (ii) Memory Read. The write operation generates the memory content while the read operation retrieves useful information from the memory. The memory stores $\{key, value\}$ pairs. We denote a key-value pair by $\{k_i, \mu_i\}$, where $i$ takes values in some (finite) set. The keys $\{k_i\}$ contain information that is used by the Memory Read to determine the values to retrieve from the set $\{\mu_i\}$. Depending on the implementation, either (i) the key and the value can be the same and (ii) the key can be the location. The Read operation generates a query $q$, which is then matched with the keys to determine the values to read from the memory. The value that is read from the memory is used by NTMs to produce their final output.

The Memory Write equation in NTM has a forget term and an update term. The forget term in the Write operation allows the controller to gradually remove the contents in the memory that are irrelevant. On the other hand, the update term allows the controller to update the contents of the memory with the new information, provided it is relevant. This allows NTMs to retain information and also update with the new information, depending on their relevance.

The external memory model we propose for the NN adaptive controller is inspired from these ideas. Our memory architecture, depicted in Fig. 1, is similar to NTM. It has an external memory with a Memory Read and Memory Write operation. The Memory Read is similar to the NTM. The Memory Write has a forget term and an update term like the NTM, and an additional third term that allows the memory to be updated with the observed error in the output. The additional update term allows the memory to be updated when the information from the regular update (the first update term) as indicated by the observed error is less accurate.

Notation: We denote the system state by, $x \in \mathbb{R}^n$, and the command signal by $s$. We consider a two-layer neural network for estimating the unknown function, $f(x)$, in the system dynamics. The estimated NN weight matrices are denoted by $\hat{W}, \hat{V}, \hat{b}_w$ and $\hat{b}_u$. Thus, the estimator of $f(x)$ is

$$\hat{f} = \hat{W}^T \sigma(\hat{V}^T x + \hat{b}_v) + \hat{b}_w,$$

where the function $\sigma(\cdot)$ is the sigmoid function.

We introduce two vector signals, $\hat{\sigma}$ and $\hat{\sigma}'$. These signals appear in the NN update laws, as we shall see later. These signals are given by,

$$\hat{\sigma} = \begin{bmatrix} \sigma(\hat{V}^T x + \hat{b}_v) \\ 1 \end{bmatrix},$$

$$\hat{\sigma}' = \begin{bmatrix} \text{diag}(\sigma(\hat{V}^T x + \hat{b}_v) \odot (1 - \sigma(\hat{V}^T x + \hat{b}_v))) \\ \mathbf{0}^T \end{bmatrix},$$

where $\mathbf{0}$ is a zero vector of dimension equal to the number of hidden layer neurons, $\odot$ is the Hadamard product. We say that a NN is irreducible if the weights are non-trivial and the different rows of the weight matrix $V$ and $b_v$ are not identical. When we say that a function abruptly changes by $f \rightarrow g$ at $t$, we imply that the function jumps instantaneously from $f$ to $g$ at time $t$. Later, we use the function $O(\cdot)$. When a scalar variable $\beta = O(\delta)$, it implies that $\exists$ a constant $c$ s.t. $|\beta| \leq c|\delta|$. We denote the 2-norm by $\|\cdot\|$ and the frobenious norm by $\|\cdot\|_F$. We denote the space of non-negative real numbers by $\mathbb{R}_{\geq 0}$.

III. EXTERNAL WORKING MEMORY AUGMENTATION FOR ESTIMATION

In this section, we demonstrate how external memory can improve the estimation of a signal that is an output of an unknown function. An estimation problem is simpler than the closed loop control problem and allows us to analyze the performance improvement mathematically. We demonstrate the benefit of memory by a comparative analysis of the estimator with memory and one without memory. We use a
two timescale dynamical system framework for mathematical analysis of the estimators.

Consider a signal \( y \in \mathbb{R} \), which is the output of an unknown time varying function \( f_t \) with slowly varying input signal \( \tilde{x} \in \mathbb{R}^n \):

\[
y = f_t(\tilde{x}).
\]

We assume that there exists a two layer neural network approximation \( f_{t,a} \) of \( f_t \) with weights \( V_t \in \mathbb{R}^{n \times N} \) and \( W \in \mathbb{R}^N \) such that the error in approximation is \( \delta_t \):

\[
f_{t,a}(\tilde{x}) = W^T \sigma(V_t^T \tilde{x}), \text{ s.t. } f_t(\tilde{x}) - f_{t,a}(\tilde{x}) = \delta_t, \quad \|\delta_t\| \leq \delta.
\]

We call such an approximator a \( \delta \)-approximator. We assume that the weight \( W \) is constant, while \( V_t \) and \( \delta_t \) are time varying. The weights \( V_t \) and \( \delta_t \) are unknown and \( N \) is known. We assume that the NN specified by \( W, V_t \) is irreducible (see the notation subsection for definition). We define the estimators with and without memory below.

**Standard NN based estimator:** Let \( \hat{W} \) and \( \hat{V} \) denote the estimates of \( W \) and \( V_t \) respectively. The estimate \( \hat{y} \), and the error in estimation, \( e \), are given by

\[
y = \hat{W}^T \sigma(\hat{V}^T \hat{x}), \quad e = y - \hat{y}.
\]

**NN based estimator with external working memory:** For this estimator, the estimate, \( \hat{y}_m \), and the error in estimation, \( e_m \), are given by

\[
\hat{y}_m = W_t^M \left( \sigma(V_t^M \hat{x}) + \alpha M_r \right), \quad e_m = y - \hat{y}_m, \quad \text{where} \quad \hat{W}_m, \hat{V}_m \text{ are the estimates of } W \text{ and } V_t \text{ respectively.}
\]

\[
\dot{M}_r = \epsilon_f M_r = \sigma(V_t^M \hat{x}) - \alpha M_r, \quad \dot{e}_m = y - \hat{y}_m.
\]

We make the following assumption on \( \sigma(\cdot) \) and \( \sigma' \):

\[
\sigma(\cdot) = 0, \quad \|\sigma(\cdot)\| = 1, \quad \sigma'(x) = x, \quad M_r = \frac{1}{\epsilon}\frac{\partial M_r}{\partial e_m}.
\]

Next, we introduce a definition on the equivalence of two NNs, which we will use to define the initial condition of the dynamics corresponding to the two estimators.

**Definition 1:** Two neural networks are input-output equivalent provided their input-output map \( f_1(\cdot) \) and \( f_2(\cdot) \) satisfy \( f_1(\tilde{x}) = f_2(\tilde{x}) \) for all \( \tilde{x} \).

In the remainder of this section, we analyze the performance advantages of the memory based estimator. The performance advantage for the memory based estimator arises from the memory term \( M_r \) that is added to the hidden layer of the estimator. This works particularly well when the variations in \( V_t \) are much faster than the variations in \( \tilde{x} \). In the following, we model the variation of \( V_t, \delta_t \) and \( \tilde{x} \) and the dynamics of the estimators as a two timescale system, where \( V_t, \delta_t \) can vary fast and \( \tilde{x} \) varies slowly. The scaling \( \epsilon (\ll 1) \) controls the slow variation rate. The measurable function \( \tilde{d}_f = (d_f, \delta_d) : \mathbb{R}_{\geq 0} \to V_f \subset \mathbb{R}^n \) is the rate of change (or disturbance) of the hidden layer weight \( V_t \) and \( \delta_t \), and the measurable function \( d_s : \mathbb{R}_{\geq 0} \to V_s \) models the rate of change of the input signal \( \tilde{x} \).

The equations governing the overall dynamics of the estimator without memory are given by

\[
\dot{V}_t = d_f, \quad \dot{\delta}_t = \delta_d, \quad \dot{\tilde{x}} = \epsilon d_s, \quad \dot{\hat{W}} = \epsilon F_{up,w}(\hat{W}, \hat{V}, e, \hat{x}), \quad \dot{\hat{V}} = \epsilon F_{up,v}(\hat{W}, \hat{V}, e, \hat{x}).
\]

Since memory as a function is useful only when the variations of the unknown function are faster than the update rate of the NN weights, the updates to \( \hat{W}, \hat{V} \) are modeled to be slower relative to \( V_t \). On the other hand, we make the key update to be faster because the memory can be effective only when the keys constantly reflect the changes. The equations governing the overall dynamics for the estimator with memory are as follows:

\[
\dot{V}_t = d_f, \quad \dot{\delta}_t = \delta_d, \quad \dot{\tilde{x}} = \epsilon d_s, \quad \dot{\hat{W}} = \epsilon F_{up,w}(\hat{W}, \hat{V}, e, \hat{x}), \quad \dot{\hat{V}} = \epsilon F_{up,v}(\hat{W}, \hat{V}, e, \hat{x}).
\]

The set of all functions \( (d_f, \delta_d) \) is denoted by \( D_f \). From now on we use \( \sigma, \alpha, \delta \) as shorthand notation for \( \sigma(V_t^M \hat{x}), \sigma(V_t^M \hat{x}) \).

The timescale separation between the fast and slow dynamics permits the definition of a boundary layer dynamics and a reduced order system for the average dynamics. The response of the original system can then be analyzed by the response of the much simpler boundary layer and the average dynamics.

**Definition 2:** (boundary layer dynamics)

\[
\dot{\tilde{x}}^{bl} = \epsilon_{d_f} = d_f, \quad \dot{\tilde{x}}^{bl} = \epsilon_{d_s} = d_s, \quad \dot{\hat{W}}^{bl} = \epsilon_{F_{up,w}}(\hat{W}, \hat{V}, e, \hat{x}), \quad \dot{\hat{V}}^{bl} = \epsilon_{F_{up,v}}(\hat{W}, \hat{V}, e, \hat{x}).
\]

The boundary layer dynamics for the respective estimators are defined below.

**Definition 3:** (boundary layer dynamics)

\[
\dot{\tilde{x}}^{bl} = \epsilon_{d_f} = d_f, \quad \dot{\tilde{x}}^{bl} = \epsilon_{d_s} = d_s, \quad \dot{\hat{W}}^{bl} = \epsilon_{F_{up,w}}(\hat{W}, \hat{V}, e, \hat{x}), \quad \dot{\hat{V}}^{bl} = \epsilon_{F_{up,v}}(\hat{W}, \hat{V}, e, \hat{x}).
\]

Here the superscript \( bl \) is used to denote the boundary layer variables corresponding to the variables of the original system. The boundary layer dynamics \( \tilde{x}^{bl} \) and \( \hat{x}^{bl} \) being the state variables corresponding to the slow dynamics, the time derivatives of these variables are set to zero in the boundary layer dynamics.

Denote the Memory Read output corresponding to the boundary layer dynamics by \( M_r^{bl} = M_r(\mu^{bl}, k^{bl}, V_m^{bl}, \tilde{x}^{bl}) \) and \( \sigma^{bl} = \sigma((V_t^{bl})^T \tilde{x}^{bl}) \). We make the following assumption on the Memory Read output.

**Assumption 1:** (Memory) \( (i) N \geq 2; (ii) \|M_r^{bl} - \sigma^{bl}\| \leq \delta_m^i; (iii) M_r(\mu, k, V_m, \tilde{x}) \) is a weighted linear combination...
of the columns of \( \mu \), where the weights add up to one and is a uniformly continuous function of \( k_\mu, \tilde{V} \) and \( \tilde{x} \); (iv) for all \((d_j, \delta_j) \in D_j, e_{m,a} \rightarrow 0 \Rightarrow M_r \rightarrow \delta_m \) or \( M_r = \delta_m \) when \( e_{m,a} = 0 \).

The final assumption on the Memory Read output specifies the steady state of the memory in terms of the Memory Read output. This simplifying assumption is needed to characterize the structure of the solution of the estimator with memory. Next, we present the main theorem. Please see the Appendix for Assumptions [3-6].

**Theorem 1:** Suppose the two NN estimators given by Eq. (4) and Eq. (5) are input-output equivalent to the \( \delta \)-approximator of \( f_i \) at \( t = 0 \). Suppose Assumptions 1, 3-6 hold. Then there exists \( \epsilon > 0 \) such that for all \((d_j, \delta_j) \in D_j, \delta_t \) and for all \( \epsilon \in (0, \epsilon^*], \epsilon < 1 \),

\[
|e_m(t)| \leq \frac{|e^{bl,max}|}{1 + \alpha} + O(\alpha(\delta + \delta_m)) \forall t,
\]

where \( e^{bl,max} \) is the maximum of \( e^{bl} \) for the boundary layer dynamics of the estimator without memory.

Please see the Appendix for the proof. The result clearly shows that if the error in the Memory Read output is small, i.e. \( \delta_m \ll 1, \tilde{\delta} = 0 \) and if we set \( \alpha = 1 \), then the maximum deviation of the error for the estimator with memory is less than half of the maximum deviation of the error for the estimator without memory.

IV. WORKING MEMORY AND CONTROL ALGORITHM

In this section, we provide a detailed description of the external working memory for the neural adaptive controller in Fig. 1. We then specify the control law and the NN update laws for the general case and the MRAC NN adaptive controller. Then, we present the theorem that establishes the bounded stability of the proposed MRAC controller.

A. External Working Memory

The working memory we propose here is based on the ideas discussed in Section III. We use the same notation used in Section III for the state of the memory. The \( i \)-th column vector of the matrix \( \mu \) is denoted by \( \mu_i \). Let the number of columns be \( n_s \). For an input vector \( v \), the \( i \)-th element of the output of the softmax function, \( \text{softmax}(v)_i = \frac{\exp(v_i)}{\sum_j \exp(v_j)} \). The estimated NN weight matrices are denoted by \( \tilde{W} \in \mathbb{R}^{N \times m}, \tilde{V} \in \mathbb{R}^{n \times N}, \tilde{b}_v \in \mathbb{R}^N, \) and \( \tilde{b}_w \in \mathbb{R}^m \), where \( m \) is the dimension of the control input \( u \) defined in Eq. (1). The output of the estimated NN \( u_{ad} \in \mathbb{R}^m \). Let the vector \( q_i \in \mathbb{R}^{1 \times m} \). For the proposed memory, the specific form of the Memory Write, Memory Read and the NN output are given by:

- **Memory Write:** \( \hat{\mu}_i = -z_i \mu_i + c_w z_i \alpha + z_i \tilde{W} q_i^T \),
- **Memory Read:** \( M_r = \mu z, z = \text{softmax}(\mu^T q) \),
- **NN Output:** \( u_{ad} = -\tilde{W}^T \left( \sigma(\tilde{V}^T \tilde{x} + \tilde{b}_v) + M_r \right) - \tilde{b}_w \).

B. Control Algorithm

First, we provide the complete set of equations for the general control architecture in Fig. 1 and then provide their specific form for the Model Reference Adaptive Control (MRAC) controller of a linear plant with matched uncertainty.
B.1. General Control and Update Law: The Memory Write equation, the Memory Read equation and the NN output are the same as the equations in [8]. The control input for NN adaptive control is a combination of a base controller \( u_{bd} \), which is problem specific, the NN output \( u_{ad} \) and a “robustifying term” \( v \) [10], [23]. The final control input is given by,

\[
u = u_{bd} + u_{ad} + v,
\]

The variable \( q_{mu} \) in (8) is problem specific and depends on the Lyapunov function (without the NN error term). The NN update law, which constitutes the learning algorithm for the proposed architecture, is the regular update law for a two layer NN [23],

\[
\begin{bmatrix}
\dot{W} \\
\dot{b}_w
\end{bmatrix} = \gamma_w \left( \hat{\sigma} - \sigma' \left( \hat{V}^T \hat{x} + \hat{b}_v \right) \right) q_{mu} - \kappa \gamma_w \| e \| \begin{bmatrix}
\hat{W} \\
\hat{b}_w
\end{bmatrix}
\]

\[
\begin{bmatrix}
\dot{V} \\
\dot{b}_v
\end{bmatrix} = \gamma_v \begin{bmatrix}
\hat{x} \\
1
\end{bmatrix} q_{mu} \begin{bmatrix}
\hat{W} \\
\hat{b}_w
\end{bmatrix}^T \hat{\sigma}' - \kappa \gamma_v \| e \| \begin{bmatrix}
\hat{V} \\
\hat{b}_v
\end{bmatrix},
\]

where \( \gamma_v, \gamma_w \) and \( \kappa \) are scalar gains and \( e \) is the error.

B.2. MRAC Controller: The system for a standard model reference adaptive control problem is given in (12).

\[
\dot{x} = Ax + B(u + f(x)) + B_r s
\]

The above equations represent the dynamics of the plant block. This is a linear plant, whose system matrices \( A \) and \( B \) are known, and \( f(x) \) is the matched nonlinear uncertainty. The signal \( s \) is the command signal. The objective of the controller is to track the state of the reference model, given by \( \dot{x}_{ref} = A_{ref}x_{ref} + B_{ref} s \). The error in the tracking, \( e = x - x_{ref} \).

Here we specify the control equations of the MRAC controller for the system in (12). The control input and the update laws are same as (11) and (11). The input to the NN is the state \( x \) itself, i.e., \( \hat{x} = x \). The base controller input \( u_{bd} \) is the standard Linear Quadratic Regulator (LQR) controller. The matrices \( Q \in \mathbb{R}^{n \times n} \) and \( R \in \mathbb{R}^{m \times m} \) that specify the LQR cost are given by,

\[
Q = K_r I_n, R = K_r I_m,
\]

where \( I_l \) is the identity matrix of dimension \( l \), \( K_r, K_v \) are scalars and \( K_v > 0, K_r > 0 \). We denote the weights of the NN that is an approximation of \( f(\cdot) \) with error \( \epsilon \) by \( W, V, b_w, b_v \). From now on, we use a shorthand notation to represent a two layer NN with weights \( W, V, b_w, b_v \). The notation represents the NN by \( W^T \hat{\sigma}(V^T x_e) \), where the biases \( b_w \) and \( b_v \) are implicit and included in \( W \) and \( V \) and \( x_e = [\hat{x}^T \ 1]^T \). We assume that the Frobenious norm of \( Z = \text{diag}\{W, V\} \) for all possible \( f \)s is bounded by \( Z_m \). The robustifying term in the control input is given by

\[
v = -k_z \left( \| \hat{W} \|_F + \| \hat{V} \|_F + Z_m \right) \| e \|_2,
\]

where \( k_z > 0 \). The vector \( q_{mu} = e^T P B \), where \( P \) is the matrix solution to the Lyapunov equation

\[
A_{ref}^T P + PA_{ref} = -Q.
\]

C. Stability Theorem of MRAC Adaptive Controller

In this section, we prove that the Memory Augmented Neural Network (MANN) MRAC controller leads to a closed loop system that is uniformly bounded, in the setting where the unknown function can undergo abrupt changes. We first state the following assumption.

Assumption 2: We assume that (i) the reference signal \( s \) is bounded and (ii) \( \| Z \|_F \leq Z_m \), where \( Z_m \) is a constant, \( Z = \text{diag}\{W, V\} \) and \( W \) and \( V \) are the weights of the NN approximation of \( f \) with error \( \epsilon \).

The following lemma establishes a bound on a certain term that appears in the stability analysis of the closed loop system.

Lemma 1: Let \( \bar{V} = V - \hat{V}, \bar{W} = W - \hat{W}, Z = \text{diag}\{W, V\} \).

Define, \( w_1 = \bar{W}^T \hat{\sigma}' V^T x_e + W^T(\hat{V}^T x_e)^2 + \epsilon \). Then, \( \exists \) constants \( b_1, b_2, b_3, c_2, c_3 \), such that

\[
\| w_1 \|_2 \leq b_1 + b_2 \| \bar{Z} \|_F + b_3 \| \bar{Z} \|_F \| e \|_2,
\]

\[
\| w_1 \|_2 \leq b_1 + b_2 \| \hat{Z} \|_F + c_2 Z_m \| e \|_2 + c_3 \| \hat{Z} \|_F \| e \|_2.
\]

Given that the function \( f \) can undergo abrupt changes we consider and analyze the Caratheodory solution of the closed loop system. Below, we define the Caratheodory solution.

Definition 3: Caratheodory solution of the closed loop system given by Eq. (8), Eq. (11), Eq. (1) and Eq. (12) is the absolutely continuous function that satisfies the equations (8), Eq. (11), and Eq. (12) for all \( t \) except at the instant of abrupt changes.

Below, we state the theorem for the boundedness of the Caratheodory solution of the closed loop system specified by the plant model (12) and the MRAC Controller defined in section IV-B.

Theorem 2: Consider the plant model given by (12), where the pair \( (A, B) \) is stabilizable and the NN weights of the approximation with the error \( \epsilon, Z \), undergoes only abrupt changes. Let the controller be given by equations (1), (11) and (8), where \( u_{bd} \) is the stabilizing LQR controller of the system \( (A, B) \) as described in Section IV-B.

Suppose (i) Assumption (2) is satisfied and the system state is available as feedback,

(ii) \( \gamma_v = \gamma_w = K_v, K = K_0^{.75}, k_z \geq \max\{c_2, c_3\} \), and gain \( K_v \) is sufficiently large, and

(iii) \( \| \Delta Z \|_F \leq Z_m \), where \( \Delta Z \) is the abrupt change in the NN weights of the approximation with an error \( \epsilon \) and the number of abrupt changes are less than \( \sqrt{\gamma_v} \).

Then the Caratheodory solution of the closed loop system exists and is uniformly bounded.

V. DISCUSSION AND SIMULATION RESULTS

In this section, we provide a detailed discussion and simulation results for the MRAC controller. In the simulation results that we present here, we provide (i) comparison with the response of the MANN controller without the first update term, i.e., when \( c_w = 0 \), (ii) comparison with the performance
of a NN controller which has the same number of parameters as the MANN controller, where the number of parameters for the latter includes the size of the memory, (ii) comparison with the response of the MANN controller without the second update term and (iv) evidence for how memory augmentation improves learning.

A. Flight Control Problem

In this sub-section, we illustrate the memory augmented model reference adaptive controller in Fig. 1 for the control of a flight’s longitudinal dynamics. Denote the flight’s angle of attack by \( \alpha \), the flight’s pitch by \( q \) and the elevator control input by \( u \). The flight’s angle of attack and the pitch constitute the state of the system. The output of the system is its angle of attack, \( \alpha \). In addition, we append an integrator, where the output of the integrator is the integral of the error between the output, i.e., the angle of attack and the command signal \( s \) that the angle of attack has to track. Denote the output of the integrator by \( e_I \), where \( e_I = \int \alpha - s \). The system equations for the longitudinal dynamics appended with the output of the integrator is,

\[
\begin{bmatrix}
\dot{e}_I \\
\dot{\alpha} \\
\dot{q}
\end{bmatrix} =
\begin{bmatrix}
0 & 1 & 0 \\
-\frac{Z_m}{mU} & 1 + \frac{Z_m}{mU} & 0 \\
0 & \frac{M_a}{I_0} & \frac{M_q}{T_y}
\end{bmatrix}
\begin{bmatrix}
e_I \\
\alpha \\
q
\end{bmatrix}
+ \begin{bmatrix}
0 \\
\frac{Z_m}{mU} \\
\frac{M_q}{T_y}
\end{bmatrix}
(u + f(x)) + \begin{bmatrix}
-1 \\
0 \\
0
\end{bmatrix} s. \tag{14}
\]

The system parameters are that of Boeing-747 flight. We assume that the flight is traveling at a speed of \( U = 274 \text{ m/s} \) (0.8 Mach) and at an altitude of \( h = 6000 \text{ m} \). The flight’s mass is \( m = 288773 \text{ Kg} \), and its moment of inertia \( I_y = 44877574 \text{ Kg m}^2 \). The base controller is the LQR controller. The matrices that define the cost of the LQR controller are given by \( Q = I \) and \( R = 1 \). The values for the other parameters in the system equation above are

\[
\begin{align*}
\frac{Z_m}{mU} &= -0.32, & \frac{Z_m}{mU} &= 0.86, & M_a &= -0.93, \\
\frac{M_q}{T_y} &= -0.43, & \frac{Z_m}{mU} &= -0.02, & M_q &= -1.16
\end{align*} \tag{15}
\]

In the results we provide here, the robustifying gain \( k_z \) is set to 0 to avoid the high frequency oscillations that occurs when it is set to a higher value. The learning rates or the gains in the NN update laws (11) are set as \( \gamma_u = \gamma_v = 10 \) and \( \kappa = 0 \). The factor \( c_w \) in the Memory Write equation is set as \( 3/4 \). In the first and last two examples we consider here, the number of hidden layer neurons \( (N) \) of the respective neural networks are set as 4 and then 5 for the first and second example, respectively. The number of memory vectors in the external working memory, \( n_s \), is set to 1.

We observed that the initial values of the NN weights influence the performance of the controller at least in the initial phase. Here we set the initial values of the weights in the outer layer of NN as 0. The weights in the hidden layer of the NN and the elements of the memory vectors are randomly initialized to a number between 0 and 1. We now specify the examples we consider. In example 1, the function \( f(x) \) is given by:

\[
f(x) = C_f(t)x^2, \text{ where } C_f = 0.1 \text{ at } t = 0, \quad C_f \to 50C_f \text{ at } t = 5 \text{ and } C_f \to 2C_f \text{ at } t = 25. \tag{16}
\]

In example 2, the function \( f(x) \) is given by:

\[
f(x) = x^2 + 0.1C_f, \text{ where } C_f = 0.1 \text{ at } t = 0, \quad C_f \to 10C_f \text{ at } t = 5 \text{ and } C_f \to 2C_f \text{ at } t = 25. \tag{17}
\]

In example 3, the function \( f(x) \) goes through changes that are one order higher than that in example 2:

\[
f(x) = x^2 + 0.1C_f, \text{ where } C_f = 0.1 \text{ at } t = 0, \quad C_f \to 100C_f \text{ at } t = 5 \text{ and } C_f \to 2C_f \text{ at } t = 25 \tag{18}
\]

And in example 4, the function \( f(x) \) goes through changes that are not affine:

\[
f(x) = x^2 + 0.1C_f, \text{ where } C_f = 0.1 \text{ at } t = 0, \quad C_f \to \|x\| \text{ at } t = 5 \text{ and } C_f \to 10\|x\| \text{ at } t = 25 \tag{19}
\]

![Comparison of MRAC flight controllers with and without Memory.](image)

B. Discussion

The top two plots of Fig. 2 show the system output for the MANN controller and the NN controller without memory. We observe that the performance of the MANN controller is significantly better than the performance of the controller without memory both in terms of peak reduction and settling time.
We emphasize that the examples or scenarios considered in these simulations capture diverse scenarios. Tables I and II provide values for two performance measures (i) peak deviation (ii) settling time for 1% error. The peak deviation is the maximum deviation of the system output from the desired output and the settling time is the time for the error to settle within the stated error threshold. These metrics clearly reveal that the improvements obtained by the inclusion of a working memory are significant. The peak deviation is reduced significantly by 25% and 32.6% respectively in the two examples. We note that this is lower than the reduction predicted by Theorem I according to which, for $\alpha = 3/4$, the expected reduction is $\sim 42\%$. We hypothesize that the difference from the prediction of the theory arises from the error, $\delta_m$, of the Memory Read (see Section III).

We also compare the performance of a NN controller that has the same number of parameters as the MANN controller, where the number of parameters in a MANN controller includes the number of memory components, which is $n_mN$. Through simple calculations we can show that this controller has $N = 5$ and $N = 6$ number of hidden layer neurons for examples 1 and 2 respectively. The response for this NN controller for the respective examples are shown in Fig. 2. Tables I and II provide the comparison of these controllers in terms of the performance measures. The measures clearly show that the MANN controller significantly outperforms the NN controller that has the same number of parameters.

The bottom left and the middle left plots in Fig. 3 provides the response for the MANN controller when its first update term is left out, i.e., when $c_M = 0$. We observe that the response without this term is not any better than the controller without memory. Figure 3 shows the plot of the function estimation error for example 1. We observe that the function estimation error for the MANN controller reduces to zero faster when compared to the controller without memory.

In Fig. 5 we provide evidence for how memory influences the learning. The plots show the first two components of the hidden layer output for the NN controller and the MANN controller and $M_r$ (the output of Memory Read (8)). In these plots, the Memory Read output $M_r$ is scaled by $1/c_M$ to
account for the same factor in the first update term of the Write equation in [8]. From the plots we can conclude that the hidden layer output of the MANN controller converges nearer to the hidden layer value before the abrupt change, while, in contrast, it converges to a very different value for the controller without memory. This suggests that the memory is inducing the NN to converge to a network with very similar hidden layer weights. This combined with the observation that the function estimation error converges faster for the controller with memory (Figure 3), is suggestive that the controller is being induced by the memory contents to find a good approximation in quick time.

In Fig. 4 we show the response of the MANN controller for example 3 and example 4. The response for example 4 clearly shows that the MANN controller is able to respond faster than the regular NN controller even for non-affine changes. The top right plot and the bottom two plots compare the response of the MANN controller with that of the MANN controller without the second update term for the two examples. We observe that the MANN controller without the second abrupt term recovers slower than the MANN controller with the second update term for all the instances shown here. We note that the jumps in example 3 are of a larger magnitude relative to the jumps in example 2 and that the effect of the third update term is more pronounced in example 3. This illustrates the importance of the second update term when the jumps are of a relatively larger magnitude.

VI. CONCLUSION

We proposed a novel control architecture for adaptive control of continuous time systems that is inspired from neuroscience. The proposed architecture augments an external working memory to the neural network that compensates the unknown nonlinear function in the system dynamics. We proposed a specific design for the working memory for this architecture. We formally argued that augmenting by an external working memory can improve the learning for a subproblem of the adaptive control problem, an online estimation problem. Finally, we provided simulation results for a NN MRAC controller for linear systems with matched uncertainty. The simulations and the performance metrics clearly established that the controller augmented by an external working memory responds significantly faster and more accurately than its counterpart without the memory.
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APPENDIX A: PROOF OF THEOREM

First, we make the following observation as Lemma.

Lemma 2: Suppose the two NN estimators given by Eq. 4 and Eq. 5 are input-output equivalent to the 8-approximator.
of a function $f$, Assumption 1 holds, then the set of all possible solutions for $\tilde{W}_m, \tilde{V}_m, W, \tilde{V}$ are given by
\[
\tilde{\sigma}_m = \sigma, \quad W_m = W/(1 + \alpha), \quad \tilde{\sigma} = \sigma, \quad \tilde{W} = W \forall \tilde{x} \in \mathbb{R}^n
\]
or an identical permutation of the respective rows.

**Proof:** Given that the estimator with memory is input-output equivalent to the $\delta$-approximator
\[
e_{m,a} = W^T \sigma - W_m^T (\tilde{\sigma}_m + \alpha M_r) = 0 \forall \tilde{x}.
\]

Given that $\tilde{\sigma}_m = M$, when $e_{m,a} = 0$ (Assumption 1), it follows that
\[
W^T \sigma - W_m^T ((1 + \alpha) \tilde{\sigma}_m) = 0 \forall \tilde{x}.
\]

Define $\tilde{W}_m$ by $\tilde{W}_m = W_m + (1 + \alpha) \tilde{W}$. Then the previous condition becomes
\[
W^T \sigma - W_m^T (\tilde{\sigma}_m) = 0 \forall \tilde{x}.
\]

This is essentially equivalent to a regular estimator with weights $W^T$ and hidden layer $\tilde{\sigma}_m$. From the uniqueness result for NNS with a sigmoid function as an activation function (Theorem 3.1 from [24]), and given that there are no bias terms and the $\delta$-approximator is irreducible, if two networks are functionally equivalent as in (20), then the weight matrices of the two NNS are either identical or the rows of matrices of one are a permutation of the other. Thus, the solution is $W_m = W/(1 + \alpha)$ and $\tilde{\sigma}_m = \sigma$ or an identical permutation of the respective rows. Similarly, for the estimator without memory the solution is $W = W$ and $\tilde{\sigma} = \sigma$ or an identical permutation of the respective rows.

We first introduce a set of assumptions for the dynamical system described by Eq. (7). Let
\[
x^T = [\tilde{W}_m^T, \text{vec}(\tilde{V}_m)^T, \tilde{x}^T],
\]
\[
x^f = [\text{vec}(\mu_r)^T, \text{vec}(k)^T, \text{vec}(V_i)^T, \delta_i],
\]
\[
z^T = [x^s, x^f]^T,
\]
\[
\tilde{z}^T = [(\tilde{W}_m^b)^T, \text{vec}(\tilde{V}_m)^T, (\tilde{x}^b)^T],
\]
\[
\text{vec}(\mu_r)^T, \text{vec}(k)^T, \text{vec}(V_i)^T, \delta_i],
\]
where vec(·) denotes the vectorial expansion of the input matrix, where the first sub-vector is the first column, second sub-vector is the second column and so on. We note that the state $x$ denotes the state of the slow dynamics. Let $\mathcal{R}_s$ denote the set of all possible values that $x_s$ can reach, $x_s(0) \in \mathcal{K}_s$, and $x(0) \in \mathcal{K}_f$. Let $\mathcal{S}_{bl}(z_{bl}(0), d_f)$ denote the solution space of the boundary layer dynamics (estimator with memory) starting from $z_{bl}(0)$ with the disturbance function given by $d_f$. Let $\omega_{f,o}(z) = \|y - y_m\|$. Let $\omega_{f,i}$ and $\omega_{av,i}$ be two input measuring functions given by $\omega_{f,i} : V_I \to \mathbb{R}_{\geq 0} \cup \{\infty\}$, $\omega_{av,i} : V_I \to \mathbb{R}_{\geq 0} \cup \{\infty\}$. Measuring functions are functions that take values in $\mathbb{R}_{\geq 0} \cup \{\infty\}$ and need not be continuous. Next we define the average dynamics for the estimator dynamics given by Eq. (7).

**Definition 4:** (Admissible Average) The tuple $(m_g, \omega_{av,i}, \omega_{f,i}, F_{av}, \mathcal{R}_s, \mathcal{K}_f)$ constitutes an admissible average of system governed by Eq. (7), if for each $\rho > 0$, there exist $T^* > 0$, and $\epsilon > 0$ such that for each
\[
T \geq T^*, \quad \epsilon \in (0, \epsilon^*], \quad x_s \in \mathcal{K}_s, \quad z_{bl}^T = [x^s, x^f]^T \in \mathcal{K}_f,
\]
\[
\tilde{d}_f \in \mathcal{D}_f, \quad \omega_{f,o}(z_{bl}) \leq \omega_{f,i}(\tilde{d}_f), \quad \omega_{bl} \in \mathcal{S}_{bl}(z_{bl}, d_f), \exists \mbox{ a measurable function } g : \mathbb{R}_{\geq 0} \to \mathbb{R}^{m_s}, ||g||_{\infty} \leq \omega_{av,i}(\tilde{d}_f)||_{\infty} \mbox{ such that }
\]
\[
\int_0^T F_{3}\,dt \leq T \rho \epsilon, \quad F_{3} = \omega_{bl}(\tilde{d}_f(t), \tilde{d}_f(t), \epsilon) - \epsilon F_{av}(x_s, d_s(t), \tilde{d}_f(t), g(t)),
\]
where $F_{3}^T(x_s, x_f, d_s, \tilde{d}_f, \epsilon) = [\epsilon F_{up,w}(\cdot), \epsilon F_{up,k}(\cdot), \text{vec}(V_i)^T, \delta_i]$. We make the following assumption on the disturbances $d_s$ and $d_f$.

**Assumption 3:** (Disturbances) (i) the set of all possible $d_s$ and $d_f$ are invariant to shift in time (ii) for each $T > 0$ and $\rho > 0$ there exists $\epsilon^* > 0$ such that for all $\epsilon \in (0, \epsilon^*]$ and for all $d_s$, $\|\epsilon(d_s(t) - d_s(0))\| \leq \rho \forall t \in [0, T]$.

The following assumption is on the boundary layer dynamics and the average dynamics.

**Assumption 4:** (Boundary Layer and Average Dynamics Stability) (i) there exist a class $\mathcal{K}_f$-function (a continuous function that is zero at zero and strictly increasing in its first argument and decreasing to zero in its second argument) $\beta_f$ such that for all $z_{bl}(0) \in \mathcal{K}_f$ and all disturbances $d_f \in \mathcal{D}_f$, the solutions of boundary layer dynamics (Definition 2) exist and satisfies $\omega_{f,o}(z_{bl}(t)) \leq \max \{\beta_f(\omega_{f,o}(z_{bl}(0)), t), ||\omega_{f,i}(\tilde{d}_f)||_{\infty}\}$ (ii) admissible average system exists (iii) there exist a class $\mathcal{K}_f$-function $\beta_s$, an uniformly continuous measuring function $\omega_{s,a,o} : \mathcal{R}_s \to \mathbb{R}_{\geq 0} \cup \{\infty\}$, and a measuring function $\omega_{s,a,i} : \mathcal{R}_{s,a} \to \mathbb{R}_{\geq 0} \cup \{\infty\}$ such that for all $\epsilon > 0$, all $x_s(0) \in \mathcal{K}_s$, all disturbances $d_s, d_f \in \mathcal{D}_f$, all $\|g\|_{\infty} \leq \omega_{s,a,i}(d_s, d_f)||_{\infty}$ the solutions of average system exist and satisfies $\omega_{s,a}(x_{av}^u(t)) \leq \max \{\beta_s(\omega_{s,a}(x_{av}^u(0)), t), ||\omega_{s,a,i}(d_s, d_f)||_{\infty}\}$.

The following assumption is on the sets $\mathcal{K}_s$ and $\mathcal{K}_f$.

**Assumption 5:** (Initial Set) (i) $x_s(0) \in \mathcal{K}_s, z(0) \in \mathcal{K}_f$, (ii) $\sup_{x \in \mathcal{K}_f} \omega_{f,o}(z) = c_{f,o} < \infty$, $\sup_{x \in \mathcal{K}_s} \omega_{s,a,o}(x_s) = c_{s,a,o} < \infty$, $\sup_{d_f \in \mathcal{D}_f} \omega_{f,i}(\tilde{d}_f) = c_{f,i} < \infty$, $\sup_{d_s \in \mathcal{D}_s} \omega_{s,a,i}(d_s) = c_{s,a,i} < \infty$ (ii) There exists $\alpha > 0$ such that a) $\{x : \omega_{s,a,o}(x_s) \leq c_{s,a,o} + \alpha\} \subseteq \mathcal{K}_s$, b) $\{\omega_{f,o}(z) \leq c_{f,i} + \alpha, \omega_{s,a,o}(x_s) \leq \max \{\beta_s(\omega_{s,a,o}(x_s(0)), 0), c_{s,a,o}\} + \alpha\} \subseteq \mathcal{K}_f$.

The following assumption is on the continuity of the functions $F_s, F_f, F_{av}$ as defined above.

**Assumption 6:** (Continuity) Given $X_s = \{x_s : \omega_{s,a,o}(x_s) \leq \max \{\beta_s(c_{s,a,o}, 0), c_{s,a,o}\}\}$, there exists $L > 0, M > 0, \eta, \eta_0 > 0$ such that (a) $X_s + \eta \mathcal{B} \subseteq \mathcal{R}_s$, (b) $\omega_{f,o}$ is uniformly continuous on $\mathcal{U}_f(\eta) := \{z : x_s \in X_s + \eta \mathcal{B}, x_f \in \mathcal{Z}_f + \eta \mathcal{B}\}$, $\mathcal{Z}_f = \{z : \omega_{f,o}(z) \leq \max \{\beta_f(c_{f,o}, 0), c_{f,i}\}\}$ (c) for each $\rho > 0$ there exists $\epsilon^* > 0$ such that for all $d_f \in \mathcal{D}_f, ||g||_{\infty} \leq \epsilon^*$. The following assumption is on the convergence of the solutions $x_s, x_f, x_{av}$. Let $\mathcal{S}_{bl}$ denote the solution space of the boundary layer dynamics (estimator with memory). The following assumption is on the convergence of the solutions $x_s, x_f, x_{av}$. Let $\mathcal{S}_{bl}$ denote the solution space of the boundary layer dynamics (estimator with memory).
\[ \|\omega_v, \hat{d}(\hat{y})\|_\infty, [x^T, x_f^T] \in \mathcal{U}_f(\eta), [y^T, y_f^T] \in \mathcal{U}_f(\eta), \|d_s - w_s\| \leq \varepsilon, \varepsilon \in (0, \varepsilon^*), \]

\[ \|F_v(x_s, x_f, d_s, \hat{d}_f, \epsilon)\| < \epsilon M, \|F_{av}(x_s, d_s, \hat{d}_f, g)\| < M, \]

\[ \max\{\|x_s - y_s\|, \|x_f - y_f\|\} \leq \epsilon^* \Rightarrow \|F_v(x_s, x_f, d_s, \hat{d}_f, \epsilon) - F_v(y_s, y_f, w_s, \hat{d}_f, \epsilon)\| \leq \epsilon^*, \]

\[ \|F_f(x_f, x_s, d_s, \hat{d}_f, \epsilon) - F_f(y_f, y_s, w_s, \hat{d}_f, \epsilon)\| \leq \|x_f - y_f\| + \rho, \]

\[ \|F_{av}(x_s, d_s, \hat{d}_f, g) - F_{av}(y_s, w_s, \hat{d}_f, g)\| \leq \|x_s - y_s\| + \rho. \]

Using these observations we get that

\[ e_{m,c} = y - y_m - \hat{W}_m^T \Delta \mu_v - \hat{W}_m^T (\bar{\sigma}_m + \Delta \mu_v) \]

\[ \leq y - y_m - \hat{W}_m^T \Delta \mu_v = y - y_m - \frac{\bar{\rho}^2}{2\sqrt{n_s}}. \]

Now, pick \( \bar{\rho}(\leq \rho) \) such that \( e_{m,c} \geq 0 \). We can pick such a \( \bar{\rho} \) by picking it to be sufficiently small. Hence, for such a \( \bar{\rho} \) and given that \( e_m > 0 \) and \( e_{m,c} \geq 0 \), we have that

\[ \|e_{m,c}\| \leq \|y - y_m - \hat{W}_m^T \Delta \mu_v\| \leq \|e_m\| - \frac{\bar{\rho}^2}{2\sqrt{n_s}}. \]

Now, by definition \( \|z - z_c\| = \bar{\rho} \). Set \( \varepsilon^* = \frac{\bar{\rho}^2}{2\sqrt{n_s}}. \) So in this case, for each \( c \in [0, c_f, m] \), if \( \omega_{f,o}(z) = \|e_m\| \leq c + \varepsilon^* \), we can pick an appropriate \( \bar{\rho} \leq \rho \) and \( z_c \) as defined above such that \( \|z - z_c\| = \bar{\rho} \leq \rho \) and \( \omega_{f,o}(z_c) = \|e_{m,c}\| \leq c \). (ii) Case \( y < y_m \). In this case, from the definition of \( \Delta \mu_v \) and \( \hat{W}_m \) it follows that

\[ \hat{W}_m^T \Delta \mu_v \leq 0, \hat{W}_m^T \Delta \mu_v = 0, \hat{W}_m^T \Delta \mu_v = -\frac{\bar{\rho}^2}{2\sqrt{n_s}}. \]

Using these observations we get that

\[ e_{m,c} = y - y_m - \hat{W}_m^T \Delta \mu_v - \hat{W}_m^T (\bar{\sigma}_m + \Delta \mu_v) \]

\[ \geq y - y_m - \hat{W}_m^T \Delta \mu_v = y - y_m + \frac{\bar{\rho}^2}{2\sqrt{n_s}}. \]

Now, pick \( \bar{\rho}(\leq \rho) \) such that \( e_{m,c} \leq 0 \). We can pick such a \( \bar{\rho} \) by picking it to be sufficiently small. Hence, for such a \( \bar{\rho} \) and given that \( e_m < 0 \) and \( e_{m,c} \leq 0 \), we have that

\[ \|e_{m,c}\| \leq \|y - y_m + \frac{\bar{\rho}^2}{2\sqrt{n_s}}\| = \|e_m + \frac{\bar{\rho}^2}{2\sqrt{n_s}}\| = \|e_m\| - \frac{\bar{\rho}^2}{2\sqrt{n_s}}. \]

Now, by definition \( \|z - z_c\| = \bar{\rho} \). Set \( \varepsilon^* = \frac{\bar{\rho}^2}{2\sqrt{n_s}}. \) So in this case, for each \( c \in [0, c_f, m] \), if \( \omega_{f,o}(z) = \|e_m\| \leq c + \varepsilon^* \), we can pick an appropriate \( \bar{\rho} \leq \rho \) and \( z_c \) as defined above such that \( \|z - z_c\| = \bar{\rho} \leq \rho \) and \( \omega_{f,o}(z_c) = \|e_{m,c}\| \leq c \). This completes the proof of statement s1.

Now, statement s1, Assumption 1, Assumption 3, Assumption 4, Assumption 3, and Assumption 6 together satisfy Assumption 2, Assumption 3, Assumption 4, Assumption 7 and Assumption 8 of [25]. Then the following statement follows from Claim 2 of Appendix A in [25]: (statement s2) \( \exists T^* > 0 \) so that for each \( T \geq T^* \) and \( \delta > 0 \), there exists \( \varepsilon^* > 0 \) such that \( x_s(t) \in \mathcal{X}_s + \delta \mathcal{B} \) (some \( \delta \geq \eta / 2 \)), \( z(0) = K_f \), \( \epsilon \in (0, \varepsilon^*) \), imply that the solution \( z(t) \) of the overall dynamics given by Eq. [7], the solution \( z_{b}(.) \) of the boundary layer dynamics (Definition 2) with \( z_{b}(0) = z(0) \) satisfy

\[ |\omega_{f,o}(z(t)) - \omega_{f,o}(z_{b}(t))| \leq \delta, \ \forall \ t \in [0, T], \]

\[ z(t) \in K_f, \ \forall \ t \in [T^*, T] \]

And from claim 5 of Appendix A in [25]: (statement s3) for each \( \delta > 0 \), \( T > 0 \), there exists \( \varepsilon^* > 0 \) such that \( \epsilon \in (0, \varepsilon^*) \), \( x_s(0) = x_s^* (0) \in \mathcal{K}_s \), \( z(0) \in K_f \) imply that \( x_s(t) \in \mathcal{X}_s + \eta \mathcal{B}, \ \forall \ t \in [0, T^* / \epsilon] \), for some \( \eta \geq \eta / 2 \).

Let \( \bar{\epsilon}^* \) be the minimum of the \( \varepsilon^* \) drawn from statement s2.
and statement s3 for \((T, \bar{\delta} = \alpha(\bar{\delta} + \delta_m))\), where \(T \geq T^*\) and \(T^*\) is drawn from statement s2. Consider an arbitrary \(\epsilon \in (0, \epsilon^*)\), such that \(\epsilon < 1\). Let \(z(.)\) be the solution of the overall dynamics given by Eq. (7) starting from \(z(0) \in K_f\), and \(z(t)\) be the corresponding solution of the boundary layer dynamics starting from \(z(0) = z(0)\). Then, combining statement s2 and s3 we get that

\[
\omega_{f,o}(z(t)) \leq \omega_{f,o}(z(0)) + \alpha(\bar{\delta} + \delta_m), \forall t \in [0, T]
\]

Since \(T \geq T^*\), \(z(T) \in K_f\). Now, repeatedly applying statement s2 and statement s3 we get that

\[
\omega_{f,o}(z(t)) \leq \omega_{f,o}(z(t)) + \alpha(\bar{\delta} + \delta_m), \forall t
\]  

(21)

Now, by the definition of the boundary layer dynamics

\[
\omega_{f,o}(z(t)) = \| W^T \sigma(t) + \delta_t - \hat{W}m(0)(\dot{\sigma}_m(0) + \alpha M^l) \|
\]

That is

\[
\omega_{f,o}(z(t)) = \| W^T \sigma(t) + \delta_t - \hat{W}m(0)(\dot{\sigma}_m(0) + \alpha M^l) \| = \| W^T \sigma(t) + \delta_t - \hat{W}m(0)(\dot{\sigma}_m(0) + \alpha \sigma(t) + \alpha \delta_\sigma) \|
\]

where \(\| \sigma \| \leq \delta_m\). Given the initial condition for the dynamics Eq. (7) and Eq. (6), using Lemma 2 we have that

\[
\omega_{f,o}(z(t)) = \| W^T \sigma(t) + \delta_t - \frac{W^T}{1 + \alpha}(\dot{\sigma}(0) + \alpha \sigma(t) + \alpha \delta_\sigma) \|
\]

That is

\[
\omega_{f,o}(z(t)) \leq \frac{\| W^T(\sigma(t) - \dot{\sigma}(0)) \| + \| \delta_t \|}{1 + \alpha} + O(\alpha(\bar{\delta} + \delta_m)) = \frac{\| e^{bl} \|}{1 + \alpha} + O(\alpha(\bar{\delta} + \delta_m)) \leq \frac{|e^{bl,\max}|}{1 + \alpha} + O(\alpha(\bar{\delta} + \delta_m))
\]

Combining this with Eq. (21) we get the final result. •

**APPENDIX B: PROOF OF THEOREM 2**

We first prove the following Lemmas.

**Lemma 3**: Let \( \hat{P} \) be the matrix solution to the continuous time algebraic Riccati equation (CARE),

\[
A^T \hat{P} + \hat{P}A - 1/K_v \hat{P} BB^T \hat{P} = -Q = -K_v I
\]

(22)

that stabilizes the pair \((A, B)\). If \( \lambda_t \) denotes the ith eigenvalue of \( \hat{P} \), then

\[
O(K_v) \geq \lambda_t \geq O(\sqrt{K_v}).
\]

(23)

The proof of this lemma follows from Theorem 1 in [26].

**Lemma 4**: The matrix \( P \) for the MRAC controller in section IV-B satisfies \( \| PB \|_F \leq O(K_v)^{3/4} \).

**Proof**: Consider the Lyapunov equation, \( A^T P + PA = -Q \), where \( A_{ref} = A - 1/K_v BB^T P \) and \( P \) is the matrix solution defined in Lemma 3. Substituting for \( A_{ref} \) we get that

\[
1/K_v \hat{P} BB^T \hat{P} + 1/K_v \hat{P} BB^T \hat{P} - (A^T P + PA) = Q.
\]

(24)

Because \( A_{ref} \) is Hurwitz, the above equation has a unique matrix solution that is positive-definite and symmetric. Multipling on the left by \( \hat{P}^{-1} \), we get that

\[
BB^T P + \hat{P}^{-1} PBB^T \hat{P} - K_v \hat{P}^{-1}(A^T P + PA) = K_v \hat{P}^{-1} Q.
\]

Taking trace on both sides, we get that

\[
\frac{2}{K_v} \text{Tr}(BB^T P) = \left( \text{Tr}(\hat{P}^{-1} Q) + \text{Tr}(\hat{P}^{-1}(A^T P + PA)) \right).
\]

From Theorem 3 in [27], it trivially follows that \( s_1 \leq O(K_v) \), where \( s_1 \) is the maximum eigenvalue of \( P \). Using this observation and Lemma 3 we get that

\[
\frac{2}{K_v} \text{Tr}(BB^T P) \leq O(\sqrt{K_v}).
\]

(25)

That is,

\[
\frac{2}{K_v} \text{Tr}(BB^T P) \leq O(\sqrt{K_v}).
\]

(26)

That is,

\[
\frac{2}{K_v} \| P^2 B \|_F^2 \leq O(\sqrt{K_v}) \text{ Or } \| P^2 B \|_F \leq O(K_v)^{1/4}.
\]

(27)

That is,

\[
\| PB \|_F \leq \| P^{1/2} \|_F \| P^{1/2} B \|_F \leq O(K_v)^{3/4}.
\]

We now prove Theorem 2 Proof:

The functions on the right hand side of the equations of the closed loop system (Eq. (8), Eq. (11), Eq. (1), Eq. (12)) are all continuous with respect to the variables \( x, \hat{W}, \hat{V}, \mu \). Second, for each \( \{ x, \hat{W}, \hat{V}, \mu \} \), the functions on the right-hand side of the closed loop system (Eq. (8), Eq. (11), Eq. (12)) are all measurable w.r.t \( t \) because (i) they are piece-wise constant functions for a given \( \{ x, \hat{W}, \hat{V}, \mu \} \) with discontinuities at finite no. of points and (ii) such functions are Lebesgue measurable. Third, for each \( \{ x, \hat{W}, \hat{V}, \mu \} \), and a finite radius ball around this point the functions on the right hand side are bounded. Then using Proposition S1 of [28] it follows that the Caratheodory solution of the closed loop system exist. We introduce a function \( L_{ref} \) by, where \( L_{ref} := \frac{1}{2}e^T Pe \). Consider the following positive definite function:

\[
L = L_{ref} + \frac{1}{2\gamma_{uv}} \text{Tr}(\hat{W} \hat{W}^T) + \frac{1}{2\gamma_{uv}} \text{Tr}(\hat{V} \hat{V}^T).
\]

(28)

Let \( Q = K_v I \), where \( K_v > 0 \) and \( I \) is the identity matrix and \( Q \) is the same matrix used to derive the LQR controller gain. Let \( P \) be the positive definite matrix solution to the Lyapunov equation,

\[
A^T P + PA = -Q \]

(29)

For the MRAC controller, the LQR control gain \( K_{lqr} \) in \( u_{bl} = -K_{lqr} x \) is such that \( A - BK_{lqr} = A_{ref} \). Hence, for the Caratheodory solution, between the abrupt changes

\[
\dot{\hat{e}} = \hat{\dot{x}} - \hat{x}_{ref} + B(v + \hat{f})
\]
Therefore, between the abrupt changes
\[
\dot{L}_e = \frac{1}{2} e^T P e + \frac{1}{2} e^T \dot{p} e
\]
\[
= \frac{1}{2} (e^T A_{\text{ref}} P e + e^T P A_{\text{ref}} e)
\]
\[
+ \frac{1}{2} \left( (v + \dot{f})^T B^T P e + e^T P B (v + \dot{f}) \right)
\]
(30)

Therefore, between the abrupt changes, the time derivative of \(L\) for the Carathéodory solution is given by
\[
\dot{L} = \dot{L}_e + \frac{1}{2\gamma_w} \text{Tr}\{\dot{W}^T \dot{W} \hat{\nu}\} + \frac{1}{2\gamma_w} \text{Tr}\{\dot{W}^T \hat{\nu} \hat{\nu}\}
\]
\[
+ \frac{1}{\gamma_v} \text{Tr}\{\dot{W}^T \hat{\nu}\} + \frac{1}{\gamma_v} \text{Tr}\{\hat{\nu} \dot{W}^T \hat{\nu}\}
\]
(31)

Using the trace identity \(\text{Tr}\{AB\} = \text{Tr}\{BA\}\), we can simplify the above expression as
\[
\dot{L} = \dot{L}_e + \frac{1}{\gamma_w} \text{Tr}\{\dot{W}^T \dot{W}\hat{\nu}\} + \frac{1}{\gamma_v} \text{Tr}\{\hat{\nu} \dot{W}^T \hat{\nu}\}
\]
(32)

Substituting for \(\dot{L}_e\) from above, we get that
\[
\dot{L} = -e^T Q e + e^T P (v + \dot{f}) + \frac{1}{\gamma_w} \text{Tr}\{\dot{W}^T \dot{W}\hat{\nu}\} + \frac{1}{\gamma_v} \text{Tr}\{\hat{\nu} \dot{W}^T \hat{\nu}\}
\]
(33)

Define \(Q_d\) to be the bound on the norm of the state trajectory of the reference model or the desired trajectory and its derivatives up to second order for each of the controllers respectively. Denote the compact set within which the NN approximation holds by \(U_f\). Let this set be given by \(U_f = \{\tilde{x} : \|\tilde{x}\|_2 \leq \tilde{r}_f\}\).

We can show trivially that there exists constants \(d_1\) and \(d_2\) such that
\[
\tilde{x} \leq d_1 Q_d + d_2 \|e\|_2.
\]
(34)

We introduce the following definitions: 
\[
\tilde{r}_f := \frac{\tilde{r}_e - d_1 Q_d}{d_2}, \quad U_f := \{e : \|e\|_2 \leq \tilde{r}_f\},
\]
\[
\tilde{f} := \tilde{f} - f.
\]
It follows that, when \(\|e\|_2 \leq \tilde{r}_f, \|\tilde{x}\|_2 \leq \tilde{r}_f\), implying that the NN approximation holds when \(e \in U_f\). By the universal approximation theorem for NNS, there exist \(W \in \mathbb{R}^N\) and \(V \in \mathbb{R}^{N \times n}\) such that
\[
f(\tilde{x}) = W^T \sigma(V^T x_e) + e \quad \forall \tilde{x} \in U_f.
\]
Hence,
\[
\tilde{f} = W^T \sigma(V^T x_e) - W^T \sigma(V^T x_e) - W^T M_r + e \quad \forall \tilde{x} \in U_f.
\]
Adding and subtracting \(W^T \sigma(V^T x_e)\) to \(\tilde{f}\), we get that
\[
\tilde{f} = W^T \sigma(V^T x_e) - W^T \sigma(V^T x_e) + W^T (\sigma(V^T x_e) - \sigma(V^T x_e)) - W^T M_r + e.
\]
(35)

Combining the first two terms we get that
\[
\tilde{f} = W^T \sigma(V^T x_e) + W^T (\sigma(V^T x_e) - \sigma(V^T x_e)) - W^T M_r + e.
\]
Using Taylor’s series expansion for the second term we get that
\[
\tilde{f} = W^T \sigma(V^T x_e) + W^T \sigma(V^T x_e) - W^T T(x_e)^2 - W^T M_r + e.
\]
Adding and subtracting \(W^T \sigma(V^T x_e)\), and rearranging terms, we get that
\[
\tilde{f} = W^T \left(\tilde{f} - \frac{1}{2} e^T P e + \frac{1}{2} e^T \dot{p} e \right) + W^T \dot{\sigma} \sigma(V^T x_e) - W^T M_r + w_1,
\]
where \(w_1 = W^T \dot{\sigma} \sigma(V^T x_e) - W^T T(x_e)^2 + e\). Define, \(q_{\mu} := e^T P (x) B\). Then substituting for \(\tilde{f}\) in the above expression we get that
\[
\dot{L} = -e^T Q e + q_{\mu} (v + w_1 - W^T M_r)
\]
\[
+ \frac{1}{\gamma_w} \text{Tr}\{\tilde{W}^T \tilde{W}\} + \frac{1}{\gamma_v} \text{Tr}\{\tilde{W}^T \tilde{W}\}
\]
\[
+ q_{\mu} W^T \dot{\sigma} \sigma(V^T x_e).
\]
(36)

Using the identity \(\text{Tr}\{AB\} = \text{Tr}\{BA\}\), we get that
\[
\dot{L} = -e^T Q e + q_{\mu} (v + w_1 - W^T M_r)
\]
\[
+ \frac{1}{\gamma_w} \text{Tr}\{\tilde{W}^T \tilde{W}\} + \frac{1}{\gamma_v} \text{Tr}\{W^T \tilde{W}\}
\]
\[
+ q_{\mu} W^T \dot{\sigma} \sigma(V^T x_e).
\]
(37)

It follows from the NN update laws [11] that the last two terms vanish and two new terms given by \(\kappa \|e\|_2 \text{Tr}\{W^T (W - \hat{W})\}\) and \(\kappa \|e\|_2 \text{Tr}\{\hat{W}^T (V - \hat{V})\}\) gets added. Hence, the expression simplifies as
\[
\dot{L} = -e^T Q e + q_{\mu} (v + w_1 - W^T M_r)
\]
\[
+ \kappa \|e\|_2 \text{Tr}\{W^T (W - \hat{W})\} + \kappa \|e\|_2 \text{Tr}\{\hat{V}^T (V - \hat{V})\}.
\]

Substituting for \(v\) from Eq. (13) we get that
\[
\dot{L} = -e^T Q e + q_{\mu} (v + w_1 - W^T M_r)
\]
\[
- \|q_{\mu}\|_2 \|\|\tilde{W}\|_F + \|\hat{V}\|_F + Z_m\|e\|_2
\]
\[
+ \kappa \|e\|_2 \text{Tr}\{W^T (W - \hat{W})\} + \kappa \|e\|_2 \text{Tr}\{\hat{V}^T (V - \hat{V})\}.
\]

Using the fact that \(e^T Q e = K e e^T e\) we get
\[
\dot{L} \leq -K e e^T e + q_{\mu} (v + w_1 - W^T M_r)
\]
\[
- \|q_{\mu}\|_2 (\|\tilde{W}\|_F + \|\hat{V}\|_F + Z_m) \|e\|_2
\]
\[
+ \kappa \|e\|_2 \text{Tr}\{W^T (W - \hat{W})\} + \kappa \|e\|_2 \text{Tr}\{\hat{V}^T (V - \hat{V})\}.
\]

From Lemma [1] we get that
\[
\|w_1\|_2 \leq b_1 + b_2 \|\tilde{Z}\|_F + c_2 Z_m \|e\|_2 + c_3 \|\tilde{Z}\|_F \|e\|_2.
\]
(38)

Using the above inequality and rearranging terms we get that
\[
\dot{L} \leq -K e e^T e + q_{\mu} (v + w_1 - W^T M_r)
\]
\[
- \|q_{\mu}\|_2 (b_1 + b_2 \|\tilde{Z}\|_F + c_3 \|\tilde{Z}\|_F) \|e\|_2
\]
\[
+ \kappa \|e\|_2 \text{Tr}\{\tilde{Z}^T (Z - \tilde{Z})\}.
\]
(39)

Since \(k_z \geq \max\{c_2, c_3\}\),
\[
\dot{L} \leq -K e e^T e + q_{\mu} \left(b_1 + b_2 \|\tilde{Z}\|_F - q_{\mu} W^T M_r + \kappa \|e\|_2 \text{Tr}\{\tilde{Z}^T (Z - \tilde{Z})\}.
\]
(40)

For now, let's assume that \(\|e\|_F \leq \mu\). Then the above expression can be simplified as
\[
\dot{L} \leq -K e e^T e + q_{\mu} \left(b_1 + b_2 \|\tilde{Z}\|_F
\]
\[
+ \kappa \|e\|_2 \text{Tr}\{\tilde{Z}^T (Z - \tilde{Z})\}.
\]
(41)
where both \( \bar{b}_3 \) and \( \bar{b}_2 \) are constants that depend on \( \overline{\eta} \). It follows that there exist constants \( \bar{b}_3 \leq O(K_v)^{3/4} \) and \( \bar{b}_4 \leq O(K_v)^{3/4} \) such that

\[
\dot{L} \leq -\|e\|_2 \left( K_v \|e\|_2 - \bar{b}_3 - \bar{b}_4 \|Z\|_F \right) \\
- \|e\|_2 \left( \kappa \|Z\|_F \left( \|Z\|_F - Z_m \right) \right) ,
\]

(42)

We introduce \( \bar{b}_5 \), where \( \bar{b}_5 := \frac{\kappa Z_m + \bar{b}_4}{2\kappa} \). Completing squares, we get the following:

\[
\dot{L} \leq -\|e\|_2 \left( K_v \|e\|_2 - \bar{b}_3 + \kappa(\|Z\|_F - \bar{b}_5)^2 - \frac{\kappa}{2} \bar{b}_5^2 \right) .
\]

(43)

Hence, \( \dot{L} < 0 \) when either

\[
\|e\|_2 > \frac{\bar{b}_3 + \kappa \bar{b}_5^2}{K_v} = r_e, \text{Or } \|Z\|_F > \bar{b}_5 + \sqrt{\frac{\bar{b}_5^2 + \bar{b}_3}{\kappa}} = r_z/2.
\]

(44)

Therefore, for the Caratheodory solution, \( \dot{L} \) is strictly negative \((< 0, \text{except at instants of abrupt jumps which are of measure zero})\) outside a compact set defined by the radii \( r_e \) and \( r_z \). Hence, it follows that the signals \( e \) and \( Z \) of the Caratheodory solution are uniformly bounded. To ensure that the NN approximation is valid within the compact set defined by the radii \( r_e \) and \( r_z \), it should be a strict subset of \( U_f \). Since \( \kappa = K_v^{3/4} \), \( \bar{b}_5^2 = O(\kappa + \bar{b}_4 + \bar{b}_5^2/\kappa) = O(K_v)^{3/4} \). Consequently, the numerator \( \bar{b}_3 + \kappa \bar{b}_5^2 \) in (44) is \( O(K_v)^{3/4} \).

Hence, we can choose the gain \( K_v \) to be large enough that the compact set defined by \( U_e = \{ e \|e\|_2 \leq r_e \} \) is a strict subset of the compact set \( U_f \). To ensure that the transients of the Caratheodory solution don’t overshoot the set \( U_f \) the gain \( K_v \) is set large enough that \( r_e^2 + r_z^2/\gamma_v + Z_m^2/\gamma_v^{0.5} = \sqrt{r_e^2} < r_f^2 \), where \( r_f \) is the radius of the largest sphere that the compact set \( U_f \) is a superset of, and the last term on the left accounts for abrupt changes given by \( \|\Delta Z\|_F \leq Z_m \). This will ensure that \( e \) of the Caratheodory solution stays within \( r_f \) all the time when the signals \( e \) and \( Z \) start from within the radii \( r_e \) and \( r_z/2 \) respectively. Earlier, we assumed that \( \|\mu\|_F \) is bounded. From the memory update equations \[8\] it follows trivially that \( \mu \) of the Caratheodory solution is bounded when \( Z \) and \( e \) are bounded. Denote this bound by \( \bar{\mu} \) when \( \|e\|_2 \leq \bar{r} \) and \( \|Z\|_F \leq \sqrt{\gamma_v} \bar{r} \). We can set \( \overline{\eta} > \bar{\mu} \) to ensure consistency of the bound used in the derivation above. This completes the proof. □
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