Can deep neural networks learn process model structure?
An assessment framework and analysis
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Abstract. Predictive process monitoring concerns itself with the prediction of ongoing cases in (business) processes. Prediction tasks typically focus on remaining time, outcome, next event or full case suffix prediction. Various methods using machine and deep learning have been proposed for these tasks in recent years. Especially recurrent neural networks (RNNs) such as long short-term memory nets (LSTMs) have gained in popularity. However, no research focuses on whether such neural network-based models can truly learn the structure of underlying process models. For instance, can such neural networks effectively learn parallel behaviour or loops? Therefore, in this work, we propose an evaluation scheme complemented with new fitness, precision, and generalisation metrics, specifically tailored towards measuring the capacity of deep learning models to learn process model structure. We apply this framework to several process models with simple control-flow behaviour, on the task of next-event prediction. Our results show that, even for such simplistic models, careful tuning of overfitting countermeasures is required to allow these models to learn process model structure.
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1 Introduction

In the field of process mining, a clear trend can be discerned in terms of a shift from post factum analysis to predictive and even prescriptive modelling. This is for instance clearly reflected in the surge in papers presenting deep learning-based modelling techniques to address analysis tasks including remaining time, outcome, and next event prediction. One potentially problematic issue regarding the application of such deep learning models is the fact that, to the best of our knowledge, no research has focused on investigating whether popular modelling architectures such as LSTM neural networks, can actually “learn” process behaviour from a possibly incomplete set of example traces in an event log.
Accordingly, the main contribution of this work is to propose a framework to assess the capability of deep learning-based next event prediction techniques to truly learn process model structure. The framework consists of a variant-based resampling procedure combined with novel metrics to assess fitness, precision and generalisation of the learned neural network models. In our experimental evaluation, we rely on six relatively (and purposefully) trivial process models that reflect essential control-flow constructs in business processes. By doing so, we can investigate the relation between types of control-flow behaviour (e.g. AND, XOR, and OR split/join, loops, long distance dependencies etc.) and the capacity of deep learning models to truly learn these structural patterns. Our findings indicate that even for such trivial models, and in particular for models with parallel behaviour, rigorous application of overfitting countermeasures is required to have any chance of steering the neural network model towards the goal of truly learning process model structure, more so when compared with other domains in which such networks have been applied. These findings have important consequences, given that real-life models and event logs are usually orders of magnitude more complex than the models used here. As such, we believe that this paper opens up an important agenda for further investigation.

Our paper is organised as follows. First, Section 2 discusses some relevant related work. Next, our proposed framework is explained in Section 3. In Section 4, the carefully selected artificial process models are proposed, before discussing the hyperparameter grid search and presenting the experimental results. What follows is a brief discussion of the results and their implication (Section 5). The paper is concluded in Section 6, which also provides an outlook towards future research. The synthetic data, results and trained models used and presented in this paper are available online.

2 Related work

In recent years, within the field of Predictive Process Monitoring (PPM), a lot of attention has been attracted by deep learning-based solutions, most frequently Recurrent Neural Networks (RNN) [3,4,6,9,15,16]. Given the scope of this paper, we limit this section to a selection of PPM works addressing the next event prediction problem, i.e. given a prefix of activities, produce a probability vector corresponding with the likelihood of each respective activity occurring as the next one. In their pioneering work, Tax et al. [15] propose to use a Long Short-Term Memory network (LSTM) to predict next events and corresponding timestamps, thereby relying on one-hot encoding of the activity labels as input for the LSTM, together with their timestamps. Moreover, Evermann et al. [6] also propose the use of LSTM networks, specifically to predict full case suffixes rather than the next event only. However, they reduce the input dimension of the event labels by using vector embeddings, and include attributes such

---
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as resources. Camargo et al. [4] use separately trained embeddings of categorical variables and timestamps in order to predict both next events as well as future timestamps. Moreover, Lin et al. [9] use an LSTM encoder-decoder and a modulator structure to predict next events and suffixes, using both control-flow information as well as other event attributes. Recently Taymouri et al. [16] proposed a Generative Adversarial Networks approach to the problem of next event, suffix and timestamp prediction showing promising results. In Bukhsh [3] a transformer network approach is proposed to the problem of next event prediction. Transformer networks have recently been used to beat several benchmarks in other fields like Natural Language Processing [18].

Despite the drastic increase in research attention, no studies have investigated whether RNN-based architectures can actually learn process model structure. As such, it is unclear whether the generalisation that is expected from plain process discovery techniques is realised by neural network models. It has been shown that RNNs are universal approximators [12]. And while Siegelmann and Sontag [13] showed in 1995 already that RNNs are Turing complete, i.e. for any given computable function there exists a finite RNN to compute it, there is still much work on understanding what makes functions difficult to learn, let alone under the constraint of data incompleteness as is the case with business process data sets [11]. That is, whilst it might be clear that RNNs are capable to fit the given training data in the form of process cases, the central question we investigate here is whether such models can be constructed so that they are also able to generalise towards making good predictions for new unseen control-flow behaviour, which is highly likely to occur once a process starts to exhibit even a limited amount of complexity. In other words: do these models memorise the training data or truly learn the process structure?

3 A framework for assessing the generalisation capacity of RNNs

With the goal of this paper in mind, we set out on developing a framework that is capable to assess to what extent RNN-based architectures are capable to learn process model structure. For an introduction on how RNNs work and how they can be used in predictive process monitoring, the interested reader is referred to [6]. This framework relies on a specific resampling procedure combined with a set of new metrics to quantify recall, precision and generalisation. Recall that we restrict ourselves to next event prediction models, however, an extension to suffix prediction is trivial. Moreover, given that many remaining time or outcome prediction models also rely on incorporating control-flow information, it can be expected that these models too would benefit from proper generalisation, if at all possible.

3.1 The resampling procedure

A schematic overview of the assessment framework is shown in Figure[1]. We start from a (simple) process model and play-out the model to obtain a corresponding
event log. We assume that we work in a setting where the number of variants (i.e. distinct traces in terms of the events and their order), is bounded. Therefore, in case of loops, we assume a maximum number of times a certain marking can be visited. Once the event log is obtained, we determine all of its unique control-flow variants. Next, a resampling procedure at the level of variants is performed to construct training and test sets. For instance, one can decide to simply retain all cases pertaining to one single variant in the test log, resulting in a “leave-one-variant-out cross-validation” (LOVOCV).

Thus, starting from the complete event log, which is referred to as the \textit{Train+Test log} (Tr+Te), we single out all cases pertaining to one or more variants to form the \textit{Test log} (Te). The remaining variants form the \textit{Training log} (Tr), which is split into all possible prefixes to train the model. From this set of prefixes, a \textit{Validation log} (Val) is created, mainly to allow the training procedure of the LSTMs to use early stopping. For now, we simply perform a random selection of 20\% of the \textit{Training log}’s prefixes. The \textit{Training} and \textit{Validation log}’s prefixes are then used to train a model for next event prediction using the observed next events of every prefix as the target. Accordingly, the model is trained to predict for every prefix what the subsequent event’s activity label will be. As such, the model outputs a probability for each of the different activities in the activity vocabulary. Once trained, we use the RNN model to simulate a \textit{Simulated log} (Sim) as follows. We start by presenting the RNN with a prefix only containing the beginning of sequence token (BOS). As output, the model returns a probability for each of the possible activity labels to be the next event. Using these probabilities, we sample a possible next event, to be appended to the existing prefix. Subsequently the prefix is used to sample a next event in the same way. We do this until we reach the end of sequence token (EOS) or a certain predetermined maximum size is reached. LSTMs have been used as generative models similarly in [4]. The idea is that, by simulating an event log from the RNN, we should ideally obtain an event log that is behaviourally highly similar to the event log that we started from. That is, we expect that, even when leaving out one single variant, the RNN should be able to (1) generalise this variant from the observed variants in the Training log, (2) avoid creating variants that were not observed in the original event log (Train+Test), and (3) contain all the variants present in the Training log.
3.2 Metrics

Accordingly, we define novel recall, precision and generalisation metrics that can quantify these three criteria. Based on the Training (including Validation), Test and Simulated logs, we define the following metrics:

\[
\text{Fitness} = \sum_{v \in \text{Var}(\text{Tr})} \frac{\text{Min}(\text{Occ}(v, \text{Sim}), \text{Occ}(v, \text{Tr}))}{|\text{Tr}|} \tag{1}
\]

\[
\text{Precision} = \sum_{v \in \text{Var}(\text{Sim})} \frac{\text{Min}(\text{Occ}(v, \text{Sim}), \text{Occ}(v, \text{Tr}+\text{Te}))}{|\text{Sim}|} \tag{2}
\]

\[
\text{Generalisation} = \sum_{v \in \text{Var}(\text{Te})} \frac{\text{Min}(\text{Occ}(v, \text{Sim}), \text{Occ}(v, \text{Te}))}{|\text{Te}|} \tag{3}
\]

with $|L|$ denoting the number of traces in an event log $L$, $\text{Var}(L)$ denoting the set of variants of an event log $L$ and $\text{Occ}(v,L)$ a function denoting the frequency or multiplicity of a variant $v$ in an event log $L$.

Each of these metrics outputs a value between 0 and 1. Beware that these metrics make use of nominal counts, so they only make sense when the original Train+Test log and the Simulated log contain the same amount of traces. If not, the metrics will have to be corrected. First of all, the fitness metric measures to what extent all of the variants present in the Training log are also present in the Simulated log. This is because we want the RNN to learn and replicate all of the behaviour found in the Training log. Moreover, we expect that the frequency of each variant in the Simulated log is, more or less, equal to the frequency of observation of that variant in the Training log. Therefore, the fitness measure will punish if a certain variant is under-represented in the Simulated log. Secondly, the precision metric measures whether the RNN allows for too much behaviour, i.e. traces that have not been seen in Train+Test log. Moreover if certain correct variants are over-represented in the Simulated log the precision will also decrease. Finally, the generalisation metric quantifies to which extent the RNN is able to generalise, i.e. whether it is able to learn and reproduce correct but unseen behaviour. Therefore, the metric measures whether the frequency of occurrence of the unseen variant(s) in the Test log is actually reproduced to the same level in the Simulated log.

4 Experimental evaluation

With the introduction of our assessment framework, consisting of a variant-level resampling procedure combined with these three metrics, we can now devise an experimental setup to evaluate the generalisation capacity of RNNs. While it is theoretically possible to perform such a assessment using complex artificial and even real-life logs and models, we opt to focus on simple models, as these provide a sine qua non condition in terms of investigating whether such models can deal with the aforementioned control-flow patterns at all.
4.1 Process models

Hence, we generated artificial process models that represent main modelling constructs. In order to obtain the full event log (i.e. the \textit{Train+Test log}), we use the play-out functionality of the Python Process Mining library PM4PY [2]. The models are depicted as Petri nets in Figure 2. Model 1 is a simple linear model with a parallel gateway consisting of five parallel branches containing each one single activity. This process has 120 (equally likely) control-flow variants. In Model 2, a process model with 128 (equally likely) control-flow variants is created by sequencing seven exclusive OR (XOR) splits. Similarly, Model 3 consists out of eight XOR splits, but with a long-term dependency added in. Model 4 consists of three inclusive OR (IOR) splits, where at least one, but possibly both of the two activities have to occur. This leads to in total 64 control-flow variants. Model 5 shows a process which has two parallel paths, consisting of five activities each, leading to 126 control-flow variants with varying likelihood. Finally, Model 6 shows a process with three different possible loops (containing two activities each). The amount of possible control-flow variants is technically unlimited, so that we restrict each marking to be visited a maximum of three times, we keep 27 different variants.

4.2 Hyperparameter search

The generalisation capacity of RNNs strongly depends on tuning its hyperparameters. This is an essential part of the training procedure. An overview of the investigated hyperparameters can be found in Table 1. A maximum prefix
length of size 10 was used (with longer prefixes left-truncated), unless explicitly mentioned otherwise. The model’s weights are optimised using the Adam \[8\] optimiser with a mini-batch size of 128 prefixes, using a starting learning rate of 0.005. The learning rate is decreased when the accuracy on the validation set has not decreased for over 10 epochs and the training is stopped (early stopping) when the accuracy has not increased for over 30 epochs (or when a maximum of 600 epochs is reached). The loss function used is categorical crossentropy. For clarity, the RNN is trained optimising accuracy in a “classical” sense, i.e. whether the activity predicted by the model to be the most probable activity is actually correct. As mentioned earlier, the usage of an embedding layer is the first binary hyperparameter. Where applicable, the dimension of the embedding was set to \(\lceil \sqrt{\text{Act. Voc. Size}} \rceil\), as was done in \[4\] (note that the embeddings were pretrained independently from the RNN in that work, though we used this value as a starting point in this investigation). The number of stacked LSTM layers is varied between one and two, with the layers’ hidden dimension size set to 16, 32 or 64 units. Furthermore, we experiment with different values for overfitting countermeasures like regularisation and dropout. We try five different values for \(L1\) (Lasso) and \(L2\) (Ridge) regularisation \[20\], which adds a small penalty to the model based on the absolute or squared value of the weights respectively. In order to limit the scope of our grid we change \(L1\) and \(L2\) together. Lastly we also added the dropout hyperparameter \[14\], in which, per epoch, a fraction of the nodes is selected to be ignored during training, reducing the likelihood of overfitting to the training data. In this paper we experiment with multiple dropout values (including no dropout). There are multiple ways to introduce dropout when using RNNs related to the internal structure of such units; in this work we chose to add dropout to the output of the LSTM layer (note that dropout on the inputs would lead to removing certain steps of a prefix which is undesirable in our setting). We omitted the use of batch normalisation due to its limited effectiveness when applied to RNNs \[5\]. In future work, however, we could explore the effectiveness of Recurrent Batch Normalisation \[5\] and Layer Normalisation \[1\]. The neural network implementation was created using the Python library Keras\[4\].

| Hyperparameter          | Values                                      |
|-------------------------|---------------------------------------------|
| Embedding Layer         | Yes, No                                     |
| Number of LSTM Layers   | 1, 2                                        |
| LSTM Layer Size         | 16, 32, 64                                  |
| \(L1\) and \(L2\)      | 0.0, 0.00001, 0.0001, 0.001, 0.01            |
| Dropout                 | 0.0, 0.2, 0.4                               |

Table 1: The hyperparameter values used in the grid search.

This led to 180 different hyperparameter configurations to iterate over. Based on some preliminary exploration, it was noticed that an RNN, without explicit
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overfitting countermeasures like regularisation and dropout, struggled to gener-
alise for the process in Model 1. In order to contain computational time, and
because the goal is to obtain a RNN that is able to generalise different types of
behaviour at the same time, we opted to only perform one grid search on the
event log obtained from this process model. The best hyperparameter settings
for Model 1 were subsequently used and applied to all other models. For obtain-
ing optimal hyperparameters using Model 1, we conducted a tailored leave-one-
variant-out cross-validation (LOVOCV) procedure as introduced above. More
specifically, we generated a Train+Test log consisting of 12,000 traces for each
model. In each LOVOCV iteration, we singled out all cases pertaining to one
single variant into the Test log. For every hyperparameter combination, we per-
formed the tailored LOVOCV eight times, each time with a different variant in
the test set. In each iteration, we obtained a Simulated log of equal size of the
original Train+Test log. Based on these eight LOVOCV iterations, we calculated
the three different metrics defined above, and, for each setting, took the average
over the eight iterations. Note that we use the Test log for this hyperparameter
tuning, rather than the (cross) validation log as is usual. Since we are not trying
to compare the predictive quality of different approaches as such, this is justi-
fied. We choose to continue working with the setting showing the highest average
score over all three metrics, i.e., no embedding layer, one LSTM layer of hidden
size 32, an $L1$ and $L2$ of 0.001 and a dropout of 0.4. Because this model was only
trained on the data of one simple process model, and the differences between
certain settings were slim, we however do not want to claim this setting is ideal
for each predictive process monitoring problem. However in the context of this
investigation rather than optimisation experiment, we continue with this setting
in the rest of the paper. Not shown here, but apparent from the hyperparameter
search was: (i) for all three metrics a regularisation value of 0.01 resulted in low
scores, (ii) no or limited application of overfitting countermeasures leads to high
fitness and precision (as expected) but weak generalisation scores. We like to
stress that it is therefore of the utmost importance to tune the hyperparameters
correctly when training RNNs.

4.3 Results

Subsequently, we then repeat the experiment using the settled hyperparameter
configuration for all models. For each of these, we applied a LOVOCV setup
again, working with Test logs containing a single variant. As for some models
the frequency of the variants is not evenly distributed and to obtain more robust
results, we now conducted an exhaustive LOVOCV, i.e. the procedure is repeated
as many times as the number of variants in the event log, so that every variant
is used once to form the Test log. In the case of Model 6 (loops), we restricted
the analysis to variants for which the loop is taken a maximum of three times
(27 variants). This was however not restricted neither in the play-out itself, nor
in the simulation with the trained LSTM, leading to more different variants in
these logs. In the experiment for Model 3 (including the long-term dependency)
the prefix length of the input of the RNN was set to the maximum trace length
minus one instead of the default of 10 because it needed to be long enough in order to have a chance of dealing with the long-term dependency. The average values over all variants for each of the three metrics can be found on the left side of Table 2. The error intervals are calculated by taking the standard deviation over all the metric values. Various interesting observations can be made from the results. First, it can be noticed that models with parallel behaviour (Model 1, 4 and 5) are problematic for the LSTMs. One can observe some level of generalisation, but given the extremely lenient LOVOCV-setup, it is remarkable that the generalisation scores go well below 0.80. On the other hand, the LSTMs show to be much more robust when dealing with XOR-splits (Model 2 and 3) and loops (Model 6). Also the long-term dependency in Model 3 seems to be handled well by the LSTM models. The standard deviations are significantly higher for the generalisation scores as this metric seems to be more prone to fluctuations. This is most likely due to the changing Test log, though should be further investigated.

Up until this point we have used the most trivial setting, i.e. the leave-one-variant-out Test log. However, one might expect that LSTMs should be able to cope with larger fractions of unseen behaviour. Therefore, this final evaluation part addresses the use of larger test sets, in particular, leaving out 20% of the control-flow variants from the Training log. We repeated this three times, with each time 20% randomly selected variants. The average of the metric values for each of these experiments can be found on the right side of Table 2. The error intervals are calculated by taking the standard deviation over the metric values for the three different experiments. When comparing this with the results from the LOVOCV experiment we can see that for some models, precision seems the decrease a bit. This might suggest that because the model has less behaviour to learn the correct process model structure from, it fares worse, allowing for some extra incorrect behaviour. Fitness seems not to be affected. Generalisation also results in lower values when having a more diverse Test log. This is especially apparent in the process models which already yielded low generalisation scores above, like Model 4 and 5. Again the standard deviation is higher when calculating the generalisation, because it is highly dependent on which variants exactly were in the Test log, and of the apparently more fluctuation-prone behaviour of this metric.

5 Discussion

From the hyperparameter tuning, it appears that overfitting countermeasures like regularisation and dropout are important parameters for constructing predictive RNNs. However, precise tuning is crucial, and we therefore urge other researchers to perform a good hyperparameter experiment when training RNNs on predictive process monitoring tasks. This may require the inclusion of re-sampling methods as introduced here, as opposed to only holding out randomly selected prefixes. Please observe that the “best” hyperparameters were selected on the test observations for Model 1. It can be expected that standard tuning
Table 2: The results on the different process models, averaged over all leave-one-variant-out experiments with every different control flow variant. And the results on the different process models when taking a Test log consisting of 20\% of the control flow variants. Average over three different randomly selected Test logs.

| Model | LOVOCV | Leave 20\% out |
|-------|--------|----------------|
|       | Prec.  | Fit. | Gen. | Prec. | Fit. | Gen. |
| Model 1 | 0.94 ± 0.00 | 0.94 ± 0.00 | 0.79 ± 0.12 | 0.89 ± 0.01 | 0.93 ± 0.00 | 0.72 ± 0.04 |
| Model 2 | 0.94 ± 0.00 | 0.94 ± 0.00 | 0.92 ± 0.09 | 0.92 ± 0.01 | 0.93 ± 0.01 | 0.89 ± 0.04 |
| Model 3 | 0.94 ± 0.00 | 0.94 ± 0.00 | 0.91 ± 0.10 | 0.92 ± 0.02 | 0.93 ± 0.01 | 0.85 ± 0.05 |
| Model 4 | 0.95 ± 0.01 | 0.95 ± 0.00 | 0.75 ± 0.13 | 0.87 ± 0.03 | 0.94 ± 0.01 | 0.61 ± 0.14 |
| Model 5 | 0.92 ± 0.01 | 0.92 ± 0.01 | 0.68 ± 0.21 | 0.84 ± 0.01 | 0.94 ± 0.01 | 0.47 ± 0.05 |
| Model 6 | 0.93 ± 0.01 | 0.93 ± 0.01 | 0.92 ± 0.11 | 0.92 ± 0.01 | 0.93 ± 0.00 | 0.83 ± 0.12 |

on a random validation set and thereby only optimising accuracy of next events (and not the metrics presented here), is unlikely to result in the same outcome.

LSTMs seem to be less suited for generalising process models with parallel behaviour. When the degree of incompleteness is increased, i.e. the amount of variants not seen by the RNN during training is expanded, LSTMs seem to struggle more. The generalisation, as well as the precision, decreased when increasing the amount of variants in the test set, when compared with the LOVOCV experiments.

It could be interesting to investigate to what extent the generalisation and overfitting problems could affect predictions of real-life processes, considerably more complex than the artificially created data discussed in this work. Extra overfitting measures may need to be included as well in the future. One option could be found in using a similar resampling method as used here in order to construct the Test log, or a hybrid approach, to create the Validation log. Another course of action would be to alter the loss function used to train the RNN. Important to check further is whether low generalisation scores of merely memorising and overfitting models also lead to less accurate next event predictions.

We still assume proper generalisation would be beneficial in predictive tasks, especially with increasing complexity, and theoretically the power of deep learning models, actually lies in their generalisation capability [7]. Moreover if overfitting would not be an issue, more explainable statistical models could easily be found as well, as opposed to the black-box LSTMs, with comparable accuracy, and preference should be given to these more explainable models.

6 Conclusion and Future Work

This paper addressed the so far largely uninvestigated problem of neural networks' capability to learn the behaviour of the underlying process behind an event log. By introducing a new framework that combines a variant-level resampling scheme with three novel metrics, we were able to investigate to what extent LSTMs trained to predict the next event of a process execution are general, fit and precise. By applying this framework on several simple process models, it
Deep learning process model structure was shown that LSTMs can only generalise parallel behaviour to a certain extent. Even in the most lenient setting, the LOVOCV, the generalisation metric does not return values close to optimal. When increasing the amount of variants in the Test log, unseen by the LSTM during training, generalisation decreases further, as well as precision. This paper opens up the door for future work in predictive process monitoring to include explicit generalisation checks as well, in model selection, hyperparameter tuning and testing.

The experiments in this work were limited to only use control-flow behaviour. However, since the generalization behavior investigated in this paper is only control-flow like, this choice is justified. Nevertheless, it might be interesting to investigate the effects of adding more dimensions (like timestamps and resource) to the predictive models. In future work, more synthetic logs could be investigated deepening the relation between process model behaviour and RNN generalisation. A more rigorous theoretical elaboration, similar to [17], might provide some interesting insights as well. Furthermore, it should be investigated whether new recommendations can be proposed regarding how to optimally sample training and validation sets. Also, it would be interesting to apply these metrics on models trained on real-life event logs, as opposed to only synthetic data. In this paper it was opted to first work with synthetic data since it would allow us to test different types of behaviour independently. However real-life logs are in general more complex, and in this way might present other difficulties. When doing this, it might be useful to expand the hyperparameter grid and include extra parameters such as Layer Normalization [1] and Recurrent Batch Normalization [5], and to ameliorate the overfitting measures applied in this work.

Other future work can address a comparison of results presented here with the findings in recently proposed work by [19], and similarly test multiple encoding techniques like hash encoding. Moreover, an additional investigation of the attention mechanism seems worthwhile [3]. In addition, a similar experiment could be applied to alternative architectures including Convolutional Neural Networks, Transformer Networks, and GAN-style approaches. This work was also limited to only include next-event prediction models, thus it might be useful to expand the metric definitions to also be able to evaluate full suffix prediction (or even remaining time prediction). Finally, the application of neural networks to formal languages has been investigated in other domains, e.g. in [10], which could lead to more fundamental research on grammar learning capabilities of RNNs.
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