Thermodynamics of stationary states of the ideal gas in a heat flow
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There is a long-standing question as to whether and to what extent it is possible to describe nonequilibrium systems in stationary states in terms of global thermodynamic functions. The positive answers have been obtained only for isothermal systems or systems with small temperature differences. We formulate thermodynamics of the stationary states of the ideal gas subjected to heat flow in the form of the zeroth, first, and second law. Surprisingly, the formal structure of steady state thermodynamics is the same as in equilibrium thermodynamics. We rigorously show that $U$ satisfies the following equation $dU = T^* dS^* - pdV$ for a constant number of particles, irrespective of the shape of the container, boundary conditions, size of the system, or mode of heat transfer into the system. We calculate $S^*$ and $T^*$ explicitly. The theory selects stable nonequilibrium steady states in a multistable system of ideal gas subjected to volumetric heating. It reduces to equilibrium thermodynamics when heat flux goes to zero.

I. INTRODUCTION

Thermodynamics simplifies the description of equilibrium systems. It reduces the number of equations of state of material by expressing them with one formula in terms of a thermodynamic potential [1]. This simplification also significantly reduces the number of measurements needed to determine any material’s equilibrium properties [2]. It also determines the equilibrium state of the system by optimization rules.

For similar reasons, there has been an enormous research effort to introduce global thermodynamics with optimization rules and potential-like formulation for steady states [3–29]. The progress in this direction is limited either to the isothermal situations or to the small temperature differences [22–29]. Here we break this limitation and show that the steady state thermodynamic description also exists for a system that is far from equilibrium (with large temperature gradients).

For a paradigmatic system such as an ideal gas, only three parameters (entropy $S$, volume $V$, and the number of particles $N$) are sufficient to determine its state at thermal equilibrium. At a nonequilibrium state, one has to consider spatially dependent parameters, such as temperature $T(r)$, pressure $p(r)$, and density $n(r)$. A description of such fields appears in De Groot and Mazur’s monograph on irreversible thermodynamics [30]. This description is based on local conservation laws of mass, momentum and energy. With the assumption of local equilibrium and constitutive relations, irreversible thermodynamics determines the state of the system.

In this paper, we show that within irreversible thermodynamics, there exists a global description of a steady state of an ideal gas in heat flow. Within this description the total system’s energy is represented as a function of $S^*$, volume $V$, and the number of particles $N$. We formulate thermodynamics of steady state in the form of the zeroth, first and second law and determine $S^*$ explicitly. Our scheme for thermodynamics of nonequilibrium steady states is rigorous and valid for large heat flux.

We illustrate the scheme using a monoatomic ideal gas confined between two parallel walls with different temperatures $T_1$ and $T_2$. Furthermore, we introduce to this system a constraint in the form of a thin wall separating the gas into two parts, as shown in Fig. 1. We assume that this internal wall is diathermic and impenetrable. Considering the system with internal constraints puts our...
problem in the perspective of equilibrium thermodynamics as described by Callen ‘The single, all-encompassing problem of thermodynamics is the determination of the equilibrium state that eventually results after the removal of internal constraints in a closed, composite system’ [1]. We show the minimum principle that determines the stable position of the internal wall.

This description also applies to different shapes of the system, boundary conditions, and different modes of heat transfer (heat flows through the system or heat is generated inside the system) and is valid beyond the regime of linear irreversible thermodynamics, thus taking into account the temperature-dependent heat conductivity.

II. IDEAL GAS IN HEAT FLOW

We consider a fluid described by irreversible thermodynamics [30]. Therefore, the gas is described by five equations: two local equations of state and three conservation laws (continuity equation, Navier-Stokes equation, and the energy balance equation) supplemented by proper boundary conditions. We assume that the equation of state corresponds to the monoatomic ideal gas. The gas is confined between two parallel walls at positions 0 and L. The system is translationally invariant in x, y directions. Moreover, the gas satisfies local equilibrium and is described by the following equations of state [1]

\[ p(z) = n(z) k_B T(z), \quad (1) \]

with Boltzmann constant \( k_B \), pressure \( p(z) \), particle number density \( n(z) \), and the temperature \( T(z) \) at position \( z \). It is worth mentioning that the local equilibrium is sometimes questioned. But as we discuss in the conclusions section, for an ideal gas the local equilibrium is valid up to extreme temperature gradients of the order of \( 10^7 \text{K/cm} \). The energy equation of state is given by

\[ \epsilon(z) = \frac{3}{2} n(z) k_B T(z). \quad (2) \]

Here \( \epsilon(z) \) is the internal energy volumetric density. We also assume that in the whole volume \( V = AL \), where \( A \) is an area (along x, y) direction, there are \( N \) particles. The boundary condition follows from the assumption of a given temperature on the walls

\[ T(0) = T_1, \]
\[ T(L) = T_2. \quad (3) \]

In the stationary state, the system is described by \( T_1, T_2, A, L, N \), which we call the control parameters. We assume that there is no mass flow for the confined gas in a stationary state. That simplifies the thermohydrodynamic equations [30]. The Navier-Stokes equation is reduced to a condition of vanishing pressure gradient, \( \nabla p(z) = 0 \). The two equations of state follow that the energy density is also constant in space and \( \epsilon = 3p/2 \). The total energy \( U \) is thus given by \( U = A \int_0^L dz \epsilon = 3ALp/2 \).

We rewrite this expression in terms of the volume of the system, \( V \), obtaining the relation between pressure and volume,

\[ p = \frac{2U}{3V}. \quad (4) \]

The energy balance equation with the Fourier law for the heat flux,

\[ J_q = -\kappa \nabla T(z), \quad (5) \]
gives \( 0 = \kappa \frac{dT}{dz} \). With the boundary conditions [3], it yields a linear temperature profile, \( T(z) = T_1 + (T_2 - T_1) z/L \). With the constant pressure and the equation of state, it determines density profile, \( n(z) = p/k_B T(z) \), and with a given number of particles, \( N = A \int_0^L dz n(z) \), they determine pressure,

\[ p = \frac{N}{V} k_B \frac{T_2 - T_1}{\log \frac{T_2}{T_1}}. \quad (6) \]

Suppose that the system is in the stationary state described by parameters \( T_1, T_2, A, L, N \). Then we start changing the temperature \( T_2 \) to \( T_2 + dT_2 \). After a while the system reaches another stationary state, this time described by parameters \( T_1, T_2 + dT_2, A, L, N \). We could similarly move one of the system’s walls and change its length \( L \rightarrow L + dL \). The disturbance of the system induces time-dependent thermo-hydrodynamic flows. They may be complex (with sound waves, turbulent motion or heat front [31]) if the change of the temperature or position of the wall is sudden. Nevertheless, the possibility of solving thermohydrodynamic equations would allow one to monitor the change of the internal energy \( dU \), the net heat \( dq \) entering the system during the transition, and the work done \( dW \). Independently of the rate of change of the control parameters, the energy balance within irreversible thermodynamics must have the following consequences in the context of passing from one to another stationary state,

\[ dU = dW + dQ. \quad (7) \]

The energy change is determined by the control parameters through equations (6) and (7). As in similar considerations within equilibrium thermodynamics, the work and heat of the transitions between steady states depend on the transition rate. However, there is an essential simplification for the case of slow processes [4]. We expect, that the slow change of the boundary condition does not disturb the homogeneity of the pressure in the system. In the limit of slow changes, the work done in the transition is given by

\[ dW = -pdV, \quad (8) \]

where \( dV \) denotes the differential of the volume of the system. Therefore the net heat differential is determined from (7) and (8) by

\[ dQ = dU + pdV. \quad (9) \]
We prove it below using thermo-hydrodynamic equations. The above equation represents the energy balance in the system. It may be called the first law because it has a form of and it reduces to the first law of equilibrium thermodynamics when the heat does not flow through the gas.

III. THE FIRST LAW FOR STATIONARY STATES IN THE CASE OF THERMOHYDRODYNAMICS

The total internal energy of the gas at given time instant, \( U_i(t) \), in volume \( V(t) \) is given by the following integration of its density,

\[
U_i(t) = \int_{V(t)} d^3r \rho(r,t) u(r,t),
\]

where \( \rho(r,t) \) is the density and \( u(r,t) \) is the internal energy density per unit mass at position \( r \) and time \( t \). To facilitate our considerations, but without loss of generality, we assume the translational invariance of the system in \( x, y \) directions. Before time \( t_i \), the system is in a stationary state. Then, due to a change of volume, temperatures \( T_1, T_2 \), or other external factors, the system is taken to another nearby stationary state, which is achieved after \( t_f \). For example, between times \( t_i \) and \( t_f \) we slowly change the position of the right wall by manipulating its position, \( L(t) \), such that initially \( L(t_i) = L \) changes to \( L(t_f) = L + dL \). That gives the time dependent volume, \( V(t) = AL(t) \), with the total change \( dV = AdL \) when passing from the stationary state at \( t_i \) to the stationary state at \( t_f \). Differential of the energy (i.e. small change of the energy when passing to neighboring stationary state) is given by,

\[
dU = U_i(t_f) - U_i(t_i),
\]

which we equivalently express as,

\[
dU = \int_{t_i}^{t_f} dt \frac{dU_i(t)}{dt}.
\]

(11)

With the use of Eq. (10) we get \( dU_i/dt = d \int_{V(t)} d^3r \rho(r,t) u(r,t) \), In this expression, the integral is simplified with the use of \( x, y \) translational symmetry and keeping in mind, that \( V(t) = AL(t) \) as follows,

\[
\int_{V(t)} d^3r \rho(r,t) u(r,t) = A \int_{0}^{L(t)} dz \rho(z,t) u(z,t),
\]

so the time derivative of internal energy reduces to

\[
\frac{dU_i}{dt} = A \frac{d}{dt} \int_{0}^{L(t)} dz \rho(z,t) u(z,t)
\]

\[
= A \rho(L(t),t) u(L(t),t) \frac{dL(t)}{dt} + A \int_{0}^{L(t)} dz \frac{\partial}{\partial t} [\rho(z,t) u(z,t)].
\]

(12)

In the latter integral there appears the left-hand side of the balance energy equation (cf. p. 18 in [30])

\[
\frac{\partial}{\partial t} \left[ \rho(z,t) u(z,t) \right] = -\text{div} \left( \rho(z,t) u(z,t) v(z,t) + J_q \right) - P : \text{grad} v(z,t)
\]

(13)

with velocity field \( v(z,t) \), heat flow \( J_q \) and pressure tensor \( P = \rho(z,t) I + \Pi \), where \( I \) is the unit 3-dimensional matrix and \( \Pi \) is proportional to velocity gradients. Due to the fact, that there is no velocity field in the system in stationary state, and the change of the parameters is slow, we keep only the leading terms in velocity field in the above expression, neglecting the quadratic term, \( \Pi : \text{grad} v(z,t) \approx 0 \). Therefore \( P : \text{grad} v(z,t) \approx \rho(z,t) \text{div} v(z,t) \) and the energy balance equation simplifies to

\[
\frac{\partial}{\partial t} \left[ \rho(z,t) u(z,t) \right] = -\text{div} \left( \rho(z,t) u(z,t) v(z,t) \right) - \rho(z,t) \text{div} v(z,t).
\]

Using the above in expression (12) we obtain

\[
\frac{dU_i}{dt} = A \rho(L(t),t) u(L(t),t) \frac{dL(t)}{dt} - A \int_{0}^{L(t)} dz \rho(z,t) u(z,t) v(z,t) + A \int_{0}^{L(t)} dz p(z,t) \text{div} v(z,t).
\]

The first two terms on the right-hand side give zero, because

\[
\int_{0}^{L(t)} dz \rho(z,t) u(z,t) v(z,t) = \rho(L(t),t) u(L(t),t) v_z(L(t),t) - \rho(0,t) u(0,t) v_z(0,t)
\]

and because \( z \)-component of the velocity above vanishes for \( z = 0 \) and is equal to \( dL(t)/dt \) for \( z = L \). The third term, \( A \int_{0}^{L(t)} dz \text{div} J_q = \int_{V(t)} d^3r \text{div} J_q \) is the total heat rate that flows to the system which is evident after application of Gauss theorem, \( \int_{\partial V(t)} d^2r \mathbf{n} \cdot J_q \). Here, \( \mathbf{n} \) is the normal vector pointing outside the surface. We denote the heat rate flowing into the system by

\[
q(t) \equiv -\int_{\partial V(t)} d^2r \mathbf{n} \cdot J_q
\]

(14)

To simplify the fourth term we use the fact, that pressure in the system during slow change of parameters is still homogeneous, \( p(z,t) = p(t) \), therefore

\[
\int_{0}^{L(t)} dz p(z,t) \text{div} v(z,t) = A p(t) \int_{0}^{L(t)} dz \text{div} v(z,t).
\]

This integral is the volume change rate, \( dV(t)/dt = \int_{V(t)} d^3r \text{div} v(z,t) \) and finally for the fourth term we get,
\[ A \int_{0}^{L(t)} dz \ p(z,t) \ \text{div} \ (z,t) = p(t) \ dV(t) / dt. \]

Therefore the change of the energy \([12]\) simplifies to
\[
\frac{dU_i}{dt} = q(t) - p(t) \ \frac{dV(t)}{dt}.
\]

Utilizing the above in expression \([11]\) we obtain,
\[
dU = \int_{t_i}^{t_f} dt \ q(t) - \int_{t_i}^{t_f} dt \ p(t) \ \frac{dV(t)}{dt}.
\]

We use the dominant term for small changes of parameters (neighboring stationary state) in \( \int_{t_i}^{t_f} dt \ p(t) \ \frac{dV(t)}{dt} \approx p \int_{t_i}^{t_f} dt \ \frac{dV(t)}{dt} = p dV. \) The above energy differential may be written in the form of \([7]\) where
\[
dQ = \int_{t_i}^{t_f} dt \ q(t)
\]
is the total heat transfer to the system and \( d\bar{W} = -p dV \) is the work performed on the system during the transition between stationary states.

It is worth noting that in the above derivation, we did not specify temperature changes. Therefore the energy balance \([7]\) is valid for transitions in the space of \( V, T_1, T_2. \) Eq. \([7]\) derived above is valid under the assumption of slow changes of external parameters (including homogenous pressure condition). In this limit it is a rigorous expression. Therefore, if \( q(t) = 0 \) in a stationary state (before \( t_i \) and after \( t_f \)) and both \( dU, dV \) are finite and well defined (which is exactly the case considered here), then the net heat, \( dQ, \) transferred to the system during the transition is finite and well defined as well.

**IV. NONEQUILIBRIUM ENTROPY AS A POTENTIAL OF THE NET HEAT DIFFERENTIAL**

It is worth noting that the net heat introduced above would be the excess heat considered by Oono and Paniconi \([4]\). In what follows, we are going to find the integrating factor and the related potential. As we will see, they define the nonequilibrium temperature and \( S^* \), which may be called a nonequilibrium thermodynamic entropy.

Before proceeding further, it is worth giving several comments. First, for constant \( N \), four parameters determine the state of the system, \( T_1, T_2, A, L. \) So the Pfaff form for the heat \([9]\) may be written in the space of these parameters in terms of \( dT_1, dT_2, dA, \) and \( dL. \)

Second, because the pressure in the system is homoeogeneous, we can write the expression for elementary work, \( dW = -pA dL - pL dA, \) which we shortly write in terms of the volume of the system, \( dW = -p dV. \) Third, once the integrating factor and the corresponding potential are found, it is straightforward to represent them in another set of variables of states. It is easy to check, that the integrating factor in variables \( X, \) denoted by \( \lambda_x(X), \) after changing the variables of states to \( Y \) given by \( Y(X), \) transforms to \( \lambda_y(Y) = \lambda_x(X(Y)). \) Similar holds for the potential corresponding to the integrating factor.

We work in variables \( U, V, T_2/T_1. \) In these variables, the heat differential \([9]\) is given by,
\[
dQ = dU + \frac{2}{3} U \ dV + 0 \cdot \frac{T_2}{T_1}.
\]

where we explicitly wrote the vanishing third term to remind that the form is in three-dimensional space, \( U, V, T_2/T_1 \) and used expression \([4]\) for pressure.

We observe that the heat differential \([16]\) in variables \( U, V, T_2/T_1 \) is identical to the heat differential for an ideal gas in equilibrium thermodynamics \([11]\). This is a consequence of the fact that both in equilibrium thermodynamics and in the nonequilibrium stationary state considered here, the energy is exchanged in two same ways (heat and mechanical work) and that the relationship between pressure and internal energy for equilibrium ideal gas, \( p = 2U/3V, \) is identical to formula \([4]\). Therefore, the heat differential has an integrating factor \( T^* (U, V, T_2/T_1) \) and the corresponding potential, \( S^* (U, V, T_2/T_1), \)
\[
dQ = T^* dS^*.
\]

The integrating factor and the potential are not unique. To find the integrating factor we observe that formula \([16]\) is the thermodynamics first law for a monoatomic ideal gas in equilibrium thermodynamics. In this case, the integrating factor is the temperature of the system, which for an ideal gas is given by the formula \( T = 2U/3Nk_B. \) For the nonequilibrium case considered here, we introduce a similar expression, so the integrating factor is given by
\[
T^* = \frac{2U}{3Nk_B}.
\]

The potential corresponding to the above integrating factor is \( S^*. \) As follows from \([16], [17]\) and \([18]\), the differential of \( S^* \) is given by,
\[
dS^* = \frac{3Nk_B}{2U} dU + \frac{Nk_B}{V} dV.
\]

\( S^* \) is thus given by the following formula, \( S^* (U, A, L, T_2/T_1) = Nk_B \log \left( U^{3/2}V \right) + S_0, \) where \( S_0 \) is a numeric constant. However, it may depend on parameters of the system which are not treated as the variables of state, including the number of particles \( N, \) which we set to be constant in the above reasoning.

We determine \( S_0 \) constant by the condition that \( S^* \) for \( T_2 = T_1 \) gives the equilibrium expression \([11]\). Therefore we get,
\[
S^* (U, V, T_2/T_1) = Nk_B \left\{ \frac{5}{2} + \frac{3}{2} \log \left[ \frac{2 \varphi_0 U}{3N} \left( \frac{V}{N} \right)^{2/3} \right] \right\},
\]
where \( \varphi_0 \) is a constant that does not depend on any control parameter. The above fundamental relation has proper partial derivatives, 
\[
\frac{\partial S^*}{\partial U}_{V,N} = \frac{1}{T}, \\
\frac{\partial S^*}{\partial V}_{U,N} = \frac{p}{T^*}.
\]

As a potential of the heat differential, the above \( S^* \) determines stationary-state adiabats. They are different from adiabats defined in equilibrium. Because \( S^* \) does not depend on the temperature ratio, we see that the change of \( T_2/T_1 \) (keeping \( U, A, L, \) and \( N \) constant) changes the temperature profile in the system. It also changes the heat flowing through the system. But it does not trigger the exchange of the net heat. As we show below, \( T_2/T_1 \) is a parameter that controls the entropy production in the system.

There is a natural question about the relation between \( S^* \) and the total entropy of the system, \( S_{\text{tot}} = A \int dz s(z) \), where \( s(z) \) is the volumetric entropy density 
\[
s(z) = n(z) k_B \left\{ \frac{5}{2} + \frac{3}{2} \log \left[ \varphi_0 k_B T(z) [n(z)]^{-2/3} \right] \right\},
\]
as given by local equilibrium assumption within irreversible thermodynamics. With the use of the linear temperature profile and density determined above, we obtain,
\[
S_{\text{tot}} \left( U, V, \frac{T_2}{T_1} \right) = S^* (U, V) + \Delta S \left( U, V, \frac{T_2}{T_1} \right),
\]
\[
\Delta S (U, V, T_2/T_1) = N k_B \log \left[ \left( \frac{T_2}{T_1} \right)^{5/4} \left( \frac{\log \frac{T_2}{T_1}}{\frac{T_2}{T_1} - 1} \right)^{5/2} \right].
\]
The above expression is symmetric with respect to the interchange of \( T_1 \) and \( T_2 \). Only \( S^* \) contains information about heat absorbed/released in the system (see Eqs. [9][17] on top of the dissipative background (temperature profile). \( \Delta S \), on the other hand, controls the dissipative background since it depends on the entropy production given by 
\[
\sigma = -A \int dz \kappa \nabla T(z) \cdot \nabla \frac{1}{T(z)} = \frac{\Delta S}{L} \left( \frac{T_2}{T_1} + \frac{T_1}{T_2} - 2 \right).
\]
The difference between the total entropy and \( S^* \) vanishes, \( \Delta S(U, A, L, T_2/T_1) \to 0 \), when the system approaches the equilibrium state, \( T_2/T_1 \to 1 \). Therefore, the \( S^* \) becomes in this limit the equilibrium entropy.

The relation between the equilibrium entropy and \( S^* \) also sheds light on the role of \( T_2/T_1 \) parameter. For an “adiabatically” insulated system determined by condition \( S^* = \text{const} \), the parameter \( T_2/T_1 \) changes the total entropy of the system. The change of the total entropy of the system is associated with the local heat transfer and work between different subparts of the nonequilibrium system, even if no work is performed on the system and no net heat enters it.

V. ZEROTH AND SECOND LAW FOR NONEQUILIBRIUM STATIONARY STATES

In the above, we showed that a net heat potential, nonequilibrium entropy \( S^* \), exists for the system without a separating wall. Here we consider the existence of the potential in the context of the system from Fig. 1 with an internal wall. It is a diathermic wall that separates the gas. We assume that the wall is at position \( l_w \) and there are \( N_1 \) particles to the left and \( N_2 = N - N_1 \) particles to the right of the wall. An external force, \( F_w \), can move the wall, and some work is related when the wall moves. As before, the system is described by thermohydrodynamic equations, this time with additional boundary conditions on the surface of the separating wall. At the stationary state, the pressure is homogeneous in each subsystem, but they may be different due to the action of the force on the wall. In the stationary state \( F_w = -A (p_2 - p_1) \). We assume that the wall is diathermic, so the temperature profile is the same as for the system without the wall. The temperature profile does not depend on the action of the force on the wall. We notice that each subsystem looks like the system without the wall, although with different parameters, so we can use formulas for the system without the wall to describe the system with the wall.

We describe the system’s energy with the wall using the state variables for each subsystem, \( U (S^*_1, V_1, N_1, S^*_2, V_2, N_2) = U_1 (S^*_1, V_1, N_1) + U_2 (S^*_2, V_2, N_2) \). The additivity of the energy is inscribed in the used thermohydrodynamic equations. But the additivity of entropy is a postulate of equilibrium thermodynamics. The nonequilibrium entropy \( S^* \) is not additive for a nonequilibrium system with heat flow. If the entropy was additive, then expression \( \Gamma (U_1, U_2, V_1, V_2, N_1, N_2) \equiv \Delta S^* (U_1 + U_2, V_1 + V_2, N_1 + N_2) - \Delta S^* (U_1, V_1, N_1) - \Delta S^* (U_2, V_2, N_2) \) would identically be zero. Here
\[
\Delta S^* (U, V, N) \equiv N k_B \left\{ \frac{5}{2} + \frac{3}{2} \log \left[ \frac{2 \varphi_0 U (V)^{2/3}}{3 N} \right] \right\},
\]
in agreement with Eq. [19]. It is cumbersome to show by explicit calculations that \( \Gamma \) does not vanish. Instead, we calculate the following expression,
\[
\frac{\partial}{\partial U_2} \left[ (U_1 + U_2) U_1 \left( \frac{\partial \Gamma}{\partial U_1} \right) \right] = -3 N_1 k_B,
\]
which proves, that \( \Gamma \) cannot vanish identically. Therefore \( S^* \neq S^*_1 + S^*_2 \) for most states, and the nonequilibrium entropy is not additive.

One can wonder why the nonequilibrium entropy is not additive. Yet the nonequilibrium entropy of each subsystem is given by the same formula for the equilibrium situation, i.e. Eq. [23]. In equilibrium, the zeroth law of thermodynamics would allow us to introduce the additive entropy of the whole system when the entropy of two subsystems is known. The total heat differential is given by,
\[ dQ = dQ_1 + dQ_2 = T_1 dS_1 + T_2 dS_2. \] This heat differential in the space of parameters \( U_1, V_1, N_1, U_2, V_2, N_2 \) has no integrating factor. But the zeroth law imposes the condition of equal temperatures, \( T_1 = T_2 \equiv T \), simplifying the heat differential to, \( dQ = T (dS_1 + dS_2). \) We see that the function \( S \) defined by \( S \equiv S_1 + S_2 \) is a potential of heat with the temperature \( T \) as the integrating factor. That is how the equilibrium zeroth law leads to the additivity of entropy.

For a nonequilibrium system, there is no equality of subsystems' temperatures. The equilibrium zeroth law of thermodynamics is broken. However, let's introduce the following condition called the "zeroth law of global stationary thermodynamics" for the ideal gas with a heat flow in the following form,

\[ T_2^* = r T_1^*. \] (24)

with a constant parameter \( r \). With the above zeroth law condition, the net heat differential is given by \( dQ = T_1^* dS_1^* + r T_1^* dS_2^* \). It appears that it has an integrating factor that is easy to guess. Defining a function

\[ S_{12}^* \equiv S_1^* + r S_2^* \]

allows us to represent the above heat differential by

\[ dQ = T_1^* dS_1^*. \]

For every given nonequilibrium temperature ratio \( r \), which appears in the zeroth law condition (24), the above nonequilibrium entropy \( S_{12}^* \) splits the space of thermodynamic parameters \( U_1, V_1, N_1, U_2, V_2, N_2 \) on adiabatically insulated subspaces parametrized by \( S_{12}^* \).

We are now in a position to verify whether the nonequilibrium entropy \( S_{12}^* \) can be used to generalize the equilibrium minimum energy principle to the case with the heat flow. We check whether the minimization of the energy for constant nonequilibrium entropy \( S_{12}^* \) leads to the proper position of a movable wall. The verification requires assuming a constant number of particles, \( N_1, N_2 \), total volume, \( V = V_1 + V_2 \), and nonequilibrium entropy \( S_{12}^* \) given by (25) and calculate the minimum of the total energy,

\[ U_{\text{tot}} \left( S_1^*, V_1 \right) = U_1 \left( S_1^*, V_1, N_1 \right) + U_2 \left( \frac{1}{r} \left( S_{12}^* - S_1^* \right), V - V_1, N_2 \right), \] (26)

where

\[ U_1 \left( S_1^*, V_1, N_1 \right) = \frac{3}{2 \varphi_0} N_1 \left( \frac{V_1}{N_1} \right)^{-\frac{3}{2}} \exp \left[ \frac{S_1^*}{N_1 k_B} - \frac{5}{3} \right] \] (27)

and is obtained from Eq. (23). \( U_2 \) is given by a similar formula. The total energy in Eq. (26) have two independent parameters, \( S_1^* \) and \( V_1 \). The minimum of the above energy requires the vanishing of the derivatives over the two independent parameters, which gives

\[ T_1^* - \frac{1}{r} T_2^* = 0, \]
\[ p_1 - p_2 = 0. \]

The above two equations determine the two independent parameters. From thermohydrodynamics, we know that the equality of pressures is the proper condition for the position of the movable wall. Equivalently, the vanishing of the derivatives of \( U_{\text{tot}} \) leads to,

\[ V_1 = \frac{V}{N_2 \left( \frac{1}{N_1} + \frac{1}{N_2} \right)}, \]
\[ S_1^* = \frac{N_1}{N_1 + r N_2} S_{12}^* - \frac{5}{2} \frac{k_B}{r N_1 N_2} \log r. \]

It follows that for positive \( r \), arbitrary entropy \( S_{12}^* \), and fixed \( N_1, N_2 \) and \( V \), there is at most one point in space \( S_1^*, V_1 \) with vanishing derivatives. Because of the simple form of \( U_{\text{tot}} \), it is easy to show that \( S_1^* \) and \( V_1 \) given by Eqs. (29) are at the global minimum. It proves that the equilibrium minimum energy principle generalizes to the case with heat flow.

The above application of the "second law" requires constant \( N_1, N_2, V = V_1 + V_2 \), the nonequilibrium temperature ratio \( r \) and the nonequilibrium entropy \( S_{12}^* \). To realize it experimentally, one has to know the boundary temperatures \( T_1 \) and \( T_2 \) as a function of \( S_{12}^*, r, V_1, V, N_1 \) and \( N_2 \). Utilizing Eqs. (4), (6) and (18) leads to the following nonequilibrium temperatures for both subsystems,

\[ T_1^* = \frac{V_1}{V} \frac{T_2 - T_1}{T_2/T_1}, \]
\[ T_2^* = \frac{(1 - \frac{V_1}{V}) (T_2 - T_1)}{T_2/T_1}. \]

Using the above expressions in zeroth law condition (24), we obtain

\[ \left( 1 - \frac{V_1}{V} \right) \log \left[ 1 + \frac{V_1}{V} (\tau - 1) \right] = \frac{V_1}{V} \log \left[ 1 + \frac{V_1}{V} (\tau - 1) \right], \]

with the boundary temperatures ratio \( \tau = T_2/T_1 \). The above relation implicitly determines the boundary temperature ratio as a function of \( V_1/V \), i.e., \( \tau = \tau (V_1/V) \). Because this relation is implicit, it is impossible to determine \( T_1 \) \( S_{12}^*, r, V_1, V, N_1, N_2 \) explicitly. But having \( \tau (V_1/V) \), we may use expressions (23), (24), (25) and (27) to determine \( T_1 \) \( S_{12}^*, r, V_1, V, N_1, N_2 \).

It is straightforward to generalize the above conclusions for any system shape and temperature profile. The reason for that is the fact that a particular form of the
temperature profile does not play a role in the above calculations - the existence of the global steady state thermodynamics follows in the considered case from the fact that pressure is constant and it is a function of energy and volume, here \( p = 2U/3V \). The ideal gas in the box volumetrically heated and separated by a movable wall considered by Zhang et al. [17] also has these properties. Therefore, the steady state global thermodynamics formulated here also holds for Zhang et al. [17] system, describing the continuous phase transition they consider. We describe Zhang et al. case in the next section.

VI. IDEAL GAS UNDER VOLUME-TRIC HEAT SUPPLY

For the volumetrically heated gas the heat rate in Eq. (1) does not vanish in stationary state, \( q(t) \neq 0 \). Zhang et al. [17] consider ideal gas with uniform volumetric heating \( \lambda \). In this case, in the energy balance (13) there appears the term \( \lambda \) on the right-hand side. As a consequence, Eq. (15) is modified in the following way, \( dU = \int_{t_i}^{t_f} dt q(t) - \int_{t_i}^{t_f} dt p(t) \frac{dV(t)}{dt} + \lambda \int_{t_i}^{t_f} dt V(t) \), where, as before, we take the dominant term in, \( \int_{t_i}^{t_f} dt p(t) \frac{dV(t)}{dt} \approx pdV \), and obtain,

\[
dU = \int_{t_i}^{t_f} dt q(t) - pdV + \lambda \int_{t_i}^{t_f} dt V(t) .
\]

Using the above and defining

\[
dQ = \int_{t_i}^{t_f} dt q(t) + \lambda \int_{t_i}^{t_f} dt V(t) \tag{30}
\]

we obtain Eq. (7). It is worth commenting on the fact that for \( \lambda \neq 0 \), both the net heat \( \int_{t_i}^{t_f} dt q(t) \) and the second term in the right-hand side of the above expression are infinite in the limit of long transition between two neighboring stationary states. However, their sum is finite. In this system, the heat constantly flows out of the system, \( q(t) \neq 0 \). The outflow is balanced by the generation of heat within the system as given by the heat generation rate, \( \lambda V(t) \). In Oono and Paniconi [4] terminology, \( dQ \) is the excess heat, and \( \lambda V(t) \) is the housekeeping heat rate. The above equation is interpreted as the “renormalization” of the heat rate to obtain the excess heat [4].

Zhang et al. [17] considered an ideal gas between two parallel walls of area \( A \) located at \( z = -L \) and \( z = L \). The system is translationally invariant in the \( x \) and \( y \) directions. The walls are kept at a fixed temperature \( T_0 \) and the energy is supplied into the system’s volume in the form of heat with the flux \( J \); the supplied energy per unit time and unit volume \( V = 2AL \) is \( \lambda = J/V \). The steady state temperature profile can be obtained from the local continuity equation of energy

\[
-\kappa \frac{\partial^2 T(z)}{\partial z^2} = \lambda \tag{31}
\]

with the boundary conditions \( T(0) = T(L) = T_0 \), giving

\[
T(z) = -\frac{\lambda}{2\kappa} z^2 + \frac{\lambda L^2}{2\kappa} + T_0. \tag{32}
\]

At the steady state the pressure \( p \) and hence also the energy density \( \epsilon \) are constant. With the use of the equation of state, this determines the density profile

\[
n(z) = \frac{p}{k_B T(z)} = \frac{2}{3k_B T(z)} . \tag{33}
\]

Using

\[
N = A \int_{-L}^{L} dz n(z) , \tag{34}
\]

for a given number of particles \( N \), the energy \( U = \epsilon V \) is obtained as

\[
U = \frac{3}{2} N k_B T_0 f\left(\frac{L^2}{k_B T_0}\right) , \tag{35}
\]

where a dimensionless function \( f \) is given by

\[
f(x) = \sqrt{x(x+2)}/(2 \tanh^{-1} \sqrt{x(x+2)}) . \tag{36}
\]

Using the volumetric entropy density of an ideal gas given by Eq. (21), we obtain

\[
S_{tot}(U, A, L, N, \lambda) = S^* (U, V, N) + \Delta S (U, A, L, N, \lambda) ,
\]

where \( S^* (U, V, N) \) has a form given by the RHS of Eq. (19) and

\[
\Delta S (U, A, L, N, \lambda) = -(5/2) N k_B \log \left[f\left(\frac{L^2}{k_B T_0}\right)\right] + (5/3) \epsilon A \int_{0}^{L} dz \log \frac{T(z)/T_0}{T(z)} . \tag{37}
\]

In the above formula, \( T_0 (U, A, L, N, \lambda) \) is implicitly given by Eq. (35). The temperature profile is a quadratic function of the distance \( z \), therefore the integral in the above equation cannot be expressed in terms of elementary functions. Nevertheless, as for the case discussed in the previous section, the nonequilibrium entropy differs from the total entropy in the system.

Now we introduce a movable adiabatic wall parallel to the bounding walls at \( z = z_w \). At equilibrium, the wall is located precisely in the middle of the system \( z_w = 0 \). As shown in Ref. [17], for small heat fluxes, the position of the wall at \( z_w = 0 \) is stable. Above a critical flux, the wall moves towards one of the bounding surfaces. Let us consider the second law of nonequilibrium thermodynamics discussed above for this system. Integration of the equation of state for the ideal gas (Eq. (33)) in each subsystem 1 and 2 leads to

\[
p_{1,2} = \frac{2 U_{1,2}}{3 V_{1,2}} . \tag{38}
\]
and for each subsystem Eq. (16) is satisfied (with the replacement $T_2/T_1 \to \lambda$). This implies the existence of nonequilibrium entropy and nonequilibrium temperature given by formulas (18) and (19).

Consequently, the reasoning leading to the minimum principle is the same. The only difference is that instead of two temperatures $T_1, T_2$, we have here a single temperature $T_0$ of the confining walls and the volumetric heating rate $\lambda$. The nonequilibrium temperatures in this case are given by:

$$T^*_1 = T_0 f \left( \frac{\lambda L^2}{\kappa T_0} \right)$$

$$T^*_2 = T_0 f \left( \frac{\lambda L^2}{\kappa T_0} \right),$$

(39)

where $L_1 = L + z_w$ and $L_2 = L - z_w$ and the function $f$ given by (26). In this case, the minimization of energy also leads to the equality of pressures. It proves that ideal gas with volumetric heating can also be described with three laws of global stationary thermodynamics introduced in the previous section.

The minimization principle introduced in the previous section also leads to a single global minimum with the zero law condition and equality of pressures given by (28). Interestingly, as discussed by Zhang et al., this system exhibits a continuous phase transition from a one stable steady state with the wall in the middle of the system to the two stable stationary states with the mirror symmetry. On the other hand, the minimization procedure leads to only one stable state. However, the zeroth law condition, $r = T_2^*/T_1^*$, breaks the symmetry. Application of formulas (39) in the zeroth law condition, $r = T_2^*/T_1^*$, leads to the conclusion that for $V_1 < V_2$, the parameter $r$ takes only values $r > 1$. Whereas for $V_1 > V_2$, the temperature ratio satisfies $0 < r < 1$. Therefore, setting $r$ limits the motion of the wall to half of the system. The second stable minimum is obtained by replacing $r$ with $1/r$.

**VII. CONCLUSIONS**

It is straightforward to generalize the above conclusions for the situation with the temperature-dependent heat conductivity, $\kappa(T)$, which is beyond the scope of linear irreversible thermodynamics. The temperature-dependent heat conductivity modifies the Fourier law and the temperature profile. However, it does not affect the relation, $p = 2U/3V$. Therefore, the relation holds and it is possible to repeat the reasoning presented above without any changes and obtain $S^*$ given by Eq. (19) and the nonequilibrium temperature (18). It is worth noting that the assumption of local equilibrium for the ideal gas is valid as long as the temperature gradient is sufficiently small, $l_{fp} |\nabla T|/T \ll 1$, for the mean free path of the molecules, $l_{fp}$ (22). At the pressure of 1 bar at room temperature, the mean free path is of the order of $l_{fp} \approx 100nm$. The local equilibrium is satisfied as long as the temperature gradient is lower than ten million Kelvins per centimeter.

We draw several conclusions from the rigorous calculations performed above within irreversible thermodynamics. Even for the system with heat flow, which is far from equilibrium (significant temperature difference), global steady state thermodynamics exist. This is for ideal gas closed in a vessel of any shape and does not depend on the mode of the heat transfer (heat flows through the system or the system is heated volumetrically). The considered examples also show that $S^*$ that governs the net heat is independent of the entropy production, in agreement with Eq. (22).

At least since the works of Prigogine, scientists have tried to formulate a thermodynamic-like description of nonequilibrium systems. Here we show that it exists for a stationary ideal gas with heat flow. The question remains open for interacting systems and systems with kinetic energy. From the perspective of future efforts, the case of ideal gas considered here shows that the local entropy integrated over volume is not a quantity that determines the heat in the system - a possibility discussed recently. Moreover, the considered case shows that nonequilibrium entropy, defined as heat potential, is not additive.
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