Hierarchical Deep Learning with Generative Adversarial Network for Automatic Cardiac Diagnosis from ECG Signals

Zekai Wang, Stavros Stavrakis, Bing Yao*

Abstract

Cardiac disease is the leading cause of death in the US. Accurate heart disease detection is of critical importance for timely medical treatment to save patients’ lives. Routine use of electrocardiogram (ECG) is the most common method for physicians to assess the electrical activities of the heart and detect possible abnormal cardiac conditions. Fully utilizing the ECG data for reliable heart disease detection depends on developing effective analytical models. In this paper, we propose a two-level hierarchical deep learning framework with Generative Adversarial Network (GAN) for automatic diagnosis of ECG signals. The first-level model is composed of a Memory-Augmented Deep auto-Encoder with GAN (MadeGAN), which aims to differentiate abnormal signals from normal ECGs for anomaly detection. The second-level learning aims at robust multi-class classification for different arrhythmias identification, which is achieved by integrating the transfer learning technique to transfer knowledge from the first-level learning with the multi-branching architecture to handle the data-lacking and imbalanced data issue. We evaluate the performance of the proposed framework using real-world medical data from the MIT-BIH arrhythmia database. Experimental results show that our proposed model outperforms existing methods that are commonly used in current practice.
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1. Introduction

Heart disease is the leading cause of death in the US. It affects about 85.6 million people and leads to more than $320 billion in annual medical costs [1]. It is of critical importance to develop accurate and reliable heart disease diagnoses for timely medical treatments to save patients’ lives.
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The heart rhythm is generated by the excitation, propagation, and coordination of electrical signals from the cardiac cells across different heart chambers. A normal cardiac cycle starts with the activation of the sinoatrial node, from where the cardiac electrodynamics spreads out through the atria. The electrical wave then arrives at the atrio-ventricular node and propagates through the bundle of His toward Purkinje fibers, leading to the electrical depolarization and repolarization of the ventricles to complete the cycle. The resulting electrical signals on the body surface are described by the electrocardiogram (ECG), which consists of a P-wave, QRS-complex, and T-wave. Changes in electrophysiological properties will vary the propagation pattern of electrodynamics and lead to different types of conduction abnormalities and/or cardiac arrhythmias manifested in the variation of ECG waveform patterns.

In recent years, rapid advancements in wearable sensing and information technology facilitate the effective monitoring of patients’ heart health conditions. Routine use of ECG is the most common method for physicians in everyday clinical practice to assess the electrical activities of the heart and detect possible abnormal cardiac conditions. Physicians generally identify the cardiac arrhythmia by checking the ECG waveforms with naked eyes. This can be time-consuming and may require extensive human resources. Additionally, ECG misinterpretation may happen especially when there exists a large amount of data to inspect, leading to possible misdiagnosis of fatal heart disease. Auto arrhythmia detection based on machine learning algorithms can provide important assistance to physicians. However, although ECG signals contain rich information associated with the electrophysiological condition of the heart, the research on fully utilizing ECGs for reliable data-driven disease detection poses several challenges including:

1. **Nonlinear and nonstationary dynamics**: Real-world cardiovascular systems are featured with nonlinear and nonstationary dynamics from the complicated interactions of many interconnected parts such as ion channels and gap junctions to perform cardiac functions, generating ECG signals with nonlinear waveforms. Traditional statistical and machine learning methods depend heavily on manual feature engineering of such waveform data, which generally consists of two stages: human experts extract useful features from raw ECGs at the first stage and then employ machine learning algorithms on the handcrafted features to generate predictive results at the second stage. However, this procedure is restricted by the data quality and human expert knowledge, and may result in information loss, which lacks the potential for real clinical implementation. Thus, new algorithms that are able to effectively and automatically extract useful features are urgently needed for reliable heart disease identification.
(2) **Lack of training labels and imbalanced data issue**: Most existing data-driven models for ECG analysis are achieved through supervised learning, which requires a large volume of annotated ECG cycles (with diagnostic labels such as normal, abnormal, or specific types of arrhythmia). However, the annotation process requires cardiologists to manually inspect the ECG signals and assign a label to each different pattern, which is time-consuming and labor-intensive. Additionally, it is impractical to collect enough data for each type of disease-altered signals in order to meet the requirement for sufficient supervised training. This is due to the fact that data associated with abnormal heart conditions is significantly less than data from healthy people. Moreover, the occurrence rate of different arrhythmias is highly diverse. Data-driven predictive modeling based on such imbalanced data tends to ignore the minority classes, leading to unsatisfactory detection performance. As such, new methods that can effectively model the ECGs and account for the data-lacking and imbalanced data issues are needed for reliable disease identification.

This paper proposes a hierarchical deep learning framework with Generative Adversarial Network (GAN) to investigate ECG signals for automatic identification of different types of arrhythmias. We first propose a Memory-Augmented Deep auto-Encoder with Generative Adversarial Network (MadeGAN) to achieve the first-level anomaly detection (i.e., binary classification for normal and abnormal signals). Second, we employ the transfer learning technique to transfer knowledge learned from the first-level training for second-level multi-class classification to identify different types of arrhythmias. In addition, in the second-level network, we adapt the multi-branching architecture developed in our prior work [19] to solve the imbalanced data issue among different types of heart diseases. We evaluate our proposed hierarchical deep learning framework using the data from the MIT-BIH arrhythmia database [20]. Experimental results show that our proposed method significantly outperforms existing approaches that are commonly used in current practice.

2. **Research Background**

A variety of statistical and machine learning algorithms have been developed for ECG data analysis and pattern recognition [21]. For example, Yang et al [22] developed a dynamic spatiotemporal warping algorithm to measure dissimilarities between ECG signals and further employed the spatial embedding to transform the warping dissimilarity matrix into feature vectors for myocardial infarction classification. Bertsimas et al [23] utilized the XGBoost algorithm to capture disease-altered patterns in ECG cycles for heart disease prediction. Wavelet-based and recurrence analysis approaches have also been widely implemented to learn waveform features for ECG classification.
Lyon et al. investigated the linear and quadratic discriminants, support vector machine, random forest, and Bayesian network for heartbeat classification from ECG signals. A comprehensive review of statistical and machine learning methods in ECG detection can be found in [17]. However, most existing traditional data-driven methods depend heavily on manual feature engineering, which is a labor-intensive trial-and-error process and is generally limited by human expert knowledge [18, 28].

Deep Neural Network (DNN) is another powerful tool that has achieved promising results in the area of data-driven disease detection [29]. Unlike conventional statistical and machine learning methods, the main advantage of DNNs is that they do not require explicit feature engineering. Instead, feature extraction is automatically achieved by intermediate layers of the network. It has been demonstrated that DNN-based features are more informative than handcrafted features for arrhythmia detection [30, 31]. As such, a variety of DNN models including convolutional neural networks (CNNs) [32] have been designed for arrhythmia detection and have outperformed conventional statistical methods [33, 34]. For example, Hannun et al. employed 1D CNN to classify 12 rhythm classes and achieved high performance that is comparable to the diagnostic results provided by cardiology experts. Li et al. combined a 2D CNN and a distance matrix to classify congestive heart failure. Shashikumar et al. developed an attention-based model with a 2D CNN as the feature extractor and a bidirectional recurrent neural network to capture the temporal pattern in ECG signals.

However, most existing deep learning algorithms for ECG analysis are based on supervised learning, which requires a large volume of annotated ECG signals and also suffers from the problem of extremely imbalanced data. Thus, the application of unsupervised and semi-supervised learning in ECG analysis has been increasingly investigated. For example, Auto-Encoder (AE), a semi-supervised deep learning technique, has been widely used to study ECG data by extracting critical low-dimension representation of the raw signals for disease prediction [38, 39]. Furthermore, GAN-based framework, another semi-supervised learning technique to capture inherent data distributions [40, 41], has been applied in ECG analysis. For example, Zhou et al. developed a BeatGAN structure to model ECG signals for anomaly detection. Wang et al. employed an auxiliary classifier GAN for data augmentation to handle the imbalanced issue. Shin et al. integrated the AnoGAN framework with a decision boundary-based model for ECG anomaly detection. However, most existing semi-supervised deep learning methods mainly focus on differentiating the abnormal ECGs from normal ones (i.e., binary classification) and they are not able to perform
multi-class classification to identify different types of cardiac arrhythmia. Thus, novel analytical models are urgently needed to efficiently handle the imbalanced data issue and the data lacking problem for both robust anomaly detection and accurate disease identification from ECG signals.

3. Research Methodology

As shown in Fig. 1, this section presents the proposed hierarchical deep learning framework for automatic ECG diagnosis. We denote a single ECG cycle as \( \mathbf{x} \in \mathbb{R}^{d_x \times 1} \), where \( d_x \) denotes the dimensionality of \( \mathbf{x} \). Each ECG cycle is associated with a multiclass label \( y \). As such, each training data point can be described by the tuple \( (\mathbf{x}, y) \) with \( y = 0 \) indicating normal signal and \( y = 1, 2, \ldots, M \) corresponding to other different types of arrhythmias. Our objective is to first differentiate abnormal ECG signals from normal ones (i.e., first-level anomaly detection) and then classify the abnormal signals into different types of arrhythmias (i.e., second-level multi-class classification). Specifically, we propose a Memory-Augmented Deep auto-Encoder with Generative Adversarial Network (MadeGAN) to achieve the first-level anomaly detection. The second-level classification network is constructed by integrating a shallow classifier with the part of trained discriminator from the first-level learning (i.e., transfer learning to handle the data-lacking problem) and a multi-branching layer (to handle the imbalanced data issue).
3.1. MadeGAN for First-level Anomaly Detection

The goal of first-level MadeGAN is to differentiate abnormal ECG cycles from normal ones. Specifically, MadeGAN is trained with normal samples and aims to generate similar reconstructed signals for normal ECG inputs with small anomaly scores and dissimilar reconstructions for abnormal ECGs with bigger anomaly scores. As shown in Fig. 1(a), the MadeGAN is designed by integrating semi-supervised learning based on memory-augmented deep auto-encoder (MemAE) [46, 47] with adversarial training, which will be detailed in the following subsections.

3.1.1. Semi-Supervised Learning based on Memory-Augmented Deep Auto-Encoder (MemAE)

The MemAE consists of three key modules: an encoder to encode the input signal $x \in X$ and generate a query latent vector $z \in Z$, a decoder to reconstruct signal $\hat{x}$ from the latent space, and a memory module with a prototypical database to store the encoded patterns of normal ECGs. In other words, MemAE is composed by adding a memory module into an Auto-Encoder (AE).

An AE leverages feedforward neural networks for representation learning where the input is the same as the output. A traditional AE only contains an encoder and a decoder. The encoder is characterized by a function $f_e(\cdot)$ from original data domain $X \subset \mathbb{R}^{d_x \times 1}$ to a latent manifold domain $Z \subset \mathbb{R}^{d_z \times 1}$, i.e., $f_e(\cdot) : X \rightarrow Z$, which captures the critical information of the original signal $x$ by designing a latent vector $z$ with reduced dimensionality (i.e., $d_z < d_x$) through

$$z = f_e(x, \theta_e) \tag{1}$$

where $\theta_e$ denotes the parameter set of the encoder. The decoder is defined by the function $f_d(\cdot)$ to convert $z$ back to the original space and generate the reconstructed signal as

$$\hat{x} = f_d(z, \theta_d) = f_d(f_e(x, \theta_e), \theta_d) \tag{2}$$

where $\theta_d$ denotes the parameter set of the decoder. The objective of AE is to effectively compress the input data $x$ into a latent-space representation $z$ and reconstruct a signal $\hat{x}$ that is close to $x$ from the encoded representation. This optimization objective is generally achieved by minimizing the following reconstruction error:

$$L_{ed}(\theta_e, \theta_d) = \frac{1}{N} \sum_{i=1}^{N} \|\hat{x}_i - x_i\|^2 \tag{3}$$

where $N$ denotes the size of the training set. If the AE is trained purely based on normal data, it is expected that bigger reconstruction errors will be produced for abnormal input signals than...
the normal inputs. As such, AE has been widely applied for anomaly detection in various areas [46, 47, 48, 49].

However, traditional AE-based approaches for anomaly detection often fail to explicitly consider variations in normal signals. In particular, nonlinear and nonstationary dynamics are inherent in the real-world cardiovascular system, generating ECG signals with nonlinear waveforms. There are variations in the shape, amplitude, and phase among different ECG cycles even under normal conditions. Due to the powerful representation capability of DNN, the AE trained by normal signals with diverse patterns tends to generalize well and may reconstruct abnormal signals with small errors [46, 47]. To mitigate the drawback of traditional AEs, we leverage a memory module to recognize the diversity of normal patterns and reduce the generalizability of AE to abnormal signals as inspired by the work from [46, 47].

The memory module is added in between the encoder and decoder as shown in Fig. 1(a) and is formed by a memory database with a matrix of $\Omega \subset \mathbb{R}^{N_\Omega \times d_z}$ to store the representative latent features of normal ECG signals, where $N_\Omega$ denotes the number of prototypical vectors stored in the memory module. Given a latent variable $z$, the memory module will generate a retrieved latent representation according to

$$\hat{z} = \Omega^T w = \sum_{i=1}^{N_\Omega} w_i \omega_i$$

where $\omega_i$ denotes the $i$th memory element in the memory database $\Omega$, and $w$ is a weight vector with $w_i \geq 0$ and $\sum_{i=1}^{N_\Omega} w_i = 1$ to characterize the contribution of each prototypical vector in $\Omega$ when constructing $\hat{z}$. Note that the weight vector $w$ is designed based on the similarity between the memory elements and the latent query vector $z$ as

$$w_i = \frac{\exp(d(z, \omega_i))}{\sum_{i=1}^{N_\Omega} \exp(d(z, \omega_i))}$$

where $d(\cdot, \cdot)$ is a similarity measure, which is selected as the cosine similarity $d(z, \omega_i) = \frac{z^T \omega_i}{\|z\| \|\omega_i\|}$ in this study. Hence, the memory module is designed to extract prototypical vectors in $\Omega$ with high similarity with $z$ to generate the representation vector $\hat{z}$. $\hat{z}$ will then serve as the input of the decoder to reversely map the latent domain back to the original space and generate the reconstructed signal $\hat{x}$, i.e., $\hat{x} = f_d(\hat{z}, \theta_d)$.

3.1.2. Adversarial-training Enhanced Anomaly Detection

To further optimize the AE, minimize potential overfitting possibility, and enlarge the gap in reconstruction error between anomalous and normal signals, we propose to leverage the GAN...
framework to incorporate adversarial training into the MemAE. The GAN consists of two modules: a generator $G$ and a discriminator $D$. $G$ is designed to generate synthetic samples that are similar to the real data, while $D$ aims to classify the data as real or artificial. The competition between $G$ and $D$ enables GAN to learn the underlying data distribution and further generate high-quality synthetic samples by optimizing the objective function:

$$
\min_{\theta_G} \max_{\theta_D} V(\theta_G; \theta_D) = \mathbb{E}_{x \sim P_x}[\log D(x; \theta_D)] + \mathbb{E}_{\hat{x} \sim P_{\hat{x}}}[\log(1 - D(G(\hat{x}; \theta_G); \theta_D))]
$$

where $\theta_D$ and $\theta_G$ denote the parameter sets of the discriminator and generator respectively, and $P_x$ and $P_{\hat{x}}$ represent probability distributions of the real sample and latent variable spaces, respectively. The discriminator $D$ tries to maximize the objective function in Eq. (6) with respect to $\theta_D$ given a fixed generator $G(; \theta_G)$ by assigning probability of 1 to real data points $x$ and 0 to generated samples $\hat{x}$. The objective of generator, $G$, is to reconstruct a signal $\hat{x}$ as similar as the original input and fool discriminator $D$ into classifying the synthetic signal as real by minimizing Eq. (6) with respect to $\theta_G$ given a fixed discriminator $D(; \theta_D)$.

In the present investigation, we adopt the MemAE as the generator of GAN, i.e., $G(\cdot) = f_d(f_e(\cdot; \theta_e, \Omega), \theta_d)$, to design a Memory-Augmented Deep auto-Encoder with Generative Adversarial Network (MadeGAN) for the first-level anomaly detection. Hence, the objective function in Eq. (6) becomes

$$
\min_{\theta_G} \max_{\theta_D} V'(\theta_G; \theta_D) = \mathbb{E}_{x \sim P_x}[\log D(x; \theta_D)] + \mathbb{E}_{\hat{x} \sim P_{\hat{x}}}[\log(1 - D(f_d(f_e(x; \theta_e, \Omega), \theta_d)); \theta_D))]
$$

where $\theta_G = \{\theta_e, \Omega, \theta_d\}$, which denotes the parameter set in MemAE. In other words, we add adversarial training into the MemAE to improve the performance in anomaly detection. Additionally, in order to guarantee the success of the training procedure, we add feature matching loss into the objective function of the generator to minimize the difference of meaningful features that are learned by hidden layers of the discriminator between the real and synthetic signals. Specifically, the feature matching loss is defined as:

$$
\mathcal{L}_{fm}(\theta_G) = \mathbb{E}_{x \sim P_x}[\|h_D(x) - h_D(\hat{x})\|]
$$

where $h_D(\cdot)$ denotes feature vector learned from intermediate layers of the discriminator $D$.

Moreover, in order to increase the computation efficiency, we propose to promote the sparsity of the weight vector such that the representation latent vector $\hat{z}$ can be reconstructed with a restricted number of phenotypical patterns in the memory database. This is achieved by minimizing the L1
norm of the weight vector $w$, i.e.,

$$
\mathcal{L}_w(\Omega) = \|w\|_1
$$

(9)

As such, the loss function of the MemAE is adapted by the adversarial training given a fixed discriminator $D(\cdot; \theta_D)$ as

$$
\mathcal{L}_{edA}(\theta_G; \theta_D) = \mathbb{E}_{x \sim P_x} \|x - \hat{x}\|^2 + \mathcal{L}_w(\Omega) + \mathbb{E}_{x \sim P_x} \|h_D(x) - h_D(\hat{x})\|
$$

(10)

where $\hat{x} = f_d(f_e(x; \theta_e, \Omega), \theta_d)$. $\mathcal{L}_{edA}(\theta_G; \theta_D)$ is also considered as the loss function of the generator in the proposed MadeGAN to improve the robustness and stability of network training. Thus, the overall objective of MadeGAN is given by

$$
\min_{\theta_G} \max_{\theta_D} \mathcal{L}(\theta_G, \theta_D) = \mathcal{V}(\theta_G, \theta_D) + \mathcal{L}_{edA}(\theta_G; \theta_D)
$$

(11)

By optimizing $\mathcal{L}(\theta_G, \theta_D)$, the adversarial training pushes the generator (i.e., the MemAE) to improve in generating realistic reconstructions from normal inputs such that the discriminator cannot distinguish between the real and artificial signals. As such, the proposed MadeGAN is expected to enhance the anomaly detection performance of traditional AE and MemAE to better preserve the phenotypical patterns of normal ECG data, which will output low reconstruction errors for normal signals and high errors for abnormal ones.

### 3.1.3. Anomaly Detection

During the inference stage, the anomaly degree of a new query signal $x$ is evaluated by the following anomaly score:

$$
s(x) = \|x - G(x)\|
$$

(12)

which quantifies the discrepancy between the true signal and the signal reconstructed by patterns extracted from normal signals by $G$. The network is expected to output big anomaly scores for abnormal signals. On the other hand, a small $s(x)$ indicates that the test signal $x$ shares similar patterns as seen in normal ECGs, which will then be classified as normal by the proposed MadeGAN.

### 3.2. Transfer Learning-enhanced Second-level Classification

The objective of second-level learning is to classify the abnormal ECGs identified from first-level MadeGAN into different types of arrhythmias for accurate disease detection, as shown in Fig. 1(b). Note that the performance of deep learning-based classification depends, to a great
extent, on the quality and quantity of training data. However, due to the expensive data collection and labeling process, data associated with abnormal heart conditions is significantly less than that from the healthy condition. Moreover, the occurrence rates of different diseases are highly diverse, depending on the underlying characteristics of the patient’s health condition, which leads to imbalanced data sizes for different disease types. Traditional predictive modeling based on such small and imbalanced data tends to generate biased estimates, leading to unsatisfactory detection performance. As such, innovative design of network architecture and novel training technique are urgently needed to study ECG signals for accurate disease identification.

Here, we propose to take advantage of the large volume of normal ECG cycles to improve the second-level classification through transfer learning [51]. Note that even though the exact distribution and morphological shapes between normal and abnormal ECGs are different, they share common patterns on the macroscale. For example, each ECG consists of a P-wave, QRS-complex, and T-wave. Hence, such macroscale pattern information in normal ECGs can be transferred to the second-level learning to improve the classification performance.

Transfer learning generally involves two different domains: source domain $\mathcal{X}_S$, and target domain $\mathcal{X}_T$, and the corresponding two different learning tasks $T_S$ and $T_T$, respectively. The objective of transfer learning is to leverage the knowledge learned from $T_S$ from the source domain $\mathcal{X}_S$ to improve the learning task $T_T$ in the target domain $\mathcal{X}_T$. Specifically, in the present investigation, the source domain $\mathcal{X}_S$ consists of the normal ECG data and the associated task $T_S$ is anomaly detection. Our target task $T_T$ for second-level learning is multi-class classification to identify different types of arrhythmias from the data in the target domain $\mathcal{X}_T$ (i.e., abnormal ECGs). In order to achieve the knowledge transfer, we adopt the discriminator $D$ in the MadeGAN with learned network parameters $\hat{\theta}_D$ from the first-level training to improve the learning of the multi-class classification $T_T$ in the second level. Note that we remove the last 1D CNN and fully connected layers from discriminator $D$ (see more detail in Fig.2) and use the remaining network structure $\bar{D}(\cdot; \hat{\theta}_D)$ as the feature extractor to extract critical patterns from the abnormal ECG data, which will then be fed into a shallow classifier (i.e., 1D CNN) for different arrhythmia identification. Note that $\bar{D}(\cdot; \hat{\theta}_D)$ is frozen during the whole second-level training process (i.e, $\hat{\theta}_D$ is kept unchanged).

In addition, because the common problem of imbalanced data may still exist in different types of abnormal signals, we add the multi-branching (MB) architecture [19] as shown in Fig. 1(c) to the 1-D CNN to address the imbalanced data issue and further improve the classification performance. We denote the the abnormal dataset as $D_A = \{X_A, y_A\}$, where $X_A$ is the set of abnormal ECGs
Sigmoid Conv1d (1-10-1) \( \theta \) where \( D \) and \( y \) are selected the multi-class cross-entropy as the loss function of second-level network: the network outputs a high probability for the true label and low probabilities for others. As such, the objective of second-level learning is to search a set of optimal parameters such that will enable the network to learn more effectively from the imbalanced dataset for reliable classification.

The shallow 1D CNN will be trained by all the \( N \) datasets, \( D \) consists of \( M \) different types of arrhythmia or \( D \) consists of \( M \) different sub-groups, i.e., \( D = \{ D_1, \ldots, D_M \} \), and assume class \( l \) contains the smallest data samples, i.e., \( |D_l| \leq |D_m| \) for \( m \neq l \) and \( m \in \{1, \ldots, M\} \). We generate \( N_b \) balanced datasets, \( D_{Ai}'s (i \in \{1, \ldots, N_b\}) \), from \( D \) by under-sampling the class with larger sample size, i.e., \( D_{Ai} = \{ D_1, \ldots, D_{(l-1)i}, D_l, D_{(l+1)i}, \ldots, D_M \} \), where \( D_m \) is a subset by under-sampling the data \( D_m \) from type \( m \) arrhythmia (\( m \in \{1, \ldots, l-1, l+1, \ldots, M\} \)) to the same size with \( D_l \). The corresponding \( N_b \) branching outputs for the \( N_b \) balanced datasets are further created and attached to the 1D CNN for robust and accurate disease identification.

The shallow 1D CNN will be trained by all the \( N_b \) datasets, and each branching output will be trained by the corresponding balanced sub-dataset. This MB architecture and training procedure will enable the network to learn more effectively from the imbalanced dataset for reliable classification [19]. The objective of second-level learning is to search a set of optimal parameters such that the network outputs a high probability for the true label and low probabilities for others. As such, we select the multi-class cross-entropy as the loss function of second-level network:

\[
L(\theta_{2nd}; X_A) = - \sum_{p=1}^{N_A} \sum_{i=1}^{N_b} I(p \in D_{Ai}) \left( \sum_{m=1}^{M} y_{p}^{(m)} \log(\hat{P}_{i}^{(m)}(\theta_{2nd}; \hat{D}(x_A; \bar{\theta}_{D}))) \right)
\] (13)

where \( \theta_{2nd} \) denotes the parameter set of the second-level network, \( N_A \) is the sample size of the
abnormal dataset, $\mathcal{I}(\cdot)$ is an indicator function, and $\hat{P}_i^{(m)}(\theta_{2nd}; \hat{D}(x_A^p; \hat{\theta}_D))$ is the predicted probability of type $m$ arrhythmia from branching output $i$ given the features $\hat{D}(x_A^p; \hat{\theta}_D)$ extracted by the discriminator from the input $x_A^p$. Please see more details about the MB network in our prior work [19]. The final predicted probability of class $m$ for input $x_A^p$ is given by

$$\hat{P}^{(m)} = \frac{1}{N_b} \sum_{i=1}^{N_b} \hat{P}_i^{(m)}(\theta_{2nd}; \hat{D}(x_A^p; \hat{\theta}_D))$$  (14)

Integrating the MB structure and the discriminator-based transfer learning with the 1D CNN enables our second-level model (MB-Conv1d-Discrim) to overcome the data-lacking and imbalanced data issues, and further improve the classification performance for accurate disease identification.

4. Experimental Design and Results

4.1. Data Description and Experimental Design

The dataset used in this study is obtained from MIT-BIH database [20]. This dataset contains 48 half-hour ECG recordings, which is obtained from 47 subjects from the Beth Israel Hospital Arrhythmia Laboratory between 1975 and 1979. Each recording is digitized at 360 samples per second with 11-bit resolution. Two or more independent cardiologists annotate the beats in each recording. We remove four recordings (102, 104, 107, 217) because of their poor signal quality. Each heartbeat is segmented through the following procedure: (1) The Pan-Tompkins QRS detection algorithm [52] is first employed to detect all R-peak locations in original ECG recordings; (2) 320 samples are then selected for each heartbeat with 140 samples before the corresponding R-peak and 180 samples after it. This procedure guarantees that segmented signals have the same dimension and approximately cover one heart cycle. In total, our dataset contains 97,553 annotated beats including: 86,717 normal signals (N), 7,008 premature ventricular contractions (V), 3,026 supraventricular premature beats (S), and 802 ventricular fusion beats (F). Additionally, we employ the high-pass finite impulse response (FIR) filter to reduce multiple types of noise commonly seen in ECG signals such as power-line interference and baseline wandering [53].

The performance of our first-level MadeGAN in anomaly detection will be compared with a pure AutoEncoder (AE), AE with memory module (MemAE), and BeatGAN [42]. The second-level model (i.e., MB-Conv1d-Discrim) will be benchmarked with a pure 1D CNN (Conv1d), 1D CNN with the generator feature extractor (Conv1d-Gene), 1D CNN with the encoder feature extractor (Conv1d-Encoder), 1D CNN with the discriminator feature extractor (Conv1d-Discrim),
1D CNN with an MB layer (MB-Conv1d), Conv1d-Gene with an MB layer (MB-Conv1d-Gene), and Conv1d-Encoder with an MB layer (MB-Conv1d-Encoder). The performance of both the first- and second-level learning will be evaluated according to: two overall performance metrics, i.e., Area Under Receiver-Operating-Characteristic Curve (AUROC), and Area Under Precision-Recall Curve (AUPRC), and four point performance metrics, i.e., Recall, Precision, f-score, and Accuracy. The ROC characterizes the relationship between the False Positive Rate (FPR) and True Positive Rate (TPR), and AUROC is a score quantifying the general prediction performance across all thresholds. Similarly, the AUPRC evaluates the overall relationship between Recall and Precision.

To evaluate the performance metrics for the first-level anomaly detection, we calculate the anomaly score, $s_i$, for each sample in the test set, generating the set $S_A = \{s_1, s_2, \ldots, s_{N_T}\}$, where $N_T$ denotes the number of samples in the test set. Then, we apply feature scaling to convert the anomaly scores into the probabilistic range of $[0,1]$:

$$ s'_i = \frac{s_i - \min(S_A)}{\max(S_A) - \min(S_A)} $$

As such, different thresholds on the normalized score $s'_i$ will be applied to calculate $FPR$, $TPR$, $Recall$, and $Precision$, and further compute the AUROC and AUPRC scores for the first-level anomaly detection.
4.2. Training and Testing Procedures

Fig. 2 shows the detailed architecture of the proposed two-level framework. Our first-level MadeGAN contains four core modules: encoder, decoder, memory module, and discriminator. We use five 1D convolutional (Conv1d) layers in the encoder. Note that the notation of $(n_{\text{filter}}, n_{\text{size}}, n_{\text{stride}})$ represents that there are $n_{\text{filter}}$ filters with a filter size of $n_{\text{size}}$ and the stride of $n_{\text{stride}}$. For example, (32-4-2) means that this Conv1d layer is constructed by 32 filters with the filter size of 4 and stride of 2. The latent space dimension of the encoder is 50, i.e., $d_z = 50$. Additionally, we use batch-normalization and leaky ReLU activation to each Conv1d layer to make the model training more stable. The decoder is a mirrored version of the encoder with five transposed Conv1d layers. The memory model contains 2000 prototypical vectors of normal ECGs, i.e., $N_\Omega = 2000$. The discriminator has the same core architecture as the encoder with an additional Conv1d and fully connected layers for classification. Our second-level model consists of a Conv1d layer, an MB layer with 4 branching outputs, and a feature extractor. Note that the feature extractor is composed of the discriminator without the last Conv1d and fully connected layers (i.e., the part of discriminator inside the dashed box in Fig. 2). Specifically, the abnormal signal will first go through Conv1d (32-4-2), Conv1d (64-4-2), Conv1d (128-4-2), Conv1d (256-4-2), and Conv1d (512-4-2) layers in the discriminator including all Leaky Relu and Batch normalized layers. Then, the output from Conv1d (512-4-2) layer will go to the shallow 1D CNN layer (i.e., Conv1d (32-1-2)) and an MB layer to make the final second-level prediction. Adam optimizer with an initial rate of $lr = 0.0002$ and momentums of $\beta_1 = 0.5$, $\beta_2 = 0.999$ is used for network training. The network hyper-parameters, i.e., \( \{n_{\text{filter}}, n_{\text{size}}, n_{\text{stride}}, d_z, N_\Omega, lr, \beta_1, \beta_2\} \) are selected by empirical fine-tuning.

Fig. 3 shows the training and testing procedures for the proposed model. Specifically, during the first-level MadeGAN training, we use 90% normal signals as the training set and the rest of 10% normal signals as the test set. In order to evaluate the anomaly detection performance of MadeGAN in the testing phase, all abnormal ECGs are combined with the rest 10% normal ones to form the test set. During the second-level training, we use 90% abnormal ECGs as the training set, which contains 3 different types of arrhythmias (i.e., the V, S, and F samples). The rest of 10% abnormal signals is used as the test set to evaluate the performance of the second-level classification. Note that during the second-level training, the parameter $\hat{\theta}_D$ of discriminator $D$ adopted from MadeGAN is held frozen to achieve the knowledge transfer from the first-level learning.
4.3. Experimental Results

4.3.1. First-level Anomaly Detection

Table 1 shows the performance comparison between MadeGAN and other benchmarks in the first-level anomaly detection. Note that MadeGAN achieves the best performance with AUROC and AUPRC scores of 0.954 and 0.936. Specifically, MadeGAN improves on AUROC by 5.3% compared with the pure AE (0.906), by 2.9% compared with MemAE (0.927), and by 1.4% compared with BeatGAN (0.941). Furthermore, the improvement is more significant in terms of AUPRC: with the improvement of 5.6%, 3.8%, and 1.5% compared with the pure AE (0.886), MemAE (0.902), and BeatGAN (0.922), respectively.

Table 1: The comparison of AUROC and AUPRC scores of our MadeGAN and other models in the first-level anomaly detection.

|          | AUROC | AUPRC |
|----------|-------|-------|
| MadeGAN  | 0.954 | 0.936 |
| BeatGAN  | 0.941 | 0.922 |
| MemAE    | 0.927 | 0.902 |
| AE       | 0.906 | 0.886 |

Fig. 4 (a) and (b) display the AUROC and AUPRC over 350 epochs in the test dataset for different methods. Note that the pure AE and MemAE converge in the first 100 epochs but achieve relatively low performance scores, i.e., AUROC of 0.906 and 0.927, and AUPRC of 0.886 and 0.902, respectively. On the other hand, the performance scores of MadeGAN and BeatGAN improve over epochs and achieve better AUROC of 0.954 and 0.941, and AUPRC of 0.936 and 0.922,
Figure 5: Reconstructed ECG signals by the proposed MadeGAN and other benchmarks for (a) N class (b) S class (c) V class (d) F class.

respectively. This is due to the fact that both MadeGAN and BeatGAN incorporate the adversarial training into the reconstruction, which alleviates the potential overfitting problem in AE training. In addition, the memory module enables MadeGAN to effectively account for the possible variations in normal signals and reduce the possibility of reconstructing abnormal ECGs with small errors. This further enlarges the gap in reconstruction errors between normal and abnormal signals, which makes MadeGAN achieve better performance compared with BeatGAN. Table 2 further shows the performance comparison in terms of point metrics. Note that our MadeGAN yields the best \textit{Recall}, \textit{Precision}, \textit{f-score}, and \textit{Accuracy} of 0.954, 0.856, 0.902, and 0.885 respectively among the four methods.

|                | Recall | Precision | f-score | Accuracy |
|----------------|--------|-----------|---------|----------|
| MadeGAN        | 0.954  | 0.856     | 0.902   | 0.885    |
| BeatGAN        | 0.944  | 0.826     | 0.881   | 0.884    |
| AE             | 0.894  | 0.760     | 0.821   | 0.784    |
| MemAE          | 0.886  | 0.782     | 0.831   | 0.800    |
Fig. 5 displays the examples of reconstructed ECG signals generated by our first-level MadeGAN and other benchmarks for normal ECGs and different types of abnormal ECGs. Here, we adopt the reconstruction error (i.e. $|\hat{x} - x|^2$) to evaluate the performance for different approaches. Because all models are trained purely by normal ECGs, we expect that a small reconstruction error will be produced from the normal signal and a large error will be generated from the abnormal signal. According to Fig. 5(a), although the reconstructed signals from all the methods match with the input normal signal closely, our MadeGAN generates the smallest reconstruction error (0.042) compared to other approaches (0.109 for BeatGAN, 0.074 for AE, and 0.053 for MemAE). On the other hand, according to Fig. 5(b)-(d), MadeGAN is able to generate the most dissimilar reconstructions and produces the largest reconstruction errors for abnormal signals. For example, the reconstruction error generated by MadeGAN for the S class is 6.488, which is significantly bigger than 2.402 by BeatGAN, 0.305 by AE, and 0.612 by MemAE.

4.3.2. Second-level Arrhythmia Identification

Table 3: The comparison of AUROC and AUPRC between MB-Conv1D-Discrim and other approaches in the second-level classification

|                | S Class | V Class | F Class |
|----------------|---------|---------|---------|
|                | AUROC   | AUPRC   | AUROC   | AUPRC   | AUROC   | AUPRC   |
| MB-Conv1D-Discrim | 0.988   | 0.989   | 0.988   | 0.987   | 0.997   | 0.988   |
| MB-Conv1D-Encoder  | 0.963   | 0.955   | 0.960   | 0.938   | 0.952   | 0.899   |
| MB-Conv1D-Gene     | 0.983   | 0.981   | 0.985   | 0.938   | 0.952   | 0.953   |
| MB-Conv1D         | 0.987   | 0.987   | 0.984   | 0.975   | 0.981   | 0.939   |
| Conv1D-Discrim    | 0.985   | 0.981   | 0.984   | 0.987   | 0.963   | 0.911   |
| Conv1D-Encoder    | 0.974   | 0.956   | 0.979   | 0.986   | 0.952   | 0.719   |
| Conv1D-Gene       | 0.979   | 0.961   | 0.980   | 0.981   | 0.959   | 0.828   |
| Conv1D            | 0.976   | 0.953   | 0.974   | 0.983   | 0.924   | 0.534   |

Table 3 shows the AUROC and AUPRC of our MB-Conv1D-Discrim and other MB-based and Conv1D-based benchmarks in the second-level arrhythmia classification. Note that a good model will have a large AUROC and AUPRC. According to Table 3, our MB-Conv1D-Discrim has the best AUROC and AUPRC among other methods. Specifically, compared with MB-Conv1D-Gene and MB-Conv1D-Encoder, our MB-Conv1D-Discrim increases AUROC from 0.983 and 0.963 to 0.988, and increases AUPRC from 0.981 and 0.955 to 0.989 for the S class. Similarly, for the V class, MB-Conv1D-Discrim improves AUROC from 0.985 and 0.960 to 0.988, and increases AUPRC...
from 0.981 and 0.938 to 0.987 compared with MB-Conv1d-Gene and MB-Conv1d-Encoder. The improvement is more significant in the F class, which has the smallest sample size among the three classes. Specifically, MB-Conv1d-Discrim achieves 1.5% and 3.8% performance improvement on AUROC, and 3.8% and 10.0% improvement on AUPRC compared with MB-Conv1d-Gene and MB-Conv1d-Encoder for the F class.

Similarly, MB-Conv1d-Discrim increases AUROC from 0.979 and 0.974 to 0.988, and improves AUPRC from 0.961 and 0.956 to 0.989 compared with Conv1d-Gene and Conv1d-Encoder for the S class. For the V class, MB-Conv1d-Discrim enhances AUROC from 0.980 and 0.979 to 0.984, and increases AUPRC from 0.981 and 0.986 to 0.987 compared with Conv1d-Gene and Conv1d-Encoder. For the F class, MB-Conv1d-Discrim achieves 3.9% (from 0.959 to 0.997) and 4.7% (from 0.952 to 0.997) performance improvement on AUROC compared with Conv1d-Gene and Conv1d-Encoder, and achieves 19.3% (from 0.828 to 0.988) and 37.4% (from 0.719 to 0.988) improvement on AUPRC. More importantly, our MB-Conv1D-Discrim achieves a significant improvement of 7.3% on AUROC (from 0.924 to 0.997) and 85% on AUPRC (from 0.534 to 0.988) for F class compared with the pure Conv1D without any transfer learning or MB layer. In order to further show that our proposed MB-Conv1d-Discrim dominates other method, we plot the Detection Error Tradeoff Curves (DETC) with logarithmic x- and y-axis in Appendix. Please see the details in Appendix.

According to Table 3, the discriminator-based feature extractor outperforms the generator-based and encoder-based feature extractors. This is due to the fact that the discriminator is trained to classify the signal as fake or real. In other words, classification is the learning task of the discriminator in the first-level training, which is similar to the second-level task (i.e., multi-class classification). However, the learning tasks for the generator or the encoder are signal reconstruction and latent-space generation respectively, which are different from the second-level learning task. As such, the discriminator-based feature extractor yields the best performance to improve the second-level classification.

It is also worth noting that MB-based methods outperform non-MB-based methods. This improvement is more significant for the class with a small sample size (i.e., F class). Specifically, as shown in Table 3, MB-Conv1d increases AUROC and AUPRC from 0.924 to 0.981 and from 0.534 to 0.939 respectively, compared with the pure Conv1d model. MB-Conv1d-Discrim increases AUROC and AUPRC from 0.963 to 0.997 and from 0.911 to 0.988 respectively, compared with the Conv1d-Discrim. This is due to the fact that the MB architecture guarantees each branching output is trained by a balanced sub-dataset to effectively relieve the imbalanced data issue. As such,
the integration of transfer learning and MB architecture has significantly improved classification performance in the second-level learning.

Table 4 further shows the confusion matrix on the test dataset provided by the proposed second-level model (i.e., MB-Conv1d-Discrim). Note that even for the F class, our model provides pretty good classification performance. Specifically, 80 F samples are correctly predicted out of the 81 total F samples. Table 5 shows the performance comparison of point metrics between MB-Conv1d-Discrim and other benchmarks. Note that MB-Conv1d-Discrim yields the best Recall, Precision, f-score, and Accuracy of 0.976, 0.976, 0.975, and 0.976, respectively. Note that MB-based methods also outperform non-MB methods in terms of the point metrics. For example, MB-Conv1d-Discrim, MB-Conv1d-Encoder, MB-Conv1d-Generator, and MB-Conv1d achieve 2.5%, 7.3%, 4.7%, and 22.3% improvement on the f-score compared with their non-MB counterparts. It is also worth noting that MB-Conv1d-Discrim achieves a more significant improvement on Recall, Precision, and f-score than Accuracy compared to the pure Conv1d without any transfer learning or MB layer. Specifically, MB-Conv1d-Discrim achieves 29.8% performance improvement on Recall, 21.8% on Precision, and 20.5% on f-score. This is due to the fact that Recall, Precision, and f-score are more robust evaluation metrics when there exists an imbalanced issue, which can be effectively addressed by the MB architecture and transfer learning.

4.3.3. Comparison Study with Existing Literature

In order to benchmark with existing literature, we use the 5-fold cross validation to further evaluate the proposed first- and second-level models. The 5-fold cross validation has been proved
Table 5: The comparison of point metrics between MB-Conv1d-Discrim and other approaches in the second-level classification

|                | Recall | Precision | f-score | Accuracy |
|----------------|--------|-----------|---------|----------|
| MB-Conv1d-Discrim | 0.976  | 0.976     | 0.975   | 0.976    |
| MB-Conv1d-Encoder | 0.881  | 0.881     | 0.879   | 0.891    |
| MB-Conv1d-Generator | 0.913  | 0.933     | 0.922   | 0.928    |
| MB-Conv1d     | 0.931  | 0.936     | 0.934   | 0.939    |
| Conv1d-Discrim  | 0.955  | 0.947     | 0.951   | 0.973    |
| Conv1d-Encoder | 0.786  | 0.869     | 0.819   | 0.917    |
| Conv1d-Generator | 0.888  | 0.877     | 0.881   | 0.934    |
| Conv1d     | 0.752  | 0.801     | 0.770   | 0.896    |

to be able to generate a less biased estimate of model performance and is widely utilized to evaluate machine learning models. Table 6 summarizes the comparison of AUROC and AUPRC between the first-level MadeGAN and existing methods that used the MIT-BIH dataset for ECG anomaly detection. Our MadeGAN yields the average of the 5 folds ± 1 standard deviation (std) for AUROC and AUPRC of 0.950±0.002 and 0.922±0.003, respectively, which outperforms existing methods [42, 44].

Table 6: The comparison of AUROC and AUPRC between MadeGAN and existing anomaly detection models.

| Authors            | Methods | AUROC | AUPRC |
|--------------------|---------|-------|-------|
| Wang et al.        | MadeGAN | 0.950 | 0.922 |
| Zhou et al., 2019  | BeatGAN | 0.945 | 0.911 |
| Shin et al., 2019  | AnoGAN  | 0.948 | -     |

Table 7: The comparison of performance scores between our MB-Conv1d-Discrim and existing classification models.

| Authors            | AUROC | AUPRC | Recall | Precision | f-score | Accuracy |
|--------------------|-------|-------|--------|-----------|---------|----------|
| Wang et al.        | 0.989 | 0.984 | 0.964  | 0.967     | 0.965   | 0.967    |
| Li et al.          | -     | -     | 0.647  | 0.475     | -       | 0.946    |
| Acharya et al.     | -     | -     | 0.960  | 0.915     | -       | 0.940    |
| Mousavi et al.     | -     | -     | 0.831  | 0.923     | -       | 0.987    |
| Kachuee et al.     | -     | -     | -      | -         | -       | 0.934    |

Table 7 summarizes the comparison of the performance scores between our second-level model (i.e., MB-Conv1d-Discrim) and existing approaches. Our method yields the average (±1 std) of the 5 folds for AUROC of 0.989(±0.001), AUPRC of 0.984(±0.002), Recall of 0.964(±0.006), Precision of 0.967(±0.005), and f-score of 0.965(±0.005), which significantly outperforms existing methods. Note that the Accuracy of our model (i.e., 0.967 ± 0.005) is slightly smaller than the accuracy (i.e.,
0.987) in [56]. However, the Accuracy alone may not serve as a reliable performance measure when evaluating machine learning models with imbalanced data issue [58]. For example, if we have a dataset with 10,000 negative samples and 10 positive samples, we can obtain an Accuracy as high as 99.9% if we train a model to predict all samples as negative. However, this model is meaningless because we are more interested in the ability of the model to predict positive samples, which are commonly evaluated by Recall and Precision. Note that our model has significantly better Recall and Precision (i.e., 0.964 and 0.967) compared with [56] (i.e., 0.831 and 0.923).

4.4. Discussion on the Limitation

One potential limitation of this work is that we only focus on single-lead ECG analysis. Although single-lead ECG analysis has great application potential for wearable everyday health monitoring, cardiologists usually make the medical diagnosis based on multi-lead ECG signals (e.g., 12-lead ECGs) from patients with severe heart disease. It is worth noting that 12-lead ECGs are multi-channel time-series signals, which can be considered as 3D tensors characterized by \((n_b, n_c, n_t)\), where \(n_b\) is the batch size, \(n_c\) is the number of channels \((n_t = 12\) for 12-lead ECGs), and \(n_t\) is the number of time ticks of one heartbeat. By re-designing the input layer to incorporate the channel information, the 3D tensor data can be fed to and train the network for anomaly detection and arrhythmia identification. However, the predictive performance depends to a great extent on the network structure details and hyperparameter selection. One of our future research directions will focus on adapting the proposed hierarchical deep learning framework and designing effective network structures to capture both the temporal dynamics within each channel and the correlations across different channels to analyze multi-channel ECG signals for heart disease detection.

Another potential limitation is that the finite impulse response (FIR) filter for ECG denoising may not be effective to remove motion artifacts [59, 60, 61]. In order to further increase the applicability of the proposed method in real clinical diagnosis, more advanced signal quality assessment methods are needed in preprocessing step [59, 60, 61], which will be investigated and combined with our model for ECG signal analysis in our future work.

5. Conclusions

In this paper, we develop a two-level hierarchical deep learning framework with Generative Adversarial Network to investigate ECG data for robust and reliable identification of heart diseases. In the first-level learning, we propose a Memory-Augmented Deep auto-Encoder with Generative
Adversarial Network (MadeGAN) to achieve anomaly detection (i.e., binary classification of normal and abnormal signals). In the second-level learning, we employ transfer learning by adopting the discriminator with learned network parameters from the first-level training to handle the data-lacking problem and achieve the multi-class classification among different types of arrhythmias. Additionally, the multi-branching technique is used in the second-level model to handle the imbalanced data issue and enhance the classification performance. Experimental results show that our framework effectively captures the disease-altered feature patterns from ECG signals, yielding better performance in predicting heart disease with higher performance scores compared with existing methods. Moreover, this hierarchical deep learning framework can be broadly implemented to study other waveform data such as electroencephalography (EEG) and photoplethysmography (PPG) for smart anomaly detection and multi-class classification.

References

[1] S. S. Virani, A. Alonso, H. J. Aparicio, E. J. Benjamin, M. S. Bittencourt, C. W. Callaway, A. P. Carson, A. M. Chamberlain, S. Cheng, F. N. Delling et al., “Heart disease and stroke statistics—2021 update: a report from the american heart association,” Circulation, vol. 143, no. 8, pp. e254–e743, 2021.

[2] B. Yao, “Spatiotemporal modeling and optimization for personalized cardiac simulation,” IISE Transactions on Healthcare Systems Engineering, vol. 11, no. 2, pp. 145–160, 2021.

[3] B. Yao and H. Yang, “Physics-driven spatiotemporal regularization for high-dimensional predictive modeling: A novel approach to solve the inverse ecg problem,” Scientific reports, vol. 6, no. 1, pp. 1–13, 2016.

[4] J. W. Hurst, “Naming of the waves in the ecg, with a brief account of their genesis,” Circulation, vol. 98, no. 18, pp. 1937–1942, 1998.

[5] P. Garabelli, S. Stavrakis, M. Albert, E. Koomson, P. Parwani, J. Chohan, L. Smith, D. Albert, R. Xie, Q. Xie et al., “Comparison of qt interval readings in normal sinus rhythm between a smartphone heart monitor and a 12-lead ecg for healthy volunteers and inpatients receiving sotalol or dofetilide,” Journal of cardiovascular electrophysiology, vol. 27, no. 7, pp. 827–832, 2016.
[6] C. J. W. Borleffs, R. W. Scherptong, S.-C. Man, G. H. van Welsenes, J. J. Bax, L. van Erven, C. A. Swenne, and M. J. Schalij, “Predicting ventricular arrhythmias in patients with ischemic heart disease: clinical application of the ecg-derived qrs-t angle,” Circulation: Arrhythmia and Electrophysiology, vol. 2, no. 5, pp. 548–554, 2009.

[7] R. Zhu, B. Yao, H. Yang, and F. Leonelli, “Optimal sensor placement for space–time potential mapping and data fusion,” IEEE sensors letters, vol. 3, no. 1, pp. 1–4, 2018.

[8] N. Liu, S. Kumara, and E. Reich, “Gaining insights into patient satisfaction through interpretable machine learning,” IEEE journal of biomedical and health informatics, vol. 25, no. 6, pp. 2215–2226, 2020.

[9] B. Yao, Y. Chen, and H. Yang, “Constrained markov decision process modeling for optimal sensing of cardiac events in mobile health,” IEEE Transactions on Automation Science and Engineering, 2021.

[10] H. Yang, C. Kan, A. Krall, and D. Finke, “Network modeling and internet of things for smart and connected health systems—a case study for smart heart health monitoring and management,” IISE Transactions on Healthcare Systems Engineering, vol. 10, no. 3, pp. 159–171, 2020.

[11] R. Iranzad, X. Liu, W. A. Chaovalitwongse, D. Hippe, S. Wang, J. Han, P. Thammasorn, C. Duan, J. Zeng, and S. Bowen, “Gradient boosted trees for spatial data and its application to medical imaging data,” IISE Transactions on Healthcare Systems Engineering, no. just-accepted, pp. 1–33, 2021.

[12] B. Yao and H. Yang, “Spatiotemporal regularization for inverse ecg modeling,” IISE Transactions on Healthcare Systems Engineering, vol. 11, no. 1, pp. 11–23, 2020.

[13] J. Xie and B. Yao, “Physics-constrained deep learning for robust inverse ecg modeling,” arXiv preprint arXiv:2107.12780, 2021.

[14] ——, “Physics-constrained deep active learning for spatiotemporal modeling of cardiac electrodynamics,” Computers in Biology and Medicine, p. 105586, 2022.

[15] M. J. Schull, M. J. Vermeulen, and T. A. Stukel, “The risk of missed diagnosis of acute myocardial infarction associated with emergency department volume,” Annals of emergency medicine, vol. 48, no. 6, pp. 647–655, 2006.
[16] A. Rizwan, A. Zoha, I. B. Mabrouk, H. M. Sabbour, A. S. Al-Sumaiti, A. Alomainy, M. A. Imran, and Q. H. Abbasi, “A review on the state of the art in atrial fibrillation detection enabled by machine learning,” IEEE reviews in biomedical engineering, vol. 14, pp. 219–239, 2020.

[17] A. Minchole, J. Camps, A. Lyon, and B. Rodríguez, “Machine learning in the electrocardiogram,” Journal of electrocardiology, vol. 57, pp. S61–S64, 2019.

[18] M. E. Guglin and D. Thatai, “Common errors in computer electrocardiogram interpretation,” International journal of cardiology, vol. 106, no. 2, pp. 232–237, 2006.

[19] Z. Wang and B. Yao, “Multi-branching temporal convolutional network for sepsis prediction,” IEEE Journal of Biomedical and Health Informatics, 2021.

[20] G. B. Moody and R. G. Mark, “The impact of the mit-bih arrhythmia database,” IEEE Engineering in Medicine and Biology Magazine, vol. 20, no. 3, pp. 45–50, 2001.

[21] X. Wang, Q. Gui, B. Liu, Z. Jin, and Y. Chen, “Enabling smart personalized healthcare: a hybrid mobile-cloud approach for ecg telemonitoring,” IEEE journal of biomedical and health informatics, vol. 18, no. 3, pp. 739–745, 2013.

[22] H. Yang, C. Kan, G. Liu, and Y. Chen, “Spatiotemporal differentiation of myocardial infarctions,” IEEE Transactions on Automation Science and Engineering, vol. 10, no. 4, pp. 938–947, 2013.

[23] D. Bertsimas, L. Mingardi, and B. Stellato, “Machine learning for real-time heart disease prediction,” IEEE Journal of Biomedical and Health Informatics, 2021.

[24] P. S. Addison, “Wavelet transforms and the ecg: a review,” Physiological measurement, vol. 26, no. 5, p. R155, 2005.

[25] B. Yao, R. Zhu, and H. Yang, “Characterizing the location and extent of myocardial infarctions with inverse ecg modeling and spatiotemporal regularization,” IEEE journal of biomedical and health informatics, vol. 22, no. 5, pp. 1445–1455, 2017.

[26] R. Chen, F. Imani, and H. Yang, “Heterogeneous recurrence analysis of disease-altered spatiotemporal patterns in multi-channel cardiac signals,” IEEE journal of biomedical and health informatics, vol. 24, no. 6, pp. 1619–1631, 2019.
[27] A. Lyon, A. Mincholé, J. P. Martínez, P. Laguna, and B. Rodriguez, “Computational techniques for ecg analysis and interpretation in light of their contribution to medical advances,” *Journal of The Royal Society Interface*, vol. 15, no. 138, p. 20170821, 2018.

[28] J. Schläpfer and H. J. Wellens, “Computer-interpreted electrocardiograms: benefits and limitations,” *Journal of the American College of Cardiology*, vol. 70, no. 9, pp. 1183–1192, 2017.

[29] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” *nature*, vol. 521, no. 7553, pp. 436–444, 2015.

[30] S. Hong, Y. Zhou, M. Wu, J. Shang, Q. Wang, H. Li, and J. Xie, “Combining deep neural networks and engineered features for cardiac arrhythmia detection from ecg recordings,” *Physiological measurement*, vol. 40, no. 5, p. 054009, 2019.

[31] C. Galloway, D. Treiman, J. Shreibati, M. Schram, Z. Karbaschi, A. Valys, D. Albert, and S. Stavvakis, “5105 a deep neural network predicts atrial fibrillation from normal ecgs recorded on a smartphone-enabled device,” *European Heart Journal*, vol. 40, no. Supplement_1, pp. ehz746–0041, 2019.

[32] S. Albawi, T. A. Mohammed, and S. Al-Zawi, “Understanding of a convolutional neural network,” in *2017 International Conference on Engineering and Technology (ICET)*. Ieee, 2017, pp. 1–6.

[33] Z. Ebrahimi, M. Loni, M. Daneshtalab, and A. Gharehbaghi, “A review on deep learning methods for ecg arrhythmia classification,” *Expert Systems with Applications: X*, vol. 7, p. 100033, 2020.

[34] F. Murat, O. Yildirim, M. Talo, U. B. Baloglu, Y. Demir, and U. R. Acharya, “Application of deep learning techniques for heartbeats detection using ecg signals-analysis and review,” *Computers in biology and medicine*, vol. 120, p. 103726, 2020.

[35] A. Y. Hannun, P. Rajpurkar, M. Haghpanahi, G. H. Tison, C. Bourn, M. P. Turakhia, and A. Y. Ng, “Cardiologist-level arrhythmia detection and classification in ambulatory electrocardiograms using a deep neural network,” *Nature medicine*, vol. 25, no. 1, pp. 65–69, 2019.

[36] Y. Li, Y. Zhang, L. Zhao, Y. Zhang, C. Liu, L. Zhang, L. Zhang, Z. Li, B. Wang, E. Ng et al., “Combining convolutional neural network and distance distribution matrix for identification of congestive heart failure,” *IEEE Access*, vol. 6, pp. 39734–39744, 2018.
[37] S. P. Shashikumar, A. J. Shah, G. D. Clifford, and S. Nemati, “Detection of paroxysmal atrial fibrillation using attention-based bidirectional recurrent neural networks,” in Proceedings of the 24th ACM SIGKDD International Conference on Knowledge Discovery & Data Mining, 2018, pp. 715–723.

[38] Y. Xia, H. Zhang, L. Xu, Z. Gao, H. Zhang, H. Liu, and S. Li, “An automatic cardiac arrhythmia classification system with wearable electrocardiogram,” IEEE Access, vol. 6, pp. 16529–16538, 2018.

[39] P. Xiong, H. Wang, M. Liu, F. Lin, Z. Hou, and X. Liu, “A stacked contractive denoising auto-encoder for ecg signal denoising,” Physiological measurement, vol. 37, no. 12, p. 2214, 2016.

[40] I. Goodfellow, J. Pouget-Abadie, M. Mirza, B. Xu, D. Warde-Farley, S. Ozair, A. Courville, and Y. Bengio, “Generative adversarial nets,” Advances in neural information processing systems, vol. 27, 2014.

[41] Y. Li, Z. Shi, C. Liu, W. Tian, Z. Kong, and C. B. Williams, “Augmented time regularized generative adversarial network (atr-gan) for data augmentation in online process anomaly detection,” IEEE Transactions on Automation Science and Engineering, 2021.

[42] B. Zhou, S. Liu, B. Hooi, X. Cheng, and J. Ye, “Beatgan: Anomalous rhythm detection using adversarially generated time series.” in IJCAI, 2019, pp. 4433–4439.

[43] P. Wang, B. Hou, S. Shao, and R. Yan, “Ecg arrhythmias detection using auxiliary classifier generative adversarial network and residual network,” Ieee Access, vol. 7, pp. 100910–100922, 2019.

[44] D.-H. Shin, R. C. Park, and K. Chung, “Decision boundary-based anomaly detection model using improved anogan from ecg data,” IEEE Access, vol. 8, pp. 108664–108674, 2020.

[45] T. Schlegl, P. Seeböck, S. M. Waldstein, U. Schmidt-Erfurth, and G. Langs, “Unsupervised anomaly detection with generative adversarial networks to guide marker discovery,” in International conference on information processing in medical imaging. Springer, 2017, pp. 146–157.

[46] D. Gong, L. Liu, V. Le, B. Saha, M. R. Mansour, S. Venkatesh, and A. v. d. Hengel, “Memorizing normality to detect anomaly: Memory-augmented deep autoencoder for unsupervised
anomaly detection,” in Proceedings of the IEEE/CVF International Conference on Computer Vision, 2019, pp. 1705–1714.

[47] H. Park, J. Noh, and B. Ham, “Learning memory-guided normality for anomaly detection,” in Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2020, pp. 14372–14381.

[48] C. Zhou and R. C. Paffenroth, “Anomaly detection with robust deep autoencoders,” in Proceedings of the 23rd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, 2017, pp. 665–674.

[49] Z. Shi, A. A. Mamun, C. Kan, W. Tian, and C. Liu, “An lstm-autoencoder based online side channel monitoring approach for cyber-physical attack detection in additive manufacturing,” Journal of Intelligent Manufacturing, pp. 1–17, 2022.

[50] T. Salimans, I. Goodfellow, W. Zaremba, V. Cheung, A. Radford, and X. Chen, “Improved techniques for training gans,” Advances in neural information processing systems, vol. 29, pp. 2234–2242, 2016.

[51] S. J. Pan and Q. Yang, “A survey on transfer learning,” IEEE Transactions on Knowledge and Data Engineering, vol. 22, no. 10, pp. 1345–1359, 2009.

[52] J. Pan and W. J. Tompkins, “A real-time qrs detection algorithm,” IEEE Transactions on Biomedical Engineering, no. 3, pp. 230–236, 1985.

[53] X. An and G. K Stylios, “Comparison of motion artefact reduction methods and the implementation of adaptive motion artefact reduction in wearable electrocardiogram monitoring,” Sensors, vol. 20, no. 5, p. 1468, 2020.

[54] T. Li and M. Zhou, “Ecg classification using wavelet packet entropy and random forests,” Entropy, vol. 18, no. 8, p. 285, 2016.

[55] U. R. Acharya, S. L. Oh, Y. Hagiwara, J. H. Tan, M. Adam, A. Gertych, and R. San Tan, “A deep convolutional neural network model to classify heartbeats,” Computers in Biology and Medicine, vol. 89, pp. 389–396, 2017.

[56] S. Mousavi, F. Afghah, F. Khadem, and U. R. Acharya, “Ecg language processing (elp): A
new technique to analyze ecg signals,” Computer Methods and Programs in Biomedicine, vol. 202, p. 105959, 2021.

[57] M. Kachuee, S. Fazeli, and M. Sarrafzadeh, “Ecg heartbeat classification: A deep transferable representation,” in 2018 IEEE international conference on healthcare informatics (ICHI). IEEE, 2018, pp. 443–444.

[58] P. A. Flach and M. Kull, “Precision-recall-gain curves: Pr analysis done right.” in NIPS, vol. 15, 2015.

[59] U. Satija, B. Ramkumar, and M. S. Manikandan, “A review of signal processing techniques for electrocardiogram signal quality assessment,” IEEE reviews in biomedical engineering, vol. 11, pp. 36–52, 2018.

[60] ——, “Automated ecg noise detection and classification system for unsupervised healthcare monitoring,” IEEE Journal of biomedical and health informatics, vol. 22, no. 3, pp. 722–732, 2017.

[61] Q. Li, C. Rajagopalan, and G. D. Clifford, “A machine learning approach to multi-level ecg signal quality classification,” Computer methods and programs in biomedicine, vol. 117, no. 3, pp. 435–447, 2014.

[62] F. Jager, A. Taddei, G. B. Moody, M. Emdin, G. Antolič, R. Dorn, A. Smrdel, C. Marchesi, and R. G. Mark, “Long-term st database: a reference for the development and evaluation of automated ischaemia detectors and for the study of the dynamics of myocardial ischaemia,” Medical and Biological Engineering and Computing, vol. 41, no. 2, pp. 172–182, 2003.

[63] A. L. Goldberger, L. A. Amaral, L. Glass, J. M. Hausdorff, P. C. Ivanov, R. G. Mark, J. E. Mietus, G. B. Moody, C.-K. Peng, and H. E. Stanley, “Physiobank, physiotoolkit, and physionet: components of a new research resource for complex physiologic signals,” circulation, vol. 101, no. 23, pp. e215–e220, 2000.