A first order description of a nonlinear SPDE in the spirit of rough paths

FLORIAN KUNICK

Abstract. We consider a nonlinear stochastic partial differential equation (SPDE) in divergence form where the forcing term is a Gaussian noise, that is white in time and colored in space such that the gradient of the solution is Hölder-continuous, but not differentiable. Then, we prove a generalized Taylor expansion of the difference between the solution to the SPDE and the solution to its linearization around a fixed basepoint. The result is reminiscent of the theory of (controlled) rough paths and agrees with the general observation, that, in settings with a rough driver, subtracting the solution to the linearized equation yields a more regular object.

1. Introduction

Let $A : \mathbb{R}^d \to \mathbb{R}^d$ be given. We consider the following stochastic partial differential equation (SPDE)

$$
\begin{aligned}
\partial_t u &= \nabla \cdot A(\nabla u) + \xi \\
u|_{t \leq 0} &= 0
\end{aligned}
$$

on $\mathbb{R} \times \mathbb{R}^d$. The forcing term $\xi$ is a space-time Gaussian noise, which is white in time, and periodic, colored and stationary in space. More precisely, we consider a Gaussian process $\xi$, formally defined via its covariance

$$
E[\xi(t,x)\xi(t',x')]=\delta(t-t')K(x-x'),
$$

where $K : \mathbb{R}^d \to \mathbb{R}$ is periodic (cf. Sect. 3), and that for convenience is localized in the time interval $[0, 1]$. The spatial covariance function $K$ is chosen in such a way that the solution $v$ to the linearized equation, i.e. the stochastic heat equation (SHE)

$$
\begin{aligned}
\partial_t v &= \Delta v + \xi \\
v|_{t \leq 0} &= 0
\end{aligned}
$$
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is not only a (continuous) function, but differentiable, and we have
\[ [\nabla v]_\alpha < \infty \text{ a.s.} \] (1.3)
for some \( \alpha \in \left(\frac{1}{2}, 1\right) \).\(^1\) For the precise notation we refer to Sect. 2. Since \( v \) is a linear functional of the Gaussian field \( \xi \)—and thus is itself Gaussian—more is true. Indeed, in [6, Lemma 3] Gaussian moments for \( v \) were established, meaning that there exists a \( C_0 > 0 \) such that
\[ \mathbb{E} \left[ \exp \left( \frac{1}{C_0} [\nabla v]_\alpha^2 \right) \right] < \infty. \] (1.4)
Moreover, we assume that the non-linearity \( A \) is elliptic (cf. (2.1)). Under these assumptions, it is expected that we should also have
\[ [\nabla u]_\alpha < \infty \text{ a.s.} \] (1.5)
and in fact [6, Corollary 1] yields the (a priori) estimate
\[ [\nabla u]_\alpha \lesssim [\nabla v]_{\alpha_0}^{\frac{\alpha}{\alpha_0}} + [\nabla v]_\alpha \] (1.6)
for an \( \alpha_0 \in (0, 1) \) as in [6, Lemma 1].\(^2\) Here, we \( \lesssim \) only depends and will depend on the dimension, \( \alpha \) and the ellipticity of \( A \) (cf. Sect. 2).

In particular, we want to stress that for spatially colored noise, (1.1) is not a singular SPDE. In fact, the SPDE (1.1) with space-time white noise is, in general, not subcritical in any space-dimension, in the sense that by zooming in on small scales, the nonlinear terms blow up. For a reference concerning singular (semi-linear) SPDEs and the notion of subcriticality we refer to [3].

We should mention, that there are no probabilistic arguments in this paper and if \( \xi \) is a distribution of suitable regularity such that (1.3) holds, the same result can be obtained. Nevertheless, we have chosen to consider the case where \( \xi \) is a (Gaussian) noise, on the one hand because we are heavily building on the work [6]\(^3\) and on the other hand because a typical example of a distribution with a negative Hölder-regularity is a realization of some Gaussian field with a short correlation length. Thus, everything in this article can be seen as a pathwise analysis, which is in the spirit of the theory of regularity structures (cf. [3]), where there is a clear distinction between the deterministic and probabilistic steps. Usually, the probabilistic arguments involve the construction of singular products along with the corresponding renormalization. In our setting no renormalization is necessary and hence it appears to be natural that the arguments are purely deterministic.

In [6, p.70, Theorem 1], it is shown that, under suitable assumptions on \( A \)—that for convenience we recall in Sect. 2—a (unique) solution to (1.1) exists such that (1.6)

\(^1\)This is in contrast to the SHE with space-time white noise forcing, where already in dimension 2 the solution is not a function anymore.
\(^2\)Coming from the DeGiorgi–Nash theorem.
\(^3\)Where the analysis is also purely deterministic except for (1.4).
and thus (1.5) hold. Due to the rough setting, the authors introduce a spatial increment operator $\delta_y$ (cf. (2.5)) with which they linearize Eq. (1.1).\footnote{As opposed to taking the derivative of the equation due to the low regularity of the noise.} Then it is convenient (and a guiding principle) to subtract the increment $\delta_y v$ (where $v$ solves (3.1)) in order to get rid of the noise $\xi$. Hence $\delta_y (u - v)$ satisfies a variable, but linear coefficient equation and the celebrated DeGiorgi–Nash theorem\footnote{A localized version thereof, to be precise.} yields an a priori estimate for its Hölder-norm for some $\alpha_0 \in (0, 1)$. Postprocessing this estimate in turn establishes (1.5) for $\alpha = \alpha_0$. In the next step, this estimate is upgraded using standard $C^{1+\alpha}-$Schauder theory as well as the stochastic estimate (1.4), thus yielding (1.5) for any $\alpha \in (0, 1)$. In general, (1.5) is sharp; in case of Brownian motion it is well-known that its paths have Hölder-regularity of at most $1/2$ but not better. We want to address the following question: Is there a way to give a finer description of the regularity of $u$?

In this work we intend to give such a regularity statement in the following way. It is often the case that the difference of the solution to a non-linear equation with a rough driving signal and the solution to the linearized equation is more regular. A prominent example that has been treated in the recent years is the $\phi^4_2$-model (cf. [1]). Indeed, its solution $\varphi$ and the solution $f$ to the stochastic heat equation in dimension 2 are distributions but their difference $\varphi - f$ is smoother, in particular a function. This has been exploited in [1] in order to construct a solution which is local in time. In fact, this is also a guiding principle for the theory of (controlled) rough paths (cf. [2]) and ultimately in the theory of regularity structures (cf. [3]), where this concept has been vastly generalized.

Our main result is that $\nabla u$ is \emph{modelled} after $\nabla v$ which essentially means that a certain \emph{a priori}-estimate holds (cf. (1.10)). In the context of singular SPDEs such a modelling assumption is used in the following way. First, one constructs a singular product on the level of the linear, but irregular model, i.e. $\nabla v$ in this case. In a second step, one constructs the singular product on the level of the solution $\nabla u$ using the singular product on the level of the model and the assumption that $\nabla u$ is modelled after $\nabla v$. Due to the nonlinear nature of the problem it is not sufficient to just consider the solution $v$ to the SHE, but for all space-time points $z' = (t', x')$ we consider the solution to an anisotropic SHE.

Let $a(t', x') := DA(\nabla u(t', x')) \in \mathbb{R}^{d \times d}$. Then we write $v_{a(t', x')}$ for the solution to the anisotropic stochastic heat equation, i.e. $v_{a(t', x')}$ solves

\begin{equation}
\begin{aligned}
\partial_t v_{a(t', x')} &= \nabla \cdot a(t', x') \nabla v_{a(t', x')} + \xi \\
v_{a(t', x')} \big|_{t \leq 0} &= 0
\end{aligned}
\end{equation}

with $\xi$ as in (1.2). By the $C^{1+\alpha}$-Schauder theory developed in [6] we get the following uniform\footnote{In the basepoint.} estimate.

---

4 As opposed to taking the derivative of the equation due to the low regularity of the noise.

5 A localized version thereof, to be precise.

6 In the basepoint.
Lemma 1.1. Let $\xi$ be as above. Let $\alpha \in (\frac{1}{2}, 1)$. Then there exists $\omega_0 \in (0, 1)$ and a solution $v_{a(t', x')}$ to (1.7) where $a(t', x') = DA(\nabla u(t', x'))$,\(^7\) and where the non-linearity $A$ satisfies (2.1), (2.2) as well as (2.3). Moreover, the following bounds holds

$$\sup_{(t', x') \in \mathbb{R} \times \mathbb{R}^d} \left[ \nabla v_{a(t', x')} \right]_\alpha \lesssim [\nabla v]_\omega^{a_0} + [\nabla v]_\omega .$$

Then we can state our main result.

Theorem 1.2. Let $u$ be a solution to the equation

$$\begin{cases} \partial_t u = \nabla \cdot A(\nabla u) + \xi \\ u|_{t \leq 0} = 0 \end{cases}$$

on $\mathbb{R} \times \mathbb{R}^d$ where $A$ satisfies (2.1), (2.2) and (2.3), and where $\xi$ is a Gaussian noise that is white in time, periodic, stationary and colored in space such that the corresponding solution $v$ to the stochastic heat Eq. (1.2) satisfies $[\nabla v]_\alpha < \infty$ for some $\alpha \in (\frac{1}{2}, 1)$. Moreover, let $a(t', x') = DA(\nabla u(t', x')) \in \mathbb{R}^{d \times d}$ and let $v_{a(t', x')}$ be a solution to (1.7). Then there exists a family of symmetric matrices $(B(t', x'))(t', x')$ such that for all $x, x' \in \mathbb{R}^d$ and $t, t' \in \mathbb{R}$ it holds a.s. that

$$|\nabla u(t, x) - \nabla v_{a(t', x')}(t, x) - (\nabla v_{a(t', x')}(t, x) - \nabla v_{a(t', x')}(t', x')) - B(t', x')(x - x')| \lesssim d^{2d} ((t, x), (t', x'))$$

and $\lesssim$ denotes $\leq C$ where $C$ depends only on $[\nabla v]_\alpha$, $\lambda$ as well as $\Lambda, \alpha$ and $d$.

One way to think of (1.8) is as a generalized Taylor expansion. Indeed, rewriting (1.8) slightly as

$$|\nabla u(t, x) - \nabla v_{a(t', x')}(t, x) - (\nabla u(t', x') - \nabla v_{a(t', x')}(t', x')) - B(t', x')(x - x')| \lesssim d^{2\alpha} ((t, x), (t', x')).$$

the symmetric matrix $B(t', x')$ plays the role of the Hessian of the function $u(t', \cdot) - v_{a(t', x')}(t', \cdot)$ at the basepoint $(t', x')$. Since $2\alpha > 1$ it is natural, that an affine correction appears. Moreover, since $2\alpha > 1$, the matrix $B$ can be seen to be unique and does not depend on $(t, x)$, or more precisely it does not depend on $d ((t, x), (t', x'))$. Note that (1.9) is essentially the modelledness condition\(^8\) of [7, Definition 3.1, p.880], which is an extension of controlled rough paths (cf. [2]). In [7], they construct singular products on the level of the stochastic heat equation using probabilistic arguments. They then use the modelledness condition [7, Definition 3.1, p.880] to lift these singular products to the non-linear setting. Since (1.1) is not singular, the regularity theory in [6] does not rely on such a modelledness. Nevertheless Theorem 1.2 states that such a modelledness holds true. Of course, (1.8) also implies that $\nabla u(t', \cdot) - \nabla v_{a(t', x')}(t', \cdot)$ is differentiable

\(^7\)The result holds more generally in the case of an elliptic matrix $a \geq \lambda$.

\(^8\)On the level of the solution and not the gradient for $\sigma \equiv 1$. 
in \(x'\) as well as the improved Hölder-regularity in time \(|\nabla u(t, x') - \nabla v_{a(t', x')} (t, x') - (\nabla u(t', x') - \nabla v_{a(t', x')} (t', x'))| \lesssim |t - t'|^\alpha\) at \(z' = (t', x')\).

From now on, we set \(w_{a(t', x')} := u - v_{a(t', x')}\). Then we define the \textit{modelling constant}

\[
M := \sup_{z' = (t', x')} \inf_{B} \sup_{r > 0} r^{-2\alpha} \|\nabla w_{a(t', x')} - B_x\|_{Pr(z')},
\]

where the infimum ranges over all affine functions \(B_x(x) := B(x - x') + b\) with \(B \in \mathbb{R}^{d \times d}\) being symmetric and \(b \in \mathbb{R}^d\), and \(Pr(z)\) is the parabolic cylinder of radius \(r\) defined in Sect. 2. In order to prove Theorem 1.2 we show that we have

\[
M \leq C(d, \lambda, \Lambda, \alpha, [\nabla v]_\alpha).
\]

(1.10)

Then it is straightforward to see that the optimal choice is \(b = \nabla w_{a(t', x')} (t', x')\) and hence (1.10) yields Theorem 1.2. Note that the definition of \(M\) is essentially the same as the definition of the modelling constant in [7, Definition 3.1]. Moreover, we want to make the following connection. Apart from the dependence of \(w_{a(t', x')}\) on the basepoint \(z' = (t', x')\), the semi-norm \(M\) bears close resemblance to the Hölder-norm defined in [4, Section 3.3] where Hölder-regularity is measured in terms of how well a function is approximated by polynomials.

2. Notation and assumptions

Our notation and assumptions are the same as in [6, Section 2]. For the convenience of the reader we will recall them here. The non-linearity \(A : \mathbb{R}^d \to \mathbb{R}^d\) is assumed to be continuously differentiable and uniformly elliptic in the sense that there exists \(\lambda > 0\) such that

\[
\eta \cdot DA(x) \eta \geq \lambda |\eta|^2 \quad \text{for all } x, \eta \in \mathbb{R}^d
\]

(2.1)

and we have

\[
|DA(x)\eta| \leq |\eta| \quad \text{for all } x, \eta \in \mathbb{R}^d
\]

(2.2)

where by \(DA\) we denote the Jacobian of \(A\). Moreover, we assume that there exists \(\Lambda > 0\) such that

\[
|DA(x) - DA(y)| \leq \Lambda |x - y| \quad \text{for all } x, y \in \mathbb{R}^d.
\]

(2.3)

For \(\alpha \in (0, 1)\) the semi-norm \([.]_\alpha\) is defined as

\[
[f]_\alpha := \sup_{z \neq z' \in \mathbb{R} \times \mathbb{R}^d} \frac{|f(z) - f(z')|}{d^\alpha(z, z')} < \infty
\]

(2.4)

for all space-time functions \(f : \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}\) or vector fields \(f : \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}^d\) where

\[
d((t, x), (t', x')) := |t - t'|^\frac{1}{2} + |x - x'|.
\]
denotes the Carnot–Caratheodory metric and by abuse of notation \(|\cdot|\) refers either to the absolute value or the Euclidean norm on \(\mathbb{R}^d\). Naturally, the space \(C^{\alpha}\) denotes all functions \(f\) such that \([f]_{\alpha} < \infty\). For \(r > 0\) and \(z = (t', x')\), by
\[
P_r(z) := (t' - r^2, t') \times B_r(x')
\]
we denote the parabolic cylinder centered around \(z\) with radius \(r\). Then \(\|\cdot\|_{P_r(z)}\) is the supremum norm on \(P_r(z)\). We will also frequently write \([f]_{\alpha, P_r(z)}\) which is the same semi-norm as in (2.4) restricted to \(P_r(z)\).

For \(y \in \mathbb{R}^d\) we define the spatial increment operator \(\delta_y\) as
\[
\delta_y f(t, x) := f(t, x + y) - f(t, x)
\]
(2.5) where \(f\) is either a scalar or a vector field. Then, by the mean value theorem, we can linearize our non-linearity according to
\[
\delta_y A(\nabla u) = a_y \nabla \delta_y u
\]
where
\[
a_y(t, x) = \int_0^1 DA(\theta \nabla u(t, x + y) + (1 - \theta) \nabla u(t, x)) d\theta \in \mathbb{R}^{d \times d}.
\]
The assumptions on the Jacobian \(DA\) translate to estimates on \(a_y\) as follows. We have
\[
\eta \cdot a_y(t, x) \eta \geq \lambda |\eta|^2 \quad \text{for all } x, \eta \in \mathbb{R}^d, t \in \mathbb{R}
\]
as well as
\[
|a_y(t, x) \eta| \leq |\eta| \quad \text{for all } x, \eta \in \mathbb{R}^d, t \in \mathbb{R}
\]
and
\[
[a_y]_{\alpha} \leq [\nabla u]_{\alpha}.
\]
(2.6)
Let \(\psi\) be a smooth, positive and radially symmetric mollifier that satisfies \(\text{supp } \psi \subset B_1(0)\) as well as \(\int_{\mathbb{R}^d} \psi \, dx = 1\). The radial symmetry assumption also ensures that first moments vanish, i.e. for all \(i = 1, \ldots, d\) it holds \(\int_{\mathbb{R}^d} \psi(x)x_i \, dx = 0\). Then we write \(\psi_r(x) := \frac{1}{r^d} \psi\left(\frac{x}{r}\right)\) and we define for any function \(f\)
\[
f_r := f_{r, 0} := f \ast \psi_r
\]
as well as for \(i = 1, \ldots, d\)
\[
f_{r, i} := f \ast (\partial_i \psi)_r.
\]
For vector fields\(^9\) this notation is to be understood entrywise. Moreover, we will always write \(B_{x'}\) for the affine function
\[
B_{x'}(x) := B(x - x') + b
\]
where \(B \in \mathbb{R}^{d \times d}\) and \(b \in \mathbb{R}^d\).

\(^9\)Such as a gradient.
3. The stochastic heat equation

In the work [6], they consider a stationary, spatially periodic Gaussian noise $\xi$ on $\mathbb{R} \times \mathbb{R}^d$, localized in the time interval $[0, 1]$, that is white in time and colored in space, and such that the corresponding stochastic heat equation

\[
\begin{aligned}
\partial_t v &= \Delta v + \xi \\
v|_{t=0} &= 0
\end{aligned}
\]  

(3.1)
satisfies

\[
[\nabla v]_\alpha < \infty \text{ a.s.}
\]  

(3.2)
for some $\alpha \in \left(\frac{1}{2}, 1\right)$. More specifically, they consider a Gaussian field $\xi = (\xi(f))_f$ with $1$–periodic, positive definite covariance function $K: \mathbb{R}^d \to \mathbb{R}$ such that for smooth test-functions $f, g$

\[
E[\xi(f)\xi(g)] = \int_0^1 \int_{[0,1]^d} \int_{[0,1]^d} f(t, x) K(x - y) g(t, y) dxdydt
\]

and $\xi(f)$ is normally distributed with mean zero. Such a Gaussian field is easily seen to exist by Kolmogorov’s consistency theorem. The fact that $K$ only depends on one variable yields stationarity of $\xi$. Periodicity of $K$ translates to periodicity of $\xi$. Positive definiteness of $K$ implies that its Fourier transform $\hat{K}$ is real-valued and non-negative and requiring that $K$ is symmetric, i.e. $K(-x) = K(x)$, yields $\hat{K}(-k) = \hat{K}(k)$. Most importantly, requiring that the Fourier transform of $K$ satisfies

\[
\hat{K}(k) \lesssim (1 + |k|^2)^{-\frac{s}{2}}
\]

for all $k \in (2\pi\mathbb{Z})^d$, where $s = 2\alpha + d \in (d, d + 2)$ finally implies (3.2) (cf. [6, Lemma 3]).

Now we give the proof for Lemma 1.1.

Proof of Lemma 1.1. For any $(t', x') \in \mathbb{R} \times \mathbb{R}^d$ we apply Theorem 1 of [6] to $A$ given by

\[
A(\nabla u) = a(t', x') \nabla u
\]

where $u = v_{a(t', x')}$.\textsuperscript{10} Thus we get a unique solution $v_{a(t', x')}$ that satisfies $\left[\nabla v_{a(t', x')}\right]_\alpha < \infty \text{ a.s.}$ Then we can apply Corollary 1 of [6] which yields uniformly in $(t', x')$ the estimate

\[
\left[\nabla v_{a(t', x')}\right]_\alpha \leq C(d, \lambda, \Lambda, \alpha)([\nabla v]_\alpha + [\nabla v]_\alpha^\alpha)
\]

and hence the conclusion. \hfill \Box

\textsuperscript{10}In this case $A$ is non-deterministic, but since the analysis is pathwise and all the constants depend on $A$ only through the ellipticity constants $\lambda, \Lambda$, which are deterministic, the proofs are unaffected.
4. Deterministic estimates

From now on we fix a space-time point \( z = (t', x') \). We set \( u_{a(t', x')} := u - v_{a(t', x')} \), where we recall that \( a(t', x') = DA(\nabla u(t', x')) \). For notational convenience we will drop the subscripts referring to \( a(t', x') \).

In the first step, for simplicity, we focus on the spatial part of the modelling constant. The proof is elementary and essentially an extension of the proof of Lemma 1 in [6].

**Proposition 4.1.** Let \( x' \in \mathbb{R}^d \). For \( f : \mathbb{R}^d \to \mathbb{R} \) such that \( \nabla f \in C^\alpha \), \(^{11}\) we have

\[
\sup_{r > 0} \frac{1}{r^{2\alpha}} \inf_{B} \| \nabla f - B_x \|_{B_{r}(x')} \lesssim \sup_{l > 0} \frac{1}{l^{2\alpha}} \sup_{|y| \leq l} \| \nabla \delta_y f - k \|_{B_l(x')} =: N
\]

where \( B_x(x') = B(x - x') + b, B \in \mathbb{R}^{d \times d} \) symmetric, \( b \in \mathbb{R}^d \).

**Proof.** First of all, we assume that \( f \) is smooth. We denote by \( \{e_i\}_{i=1,…,d} \) the standard orthonormal basis of \( \mathbb{R}^d \). Let \( k = k(y, l) \) be the (near) optimal constant for \( N \). Fix \( i, j = 1, …, d \) and \( l > 0 \). Note that for all \( y_1, y_2 \) we have the identity \( \delta_{y_1+y_2} \partial_i f = \delta_{y_2} \partial_i f - \delta_{y_1} \partial_i f \).

Then we estimate

\[
|k_i(2le_j, 2l) - 2k_i(le_j, 2l)| \leq |k_i(2le_j, 2l) - \delta_{2le_j} \partial_i f|_{B_{2l}(x')} + |k_i(le_j, 2l) - \delta_{le_j} \partial_i f|_{B_{2l}(x')} + \|k_i(le_j, 2l) - \delta_{le_j} \partial_i f\|_{B_l(x')} \leq 3(2l)^{2\alpha} N
\]

and similarly

\[
|k_i(le_j, 2l) - k_i(le_j, l)| \leq \|k_i(le_j, 2l) - \delta_{le_j} \partial_i f\|_{B_{2l}(x')} + \|k_i(le_j, l) - \delta_{le_j} \partial_i f\|_{B_l(x')} \leq 2(2l)^{2\alpha} N.
\]

Combining these two estimates yields via the triangle inequality

\[
|k_i(2le_j, 2l) - 2k_i(le_j, l)| \lesssim N l^{2\alpha}.
\]

Hence for any \( l > 0 \) and \( n \in \mathbb{N} \) we get

\[
\left| k_i \left( \frac{l}{2^\alpha e_j, \frac{l}{2^\alpha}} \right) - k_i \left( \frac{l}{2^{\alpha+1} e_j, \frac{l}{2^{\alpha+1}}} \right) \right| \lesssim N l^{2\alpha - 1} (2^{-n})^{2\alpha - 1}.
\]

Using our assumption that \( 2\alpha - 1 > 0 \) we see that the corresponding sequence is Cauchy and thus there exists \( a_{ij}(l) \in \mathbb{R} \) such that

\[
k_i \left( \frac{l}{2^\alpha e_j, \frac{l}{2^\alpha}} \right) \to a_{ij}(l) \text{ for } n \to \infty
\]

\(^{11}\)Only in space in this case.
and, by dyadic summation,\footnote{Again using the fact that $2\alpha - 1 > 0$.} this yields
\[
\left| \frac{k_i(l e_j, l)}{l} - a_{ij}(l) \right| \lesssim Nl^{2\alpha - 1}. \tag{4.1}
\]
Note that $a_{ij}(l)$ is constant on dyadics, i.e.
\[
a_{ij}(l) = a_{ij}(2^{-m}l) \tag{4.2}
\]
for all $m \in \mathbb{N}$. Feeding the estimate (4.1) into $N$ we consequently have
\[
\left\| \frac{1}{l} \delta_{le_j} \partial_i f - a_{ij}(l) \right\|_{B_l(x')} \lesssim Nl^{2\alpha - 1}
\]
and, since $f$ is smooth, we infer that
\[a_{ij}(l) \to \partial_{ij} f(x') \text{ for } l \to 0.\]
Hence we conclude by (4.2) that $a_{ij}$ is constant and we have $a_{ij} = \partial_{ij} f(x')$. Moreover, the estimate
\[
\left\| \frac{1}{l} \delta_{le_j} \partial_i f - \partial_{ij} f(x') \right\|_{B_l(x')} \lesssim Nl^{2\alpha - 1} \tag{4.3}
\]
holds. Now let $x \in B_r(x')$ and we set $y := x - x'$. Then we estimate componentwise using (4.3)
\[
|\partial_i f(x) - \partial_i f(x') - \nabla \partial_i f(x') \cdot (x - x')|
\leq \sum_{k=1}^{d} |\delta_{yk} \partial_i f(x'_1, \ldots, x'_{k+1} + y_{k+1}, \ldots, x'_d + y_d) - \partial_{ki} f(x')y_k|
\lesssim N \sum_{k=1}^{d} |y_k|^{2\alpha} \lesssim Nr^{2\alpha}. \tag{4.4}
\]
Now we drop the assumption that $f$ is smooth. To this end, let $\varepsilon > 0$. Let $k$ be the (near) optimal constant for $f$ in $N$. Then we have for all $x \in B_l(x')$ and $|y| \leq l$ by the triangle inequality
\[
|\nabla \delta_y f_{\varepsilon}(x) - k| \leq \| \nabla \delta_y f - k \|_{B_{2l}(x')}
\]
and hence
\[
\sup_{l > 0} \frac{1}{l^{2\alpha}} \sup_{|y| \leq l} \inf_k \| \nabla \delta_y f_{\varepsilon} - k \|_{B_l(x')} \lesssim \sup_{l > 0} \frac{1}{l^{2\alpha}} \sup_{|y| \leq l} \inf_k \| \nabla \delta_y f - k \|_{B_l(x')} \tag{4.5}
\]
Note that, since $\partial_i f$ is Hölder-continuous, $\partial_i f_{\varepsilon}$ converges uniformly to $\partial_i f$ and thus, for fixed $r$, it holds that $\inf_{B_r} \| \nabla f_{\varepsilon} - B_{x'}^r \|_{B_r(x')} \to \inf_{B} \| \nabla f - B_{x'}^r \|_{B_r(x')}$.
Dividing by \( r^{2\alpha} \) and taking the supremum over \( r \) yields lower semicontinuity of the seminorm
\[
\sup_{r>0} \frac{1}{r^{2\alpha}} \inf_{B} \| \nabla f - B_{x'} \|_{B_r(x')} \leq \lim_{\varepsilon \to 0} \sup_{r>0} \frac{1}{r^{2\alpha}} \inf_{B} \| \nabla f_{\varepsilon} - B_{x'}^\varepsilon \|_{B_r(x')} .
\] (4.6)

We conclude
\[
\sup_{r>0} \frac{1}{r^{2\alpha}} \inf_{B} \| \nabla f - B_{x'} \|_{B_r(x')} \leq \lim_{\varepsilon \to 0} \sup_{r>0} \frac{1}{r^{2\alpha}} \inf_{B} \| \nabla f_{\varepsilon} - B_{x'}^\varepsilon \|_{B_r(x')}
\lesssim \lim_{\varepsilon \to 0} \sup_{l>0} \frac{1}{l^{2\alpha}} \sup_{|y| \leq l} \sup_{k} \| \nabla \delta_y f_{\varepsilon} - k \|_{B_l(x')}
\lesssim \sup_{l>0} \frac{1}{l^{2\alpha}} \sup_{|y| \leq l} \sup_{k} \| \nabla \delta_y f - k \|_{B_l(x')} .
\] (4.5)

\( \square \)

In order to include time we extend Proposition 4.1 to space-time functions via the following interpolation inequality.

**Corollary 4.2.** Let \( z' = (t', x') \). For \( f : \mathbb{R} \times \mathbb{R}^d \to \mathbb{R} \) such that \( \nabla f \in C^\alpha \) we have
\[
\sup_{r>0} \frac{1}{r^{2\alpha}} \inf_{B} \| \nabla f - B_{x'} \|_{P_r(z')} \lesssim \sup_{l>0} \frac{1}{l^{2\alpha}} \sup_{|y| \leq l} \sup_{k \in \mathbb{R}^d} \| \nabla \delta_y f - k \|_{P_l(z')}
+ \sum_{i=0}^{d} \sup_{r>0} r^{1-2\alpha} \sup_{|y| \leq r} \left\| \partial_t f \left( \delta_y f_{r,i} \right) \right\|_{P_r(z')} .
\]

**Proof.** Let \( (t, x) \in P_r(z') \). By Proposition 4.1 there exist a symmetric matrix \( B(t', x') \) and a vector \( b(t', x') \) such that
\[
| \nabla f(t', x) - \left( B(t', x') (x - x') + b(t', x') \right) |
\lesssim r^{2\alpha} \sup_{l>0} \frac{1}{l^{2\alpha}} \sup_{|y| \leq l} \inf_{k=k(t')} \| \nabla \delta_y f(t', \cdot) - k \|_{B_l(x')}
\lesssim r^{2\alpha} \sup_{l>0} \frac{1}{l^{2\alpha}} \sup_{|y| \leq l} \inf_{k \in \mathbb{R}^d} \| \nabla \delta_y f - k \|_{P_l(z')} .
\]

Via the triangle inequality we split the remainder into a spatial increment and a temporal increment
\[
| \nabla f(t, x) - \nabla f(t', x') | \leq | \nabla f(t, x) - (\nabla f)_{r,t} (t, x) | + | (\nabla f)_{r,t} (t, x) - (\nabla f)_{r,t} (t', x) | + | \nabla f(t', x) - (\nabla f)_{r,t} (t', x) | .
\]
Again by Proposition 4.1 there exist a symmetric matrix \( B(t, x') \) and a vector \( b(t, x') \) such that
\[
| \nabla f(t, x) - \left( B(t, x') (x - x') + b(t, x') \right) | \lesssim r^{2\alpha} \sup_{l>0} \frac{1}{l^{2\alpha}} \sup_{|y| \leq l} \inf_{k \in \mathbb{R}^d} \| \nabla \delta_y f - k \|_{P_l(z')} .
\]
and, in order to estimate the spatial increment, we appeal to radial symmetry of our mollifier, which implies

\[ B(t, x')(x - x') = \int_{\mathbb{R}^d} \psi_r(x - \zeta) B(t, x') (\zeta - x') d\zeta \]

and, hence again by Proposition 4.1 and the triangle inequality

\[ |\nabla f(t, x) - (\nabla f)_r(t, x)| \]
\[ = |\nabla f(t, x) - b(t, x') - B(t, x') (x - x')| \]
\[ - \int_{\mathbb{R}^d} \psi_r(x - \zeta) \left( \nabla f(t, \zeta) - b(t, x') - B(t, x') (\zeta - x') \right) d\zeta | \]
\[ \lesssim r^{2a} \sup_{l > 0} \frac{1}{l^{2a}} \sup_{|y| \leq l} \inf_{k \in \mathbb{R}^d} \| \nabla \delta_y f - k \|_{Pl(z)}. \]

In order to treat the time difference, we show

\[ \| \partial_t (\nabla f)_r \|_{Pr(z)} \lesssim \sum_{i=0}^{d-1} \frac{1}{r} \sup_{|y| \leq r} \| \partial_t (\delta_y f)_{r,i} \|_{Pr(z)}. \] (4.7)

Let \( i = 1, \ldots, d \). For any \( \hat{t} \in \mathbb{R} \) we compute, appealing to the mean value theorem in space and then Fubini’s theorem

\[ (\partial_i f)_r (\hat{t}, x) - \left( \frac{1}{r} \delta_{r e_i} f \right)_r (\hat{t}, x) \]
\[ = \int_{\mathbb{R}^d} \psi_r(x - \zeta) \left( \partial_i f (\hat{t}, \zeta) - \int_0^1 \partial_i f (\hat{t}, \zeta + \theta r e_i) d\theta \right) d\zeta \]
\[ = - \int_0^1 \int_{\mathbb{R}^d} \psi_r(x - \zeta) \delta_{\theta r e_i} \partial_i f (\hat{t}, \zeta) d\zeta d\theta. \]

Integration by parts then yields

\[ (\partial_i f)_r (\hat{t}, x) - \left( \frac{1}{r} \delta_{r e_i} f \right)_r (\hat{t}, x) = - \int_0^1 \left( \frac{1}{r} \delta_{\theta r e_i} f \right)_{r,i} (\hat{t}, x) d\theta. \]

Taking the time derivative proves (4.7).

By the mean value theorem in time, for any \( x \in \mathbb{R}^d \) we have

\[ (\partial_i f)_r (t, x) - (\partial_i f)_r (t', x) = (t - t') \int_0^1 \partial_t (\partial_i f)_r (\delta t + (1 - \delta)t', x) d\delta. \] (4.8)

and combining (4.8) with (4.7) finally yields

\[ |(\nabla f)_r (t, x) - (\nabla f)_r (t', x)| \lesssim r^2 \| \partial_t (\nabla f)_r \|_{Pr(z)} \lesssim \sum_{i=0}^{d-1} \frac{r}{|y|} \sup_{|y| \leq r} \| \partial_t (\delta_y f)_{r,i} \|_{Pr(z)}. \]
Hence we have proven that for \((t, x) \in P_r(z')\)
\[
|\nabla f(t, x) - (B(t', x') \cdot (x - x') + b(t', x'))| 
\leq r^{2\alpha} \sup_{l > 0} \frac{1}{l^{2\alpha}} \sup_{|y| \leq l} \inf_{k \in \mathbb{R}^d} \|\nabla \delta_y f - k\|_{P_l(z')} 
+ r^{2\alpha} \sum_{i=0}^{d} \sup_{l > 0} l^{1-2\alpha} \sup_{|y| \leq l} \|\partial_t (\delta_y f)_{l,i}\|_{P_l(z')} 
\]

Let \(y \in \mathbb{R}^d\). Since \(\delta_y u\) satisfies
\[
\partial_t \delta_y u - \nabla \cdot a_y \nabla \delta_y u = \partial_t \delta_y v - \nabla \cdot a(t', x') \nabla \delta_y v
\]
we see that \(\delta_y w\) satisfies the equation
\[
\partial_t \delta_y w - \nabla \cdot a_y \nabla \delta_y w = \nabla \cdot (a_y - a(t', x')) \nabla \delta_y v.
\]
Then, we can write this as a constant coefficient equation
\[
\partial_t \delta_y w - \nabla \cdot a(t', x') \nabla \delta_y w = \nabla \cdot g \tag{4.9}
\]
by introducing
\[
g := (a_y - a(t', x')) \nabla \delta_y u.
\]
Note that (4.9) is now invariant under affine spatial translations, i.e. of functions of the form \(\text{aff}(x) := b \cdot x + a\) for some \(b \in \mathbb{R}^d, a \in \mathbb{R}\). Hence, we can apply the \(C^{1+\alpha}\) interior Schauder estimate [5, Theorem 4.8], using this invariance, as well as parabolic rescaling, to obtain that, for all \(l > 0\) and all space-time points \(z' = (t', x')\), it holds
\[
\begin{align*}
I_{\text{aff}}^{\alpha} \inf_{\alpha, P_l(z')} [\nabla (\delta_y w - \text{aff})] &+ \inf_{\text{aff}} \|\nabla (\delta_y w - \text{aff})\|_{P_l(z')} \leq I_{\text{aff}}^{\alpha} [g]_{\alpha, P_{2l}(z')} \\
&+ l^{-1} \inf_{\text{aff}} \|\delta_y w - \text{aff}\|_{P_{2l}(z')}, \tag{4.10}
\end{align*}
\]
which is equivalent to
\[
\begin{align*}
I_{\text{aff}}^{\alpha} [\nabla \delta_y w]_{\alpha, P_l(z')} &+ \inf_{k \in \mathbb{R}^d} \|\nabla \delta_y w - k\|_{P_l(z')} \leq I_{\text{aff}}^{\alpha} [g]_{\alpha, P_{2l}(z')} \\
&+ l^{-1} \inf_{\text{aff}} \|\delta_y w - \text{aff}\|_{P_{2l}(z')}.
\end{align*}
\]
This suggests that we need to further estimate the right hand side which is captured in the next Proposition and which is an extension of [6, p.73, (34)]. The proof is similar.

**Proposition 4.3.** Let \(z' = (t', x')\). For \(f : \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}\) continuously differentiable and \(y \in \mathbb{R}^d\) we have the estimate
\[
\inf_{\text{aff}} \|\delta_y f - \text{aff}\|_{P_l(z')} \lesssim |y| \inf_B \|\nabla f - B_{x'}\|_{P_{2l}(z')}
\]
where \(B_{x'}(x) = B(x - x') + b, B \in \mathbb{R}^{d \times d}\) is symmetric and \(b \in \mathbb{R}^d\).
Proof. For $B \in \mathbb{R}^{d \times d}$ symmetric we define

$$
\tilde{f}(t, x) := f(t, x) - \left(\frac{1}{2} (x - x') \cdot B(x - x') + b \cdot (x - x')\right).
$$

Then we compute

$$
\nabla \tilde{f}(t, x) = \nabla f(t, x) - (B(x - x') + b)
$$

as well as

$$
\delta_y \tilde{f}(t, x) = \delta_y f(t, x) - \left(y \cdot B(x - x') + \frac{1}{2} y \cdot By + b \cdot y\right).
$$

Notice that for any $y$ the map $x \mapsto y^T B(x - x') + \frac{1}{2} y^T By + b \cdot y$ is again affine. Thus, by the mean value theorem, we have

$$
\|\delta_y \tilde{f}\|_{P_t(z')} \leq |y| \|\nabla \tilde{f}\|_{P_2(z')} \text{ which yields the statement.} \quad \square
$$

4.1. Proof of the main theorem

We are now able to prove our main theorem.

Proof of Theorem 1.2. In the following $B$ always denotes a symmetric matrix. We write $M = \sup_{z'} M_{z'}$ where $M_{z'} = \inf_B \sup_{r > 0} r^{-2\alpha} \|\nabla w_{a(t', x')} - B_{x'}\|_{P_r(z')}$. For now we assume that $M_{z'}$ is finite for any $z'$. By Corollary 4.2, we have

$$
\sup_{r > 0} \frac{1}{r^{2\alpha}} \inf_B \|\nabla w - B_{x'}\|_{P_r(z')} \lesssim \sup_{r > 0} \frac{1}{r^{2\alpha}} \sup_{|y| \leq r} \|\nabla \delta_y w - k\|_{P_r(z')}
$$

$$
+ \sum_{i=0}^{d} \sup_{r > 0} r^{1-2\alpha} \|\partial_t (\delta_y w)_{r,i}\|_{P_r(z')} \quad (4.11)
$$

Let $|y| \leq r \leq l$. First, we focus on the second term on the right hand side of (4.11). To this end, we recall (cf. (4.9)) that $\delta_y w$ satisfies the constant coefficient equation

$$
\partial_t \delta_y w = \nabla \cdot a(t', x') \nabla \delta_y w + \nabla \cdot g
$$

where

$$
g = (a_y - a(t', x')) \nabla \delta_y u
$$

and we estimate for any $i = 0, \ldots, d$

$$
\|\partial_t (\delta_y w)_{r,i}\|_{P_r(z')} \lesssim r^{\alpha-1} \left[ a(t', x') \nabla \delta_y w + g \right]_{\alpha, P_2r(z')} \lesssim r^{\alpha-1} \left( [\nabla \delta_y w]_{\alpha, P_2r(z')} + [g]_{\alpha, P_2r(z')} \right). \quad (4.12)
$$
Hence we have
\[
\sup_{r > 0} \frac{1}{r^{2\alpha}} \inf_B \| \nabla w - B_x \|_{P_r(z')} \lesssim \sup_{r > 0} \frac{1}{r^{2\alpha}} \sup_{|y| \leq r} \inf_k \| \nabla \delta_y w - k \|_{P_r(z')} + \sup_{r > 0} \frac{r^{-\alpha}}{|y|} \left( \left\| \nabla \delta_y w \right\|_{\alpha, P_2(z')} + |g|_{\alpha, P_2(z')} \right).
\]

For $|y| \leq r \leq l$ we estimate by (4.10)
\[
\inf_k \| \nabla \delta_y w - k \|_{P_r(z')} \leq r^\alpha \left[ \nabla \delta_y w \right]_{\alpha, P_2(z')} \lesssim r^\alpha |g|_{\alpha, P_2(z')}
\]
and thus as well as
\[
\left[ \nabla \delta_y w \right]_{\alpha, P_2(z')} \lesssim |g|_{\alpha, P_2(z')} + \frac{1}{l^{1+\alpha}} \inf_{\text{aff}} \| \delta_y w - \text{aff} \|_{P_2(z')}.
\]

Now we turn to the estimate of $[g]_{\alpha, P_2(z')}$. We appeal to the Lipschitz continuity of $DA$ (cf. (2.3)) and recall the definition of $a(t', x')$ as well as $a_y$ in order to estimate
\[
|a_y(t, x) - a(t', x')| \lesssim \int_0^1 |\theta \nabla u(t, x + y) + (1 - \theta) \nabla u(t, x) - \nabla u(t', x')| d\theta
\]
\[
\lesssim \int_0^1 \theta |\nabla u(t, x + y) - \nabla u(t, x)| + |\nabla u(t, x) - \nabla u(t', x')| d\theta
\]
\[
\lesssim |y|^\alpha + d((t, x), (t', x'))^\alpha
\]
and thus, for $|y| \leq r \leq l$ we get
\[
\|a_y - a(t', x')\|_{P_2(z')} \lesssim l^\alpha.
\]
By (2.6), we have
\[
[a_y - a(t', x')]_{\alpha, P_2(z')} = [a_y]_{\alpha, P_2(z')} \lesssim [\nabla u]_{\alpha, P_2(z')}.
\]
Moreover, it holds that
\[
\| \nabla \delta_y u \|_{P_2(z')} \lesssim l^\alpha [\nabla u]_{\alpha, P_3(z')}
\]
as well as
\[
\left[ \nabla \delta_y u \right]_{\alpha, P_2(z')} \lesssim [\nabla u]_{\alpha, P_3(z')}.
\]
Summing up, we arrive at
\[
[g]_{\alpha, P_2(z')} = [(a_y - a(t', x')) \nabla \delta_y u]_{\alpha, P_2(z')} \lesssim [a_y - a(t', x')]_{\alpha, P_3(z')} \| \nabla \delta_y u \|_{P_3(z')}
\]
\[
+ \|a_y - a(t', x')\|_{P_3(z')} [\nabla \delta_y u]_{\alpha, P_3(z')}
\]
\[
\lesssim l^\alpha [\nabla u]_{\alpha, P_3(z')} \quad (4.14)
\]
for $|y| \leq r \leq l$. Combining (4.14) with (4.13) yields for $|y| \leq r \leq l$

$$r^\alpha \left[ \nabla \delta_y w \right]_{\alpha, P_r(z')} \lesssim l^{2\alpha} \left[ \nabla u \right]_{\alpha, P_3(z')} + \frac{r^\alpha}{l^{1+\alpha}} \inf_{\text{aff}} \left[ \nabla_y w - \text{aff} \right]_{\alpha, P_2(z')}.$$  

(4.15)

Then using Proposition 4.3 we further estimate (4.15) to the effect that

$$r^\alpha \left[ \nabla \delta_y w \right]_{\alpha, P_r(z')} \lesssim l^{2\alpha} \left[ \nabla u \right]_{\alpha, P_3(z')} + \left( \frac{r}{l} \right)^{1+\alpha} \inf_{B} \left[ \nabla w - B_x' \right]_{P_4(z')}.$$  

(4.16)

Summing up, we get by (4.12), (4.14) and (4.16)

$$\frac{1}{r^{2\alpha}} \sup_{|y| \leq r} \inf_{k} \left[ \nabla \delta_y w - k \right]_{\alpha, P_r(z')} + \sum_{i=0}^{d} r^{1-2\alpha} \sup_{|y| \leq r} \left[ \partial_t \left( \delta_y w \right)_{r} \right]_{P_r(z')}
\lesssim \left( \frac{l}{r} \right)^{2\alpha} \left[ \nabla u \right]_{\alpha, P_3(z')} + \left( \frac{r}{l} \right)^{1-\alpha} \frac{1}{l^{2\alpha}} \inf_{B} \left[ \nabla w - B_x' \right]_{P_4(z')}.$$  

(4.17)

Let $K \geq 1$ and set $l = K r$. By introducing $M'_z := \sup_{r>0} \frac{1}{r^{2\alpha}} \inf_{B} \left[ \nabla w - B_x' \right]_{P_r(z')}$ we estimate combining (4.11) and (4.17)

$$M'_z \lesssim K^{2\alpha} \left[ \nabla u \right]_{\alpha} + K^{\alpha-1} M'_z.$$  

Thus, after using (1.6) as well as Lemma 1.1 we arrive at

$$M'_z \lesssim K^{2\alpha} C \left( [\nabla v]_{\alpha} \right) + K^{\alpha-1} M'_z,$$

where the implicit constant in $\lesssim$ depends only on $d, \lambda, \Lambda$ and $\alpha$ and $C \left( [\nabla v]_{\alpha} \right)$ depends polynomially on $[\nabla v]_{\alpha}$. Since $\alpha > \frac{1}{2}$, using the reasoning in Step 3 in the proof of Lemma 3.6 of [7] the matrix $B$ is independent of $r$, i.e.

$$M'_z \lesssim M'_z,$$

and hence

$$M'_z \lesssim K^{2\alpha} C \left( [\nabla v]_{\alpha} \right) + K^{\alpha-1} M'_z.$$  

Choosing $K$ sufficiently large, and since $\alpha < 1$, as well as the assumption that $M'_z$ is finite, we can absorb $K^{\alpha-1} M'_z$ into the left hand side and end up with

$$M'_z \lesssim C \left( [\nabla v]_{\alpha} \right)$$  

(4.18)

and taking the supremum in $z'$ we get

$$M \lesssim C \left( [\nabla v]_{\alpha} \right).$$

In order to get rid of the assumption that $M'_z$ is finite we appeal to the following approximation argument. Up to now we made the abbreviation $v = v_{a(t', x')}$ but from now on by $v$ we mean the solution to the SHE (3.1). As in the proof of [6, Theorem
we can consider smooth approximations \( u_\varepsilon, v_{a(t',x'),\varepsilon} \) and \( v_\varepsilon \) to \( u, v_{a(t',x')} \) and \( v \) such that
\[
\nabla (u_\varepsilon - v_{a(t',x'),\varepsilon}) \to \nabla (u - v_{a(t',x')}) = \nabla w
\]
uniformly on compact sets and such that \([\nabla v_\varepsilon]_\alpha \lesssim [\nabla v]_\alpha\). Then the corresponding constant \( M_{z',\varepsilon} \) is finite for all \( z' \) and hence (4.18) applies and we have
\[
M_\varepsilon \lesssim C([\nabla v_\varepsilon]_\alpha) \lesssim C([\nabla v]_\alpha).
\]
Hence, by the same reasoning as in Proposition 4.1, we conclude by lower-semicontinuity
\[
M \lesssim \liminf_{\varepsilon \to 0} M_\varepsilon \lesssim C([\nabla v]_\alpha).
\]
In other words, (4.19) means that for all \( r > 0 \) and all space-time points \( z' = (t', x') \) there exists a family of symmetric matrices \( (B(t', x'))_{(t',x')} \) and a family of vectors \( (b(t', x'))_{(t',x')} \), such that we have
\[
|\nabla u(t, x) - \nabla v_{a(t',x')}(t, x) - (B(t', x')(x - x') + b(t', x'))| \lesssim r^{2\alpha} \text{ for } (t, x) \in P_r(z').
\]
Letting \( r \to 0 \) implies \( (t, x) \to (t', x') \) and hence the optimal \( b \) is of the form
\[
b(t', x') = \nabla u(t', x') - \nabla v_{a(t',x')}(t', x').
\]
Then we can choose \( r = d(((t, x), (t', x')) \) and thus
\[
|\nabla u(t, x) - \nabla v_{a(t',x')}(t, x) - (\nabla u(t', x') - \nabla v_{a(t',x')}(t', x')) - B(t', x')(x - x')| \lesssim d^{2\alpha}((t, x), (t', x'))
\]
which we wanted to prove. \( \square \)

Acknowledgements

The author would like to thank Felix Otto for helpful discussions and for bringing this problem to his attention.

Funding Open Access funding enabled and organized by Projekt DEAL. The present work has been completed while the author has been a PhD-student at the Max-Planck-Institute for Mathematics in the Sciences and a member of the corresponding IMPRS.

Availability of data and material Data sharing not applicable to this article as no datasets were generated or analyzed during the current study.
Declarations

Conflict of interest  The author declares that he has no conflict of interest.

Open Access.  This article is licensed under a Creative Commons Attribution 4.0 International License, which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

Publisher’s Note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

REFERENCES

[1] G. Da Prato and A. Debussche, Strong solutions to the stochastic quantization equations, Ann. Probab. 31 (2003), no. 4, 1900–1916.
[2] M. Gubinelli, Controlling rough paths, J. Funct. Anal. 216 (2004), no. 1, 86–140.
[3] M. Hairer, A theory of regularity structures, Invent. Math. 198 (2014), no. 2, 269–504.
[4] N. V. Krylov, Lectures on elliptic and parabolic equations in Hölder spaces, Graduate Studies in Mathematics, vol. 12, American Mathematical Society, Providence, RI, 1996.
[5] G. M. Lieberman, Second order parabolic differential equations, World Scientific Publishing Co. Inc., River Edge, 1996.
[6] F. Otto and H. Weber, Quasi-linear spdes in divergence form, Stochastics and Partial Differential Equations: Analysis and Computations 7 (2019), no. 1, 64–85.
[7] F. Otto and H. Weber, Quasilinear spdes via rough paths, Archive for Rational Mechanics and Analysis 232 (2019), no. 2, 873–950.

Florian Kunick  
Max-Planck-Institut für Mathematik in den Naturwissenschaften  
Leipzig  
Germany  
E-mail: kunick@mis.mpg.de

Accepted: 20 September 2022