Implementing Morpheme-based Compression Security Mechanism in Distributed Systems
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Abstract:  
This paper presents a morpheme-based text compression security mechanism to secure information confidentiality in distributed systems. The effectiveness of the security mechanism is illustrated using English Language text data. The results indicated that the proposed security mechanism can preserve the confidentiality of information. Additional desirable property of the technique is its ability to reduce the size of communicated information, which translates into a gain in terms of time, CPU, and storage resources, leading to improved performance in data transmission.
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1. Introduction

A distributed system is a collection of autonomous computers linked by a computer network and equipped with software to perform a single task or to provide a single service [4]. The software enables computers to coordinate their activities and to share the resources of the system hardware, software, and data. Resources are to be secure to serve their purpose in distributed systems. One of the fundamental issues in distributed systems is security [17]. The multiple components composition of distributed systems makes it easier to compromise the security of the resources [4]. The risk of exposure of confidential information, the many opportunities for network staff to gain access to transmitted information, the deliberate attempts to disrupt a service and the probability of satellite or point-to-point radio link to be intercepted with the appropriate equipment are some of the security challenges that can be exploited to attack a distributed system [14]. The exploitation can be triggered intentionally or by accident [1]. A trigger by accident means that there is no ill intention by the source, however, it may have adverse effect on the system, resources or services being distributed. The existence of the vulnerabilities in hardware, networks, operating systems, and applications or software [1] and the possibility to explore them requires putting in place extra security mechanisms to secure the data communicated in distributed systems.

Providing security is perceived to be more difficult in distributed systems. System vulnerabilities can be triggered intentionally or inadvertently changing them from potential to actual to cause security breaches [1]. This makes users and owners of digital information reluctant to distribute their data in an insecure environment because they fear that their information could be mishandled by anyone who has access to the network [15]. Unauthorised access can compromise the confidentiality and integrity of information in distributed systems. Reference [13], reported that security failures are experienced when there is a change in the application domain of security mechanism undermining a security model. Further, security mechanisms that are adequate and effective in a restricted environment often experience failures upon exposure to a more general environment. This study therefore seeks to explore morpheme-based data compression technique as a security mechanism to secure the confidentiality of information for safe storage and distribution. The study will also determine the adequacy and effectiveness of the mechanism in different application domains. Further, the contribution of the technique to the overall performance of distributed systems will be evaluated.

1.1. Data Compression Algorithms

Data compression refers to coding that represents the same information using fewer bits. The primary purpose of data compression is to reduce the number of bits used to store or transmit information. Based on the requirements of reconstruction, data compression schemes can be categorised into two broad classes: lossless compression algorithm and
Data compression involves a wide variety of software and hardware compression techniques with important applications in the areas of file storage and distributed systems [5]. The main purpose of compression, reducing redundancy, is however in conflict, with the field of distributed systems which considers redundancy or information replication as a means of ensuring reliability in providing services and resources to clients. Distributed systems believe that having information replicated, the impact of hardware and software faults on users can be reduced [4]. Redundancy in a message however, takes extra bit to encode, requiring more of commodity hardware such as processor and memory. When we successfully get rid of that extra information, we will have reduced the size of the message to reduce the requirement of extra storage and processing resources [5].

Data Compression has numerous desirable applicability in distributed systems. For instance, the ever-increasing disparity between processor speeds and I/O rates and the growth of new applications demanding enormous data rates are pushing data compression implementation to the forefront of distributed systems [2]. Compression is used to reduce the demand for storage resource, network bandwidth, and to extend physical memory [2], [3]. The important role data compression plays in distributed systems is reported [2]. The concept has been used in file storage and distributed systems to reduce the amount of data being transferred leading to improved performance. In a situation where a network is run on “pay as you use” in proportion to amount of data transfer basis, compressing data before transfer lowers cost. Any communication involving networks – wired or wireless is likely to benefit from data compression [2]. Mobile computing has the greatest potential of benefitting from the use of compression, since they are likely to execute applications that do not fit comfortably in physical memory [2].

The application of data compression can be used to store information in less space or transfer it less expensively and at a reduced latency in distributed systems. These often go hand in hand, for example, when compressed data is written to a disk: the disk I/O takes less time, since less bits are being transferred, and less disk space is occupied on the disk storage after the transmission. A study [6], reports the benefits of compression in reducing the size of the original data may translate into a gain in one or more of time, CPU, memory or static storage. It however cautioned that time to compress the data can exceed the savings from transferring less data, resulting in degradation. A study [2] indicates that data compression actually improves overall performance in distributed systems.

1.4. Threats

According to [1], threats against systems are entities that can intentionally exploit or inadvertently trigger specific system vulnerabilities to cause security breaches. An attack is an intentional exploitation of vulnerabilities, and an accident is an inadvertent triggering of vulnerabilities. Both materialise threats, changing them from potential to actual [1]. Therefore, users and owners of digital information are reluctant to distribute their data in an insecure environment because they fear that their information could be mishandled by anyone who has access to the network [15]. Unauthorised access can compromise the confidentiality and integrity of information. Examples of security threats in distributed systems are interception, interruption, modification and fabrication, normally perpetrated by adversaries or attackers. Attackers in a distributed system can be active or passive. Passive attacker mainly observes data or information without modifying or compromising services. They represent the interception and interruption forms of security threats. An active attacker modifies or deletes data and may cause service to be denied to authorised users.

Because of its networked nature, the communication channel presents a vulnerability in distributed systems [4]. Communication related active attacks attempt to modify the data sent over a communication channel. Therefore, distributed systems threats are mainly on the attack of their communication channels. Common types of attacks on communication channels are eavesdropping attacks involve obtaining copies of messages without authorization, masquerading attacks involve sending or receiving messages using the identity of authorized users without their authority, message tampering attacks involve the interception and modification of messages so that they have a different effect than what was originally intended. Replay attacks involve resending intercepted messages at a later time in order to cause an action to be repeated, and denial of Service attacks is saturating a communication channel with data to deny others access to a resource [18].
1.5. Security Mechanisms in Distributed Systems

Information can be stored or transmitted protected in a distributed system by implementing the appropriate security mechanisms. A security mechanism refers to a process or a device incorporating such a process to detect, prevent, or recover from a security attack [16]. Some of the mechanisms that can be employed to protect against security threats include encryption, authentication, authorisation, and auditing [4].

Encryption refers to encoding a specified information with the aim of hiding its content [20]. Cryptography provides several secure algorithms for encrypting and decrypting messages using secrets called keys [16]. A cryptographic key is a parameter used in an encryption algorithm in such a way that the encryption cannot be reversed without knowledge of the key [16]. The two main classes of encryption algorithms are the use of shared secret keys – the sender and the recipient are the only users who share a knowledge of the key. The other class of encryption algorithms is the one that practices public/private key pairs. The message source uses a public key – one that has already been published by the receiver – to encrypt the message. The receiver uses matching private key to decrypt the message. Although many principals may examine the public key, only the recipient can decrypt the message, because they have the private key. Both classes of encryption algorithm are extremely useful and are used widely in the construction of secure distributed systems [16].

Authentication verifies the claimed identity of an entity (a user, server, client). In order to determine if an entity is authorised to access particular data or services it is necessary to know who the entity is. Examples of authentication mechanisms include passwords, chip cards, and biometric identification [4].

Authorisation permits entities to only access those resources that they are entitled to. This requires entities identification, tracking their permissible resources, monitoring and prevention of unauthorised access to resources. Authorisation is a key requirement for confidentiality and integrity of information.

Auditing security mechanism detects what was illegitimately accessed by an entity. The mechanism therefore, provides audit trails of activities transpired in the system to enable user accountability. It provides evidence of who to hold accountable for an incident, and when the incident occurred. Auditing does not provide direct protection against security threats by preventing attacks, however, it is necessary in determining what went wrong when an attack could not be prevented [4].

2. Related Works

To situate this study, morpheme-based compression security mechanism in distributed systems, with respect to related work, reference is made to a number of data compression approaches, involving energy saving in distributed systems, data compression and security, and compression and encryption [15]. Data compression algorithms have been developed to operate over distributed, networked nodes and achieve significant energy savings with little or no informational loss.

A survey [1], discussed vulnerabilities and threats in distributed systems and outline a number of mechanisms for mitigating them. Among the mechanisms mentioned are using trust in Role-Based Access Control (RBAC). However, trust only cannot be used as a guarantee to secure a system since this can easily suffer betrayal. There could be an accidental trigger of vulnerability as indicated above. Users of distributed systems are highly unpredictable. Further, there is reported inadequacy in identity-based approaches to access control and in open systems [1].

Literature [15], reports that exploring data compression and security is a new research direction where more testing and the development of algorithms are being studied. The study sought to answer two interesting questions: “What is the cost of encryption in terms of file size after performing compression?” And “how bad is performing first encryption and then compression?”. The study findings indicated that it is inefficient to perform first encryption and then compression. The file size increased and, in some cases, the resulting output far larger than the original input. It however, demonstrated that the cost of security is negligible if compression is performed first before encryption. This study indicated that data compression has a relation with data security through encryption in spite of the conflicting acceptance of randomness between encryption and compression [15].

A survey [19], concerning Lempel–Ziv data compression on parallel and distributed systems, obtained an approximation scheme which is suitable for a small-scale system and adaptively worked on a large-scale parallel system when the file size is large. The study used input data blocks to achieved a satisfying degree of compression effectiveness and obtaining the expected speed-up on a real parallel machine. The approach improves compression effectiveness, and scalability of a parallel implementation of sliding window compression on a distributed system with low communication cost seems to guarantee robustness only on very large files. They show that LZW compression is scalable and robust [19].

Data communication is implemented in distributed systems as a technique to reduce the amount of data exchanged between nodes and results in energy saving [7]. The critical role of data compression in saving energy of data storage, wireless communication and distributed system is reported [7]. The study reported that data compression is used naturally in wireless sensor networks (WSN) node energy savings. The study which evaluated energy efficiency of data compression in wireless sensor networks concluded that there is overall energy efficiency of communications energy consumption [7]. The lossless compression examples they analysed indicated that selecting the algorithm that has better compression performance to compress data can save more energy.

By local data reduction and transformation, [8] reported that edge mining can reduce the number of packets sent, energy usage and remote storage requirements. Edge mining is data mining that takes place on mobile and smart technology devices located at the edge points of the Internet of Things [8]. Their study indicated edge mining potential to reduce the risk to personal privacy through embedding of information requirements at the sensing point, limiting inappropriate use [8].
3. Method

The section outlines and discusses the step-by-step methods used in the study. Key areas include the design and generation of a dictionary for the morphemes, the algorithm to decompose the information and to obtain the code representation as well as the implementation of the proposed security mechanism.

3.1. Morpheme Dictionary Generation

The various alphabetic characters can be represented as numbers [11, 12]. The study designed and used morpheme coding system that was used to assign the morphemes to appropriate code representation. Table 1 shows the alphabet number representation.

| Char | Code | Char | Code |
|------|------|------|------|
| Blank| 0    | N    | 14   |
| A    | 1    | O    | 15   |
| B    | 2    | P    | 16   |
| C    | 3    | Q    | 17   |
| D    | 4    | R    | 18   |
| E    | 5    | S    | 19   |
| F    | 6    | T    | 20   |
| G    | 7    | U    | 21   |
| H    | 8    | V    | 22   |
| I    | 9    | W    | 23   |
| J    | 10   | X    | 24   |
| K    | 11   | Y    | 25   |
| L    | 12   | Z    | 26   |

Table 1: Alphabets Number Assignment

3.2. Morpheme-Coding System

The morphemes were coded by a simple approach of adding the coded numbers for each character [11]. The target morpheme assigned, for instance, the morpheme “ing” was coded as follows:

Step 1: assign the constituent characters in the morpheme with their respective numbers

\[ i = 9 \]
\[ n = 14 \]
\[ g = 7 \]

Step 2: sum them up

\[ 9 + 14 + 7 = 30 \]

From the algorithm, the morpheme “ing” would be assigned the correspondent code representation 30. Thus, in the dictionary, the morpheme “ing” would be represented by the code 30. All the other morphemes were coded likewise and assigned code representations. Using the algorithm, the morpheme dictionary was obtained as shown in Table 2.

Table 2: Morpheme Dictionary

Adopted [3] from Afriyie, et.al (2014)
3.3. Demonstration of the Proposed Algorithm for English Language Text Data

English sentence is selected for the illustration of the proposed approach since this is the language used in the implementation.

"Miss Joyce likes playing computer games"

- The proposed algorithm is as follows:
  - Read the text input
  - Partition the string input into possible morphemes
  - Extract morphemes
  - Scanned the extracted morpheme through the dictionary to do a match if there exist
  - Represent the identified morphemes with the appropriate code
  - If the string in the input text is not in the morpheme unit, pass string to the output unit text unaltered.

3.4. Theoretical Consideration of the Proposed Algorithm

A sentence under consideration was decomposed morpheme-by-morpheme vis-a-vis the number of morphemes in each word. For example, “joyce” was reconstructed as “joy” and “ce” as identified in the sentence. This algorithm proposes that, if the morpheme “joy” is encoded and represented by a token (code representation) which appears different from the original input word, it will be very difficult for a hacker to guess the original input. The implementation of the proposed algorithm is illustrated in figure 1.

3.5. The Decompression

The decompression algorithm is similar to the compression aspect. It uses the same components as the compression algorithm. The coded representation is replaced by the original morpheme strings in the text. The coded information now becomes the input data.

Input: 4119050803719054300731802619
Output: Miss Joyce likes playing computer games

4. Evaluation and Analysis of Results

Input: “Miss Joyce likes playing computer games”
Output: 4119050803719054300731802619

The original input is now represented in codes to hide the actual data or message making it difficult for a third party to understand the message that was transmitted.

Output: 4119050803719054300731802619

The encoded information is rendered useless to the casual observer even when it is intercepted. Only the decompressed information, which is done by the legitimate receiver, can perform the decompression to understand it. Therefore, the confidentiality of the message is preserved. The proposed security mechanism therefore corroborates [4], that the goal of security in distributed systems is to protect data and services against adversaries. It can therefore be used in the construction of secure distributed systems [16]. The mechanism can suffice accidental trigger of vulnerability or when trust suffers betrayal and provide adequate protection of information in open systems like the internet.

Further, the number of bits in the original message:

(39 * 8, i.e. 8 bits system = 1 byte, is 312 bits or 39 bytes) is reduced in the coded representation.

(28 * 8, i.e. 8 bits system = 1 byte, is 244 bits or 28 bytes).

The reduction in the number of bits or bytes results in producing a smaller size message for speedy transfer because it will require less bandwidth. This implies that deploying the morpheme-based compression security mechanism in distributed systems comes with other benefits. The message confidentiality is not only preserved, but also size of the message is reduced to require less energy in terms of transmission power such as processor, memory and bandwidth. The
reduction in the size of the message supports [6] that benefits of compression may translate into a gain in one or more of time, CPU, memory or static storage, leading to improved performance in distributed systems [2].

5. Conclusions

This study has revisited the morpheme-based compression technique proposed in earlier work undertaken by the author [3]. While the basics of the technique have not changed, the technique presented in this study have explored new directions that allow it to be implemented as a security mechanism in distributed systems.

When compression algorithm is applied to data before transmission, hackers find it harder to understand the transformed data. This was realised by implementing the morpheme-based data compression technique. The results show that adopting morpheme-based compression technique, as a security mechanism preserves both confidentiality and integrity of information in distributed computing.

Other desirable properties of the mechanism include its ability to reduce information size, translating into a gain in terms of time, CPU, storage resources, leading to improved performance as it makes the information more suitable for quick transfer of large amounts of data often encountered in distributed systems.
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