New graph-based multi-sample tests for high-dimensional and non-Euclidean data
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Abstract

Testing the equality in distributions of multiple samples is a common task in many fields. However, this problem for high-dimensional or non-Euclidean data has not been well explored. In this paper, we propose new nonparametric tests based on a similarity graph constructed on the pooled observations from multiple samples, and make use of both within-sample edges and between-sample edges, a straightforward but yet not explored idea. The new tests exhibit substantial power improvements over existing tests for a wide range of alternatives. We also study the asymptotic distributions of the test statistics, offering easy off-the-shelf tools for large datasets. The new tests are illustrated through an analysis of the age image dataset.

1 Introduction

Testing the equality of underlying distributions is a classical problem. As we entering the big data era, many problems involve the test on high-dimensional data or even non-Euclidean data and testing the homogeneity in distributions of more than two independent samples is gaining attention in many applied research fields. Formally speaking, given $K$ independent samples $Y_{11}, Y_{12}, \ldots, Y_{1n_1} \sim F_1$, $Y_{21}, Y_{22}, \ldots, Y_{2n_2} \sim F_2$, $\ldots$, $Y_{K1}, Y_{K2}, \ldots, Y_{Kn_K} \sim F_K$, we concern the following hypothesis testing:

$$H_0: F_1 = F_2 = \cdots = F_K \text{ versus } H_1: \exists i, j \text{ s.t } F_i \neq F_j.$$  \hspace{1cm} (1)

Here, $Y_{ij}$'s can be a high-dimensional vector or a non-Euclidean data object. Following are some motivating examples.

- Identification of genetic pathways: A simultaneous analysis of a genetic pathway might provide clear insight into cause of the phenotypic changes \[11, 19\]. For example, the identification of important genetic pathways that drive the cancer progression may provide insights into the understanding of molecular mechanism of cancer progression \[30\]. Here, each observation is gene expression and the $K$-samples are development stages of cancer.

- Survey data: One goal of survey is to detect any difference in the pattern of answers given by different groups of respondents \[21\]. In this case, multi-sample comparison would be useful since it is computationally more efficient than the pairwise comparison for large number of groups of respondents. Here, each observation is the survey result, e.g., binary/multiple-choice responses of questions, and the $K$-samples are groups of respondents.

- Pricing in insurance data: Dealing with insurance data, it is often of interest to compare several portfolios or groups and this is particularly useful in pricing for risk pooling or price segmentation \[27\]. Here, the database presents a summary of claims and each observation
consists of general information about claimant, such as medical charges or expenses \([5,12]\). Then, each observation is claim information and the \(K\)-samples can be specific groups or different time intervals.

In this paper, we focus on \(K > 2\). The multi-sample test has been extensively studied for univariate data [16,18,29]. Recently, there are many advances for dealing with high-dimensional data as well. For example, [5] proposed an empirical likelihood method through a density ratio model. [8] proposed a distribution-free multi-sample test based on the analysis of kernel density functional estimation. However, these methods mainly focus on differences in the mean. There are other methods using MANOVA [24], the maximum mean discrepancy [15], or a spectral graph partitioning [20]; however, these methods are computationally extensive for large datasets.

Recently, graph-based two-sample tests attracted attention due to their flexibilities [6,7,10,13,24,26]. This line of work leads to some promising generalizations for \(K\)-sample comparison. For example, [21] considered the generalization of the methods proposed by [26] and [13], which utilize the nearest neighbor graph. [22] generalized the method proposed by [10] for multi-sample problems, which counts the number of edges between samples in the minimum spanning tree (MST), a spanning tree that connects all observations with the sum of distances of the edges in the tree minimized. [11] generalized the method proposed by [24] and proposed distribution-free multi-sample tests based on the minimum non-bipartite matching of the pooled sampled.

All these graph-based tests are robust and computationally efficient, and perform well for high-dimensional/non-Euclidean data. However, although they were proposed for general alternatives, they are not powerful for some common types of alternatives when the dimension is high.

To address this, we propose new graph-based tests that work for a wide range of alternatives. Given the similarity graph on \(K\)-samples, we take a different approach from the existing graph-based multi-sample tests in that we utilize both within-sample edges and between-sample edges so that the test statistic contains as much information as possible. We investigate a few combinations and study the asymptotic distributions of the new tests to make them computationally efficient for large datasets. Simulation experiments show that the new tests exhibit high power in both synthetic and real world data.

## 2 New test statistics

Let \(N = \sum_{i=1}^{K} n_i\) be the total sample size. Define \(G\) as the similarity graph, e.g., the MST, on the pooled observations \(\{Y_{i1}, \ldots, Y_{in_i}\}\) for \(i = 1, \ldots, K\). We work under the permutation null distribution, which places \((n_1! \cdots n_K!)/N!\) probability on each of the \(N!/(n_1! \cdots n_K!\) choices of \(n_i\) out of the total \(N\) observations for \(i = 1, \ldots, K\). With no further specification, \(P, E, \text{Var},\) and \(\text{Cov}\) denote the probability, expectation, variance, and covariance, respectively, under the permutation null distribution. We define \(R_{ij}\) as the number of edges in \(G\) with one endpoint in sample \(i\), \(\{Y_{i1}, \ldots, Y_{in_i}\}\), and the other endpoint in sample \(j\), \(\{Y_{j1}, \ldots, Y_{jn_j}\}\). Figure 1 illustrates \(R_{ij}\)’s on the MST constructed on the pool of three samples.

Unlike two-sample comparisons, many types of interactions could exist under the \(K\)-sample comparison. The existing graph-based multi-sample tests only consider information in either within-sample edges (\(R_{ii}\)’s) or between-sample edges (\(R_{ij}\)’s, \(i \neq j\)). For example, the test statistics in [11, 21], and [22] only consider the between-sample edges. Moreover, the test statistics in [21], and [22] and a test statistic in [11] use the sum of all between-sample edges, which is equivalent to using the sum of all within-sample edges. In the two-sample setting, \(R_{11} + R_{12} + R_{22}\) equals to a constant (the number of edges in \(G\)). Thus, only using the two within-sample edges is sufficient [7]. In the \(K\)-sample setting, only using within-sample edges or only using between-sample edges can cause information loss. Thus, we explore to use them together.

Let \(R^W\) be the vector of \(K\) \(R_{ii}\)’s, \(i = 1, \ldots, K\), and \(R^B\) be the vector of \(K(K-1)/2\) \(R_{ij}\)’s, \(1 \leq i < j \leq K\). We consider two Mahalanobis-like quantities:

\[
S^W = \left(R^W - E(R^W)\right)^T \Sigma_W^{-1} \left(R^W - E(R^W)\right),
\]

\[
S^B = \left(R^B - E(R^B)\right)^T \Sigma_B^{-1} \left(R^B - E(R^B)\right),
\]
We also define a test statistic based on all linearly independent $R_{ij}$ we set $S$ which leads to large $W$. For an edge $t$ the multivariate Gaussian data tends to be closer to observations from the distribution with a smaller variance due to the curse of dimensionality (see details in [7]). This makes some $R_{ij}$'s smaller or larger than its null expectation, which leads to large $S^W$. For more complicated alternatives, there could be many possible scenarios. Using both within-sample and between-sample edges could catch more types of alternatives than using one of them only. Based on $S^W$ and $S^B$, one way to combine the information is to add them:

$$S = S^W + S^B.$$  

(4)

We also define a test statistic based on all linearly independent $R_{ij}$’s. Let $R^A$ be $R^A = (R_{11}, R_{12}, \ldots, R_{KK}, R_{13}, \ldots, R_{(K-2)K})^T$. Notice that $R_{(K-1)K}$ is left out. We then define another test statistic as

$$S^A = \left(R^A - \mu(R^A)\right)^T \Sigma_A^{-1} \left(R^A - \mu(R^A)\right), \Sigma_A = \text{Var}(R^A).$$  

(5)

It can be shown that $\Sigma_W$ is always invertible [30]. For $\Sigma_B$ and $\Sigma_A$, it is difficult to check their invertibility theoretically. We check them numerically by simulating data from the following distributions: the multivariate Gaussian data $N_d(\theta_d, \Sigma)$, multivariate log-normal data $\exp(N_d(\theta_d, \Sigma))$, multivariate $t$-distributed data $t_d(\theta_d, \Sigma)$, and chi-square data $\chi_{d}^2$ with $u$ degrees of freedom, where $u$ is a vector of length $d$. Here, we set $d$ and $n_t$ to be 50 and 30, respectively. When we check 1,000 datasets for each distribution and $K = 3, \ldots, 10$, the covariance matrices are invertible in all cases. Figure 2 plots a typical result of $\Sigma_B$ and $\Sigma_A$ for Gaussian data when $K = 5$ and 10. We see that the diagonal elements dominate the other elements in both $\Sigma_B$ and $\Sigma_A$, making them nonsingular. In practice, one can check the covariance matrix first to see whether it is invertible before applying the method. If it is not, the generalized inverse can be used instead.

We pool observations from all $K$ samples and index them by $1, 2, \ldots, N$. Let $g_t(i) = 1$ if observation $t$ is from sample $i$ and 0 otherwise for $t = 1, \ldots, N$ and $i = 1, \ldots, K$. Let $I_x$ be the indicator function. For an edge $e = (u, v) \in G$, $R_{ij}$ can be rewritten as

$$R_{ij} = \sum_{e \in G} I_{g_e(u) = g_e(v) = 1}.$$
This theorem can be proved by combinatorial analysis and details are in Appendix A.

Let $G_t$ be the subgraph of $G$ containing all edges that connect to node $t$ and $|E_t|$ be the number of edges in $G_t$, or the degree of node $t$ in $G$. Let $|G|$ be the total number of edges in $G$. Theorem 2.1 provides the analytic expressions of the expectation and the variance of $R_{ij}$ under the permutation null.

**Theorem 2.1**  **Under the permutation null, we have**

\[
E(R_{ii}) = |G| \frac{n_i(n_i - 1)}{N(N - 1)}, \quad E(R_{jj}) = |G| \frac{2n_i n_j}{N(N - 1)},
\]

\[
\text{Var}(R_{ii}) = |G| \frac{n_i(n_i - 1)}{N(N - 1)} + \left( \sum_{t=1}^{N} |G_t|^2 - |G| \right) \frac{n_i(n_i - 1)(n_i - 2)}{N(N - 1)(N - 2)}
\]

\[
\quad + \left( |G|^2 - \sum_{t=1}^{N} |G_t|^2 + |G| \right) \frac{n_i(n_i - 1)(n_i - 2)(n_i - 3)}{N(N - 1)(N - 2)(N - 3)} - E(R_{ii})^2,
\]

\[
\text{Var}(R_{ij}) = |G| \frac{2n_i n_j}{N(N - 1)} + \left( \sum_{t=1}^{N} |G_t|^2 - 2|G| \right) \frac{n_i n_j (n_i + n_j - 2)}{N(N - 1)(N - 2)}
\]

\[
\quad + \left( |G|^2 - \sum_{t=1}^{N} |G_t|^2 + |G| \right) \frac{4n_i n_j (n_i - 1)(n_i - 2)}{N(N - 1)(N - 2)(N - 3)} - E(R_{ij})^2,
\]

\[
\text{Cov}(R_{ii}, R_{jj}) = \left( |G|^2 - \sum_{t=1}^{N} |G_t|^2 + |G| \right) \frac{n_i n_j (n_i - 1)(n_j - 1)}{N(N - 1)(N - 2)(N - 3)} - E(R_{ii}) E(R_{jj}),
\]

\[
\text{Cov}(R_{ii}, R_{ij}) = \left( \sum_{t=1}^{N} |G_t|^2 - 2|G| \right) \frac{n_i n_j (n_i - 1)}{N(N - 1)(N - 2)}
\]

\[
\quad + 2 \left( |G|^2 - \sum_{t=1}^{N} |G_t|^2 + |G| \right) \frac{n_i n_j (n_i - 1)(n_i - 2)}{N(N - 1)(N - 2)(N - 3)} - E(R_{ii}) E(R_{ij}),
\]

\[
\text{Cov}(R_{ij}, R_{jk}) = \left( |G|^2 - \sum_{t=1}^{N} |G_t|^2 + |G| \right) \frac{2n_i n_j n_k (n_i - 1)}{N(N - 1)(N - 2)(N - 3)} - E(R_{ij}) E(R_{jk}),
\]

\[
\text{Cov}(R_{ij}, R_{ik}) = \left( \sum_{t=1}^{N} |G_t|^2 - 2|G| \right) \frac{n_i n_j n_k}{N(N - 1)(N - 2)}
\]

\[
\quad + \left( |G|^2 - \sum_{t=1}^{N} |G_t|^2 + |G| \right) \frac{4n_i n_j n_k (n_i - 1)}{N(N - 1)(N - 2)(N - 3)} - E(R_{ij}) E(R_{ik}),
\]

\[
\text{Cov}(R_{ij}, R_{kl}) = \left( |G|^2 - \sum_{t=1}^{N} |G_t|^2 + |G| \right) \frac{4n_i n_j n_k n_l}{N(N - 1)(N - 2)(N - 3)} - E(R_{ij}) E(R_{kl}),
\]

for $1 \leq i \neq j \neq k \neq l \leq K$.

This theorem can be proved by combinatorial analysis and details are in Appendix A.
3 Asymptotics and fast tests

Given the new test statistics, the next step is to determine how large the test statistics are to provide enough evidence to reject the null hypothesis. In our framework, the cutoffs for the new tests can be obtained from the permutation null distribution. However, this approach is time-consuming when the sample size is large. Hence, we study the asymptotic distribution of the test statistics under the usual limiting regime: as \( N \to \infty \),

\[
(n_1/N, \ldots, n_K/N) \to (\lambda_1, \ldots, \lambda_K) \in (0, 1)^K,
\]

where \( \sum_{i=1}^K \lambda_i = 1 \). For the similarity graph \( G \) and edges \( e \in G \), we define

\[
A_e = \{ e \} \cup \{ e' \in G : e' \text{ and } e \text{ share a node} \},
\]

\[
B_e = A_e \cup \{ e'' \in G : e'' \text{ and } e' \in A_e \text{ share a node} \}.
\]

In other words, \( A_e \) is a set of edges in \( G \) connecting to an edge \( e \) and \( B_e \) is a set of edges in \( G \) that connect to any edges in \( A_e \).

**Theorem 3.1** If \( |G| = O(N) \), \( \sum_{t=1}^N |G_t|^2 - 4|G|^2/N \sim O(N) \), and \( \sum_{e \in G} |A_e|B_e| \sim o(N^{1.5}) \), in the usual limiting regime, under the permutation null,

\[
S^W \to \chi^2_b, \quad S^B \to \chi^2_b, \quad S^A \to \chi^2_b,
\]

where \( b = \text{rank}(\Sigma_B) \) and \( a = \text{rank}(\Sigma_A) \).

The proof is provided in Appendix B.

**Remark 3.2** The proof of Theorem 3.1 extends the method in [7]. The asymptotic distribution of \( S^W \) is also studied in [20], but in this paper we take a different approach in that we first prove the asymptotic distribution of \( S^A \) and then utilize the property of the multivariate normal distribution and quadratic forms in singular normal variables studied in [28].

**Remark 3.3** Conditions in Theorem 3.1 prevent both the size and number of clusters having a large degree in \( G \) (so-called hub). It was shown that all conditions in Theorem 3.1 are satisfied when the graph is the \( k \)-MST, \( k = O(1) \), the union of the 1st, \ldots, \( k \)-th MSTs where the \( k \)-th MST is the MST which does not contain any edges in the 1st, \ldots, (\( k - 1 \))-th MSTs, based on the Euclidean distance for multivariate data [7].

The rank of \( \Sigma_B \) and \( \Sigma_A \) can be calculated from the function \texttt{rankMatrix()} in the R package \texttt{Matrix}. Figure 3 shows the chi-square quantile-quantile plots of \( S^W, S^B, \) and \( S^A \) under different choices of \( K \) and \( \rho \) when \( n_i = 50 \). We see that the asymptotic distributions of \( S^W, S^B, \) and \( S^A \) can be well approximated by the chi-square distribution.

**Remark 3.4** According to [9], under the conditions in Theorem 3.1 and the permutation null, in the usual limiting regime, the asymptotic distribution of \( S \) can be obtained as

\[
S \to \text{Gamma} \left( \frac{K^2(K+1)^2}{4K(K+1)+8\rho}, \frac{4\rho+2K(K+1)}{K(K+1)} \right),
\]

where \( \rho = \lim_{N \to \infty} \text{Cov} \left( S^W, S^B \right) \). Despite the asymptotic distribution of \( S \), in order to apply \( S \) in practice, we need to use the finite sample version of the covariance between \( S^W \) and \( S^B \). However, it requires fourth moments and the computation is very complicated. To make use of the asymptotic results of \( S^W \) and \( S^B \) and combine the advantages of the two statistics, we adopt the Bonferroni correction on \( S^W \) and \( S^B \). Let \( p_W \) and \( p_B \) be the approximated \( p \)-values of the tests based on \( S^W \) and \( S^B \), respectively. Then, the proposed test rejects the null hypothesis if \( p = \min(p_W, p_B) \) is less than the significance level of the test. The fast test, denoted by SS, is summarized in Algorithm [1].

Hence, as long as \( S^W \) and \( S^B \) are computed, the \( p \)-value of the new test based on \( S \) can be obtained instantly.

[14] showed that the graph-based two-sample test using the MST is consistent against all alternatives. This Henze-Penrose divergence between probability measures [2, 14] provides one direction to understand the consistency of graph-based two-sample tests, such as [10, 13], and [24]. An extension of these arguments can be adapted to show the consistency of the new test statistics against all alternatives in the multivariate setting.
Figure 3: Quantile-quantile plots of $S^W$, $S^B$, and $S^A$ for Gaussian data $N_d(0_d, I_d)$ when $n_i = 50$.

Algorithm 1 Fast test SS

Require: Observations $\{Y_{ij}\}_{i=1,\ldots,K; j=1,\ldots,n_i}$ and the significance level $\alpha$.
Ensure: Reject the null hypothesis $H_0$ if $p$-value $p \leq \alpha$.
1: Construct the similarity graph $G$, such as MST, on pooled observations.
2: Compute $S^W$ and $S^B$ by (2) and (3) based on Theorem 2.1.
3: Calculate $p$-values of $S^W$ and $S^B$ ($p_W$ and $p_B$) by the chi-square distributions in Theorem 3.1.
4: Obtain $p$-value $p = 2 \min(p_W, p_B)$.

Theorem 3.5 In the usual limiting regime, if the graph is the $k$-MST, $k = O(1)$, based on the Euclidean distance for multivariate data, the test with rejection $\{S \geq s\}$ is universally consistent. If $\Sigma_A$ is invertible, the test with rejection $\{S^A \geq s_A\}$ is also universally consistent.

The proof of this theorem is in Appendix C.

4 Numerical Experiments

In this section, we examine the performance of the new tests under various settings. To this end, we follow the simulation setup in [1] and compare the new tests with other graph-based tests: the multi-sample Friedman-Rafsky test (FR) proposed by [22] and the MCM and MMCM tests proposed by [1], which can be implemented by an R package multicross. Here, we denote the tests based on $S$ and $S^A$ by $S$ and $A$, respectively, and the Bonferroni test on $S^W$ and $S^B$ by SS.
Some previous works [6, 7, 10] suggested to use the $k$-MST as $G$ to improve the power of the tests. Here, we use the 5-MST for $S$, $SS$, $A$, and $FR$. In all the following experiments, the significance level is set to be 0.05 and the empirical power is estimated by 1,000 iterations.

We consider the following scenarios (more simulation results can be found in Appendix D):

- **Location (S1):** $i$-th distribution is $N_d(\mu(i-1)I_d, I_d)$ ($1 \leq i \leq K$) where $n_i = 50$, $\mu = 0.14$ ($K = 3$), $\mu = 0.1$ ($K = 4$), $\mu = 0.07$ ($K = 5$), $d \in \{50, 100, 200, 300\}$.
- **Scale (S2):** $i$-th distribution is $N_d(0_d, (1 + \sigma^2(i-1))I_d)$ ($1 \leq i \leq K$) where $n_i = 50$, $\sigma^2 = 0.08$ ($K = 3$), $\sigma^2 = 0.05$ ($K = 4$), $\sigma^2 = 0.07$ ($K = 5$), $d \in \{50, 100, 200, 300\}$.
- **Covariance (S3):** $i$-th distribution is $N_d(0_d, \Sigma^{(i)})$ where $K = 3$, $n_i = 50$, $d = 100$, $\Sigma^{(i)}_{uv} = \rho_i^{uv}$, and $\rho_i = 0.1 + \sigma^2(i-1)$ ($\sigma^2 \in \{0.15, 0.2, 0.25, 0.3\}$).
- **Kurtosis (S4):** Observations in each coordinate are from independent $t$ distributions and they are standardized. Here, $K = 3$, $n_i = 50$, $d = 100$. $i$-th distribution has the degree of freedom $df = v_i$ where $v_i = 2 + (i - 1) \Delta$ ($\Delta \in \{0.1, 0.2, 0.3, 0.4\}$, $i = 1, 2, 3$).
- **Skewness and kurtosis (S5):** Observations in each coordinate are from independent chi-square distributions and they are standardized. Here, $K = 3$, $n_i = 50$, $d = 100$. $i$-th distribution has $df = v_i$ where $v_i = 1 + (i - 1) \Delta$ ($\Delta \in \{1, 2, 3, 4\}$, $i = 1, 2, 3$).
- **Multivariate log-normal data (S6):** $i$-th distribution is $\exp(N_d(0.04(i-1)0_d, \Sigma))$ for location alternatives and $\exp(N_d(0_d, (1 + 0.05(i-1))\Sigma))$ for scale alternatives ($1 \leq i \leq K$, where $K \in \{4, 6, 8, 10\}$, $d = 200$, $\Sigma_{uv} = 0.4^{uv}$).
- **Multivariate $t$-distributed data (S7):** $i$-th distribution is $t_{20}(0.04(i-1)0_d, \Sigma)$ for location alternatives and $t_{20}(0_d, (1 + 0.1(i-1))\Sigma)$ for scale alternatives ($1 \leq i \leq K$, where $K \in \{4, 6, 8, 10\}$, $d = 200$, $\Sigma_{uv} = 0.4^{uv}$).

The results are shown in Figure 4. For location alternatives (S1), we see that the new tests in general outperform other tests, especially for high-dimensional cases. In particular, $S$ and $A$ exhibit high power, followed by $SS$. $FR$ also does well, but it is outperformed by the new tests as the dimension or $K$ increases. For scale alternatives (S2), the existing tests are drastically outperformed by the new tests. Among the new tests, $S$ shows the best performance and followed by $SS$, and then by $A$. For covariance differences (S3), we see that the new tests dominate in power. Moreover, the results under the scenarios S4 and S5 show that the new approaches are also very sensitive to differences in the skewness and kurtosis, while the existing tests cannot capture these differences. The results under scenarios S6 and S7 show that the new tests in general outperform the existing tests for the multivariate log-normal and $t$-distributed data, and the new tests work well for both symmetric and asymmetric distributions under moderate to high dimensions. The new tests also control the type I error well.

The overall pattern of the simulation results shows that the new tests improve with increasing separation and dimension and show high power for a wide range of alternatives. In particular, $S$ and $A$ exhibit high power for location alternatives and $S$ and $SS$ exhibit high power for scale alternatives. In practice, $SS$ would be preferred over $S$ as it is fast and effective to general alternatives. If further investigation is needed, the permutation test based on $S$ would also be useful.

## 5 A real data example

We illustrate the new tests on the age dataset, namely the IMDb-WIKI database [25]. The age dataset consists of 397,949 images of 19,545 celebrities with corresponding age labels. The data contain no personally identifiable information. Here, we follow the preprocessing of [17] where they use the representation $\phi(x) : \mathbb{R}^{256 \times 256} \rightarrow \mathbb{R}^{4096}$, mapping from the pixel space of images to the CNN’s last hidden layer learnt by [25]. We construct five groups ($K = 5$) according to the celebrity’s age label, 10-20, 20-30, 30-40, 40-50, and 50-60, where for example 10-20 indicates the images corresponding to the celebrity’s age label that is between 10 and 20.

We utilize the age dataset to examine how the new tests distinguish the images depending on the celebrity’s age. To this end, we conduct the testing procedures on subsets of the whole data so that

https://data.vision.ee.ethz.ch/cvl/rrothe/imdb-wiki/
Figure 4: Simulation results under different scenarios S1–S7.
we can approximate the empirical power of the tests. We simulate 1,000 randomly selected subsets of the data from each age group with sample sizes \( n_i \) \((i = 1, \ldots, 5)\). Here, the significance level is set to be 0.01 for all tests.

The first table of Table 1 shows the estimated power of the tests under different sample sizes. We see that the power of the tests increases as the sample size increases and the new tests outperform the existing tests in all cases. We further check the pattern of statistics under different cases (the second table of Table 1). We simulate 10,000 datasets when \( n_i = 10 \) and there are 1,493 cases where all tests reject the null (Case 1), 15 cases where the only existing tests reject the null (FR, MCM, MCMM all reject; none of S, SS, A reject) (Case 2), and 558 cases where the only new tests reject the null (S, SS, A all reject; none of FR, MCM, MCMM reject) (Case 3) at 0.01 significance level.

We take a closer look at the test statistics and Figure 5 shows boxplots of within-sample statistics under each case, where \( Z_{ii} = \frac{(R_{ii} - E(R_{ii}))}{\sqrt{\text{Var}(R_{ii})}} \) \((i = 1, \ldots, 5)\). Here, relatively large values of \( Z_{ii} \) are the evidence against the null. In Case 3, \( Z_{22}, Z_{33}, \) and \( Z_{44} \) are close to zero, which thus leads to poor performance of the existing tests. The new tests take into account both within-sample and between-sample statistics, and are more powerful. On the other hand, since the new tests are developed to cover a wide range of alternatives, the existing tests aimed at specific alternatives, e.g., location alternatives with small \( K \) or symmetrically distributed alternatives, could show better performance. On other hand, even in Case 2, the new tests exhibit relatively small \( p \)-values as well (Table in Figure 5). More data analysis can be found in Appendix E.

Table 1: Estimated power of the tests for the age dataset and the number of rejecting the null under different cases

| \( n_i \) | 5   | 10  | 15  | 20  | 25  |
|---------|-----|-----|-----|-----|-----|
| S       | 0.365 | 0.685 | 0.880 | 0.956 | 0.987 |
| SS      | 0.269 | 0.601 | 0.812 | 0.937 | 0.976 |
| A       | 0.271 | 0.563 | 0.796 | 0.916 | 0.974 |
| FR      | 0.250 | 0.598 | 0.802 | 0.925 | 0.968 |
| MCM     | 0.166 | 0.437 | 0.655 | 0.777 | 0.881 |
| MCMM    | 0.069 | 0.215 | 0.425 | 0.591 | 0.766 |

| Trials | Case 1 | Case 2 | Case 3 |
|--------|--------|--------|--------|
| 10,000 | 1,493  | 15     | 558    |

Figure 5: Boxplots of the within-sample statistics under different cases and average \( p \)-values of the tests in Case 2.

6 Discussion

In this paper, we propose new graph-based multi-sample tests for comparing multiple distributions by utilizing information embedded in groups as much as possible. When the number of samples or groups is large, computing pairwise distances for constructing the similarity graph could be computationally expensive. In this case, faster algorithms, such an approximate nearest neighbor algorithm that do not compute all pairwise distances [4], could be used to save time.
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