ABSTRACT
A spatial active noise control (ANC) method based on the individual kernel interpolation of primary and secondary sound fields is proposed. Spatial ANC is aimed at cancelling unwanted primary noise within a continuous region by using multiple secondary sources and microphones. A method based on the kernel interpolation of a sound field makes it possible to attenuate noise over the target region with flexible array geometry. Furthermore, by using the kernel function with directional weighting, prior information on primary noise source directions can be taken into consideration. However, whereas the sound field to be interpolated is a superposition of primary and secondary sound fields, the directional weight for the primary noise source was applied to the total sound field in previous work; therefore, the performance improvement was limited. We propose a method of individually interpolating the primary and secondary sound fields and formulate a normalized least-mean-square algorithm based on this interpolation method. Experimental results indicate that the proposed method outperforms the method based on total kernel interpolation.

Index Terms—spatial active noise control, kernel interpolation, adaptive filtering algorithm, sound field control

1. INTRODUCTION
Active noise control (ANC) is a technique of canceling unwanted noise by emitting anti-noise signals from loudspeakers [1–3]. In general, adaptive filtering algorithms are applied to obtain driving signals of secondary loudspeakers for attenuating the primary noise by using error and reference microphone signals. When applying this conventional ANC technique in a three-dimensional (3D) space, the primary noise at error microphone positions can be reduced, but there is no guarantee that the primary noise is reduced in the region between these positions.

In recent studies, spatial ANC methods, which aim to reduce incoming noise in a spatial target region, have been intensively investigated [4–11] owing to recent advances in sound field analysis and synthesis methods [12–17]. Since most spatial ANC methods overly depend on the spherical/cylindrical harmonic analysis of a sound field [4, 6–9], applicable array configurations of microphones are limited. On the other hand, the spatial ANC method based on the kernel interpolation of a sound field has flexibility in array configurations [10, 11]. Furthermore, the prior identification stage required in virtual sensing techniques [18, 19] is unnecessary.

In kernel-interpolation-based spatial ANC, it is essential to appropriately design a kernel function for estimating a continuous sound field from a discrete set of microphones. In [20], a kernel function with directional weighting was proposed to incorporate prior information on primary noise source directions. The estimation accuracy can be enhanced for predefined directions by appropriately setting parameters of the weight thus leading to a larger regional noise reduction than the method using a uniform weight.

An issue in this interpolation procedure is that the directional weight for the primary noise source is applied to the total sound field. Since the total sound field is essentially a superposition of primary and secondary sound fields in spatial ANC, simply weighting only in the direction of the primary noise source is inappropriate in most cases. Therefore, we propose a method of individually interpolating the primary and secondary sound fields. By separately handling the primary and secondary sound fields with the directional weight for each primary/secondary source, the interpolation accuracy can be further improved from the previous method based on a single directional weight for the total sound field. We also formulate a normalized least-mean-square (NLMS) algorithm for feedforward spatial ANC based on this individual interpolation. Numerical experiments are conducted to validate the effectiveness of the proposed method. Although all the formulations are derived in the frequency domain for simplicity, time-domain algorithms can be readily obtained in a manner similar to that in our prior works [11, 21].

2. PROBLEM STATEMENT AND PRIOR WORKS
2.1. Problem statement
Suppose that a target region Ω ⊂ R^3 is set and M error microphones are placed in Ω. L secondary sources (loudspeakers) and R reference microphones are placed in the exterior region of Ω. The goal of spatial ANC is to reduce incoming noise from primary noise sources over Ω by generating an anti-noise field using the secondary sources with measurements of the error and reference microphones. A schematic diagram of this feedforward spatial ANC framework is shown in Fig. 1.

We denote the frequency-domain driving signals of the secondary sources and the observed signals of the reference and error microphones at angular frequency ω as y(ω) ∈ C^L, x(ω) ∈ C^R, and e(ω) ∈ C^M, respectively. Hereafter, the argument ω is omitted for notational simplicity. When denoting the primary noise at the error microphone positions as d(ω) ∈ C^M, the error microphone signals are represented as

\[ e = d + Gy, \]  

where \( G \in C^{M \times L} \) consists of the transfer functions from the secondary sources to the error microphones. We assume that the estimate of \( G, \hat{G} \), is given by measuring them in advance. It will also be possible to incorporate online secondary path modeling [22]. The driving signals \( y \) are obtained as

\[ y = Wx, \]  

where \( W \in C^{L \times R} \) is the control filter matrix, which is adaptively changed by adaptive filtering algorithms using \( e \).
The integral in (7) is usually computed by numerical integration with some exceptions [10, 23]. Thus, the NLMS algorithm for updating here, where $\kappa(\cdot)$ is a positive regularization parameter and the matrix $K \in \mathbb{C}^{M \times M}$ and vector $\kappa(\cdot) \in \mathbb{C}^{M}$ consist of the kernel function $\kappa(\cdot, \cdot)$. Specifically, the $(m, n)'$th element of $K$ (i.e., the Gram matrix) is $\kappa(r_m, r_n)$ and the $m$th element of $\kappa(\cdot)$ is $\kappa(r_m, r_n)$ with the position of the $m$th error microphone $r_m$. By substituting (4) into (3), the cost function is represented by a quadratic form of $e$ as

$$J = \| e \|^2,$$

where $(\cdot)^T$ denotes the transpose, $\lambda$ is a positive regularization parameter, and the matrix $K \in \mathbb{C}^{M \times M}$ and vector $\kappa(\cdot) \in \mathbb{C}^{M}$ consist of the kernel function $\kappa(\cdot, \cdot)$. Specifically, the $(m, n)'$th element of $K$ (i.e., the Gram matrix) is $\kappa(r_m, r_n)$ and the $m$th element of $\kappa(\cdot)$ is $\kappa(r_m, r_n)$ with the position of the $m$th error microphone $r_m$. By substituting (4) into (3), the cost function is represented by a quadratic form of $e$ as

$$J = \| e \|^2,$$

where $(\cdot)^T$ denotes the transpose and $A$ is the Hermitian interpolation matrix defined as

$$A = \int_{\Omega} \kappa(r)^T \kappa(r) \, dr = P \left[ \int_{\Omega} \kappa(r)^T \kappa(r) \, dr \right] P.$$

Here, $(\cdot)^T$ denotes the complex conjugate and $P := (K + \lambda I_M)^{-1}$.

The integral in (7) is usually computed by numerical integration with some exceptions [10, 23]. Thus, the NLMS algorithm for updating $W$ to minimize $J$ is derived by using the gradient $\partial J/\partial W^*$ as

$$W(n + 1) = W(n) - \mu_0 \frac{\partial}{\partial W^*} G^H A e(n) x(n)^H,$$

where $\| \cdot \|_2$ for matrices denotes the maximum singular value, $n$ denotes the time index, $\mu_0 \in (0, 2)$ is a normalized step size parameter, and $\epsilon > 0$ is a regularization parameter to avoid zero division.

3. Spatial ANC based on individual kernel interpolation

3.1. Kernel function with directional weighting and its limitation

The choice of the kernel function $\kappa(\cdot, \cdot)$ in (5) is particularly important because the estimation accuracy of $u_0$ is highly dependent on it. Ito et al. [20] proposed a kernel function with directional weighting to incorporate prior knowledge on primary noise source directions into the estimation. We here assume that a single primary noise source direction is given, which is denoted by $\eta$. The kernel function is defined as the weighted integral of plane waves over the unit sphere $S_2$ as

$$\kappa(r_1, r_2) = \frac{1}{4\pi} \int_{S_2} \gamma(\xi) e^{j k \xi^T (r_1 - r_2)} \, d\xi,$$

where $k := \omega/c$ is the wave number defined with the sound speed $c$, and the directional weighting function $\gamma(\cdot) : S_2 \rightarrow \mathbb{R}$ originating from the von Mises–Fisher distribution [24] is defined as

$$\gamma(\xi) = e^{\beta T \eta}.$$

Here, $\beta \geq 0$ is a parameter used to control the sharpness of the weights in the direction of $\eta$. Then, the kernel function $\kappa$ is derived as

$$\kappa(r_1, r_2) = \gamma T (\beta \eta - kr_2) = e^{\beta T \eta}.$$

Note that the sound field interpolated by using this kernel function satisfies the Helmholtz equation. It was shown in [20] that by appropriately setting $\beta$ and $\gamma$, a large noise power reduction is achieved compared with the case of a uniform weight $\gamma(\xi) = 1$ [10]; however, the performance improvement was not significant.

The main issue of the above interpolation procedure is that the directional weighting for the primary noise source is applied to the total sound field $u_0$. The sound field $u_0$ is essentially a superposition of the primary noise field $u_p$ and the secondary sound field generated by the secondary sources $u_s$. Nevertheless, both $u_p$ and $u_s$ are interpolated in total as

$$\hat{u}_c(r) = \hat{u}_p(r) + \hat{u}_s(r) = z_c(r)^T d + z_c(r)^T G y$$

with the kernel function using a single directional defined in $z_c(r)$. However, the secondary sources generating $u_s$ are not usually in the same direction as the primary noise source (see Fig. 1). This directional mismatch can limit the performance improvement of the method proposed in [20]. We hereafter call the interpolation method based on (12) total kernel interpolation.

3.2. Individual kernel interpolation of primary and secondary sound fields

We propose a sound field interpolation method for spatial ANC called individual kernel interpolation, which is based on the individual interpolation of the primary and secondary fields.}

First, we decompose the error microphone signals $e$ into the primary noise component $d = e - G y$ and secondary source component $s = G y$. Since $G$ is assumed to be given in advance and $y$ is also a known value obtained using (2), $d$ and $s$ can be obtained only from $e$. {\color{black}Reference microphone\quad Error microphone

Primary noise\quad Secondary source

$\Omega$ : Target region

Fig. 1: Schematic diagram of feedforward spatial ANC.
Next, we apply kernel interpolation to individually estimate \(u_p\) and \(u_s\). The primary field \(u_p\) is estimated from \(d\) as
\[
\hat{u}_p(r) = z_d(r)^T \hat{d},
\]
where \(z_d(\cdot)\) is obtained using (5) with the directional weighting function designed for the primary noise source direction \(\eta\). On the other hand, the secondary sound field \(u_s\) is estimated for each secondary source as
\[
\hat{u}_s(r) = \sum_{l=1}^{L} z_{y,l}(r)^T \hat{G}_l y_l = \zeta_y(r)^T y,
\]
where \(\zeta_y(r) := [\hat{G}_1^T z_{y,1}(r), \ldots, \hat{G}_l^T z_{y,l}(r)]^T\) with the \(l\)th column of \(\hat{G}, \hat{G}_l (l \in \{1, \ldots, L\})\), and \(z_{y,l}(\cdot)\) is the interpolation filter given by (5) with the direction of the \(l\)th secondary source \(\eta_l\) used to compute the kernel function (11). Note that each \(\eta_l\) is accurately known in typical spatial ANC applications.

Finally, the total sound field \(u_t\) is estimated using (13) and (14) as
\[
\hat{u}_t(r) = \hat{u}_p(r) + \hat{u}_s(r) = z_d(r)^T \hat{d} + \zeta_y(r)^T y.
\]

3.3. NLMS algorithm based on individual kernel interpolation

By substituting (13), (14), and (15) into (3), the cost function \(J\) is represented as
\[
J = \hat{d}^H A_{dd} \hat{d} + y^H A_{yd} \hat{d} + \hat{d}^H A_{yd}^H y + y^H A_{yy} y,
\]
where \(A_{dd} \in \mathbb{C}^{M \times M}\), \(A_{yd} \in \mathbb{C}^{L \times M}\), and \(A_{yy} \in \mathbb{C}^{L \times L}\) are respectively defined as
\[
A_{dd} := \int_{\Omega} z_d^*(r) z_d^T(r) \, dr,
\]
\[
A_{yd} := \int_{\Omega} \zeta_y^*(r) z_d^T(r) \, dr,
\]
\[
A_{yy} := \int_{\Omega} \zeta_y^*(r) \zeta_y^T(r) \, dr.
\]

An NLMS algorithm for individual-kernel-interpolation-based spatial ANC is derived using the gradient \(\partial J/\partial W\) as
\[
W(n + 1) = W(n) - \mu_0 \frac{\partial J}{\partial W} = W(n) - \mu_0 \left[ A_{yy} ||e(n)||_2^2 + \epsilon [A_{yd} e(n)] \right] + \epsilon (A_{yy} - A_{yd} \hat{G}) W(n) x(n) x(n)^H.
\]

The matrices \(A_{yd}\) and \(A_{yy}\) respectively defined in (18) and (19) can be represented in the same manner as the matrix \(A\) in (7) and computed by numerical integration. Although the computational time for calculating \(A_{yd}\) and \(A_{yy}\) is greater than that for calculating \(A\) in the total-kernel-interpolation-based method, these matrices can be computed offline before the adaptive process starts. Figs. 2(a) and (b) show block diagrams of the NLMS algorithms based on the total and individual kernel interpolations, respectively, where red dotted rectangles indicate the blocks differentiating the two methods.

We also comment on the relationship between the total- and individual-kernel-interpolation-based NLMS algorithms. When the kernel functions for (13) and (14) in the individual kernel interpolation are the same with the same parameters \(\eta\) and \(\beta\), \(A_{yd}\) and \(A_{yy}\) are represented as \(A_{yd} = \hat{G}^H A \hat{G}\) and \(A_{yy} = \hat{G}^HH\hat{G}\), respectively. Thus, the proposed method becomes identical to the method in [20]. Therefore, individual-kernel-interpolation-based spatial ANC is a generalization of total-kernel-interpolation-based spatial ANC.

4. EXPERIMENTS

Experimental evaluations were performed by 3D free-field simulation to compare the proposed individual-kernel-interpolation-based spatial ANC (Proposed) with total-kernel-interpolation-based spatial ANC (Total-KI-ANC). We also evaluated the conventional multipoint pressure control (MPC), whose cost function is defined as the power of error microphone signals \(||e||_2^2\). The NLMS algorithm for MPC is obtained by replacing \(A\) in (8) with \(M\). The parameter \(\beta\) in (11) was set to 10.0 for the proposed method. In Total-KI-ANC, two values of \(\beta\), 0.0 and 2.0, were investigated. \(\beta = 0.0\) corresponds to the uniform weight without the use of directional information, and \(\beta = 2.0\) was chosen from (0.0, 10.0) by a grid search so that the regional noise power reduction was maximized. The integrals in (7), (18), and (19) were computed by naïve Monte Carlo integration with 2500 samples. The regularization parameter \(\lambda\) in (4) was set to \(10^{-3}\). The parameters in the NLMS algorithm, \(\mu_0\) and \(\epsilon\) in (8) and (20), were set to \(\mu_0 = 0.5\) and \(\epsilon = 10^{-3}\), respectively. The sound velocity \(c\) was 343 m/s.

The target region \(\Omega\) was a cuboid of 0.6 m \times 0.6 m \times 0.1 m, whose center was set at the coordinate origin as shown in Fig. 3. The numbers of secondary sources and error microphones were set to \(L = 16\) and \(M = 48\), respectively. The secondary sources were point sources regularly arranged on the borders of two squares of 2.0 m \times 2.0 m dimensions at the heights of \(z = \pm 0.1\) m. The error microphones were regularly placed on the borders of the top and bottom squares of \(\Omega\), where every second microphone was shifted outwards by 0.03 m to alleviate the forbidden frequency problem [25]. A single point source was placed as the primary noise source at \((-2.8 \text{ m, } 0.3 \text{ m, } 0.0 \text{ m})\), and the reference microphone signal was...
Fig. 3: Experimental setup. The cuboid in orange indicates the target region.

Fig. 4: Regional noise power reduction at each iteration at 200 Hz.

directly obtained from the primary noise source. Gaussian noise was also added to the error microphone signal at each iteration so that the signal-to-noise ratio became 40 dB.

As an evaluation measure, we define the regional noise power reduction inside $\Omega$ as

$$P_{\text{red}}(n) = 10 \log_{10} \frac{\sum_j |u_e^{(n)}(r_j)|^2}{\sum_j |u_p^{(n)}(r_j)|^2},$$

(21)

where $r_j$ is the $j$th evaluation point in $\Omega$, and $u_e^{(n)}$ and $u_p^{(n)}$ represent the total pressure field and primary noise field at the $n$th iteration, respectively. We set 1445 evaluation points inside $\Omega$.

We first show the result when the prior direction $\eta$ is exactly the same as the primary noise source direction. Fig. 4 shows $P_{\text{red}}$ at each iteration at 200 Hz. The difference in noise reduction between Total-KI-ANC for $\beta = 0.0$ and $\beta = 2.0$ was small. Among the four methods, the largest noise reduction was achieved by the proposed method. In Fig. 5, $P_{\text{red}}$ at $n = 12000$ is plotted with respect to the frequency from 100 to 600 Hz at intervals of 10 Hz. The lowest $P_{\text{red}}$ was achieved by Proposed at most frequencies, especially below 400 Hz.

To investigate the robustness against the mismatch between the true and prior directions of the primary noise source, we added perturbation to the primary noise source position by using a Gaussian distribution of mean 0 and standard deviations 0.05 m, 6.0 deg, and 3.0 deg for its radial, azimuth, and zenith coordinates, respectively. We performed 50 trials. Fig. 6 shows the mean of $P_{\text{red}}$ after 12000 iterations with the standard deviation shown as error bars. Although the standard deviation increased for high frequencies, the standard deviation values of Proposed and Total-KI-ANC for $\beta = 0.0$ and 2.0 were almost the same. Although MPC does not explicitly consider the direction of the primary noise source, its performance also fluctuates as largely as the other methods. It can be considered that this fluctuation originates from the change of the primary sound field inside the target region. Even when the prior direction included errors, the mean of $P_{\text{red}}$ of Proposed was still the lowest among the four methods at most frequencies.

5. CONCLUSION

We proposed a spatial ANC method based on the individual kernel interpolation of sound fields. The kernel-interpolation-based spatial ANC method can reduce incoming noise over a spatial target region with flexible array configurations. The kernel interpolation with directional weighting makes it possible to incorporate prior information on the primary noise source directions in the estimation. However, simply applying this interpolation procedure to spatial ANC is inappropriate because the total sound field is estimated by using a single directional weight. The proposed individual kernel interpolation method separately estimates the primary and secondary sound fields, and we formulated an NLMS algorithm based on this interpolation method. In numerical experiments, a large regional noise reduction was achieved by the proposed method compared with the total-kernel-interpolation-based method.
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