ABSTRACT With the popularity of mobile devices such as smartphones and tablets, the improvement of service of quality is an important issue facing great challenges. The improvement of user service of quality is mainly reflected in reducing the energy consumption of mobile devices and the delay of task execution. Multi-access edge computing sinks computing and storage capabilities from the remote cloud to the edge network, which can effectively reduce the high latency caused by the transmission of tasks between the mobile device and the remote cloud and the high energy consumption of tasks performed locally. Most of the previous work was limited to service of quality optimization through dynamic service layout, while ignoring the critical impact of access network selection on network congestion. This article studies the task offloading model of multiple tasks and services with several MEC servers, and jointly optimizes the MEC’s access network selection and service placement issues. Considering the delay and energy consumption caused by task offloading and execution, this article designs an effect function on delay and energy consumption, and aims to minimize this function to solve the MEC problem. Since this problem is NP-hard, this article designs a new optimization algorithm based on particle swarm optimization to solve this problem. Extensive simulation experiments show that the proposed optimization algorithm realize better performance than other algorithms. The algorithm has achieved good results in terms of time delay and energy consumption, which effectively reduces the system cost.

INDEX TERMS Multi-access edge computing, particle swarm optimization, quality-of-service.

I. INTRODUCTION

In recent years, with the explosive growth of smart devices, many emerging applications, such as AR(augmented reality, AR) [1], face recognition [2], interactive games [3], have attracted more and more attention. Such applications not only require intensive computing resources, but also have higher requirement for time delay. Due to physical size limitations [4], mobile devices are limited in computing power and energy. While traditional cloud computing provides centralized services for applications, the distance between the service hosting cloud and users is far, which inevitably results in large end-to-end delays. Therefore, neither local computing nor the traditional cloud computing paradigm can meet the timeliness requirements of such applications.

To meet this challenge, a new computing paradigm, MEC (Multi-access Edge Computing, MEC) is proposed to deploy computing and storage resources from remote cloud to network edge deployment close to users [5]. MEC is widely recognized as a promising technology that not only meets the growing demand for computing from applications, but also meets the growing demand for user QoS (quality of service, QoS). By deploying edge clouds near users to store a large number of computing resources and services [6], MEC enables cloud computing power and IT(information technology, IT) environment close to users, achieving the goal of reducing latency and saving device energy.

The main goal of multi-access edge computing is to provide satisfactory service quality and obtain high economic benefits for operators. Since the services and computing resources of the edge cloud are independent and fine-grained [7], system-wide optimization can be achieved.
through appropriate offloading of tasks and services [8]. When too many tasks are connected to the same edge cloud at the same time, it will cause network congestion, increasing delay and energy consumption. Therefore, reasonable network selection and service placement are crucial. Most of the previous work is confined to the optimization of QoS through dynamic service layout and the influence of access network selection is ignored.

In this article, a MEC system with multiple edge server services is considered to jointly optimize the access network selection and service placement of MEC. Each task can be served by multiple access points, while each task can only be served by one access point in each time slot $t$. In order to improve QoS of MEC system, this article comprehensively studies the influence of communication, queuing, switching, computing and transmission delay. In particular, during the offloading process, this article not only selects the nearest edge cloud with users, but also considers the current edge cloud network status, queuing situation, etc. By integrating the above factors, this article chooses the most appropriate access point and service placement point for users. The specific process is shown in Figure 1. Figure 1 consists of mobile terminal and edge server.

2) Most of the current research work focuses on minimizing the total delay of data transmission and task execution under energy consumption or minimizing the energy consumption of mobile terminals under the performance of satisfying the user’s perceived delay. Different from this kind of works, this article considers both delay and energy consumption, designs an effect function on delay and energy consumption, and minimizes the effect function to minimize the total cost of the mobile terminal or the whole system consisting of mobile terminal and edge server.

3) Since MEC network selection and service placement are NP-hard, this article designs an algorithm based on PSO to solve this problem. As far as we know, there is no work using PSO-based algorithms to solve this problem.

4) In the optimization process, this article designs a transition probability for selecting access points and service placement base stations.

5) Extensive simulations show that the algorithm proposed in this article is superior to other algorithms.

The rest of this article is organized as follows. The section II introduces the related work. The section III illustrates the system model and problem statement. Next, this article introduces the algorithm description and algorithm design respectively in section IV and V. The section VI evaluates the performance of the proposed algorithm through simulation experiments. The conclusion is given in Section VII.

II. RELATED WORK

Compared with cloud computing [9], MEC pushes computing and storage resources from the remote cloud to the network edge close to users, so as to realize local business localization and reduce delay and energy consumption. Service placement is a key issue in cloud computing and edge computing, leading to a lot of work in this area.

In [10], a virtual machine placement and migration method is proposed to minimize the consumption of data transmission time by optimizing service placement in the cloud. In [11], authors design and implement a data transmission application layer transmission protocol that uses cloud computing to manage mobile applications, reducing communication delay and realizing network balance. Authors of [12] study the latest trends in the field of multi-access edge computing combined with SDN (software-defined networking, SDN). In [13], in order to realize the efficient computing offload of mobile cloud computing, a game theory method is proposed. In [14], authors take a single user as an example and design a genetic algorithm for optimizing computational partitioning to determine whether to unload. A general guideline is proposed to determine unloading decisions in order to minimize the energy consumption of unloading [15]. Considering the multi-cell and multi-user MEC scenario, an adaptive offloading game method, which adjusts the number of offloading users, is proposed to avoid unexpected queuing delays [16]. Authors of [17] solve the problem of handling the
operation of autonomous MEC servers in a fully distributed IoT (Internet of Thing, IoT) network while improving the QoS satisfaction of mobile devices. Authors of [18] study the problem of multi-user computing offloading in mobile edge cloud computing under multi-channel wireless interference environment, and use game theory to solve this problem. The work [19] and [20] model the service migration problem as a MDP (Markov decision process, MDP). By using markov chains to predict user traffic to decide whether to migrate services. However, in some cases, Markov hypothesis is invalid [21]. In addition, authors of [7] formulate an online service placement strategy by considering various types of costs to minimize costs. However, this type of work only consider the costs related to services such as service exchange and service configuration costs, while ignoring the cost of users accessing the network. When a user randomly selects an access point to access the network without any optimization, there may be service-agnostic costs such as queuing delay. In particular, when too many users are simultaneously accessing the same access point [22], network congestion will occur, which is part of the main overhead of service communication.

This article jointly optimizes network selection and service placement. In addition to the cost [7], this article also considers the cost of users’ access to the network, queuing cost and switching cost. This article designs an effect function on delay and energy consumption, and optimizes the whole MEC system with the goal of minimizing this function. Since the problem is NP-hard, there are currently a large number of studies on the application of swarm intelligence algorithms to solve NP-hard problems. In [23], a hybrid artificial bee colony algorithm is proposed in order to solve the parallel batch distributed flow shop problem where the work deteriorated. Authors of [24] design an extended ant colony optimization algorithm to deal with multi-peak optimization problems. Authors of [25] propose a fast co-evolutionary particle swarm optimizer based on a co-evolution framework and a particle swarm optimizer with a simple mutation operator to solve the optimization problem of multiple variables. In [26], authors combine the extended social forces model and the improved artificial bee colony algorithm to propose a new path planning method for emergency evacuation simulation. Based on these studies, this article proposes an optimization algorithm based on particle swarm algorithm to solve our research problem.

III. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, the paper first describes the system model of the study in Part A. Then, in Part B, Part C, and Part D, the access point selection model, service placement model and QoS model of this article are introduced respectively. Finally, the problem is formulated in Part E.

A. SYSTEM MODEL

This article considers a multi-access edge computing system consisting of $M$ access points and $K$ users. An access point can be viewed as an edge cloud. This article uses $M = \{0, 1, \ldots, M\}$ and $K = \{0, 1, \ldots, K\}$ to represent edge cloud set and user set, respectively. To simplify the problem, this article assumes that each user has only one task in each time slot $t$, that is, the number of tasks is equal to the number of users $K$. In addition, this article adopts the communication model, channel gain formula and interference model in the literature [27]. This article considers a user-managed multi-access edge computing system, which means that users only know the local information, such as real-time location and computing requirements, but cannot observe global information. To better describe the characteristics of user movement, this article assumes that the service placement decision is made in a time slot structure, and the time axis is discretized into time frames $t \in T = \{0, 1, 2, \ldots, T\}$. At the beginning of $t$ of each time slot, the mobile user determines a suitable computing node to perform the task in the neighboring AP (access point, AP) [28]. This article assumes that the user location remains unchanged and the network environment does not change in a short period of time. Table 1 lists the key parameter symbols of this article.

| Notation | Definition |
|----------|------------|
| $M$     | Set of access point/edge clouds |
| $\phi(t)$ | Set of available access points for task at time slot $t$ |
| $s(t)$ | Whether the service of user $k$ is placed on edge cloud $i$ or not |
| $y_j(k)$ | Whether the access point $j$ is selected for user $k$ to access the edge cloud $j$ |
| $S_k(t)$ | The service resource demand of user $k$ |
| $R_i$ | The maximum service resource capacity of each edge cloud $i$ |
| $P_j$ | The access point capacity of edge cloud $j$ |
| $r_k(t)$ | The access resource requirement of user $k$ |
| $s_t$ | Total handover delay for completing tasks at time slot $t$ |
| $S_k(t)$ | The delay to complete a switch |
| $Q_k$ | Total queuing delay to complete tasks at time slot $t$ |
| $q_0$ | The waiting time when there is a queued task in front |
| $C_t$ | Total communication delay to complete the task at time slot $t$ |
| $l_i(t)$ | The communication delay from access point $j$ to edge cloud $i$ |
| $P_t$ | Total Computing delay to complete the task at time slot $t$ |
| $D_t$ | Total transmission delay for completing tasks at time slot $t$ |
| $Z(t)$ | Set of task of user $k$ |

B. ACCESS POINT SELECTION MODEL

At each time slot, the system makes an AP selection decision for each task. The task can be executed on the user’s local device or offloaded to other external nodes (i.e., edge server or remote cloud) for execution. Here, this article designs a binary vector $y_j(t)$ to represent the dynamic access point decision. If $y_j(t) = 1$, the task of user $k$ selects access point $j$ to access the network in time slot $t$; otherwise, $y_j(t) = 0$. Note that in a given time slot, each task is served by only one
AP. This article has the following AP constraints:
\[
\sum_{j \in M} y^k_j(t) = 1, \quad \forall t
\]  
\[
y^k_j(t) \in \{0, 1\}, \quad \forall j, t
\]  

The system cannot exceed the resource limit of the access point:
\[
\sum_{k \in K} r_k(t) y^k_j(t) \leq P_j, \quad \forall j, t
\]

where \(r_k(t)\) represents the access resource requirement of user \(k\) in time slot \(t\), and \(P_j\) represents the access point capacity of edge cloud \(j\).

C. SERVICE PLACEMENT MODEL

As described above, the operator selects a suitable AP \(j\) for each task to access the edge cloud, and then proposes a service on the edge cloud \(i\) to provide service requirements for the task. In particular, for a single task, there is no necessary correlation between AP selection and service placement decisions. More specifically, the service of the task can be placed on any edge cloud \(i \in M\), but the access point can only choose \(j \in \Phi(t)\). This is because users have limited communication distance in the MEC system. Similar to the access point selection model, this article indicates that the service placement model is as follows:
\[
\sum_{i \in M} x^k_i(t) = 1, \quad \forall t
\]  
\[
\sum_{k \in K} s_k(t) x^k_i(t) \leq R_i, \quad \forall i, t
\]  
\[
x^k_i(t) \in \{0, 1\}, \quad \forall i, t
\]

where \(x^k_i(t)\) is the service placement decision variable. If \(x^k_i(t) = 1\), it means that the service of user \(k\) is placed on the edge cloud \(i\); otherwise, \(x^k_i(t) = 0\). \(s_k(t)\) represents the maximum service resource capacity of each edge cloud \(i\). Constraint (4) indicates that each task can only be assigned to one edge cloud. Equation (5) guarantees that the total number of services placed in each cloud cannot exceed the resource limit. Equation (6) indicates whether the task of use \(k\) is placed on the edge cloud \(i\).

D. QUALITY OF SERVICE MODEL

1) SWITCHING DELAY

Due to the mobility of users, it may lead to the need to switch to other access points to obtain good user perception. In return, there will be a certain switching delay [29]. Assuming that \(S_0\) is the delay caused by a switching, the overall switching cost of the task is:
\[
S_t = \sum_{k \in K} \sum_{i \in M} S_0 \left[ x^k_i(t) - x^k_i(t-1) \right]_+, \quad \forall i, t
\]  

2) QUEUING DELAY

For the number of users accessed by each access point changes over time, when the access point is preferentially selected according to the user’s location, there may be too many access points to access the user, resulting in queuing problems. In order to better analyze the delay performance, this article takes the queuing delay into the model of this article. Given the queuing delay for tasks performed at time slot \(t\):
\[
Q_t = \sum_{k \in K} \sum_{j \in \Phi(t)} q_0 \left[ y^k_j(t) - y^k_j(t-1) \right]_+, \quad \forall j, t
\]

where \(q_0\) is the waiting time when there is a queued task in front.

3) COMMUNICATION DELAY

In the model of this article, service placement and AP selection may not be in the same cloud. Obviously, this can reduce the pressure on some hotspot clouds, but at the same time, accessing services through the edge cloud will generate additional communication delays. Therefore, when considering the service placement decision \(y^k_j(t)\) and the access point selection decision \(x^k_i(t)\), the total communication delay of the system in time slot \(t\) can be expressed as:
\[
C_t = \sum_{k \in K} \sum_{i \in M} \sum_{j \in \Phi(t)} x^k_i(t) y^k_j(t) l_{ij}(t), \quad \forall i, j, t
\]

where \(l_{ij}(t)\) represents the communication delay from access point \(j\) to edge cloud \(i\).

4) COMPUTING DELAY

For each task, it can be performed on the user’s local device or offloaded to other computing nodes. Because the calculation demand of the task is affected by many factors, such as the location of the user and the status of the network. Therefore, this article represents the calculated demand of user \(k\) as \(\lambda_k(t)\) that changes with time, and \(C_t\) represents the computing power (i.e., the CPU cycle per second) that can perform the task on the compute node \(i\) at time slot \(t\). Therefore, the computational delay can be expressed as:
\[
P_t = \sum_{k \in K} \frac{\lambda_k(t)}{C_t} \sum_{j \in M} x^k_j(t), \quad \forall j, t
\]

5) TRANSMISSION DELAY

The user’s tasks are uploaded from the local device to the access point through the wireless channel. This article uses \(h^t_{k,i}\) to denote the channel gain between user \(k\) and access point \(i\) in time slot \(t\). Because this article divides the time \(T\) into small time slots, assuming that the user has only one task and the user hardly moves in each time slot \(t\), then \(h^t_{k,i}\) can be regarded as a constant. Define the user’s transmission power as \(P_{\text{trans}}\), then the transmission rate from user \(k\) to access point \(i\) in time slot \(t\) can be expressed as:
\[
v^t_{k,i} = W \log_2 \left( \frac{1 + P_{\text{trans}} h^t_{k,i}}{\sigma^2 + l^t_{k,i}} \right), \quad \forall k, t
\]
where $W$ is the channel bandwidth, $\sigma^2$ is the noise power, and $I_{ij}^d$ is the inter-cell interference power of the user $k$ access to the edge cloud $i$ in the time slot $t$.

Then in time slot $t$, the total transmission delay from the user to the access point can be expressed as:

$$D_t = \sum_{k\in K} \frac{\lambda_k(t)}{V_{k,i}}, \quad \forall t$$

where $\lambda_k(t)$ represents the task length of user $k$ in time slot $t$. As compared with the task length, the length of the task execution result can be ignored. Therefore, this article only calculates the time delay and energy consumption of the task upload to the access point, and ignores the time delay and energy consumption of the task return.

The transmission energy consumption of the task in time slot $t$ can be expressed as the transmission power $p_{trans}$ of the task multiplied by the transmission delay $D_t$:

$$e_t = D_t \times p_{trans}, \quad \forall t$$

6) ENERGY CONSUMPTION

In the time slot $t$, the energy consumption of the task execution includes the energy consumption of the user transmitting data to the MEC server and the task execution in the edge cloud. For ease of expression, this article uses $O_j(t)$ to represent the energy consumption of the task performed on the computing node $j$. Hence, the energy consumption at time slot $t$ can be expressed as:

$$E_t = \sum_{k\in K} \sum_{j\in M} y_k^j(t) O_j(t) + e_t, \quad \forall j, t$$

E. PROBLEM FORMULATION

At present, most researches focus on minimizing the total delay of data transmission and task execution under the energy consumption or minimizing the energy consumption of the mobile terminal under the performance that satisfies the user’s perceived delay. In order to better balance the time delay and energy consumption, this article considers the weighted summation of time delay and energy consumption to obtain the minimum value, so that the total cost of the overall system composed of the mobile terminals and the edge server is the smallest. Therefore, in a given time frame $T$, the problem can be expressed as follows:

$$\min \sum_{i,j} T \lambda_i^j(S_i + Q_t + C_t + P_t + D_t) + \lambda_2^E_E, \quad \forall i, j, t$$

subject to (1) – (6).

where $\lambda_1, \lambda_2 \in [0, 1]$ represent the weighting coefficients of the calculation time and energy of the service.

IV. ALGORITHM DESCRIPTION

Because the problem of network selection and service placement is NP-hard [30], this article uses PSO algorithm to solve it. This algorithm is good at NP-hard problem optimization [31]. This part first introduces the PSO algorithm. Then a joint network selection and service placement algorithm based on PSO algorithm is proposed.

A. PARTICLE SWARM OPTIMIZATION ALGORITHM

In the PSO algorithm [32], each particle flies through the search space at a certain speed. The velocity and position of the particles vary with the flight experience of the individual and companions. By this mechanism, each particle is updated towards the region of good solutions. Let $V_{id}$ be the velocity of the particle and $X_{id}$ be the position of the particle. The update formula of particle motion is:

$$V_{id} = w \times V_{id} + c_1 \times r_1 \times (P_{id} - X_{id}) + c_2 \times r_2 \times (P_{gd} - X_{id})$$

$$X_{id} = X_{id} + V_{id}$$

where $w$ is the inertia weight, $P_{id}$ is the best historical position of particles, $P_{gd}$ is the best global position of particles, $c_1$ and $c_2$ are learning factors, also known as the acceleration constant, $r_1$ and $r_2$ are uniform random numbers within the range of [0,1]. The three parts in formula (17) respectively represent that the particle has a tendency to maintain its previous velocity, a tendency to approach its own historical best position and a tendency to approach the best group position. This article sets $c_1 = c_2$, that is, this article believes that the local optimal and global optimal have the same impact on particle renewal. Formula (18) updates the positions of particles in the population.

B. JOINT NETWORK SELECTION AND SERVICE PLACEMENT ALGORITHM BASED ON PARTICLE SWARM OPTIMIZATION

This article designs a network selection and service placement algorithm based on particle swarm optimization. According to the PSO algorithm, the network selection and service placement of each particle serve as a solution to this problem. It can be represented by a matrix as follows:

This article assumes there are $K$ users, $M$ base stations and $G$ services in the system. Each particle is defined as a $(K + G)^M$ matrix $X$, where first $K$ rows represent user network location choice, and last $G$ rows indicate the user service place. In the matrix $X$, if $X[a][b] = 1$ ($0 < a \leq K$), user $a$ select edge cloud $b$ as access point selection. If $X[a][b] = 1$ ($K < a \leq K + G$), service $a$ placed in the edge of cloud $b$, $X[a][b]=0$ indicates tasks or services are not placed on this edge cloud.

The PSO-JNSSP algorithm (joint network selection and service placement algorithm based on PSO, PSO-JNSSP) is described as follows:

Step 1: Initialize $n$ particles. Each particle contains the network selection of $K$ users and service placement location of $G$ services.

Step 2: To calculate the fitness value of each particle, this article chooses the objective function (15) in this.
article as the fitness function. The particle with the highest fitness value is found, and the network selection and service placement location of the particle are considered as the global optimal solution \( P_{gd} \).

Step 3: For each particle, this article gets a network selection and a service placement for each user in step 1, and each base station has its own coordinate. This article updates the particle velocity (the step size of particle renewal) use equation (17), and then calculates a new coordinate with equations (18). Obviously, the new coordinate are not necessarily the location coordinates of a base station. This article designs the transition probability formula (19) based on the distance \( d_i \) and the queue length \( path_i \), where \( d_i \) is the distance between the coordinates calculated and the coordinates of the base station, and \( path_i \) is the queue length of each base station. This article uses the probability to select the network selection and service placement points from base stations at the same time, a user chooses one of them randomly. Then, the corresponding service is placed on a base station \( j \), which can be the same as \( i \) or other base stations. Besides, the user’s network selection and service placement should satisfy the constraints (3) and (5) respectively. This is the process of selecting network selection and service placement for all mobile users. Then generates a \( (K + G)^*M \) matrix \( X \) corresponding to this particle, where \( M \) is the number of base stations in the user range, \( G \) is the number of services and \( K \) is the number of mobile users. The first \( K \) rows of matrix \( X \) represent the user’s network selection location, and the last \( G \) rows represent the user’s service placement location.

Randomly initialize \( n \) particles, and each particle represents the network selection and service placement of all \( k \) mobile users.

B. PARTICLE OPTIMIZATION PROCESS

Formula (15) was selected as the fitness function of this study. The fitness function mainly involves the task delay and energy consumption constraints. In order to eliminate the dimensional influence between delay and energy consumption, this article uses min-max standardization to carry out linear transformation on the original data, so that all values are processed to between [0, 1], and then carry out weighted summation. The min-max standardization indicates as \( X^\ast = (X_{\min} - X) / (X_{\max} - X_{\min}). \) Max and \( \min \) are the maximum and minimum values of the original sample data, respectively. \( X \) is the current value that needs to change, \( X^\ast \) is the changed value, \( \lambda_1^* \) and \( \lambda_2^* \) is the corresponding normalized weighted function. In a real algorithm, different values can be set according to the needs of the user.

According to the current matrix, the fitness function of the particle is calculated, and the historical optimal location \( P_{id} \) of the particle and the global optimal location \( P_{gd} \) can be obtained. For the base stations corresponding to the global optimal and local optimal solutions, each base station has a three-dimensional coordinate. This article substitutes these coordinates into formulas (17) and (18) to obtain the optimized network selection and service placement coordinates of each particle. Obviously, the optimized coordinates this article calculates and the coordinates of the base station in the real scene are not necessarily the same. To solve this problem, this article designs a transition probability as a criterion for further selection of network selection and service placement. This article considers two properties to calculate the probability, one is the distance \( d_i \) between each base station \( i \) and the optimized coordinates this article calculated, another is the number of tasks queuing on the base station \( i \) expressed as \( path_i \), and select the appropriate network selection and service placement point from base station \( M \) according to the probability:

\[
P_i = \frac{1}{\sum_{i\in M} d'_i \times path'_i}
\]  

V. ALGORITHM DESIGN

In this section, this article introduces the PSO-JNSSP algorithm design. Firstly, this article introduces the particle initialization Part A. Secondly, in Part B, this article describes the particle optimization process in detail. Finally, this article analyzes the complexity of PSO-JNSSP algorithm.

A. PARTICLE INITIALIZATION

The first important question to solve is how the algorithm produces the particles in the first place. This article produces the following random particles.

For a mobile user, their location should be considered first. As we all know, each base station has its own service range, beyond the service range, the service cannot be provided. When users choose network selection base station, it must choose from the base station which can affect it. When the distance between the base station and the user is less than the designed value, the base station \( i \) can be selected as the network access point of the mobile user. If there are multiple optional base stations at the same time, a user chooses one of them randomly. Then, the corresponding service is placed on a base station \( j \), which can be the same as \( i \) or other base stations.
Algorithm 1: The Overall Flow of PSO-JNSSP Algorithm

Input:
- Number of tasks $k$
- Base station number $m$
- Task position $(X_1,Y_1,Z_1)$
- Base station location $(X_2,Y_2,Z_2)$

Output: Optimal network selection and service placement location

Initialization:
- Randomly generate each particle

Optimization:
- repeat
  - for each particle
    - Optimize network selection and service placement
    - Update the $P_{id}$
    - Update the $P_{gd}$
  - end for
- until stopping criterion is satisfied

when distance $d_i$ is smaller, the probability of selecting this base station is greater; when the queue length is shorter, the more probability to select this base station. If the distance $d_i$ is greater than the defined value, the previous network selection or service placement point is maintained. If the distance $d_i$ is shorter than the value, this study adds the base station to $n'$. Hence, $n'$ is all solution that meet the requirement.

In addition, this study uses Dijkstra algorithm to calculate the optimal path from network selection point $a$ to service placement point $b$. Dijkstra algorithm [33] is a typical single-source shortest path algorithm. Network selection and service placement may be on the same base station, or through $n$ ($n \geq 0$) base stations switching to other base stations to obtain services. If the distance directly from $a$ to $b$ is the shortest, there is no need to switch to other base stations in the middle, otherwise, there may be 1 or $n$ base stations in the middle. Based on this, the switching delay from the network selection point to the service placement point can be calculated. Since the transmission time of data sent to the transmission medium is negligible compared with the time of data transmitted to the transmission medium by electromagnetic or optical signals, only the transmission delay is considered in this study.

The proposed algorithm for network selection and service placement based on particle swarm optimization is described in algorithm 1, 2 and 3 respectively.

C. ANALYSIS OF COMPUTATIONAL COMPLEXITY

The computational complexity analysis of the PSO-JNSSP algorithm is as follows:

The computational complexity of the initialization process is $O(K \times M^2 \times n)$, where $K$ is the number of mobile users, $M$ is the number of base stations, and $n$ is the number of particles.

Algorithm 2: The Initialization Process of Each Particle

for each task
  - Calculate the distance between the task and the edge cloud $d_i$
  - if the distance $d_i < 10$
    - add the base station to the optional base matrix Available
  - end if
  - for each task
    - Initialize network selection for the task
      - Randomly select a base station from the available base stations as the network selection for the task
    - end for
  - for each task
    - Initialize service placement for the task
      - Randomly select a base station from the available base stations as the service placement for the task
    - end for
  - end for

Algorithm 3: Particle Network Selection and Service Placement Optimization Process

for each particle
  - for each task
    - Calculate the distance between each task and the base station
    - Assign the best network selection and service placement point for each task according to the probability in equation (19)
  - end for
  - for each particle
    - for each task
      - Calculate the distance between each task and the base station
      - Assign the best network selection and service placement point for each task according to the probability in equation (19)
    - end for
  - end for

The main computational complexity of the algorithm proposed in this article lies in the optimization process of Algorithm 3. In each particle, a base station that satisfies constraints (1) - (6) needs to be selected as an optional network selection and service placement base station set, and then the most suitable network selection and service placement base station is selected for each user to perform the task Uninstall. Therefore, the computational complexity of each particle in the optimization process is $O(K \times M^2)$, and the computational complexity of all particles is $O(K \times M^2 \times n)$. 
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TABLE 2. The simulation parameters.

| Simulation parameters                        | values       |
|---------------------------------------------|--------------|
| Computation capacity of each edge server    | 2.5GHZ       |
| Service resources capacity of each edge server | 2.8GHZ     |
| The AP resource demand of each tasks        | 0-10 bit     |
| The service resource demand of each tasks   | 0-15bit      |
| The transmission speed from mobile device to edge server | 180kHz |
| The transmission speed between edge servers | 180KHZ       |
| The CPU cycles required for each task calculation | 500-1000 cycles |
| Energy consumption of edge servers          | 1J/G cycles  |

The computational complexity of the particle updating its velocity and position is $O(K \times n)$. Therefore, the computational complexity of the entire algorithm is $O(K \times M^2 \times n)$.

VI. SIMULATIONS

In this section, the paper will show the performance of the algorithm through experimental data. First, the paper describes the simulation design of the experiment in Part A. Then perform performance analysis and convergence analysis in Part B and Part C. Part D shows the computational complexity analysis.

A. SIMULATION DESIGN

This article uses the three-dimensional area with size parameter $3km^3 \times 3km^3 \times 3km$. There are multiple users and multiple edge servers in this space. The specific number is described in detail in the following section. The number of tasks that can be accessed by each edge server cannot exceed its maximum accessible capacity of 2.5GHZ, and the number of users that each edge server can serve cannot exceed the maximum service resource capacity of the edge server of 2.8GHZ. The simulation experiment in this article simulates a delay-sensitive system with $\lambda_1$ set to 0.8 and $\lambda_2$ set to 0.2. During the simulation, unless otherwise stated, the parameter settings are shown in Table 2.

In order to evaluate the performance of the algorithm, this article compares it with other benchmark algorithms: PSOCA(single-objective calculation algorithm, PSOCA), RCA(random calculation algorithm, RCA), LCA(local calculation algorithm, LCA). PSOCA is calculated based on particle swarm algorithm, while its goal only considers one aspect, the energy consumption. In RCA, users randomly make decisions about access point and service placement selection, and edge servers also randomly allocate computing resources to users. In LCA, all users choose local computing. This article evaluates four cases based on the distribution of edge servers and tasks.

B. PERFORMANCE ANALYSIS

This section mainly shows the comparison between the PSO-JNSSP algorithm and the four kinds of algorithms mentioned above, and show you through the different settings of the base stations and tasks, and verify the effectiveness of the algorithm.

Figure 2 shows the performance of four kinds of algorithms, under the circumstances of 49 edge servers evenly distributed, and the number of tasks changes from 100 to 300. It can be seen that when the number of users increases, the sum of its delay and energy consumption also increases. There are two reasons. On one hand, the number of tasks increases, which will lead to the growth of energy consumption. On the other hand, as the number of users increases, each edge server will be allocated more tasks, so that the calculation delay and queuing delay will increase relatively.

In Figure 3, edge servers are unevenly distributed. 30 of them in the $1.5 \times 3 \times 3$ area and other 19 edge servers are distributed in the other part of the area. The number of tasks is 100, 200, 300, and the tasks are evenly distributed. Figure 3 describes the changes in the system cost as the number of users changes. It can be seen from the Figure 3 that although the edge servers are unevenly distributed, similar to Figure 2, the value of the objective function also increases as the task increases. As the task increases, the overall energy consumption increases. And the edge servers are not evenly distributed, there is a high possibility that the communication delay will increase significantly.

In Figure 4, edge servers and users are evenly distributed. The number of tasks is 200, while edge servers change
from 36 to 64. Figure 4 describes the cost when the number of base stations changes. It can be found from Figure 4 that as the number of base stations increases, the trend of the PSO-JNSSP algorithm’s objective function value declines slowly. There are two reasons lead to this result. First, the number of tasks is set more, and the increase of base stations is small, which has little effect on the overall scenario. Second, the growth of the number of edge server brings more choice for access point selection and service placements. The more choices result in the better solution.

Figure 5 describes the change of system cost when the number of base station changes. Edge servers are distributed randomly, value 36, 49, 64 respectively, and 150 users are in 1.5 * 3 * 3, 50 users are in another area. It can be seen from the Figure 5 that similar to the Figure 4, although the value of the objective function drops, the decrease is not obvious, and even tends to be flat.

As shown in Figure 2, 3, 4, and 5, the performance of the PSO-JNSSP algorithm is superior to the other three algorithms. In RCA, the decision-making of the decision-making organization is random, which may cause serious interference between adjacent edge servers. In this case, the delay and energy consumption may be very large, so that the expected effect cannot be obtained. The performance is the most unsatisfactory of these algorithms. Although the PSOCA algorithm also has better performance, it only takes one of energy consumption or delay as the target, and cannot optimize the two together very well. The performance is slightly worse than the PSO-JNSSP algorithm. In the LCA algorithm, users all choose local computing. Because the capability of mobile devices is very different from edge servers, the computing delay and energy consumption will increase severely. Although the communication delay may be relatively reduced, it has little effect. Therefore, the performance of the PSO-JNSSP algorithm has better performance than the other three algorithms.

C. CONVERGENCE ANALYSIS
To illustrate the distance between the proposed algorithm and the optimal solution, this article performed performance simulation on the optimal solution obtained by the proposed algorithm and the exhaustive algorithm. This article randomly generates 49 edge servers and 300 tasks in the defined area, their respective parameters are shown in Table 2.

In order to prove the convergence of the PSO-JNSSP algorithm, this article compares its iterative process with the exhaustive algorithm, and found that our algorithm has good convergence and robustness. As show in Figure 6, first, the PSO-JNSSP algorithm converges. Second, although the algorithm in this article is not optimal, as the iteration progresses, the gap between the algorithm and exhaustive algorithm becomes smaller and smaller. Third, it can be seen that there has been a significant drop in the first 50 iterations. After the number of iterations shown in Figure 6, the performance can be improved and closer to the optimal result. Therefore, there is a trade-off between acceptable performance and time complexity.

D. COMPUTATIONAL COMPLEXITY ANALYSIS
This article verifies the computational complexity of the proposed PSO-JNSSP algorithm on a window server equipped with AMD A10-7300 Radeon R6, 10 Compute Core 4G + 6G 1.90GZ processors and 4GB RAM. This article evaluates the computational complexity of the proposed algorithm by measuring the time for the objective function to reach the convergence value. Table 3 shows that when the tasks and BSs
(base stations, BSs) are uniformly distributed, the number of tasks is 20, 40, 60 and the number of base stations is 16, 25, 36, and the time it takes for the objective function to reach convergence. It can be seen from Table 3 that the proposed algorithm meets the very limited running time requirements and reflects the efficiency of the algorithm.

VII. CONCLUSION
This article studies the problem of access point selection and service placement based on particle swarm optimization. This scheme jointly optimizes both delay and energy consumption, considering the influence of computing delay, communication delay, queuing delay, and overall energy consumption. First, a system model of multi-access edge computing is described. It uses energy consumption and delay as optimization goals and chooses user access points and service placement. Secondly, this article uses particle swarm optimization to design a PSO-JNSSP algorithm to solve this problem. Then it analyzes the performance and convergence of the PSO-JNSSP problem. Finally, simulation results show that the algorithm has better performance than other baseline algorithms.
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