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Abstract
Finding a geodesic joining two given points in a complete path-connected Riemannian manifold requires much more effort than determining a geodesic from initial data. This is because it is much harder to solve boundary value problems than initial value problems. Shooting methods attempt to solve boundary value problems by solving a sequence of initial value problems, and usually need a good initial guess to succeed. The present paper finds a geodesic \( \gamma : [0,1] \rightarrow M \) on the Riemannian manifold \( M \) with \( \gamma(0) = x_0 \) and \( \gamma(1) = x_1 \) by dividing the interval \([0,1]\) into several sub-intervals, preferably just enough to enable a good initial guess for the boundary value problem on each subinterval. Then a geodesic joining consecutive endpoints (local junctions) is found by single shooting. Our algorithm then adjusts the junctions, either (1) by minimizing the total squared norm of the differences between associated geodesic velocities using Riemannian gradient descent, or (2) by solving a nonlinear system of equations using Newton’s method. Our algorithm is compared with the known leapfrog algorithm by numerical experiments on a 2-dimensional ellipsoid \( \text{Ell}(2) \) and on a left-invariant 3-dimensional special orthogonal group \( \text{SO}(3) \). We find Newton’s method (2) converges much faster than leapfrog when more junctions are needed, and that a good initial guess can be found for (2) by starting with Riemannian gradient descent method (1).
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1 Introduction

Geodesics on Riemannian manifolds are generalizations of straight lines in Euclidean space, and are fundamental in many areas of mathematics, engineering, and computer science, to name a few. For instance, geodesic regression is used to relate a real-valued independent variable and a manifold-valued dependent data variable [1, 2]. Another example is an extension of principal component analysis namely principal geodesic analysis, which is used to study variability of data on a Riemannian manifold [3, 4]. A third example is the detection of object boundaries, where geodesic active contours are used to explore relationships between active contours and geodesics via curve evolution theory [5].

Let \( M \) be a \( p \)-dimensional \((1 \leq p < \infty)\) smooth path-connected manifold with a Riemannian metric \( g \). When \( M \) is complete with respect to the Riemannian metric, the Hopf-Rinow theorem says that any two points \( x_0, x_1 \in M \) can be joined by a minimal geodesic, namely, a constant-speed curve \( \gamma : [0, 1] \to M \) of minimal length with \( \gamma(0) = x_0 \) and \( \gamma(1) = x_1 \). For some well-studied examples of Riemannian manifolds, geodesics can be found in closed form, but such cases are rare and in practice numerical methods are usually needed. Even in cases where closed form expressions for geodesics are known, it may be difficult to use these expressions to find geodesics joining two given points. We refer to [31–33] for background in differential geometry.

By the fundamental theorem of Riemannian geometry, every Riemannian manifold \((M,g)\) admits a unique Levi-Civita connection \( \nabla \), which relates to \( g \) by the Koszul formula [6],

\[
2g(\nabla_X Y, Z) = X(g(Y, Z)) + Y(g(Z, X)) - Z(g(X, Y)) + g([X, Y], Z) - g([Y, Z], X) - g([X, Z], Y),
\]

where \( X, Y, Z \) are vector fields on \( M \) and \([·, ·]\) is the Lie bracket of vector fields. It turns out that a geodesic joining two given endpoints is precisely a zero-acceleration curve with respect to the Levi-Civita connection \( \nabla \), namely the solution of the following 2-point boundary value problem for a system of ODEs

\[
\nabla_{\dot{\gamma}(t)} \ddot{\gamma}(t) = 0, \quad \text{s.t.} \quad \gamma(0) = x_0, \gamma(1) = x_1. \tag{2}
\]

For any system of ODEs it is usually much harder to solve a 2-point boundary value problem than an initial value problem. Solutions (often non-unique) to boundary value problems can sometimes be found using shooting methods [7]. In single shooting an unknown initial quantity is guessed, then improved using the terminal error of a solution to an initial value problem. In multiple shooting, multiple initial data are estimated on some range, and then improved. The quality of an initial guess is crucial to the performance of both single and multiple shooting.

In our Riemannian situation a good initial guess can be made when the endpoints \( x_0 \) and \( x_1 \) are reasonably close. In such cases, the 2-point boundary value problem (2) is solved efficiently using single shooting. In more general nonlocal cases, where \( x_0 \) and \( x_1 \) are distant, one possible strategy is to divide the interval \([0, 1]\) into small subintervals \([t_{i-1}, t_i]\) and update on each subinterval. In [8] the so-called leapfrog
algorithm\textsuperscript{1} is used to find geodesics joining given points (the method has also been used for optimal control problems \[9, 10\]). The basic idea is to treat the local problem as effectively solved, then update the junctions \(y_i := γ(t_i)\) using a minimal geodesic from \(y_{i-1}\) to \(y_{i+1}\). Leapfrog always converges to a geodesic (Theorem 5.1 in \[8\]) and generally performs well in the first few iterations, but convergence can be slow if many iterations are needed. The present paper achieves fast convergence by using single shooting to update junctions in a different way, as follows.

Recall that for the first variation of the energy \(\mathcal{E} := \frac{1}{2} \int_0^1 g(\dot{γ}, \dot{γ}) dt\), we have

\[
\delta \mathcal{E} = \sum_{i=0}^{n-1} \left( g(\dot{γ}_i, \delta γ_i) |_{t_i}^{t_{i+1}} - \int_{t_i}^{t_{i+1}} g(∇_γ \dot{γ}, \delta γ) dt \right)
\]

\[= \sum_{i=0}^{n-1} g(\dot{γ}_i, \delta γ_i) |_{t_i}^{t_{i+1}}\]

assuming that (for the second equality) each \(γ|_{[t_i, t_{i+1}]}\) is a geodesic. So, for piecewise geodesic \(γ\), \(δ \mathcal{E}\) vanishes for all variations precisely when all differences \(\dot{γ}(t_i^+) - \dot{γ}(t_i^-)\) are zero for \(1 \leq i \leq n - 1\). This reduces our infinite-dimensional boundary value problem to the following finite dimensional problem.

Setting \(t_i := iln\), we denote by \(v_i^+\) the right-side velocity tangent to \(M\) at \(y_i\) determined by the geodesic \(γ_i : [0, 1] \rightarrow M\) from \(y_i\) to \(y_{i+1}\). Similarly \(v_i^-\) is the left-side velocity determined by the geodesic from \(y_{i-1}\) to \(y_i\). We may write \(v_i^+ = \log_{γ_i} y_{i+1}\) and \(v_i^- = -\log_{γ_i} y_{i-1}\), found by solving (2) with boundary conditions \(γ(0) = y_i, γ(1) = y_{i+1}\) and \(γ(0) = y_{i-1}, γ(1) = y_i\) respectively. The numerical values of these Riemannian logarithms are usually not available from closed form expressions.

Then, for the corresponding piecewise geodesic \(γ\) we have \(\dot{γ}(t_i^+) = nv_i^+, \dot{γ}(t_i^-) = nv_i^-\), and \(δ \mathcal{E}\) vanishes precisely when \((y_1, y_2, ..., y_{n-1})\) is a singularity of the vector field \(F\) on \(M \times M \times \ldots \times M\) given locally by

\[
F(y_1, y_2, ..., y_{n-1}) := (v_1^+ - v_1^-, v_2^+ - v_2^-, ..., v_{n-1}^+ - v_{n-1}^-).
\]

(4) Noted that \((y_1, y_2, ..., y_{n-1})\) is also the global minimizer of \(f(y_1, y_2, ..., y_n)\) for

\[
f(y_1, y_2, ..., y_{n-1}) := \frac{1}{2} \sum_{i=1}^{n-1} \|v_i^+ - v_i^-\|^2
\]

(5) whose minimum value is 0. In the present paper we exploit the fast convergence of Newton’s method to find the singularity of the vector field (4). When a good initialization for Newton’s method is needed, we use Riemannian gradient descent to minimize the cost function (5). Other variants of gradient descent method, such as Nesterov’s accelerated gradient descent \[11, 12\] and accelerated higher-order gradient methods \[13\] might also be used to minimize (5).

The paper is organized as follows. In Section 2 we review the general framework, of finding a singularity of (4) by Newton’s method and minimizing (5) by

\textsuperscript{1} Refer to I for the algorithm.
Riemannian gradient descent. In Section 3 the derivatives of the Riemannian logarithms are related to solutions of the Jacobi equation. For a general Riemannian manifold $M$, the Jacobi equation is rewritten in terms of Christoffel symbols and local coordinates. Alternatively, when $M$ is isometrically embedded in a Euclidean space of one dimension higher, the Jacobi equation is rewritten in terms of the embedding. If instead $M$ is a left-invariant Lie group, we rewrite the Jacobi equation in terms of bilinear transformations of the Lie algebra. Numerical calculations of derivatives of Riemannian logarithms are given by Algorithms 4, 7 and 10. To demonstrate the effectiveness of our method, we describe numerical experiments on the 2-dimensional ellipsoid $Ell(2)$ using the first fundamental form of the standard Euclidean metric, and on the special orthogonal group $SO(3)$ with a left-invariant metric.

2. General framework for finding geodesics

There may be multiple geodesics joining points $x_0, x_1$ in a general Riemannian manifold $M$, and the geodesic found by our method may depend on an initial choice for the junctions $y_1, y_2, \ldots, y_{n-1} \in M$. Consecutive junctions should be reasonably close, namely $y_i, y_{i+1}$ should be joined by a unique minimal geodesic with an easy initial guess for single shooting. Because single shooting performs well with a good initial guess, we should not take $n$ to be extremely large: consecutive junctions should be close enough to enable a good initial guess, but no closer.

2.1 Riemannian gradient descent for finding geodesics

To use Riemannian gradient descent we need to evaluate the Riemannian gradient of the cost function (5) with respect to all $y_i$’s. Throughout this paper, we denote\textsuperscript{2} $\partial_y f$, $\partial^R_y f$ the standard Euclidean gradient and the Riemannian gradient of $f$ with respect to $y_i$ respectively, which are related by

$$\langle \partial_y f, v \rangle_E = \langle \partial^R_y f, v \rangle_{y_i} \quad (6)$$

where $\langle \cdot, \cdot \rangle_E$ is the Euclidean metric for a coordinate chart containing $y_i$, $\langle \cdot, \cdot \rangle_{y_i}$ is the Riemannian metric at $y_i$, and $v$ is an arbitrary tangent vector at $y_i$. As usual when $g : M \to N$ is a smooth map, we denote its derivative by $dg : TM \to TN$, where $TM$ and $TN$ are the tangent bundles. The derivative at $x \in M$ is denoted by $dg : T_x M \to T_{g(x)} N$.

Given junctions $y_1, y_2, \ldots, y_{n-1}$ we set $y_0 := x_0$, $y_n := x_1$, $y := (y_1, y_2, \ldots, y_{n-1})$, $v^-_0 := 0$, $v^+_n := 0$ and $v^+_i := \log_{y_i} y_{i+1}$, $v^-_i := -\log_{y_i} y_{i-1}$, $1 \leq i \leq n-1$. We have

$$\partial_y f = (\partial_{y_1} f, \partial_{y_2} f, \ldots, \partial_{y_{n-1}} f) \quad (7)$$

\textsuperscript{2} We avoid the notation $\nabla f$, reserving $\nabla$ for the Levi-Civita connection.
with
\[
\partial_y f = (d_y (v_i^+ - v_i^-)) \dagger (v_i^+ - v_i^-) + (d_y v_i^+_{i+1}) \dagger (v_i^+ - v_i^-) \\
- (d_y v_i^-_{i+1}) \dagger (v_i^+ - v_i^-),
\]

where the Riemannian adjoint of the logarithm map derivative is defined by
\[
\langle (d_x \log y)(u), w \rangle = \langle u, (d_x \log y) \dagger (w) \rangle.
\]

Since only $v_i^+_{i-1}, v_i^+_{i}, v_i^-$ and $v_i^-_{i+1}$ contain $y_i$, (8) follows from the fact that
\[
\langle \partial_y f, w \rangle = (v_i^+ - v_i^-, d_y (v_i^+ - v_i^-)(w)) + (v_i^+_{i-1} - v_i^-, d_y v_i^+_{i-1} - v_i^-_{i-1})(w) \\
+ (d_y v_i^-_{i+1}, d_y (v_i^+_{i+1} - v_i^-_{i+1})(w))
\]
\[
= (d_y (v_i^+ - v_i^-)) \dagger (v_i^+ - v_i^-) + (d_y v_i^+_{i-1}) \dagger (v_i^+_{i-1} - v_i^-_{i-1}) \\
- (d_y v_i^-_{i+1}) \dagger (v_i^+ - v_i^-), w). \]

In the next section we develop strategies to calculate the derivatives and adjoints of derivatives of logarithm maps in the setting of general Riemannian manifolds, codimension-one embedded submanifolds and Lie groups.

The Riemannian gradient method for finding a geodesic joining given points $x_0, x_1$ is summarized as Algorithm 1.

**Algorithm 1 Riemannian Gradient Descent For Finding Geodesics (RGD-G)**

**Require:** Two points $x_0, x_1 \in U \subset M$, number of sub-intervals $n$, maximum number of iterations $N$, step size $\eta > 0$, stop error $\varepsilon > 0$.

**Ensure:** Geodesic $\gamma : [0, 1] \rightarrow M$ with $\gamma(0) = x_0$ and $\gamma(1) = x_1$.

1. Choose an arbitrary curve $\tilde{\gamma} : [0, 1] \rightarrow U \subset M$ joining $x_0$ and $x_1$, and $y_i := \tilde{\gamma}(i/n), i = 1, 2, \cdots, n-1$.
2. Replace $\tilde{\gamma}$ by a piecewise geodesic $\gamma$ joining all $y_i$’s via (single) shooting.
3. for $k \leftarrow 1$ to $N$ do
4. \hspace*{1em} for $i \leftarrow 1$ to $n-1$ do
5. \hspace*{2em} Calculate the Euclidean gradient of (5) via (7).
6. \hspace*{2em} Calculate the Riemannian gradient of (5) by the relationship (6).
7. \hspace*{2em} Details will be provided in Algorithm 3, 4, 6, 7, 9, 10.
8. \hspace*{2em} Update $y_i$ via Algorithm 5 ,8 or 11 with input $y_i$ and $-\eta \partial_y^R f$.
9. \hspace*{1em} end for
10. \hspace*{1em} if $\|\partial_y^R f\| \leq \varepsilon$ or $f \leq \varepsilon$ then
11. \hspace*{2em} Update the piecewise geodesic $\gamma$ based on new $y_i$’s.
12. \hspace*{2em} Return $\gamma$.
13. \hspace*{1em} end if
14. end for

In general, the step size $\eta$ is chosen to make the algorithm converge at a suitable rate. There is usually some trial and error. Many iterations are needed when $\eta$ is too small,
but when $\eta$ is large there can be problems with overshooting. For a general Riemannian manifold where $x_0, x_1$ are in the same coordinate chart, a reasonable choice for the initial curve $\tilde{\gamma}$ would be a line segment in chart coordinates. Alternatively, when $M$ is embedded in Euclidean space, $\tilde{\gamma}$ could be the orthogonal projection of the Euclidean line segment from $x_0$ to $x_1$.

To implement the shooting method we use either MATLAB’s function `bvp4c`/`bvp5c` or Mathematica’s function `NDSolve` with method `shooting` in Lines 2 and 10 of Algorithm 1.

In Line 7, $y_i$ is updated via the exponential map $\exp$ as follows

$$ y_i \leftarrow \exp_{y_i}(-\eta \partial_y F), $$

where different forms of geodesics equations are needed to solve when it comes to Riemannian manifolds with local coordinates available, or of codimension one in Euclidean space, or left-invariant Lie groups.

### 2.2 Newton’s method for finding geodesics

Newton’s method is a powerful tool for finding the zeros of nonlinear functions in Euclidean spaces, which has a wide range of applications in mathematics and other subjects. This has motivated studies of the generalization of Newton’s method from the Euclidean setting to Riemannian manifolds [23–26]. For a smooth vector field defined on a Riemannian manifold, Fernandes et al. [19] showed that in a suitable neighborhood of the singularity of the vector field, the sequence generated by Newton’s method converges quadratically when the covariant derivative of the vector field is invertible in a convex neighborhood containing the initial guess. However, Newton’s method may diverge if the initial guess is not sufficiently close to the solution. Many strategies have been proposed to overcome this drawback, such as incorporating the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm, the Levenberg-Marquardt algorithm, the trust region algorithm [27, 28], by introducing a merit function, which is the squared norm of the vector field, to replace a divergent iteration generated by Newton’s method or make up a failed iteration in Newton’s method [20, 21]. For simplicity, throughout this paper, we consider the basic Newton’s method and leave other variants and improvements for future study. In our experience, the Riemannian gradient descent of Section 2.1 gives a suitable initial guess for Newton’s method.

We calculate the derivative $\partial F(y)$ of the vector field $F$, in terms of derivatives of logarithm maps in Section 2.1 as follows,

$$
\begin{bmatrix}
  d_{y_1} (v_1^+ - v_1^-) & d_{y_1} v_1^+ \\
  -d_{y_1} v_1^- & d_{y_2} (v_2^+ - v_2^-) & d_{y_2} v_2^+ \\
  & \ddots & \ddots \\
  & & -d_{y_{n-1}} v_{n-2}^- & d_{y_{n-1}} (v_{n-1}^+ - v_{n-1}^-) & d_{y_{n-1}} v_{n-1}^+ \\
  & & & -d_{y_{n-2}} v_{n-1}^- & \ddots \\
  & \cdots & & & d_{y_n} (v_n^+ - v_n^-)
\end{bmatrix},
$$

(10)

where we have arranged $F$ as a column vector. Then the covariant derivative $\nabla F(y)$ is related to $\partial F(y)$ by (6).
Newton’s method for finding the singularity of the vector field $F$ is to update $y_i$ by

$$y_i \leftarrow \exp_{y_i}(w_i), \quad (11)$$

where $\exp$ is the exponential map on manifold $M$ and $w = (w_1, w_2, \cdots, w_{n-1})$ is the solution of

$$F(y) + \nabla F(y)w = 0. \quad (12)$$

Then Newton’s method for finding a geodesic joining given points $x_0$ and $x_1$ by looking for a singularity of (4) is summarized as Algorithm 2.

**Algorithm 2 Newton’s Method For Finding Geodesics (NM-G)**

**Require:** Two points $x_0, x_1 \in U \subset M$, number of sub-intervals $n$, maximum number of iterations $N$, step size $\eta > 0$, stop error $\epsilon > 0$.

**Ensure:** Geodesic $\gamma : [0, 1] \rightarrow M$ with $\gamma(0) = x_0$ and $\gamma(1) = x_1$.

1. Choose an arbitrary curve $\tilde{\gamma} : [0, 1] \rightarrow U \subset M$ joining $x_0$ and $x_1$, and $y_i := \tilde{\gamma}(i/n)$, $i = 1, 2, \cdots, n - 1$.
2. for $k \leftarrow 1$ to $N$ do
3. \hspace{1em} for $i \leftarrow 1$ to $n - 1$ do
4. \hspace{2em} Calculate the velocities $v_i^+$ and $v_i^-$.
5. \hspace{2em} Calculate the derivatives $d_y v_i^+$ and $d_y v_i^-$. \hspace{1em} \hspace{0.5em} Details will be provided in Algorithm 3, 4, 6, 7, 9, 10.
6. \hspace{1em} end for
7. \hspace{1em} if $f \leq \epsilon$ then
8. \hspace{2em} Update the piecewise geodesic $\gamma$ based on new $y_i$’s.
9. \hspace{2em} Return $\gamma$.
10. \hspace{1em} end if
11. \hspace{1em} Construct $\partial F(y)$ by (10) and calculate $\nabla F(y)$.
12. \hspace{1em} Solving the linear equation (12) and update $y_i$ according to (11).
13. end for

### 3 The derivative of the logarithm map

In Algorithms 1 and 2 a key task is to find the derivatives of $v_i^+$ and $v_i^-$, namely derivatives of Riemannian logarithms. We write $\log(x, y) := \log_x y$. Let $v := \log(x, y)$, then $\exp(x, v) := \exp_x(v) = y$ is the inverse of $\log$.

Differentiating $y = \exp(x, v)$ with respect to $y$ along the direction $w$ yields

$$w = (d_x \exp)_{x,v}(0) + (d_y \exp)_{x,v}(d_y v(w)),$$

then

$$(d_y \log)_{x,y}(w) = (d_x \exp)^{-1}_{x,v}(w). \quad (13)$$
Differentiating $y = \exp(x, v)$ with respect to $x$ along the direction $w$ gives

$$0 = (d_x \exp)_{x,v}(w) + (d_v \exp)_{x,v}(d_x v(w)),$$

then

$$(d_x \log)_{x,v}(w) = -(d_v \exp)_{x,v}^{-1}(d_x \exp)_{x,v}(w).$$  \hfill (14)

So derivatives of the logarithm map are found from derivatives of the exponential, using (13) and (14). When $x = y$,

$$(d_x \log)_{x,v}(w) = w, \quad (d_v \log)_{x,v}(w) = -w.$$  \hfill (15)

In practice, when $x$ is extremely close to $y$ (though not exactly the same), using (13) and (14) may cause some numerical issues, and we use (15) instead.

To calculate derivatives of the exponential map, we first consider a variation of the geodesic $\gamma(t) = \exp(x, v)$ given by $\gamma_1(t, s) := \exp(\exp(x, su_1), tv(s))$, where $u_1 \in T_xM$ defines a variation of the initial point along the geodesic $\exp(x, sv)$. We extend $v \in T_xM$ as a vector field $v(s)$ along $\exp(x, sv)$ via parallel translation. We also consider a variation of $\gamma(t)$ given by $\gamma_2(t, s) := \exp(x, tv + su_2)$, where $u_2 \in T_v(T_xM) = T_xM$. These variations determine Jacobi fields, which are solutions $J$ of the second-order linear dynamical system \cite{2, 6, 22}

$$\nabla^2_{\dot{\gamma}(t)} J(t) + R(J(t), \dot{\gamma}(t)) \dot{\gamma}(t) = 0,$$  \hfill (16)

where $\nabla$ is the Levi-Civita connection for the Riemannian metric $g$ on $M$, and $R$ is the Riemannian curvature tensor. Then

$$(d_x \exp)_{x,v}(u_1) = J_1(1)$$  \hfill (17)

where the field $J_1$ is found by numerically solving (16) with the initial conditions $J_1(0) = u_1, J_1'(0) = 0$. We also have

$$(d_v \exp)_{x,v}(u_2) = J_2(1)$$  \hfill (18)

where $J_2$ is found by numerically solving (16) with the initial conditions $J_2(0) = 0, J_2'(0) = u_2$.

Next we consider in more detail how to solve the Jacobi equation (16) where $M$ is a general Riemannian manifold, and in the important special case when $M$ is a left-invariant Lie group (a specialized technique can then be applied).

### 3.1 $M$ is a Riemannian manifold with local coordinates available

Let $M$ be a $p$-dimensional ($1 \leq p < \infty$) Riemannian manifold with a Riemannian metric $g$, then $g$ induces a Levi-Civita connection $\nabla$ by the Koszul formula (1). Given a local coordinate system $\{x^i\}$ on an open set $U \subset M$, \{\frac{\partial}{\partial x^i}\} is a basis for vector fields defined on $U$. Suppose we have two vector fields $X = X^i \partial_i$ and $Y = Y^i \partial_i$, then the expression for the connection $\nabla$ in local coordinates $\{x^i\}$ on $U$ is given by
\[ \nabla_X Y = \nabla_{X \partial_j} Y^i \partial_j = X^i \frac{\partial y^j}{\partial x} \partial_j + X^i Y^j \nabla \partial_j. \] (19)

The Christoffel symbols are defined as the functions \( \Gamma^k_{ij} : U \to \mathbb{R} \) given by

\[ \nabla \partial_j = \Gamma^k_{ij} \partial_k, \] (20)

where \( 1 \leq i, j, k \leq p \). By the fundamental theorem of Riemannian geometry, Christoffel symbols have the following form with respect to the metric \( g_{ij} = g(\partial_i, \partial_j) \) [6],

\[ \Gamma^k_{ij} = \frac{1}{2} g^{kl} (\partial_i g_{jl} + \partial_j g_{il} - \partial_l g_{ij}). \] (21)

where the matrix \( (g^{kl}) \) is the inverse of the symmetric \( p \times p \) matrix \( (g_{kl}) \).

We define the symmetric bilinear Christoffel form \( \Gamma_x : \mathbb{R}^p \times \mathbb{R}^p \to \mathbb{R}^p \) by \( \Gamma_x(v, w) := \sum_{i,j=1}^p \Gamma^k_{ij} v_i w_j \).

**Example 1** Given \( a, b, c > 0 \), we define \( \text{Ell}(2) \subset \mathbb{R}^3 \) to be the 2-dimensional ellipsoid given by

\[ \frac{x^2}{a^2} + \frac{y^2}{b^2} + \frac{z^2}{c^2} = 1 \]

with Riemannian metric defined as the restriction of the standard Euclidean inner product. This manifold admits the following parameterization

\[ \text{Ell}(\theta, \varphi) = (a \sin \varphi \cos \theta, b \sin \varphi \sin \theta, c \cos \varphi), \] (22)

where \( \theta \in [0,2\pi), \varphi \in [0,\pi] \) act as global coordinates of \( \text{Ell}(2) \). We can take advantage of the coordinate system \( \{ \theta, \varphi \} \) to choose the initial junctions \( y_i \) in Algorithms 1 and 2.

With respect to the restriction of the Euclidean metric, we have

\[ g = \begin{pmatrix} \langle \partial_{\theta} \text{Ell}, \partial_{\theta} \text{Ell} \rangle & \langle \partial_{\theta} \text{Ell}, \partial_{\varphi} \text{Ell} \rangle \\ \langle \partial_{\varphi} \text{Ell}, \partial_{\theta} \text{Ell} \rangle & \langle \partial_{\varphi} \text{Ell}, \partial_{\varphi} \text{Ell} \rangle \end{pmatrix} \]

\[ = \begin{pmatrix} \sin^2 \varphi (a^2 \sin^2 \theta + b^2 \cos^2 \theta) & (b^2 - a^2) \sin \varphi \cos \varphi \sin \theta \cos \theta \\ (b^2 - a^2) \sin \varphi \cos \varphi \sin \theta \cos \theta & \cos^2 \varphi (a^2 \cos^2 \theta + b^2 \sin^2 \theta) + c^2 \sin^2 \varphi \end{pmatrix}. \] (23)

If \( a = b \), then by (21), non-vanishing Christoffel symbols are given by

\[ \Gamma^\theta_{\theta \varphi} = \Gamma^\varphi_{\theta \varphi} = \cot \varphi, \quad \Gamma^\varphi_{\theta \theta} = -\frac{a^2 \tan \varphi}{a^2 + c^2 \tan^2 \varphi}, \quad \Gamma^\varphi_{\varphi \varphi} = \frac{(c^2 - a^2) \tan \varphi}{a^2 + c^2 \tan^2 \varphi}. \]

**Example 2** Let \( \text{SO}(3) \) be the special orthogonal group composed by all positively-oriented \( 3 \times 3 \) orthogonal matrices, endowed with a bi-invariant metric

\[ \langle V_1, V_2 \rangle_X := -\frac{1}{2} \text{tr} (X^{-1} V_1 X^{-1} V_2), \]

where \( V_1, V_2 \in T_X \text{SO}(3) \) and \( X \in \text{SO}(3) \).

By considering the following variation
\[ \delta \frac{1}{2} \int_0^1 \langle \dot{X}, \dot{X} \rangle dt = \text{tr}(X^{-1} \dot{X}X^{-1} \delta X) \bigg|_{t=0} - \int_0^1 \text{tr}(X^{-1}(\ddot{X} - \dot{X}X^{-1}\dot{X})X^{-1} \delta X) dt, \]

we find \( \Gamma_X(V,V) = -V X^{-1} V. \) Then, because the Christoffel form is symmetric and bilinear,

\[ \Gamma_X(U,V) = -\frac{1}{2} (UX^{-1}V + VX^{-1}U) \]

for any \( U, V \in T_X SO(3). \)

Now we rewrite the Jacobi equation (16) in terms of Christoffel symbols and their derivatives. Then

\[
\begin{align*}
\nabla_{\dot{\gamma}(t)} J(t) &= J(t) + \Gamma_{\gamma(t)}(J(t), \dot{\gamma}(t)), \\
\nabla^2_{\dot{\gamma}(t)} J(t) &= \frac{d}{dt} (J(t) + \Gamma_{\gamma(t)}(J(t), \dot{\gamma}(t))) + \Gamma_{\gamma(t)}(J(t) + \Gamma_{\gamma(t)}(J(t), \dot{\gamma}(t)), \dot{\gamma}(t)) \\
&= J(t) + d\Gamma_{\gamma(t)}(J(t), \dot{\gamma}(t)) + 2\Gamma_{\gamma(t)}(J(t), \dot{\gamma}(t)) \\
&\quad - \Gamma_{\gamma(t)}(J(t), \Gamma_{\gamma(t)}(J(t), \dot{\gamma}(t))),
\end{align*}
\]

where we used the fact that \( \nabla_{\dot{\gamma}(t)} \dot{\gamma}(t) = \ddot{\gamma}(t) + \Gamma_{\gamma(t)}(\dot{\gamma}(t), \dot{\gamma}(t)) = 0. \) Combining with the result

\[
R(J(t), \dot{\gamma}(t))\dot{\gamma}(t) = d\Gamma_{\gamma(t)}(J(t)) \dot{\gamma}(t) + \Gamma_{\gamma(t)}(J(t), \dot{\gamma}(t)) - \Gamma_{\gamma(t)}(\dot{\gamma}(t), J(t)),
\]

we have

**Proposition 1** The Jacobi equation (16) is equivalent to

\[
\dot{J}(t) + 2\Gamma_{\gamma(t)}(J(t), \dot{\gamma}(t)) + d\Gamma_{\gamma(t)}(J(t)) \dot{\gamma}(t) = 0. \quad (24)
\]
Algorithm 3 Finding geodesics joining two points and the logarithm map on Riemannian manifold $M$ (Geo-Log-M)

**Require:** Two points $y_i, y_{i+1} \in U \subset M$, Christoffel form $\Gamma$, small positive number $\epsilon_0 > 0$.

**Ensure:** Geodesic (denoted by some discrete points on $M$) $\gamma : [0, 1] \to M$ with $\gamma(0) = y_i$ and $\gamma(1) = y_{i+1}$, velocity $\text{Log}(y_i, y_{i+1})$.

1. if $\|y_i - y_{i+1}\| \leq \epsilon_0$ then
2. $\gamma = y_i$.
3. $\text{Log}(y_i, y_{i+1}) = \text{TProj}(y_{i+1} - y_i)$. $\triangleright$ TProj is the projection from the embedded Euclidean space to the tangent space $T_{y_i}M$.

4. else
5. Solving the system

\[
\begin{cases}
\dot{\gamma}(t) + \Gamma(\gamma(t), \dot{\gamma}(t), \gamma(t)) = 0, \\
\gamma(0) = y_i, \quad \gamma(1) = y_{i+1}
\end{cases}
\]

using single shooting with the initial guess $\dot{\gamma}(0) = \text{TProj}(y_{i+1} - y_i)$ gives $\gamma$, $\text{Log}(y_i, y_{i+1}) = \dot{\gamma}(0)$.

6. end if

Algorithm 4 Finding the derivatives of the logarithm map on Riemannian manifold $M$ (DLog-M)

**Require:** Two points $y_i, y_{i+1} \in U \subset M$ and the geodesic $\gamma$ joining them, Christoffel form $\Gamma$, basis vectors $\{e_\alpha\}_{\alpha=1}^p$ of the tangent space $T_{y_i}M$, small positive number $\epsilon_0 > 0$.

**Ensure:** The derivatives $(d_{y_i} \text{Log})_{y_i, y_{i+1}}(w)$ and $(d_{y_{i+1}} \text{Log})_{y_i, y_{i+1}}(w)$.

1. if $\|y_i - y_{i+1}\| \leq \epsilon_0$ then
2. $(d_{y_i} \text{Log})_{y_i, y_{i+1}}(w) = -w$.
3. $(d_{y_{i+1}} \text{Log})_{y_i, y_{i+1}}(w) = w$.
4. else
5. Solving the system (24) with the initial conditions $J(0) = e_\alpha$ and $J(0) = 0$ returns $J_1^\alpha(1)$. Combine all vectors $J_1^\alpha(1)$ as a matrix $J_1(1)$.
6. Solving the system (24) with the initial conditions $J(0) = 0$ and $J(0) = e_\alpha$ returns $J_2^\alpha(1)$. Combine all vectors $J_2^\alpha(1)$ as a matrix $J_2(1)$.
7. $(d_{y_i} \text{Log})_{y_i, y_{i+1}}(w) = -J_2(1)^{-1}J_1(1)w$.
8. $(d_{y_{i+1}} \text{Log})_{y_i, y_{i+1}}(w) = J_2(1)^{-1}w$.
9. end if
Algorithm 5 Finding the exponential map on Riemannian manifold $M$ (ExpM)

**Require:** Point $x \in U \subset M$, velocity $v$ at $x$, Christoffel form $\Gamma$, small positive number $\epsilon_0 > 0$. 

**Ensure:** The end point $\text{Exp}(x, v)$.

1. if $\|v\| \leq \epsilon_0$ then 
2. $\text{Exp}(x, v) = x$.
3. else 
4. Solving the system

\[
\begin{cases} 
\dot{\gamma}(t) + \Gamma_{\gamma(t)}(\dot{\gamma}(t), \dot{\gamma}(t)) = 0, \\
\gamma(0) = y, \quad \dot{\gamma}(0) = v
\end{cases}
\]

gives $\text{Exp}(x, v) = \gamma(1)$.

end if

In summary, Algorithm 3 finds the geodesic joining two consecutive points $y_i, y_{i+1}$ and the logarithm map $v^+_i$. Algorithm 4 finds the derivatives of the logarithm maps $d_{y_i}v^+_i, d_{y_{i+1}}v^+_i$. Algorithm 5 finds the exponential map on $M$.

Note that in Algorithm 4 (similar for Algorithms 7 and 10), since the $p$-dimensional tangent space $T_{y_i}M = \mathbb{R}^p$, we need to solve the (24) $2p$ times with the standard Euclidean basis vectors $\{e_a\}_{a=1}^p$, where $e_a$ is a zero column except 1 in $a$-th position. All solutions for the type of initial conditions $\mathcal{J}(0) = e_a$, $\dot{\mathcal{J}} = 0$ is arranged as a matrix $J_1(1)$, and those for the other type is arranged as a matrix $J_2(1)$. Then, the derivative $(d_{y_i} \text{Log})_{\gamma(y_i)}(w) = -J_2(1)^{-1}J_1(1)w$ and $(d_{y_{i+1}} \text{Log})_{\gamma(y_{i+1})}(w) = J_2(1)^{-1}w$.

The relationship between Algorithm 1 and Algorithm 4 is that Algorithm 4 is a significant sub-algorithm of Algorithm 1 that calculate the derivatives $d_{y_i}v^+_i, d_{y_{i+1}}v^+_i$, which will be used in calculating the Riemannian gradient of the cost function (see (8)).

### 3.2 Riemannian manifolds of codimension one in Euclidean space

Let $M$ be a $p$-dimensional Riemannian manifold isometrically embedded in $(p + 1)$-dimensional Euclidean space $\mathbb{E}^{p+1}$. Then $M$ is a level set of some smooth function $h : M \subset \mathbb{E}^{p+1} \to \mathbb{R}$, that is, $M = h^{-1}(c)$ for some constant $c \in \mathbb{R}$. The benefit of writing geodesic and Jacobi equations in terms of $h$ is to represent the geodesic as a curve in Euclidean space and use standard Euclidean derivatives as illustrated below.

Let $v_\gamma := \frac{\text{grad } h(\gamma)}{\|\text{grad } h(\gamma)\|}$ be the unit normal to the manifold $M$, where grad $h$ is the Euclidean gradient of $h$ and $\|\cdot\|$ is the norm induced by standard Euclidean metric. Then, the covariant derivative $\nabla_{\gamma(t)}\dot{\gamma}(t)$ is nothing more than the Euclidean projection of the vector $\ddot{\gamma}(t)$ onto the tangent space $T_{\gamma(t)}M$, namely

\[\nabla_{\gamma(t)}\dot{\gamma}(t) = \text{grad } h(\gamma) \cdot \dot{\gamma}(t)\]
\[ \nabla_{\dot{\gamma}(t)} \dot{\gamma}(t) = \ddot{\gamma}(t) - \langle \dot{\gamma}(t), \nu_{\gamma}(t) \rangle \nu_{\gamma}(t). \]  
(25)

Since \( \nu_{\gamma}(t) \) is normal to \( M \) at \( \gamma(t) \), \( \langle \dot{\gamma}(t), \nu_{\gamma}(t) \rangle = 0 \), by differentiating, we have \( \langle \ddot{\gamma}(t), \nu_{\gamma}(t) \rangle = -\langle \dot{\gamma}(t), \dot{\nu}_{\gamma}(t) \rangle \), where \( \dot{\nu}_{\gamma}(t) = d\nu_{\gamma}(\dot{\gamma}(t)) \). Therefore, the geodesic equation \( \nabla_{\dot{\gamma}(t)} \dot{\gamma}(t) = 0 \) can now be rewritten as
\[ \ddot{\gamma}(t) + \langle \dot{\gamma}(t), \dot{\nu}_{\gamma}(t) \rangle \nu_{\gamma}(t) = 0. \]
(26)

Although now \( \gamma : [0, 1] \rightarrow \mathbb{E}^{p+1} \) is viewed as a curve in Euclidean space, the boundary conditions \( \gamma(0), \gamma(1) \in M \) will force the solution of \( (26) \) to stay on the manifold \( M \).

In order to represent the Jacobi equation \( (16) \) in terms of the function \( h \) or the unit normal \( \nu \), we consider a variation \( \gamma_s : (-\varepsilon, \varepsilon) \times [0, 1] \rightarrow \mathbb{E}^{p+1} \) of \( \gamma : [0, 1] \rightarrow \mathbb{E}^{p+1} \) for a small \( \varepsilon > 0 \). Then,
\[
\frac{d}{ds}\bigg|_{s=0} (\dot{\gamma}_s(t) + \langle \dot{\gamma}_s(t), \dot{\nu}_{\gamma}(t) \rangle \nu_{\gamma}(t)) = \ddot{\xi}(t) + \langle \ddot{\xi}(t), \nu_{\gamma}(t) \rangle \nu_{\gamma}(t) + \langle \dot{\gamma}(t), d^2\nu_{\gamma}(\dot{\gamma}(t), \xi(t)) \rangle \nu_{\gamma}(t) + \langle \ddot{\gamma}(t), \dot{\nu}_{\gamma}(t) \rangle d\nu_{\gamma}(\xi(t)),
\]

where \( \ddot{\xi}(t) = \frac{d}{ds}\bigg|_{s=0} \dot{\gamma}_s(t) \) is the variational vector field along \( \gamma(t) \). Therefore, we have

**Proposition 2** The Jacobi equation \( (16) \) is equivalent to
\[ \ddot{\xi}(t) + \langle \ddot{\xi}(t), \nu_{\gamma}(t) \rangle \nu_{\gamma}(t) + \langle \dot{\gamma}(t), d^2\nu_{\gamma}(\dot{\gamma}(t), \xi(t)) \rangle \nu_{\gamma}(t) + \langle \ddot{\gamma}(t), \dot{\nu}_{\gamma}(t) \rangle d\nu_{\gamma}(\xi(t)) = 0. \]
(27)

As with the geodesic equation, the initial conditions \( \xi(0), \dot{\xi}(0) \in T_{\gamma(0)}M \) force the solution of \( (27) \) to stay on the tangent space of \( M \), although \( \xi : [0, 1] \rightarrow \mathbb{E}^{p+1} \) is viewed as a curve in Euclidean space.

In summary, Algorithm 6\(^3\) finds the geodesic joining two consecutive junctions \( y_i, y_{i+1} \) and the logarithm map \( v^+_i \). Algorithm 7 finds the derivatives of the logarithm maps \( d_{y_i} v^+_i, d_{y_{i+1}} v^+_i \). Algorithm 8 finds the exponential map on \( M \).

\(^3\) The geodesic is denoted by some discrete points on \( M \).
Algorithm 6 Finding geodesics joining two points and the logarithm map on Riemannian manifold $M$ (Geo-Log-M1)

**Require:** Two points $y_i, y_{i+1} \in U \subset M$, embedding function $g$, small positive number $\epsilon_0 > 0$.

**Ensure:** Geodesic $\gamma : [0, 1] \rightarrow M$ with $\gamma(0) = y_i$ and $\gamma(1) = y_{i+1}$, velocity $\dot{\gamma}(0) = 0$.

1. **if** $\|y_i - y_{i+1}\| \leq \epsilon_0$ **then**
2. $\gamma = y_i$.
3. $\log(y_i, y_{i+1}) = \text{TP}
\text{Proj}(y_{i+1} - y_i)$. (TPProj is the projection from the embedded Euclidean space to the tangent space $T_{y_i} M$).
4. **else**
5. Solving the system

\[
\begin{align*}
\dot{\gamma}(t) + (\dot{\gamma}(t), \frac{\dot{\nu}_\gamma}{\nu_\gamma}) \nu_\gamma(t) &= 0, \\
\gamma(0) &= y_i, \quad \gamma(1) = y_{i+1}
\end{align*}
\]

using single shooting with the initial guess $\dot{\gamma}(0) = \text{TP}
\text{Proj}(y_{i+1} - y_i)$ gives $\gamma$, $\log(y_i, y_{i+1}) = \dot{\gamma}(0)$.
6. **end if**

Algorithm 7 Finding the derivatives of the logarithm map on Riemannian manifold $M$ (DLog-M)

**Require:** Two points $y_i, y_{i+1} \in U \subset M$ and the geodesic $\gamma$ joining them, Christoffel form $\Gamma$, basis vectors $\{e_\alpha\}_{\alpha=1}^p$ of the tangent space $T_{y_i} M$, small positive number $\epsilon_0 > 0$.

**Ensure:** The derivatives $(d_{y_i} \log)_{y_i,y_{i+1}}(w)$ and $(d_{y_{i+1}} \log)_{y_i,y_{i+1}}(w)$.

1. **if** $\|y_i - y_{i+1}\| \leq \epsilon_0$ **then**
2. $(d_{y_i} \log)_{y_i,y_{i+1}}(w) = -w$.
3. $(d_{y_{i+1}} \log)_{y_i,y_{i+1}}(w) = w$.
4. **else**
5. Solving the system (27) with the initial conditions $\xi(0) = e_\alpha$ and $\dot{\xi}(0) = 0$ returns $\xi(1)$ as a matrix $\xi(1)$. Combine all vectors $\xi(1)$ as a matrix $\xi(1)$.
6. Solving the system (27) with the initial conditions $\xi(0) = 0$ and $\dot{\xi}(0) = e_\alpha$ returns $\xi(1)$ as a matrix $\xi(1)$.
7. $(d_{y_i} \log)_{y_i,y_{i+1}}(w) = -\xi(1)^{-1} \xi(1) w$.
8. $(d_{y_{i+1}} \log)_{y_i,y_{i+1}}(w) = \xi(1)^{-1} w$.
9. **end if**
Algorithm 8 Finding the exponential map on Riemannian manifold $M$ (Exp-M1)

Require: Point $x \in U \subset M$, velocity $v$ at $x$, embedding function $h$, small positive number $\epsilon_0 > 0$.

Ensure: The end point $\text{Exp}(x, v)$.

1. if $\|v\| \leq \epsilon_0$ then
   2. $\text{Exp}(x, v) = x$.
3. else
   4. Solving the system
      \[
      \begin{aligned}
         \dot{\gamma}(t) + (\dot{\gamma}(t) \cdot \nu_\gamma(t)) &\nu_\gamma(t) = 0, \\
         \gamma(0) = y, \quad \dot{\gamma}(0) = v 
      \end{aligned}
      \]
      gives $\text{Exp}(x, v) = \gamma(1)$.
5. end if

3.3 $M$ is a left-invariant Lie group

Given an inner product on the Lie algebra of a Lie group $G$, a left-invariant Riemannian metric on $G$ is defined by left-translation:

\[
\langle w_1, w_2 \rangle_g = \langle h \cdot w_1, h \cdot w_2 \rangle_{h \cdot g} = \langle (dL_{h^{-1}})_g(w_1), (dL_{h^{-1}})_g(w_2) \rangle_g, \tag{28}
\]
where $(dL_h)_h : T_hG \to T_{gh}G$ is the derivative of $L_g$ at $h \in G$, $w_1, w_2 \in T_gG$. To shorten notation we may drop subscripts in the metric $\langle \cdot, \cdot \rangle$ if there is no ambiguity. The Lie group $G$ equipped with this Riemannian metric is said to be left-invariant.

To simplify the second-order system (16), we use the technique of left Lie reduction [15]. Given a $C^\infty$ curve $x : [0, 1] \to G$, let $F$ be any $C^\infty$ vector field along $x$. Then the left Lie reduction $\hat{F}$ of $F$ is defined as

\[
\hat{F}(t) := (dL_{x(t^{-1})})_{x(t)} F(t), \tag{29}
\]
where $t \in [0,1]$. We refer to [16–18, 29, 30] and references for applications of left Lie reduction in reducing high order nonlinear dynamical systems on Lie groups and Riemannian homogeneous spaces.

Now introduce a bilinear operator $B : \mathfrak{g} \times \mathfrak{g} \to \mathfrak{g}$ defined by

\[
\langle B(w_1, w_2), w_3 \rangle := \langle [w_2, w_3], w_1 \rangle, \tag{30}
\]
where $\mathfrak{g}$ is the Lie algebra $TG$, $w_1, w_2, w_3 \in \mathfrak{g}$, and $\langle \cdot, \cdot \rangle$ is the Lie bracket. If $G$ is a bi-invariant Lie group, then $\langle [X, Y], Z \rangle = \langle Y, [Z, X] \rangle$, which gives $B(X, Y) = [X, Y]$.
Let \( \{ E_i \} \) be an orthonormal basis of \( \mathfrak{g} \) at the identity \( e \), then \( \{ \tilde{E}_i := (dL_{g_j})(E_i) \} \) forms an orthonormal basis at \( g \in G \). By the Koszul formula (1), the constant \( \langle \tilde{E}_i, \tilde{E}_j \rangle \) and the left invariance of the metric and vectors, we have (see page 118 in [14])

\[
2\langle \nabla_{\tilde{E}_i} \tilde{E}_j, \tilde{E}_k \rangle = \langle \tilde{E}_j, [\tilde{E}_k, \tilde{E}_i] \rangle + \langle \tilde{E}_k, [\tilde{E}_i, \tilde{E}_j] \rangle = \langle [E_i, E_k] - B(E_i, E_k) - B(E_j, E_i), E_j \rangle,
\]

from which

\[
(dL_{g_0^{-1}}) \nabla_{\tilde{E}_i} \tilde{E}_j = \frac{1}{2} \langle [E_i, E_j] - B(E_i, E_j) - B(E_j, E_i) \rangle.
\]

Further, we find \( (dL_{g_0^{-1}}) R(\tilde{E}_i, \tilde{E}_j) \tilde{E}_k = \)

\[
\nabla_{\tilde{E}_i} \nabla_{\tilde{E}_j} E_k - \nabla_{\tilde{E}_j} \nabla_{\tilde{E}_i} E_k - \nabla_{\langle \tilde{E}_i, \tilde{E}_j \rangle} E_k = \frac{1}{2} \nabla_{\tilde{E}_i} ([E_j, E_k] - B(E_j, E_k) - B(E_i, E_j))
\]

\[
- \frac{1}{2} \nabla_{\tilde{E}_j} ([E_i, E_k] - B(E_i, E_k) - B(E_j, E_i))
\]

\[
- \frac{1}{2} ([E_i, E_j], E_k) - B([E_i, E_j], E_k) - B(E_k, [E_i, E_j])
\]

\[
= \frac{1}{4} [E_k, [E_i, E_j]] + \frac{1}{2} B([E_i, E_j], E_k) + \frac{1}{2} B(E_k, [E_i, E_j])
\]

\[
- \frac{1}{4} [E_i, B(E_j, E_k) + B(E_k, E_j)] + \frac{1}{4} [E_j, B(E_i, E_k) + B(E_k, E_i)]
\]

\[
- \frac{1}{4} B(E_i, [E_j, E_k] - B(E_j, E_k) - B(E_k, E_i))
\]

\[
- \frac{1}{4} B([E_j, E_k] - B(E_j, E_k) - B(E_k, E_j), E_i)
\]

\[
+ \frac{1}{4} B([E_i, E_k] - B(E_i, E_k) - B(E_k, E_i))
\]

\[
+ \frac{1}{4} B([E_i, E_k] - B(E_i, E_k) - B(E_k, E_i), E_j)
\]

where we have used the Jacobi identity in the last equality.

**Lemma 3** Let \( x : [0, 1] \to G \) be a \( C^\infty \) curve, \( V \) the left Lie reduction of the velocity vector field \( \dot{x} \) of \( x \), \( W_0 \) any \( C^\infty \) vector field along \( x \) and \( W \) its left Lie reduction. Then

\[
(dL_{x^{-1}}) \nabla_W W_0 = W + \frac{1}{2} ([V, W] - B(V, W) - B(W, V)),
\]
\[(dL_{x^{-1}})_{\nabla^2} W_0 = \dot{W} + [V, \dot{W}] + \frac{1}{2}[\dot{V}, W] + \frac{1}{4}[V, [V, W]] - \frac{1}{4}[V, B(V, W)] - \frac{1}{4}B(V, [V, W]) - \frac{1}{2}B(\dot{V}, W) - B(V, \dot{W}) - B(W, V)
\]

\[(dL_{x^{-1}})_{\nabla^2} W_0 = \frac{1}{4}[V, B(V, W)] + \frac{1}{2}B(V, W) - \frac{1}{2}B(\dot{V}, W) - B(V, \dot{W}) - B(W, V)
\]

\[(dL_{x^{-1}})_{\nabla^2} W_0 = \frac{1}{4}B(V, [V, W]) + \frac{1}{4}B(V, B(V, W)) + \frac{1}{4}B(V, B(W, V)) - \frac{1}{4}B(B(V, W), V)
\]

\[(dL_{x^{-1}})_{\nabla^2} W_0 = \frac{1}{4}B(B(V, W), V) + \frac{1}{4}B(B(W, V), V)
\]

\[(dL_{x^{-1}})_{\nabla^2} W_0 = \frac{1}{4}B(B(V, W), V) - \frac{1}{4}B(B(W, V), V)
\]

\[(dL_{x^{-1}})_{\nabla^2} W_0 = \frac{3}{4}B(\dot{V}, W) + \frac{3}{4}B(V, \dot{W}) + \frac{3}{4}B(V, W) - \frac{1}{4}B(B(V, W), V) - \frac{1}{4}B(B(W, V), V)
\]

\[(dL_{x^{-1}})_{\nabla^2} W_0 = \frac{1}{2}B(B(V, W), V) - \frac{1}{4}B(B(\dot{V}, W), V) - \frac{1}{4}B(B(W, V), V)
\]

Proof Denote \(V(t) = (dL_{x^{-1}})_{\nabla^2} E_i\), \(W(t) = (dL_{x^{-1}})_{\nabla^2} W_0(t) = W(t)E_i\), where \(\{E_i\}\) is orthonormal basis of \(g\). Then, \(\dot{E}_i(t) = \dot{V}(t)(dL_{x^{-1}})_{\nabla^2} E_i\) and \(W_0(t) = W(t)E_i\). By (31) and the properties of \(\nabla\), we have

\[(dL_{x^{-1}})_{\nabla^2} E_i = \dot{W}^j E_i + \dot{W}^j \nabla^2_{E_j} E_i
\]

\[= \dot{W}^j E_i + \frac{1}{2}W^j \nabla^2_{E_j} E_i - B(E_j, E_i) - B(E_j, E_i)
\]

\[= \dot{W} + \frac{1}{2}([V, W] - B(V, W) - B(W, V))
\]

and

\[\begin{aligned}
(dL_{x^{-1}})_{\nabla^2} W_0 &= \frac{d}{dt} \left( \dot{W} + \frac{1}{2}([V, W] - B(V, W) - B(W, V)) \right) \\
&= \frac{1}{2}([V, \dot{W} + \frac{1}{2}([V, W] - B(V, W) - B(W, V))] \\
&= B(V, \dot{W} + \frac{1}{2}([V, W] - B(V, W) - B(W, V))) \\
&= B(\dot{W} + \frac{1}{2}([V, W] - B(V, W) - B(W, V)), V))
\end{aligned}
\]

which results in (34). Finally, (35) is directly from (32). □

Applying Lemma 3 to the system (16) and using \(\nabla \dot{\gamma} = 0\), we derive

**Proposition 4** The Jacobi equation (16) is equivalent to

\[\dot{W} + [V, \dot{W}] - B(V, W) - B(\dot{W}, V) - [W, B(V, V)] + B([W, V], V) + B(V, [W, V]) = 0,
\]

where \(W = (dL_{\gamma^{-1}})_{\nabla^2} J\) and \(V = (dL_{\gamma^{-1}})_{\nabla^2} \dot{\gamma}\).
By (33), the geodesic equation $\nabla \dot{\gamma} = 0$ reduces to $\dot{V} = B(V, V)$ with $\dot{\gamma} = \gamma V$. Now we summarize the procedure of finding the geodesic joining two consecutive $y_i$, the velocity $v^+_i$ and the derivatives of the logarithm map, the exponential map on $G$ as Algorithms 9, 10, and 11.

Algorithm 9 Finding geodesics joining two points and the logarithm map on Lie group $G$ (Geo-Log-G)

Require: Two points $y_i, y_{i+1} \in U \subset G$, bilinear form $B : g \times g \to g$, small positive number $\epsilon_0 > 0$.

Ensure: Geodesic $\gamma : [0, 1] \to G$ with $\gamma(0) = y_i$ and $\gamma(1) = y_{i+1}$, velocity $\log (y_i, y_{i+1})$.

1: if $\|y_i - y_{i+1}\| \leq \epsilon_0$ then
2:     $\gamma = y_i$.
3:     $\log (y_i, y_{i+1}) = \text{TProj}(y_{i+1} - y_i)$. ▷ TProj is the projection from the embedded Euclidean space to the tangent space $T_{y_i}G$.
4: else
5:     Solving the system
\[
\begin{cases}
\dot{\gamma}(t) = \gamma(t)V(t), \\
\dot{V}(t) = B(V(t), V(t)), \\
\gamma(0) = y_i, \quad \gamma(1) = y_{i+1}
\end{cases}
\]

using single shooting with the initial guess $\dot{\gamma}(0) = \text{TProj}(y_{i+1} - y_i)$ gives $\gamma, \log (y_i, y_{i+1}) = \dot{\gamma}(0)$.
6: end if
Algorithm 10 Finding the derivatives of the logarithm map on Lie group $G$ (DLog-G)

Require: Two points $y_i, y_{i+1} \in U \subset M$ and the geodesic $\gamma$ joining them, bilinear form $B : \mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g}$, basis vectors $\{e_\alpha\}_{\alpha=1}^{P}$ of the tangent space $T_{y_i}G$, small positive number $\epsilon_0 > 0$.

Ensure: The derivatives $(d_{y_i} \log)_{y_i,y_{i+1}}(w)$ and $(d_{y_{i+1}} \log)_{y_i,y_{i+1}}(w)$.

1. if $\|y_i - y_{i+1}\| \leq \epsilon_0$ then
2. $(d_{y_i} \log)_{y_i,y_{i+1}}(w) = -w$.
3. $(d_{y_{i+1}} \log)_{y_i,y_{i+1}}(w) = w$.
4. else
5. Solving the system (36) with the initial conditions $J(0) = e_\alpha$ and $\dot{J}(0) = 0$ returns $J_1^\alpha(1)$. Combine all vectors $J_1^\alpha(1)$ as a matrix $J_1(1)$.
6. Solving the system (36) with the initial conditions $J(0) = 0$ and $\dot{J}(0) = e_\alpha$ returns $J_2^\alpha(1)$. Combine all vectors $J_2^\alpha(1)$ as a matrix $J_2(1)$.
7. $(d_{y_i} \log)_{y_i,y_{i+1}}(w) = -J_2(1)^{-1}J_1(1)w$.
8. $(d_{y_{i+1}} \log)_{y_i,y_{i+1}}(w) = J_2(1)^{-1}w$.
9. end if

Algorithm 11 Finding the exponential map on Lie group $G$ (Exp-G)

Require: Point $y \in U \subset G$, velocity $v$ at $y$, bilinear form $B : \mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g}$, small positive number $\epsilon_0 > 0$.

Ensure: The end point $\text{Exp}(y, v)$.

1. if $\|v\| \leq \epsilon_0$ then
2. $\text{Exp}(x, v) = x$.
3. else
4. Solving the system

$$
\begin{align*}
\dot{\gamma}(t) &= \gamma(t)V(t), \\
V(t) &= B(V(t), V(t)), \\
\gamma(0) &= y, \quad \dot{\gamma}(0) = v
\end{align*}
$$

5. gives $\text{Exp}(x, v) = \gamma(1)$.

6. end if
Next we illustrate our algorithms by numerical experiments on the ellipsoid \( \text{Ell}(2) \) and on a left-invariant special orthogonal group \( SO(3) \). All experiments were executed in MATLAB 2020b on a computer with Intel Core i7-8700K CPU, 32 GB RAM and Windows 10 Enterprise. MATLAB codes are available on github https://github.com/beiliren/Endpoint-geodesic-problems.

### 4.1 The ellipsoid

Let \( \text{Ell}(2) \) be the 2-dimensional ellipsoid defined in Example 1. Define the diagonal matrix \( A := \text{diag}\left\{ \frac{1}{a^2}, \frac{1}{b^2}, \frac{1}{c^2} \right\} \), then \( \text{Ell}(2) = \{ x \in \mathbb{R}^3 | x^T A x = 1 \} \), whose tangent space is given by \( T_{x_0}\text{Ell}(2) = \{ v \in \mathbb{R}^3 | v^T A x = 0 \} \). The normal space

| \( n \) | Algorithm 1 | Leapfrog | Algorithm 2 |
|---|---|---|---|
| 4 | 31.8635 | 0.6673 | 0.9469 |
| 5 | > 100 | 1.1787 | 1.1267 |
| 6 | > 100 | 1.8055 | 1.3032 |
| 7 | > 100 | 2.7095 | 1.4747 |
| 8 | > 100 | 3.8182 | 1.6749 |
| 9 | > 100 | 5.4586 | 2.0041 |

![Fig. 1](image) Two given points \( x_0 \) and \( x_1 \) are denoted by black points. The magenta points represent the initial junctions and the green curve represents the initial piecewise geodesic joining \( x_0 \) and \( x_1 \). The blue points represent the final junctions and the red curve represents the final geodesic generated by Algorithm 2.
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\( N_x\text{Ell}(2) = \{ r_0Ax \in \mathbb{R}^3 \mid r_0 \in \mathbb{R} \} \) is the orthogonal complement of the tangent space with respect to the Euclidean metric.

According to Section 3.2, \( \text{Ell}(2) \) is equivalent to \( g(1)^{-1} \), where \( g(x) = x^TAx \). Then, straightforward calculations give \( v_x = \frac{Ax}{\|Ax\|} \) and \( \dot{v}_x = \frac{\dot{x}}{\|Ax\|} - \frac{\langle Ax, \dot{x} \rangle}{\|Ax\|^3} Ax \), by (26), the geodesic equation is

\[
\ddot{x} + \frac{\langle \dot{x}, Ax \rangle}{\|Ax\|^2} Ax = 0. \tag{37}
\]

Further, we have

\[
dv_x(\xi) = \frac{A\xi}{\|Ax\|} - \frac{\langle Ax, \xi \rangle}{\|Ax\|^3} Ax \quad \text{and} \quad
d^2v_x(\dot{x}, \xi) = -\frac{\langle Ax, A\xi \rangle}{\|Ax\|^3} Ax - \frac{\langle Ax, \xi \rangle}{\|Ax\|^3} Ax - \frac{\langle Ax, Ax \xi \rangle}{\|Ax\|^3} Ax.
\]

By (27), the Jacobi equation is

\[
\ddot{\xi} + \frac{\langle \dot{\xi}, Ax \rangle}{\|Ax\|^2} \frac{Ax}{\|Ax\|^2} + \frac{\langle \dot{x}, Ax \rangle}{\|Ax\|^2} \frac{A\xi}{\|Ax\|^2} - 2\langle Ax, A\dot{x} \rangle \frac{Ax}{\|Ax\|^4} = 0, \tag{38}
\]

where \( x \) is a solution of (37).

For two points \( x, y \) on \( \text{Ell}(2) \), let \( \text{TProj}(y - x) \) be the projection of the vector \( y - x \) to the tangent space \( T_x\text{Ell}(2) \). Then, \( \text{TProj}(y - x) = y - x - r_0Ax \) for some \( r_0 \in \mathbb{R} \).

By requiring that \( \|\text{TProj}(y - x)\| \leq \frac{\|y - x\|}{\|Ax\|} \), we have \( r_0 = \frac{y^TAx - 1}{\|Ax\|^2} \), which implies

\[
\text{TProj}(y - x) = y - x - \frac{y^TAx - 1}{\|Ax\|^2} Ax. \tag{39}
\]

**Example 3** On a ellipsoid \( \text{Ell}(2) \) with semi-axes \( a = 6, b = 2, c = 1 \), we choose two points \( x_0 = (0,0,1)^T \) and \( x_1 = (\frac{\gamma}{2}, \frac{\gamma}{2}, -\frac{1}{2})^T \), which correspond to the coordinates \( (\frac{\gamma}{6}, 0) \) and \( (\frac{\gamma}{6}, \frac{2\gamma}{3}) \) in (22), respectively. The initial curve \( \tilde{y} \) in Algorithms 1 and 2 corresponds to the line segment in local coordinates.

Solving the geodesic (37) with linear initial guess by shooting is unsuccessful (as warned by MATLAB that the maximum residual at endpoint is very large with affordable mesh points), which indicates the necessity of dividing the interval \([0,1]\) into several sub-intervals. In this experiment, we find when the number of sub-intervals \( n \geq 4 \), shooting with the initial guess (39) is able to find the geodesic on each sub-interval. Figure 1 shows the geodesic joining \( x_0 \) and \( x_1 \) generated by Newton’s method (Algorithm 2) with \( n = 5 \) and \( \epsilon = 10^{-4} \), where magenta and blue points represent initial and final junctions respectively, green and red curves represent initial and final piecewise geodesics respectively.

To compare Riemannian gradient descent (Algorithm 1) and Newton’s method with the leapfrog algorithm (Algorithm 12), we vary the number of sub-intervals \( n \) from 4 to 9, set the step size \( \eta = 0.001 \) in Algorithm 1 and the time limitation for all
algorithms is 100 seconds. The runtime for different methods is reported in Table 1, from which we find Riemannian gradient descent is the slowest, leapfrog method is getting slower and slower as $n$ increases, and Newton’s method is the most efficient one in general.

Note that for a function $f$ defined on $\text{Ell}(2)$, its Riemannian gradient $\partial^R_x f$ is related to its Euclidean gradient $\partial_x f$ by $\partial^R_x f = (I_3 - xx^T A) \partial_x f$. If we denote the operator $(d_x \text{Log})_{x,y}$ and $(d_y \text{Log})_{x,y}$ on $\text{Ell}(2)$ by matrices, then their adjoints are given by matrix transposes.

### 4.2 The special orthogonal group

Let $SO(3) := \{ X \in \mathbb{R}^{3 \times 3} | X^T X = I_3, \det(X) = 1 \}$ be the 3-dimensional Lie group of positively-oriented $3 \times 3$ orthogonal matrices, with left-invariant metric given by

$$
\langle V_1, V_2 \rangle_X := -\frac{1}{2} \text{tr}(X^T V_1 A X^T V_2).
$$

## Table 2 Comparison of runtime of different methods for finding geodesics

| $n$  | Algorithm 1 | Leapfrog | Algorithm 2 |
|------|-------------|----------|-------------|
| 4    | 42.0618     | 5.3832   | 1.2795      |
| 5    | > 100       | 7.3309   | 1.3795      |
| 6    | > 100       | 11.4557  | 1.5282      |
| 7    | > 100       | 40.3261  | 1.8242      |
| 8    | > 100       | 92.5328  | 1.9546      |
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Here $V_1, V_2 \in T_X SO(3)$, $X \in SO(3)$, and $A$ is a fixed symmetric positive-definite matrix. The tangent space of $SO(3)$ at $X$ is given by $T_X SO(3) = \{ V \in \mathbb{R}^3 | V^T X + X^T V = 0 \}$. The Lie algebra is the tangent space at the identity, namely the space $\mathfrak{so}(3) = \{ V \in \mathbb{R}^{3 \times 3} | V^T = -V \}$ of skew-symmetric $3 \times 3$ matrices.

Note that Euclidean 3-space $\mathbb{E}^3$ is also a 3-dimensional Lie algebra, with respect to the cross-product $\times$, and there is a Lie isomorphism $w \in \mathbb{E}^3 \mapsto \hat{w} \in \mathfrak{so}(3)$ given by

$$\hat{w} v := w \times v \quad \text{for} \quad w, v \in \mathbb{E}^3.$$ 

Here $\hat{w} = \begin{pmatrix} 0 & -w_3 & w_2 \\ w_3 & 0 & -w_1 \\ -w_2 & w_1 & 0 \end{pmatrix}$, where $w = (w_1, w_2, w_3)^T \in \mathbb{E}^3$.

The normal space is given by $N_X SO(3) = \{ X S | S \in \mathbb{R}^{3 \times 3}, S^T = S \}$, which can be verified by the fact

$$\langle V, X S \rangle = \text{tr}(V^T X S) = -\text{tr}(X^T V S) = -\text{tr}(SV^T X) = -\text{tr}(V^T X S) = 0$$

for any $V \in T_X SO(3)$ and $X S \in N_X SO(3)$.

By the Lie isomorphism between $\mathbb{E}^3$ and $\mathfrak{so}(3)$, the bilinear form $B$ defined in (30) with respect to the metric (40) can now be rewritten as

$$B(\hat{w}, \hat{v}) = A^{-1}((Av) \times w), \quad \forall \ v, w \in \mathbb{E}^3.$$ 

(41)

Then the geodesic equation is

$$\begin{cases} \dot{x} = x \hat{v}, \\ \dot{\hat{v}} = A^{-1}((Av) \times v), \end{cases}$$

(42)

and the Jacobi equation is

$$\begin{aligned} \ddot{v} + v \times \dot{w} - A^{-1}((Av) \times \hat{w} + (A\hat{w}) \times v) - \frac{1}{2} w \times (A^{-1}((Av) \times v)) \\
+ \frac{1}{2} A^{-1}((Av) \times (A^{-1}((Av) \times v)) + ((Av) \times v) \times w) \\
+ A^{-1}((Av) \times (w \times v) + (A(w \times v)) \times v) = 0, \end{aligned}$$

where $J = x \hat{w}$ and $v$ is from the geodesic equation.

Given two nearby points $X, Y \in SO(3)$, the initial guess of the velocity of the geodesic from $X$ to $Y$ can be chosen as $\text{Log}(X^T Y)$, where $\text{Log}$ is the matrix logarithm.

For a function $f$ defined on $SO(3)$, by the relationship between Riemannian gradient and Euclidean gradient (6), we find $\text{tr}((XAX^T \partial_x f - \partial_x f)^T V) = 0$ for any $V \in T_X SO(3)$, which means $XAX^T \partial_x R f - \partial_x f \in N_X SO(3)$. Suppose

$$XAX^T \partial_x R f - \partial_x f = X S,$$ 

(43)

then left multiplying (43) by $X^T$ gives $S = AX^T \partial_x R f - X^T \partial_x f$. Since $S$ is symmetric, we have

$$S = \frac{1}{2} (AX^T \partial_x R f + (\partial_x R f)^TXA - X^T \partial_x f - (\partial_x f)^T X).$$ 

(44)

Substituting (44) into (43) returns

\[ \text{Springer} \]
from which

$$\frac{\partial}{\partial x^i} f = X \text{Sy}(A,A,X^T \frac{\partial}{\partial x^i} f - (\frac{\partial}{\partial x^i} f)^T X),$$

where Sy(A,B,C) is the solution of the Sylvester equation $AX + XB = C$. Note that MATLAB’s function \texttt{sylvester} or Mathematica’s function \texttt{LyapunovSolve} can solve this algebraic equation efficiently.

**Example 4** On a left-invariant special orthogonal group $SO(3)$ with $A =$ diag{1,2,4}, we choose $X_0$ as the identity $I_3$ and $X_1$ an orthogonal matrix $R_x(45)R_y(80)$, where $R_x(\alpha) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos \alpha & -\sin \alpha \\ 0 & \sin \alpha & \cos \alpha \end{bmatrix}$, $R_y(\beta) = \begin{bmatrix} \cos \beta & 0 & \sin \beta \\ 0 & 1 & 0 \\ -\sin \beta & 0 & \cos \beta \end{bmatrix}$ are counterclockwise rotations around x-axis and y-axis by $\alpha$ and $\beta$ degrees, respectively. As seen by experiment, solving the geodesic (42) with linear initial guess without choosing any junctions is unsuccessful. Then, 4 initial junctions are chosen on $SO(3)$, where magenta points in Fig. 2 represent endpoints of frame rotated by orthogonal matrices. After 3 iterations in Algorithm 2, the cost function (5) is less than $10^{-4}$.

Similar to the experiment on ellipse, we compare the efficiency of three different methods, where runtime is shown in Table 2. The step size in Algorithm 1 is chosen to be 0.01,0.006,0.002,0.002,0.002 for $n = 4, \cdots, 8$. The stop criteria for all algorithms is set to $\epsilon = 10^{-4}$. As seen from Table 2, Newton’s method is very efficient when initial guess is sufficiently close to the optimal solution and the efficiency of leapfrog method drops quickly as number of sub-intervals increases.

**5 Conclusions**

Geodesics are fundamental in mathematics and in many applications, but finding a geodesic joining two given points is not easy, except in some very special cases. This paper proposes two new methods to tackle the problem using numerical methods. To find a geodesic $\gamma : [0,1] \rightarrow M$ on a finite dimensional path-connected Riemannian manifold $M$ joining $x_0$ and $x_1$, we divide the interval $[0,1]$ into subintervals and choose a small number of junctions in $M$, each moderately close to the next. On each subinterval we solve the geodesic equation between junctions via the shooting method. The purpose of having moderately close junctions is to provide good initial guesses for shooting. By (1) minimizing the difference between geodesic velocities associated with the junctions using the method of Riemannian gradient descent or (2) finding the singularity of the vector field associated with the junctions using Newton’s method, we update all junctions until the total difference is relatively small. To find the Riemannian gradient of our cost function $f$ or the covariant derivative of our vector field $F$,
it is necessary to solve the Jacobi equation. On a general Riemannian manifold: this equation can be rewritten in terms of Christoffel symbols if local coordinates are available or a embedding function if the codimension of the manifold is one. On a Lie group, the Jacobi equation can be reduced to a simpler differential equation in terms of a bilinear transformation of the Lie algebra. Finally, we test the effectiveness of the proposed methods by finding geodesics joining two given points in the 2-dimensional ellipsoid Ell(2) with Euclidean metric and in the special orthogonal group SO(3) with a left-invariant metric.

**Appendix: Leapfrog algorithm for finding geodesics**

The following algorithm is adapted from [8].

**Algorithm 12** Leapfrog Algorithm For Finding Geodesics (LP-G)

**Require:** Two points $x_0, x_1 \in U \subset M$, number of sub-intervals $n$, maximum number of iterations $N$, stop error $\epsilon > 0$.

**Ensure:** Geodesic $\gamma : [0, 1] \to M$ with $\gamma(0) = x_0$ and $\gamma(1) = x_1$.

1. Choose an arbitrary curve $\tilde{\gamma} : [0, 1] \to U \subset M$ joining $x_0$ and $x_1$, and $y_i := \tilde{\gamma}(i/n)$, $i = 1, 2, \ldots, n - 1$.
2. Replace $\tilde{\gamma}$ by a piecewise geodesic $\gamma$ joining all $y_i$’s via (single) shooting.
3. for $k \leftarrow 1$ to $N$
4.  for $i \leftarrow 1$ to $n - 1$
5.    Update $y_i$ as the midpoint of the geodesic joining $y_{i-1}$ and $y_{i+1}$ obtained by shooting method.
6.  end for
7. Calculate the value of the cost function (5).
8. if $f(y) \leq \epsilon$ then
9.    Update the piecewise geodesic $\gamma$ based on current $y_i$’s. Stop.
10. end if
11. end for
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