Improving the Efficiency of Clinical Trial Recruitment Using an Ensemble Machine Learning to Assist With Eligibility Screening
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Objective. Efficiently identifying eligible patients is a crucial first step for a successful clinical trial. The objective of this study was to test whether an approach using electronic health record (EHR) data and an ensemble machine learning algorithm incorporating billing codes and data from clinical notes processed by natural language processing (NLP) can improve the efficiency of eligibility screening.

Methods. We studied patients screened for a clinical trial of rheumatoid arthritis (RA) with one or more International Classification of Diseases (ICD) code for RA and age greater than 35 years, from a tertiary care center and a community hospital. The following three groups of EHR features were considered for the algorithm: 1) structured features, 2) the counts of NLP concepts from notes, 3) health care utilization. All features were linked to dates. We applied random forest and logistic regression with least absolute shrinkage and selection operator penalty against the following two standard approaches: 1) one or more RA ICD code and no ICD codes related to exclusion criteria (ScreenRAICD1+EX) and 2) two or more RA ICD codes (ScreenRAICD2). To test the portability, we trained the algorithm at one institution and tested it at the other.

Results. In total, 3359 patients at Brigham and Women’s Hospital (BWH) and 642 patients at Faulkner Hospital (FH) were studied, with 461 (13.7%) eligible patients at BWH and 84 (13.4%) at FH. The application of the algorithm reduced ineligible patients from chart review by 40.5% at the tertiary care center and by 57.0% at the community hospital. In contrast, ScreenRAICD2 reduced patients for chart review by 2.7% to 11.3%; ScreenRAICD1+EX reduced patients for chart review by 63% to 65% but excluded 22% to 27% of eligible patients.

Conclusion. The ensemble machine learning algorithm incorporating billing codes and NLP data increased the efficiency of eligibility screening by reducing the number of patients requiring chart review while not excluding eligible patients. Moreover, this approach can be trained at one institution and applied at another for multicenter clinical trials.

INTRODUCTION

One of the major challenges of a successful clinical trial is efficiently identifying eligible patients (1). Drug development costs in many cases exceed $1 billion, and clinical trials often account for more than one-third of this cost (2,3); more than half of these expenses are associated with delays due to prolonged recruitment (4). With the increasing availability of electronic health record (EHR) systems, there is growing interest in using EHR data to assist with patient recruitment for clinical trials (5). Patients satisfying the eligibility criteria of a trial can be identified via eligibility screening (ES). ES typically requires labor-intensive and costly reviews of patients’ medical histories (6-8). Furthermore, manual ES limits the number of patients who can be evaluated, potentially leading to an insufficient number of participants enrolled in trials within their allocated time frames. Carlisle et al found that 19% of registered trials terminated either failed to meet accrual goals or were completed with less than 85% of expected enrollment (9). Thus, improvements in ES efficiency could help lower costs for drug discovery and expedite the process of patient recruitment (10).
Leveraging EHR data to devise more efficient clinical trial ES approaches is currently an active area of research (11). Approaches have included the use of natural language processing (NLP), information extraction, and machine learning approaches in an emergency department setting (12,13). Other approaches, such as random forest (RF) and the use of cosine similarities, have also been applied post hoc to assess whether EHR data could have enhanced recruitment in completed randomized controlled trials (14,15). However, there are still many challenges on leveraging EHR data for clinical trial ES. Butler et al performed text-mining on Alzheimer disease clinical trials on clinicaltrials.gov and found that 40% of the most commonly used eligibility criteria were not available in the EHR data of patients with Alzheimer disease (16).

The challenges to clinical trial recruitment highlight the need for a more systematic approach toward developing an automated ES while taking advantage of the structured and unstructured data in the EHR system. Currently, within the LiBiRA (Lipids, Inflammation, and Cardiovascular Risk in Rheumatoid Arthritis) study (17), the most time-consuming aspect of patient recruitment is identifying eligible patients from manual chart reviews when using EHRs to support patient recruitment. The LiBiRA study team incorporated rule-based filters to reduce the number of patients requiring chart review to identify eligible patients. Their filters rely on available structured data such as demographic information and International Classification of Diseases (ICD) codes (ICD-9 and ICD-10, signifying the ninth and tenth revisions of the classification system, respectively). Most commonly, patients are excluded from the LiBiRA study if their count of ICD codes for rheumatoid arthritis (RA), denoted as “RAICD,” is less than one. However, this approach of minimizing manual labor in ES still results in a substantial amount of chart review performed.

In this study, we tested whether screening by ensemble machine learning algorithm (SMALL) could improve the efficiency of clinical trial recruitment using data from the LiBiRA study. We hypothesize that incorporating data more broadly from EHRs to develop a screening algorithm can significantly reduce the number of patients requiring chart review while not screening out eligible patients.

PATIENTS AND METHODS

Study population. This study was conducted on patients from two health care centers, Brigham and Women’s Hospital (BWH; a tertiary care center), and Faulkner Hospital (FH; a community hospital), both in Boston, Massachusetts. Both are sites for the LiBiRA study. Our proposed method was built and evaluated with an EHR cohort of 3359 patients at BWH and 642 patients at FH who underwent chart review. All patients had one or more RAICD, including ICD-9 714* (excluding 714.3), ICD-10 M05*, and ICD-10 M06*. Using the LiBiRA recruitment criteria, the eligibility status of all patients was determined via manual chart review by the LiBiRA study team. At both institutions, manual ES was performed for each patient from 2016 to 2020. For inclusion in the LiBiRA study, patients must meet all of the following conditions: diagnosis of RA, age of more than 35 years, and fluency in English. We excluded patients with any of following conditions based on the LiBiRA exclusion criteria: 1) receipt of a statin or biologic disease-modifying antirheumatic drugs within 6 months before the chart review date, 2) history of melanoma, 3) history of psoriatic arthritis, 4) history of lymphoma within 5 years before chart review date, 5) pregnancy within 1 year before chart review date, 6) asthma with active wheezing, 7) active human immunodeficiency virus, 8) active hepatitis B or C, and 9) active tuberculosis.

Data source and features. EHR data were requested from the Partners HealthCare System Research Patient Data Registry, which contains comprehensive patient data, including structured data such as demographic information and billing codes for diagnosis, procedure, medication prescription, and laboratory test and unstructured clinical notes (18).

The following three types of features were considered for algorithm training in our study: structured features, NLP features, and health care utilization. The structured features include demographic information, diagnosis codes of ICD-9 and ICD-10 for disease status, and medication prescription codes. For demographic information such as age and English fluency, we only used structured features. For the remaining criteria, we generated both structured and unstructured features with different time frames relevant to approximate the inclusion or exclusion criteria (Table 1). For example, the criterion “history of lymphoma within 5 years” was emulated using the EHR data by generating features for both the structured feature (the count of lymphoma ICD codes) and the NLP feature (lymphoma concepts present in narrative notes) within 5 years. For criteria with no time frame, such as “history of melanoma,” we generated 1-year, 2-year, and total counts for both structured and NLP features for each patient. The total count of notes was used as a proxy for health care utilization.

To extract NLP concepts, we created a dictionary listing the concepts for each of the relevant recruitment criteria using the Unified Medical Language System (UMLS) (19). Specifically, each dictionary contained a list of clinical terms and synonyms to represent the concept of each criteria item. Each concept was then mapped to a concept unique identifier in UMLS. For example, based on the exclusion criteria “lymphoma diagnosis within 5 years,” we created a dictionary for the concept of “lymphoma,” including the term “lymphoma” and all its synonyms existing in UMLS, such as “germinoblastoma.” We processed the clinical notes with a previously developed NLP tool, Narrative Information Linear Extraction (NILE) (20,21) to obtain the number of times the concept is mentioned in the notes. NILE can also distinguish positive mentions (eg, the mention of “melanoma” in a sentence such as “new melanoma of the left upper medial shoulder”), uncertain mentions (eg, the mention of “melanoma” in a sentence such as “there was a broad field that was suspicious for melanoma in
Table 1. EHR features approximating the inclusion and exclusion criteria for LiiRA used in model training for BWH and FH

| Feature                                      | Structured Feature | Unstructured Feature | Timeframe |
|----------------------------------------------|--------------------|----------------------|-----------|
| Inclusion                                   | Age                | RAICD                | 6 months  |
|                                             | English-fluency    | RAICD                | 1 year    |
|                                              |                    | RAICD                | 2 years   |
|                                              |                    | RAICD                | 5 years   |
|                                              |                    | RAICD                | All years |
| Exclusion                                   | JRAICD             | JRAICD               | 6 months  |
|                                              | PsAICD             | PsAICD               | 1 year    |
|                                              | MelanomaICD        | MelanomaICD          | 2 years   |
|                                              | TBICD              | TBICD                | 5 years   |
|                                              | AsthmaICD          | AsthmaICD            | All years |
|                                              | HepatitisBICD      | HepatitisBICD        |           |
|                                              | HepatitisCICD      | HepatitisCICD        |           |
|                                              | HIVICD             | HIVICD               |           |
|                                              | bDMARDSSum         | bDMARDSSum           |           |
|                                              | StatinICD          | StatinICD            |           |
|                                              | PregnancyICD       | PregnancyICD         |           |
|                                              | LymphomaICD        | LymphomaICD          |           |
|                                              |                    |                      |           |
|                                              | Note Count         |                      |           |

Abbreviation: *ICD, sum of ICD9 and ICD10 code counts; *NLP, sum of medication code count; *Uni0302, concept count from notes; bDMARD, biologic disease-modifying antirheumatic drug; BWH, Brigham and Women’s Hospital; EHR, electronic health record; FH, Faulkner Hospital; HIV, human immunodeficiency virus; HU, healthcare utilization; ICD, International Classification of Diseases; JRA, juvenile rheumatoid arthritis; LiiRA, Lipids, Inflammation, and Cardiovascular Risk in Rheumatoid Arthritis; NLP, natural language processing; PsA, psoriatic arthritis; RA, rheumatoid arthritis; TB, tuberculosis.

The gold-standard labels were obtained using manual chart review with information for patients who were eligible for enrollment into LiiRA, fulfilling all the inclusion/exclusion criteria.

The final dataset for model training included the gold-standard eligibility labels and three categories of 65 features, denoted as “Fc select.” as presented in Table 1. For features with timeframes defined in criteria, we only extracted data for both structured and NLP features in the specified timeframes. For other features except for age and English fluency, we obtained the number of counts in the following three timeframes: 1 year, 2 years, and all years. In other words, the RAICD and the count of RA concept (RAICD) in a 1-year time frame, 2-year time frame, and all years were six independent features for the criterion “diagnosis of RA.” Because most features were represented in counts and tend to be highly skewed, a transformation by $x \rightarrow \log(x + 1)$ was applied before fitting our model to improve model training. We use $F$ to denote the full feature vector and $F_c$ to denote the subvector of features that directly correspond with the inclusion/exclusion criteria. See the supplementary materials for details on $F_c$.

**SMALL algorithm.** The proposed SMALL algorithm is an ensemble classification algorithm that takes a model average of two algorithms, RF and logistic regression with least absolute shrinkage and selection operator penalty (logistic LASSO), to determine patients requiring chart review. The ensemble approach, by averaging over multiple algorithms, reduces the variation in performance across different datasets (22). The flow chart of the SMALL algorithm is presented in Figure 1.

The SMALL algorithm first fit a logistic LASSO with the full feature vector $F$ and produce a predicted probability of being eligible as $p_{\text{lasso}}(F)$. It then fits an RF with the predicted risk from the LASSO fitting and the features $F_c$ to produce another predicted probability $p_{\text{RF}}(F)$. The final predicted probability of being eligible for a patient with feature vector $F$ is $p_{\text{SMALL}}(F) = \expit\left[0.5\logit\left(p_{\text{RF}}(F)\right) + 0.5\logit\left(p_{\text{lasso}}(F)\right)\right]$, in which $\expit(x)$ is the inverse of $\logit(x)$. We use fewer features in the RF algorithm to control for overfitting, which is particularly important when using a small number of training samples.

To validate the algorithms, we randomly split the data into training sets for algorithms training and validation sets for evaluating the performance of the algorithms. To improve the stability of the parameter estimates, we repeatedly split the data points into training and validation sets for multiple times and reported average estimates. We used 1400 and 200 samples for validation at BWH and FH. We trained the algorithms using a range of training sample sizes from 50 to 1900 for BWH and 442 for FH, which allowed us to investigate the smallest label size needed to ensure satisfactory performance of the algorithms. To select an optimal cutoff value $c$ for classifying eligibility status and to evaluate the performance of SMALL, we estimated the receiver operating characteristic curve for the algorithm using the validation data. Specifically, for a given $c$, we estimated the sensitivity level against one specificity level of $p_{\text{SMALL}} \geq c$ for across a range of $c$. We chose an optimal cutoff value, $\hat{c}_{\text{valid}}$, as the largest threshold value such that the corresponding sensitivity is at least 0.98 for
both BWH and FH. This threshold represents the optimal value to minimize the number of charts needed to review while maintaining a high sensitivity. Patients with $p_{\text{SMALL}} \geq \text{cut}_{\text{valid}}$ were then classified as potentially eligible for chart review. We reported the performance of SMALL based on the positive predictive value (PPV) and the percentage of patients needed to review for the rule $p_{\text{SMALL}} \geq \text{cut}_{\text{valid}}$.

**Comparison of proposed method and benchmarks.** For comparison, the following two rule-based benchmark methods were applied to the data: 1) at least two ICD codes for RA (Screen$_{\text{RAICD2}}$) and 2) at least one ICD code for RA and no ICD codes of any exclusionary codes (Screen$_{\text{RAICD1+EX}}$). The goal of the algorithm was to achieve high sensitivity to not exclude potentially eligible patients while screening out patients with a low probability for eligibility based on billing codes alone. For the latter, only a modest improvement in PPV would be required. We also compared this with the logistic LASSO alone and the RF algorithm alone trained with the full feature set.

**Porting algorithm across institutions.** To study the portability of the proposed algorithm SMALL for ES from one institution to another, we applied the algorithm trained with BWH data to the FH data. This was additionally done using the FH data to train the algorithm and subsequently validated with the BWH data. All computation was conducted in R versions 3.5.0 and 4.0.3 (23). In particular, the randomForest package was used to build the RF model, and glmnet was used for LASSO (24,25).

**RESULTS**

LiRA clinical study at BWH and FH. A total of 3359 subjects at BWH and 642 subjects at FH had at least one RAICD ($\text{RAICD} \geq 1$, at least one count of RA ICD codes; RF, random forest; PPV, positive predictive value, SE, sensitivity; SMALL, screening by ensemble machine learning algorithm).
The results of the SMALL algorithm compared with rule-based methods are presented in Table 3. Both rule-based methods had either a low PPV, which leads to a high percentage of ineligible patients reviewed, or a low sensitivity, which leads to missing a significant fraction of eligible patients. In contrast, using the SMALL algorithm on the BWH subjects, with modest improvement of PPV as well as improved sensitivity of 0.983, 40.5% of ineligible patients would be reduced from chart review, excluding only 1.7% of potentially eligible patients. At FH, while maintaining a sensitivity of 1, 57.0% of ineligible patients would be reduced from chart review.

Results for assessing the portability of the proposed method across institutions are displayed in Table 4. We found that by applying the SMALL algorithm trained using the BWH data to the FH data, the percentage of patients requiring chart review was 58.4%. Applying the SMALL algorithm trained at FH to the BWH data, the percentage of patients to screen was 63.9%.

**DISCUSSION**

In this study, we observed that the proposed method leveraging EHR data with NLP and application of the SMALL algorithm, which mirrored the trial's eligibility requirements, significantly reduced number of charts required for review to screen for eligibility. Additionally, the SMALL algorithm was able to uphold a high sensitivity value, eliminating patients who did not require chart review but maintaining almost all potentially eligible patients—98.3% at BWH and 100% at FH. The average chart review time required to determine a patient's eligibility for LiIRA was approximately 30 minutes. As seen in Table 3, using the proposed method, there would be 1176 fewer patients for chart reviews at BWH and 318 fewer patients for chart reviews at FH, saving an estimated 588 working hours (14.7 weeks) and 159 working hours (4.0 weeks) on the BWH and FH datasets, respectively.

As clinical trials are time intensive, one must also consider the additional time and resources required to train and develop an algorithm to screen for eligibility versus devoting all effort to reviewing charts. We provide the following estimates of the time and resources required based on our experience developing SMALL: 1) building dictionaries and processing notes takes half a day, 2) querying database for structured features takes half a day, and 3) building and validating the algorithm takes 3 to 4 days. In total, approximately 1 week would be needed to obtain a new patient screening algorithm for one institution. A few more days would be required to apply an algorithm to another institution. The cohort size and the performance of database server and the application computer for processing notes and building the algorithm would potentially affect the total time required. We used Microsoft Structured Query Language (MSSQL) database server on a machine with 16 core central processing units (CPUs) with 32 gigabyte (GB) of memory and a regular PC with 64 GB of memory and 16 core CPUs for processing notes and building the SMALL algorithm. Furthermore, personnel trained in NLP and machine learning are required for replicating this method.

Prior to chart review, the rule-based approach does not consider other structured EHR data, such as the ICD counts for each exclusionary disease as negative predictors. For the RF and LASSO models, inclusion of the exclusionary features yielded a more accurate estimated probability of trial eligibility, even before manual screening. In addition, our method leveraged unstructured EHR data as well by using NLP on patient narrative notes to extract counts of concepts derived from recruitment criteria. This provided a more informative definition of each criterion, as billing code counts may be inaccurate. User-engineered features such as specific negations and temporal ordering of mentions may be useful to reflect specific inclusion or exclusion criteria. Incorporating total health care utilization as quantified by the total

| Table 2. LiIRA patient statistics at BWH and FH |
|-----------------------------------------------|
| Total patients, n | BWH | FH |
| Eligible patients, n | 461 | 84 |
| Eligibility prevalence, % | 13.7 | 13.4 |

Abbreviation: BWH, Brigham and Women's Hospital; FH, Faulkner Hospital; LiIRA, Lipids, Inflammation, and Cardiovascular Risk in Rheumatoid Arthritis.

| Table 3. Performance comparison of SMALL based on 1900 and 442 training samples at BWH and FH versus rule-based approaches to screen for eligible patients |
|----------------------------------------------------------------------------------------------------------------------------------|
|                                | SMALL         | Screen<sub>ICD2</sub> | Screen<sub>ICD2+EX</sub> |
|                                | BWH          | FH            | BWH          | FH            | BWH          | FH            |
| Sensitivity, %                 | 98.0         | 98.0         | 99.6         | 96.4         | 78.1         | 84.5         |
| PPV, %                         | 21.8         | 24.3         | 14.0         | 15.3         | 25.8         | 25.5         |
| Patients for review, %         | 65.0         | 50.4         | 86.8         | 97.9         | 44.6         | 46.5         |
| Patients for review, n         | 2183         | 324          | 3289         | 545          | 1498         | 293          |
| Patients incorrectly excluded, n | 10           | 2            | 2            | 3            | 101          | 13           |

Abbreviation: BWH, Brigham and Women's Hospital; FH, Faulkner Hospital; PPV, positive predictive value; Screen<sub>ICD2</sub>, Screening with at least one International Classification of Diseases code for rheumatoid arthritis and no International Classification of Diseases codes of any exclusionary codes; Screen<sub>ICD2+EX</sub>, screening with at least two International Classification of Diseases codes for rheumatoid arthritis; SMALL, screening by ensemble machine learning algorithm.
number of clinical notes enhances the performance and accuracy of the model because the amount of utilization can vary dramatically across patients. Total health care utilization can affect the informativeness of an ICD code count. For example, a patient with 10 total visits, five of which are for RA, may be more likely to be a case than a patient with 1000 total visits, five of which are for RA.

The SMALL algorithm was shown to be reasonably portable across the FH and BWH patient cohorts. The algorithm trained at FH attained similar accuracy at BWH as the algorithm trained at BWH, whereas the BWH algorithm performed slightly worse than the FH algorithm on the FH data. This could be in part due to the difference in data recording between institutions. For example, one mention of juvenile RA (JRA) at one institution may be defined differently than one mention of JRA at a different institution.

It should be noted that high sensitivity is favored, specifically for clinical trials in which the population of eligible patients is small. This was the case for the LiRA trial and most likely for other rheumatic conditions, in which the eligibility rate was 13.7% at BWH and 13.4% at FH. We found that increasing the sensitivity threshold at BWH would result in a tradeoff of a higher percentage of patient charts to review. This was also evident in the benchmark methods. If the population of eligible patients was larger, the proposed method would not be as practical because, according to the results of the model tested at BWH, 1.7% of eligible patients would be omitted by the algorithm. Furthermore, patient recruitment for clinical trials is often slow, and some studies may not be able to afford losing eligible patients.

Both RF and LASSO models were supervised with available gold-standard eligibility labels as response features. In previous studies, RFs have been shown to be useful for classification tasks, specifically in a binary decision such as assessing patient eligibility for clinical trials (12). LASSO, using shrinkage and feature importance, has also been successfully used in prediction models (26). Although ensemble learning did not lead to significant improvements in reducing patients for review at BWH using LASSO alone in this study, the ensemble method was beneficial in improving the screen at FH.

### Table 4. Performance characteristics demonstrating portability of data across institutions

|                  | BWH → FH  | FH → BWH |
|------------------|-----------|----------|
| Sensitivity, %   | 99.1      | 98.3     |
| PPV, %           | 23.2      | 21.6     |
| Patients requiring chart review, n | 58.4      | 63.9     |
| Patients left to review, n | 367       | 2146     |
| Patients incorrectly excluded, n | 1         | 8        |

Abbreviation: BWH, Brigham and Women’s Hospital; FH, Faulkner Hospital; PPV, positive predictive value.

Training model using BWH data and validating with FH data versus training model using FH data and validating with BWH data. The sensitivity cutoff was set to 98%. The comparison of area under the curves (AUCs) of different algorithms using different training data size is displayed in Figure 2. At both BWH and FH, the screening by ensemble machine learning algorithm (SMALL) algorithm attained an AUC of approximately 0.9 when the training size reaches approximately 400 to 500. The SMALL algorithm performed similarly to logistic regression with least absolute shrinkage and selection operator penalty (logistic LASSO) at BWH but better than both logistic LASSO and random forest (RF) at FH. The RF algorithm generally attained lower performance, especially when the training samples are small, largely because of the higher model complexity.

![Figure 2](image1.png)  
Comparison of areas under the curves (AUCs) of different algorithms with different training sizes. BWH, Brigham and Women’s Hospital; FH, Faulkner Hospital; LASSO, least absolute shrinkage and selection operator; RF, random forest; SMALL, screening by ensemble machine learning algorithm.
The number of labels needed to train a stable algorithm inherently depend on the feature size and the model complexity. In our study, we observed that a training set of 400 to 500 subjects was required to achieve stable models using BWH data. The reported training sizes in the literature vary greatly. For example, Kopcke et al (14) sampled approximately 30% (200 in number) of patients for building a rule-based algorithm with AUCs ranging from 0.81 to 0.99 for three different trials. Using a different method, Miotto et al used anywhere from 4 to 128 eligible patients for producing “target patients” for different trials (15). However, it was not clear from these studies whether the training sizes are sufficiently large to yield sufficiently stable algorithms.

Limitations to this study include the fact that BWH and FH share an administrative system. A few physicians practice at both sites, and thus there may be similarity in writing style and utilization of medical vocabularies for recording notes. In addition, they use the same EHR vendor. This reduced heterogeneity of the data may overestimate the transportability of the algorithm across the two institutions. As a proof-of-concept, we used one clinical trial as an example, and this approach will need to be tested in other conditions.

Future directions will include applying this workflow in real-time. Weng et al developed a real-time screening alert method to recruit patients for an ongoing study of post acute coronary syndrome (ACS) (27). Compared with different manual screening approaches, the proposed method had improved performance over time. However, this method mainly relied on a locally available decision support system, Vigilens, to generate a potentially eligible patient list using information derived from trial criteria such as ACS-specific medications and ICD-9 codes. Additional work will include considering methods that may be generalizable across systems.

Additional machine learning algorithms can be potentially used to further strengthen the efficiency of the model. More specifically, instead of simply averaging the RF and LASSO models, future work could implement a learning system that takes a weighted average of predicted probabilities from a larger number of supervising algorithms with weights reflecting the performance of the individual algorithm. In addition, further testing should be conducted through applying the method in other conditions and institutions. Finally, automating the steps for generating structured and NLP features to approximate the recruitment criteria using EHR data can further improve the efficiency of ES.

In conclusion, leveraging both unstructured and structure EHR data in conjunction with machine learning algorithms, the proposed method SMALL algorithm significantly reduced the number of charts required for ES, which is the most time-consuming aspect of patient recruitment in our study. Our approach has the potential to help researchers speed up patient identification and recruitment and move toward more efficient clinical trials.
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