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Abstract
Recent years have witnessed the fast development of quantum computing. Researchers around the world are eager to run larger and larger quantum algorithms that promise speedups impossible to any classical algorithm. However, the available quantum computers are still volatile and error-prone. Thus, layout synthesis, which transforms quantum programs to meet these hardware limitations, is a crucial step in the realization of quantum computing. In this paper, we present two synthesizers, one optimal and one approximate but nearly optimal. Although a few optimal approaches to this problem have been published, our optimal synthesizer explores a larger solution space, thus is optimal in a stronger sense. In addition, it reduces time and space complexity exponentially compared to some leading optimal approaches. The key to this success is a more efficient spacetime-based variable encoding of the layout synthesis problem as a mathematical programming problem. By slightly changing our formulation, we arrive at an approximate synthesizer that is even more efficient and outperforms some leading heuristic approaches, in terms of additional gate cost, by up to 100%, and also fidelity by up to 10x on a comprehensive set of benchmark programs and architectures. For a specific family of quantum programs named QAOA, which is deemed to be a promising application for near-term quantum computers, we further adjust the approximate synthesizer by taking commutation into consideration, achieving up to 75% reduction in depth and up to 65% reduction in additional cost compared to the tool used in a leading QAOA study.
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  Quantum computing  
  Hardware  
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1 Introduction
For years, quantum algorithms have been shown theoretically to hold significant advantages over classical algorithms on some algebraic problems like factoring large numbers [21], quantum chemistry [5], machine learning [7], and so on. Recently, the first experimental proof of quantum computational advantage on certain sampling problems was published [3].

To implement a quantum algorithm on an actual quantum computer, logic synthesis and layout synthesis for quantum computing
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synthesizer for quantum computing (OLSQ) formulates LSQC as a satisfiability modulo theories optimization problem (SMT). This problem is then passed to Z3 SMT solver [9] which guarantees optimal solutions. Compared to Wille et al. [26], a leading optimal approach which also formulates LSQC to SMT, we provide exponential reduction on the number of variables, resulting in orders-of-magnitude reductions in runtime and the memory usage. The key to this improvement is to represent the solution space with mapping variables, not with mapping transformation variables as in [22, 26]. Also, by relaxing the gate placement under the dependency constraints, OLSQ explores a larger solution space than other gate-by-gate [22, 26] and level-by-level [6] “optimal” approaches, so its results are sometimes even better. Furthermore, by eliminating redundant mapping variables between transitions, i.e., when the mapping changes due to some SWAP gates, we significantly reduce the number of variables and derive a highly scalable approximate synthesizer, transition-based-OLSQ (TB-OLSQ). Evaluation results show that TB-OLSQ is nearly optimal and is able to increase fidelity by 1.30x in geomean, compared to Triq [15], a leading academic work, and reduce cost by 69.2% in geomean, compared to |ket⟩ [23], a leading industry work. Finally, given that quantum approximate optimization (QAOA) [4, 10, 12, 18] is very much in the spotlight due to its feasibility for near-term quantum computers, we study the LSQC of QAOA. The structure of gates in QAOA makes it an excellent showcase for the power of our transition-based model. Moreover, with additional prior knowledge on commutation relations in QAOA, we improve TB-OLSQ for QAOA, denoted as QAOA-OLSQ. Compared to |ket⟩, which was utilized in a leading QAOA experiment study [4], QAOA-OLSQ is able to reduce depth by 70.2% in geomean and cost by 53.8% in geomean.

2 Background

The input to an LSQC problem consists of two parts. The first part is a quantum program or a quantum circuit which is specified as a list of quantum gates or operations $q_0, q_1, ..., q_{M−1}$ on logical qubits $q_0, q_1, ..., q_{M−1}$. (There are, in total, $L$ gates and $M$ logical qubits.) Because we assume that logic synthesis is performed prior to LSQC, all of these gates are either single-qubit or two-qubit gates and must be in the gate library of the architecture. An important single-qubit gates is X gate, which negates the qubit; an important two-qubit gate is CX gate, which does not modify the first qubit but changes the second qubit to the XOR of the first and second qubits. Until further notice, we use the Qiskit gate library, which contains $H$, $T$, $T^\dagger$, and $S$. The specific functions of these gates do not concern LSQC; in fact, we only care about on which qubit(s) the gates operate.

For example, the beginning of a quantum adder program introduced in [2] is shown below.

```
OPENQASM 2.0;
include "qelib1.inc";
qreg q[4];
// declare 4 logical qubits
x q[0];
// g_0
x q[1];
// g_1
h q[3];
// g_2
cx q[2], q[3];
// g_3
t q[0];
// g_4
```

In the above program, $q_0$ is an X gate on logical qubit $q_0$; $q_3$ is a CX gate, on $q_2$ and $q_3$. One way to visualize a quantum program is a circuit diagram, e.g., Figure 1, where each wire stands for a logical qubit, and the gates are placed from left to right on the wires according to the program order. To make a distinction between single-qubit and two-qubit gates, we separate them into two lists $G_1$ and $G_2$. For $g_i \in G_1$, we use $g_i.q$ to denote the logical qubit it operates on; for $g_i \in G_2$, we use $g_i.q$ and $g_i.q'$. For example, $g_0.q = q_0$, $g_5.q = q_1$, $g_5.q' = q_2$, $g_7.q' = q_3$.

The second part of the input to LSQC problem is a coupling graph $(P, E)$, where $P = \{p_0, p_1, ..., p_{N-1}\}$ is the set of physical qubits and $E = \{e_0, e_1, ..., e_{K-1}\}$ is the set of (undirected) connections between them. (There are, in total, $N$ physical qubits and $K$ edges.) The coupling graphs used in this paper are shown in Figure 2. We denote an edge as $(e_k, p, p')$, e.g., in Figure 2a, $e_1.p = p_0$ and $e_1.p' = p_2$. In addition, fidelity information can be provided as three functions: $f_0 : P \rightarrow [0, 1]$ for measurements, $f_1 : P \rightarrow [0, 1]$ for single-qubit gates, and $f_2 : E \rightarrow [0, 1]$ for two-qubit gates. (Under current technology constraints, quantum computer providers usually only offer one type of entangling two-qubit gate. We are referring the fidelity for this type of gate.)

The output of LSQC is the spacetime coordinates $(t_1, x_1)$ for all the input gates and the SWAP gates inserted, and a final mapping $\pi : Q \rightarrow P$ providing which physical qubit to measure for each logical qubit. We show the LSQC result of the quantum adder (Figure 1) on IBM QX2 (Figure 2a) in Figure 3. In this diagram, gates are aligned according to their time coordinates, e.g., $t_0 = t_1 = t_2 = 0$ and $t_{10} = 8$; the space coordinates of single-qubit gates can be read off from the mapping displayed above the wires, e.g., $q_0$ is mapped to $p_3$ at time 0, so $x_{00} = p_3$; the space coordinates of two-qubit gates can be deduced from the mapping, e.g., at time 8, $q_3$ and $q_0$ are mapped correspondingly to $p_1$ and $p_2$, so $x_{10} = e_2$ because $e_2$
connects \( p_1 \) and \( p_2 \). The mapping remains the same as the previous time slot if it is not displayed, e.g., \( q_1 \) is still mapped to \( p_2 \) at time 1, so \( x_5 = p_2 \). Thus, the final mapping is just the last mapping displayed, \( \pi(q_0) = p_2, \pi(q_1) = p_3, \pi(q_2) = p_0, \) and \( \pi(q_3) = p_1 \). A SWAP gate consisting of three \( C_X \) gates is inserted on \( e_3 \) between \( p_2 \) and \( p_3 \). We use the last time slot each SWAP gate takes as its time coordinate (in this case, 7).

The inserted SWAP gate in this example is absolutely necessary. The quantum program has two-qubit gates between \( q_0 \) and \( q_1 \) (\( g_8 \), \( g_{12} \), and \( g_{18} \)), \( q_1 \) and \( q_2 \) (\( g_{11} \)), \( q_2 \) and \( q_3 \) (\( g_5, g_9, g_{13}, \) and \( g_{19} \)), and finally \( q_3 \) and \( q_0 \) (\( g_{10} \) and \( g_{21} \)). This means, without any SWAP gates, the logical qubits must be mapped to a set of physical qubits connected like a square. However, the coupling graph, Figure 2a, does not contain such a structure.

We stress a few constraints for LSQC. 1) We assume any kind of gate cancellation/optimization has been performed prior to LSQC, so all the input gates should be executed. 2) The two-qubit gates should be mapped to valid edges on the coupling graph. 3) Avoid collisions: if two gates \( g_l \) and \( g_{l'} \) act on the same qubit, then they cannot be executed at the same time, i.e., \( t_l \neq t_{l'} \). For example, \( t_5 \neq t_6 \) because both \( g_5 \) and \( g_6 \) act on \( q_1 \). 4) Respect dependencies: if we have a dependency between \( g_l \) and \( g_{l'} \), \( l < l' \), then their relative order should not change, i.e., \( t_l < t_{l'} \). If there are no gates between these two gates, it is called an immediate dependency. However, deriving the dependencies in a generic quantum program turns out to be a nontrivial task. By default, we treat all the collision gate pairs above as dependencies. This is a common practice, e.g., also in Murali et al. [15], and also guarantees correctness. Immediate dependencies of the quantum adder is shown as red and brown arrows in Figure 4. With more knowledge on dependencies, we can improve the LSQC solutions, as we shall see in Section 5.3.

There can be multiple objectives for LSQC: 1) Depth: the maximal time coordinate of all gates. Due to the limitation of current QC technology, physical qubits can only function well up to a short ‘lifetime’. Minimizing depth is thus very important. 2) SWAP Cost or gate count: the total number of additional SWAP gates. 3) Fidelity: the product of fidelity of all the single-qubit gates, two-qubit gates, and measurements. The current quantum computers are error-prone, so maximal fidelity is desired.

### 3 Related Works

**Exact Solutions:** There have been multiple previous exact or optimal approaches related to LSQC. Shafaei et al. [19] first finds a qubit mapping on a 2D grid that maximizes expected distances between qubit pairs required by two-qubit gates. Then, if some two-qubit gate still acts on non-adjacent qubits, the xy routing algorithm is applied to move them together. Wille et al. [26, 28] use pseudo-Boolean optimizer and SMT solver to minimize additional gate cost; Siraichi et al. [22] provide a dynamic programming approach to this task. They split the quantum program into individual gates and consider changes to the mapping at every interval. Instead of individual gates, Bhattacharjee et al. [6] splits the program into ‘levels’ of gates that can be executed in parallel. Afterwards, it optimizes depth with integer linear programming to decide the initial mapping and adjustments of mapping between the levels.

We find that either the gate-by-gate or the level-by-level arrangement imposes some additional constraints than arranging the gates with dependency. We shall illustrate this point with the aforementioned LSQC instance. In this case, Wille et al. return a solution with two SWAP gates, but one SWAP would be enough as shown in Figure 3. This is because when arranging gate-by-gate, there is an implicit dependency between each two-qubit gate and the one after it, which are shown as blue and brown arrows in Figure 4. Specifically, there is a dependency from \( g_{10} \) to \( g_{11} \), which means that in their result \( t_{10} < t_{11} \), but in the optimal solution, Figure 3, \( t_{10} > t_{11} \). In fact, When we manually impose an additional dependency from \( g_{10} \) to \( g_{11} \) onto OLSQ-SWAP (to be specified in the next section), it gives a solution with two SWAP gates as well. In essence, the gate list is only one of the topological orderings of the dependency graph like Figure 4. If we use a gate-by-gate arrangement with the input gate list order, the result certainly respects all the dependencies, but there are some additional arbitrariness that may lead to sub-optimality. OLSQ actually reconstructs the dependency graph from the gate list and thus effectively explores all topological orderings. As for arranging level-by-level, in the LSQC instance above, suppose we assign \( g_9 \) and \( g_6 \) as the first level, \( g_{10} \) and \( g_{11} \) as the second level, \( g_{12} \) and \( g_{13} \) as the third level. Then there must be at least one SWAP inserted between level one and two; otherwise there exists a mapping that can satisfy all the two-qubit connections required by \( g_6, g_9, g_{10}, \) and \( g_{11} \). This is to say the coupling graph contains a square-like structure, which is impossible in Figure 2a. Similarly, there must be at least one SWAP inserted between level two and three. Thus, at least two SWAP gates are required, which is sub-optimal compared to Figure 3.

**Heuristic Solutions:** Maslov et al. [14] publish one of the earliest work in LSQC and propose a heuristic algorithm that recursively cuts the coupling graph to derive SWAP gates to adjust the mapping. Siraichi et al. [22] find the initial mapping by matching out-degrees and search for SWAP gates to apply based on a heuristic distance between qubits. Zulehner et al. [29] partition the program and employs A* search with a lookahead scheme to find the SWAP gates that transform the current mapping to the next. Li et al. [13] apply bi-directional search to minimize additional gate cost. Childs et al. [8] extend existing approaches to the token swapping problem in order to...
for SWAP insertion. Tannu&Qureshi [25] observe the variation in gate fidelity and thus propose taking fidelity into the LSQC problem. Murali et al. [15] present an end-to-end LSQC flow for fidelity optimization. An SMT solver is applied to derive the initial mapping.

For SWAP insertion, they construct a reliability matrix of two-qubit gates, which considers the SWAP gates required along the way, and use this matrix to route qubits on the coupling graph. In t(ket) [23], when some two-qubit gate is not executable, the algorithm keeps the relevant qubit permutations as candidates and treats the gates ahead to evaluate them. If more than one candidate receives the highest score before the next non-executable gate, the process goes into a new level until one candidate wins. Recently, Alam et al. [1] design a compilation tool specifically for QAOA circuits. They first assign gates to layers, but due to the commutation relations, most of the dependencies can be ignored, so they apply a two-level search: at the higher level, the order of the layers is decided, followed by a lower level breadth-first search to find the SWAP gates.

**Benchmarks:** To evaluate these approaches to LSQC, benchmarks such as reversible functions in RevLib [27], gate optimization results of useful logic functions in Amy et al. [2] and Nam et al. [16], or certain circuits with known optimal, QUEKO [24], can be used. The QUEKO evaluations show t(ket) [23] to be a leading industry LSQC tool, but still with large optimality gaps. This serves as a strong motivation for more research into LSQC tools.

4.2 Encoding Variables

- Space coordinates $x_l$: if $g_l \in G_1$, then logical qubit $g_l.q$ is mapped to physical qubit $x_l$, $x_l \in P$; if $g_l \in G_2$, then the two physical qubits, to which $g_l.q$ and $g_l.q'$ are mapped, are connected by edge $e_k$, $x_l \in E$.
- Use of SWAP gate $σ_k^ε$: if $σ_k^ε = 1$, then there is a SWAP gate on edge $e_k$ and the last time slot it takes is $t$ (as SWAP gates may take multiple time slots); otherwise, $σ_k^ε = 0$.

4.3 Constraints

Note that we differentiate variable assignment $=$ and comparison $==$. The latter returns true if and only if the equality holds. There is an additional parameter $S$ in our model which stands for the number of time slots a SWAP gate requires. $S$ can be set according to different architectures We set $S = 3$ as default, as seen in Figure 3.

4.3.1 Injective Mapping.

Different logical qubits should be mapped to different architectures. We set $S = 3$ as default, as seen in Figure 3.

4.3.2 Avoiding Collisions and Respecting Dependencies.

$$t_l < t_p \quad (g_l, g_p) \in D$$

4.3.3 Consistency between Mapping and Space Coordinates.

There are two ways we can derive where a gate $g_l$ is at physically: 1) directly through its space coordinate $x_l$; 2) indirectly from the mapping of the logical qubit(s) it acts on at its time coordinate, i.e., $π^{G_l, q}_i$ for single-qubit gates; these two should be consistent.

$$t_l = t \quad (π^{G_l, q}_i = x_l) \quad \text{for} \quad 0 \leq t \leq T - 1, g_l \in G_1$$

$$\forall t_l = t \quad ((x_l = e) \land (π^{G_l, q}_i = e.p) \lor (π^{G_l, q}_i = e.p'))$$

for $0 \leq t \leq T - 1, g_l \in G_2$.

4.3.4 Proper SWAP Insertion.

Since a SWAP gate takes $S$ time slots, before time $S - 1$, no SWAP gates can finish.

$$σ_k^ε = 0 \quad \text{for} \quad 0 \leq t \leq S - 2, 0 \leq k \leq K - 1$$

A SWAP gate cannot overlap with other SWAP gates on the same edge:

$$σ_k^ε = 1 \quad \Rightarrow \quad \sigma_k^{ε'} = 0 \quad \text{for} \quad S - 1 \leq t \leq T - 1,$$

$$t + S + 1 \leq t' \leq t - 1, 0 \leq k \leq K - 1$$

If two edges overlap in space, the SWAP gates on them cannot overlap in time:

$$\sigma_k^ε = 1 \quad \Rightarrow \quad \sigma_{k'}^{ε'} = 0 \quad \text{for} \quad S - 1 \leq t \leq T - 1,$$

$$t + S + 1 \leq t' \leq t, (e_k, e_{k'}) \in O$$

A SWAP gate should not overlap with any input single-qubit gates at any time:

$$\{t_l = t' \land (x_l = e_k.p) \lor (x_l = e_k.p')\} \Rightarrow \sigma_k^ε = 0$$

for $S - 1 \leq t \leq T - 1, t - S + 1 \leq t' \leq t, 0 \leq k \leq K - 1, g_l \in G_1$.
A SWAP gate on \( e_k \) should not overlap with any input two-qubit gates on the same edge or the edges that overlap at any time:

\[
\begin{align*}
(t_I = t') \land (x_I = e_k) \Rightarrow (\sigma_k^I = 0) & \quad \text{for } g_I \in G_2, \\
S - 1 \leq t \leq T, t - S + 1 \leq t' \leq t, (e_k, e_{k'}) \in O \text{ or } k' = k
\end{align*}
\]  

(9)

4.3.5 Mapping Transformations by SWAP Gates. Mapping at the next time slot is the same with the current one if there are no SWAP gates finished on all the edges in the edge set \( E_P \):

\[
\begin{align*}
(\pi_q^I = p) \land (\bigwedge_{e_k \in E_P} \sigma_k^I = 0) \Rightarrow (\pi_q^{I+1} = p)
\end{align*}
\]  

(10)

for \( 0 \leq t \leq T - 2, p \in P, q \in Q \).

If there is a SWAP gate finished at \( t \), there can only be one. Otherwise, the two SWAP gates are on two edges that overlap. This case would be ruled out by Equation 7.) The mapping at \( t + 1 \) is then transformed by the SWAP gate:

\[
\begin{align*}
(\pi_q^I = e_k, p) \land (\sigma_k^I = 1) \Rightarrow (\pi_q^{I+1} = e_k, p) \\
(\pi_q^I = e_k, p) \land (\sigma_k^I = 1) \Rightarrow (\pi_q^{I+1} = e_k, p)
\end{align*}
\]  

(11)

for \( 0 \leq t \leq T - 2, 0 \leq k \leq K - 1, q \in Q \).

4.4 Objectives

With the sets of variables defined above, it is easy to construct the common objectives. In fact, as long as a quantity can be defined from the above variables, it can be the objective. 1) Depth: \( d := \max_{k=0,1,...,L-1} f_k \). We do not need to consider the time coordinates of the inserted SWAP gates because, if a SWAP gate has even larger time coordinate than \( d \) defined above, it finishes after all the input gates, thus has no effects on the program and should be ignored. 2) SWAP cost: \( c := \sum_{k=0}^{K-1} \sum_{t=0}^{T-1} \sigma_k^t \cdot 3 \) (log.) Fidelity:

\[
f := \sum_{p \in P} \log f_0(p) \left[ \sum_{q \in Q} (\pi_q^{T-1} = p) \right] + \sum_{p \in P} \log f_1(p) \left[ \sum_{q \in G_1} (x_I = p) \right] \\
+ \sum_{e \in E} \log f_2(e) \left[ \sum_{q \in G_2} (x_I = e) \right] + \sum_{k=0}^{K-1} \sum_{t=0}^{T-1} \log f_{SWAP}(e_k) \left[ \sum_{k=0}^{K-1} \sigma_k^t \right]
\]  

(12)

\( f_0, f_1, \) and \( f_2 \) above are given as input to the LSQC problem. \( f_{SWAP}(e) \) is the fidelity of a SWAP gate on edge \( e \), which should be computed from the provided single-qubit and two-qubit gate fidelity, depending on how SWAP gates are implemented on the specific architecture. In our case, a SWAP gate consists of three \( CX \) gates, so \( \log f_{SWAP} = 3 \log f_2 \).

4.5 Complexity Analysis

In our formulation, there are in total \( MT + 2L + KT + 2N + 2K \) variables. For regular planar graphs, which most coupling graphs are, the number of edges is usually asymptotically linear to the number of nodes. For example, in a grid, each edge connects two nodes and each node spans out four edges, so \( K/N \approx 2 \). Therefore, the total number of variables in our formulation is \( O(NT) \) where \( N \) is the physical qubit count and \( T \) is the time coordinate upper bound. The total number of variables in our formulation is \( O(NT) \) where

\[
\begin{array}{|c|c|c|}
\hline
\text{Solver} & \text{Variables} & \text{Constraints} \\
\hline
\text{ILP} & O(T \cdot (N^4 + I)) & O(T \cdot (N^4 + I^2 + N \cdot L)) \\
\text{SMT} & O(T \cdot N + L) & O(T \cdot N + L) \\
\text{OLSQ} & O(B \cdot N + L) & O(B \cdot N + L) \\
\text{TB-OLSQ} & O(B \cdot N + L) & O(B \cdot N + L) \\
\hline
\end{array}
\]

Note: \( L \) is the two-qubit gate count. \( N \) is the physical qubit count. \( T \) is the time coordinate upper bound. \( I \) is the number of levels of gates. \( L \) is the total gate count. \( B \) is the number of gate blocks.

Figure 5. Quantum adder in transition-based model (Two ’x’ s connected by a vertical line segment represent a SWAP gate.)

bound. The total search space is then exponential to \( N \) and \( T \). This is expected from the NP-completeness of the problem \([22, 24]\). However, as shown in Table 1, this formulation still has exponentially fewer variables compared to Wille et al. \([26]\) because they have a variable for each permutation of qubits at each time. OLSQ also has polynomially fewer variables than Bhattacharjee et al. \([6]\), because they also require variables encoding the mapping from pairs of logical qubits to pairs of physical qubits at each time. Also, it is straightforward from Table 1 that our formulation reduces the number of constraints significantly.

4.6 Optimality of OLSQ

After we passed the variables, one of the objectives, and the constraints to \( Z3 \) SMT solver \([9]\), it would either return a model containing all the variable values that optimizes the given objective, or return ‘unsatisfiable’. As mentioned before, we initially set the time coordinate upper bound \( T \) to the largest length of dependency chain. However, it may be the case that on the given architecture, it is impossible to find a solution with this upper bound, e.g. LSQC of the quantum adder, shown in Figure 1, on IBM QX2 coupling graph, shown in Figure 2a. Thus, if the model is unsatisfiable, we geometrically increase \( T \) each time by \((1+\varepsilon)\) until it is satisfiable. We set \( \varepsilon = 0.3 \) in our experiment. This means that OLSQ is optimal up to a certain time coordinate upper bound \( T \). For depth optimization, the optimality is guaranteed. However, for SWAP cost and fidelity optimization, sometimes increasing \( T \) even more can lead to better results. However, this is a very rare case as we shall see in Section 5.1, especially when the longest dependency chain in the input quantum program is already of considerable length.

4.7 TB-OLSQ: Rethinking Time Coordinates

In the example of quantum adder, the time upper bound is \( T = 15 \). However, the mapping to physical qubits changed only once at time 8. Thus, for any specific logical qubit \( q \), the variables \( x_q^0 \) are the same from \( t = 0 \) to 7 and \( t = 8 \) to 14. This is a huge redundancy. In addition, the total search space for the solver is exponential to \( N \) and \( T \). Although a cutting edge quantum processor has only
N = 53 [3], T as determined by quantum programs can easily grow to be quite large.

These two observations motivate us to improve efficiency of OLSQ by rethinking time coordinates. Instead of keeping $x^l_q$ for all t, it turns out that we can keep only these variables between two transitions of the mapping. Formally, a transition is a set of parallel SWAP gates. In the quantum adder example, there is only one transition and the transition consists of only one SWAP gate on edge $e_3 = (p_2, p_3)$. SWAP gates on overlapping edges can not be in parallel, according to Equation 7, so $e_1$, $e_2$, $e_4$, and $e_5$ cannot be in the same transition with $e_3$. However, $e_3$ and $e_3$ together is a valid transition.

Now, we consider a new model of execution which separates the input gates and the inserted SWAP gates: executing some input gates, then a few SWAP gates to make transition(s) in mapping, execute some more input gates, and make other transition(s) ... We can have consecutive transitions without executing any input gates in between. This model is similar to the one in Wille et al. [26], but gates later in the input can appear at the front as long as permitted by dependency, which they do not allow. The quantum adder example in this model is shown in Figure 5, where we first execute the gates in gate block 0, then a SWAP gate to make transition 0, finally the gates in gate block 1. In this transition-based model, there is no notion of precise time. Instead, all the gates in a gate block are at a same coarse-grain time slot, and share the same mapping. This way, the number of mapping variables greatly decreases. In this particular example, there are only 8 mapping variables compared to the original 60 mapping variables.

With slight changes of formulation, OLSQ can be made transition-based. We change the $<$ in Equation 2 to $\leq$, since now even if two input gates have dependency, they can still be assigned to the same gate block, meaning their coarse-grain time coordinates can still be the same. We set $S = 1$ and remove Equation 8 and Equation 9. SWAP gates are separated from input gates in the current model, so we do not need to consider overlaps of input gates with them. $S = 1$ because we are using a coarse-grain time model.

The coarse-grain time upper bound $T$ is initially set to 1, so the solver will search for a solution without any transition. If the solver returns ‘unsatisfiable’, we will increase $T$ by 1 each time until it finds a solution that optimizes the given objective. The value of depth would just be $T - 1$, since there are exactly $T - 1$ gate blocks in the resulting circuit. If SWAP cost or fidelity is set as objective, TB-OLSQ will find the optimal solution that has up to $T - 1$ transitions. Just like OLSQ, there may be better solutions if $T$ is increased even more. After a solution such as Figure 5 is returned, we can use as-soon-as-possible (ASAP) scheduling to derive all the exact time coordinates of the gates. After scheduling, the resulting format is exactly the same as that of OLSQ. We shall show that TB-OLSQ produced optimal or near-optimal solution with orders-of-magnitude speedup compared to OLSQ.

### 4.8 QAOA-QLSQ: Removing False Dependencies

One of the most important concepts in quantum mechanics is commutation. Only when two operators commute, can we simultaneously ‘observe’ them and receive definite values. The famous Heisenberg’s uncertainty principle states that position and momentum of a particle do not commute, so we cannot simultaneously receive definite values of these two. In the case of quantum computing, if two gates $g_l$ and $g_{l'}$ ($l < l'$) commute, we can change their relative order without altering the whole program. This means that even if they consecutively act on the same qubit $q_m$, $t_l$ is not necessarily smaller than $t_{l'}$. Since commutation is purely logical and has nothing to do with the architecture, one may think that it is solely the job of logic synthesis to experiment with the commutation relations. Like many related works, both OLSQ and TB-QLSQ assume that any commutation is performed prior to LSQC and thus will indeed add $(q_l, q_{l'})$ as a dependency, eliminating the possibility of $t_l > t_{l'}$. However, it turns out that more knowledge of dependencies in LSQC is very beneficial — especially on the QAOA programs [10, 12], which shows great promise to solve some approximate discrete optimization problems.

The QAOA program first sets the qubits to the equal superposition state by applying Hadamard $H$ gates on all the qubits. Then it goes into many iterations. Each iteration has two stages: phase separation and mixing. A simple QAOA program with only one iteration is shown in Figure 6a [11]. Phase separation is implemented by a few ZZ gates, which are two-qubit gates with a parameter $\gamma$; mixing is implemented by $R_x$ gates on all the qubits. The specific functions of these gates are not of concern to Layout synthesis; what matters is on which qubit(s) they act. Since single-qubit gates are always executable, the mixing stage does not require layout synthesis. However, phase separation may contain a ZZ gate on any pair of qubits, which means that layout synthesis is required to move the non-adjacent qubits together when a ZZ gate needs to act on them.

If we input the QAOA program, Figure 6a, and IBM QX2 coupling graph, Figure 2a, to OLSQ or TB-QLSQ, the best result is probably just an identity mapping and the output looks the same with Figure 6a. OLSQ and TB-QLSQ cannot reduce depth because the four ZZ gates all depend on the gate before it, imposing the default dependencies. The particularity of QAOA is that all the ZZ gates commute, which means even both $ZZ(\gamma)(q_2, q_3)$ and $ZZ(\gamma)(q_3, q_4)$ act on $q_3$, the latter can actually commute ‘through’ the former. As a result, we have a better phase separation subroutine, as shown in Figure 6b, which has smaller depth. Current qubits still have short ‘lifetimes’ and many QAOA applications have large numbers of iterations, so reducing depth is crucial.

We can improve TB-QLSQ for the phase separation stage of QAOA with the knowledge of commutation. Previously, we treat every collision as a dependency. However, in the phase separation stage, all the ZZ gates are commutable, so none of the collisions are real dependencies. Thus, we simply remove the constraints in Equation 2 in TB-QLSQ. Up to this point, the result would be blocks of original ZZ gates with the fewest transitions possible to make all the qubit pairs adjacent required by these ZZ gates. Inside the ZZ gate blocks, there may be further opportunities to reduce depth with the help of commutation. Therefore, we input this result to OLSQ with depth as objective and, again, remove the constraints in Equation 2. Since the gates are already mapped to valid edges on
The coupling graph, OLSQ does not need to insert any new SWAP gates. Thus, we disable all the \( \sigma_j \) variables in OLSQ for speedup. In the end, we derive the spacetime coordinates of all the ZZ gates and the SWAP gates inserted. The depth of this result is highly optimized by the two passes of TB-OLSQ and OLSQ.

### 5 Evaluation

The evaluations were run on an Ubuntu 16.04 server with two Intel Xeon E5-2699v3 CPUs and 128GB memory. Wille et al. [26] and TriQ [15] were built with Cmake 3.13.4 and GNU Make 4.1. The version of Python was 3.8.2. The versions of Python packages used were Cirq 0.8.0, Pytket 0.5.4, Qiskit 0.18.0, and Z3-Solver 4.8.7.0. We linked the Z3 library contained in Z3-Solver package to Wille et al. and TriQ when building.

We selected a comprehensive set of benchmarks from various sources including [2, 11, 16, 24]. We used the fidelity profile of IBM QX2, Figure 2a, and IBM Melbourne 2d, from [15]. To evaluate fidelity, we input the result from different synthesizers to Qiskit, decomposed, and calculated the product of all gate fidelity. We made all the benchmarks and detailed results open-source.

#### 5.1 OLSQ versus Previous Optimal Approaches

The leading exact approach by Wille et al. [26] is open-source. The coupling graph in their original paper is directed, which means that CX gate can only execute in one direction. However, the edges in our formulation are bi-directional. For fair comparison, we input each bi-directional edge as two uni-directional edges to their software.

We append a corresponding gate to the phase separation

\[
| q \rangle = N^{-1/2} \sum_{\pi} \prod_{j=1}^M | \sigma_j \rangle \otimes | q \rangle
\]

where \( N \) is the physical qubit count. This complexity explosion can be observed from the two examples in Figure 7, where the runtime of Wille et al. is nearly exponential. On the other hand, the runtime of OLSQ-SWAP does not show this exponential growth. Wille et al. also rely on pre-processing to derive a function from each qubit permutation to its SWAP cost. Suppose each function value takes 4B memory, then, even for device with qubit count \( N = 12 \), the memory required is 2TB. As examples, we evaluate three LSQC instances of QUEKO benchmarks and the 16-qubit architecture Aspen-4, Figure 2c. All these evaluations of Wille et al. are aborted because our server runs out of the memory limit we set (32GB). In contrast, OLSQ-SWAP reach the optimal SWAP cost (0) within a relatively short period of time.

#### 5.2 TB-OLSQ versus Heuristic Approaches

One of the leading industry works, tket [23], mainly focuses on optimizing cost. We compare it with TB-OLSQ with SWAP cost set as objective, denoted as TB-OLSQ-SWAP below. One of the leading academic works, TriQ [15], mainly focuses on optimizing fidelity, so we compare it to TB-OLSQ with fidelity set as objective, denoted as TB-OLSQ-Fidelity below. The results are given in Figure 8.

The evaluations denoted as blue dots are the same LSQC instances given to the optimal approaches, so that we can compare heuristic and exact approaches. We find that TB-OLSQ-SWAP has no observable degradation on CX cost compared to OLSQ-SWAP, neither does TB-OLSQ-Fidelity compared to OLSQ-Fidelity on fidelity. This means that our transition-based approach is almost exact; it also hugely increases efficiency, e.g. solving queko_15_1 takes the former 9E4 seconds while taking the latter 30 seconds. Compared to tket, TB-OLSQ-SWAP often reduces the CX cost by large margins, 69.2% in geometric mean. Compared to TriQ, TB-OLSQ-Fidelity often increases the fidelity, even up to 10.0x on some larger programs. In some cases, TriQ has slightly better fidelity results by leveraging larger depths. This is expected since TB-OLSQ-Fidelity optimizes fidelity with the fewest transitions possible, but the number of transitions has no direct link to fidelity, so it is possible to find solutions with higher fidelity and more transitions. However, compared to TriQ, the fidelity loss of OLSQ in these cases remain less than 5%.

#### 5.3 QAOA-OLSQ

Arute et al. [4] is considered a leading work on QAOA implementation, where tket is used to solve LSQC problems of QAOA programs for 3-regular graphs. We conduct evaluation with the same settings in [4]: the coupling graph is part of Google Sycamore with 3-regular graphs for 3-regular graphs. We conduct evaluation with the same settings in [4]: the coupling graph is part of Google Sycamore with 23 physical qubits, as shown in Figure 2b. We generate random 3-regular graphs with node count \( M \) from 10 to 22. (Graph theory shows that the product of \( M \) and the vertex degree must be even, so \( M \) must be even.) Then, for each edge \((i, j)\) in a 3-regular graph, we append a corresponding gate \( ZZ(q_i, q_j) \) to the phase separation stage. The phase separation is given to tket, TB-OLSQ, and QAOA-OLSQ for LSQC and their results are fed to Cirq for statistics on SWAP cost and depth. We consider all \( ZZ \) gates and SWAP gates to have unity depth. As shown in Figure 9, even without considering the commutation relations, TB-OLSQ reduces depth by 59.5% in geometric mean and reduces SWAP cost by 29.4% in geometric mean. QAOA-OLSQ further reduces both depth and SWAP cost, by 70.2% and 53.8% in geometric mean compared to tket.

---

Note: The devices with 5, 6, 8, and 16 qubits are IBM QX2, a 2 by 3 grid, a 2 by 4 grid, and Rigetti Aspen-4. Dashed line is an exponential fit of Wille et al.'s results.

Figure 7. Runtime Scaling of Wille et al., and OLSQ-SWAP
6 Conclusion and Future Work

In this paper, we formulate layout synthesis for quantum computing as optimization problems. We present two synthesizers: an exact layout synthesizer (OLSQ) and an approximate, transition-based synthesizer (TB-OLSQ). In addition, we improve TB-OLSQ for QAOA programs (QAOA-OLSQ) by considering commutation. Compared to previous exact approaches, OLSQ is the first that features guaranteed optimality and efficiency both in time and space for general quantum processors. TB-OLSQ shows no visible degradation than OLSQ and is able to outperform leading academic and industry works on multiple metrics. QAOA-OLSQ can reduce both the cost and the depth in a real QAOA experiment setting, which means it would be beneficial for realistic applications for near-term quantum computers. The basic formulation we produce is very versatile in that it can support different objectives, so in the future it can be used even with more complicated objectives involving, say, correlated errors. It is also very valuable to improve the synthesizers based on prior knowledge of either the program, e.g., commutation relations, or the coupling graph, e.g., special structures inside the graph. In an era when quantum computers still are volatile and error-prone, layout synthesizers prove to be vital for the execution of all quantum programs to minimize the depth (equivalent to coherence time improvement) and cost, and maximize the fidelity.
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We do not have fidelity profile of the architectures with *, so we use a uniform fidelity profile based on the average fidelity of IBM QX2.

Note: \( E \) means \( 10 \) exponential). We do not have fidelity profile of the architectures with *, so we use a uniform fidelity profile based on the average fidelity of IBM QX2.

\[
\text{ket} = \frac{\text{cost reduction}}{\text{fidelity boost}}
\]

### Table 2. Evaluation of OLSQ

| Program | \( M \) | Architecture | \( M \) | Architecture | \( M \) | Architecture | \( M \) | Architecture |
|---------|--------|-------------|--------|-------------|--------|-------------|--------|-------------|
| or      | 3      | IBM QX2     | 0      | 9.594      | 0.2    | 9          | 0.589   | 5           | 0.625  | 4         | 0.625  | 5         |
| adder   | 4      | IBM QX2     | 6      | 18.335     | 1.24   | 9          | 0.407   | 4           | 0.391  | 3         | 0.431  | 2E3      |
| adder   | 4      | Grid32y3*   | 0      | 12.462     | 2      | 0          | 12       | 0.462      | 10     | 0         | 12     | 0.462    |
| adder   | 4      | Grid32y4*   | 0      | 12.462     | 1E3    | 0          | 12       | 0.462      | 10     | 0         | 12     | 0.462    |
| qaoa5   | 5      | IBM QX2     | 0      | 15.470     | 0.3    | 0          | 15       | 0.466      | 3      | 0         | 15     | 0.476    |
| mod5sims_65 | 5 | IBM QX2 | 6      | 28.290     | 2      | 6          | 28       | 0.299     | 1E2    | 12        | 0.198  | 9E2      |
| 4gt_13_92 | 5 | IBM QX2 | 0      | 39.160     | 2      | 0          | 39       | 0.171     | 1E2    | 12        | 0.107  | 1E2      |
| 4mod5-v1_22 | 5 | IBM QX2 | 3      | 16.313     | 0.5    | 3          | 16       | 0.391     | 20     | 6         | 0.352  | 20       |
| 4mod5-v2_22 | 5 | Grid32y3* | 9      | 22.271     | 8      | 9          | 21       | 0.271     | 2E2    | 12        | 0.236  | 1E2      |
| 4mod5-v2_22 | 5 | Grid32y4* | 9      | 22.271     | 1E4    | 9          | 22       | 0.271     | 2E2    | 24        | 0.271  | 2E2      |
| queko_05_0 | 16 | Aspen-4*   | 0      | 6          | 0.148  | 70         | 6        | 0.148     | 70     | 6         | 0.148  | 9E2      |
| queko_10_3 | 16 | Aspen-4*   | 0      | 11         | 0.076  | 8E2        | 0        | 11        | 0.076  | 8E2      | 0      | 11.076  |
| queko_15_1 | 16 | Aspen-4*   | 0      | 16         | 0.037  | 3E3        | 0        | 16        | 0.037  | 3E3      | 0      | 16.037  |

Note: \( M \) is logical qubit count of the program; \( c \) is additional \( CX \) count; \( d \) is depth; \( f \) is fidelity (up to three digit precision); \( t \) is compilation time (up to one significant digit precision).

### Table 3. Evaluation of TB-OLSQ

| Program | \( M \) | Architecture | \( t \) \( \ket \) | \( c \) | \( d \) | \( f \) | TB-OLSQ-SWAP |
|---------|--------|-------------|--------|-------|-------|-------|-------------|
| or      | 3      | IBM QX2     | 0      | 9.625 | 0     | 0.625 | 0          |
| adder   | 4      | IBM QX2     | 12     | 27    | 0.246 | 3     | 0.439      |
| qaoa5   | 5      | IBM QX2     | 3      | 17    | 0.396 | 0     | 0.467      |
| mod5sims_65 | 5 | IBM QX2 | 3      | 12    | 0.203 | 6     | 0.249      |
| 4gt_13_92 | 5 | IBM QX2 | 21     | 64    | 5.72E-2 | 0 | 0.155 | 100.0%
| 4mod5-v1_22 | 5 | IBM QX2 | 12     | 29    | 0.282 | 3     | 0.384      |
| queko_05_0 | 16 | Aspen-4*   | 3      | 10    | 0.129 | 0     | 0.148      |
| queko_10_3 | 16 | Aspen-4*   | 45     | 45    | 9.59E-3 | 0 | 0.076 | 100.0%
| queko_15_1 | 16 | Aspen-4*   | 114    | 58    | 1.96E-4 | 0 | 3.74E-2   |
| or      | 3      | Melbourne   | 6      | 18    | 0.350 | 6     | 0.276      |
| adder   | 4      | Melbourne   | 3      | 14    | 0.216 | 0     | 0.363      |
| qaoa5   | 5      | Melbourne   | 0      | 15    | 0.340 | 0     | 0.114      |
| mod5sims_65 | 5 | Melbourne | 18     | 45    | 0.118 | 18     | 0.322     |
| 4gt_13_92 | 5 | Melbourne | 42     | 84    | 2.11E-3 | 30 | 5.36E-6   |
| 4mod5-v1_22 | 5 | Melbourne | 9      | 24    | 1.83E-4 | 9     | 0.131     |
| tof_4    | 7      | Melbourne   | 3      | 53    | 2.04E-3 | 3     | 2.14E-3   |
| barenc_6  | 7      | Melbourne   | 27     | 91    | 3.93E-4 | 15     | 5.77E-4   |
| barenc_6  | 7      | Melbourne   | 27     | 68    | 3.90E-3 | 6     | 1.00E-3   |
| barenc_6  | 7      | Melbourne   | 51     | 146   | 3.02E-10 | 18    | 6.37E-6  |
| barenc_6  | 7      | Melbourne   | 36     | 78    | 1.60E-6 | 24     | 3.18E-5  |
| vbe_adder_6 | 10 | Melbourne | 48     | 96    | 2.80E-8 | 24     | 1.00E-8  |
| rc_adder_6 | 14 | Melbourne | 174    | 186   | 5.44E-22 | 27    | 80       |

Note: \( M \) is logical qubit count of the program; \( c \) is additional \( CX \) count; \( d \) is depth; \( f \) is fidelity (up to three digit precision); \( t \) is compilation time (up to one significant digit precision).

### Table 4. Evaluation of QAOA-OLSQ

| Program | \( M \) | Architecture | \( t \) \( \ket \) | \( c \) | \( d \) | \( f \) | TB-OLSQ-SWAP |
|---------|--------|-------------|--------|-------|-------|-------|-------------|
| or      | 3      | IBM QX2     | 0      | 9.625 | 0     | 0.625 | 0          |
| adder   | 4      | IBM QX2     | 12     | 27    | 0.246 | 3     | 0.439      |
| qaoa5   | 5      | IBM QX2     | 0      | 15    | 0.470 | 0     | 0.466      |

Note: \( M \) is the node count of the 3-regular graphs and also the logic qubit count. All the 2Z phase gates and SWAP gates are seen to have unity depth. Depth and SWAP reduction is the difference between QAOA-OLSQ and \( t \) \( \ket \) normalized by \( t \) \( \ket \). All data are geometric means and have one digit precision.