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1 Introduction

During the past decades, essentially two types of shear-deformable shell theories and related finite element implementations have become widely accepted. These have been attributed as geometrically exact [31] and as statically exact [4], respectively. A related terminology is adopted here. The first well-known attempt to offer a comprehensive theoretical treatment of the shell topic has been undertaken by Naghdi [21]. He differentiates between direct and derived approaches to obtain a shell theory. In the former, a shell is considered a priori as a two-dimensional continuum whose kinematics is described by a Cosserat surface, i.e., a surface equipped at each point with one or more director vectors. For a recent interpretation of the direct approach and further reading, see [9]. In the latter, the governing equations are derived from the ones of three-dimensional continuum mechanics via a dimensional reduction based on a series expansion (with respect to the transverse coordinate) of the displacement field. In [19] a mixed approach is proposed: Firstly, the balance equations governing the static variables of the shell theory are derived from three-dimensional force and moment balance. Next, a strain energy functional is assumed, and the kinematic variables are defined to be the energetically conjugate counterparts of the static ones. Finally, the constitutive equations are merely postulated in a way to obtain a specifically appropriate theory. Without applying any kinematic constraint, this approach leads to a 'statically exact' theory in the sense that the shell balance equations are exact implications of their three-dimensional
counterparts. So-called drill moments (or: drilling couples) evolve from this formulation in a natural way [4]. Inevitably, information is lost in the course of the dimensional reduction such that the deformed geometry of the shell body is not uniquely determined by the kinematic variables. In this sense, the theory is not ‘geometrically exact’. In contrast, on the basis of a Reissner–Mindlin-type kinematic constraint (that is, roughly speaking, truncating the expansion of the displacement field after the linear term), a ‘geometrically exact’ theory is obtained if no other geometric approximations are introduced. Within the scope of this approximation, the geometry of the deformed shell body is exactly determined by the kinematic variables. It is not ‘statically exact’ in the sense that the shell stresses are merely accurate to a certain level of approximation.\(^1\) Although the mixed approach is commonly linked with the statically exact theory, also the original approach to the geometrically exact theory [31] fits into this scheme. To summarize, in the context of the geometrically exact theory, kinematic assumptions are employed for the derivation of both, the static as well as the kinematic relations from the three-dimensional theory. Applying the same assumptions to the strain energy expression of the three-dimensional continuum, the strain energy of the shell is reproduced exactly. The loss of information in the course of the dimensional reduction can be attributed clearly to the application of kinematic constraints. In contrast, the static and kinematic relations of the statically exact theory do not involve any approximations. The corresponding loss of information is attributed to the approximative character of the constitutive law.

The first modern treatment of shell theory, i.e., the first one which consequently applies tensor calculus, has been given in the well-known monograph of Green and Zerna [12]. It can be considered as a geometrically linear version of the geometrically exact theory. Their followers, Basar and Krätzig [1], have presented a comprehensive treatment of the linear theory. The exposition of the geometrically nonlinear formulation contained in [1] is restricted to reduced kinematics obeying the Kirchhoff–Love constraint, see also [2]. In this line, the first fully elaborate nonlinear theory is contained in [31] which is the first part of a prominent series of articles on geometrically exact shell element formulations authored by Simo and co-workers. The exposition of shell theory in the monograph [38] is closely related to Simo’s original formulation. Naghdi has introduced a systematic approach for the derivation of shell theories from three-dimensional continuum mechanics [21]. Based on a series expansion of the displacement field, an infinite hierarchy of \(\ell\)-th-order balance and kinematic equations inter-relating \(\ell\)-th with \((\ell \pm 1)\)-th-order stress resultants and strain variables, respectively, are rigorously derived from three-dimensional continuum mechanics. As long as the series expansion is valid, no information is lost in the course of the dimensional reduction. Difficulties arise when a related procedure is applied to the chosen three-dimensional constitutive relation. It turns out that, even in the simplest case, the \(\ell\)-th-order stress resultants depend on strain variables and their gradients of all orders. Strictly speaking, the (nonlinear) hierarchical approach therefore leads to a nonlocal characteristic of the constitutive model. An elaboration of the linear theory is contained in [29]. An earlier attempt to obtain hierarchic shell theories, based on an expansion utilizing Legendre polynomials, is exposed in the monograph [35]. Apart from this, it appears that the general theory has not been pursued further in the literature. Truncating the series expansion at a certain order \(\ell\) poses the question which terms to adopt for the constitutive relation in order to obtain a consistent \(\ell\)-th-order approximation. In particular, Naghdi [21] considers a first-order approximation. This is done, however, not in a consequent way. A first-order accurate shell strain energy expression is postulated rather than derived from the three-dimensional expression. Consistent first-order approximations are discussed in [25, 34], e.g., In the context of plate theory, a comprehensive definition of approximation levels has been introduced by Kienzler [17].\(^2\) Related to this, a consistent second-order plate theory, which—in this terminology—refers to a shear-deformable theory, is discussed and contrasted with a number of other ‘higher-order’ theories in [18, 28]. The complexity of the problem grows exponentially when increasing the order of approximation. Correspondingly, most higher-order approaches are devoted to special applications such as laminated, sandwich, or piezoelectric shells. Details and further references can be found, for example, in [11, 23, 36], respectively. A mathematically rigorous treatment of the process of dimensional reduction is explicated in the well-known monographs of Ciarlet [6, 7].

Nowadays, most elaborate shell finite element formulations rely on either of the here discussed theories. The geometrically exact theory is the basis of formulations involving five nodal degrees of freedom (dofs), i.e., two (out-of-plane) rotation parameters [31, 37] whereas the statically exact approach naturally involves six nodal dofs, i.e., three rotational parameters (including a drilling, i.e., in-plane, rotation) [4, 5]. An alternative branch of shell theories and related element formulations, which intrinsically rely on three rotational parameters, originates from [13] and has been developed further in [15, 16, 39]. Considerable efforts have been made to

\(^1\) The exact meanings of ‘geometrically exact’, ‘statically/dynamically exact’, and ‘kinematically exact’ are not unique throughout the literature. Here these terms are used in a way which fits best to the perception of the present work.

\(^2\) Note that the definition of the order of a consistent approximation proposed in [17] differs from the one introduced in Sect. 4.
combine the conceptual simplicity of the geometrically exact theory with the practical and numerical advantages of a six dofs finite element formulation via the application of a constraint condition which forces the drilling degree of freedom to coincide with the in-plane material rotation \[10,41\]. Formulations involving a rotation constraint are verified with high reliability \[40\]. This is not valid to the same extent for formulations relying on the statically exact theory.

In spite of the vast variety of literature on the topic, some aspects still deserve additional attention: The subsets of literature on either type of theory more or less coexist without substantial reference to each other. From a theoretical point of view, it is tempting to investigate the inter-relation of both approaches in more detail. From a practical point of view, it turns out that a better understanding of both theories can be exploited to improve the performance of statically exact shell elements. Regarding the geometrically exact theory for its own, the following research questions are identified:

(i) How can the geometrically exact shell theory be embedded in the systematic approach of Naghdi?

(ii) Is there a theoretical justification for the heuristic Reissner–Mindlin assumption, in particular, for geometric nonlinearity?

(iii) The nonlinear balance equations are usually stated in a vector format. Thereby the unavoidable existence of transverse (= drill) moment components is masked. Strictly speaking, the equilibrium can not be fulfilled exactly at the boundary if the external moments are applied tangent to the reference surface. Has this observation any relevance?

The present paper provides detailed answers to questions (i)–(iii). The exposition comes along with some preparatory work which is intended to be used in a subsequent treatise on the statically exact theory and its inter-relation to other shell theories. The article is organized as follows: A brief description in terms of differential geometry of what is considered a shell body is given in Sect. 2. Different shell coordinate systems are introduced, which play a central role for the present work. The relevant foundations of nonlinear shell kinematics are also stated there. In Sect. 3, a hierarchical shell theory is elaborated on the basis of a polynomial series expansion of the displacement field. In Sect. 4, a first-order approximation is derived by neglecting second- and higher-order moments. This is followed by a detailed analysis of the balance equations in Sect. 5. In particular, the roles of different coordinate systems, of additional approximative assumptions, such as plane-stress and thinness assumptions, and of so-called residual drill moments are discussed in some detail. As a central result, it is shown in Sect. 6 that the first-order approximation formally coincides with the original geometrically exact shell theory. In Sect. 7, the basic results are summarized and relevant conclusions are drawn. For a better understanding of the mathematical notation, the relevant fundamentals of tensor algebra and analysis are collected in the “Appendix.”

2 Shell geometry and basic kinematics

To enhance the readability of the text, notations and principles of tensor calculus and differential geometry are summarized in the “Appendix”. In Sect. 2.1, the geometry of a shell body is analysed. The exposition aims at a most beneficial approach for the treatment of exact shell kinematics and thus deviates in some aspects from standard expositions of the topic. Instead of placing specific references throughout the text, it is generally referred to \[30\] for a concise treatment of vector and tensor calculus and to \[8\] concerning the beginnings of differential geometry. As usual, the following conventions (most of them related to the so-called Ricci calculus \[26\]) are adopted:

– Surface indices are denoted by Greek letters \(\alpha, \beta, \mu, \nu, \ldots = 1, 2\)

– Spatial indices are denoted by Latin letters \(i, j, k, \ldots = 1, 2, 3\)

– Superscript indices are contravariant, subscript indices are covariant

– Dummy indices are used for function arguments, \(a_3(\xi^a) \equiv a_3(\xi^1, \xi^2)\), etc.

– Vectors and tensors are denoted by boldface letters

– Einstein’s summation convention holds for pairings of co- and contravariant indices.

2.1 Geometry of the shell body

Given a reference surface \(A\), which is spanned by the position vectors \(\bar{x}(\xi^a)\), see \(A.2\), a shell body \(B\) is considered to be spanned by the position vectors

\[
\mathbf{x}(\xi^a, \xi) = \bar{x}(\xi^a) + \zeta(\xi^a, \xi), \quad \xi^- \leq \xi \leq \xi^+,
\]

(1)
with $\zeta(\xi^\alpha, 0) = 0$ and $\zeta(\xi^\alpha, \xi)$, for $\xi \neq 0$, not being tangent to the reference surface. For given $(\xi^1, \xi^2)$, the vector function $x(\xi) = \bar{x} + \zeta(\xi)$ can be imagined as a parameterization of the transverse material fibre passing through the point $\bar{x}$ of the reference surface. In principle, any of these fibres can constitute an arbitrary smooth curve as long as the function is sufficiently differentiable with respect to $\xi^\alpha$ and $\xi$. There are no additional a priori requirements concerning the nature of the transverse coordinate $\xi$.

Since the surface normal vector $a^3 = a_3$ is a unit vector by definition, the coordinate

$$\zeta^3 = a^3 \cdot \xi$$

measures the distance from the reference surface along $a_3$. It is of course possible to apply a parameter transformation such that $\xi = \zeta^3$. Then, $t = \xi^+ - \xi^-$ becomes the shell thickness. For the subsequent work, $\xi$ and $\zeta^3$ are not to be identified necessarily. Occasionally, for a convenient application of index notation, it will be more convenient to write synonymously $\xi^3$ instead of just $\xi$, see (31), for example.

A natural choice for the in-plane basis vectors is (Appendix A.2)

$$g^\alpha = x^\alpha = a^\alpha + \zeta^\alpha.$$  \(\text{(3)}\)

Differentiating (2) with respect to $\zeta^3$ yields

$$a^3 \cdot g_3 = 1.$$  \(\text{(5)}\)

Introducing a transverse shear variable $\gamma_\beta(\zeta^3) = a\beta \cdot g_3(\zeta^3)$, one can write

$$g_3 = a_3 + \gamma_\beta a\beta.$$  \(\text{(6)}\)

Deviating from a common practice, the transverse basis vector is here defined with respect to $\zeta^3$ instead of $\xi$,

$$g_3 = x_{3} = \zeta_{3} \equiv \frac{\partial \zeta}{\partial \zeta^3}.$$  \(\text{(4)}\)

This choice of the transverse basis vector leads to several beneficial features of the following exposition. It is emphasized that (6) does not rely on any approximative assumption. It is a consequence of the special choice of the transverse parameter $\zeta^3$. At the reference surface,

$$g_\alpha := g_\alpha \bigg|_{\xi=0} = a_\alpha$$  \(\text{(7)}\)

but, in general,

$$g_3 := g_3 \bigg|_{\xi=0} \neq a_3.$$  \(\text{(8)}\)

That is, two different covariant basis systems appear at the reference surface: The triad $(a_i)$ and $(\bar{g}_i)$ will be called the surface orthonormal frame and the skew director frame, respectively (Fig. 1). Their contravariant counterparts are the systems $(a^i)$, defined in A.2, and

$$g^i = \frac{1}{2} \epsilon^{ijk} \bar{g}_j \times \bar{g}_k.$$  \(\text{(9)}\)

Due to (5),

$$\sqrt{\bar{g}} = (\bar{g}_1 \times \bar{g}_2) \cdot \bar{g}_3 = (a_1 \times a_2) \cdot a_3 = \sqrt{a}$$  \(\text{(10)}\)

and thus $\epsilon^{\alpha\beta\gamma} = \sqrt{\bar{g}} \epsilon(\alpha, \beta, 3) = \epsilon^{\alpha\beta}$. The $\epsilon$ tensors and the permutation symbol $\epsilon(\cdot)$ are defined in A.2. Consequently, in analogy with (198),

$$\bar{g}_3 \times \bar{g}_\alpha = \epsilon_{\alpha\beta} \bar{g}_\beta, \quad \bar{g}_\alpha \times \bar{g}_\beta = \epsilon_{\alpha\beta} \bar{g}_3,$$  \(\text{(11)}\)

and, in particular,

$$\bar{g}_3 = a^3.$$  \(\text{(12)}\)
It follows from (6) that

\[ \tilde{\mathbf{g}}^\beta = \mathbf{a}^\beta - \tilde{\gamma}^\beta \mathbf{a}_3 \]  

(13)

where \( \tilde{\gamma}^\beta = \gamma^\beta_{|\xi=0} \). Any spatial vector \( \mathbf{v} \) can now be decomposed with respect to the surface orthonormal frame, \( \mathbf{v} = \mathbf{v}^\beta \mathbf{a}_\beta + \mathbf{v}^3 \mathbf{a}_3 = \mathbf{v}_\beta \mathbf{a}_\beta + \mathbf{v}_3 \mathbf{a}_3 \) or, alternatively, with respect to the skew director frame, \( \mathbf{v} = \mathbf{v}^\beta \tilde{\mathbf{g}}_\beta + \mathbf{v}^3 \mathbf{g}_3 = \mathbf{v}_\beta \tilde{\mathbf{g}}_\beta + \mathbf{v}_3 \mathbf{g}_3 \). The corresponding components are related to each other via

\[
\begin{align*}
\mathbf{v}_\beta &= \mathbf{v}^\beta - \tilde{\gamma}^\beta \mathbf{v}_3, & \mathbf{v}_\beta &= \mathbf{v}_\beta \\
\mathbf{v}_3 &= \mathbf{v}^3, & \mathbf{v}_3 &= \mathbf{v}_3 + \tilde{\gamma}^\beta \mathbf{v}_\beta 
\end{align*}
\]

(14)

The spatial Christoffel symbols \( \gamma_{ji} \) are defined in A.2. It is noted that the \( \tilde{\gamma}_{ji} \) in (15.1–4) are tensor components, which is not the case for Christoffel symbols in general. This is again a consequence of the chosen parameterization and is the reason why coordinate systems \((\mathbf{a}_i)\) and \((\tilde{\mathbf{g}}_i)\) are equally applicable for the formulation of a shell theory. With respect to the surface orthonormal frame, the covariant derivatives are

\[
\mathbf{a}_\beta \cdot \mathbf{v}_{,\alpha} = \mathbf{v}^\beta_{|\alpha} - b_{\alpha}^{\beta \alpha} \mathbf{v}_3, \quad \mathbf{a}_\beta \cdot \mathbf{v}_{,\alpha} = \mathbf{v}_\beta_{|\alpha} - b_{\beta}^{\alpha \alpha} \mathbf{v}_3,
\]

(16)
in analogy with (209) and

\[
\mathbf{a}^3 \cdot \mathbf{v}_{,\alpha} = \mathbf{v}_3_{,\alpha} + b_{a}^{\beta \alpha} \mathbf{v}^\beta = \mathbf{v}_\beta_{,\alpha} + b_{\alpha}^{\beta \beta} \mathbf{v}_3 = \mathbf{a}^3 \cdot \mathbf{v}_{,\alpha}.
\]

(17)

In terms of the skew director frame,

\[
\begin{align*}
\bar{\mathbf{g}}^\beta \cdot \mathbf{v}_{,\alpha} &= \mathbf{v}^\beta_{|\alpha} + \gamma_{3a}^{\beta} \mathbf{v}_3, & \bar{\mathbf{g}}^\beta \cdot \mathbf{v}_{,\alpha} &= \mathbf{v}_\beta_{|\alpha} = \mathbf{a}_\beta \cdot \mathbf{v}_{,\alpha} \\
\bar{\mathbf{g}}^3 \cdot \mathbf{v}_{,\alpha} &= \mathbf{v}_3_{|\alpha} + \gamma_{3a}^3 \mathbf{v}_3 = \mathbf{a}^3 \cdot \mathbf{v}_{,\alpha}, & \bar{\mathbf{g}}^3 \cdot \mathbf{v}_{,\alpha} &= \mathbf{v}_3_{|\alpha} - \bar{\gamma}_{3a}^3 \mathbf{v}_3
\end{align*}
\]

(18)

where

\[
\begin{align*}
\mathbf{v}^\beta_{|\alpha} &= \mathbf{v}^\beta_{,\alpha} + \gamma_{3a}^{\beta} \mathbf{v}_3, & \mathbf{v}^\beta_{|\alpha} &= \mathbf{v}_\beta_{,\alpha} - \gamma_{3a}^{\beta} \mathbf{v}_3
\end{align*}
\]

(19)

The shifter tensor \( \mathbf{z} = \mathbf{g}_k \otimes \bar{\mathbf{g}}^k = z_i \mathbf{g}_k \otimes \bar{\mathbf{g}}^k \) transports the triad \((\bar{\mathbf{g}}_i)\) from the reference surface into the shell body,

\[
\mathbf{g}_i = z_i \mathbf{g}_k \otimes \bar{\mathbf{g}}^k.
\]

(20)

Its components \( z_{ik}(\xi^3) = \bar{\mathbf{g}}^k \cdot \mathbf{g}_i \) read explicitly

\[
\begin{align*}
\bar{\mathbf{g}}^\beta \cdot \mathbf{g}_i &= \delta_i^\beta + \gamma_{3a}^\beta \mathbf{z}_3 + \zeta^\beta_{|\alpha} = \zeta_i^\beta, & \bar{\mathbf{g}}^\beta \cdot \mathbf{g}_3 &= \mathbf{g}^\beta - \tilde{\gamma}^\beta = \zeta^\beta_3 \\
\bar{\mathbf{g}}^3 \cdot \mathbf{g}_i &= b_{a}^{\beta \alpha} \mathbf{z}_3 = \zeta^3_{|\alpha}, & \bar{\mathbf{g}}^3 \cdot \mathbf{g}_3 &= 1 = \zeta^3_3,
\end{align*}
\]

(21)

where use has been made of \( \zeta^3_{|\alpha} = 0 \) since the \( \xi^1, \xi^2, \xi^3 \) are considered as mutually independent parameters.
2.2 Basic shell kinematics

The common praxis in many texts on continuum mechanics, such as [14], to use upper case and lower case letters for variables related to the undeformed and deformed configuration, respectively, is largely adopted here. Without loss of generality, the undeformed configuration of the shell body \( \mathcal{B}_0 \) is parameterized as

\[
\mathbf{X}(\xi^a, \xi) = \bar{\mathbf{X}}(\xi^a) + \xi \mathbf{A}_3(\xi^a), \quad \xi^- \leq \xi \leq \xi^+.
\]  

(22)

The position vectors \( \bar{\mathbf{X}} \) span the undeformed shell reference surface \( \mathcal{A}_0 \), and \( \mathbf{A}_3 \) denotes the corresponding unit normal vector. Since \( \|\mathbf{A}_3\| = 1 \), the thickness coordinate \( \xi \) is length measuring. Thus, \( t = \xi^+ - \xi^- \) is the thickness of the undeformed shell. In the context of Sect. 2.1, \( \zeta(\xi) = \xi \mathbf{A}_3, \quad \zeta^3 = \xi, \quad \zeta^\beta = 0 \). The in-plane basis vectors are defined in analogy with A.2,

\[
\mathbf{A}_\alpha = \bar{\mathbf{X}},_\alpha.
\]  

(23)

The natural basis vectors of the shell body are

\[
\mathbf{G}_\alpha = \mathbf{X},_\alpha = \mathbf{A}_\alpha + \xi \mathbf{A}_3, \quad \mathbf{G}_3 = \mathbf{X},^3 = \mathbf{A}_3.
\]  

(24)

The contravariant ones are

\[
\mathbf{A}^\alpha = \epsilon^{\alpha\beta}_0 \mathbf{A}_\beta \times \mathbf{A}_3, \quad \mathbf{A}^3 = \frac{1}{2} \epsilon^{\alpha\beta}_0 \mathbf{A}_\alpha \times \mathbf{A}_\beta = \mathbf{A}_3
\]  

(25)

and

\[
\mathbf{G}^i = \frac{1}{2} \epsilon^{ijk}_0 \mathbf{G}_j \times \mathbf{G}_k
\]  

(26)

where \( \epsilon^{ijk}_0 = \frac{1}{\sqrt{G}} \epsilon(i, j, k) \) and \( \epsilon^{\alpha\beta}_0 = \frac{1}{\sqrt{A}} \epsilon(\alpha, \beta, 3) \) with \( \sqrt{G} = (\mathbf{G}_1 \times \mathbf{G}_2) \cdot \mathbf{G}_3 = \|\mathbf{G}_1 \times \mathbf{G}_2\| \) and \( \sqrt{A} = \|\mathbf{A}_1 \times \mathbf{A}_2\| \). The definition of contravariant basis vectors (26) implies

\[
\mathbf{G}^i \cdot \mathbf{G}_j = \delta^i_j.
\]

Together with the implicit function theorem, it follows that

\[
\mathbf{G}^\alpha = \frac{\partial \xi^\alpha}{\partial \mathbf{X}}, \quad \mathbf{G}^3 = \frac{\partial \xi}{\partial \mathbf{X}}.
\]  

(27)

In terms of the shifter tensor \( \mathbf{Z} = Z^\beta_\alpha \mathbf{A}_\beta \otimes \mathbf{A}^\alpha \),

\[
\mathbf{G}_\alpha = Z^\beta_\alpha \mathbf{A}_\beta = \mathbf{Z} \cdot \mathbf{A}_\alpha.
\]  

(28)

The components \( Z^\beta_\alpha \) are symmetric,

\[
Z^\beta_\alpha = \delta^\beta_\alpha - \xi B^\beta_\alpha,
\]  

(29)

with \( B^\beta_\alpha = -\mathbf{A}_3 \cdot \mathbf{A}_\beta \) being the components of the curvature tensor.

The parameterization of the deformed shell body \( \mathcal{B}_\tau \), Eq. (1), is chosen such that

\[
\mathbf{x}(\xi^a, \xi) = \phi_\tau(\mathbf{X}(\xi^a, \xi)).
\]  

(30)

The vector function \( \phi_\tau : \mathcal{B}_0 \rightarrow \mathcal{B}_\tau \) maps the undeformed body \( \mathcal{B}_0 \) onto its deformed configuration \( \mathcal{B}_\tau \) at the time \( \tau \). All definitions and expressions of Sect. 2.1 are adopted here for the geometric description of the deformed shell configuration. The deformation gradient is written as

\[
\mathbf{F}(\mathbf{X}, \tau) = \frac{\partial \phi_\tau}{\partial \mathbf{X}} = \frac{\partial \mathbf{x}}{\partial \xi^k} \otimes \frac{\partial \xi^k}{\partial \mathbf{X}} = \mathbf{g}^k_\xi \otimes \mathbf{G}^k.
\]  

(31)

Correspondingly, the basis vectors

\[
\mathbf{F} \cdot \mathbf{G}_\alpha = \mathbf{g}^\alpha_\xi = \frac{\partial \mathbf{x}}{\partial \xi^\alpha}, \quad \mathbf{F} \cdot \mathbf{G}_3 = \mathbf{g}^3_\xi = \frac{\partial \mathbf{x}}{\partial \xi}.
\]  

(32)

are convected ones (Fig. 1). It will turn out to be advantageous to switch from the convected frame \( \{\mathbf{g}^i_\xi\} \) to the triad
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Fig. 1 Two-dimensional schematic illustration of the covariant basis vectors $a_2, a_3$ (surface orthogonal frame), $\bar{g}_2, \bar{g}_3$ (skew director frame), and $\bar{g}_c^2, \bar{g}_c^3$ (convected frame). Amongst their contravariant counterparts, only $\bar{g}^2, \bar{g}^3$ are depicted for the sake of clarity. Note the coincidences which occur in general: $a_\alpha = \bar{g}_\alpha = \bar{g}_c^\alpha$, and $a_3 = \bar{g}_3$.

With the defining property (5), introducing the thickness stretch

$$\lambda = a_3 \cdot \bar{g}_c^3 = \frac{\partial x}{\partial \xi}$$

(33)

one has

$$\bar{g}_3^\alpha = \frac{\partial \xi}{\partial \xi} = \frac{\partial \xi}{\partial \xi} \frac{\partial \xi}{\partial \xi} = \lambda g_3$$

(34)

(35)

see Fig. 1. The parameter $\xi$ will be called a material coordinate (it is length-measuring with respect to the material, i.e., undeformed, configuration) and $\xi^3$ a spatial coordinate (it is length-measuring with respect to the spatial, i.e., deformed, configuration).

3 Elements of a hierarchical shell theory

To proceed, a hierarchic approach for the derivation of shell balance equations and kinematic relations is presented. It is a basic characteristic of this procedure that no approximative assumptions are applied a priori. It is intended to reproduce the essence of Naghdy’s laborious “derivation from the three-dimensional theory” [21] with some modifications and to give it an easily readable and condensed shape. The formulation is based on the notion that any smooth displacement field of the shell body can be expanded with respect to the material thickness coordinate $\xi$,

$$U(\xi^\alpha, \xi) = \sum_{\ell=0}^{\infty} \xi^\ell u_\ell(\xi^\alpha).$$

(36)

As long as it is not intended to truncate this series at a certain term, the expansion (36) does not impose any kinematic restriction to the theory. Accordingly, the coordinates of a material point in the deformed configuration can be written as

$$\bar{x} = \bar{x}_0 + \bar{u}_0, \bar{x}_1 = A_3 + \bar{u}_1, \text{ and } \bar{x}_\ell = \bar{u}_\ell \text{ for } \ell = 2, 3, \ldots.$$ Comparing expressions (1) and (37),

$$\bar{x} = \bar{x}_0, \xi = \sum_{\ell=1}^{\infty} \xi^\ell x_\ell;$$

(38.1,2)
Fig. 2 Schematic visualization of expansion (38.2). The deformed transverse material fibre is illustrated as a superposition of a linear \((x_1)\), a quadratic \((x_2)\), and a cubic \((x_3)\) deflection see Fig. 2.

For the subsequent derivations, it is beneficial to make use of the convected basis vectors \(g^c_k = x_k\),

\[
\begin{align*}
g_\alpha &= a_\alpha + \xi x_{1,\alpha} + \xi^2 x_{2,\alpha} + \cdots = a_\alpha + \sum_{\ell=1}^{\infty} \xi^\ell x_{\ell,\alpha} \\
g_3 &= x_1 + 2\xi x_2 + 3\xi^2 x_3 + \cdots = \sum_{\ell=1}^{\infty} \xi^{\ell-1} \ell x_\ell
\end{align*}
\]  
(39)

In the present Section, the superscript ‘\(c\)’ will be dropped for notational convenience as long as there is no risk of confusion. The virtual counterparts \(\delta g_k = \delta u_k\) are

\[
\begin{align*}
\delta g_\alpha &= \delta u_{0,\alpha} + \sum_{\ell=1}^{\infty} \xi^\ell \delta u_{\ell,\alpha} \\
\delta g_3 &= \sum_{\ell=1}^{\infty} \ell \xi^{\ell-1} \delta u_\ell
\end{align*}
\]  
(40)

3.1 Hierarchical balance of forces

To derive the shell balance equations and boundary conditions, the principle of virtual displacements (PVD) is taken as a basis [14],

\[
\delta W_{\text{int}} = \delta W_{\text{ext}},
\]  
(41)

with the virtual work of external body forces \(f\) and surface tractions being

\[
\delta W_{\text{ext}} = \int_{B} f \cdot \delta \mathbf{u} \, dV + \int_{A^+} \mathbf{t}^+ \cdot \delta \mathbf{u} \, dA^+ + \int_{A^-} \mathbf{t}^- \cdot \delta \mathbf{u} \, dA^- + \int_{S} \mathbf{t}^s \cdot \delta \mathbf{u} \, dS.
\]  
(42)

Therein, the boundary of the shell body has been split into top, bottom, and lateral surfaces, \(A^+\), \(A^-\), and \(S\) with applied surface tractions \(\mathbf{t}^+\), \(\mathbf{t}^-\), and \(\mathbf{t}^s\), respectively. The volume element and the area element at the reference surface in the deformed configuration are

\[
dV = \sqrt{g} \, d\xi^1 d\xi^2 d\xi = z(\xi) \, d\xi \, dA, \quad dA = \sqrt{a} \, d\xi^1 d\xi^2,
\]  
(43)

respectively. The area elements at top/bottom and lateral surfaces are

\[
dA^\pm = z(\xi^\pm) \, dA, \quad dS = z^s(\xi) \, d\xi \, ds,
\]  
(44)
respectively, with $ds = \sqrt{a_{\alpha\beta} d\xi^\alpha d\xi^\beta}$ being the arc length element at the reference surface. Gram’s determinant $\sqrt{g}$ is defined in (189), $z = \det z = \sqrt{g/\alpha}$ is the determinant of shifter tensor $z$, Eq. (20), and

$$z^i(\xi) = \sqrt{g_{\alpha\beta} d\xi^\alpha d\xi^\beta}. \quad (45)$$

The virtual work of internal forces, i.e., the virtual strain energy, is favourably written in terms of the first Piola–Kirchhoff stress tensor and deformation gradient $F$,

$$\delta W_{\text{int}} = \int_{B_0} P : \delta F \, dV_0, \quad (46)$$

where $dV_0 = \sqrt{G} \, d\xi^1 d\xi^2 d\xi$ is the volume element in the undeformed configuration. Both, Cauchy’s stress tensor $\sigma$ as well as the first Piola–Kirchhoff stress tensor $P$ are relevant for the further derivation,

$$\sigma = \sigma^{ij} g_i \otimes g_j, \quad P = J \sigma^{ij} g_i \otimes G^j \quad (47)$$

with $J = \det F$. Introducing the spatial traction vectors

$$s^k = \sigma \cdot g^k = \sigma^{ij} g_i = \frac{1}{J} P \cdot G^k \quad (48)$$

the stress tensors can be written as

$$\sigma = s^k \otimes g_k, \quad P = J s^k \otimes G^k. \quad (49)$$

Expressing the virtual counterpart of the deformation gradient $F = g_k \otimes G^k$ as

$$\delta F = \delta u_k \otimes G^k, \quad (50)$$

the strain energy (46) becomes

$$\delta W_{\text{int}} = \int_{B_0} s^k \cdot \delta u_k \, J \, dV_0 = \int_{B} s^k \cdot \delta u_k \, dV. \quad (51)$$

Nesting surface and thickness integrals such that the volume integral in (51) becomes

$$\delta W_{\text{int}} = \int_{A} \left[ \frac{1}{\sqrt{\alpha}} \int_{\xi^-}^{\xi^+} s^k \cdot \delta u_k \, d\xi \right] \, dA \quad (52)$$

and expanding

$$s^k \cdot \delta u_k = s^\alpha \cdot \delta u_{0,\alpha} + \sum_{\ell=1}^{\infty} \left( \xi^\ell s^\alpha \cdot \delta u_{\ell,\alpha} + \ell \xi^{\ell-1} s^3 \cdot \delta u_{\ell} \right) \quad (53)$$

the $\ell$th-order moment vectors

$$m^2_\ell = \frac{1}{\sqrt{\alpha}} \int_{\xi^-}^{\xi^+} \sqrt{g} \, \xi^\ell s^\alpha \, d\xi, \quad m^3_\ell = \frac{1}{\sqrt{\alpha}} \int_{\xi^-}^{\xi^+} \sqrt{g} \, \xi^\ell s^3 \, d\xi \quad (54)$$

emerges in

$$\delta W_{\text{int}} = \int_{A} \left[ m^2_0 \cdot \delta u_{0,\alpha} + \sum_{\ell=1}^{\infty} \left( m^2_\ell \cdot \delta u_{\ell,\alpha} + \ell m^3_{\ell-1} \cdot \delta u_{\ell} \right) \right] \, dA. \quad (55)$$

The rightmost integral in (42),

$$\int_{S} t^i \cdot \delta u \, dS = \int_{\partial A} \sum_{\ell=1}^{\infty} M^i_\ell \cdot \delta u_{\ell}, \quad (56)$$
gives rise to the definition of applied boundary moments

$$M_\ell = \int_\zeta^+ \zeta^t \xi^t \, \mathbf{t}^t \, d\xi. \quad (57)$$

Transforming the volume integral of (42) in line with (52) and introducing the surface moments of external forces

$$p_\ell = \frac{1}{\sqrt{\alpha}} \int_\zeta^+ \sqrt{g} \xi^t \mathbf{f} \, d\xi + \frac{1}{\sqrt{\alpha}} \left[ \sqrt{g^+} (\xi^+)^t \mathbf{t}^+ + \sqrt{g^-} (\xi^-)^t \mathbf{t}^- \right], \quad (58)$$

one obtains

$$\delta W_{\text{ext}} = \int_A \sum_{\ell=0}^\infty p_\ell \cdot \delta u_\ell \, dA + \int_{\partial A} \sum_{\ell=0}^\infty M_\ell \cdot \delta u_\ell \, ds. \quad (59)$$

Making use of the product rule,

$$m_\ell^\alpha \cdot \delta u_\ell,\alpha = \frac{1}{\sqrt{\alpha}} (\sqrt{\alpha} m_\ell^\alpha \cdot \delta u_\ell),\alpha - \frac{1}{\sqrt{\alpha}} (\sqrt{\alpha} m_\ell^\alpha),\alpha, \quad (60)$$

the surface divergence theorem (61),

$$\int_A \frac{1}{\sqrt{\alpha}} (\sqrt{\alpha} y^\alpha)_{\alpha} \, dA = \int_{\partial A} y^\alpha v_\alpha \, ds, \quad (61)$$

can be applied for $y^\alpha = m_\ell^\alpha \cdot \delta u_\ell$ to reformulate (55). The integrand on the left-hand side is the divergence of surface vector $y = y^\alpha a_\alpha$, and $v_\alpha = a_\alpha \cdot \nu$ are the components of the outward normal $\nu$ of the boundary curve $\partial A$. Putting all together, the PVD can be given the shape

$$- \int_A \sum_{\ell=0}^\infty \left[ \frac{1}{\sqrt{\alpha}} (\sqrt{\alpha} m_\ell^\alpha)_{\alpha} - \ell m_{\ell-1}^3 + p_\ell \right] \cdot \delta u_\ell \, dA$$

$$+ \int_{\partial A} \sum_{\ell=0}^\infty (v_\alpha m_\ell^\alpha - M_\ell) \cdot \delta u_\ell \, ds = 0. \quad (62)$$

Via standard arguments of variational calculus, the PVD (62) delivers an infinite sequence of balance laws,

$$\frac{1}{\sqrt{\alpha}} (\sqrt{\alpha} m_0^\alpha)_{\alpha} + p_0 = 0, \quad (63.1)$$
$$\frac{1}{\sqrt{\alpha}} (\sqrt{\alpha} m_1^\alpha)_{\alpha} - m_0^3 + p_1 = 0, \quad (63.2)$$
$$\vdots$$
$$\frac{1}{\sqrt{\alpha}} (\sqrt{\alpha} m_\ell^\alpha)_{\alpha} - \ell m_{\ell-1}^3 + p_\ell = 0, \quad (63.3)$$

as well as the static boundary conditions

$$v_\alpha m_\ell^\alpha = M_\ell \quad \text{at} \quad C_\ell^m. \quad (64)$$

For a proper application of the boundary conditions, the boundary $\partial A$ has to be split (for each $\ell = 0, 1, 2, \ldots$) into two disjunct parts $C_\ell^u$ and $C_\ell^m$, such that $\partial A = C_\ell^u \cup C_\ell^m$. At the former, the $\ell$th-order displacements $u_\ell^*$ are prescribed,

$$u_\ell = u_\ell^* \quad \text{at} \quad C_\ell^u, \quad (65)$$

( primary boundary conditions), and the $M_\ell$ play the role of reaction moments.

It is important to note that the entity of shell balance Eq. (63) and boundary conditions (64) is equivalent to the PVD and thus to the force balance of three-dimensional continuum mechanics. Although (63.2) has the appearance of a (first-order) moment balance, they are independent of three-dimensional moment balance.
3.2 Hierarchical balance of moments

The three-dimensional balance of moments is equivalent to the symmetry of Cauchy’s stress tensor [12],

\[ 0 = \sigma^{ij} (g_i \times g_j) = g_i \times \left( \sigma^{ij} g_j \right) = g_i \times (\sigma \cdot g^i). \]  (66)

Making use of traction vectors (48),

\[ g_\alpha \times s^\alpha + g_3 \times s^3 = 0. \]  (67)

Inserting into (39) and performing a thickness integration, \( \frac{1}{\sqrt{a}} \int \sqrt{G} (\cdot) \, d\xi \), yields

\[ a_\alpha \times m_\alpha^0 = -\sum_{\ell=1}^{\infty} (x_{\ell,\alpha} \times m_\ell^0 + \ell x_\ell \times m_{\ell-1}^3). \]  (68)

Equation (68) is a necessary condition for moment balance but not a sufficient one. Via thickness integration, \( \frac{1}{\sqrt{A}} \int \xi^\ell (\cdot) \sqrt{\mathcal{G}} \, d\xi \) for \( \ell = 1, 2, \ldots \), an infinite sequence of additional equations is obtained,

\[ a_\alpha \times m_\ell^\alpha = -\sum_{L=1}^{\infty} (x_{L,\alpha} \times m_{\ell+L}^\alpha + L x_L \times m_{\ell+L-1}^3). \]  (69)

3.3 The kinematic variables

The \( \ell \)-th order displacement gradients \( \varphi_\ell^k \), defined by

\[ U_{i,j} = \sum_{\ell=0}^{\infty} \xi^\ell \varphi_\ell^k, \]  (70)

read explicitly

\[ \varphi_\alpha^\ell = u_{\ell,\alpha}, \quad \varphi_3^\ell = (\ell + 1) u_{\ell+1} \]  (71)

Thereby, the virtual strain energy (55) can be written as

\[ \delta W_{\text{int}} = \int_A \sum_{\ell=0}^{\infty} m_\ell^k \cdot \delta \varphi_\ell^k \, dA. \]  (72)

Concluding, \( \ell \)-th order moment vectors \( m_\ell^k \) and displacement gradients \( \varphi_\ell^k \) are work conjugate.

3.4 The component representations of balance equations

Inserting \( s^k = \sigma^{ik} g_i \) in (54), the moment vectors read

\[ m_\ell^k = \frac{1}{\sqrt{a}} \int_{\xi^-}^{\xi^+} \sqrt{\mathcal{G}} \xi^\ell \sigma^{ik} g_i \, d\xi. \]  (73)

Their components \( m_{\ell}^{ik} = g^j \cdot m_\ell^k \) with respect to the convected frame at the reference surface, \( (\tilde{g}_i) \), are

\[ m_{\ell}^{ik} = \frac{1}{\sqrt{a}} \int_{\xi^-}^{\xi^+} \sqrt{\mathcal{G}} \xi^\ell \tilde{g}^j (\xi^k) \sigma^{jk} \, d\xi. \]  (74)
The components of the (convected) shell shifter, \( z^i_j := \bar{g}^i_j \cdot g_j \), depend on the deformed geometry and are, thus, \( a \ priori \) unknown functions of \( \xi \),

\[
\begin{align*}
  z^0_\alpha &= s^0_\alpha + \xi y^3_3 + \sum_{\ell=2}^{\infty} \xi^\ell z^{(\ell)}_\alpha, \\
  z^\beta_3 &= \sum_{\ell=2}^{\infty} \xi^{(\ell-1)} x^{(\ell)}_\alpha \\
  z^3_\alpha &= \xi y^3_3 + \sum_{\ell=2}^{\infty} \xi^\ell z^{(3)}_\alpha, \\
  z^3_j &= 1 + \sum_{\ell=2}^{\infty} \xi^{(\ell-1)} x^{(3)}_\alpha
\end{align*}
\] (75)

where

\[
\begin{align*}
  z^{(\ell)}_\alpha &= x^{(\ell)}_\alpha \parallel_\alpha + y^3_3 x^{(3)}_\alpha, \\
  z^{(3)}_\alpha &= x^{(3)}_\alpha \parallel_\alpha + y_\alpha^3 x^{(3)}_\alpha.
\end{align*}
\] (76)

Note that here \( g_j = \bar{g}^j_j \) are the convected basis vectors, \( \bar{g}^i_j = g^i_j \parallel_{\xi=0} \) and \( y^i_j = \bar{g}^i_j \cdot \bar{g}_j \). (The bar on the \( y \) coefficients, which has been introduced in (15), is dropped for notational convenience.) Consequently, \( \bar{g}_3 = x_1 \) and thus

\[
x^1_1 = \bar{g}^\beta \cdot x_1 = 0, \quad x^3_1 = \bar{g}^3 \cdot x_1 = 1,
\] (77)

and further, \( z^0_\alpha = y^3_3 \) and \( z^3_\alpha = y_\alpha^3 \).

The explicit appearance of the \( z^i_j \) can be avoided if the expression \( s^k = \frac{1}{f} P \cdot G^\alpha \) is used instead to obtain

\[
m^i_\ell = \frac{1}{\sqrt{a}} \int_{\xi^-}^{\xi^+} \sqrt{g} \xi^{\ell} S^i_\alpha(\xi) P^\beta_d \text{d} \xi, \quad m^3_\ell = \frac{1}{\sqrt{a}} \int_{\xi^-}^{\xi^+} \sqrt{g} \xi^{\ell} P^3_d \text{d} \xi.
\] (78)

Here, the components of the inverse shell shifter \( S = A_\alpha \otimes G^\alpha = S^i_\alpha A^\beta \otimes A^\alpha \),

\[
S^i_\alpha = G^\beta \cdot A_\alpha = \delta^i_\alpha + \xi B^\beta_\alpha + \xi^2 B^\mu_\alpha B_\mu + \xi^3 B^\mu_\alpha B_\nu + \cdots,
\] (79)

only depend on the undeformed geometry. However, the stress components \( P^{ij} = a^i_j \cdot P \cdot A^j \) are, in general, non-symmetric, in contrast to \( J \sigma^{ij} = \bar{g}^i_j \cdot P \cdot G^j \), and do not feature a simple physical interpretation.

Expanding the moment vectors,

\[
m^i_\ell = m^i_\ell \bar{g}^\beta + m^{3a}_\ell \bar{g}^3, \quad m^3 = m^3_\ell \bar{g}^3 + m^{33}_\ell \bar{g}^3,
\] (80)

the balance Eq. (63) gives rise to the component representations of force balance

\[
\begin{align*}
  m^0_\ell \parallel_\alpha + y^3_3 m^3_\ell + p^0_\ell &= 0 \\
  m^3_\ell \parallel_\alpha + y^3_3 m^3_\ell + y_\alpha^3 m^3_\ell + p^3_\ell &= 0
\end{align*}
\] (81)

and

\[
\begin{align*}
  m^{\beta\alpha}_\ell \parallel_\alpha + y^3_3 m^{3\alpha}_\ell - \ell m^{33}_\ell + p^{\beta}_\ell &= 0 \\
  m^{3\alpha}_\ell \parallel_\alpha + y^3_3 m^{3\alpha}_\ell + y_\alpha^3 m^{3\alpha}_\ell - \ell m^{33}_\ell + p^3_\ell &= 0
\end{align*}
\] (82)

for \( \ell = 1, 2, \ldots \) Inserting (80) into (69) yields the component representations of moment balance,

\[
\begin{align*}
  m^{3\alpha}_\ell = \sum_{L=1}^{\infty} \left( z^{\alpha}_L m^{3\mu}_{\ell+L} - z^{\alpha}_L m^{3\mu}_{\ell+L} + L x^{\alpha\beta}_{\ell,L} m^{33}_{\ell+L-1} \right) \\
  \varepsilon_\alpha^\beta m^{\beta\alpha}_\ell = \sum_{L=1}^{\infty} \left( z^{\beta\mu}_L m^{\alpha\mu}_{\ell+L} + L x^{\beta\mu}_{\ell,L} m^{\alpha\mu}_{\ell+L-1} \right)
\end{align*}
\] (83)
To obtain an interpretation of these very involved formulas, they are rearranged,

\[
m^{3a}_\ell - m^{3\mu}_\ell - \gamma^{3\mu}_{3\mu} m^{3\mu}_{\ell+1} = \sum_{L=2}^{\infty} \left[ c^{3\mu}_{L\mu} m^{3\mu}_{\ell+L} - c^{3\mu}_{(L-1)\mu} m^{3\mu}_{\ell+L-1} + L \left( x^{3}_{L} m^{3\mu}_{\ell+L-1} - x^{3\mu}_{L} m^{3\mu}_{\ell+L-1} \right) \right]
\]

\[
\epsilon_{\alpha\beta} \left( m^{\beta\mu}_{\ell} - y^{\beta}_{3\mu} m^{3\mu}_{\ell+1} \right) = \sum_{L=2}^{\infty} \left( c^{\beta}_{L\mu} m^{\beta\mu}_{\ell+L} + L x^{\beta}_{L} m^{3\mu}_{\ell+L-1} \right)
\]

such that the right-hand sides vanish if, for any \( \ell = 0, 1, 2, \ldots \), no moments \( m^{3\mu}_{\ell+2}, m^{3\mu}_{\ell+1}, m^{3\mu}_{\ell+3} \), and higher-order ones are present. In particular, for \( \ell = 0 \), the symmetry relations of conventional shell theory are obtained (Sect. 4.3).

The geometrically linear case is obtained by setting \( g_{3} = x_{1} = A_{3} \) and \( x_{2} = x_{3} = \cdots = 0 \). Then \( x^{3}_{1} = 1 \), \( c^{3\mu}_{1\mu} = -B_{\mu} \), and all other \( x \) and \( z \) components vanish. Correspondingly, Eq. (83) becomes

\[
m^{3\alpha}_{\ell} - m^{3\alpha}_{\ell+1} = 0
\]

\[
\epsilon_{\alpha\beta} \left( m^{\beta\mu}_{\ell} + B^{\beta}_{\mu} m^{3\mu}_{\ell+1} \right) = 0
\]

4 Derivation of a first-order approximation

The approach of Sect. 3 leads to a hierarchy of \( \ell \)th-order shell theories. In this context, an \( \ell \)th-order theory is obtained if all \( \ell \) and higher-order moments are neglected. This understanding of the approximation order is adopted here. It is important to note that several other definitions of the notion of ‘order’ of a shell (or plate) theory exist: In [23], amongst others, the order \( \ell \) is equal to the highest-order term \( \ell x_{\ell}^{\alpha} \) in the thickness expansion of the displacement field. Both, Kirchhoff–Love as well as Reissner–Mindlin-type theories (this naming is adopted from [3]) are of first-order in this sense. Correspondingly, the latter are sometimes called ‘first-order shear deformation (FOSD) theories’. In the context of linear plate theories, Kienzler expands the strain energy with respect to a small characteristic parameter \( c^{2} \) and truncates the series after the term involving \( c^{2\ell} \) to obtain a consistent \( \ell \)th-order approximation [17]. Accordingly, zeroth-, first-, and second-order approximations refer to membrane theory, Kirchhoff–Love, and Reissner–Mindlin plate theories, respectively.

The ‘best linear shell theory—type A’ (translated from the German) described in the monograph [1] is considered here as a prototype of a linear, geometrically exact shell theory. It is derived from the three-dimensional theory under the assumption of the well-known Reissner–Mindlin constraint stating that “straight material fibres originally oriented perpendicular to the reference surface remain straight and unstretched” [20,24]. In [29], the same linear theory is obtained from a hierarchic approach. To be more exact: Postulating that second and higher-order moments vanish and that \( m^{33}_{0} = 0 \), i.e., the ‘zero transverse normal stress assumption’ (Sect. 5.4), the linear counterpart of the present hierarchic approach on the one hand and the prototypical, linear theory on the other hand lead to exactly the same appearance of the PVD. In other words, exclusively static constraints, on the one hand, and exclusively kinematic constraints, on the other, lead to the same shell theory.

In the present Section, it is shown that an analogous result holds for the general nonlinear case. The prototypical nonlinear, geometrically exact shell theory originates from [31], where the corresponding PVD is derived from its three-dimensional counterpart applying the Reissner–Mindlin constraint. Here, the same expression for the PVD is obtained from the hierarchic approach applying static constraints. No kinematic assumptions or geometric approximations are required. It is emphasized that this finding does not simply result from a trivial generalization of the linear circumstances. From the present point of view, the term ‘geometrically exact’ gains additional justification, and its opposition to the attribute ‘statically exact’ (no static constraints) becomes manifest. The static assumptions turn out to be, in some sense, stronger than their kinematic counterparts, subsumed in the Reissner–Mindlin assumption: The symmetry of bending moments \( m^{\alpha\beta}_{\ell} \) and the absence of shear force couples \( m^{3\alpha}_{\ell} \) (not to be confused with the drill moments \( m^{3\alpha}_{\ell} \)) are a consequence of the static assumptions. In contrast, earlier formulations of the nonlinear theory consider the symmetry of the \( m^{\alpha\beta}_{\ell} \) and the absence of the \( m^{3\alpha}_{\ell} \) as additional approximative assumptions.
4.1 Balance equations

The static constraints which will lead to the desired shell theory read explicitly

$$m^k_\ell = 0, \quad p_\ell = 0 \quad \text{and} \quad M^k_\ell = 0, \quad \text{for} \quad \ell = 2, 3, \ldots$$

(86.1–3)

Accordingly, only three non-trivial, vectorial balance equations out of system (63.1) remain,

$$\frac{1}{\sqrt{\alpha}} \left( \sqrt{\alpha} m^\alpha_0 \right)_\alpha + p_0 = 0, \quad \frac{1}{\sqrt{\alpha}} \left( \sqrt{\alpha} m^\alpha_1 \right)_\alpha - m^3_0 + p_1 = 0, \quad m^3_1 = 0.$$  \hspace{1cm} (87.1, 2)

In addition, the three-dimensional moment balance (69) becomes

$$a_\alpha \times m^\alpha_0 + x_1 \times m^3_0 + x_{1,\alpha} \times m^\alpha_1 = 0$$

(88)

for $\ell = 0$, and

$$a_\alpha \times m^\alpha_1 = 0$$

(89)

for $\ell = 1$. Applying $x_1 \times$ from the left to (87.2) and inserting (88) yields

$$\frac{1}{\sqrt{\alpha}} \left( \sqrt{\alpha} m^\alpha_\nu \right)_\alpha + a_\alpha \times m^\alpha_0 + l = 0$$

(90)

with the resultant stress couple vector

$$m^\alpha_\nu = \frac{1}{\sqrt{\alpha}} \int^{\xi^+}_{\xi^-} \sqrt{g} \xi^3 x_1 \times s^\alpha d\xi^3 = x_1 \times m^\alpha_1,$$

(91)

and the resultant surface moment vector

$$l = \frac{1}{\sqrt{\alpha}} \int^{\xi^+}_{\xi^-} \sqrt{g} \xi^3 x_1 \times f d\xi^3 + \frac{1}{\sqrt{\alpha}} \left[ \sqrt{g} \xi^3 x_1 \times s^3 \right]^{\xi^+}_{\xi^-} = x_1 \times p_1.$$  \hspace{1cm} (92)

Note that in (90) the transverse normal force vector $m^3_0$ has disappeared due to the balance of momentum without having imposed any additional restriction (like a ‘plane stress’ assumption). One is now dealing with two kinds of moment balance equations, (87.2) and (90) involving the two different sets of moment vectors $m^\alpha_0$ and $m^\alpha_1$, respectively.

One possibility to formulate the relevant boundary conditions out of the infinite sets of conditions (64) and (65) is given by

$$\nu_\alpha m^\alpha_0 = M_0, \quad \nu_\alpha m^\alpha_1 = L$$

(93)

at subsets $C_n$ and $C_m$, respectively, of the boundary $\partial A$, and

$$u_0 = u^*_0, \quad x_1 = x^*_1$$

(94)

at $\partial A \setminus C_n$ and $\partial A \setminus C_m$, respectively. The vector of external boundary moments

$$L := x_1 \times M_1$$

(95)

has been defined according to (91) and (92).
4.2 Force and moment components

To analyse the component representations of the balance equations, as a first choice, the convected frame $\bar{\mathbf{g}}_i^c$ at the reference surface is employed. With $m_0^{\beta\alpha} = \bar{\mathbf{g}}_i^c \cdot \mathbf{m}_0^\alpha$, $m_0^{3\alpha} = \bar{\mathbf{g}}_3^c \cdot \mathbf{m}_0^\alpha$, etc., the decompositions of force and moment vectors read

$$
\mathbf{m}_0^\alpha = m_0^{\beta\alpha} \bar{\mathbf{g}}_\beta - m_0^{3\alpha} \bar{\mathbf{g}}_3^c, \quad \mathbf{m}_1^\alpha = m_1^{\beta\alpha} \bar{\mathbf{g}}_\beta + m_1^{3\alpha} \bar{\mathbf{g}}_3^c. \tag{96.1.2}
$$

Since $\bar{\mathbf{g}}_3^c = \mathbf{x}_1$, the $m_0^{3\alpha}$ components drop out from the decomposition of alternative moment vectors $\mathbf{m}^\alpha$,

$$
\mathbf{m}^\alpha = \bar{\mathbf{g}}_3^c \times \mathbf{m}_1^\alpha = m_1^{\beta\alpha} \bar{\mathbf{g}}_\beta \times \bar{\mathbf{g}}_3^c. \tag{97}
$$

Note that

$$
m_0^{\beta\alpha} = (\bar{\mathbf{g}}_3^c \times \bar{\mathbf{g}}_\beta) \cdot \mathbf{m}^\alpha = \bar{\mathbf{g}}_3^c \cdot \mathbf{m}_1^\alpha = m_1^{\beta\alpha}. \tag{98}
$$

In contrast, the $m_0^{3\alpha} = \bar{\mathbf{g}}_3^c \cdot \mathbf{m}$ and the $m_1^{3\alpha} = \bar{\mathbf{g}}_3^c \cdot \mathbf{m}_1^\alpha$ are conceptually totally different. The latter are accurately addressed as shear force couples. At a first glance, the former can be considered as ‘drill moments’, which is correct in the sense of moment components acting about the surface normal direction $\bar{\mathbf{g}}_3^c = \mathbf{a}_3$. It is not correct in the sense of ‘in-plane bending moments’, which is the physical meaning of ‘genuine’ drill moments in the context of statically exact theories. To emphasize this discrepancy, in the present context, the $m_0^{3\alpha}$ are called residual drill moments (the choice of this terminology is supported by the arguments of Sect. 5.3). They will be treated further in Sect. 5.2 and subsequent ones. The external force and moment vectors are decomposed as

$$
\mathbf{p}_0 = p_0^\beta \bar{\mathbf{g}}_\beta + p_0^3 \bar{\mathbf{g}}_3^c, \quad \mathbf{l} = l^\beta \bar{\mathbf{g}}_\beta + l^3 \bar{\mathbf{g}}_3^c. \tag{99}
$$

where $l^\beta = \bar{\mathbf{g}}_\beta \cdot \mathbf{p}_1 = p_1^\beta$ and $p_1^3$ has disappeared, as the $m_0^{3\alpha}$ did.

According to (74), force and moment components read explicitly

$$
\begin{align*}
m_0^{\beta\alpha} &= \frac{1}{\sqrt{\bar{g}}} \int_{\zeta^-}^{\zeta^+} \sqrt{\bar{g}} \sigma^{\beta\alpha} \xi \, d\xi + \gamma_3^{\beta\mu} m_1^{\mu\alpha} + \xi_3^{\beta} m_1^{3\alpha} = 0 \\
m_0^{3\alpha} &= \frac{1}{\sqrt{\bar{g}}} \int_{\zeta^-}^{\zeta^+} \sqrt{\bar{g}} \sigma^{3\alpha} \xi \, d\xi + \gamma_3^{3\mu} m_1^{\mu\alpha} + \xi_3^{3} m_1^{3\alpha} = 0 \\
m_0^{\beta 3} &= \frac{1}{\sqrt{\bar{g}}} \int_{\zeta^-}^{\zeta^+} \sqrt{\bar{g}} \sigma^{\beta 3} \xi \, d\xi + \gamma_3^{\beta\mu} m_1^{3\mu} + \xi_3^{\beta} m_1^{33} = 0 \\
m_0^{3 3} &= \frac{1}{\sqrt{\bar{g}}} \int_{\zeta^-}^{\zeta^+} \sqrt{\bar{g}} \sigma^{3 3} \xi \, d\xi + \gamma_3^{3\mu} m_1^{3\mu} + \xi_3^{3} m_1^{33} = 0
\end{align*} \tag{100}
$$

and

$$
\begin{align*}
m_1^{\beta\alpha} &= \frac{1}{\sqrt{\bar{a}}} \int_{\zeta^-}^{\zeta^+} \sqrt{\bar{g}} \xi \sigma^{\beta\alpha} \xi \, d\xi = m_0^{\beta\alpha}, \quad m_1^{3\alpha} = \frac{1}{\sqrt{\bar{g}}} \int_{\zeta^-}^{\zeta^+} \sqrt{\bar{g}} \sigma^{3\alpha} \xi \, d\xi = 0 \\
m_1^{\beta 3} &= \frac{1}{\sqrt{\bar{g}}} \int_{\zeta^-}^{\zeta^+} \sqrt{\bar{g}} \xi \sigma^{\beta 3} \xi \, d\xi = 0, \quad m_1^{3 3} = \frac{1}{\sqrt{\bar{g}}} \int_{\zeta^-}^{\zeta^+} \sqrt{\bar{g}} \xi \sigma^{3 3} \xi \, d\xi = 0
\end{align*} \tag{101}
$$

All terms involving second and higher powers of $\xi$ disappear due to the static assumptions (86). Due to the symmetry of the $\sigma^{\beta\alpha}$, the $m_1^{\beta\alpha}$ are symmetric, which is, in general, not the case for the $m_0^{\beta\alpha}$. The symmetric counterparts of the $m_0^{\beta\alpha}$ are the well-known pseudo-membrane forces of the geometrically exact theory,

$$
n^{\beta\alpha} := m_0^{\beta\alpha} - \gamma_3^{\beta\mu} m_1^{\mu\alpha} = \frac{1}{\sqrt{\bar{g}}} \int_{\zeta^-}^{\zeta^+} \sqrt{\bar{g}} \sigma^{\beta\alpha} \xi \, d\xi = n^{\beta\alpha}. \tag{102}
$$
As already observed for the $m^{\beta\alpha}$, the symmetry of the $n^{\beta\alpha}$ is a direct consequence of the symmetry of the $\sigma^{JI} = g^J \cdot \sigma \cdot g^I$. Similarly, the pseudo-shear force components are

$$n^{3\alpha} := m_0^{3\alpha} - \gamma_3^\mu m_1^{\alpha\mu} = \frac{1}{\sqrt{a}} \int_{\xi^-}^{\xi^+} \sqrt{g} \sigma^{3\alpha} d\xi^3 = m_0^{3\alpha}. \tag{103}$$

The $n^{\beta\alpha}$ and the $n^{3\alpha}$ can be considered as the components of the pseudo-resultant force vectors

$$n^\alpha := m_0^\alpha - m_1^{\alpha\mu} g_{3,\mu} = n^{\beta\alpha} \bar{g}_\beta^c + n^{3\alpha} \bar{g}_3^c. \tag{104}$$

4.3 Component representations of balance equations

The component representations of force balance (87.1) have already been given in (81),

$$\begin{aligned} m_0^{\beta\alpha} \parallel_{\alpha} + \gamma_3^\beta m_0^{3\alpha} + p_0^\beta &= 0, \\
 m_0^{3\alpha} \parallel_{\alpha} + \gamma_3^\alpha m_0^{3\alpha} + \gamma_3^\beta m_0^{\beta\alpha} + p_0^3 &= 0 \end{aligned} \tag{105}$$

The ones of moment balance (90) are obtained by inserting (96.1), (97), and (99),

$$\begin{aligned} m_0^{\beta\alpha} \parallel_{\alpha} + \gamma_3^\beta m_0^{3\alpha} - m_0^{3\beta} + p_0^\beta &= 0, \\
 \epsilon_{\alpha\beta} \left( m_0^{\beta\alpha} + \gamma_3^\mu m_0^{\beta\mu} \right) &= 0. \tag{106.1, 106.2} \end{aligned}$$

The divergence is related to the metric defined by the convected frame ($\bar{g}_c^i$) at the reference surface,

$$\begin{aligned} m_\ell^{\beta\alpha} \parallel_{\alpha} = \frac{1}{\sqrt{g}} \left( \sqrt{\bar{g}} m_\ell^{\beta\alpha} \right)_{,\alpha} + \gamma_3^\beta m_\ell^{3\alpha}, \\
 m_\ell^{3\alpha} \parallel_{\alpha} = \frac{1}{\sqrt{g}} \left( \sqrt{\bar{g}} m_\ell^{3\alpha} \right)_{,\alpha}. \tag{107} \end{aligned}$$

Alternatively, Eq. (82) read for $\ell = 1$

$$\begin{aligned} m_1^{\beta\alpha} \parallel_{\alpha} + \gamma_3^\beta m_1^{3\alpha} - m_0^{\beta\alpha} + p_1^\beta &= 0, \\
 m_1^{3\alpha} \parallel_{\alpha} + \gamma_3^\alpha m_1^{3\alpha} + \gamma_3^\beta m_1^{\beta\alpha} - m_0^{3\beta} + p_1^3 &= 0, \tag{108.1, 108.2} \end{aligned}$$

and for $\ell = 2$

$$m_1^{3\beta} = 0, \quad m_1^{33} = 0. \tag{109}$$

Note that in (108.2) the unconventional quantities $m_0^{33}$ and $p_1^3$ are still present, which is in contrast to (106.1) where they have disappeared due to the application of (88). The three-dimensional moment balance (84) yields for $\ell = 0$

$$\begin{aligned} m_0^{3\alpha} - m_0^{\alpha3} - \gamma_3^\mu m_1^{\alpha\mu} &= 0, \\
 \epsilon_{\alpha\beta} \left( m_0^{\beta\alpha} - \gamma_3^\mu m_1^{\beta\mu} \right) &= 0, \tag{110.1, 110.2} \end{aligned}$$

and for $\ell = 1$

$$m_1^{3\alpha} = m_1^{\gamma3}, \quad \epsilon_{\alpha\beta} m_1^{\beta\alpha} = 0. \tag{111}$$

Consequently, subtracting (106.1) from (108.1), the symmetry relation in (104) is recovered. Further, (108.2) simplifies to become

$$\gamma_3^\alpha m_1^{\beta\alpha} - m_0^{33} + p_1^3 = 0. \tag{112}$$
Equation (110.2) constitutes the symmetry relation for the pseudo-membrane forces $n_{\beta\alpha}$. Due to the antisymmetry of the $\epsilon$-tensor, Eqs. (106.2) and (110.2) are equivalent. Concluding, the moment balance earns a notably simple shape,

$$\begin{align*}
m_{\beta\alpha}^\beta |_\alpha - n_{\beta\alpha}^3 + P^3_{\beta\alpha} &= 0, \\
\epsilon_{\alpha\beta} n_{\beta\alpha} &= 0 \end{align*}$$  \hspace{1cm} (113)$$

Equation (113) formally coincide with the corresponding ones of linear shell theory. It is emphasized that, apart from the static assumptions (86), no approximations have been applied so far. In contrast to (113), the force balance Eq. (106) involve the cumbersome Christoffel symbols $\gamma_{ij}$ explicitly. From a practical point of view, this is not a severe drawback, since the component equations are not needed to obtain numerical solutions. It has been demonstrated in [32] that a finite element discretization can be performed advantageously on the level of the vector equations. Nevertheless, it turns out that further analysing the component equations helps to clarify some hidden aspects of the theory.

4.4 The geometrically linear case

Things are much less involved for the geometrically linear case: Relating the balance equations to the undeformed configuration, the basis vectors $\tilde{g}_c^{\alpha}$ and $\tilde{g}_3$ are replaced by their undeformed counterparts $A^\alpha$ and $A_3$, respectively, and the balance equations simplify accordingly,

$$\begin{align*}
m_{\beta\alpha}^0 |_\alpha - B_{\alpha}^\beta m_{\alpha}^\beta + p_{\alpha}^0 &= 0, \\
m_{\alpha}^3 |_\alpha + B_{\alpha}^\beta m_{\alpha}^\beta + P_{\alpha}^3 &= 0, \end{align*}$$  \hspace{1cm} (114)$$

and

$$\begin{align*}
m_{1}^{\beta\alpha} |_\alpha - m_{0}^3 + P_{1}^\beta &= 0, \\
\epsilon_{\alpha\beta} (m_{0}^{\beta\alpha} - B_{\mu}^\beta m_{1}^{\beta\mu}) &= 0 \end{align*}$$  \hspace{1cm} (115)$$

where the covariant derivative is defined with respect to the undeformed metric.

4.5 More on symmetry relations

The symmetry relation (106.2) refers to alternative force components

$$\tilde{n}^{\beta\alpha} = m_{\beta\alpha}^{\beta\alpha} + \gamma_{\beta\mu}^\alpha m_{\alpha}^{\beta\mu} = \frac{1}{\sqrt{g}} \int_{\xi^-}^{\xi^+} \sqrt{g} \tilde{\sigma}_{\beta\alpha} \, d\xi = \tilde{n}^{\beta\alpha}$$  \hspace{1cm} (116)$$

deriving from stress components $\tilde{\sigma}_{ji} := \tilde{a}_i \cdot \sigma \cdot \tilde{a}_j - \sigma_{ji}$. The second equality follows from

$$\tilde{n}^{\beta\alpha} = n^{\beta\alpha} + \gamma_{\beta\mu}^\alpha m_{\alpha}^{\beta\mu} + \gamma_{\beta\mu}^\alpha m_{\alpha}^{\beta\mu}$$

$$= \frac{1}{\sqrt{g}} \int_{\xi^-}^{\xi^+} \sqrt{g} \left( \sigma_{\beta\mu} + \xi \gamma_{\beta\mu}^\alpha \sigma_{\alpha\mu} + \xi \gamma_{\beta\mu}^\alpha \sigma_{\alpha\mu} \right) \, d\xi$$  \hspace{1cm} (117)$$

with

$$\tilde{\sigma}_{ji} = z^j \gamma_{k}^j \sigma_{\alpha\beta} = \left[ \delta_{ij}^l + \xi \gamma_{ij}^l + O(\xi^2) \right] \left[ \delta_{ij}^k + \xi \gamma_{ij}^k + O(\xi^2) \right] \sigma_{ji}$$

$$= \sigma_{kj} + \xi \gamma_{ij}^l \sigma_{\alpha\beta} + \xi \gamma_{ij}^k \sigma_{\alpha\beta} + O(\xi^2)$$  \hspace{1cm} (118)$$

consulting the usual arguments.
The symmetry relation (110.1) has given rise to the definition of ‘pseudo’-shear forces in (103). Alternatively, the same relation allows to define another type of ‘pseudo’-shear forces,

\[ n^\alpha_3 := m_0^\alpha_3 + γ^3_α m_1^{αμ} \frac{1}{\sqrt{a}} \int_ξ^+ \sqrt{g} σ^α_3 dξ = m_0^3α. \]  

(119)

Concluding, the ‘pseudo’-shear forces \( n^α_3 \) and \( n^3α \) turn out to coincide mutually with their regular counterparts, i.e., \( n^α_3 = m_0^α_3 \) and \( n^3α = m_0^3α \).

4.6 Membrane state of stress

A massive simplification of balance Eqs. (105) and (106) is obtained for a membrane state of stress, i.e., for

\[ m_1^βα = 0, \quad p_1^β = 0. \]  

(120)

Accordingly, the moment balance (106) reduces to

\[ m_0^3β = 0, \quad ε αβ m_0^βα = 0, \]  

(121)

and the force balance (105) becomes

\[ m_0^βα \|_α + p_0^β = 0, \quad b_βα m_0^βα + p^3_0 = 0. \]  

(122.1,2)

To obtain (122.2) it is noted that \( \sqrt{g}_c = \frac{1}{\lambda} a_3 \), see (34), and thus

\[ γ^3_βα = \sqrt{g}_c^3 \cdot a_{βα} = \frac{1}{\lambda} b_βα, \quad p^3_0 = \sqrt{g}_c^3 \cdot p_0 = \frac{1}{λ} p_0^3. \]  

(123)

In the geometrically linear case, Eqs. (121) and (122) constitute a system of six equations governing the six unknown functions \( n^3α \) and \( n^βα \) as long as at least one component of the \( b_βα \) is not equal to zero, i.e., for an originally curved structure. With other words, a membrane state of stress can be considered as a statically determinate problem.3 These well-known circumstances are usually considered as a corollary of conventional linear shell theory. In the hierarchical context, it becomes apparent that the membrane theory derives from three-dimensional continuum mechanics via the assumptions (120) without imposing any other restrictions like kinematic constraints or assumptions concerning second- or higher-order moments.

5 Analysis of the first-order approximation

5.1 The role of transverse stretch

The influence of transverse (i.e., thickness) stretch \( λ \) is revealed by switching from the convected frame \( (\sqrt{g}_c^i) \) to the skew director frame \( (\sqrt{g}_3) \), which has been introduced in Sect. 2.1. From now on it is essential to differentiate notationally between these two triads,

\[ \sqrt{g}_c^ε = \sqrt{g}_3, \quad \sqrt{g}_c^3 = \lambda \sqrt{g}_3 = x_1, \]  

(124)

\[ \sqrt{g}_c^α = \sqrt{g}_α, \quad \sqrt{g}_c^3 = \frac{1}{\lambda} \sqrt{g}_3 = \frac{1}{λ} a_3. \]  

(125)

Further, \( \sqrt{g}_c = \lambda \sqrt{\tilde{g}} \). Here, \( \lambda = \lambda |_ξ = 0 \), the ‘bar’ is omitted for notational convenience. Vector and tensor components with respect to the convected frame will be indicated by a left-hand superscript ‘c’, those with respect to the skew director frame by a bar. In particular,

\[ ε^βα m_0^βα = \tilde{m}_0^βα, \quad m_0^3α = \frac{1}{λ} \tilde{m}_0^3α. \]  

(126)

3 This is not true in general, since, in the nonlinear case, the \( b_βα \) are unknown functions as well.
\[ c_β^β = \bar{p}_0, \quad c_β^3 = \frac{1}{λ} \bar{p}_0, \quad (127) \]

and

\[ c_3^β = \bar{m}_0^β = c_3^3 = \frac{1}{λ} \bar{m}_1^3, \quad (128.1,2) \]

\[ c_β^1 = \bar{p}_0^β = \bar{l}^β, \quad c_3^1 = \frac{1}{λ} \bar{p}_1^3. \quad (129) \]

The Christoffel symbols with respect to the convected metric at the reference surface are

\[
\begin{align*}
&c_γ^μ_βα = \bar{g}_c^μ \cdot \bar{g}_c^β, \quad c_γ^β_3α = \bar{g}_c^β, \quad c_γ^3_3α = \bar{g}_c^3, \\
&c_γ^3_βα = \bar{g}_c^3 \cdot \bar{g}_c^β_α = \frac{λ}{λ} \bar{g}_c^3_α, \quad (130) \\
&c_γ^3 = \bar{g}_c^3 \cdot \bar{g}_c^β_α = \frac{λ}{λ} \bar{g}_c^3_α.
\end{align*}
\]

where the \( \bar{γ}_{/μ} \) are the ones given in (15). Again, the bar on the \( γ \) coefficients will be skipped. The component equations with respect to the skew director frame,

\[
\begin{align*}
&m_0^β_α \|_α + γ_3α_μ m_0^3_α + \bar{p}_0^β = 0 \\
&m_0^3_α \|_α + γ_3α_μ m_0^3_α + γ_βα_μ \bar{m}_0^3_μ + \bar{p}_0^3 = 0 \quad \text{(131)}
\end{align*}
\]

and

\[
\begin{align*}
&m_β^0_α \|_α + γ_3α m_0^β_α - \bar{m}_0^3 + \bar{p}_0^β = 0 \\
&ε_αβ \left( m_0^β_α + γ_3μ_μ m_0^β_μ \right) = 0 \quad \text{(132)}
\end{align*}
\]

formally coincide with the ones derived for the convected frame, (105) and (106), respectively. With other words, they are formally independent of thickness stretch \( λ \). In contrast, this is not the case for the symmetry relation (110.1), which now reads

\[
\bar{γ}_3 = λ \bar{γ}_3 + γ_3μ_μ \bar{γ}_μ = 0 \quad \text{(133)}
\]

or, with \( \bar{λ}_1 = λ \) and \( \bar{γ}_3\|_μ = λ_μ + γ_3μ_μ \),

\[
\bar{γ}_3 = λ \bar{γ}_3 + γ_3μ_μ \bar{γ}_μ = 0 \quad \text{(134)}
\]

It will turn out in Sect. 6.2 that Eq. (134) fits well in the present framework in spite of its rather complicated shape.

5.2 The role of shear deformation

The essential structure behind the complicated shape of the balance Eqs. (131) and (132) can be carved out by another coordinate transformation, i.e., by switching from the skew director frame (\( \bar{g}_c \)) to the surface orthonormal frame (\( a_μ \)), also introduced in Sect. 2.1,

\[
\bar{g}_c = \bar{g}_c = a_μ, \quad \bar{g}_c = \frac{1}{λ} \bar{g}_c = a_3 + γ_β a_β, \quad \text{(135)}
\]

\[
\bar{g}_c = \bar{g}_c = a_μ - γ_β a_β, \quad \bar{g}_c = \frac{1}{λ} \bar{g}_c = a_3, \quad \text{(136)}
\]
and $\sqrt{g} = \sqrt{a}$. The ‘bar’ is again omitted for $\gamma^\beta = \gamma^\beta|_\xi=0$. Introducing the ‘non-bared’ components, i.e., the components with respect to the surface orthonormal frame, $m_0^{\beta\alpha} = a^k \cdot m_a^\beta$ and $p_0^k = a^k \cdot p_a^0$, one has

$$
\tilde{m}_0^{\beta\alpha} = \tilde{g}^\beta \cdot m_a^\alpha = m_0^{\beta\alpha} - \gamma^\beta m_{03}^{3\alpha}, \quad \tilde{m}_0^{3\alpha} = \tilde{g}^3 \cdot n_a^\alpha = a^3 \cdot n_a^\alpha = m_0^{3\alpha} , \\
\tilde{p}_0^\beta = \tilde{g}^\beta \cdot p_a^0 = p_0^\beta - \gamma^\beta p_0^3, \quad \tilde{p}_0^3 = \tilde{g}^3 \cdot p_a^0 = a^3 \cdot p_a^0 = p_0^3.
$$

Inserting in (131) yields

$$
\begin{align*}
m_0^{\beta\alpha}|_\alpha - b_a^\beta m_0^{3\alpha} + p_0^\beta &= 0 \\
m_0^{3\alpha}|_\alpha + b_\alpha^a m_0^{\beta\alpha} + p_0^3 &= 0
\end{align*}
$$

That is, the force balance equations have been given a shape which coincides formally with the one of their linear counterparts. Note that still no approximations apart from the static assumptions (86) have been made. The same result is achieved by expanding the vector Eq. (87.1) with respect to the surface orthonormal frame.

For the moment components,

$$
m^{\beta\alpha} = (a^3 \times a^\beta) \cdot m_a^\alpha = (\tilde{g}^3 \times \tilde{g}^\beta) \cdot (\lambda \tilde{g}_3 \times m_a^3) = \lambda \tilde{m}_0^{\beta\alpha} = \tilde{m}^{\beta\alpha} , \\
l^\beta = (a^3 \times a^\beta) \cdot l = (\tilde{g}^3 \times \tilde{g}^\beta) \cdot (\lambda \tilde{g}_3 \times p_a^3) = \lambda \tilde{p}_1^\beta = \tilde{l}^\beta.
$$

The last equality in each line follows from (128). Expanding the vector form of moment balance (90), the residual drill moments $m^{3\alpha}$ and $l^3$ (see Sect. 4.2) enter the component equations,

$$
m^{\beta\alpha}|_\alpha - m_0^{3\alpha} - \epsilon_\mu^\beta b_\mu^a m_a^{3\alpha} + l^\beta = 0 , \\
m_0^{3\alpha}|_\alpha - \epsilon_\alpha^a \left( m_0^{\beta\alpha} - b_\alpha^a m_a^{3\alpha} \right) + l^3 = 0
$$

The skew director frame helps to obtain a characterization of the residual drill components,

$$
\tilde{m}_0^{3\alpha} = m_0^{3\alpha} = a^3 \cdot m_a^\alpha = a^3 \cdot (\lambda \tilde{g}_3 \times m_a^3) = \epsilon_\beta^\alpha \gamma^\beta m_{\alpha\mu} , \\
\tilde{l}^3 = l^3 = a^3 \cdot l = a^3 \cdot (\lambda \tilde{g}_3 \times p_a^3) = \epsilon_\beta^\mu \gamma^\beta l_{\mu}.
$$

Inserting (143) and (144) in (142.1) or, alternatively, (140) and (141) in (106), the moment balance becomes

$$
m^{\beta\alpha}|_\alpha - \gamma^\beta b_\mu^a m_a^{\mu\alpha} + \gamma^\mu b_\mu^a m_{\mu\alpha} - m_0^{3\alpha} + l^\beta = 0 , \\
\epsilon_\beta^\alpha \left[ m_0^{\beta\alpha} - b_\alpha^a m_a^{\beta\alpha} - (\gamma^\beta m_{a\alpha}) \right] = 0.
$$

To obtain (145.2), the Ricci lemma (218) has been considered. In contrast to the force balance (139), extra terms involving the transverse shear strains $\gamma_\mu$ appear in (145). Their significance will be discussed in the proximate Sections.

5.3 The role of residual drill moments

The component representation with respect to the surface orthogonal basis of the shell balance equations reveals the formal difference compared to their linear counterparts: This difference is represented by the residual drill moments $m^{3\alpha}$ and $l^3$. Subsequently, it will be argued why they do not contribute significantly to the shell equilibrium in the context of the first-order approximation. In Sects. 5.4 and 5.5, it is demonstrated how feasible assumptions lead to the estimate

$$
\epsilon_\beta^\mu b_\mu^a m_a^{3\alpha} = \gamma^\beta b_\mu^a m_a^{\mu\alpha} - \gamma^\mu b_\mu^a m_a^{\beta\alpha} \ll m_0^{3\beta}
$$
such that the $m^{3\alpha}$ drop out from (142.1),

$$m^{3\alpha}|_a - m^{3\beta}_0 + l^\beta = 0.$$  \hfill (147)

Considering (142.2), the argumentation is as follows: Assuming hyperelastic material behaviour, the constitutive relation for the membrane strains (Sect. 6)

$$\varepsilon_{\beta\alpha} = \frac{1}{2} (a^\beta \cdot a_\alpha - A^\beta \cdot A_\alpha)$$

reads

$$\tilde{n}^{\beta\alpha} = \frac{\partial w}{\partial \varepsilon_{\beta\alpha}}$$  \hfill (148)

with $w = w(\varepsilon_{\beta\alpha})$ being the strain energy density. Due to the symmetry of the $\varepsilon_{\beta\alpha}$, their energetically conjugate counterparts $\tilde{n}^{\beta\alpha}$ are necessarily symmetric as well. To identify symmetric resultant force variables, only the symmetry conditions (145.2) are available. These contain derivatives and the external moment components $l^\beta$, deriving from internal and external drill moment components, respectively. However, a proper hyperelastic constitutive relation has to be independent of both. This discrepancy can be circumvented only by postulating that internal and external drill moment components equilibrate each other, i.e.,

$$m^{3\alpha}|_a + l^3 = 0$$  \hfill (149)

such that (142.2), or equivalently (145.2) pass into

$$\varepsilon_{\beta\alpha} \left( m^{\beta\alpha}_0 - b^\alpha_\mu m^{\beta\mu}_0 \right) = 0.$$  \hfill (150)

Concluding, the drill moment components have entirely disappeared from the moment balance Eqs. (147) and (150), which now formally coincide with their linear counterparts, as the force balance Eq. (139) does.

The corresponding physical interpretation of residual drill moments is as follows: In principle, the appearance of moment components in the transverse direction is unavoidable due to the definitions of moment vectors (91), (92), and (95) as long as a transverse shear deformation occurs; see Fig. 3. On the basis of feasible assumptions (zero normal stress, thinness, small transverse shear and bending strains, and hyperelasticity) the transverse moment components can be separated from the conventional balance equations, such that the shell equilibrium is uniquely determined by Eqs. (139), (147), (150), relating membrane forces, shear forces, and bending moments, together with the static boundary conditions

$$\nu_\alpha m^{3\alpha}_0 = M^\alpha_0, \quad \nu_\alpha m^{3\alpha}_0 = M^3_0, \quad \nu_\alpha m^{\beta\alpha}_0 = L^\beta.$$  \hfill (151)

The transverse (= drill) moment components may simply be ignored (i.e., they need not to be in equilibrium), which is justified by the preceding argumentation. Accordingly, the predicate residual is suggested for these drill moment components.
5.4 Zero transverse normal stress assumption

The transverse normal force \( \bar{m}_{0}^{33} := \bar{g}^{3} \cdot \bar{m}_{0}^{3} = a^{3} \cdot m_{0}^{33} \) does not enter the shell balance equations, neither in (105, 106) nor in (139)–(142). Consequently, there is a freedom to make the assumption that

\[
m_{0}^{33} = \frac{1}{\sqrt{a}} \int_{\xi^{+}}^{\xi^{-}} \sqrt{g} \sigma^{33} \, d\xi^{3} = 0.
\]

(152)

Since all higher-order moments \( m_{1}^{3}, m_{2}^{3}, \ldots \) vanish according to (87.3) and (86.1), Eq. (152) is equivalent to

\[
\sigma^{33}(\xi^{\alpha}, \xi^{3}) \equiv 0,
\]

(153)

which justifies to call (152) the zero transverse normal stress assumption. It is inevitably linked with an additional assumption,

\[
p_{1}^{3} = \frac{1}{\sqrt{a}} \int_{\xi^{+}}^{\xi^{-}} \sqrt{g} \xi_{f}^{3} \, d\xi + \frac{1}{\sqrt{a}} \left[ \sqrt{g} \xi_{f}^{3} \right]_{\xi^{+}}^{\xi^{-}} = 0,
\]

(154)

claiming that there is no distributed through-the-thickness loading. Note that \( p_{1}^{3} \) and the drill component \( l^{3} \) are entirely unrelated to each other.

In this context, conventional treatments of shell theory adopt the following argumentation: Condition (152) can be applied to eliminate the degree of freedom related to the thickness change from the constitutive law via static condensation. This leads to a freedom in choosing the length of the convected basis vector \( g_{3} \). For the sake of convenience, one chooses \( \| g_{3} \| = 1 \) in accordance with the Reissner–Mindlin assumption. Here, the Reissner–Mindlin assumption (or another kinematic restriction) is not applied, which has already been emphasized. Instead, the additional static assumptions (152) and (154) can be used to simplify the moment balance (147): The balance Eq. (112) reads in the present context, see (15.3) and (128.1),

\[
b_{\beta\alpha} m^{\beta\alpha} = \lambda \left( m_{0}^{33} - p_{1}^{3} \right).
\]

(155)

Consequently, assuming (152) and (154), the term \( b_{\beta\alpha} m^{\beta\alpha} \) in (145.1) vanishes,

\[
m^{\beta\alpha} |_{\alpha} + \gamma^{\mu} b_{\mu\alpha} m^{\beta\alpha} - m_{0}^{33} + l^{3} = 0.
\]

(156)

At first glance, one could be misled to identify \( m_{0}^{33} - \gamma^{\mu} b_{\mu\alpha} m_{0}^{3\beta} \) with \( m_{0}^{3\beta} \), in analogy with (110.1). However, relation (110.1) only holds for the components with respect to the convected frame; see Sect. 5.1.

5.5 The role of thinness

For sufficiently thin shells, it makes sense to postulate

\[
| \gamma^{\mu} b_{\mu\alpha} m^{\beta\alpha} | \ll | m_{0}^{3\beta} |
\]

(157)

such that the moment balance Eq. (156) finally turns into (147). Roughly speaking, condition (157) is feasible as long as bending moments \( m_{0}^{3\beta} \) are ‘small’. A more rigorous justification for (157) is obtained as follows. For this purpose it is convenient to refer all relevant vector and tensor components to a normalized principal axes frame of the curvature tensor \( b_{\mu\alpha} \) and to make use of the principal curvatures \( R_{1} \) and \( R_{2} \). Then,

\[
\gamma^{\mu} b_{\mu\alpha} m^{\beta\alpha} = \frac{\gamma_{1}}{R_{1}} m^{31} + \frac{\gamma_{2}}{R_{2}} m^{32}.
\]

(158)

Common dimensionality considerations lead to the estimates for shear and bending strains (defined in Sect. 6),

\[
\gamma_{\beta} = O(1), \quad \varepsilon_{\beta\alpha}^{(1)} = O\left( \frac{1}{t} \right),
\]

(159)

Correspondingly, for shear forces and bending moments,

\[
m_{0}^{3\beta} = O(t), \quad m_{0}^{3\beta} = O(t^{2}).
\]

(160)
Inserting these estimates in (158) yields
\[
\left| \gamma^{\mu} b_{\mu \alpha} m^\beta \right| \ll \frac{t}{R} |m_0^3| \tag{161}
\]
with \( R = \min(|R_1|, |R_2|) \) being the minimum curvature radius. That is, as long as the assumptions leading to the estimates (160) hold, condition (157) is a consequence of thinness, i.e., of
\[
\frac{t}{R} \ll 1. \tag{162}
\]

### 6 Recovery of the geometrically exact shell theory

#### 6.1 The kinematic variables and the principle of virtual displacements

To complete the derivation of the first-order approximation, the kinematic variables are again derived via the principle of virtual displacements. For the hierarchical theory, the PVD has been given in Sect. 3.1. Its first-order counterpart is obtained applying the static constraints (86),
\[
\int_A (m_0^{\alpha} \cdot \delta \mathbf{u}_{0, \alpha} + m_1^3 \cdot \delta \mathbf{u}_1 + m_1^{\alpha} \cdot \delta \mathbf{u}_{1, \alpha} + 2 m_1^3 \cdot \delta \mathbf{u}_2) \, dA
= \int_A (p_0 \cdot \delta \mathbf{u}_0 + p_1 \cdot \delta \mathbf{u}_1) \, dA + \int_{\partial A} (M_0 \cdot \delta \mathbf{u}_0 + M_1 \cdot \delta \mathbf{u}_1) \, ds. \tag{163}
\]
The fourth term on the left-hand side is the only one which contains the second-order virtual displacement vector \( \delta \mathbf{u}_2 \). It thus leads immediately to the trivial balance equation \( m_1^3 = 0 \) and will therefore be omitted. Making use of the pseudo-force vector \( n^\alpha = m_1^\beta \mu g_{5, \mu}^3, \) introduced in (104), the virtual strain energy density, i.e., the integrand on the left-hand side, becomes
\[
\delta w' = \left( n^{\beta \alpha} a_\beta + n^{3 \alpha} g_{3}^c + n^{1 \alpha \mu} g_{5, \mu}^3 \right) \cdot \delta \mathbf{u}_{0, \alpha} + n^{\alpha 3} a_\alpha \cdot \delta \mathbf{u}_1
+ m_0^3 g_{3}^c \cdot \delta \mathbf{u}_1 + m_1^{\beta \alpha} a_\beta \cdot \delta \mathbf{u}_{1, \alpha}
= n^{\beta \alpha} a_\beta \cdot \delta \mathbf{a}_\alpha + n^{3 \alpha} (g_{3}^c \cdot \delta \mathbf{a}_\alpha + a_\alpha \cdot \delta g_{3}^c) +
+ m_0^3 g_{3}^c \cdot \delta g_{3}^c + m_1^{\beta \alpha} \left( a_\beta \cdot \delta g_{5, \alpha}^3 + g_{5, \alpha}^3 \cdot \delta a_\beta \right). \tag{164}
\]
Note that all tensor components refer to the convected frame (the left-hand superscript ‘c’ has again been omitted for notational convenience). For the second equality, use has been made of the symmetry relation (103) and of
\[
\delta \mathbf{u}_{0, \alpha} = \delta \mathbf{a}_\alpha, \quad \delta \mathbf{u}_1 = \delta \mathbf{x}_1 = \delta g_{3}^c. \tag{165}
\]
Respecting the symmetry of pseudo-forces \( n^{\beta \alpha} \), expression (164) gives rise to the definition of the strain measures
\[
\begin{align*}
\delta \varepsilon_{\beta \alpha}^{(0)} &= \frac{1}{2} \left( a_\beta \cdot \delta \mathbf{a}_\alpha + a_\alpha \cdot \delta a_\beta \right), \\
\delta \varepsilon_{\beta \alpha}^{(1)} &= a_\beta \cdot \delta g_{5, \alpha}^3 + g_{5, \alpha}^3 \cdot \delta a_\beta, \\
\delta \varepsilon_{3 \alpha}^{(0)} &= \frac{1}{2} (g_{3}^c \cdot \delta \mathbf{a}_\alpha + a_\alpha \cdot \delta g_{3}^c), \\
\delta \varepsilon_{33}^{(0)} &= g_{3}^c \cdot \delta g_{3}^c.
\end{align*}
\tag{166}
\]
and the strain energy density (164) finally reads
\[
\delta w' = n^{\beta \alpha} \delta \varepsilon_{\beta \alpha}^{(0)} + m_1^{\beta \alpha} \delta \varepsilon_{\beta \alpha}^{(1)} + n^{3 \alpha} 2 \delta \varepsilon_{3 \alpha}^{(0)} + m_0^3 \delta \varepsilon_{33}^{(0)}. \tag{167}
\]
The virtual strain measures can be considered as the variations of their physical counterparts,

\[
\varepsilon_{\beta\alpha}^{(0)} = \frac{1}{2} (a_{\beta} \cdot a_{\alpha} - A_{\beta} \cdot A_{\alpha}) = \frac{1}{2} (a_{\beta\alpha} - A_{\beta\alpha}) \\
\varepsilon_{\beta\alpha}^{(1)} = a_{\beta} \cdot \bar{g}_{3,\alpha}^{c} - A_{\beta} \cdot A_{3,\alpha} = (\lambda \gamma_{\beta})|_{\alpha} - \lambda b_{\beta\alpha} + B_{\beta\alpha} \\
\varepsilon_{3\alpha}^{(0)} = \frac{1}{2} \left( \bar{g}_{3}^{c} \cdot a_{\alpha} - A_{3} \cdot A_{\alpha} \right) = \frac{1}{2} \lambda \gamma_{\alpha} \\
\varepsilon_{3\alpha}^{(0)} = \frac{1}{2} \left( \bar{g}_{3}^{c} \cdot \bar{g}_{3,\alpha}^{c} - A_{3} \cdot A_{3,\alpha} \right) = \frac{1}{2} \left( \lambda^{2} - 1 + \lambda^{2} \gamma_{\alpha} \gamma^{\alpha} \right)
\]

Recall that (167) has been derived here via the hierarchical approach under the restriction of the static assumptions (86). In contrast, the ‘conventional approach’ is as follows: Adopting the kinematic assumptions

\[
\bar{g}_{3}^{c}(\xi^{\beta}, \xi^{3}) = a_{\alpha}(\xi^{\beta}) + \xi^{3} \bar{g}_{3}^{c}(\xi^{\beta}, \xi^{3}) = \bar{g}_{3}^{c}(\xi^{\beta})
\]

in the expression for the virtual strain energy,

\[
\delta W_{\text{int}} = \int_{\mathcal{B}} P : \delta \mathbf{F} \, dV_{0} = \int_{\mathcal{B}} s^{i} : \delta \bar{g}_{3}^{c} \, dV = \int_{\mathcal{A}} \delta w^{i} \, dA,
\]

a similar expression for the virtual strain energy density is obtained [33],

\[
\delta w^{i} = n^{\alpha\beta} \delta e_{\beta\alpha}^{(0)} + m_{1}^{\beta\alpha} \delta e_{\beta\alpha}^{(1)} + n^{3} \lambda^{2} 2 \delta e_{3\alpha}^{(0)} + m_{1}^{3} 2 \delta e_{3\alpha}^{(1)} + m_{0}^{33} \delta e_{33}^{(0)},
\]

which involves the components of the pseudo transverse force vector

\[
\bar{m}_{0}^{3} := m_{0}^{3} - m_{1}^{3} \bar{g}_{3,\alpha} = m_{0}^{3} a_{\beta} + m_{0}^{3} \bar{g}_{3}^{c}
\]

and additional virtual strain variables

\[
\delta e_{3\alpha}^{(1)} = \frac{1}{2} \left( \bar{g}_{3}^{c} \cdot \delta \bar{g}_{3,\alpha}^{c} + \bar{g}_{3,\alpha}^{c} \cdot \delta \bar{g}_{3}^{c} \right)
\]

deriving from

\[
\varepsilon_{3\alpha}^{(1)} = \frac{1}{2} \left( \bar{g}_{3}^{c} \cdot \bar{g}_{3,\alpha}^{c} - A_{3} \cdot A_{3,\alpha} \right).
\]

Due to moment balance, \( \bar{m}_{0}^{3} = n^{3} \beta \). Note that the \( \varepsilon_{3\alpha}^{(1)} \) are not independent variables. Instead, \( \varepsilon_{3\alpha}^{(1)} = \varepsilon_{33,\alpha}^{(0)} \). The strain energy expressions of the hierarchic and of the conventional approach, (167) and (171), respectively, coincide if the static assumptions of the former are supplemented by the zero transverse normal stress assumption (152),

\[
m_{0}^{33} = 0
\]

on the one hand, and the kinematic assumptions of the latter by the transverse non-extensibility constraint

\[
\varepsilon_{33}^{(0)} \frac{1}{2} = 0
\]

on the other. Consequently, the common expression

\[
\delta w = n^{\alpha\beta} \delta e_{\beta\alpha}^{(0)} + m_{1}^{\beta\alpha} \delta e_{\beta\alpha}^{(1)} + n^{3} \lambda^{2} 2 \delta e_{3\alpha}^{(0)}
\]

is obtained. That is, the two conceptionally totally different approaches deliver the same expression for the PVD. To be more precise, it is mentioned that the two resulting theories still differ with respect to one aspect. The hierarchic approach yields the symmetry of bending moments, \( m_{1}^{\beta\alpha} = m_{1}^{\alpha\beta} \), and the absence of shear force couples, \( m_{1}^{3\alpha} = 0 \), as additional balance equations. In contrast, these conditions are merely postulated in the context of the conventional approach.
6.2 Elimination of thickness stretch

For the conventional approach, the degree of freedom related to the thickness stretch is explicitly omitted due to the condition (175). This is not the case for the hierarchical approach where a through-the-thickness straining is present implicitly and is represented by the variable \( \lambda \). In principle, \( \lambda \) could be determined via the constitutive relation from the zero transverse normal stress assumption and thereby eliminated from the formulation. A more feasible approach is described here. Given the assumptions (compare Sect. 5.4)

\[
m^3_{0} = 0, \quad \bar{p}^3 = 0, \quad \bar{M}^3 = 0 \tag{177}
\]

the variable \( \lambda \) can be eliminated formally from the PVD without referring to a specific constitutive relation. Note that the external moments \( \bar{p}^3 \) and \( \bar{M}^3 \) are related to a through-the-thickness loading, compare (58) and (57). They must not be confused with the external drill moment components \( l^3 \) or \( l^3 \). To proceed, the derivations of the previous Section are recapitulated while decomposing force and moment vectors with respect to the skew director frame \((\mathbf{a}_{\beta}, \mathbf{g}_3)\). By this means, the thickness stretch variable \( \lambda \) explicitly enters the PVD. In the following, the component notation introduced in Sect. 5.2 is adopted. That is, bared variables refer to the skew director frame and non-bared ones to the surface orthogonal frame. According to \( \mathbf{g}_3 = \bar{\lambda} \mathbf{g}_3 \),

\[
\delta \mathbf{u}_1 = \mathbf{g}_3 \delta \lambda + \lambda \delta \bar{\mathbf{g}}_3, \tag{178}
\]

\[
\delta \mathbf{u}_{1,\alpha} = \mathbf{g}_{3,\alpha} \delta \lambda + \mathbf{g}_3 \delta \lambda_{,\alpha} + \lambda \alpha \delta \bar{\mathbf{g}}_3 + \lambda \lambda \delta \bar{\mathbf{g}}_{3,\alpha}. \tag{179}
\]

Converting the term with the \( \delta \lambda_{,\alpha} \) via the product rule and the divergence theorem, considering that \( \bar{m}^3_{1} = \bar{m}^3 = \bar{m}^3_{1} = 0 \), and arranging the virtual work terms in a convenient way, (163) is reformulated equivalently,

\[
\int_A \left\{ (\bar{m}^3_{1} - \gamma_{3\mu} \bar{m}^{\alpha\mu}) \mathbf{a}_\beta \cdot \delta \mathbf{a}_\alpha + (\bar{m}^3_{0} - \gamma_{3\mu} \bar{m}^{\alpha\mu}) \mathbf{g}_3 \cdot \delta \mathbf{a}_\alpha \right. \\
+ \left( \bar{\lambda} \bar{m}^3 + \frac{\lambda_{,\alpha}}{\lambda} \bar{m}^{\beta\mu} \mathbf{a}_\beta \cdot \delta \mathbf{g}_3 + \bar{m}^{\beta\alpha} \mathbf{a}_\beta \cdot \delta \mathbf{g}_3 + \mathbf{g}_3 \cdot \delta \mathbf{a}_\beta \right) + \lambda \bar{m}^3 \mathbf{g}_3 \cdot \delta \mathbf{g}_3 \\
+ \left[ \bar{m}^3_{0} - \gamma_{3\mu} \bar{m}^3_{1} - \bar{p}^3_{1} + \gamma_{\beta}(\bar{m}^3_{0} - \bar{p}^3_{1} \mathbf{n}^3_{1} - \bar{p}^3_{1}) \right] \delta \lambda \right\} dA \tag{180}
\]

The two underlined expressions in the third line vanish at equilibrium due to (112) and (108.1), respectively. The other terms involving \( \bar{m}^3_{0}, \bar{p}^3, \) and \( \bar{M}^3 \) disappear as a consequence of assumptions (177). Considering further (134) as well as \( \bar{L}^3 = \bar{\lambda} \bar{L}^3 \) and, correspondingly, \( \bar{L}^3 = \bar{\lambda} \bar{M}^3 \), the thickness stretch \( \lambda \) does not show up in the PVD anymore,

\[
\int_A \left\{ \bar{m}^3_{0} \mathbf{a}_\beta \cdot \delta \mathbf{a}_\alpha + \bar{m}^3 \mathbf{g}_3 \cdot \delta \mathbf{a}_\alpha + \bar{m}^{\beta\alpha} \mathbf{a}_\beta \cdot \delta \mathbf{g}_3 \right\} dA \\
= \int_A \left( \mathbf{p}_0 \cdot \delta \mathbf{u}_0 + \bar{L}^3 \mathbf{a}_\beta \cdot \delta \mathbf{g}_3 \right) dA + \int_{\delta A} \left( \mathbf{M}_0 \cdot \delta \mathbf{u}_0 + \bar{L}^3 \mathbf{a}_\beta \cdot \delta \mathbf{g}_3 \right) ds \tag{181}
\]

In the present context, pseudo-membrane and pseudo-shear forces read

\[
\bar{m}^3_{0} := \bar{m}^3_{0} - \gamma_{3\mu} \bar{m}^{\alpha\mu}, \tag{182}
\]

\[
\bar{m}^3 := \bar{m}^3_{0} - \gamma_{3\mu} \bar{m}^{\alpha\mu} = \lambda \bar{m}^3 + \frac{\lambda_{,\alpha}}{\lambda} \bar{m}^{\beta\mu}. \tag{183}
\]

Considering the symmetry of the \( \bar{m}^3_{0} \), the virtual strain variables entering (181) are

\[
\begin{align*}
\delta \varepsilon^{(0)}_{\beta\alpha} &= \frac{1}{2} \left( \mathbf{a}_\beta \cdot \delta \mathbf{a}_\alpha + \mathbf{a}_\alpha \cdot \delta \mathbf{a}_\beta \right) \\
\delta \varepsilon^{(1)}_{\beta\alpha} &= \mathbf{a}_\beta \cdot \delta \mathbf{g}_3 + \mathbf{g}_3 \cdot \delta \mathbf{a}_\beta \\
\delta \varepsilon^{(0)}_{3\alpha} &= \frac{1}{2} \left( \mathbf{g}_3 \cdot \delta \mathbf{a}_\alpha + \mathbf{a}_\alpha \cdot \delta \mathbf{g}_3 \right)
\end{align*} \tag{184}
\]
such that the virtual strain energy expression still formally coincides with its original appearance (176),
\[
\delta w = n^{0} b_{\alpha} \delta \varepsilon_{\beta\alpha}^{(0)} + n^{0} b_{\alpha} \delta \varepsilon_{\beta\alpha}^{(1)} + n^{3} 2 \delta \varepsilon_{3\alpha}^{(0)}.
\]

The physical counterparts of virtual strains (184) read
\[
\begin{align*}
\tilde{\varepsilon}_{\beta\alpha}^{(0)} &= \frac{1}{2} \left( a_{\beta} \cdot a_{\alpha} - A_{\beta} \cdot A_{\alpha} \right) = \frac{1}{2} \left( a_{\beta} - A_{\beta} \right) \\
\tilde{\varepsilon}_{\beta\alpha}^{(1)} &= a_{\beta} \cdot \tilde{g}_{3,\alpha} - A_{\beta} \cdot A_{3,\alpha} = \gamma_{\beta|\alpha} - b_{\beta\alpha} + B_{\beta\alpha} \\
\tilde{\varepsilon}_{3\alpha}^{(0)} &= \frac{1}{2} \left( \tilde{g}_{3} \cdot a_{\alpha} - A_{3} \cdot A_{\alpha} \right) = \frac{1}{2} \gamma_{\alpha}
\end{align*}
\]

Concluding, neither the kinematic relations nor the PVD are affected formally by a scaling \( \frac{1}{\lambda} \) of the director vector \( \tilde{g}_{3} = \frac{1}{\lambda} \tilde{g}_{3} \). This conclusion holds under the assumptions (177). Note that no additional approximations are involved in the derivation. Consequently, for any choice of this scaling, the same structure of the theory is obtained. In particular, the scaling can be chosen such that \( \| \tilde{g}_{3} \| = 1 \): Replacing \( \lambda \) by a \( \lambda' = \lambda \sqrt{1 + \gamma_{\beta} \gamma_{\beta}} \), the previous derivations apply analogously. In this way, conventional Reissner–Mindlin kinematics are recovered. This choice of scaling is of exceptional practical relevance since it allows to parameterize the kinematics of the director vector by means of rotational degrees of freedom [31].

**Remark** Certainly, any kinematic variable can be eliminated from the PVD with the help of the corresponding balance equation. What has been shown here is that the variable \( \lambda \) can be eliminated without changing the formal structure of the theory.

### 7 Conclusions

To summarize, an infinite hierarchy of nonlinear \( \ell \)-th-order shell theories has been derived from three-dimensional continuum mechanics based on a polynomial series expansion of the displacement field. Posing a static assumption, namely that second- and higher-order moments vanish, a first-order approximation is obtained which can be considered as a ‘conventional’ shell theory. In particular, it is shown that, within the same theoretical framework, the static assumption on the one hand and the common Reissner–Mindlin-type kinematic assumption on the other lead to the same theory, here called the ‘geometrically exact’ shell theory. This coincidence, which is well known from the linear theory, is explicated in full generality. As a side result, the unavoidable appearance of transverse (= drill) moment components is analysed. Feasible approximations are formulated which allow to separate these drill moment components from the remaining balance equations without affecting the equilibrium of the standard static variables (membrane and shear forces, bending moments). Interestingly, these approximations are well known from conventional treatments of shell theory, although they appear in a different context there. This procedure leads to a favourable structure of the component representation of balance equations in the sense that they formally coincide with the ones of linear shear-deformable shell theory. This is worth to be mentioned since former formulations of the geometrically exact theory come along with component equations which are hardly manageable due to the explicit appearance of Christoffel symbols. Most of these results are of rather theoretical interest. They help to better understand the relation of different shell theories and to integrate these in a common framework. The following aspects shall be emphasized:

(i) Introducing a spatial (i.e., length measuring with respect to the deformed configuration) through-the-thickness coordinate, the ‘skew director’ coordinate system emerges in a natural way and turns out be particularly beneficial to analyse the exact role of shear deformation and thickness stretch in the context of the first-order approximation.

(ii) To correctly classify the role of transverse (= drill) moment components, it is differentiated between the ‘genuine’ drill moments of the statically exact theory and ‘residual’ ones. Eliminating the latter, the component representation of the shell balance equations turn into a particularly beneficial format.

(iii) The residual drill moments need not to be in equilibrium with the external moments. That is, no external transverse moment components are required to equilibrate the internal ones. Consequently, external moments can be applied tangent to the reference surface disregarding any possible shear deformation. Although this might appear as a matter of course, it is not consistent with the geometrically exact theory a priori.
(iv) It is clearly separated between a ‘hierarchic’ approach applying static assumptions on the one hand and the ‘conventional’ approach based on kinematic assumptions on the other.

(v) In the conventional approach, the thickness stretch variable is explicitly excluded from the formulation via a kinematic assumption. In contrast, for the hierarchic approach, the zero transverse normal stress assumption can be used to eliminate the thickness stretch variable from the PVD without altering its formal structure.

(vi) The membrane theory is commonly derived as a special case of conventional shell theory, either of Kirchhoff–Love or of Reissner–Mindlin type. It is an interesting side result that the membrane theory derives from the hierarchic approach with one single assumption, i.e., the absence of bending moments, disregarding any additional kinematic or static constraints (concerning the cross-sectional deformation or higher-order \[=\text{warping}\] moments).

Here, the hierarchic point of view is clearly propagated since its basis, the static assumptions, have a very natural appearance. This is in contrast to the Reissner–Mindlin kinematic assumption, which is of rather heuristic nature. This conception is supported by two observations: Firstly, if Reissner–Mindlin kinematics would reflect a physical deformation, any transverse shear deformation would come along with a contraction in the thickness direction. This clearly disagrees with the empirical perception and is the reason why Reissner–Mindlin-type theories are not asymptotically consistent with three-dimensional continuum mechanics \[22,27\].

Secondly, from a more practical point of view, it turns out that, whenever higher-order approaches become relevant, such as for sandwich shell structures, warping moments due to a constraining of cross-sectional warping have more influence on the overall behaviour of the structure than the effect of cross-sectional warping (due to self-equilibration of internal forces) itself. \[3\] From this it can be concluded that, when choosing an appropriate level of approximation, the primary question is, which maximum order of stress resultants is required. The corresponding kinematics then follow from considerations on the asymptotic consistency.

So far, in the context of nonlinear shell theories, the Reissner–Mindlin assumption has been justified \textit{a posteriori} in the sense that its implementations have proven to deliver feasible results. The present hierarchic approach can be considered as a step further since it provides a theoretical justification as well. From the hierarchic point of view, the picture is as follows: Cross-sectional and through-the-thickness deformations are considered to be unconstrained \textit{a priori}. Due to self-equilibration of the corresponding static variables, cross-sectional warping and thickness straining appear such that higher-order moments as well as the transverse normal force (almost) vanish. As long as these static variables are in self-equilibrium, the corresponding kinematic variables can be eliminated from the formulation such that only the standard variables remain. From this point of view, Reissner–Mindlin kinematics are applied to reproduce the \textit{relevant} part of shell deformation but \textit{not} to constrain the shell deformation. This conception is supported by the observation that Reissner–Mindlin-type shell theories are able to deliver feasible results (related to deformation and in-plane stresses) even for weak-core sandwich structures, e.g., where relevant cross-sectional warping actually occurs. \[6\]
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\section*{A Mathematical prerequisites}

\subsection*{A.1 Some vector and tensor algebra}

It is convenient to introduce the Kronecker symbol

\begin{equation}
\delta^i_j = \begin{cases} 
1, & i = j \\
0, & i \neq j 
\end{cases} 
\end{equation}

\[187\]

\[4\] That is, Reissner–Mindlin theories on the one hand and three-dimensional nonpolar continuum mechanics on the other do not lead to the same results in the limit \(t \to 0\).

\[5\] This effect is more commonly known from the torsion of rods with constrained warping.

\[6\] In accordance with what has been mentioned in the previous Paragraph, this is true as long as no constraining of the cross-sectional deformation is present.
and the permutation symbol
\[ \epsilon(i, j, k) = \begin{cases} 1, & (i, j, k) \text{ is an even permutation of } (1, 2, 3) \\ 0, & (i, j, k) \text{ is not a permutation of } (1, 2, 3) \\ -1, & (i, j, k) \text{ is an odd permutation of } (1, 2, 3) \end{cases} \]  
To proceed, a curvilinear coordinate system with basis vectors \((\mathbf{g}_1, \mathbf{g}_2, \mathbf{g}_3)\) is embedded in the three-dimensional Euclidean space. The basis vectors span a parallelepiped with the volume \(\sqrt{\mathbf{g}} = (\mathbf{g}_1 \times \mathbf{g}_2) : \mathbf{g}_3\).

The components of the totally antisymmetric epsilon tensor, 
\[ \epsilon_{ijk} = \frac{1}{\sqrt{\mathbf{g}}} \epsilon(i, j, k), \quad \epsilon_{ijk} = \frac{1}{\sqrt{\mathbf{g}}} \epsilon(i, j, k) \]  
(189)
can be used to relate co- and contravariant basis vectors,
\[ \mathbf{g}^i = \frac{1}{2} \epsilon_{ijk} \mathbf{g}_j \times \mathbf{g}_k, \quad \mathbf{g}_i = \frac{1}{2} \epsilon_{ijk} \mathbf{g}_j \times \mathbf{g}_k \]  
(191)
and
\[ \mathbf{g}_i \times \mathbf{g}_j = \epsilon_{ijk} \mathbf{g}_k, \quad \mathbf{g}_i \times \mathbf{g}_j = \epsilon_{ijk} \mathbf{g}_k. \]  
(192)
Analogously, for a surface with the basis vectors \((\mathbf{a}_1, \mathbf{a}_2)\) embedded in the three-dimensional Euclidean space, the antisymmetric surface epsilon tensor is
\[ \epsilon_{\alpha\beta} = \sqrt{\mathbf{a}} \epsilon(\alpha, \beta, 3), \quad \epsilon_{\alpha\beta} = \frac{1}{\sqrt{\mathbf{a}}} \epsilon(\alpha, \beta, 3) \]  
(193)
with
\[ \sqrt{\mathbf{a}} = ||\mathbf{a}_1 \times \mathbf{a}_2|| \]  
(194)
being the area of the parallelogram spanned by the basis vectors. Making use of the surface unit normal vector\[ \mathbf{a}_3 = \frac{\mathbf{a}_1 \times \mathbf{a}_2}{\sqrt{\mathbf{a}}}, \]  
(195)
the contravariant basis vectors can be given as
\[ \mathbf{a}^\alpha = \epsilon_{\alpha\beta} \mathbf{a}_\beta \times \mathbf{a}_3, \quad \mathbf{a}^3 = \frac{1}{2} \epsilon_{\alpha\beta} \mathbf{a}_\alpha \times \mathbf{a}_\beta = \mathbf{a}_3. \]  
(196)
Conversely,
\[ \mathbf{a}_\alpha = \epsilon_{\alpha\beta} \mathbf{a}_\beta \times \mathbf{a}_3, \quad \mathbf{a}_3 = \frac{1}{2} \epsilon_{\alpha\beta} \mathbf{a}_\alpha \times \mathbf{a}_\beta \]  
(197)
and
\[ \mathbf{a}_3 \times \mathbf{a}_\alpha = \epsilon_{\alpha\beta} \mathbf{a}_\beta, \quad \mathbf{a}_\alpha \times \mathbf{a}_\beta = \epsilon_{\alpha\beta} \mathbf{a}_3. \]  
(198)
Further helpful relations are
\[ \epsilon^{\alpha\mu} \epsilon_{\beta\nu} = \delta^\alpha_\beta \delta^\mu_\nu - \delta^\alpha_\nu \delta^\mu_\beta, \quad \epsilon^{\alpha\mu} \epsilon_{\beta\mu} = \delta^\alpha_\beta, \quad \epsilon^{\alpha\mu} \epsilon_{\alpha\mu} = \delta^\alpha_\beta. \]  
(199)
The covariant, contravariant, and mixed metric coefficients of the surface metric tensor
\[ a_{\alpha\beta} = \mathbf{a}_\alpha \cdot \mathbf{a}_\beta, \quad a^{\alpha\beta} = \mathbf{a}^\alpha \cdot \mathbf{a}^\beta, \quad \delta_{\alpha\beta} = \mathbf{a}^\alpha \cdot \mathbf{a}_\beta \]  
(200)
can be used to lower, raise, and to exchange indices, respectively. That is, for any surface vector \(\mathbf{y} = y^\alpha \mathbf{a}_\alpha = y_\alpha \mathbf{a}^\alpha,\)
\[ y_\alpha = a_{\alpha\mu} y^\mu, \quad y^\alpha = a^{\alpha\mu} y_\mu, \quad y^\alpha = \delta_{\alpha\mu} y_\mu. \]  
(201)
In particular, \(a^{\alpha\mu} a_{\mu\beta} = \delta^\alpha_\beta.\) Finally, due to
\[ 2 = \epsilon^{\alpha\mu} \epsilon_{\beta\mu} = \epsilon^{\alpha\mu} \epsilon_{\beta\nu} a_{\alpha\beta} a_{\mu\nu} = \frac{2}{a} (a_{11} a_{22} - a_{12} a_{21}) = 2 \frac{|d a_{\alpha\beta}|}{a} \]  
(202)
the square \(a\) of so-called Gram’s determinant \(\sqrt{a}\) turns out to equal the determinant of the covariant metric coefficient matrix.
A.2 Basic tensor analysis on a surface

A shell reference surface $\mathcal{A}$ shall be spanned by position vectors $\bar{x} = \bar{x}(\xi^\alpha)$. The parameters $\xi^\alpha$, $\alpha = 1, 2$, are the (curvilinear) coordinates of the surface. Here, they are considered to be dimensionless. A natural choice for the covariant basis vectors is then

$$a_\alpha = \frac{\partial \bar{x}}{\partial \xi^\alpha}.$$  \hspace{1cm} (203)

The surface element at the reference surface is

$$dA = \sqrt{a} \, d\xi^1 \, d\xi^2.$$  \hspace{1cm} (204)

The covariant components of the curvature tensor $b = b_{\alpha\beta} a^\alpha \otimes a^\beta$,

$$b_{\alpha\beta} = a_3 \cdot a_{\alpha,\beta} = a_3 \cdot a_{\beta,\alpha} = -a_\alpha \cdot a_{3,\beta} = -a_\beta \cdot a_{3,\alpha},$$  \hspace{1cm} (205)

offer an information about the change of normal vector $a_3$. Their symmetry is a consequence of the interchangeability of second derivatives. The two rightmost expressions follow from the orthogonality condition $a_3 \cdot a_\alpha = 0$. It is a trivial consequence of (205) that

$$a_{3,\alpha} = -b_{\alpha\beta} a^\beta = -b_\alpha^\beta a^\beta.$$  \hspace{1cm} (206)

An analogous relation for the in-plane basis vectors,

$$a_{\beta,\alpha} = \Gamma^\mu_{\beta\alpha} a_\mu + b_{\beta\alpha} a_3, \quad a^{\beta,\alpha} = -\Gamma^\alpha_{\mu\beta} a^\mu + b^\beta_\alpha a_3,$$  \hspace{1cm} (207)

makes use of the surface Christoffel symbols,

$$\Gamma^\mu_{\beta\alpha} = a^\mu \cdot a_{\beta,\alpha} = -a_\beta \cdot a^{\mu,\alpha} = \Gamma^\mu_{\alpha\beta}.$$  \hspace{1cm} (208)

The second equality is a consequence of $a^\mu \cdot a_\beta = \delta^\mu_\beta$. Equations (206) and (207) are known as the derivation rules of Weingarten and of Gauss, respectively. The covariant derivatives of any surface vector $y = y^\beta a_\beta$ are

$$a^{\beta} \cdot y,\alpha = y^{\beta,\alpha} + \Gamma^\beta_{\mu\alpha} y^\mu = y^{\beta}_{|\alpha}, \quad a^\beta \cdot y,\alpha = y_{\beta,\alpha} - \Gamma^\mu_{\beta\alpha} y_\mu = y_{\beta}|\alpha.$$  \hspace{1cm} (209)

In particular, the divergence of vector field $y$ reads

$$\text{div} \, y = y^\alpha |_{|\alpha} = y^{\alpha,\alpha} + \Gamma^\alpha_{\mu\alpha} y^\mu = \frac{1}{\sqrt{a}} (\sqrt{a} \, y^\alpha),$$  \hspace{1cm} (210)

since $\Gamma^\alpha_{\mu\alpha} = \frac{1}{\sqrt{a}} (\sqrt{a})_{,\alpha}$ as can be confirmed by direct calculation. The surface divergence theorem will play a central role,

$$\int_\mathcal{A} \frac{1}{\sqrt{a}} (\sqrt{a} \, y^\alpha) \, dA = \int_{\partial \mathcal{A}} y^\alpha v_\alpha \, ds,$$  \hspace{1cm} (211)

converting the area integral into a path integral along the boundary $\partial \mathcal{A}$ of the surface $\mathcal{A}$ (or of a simply connected subset), where

$$ds = \sqrt{a_{\alpha\beta} \, d\xi^\alpha \, d\xi^\beta}.$$  \hspace{1cm} (212)

is the line element on the curve $c(\xi^1, \xi^2) = 0$, which represents $\partial \mathcal{A}$, and $v = v_\alpha a^\alpha$ is the corresponding outward unit normal vector.

For contravariant tensor components $y^{\mu\beta} = a^{\mu} \cdot Y \cdot a^\beta$ the covariant derivatives are

$$a^{\mu} \cdot Y,\alpha \cdot a^\beta = y^{\mu\beta,\alpha} + \Gamma^\beta_{\nu\alpha} y^{\mu\nu} + \Gamma^\mu_{\nu\alpha} y^{\nu\beta} = y^{\mu\beta}_{|\alpha}.$$  \hspace{1cm} (213)
The divergence of a tensor $Y = y^{\mu\nu} a_\mu \otimes a_\nu$, is given by
\[
\text{div } Y = y^{\mu\alpha} a_\mu = \frac{1}{\sqrt{a}} \left( \sqrt{a} Y \cdot a^\alpha \right)_\alpha
\]
with
\[
y^{\mu\alpha} = y^{\mu\alpha} + \Gamma^\alpha_{\nu\mu} y^{\nu\mu} + \Gamma^\mu_{\beta\alpha} y^{\beta\alpha} = \frac{1}{\sqrt{a}} \left( \sqrt{a} Y \cdot a^\alpha \right)_\alpha + \Gamma^\mu_{\beta\alpha} y^{\beta\alpha},
\]
and the tensor divergence theorem reads
\[
\int_A \frac{1}{\sqrt{a}} \left( \sqrt{a} Y \cdot a^\alpha \right)_\alpha \, dA = \int_{\partial A} Y \cdot n \, ds.
\]
It can be verified by direct calculation that
\[
a^\alpha_{\beta\mu} = 0, \quad a_{\alpha\beta} \big|_{\mu} = 0, \quad \delta^\alpha_{\beta|\mu} = 0
\]
(Ricci lemma), and similarly
\[
\epsilon^{\alpha\beta} \big|_{\mu} = 0, \quad \epsilon_{\alpha\beta} \big|_{\mu} = 0.
\]
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