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SUMMARY

Reinforcement learning methods achieve performance superior to humans in a wide range of complex tasks and uncertain environments. However, high performance is not the sole metric for practical use such as in a game AI or autonomous driving. A highly efficient agent performs greedily and selfishly, and is thus inconvenient for surrounding users, hence a demand for human-like agents. Imitation learning reproduces the behavior of a human expert and builds a human-like agent. However, its performance is limited to the expert’s. In this study, we propose a training scheme to construct a human-like and efficient agent via mixing reinforcement and imitation learning for discrete and continuous action space problems. The proposed hybrid agent achieves a higher performance than a strict imitation learning agent and exhibits more human-like behavior, which is measured via a human sensitivity test.
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1. Introduction

Reinforcement learning (RL) achieved impressive progress in several areas including Go\cite{1}, autonomous driving\cite{2}–\cite{5}, and video games\cite{6}, \cite{7}. The RL trains an agent to maximize future rewards, and the trained agent occasionally outperforms human experts. However, high efficiency is not the sole purpose for practical use. When a non-player character (NPC) is trained by RL, it can become too strong to be defeated by human players, and the players are quickly frustrated and are unable to enjoy the game. Similarly, an efficient autonomous vehicle can inconvenience surrounding cars and pedestrians by taking abrupt turns or more generally by exhibiting selfish behavior or creating a sense of fear even when the behavior is efficient and safe in reality. Hence, an approach to build an agent that behaves like a human is desirable.

Imitation learning (IL) trains an agent to learn a policy from training data provided by a human expert\cite{8}, \cite{9}. An agent trained by IL is expected to exhibit human-like behavior. However, IL is not a goal-oriented method and is dependent on the demonstration data provided by a human expert. Hence, the performance of an IL agent is likely to be capped to the former’s. Various studies have leveraged human expert demonstrations to improve the performance of the RL agent\cite{10}–\cite{13}. However, there is a paucity of studies on the human-likeness factor.

In the study, we aim to produce an agent that behaves like a human while retaining high performance by RL. We proposed a hybrid agent based on RL and IL and demonstrate how the performance level of an RL agent and tendency of human expert behavior can be transferred via IL to a student agent. We applied our approach to an original game and the Atari57 suite’s Gopher game\cite{14} as environments of discrete action spaces. We also applied our approach to the TORCS racing simulator\cite{15} as an environment of a continuous action space to demonstrate its potential in real-life applications, such as autonomous driving, where a human-like agent is highly desirable. A performance test and sensitivity test (like the “Turing test”) conducted in a double-blind fashion demonstrated that the proposed approach built agents that achieve better performance and exhibit more human-like behaviors when compared to those of IL and RL agents, respectively.

The structure of this paper is as follows: we first review the existing works in the field in Sect. 2, then define the basics of the methods which were built upon as the proposed method in Sect. 3. We describe the experiments conducted using the proposed method, followed by the corresponding results and discussions in Sect. 4. Finally, we conclude in Sect. 5.

Preliminary and limited results are given in the conference proceedings\cite{16}.

2. Related Work

2.1 Improving Reinforcement Learning Performance from Expert Demonstrations

Across several topics such as robotics, general games, or autonomous driving, several studies have aimed to combine reinforcement learning (RL) and imitation learning (IL). The precursors of the aforementioned studies include...
Chang et al. [10] who proposed locally optimal learning to search (LOLS) intended for structured prediction tasks. This is based on the more general learning to search (L2S) method [8], [17]–[19]. Specifically, LOLS involves randomly sampling from either the learning policy or reference policy (expert policy) given an arbitrary state during the rollouts. Subsequently, it minimizes the objective loss function and guarantees convergence to a policy that is at least as good as the reference policy.

Following this, Nair et al. [11] extended the concept via the usage of expert demonstrations to overcome the difficulties of exploration in tasks with high dimensional state-action space or sparse rewards. They introduced a demonstration buffer that stores trajectories sampled from an expert, which are subsequently used in combination with the trajectories sampled from the learning policy to update the value function. Thus, the learning policy is oriented toward more promising avenues and consequently speeds up the training process. The authors demonstrated the effectiveness of their method by applying it to a 7-DOF fetch robotic arm to solve a block stacking problem with a continuous action space. The proposed method achieved a relatively better exploration when compared to the baselines. It also exhibited a performance exceeding the expert’s performance in solving the stacking task when provided with a few additional simulator tweaks.

Similarly, Hester et al. [12] proposed deep Q-Learning from demonstrations (DQfD) that also leverages a very small amount of demonstration data to significantly accelerate the training process. The agent is initially pretrained on the expert’s demonstration data via a combination of both supervised and temporal difference (TD) losses based on the vanilla deep Q-learning (DQN) [6] and is subsequently trained by interacting with the domain with its pretrained policy as usual. Hence, the agent learns to imitate the expert’s policy while improving it with the self-learned policy via RL. The resultant policy outperforms pure reinforcement learning baseline (double dueling DQN [20]) in 41 out of the 42 games that are experimented on with a significantly faster convergence rate.

More recently, Balaguer et al. [21] focused on a robotic arm problem, namely towel folding with cooperative manipulators through momentum fold. Their proposed algorithm leverages human demonstrations to reduce the search space of the RL learner, thereby allowing it to converge faster to a satisfactory policy. Furthermore, Sun et al. [22] introduced Truncated HORizon Policy Search (THOR), which is based on the idea of reshaping the reward [23] and leveraged even sub-optimal expert demonstrations to shorten the learner’s planning horizon, thereby significantly accelerating the learning process. Additionally, their algorithm keeps track of a disadvantage function between the expert and learner policy and prioritizes the optimization of the self-learned policy when the policy induced by the expert is determined as sub-optimal, and thus the final policy outperforms the expert.

Le et al. [13] introduced hierarchically guided IL and RL in the hierarchical reinforcement learning framework (where a high-level policy or meta-controller is trained to select a sub-goal to be solved by low-level sub-policies until the final goal is achieved). By training the meta-controller following IL of a high-level interactive expert, hierarchical guidance limits the training of the RL sub-policies to the relevant state space and consequently improves the sample efficiency of the training process while reducing the cost of expert demonstrations.

The aforementioned studies mainly focus on improving the performance, sampling efficiency, and training speed of the RL agents. By contrast, the present study investigates the feasibility of grasping desirable features to characterize a human expert while improving the performance following an RL agent or self-learned behavior.

2.2 Building Human-Like Behavior Based on Human Demonstrations

To the best of the authors’ knowledge, a conceptually close work was only explored by Hecker et al. [24]. They focused on autonomous driving and proposed a formalism to achieve an accurate and comfortable human-like driving. The method achieves a better driving accuracy by augmenting the data set consisting of car-mounted front-facing images data of human driving with a manually engineered set of map features. The learning policy also incorporates long-short term neural networks to consider previously executed maneuvers, and thus its output is sequential as opposed to traditional the point-wise predictions. Furthermore, the driving loss is enhanced with an adversarial loss that discriminates between human-like driving and policy learning via RL in addition to a loss that penalizes abrupt steering or acceleration over a short period, thereby resulting in a final policy that is close to the human expert’s demonstrations. However, the human-likeness of the behavior is systematically evaluated by clustering the driving data of the human expert and learned policy’s predictions and measuring their similarity. Although such an evaluation method is pragmatic, it does not guarantee a measurement of human impression, namely because they are equivalent to the metrics used for imitation learning of a human expert.

3. Methods

3.1 Preliminaries

3.1.1 Reinforcement Learning

We introduce the reinforcement learning (RL) via the framework of Markov decision processes (MDP). An MDP is defined as a 5-tuple < S, A, P, R, γ >, where S denotes a set of states, A denotes a set of actions, P(s, a) = P(s′ ∈ S | s, a) denotes the probability that state s transits to state s’ due to action a on time-step t, R(s, a) denotes the reward received after the transition from state s to the state
s’, and γ (0 < γ ≤ 1) denotes a discount factor that represents the importance of future rewards when compared to the present rewards. On every time-step t during training, the agent observes a state \( s_t \in S \) and performs an action \( a_t \in A \). In response, the environment returns the corresponding reward \( r_t \) and next state \( s_{t+1} \).

With respect to a discrete action space case, the deep Q-network (DQN) algorithm [6] achieved superhuman performance in numerous experiments. From an arbitrary state \( s_t \) at time-step \( t \), the agent is trained to predict a future return \( R_t = \sum_{\tau}^{-\infty} \gamma^\tau r_\tau \) where \( T \) denotes the terminal time-step. The agent subsequently takes an action that maximizes \( R_t \) based on the prediction. The optimal action-value function is defined as \( Q^*(s_t, a_t) = \max_{a_{t+1}} \mathbb{E}[R_t | s_t, a_t = a_{t+1}] \), and applying the Bellman equation to this yields the following expression:

\[
Q^*(s_t, a_t) = \mathbb{E}_{s_{t+1} \sim \mathbb{E}}[R_t + \gamma \max_{a_{t+1}} Q^*(s_{t+1}, a_{t+1}) | s_t, a_t]
\]

where \( \mathbb{E} \) represents the transition function of the environment. During training, the agent estimates \( R_t \) by iteratively updating the action-value function \( Q(\phi(s), a) \) where \( \phi \) denotes a function that produces the fixed length representation of state \( s \). Thus, the action-value function \( Q(\phi(s), a) \) converges to the optimal \( Q^* \) as the update iteration \( i \to \infty \)[25].

With respect to a continuous action space case, we redefine the action space as \( A \subseteq \mathbb{R}^n \) to be continuous and set the goal to obtain a policy \( \pi \) that maximizes the expected return from the start distribution \( J = \mathbb{E}_{s, a, \gamma, \pi(s, a) \sim \pi} \mathbb{E}[R_0] \). Although DQN achieves strong performance over a high dimensional state space, it was proven as limited to low dimensional discrete action spaces. The deep deterministic policy gradient (DDPG) method [26] is based on the deterministic policy gradient (DPG) method [27], which defines the policy of the RL agent as an actor function \( \mu(s, \theta^\pi) \) parametrized by \( \theta^\pi \) and mapped from a state \( s_t \) to a corresponding action \( a_t \) and a critic function \( Q(s, a_t, \theta^\pi) \) to approximate the value of a state-action pair \( (s_t, a_t) \). The actor update is subsequently performed based on the policy gradient as defined by David Silver et al. [27].

The introduction of deep and non-linear approximators makes the update of the critic function \( Q(s, a_t | \theta^\pi) \) prone to divergence. Thus, the DDPG method leverages “soft” target updates by creating copies \( \mu(\phi(s, \theta^\pi)) \) and \( \hat{Q}(s, a_t | \theta^{\hat{\pi}}) \) to be used in computing the target values. However, the target networks are updated by slowly tracking original networks: \( \theta^{\hat{\pi}} \leftarrow \tau \theta^\pi + (1 - \tau) \theta^{\hat{\pi}} \) with \( \tau << 1 \) to increase the stability of the training.

Given that a large action space requires considerably more exploration to converge to the optimal solution, an exploration policy \( \mu'(s_t) = \mu(s_t | \theta^{\hat{\pi}}) + \mathcal{N} \) with an added noise sampled from a noise process \( \mathcal{N} \) (which is selected based on the nature of the task or the environment [28]) is adopted.

### 3.1.2 Imitation Learning

We assume that the policy followed by the expert players during demonstrations corresponds to the optimal policy \( \pi^* \), and the agent learns a policy \( \pi \) that approximates the optimal policy \( \pi^* \). A traditional approach involves training an agent via supervised learning. Expert human players provide trajectories that consist of sequences of state-action pairs because the training data follows an optimal policy \( \pi^* \). The agent’s policy is trained to predict actions based on the provided states and thereby imitates the behavior of the expert.

In the discrete action space case, knowledge distillation is an approach that trains a student model based on teacher model(s) where the teacher model trains the student model by using soft labels instead of the one-hot label commonly used in traditional supervised learning [29]. When compared to the one-hot label, the values of each dimension of a soft label include more information. With a visual input of a cat, of course, the probability of it being classified as “cat” by the model is the highest, and the probability of “dog” exceeds that of “carrot”, and this matches with the fact a cat is visually similar to a dog than to a carrot. The procedure of knowledge distillation is shown in Fig. 1. The approach achieves a higher performance model with less training data, and it is also useful in terms of compressing large models. An extant study [30] extended the approach to reinforcement learning area, and this is termed as policy distillation. Thus, a student model that achieves higher performance is successfully trained by distilling the policy of the teacher model. Furthermore, the applicability of policy distillation to multi-task problems is demonstrated by distilling policies of teacher models trained for different tasks.

Furthermore, in the continuous action space case, generative adversarial imitation learning (GAIL) [31] is an IL method rooted in both inverse reinforcement learning (IRL) and classical RL. Specifically, the IRL initially fits a cost to the expert policy \( \pi_E \) and high cost to the other policies \( \pi \):

\[
\max_{\pi \in \Pi} \left( \min_{c \in C} \{ -H(\pi) + \mathbb{E}_x \left[ c(s, a) \right] \} - \mathbb{E}_{\pi_E} \left[ -\log \pi(a | s) \right] \right)
\]

where \( \Pi \) denotes the set of all stationary stochastic policies mapping from \( S \) to \( A \), and \( H(\pi) = \mathbb{E}_s \left[ -\log \pi(a | s) \right] \) denotes the \( \gamma \)-discounted causal entropy of the policy \( \pi \) [31]. Con-
versely, classical RL determines the optimal policy from the cost function $c$ extracted by IRL

$$RL(c) = \arg\min_{\pi \in \Pi} -H(\pi) + \mathbb{E}_s [c(s,a)]$$

corresponding to the expert policy $\pi_E$. To bypass the intermediate IRL step, the original study introduced the concept of occupancy measure $\rho_\pi$ of a policy $\pi$, and this is interpreted as the distribution of state-action pairs that an agent encounters while navigating the environment by the following said policy [31]. A function approximator $D_w : S \times A \rightarrow (0,1)$ is used to discriminate between the occupancy measure $\rho_\pi$ of the student policy and expert $\rho_{\pi_E}$ by minimizing the sum of their respective expectations over generated trajectories:

$$L_\pi(\pi,\pi_E) = \mathbb{E}_s [\log(D_w(s,a))]$$

$$+ \mathbb{E}_{\pi_E} [\log (1 - D_w(s,a))] - \lambda H(\pi) \text{ for } \lambda \geq 0$$

till $D_w$ is unable to distinguish between the $\pi$ and $\pi_E$, thereby implying that the student learned the expert’s policy.

The training of the student agent itself is based on Trust Region Policy Optimization (TRPO) algorithm introduced in [32] where instead of the classical reward, the algorithm is provided with the similarity between the trajectories resulting from the student’s policy and that of the expert. More specifically, the student agent is updated using the TRPO rule with the cost function $\log(D_w(s,a))$ by taking a KL-constrained gradient step with respect to

$$\mathbb{E}_{\tau_\pi} [\nabla_\theta \log \pi(\alpha|s) Q(s,a)] - \lambda \nabla_\theta H(\pi_0),$$

where $Q(\bar{s}, \bar{a}) = \mathbb{E}_{\tau_\pi} [\log(D_w(s,a)) | s_0 = \bar{s}, a_0 = \bar{a}].$

3.2 Proposed Hybrid Agent

Our purpose is to build an agent with a behavior similar to a human expert while retaining the high performance of an RL agent. The problem is separated in the two following subproblems: (1) building an agent that exhibits a superhuman performance and (2) building an agent that selects actions similar to a human expert. The two subproblems are tackled by RL and IL, respectively, and thus we consider our task as a multi-task learning problem. In the study, we propose a method for mixing RL and IL via policy distillation for the discrete action space case and via adversarial imitation learning for the continuous action space case.

Generally, we express the objective function of IL as $L_\pi(\pi)$, where $\pi^*$ denotes a teacher policy to be imitated by the student policy $\pi$. Subsequently, the proposed objective function is as follows:

$$L_{\text{mix}}(\pi; \pi_{RL}, \pi_{HE}) = \alpha L_{\pi_{RL}}(\pi) + (1 - \alpha) L_{\pi_{HE}}(\pi),$$

where $\pi_{RL}$ denotes an optimal policy built by RL, $\pi_{HE}$ denotes a policy of a human expert (HE), and $\alpha$ denotes a trade-off coefficient between the RL policy and human expert.

3.2.1 Discrete Action Space

In the case of discrete action space, we define the objective function of IL as the following cross-entropy loss

$$L_\pi(\pi) = \mathbb{E}_s \left[ - \sum_a \pi^*(a|s) \log \pi(a|s) \right],$$

by following previous studies on IL and distillation [29], [30]. An RL policy $\pi_{RL}$ is expressed as a mathematically modeled probability while the policy $\pi_{HE}$ of a human expert is given in terms of empirical demonstrations. Previous studies on distillation demonstrated that a student model improves its performance by a large margin if it reproduces soft labels (i.e., probability of teacher’s output obtained via a high temperature $T$) in addition to hard labels (i.e., correct labels expressed by 0 or 1 probabilities). It is not possible to obtain soft labels of the policy for distillation. Given this, we used human expert demonstrations $\pi_{HE}$ as hard labels and the policy $\pi_{RL}^T$ of a DQN model [6] for soft labels with a temperature $T$ while a typical policy of a DQN model employs $T = 0.0$ (i.e., provides hard labels). Subsequently, the final objective function is expressed as follows:

$$L_{\text{mix}}(\pi) = \alpha \mathbb{E}_s \left[ - \sum_a \pi_{RL}^T(a|s) \log \pi(a|s) \right] + (1 - \alpha) \mathbb{E}_s \left[ - \sum_a \pi_{HE}(a|s) \log \pi(a|s) \right].$$

It should be noted that the distribution of state $s$ over which the objective is averaged depends on the trajectories sampled from policies. Naturally, the RL policy $\pi_{RL}$ and human expert policy $\pi_{HE}$ are used for the first and second terms, respectively. However, when the two policies are completely different, the student policy $\pi$ encounters a high variance between their actions and yields poor results. We used the human expert policy $\pi_{HE}$ for the sampling state $s$ for both terms and confirmed that the sampling strategy improves performance and yields a consistent behavior.

3.2.2 Continuous Action Space

While policy distillation can theoretically be applied to continuous action space task, depending on the formulation of the action space itself, simply mixing the actions provided multiple expert is likely to induce a wrong hybrid policy. Namely in the autonomous driving task, a common formulation would be as such: the action of steering left is bounded to $-1.0$, steering right is bounded to $1.0$, while the no steering is bound to $0.0$. Let’s next assume we want to learn a hybrid of two expert policies when avoiding an obstacle, but with one expert avoiding said obstacle by steering left, while the second one avoids the obstacle by steering right. By mixing those two policies using policy distillation as in the discrete action space case, the hybrid policy is bound to going straight ahead, thus crashing into the obstacle and resulting in a failure. We instead aim to imitate the hybrid of
fore motivating our choice of the GAIL method introduced

in Sect. 3.1.2.

GAIL requires empirical trajectories $τ^* \sim π^*$ obtained from a teacher policy $π^*$ for training. The objective function of the discriminator that is to be maximized by $D_w$ and to be minimized by a student policy $π$ is as follows:

$$L_{π^*} (π) = \mathbb{E}_{τ^*} [\log (D_w (s, a))] + \mathbb{E}_{τ^*} [\log (1 - D_w (s, a))],$$

where $τ$ denotes trajectories $τ \sim π$ sampled from a student policy $π$. With a human expert and an RL agent providing trajectories $τ_{HE} \sim π_{HE}$ and $τ_{RL} \sim π_{RL}$ respectively, the hybrid loss function is expressed as follows:

$$L_{mix} (π) = \mathbb{E}_{τ_{HE}} [\log (D_w (s, a))] + α \mathbb{E}_{τ_{RL}} [\log (1 - D_w (s, a))] + (1 - α) \mathbb{E}_{τ_{HE}} [\log (1 - D_w (s, a))], \quad (1)$$

Intuitively, given that the discriminator trained to recognize an intermediate hybrid policy between the RL and human expert policies, the student model — which is trained to learn a policy to fool the discriminator to classify its actions as being the expert’s — is expected to converge to the said hybrid policy, thereby exhibiting behaviors inherited from both experts. In contrast to the discrete action space case, the results indicated that the proposed method successfully trained a hybrid policy although the demonstration sets of both experts are sampled independent of each other. We attribute this to the relatively low variation between the RL and human expert behaviors and the adversarial training framework. Figure 2 recapitulates the complete procedure for both action spaces.

4. Experiments and Results

4.1 Apple Game

4.1.1 Experimental Setting

We first applied our approach to an original game termed as Apple game, whose screenshot is provided in Fig. 3. This environment consists of a two-dimensional plane on which the agent can move freely in any direction. Additionally apples are spawned randomly at an unpredictable location for the player to take. Once the player’s avatar has collected an apple, a new one will spawn in another location on the two-dimensional plane. In the case an apple is not picked up in a fixed amount of time, it disappears and another apple is spawned at a different location. The score of the agent is increased by one point for every apple it picks up. The objective of the agent is thus to maximize the number of apples picked up in a limited amount of time. In this study, we fixed this interval to 30 seconds. Once an apple is spawned, it is always visible until it disappears. Therefore the agent can easily find a sequence of actions to collect it. This environment was select given the straightforward formulation of the objective and the relative ease of evaluating the optimal trajectory taken by an arbitrary agent, as well as its behavior. The diverse combinations of actions give rise to a plurality of behaviors that can help characterize the agent that is playing. Namely, to reach an apple located in the upper left corner, the agent can sequentially move “up” then “left”. The agent can also move diagonally toward the apple by using the combination “up and left”. The discrete action space $A$ consists of 9 actions, i.e. moving in either one of the 8 possible directions in a 2D plane or keeping still. The action space is thus represented by $|A| = [(-1, -1), (0, -1), \ldots, (1, 1)]$, $|A| = 9$. From the evaluation perspective, given the location of the apple and the player’s avatar, it is easy to determine the shortest possible path. This is especially useful to verify whether or not an agent has converged to an optimal policy.

From the human and RL agent, we collected 16,000 frames of gameplay, which were randomly sampled into training and test sets with sizes corresponding to 14,500 and 1,500, respectively, during the training process to maximize the test accuracy. We trained a DQN model to serve as a baseline for comparison and as the RL teacher. The model was trained over 8 · 10^6 frames of gameplay, with a replay buffer of size 2 · 10^5, and an exploration coefficient decaying from 1.0 to 0.1, the other hyperparameters being set to their respective default values as per the OpenAI Baselines imple-
Table 1  Results of Apple game.

| Agent                        | Game Score | Sensitivity Test |
|------------------------------|------------|-----------------|
|                              | Max  | Min  | Average | Std.  | Identified as Human (out of 50) |
| Human                        | 27   | 11   | 18.71   | 2.86  | 32                            |
| DQN (RL)                     | 53   | 15   | 36.27   | 5.44  | 4                             |
| Behavior Cloning (IL)        | 29   | 3    | 17.57   | 4.37  | 27                            |
| Proposed hybrid agent (RL+IL)| 35   | 11   | 22.02   | 3.70  | 22                            |

Best and second best results are emphasized in bold fonts and underlines, respectively.

The evaluated hybrid model corresponds to a trade-off coefficient of $\alpha = 0.93$.

The sensitivity test for the Apple game involved 25 participants only.
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| Behavior Cloning (IL)        | 29   | 3    | 17.57   | 4.37  | 27                            |
| Proposed hybrid agent (RL+IL)| 35   | 11   | 22.02   | 3.70  | 22                            |

Figure 4  Effect of the trade-off coefficient $\alpha$ on the proposed hybrid agent’s score for the Apple Game. The average scores of the other agents are also provided for reference purposes.

Given the limited availability of the sensitivity test, the representative trade-off coefficient alpha was selected based on the corresponding performance. Following the performance of the hybrid agent obtained across various values of $\alpha$ (Fig. 4), we can see that the proposed method works better with larger values in this environment. We hypothesize this is due to the wide gap in performance between the RL agent and the human expert. More specifically, the gap in performance between the RL agent and the human experts suggests the policies they respective follow are different. Furthermore, given the high variance of the human expert behavior, their policies become hard to mix, thus resulting in a poor hybrid policy. The goal of this study being not just a high performing agent, but also an agent that retains a human-like behavior, we settled on $\alpha = 0.93$ as the smallest experimented value that performs better than the human expert.

Following the results documented in Table 1 and given the simple principle of the game (i.e., moving the player avatar to the spawning apples), the DQN method achieved the highest scores, and this was followed by the proposed method and finally the human agent and its imitation. With respect to the human-likeliness, the human agent was placed first. The proposed hybrid agent exhibited more human-like behavior.
behavior than the RL agent. It also surpassed the human expert and IL agent in terms of the score and was followed by the human imitation agent. The DQN agent achieved the least human-like behavior.

Additionally, the hybrid agent mitigated a few of the behaviors that gave out the DQN agent, namely a rapid reaction time and mechanical movement towards the apple. This was corroborated by the comments collected from the survey participants including "a moderate reaction span when the apple spawns", "the player takes some time before moving toward the apple", or "keeps going on even after collecting the apple". Similar comments were also used to characterize the behavior of the human expert, thus further illustrating the similar of the proposed hybrid agent with the later.

Hence, we concluded that the proposed approach balances the human-like behavior and exhibited high-performance in the game.

4.2 Atari57 Suite: Gopher Game

4.2.1 Experimental Setting

We also applied our method to the game of the Atari57 suite [14] termed as Gopher. The dynamics and the observation space of the Gopher game are more complex than those of the Apple game. This enables us to evaluate the effectiveness of the proposed method in the context of a wider state-action space. An optimal agent in the Gopher game is also expected to act strategically which further raises the complexity of the task. Namely, the goal consists in preventing the "gopher" — a mole-like creature — from digging its way out of the ground and stealing the carrots under the protection of the player, the latter being tasked of moving laterally and filling up the holes as the gopher digs them. A screenshot of the game is shown in Fig. 5. The training data provided by the human expert and RL agent consisted of 55,000 frames each, which were also randomly sampled in training and test sets with sizes of 50,000 and 5,000, respectively. The DQN model that served as an RL teacher was trained over $1.001 \cdot 10^7$ frames of gameplay, a replay buffer of $10^6$, and the exploration coefficient decaying from 1.0 to 0.01 while the other hyperparameters remained set to their respective default value as per the OpenAI Baselines implementation [33]. The student model was also trained by following the same method used for the Apple game.

Similarly to the Apple game, we conducted a sensitivity test in a double-blind fashion on top of the performance evaluation of each model. After being introduced to the rules of the game and familiarizing themselves with the game mechanics, each participant was also presented with two 15 seconds videos of each model playing the game and requested to label it as either a human or a machine, as well as providing comments which motivated such decision.

4.2.2 Results and Discussion

We experimented on the Atari57 suite’s Gopher game namely by investigating the trade-off coefficient $\alpha$ variation’s effect on the performance of the proposed hybrid agent, the results being documented in Fig. 6. The score of the hybrid agent remained around the human expert’s average score for $\alpha \in [0.1, 0.6]$ before rising from $\alpha = 0.7$.

As for the Apple game, the gap in performance between the RL agent and the human expert was also high. Henceforth, relatively large values of $\alpha$ are needed to offset the difficulty of mixing the policies that arise given said gap. As a representative of the hybrid agents, we settled for $\alpha = 0.8$, which was the smallest value of $\alpha$ we experimented on that performed better than the human expert.

From a performance viewpoint, the DQN agent obtained the highest score by a large margin. This was followed by the hybrid agent that was trained via the proposed method and finally by the human agent and its imitation.

Table 2 compares the hybrid agent with the others. The hybrid agent (despite prioritizing the RL label by us-
Table 2 Results of Gopher.

| Agent                     | Game Score | Sensitivity Test |
|---------------------------|------------|-----------------|
|                           | Max | Min | Average | Std. | Identified as Human (out of 52) |
| Human                     | 81  | 2   | 23.87   | 19.81| 29                            |
| DQN (RL)                  | 246 | 0   | 40.30   | 36.81| 17                            |
| Behavior Cloning (IL)     | 126 | 0   | 23.91   | 23.79| 31                            |
| Proposed hybrid agent (RL+IL) | 132 | 0   | 26.05   | 24.31| 31                            |

Best and second best results are emphasized in bold fonts and underlines, respectively.

The evaluated hybrid model corresponds to a trade-off coefficient of $\alpha = 0.8$.

The agent observations consisted of 65 features including LIDAR-like sensors keeping track of the distance between the car and edges of the track or the opponents, current speed and acceleration with a bi-dimensional continuous action space to control the steering and throttling of the car while using the raced distance as the reward function. This format allows for more precision when used as state representations, as compared to 2D pictures of the road for example. As a result, the potential noise and error caused by feature extractors can be virtually eliminated. This allows us to objectively train the different agents as well as evaluate their performance.

4.3 Torcs

4.3.1 Experimental Setting

The Apple and Gopher game being cases of discrete action space environment, we sought to verify the effectiveness of the proposed method in a continuous action space case. Additionally, considering the potential real-world applicability and social impact of the proposed method, the rise in popularity of the autonomous driving task, as well as the need for autonomous agents to be able to interact with other human agents, we opted for the Torcs Racing Car Simulator [15], which is a well-known environment that is used for autonomous driving AI research (see [36], [37], as the representative task for the continuous action space case). A screenshot of the game is shown in Fig. 7. With respect to the experiment, we used the Gym Torcs environment [38] as a basis.

The agent observations consisted of 65 features including LIDAR-like sensors keeping track of the distance between the car and edges of the track or the opponents, current speed and acceleration with a bi-dimensional continuous action space to control the steering and throttling of the car while using the raced distance as the reward function. This format allows for more precision when used as state representations for the agent, when compared to 2D pictures of the road for example. As a result, the potential noise and error caused by feature extractors can be virtually eliminated. This allows us to objectively train the different agents as well as evaluate their performance.

Furthermore, we upgraded the racing car simulator Torcs to simulate a situation where the human decision factor would stand out more. This was performed by generating obstacles in the form of stationary bots and adding player demonstration recording support, which was used to record 220 episodes of 60 s of gameplay, which corresponded to 792,000 transitions. The RL agent was based on the DDPG implementation in the OpenAI Baselines [33] and was adapted to the autonomous driving problem. This DDPG agent was first trained for $10^7$ training timesteps by using the Adam [34] optimizer, learning rates of the critic and the actor components set to $10^{-4}$ and $10^{-3}$, and a replay memory of size $10^6$, before being used to generate the necessary trajectories needed to train the proposed hybrid model.
Moreover, we explored the impact of the trade-off parameter $\alpha$ constrained to $10^{-6}$, empirically determined to allow convergence. The proposed hybrid agent based on the GAIL implementation with the discriminator loss modified based on Eq. (1) as described in Sect. 3.2 was also trained with the same environment configuration. The GAIL-based human imitation agent and hybrid agent were trained with the discriminator learning rate set to $10^{-3}$ and a KL constraint of $10^{-2}$ via the Adam optimizer [34] over $5 \cdot 10^6$ and $7.5 \cdot 10^6$ training timesteps, respectively. Furthermore, we explored the impact of the trade-off coefficient $\alpha$ via experimenting with several values to determine the most appropriate value for the sensitivity test, following which we conducted a sensitivity test in a double-blind fashion to evaluate the human-likeness of each reference method as well as the proposed one. Similarly to the Apple and Gopher games, the sensitivity test was also preceded by a trial phase, during which each participant got to know the rule of the game, as well as familiarize himself with the controls and game mechanics. In the Torcs Racing Car Simulator case, each participant was presented with two 30 seconds videos of each model playing the game and requested to label it as either a human or a machine, as well as providing comments which motivated such decision.

### 4.3.2 Results and Discussion

Finally, to evaluate the performance of a given agent in the Torcs Racing Car Simulator, we compute the average distance traveled by the said agent during a time frame of 5 seconds, to gauge the effective progress of the agents across the racing track. Also, the score for a time frame is set to 0 if the agent crashes or exits the racing track. We then investigated the impact of the trade-off coefficient on the hybrid agent. For $\alpha = 0.0$, the hybrid agent is equivalent to the default imitation of the human expert with the GAIL method. The hybrid agent’s score then progressively with $\alpha \rightarrow 0.5$, thereby demonstrating a gain in performance obtained from the DDPG agent’s demonstrations. From $\alpha = 0.5$ onward, the performance of the hybrid agent comes closer to that of the RL agent, but with moderate results for extreme values of $\alpha$. Specifically, the deterministic nature of the DDPG agent’s trajectories caused the hybrid agent to overfit the DDPG agent behavior, and thus it performed poorly during the testing phase.

In contrast to the Apple and the Gopher game, the performance gap between the RL agent and the human expert in this context was relatively lower. Moreover, the constraint of the “steering” and “acceleration” action to the $[-1, 1]$ range, as well as their continuous nature, resulted in easier to mix demonstrations for the hybridization process. A hybrid agent that performs better than the human expert can thus be obtained with smaller values of the trade-off coefficient $\alpha$. Consequently, the hybrid agent corresponding to $\alpha = 0.5$ was used as the representative agent in the following experiments.

The first evaluation phase consisted in measuring the performance of the proposed model and comparing it relative to the human, GAIL human imitation, and DDPG agent respectively, as listed in Table 3.

The GAIL method can imitate expert trajectories generated by RL policies (results of [31]) or the deterministic bots coming with the Torcs Racing Car Simulator. However, it was less effective when applied on a human expert’s trajectories and achieved approximately half the score of the latter at best. We hypothesized that this was because the human expert’s policy was relatively more complex and diffi-

### Table 3 Results of Torcs.

| Agent                  | Game Score | Sensitivity Test |
|------------------------|------------|------------------|
|                        | Max | Min | Average | Std. | Identified as Human (out of 52) |
| Human                  | 696.7 | 588.6 | 657.2 | 31.1 | 26 |
| DDPG (RL)              | 823.4 | 818.8 | **819.6** | 0.5 | 16 |
| GAIL (IL)              | 608.8 | 23.4 | 527.3 | 72.4 | 27 |
| Proposed hybrid agent (RL+IL) | 817.8 | 107.4 | **661.2** | 179.2 | 32 |

The best and second best results are emphasized by bold fonts and underlines, respectively. The evaluated hybrid model corresponds to a trade-off coefficient of $\alpha = 0.5$.  

![Fig. 8](image.png)  
**Fig. 8** Effect of the trade-off coefficient $\alpha$ on the proposed hybrid agent’s score for Torcs. The average scores of the other agents are also provided for reference purposes.
cult to approximate with standard neural network structures.

Furthermore, the proposed hybrid agent captured and demonstrated specific behaviors of the human expert and RL agent, namely a higher speed than the imitated human expert and deceleration during turns respectively. This was supported by the recurring comments collected from the participants of the sensitivity test, such as “the player decelerates before taking a turn or passing opponents”, or “maintains a relatively constant speed overall, but with acceleration when the path follows a straight line”. Similar comments were also given by the sensitivity test participants when characterizing the human expert demonstrations. Additionally, it also completed full laps like the human expert and DDPG agent.

The DDPG agent was least likely to be recognized as a human due to its high-performance behavior with comments such as “drives really fast” or “take turns at high speed”. The other three agents were recognized as a human at a similar level. We thus concluded that the hybrid model was at least more likely to be recognized as a human than the DDPG agent, while still achieved a higher performance than the human agent and its imitation.

5. Conclusion

The study proposed a method to build a hybrid agent that behaves in a human-like fashion imitated from a human expert while retaining some of the high performance displayed by pure reinforcement learning agents with the ultimate aim of obtaining the best of both worlds. We based our method on state-of-the-art reinforcement and imitation learning algorithms and proposed two variants for discrete and continuous action spaces, respectively.

We applied the aforementioned method to an original game and a game of the Atari57 suite for the discrete action space case and the Torcs Racing Car Simulator for the continuous action space case. We evaluated its performance before evaluating its human-likeness via a sensitivity test. While human-acceptable agents can be considered as the goal of this study, we used the human-likeness of an agent as an alternative, albeit narrower measure for a human-acceptable behavior. The rationale is that an agent behaving in a way deemed human-like is also likely to be deemed as acceptable by other human players, when used as game AI for example. The “human-acceptable” criterion, however, would require a definition from scratch for each task, and its evaluation correspondingly difficult.

The agents trained using the proposed method successfully exhibited behaviors borrowed from both experts, namely an increase of performance following the reinforcement learning agent and a human-like behavior following the human counterpart. More specifically, the performance of the hybrid agents surpassed that of the human expert in each environment experimented on. A thorough analysis of comments collected from the participants of the double-blind sensitivity test further showcased the similarity in behavior of both the proposed agents and the corresponding human expert. In the light of the conducted experiments, the sensitivity evaluation approach adopted in this study would benefit from a larger population sample, and preferably formed with participants that are familiar enough with the games and simulations that were used to train the different agents.
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