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Abstract. The Universe is not perfectly homogeneous, the large scale structure forms overdense regions and voids. In this paper, we consider the possibility that we occupy a special position in our Universe, close to the center of a local underdense region that we model as an LTB void embedded in a homogeneous and isotropic Universe. The CMB sky measured by an off-center observer in this void is not statistically isotropic. In addition to the non-stochastic CMB anisotropies due to the geometry of the model, we also observe a lensing-like distortion of the CMB anisotropies. In this article, we propose a framework to forecast the precision with which we can measure the amplitude of the lensing-like deformation of the CMB temperature anisotropies. For illustrative purposes, we apply this method to a couple of large-scale void models differing over the matter density profile and we show that the CMB temperature data from the Planck satellite is potentially capable to detect the effect for the large voids chosen here. A companion paper will be dedicated to a systematic exploration of different realistic void models.
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1 Introduction

In the standard lore of the construction of a cosmological model the universe on large scale is assumed to be spatially homogeneous and isotropic. In such a universe, an observer in any position would observe exactly the same Cosmic Microwave Background (CMB) sky. In this work we explore the possibility that we occupy a privileged position, inside a local underdense region. Inside such a local void, unless the observer is positioned exactly at the center of the bubble, the distribution of matter, as seen by the observer, will be anisotropic. This will affect the observed microwave background (and other cosmological observables).

Specific models that give rise to such underdensities have been studied in the form of a local homogeneous void [1–3]. In these works both the underdensity and the region outside it are assumed to be perfectly homogeneous Friedmann-Lemaître-Robertson-Walker (FLRW) models with a singular mass shell separating the two regions. The inhomogeneity manifests itself as a discontinuity at the location of the mass shell. In this article, we investigate a more realistic model where the transition between the inner underdensity and the outer region is continuous. Specifically, we consider an isotropic but inhomogeneous matter-dominated universe model, where the inhomogeneity is spherically symmetric. The model can then be described within the Lemaître-Tolman-Bondi (LTB) class of spherically symmetric universe models [4–6]. To make contact with the ordinary FLRW models, we assume that the universe is homogeneous except for an isotropic inhomogeneity of limited spatial extension, with the transition between these two regions being continuous. We consider the observer displaced with respect to the center of this local void. A similar setting has been recently considered in [7–9]. However, our goal is not to propose such a void as a way to circumvent the need for dark energy. Instead, we are interested in the impact of voids, or more generally local inhomogeneities, on the CMB.
We compute the temperature anisotropies observed by the observer, distinguishing different contributions: primary, geometry-induced non-stochastic and lensing-induced anisotropies. As recently studied in [10] at first order in the lensing potential, all multipole coefficients of the temperature anisotropies are then correlated. In contrast, the correlation matrix measured by a boosted observer in a homogeneous and isotropic universe at linear order in the boost velocity has a simple structure, with non-vanishing correlation only among multipoles separated by ±1. This is explained in some details later in section 4. As observed in [10] this an interesting signature of the void model, which in principle would allow one to distinguish geometrical effects from kinematical effects in CMB observations.

In this paper we consider for the first time the structure of these off-diagonal terms for a general void given by an LTB metric. We split the theoretical correlation function into a contribution from primary anisotropies which contains only diagonal elements and one from lensing which contains also the off-diagonal terms. We forecast the precision with which we can measure the amplitude of the lensing contribution. To this goal, we keep all cosmological and void/observer parameters fixed (parameter degeneracies can increase the error bars on the amplitude). To illustrate the method, we apply it to two large void models with different matter density profiles and we compute the Signal-to-Noise ratio for both cases. We choose the void models proposed in [7, 8] for historical reasons and because these models, being relatively simple, allow us to have a pedagogical presentation of our method.\footnote{We stress that the models in [7, 8] have been shown to be ruled out for the purpose of serving as an alternative to dark energy [11–14]. Some previous works describing more realistic void models (LTB with cosmological constant) are [15–18].} We find that these specific examples would leave a detectable signal in the Planck\footnote{http://sci.esa.int/planck} data, but a more extensive investigation is deferred to a companion paper [19] dedicated to applying this framework systematically to a large class of void models with different void sizes, observer positions and matter profiles.

We note that the approach that we use to characterize the CMB temperature correlation function in the void model captures an arbitrary angular dependence of this observable. Similar approaches has been used in the past in other contexts, to analyse CMB [10, 20–24] and LSS [25–34] data.

This article is organized as follows. The description of the void model we use is presented in section 2. In section 3 we derive the expression for temperature anisotropies distinguishing different contributions and in section 4 we derive the corresponding correlation function for the lensing induced component. We consider additionally the possibility that the observer has a peculiar motion with respect to the CMB rest frame and we review the implication of the at the level of the temperature correlation function. In section 5 we present a framework to study how well the amplitude of the statistically anisotropic part of the correlation function can be constrained and we apply it to study the Signal-to-Noise for a couple of realistic void models.

## 2 General framework

We want to predict the CMB sky observed by a static observer who is displaced with respect to the center of a local underdense region. The distribution of matter as seen by this observer will be anisotropic. This will affect the observed distribution of CMB temperature and constrain the possible location of the observer. We model the local underdense region as a void region.
described by an LTB metric, embedded in a homogeneous and isotropic spacetime (the LTB metric, and the method described here, allow of course also for more general situations). The spherically symmetric LTB metric is given by
\[
ds^2 = -dt^2 + \frac{R'(r,t)^2}{1 + \beta(r)}dr^2 + R(r,t)^2d\Omega^2,
\]
(2.1)
where \(R(r,t)\) is a position-dependent scale factor and \(\beta(r)\) is related to the curvature. In the following, a dot denotes derivative with respect to physical time and a prime denotes derivative with respect to the radial coordinate.

### 2.1 Background equations

In a matter dominated universe the background evolution is described by the following set of equations,
\[
H_\perp^2 + 2H_\perp H_\parallel - \frac{\beta}{R^2} - \frac{\beta'}{RR'} = \kappa \rho, \\
2R\ddot{R} + \dot{R}^2 = \beta,
\]
(2.2)
(2.3)
where \(H_\perp = \dot{R}/R, H_\parallel = \dot{R}'/R', \kappa = 8\pi G\), and \(\rho\) is the energy density of matter. Some alternative approaches and ideas regarding the LTB universe model are also given in refs. [35–40].

Integrating eq. (2.3) with respect to physical time, \(t\), we get
\[
H_\perp^2 = \frac{\alpha}{R^3} + \frac{\beta}{R^2},
\]
(2.4)
where \( \alpha \) is a function of \( r \). This has the form of the Friedmann equation in a universe with matter and curvature. The matter density distribution as a function of radial coordinate, \( r \), can be computed by differentiating eq. (2.4) with respect to \( r \\
\]
\[2H_{\perp}H_{\parallel} = \frac{\beta'}{R R'} - \frac{\alpha'}{R R'} + \frac{\alpha}{R^3},\]  
 which can be used in eq. (2.2) to obtain

\[\kappa \rho = \frac{\alpha'}{R R'^2}.\]  

Eq. (2.4) can be solved by introducing a conformal time parameter, \( \eta \), by

\[\sqrt{\beta}dt = Rd\eta,\]  

and we find

\[ R(r, \eta) = \frac{\alpha}{2\beta}(\cosh \eta - 1) + R_{\text{LSS}} \left( \cosh \eta + \sinh \eta \sqrt{\frac{\alpha}{\beta R_{\text{LSS}}} + 1} \right), \]  

\[ t(r, \eta) = \frac{\alpha}{2\beta^{3/2}}(\sinh \eta - \eta) + \frac{R_{\text{LSS}}}{\sqrt{\beta}} \left( \sinh \eta + (\cosh \eta - 1) \sqrt{\frac{\alpha}{\beta R_{\text{LSS}}} + 1} \right), \]

where we have defined \( R_{\text{LSS}}(r) \equiv R(r, t = 0) \), at some initial \( t = 0 \) where we assume the last-scattering surface to be located.

Here we want to model a large scale underdense void where the spacetime is defined by the LTB metric, embedded in a nearly-flat FLRW universe outside this void. So \( \alpha \) and \( \beta \) are chosen in such a way to reproduce these asymptotic regimes, smoothly interpolating between them

\[ \alpha(r) = H_{\perp,0}^2 r^3 \left[ \alpha_0 - \frac{\Delta \alpha}{2} \left( 1 - \tanh \frac{r - x_0}{2\Delta x} \right) \right], \]  

\[ \beta(r) = H_{\perp,0}^2 r^2 \left[ \beta_0 - \frac{\Delta \beta}{2} \left( 1 - \tanh \frac{r - x_0}{2\Delta x} \right) \right], \]

where \( H_{\perp,0} \) is the present value of the transverse Hubble parameter in the outer FLRW region, \( \alpha_0 \) and \( \beta_0 = 1 - \alpha_0 \) are the relative (reduced) densities of matter and curvature in this region, \( \Delta \alpha \) and \( \Delta \beta \) specifies the difference between the matter density and curvature density, respectively, in the two regions, and \( x_0 \) and \( \Delta x \) are the point and width of the transition from one region to another. We observe that in the far outer region \( r \gg x_0 \), one has a nearly-flat homogenous universe with

\[ R = \frac{1}{2} \frac{\alpha_0 r}{\beta_0} (\cosh \eta - 1) \equiv r a(\eta), \]  

\[ t = \frac{1}{2H_0} \frac{\alpha_0}{\beta_0^{3/2}} (\sinh \eta - \eta) \equiv t(\eta), \]  

where the function \( a(\eta) \) represents the scale factor in this outer homogeneous region. It follows that the function \( R_{\text{LSS}} \) in eq. (2.8a) and (2.8b) can be naturally defined as

\[ R_{\text{LSS}} = a_* r, \]  

where \( a_* \) is the scale factor at the time of last-scattering.
2.2 Photon geodesics

We follow [7]. Photons follow trajectories determined by the geodesic equation

$$\frac{d^2 x^\mu}{d\lambda^2} + \Gamma^\mu_{\alpha\nu} \frac{dx^\alpha}{d\lambda} \frac{dx^\nu}{d\lambda} = 0, \tag{2.14}$$

where $\Gamma^\mu_{\alpha\nu}$ is the Christoffel symbol and $\lambda$ is an affine parameter along the path of the photon. Due to axial symmetry, the photon paths must be independent of the azimuth angle $\phi$, which leaves three possible choices for the free index $\mu$. For $\mu = t$ we have

$$\frac{du}{d\lambda} \equiv \frac{d^2 t}{d\lambda^2} = -\frac{R'\dot{R}'}{1 + \beta} \left( \frac{dr}{d\lambda} \right)^2 - R\dot{R} \left( \frac{d\theta}{d\lambda} \right)^2. \tag{2.15}$$

Next, $\mu = r$ gives

$$\frac{dp}{d\lambda} \equiv \frac{d^2 r}{d\lambda^2} = -\left( \frac{R''}{R'} + \frac{\beta'}{2 + 2\beta} \right) \left( \frac{dr}{d\lambda} \right)^2 - \frac{2\dot{R}' dr \ dt}{R' d\lambda} + \frac{R(1 + \beta)}{R'} \left( \frac{d\theta}{d\lambda} \right)^2. \tag{2.16}$$

The equation for $\mu = \theta$ can be written as a conservation equation for the angular momentum $J$ as

$$\frac{d}{d\lambda} \left( R^2 \frac{d\theta}{d\lambda} \right) = \frac{d}{d\lambda} J = 0. \tag{2.17}$$

Finally, the null-geodesic condition gives the constraint equation

$$- \left( \frac{dt}{d\lambda} \right)^2 + \frac{(R')^2}{1 + \beta} \left( \frac{dr}{d\lambda} \right)^2 + \frac{J^2}{R^2} = 0. \tag{2.18}$$

We specify initial condition at the time $t_0$ when the photon arrives at the observer. We choose a static observer at $r = r_0$ and $\theta = 0$ (i.e., along the polar axis at $r = r_0$ from the center). The spatial components (along the $r$, $\theta$ and $\phi$ directions) of the unit vector along the $z$-axis are

$$v^i = \frac{\sqrt{1 + \beta}}{R'} (1, 0, 0). \tag{2.19}$$

We choose to parametrize the photon path in such a way that $\lambda = 0$ at the observer position $r(0) = r_0$ and time of observation $t(0) = t_0$. We also choose $dt/d\lambda|_{\lambda=0} = u_0 = -1$. Inserting this choice in eq. (2.18) we find initial conditions for $dr/d\lambda = p$

$$p_0 = \cos \xi \frac{\sqrt{1 + \beta}}{R'} \bigg|_{\lambda=0}. \tag{2.20}$$

The spatial direction of observation is given by the tangent to the photon path at $t_0$, i.e.,

$$n^i = - \left( p, J/R^2, 0 \right) \bigg|_{\lambda=0}, \tag{2.21}$$

normalized in such a way that $g_{ij} n^i n^j = 1$. The angle at which the photon is received is given by the inner product of $v^i$ and $n^i$

$$\cos \xi = g_{ij} v^i n^j = - \frac{R' p}{\sqrt{1 + \beta}} \bigg|_{\lambda=0}. \tag{2.22}$$
This equation can be used to express the angular momentum as a function of the angle $\xi$ as

$$J = J_0 = R(r_0, t_0) \sin \xi.$$  \hfill (2.23)

We can then solve the set of equations (2.15), (2.17) and (2.18) with initial conditions $r_0$, $t_0$, $p_0$ and $J_0$. The redshift as a function of $\lambda$ for a photon hitting the observer today can be found integrating the following equation, see e.g. [7]

$$\frac{d \ln(1 + z)}{d\lambda} = -u^{-1} \left[ \frac{R' \dot{R}^2}{1 + \beta p^2} + \frac{\dot{R}}{R^2} J^2 \right],$$  \hfill (2.25)

with initial condition $z(\lambda = 0) = z_0 = 0$.

### 2.3 Reference models

To derive numerical predictions for various observables, we need to choose values for the model parameters. For simplicity, we follow here refs. [7, 8], which chose parameters such that the distances agree with the observations of SN-Ia for low redshifts and those of the cosmic microwave background for high redshifts. We emphasize however that fitting distance measurements is not our goal in this paper, and that we use these parameters only to illustrate the resulting effects. A more detailed and systematic study of different void sizes will be presented in a companion publication.

The density distribution parameters $\alpha$ and $\beta$ entering the expression (2.4) of the Hubble parameters are functions of the spatial coordinate $r$. The universe outside the void is defined by nearly-flat FLRW dust dominated universe. So the relative matter density in this region can be set to $\alpha_0 = 1$. Consequently, the relative curvature density becomes $\beta_0 = 1 - \alpha_0 = 0$ in this region. The curvature density decreases over the transition region by the same amount as the increase in matter density with increase in $r$. So the density contrast parameters are of opposite sign but same magnitude, i.e., $\Delta \alpha = -\Delta \beta$. It follows that the free parameters that remain are $\Delta \alpha$, $H_{\perp,0}$, $x_0$, and $\Delta x$ which are model dependent. Note that, for practical reasons, we use $\alpha_0 = \Omega_{m,\text{out}} = 0.999$ instead of $\alpha_0 = 1$ so that $\beta_0 = 1 - \alpha_0$ does not vanish completely in the outside homogeneous FLRW region, which would otherwise cause numerical errors.

Following [8], a good fit to the supernovae observations for low redshifts requires the Hubble parameter in the vicinity of the observer or inside the void today to be $h_{\text{in}} = 0.65$. Similarly, a good fit to the CMB power spectrum for high redshifts requires the Hubble parameter well outside the void today to be $h_{\text{out}} = 0.51$. The $h_{\text{in/out}}$ are given by $H_{\perp,0,\text{in/out}} = 100 \times h_{\text{in/out}} \text{ km} \cdot \text{s}^{-1} \text{Mpc}^{-1}$.

For illustrative purposes, we focus on two specific models which we call model-A and model-B [7, 8], whose parameters are listed in table 1. In figure 2 we show the matter density profile for each of these two models. In figure 3 we show the photon trajectories for an observer at a physical distance 200 Mpc, for both models A and B. Not surprisingly, given the density profiles, the bending of the light rays due to the void is much sharper and more visible for void model-B. We shall however see later that the lensing effect is more pronounced in model-A.

---

3We observe that since we have $t = t(r, \eta)$, an equation for $\eta$ can be derived using

$$\frac{d\eta}{d\lambda} = \frac{\partial \eta}{\partial t} \frac{dt}{d\lambda} + \frac{\partial \eta}{\partial r} \frac{dr}{d\lambda}. \hfill (2.24)$$
| Parameter                      | Symbol | Model-A | Model-B |
|-------------------------------|--------|---------|---------|
| Relative matter density       | $\alpha_0$ | 0.999   | 0.999   |
| Relative curvature density    | $\beta_0 = 1 - \alpha_0$ | 0.001   | 0.001   |
| Density contrast parameter    | $\Delta \alpha = -\Delta \beta$ | 0.9     | 0.78    |
| Transition point [Gpc]        | $x_0$  | 1.450   | 1.804   |
| Transition width              | $\Delta x/x_0$ | 0.40    | 0.03    |
| Age of universe [Gyr]         | $t_0$  | 12.8    | 12.7    |
| Relative density at the center| $\Omega_{m,\text{in}}$ | 0.2     | 0.25    |
| Relative density outside void | $\Omega_{m,\text{out}}$ | 0.999   | 0.999   |
| Hubble parameter at the center| $h_{\text{in}}$ | 0.65    | 0.63    |
| Hubble parameter outside void | $h_{\text{out}}$ | 0.51    | 0.51    |

Table 1. Parameter values used for calculation for both the models.

Figure 2. Matter density distribution profiles at current time for the two models-A and -B defined earlier.

3 CMB angular power spectrum

Since space-time is no longer spherically symmetric around such an off-set observer, we expect her/him to measure additional anisotropies in the temperature, relative to those measured by an observer at the center. Following the approach of [10], we expand the observed temperature anisotropy field up to first order in lensing-like displacement and radial modulation and we write

$$\tilde{\Theta}(x_0, t_0, \mathbf{n}) = \Theta(x_0, t_0, \mathbf{n}) + \Theta^\text{NS}(x_0, t_0, n) + \Theta^\varphi(x_0, t_0, \mathbf{n}) + \Theta^d(x_0, t_0, \mathbf{n}),$$

(3.1)

where we have explicitly indicated the dependence on the observer position $x_0$ and reception time $t_0$. In eq. (3.1), $\Theta(x_0, t_0, \mathbf{n})$ is the zeroth order contribution from the primary anisotropies while $\Theta^\varphi$ and $\Theta^d$ are the lensing-like and radial modulation effects, linear in lensing-like deflection and in the radial modulation, respectively. These contributions vanish for a perfectly isotropic CMB sky without primary anisotropies. The contribution $\Theta^\text{NS}(x_0, t_0, \mathbf{n})$ is given by non-stochastic anisotropies induced by the displaced position of
the observer in the apparent anisotropic spacetime. This is a purely geometry-induced effect, present even if primary anisotropies are vanishing. In the following, we investigate separately these contributions.

3.1 Non-stochastic anisotropies

An observer displaced in the void would measure anisotropies even when the temperature at the last-scattering is isotropic. These anisotropies are what we call non-stochastic anisotropies: they are a purely geometrical effect, only due to the propagation of photons in the apparent anisotropic spacetime.

Assuming the CMB temperature to be isotropic at the last-scattering surface, the CMB temperature apparent to the observer today is given by

\[ T(n) = \frac{T_*}{1 + z(n)} \]  

(3.2)

where \( T_* \) is the average temperature at the last-scattering surface, and \( z(n) \) is the redshift of the last-scattering surface in the direction \( n \). The apparent average temperature \( \hat{T} \) at observer’s position today is then given by

\[
\hat{T} \equiv \frac{1}{4\pi} \int d\Omega \, T(n).
\]  

(3.3)

The average redshift to the last-scattering surface can be obtained by combining eq. (3.2) and eq. (3.3) as

\[
1 + z_* \equiv \frac{T_*}{\hat{T}}.
\]  

(3.4)

We can then write eq. (3.2) as

\[
T(n) = \frac{T_*}{1 + z_* + \delta z(n)} \equiv \frac{\hat{T}}{1 + \delta(n)},
\]  

(3.5)
where we have defined
\[ \delta(n) \equiv \frac{\delta z}{1 + z^*}. \] (3.6)

The observer measures the non-stochastic relative temperature variation
\[ \Theta_{\text{NS}}(n) \equiv \frac{\Delta T}{T} = \frac{T(n) - \bar{T}}{\bar{T}} = -\frac{\delta(n)}{1 + \delta(n)} \simeq -\delta(n). \] (3.7)

### 3.2 Secondary anisotropies

The right way to proceed to take into account the effects of radial modulation is to write the CMB temperature field on the sky as the projection of sources \( S \) which contribute in an optically thin regime, as done in [10]. By doing this, one can verify that the contribution of the radial modulation to the temperature anisotropy field is subdominant with respect to the one coming from lensing-like deflection, see e.g. [10] for details.\(^4\) From now on we therefore focus only on the contribution of secondary anisotropies coming from lensing.

The lensing-like displacement as seen by the off-center observer is defined as the difference between the direction of the photon emission point at the last-scattering surface (the end-point of the photon geodesic) and the direction of observation (the angle of photon incidence at observer position). Choosing the coordinate system as in figure 1, we define
\[ \tilde{\Gamma} \equiv \tilde{\theta}_\text{LSS} - \xi \] (3.8)

where with a tilde we denote quantities defined in the coordinate system centered at the observer position. The angle \( \tilde{\theta}_\text{LSS} \) is related to quantities defined in the centered reference frame through
\[ \tilde{\theta}_\text{LSS} = \tan^{-1} \left( \frac{r_\text{LSS} \sin \theta_\text{LSS}}{r_\text{LSS} \cos \theta_\text{LSS} - r_0} \right), \] (3.9)

where \( \theta_\text{LSS} \) and \( r_\text{LSS} \) can be found by solving the geodesic equation. Since in the specific geometry chosen, lensing-like deflection has only gradient modes (for an extensive explanation, see appendix D1 of ref. [10] that also applies here) a lensing potential can be introduced as \( \Gamma_a = \nabla_a \phi \) and the lensing-like displacement can be decomposed as
\[ \tilde{\Gamma} = -\sum_\ell \varphi_0 \sqrt{\ell(\ell+1)} Y_{\ell 0} e_\theta. \] (3.10)

The calculation of \( \varphi_0 \) is described in appendix D.1 of [10] with the final result given by
\[ \varphi_0 = \frac{2\pi}{\ell(\ell+1)} \sqrt{\frac{2\ell + 1}{4\pi}} \int_{-1}^{1} \partial_\xi P_\ell(\cos \xi) \tilde{\Gamma}(\xi) d\cos \xi. \] (3.11)

In figure 4 we show \( |\varphi_0| \) for models A and B. The function resulting from eq. 3.11 has a dependence on \((-1)^{\ell+1}\). The dipole and quadrupole of the two models is similar, but the higher multipoles of model B decrease very quickly. Those of model A scale like a power law, \( \propto (-1)^{\ell+1} \ell^{-5.5} \), for \( \ell \gtrsim 10 \).

Until now we have considered a system of coordinates such that the azimuth was aligned with \( e_z \), where \( e_z \) denotes the direction joining the center of the void to the observer. To

\(^4\)Indeed, the lensing depends on the angular gradient of the lensing potential and its observable consequences are weighted by a factor of order \( \ell \). This has the effect of increasing the magnitude of the effect and shifting it to higher multipoles.
generalize our analysis, we can consider a rotated coordinate frame. The rotation is described by a SO(3) matrix $R_1$ characterized by its Euler angles $(\phi_1, \theta_1, 0)$. In the new coordinate frame the direction observer-hole is described by the unit vector $n_1 = R_1 e_z$. A direction described by a unit vector $n$ in the old reference frame, is rotated to $R_1^{-1} n$ in the new one. In this reference frame the lensing potential can be expanded as

$$\varphi_{\text{new}}(n) = \sum_{\ell m} \varphi_{\ell m} Y_{\ell m}(n), \quad (3.12)$$

with

$$\varphi_{\ell m} = \varphi_{\ell 0} \sqrt{\frac{4\pi}{2\ell + 1}} Y_{\ell m}^*(n_1). \quad (3.13)$$

The change to the rotated coordinate system does not change the results, however, and for the Fisher matrix analysis we will continue to use the preferred reference frame in which only the $m = 0$ component of the lensing potential is non-zero.

4 Correlation functions

The CMB sky measured by the off-center observer in the large scale void is not statistically isotropic. The correlation function of the observed temperature anisotropy (indicated by tilde) can be defined as

$$\tilde{C}(n_1, n_2) \equiv \langle \tilde{\Theta}(n_1) \tilde{\Theta}(n_2) \rangle \quad (4.1)$$

where $n_1$ and $n_2$ are the direction unit vectors in which the temperature at the last-scattering surface is measured.

For the CMB analysis, we are interested in the two-point correlation function in harmonic space. We expand the temperature field as usual in spherical harmonics,

$$\tilde{\Theta}(n) = \sum_{\ell m} \tilde{\Theta}_{\ell m} Y_{\ell m}(n), \quad (4.2)$$

$$\varphi_{\ell 0} \sqrt{\frac{4\pi}{2\ell + 1}} Y_{\ell m}^*(n_1). \quad (3.13)$$

The change to the rotated coordinate system does not change the results, however, and for the Fisher matrix analysis we will continue to use the preferred reference frame in which only the $m = 0$ component of the lensing potential is non-zero.

4 Correlation functions

The CMB sky measured by the off-center observer in the large scale void is not statistically isotropic. The correlation function of the observed temperature anisotropy (indicated by tilde) can be defined as

$$\tilde{C}(n_1, n_2) \equiv \langle \tilde{\Theta}(n_1) \tilde{\Theta}(n_2) \rangle \quad (4.1)$$

where $n_1$ and $n_2$ are the direction unit vectors in which the temperature at the last-scattering surface is measured.

For the CMB analysis, we are interested in the two-point correlation function in harmonic space. We expand the temperature field as usual in spherical harmonics,

$$\tilde{\Theta}(n) = \sum_{\ell m} \tilde{\Theta}_{\ell m} Y_{\ell m}(n), \quad (4.2)$$
Figure 5. Different contributions to the power spectrum: primary anisotropies, non-stochastic ones and lensing induced ones for LTB model-A and model-B.

and the two-point correlation function in harmonic space is then in general

$$F_{\ell m}'\equiv \langle \tilde{\Theta}_{\ell m} \tilde{\Theta}_{\ell' m'}^* \rangle.$$  \hspace{1cm} (4.3)

For a statistically isotropic random field on the sphere, the two-point correlation function would be diagonal, i.e. proportional to $\delta_{\ell\ell'}\delta_{mm'}$. In our anisotropic case however we expect off-diagonal contributions to $F$. Since the secondary anisotropies have a pure geometrical origin, it is convenient to study the 2-point correlators for the lensing-like deflection and radial modulation separately and linearly sum them at the end. The 2-point function can be decomposed as [10]

$$F_{\ell m}^{LM} = C_{\ell}^{\Theta}\delta_{\ell\ell'}\delta_{mm'} + F_{\ell m}'|\varphi + F_{\ell m}'|d.$$ \hspace{1cm} (4.4)

In eq. (4.4), the first term on the right hand side is the primary contribution whereas the second and third terms denote the secondary contributions from lensing-like deflection and radial modulation, respectively. We stress that non-stochastic anisotropies are a pure geometrical effect (they are not stochastic) hence they do not contribute to the correlation function. They can be treated as a mean value that in general depends on parameters such as void size/shape and observer position.

As mentioned earlier, we focus on the 2-point correlator for the lensing-like deflection since the contribution from this effect is dominant with respect to that from the radial modulation effect. The second term on the right hand side of eq. (4.4) can be explicitly written as

$$F_{\ell m}'|\varphi \equiv \langle \tilde{\Theta}_{\ell m}^\varphi \tilde{\Theta}_{\ell' m'}^{\varphi*} \rangle + \langle \tilde{\Theta}_{\ell m}^d \tilde{\Theta}_{\ell' m'}^{d*} \rangle.$$ \hspace{1cm} (4.5)

As shown in section 3.2 of [10], the final result for 2-point temperature anisotropy correlation function is given by

$$F_{\ell m}'|\varphi = \varphi_{\ell_1 m-m'} C_{\ell_1}^{m-m'} C_{\ell'}^{m-m'} (\alpha_+ C_{\ell}^{\Theta} + \alpha_- C_{\ell}^{\Theta} + \alpha^d_{+} C_{\ell}^{\Theta})$$ \hspace{1cm} (4.6)

with

$$\alpha_\pm = \frac{1}{2} \left[ \ell_1 (\ell_1 + 1) \pm (\ell' - \ell) (\ell' + \ell + 1) \right].$$ \hspace{1cm} (4.7)
| Parameter                        | Symbol | Value  |
|---------------------------------|--------|--------|
| Hubble parameter \([\text{km} \cdot \text{Mpc}^{-1} \cdot \text{s}^{-1}]\) | \(H_0\) | 67.556 |
| CMB temperature [K]            | \(T_{\text{CMB}}\) | 2.7255 |
| Baryon density \(\Omega_b h^2\) | 0.022032 |
| Cold dark matter density \(\Omega_{\text{CDM}} h^2\) | 0.12038 |
| Curvature density \(\Omega_K\) | 0 |

Table 2. Parameter values used in CLASS code.

The summation over \(\ell_1\) is understood, with \(\ell_1\) going from \(|\ell' - \ell|\) to \((\ell' + \ell)\) according to the triangle inequalities of Wigner 3-\(j\) symbols in appendix H of [10]. The object \(C_{\ell}^{\Theta \Theta}\) is called the Gaunt coefficient defined in the appendix. Because of the constraint on the upper indices in the Wigner 3-\(j\) symbol that appears in \(C\), we set \(M = m - m'\) in \(\varphi_{\ell_1\ell M}\) in eq. (4.6). For our special choice of coordinates mentioned earlier, we have here \(M = 0\), i.e., \(m = m'\). This also greatly reduces the number of coefficients that we have to consider while calculating the correlation function. \(C_{\ell}^{\Theta \Theta}\) is the dimensionless primary contribution to the CMB temperature anisotropies calculated using the CLASS code [41, 42]. We use the default values of parameters in the CLASS code to compute \(C_{\ell}^{\Theta \Theta}\), as they reproduce well the observed CMB anisotropy spectrum. The most important parameter values are given in table 2.

Figure 5 shows the different contributions to the CMB power spectrum, i.e., \(\ell(\ell+1)F_{\ell m}^{\ell' m'}\). The primary anisotropies are the same as those used in eq. (4.6). The spectrum of the non-stochastic anisotropies was computed with the help of a harmonic transform of the non-stochastic temperature variation (3.7), while the lensing spectrum was obtained with the help of eq. (4.6). We divide the non-stochastic and lensing contributions by \(2\ell + 1\) as they are only non-zero for \(m = 0\). The lensing spectrum is much smaller than the primary anisotropies. The combination of void size and observer position used here leads to a large non-stochastic dipole and to a non-stochastic quadrupole that is comparable with the primary quadrupole, for a static observer. Realistically, the observer would be moving, which would change the lowest multipoles due to the boost contribution discussed in section 4.1 below. The non-stochastic anisotropies decay rapidly at higher \(\ell\) and can be safely neglected there.

In figures 6 and 7, we show the structure of normalized (to the diagonal) 2-point correlation function with \(m = m' = 0\) with \(L = \ell' - \ell\) on the x-axis indicating the off-diagonal elements of the function (which appear in our case due to statistical anisotropy). An important observation from these figures is how the function decreases rapidly in amplitude for higher values of \(L\). This helps us provide an estimate of the minimum number of off-diagonal elements that we can include in the numerical calculation of the Signal-to-Noise ratio (section 5) after which (i.e., including more off-diagonal elements) the result remains effectively the same. We see also here that the off-diagonal correlations of model B decay faster than those of model A.

4.1 Inclusion of kinematic effects

Up to now we have considered the case of an observer static (with respect to the CMB rest frame) inside the void. Here we explore the effect of a peculiar motion on the correlation function. We assume that kinematic effects are adding up to lensing induced effects, i.e., we neglect effects proportional to the product of lensing potential and peculiar motion, which we
Figure 6. Normalized correlation matrix for different values of $\ell$ for LTB model-A.

Figure 7. Normalized correlation matrix for different values of $\ell$ for LTB model-B.

treat as second order. In other words, we neglect here the presence of the void and we review the effect of a peculiar motion on primary anisotropies, see also [10] where the comparison between lensing induced and kinematic effects on the correlation function was discussed for the first time.

We consider two observers of a pure FLRW universe: the first one comoving with the CMB rest frame and the second one in motion with respect to the first. We relate CMB correlation functions in the CMB rest frame $S'$ with the ones in the moving observer frame $S$. There are three different effects on the CMB sky map due to the motion of the observer: (a) creation of anisotropies from the monopole (b) a modulation of intensity/Stokes parameters and (c) an aberration in the direction $n$ of incoming photons which leads to a remapping of the intensity map/Stokes parameters on the sky. Explicitly, the energy of the photons
changes as,
\[ E(n) = \frac{\sqrt{1 - \beta^2}}{1 - n \cdot \mathbf{v}} E'(n'), \tag{4.8} \]
where \( \mathbf{v} = \beta \hat{\mathbf{v}} \) is the relative velocity of the two frames. The directions of observations are related by
\[ n \cdot \hat{\mathbf{v}} = \frac{n' \cdot \hat{\mathbf{v}} + \beta}{1 + n' \cdot \mathbf{v}}. \tag{4.9} \]
Temperature anisotropies seen by the observer in \( \mathcal{S} \) can be divided into two categories: modulation of the monopole (intrinsic, non-stochastic component) and modulation and aberration of temperature anisotropies in \( \mathcal{S} \) (stochastic anisotropies). Explicitly
\[ \Theta(n) = \Theta(n)^{NS} + \Theta(n)^{S}, \tag{4.10} \]
where the labels NS and S stay for non-stochastic and stochastic anisotropies, respectively. The temperature shift associated to the energy shift (4.8) is just
\[ T = \frac{\sqrt{1 - \beta^2}}{1 - n \cdot \mathbf{v}} T'. \tag{4.11} \]
Averaging this object over directions (integrating over angles) we find
\[ \bar{T} = \frac{1}{4\pi} \int d^2 n T(n) = \frac{\sqrt{1 - \beta^2}}{\beta} \log \left( \frac{1 + \beta}{1 - \beta} \right) \frac{T'}{2}, \tag{4.12} \]
and it is straightforward to compute the relative anisotropies
\[ \Theta(n)^{NS} = \frac{2\beta}{1 - n \cdot \mathbf{v}} \ln \left( \frac{1 + \beta}{1 - \beta} \right)^{-1} - 1. \tag{4.13} \]
Introducing a series expansion in powers of \( \beta \) it is easy to verify that
\[ \Theta(n)^{NS} = \sum_\ell a_\ell P_\ell(n \cdot \hat{\mathbf{v}}), \tag{4.14} \]
with \( a_\ell \propto \beta^\ell \). Stochastic anisotropies are given by a modulation and aberration of the anisotropies in \( \mathcal{S} \). It follows from what we computed above for the non-stochastic case, that stochastic anisotropies are given by
\[ \Theta(n)^{S} = \frac{2\beta}{1 - n \cdot \mathbf{v}} \ln \left( \frac{1 + \beta}{1 - \beta} \right)^{-1} \Theta'(n'), \tag{4.15} \]
where the relation between \( n \) and \( n' \) is given by (4.9). Expanding in powers of \( \beta \), up to \( \mathcal{O}(\beta^3) \)
\[ \Theta(n)^{S} = (1 + \zeta_\beta + \zeta_\beta^2) \left[ \Theta'(n) - \left( \nabla_a \zeta_\beta + \frac{1}{4} \nabla_a \zeta_\beta^2 \right) \nabla^a \Theta'(n) \right. \]
\[ \left. + \frac{1}{2} \nabla^a \nabla^b \Theta'(n) \nabla_a \zeta_\beta \nabla_b \zeta_\beta + \ldots \right], \tag{4.16} \]
where to simplify the notation we have introduced two potentials, linear in \( \beta \)
\[ \zeta_\beta(n) = \beta n \cdot \hat{\mathbf{v}}, \tag{4.17} \]
and quadratic in $\beta$

$$\zeta_{\beta^2}(\mathbf{n}) = \beta^2 \left( (\mathbf{n} \cdot \hat{\mathbf{v}})^2 - \frac{1}{3} \right), \quad (4.18)$$

Secondary anisotropies are stochastic and we can compute the correlation matrix, following [10]. We write

$$\Theta(\mathbf{n}) = \sum_{\ell m} Y_{\ell m}(\mathbf{n}) \Theta_{\ell m}, \quad \Theta'(\mathbf{n}) = \sum_{\ell m} Y_{\ell m}(\mathbf{n}) \Theta'_{\ell m}, \quad (4.19)$$

and for the potentials

$$\zeta_\beta(\mathbf{n}) = \sum_m Y_{1m}(\mathbf{n}) \beta_{1m}, \quad \zeta_{\beta^2}(\mathbf{n}) = \sum_m Y_{2m}(\mathbf{n}) \beta_{2m}. \quad (4.20)$$

At linear order in $\beta$, one has [10]

$$\langle F_{\ell m}^{\ell' m'} \rangle |^\beta = \alpha_{\ell \ell'} \beta_{1m-m'} \mathcal{C}_{\ell \ell'}^m c_{\ell'}^m \left( C_{\ell} - C_{\ell'} \right), \quad \alpha_{\ell \ell'} \equiv \frac{\ell - \ell'}{2} (\ell' + \ell + 1), \quad (4.21)$$

We observe all the diagonal terms (i.e. $\ell = \ell'$, $m = m'$) of the correlation matrices $\langle F_{\ell m}^{\ell' m'} \rangle |^\beta$ are vanishing. Off-diagonal correlators are non-vanishing only for $\ell' = \ell \pm 1$, i.e. we have only correlation among $\ell \leftrightarrow \ell \pm 1$ multipoles. This result can be extended: at a generic order $L$ of the perturbation expansion in $\beta$, only off-diagonal elements separated at most by $L$ are excited. For example, the correlation matrix at order $\beta^2$ reads

$$\langle F_{\ell m}^{\ell' m'} \rangle |^{2\beta} = -\frac{1}{4} \beta_{2m-m'}^2 c_{2 \epsilon_1 \ell}^m (m-m') m' (C_{\ell} - C_{\ell'}) \alpha_{\ell \ell'} + \sum_{\ell'' m''} \beta_{1m-m''} \beta_{1m''-m''} \mathcal{C}_{\ell 1 \ell''}^m c_{\ell''}^m (m''-m'') m'' \alpha_{\ell'' \ell} \alpha_{\ell'' \ell'} C_{\ell''}$$

$$- \sum_M \beta_{1M} \beta_{1(M-M-m')} \left( Q_{\ell 1 \ell'} M m' (m'-M-m') - \frac{1}{2} R_{\ell 1 \ell'} M m' (m'-M-m') \right) C_{\ell'}$$

$$+ (\ell \leftrightarrow \ell'), \quad (4.22)$$

where the symbols $\mathcal{C}_{...}$, $\mathcal{T}_{...}$, $\mathcal{Q}_{...}$ and $\mathcal{R}_{...}$ are a combination of Wigner symbols, defined in the appendix. We see that at second order in $\beta$ only off-diagonal elements up to a separation of 2 are present as a result of the selection rules coming from the triangular conditions of the Clebsh-Gordan coefficients. As already mentioned, this result holds at any order in $\beta^N$: only multipoles separated by $\pm N$ are present at that order. The effect of a boost on anisotropies is therefore equivalent of having a lensing-like potential $\phi$ whose multipoles are related by $\phi_{\ell+1}/\phi_{\ell} \sim \beta$.

As $\beta \approx 10^{-3}$, this scaling implies that the effective ‘lensing potential’ of the boost decreases by nearly 3 orders of magnitude per $\ell$, which is much faster than the scaling of model A, and even of model B, see figure 4. We can therefore ‘boost away’ only the dipole contribution to the ‘void lensing’ $\tilde{\phi}_{00}$, the remaining multipoles will not be significantly affected.

5 Fisher forecasts

The likelihood for the $\tilde{\Theta}_{\ell m}$ is of the standard multivariate Gaussian form

$$\ln \mathcal{L} = -\frac{1}{2} \sum_{\ell m} \sum_{\ell' m'} \left( \tilde{\Theta}_{\ell m}^* - \tilde{\Theta}_{\ell m}^{NS} \right) (F^{-1})_{\ell m}^{\ell' m'} \left( \tilde{\Theta}_{\ell' m'} - \tilde{\Theta}_{\ell' m'}^{NS} \right) + \ln \det (F)_{\ell m}^{\ell' m'} + \text{const.} \quad (5.1)$$
The non-stochastic anisotropies $\tilde{\Theta}^{NS}_{\ell m'}$ are not inherently random, but are given by the geometry of the void and observer. For this reason we treat them as a mean value, that in general depends on parameters like void size/shape and observer position. The covariance matrix is given by the two-point correlation function (4.3). It will also depend on the void/observer geometry, and also on the cosmological parameters.

To simplify our notation, we introduce the following matrix form

$$F_{\mu \nu} \equiv F_{\ell m'}^F,$$

where the first index $\mu \equiv (\ell, m)$ while the second $\nu \equiv (\ell', m')$. The theoretical covariance matrix $F_{\mu \nu}^{-1}$ depends in general on cosmological and geometrical parameters $\lambda_A$ and the uncertainty with which we can recover these parameters is given by the Fisher matrix

$$F_{AB} = \left\langle -\frac{\partial^2 \ln L}{\partial \lambda_A \partial \lambda_B} \right\rangle,$$

which can be written more explicitly as

$$F_{AB} = \frac{1}{2} \sum_{\mu \nu \alpha \sigma} \left[ (F^{-1})_{\mu \nu} \partial_A F_{\nu \sigma} (F^{-1})_{\sigma \alpha} \partial_B F_{\alpha \mu} \right] + \sum_{\mu \nu} \partial_A \tilde{\Theta}^{NS}_{\mu} (F^{-1})_{\mu \nu} \partial_B \tilde{\Theta}^{NS}_{\nu}.$$

In full generality, the theoretical correlation function can be split into a diagonal contribution from primary anisotropy and an off-diagonal one from lensing and from a boost, as

$$F_{\mu \nu} = C_{\mu \nu} + A_V \delta C_{\mu \nu} + A_\beta \delta D_{\mu \nu},$$

where $A_V$ and $A_\beta$ are two artificially introduced amplitudes of the lensing and boost contributions, respectively. We want to focus on the lensing part and we forecast the precision with which we can measure $A_V$. To this goal, we keep all cosmological and void/observer parameters fixed (parameter degeneracies can increase the error bars on $A_V$). In this case the Fisher matrix has only one element

$$F_{A_V A_V} = \sigma_{A_V}^{-2} = \frac{1}{2} \sum_\mu T_{\mu},$$

with

$$T_{\mu} \equiv \sum_{\nu \sigma \rho} \delta C_{\mu \nu} (F^{-1})_{\nu \sigma} \delta C_{\sigma \rho} (F^{-1})_{\rho \mu}.$$

The non-stochastic anisotropies, $\tilde{\Theta}^{NS}_{\mu}$, do not contribute here as they do not depend on $A_V$. A more realistic analysis would vary the void/observer parameters fixed (parameter degeneracies can increase the error bars on $A_V$). In this case the Fisher matrix has only one element

$$F_{\mu \nu} = \sqrt{F_{\mu \mu}} \sqrt{F_{\nu \nu}} \left( \delta_{\mu \nu} + \frac{\delta C_{\mu \nu}}{\sqrt{F_{\mu \mu}} \sqrt{F_{\nu \nu}}} \right) = \sqrt{C_{\mu}} \sqrt{C_{\nu}} (\delta_{\mu \nu} + \epsilon_{\mu \nu}),$$

where $C_{\mu}$ and $C_{\nu}$ are the diagonal elements of $F_{\mu \nu}$.
where we have used $F_{\mu\nu} = C_{\mu}$. Then for the inverse

$$
(F^{-1})_{\mu\nu} \simeq \frac{\delta_{\mu\nu}}{C_{\mu}} - \frac{\delta C_{\mu\nu}}{C_{\mu}C_{\nu}} - \frac{\delta D_{\mu\nu}}{C_{\mu}C_{\nu}},
$$

which gives for (5.7)

$$
T_\mu \approx \frac{1}{C_\mu} \sum_\nu \frac{\delta C_{\mu\nu} \delta C_{\nu\mu}}{C_\nu} + \ldots,
$$

where terms of order $\sim (\delta C/C)^3$ and $\sim (\delta C/C)^2(\delta D/C)$ have been neglected. In other words, we see that a boost would give sub-leading corrections to the Signal-to-Noise of the void lensing, hence we neglect it in this analysis. To understand how the different terms in the Fisher matrix contribute to the Signal-to-Noise, we compute the square root of the $\mu$-dependent term

$$
(S/N)_\mu \equiv \sqrt{T_\mu} = \frac{1}{\sqrt{C_\mu}} \left[ \sum_\nu \frac{(\delta C)_{\mu\nu}(\delta C)_{\nu\mu}}{2C_\nu} \right]^{1/2},
$$

In the usual notation and taking the square, for future convenience

$$
(S/N)_{\ell m}^2 \equiv \frac{T_{\ell m}}{2} = \frac{1}{C_{\ell m}} \left[ \sum_{\ell' m'} \frac{(\delta C)_{\ell m}(\delta C)_{\ell' m'}}{2C_{\ell' m'}} \right].
$$

As a test of the method, we verified that we agree with the results of [43] when we forecast the Signal-to-Noise ratio of Planck to measure our local velocity using eq. (4.21).

For the completeness of our analysis, we show the difference between a cosmic variance limited experiment and a real experiment by obtaining the Signal-to-Noise results for both the models (A and B) while including the instrument noise of the Planck satellite. For simplicity we follow [43] and replace $C_\ell$ in eq. (5.12) with the quantity

$$
C_\ell^N = \frac{1}{f_{\text{sky}}} (C_\ell + N_\ell),
$$

where $N_\ell$ is given by

$$
N_\ell = \theta_0^2 \sigma_T^2 e^{(\ell+1)\theta_0/(8 \ln 2)},
$$

and $f_{\text{sky}}$ is the fraction of sky covered by the experiment. As in [43], we consider the sensitivity of the best channel, $\theta_0 = 7', \sigma_T = 2 \times 10^{-6}$, and $f_{\text{sky}} = 0.85$. This is in relatively good agreement with the measured performance of Planck, e.g. [44].

In figure 8 we show the cumulative Signal-to-Noise for both model A and B, and an observer located at a physical distance of 200 Mpc with respect to the center of the void, as a function of $\ell_{\text{max}}$. We see that the Planck signal levels off around $\ell \approx 1600$ where the noise starts to dominate. However, for both cases studied here, the Signal-to-Noise exceeds 10, i.e., both voids leave a detectable imprint in the Planck data. For purely cosmic variance limited surveys, the Signal-to-Noise ratio keeps increasing with resolution.

6 Conclusions

In this paper we have considered for the first time the structure of the temperature-temperature correlation matrix observed by an observer displaced with respect to the center
of an underdense region described as an LTB void model. We split the theoretical correlation function into a diagonal contribution from primary anisotropies and an off-diagonal one from lensing. We forecast the precision with which we can measure the amplitude of the lensing contribution. To this goal, we kept all cosmological and void/observer parameters fixed (parameter degeneracies can increase the error bars on the amplitude). We also discussed kinematic effects on the correlation matrix due to the peculiar velocity of the observer with respect to the CMB rest frame and we showed that in the Fisher forecast, the effect of additional boost-induced anisotropies manifests itself in sub-leading contributions to the Signal-to-Noise that we neglect in our approach. We applied the method to two large void models with different matter density profiles and we computed the Signal-to-Noise ratio for both cases. We find that these specific examples would leave a detectable signal in the Planck data, with a Signal-to-Noise ratio of over 10. A more extensive investigation is deferred to a companion paper dedicated to applying this framework to systematically to a large class of void models with different void sizes, observer positions and matter profiles where we also allow for a non-zero cosmological constant. In that publication we will also compare the results to the limiting cases of a empty spherical void embedded in a FLRW background where all the matter is concentrated in a black hole in the center, as in [10], and the case of a void where the matter is concentrated in a thin shell at the void boundary.
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A Products of spherical harmonics and the Gaunt coefficient

In this appendix we summarise some properties of integrals over products of three spherical harmonics, and associated quantities. It is based on appendix H of [10]. The main result is that the integral of three spin-weighted spherical harmonics can be written as

$$\int d\Omega_{s1} Y_{\ell_1 m_1} s_2 Y_{\ell_2 m_2} s_3 Y_{\ell_3 m_3} = \sqrt{\frac{(2\ell_1 + 1)(2\ell_2 + 1)(2\ell_3 + 1)}{4\pi}} \begin{pmatrix} \ell_1 & \ell_2 & \ell_3 \\ -s_1 & -s_2 & -s_3 \end{pmatrix} \begin{pmatrix} \ell_1 & \ell_2 & \ell_3 \\ m_1 & m_2 & m_3 \end{pmatrix}. \quad (A.1)$$

The 3 – j symbols that appear in this expression satisfy the following properties

$$\begin{pmatrix} \ell_1 & \ell_2 & \ell_3 \\ m_1 & m_2 & m_3 \end{pmatrix} = \begin{pmatrix} \ell_3 & \ell_1 & \ell_2 \\ m_3 & m_1 & m_2 \end{pmatrix} \quad (A.2)$$

$$= (-1)^{\ell_1+\ell_2+\ell_3} \begin{pmatrix} \ell_1 & \ell_3 & \ell_2 \\ m_1 & m_3 & m_2 \end{pmatrix} \quad (A.3)$$

$$= (-1)^{\ell_1+\ell_2+\ell_3} \begin{pmatrix} \ell_1 & \ell_2 & \ell_3 \\ -m_1 & -m_2 & -m_3 \end{pmatrix}. \quad (A.4)$$

Specifically, they are identically zero whenever any of the following conditions are violated

$$m_1 + m_2 + m_3 = 0, \quad |\ell_i - \ell_j| \leq \ell_k \leq \ell_i + \ell_j, \quad \{i,j\} = \{1,2,3\}. \quad (A.5)$$

Some important quantities that are used in this paper are defined as

$$c^{m_1 m_2 m_3}_{\ell_1 \ell_2 \ell_3} = \int d\Omega Y_{\ell_1 m_1}^{*} Y_{\ell_2 m_2} Y_{\ell_3 m_3}, \quad (A.6)$$

$$t^{m_1 m_2 m_3}_{\ell_1 \ell_2 \ell_3} = \int d\Omega Y_{\ell_1 m_1}^{*} \nabla^a Y_{\ell_2 m_2} \nabla^a Y_{\ell_3 m_3}. \quad (A.7)$$

The first quantity, $c$, is effectively the Gaunt coefficient (up to the complex conjugation of the first spherical harmonic which leads to some sign changes). It is given by

$$c^{m_1 m_2 m_3}_{\ell_1 \ell_2 \ell_3} = (-1)^{m_1} \begin{pmatrix} \ell_1 & \ell_2 & \ell_3 \\ -m_1 & m_2 & m_3 \end{pmatrix} \mathcal{F}_{\ell_1 \ell_2 \ell_3}, \quad (A.8)$$

$$\mathcal{F}_{\ell_1 \ell_2 \ell_3} = \sqrt{\frac{(2\ell_1 + 1)(2\ell_2 + 1)(2\ell_3 + 2)}{4\pi}} \begin{pmatrix} \ell & \ell_1 & \ell_2 \\ 0 & 0 & 0 \end{pmatrix}. \quad (A.9)$$

The second quantity is then

$$t^{m_1 m_2 m_3}_{\ell_1 \ell_2 \ell_3} = \frac{1}{2} [\ell_3 (\ell_3 + 1) + \ell_2 (\ell_2 + 1) - \ell_1 (\ell_1 + 1)] c^{m_1 m_2 m_3}_{\ell_1 \ell_2 \ell_3}, \quad (A.10)$$

$$= (-1)^{m_1} \begin{pmatrix} \ell_1 & \ell_2 & \ell_3 \\ -m_1 & m_2 & m_3 \end{pmatrix} \mathcal{F}_{\ell_1 \ell_2 \ell_3}, \quad (A.11)$$

$$\mathcal{F}_{\ell_1 \ell_2 \ell_3} = \frac{1}{2} [\ell_1 (\ell_1 + 1) + \ell_2 (\ell_2 + 1) - \ell (\ell + 1)] \mathcal{F}_{\ell_1 \ell_2}. \quad (A.12)$$

It is easy to verify that

$$t^{-m_1 - m_2 - m_3}_{\ell_1 \ell_2 \ell_3} = (-1)^{\ell_1+\ell_2+\ell_3} t^{m_1 m_2 m_3}_{\ell_1 \ell_2 \ell_3}. \quad (A.13)$$
We also define

\[ Q_{\ell_1 \ell_2 \ell_3 \ell_4}^{m_1 m_2 m_3 m_4} = \int d\Omega Y_{\ell_1 m_1}^* Y_{\ell_2 m_2} \nabla^a Y_{\ell_3 m_3} \nabla_a Y_{\ell_4 m_4} , \] (A.14)

\[ R_{\ell_1 \ell_2 \ell_3 \ell_4}^{m_1 m_2 m_3 m_4} = \int d\Omega Y_{\ell_1 m_1}^* \nabla_a Y_{\ell_2 m_2} \nabla^a Y_{\ell_3 m_3} \nabla_b Y_{\ell_4 m_4} . \] (A.15)

For \( Q \) the following property can be verified:

\[ Q_{\ell_1 \ell_2 \ell_3 \ell_4}^{m_1 m_2 m_3 m_4} = \sum_{\ell m} c_{\ell_1}^{m_1} c_{\ell_2}^{m_2} m T_{\ell_3}^{m_3} m_4 . \] (A.16)
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