A Multi-Primitive-Based Hierarchical Optimal Approach for Semantic Labeling of ALS Point Clouds
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Abstract: There are normally three main steps to carrying out the labeling of airborne laser scanning (ALS) point clouds. The first step is to use appropriate primitives to represent the scanning scenes, the second is to calculate the discriminative features of each primitive, and the third is to introduce a classifier to label the point clouds. This paper investigates multiple primitives to effectively represent scenes and exploit their geometric relationships. Relationships are graded according to the properties of related primitives. Then, based on initial labeling results, a novel, hierarchical, and optimal strategy is developed to optimize semantic labeling results. The proposed approach was tested using two sets of representative ALS point clouds, namely the Vaihingen datasets and Hong Kong’s Central District dataset. The results were compared with those generated by other typical methods in previous work. Quantitative assessments for the two experimental datasets showed that the performance of the proposed approach was superior to reference methods in both datasets. The scores for correctness attained over 98% in all cases of the Vaihingen datasets and up to 96% in the Hong Kong dataset. The results reveal that our approach of labeling different classes in terms of ALS point clouds is robust and bears significance for future applications, such as 3D modeling and change detection from point clouds.
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1. Introduction

There are three common geometric primitives that have been used in classification issues for the past decade: points, planar segments, and voxels. Point-based classification [1] directly makes use of individual point features, as well as features dependent on neighboring points, e.g., the normal direction, surface smoothness, and local point cloud density. Planar segment-[2] and voxel-based [3] methods no longer calculate features for individual points, where the points are clustered into a primitive by using certain rules and by calculating features and assigning class labels to the primitive. Compared with the point-based method, both planar segment- and voxel-based methods show more advantages in terms of classification accuracy and speed of computation [2]. Under- and over-segmentation problems, however, are inevitable in both planar segment- and voxel-based methods. Errors arising from such problems negatively affect classification accuracy [4]. Moreover, a complex 3D scene is difficult to characterize using one type of segment. To address the challenges inherent to the characterization of a complex 3D scene that Xu et al. [4] proposed, a multiple-entity-based method is proposed, in which the authors not only combined points and planar segments but introduced mean shift segments. Different from common geometric primitives, mean shift segments are irregular in geometric space and usually derive from feature-space clustering. Xu et al.’s method [4] is a step-wise procedure. Point clouds are first classified using planar segments, after which, the points are assigned different labels. Only those points labeled “vegetation” or “unclassified” are used to carry out the second step,
namely point-based contextual classification. The mean shift segments are then extracted from the roof elements to classify these areas. Given the step-wise framework, the mean shift segments depend heavily on previous results. Moreover, only the roof elements limit the effects of mean shift segments. Taking these issues into account, we present a novel framework in the segmentation step, i.e., using multiple primitives to represent scenes. Specifically, we use the points, planar segments, and object segments in the segmentation step. The object segments in the proposed method have a clear point to the vegetation. With the introduction of the object segments, the vegetation point clouds can break the constraints of regular geometric shape and then be clustered. One of the main advantages of this segmentation strategy is that the object segments have clear meanings such that to improve the classification accuracy.

Whether or not labeled samples are used to train a classifier, semantic labeling strategies can be categorized into two groups: supervised [5] and unsupervised [6]. In this paper, we focus on the supervised strategies of ALS point clouds. Generally, a suitable classifier is trained by using labeled samples to infer testing datasets. After initial labeling for multi-class problems, an approximate optimal algorithm, such as loopy belief propagation (LBP) [7] or graph-cuts [8], can be applied based on contextual information, to smooth the labeling results. In previous work, the methods used to perform multi-class labeling and topologic optimization have been the subject of much discussion. To the best of our knowledge, most work, e.g., [2,3,5,9,10], has involved the optimization of initial labeling using an approximate optimal method in a uniform weight system. However, this procedure is problematic. Different primitives have different discriminative features with varying degrees of reliability. Thus, different weights of interaction between different primitives exist. This paper aims to refine the interaction between primitives. Specifically, when the point primitive is in a relationship, we categorize that relationship into two grades. Based on these two grades, we design a novel, hierarchical, optimal strategy to investigate the graded relationships.

In summary, the main contributions of this paper can be described thus: (1) multiple primitives are introduced to represent scenes in the segmentation step; (2) the relationships between primitives are categorized into two grades; and (3) an innovative hierarchical strategy is proposed to realize labeling optimization.

After briefly summarizing related work in Section 2, we introduce the proposed segmentation method for multiple primitives and the steps to carry out a classification in a conditional random field (CRF). In Section 3, we carry out such a classification to get the initial labeling results, which are then optimized using the proposed hierarchical method. Experiments and analysis are given in Section 4. Finally, in Section 5, we share our conclusions about the proposed method and provide an outlook on future work.

2. Related works

Point-based classification is the basic classification strategy that has attracted the majority of research [11]. Chehata et al. [1] proposed a point-based features method to classify ALS point clouds. Each point acted as an independent individual, labeled in feature space, without consideration of the relationships between other points. Niemeyer et al. [9] investigated contextual information and set up pairwise potentials in a CRF using the point primitive. Weinmann et al. [10] also used the point primitive to represent scenes and further exploited individually optimized 3D neighborhoods to calculate discriminative features. Segment-based classification is a more efficient classification strategy than a point-based strategy [2]. In the segment-based methods, points sharing homogeneous properties are grouped into the same cluster; consequently, the whole scene is split into different clusters that always contain specific meanings. One of the most important benefits is that, when compared with the point-based strategy, the features of the segment-based strategy are more discriminative, i.e., differences in some features from different types of clusters become more prominent. However, segment-based methods heavily depend on the quality of results generated by the segmentation algorithm [2,11]. In Darmawati’s [12] method, the planar segments that were generated by surface growing were exploited to represent a scanning scene.
A rule-based classification method was then applied to separate buildings and vegetation in urban areas. Vosselman et al. [2] provided a combining segmentation method for classification. The authors introduced the advantages of the point-based method to overcome the disadvantages of the planar segment-based method. Voxel-based classification is another efficient classification strategy. Zhu et al. [3] proposed the generation of supervoxels to merge neighborhoods according to their features. Recently, a similar strategy using supervoxels was discussed by Lou et al. [13]. In addition to using a single primitive to represent a scanning scene, researchers also investigated how to exploit different primitives’ representations. Multiple-entity-based classification [4] is considered a combination of point-based and the segment-based methods. As we described in the introduction, the authors used planar segments, points, and mean shift segments to carry out three independent classifications. Gevaert et al. [14] used spatial bins, planar segments, and local neighborhoods to represent scanning scenes in their tests. Niemeyer et al. [15] exploited two primitives (i.e., points and planar segments) in their classification method. In contrast with other work, the authors in [15] extracted planar segments based on classification results from the point-based strategy.

The derived feature vectors for each primitive are provided as an input to a classifier, so one can assign the respective semantic labels. Many studies have tried locally independent classifiers, such as the support vector machine [16], random forest (RF) [2], and AdaBoost classifier [17]. Due to its excellent performance, the RF classifier has received much attention [18]. In a recent study, many researchers [2,4,9,13,15] implemented the RF classifier to carry out the supervised classification. To obtain spatially smoothing semantic labels of 3D point clouds in multi-class cases, an approximate optimal strategy can be applied using the initial classification and contextual information [2,3]. Niemeyer et al. [5,15], Weinmann et al. [10], and Vosselman et al. [2] implemented LBP on their supervised initial classification in a CRF. From the perspective of rule-based topologic relationships, Zhu et al. [3] carried out graph-cut processing on their unsupervised initial classification in a Markov random field (MRF) to arrive at a global minimal energy. Landrieu et al. [19] proposed the integration of structures with individual points and then carried out an approximate optimal strategy from a structured regularization perspective. In the above mentioned tasks, the approximate optimal strategies were usually regarded as an independent, last step in classification.

In contrast with classic approaches, recent advances in deep learning have delivered promising results for the labeling of point clouds. Qi et al. [20] proposed PointNet to make neural networks directly applicable to 3D point clouds semantic segmentation. Recently, Landrieu and Simonovsky [21] proposed a deep learning-based framework for semantic segmentation of large-scale point clouds. In this work, the organization of 3D point clouds can be effectively captured by a super point graph that provides contextual information between object parts. Hackel et al. [22] presented a benchmark set for testing the semantic segmentation of mobile or terrestrial point clouds using the deep learning framework called Semantic3d.

3. Semantic Labeling via a Multi-Primitive-Based Hierarchical Optimal Approach

3.1. Overview of the Approach

We begin construction of the framework by separating the original point clouds into ground and non-ground point clouds [23]. The obtained ground points are exploited to generate the corresponding digital terrain model (DTM) that will be utilized to calculate the features of primitives (e.g., height). The non-ground point clouds are segmented into multi-primitives to represent scanning scenes. The RF approach is introduced to train and infer semantic labels for each unit. We then use a hierarchical approximation strategy to optimize the semantic labels in a graphical model. The overall strategy of the proposed framework is illustrated in Figure 1.
3.2. Multi-Primitive-Based Segmentation

We define three kinds of primitives to split and represent a scanning scene, namely, single point, planar segment, and object segment primitives. The planar segment primitive is the basic element in our strategy. The point primitive is the supplement for planar segments. Since observation errors cannot be avoided, some isolated points may not belong to any planar unit. Moreover, different objects may connect to each other and not be easily distinguished (e.g., roofs and trees). In those cases, to avoid over-segmentation, we intentionally leave those ambiguous points in primitive form, i.e., point-based. This strategy provides us an opportunity to label those ambiguous points by using the initial classification results (see Section 3.4.). Otherwise, those points will be mandatorily labeled with segments. We also included an object primitive in our method to represent a scene more effectively and accurately. Considering that vegetation clusters are among the most discernible clusters in an urban point clouds scene [24], the object segments have clear points to the clusters in the proposed approach. Object segments are the expansions of planar segments (see Section 3.2.2.) that make the features become more discriminative. Figure 2 shows an example of using a union set of those three primitives to represent a scanning scene. From Figure 2 we can see that if we do not keep points primitive, the pink points will be absorbed into a planar segment or be discarded as outliers. However, these operations are unreasonable because those points belong to power lines, not to roof segments or outliers. In other words, if we do not introduce object primitive, the trees (the green points in Figure 2) will be split into many small planar segments. Remarkably, that will result in a loss of many significant features of trees.

3.2.1. Planar Segmentation

The goal of planar segmentation in our method is to group points with significant planar features in a local continuous region. RANdom SAmple Consensus (RANSAC) and its improved versions [25] are often used to initiate planar segmentation. To extract planar surfaces using a RANSAC-based
method, two difficulties need to be overcome: (1) spurious planes (i.e., the planes detected by the RANSAC-based method may belong to different planes or roof surfaces) [26]; and (2) issues arising from the detection of small or narrow planes [27]. We combined a RANSAC-based method and a region-growing (RG) strategy to address these problems. Specifically, RANSAC detects planar units with a strict parameter setting scheme, to ensure the continuity of each unit. The planar units act as a seed in RG to improve segmentation, to make it as large as possible [28]. The pseudo code that shows details of this procedure is provided in Algorithm 1. In this process, the $k$ nearest neighborhood algorithm is applied to detect potential seeds and to grow the region. Different constraints (e.g., local connectivity and surface smoothness) should be defined, depending on the requirements of controlling the quality of the obtained plane. In order to make the segments as large as possible and to avoid slightly non-planar surfaces breaking up into multiple, small, planar segments, we merged adjacent segments if certain constraints were first imposed. First, the normal vector directions of the two planes were nearly parallel. Second, two segments should be connected to each other. The third constraint was that a common plane be fitted with sufficient smoothness and allowable outliers (see Algorithm 1).

3.2.2. Object Segmentation

Vegetation cannot be properly captured by planar segments. Fortunately, however, certain geometrical features of vegetation are extremely different from those that can be extracted from artificial objects, e.g., buildings [24]. We therefore redefined the relationships by using both spherical and cylindrical radius searching ($r = 1$ and 0.5 m for both search modes) to set up local neighborhoods for each element. The radius setting should satisfy two issues, i.e., (1) keeping the continuity of the scanning objects and (2) avoiding the over-boundary as much as possible. Apart from satisfying those issues, we considered the related work [2,10,15] to set the searching radius. As mentioned previously, object segments are the expansions of planar segments in our approach. Thus, before executing RG, an object detection (OB) method should be executed on each planar seed (see Algorithm 1 for the exact process). The point set that includes $A$ (a planar segment) and its neighborhood is marked as $\bar{A}$.

Three main constraints in our method were applied to judge the properties of $\bar{A}$, i.e., the OB module. First, the number of points in $\bar{A}$ had to be larger than that in $A$. Second, the variance of the normal vector directions had to be sufficiently high. Third, we projected $\bar{A}$ onto the horizontally oriented plane (noted as the XY plane) and gridded those points with a fixed step; then we could obtain subsets from $\bar{A}$ (i.e., $\bar{A} = \{a_1, a_2, \ldots, a_n | a_i \in \bar{A}\}$) (see Figure 3c). For each subset, $a_i$ with $i = 1, 2, \ldots, n$, we set up a 2D coordinate system with distance as the horizontal axis and height as the vertical axis. The leftmost/bottom point in a subset acted as the reference point to calculate the distances for other points; furthermore, the Z value of each point was the height. Figure 3 shows this process in detail.

After points in one of the grid lines are reordered and connected in a designed 2D system (see Figure 3e), we can detect extreme points (e.g., the points in the red circles in Figure 3e) from the obtained curve. It clearly follows that if those points belong to a plane then the curve in Figure 3e will change to a monotonic line. In contrast, if those points belong to a tree, we will get a curve with many extreme points, such as that in Figure 3e. Therefore, a threshold of the number of extreme points (considering the noises in point clouds, we set the threshold equal to 2) can be predefined to make a judgment about whether those points belong to a plane. A contextual constraint is introduced into RG in the object segments. A point, $P$, has a $k$ nearest neighborhood, $N_p$, and if all of those $k$ points belong to the same object segment, then $P$ merges with that segment. In addition, we merge adjacent object segments if they have the same intersecting boundary. The pseudo code that shows details of this procedure is also provided in Algorithm 1.
Algorithm 1. Segmentation

**Input:** Point Cloud = \([P]\).

1. Grid \(P\) to subset point sets \(SP\) \(\{sp_1, sp_2, \ldots, sp_n\}\) Calculate the normals of each \(sp_i\) and put in the corresponding Normal set \(ns_i \in NS\).
2. **For** \(i = 0\) to size (SP)
3.  Obtain the planar set \(PS\) \(\{ps_1, ps_2, \ldots, ps_n\}\) from \(sp_i\) by a RANSAC-based algorithm.
4.  Put the rest points into an outlier set \(OS\).
5.  **For** \(j = 0\) to size (PS)
6.  Generate a new object segment subset \(oss = \emptyset\).
7.  **For** \(k = 0\) to size (ps\(j\))
8.      Find \(k_n\) neighbors of \(p_k\), \(N_k, p_k \in ps_j\),
9.      If size \((N_k \cup ps_j) > \text{size} (ps_j)\) and \(oss = \emptyset\) then
10.         **If** Do OB is true then
11.             \(oss \leftarrow (N_k \cup oss)\).
12.             Remove points from original set, i.e., \(SP - oss, PS - oss and OS - oss\).
13. **End if**
14. **End if**
15. **End for** \(k\)
16. **End for** \(j\)
17. **End for** \(i\)

**For** \(i = 0\) to size (PS)-1
18.     **If** \(ps_i \neq \emptyset\) then
19.         If merge conditions are true: \(ps_i \leftarrow ps_i \cup ps_j\), with \(j = i + 1\) to size (SP), \(\emptyset \leftarrow ps_j\).
20. **End if**
21. **End for** \(i\)

**For** \(i = 0\) to size (OSS)-1
22.     **If** \(oss_i \neq \emptyset\) then
23.         If merge conditions are true: \(oss_i \leftarrow oss_i \cup oss_j\), with \(j = i + 1\) to size (OSS), \(\emptyset \leftarrow oss_j\).
24. **End if**
25. **End for** \(i\)

Output: \(PS, OSS, OS\).
Figure 3. The strategy used in the proposed method to carry out a semantic check. (a) Point clouds in 3D space. The green and blue points represent tree and ground, respectively. The red points represent a candidate of semantic segments, e.g., plane segment A. (b) Point clouds in 2D space. The yellow circle shows the neighborhood using a cylinder radius. (c) Point clouds of A and a designed grid with a fixed step, Δy. (d) The scanning line is not required to be parallel to the grid. (e) Points in one of the grid lines are reordered in a designed 2D system and extreme points (e.g., points in the red circles) can be detected from the 2D curve.

3.3. Feature Description for Semantic Labeling

3.3.1. Unary Features

Unary features for different primitives have been much discussed in previous work [2,3,10], so here we only summarize those features pertaining to our work. All of the quantified features are normalized into the interval 0 to 1 by the min-max normalization. A detailed description is found in Table 1.

Table 1. Unary features description.

| No. | Domain | Feature's Description |
|-----|--------|-----------------------|
| 1   | N      | The number of points in segment i. |
| 2   | N      | The perimeter and area of segment i in 2D space. Feature derived from the height (calculated from spherical and cylindrical neighborhoods): average height above DTM; the difference between the maximum and minimum heights; the variance in height of segment i. |
| 3   | N      | Features derived from the covariance matrix by principal component analysis, i.e., linearity, planarity, scattering, omnivariance, anisotropy, eigenentropy, and change of curvature. |
| 4   | N      | The variances of planarity, omnivariance, and change of curvature within a cylindrical neighborhood are calculated for the point primitive only. |
| 5   | N      | The number of extreme points for a cylindrical neighborhood of segment i. Features derived from the normal vector direction. |
| 6   | N      | The point densities in spherical and cylindrical neighborhoods. |
| 7   | [0, 360]° | The difference of normals of segment i using a multi-scale operator [21]. |
3.3.2. Pairwise Features

Contextual information has played a very important role in the recent classification of point clouds [2,3,13,29]. According to the different discriminative powers of different primitives, we categorize the geometric relationships into two grades. The first grade includes relationships in planar-to-planar, object-to-object, and planar-to-object segments. The second grade represents the relationships in point-to-point, point-to-planar, and point-to-object segments. Figure 4 shows the proposed two grade relationships between multiple primitives. One of the main advantages of this definition is that we can control the magnitude and direction of action of each primitive. We will discuss the advantages of this definition in detail in Section 3.4. Here, we give pairwise features in Table 2, after which, we carry out the same normalization operation as that in the calculation of unary features.

![Figure 4](image-url)

**Table 2.** Pairwise features description.

| No. | Domain | Feature's Description |
|-----|--------|-----------------------|
| 1   | N      | The number of the 2D border intersecting points. |
| 2   | [0, 1] | The linearity of the 2D border intersecting lines. |
| 3   | N      | The average height difference of adjacent segments in the 2D overlapping part. |
| 4   | [0, 360]° | The variance of the direction of the 2D border intersecting points in each segment. |
| 5   | N      | The feature derives from point densities that are separately calculated using spherical and cylindrical neighborhoods. For the point-to-point case, we define points i and j as connecting to each other if point j is in the neighborhood of point i and vice versa. The number of border points is a constant (i.e., = 1). |
| 6   | {True, False} | |

3.3.3. Heuristic Rule-Based Features

To emphasize the advantages gained from contextual information, researchers in recent years have paid more attention to state-of-the-art features, namely high-order features. Although high-order potentials are becoming ever more important, it is still difficult to apply them to the classification of point clouds because of their complex relationships and extensive computational costs. So far, there is no unified definition of high-order features [2]. In many applications, the regional context (namely the long-range relationships and label cost) is used to calculate high-order potentials [13,30,31].
Although such a definition makes sense for the classification of point clouds if the unary potentials are based on the point primitive or the (super) voxel primitive, it is not the best definition in cases concerning the segment primitive. Segments are already grouped to objects or to larger object parts based on the similar features so that neighboring segments are very likely to have different labels. Many researchers [3,4,13] have cited the use of heuristic rule-based knowledge acting as high-order features to correct for unfavorable labels in labeling results. Although rule-based knowledge comes from subjective observations, it has clear and correct physical meanings that heavily depend on objective factors. Therefore, such knowledge is highly reliable. Considering the high repeatability of the method, only a limited number of rule-based features is employed, see Table 3.

### Table 3. Heuristic rule-based features description.

| No. | Domain | Feature’s Description |
|-----|--------|-----------------------|
| 1   | {True, False} | The area and minimal height of a roof segment should be larger than given thresholds (e.g., 15 m² and 1.5 m, respectively). |
| 2   | {True, False} | The edges of a roof segment should be larger than a given threshold (e.g., 1 m). |
| 3   | {True, False} | There is no isolated vegetation point in a roof segment. |
| 4   | {True, False} | A façade segment is always under a roof segment, and the angle of the normal vectors of such two segments should not be parallel. |

### 3.4. Hierarchical Labeling Strategy

#### 3.4.1. Conditional Random Fields (CRFs)

CRFs belong to undirected graphical models that provide a probabilistic framework for context-based classification. We apply a CRF for the proposed classification. A CRF is defined on an underlying graph \( G = (n, e) \) consisting of a set of nodes, \( n \), and a set of edges, \( e \). Each segment or point, in our case, corresponds to a node, \( n_i \) \((n_i \in n)\), and the goal is to assign an appropriate semantic label, \( y_k \) \((y_k \in Y)\), for \( n_i \) with corresponding observations, \( x_i \) \((x_i \in x)\). Each edge, \( e_{ij} \) \((e_{ij} \in e)\), links nodes, \( n_i \) and \( n_j \), with a certain defined neighborhood. In our case, \( e_{ij} \) represents the contextual relations between two such nodes and can then be used to support the potentials. The semantic labels for all nodes based on their own observations are predicted and collected in a vector \( Y = \{y_1, y_2, \ldots, y_n\} \), where \( n \) is the number of nodes. The energy function to express the goal function in a CRF is:

\[
E(Y) = \sum_{i \in n} E_u(x_i, y_k) + \alpha \sum_{e_{ij} \in e} E_p(x_{ij}, y_k, y_h) + \beta \sum_{i \in n^2} E_h(y_k, l_i).
\] (1)

In Equation (1), \( E(Y) \) represents global energy. Our goal is to find an appropriate combination of \( Y \) so as to minimize global energy. The terms \( E_u \) and \( E_p \) are the unary term and pairwise term, respectively. The high-order term, \( E_h \), is designed using the label cost term introduced in [32]. \( l_i \) represents an optimal neighborhood of node, \( n_i \). We consider the label cost in the point primitive (i.e., in Equation (1)). \( n^2 \) is a subset of nodes that only includes the point primitive, \( n^2 \in n \). \( \alpha \) and \( \beta \) are the corresponding weight factors.

#### 3.4.2. Calculation of Local Energies

We used RFs to carry out semantic labeling in order to obtain initial classification results. Based on RF results, we can extract the energies from the unary and pairwise potentials, with all possible semantic labeling and their combinations. Three independent RFs, one for the unary potential and two for the pairwise potential, must be trained. Specifically, in the unary potential, the RF will be assigned to the points, planar segments, and object segments. The second RF is assigned to the relationship in the segmentations. The last RF belongs to the relationship between the segmentations and points. In this study, these classifiers are trained independently from each other with fully labeled data. The labeled point cloud is segmented by the algorithm described in Section 3.2. After segmentation, we calculate...
features as described in Section 3.3 for all nodes and edges. A feature matrix is formulated as input data for each RF. To avoid an unbalanced training sample, we apply downsampling or oversampling techniques to ensure that the RF can randomly select the same number of samples for each class [33].

As mentioned in Section 3.4.1., we used a CRF for classification. The goal of classification is to find the most probable configuration labels given the observed point clouds. Thus, to arrive at that goal in a CRF, i.e., denoting the combination of all input data by \(x\), we want to determine the configuration of class labels that maximizes the posterior probability \(P(Y|x)\) [2]. Considering that in Equation (1) we used the energy function to realize the goal optimization, to keep the form consistent, the posterior probability can be transformed to energy consumption, i.e., \(1 - P(Y|x)\). For the inference, we use the number of votes, \(N_{y_i}\), to express the posterior probability of a node having a label \(y_k\), then the corresponding unary energy function is:

\[
E_u(x_i, y_k) = 1 - \exp\left(\frac{N_{y_k}}{n_T}\right),
\]

where \(n_T\) is the total number of trees to be used in an RF.

For pairwise issues, we introduce only two classes to judge whether linking nodes have the same labels. Obviously, this designation will markedly reduce the number of classes in pairwise cases so that accuracy of the classification of RFs will be improved. Moreover, the required number of samples for training is also reduced considerably. Another advantage for this definition is that the functioning range of contextual information becomes clearer and more reasonable, i.e., pairwise potentials can only determine the relations of two nodes that are linked by a certain edge but cannot determine a specific label for a node.

For high-order issues, the label cost term tends to reduce redundant label categories by imposing the cost of these labels on a category subset. As mentioned in Section 3.4.1., we consider the label cost in the point primitive such that it requires fewer category labels to describe a region. The label term penalizes category \(y_k\) heavily when there are a few points labeled as \(y_k\) in a neighborhood. Moreover, penalization also acts on each neighborhood, e.g., neighborhood \(A\) is penalized more heavily than neighborhood \(B\) if \(A\) has more categories. These strategies are supported by the continuity property of an object’s surface. The proposed approach to calculate the label cost values is based on [13].

### 3.4.3. Hierarchical Strategy

As previously mentioned, contextual information should be used to affect a semantic label determined for each 3D point. So far, exact optimization is computationally intractable in multi-class problems; hence, approximate algorithms are applied instead. We apply an energy minimum method [32] to optimize the energy function, i.e., Equation (1) within an appropriate weight factors combination.

Taking into account that the point primitive has a high possibility of sharing the same label with its neighboring segments, we introduce a penalties process with the robust PN-Potts model to smooth the labeling results piecewise:

\[
E(y_i, y_j) = \omega_{ij} \Delta \delta([y_i, y_j]),
\]

where \(\omega_{ij}\) are the weights and \(\delta(\Delta)\) is:

\[
\delta([y_i, y_j]) = \begin{cases} 
\min(\varepsilon_1, E_u, \frac{E_u - E_d}{\gamma} + \varepsilon_2), & \text{if } E_u < E_d \\
0, & \text{else}
\end{cases}
\]

with \(E_u\) and \(E_d\) representing the energy of \(y_i \neq y_j\) and \(y_i = y_j\), respectively, \(\varepsilon_1\) is an upper bound on the potentials, and \(\varepsilon_2\) and \(\gamma\) are the remaining parameters of a truncated linear cost function that ensures the desired, gradual increase in the penalty. We specifically define a weight as follows: a node, \(i\), with
m neighboring nodes that can be linked with m edges, \( e_{ij} \) \((j = 1, 2, \ldots, m)\); then, we give a weight for the edge, \( e_{ij} \), that corresponds to node \( i \):

\[
\omega_{i\rightarrow j} = \frac{1}{m} \left\{ \psi_{ij}(x_{ij}, y_i, y_j) \right\} \left| y_i = y_j \right|.
\]

(5)

We carry out a hierarchical strategy to complete the optimization process. First, we implement the energy minimum method in a sub-energy function:

\[
E(Y) = \sum_{i \in n_1} E_u(x_i, y_k) + \alpha_1 \sum_{e_{ij} \in e_1} E_1^p(x_{ij}, y_k, y_h),
\]

(6)

where \( E(Y) \) is a sub-energy of \( E(Y) \). \( E_1^p \) is the pairwise potential that considers the relationships in the segmentations, i.e., the 1st grade relationship. \( n_1 \) is a subset of nodes that includes the planar and object segments and \( e_1 \) is the corresponding edges set. \( \alpha_1 \) is a factor that controls the weight of pairwise potentials. The features in the planar and object segments have strong discriminative power, hence we can use them to calculate highly accurate semantic labeling results from the unary potential. Thus, the unary potentials should predominate in the sub-energy function, i.e., Equation (6). For \( \alpha_1 \) we choose from \([0, 1]\). Based on the semantic labeling results from the first hierarchy, we implement an advanced calculation. In this calculation, the energy minimum method can be applied to the following sub-energy function:

\[
E(Y) = \delta \sum_{i \in n_1} E_u(x_i, y_k) + \sum_{i \in n_2} E_u(x_i, y_k) + \alpha_2 \sum_{e_{ij} \in e_2} E_2^p(x_{ij}, y_k, y_h) + \beta \sum_{i \in n_2} E_c(x_i, l_i),
\]

(7)

where \( e_2 \) is a sub-edge set that includes the edges in the point-to-point and point-to-segmentation cases, i.e., the 2nd grade relationship. \( \alpha_2 \) is a weight to control the relationship between the point unary potentials and the points related to pairwise potentials. \( \delta \) is a factor to relate the results from the first step. \( \beta \) is a weight factor to control the contribution from high-order issues. It is clear that the planar and object segments promote a higher accuracy than a single point does, suggesting that contextual information from a planar or object segment greatly affects the linking point; on the contrary, the effect becomes negligible.

4. Experimental Analysis

To verify the performance of the proposed method, two test datasets with different characteristics are exploited in this paper. The first uses the ISPRS benchmark ALS datasets from Vaihingen, Germany [34]. The dataset covers a typical town with buildings of several floors. The second dataset was collected by an ALS scanning survey in the Central District of Hong Kong, which is a typical metropolitan area with many skyscrapers. The point clouds are already manually labeled by the data provider. The details of those two datasets and evaluations are described below.

4.1. Vaihingen Dataset

The Vaihingen dataset [35] for the testing of urban classification and 3D building reconstruction [34] is composed of three sites with different scenes (Figure 5). Based on the description from the ISPRS, the 3D points were manually labeled to enable an evaluation of the semantic labeling results. Generally, the Vaihingen sites have relatively low buildings, mostly lower than 20 m, with classical architecture. Area 1 (including 153,762 points) is the inner city, with dense, complex buildings, and some trees. Area 2 (including 267,189 points) consists of many high-rise, residential buildings surrounded by trees. Area 3 (including 227,517 points) is a residential zone with many small, detached houses.
Points belong to a case in which a fitting plane is so small (e.g., part of a car or part of a fence and vegetation point clouds with high accuracy and can grow as large as possible. In Figure 6b, there are lines and others di—especially the semantic segments that can find into planar and semantic segments. In Figure 6b, we added the point primitive based on Figure 6a.

Figure 5. Test sites of scene Vaihingen. From left to right: areas 1, 2, and 3 [34].

In our tests, we focused on the urban regions to restrict ourselves to five class labels: ground, building roof, façade, vegetation, and other—the main and clear objects in the ALS point clouds. Moreover, one of the main purposes for us to label point clouds is to help us detect and extract buildings from point clouds. Thus, the training samples (including 234,000 points) were manually transformed into those five classes. The ground points were filtered before classification. However, the introduced methods could not extract all the ground points from a complex scene; consequently, an independent label was applied to find the remaining ground points.

We first filtered out the ground points from the point clouds and then implemented the proposed segment method to split the point clouds into the expected primitives. Figure 6 shows some of the segment results of the Vaihingen training dataset. Figure 6a displays a scanning scene that was split into planar and semantic segments. In Figure 6b, we added the point primitive based on Figure 6a. First, we can see that the main planar surfaces and vegetation can be well segmented. Moreover, those segments are grouped to be as large as possible—especially the semantic segments that can find vegetation point clouds with high accuracy and can grow as large as possible. In Figure 6b, there are some isolated points in the scanning scene (the white points), with some clearly on top of the roof. It makes sense to separate those points from roof segments, because some of them belong to power lines and others are difficult to classify (e.g., clusters). Some isolated points appearing in a vegetation region may be caused by the variant point densities but they maintain, nonetheless, a high probability of being classified within the vegetation class by their contextual information. Other kinds of isolated points belong to a case in which a fitting plane is so small (e.g., part of a car or part of a fence and hedge) that one cannot fulfill the required qualities of a segment using our approach.

Figure 6. Multiple primitives to split point clouds. (a) Planar segments and semantic segments. (b) Segments and points.
Figure 7 shows the semantic labeling results for the three Vaihingen study areas. 3D points were labeled with predefined classes: ground (orange), building roof (blue), vegetation (green), façade (yellow), and other (red). First, in line with the main purpose of classification using our method, building structures satisfying the predefinition of a building area larger than 50 m² in our tests can be safely and effectively detected and extracted, with point clouds of reasonable quality. The minute planes were properly assigned to the other group, because they neither satisfied the area threshold of a building roof (15 m²) nor resonated with the discriminative features of other classes. The façade of a building could be reasonably detected by the proposed method in such areas. From Figure 7 we can see that, although there are some mistakes in the vegetation class, the main vegetation areas (>5 m²) can be detected and extracted reasonably well. The fault classification of vegetation is mainly in the case of the fence and hedge. Because some low vegetation twines on those objects, and we did not predefine a certain class for the fence and hedge, some parts of the objects will be divided into vegetation and others into other. Some small objects (e.g., cars) were also incorrectly assigned to the vegetation class. One reasonable explanation is that the structures of those objects are extremely small in the ALS scene so that they lose the main structural and morphological characteristics when represented by limited points.

![Figure 7. 3D View of the semantic labeling results for the three Vaihingen areas with five classes: ground (orange), building roof (blue), vegetation (green), façade (yellow), and other (red). (a) vs. Area 1, (b) vs. Area 2, and (c) vs. Area 3.](image)

To effectively and objectively evaluate our methods, we introduced three indicators from the ISPRS suggestion for quantitative assessment of the qualities of the semantic labeling results [36]:

\[
\text{Completeness} = \frac{TP}{TP + FN}, \tag{8}
\]

\[
\text{Correctness} = \frac{TP}{TP + FP}, \tag{9}
\]

\[
\text{Quality} = \frac{TP}{TP + FP + FN}, \tag{10}
\]

where TP = true positives, FN = false negatives, and FP = false positives. The borders of the building roof were extracted from the semantic labeling results and then regularized. We exploited the regularized borders to implement a comparison with the benchmark. After two datasets (i.e., ours and the reference) were aligned in 2D space, we separately measured the areas of TP, FN, and FP. Figure 8 shows the evaluation of the semantic labeling results using the proposed method. Generally, there are only two obvious “missing” cases in the results (i.e., in Area 2 and Area 3, see more details in Figure 9) with areas larger than 50 m². However, such cases are due to the very poor quality of the point clouds, with respect to obtaining a regularized boundary, (e.g., the “missing” cases in Area 3, see Figure 9b) and the threshold setting (e.g., the “missing” case in Area 2 that is too close to the ground, <1 m, see Figure 9a).

Table 4 provides the performance of the quantitative assessment and comparisons with other classification methods (designated by acronyms representing the referenced method) in terms of the three indicators of completeness, correctness, and quality. From Table 4 we can see that in terms of completeness and correctness, the proposed method performs well and can obtain at least 90% of the
score. In correctness, the proposed method gives an excellent performance—ranking number one in two of the three areas (see Table 4). Although in Area 3 VSK (98.7%) produces slightly better results than does our approach (98.3%), in terms of correctness, this performance is at the expense of lower completeness in VSK (86.3%). To attain a good score in correctness, we need to sacrifice a portion of completeness. The reason for this trade-off is that, in most cases, satisfactory correctness is attained at the cost of implementing an under-segmentation strategy. Thus, one of the important purposes of investigating classification methods is to balance these two factors, and the proposed method performs well in this respect. We can see that only our approach and that of HANC3 can keep those two scores at 90% or better in all three areas. In terms of completeness, HANC3 and our approach are both excellent in all areas, whereas in correctness, our approach performs better than HANC3, reducing the error rate by 25.5%, 25%, and 51.5% in Areas 1, 2, and 3, respectively. In quality, we highlight the top three group with bold italics. We can find that only our results remain in the top three group for all three areas in terms of quality. One main conclusion can be made from these experiments, that the proposed method is robust and the provides best balance between completeness and correctness, therefore performing well in a comprehensive evaluation.

![Figure 8](image1.png)

**Figure 8.** Semantic labeling results and visualized evaluation of three Vaihingen test sites. (a) vs. Area 1, (b) vs. Area 2, and (c) vs. Area 3.

![Figure 9](image2.png)

**Figure 9.** Two “missing” cases, where the areas are larger than 50 m² in Area 2 and Area 3 in the red circles of (a) and (b), respectively.
Table 4. Evaluations of the semantic labeling results in three Vaihingen sites using the proposed method and the quantitative comparison with other methods.

| Method     | AREA 1 | AREA 2 | AREA 3 |
|------------|--------|--------|--------|
|            | Completeness % | Correctness % | Quality % | Completeness % | Correctness % | Quality % | Completeness % | Correctness % | Quality % |
| Ours       | 90.0   | 98.6   | 88.9   | 92.9   | 99.1   | 92.1   | 90.0   | 98.3   | 88.6   |
| HKP [3]    | 92.0   | 97.4   | 89.8   | 93.0   | 98.4   | 91.6   | 89.2   | 97.7   | 87.4   |
| HANC3 [5]  | 90.8   | 94.5   | 86.2   | 91.4   | 96.4   | 88.4   | 91.6   | 96.7   | 88.8   |
| WHU_Y2 [37]| 89.7   | 89.6   | 81.2   | 90.0   | 93.9   | 85.0   | 89.4   | 89.1   | 80.6   |
| WHU_YD [38]| 91.8   | 98.6   | 90.6   | 87.3   | 99.0   | 86.5   | 90.2   | 98.1   | 88.6   |
| WHU_ZZ [39]| 90.1   | 96.5   | 87.3   | 91.3   | 95.8   | 87.8   | 94.9   | 82.3   |        |
| MON2 [40]  | 88.1   | 90.0   | 80.2   | 87.1   | 94.0   | 82.5   | 87.7   | 89.0   | 79.1   |
| FED_2 [41] | 85.4   | 86.6   | 75.4   | 88.8   | 84.5   | 76.4   | 89.9   | 84.7   | 77.3   |
| TUM [42]   | 89.8   | 92.2   | 83.5   | 92.5   | 93.9   | 87.3   | 86.8   | 92.5   | 81.1   |
| VSK [43]   | 85.7   | 98.1   | 84.3   | 85.4   | 96.4   | 84.2   | 86.3   | 98.7   | 85.3   |
| MAR2 [44]  | 90.3   | 91.7   | 83.5   | 89.9   | 97.8   | 88.1   | 88.9   | 96.2   | 85.9   |
| ITCR [6]   | 91.2   | 90.3   | 83.1   | 94.0   | 89.0   | 84.2   | 89.1   | 92.5   | 83.1   |
| CAL2 [45]  | 87.7   | 97.2   | 85.5   | 90.7   | 96.7   | 88.0   | 89.2   | 97.7   | 87.4   |
| DLR [46]   | 91.9   | 95.4   | 88.0   | 94.3   | 97.0   | 91.6   | 91.6   | 93.7   | 95.5   | 89.7   |

Note: Those methods’ abbreviations are consistent with the benchmark tests in WG II/4 of ISPRS commissions II. [http://www2.isprs.org/commissions/comm3/wg4/tests.html](http://www2.isprs.org/commissions/comm3/wg4/tests.html).
4.2. Hong Kong Dataset

The Hong Kong dataset covers an area larger than 3 km², with a length and width larger than 3 km and 1 km, respectively. Figure 10 shows the tiled image of this area. It is clear that the complexity of this scanning scene is far greater than that of the Vaihingen data in terms of the density of buildings and the architectural morphology of structures. Whole point clouds were already manually labeled with five relevant categories (i.e., ground, building, low vegetation, high vegetation, and other) by the Hong Kong government. Since the structures were so complex and irregular, a building was no longer separated into roof and façade parts. Moreover, the viaducts and footbridges in this dataset were also labeled as building. Here we should mention that although classifying the viaducts and footbridges as building will bias the classification in terms of the real environment, it does not bias the results of the experiments since we used the same categories in the training data. Furthermore, many old houses surrounded by vegetation cannot be well separated in the ALS point clouds cases even by a human operator. Thus, to find and separate vegetation is a big challenge in the semantic labeling of cases in such a dataset. The vegetation has been divided into two categories: low vegetation and high vegetation.

In our experiments, we selected a specific part of the area to train the model. Figure 11 shows the whole area in the point clouds with the semantic labels: ground (orange), building (blue), low vegetation (light green), high vegetation (dark green), and other (red). The area in the red square is the part selected for training (including 2,352,724 labeled points), and the rest is used to test the proposed method (including 4,262,536 points).

Figure 10. Tiled image of the study area (red dotted square) in Hong Kong’s Central District.

Figure 11. The training dataset and the semantic labeling results in 2D. The training dataset with manual labels is in the red square. The region outside the square comprises the semantic labeling results with labels as predicted by the proposed method.
In Figure 11, we display the semantic labeling results using the proposed approach in the test area. Figure 12 shows the test area in 3D, as part of the semantic labeling results. From Figures 11 and 12, we can first ascertain that the main buildings—namely the areas larger than 50 m$^2$—can be correctly detected. As previously mentioned, some large apparatus was assigned to building in the training dataset so that in the construction site we find a sprinkling of building objects (top left in Figure 11). The main vegetation areas are also found using the proposed method. In this case, it is too difficult to clearly identify all vegetation regions, even using a human operator, because some small vegetation areas appear as big as a bus within so few limited points.

As in our approach to the Vaihingen dataset, we first extracted the building class from the whole point clouds and then implemented an evaluation. Figure 13 shows the semantic labeling results evaluation. As mentioned earlier, most of the buildings can be safely detected by the proposed method. There is only one main building (larger than 50 m$^2$) that is missing from the results. That particular building area was filtered out as the ground class in the first step. Although there are many small parts missing, the score climbs to 89.2% in terms of completeness. The correctness of this test attains 95.6%. We also implemented a multi-primitive-based method without the proposed hierarchical optimal strategy and a multi-scaled point-based classification method on the Hong Kong dataset. The results are in Table 5. Clearly, the proposed method performs best out of all the tested methods. In addition, the performance of the proposed method (and, to a certain degree, the other two methods) is better than the results from the quantitative indicators in this case, because some correct results were identified as FP; this was caused by a wrongly, manually labeled dataset (see Figure 13; some footbridges in black squares should be assigned the building label based on the predefinition). Furthermore, there are many, very small isolated islands in the results (small red areas in the green squares in Figure 13) that belong to large double-decker buses but are assigned the building label. This problem can be addressed by adding a new class (i.e., car) in the training data for future investigation. The quality of the semantic labeling results climbs to 85.7%, confirming that the main layout of the buildings in the test area is correct.

### Table 5. Evaluations of the semantic labeling results of the Hong Kong sites using the proposed method.  
MPB: multi-primitive-based; HS: hierarchical strategy.

| Method                             | Completeness | Correctness | Quality |
|-----------------------------------|--------------|-------------|---------|
| MPB + HS (the proposed method)    | 89.2%        | 95.6%       | 85.7%   |
| MPB                               | 80.5%        | 88.4%       | 72.8%   |
| Multi-scaled point-based method    | 75.9%        | 86.6%       | 67.9%   |
We find that our method strikes a reasonable balance between the two competing evaluation factors, well. Our results could be used to detect small, detailed objects and be further exploited to support 3D city modeling or a city GIS system. Work to overcome some of the limitations of the proposed method attains 95.6%. We also implemented a multi-primitive-based method without the proposed hierarchical optimal strategy and a multi-scaled point-based classification method on the Hong Kong ISPRS benchmark dataset and rank best in two out of the three benchmark datasets, with the remaining one having a score slightly lower than that of the best solution. More importantly, even with such a good performance, the results do not lose their completeness. Thus, the proposed method is one of the best in terms of the quality found in all three tests. The Hong Kong dataset also reflects the robustness of our method. The completeness and correctness attain approximately 89% and 96%, respectively, and quality achieves a high of 86%. From our comparisons, we find that the main proposed strategies, i.e., the multi-primitive-based and the hierarchical optimal methods perform exceptionally well. Our results could be used to detect small, detailed objects and be further exploited to support 3D city modeling or a city GIS system. Work to overcome some of the limitations of the proposed method could be conducted in the future, e.g., how to increase the considered number of classes.

5. Conclusions

This paper proposes a multi-primitive-based hierarchical optimal approach to labeling ALS point clouds. The input point clouds are appropriately segmented into and discriminative features are calculated for different primitives. From the existing relationships between different segments and primitives, we further categorize those relationships into two grades. Based on the initial semantic labeling results from the RFs, we carry out a hierarchical optimal strategy to smooth the semantic labeling.

Two challenging datasets are used to test and evaluate the properties of the proposed method. We find that our method strikes a reasonable balance between the two competing evaluation factors, completeness and correctness. The scores for correctness attained over 98% in all three cases of the ISPRS benchmark dataset and rank best in two out of the three benchmark datasets, with the remaining one having a score slightly lower than that of the best solution. More importantly, even with such a good performance, the results do not lose their completeness. Thus, the proposed method is one of the best in terms of the quality found in all three tests. The Hong Kong dataset also reflects the robustness of our method. The completeness and correctness attain approximately 89% and 96%, respectively, and quality achieves a high of 86%. From our comparisons, we find that the main proposed strategies, i.e., the multi-primitive-based and the hierarchical optimal methods perform exceptionally well. Our results could be used to detect small, detailed objects and be further exploited to support 3D city modeling or a city GIS system. Work to overcome some of the limitations of the proposed method could be conducted in the future, e.g., how to increase the considered number of classes.
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