Improving Production Efficiency with a Digital Twin Based on Anomaly Detection
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Abstract: Industry 4.0, cyber-physical systems, and digital twins are generating ever more data. This opens new opportunities for companies, as they can monitor development and production processes, improve their products, and offer additional services. However, companies are often overwhelmed by Big Data, as they cannot handle its volume, velocity, and variety. Additionally, they mostly do not follow a strategy in the collection and usage of data, which leads to unexploited business potentials. This paper presents the implementation of a Digital Twin module in an industrial case study, applying a concept for guiding companies on their way from data to value. A standardized use case template and a procedure model support the companies in (1) formulating a value proposition, (2) analyzing the current process, and (3) conceptualizing a target process. The presented use case entails an anomaly detection algorithm based on Gaussian processes to detect defective products in real-time for the extrusion process of aluminum profiles. The module was initially tested in a relevant environment; however, full implementation is still missing. Therefore, technology readiness level 6 (TRL6) was reached. Furthermore, the effect of the target process on production efficiency is evaluated, leading to significant cost reduction, energy savings, and quality improvements.
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1. Introduction

Companies of all sizes all around the world are affected by the ongoing digital transformation. One aspect of this digitalization is Big Data, which is defined by the three Vs: Volume, Velocity, and Variety [1]. All three attributes pose significant challenges to industry. Massive amounts of data are being produced. In 2020 alone, 59 zettabytes ($59 \times 10^{12}$ GB) of data were generated, and this figure is expected to reach 175 zettabytes by 2025 [2]. Some of these data are produced by cyber-physical systems, products with physical and computational functionalities, which are the drivers of the so-called fourth industrial revolution “Industry 4.0” [3,4]. These systems enable connectivity between physical products, which is expected to increase over the entire product lifecycle in the upcoming decades, leading to a large variety of different data from sensors, microprocessors, devices, etc. [5,6]. Due to this connectivity, it is possible to derive data produced by the system itself or related services in the use phase [7]. Consequently, despite the severe challenges that this transformation poses, it also offers new potentials such as increasing cost efficiency, improving decision making, and deriving new business opportunities [8]. Furthermore, it also offers possibilities to cope with other big challenges such as climate change. Over recent years, Industry 4.0 has become one of the main concepts for increasing the sustainability of production, machines, and processes [9].
To overcome the challenges and to achieve the benefits, several novel techniques and approaches have been developed by academia and industry. One of the most discussed terms in the context of Industry 4.0 is the “Digital Twin” (DT) [10]. This concept was first introduced in a presentation by Dr. Michael Grieves in 2002 [11]. Grieves and Vickers define a DT as “a set of virtual information constructs that fully describes a potential or actual physical manufactured product from the micro atomic level to the macro geometrical level.” [11]. Since then, several definitions have been published. In a literature review, Trauer et al. [12] derived three main characteristics of DTs:

1. DTs are virtual dynamic representations of physical systems.
2. DTs exchange data with the physical system automatically and bidirectionally.
3. DTs cover the entire product lifecycle.

Another important aspect of DTs is that there is not just one application scenario for a DT. A DT is rather a collection of suitable use cases that can be assembled as modules of a DT [12]. Building a DT from specific modules also addresses the ambitious third characteristic: demands for covering the entire lifecycle. It can be solved by connecting the DT modules over the lifecycle to completely fulfill the definition [12]. In mechanical engineering, these use cases range from forecasts of cycle times in production, over enhanced simulation models through use phase data in engineering, towards predictive maintenance approaches for after-sales phases [10,12]. Thus, subtypes of DTs can be formulated, depending on the lifecycle phase to which a DT module is contributing the most. These subtypes are engineering twins for the product development phase, production twins in the production phase, and operation twins in the use phase [12].

In areas other than mechanical engineering, such as smart cities, construction, retail, or healthcare, DTs provide useful application opportunities (e.g., [13–15]). The use of DTs promises benefits, such as an increased efficiency throughout the whole lifecycle, improved transparency, reduced risk, increased quality, higher flexibility, and increased revenue as costs can be reduced and additional services offered [15]. The potential benefits are reasonable and appealing. However, it is important to carefully assess and, in the best case, quantify the benefit of DT use cases [16]. Otherwise, organizational and technical issues might occur, and potentials would not be realized to the full extent. Therefore, comparable to any other digitalization project, it is important to develop a comprehensive strategy, describing the objectives a company wants to achieve [8]. Furthermore, Neto et al. [16] identified a well-defined implementation plan and process standardization as the main enablers for DTs. To cope with these challenges, in this paper, a use case template and a procedure model, based on product development use cases from [17], were adapted and further developed to use cases in the production context.

Contribution of the paper. As companies are often overwhelmed by a large amount of data and mostly do not follow a strategy in the collection and usage of data, this paper presents a novel concept for guiding companies on their way from data to value by implementing a DT module in production. The innovation lies in two aspects: the procedure model applied to production processes and the developed algorithm for detecting anomalies in aluminum extrusion. The procedure model with its standardized use case template helps to formulate the value proposition and enables companies to analyze current processes and conceptualize the target process. The proposed concept is applied and evaluated for an aluminum profile extrusion process at a medium-sized company in Austria. A DT module was developed and initially tested in a relevant environment; however, it is not yet a complete DT prototype, as the realization of bidirectional data exchange is still missing. Based on this example, the paper reveals the possibilities and benefits of a DT and evaluates its usefulness in reducing cost. Furthermore, it demonstrates the potentials of an anomaly detection algorithm applied to a production process to improve its efficiency.

Structure of the paper. After this introduction section, the case study partner, the DT procedure model, and the anomaly detection algorithm are described in Section 2. The procedure model and the anomaly detection algorithm are applied to the extrusion of aluminum profiles in Section 3. In Section 4, the results and used methods are discussed.
The last section summarizes the work, draws conclusions, and ends with an outlook for future work on DTs and anomaly detection algorithms.

2. Materials and Methods

2.1. Case Study Partner

The presented case study was conducted with Hammerer Aluminium Industries Extrusion (HAI). HAI is an international company in the field of aluminum production. The company was founded in 2007 and has developed since then to an innovative group of companies, employing more than 1500 people, with a planned turnover of more than EUR 500 M in 2021. Within its operating field, the company focuses on three main technology areas: casting, extrusion, and processing (see Figure 1). The first entails the production of castings and wrought alloys with a capacity of ~220,000 t aluminum per year. The second area focuses on the extrusion of customized aluminum profiles, especially for the transport, production, and construction industries. The last technology field requires the processing of aluminum, ranging from friction stir welding to mechanical jointing and riveting to machining and forming processes. The described DT module was applied in the extrusion field, which has an approximate capacity of 100,000 t per year [18].

![Figure 1. Technology areas covered by Hammerer Aluminium Industries: casting (a), extrusion (b), and processing (c) (retrieved from [18]).](image)

2.2. Aluminum Extrusion Processes

Nowadays, aluminum is one of the most frequently used materials in industry. Its applications range from architecture to transport, mechanical engineering, electrical engineering, and packaging to leisure and sports applications [19]. There are different manufacturing technologies for aluminum-based products, such as casting and extrusion. In particular, aluminum bar extrusion has been widely developed and discussed in industry and academia over the last century [20]. Bar extrusion, where a billet in a container is pushed through a die to form an extruded profile, can be categorized in direct, indirect, and hydrostatic bar extrusion [21]. In the present case study, direct bar extrusion is used, as depicted in Figure 2. Here, a ram (6) pushes a 350–500 °C hot aluminum billet (3) with a dummy block (4) against a die (2) to form an extruded profile out of the material (1). To take radial loads, billet, ram, and dummy are encased in a container (5) [20,21].

![Figure 2. Direct bar extrusion (adapted from [21]).](image)

Direct bar extrusion usually has a very typical force–displacement curve, which is depicted in Figure 3. According to [20,21], the process can be subdivided into three phases:

1. The billet is filled in and compressed against the die until the maximum force is reached.
2. While the billet is pushed through the die, pressure decreases, and “steady-state” extrusion proceeds.
3. After the minimum pressure is reached, the ram force again increases rapidly, as the discarded material is compressed. Most commonly, the process is interrupted at this point and the remaining material is discarded and recycled.

![Diagram](image)

**Figure 3.** Force–displacement curve in direct extrusion (adapted from [21]).

This standard curve can deviate depending on the temperatures of the container and die, the used material, and the extrusion temperature, speed, and ratio [21]. Thorough control and analysis of these parameters are inevitable, as the quality of the product depends on them. Especially in the extrusion industry, quality is a major marketing factor for these companies. Improving quality can increase market penetration, productivity, and revenue while lowering production and service costs [20]. Thus, in this case study, a use case was developed to improve production efficiency with respect to costs, energy, and quality, which is described in Section 3.

2.3. Procedure Model for the Conception and Implementation of Digital Twins

The conception and implementation of a DT strategy are a complex and interdisciplinary development process. Even for just one single use case, a systematic approach is needed in order to keep track of all necessary tasks and to execute a project as efficiently as possible. Therefore, a procedure model for the conception and implementation of DTs, consisting of five steps, was developed in [17] (see Figure 4). This model was applied in the case study of this paper up to Step 4.

![Procedure Model](image)

**Figure 4.** Procedure model for the conception and implementation of a Digital Twin in industry (adapted from [17]).

In the first step of the model, relevant stakeholders are identified, a common understanding of the term “Digital Twin” is communicated, an overall DT strategy is formulated, and a set of relevant use cases is derived. These use cases are then analyzed and assessed regarding their value proposition and the estimated effort for their implementation. By doing so, a roadmap for the implementation of the use cases can be formulated based on their
prioritization. Consequently, these activities aim at answering the question of where to start. In this case study, this step resulted in a set of user stories to formulate the objectives and needs of the stakeholders. The effort is assessed in the three categories: simulation, use phase data, and network. Value is evaluated with respect to quality improvements, time, and cost reductions. Without this step, the threat of not meeting the customer needs would be quite high.

After the scope of the project is set, the current situation needs to be analyzed. To implement the use cases as efficiently as possible, it is crucial not to start from scratch but to carefully assess the possible areas for implementing the DT module. For example, in this case study, first, the already used software and the produced data were documented to define where the data interface for the DT module could be. Furthermore, the extrusion process was analyzed to assess where the DT, based on its analyses, could automatically cause a change in the production process to improve it. This activity also reflects the maturity of the company regarding the implementation of a DT, which is vital for conceptualizing the target state in Step 3.

Target conception is the main task of the procedure model. Here, based on the documented initial situation of the use case, a target area is identified. In this part of the current process, the DT can add the most value, by creating an additional service, increasing quality, lowering costs, etc. For the different options, based on the process model and with respect also to further production steps, it is evaluated where the most significant improvement can be achieved. For example, in this case study, an analysis of how detected defective products could be marked and where they could be removed from the production line was performed. Subsequently, the required tasks of the DT are derived and implemented in the process model. At the end of this third step, a first specification of the DT can be documented to hand over to the supplier or the internal person responsible for implementing the use case.

The supplier or internal stakeholders for implementation are identified in Step 4. As the selection of these parties is directly affected by the previous steps, it is beneficial to already start the analysis and selection process from Step 2 onwards. For example, depending on the ecosystem that the implementation partner is using, other data or software need to be analyzed in Step 2. In the last step, the DT use case will be implemented. To support companies in executing this procedure model, a use case template for the systematic documentation of DT use cases was developed to guide engineers through this procedure. The specific application of this template is presented in Section 3.1.

The procedure model, depicted in Figure 4 was initially developed for the conception and implementation of an engineering twin. As the developed DT module in this paper is a production twin, the model was applied in a slightly adapted manner as described in Section 3.1.

2.4. Anomaly Detection

In general, anomaly detection is meant to detect a certain behavior that is unusual or abnormal to the expected one. In the literature, anomaly detection is classified as point, contextual, and collective anomalies [22,23]. A point anomaly is defined as a single occurrence in data that is different from the rest of the data points. Contextual anomalies consider the fact that single occurrences may be normal in general but abnormal in a certain context. For example, a daily temperature of 35 °C in Germany in summer can be seen as normal, whereas this temperature in winter is abnormal. Collective anomalies are similar to contextual anomalies. Here, however, a single data point is not anomalous but a particular collection is [24]. For an anomaly detection task, there are usually many good and only a few anomalous data points available. Therefore, this task is distinguished from a classification task where about the same number of data points is available for each category. For a comprehensive overview of the research on anomaly detection, please see [22].
Anomaly detection has been applied to various application fields such as detecting cracks in aircraft structures [25,26], fraud detection in commercial organizations [27], or finding anomalies in biological data [28], to name only a few. Often, researchers used Gaussian models in order to detect anomalous behavior. For example, Li et al. [29] used a Gaussian mixture model to detect abnormal flights, Liu et al. [30] applied anomaly detection to aircraft engines, and Pandit and Infield [31] used Gaussian processes for monitoring the condition of wind turbines. As researchers often use Gaussian models in order to detect anomalous behavior, we also use a statistical approach based on Gaussian distributions. The applied statistical approaches are based on parametric distributions, which are fitted on data. Usually, the fitted distribution describes the probability density function of good data, as they are predominantly available. With the learned probability density function, the likelihood or rather the probability density of a new data point can be evaluated and compared to a predefined threshold [32]. New data points with likelihood values smaller than the predefined threshold are marked as anomalies. In general, likelihood can be seen as a distance measure. A widely used parametric distribution is a normal distribution \( Y \sim N(\mu, \Sigma) \), the probability density function of \( y \) is defined by

\[
p(y) = \frac{1}{\sqrt{(2\pi)^n \det \Sigma}} \exp \left( \frac{1}{2} (y - \mu)^T \Sigma^{-1} (y - \mu) \right).
\]

Given a set of \( m \) realizations with \( n \) variables \( \tilde{Y} \in \mathbb{R}^{n \times m} \), the mean vector \( \mu \) and the covariance matrix \( \Sigma \) can be estimated by the sample mean vector \( \hat{\mu} \)

\[
\hat{\mu} = \frac{1}{m} \sum_{j=1}^{m} \tilde{y}_j
\]

and the sample covariance matrix \( \hat{\Sigma} \)

\[
\hat{\Sigma} = \begin{bmatrix}
\hat{\sigma}_{1,1} & \cdots & \hat{\sigma}_{1,n} \\
\vdots & \ddots & \vdots \\
\hat{\sigma}_{n,1} & \cdots & \hat{\sigma}_{n,n}
\end{bmatrix}
\]

with \( \hat{\sigma}_{i,k} = \frac{1}{m-1} \sum_{j=1}^{m} (\tilde{y}_{ij} - \hat{\mu}_i)(\tilde{y}_{kj} - \hat{\mu}_k) \) and \( \hat{\sigma}_i^2 = \hat{\sigma}_{i,i} \) respectively. A generalization of this multivariate normal distribution is the Gaussian process [33]. Gaussian processes also have been used to detect anomalies (see [34-36]). We choose a model based on Gaussian processes, as it enables modeling functions with statistical indicators. A Gaussian process is a collection of random variables, where any finite subset follows a (multivariate) normal distribution [33]. It can be also seen as a distribution of the function values \( f(x) \), which are dependent on the input variable \( x \). The Gaussian process is expressed by its mean function \( m(x) \) and covariance function \( k(x, x') \).

\[
f(x) \sim \mathcal{GP}(m(x), k(x, x')).
\]

Usually, a Gaussian process is defined by a prescribed mean function \( m_\theta(x) \) and covariance function \( k_\theta(x, x') \), which have some free parameters \( \theta \). However, choosing a suitable mean and covariance function can be difficult. A possible workaround is to train multiple different functions and proceed with the best model as shown in [37]. There, the authors trained nine different covariance functions for detecting damages in bearings. Choosing predefined functions, however, may result in the incorporation of incorrect assumptions. For example, assuming a squared-exponential covariance function implies that the realizations of the Gaussian process are infinitely differentiable. Therefore, in [38], the authors propose a workaround: if every trajectory \( y_j \in \mathbb{R}^n \) with \( j = 1, \ldots, m \) belongs to
the same input $x \in \mathbb{R}^n$, the mean and the covariance function can be fitted by the sample mean and the sample covariance matrix of Equations (2) and (3), respectively.

$$m(x) \xrightarrow{\mu} \text{and } x, x' \xrightarrow{k(x,x')} \Sigma$$ (5)

A simple model for the mean and covariance function can be, e.g., a linear interpolation scheme. However, one must guarantee that the resulting covariance matrix $k(x, x')$ is positive definite. Therefore, a squared observation error $\sigma^2$ might be added to the main diagonal. Another way to guarantee a positive definite covariance matrix is to use a linear combination of basis functions (see [39]). To use a Gaussian process model for detecting anomalies, a threshold must be defined. This threshold can be set based on another unseen data set. In machine learning tasks, the entire data set is usually split into three subsets: the training, validation, and test sets. In this paper, the subsets are the following:

1. Training set with only good data $\rightarrow$ probability density function.
2. Validation set with good and anomalous data $\rightarrow$ likelihood threshold.
3. Training set with good and anomalous data $\rightarrow$ evaluate model.

The training set, which contains only good data, is used to approximate the probability density function by estimating the mean and the covariance function (see Equation (5)). In order to set a threshold for dividing good and anomalous data based on likelihood, the validation set is used. Likelihood is computed for each validation line with the approximated probability density function from the training set. Then, the likelihood threshold is set such that the good data are separated from the anomalies. The data might not be perfectly separable as Figure 5 shows. Two main thresholds can be chosen: the threshold for least faulty designs which is the maximum of the smallest good and the biggest anomalous data point or the threshold for least false alarms, which is their minimum.

![Schematic representation of validation set which cannot be separated perfectly.](image)

Figure 5. Schematic representation of validation set which cannot be separated perfectly.

After the generation of the probability density function from the training set and the likelihood threshold from the validation set, the accuracy of the anomaly detection model can be evaluated on the unseen test set. An anomaly detection model can be evaluated based on the true positive rate (TPR), false negative rate (FNR), true negative rate (TNR), and false positive rate (FPR). In this paper, they are defined as the following:

- TPR: the rate of anomalies that are correctly declared as anomalies.
- FNR: the rate of anomalies that are wrongly declared as good data.
- TNR: the rate of good data that is correctly declared as good data.
- FPR: the rate of good data that is wrongly declared as anomalies.

3. Application and Results

3.1. Application of the DT Procedure Model and the Use Case Template

As described in Section 2.3, the presented case study was guided by the DT procedure model. The model is supported in all steps by a use case template, which is described in the following. In the first step of the procedure model, relevant stakeholders from engineering, quality production, and IT were identified. With the stakeholders, a use case description was formulated and documented using the use case template mentioned in
Section 2.3 (see Figure 6). For several years, HAI had already been collecting data from their extrusion plants, including ram pressure, extrusion speed, container temperature, billet temperature, and much more. However, to date, the production process could only be improved based on retrospective, manually derived, and imprecise analyses, but not on active and predictive approaches. Therefore, the goal for this use case was formulated as, “The data already recorded during extrusion are to be used efficiently and reliably for quality assurance of the aluminum profiles. In the process, anomalies in the extrusion pressure curve are to be detected and suitable measures derived from them”. To achieve this goal, user stories were formulated, stating the needs and requirements of the case study partner. The partner wanted to have an ideal pressure curve generated, which can be used to evaluate the material quality of a produced profile quantitatively and qualitatively. Moreover, once an anomaly is detected, an immediate reaction should be triggered to increase production quality and to protect the press from severe damage. Based on the goal and the user stories, the effort and value of this use case were assessed qualitatively. Effort was evaluated using the dimensions simulation, use phase data, and network. The first dimension considers effort related to the development of the algorithm. As applications of anomaly detection for production control already exist in the literature, it was rated only as medium high. Gathering the use phase data was unproblematic, as all sensors and data management systems were already in place. The network aspect, however, is extensive. So far, there was no interface allowing for automated, real-time analysis of production data. The value is assessed by the three factors quality, time, and cost. As the major focus of this use case is to improve production quality, this dimension was rated high. Time was rated low, as detecting faulty products does not have a major effect on the cycle times. However, costs were rated higher, because identified, defective profiles can be discarded early in the production process and no further resources will be wasted on them.

**Figure 6.** Overview of the use case “Detection of Defective Products Based on Ram Pressure Curves”.

In Step 2 of the procedure model, the situation analysis, the current data structure and the current situation of the production process needed to be analyzed as a starting point.
The analysis of the current data structure is necessary to identify the interface that can be connected with the developed DT solution (see Figure 7).

![Diagram](image)

**Figure 7. Current data structure of the use case.**

At the bottom, the control level is depicted with press control, control for the transport control system, and control of the die storage. These systems transmit press, logistics, and tooling data to the respective control station. The control level provides communication between the various control systems and enables a coordinated material flow in the technical process. The press management system (PMS), transport management system (TMS), and the management control system (SMS) forward the process data to the “PRODIS” software on the operating level, which is central to the data structure. It contains enterprise resource planning (ERP) data from SAP, quality-management data, tooling data, manufacturing data, and logistics data. This software is used for production flow and capacity planning in production. Subsequently, the relevant order and quality data are summarized at the plant management level and forwarded to the quality management system (QMS) and the corporate level.

In addition, a system for data visualization, “QlikView” is implemented. As all relevant data for this use case, namely ram pressure, cycle time, ram velocity, and logistics data, are sent to QlikView, this is the system identified as the data source for this use case.

The structure of the current process is depicted in Figure 8. As described in Section 2.2, this case study is on improving a direct bar extrusion process. At HAI, first, a billet is taken from stock. After a first inspection, this billet and the die are transported to the press. Pressing entails preheating the material and the tool, as well as pushing the billet through the die and disposing of the remaining material of the billet. Next, the extruded material is stretched in order to avoid thermal displacements and to ensure dimensional accuracy. Subsequently, the ~50 m long profile is cut into ~3 m long pieces, which are transported to the aging oven. Here, small samples are taken for quality analysis. The samples can be traced back to the production order, but not to the billet or the final profile, which makes it hard to analyze correlations between process parameters and manufacturing errors. The processed profiles are then cut into the final, desired length, transferred to storage, packed, and delivered to the customer. It is important to cover the whole production process, not only the process step, where errors might occur (namely in pressing). There are two reasons for this. First, actions might need to be taken “outside” the process step to ensure the greatest process improvement. Second, it is necessary to analyze all steps in order to investigate the resulting changes that need to be taken for the following process steps and to quantitatively evaluate the success of the solution (see Section 3.3).
While analyzing the current process, the authors realized that just a flowchart is too generic to derive a target process. In the use case template of [17], an engineering twin was conceptualized, not a production twin. For an engineering twin, the current process was sufficient to identify the system’s structure. However, for a production use case, the physical layout of the process is important. Therefore, a section for documenting the “process environment” was added to the use case template. For this model of the physical layout, it was necessary to zoom in and focus just on the important areas of the process to keep it comprehensible. The respective process environment is shown in Figure 9. After the outlet and process end, the profiles are transported to the aging ovens, which is not depicted here, as only the first part of the process could be adapted.

In the third step of the procedure model, the target process was developed. As described in the user stories of this use case, the case study partner wants to quantitatively evaluate product quality based on the pressure curve. In detecting anomalies in the curve,
there should be the possibility of immediately reacting and removing the defective item. As the machine does not provide the possibility of spontaneously adapting the process parameters while pressing, it should be ensured that the defective product is discarded and recycled as early as possible and not sent to the customer. One simple idea to do so is to mark the profile as faulty, so it can be excluded from further process steps after sawing (see Figure 9). With the current plant layout, no other low-cost possibility could be identified to exclude the defective material earlier in the process. To mark the detected product, a needle roll can be applied. Such a needle roll is already placed in some production sites, but only actuated manually. The resulting target process is depicted in Figure 10. Consequently, once an anomaly is detected using machine learning algorithms, the needle roll will be activated to mark the defective profile. At the outlet, marked material will then be separated from the proper products and recycled in the billet casting. Therefore, costs for subsequent manufacturing steps are avoided, and the overall quality of the batch delivered to the customer will increase. In the following, the anomaly detection process and algorithm will be described in more detail.

![Figure 10. Target process of the use case.](image)

Through application of the presented use case template, the project was structured, and all boundary conditions and requirements, as well as a clear goal, were defined. With this use case template, the case study partner was guided through the first three steps of the DT procedure model presented in Section 2.3. An anomaly detection algorithm to identify faulty press curves was developed and applied as described in Section 3.2.

### 3.2. Application of Anomaly Detection Algorithm

In order to apply the proposed anomaly detection algorithm, the data must be prepared beforehand. First, the good and anomalous data are collected by an employee of HAI and divided into training, validation, and test sets. In total, 604 good and 59 anomalous pressure lines are collected. Table 1 lists how the data are split into subsets. As the lines of the data set were collected by an employee of HAI, the decision of whether a chosen line is anomalous or not is dependent on the employee’s opinion.

| Data Category  | Training Lines | Validation Lines | Test Lines |
|----------------|----------------|------------------|------------|
| Good           | 533            | 14               | 57         |
| Anomalous      | 0              | 14               | 45         |

Table 1. Separation of training, validation, and test set.
As explained in Section 2.4, the Gaussian process is generated by the sample mean vector and the sample covariance matrix. As the mean and the covariance matrix can only be computed with test data on an equal time domain, the data are manipulated in order to establish the probability density function.

Three approaches referred to as manipulation schemes are considered to guarantee the same size:

1. The pressure lines are not manipulated, and missing data of incomplete vectors are ignored for computing the mean and variance (Figure 11a).
2. The first values smaller than 5 bar and values after 260 s are erased. Additionally, missing data of incomplete vectors are ignored for computing the mean and variance (Figure 11c).
3. Values before 25 s and after 260 s are erased (Figure 11e).

Figure 11. Manipulated data according to Schemes 1–3 in (a,c,e) and the corresponding covariance matrices in (b,d,f). The gray lines represent the manipulated training data, and the black dashed line shows the computed mean function.
Figure 11 shows the manipulated training set of the pressure lines (gray lines), the approximated mean (dashed black lines), and the computed covariance matrices (surface plots). The peaks of the covariance matrices in Figure 11b,d result from the large variances at the beginning and towards the end of the lines. It must be noted that the pressure lines in these areas do not exhibit a Gaussian behavior. This might lead to weak anomaly detection, as the assumptions do not hold. In order to have a proper Gaussian process that can be evaluated at any time t, the covariance function is approximated by a linear interpolation scheme of the sample covariance matrix. To ensure that the resulting covariance matrix is always positive definite, the main diagonal is decreased by the smallest eigenvalue if it is negative.

Another approach to ensure a positive definite covariance matrix is presented in [39], where the authors used a linear combination of basis functions. In this paper, we used a polynomial of degree 5 for manipulation Scheme 3 in order to approximate the covariance function. The resulting covariance function is compared with the computed sample covariance matrix in Figure 12. The approximated covariance function matches the computed sample covariance matrix and should therefore lead to similar anomaly detection performance. When this approach is used, the resulting covariance matrix is always positive definite. Therefore, the covariance matrix does not have to be warped as is the case for the approach based on interpolating the covariance matrix.

Figure 12. Computed covariance matrix and approximated covariance function based on the approach presented in [39] with basis functions.

In addition to the Gaussian process model, the maximum value of the pressure line is reviewed. If this value exceeds 250 bar, an alarm is set in order to indicate that the die might be overloaded. Furthermore, it must be mentioned that due to the data manipulations schemes shown in Figure 11, not all anomalies can be detected. For example, if an anomalous behavior arises after 260 s, this anomaly cannot be detected in Scheme 2 or Scheme 3. However, this will be considered in the test phase.

After the mean and covariance function are trained on the validation set, the likelihood threshold is set. As the user wants to avoid false alarms, the threshold is set accordingly. Figure 13 shows the likelihoods of the validation set and the chosen threshold for manipulation Scheme 3 with the interpolated covariance matrix.

In order to find the best data manipulation scheme, all schemes are applied to the data sets, and the TPR, FNR, TNR, and FPR are evaluated based on the test set. First, all data are manipulated based on a certain manipulation scheme. Second, the mean vector and the covariance matrix are computed from the training set. After the likelihood threshold based on the validation set is computed, the performance measures can be evaluated. The results are shown in Table 2. It can be observed that the manipulation Scheme 3 with
the interpolated covariance matrix (Figure 11e,f) is the best model with a 0% FPR and 97.8% TPR.

![Figure 13. Likelihoods of the validation set for manipulation Scheme 3 and chosen threshold.](image)

### Table 2. TPR, FNR, TNR, and FPR of the anomaly detection model based on the six different data manipulation schemes.

| Scheme | TPR | FNR | TNR | FPR |
|--------|-----|-----|-----|-----|
| 1      | 43/45 | 95.6% | 2/45 | 4.44% | 40/57 | 70.2% | 17/57 | 29.8% |
| 2      | 44/45 | 97.8% | 1/45 | 2.22% | 53/57 | 93.0% | 4/57 | 7.02% |
| 3      | 44/45 | 97.8% | 1/45 | 2.22% | 57/57 | 100% | 0/57 | 0.00% |
| 3 *    | 43/45 | 95.6% | 2/45 | 4.44% | 57/57 | 100% | 0/57 | 0.00% |

* with covariance function based on approach with basis functions.

With the established anomaly detection model, a traffic light scheme is implemented in the company. Red means that the extrusion process is anomalous, orange indicates that the maximum pressure exceeds the limit and might damage the die, and green stands for a good extrusion process. Figure 14 shows the anomalous lines of the test set where the colors indicate the classification made by the model. Compared to the initial retrospective procedure this is a big help as the employees of HAI directly get a notification if something went wrong. They do not have to review all lines retrospectively. Moreover, anomalous billets can be directly discarded, and following manufacturing steps can be skipped.

![Figure 14. Test set (only anomalous test data) classified by the established anomaly detection model.](image)
3.3. Evaluation of the Success of the Developed Solution

After development of the detection algorithm, a success evaluation was conducted to assess the value proposition of the use case described in Figure 6. As described previously, a defective product is removed from the production process and recycled once an error is detected. Thus, the company can improve production efficiency in three aspects: costs will be reduced, energy will be saved, and the overall production quality will be improved. This is done by avoiding unnecessary process steps for defective products.

To quantify the potential cost savings, first, the step at which the profile will be removed must be identified. With the industry partner, two scenarios were derived: a “realistic” and an “idealistic” scenario. In the former scenario, the faulty profiles are sorted out before the last process step, packaging (see Figure 8). This scenario can be implemented right away, without adapting the current overall production process. In an idealistic setup, the detected products can be removed from the production line before entering artificial aging, i.e., at the process end depicted in Figure 9. Therefore, in comparison to the other scenario, cost savings for aging and sawing can also be considered for the success evaluation.

Table 3 presents the result of the cost accounting. For calculating the potential cost reductions for the scenarios, two categories of costs were considered: machine hour rate (MHR) and personnel expenses (PE). MHR entails the costs of energy, buildings, and maintenance. In the current system, only billets are tracked with unambiguous IDs. Thus, the costs per billet (EUR/B) were considered. This is also in line with the current implementation of the use case, as with the previously described approach, only complete billets can be removed from production after pressing, not only pieces of them. In the idealistic scenario, a small fraction of the pressing costs can already be reduced, as the profiles do not need to be transported to intermediate storage. In intermediate storage, costs can be reduced as less material needs to be transported, and the storage capacity would not be wasted. If the faulty products are removed before artificial aging, the oven would be used more efficiently, and thus the MHR would be lowered. In this calculation, it was assumed that resulting capacities in the oven could always be filled by other profiles. The last process step, packaging, includes both the material needed and personnel expenses. Thus, this is a relatively costly process step. The potential cost reductions refer to one specific type of profiles produced in 2020. Over this year, 822 billets were processed, 44 of which showed undetected production errors. Therefore, with the developed DT use case, 1051.16 EUR/a could have been saved in the realistic scenario for this one profile type. In the idealistic, 1549.24 EUR/a could have been saved. The use case could be applied to 52 further profiles without major changes, which leads to annual reductions of up to 80,560.48 EUR/a. In addition, in 2020, costs of >100,000 EUR resulted from customer claims. Detecting faulty products during production could avoid some of these claims.

Table 3. Potential cost reductions for the two described scenarios, as well as the total potential. The costs are calculated in euro per billet (EUR/B).

| Scenario | Category | Pressing | Intermediate Storage | Artificial Aging | Packaging | Total (\$MHR + \$PE) |
|----------|----------|----------|----------------------|----------------|-----------|------------------|
| Idealistic | MHR PE | - | - | 1.71 EUR/B | 2.99 EUR/B | 35.21 EUR/B |
| Realistic | MHR PE | - | - | 1.71 EUR/B | 2.99 EUR/B | 23.89 EUR/B |

The other two dimensions of efficiency, energy and quality, could only be described qualitatively, as not enough data are currently collected at the industrial partner. However, it is reasonable to assume an improvement. MHR already includes costs of energy for each process step. As energy consumption and energy costs are directly correlated, it can be stated that energy will be saved by removing faulty parts early in the production process. Overall production quality will be improved, as fewer defective products will be delivered.
to the customer. Of course, significant damage to the product is already recognized, leading to the removal of the part. However, smaller defects are not fully detected, leading to high claim costs. By applying the proposed DT module, it will be possible to detect and eliminate those products before delivery to the customer.

4. Discussion

Performance of the use case template and procedure model. In this paper, the application of a DT module containing anomaly detection for direct aluminum extrusion was presented. As a guide through the conception of the module, the DT procedure model and the use case template (described in Section 2.3) were applied. The use case template proved to be helpful in guiding an engineer from a vague idea to a clear description of a target process with a valid value proposition. As Neto et al. [16] investigated, a missing implementation pathway and no standardized process are among the main barriers to the implementation of DTs in manufacturing. The presented approach, consisting of the procedure model together with the use case template, aims at reducing this barrier. The main benefit of the template lies in the formalized structure, which ensures that the most important questions are covered in the conception and implementation of a DT use case. These questions are:

- What might be a promising use case?
- Who needs to contribute to the use case?
- What is the goal?
- Why is it worth doing?
- Where in the current data structure is an appropriate interface?
- Where in the current process does a DT provide the most benefit? How can it be incorporated into the current process structure?
- How should the target process look? How does this DT module affect following process steps?

All these questions could be answered during this case study. Furthermore, as already stated in [17], it is beneficial to start from the current process, not from scratch. A final evaluation of the procedure model is still missing. Moreover, it needs to be adapted further. As a result of this case study, it became clear that it is not beneficial to apply the same use case template to both engineering and production twins. Apart from those two subsections, Trauer et al. [12] defined operations twins as a further category of DTs covering use cases in the use phase (see Section 2.3). These differences in DT along the lifecycle are also claimed by others, such as [40]. Therefore, it needs to be investigated whether a more flexible template tailored to the specific application would be better suited. In addition to the state of the art, there are also other categories of DTs such as cost or process twins, which are under research as well. Additionally, more auxiliary methods will be required to enable companies to implement DTs. Possible directions could be a business modeling approach for DTs to assess the value proposition more formally in the early stages, a database for DT use cases to guide practitioners in the ideation phase of DT projects, or an approach to creating trust in this novel concept. Moreover, the barriers and enablers presented by [16] should be investigated in a broader context beyond manufacturing in order to develop more goal-oriented support for the implementation of DTs.

Performance of the anomaly detection model. As a result of this case study, not only was the methodology developed, but the concrete application was also shown and will be discussed in the following. In general, the high performance (0% FPR and 97.8% TPR) of the anomaly detection model with Gaussian processes could be reached. With the established model, only one anomaly, which is shown in Figure 15, could not be found. As the anomalous behavior appears after the cut-off time of the manipulation scheme, the anomaly could not be detected. However, one could argue that the extrusion process was conducted properly as the anomalous behavior occurs after the pressure reaches 0 bar. Since the pressure lines were classified by a human, it could be also possible that this extrusion process was in fact properly conducted. Therefore, the results are also highly dependent on the employee’s opinion. One could reduce this problem by asking more
than one employee to classify the pressure lines. Another approach is to formulate certain criteria, which must hold for anomalous behavior.

![Training set and undetected anomalies](image)

**Figure 15.** Training set and undetected anomalies based on data manipulation Scheme 4.

One drawback of the current anomaly detection method is that only the entire extrusion process is classified as good or anomalous. Therefore, the entire billet has to be either rejected or accepted. Computing the likelihood not only for the entire line but also for steps in between could make the detection of billet sections possible. As the anomaly detection method relies on the likelihood of a pressure line, the method is dependent on the number of points per line. If the sample rate changes, the model has to be retrained.

In this paper, a Gaussian process with one observed variable was trained. It would be interesting if additional variables such as temperature or velocity, as shown in Figure 16, could increase the performance of the anomaly detection model. To show this, a bigger test set should be used. Moreover, other models such as neural networks could be trained and compared to the established model. It would be interesting if other models such as neural networks could reach a similar performance while providing a simpler training procedure or less data manipulation (see, e.g., [41]). The Gaussian process anomaly detection method relies on the computed likelihood that can be seen as one certain distance measure. As in [21,42,43], other distance measures such as the Euclidean and the Manhattan distance could be compared to the established model.

![Different measurement values](image)

**Figure 16.** Different measurement values saved during an extrusion process [44].
**Technology readiness.** The developed DT module was trained and tested using historical data. However, first, actions were taken toward a comprehensive implementation of the solution approach. At the end, an interface was implemented to ensure the automated feeding of data from the production process into the algorithm. Doing this realized a near real-time analysis of ram pressure. Thus, a technology readiness level 6 (TRL6), “subsystem model or prototype in a relevant environment”, was reached [45]. Still missing is the automated bidirectionality. So far, the algorithm can be fed only automatically, but there is no interface to the press, which would be required to actuate the needle roll. This way, faulty products could directly be marked and discarded without additional manual process steps. All measurements are taken to proceed in this manner, but due to the restricted project time, this is not included within this contribution.

**Efficiency Improvement.** The developed solution improved production efficiency with respect to cost, energy, and quality. It resulted in estimated cost savings of up to ~80,000 EUR/a. Of course, this success evaluation also comes with some limitations. First, as the project was conducted in an academic setting, it is difficult to realistically estimate the costs for implementation. Thus, we did not succeed in calculating a return on investment, which would be needed for a holistic success evaluation. Second, a few simplifications had to be made, especially for the aging process; here, it was assumed that resulting capacities from removing faulty parts can always be filled with other unharmed products. However, this assumption cannot be ensured. Last, it was not possible to also consider claims and quality management costs as a measure of the quality dimension, because there is as yet no sufficient data base available. Once these data are available, it would also be possible to calculate the “overall equipment efficiency” (OEE) as a valuable success factor, especially in terms of sustainability, as shown by [46]. The energy reduction leading to an improved sustainability could also be described only qualitatively, as no sufficient data are available.

5. Conclusions

5.1. Summary

First, a procedure model for the conception and implementation of DTs was applied and further developed. In particular, the adaption to production twins is a key result. Based on the current process and the boundary conditions, a target process was derived, which laid the foundation for an anomaly detection algorithm to detect defective pressing processes. The algorithm uses Gaussian process models for the detection of anomalies in the pressure curves of the system. With the developed solution, it is possible to detect faulty products and too-high pressures at the machine. The developed solution resulted in a performance of 0% FPR and 97.8% TPR. With the use case implemented, the case study partner would have been able to save production costs of up to ~80,000 EUR/a. The DT module was successfully introduced up to TRL 6.

5.2. Outlook

As already argued in the discussion section, the presented procedure model and use case template need to be further adapted to different application scenarios, and additional supporting methods such as a business modeling approach for DTs or a use case database would be beneficial. Regarding the implemented DT module, a model that can detect an anomaly during the extrusion process could be helpful. Then, only billet sections can be discarded, and the loss of material could be minimized. Another interesting direction for better inspection and disposal could be reinforcement learning, as described in [47], where the algorithm can find the best strategy. However, much data and long training time are needed. The success evaluation still has some limitations and should be refined. Additionally, further metrics such as the overall equipment efficiency (OEE) should be applied to also consider sustainability improvements of such use cases. Finally, the presented use case needs to be fully implemented in the production process up to TRL9.
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