Viruses competition in the genotype space
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Abstract.
This paper is devoted to the study of persistence and evolution of two viruses taking into account virus mutation, reproduction, and genotype dependent mortality, either natural or determined by an antiviral treatment. The model describes the virus density distribution $u(x,t)$ for the first virus and $v(y,t)$ for the second one as functions of genotypes $x$ and $y$ considered as continuous variables and of time $t$. The model consists of a system of reaction-diffusion equations with integral terms characterizing virus competition for host cells. The analysis of the model shows the conditions of the existence of virus strains.

1 Introduction

Viruses are in a constant evolution owing to variation of their genetic structure as the result of the interaction of the replication, recombination or mutation [1]. Further, these changes in the virus genetic structure contribute to the appearance of new variations thereof. The variability of the viruses is considered to be one of the key factors in the pathogenesis of the respective infectious disease, besides the high genetic variety and quickness of mutation of some viruses makes the immune response ineffective and it can lead to the emergence of the resistance to the antiviral therapy [2]. A better understanding of infection development would allow us the improvement techniques of viral treatments and their effectiveness.

When a virus enters the host organism, it begins to contaminate uninfected cells starting its replication. The concentration of virus in the host organism can be affected by its elimination, either by the immune response, virus natural death or some antiviral treatment. In [3], a model that describes the evolution of virus density depending on the genotype is introduced and the conditions for the existence of virus strains are determined.

In this study we propose a mathematical model which considers the aforementioned processes that affects the concentration of virus in the host organism without taking into account the immune response, in the case of the existence of two viruses $u, v$ in the host. We consider the system of equations:

*e-mail: merycris25@hotmail.com
**e-mail: popov-va@rudn.ru
***e-mail: volpert@math.univ-lyon1.fr

© The Authors, published by EDP Sciences. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0 (http://creativecommons.org/licenses/by/4.0/).
\[ \begin{align*}
\frac{\partial u}{\partial t} &= D_1 \frac{\partial^2 u}{\partial x^2} + \alpha_1 u(1 - \beta_1 I(u) - \gamma_1 I(v)) - \sigma_1(x)u, \\
\frac{\partial v}{\partial t} &= D_2 \frac{\partial^2 v}{\partial y^2} + \alpha_2 v(1 - \beta_2 I(u) - \gamma_2 I(v)) - \sigma_2(y)v.
\end{align*} \tag{1} \]

These equations describe the evolution of virus densities depending on the genotypes \( x \) and \( y \) respectively, considered as continuous variables and on time. Here \( D_1, D_2 \) are the coefficients of diffusion and parameters \( \alpha_{1,2}, \beta_{1,2}, \gamma_{1,2} \) are positive constants. The first terms in the right-hand side of these equations characterize virus mutation, the second terms its reproduction, and the last terms the virus death. We now detail each of these terms of the first equation. They are similar in for the second equation.

- Assuming that there is a sequence of reversible mutations with consecutive genotypes \( x_i \), we can write the equation for the density \( u_i \) of virus with genotype \( x_i \):
  \[ \frac{du_i}{dt} = \mu(u_{i-1} - u_i) + \mu(u_{i+1} - u_i), \]
  where \( \mu \) is the frequency of mutations. This equation represents a discretization of the diffusion equation with the diffusion coefficient proportional to \( \mu \).

- Virus multiplication term is proportional to the virus density \( u \) and to the quantity of uninfected host cells \( 1 - \beta_1 I(u) - \gamma_1 I(v) \) which is valid for the acute stage of infection (virus multiplication phase). Here 1 is a dimensionless total number of cells, \( \beta_1 I(u) \) and \( \gamma_1 I(v) \) are the number of infected cells by virus \( u \) and \( v \), respectively, which are proportional to the total viruses quantity:
  \[ I(u) = \int_{-\infty}^{\infty} u(x,t)dx \quad \text{and} \quad I(v) = \int_{-\infty}^{\infty} v(y,t)dy. \]

- The last term in the right-hand side of equation (1) describes virus natural death or its elimination by some antiviral treatment. Let us note that the death rate can depend on virus genotype \( x \) or \( y \).

We consider the virus strain as density distribution concentrated around some genotype value. It is a non-negative solution of system (1) that decays at infinity. We will determine the conditions of the existence of such stationary solutions. The detailed analysis of the reaction-diffusion type equations as well as the principles of formulating a mathematical model of virus infections and immunology are presented in [4] and [5].

\section*{2 Existence of stationary solutions}

Stationary solutions of system (1) considered on the whole axis satisfy the following system of equations:

\[ \begin{align*}
D_1 u'' + \alpha_1 u(1 - \beta_1 I(u) - \gamma_1 I(v)) - \sigma_1(x)u &= 0, \\
D_2 v'' + \alpha_2 v(1 - \beta_2 I(u) - \gamma_2 I(v)) - \sigma_2(y)v &= 0,
\end{align*} \tag{2} \]

where

\[ I(u) = \int_{-\infty}^{\infty} u(x)dx, \quad I(v) = \int_{-\infty}^{\infty} v(y)dy. \]
In order to find an analytical solution of this system, consider piece-wise constant functions \( \sigma_r(x) \):

\[
\sigma_1(x) = \begin{cases} 
\sigma_1, & \text{when } |x| \geq x_1 \\
0, & \text{when } |x| < x_1 
\end{cases}, \quad \sigma_2(y) = \begin{cases} 
\sigma_2, & \text{when } |y| \geq y_1 \\
0, & \text{when } |y| < y_1 
\end{cases},
\]

\( \sigma_{1,2} > 1 \). We look for a non-negative bounded solution of system of equations (2).

We suppose for simplicity that \( \alpha_1 = \alpha_2, \beta_1 = \beta_2, \gamma_1 = \gamma_2 \), and we omit the subscript in what follows. Clearly, non-negative bounded solutions of equations (2) can exist only if \( \beta l(u) + \gamma I(v) < 1 \). Set

\[
\alpha(1 - \beta l(u) - \gamma I(v)) = k^2. \tag{3}
\]

Then we can rewrite system (2) as follows:

\[
\begin{align*}
D_1 u'' + k^2 u - \sigma_1(x)u &= 0, \\
D_2 v'' + k^2 v - \sigma_2(y)v &= 0.
\end{align*}
\]

We look for its solutions in the form:

\[
\begin{align*}
u(x) &= c_2 e^{\lambda_1 x}, & x &\leq -x_1 \\
u(x) &= c_1 \cos(t_1 x), & |x| &< x_1 \\
u(x) &= c_2 e^{-\lambda_1 x}, & x &\geq x_1, \\
v(y) &= c_4 e^{\lambda_2 y}, & y &\leq -y_1, \\
v(y) &= c_3 \cos(t_2 y), & |y| &< y_1 \\
v(y) &= c_4 e^{-\lambda_2 y}, & y &\geq y_1
\end{align*}
\]

where \( c_1, c_2, c_3 \) and \( c_4 \) are some non-negative constants and

\[
t_1 = \frac{k}{\sqrt{D_1}}, \quad t_2 = \frac{k}{\sqrt{D_2}}, \quad \lambda_1 = \sqrt{\frac{\sigma_1 - k^2}{D_1}}, \quad \lambda_2 = \sqrt{\frac{\sigma_2 - k^2}{D_2}}.
\]

From the continuity of the solution and its first derivative at \( x = \pm x_1 \) and \( y = \pm y_1 \), we obtain the following equalities:

\[
\begin{align*}
c_1 \cos(t_1 x_1) &= c_2 e^{-\lambda_1 x_1}, & c_1 t_1 \sin(t_1 x_1) &= c_2 \lambda_1 e^{-\lambda_1 x_1}, \\
c_3 \cos(t_2 y_1) &= c_4 e^{-\lambda_2 y_1}, & c_3 t_2 \sin(t_2 y_1) &= c_4 \lambda_2 e^{-\lambda_2 y_1}. \tag{4}
\end{align*}
\]

Dividing the equations at right by the equations at left, we get equations with respect to \( k \):

\[
\begin{align*}
k &= \frac{\sqrt{\sigma_1 - k^2}}{\tan(kx_1^*)}, \\
k &= \frac{\sqrt{\sigma_2 - k^2}}{\tan(ky_1^*)}, \tag{5}
\end{align*}
\]

where \( x_1^* = \frac{\lambda_1}{\sqrt{D_1}} \) and \( y_1^* = \frac{\lambda_2}{\sqrt{D_2}} \). From equality (3) we can see that \( \alpha = \alpha(\beta l(u) + \gamma I(v)) + k^2 \), where \( l(u), I(v) > 0 \) and \( \alpha, \beta, \gamma \) are positive constants. Therefore \( k^2 < \alpha \) and we look for a solution \( k < \sqrt{\alpha} \) of this equation.

We can identify three cases:
1. Let \( u(x) \neq 0, v(y) = 0 \). Then the value of \( k \) can be found from the first equality of system (5).

2. Let \( u(x) = 0, v(y) \neq 0 \). Then the value of \( k \) can be found from the second equality of system (5).

Let us recall that we look for a solution \( k < \sqrt{\alpha} \). In the case where only one component of the solution is different from 0, such solution exists if \( x_1^* > \xi_1 \) (in the first case) or \( y_1^* > \xi_2 \) (in the second case) is greater than the critical value

\[
\xi_{1,2} = \frac{1}{\sqrt{\alpha}} \arctan \left( \sqrt{\frac{\sigma_{1,2}}{\alpha} - 1} \right),
\]

and it does exist if \( x_1^* \leq \xi_1 \) or \( y_1^* \leq \xi_2 \), respectively in each case.

3. Let \( u(x) \neq 0, v(y) \neq 0 \). In this case the value \( k(< \sqrt{\alpha}) \) can be found from the first equality in (5). This value of \( k \) inserted in the second equality in (5) allows us to determine the relation between \( y_1^* \) and \( \sigma_2 \) for which there exists a solution (Figure 1, left). In the case where \( \sigma_1 \) and \( \sigma_2 \) are given, we can determine the relation between \( y_1^* \) and \( x_1^* \) from equations of system (5). If \( \sigma_1 = \sigma_2 \), then \( y_1^* = x_1^* \) (black line in Figure 1, right). If \( \sigma_1 < \sigma_2 \), then \( y_1^* > x_1^* \) and such relation exists only if \( \sigma_1 > k^2 \). If \( \sigma_1 > \sigma_2 \), then \( y_1^* < x_1^* \) and such relation exists only if \( \sigma_2 > k^2 \).
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**Figure 1.** Left: \( y_1^*(\sigma_2) \): constant values \( \alpha = 1, \sigma_1 = 4 \). Right: \( y_1^*(x_1^*) \): Black line \( \sigma_1 = \sigma_2 \). Concave part of the I and convex part of III quadrant \( \sigma_1 < \sigma_2 \): \( k = 0.448 \). Convex part of the I and concave part of III quadrant \( \sigma_1 > \sigma_2 \): \( k = 0.448 \).

We can now determine the integrals \( I(u) \) and \( I(v) \):

\[
I(u) = \int_{-\infty}^{\infty} u(x)dx = \frac{2c_1}{t_1} \sin(t_1 x_1) + \frac{2c_2}{\lambda_1} e^{-\lambda_1 x_1}
\]

(6)

and

\[
I(v) = \int_{-\infty}^{\infty} v(y)dy = \frac{2c_3}{t_2} \sin(t_2 y_1) + \frac{2c_4}{\lambda_2} e^{-\lambda_2 y_1}
\]

(7)
From (6) and (7), taking into account the first relations in (4), we have:

\[
I(u) = 2c_1 \left( \frac{1}{t_1} \sin(t_1 x_1) + \frac{1}{\lambda_1} \cos(t_1 x_1) \right),
\]

\[
I(v) = 2c_3 \left( \frac{1}{t_2} \sin(t_2 y_1) + \frac{1}{\lambda_2} \cos(t_2 y_1) \right). 
\]

The coefficients \( c_1 \) and \( c_3 \) can be determined from equation (3):

\[
c_1 = \frac{\alpha - \alpha \gamma I(v) - k^2}{2\alpha \beta h(k)}, \]

\[
c_3 = \frac{\alpha - \alpha \beta I(u) - k^2}{2\alpha \gamma g(k)}, \tag{8}
\]

where

\[
h(k) = \sqrt{D_1} \left( \frac{1}{k} \sin \left( \frac{k}{\sqrt{D_1}} x_1 \right) + \frac{1}{\sqrt{\sigma_1 - k^2}} \cos \left( \frac{k}{\sqrt{D_1}} x_1 \right) \right),
\]

\[
g(k) = \sqrt{D_2} \left( \frac{1}{k} \sin \left( \frac{k}{\sqrt{D_2}} y_1 \right) + \frac{1}{\sqrt{\sigma_2 - k^2}} \cos \left( \frac{k}{\sqrt{D_2}} y_1 \right) \right). 
\]

We can solve linear system of equations (8) with respect to \( c_1 \) and \( c_3 \). Similarly, we can find the coefficients \( c_2 \) and \( c_4 \). An example of the analytical solution is shown in Figure 2. We see that \( u(x) \) is positive and \( v(y) \) is negative. We have not found the values of parameters for which both components of the solution are positives.

![Graphical solution of system (2) for the values of parameters: \( \alpha = \beta = \gamma = D_1 = D_2 = 1 \), \( \sigma_1 = 2 \), \( \sigma_2 = 8 \), \( x_1 = 3 \), \( y_1 = 3.632 \), \( k = 0.422 \), \( c_1 = 0.6478 \), \( c_2 = 11.0820 \), \( c_3 = -0.4995 \), \( c_4 = -906.7560 \). The function \( u(x) \) is described by the blue and red solid lines that smoothly continue each other at the point \( x_1 \). Similarly, the function \( v(y) \) is composed by solid black and green lines.](image)

**Figure 2.** Graphical solution of system (2) for the values of parameters: \( \alpha = \beta = \gamma = D_1 = D_2 = 1 \), \( \sigma_1 = 2 \), \( \sigma_2 = 8 \), \( x_1 = 3 \), \( y_1 = 3.632 \), \( k = 0.422 \), \( c_1 = 0.6478 \), \( c_2 = 11.0820 \), \( c_3 = -0.4995 \), \( c_4 = -906.7560 \). The function \( u(x) \) is described by the blue and red solid lines that smoothly continue each other at the point \( x_1 \). Similarly, the function \( v(y) \) is composed by solid black and green lines.

### 3 Numerical simulations of system (1)

For numerical simulations, system (1) is considered in the interval \([0; L]\) with Neumann boundary conditions. The system is discretized by using an explicit finite differences scheme. The functions \( \sigma_1(x) \) and \( \sigma_2(y) \) are piece-wise constant. The integral is approximated by the
trapeze method. Figure 3 shows the behavior of the solution of system (1) for the values of parameters $L = 12, \alpha = \beta = \gamma = D_1 = D_2 = 1; \sigma_1(x) = 0$ for $3 < x < 9$ and $= 2$ otherwise, initial condition $= 1$ for $5 < x < 7; \sigma_2(y) = 0$ for $2.637 < x < 9.363$ and $= 8$ otherwise, initial condition $= 1$ for $5.5 < x < 6.5$.

The behavior of this solution is characterized by a slow convergence to a stationary solution for which $u(x) > 0$ and $v(y) = 0$. The analytical solution considered in the previous section shows the existence of a stationary solution with a positive component $u(x)$ and a negative component $v(y)$. However, since the initial condition is positive for both components, the solution of system (1) remains also positive and converges to another stationary solution having one positive component and one zero component.

4 Discussion

In this work, we study the competition of two viruses in the host organism. The model takes into account virus mutation, reproduction, and mortality. The nonlocal terms describe virus multiplication and competition for uninfected host cells. Virus mortality depends on the genotype and it can be due to antiviral treatment or to its natural death.

We consider virus strain as a density distribution concentrated around some genotype value. This is a non-negative solution decaying at infinity. The analysis of the model shows the existence of such solutions under some conditions on parameters. Namely, the admissible interval where virus multiplication rate is larger than its mortality rate should be sufficiently long, and the mutation rate should be small enough.

We identify three types of nonzero solutions: in two of them, one component of the solution is positive, and another one is zero. There is one more solution with one positive and one negative components. This solution does not have biological meaning, and it is not considered in the applications. Thus, the competition between two viruses results in the disappearance of one of them and persistence of another one. We have not found a solution
with two positive components. This can be due to the assumptions of the equality of the coefficients $\alpha_1 = \alpha_2, \beta_1 = \beta_2, \gamma_1 = \gamma_2$. More general case where these coefficients are different will be considered in the future works.

Let us note that variation of the death function in time allows the investigation of the influence of an antiviral treatment and virus evasion. In the case of one equation model this question was studied in [3]. For the two equation model considered in this work this question remains open.
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