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Abstract—The unprecedented growth of the global Internet traffic, coupled with the large spatio-temporal fluctuations that create, to some extent, predictable tidal traffic conditions, are motivating the evolution from reactive to proactive and eventually towards adaptive optical networks. In these networks, traffic-driven service provisioning can address the problem of network over-provisioning and better adapt to traffic variations, while keeping the quality-of-service at the required levels. Such an approach will reduce network resource over-provisioning and thus reduce the total network cost. This survey provides a comprehensive review of the state of the art on machine learning (ML)-based techniques at the optical layer for traffic-driven service provisioning. The evolution of service provisioning in optical networks is initially presented, followed by an overview of the ML techniques utilized for traffic-driven service provisioning. ML-aided service provisioning approaches are presented in detail, including predictive and prescriptive service provisioning frameworks in proactive and adaptive networks. For all techniques outlined, a discussion on their limitations, research challenges, and potential opportunities is also presented.
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I. INTRODUCTION

THE ANNUAL global Internet traffic is increasing at an unprecedented rate and is estimated to reach 4.8 ZB/year by the end of 2022 [1] (essentially increasing threefold over the last five years). Further, with the advent of new mobile technologies (5G currently and 6G in the future), a large number of services and applications have emerged [e.g., the Internet-of-Things (IoT), connected autonomous vehicles, augmented/virtual reality] and others are planned (e.g., holographic telepresence and immersive communications, as well as applications and services that are artificial intelligence (AI)-inspired such as the interaction on human-digital-physical worlds and the Internet of Senses [2]). It is forecasted that 6G-based networks will support in excess of 125 billion of connected devices by year 2030, extensively utilizing AI to improve the network’s performance, but also to be able to offer AI-as-a-Service in a federated network architecture [3]. This growth in Internet traffic is combined with large spatio-temporal fluctuations that create tidal traffic conditions, due primarily to the daily movement of population [4].

In general, in telecommunications networks it is possible to design different virtual network topologies (VNTs) on top of the same infrastructure to support various services, and applications with diverse quality-of-service (QoS) requirements. In today’s networks static topologies are commonly designed to cope with the traffic forecast, with the connections permanently established and modified only in exceptional cases, such as failures. In this approach, the virtual topology establishes more connections than necessary, to avoid losses if equipment fails or traffic peaks occur. Thus, such an approach leads to resource over-provisioning, significantly increasing the total network cost. This is the case, as it is possible that the VNT that has been designed at a given moment of the network’s lifecycle no longer satisfies the network’s objectives/requirements previously set. Nevertheless, modern networks can handle traffic variations by resorting to traffic-driven service provisioning, i.e., some of the active connections are reconfigured taking into consideration both the current network state (i.e., virtual topology composition and resource availability) and the current traffic demand.

Utilizing traffic-driven service provisioning the network can better adapt to traffic variations, while at the same time providing the required QoS/quality-of-transmission (QoT) and ensuring that the network resources are utilized efficiently (essentially reducing the total network cost). Clearly, to enable dynamic (automated) traffic-driven service provisioning requires significant amounts of traffic data, driving the need for real-time data monitoring, collection, and analysis functionalities in the network. While such an approach has been widely used at the IP layer, this also holds true for the optical transport networks where virtual network topologies can also be created (i.e., set of all lightpaths that belong to a service, set of all lightpaths with the same QoS, etc.). Further, similar to the introduction of the “AI everywhere” concept in 6G networks, the introduction of AI/machine learning (ML)-based techniques at the optical layer constitutes a crucial component for the efficient realization of the aforementioned traffic-driven provisioning functionality.

A. Positioning of the Survey

Several surveys on ML-based techniques for optical networks appear in the literature, including [5] and [6] that
focus on ML models for threat detection and failure management in optical networks, respectively. In particular, the work in [5] focuses on security against attacks in optical networks, presenting ML-based approaches for security diagnostics and required architectures and functionalities to enable the automated management of optical network security. In a similar vein, the work in [6] examines the state of the art concerning ML-based approaches for failure prediction, detection, localization, and identification, in an effort to present a framework for automating fault management in optical networks. Further, surveys on ML techniques for QoT estimation in optical networks are presented in [7], [8], [9]. Indicatively, in [7], the author focuses on the reasons why inaccuracies appear in QoT estimation, on a classification of ML-based QoT estimation techniques, as well as on ML-aided optical performance monitoring.

Moreover, a more general survey on AI methods in optical networks is presented in [10]. In this work, the authors initially address the use of AI-based approaches in problems related to physical (optical) layer optical transmission, including performance monitoring and QoT estimation. Subsequently, they consider ML-based techniques for addressing optical network control and management issues, including network planning, connection establishment, network reconfiguration, intra-datacenter networking, software defined networking, optical burst switching, etc.

Finally, additional (general) surveys on ML for optical network automation include the work in [11] that, similar to [10], presents an overview on the application of machine learning techniques in optical networks (with a focus on ML rather than AI), as well as the work in [12] that is a tutorial focusing on the major concepts and applications of ML in optical networking. In particular, the work in [11] focuses on applications of ML at the transmission and network layers and surveys works in the state of the art related to QoT estimation, optical power monitoring, optical amplifier control, non-linearity mitigation, traffic prediction and virtual topology design, path computation, fault management, etc. Similarly, the work in [12] introduces the various aspects of ML, data management issues, as well as network management architectures and use cases utilizing ML for network automation.

Specifically, all surveys currently available in the literature that focus on ML-based techniques applied in optical networks for a variety of control and management functionalities are listed in Table I, with a brief description of their main focus. As shown from Table I and discussed above, some of the surveys listed focus on fault management, security diagnostics, and QoT estimation, while others are more general, encompassing a number of control and management functionalities in optical networks, but without examining in depth any particular functionality.

Additional surveys in the literature concerning related topics for optical networks include the work in [13] that discussed reconfiguration issues in traffic adaptive wavelength division multiplexed (WDM) networks, without however addressing any ML-aided approaches, surveys on optical performance monitoring [14], [15], focusing on current and future technologies as well as on the benefits of data analytics, and surveys on routing and wavelength/spectrum assignment in WDM or flex-grid optical networks [16], [17], [18]. Finally, there is a vast survey literature on ML techniques, as well as the utilization of ML-based techniques to address several networking problems. All these surveys are used in this work as background material in order to provide the information on the techniques/methodologies that are utilized in addressing the problem at hand.

Given the aforementioned efforts in the literature that attempted to review ML-based techniques for a number of optical network operations, such as QoT estimation, fault management, network planning, and network security, the main contribution of this survey is to present a comprehensive survey of current solutions, as well as identify limitations and research challenges, related to ML-based techniques for traffic-driven service provisioning in optical networks, focusing on the service provisioning evolution, as well as the ML approaches that can enable this evolution. Various resource allocation and service provisioning frameworks are subsequently presented and extensively analyzed, explaining the state of the art as well as the challenges in traffic-driven service (re)provisioning.

Specifically, the already rich literature on ML-aided traffic-driven service (re)provisioning is categorized into predictive and prescriptive frameworks for proactive and adaptive networks, with each category relying on a different ML subfield. The novel categorization serves to highlight the capabilities and limitations of each approach, providing also qualitative comparisons when appropriate. For each category, the ML background is described with an orientation to the specific use case surveyed in this work. To the best of our knowledge this is the first survey that appears in the literature that provides an in-depth analysis of the state of the art on ML-aided traffic-driven service provisioning in optical networks.
networks. This survey complements very well the general surveys on AI/ML-based control and management functionalities in optical networks, with its added value with respect to other surveys lying in the fact that it provides an in-depth examination of one of these functionalities, namely traffic-driven service provisioning.

Finally, the reader should note that other service provisioning techniques that are not traffic-driven, namely static service provisioning within static/reactive networks (with a rich literature as shown in the taxonomy presented in Section III), are out of scope of this work and they are not included in this survey. Specifically, even though recently RL has been applied for static service provisioning [19], [20], [21], in this case the application of RL mainly concerns addressing the computational complexity of the underlying resource allocation problem. Hence, in this case RL constitutes a heuristic approach that does not include the notion of time or the notion of a reconfigurable programmable infrastructure; that is, it is not concerned with network (re)optimization as traffic varies over time. Hence, such works, even though important, are out of the scope of this survey and are not further discussed.

The rest of the paper is structured as follows. Section II discusses the evolution of service provisioning in optical networks and Section III discusses the taxonomy of the existing service provisioning approaches. Following the taxonomy, Sections IV and V present ML techniques for predictive reconfiguration and associated resource allocation frameworks, while Sections VI and VII present ML techniques for prescriptive reconfiguration and associated resource allocation frameworks. The literature review of predictive and prescriptive service provisioning for both proactive and adaptive networks is presented in Sections VIII–X, summarizing the existing state of the art and providing the main outcomes and research challenges for each provisioning approach. Section XI summarizes the work and highlights future research avenues.

Figure 1 presents graphically the structural organization of the survey. Following the service provisioning frameworks and taxonomy in Sections II and III the survey deals with predictive and prescriptive provisioning techniques within proactive/adaptive networks (Sections IV–X, respectively). For each of the two provisioning schemes, ML techniques, optimization frameworks (e.g., based on exact or heuristic ML-aided algorithms), and the state-of-the-art (SOTA) is presented in the sections as illustrated in the organization figure below. Finally, the discussions that follow each section drive the outcomes of the survey as well as various future research challenges as presented in Section XI.

II. EVOLUTION OF SERVICE PROVISIONING

A reconfigurable optical network capable of adapting, as closely as possible, to the time-varying traffic demand conditions has always been on the wish list of network operators [22]. In practice, however, traditional optical network architectures were not built to support dynamic operations, mainly due to the initial absence of tunable, flexible, and software programmable optical components. In fact, optical transport networks have been typically configured statically and engineered using worst-case, end-of-life conditions. The rapid and unpredictable growth in capacity needs, driven by the emergence of new types of networks (e.g., 5G, IoT, network slicing), applications (e.g., virtual reality, augmented reality) and services (e.g., cloud services, high-quality video, industrial automation, cloud robotics, vehicular communications), has led to several technological breakthroughs, gradually transforming the statically configured optical networks to more dynamic and reconfigurable infrastructures. Amongst the most notable technological advances, enabling agility and reconfigurability of optical transport networks, is the advent of the flexible grid and variable bit-rate coherent optics that can be externally programmed and controlled through software; that is, software-defined networking (SDN) is implemented in optical transport infrastructures [23] consisting of adaptive hardware components that can be intelligently programmed and controlled by analyzing real-time data monitored and collected by network telemetry services. In the heart of intelligently controlling an optical network to self-configure and self-optimize to a continuously changing network environment, is the application of AI and ML.

At present, the main building blocks of an adaptive optical network, such as more-programmable optics, SDN- and network function virtualization (NFV)-based software control and automation, cross-domain orchestration, monitoring
TABLE II
SERVICE PROVISIONING FRAMEWORKS

| Infrastructure | Reactive | Proactive | Adaptive |
|----------------|----------|-----------|----------|
| Analytics      | Static   | More dynamic with external software control | Dynamic and programmable with embedded software control |
| Level of Automation | Low | Partial | High |
| ML-Aided | No | Yes | Yes |

**Description**
- Reactive: Services are provisioned to meet end-of-life traffic needs (i.e., years); Reprovisioning is initiated when utilization of reserved resources reaches a predefined threshold; Resource allocation algorithms are employed to a-priori reserve resources to meet updated traffic needs.
- Proactive: Services are provisioned to meet future, short-term traffic needs (i.e., hours, weeks); (Re)provisioning is initiated periodically (or if required); ML-aided predictive or prescriptive resource allocation algorithms are employed to a-priori reserve resources towards meeting services’ short-term traffic needs; Network environment is periodically monitored to allow predictive/prescriptive ML model adaptation to the time-varying traffic needs.
- Adaptive: Services are provisioned on the fly according to their reported traffic needs while also accounting for the future traffic behavior (i.e., to improve network efficiency, congestion, fragmentation, etc.); ML-aided predictive or prescriptive resource allocation algorithms are employed to dynamically provision services towards meeting services’ current and future traffic needs; Network environment is continuously monitored (in real-time) to allow predictive/prescriptive ML model adaptation to the time-varying traffic needs.

![Building blocks of adaptive optical networks.](image_url)

This survey focuses on a review of the state-of-the-art regarding the existing AI/ML-aided service (re)provisioning frameworks developed to best-fit time-varying traffic demands, as these have evolved over the years. It is worth mentioning that, the evolution towards adaptive optical networks is related to a number of other use-cases, such as self-healing operations upon failures and attacks to increase network reliability, and self-optimization of system margin utilization in QoT estimation models (i.e., to capture signal variability and degradation). Surveys related to these use cases can be found in [5], [6], [7].

In this survey, however, the focus is on the use case of traffic-driven service (re)provisioning for which the underlying ML-aided resource allocation schemes developed are extensively reviewed. To the best of our knowledge, this is the first survey in the literature that is dedicated to this important use case.

In general, traffic-driven service provisioning frameworks have evolved over the years, following the technological advances towards the realization of adaptive networks. Specifically, the evolution has gradually transformed these frameworks from reactive, to proactive, towards more adaptive service provisioning operations (Table II). Each transformation step increases the levels of network automation, programmability, intelligence, and dynamicity of service provisioning operations, with the aim of more efficiently utilizing the available network resources, while ensuring that pre-defined QoS targets of existing and future services and applications are met. Table II summarizes the main characteristics of each service provisioning framework with a brief description on how variations in traffic-demand are captured to initiate the service reprovisioning mechanisms. As described in Table II, reactive networks are mainly static and reprovisioning is initiated when predefined network performance metrics are violated (e.g., link utilization reaches predefined thresholds). Intelligence, through the application of AI/ML for traffic-driven service (re)provisioning purposes is present only in proactive and adaptive frameworks. Even though several works exist in the literature that apply AI/ML methods (e.g., RL, genetic algorithms) for service provisioning purposes in static networks [19], [20], [21], this is mainly to address computational complexity of resource allocation problems when the problem size makes the problem intractable (i.e., AI/ML is not concerned with traffic analysis and therefore such approaches are not reviewed in this survey).

From the service provisioning and resource allocation perspective, proactive networks mainly differ from adaptive networks on how resources are reserved (i.e., a-priori or on the fly). In the proactive case, resources for each service are reserved a-priori to meet their short-term traffic needs (e.g., for an hour). In the adaptive case, resources for each service
are reserved on the fly, to meet their reported traffic needs, and these resources are released when not needed. In both proactive and adaptive cases, ML-aided predictive or prescriptive resource allocation algorithms are applied.

Given this, a first qualitative comparison between the reactive, proactive, and adaptive networks is presented in Table III, in order to highlight the main reasons behind each evolution step. Briefly, Table III indicates that each evolution step is mainly driven by the need to more efficiently utilize the available network resources (e.g., spectrum) as capacity needs continuously increase. Specifically, according to Table III, each evolution step increases the dynamicity of the underlying network infrastructure (i.e., the reconfigurability capabilities), allowing service (re)provisioning to more closely follow the traffic demand variations over time. As such, spectrum and energy savings are increased as we move from reactive, to proactive, towards adaptive networks. Of course, the price of the increased dynamicity is the control and management overhead associated not only with the dynamic service provisioning operations, but also with the application of ML that requires continuous monitoring, model adaptation, and online decision making. Furthermore, violations on predefined QoS requirements may be more evident with each evolution step (e.g., due to the more frequent reconfigurations causing disruptions). Nevertheless, such undesired side-effects can be controlled to desired levels through the ML-aided service provisioning algorithms developed.

Machine learning is by and large categorized into three major subfields; supervised learning (SL), unsupervised learning (UL), and reinforcement learning (RL) [24]. Even though all subfields have been used in the literature for traffic analysis, in general SL and RL are the subfields mainly utilized for traffic-driven service provisioning. Specifically:

- **Predictive service provisioning** is based on SL and specifically on *predictive analytics* providing insights on what will happen in the future, subsequently driving resource allocation decisions. An analytical description is given in Table II, where it is shown that predictive service provisioning applies to both proactive and adaptive networks.

- **Prescriptive provisioning** is based on RL and specifically on *prescriptive analytics* to help with decision making by providing actionable advice. An analytical description is given in Table II, where it is shown that prescriptive service provisioning applies to both proactive and adaptive networks.

In essence, in predictive provisioning, actionable advice is derived by a resource allocation algorithm that utilizes as inputs the traffic predictions (outputs) of trained ML models. Hence, when coordination of the various services is required (e.g., to meet predefined QoS targets in congested networks), this is mainly handled by the resource allocation algorithm, by exploiting the traffic predictions. In prescriptive schemes, actionable advice can be directly derived by reinforced resource allocation policies that are learned by trial and error (i.e., without the use of labeled data) to coordinate, if required, the various services towards meeting targeted QoS requirements.

It is worth noting, that network traffic analysis is also associated with UL, most commonly for anomaly and attack detection/identification, and the characterization of traffic trends for capacity network planning. Indicatively, UL was applied to perform clustering with the aim of identifying groups of IP traffic flows, mobile base-stations, or applications (e.g., Facebook, Twitter, etc.) with similar underlying profiles (trends), to reveal their underlying spatio-temporal similarities [25]. This information can be used for understanding the reasons behind peak traffic demands during a time interval (e.g., a day) and the main sources causing network congestion, in order to improve network capacity planning. Alternatively, it can be used to reveal groups of services or applications with similar QoS requirements and traffic trends to guide resource allocation and network slicing decisions. Hence, clustering can be used in conjunction with predictive and prescriptive service provisioning (e.g., with each service cluster being subject to different QoS constraints), to better guide the resource allocation decisions. Note, however, that the outputs of UL (e.g., clustering) are static, as they do not capture future traffic trends.

---

### Table III

|                         | Reactive | Proactive                  | Adaptive                                           |
|-------------------------|----------|----------------------------|---------------------------------------------------|
| **Service over-provisioning Level** (i.e., in spectrum utilization) | High     | High to Low (as planning intervals reduce) | Low                                               |
| **Service Reconfiguration Frequency** | Low      | Low to High (as planning intervals reduce) | High                                              |
| **QoS Guarantees Level** (service availability, bit-rate guarantees, provisioning latency guarantees) | High     | High to Low (depending on the traffic prediction accuracy, speed, and whether reconstructions can be seamless) | Low (in the absence of in-advance resource reservation, fast and seamless reconstructions) |
| **Network Throughput Level** (service admission) | Low      | Low to High (as planning intervals reduce) | High                                              |
| **Energy Consumption Level** (virtual - physical layers) | High     | High to Low (as planning intervals reduce) | Low                                               |
| **Control and Management Overhead**                      | Low      | Low to High (as planning intervals reduce) | High                                              |
therefore they do not provide traffic predictions for future time points.

Finally, it is worth mentioning that, for adaptive networks, several efficient resource allocation algorithms, initially developed for dynamic networks, usually constitute building blocks of the overall service provisioning algorithms, with ML enhancing their efficiency (e.g., service admission rate of the system). Such algorithms are usually referred to as dynamic service provisioning algorithms. The same holds for proactive networks, where several efficient resource allocation algorithms, initially developed for static networks (i.e., to a-priori reserve resources over a fixed planning interval), usually constitute building blocks of the overall service provisioning algorithms, with ML providing an effective means of accurately estimating the traffic needs over the planning intervals of interest. In this survey, to differentiate between the various service provisioning schemes in the diverse types of networks, we provide the following additional definitions:

- **Dynamic service provisioning** applies to dynamic networks where services are provisioned on the fly according to their reported traffic needs. In dynamic networks, unlike adaptive networks, ML-aided programmability through embedded software control is not present.

- **Static service provisioning** applies to static or reactive networks where services are provisioned to meet end-of-life traffic needs. In reactive networks, unlike proactive networks, ML-aided programmability through software is not present. Hence, in reactive networks descriptive analytics are utilized for service re-provisioning purposes (Table II). In static networks, unlike proactive networks where the infrastructure is partially dynamic, the infrastructure is static.

In this survey, however, as emphasized above, the focus is to review the literature related to the ML-aided proactive and adaptive networks, and more specifically to the traffic-driven ML-aided resource allocation algorithms for optical networks. As in both proactive and adaptive networks predictive and prescriptive resource allocation algorithms are applied, with each type related to different ML subfields, the survey is partitioned according to these ML subfields (see Fig. 1). Specifically, predictive schemes for both proactive and adaptive networks relate to SL and are described in Section IV, while prescriptive schemes relate to RL are described in Section VI. This categorization is opted for so as to be able to describe each ML framework according to the particular use case this survey is focused on, rather than as general ML subfields applicable to any use case, discussing for each their limitations and research challenges.

### III. TAXONOMY OF SERVICE PROVISIONING APPROACHES

The taxonomy of the existing service provisioning approaches for static, reactive, proactive, dynamic, and adaptive networks is given in Fig. 3 to better guide this survey. As previously mentioned, in this survey we are concerned with the literature related with proactive and adaptive networks, where ML-aided predictive and prescriptive service provisioning is applied. However, in Fig. 3, we also provide references of previous surveys and other publications related with service provisioning in static, reactive, and dynamic networks. This is mainly done to provide a complete picture to the reader regarding works on service provisioning problems and optimization approaches in all types of networks.

In this survey, however, as emphasized above, the focus is to review the literature related to the ML-aided proactive and adaptive networks, and more specifically to the traffic-driven ML-aided resource allocation algorithms for optical networks. As in both proactive and adaptive networks predictive and prescriptive resource allocation algorithms are applied, with each type related to different ML subfields, the survey is partitioned according to these ML subfields (see Fig. 1). Specifically, predictive schemes for both proactive and adaptive networks relate to SL and are described in Section IV, while prescriptive schemes relate to RL are described in Section VI. This categorization is opted for so as to be able to describe each ML framework according to the particular use case this survey is focused on, rather than as general ML subfields applicable to any use case, discussing for each their limitations and research challenges.
are opted for. Furthermore, such baseline service provisioning schemes, previously developed for static, reactive, and dynamic networks, usually constitute building blocks for the development of service provisioning approaches in proactive and adaptive networks.

Indicatively, the reader is referred to [16], [17] for service provisioning in wavelength division multiplexed (WDM) networks, to [92] for service provisioning in waveband (WBS) switching networks, to [18] for service provisioning in elastic optical networks (EONs), and to [26] for service provisioning in space division multiplexed (SDM) optical networks. Note that in [16], [17], [18], [26], heuristic and mixed integer linear algorithms (MILP) are presented/described to solve the underlying service provisioning problem in various types of networks and optical spectrum multiplexing technologies.

Regarding the service provisioning schemes that this survey focuses on, these are further described and surveyed in the sections indicated in Fig. 3. As such, Fig. 3 complements Fig. 1 by providing also a brief overview of the structure of this survey, indicating how the sections that follow are related to each other. It should be noted that works exist in the literature that may deviate from the taxonomy in Fig. 3. Such works are discussed in the section that best fits the methodology followed by the authors. Importantly, the taxonomy in Fig. 3 is subject to extensions, in the near future, as the research community proposes novel ways on how to utilize/develop ML for optical networks, or even on how to build optical networks for ML.

IV. MACHINE LEARNING FOR PREDICTIVE PROVISIONING

Predictive provisioning can in general be decomposed into two interdependent but complementary, sub-problems (Fig. 3); that is, the ML-aided short-term traffic prediction problem, and the resource optimization problem that is driven by the predictions. Hence, each sub-problem is described and discussed separately. In this section, we focus on the description of the traffic prediction sub-problem which is subsequently surveyed in Section VIII.

The network traffic prediction problem is essentially a time-series forecasting problem, in which past observations are exploited to predict one or more future observations. It has been shown that network traffic is, to some extent, predictable [25], [93], [94], thus network traffic prediction is plausible in the sense that it can yield a sufficiently accurate outcome for decision-making and network optimization procedures.

Over the previous years, statistical linear models have been extensively used to address time-series prediction problems, with the Auto Regressive Integrated Moving Average (ARIMA) model and its variants (i.e., Seasonal ARIMA, Fractional ARIMA, etc.) [95] being the most widely-used for network traffic prediction [96], [97], [98], [99], [100]. In general, ARIMA models are based on a linear combination of past values and/or errors. Despite their ease of use and interpretation, their pre-estimated linear form renders them inadequate in many practical situations and real-world problems [101]. In fact, from the late 1970s it became evident that such statistical models are often not satisfactory, as real time-series data are rarely purely linear [102]. Therefore, although the ARIMA models exhibit an accurate forecasting ability for certain types of time-series, they are not the most suitable to describe characteristics of network data traffic, that exhibits a highly non-linear nature, long-range dependencies, self-similarity, and burstiness.

Machine learning, that does not presume the linearity of a model, is considered today a powerful tool capable of more accurately capturing network traffic behavior. In fact, numerous studies comparing statistical linear and non-linear ML methods have verified that non-linear ML methods achieve higher traffic prediction accuracies [103], [104], [105], [106]. Among the various subfields of ML, SL is most commonly used for traffic analysis and prediction purposes.

In general, SL techniques can be categorized in classification and regression techniques. For network traffic prediction, regression techniques are commonly applied, due to the continuous nature of the output, enabling flexibility in the predictions (i.e., traffic predictions are not restricted to predefined classes). Nevertheless, works exist in the literature that also address the traffic prediction problem as a classification problem. For an underlying network infrastructure that operates on fixed bit-rates [e.g., on wavelengths in WDM optical networks where the objective is to predict the number of wavelengths required to support future traffic needs], classification may be sufficient, especially for a small number of classes. However, for flexible infrastructures [e.g., elastic optical networks (EONs)], allowing the allocation of various spectrum sizes, classification restricts the predictions to the considered classes, possibly leading to improper resource allocation decisions. Furthermore, classification restricts the model to predicting a traffic demand within the predefined classes, eventually rendering the output of the model to be static; that is, classification does not sufficiently capture future traffic trends. Hence, Section IV-A focuses on describing the general traffic regression framework, surveying, however, papers that are addressing traffic prediction problems through classification.

A. SL for Network Traffic Prediction

Supervised learning is based on analyzing labeled data (patterns) to find a model that predicts the labels of unseen data. In general, a labeled dataset $D$ can be described by $D = (X, Y)$, where $X$ is the set of input patterns and $Y$ is the set of their output labels (ground truths). In a network traffic prediction problem, where the past values of traffic are used to predict one or more future values, an input pattern is usually represented through a features’ vector

$$x = [x_{t-1}, x_{t-2}, x_{t-3}, \ldots, x_{t-w}] \in X,$$

to predict the output vector

$$y = [x_{t}, x_{t+1}, \ldots, x_{t+s}] \in Y,$$

where $x_t$ denotes the traffic value at time slot $t$, $w$ denotes the number of previous time slots considered in the input patterns, and $s$ is the number of future time slots for which the model predicts the traffic values (i.e., model outputs). A time slot, $t$,
is a time interval of a fixed duration defining the time scale of predictions.

In the simplest model training and testing example, dataset $D$ is partitioned into the training and test datasets, with the training dataset used to optimize the unknown parameters of the ML model of choice, and the test dataset used to evaluate the model’s accuracy. In the literature, various ML models are examined and compared for the network traffic prediction problem (e.g., DNNs, LSTMs, etc.), and these are analytically discussed in Section IV-D.

Specifically, irrespective of the underlying ML model of choice, the goal of the training phase is to obtain a model that accurately associates the input patterns to their corresponding labels. Hence, during training, an optimization algorithm (e.g., Adam [107]) measures the accuracy achieved so far, through a loss function, updating the model parameters until the loss is sufficiently minimized. In regression analysis, mean absolute error (MAE) and mean squared error (MSE) are the loss functions commonly applied, while other loss function are also possible [e.g., Mean Squared Logarithmic Error (MSLE)]. Subsequently, after training, the accuracy of the model is evaluated over the patterns of the test dataset. Common measures of accuracy are the MAE, MSE, the Root Mean Squared Error (RMSE), and the Mean Absolute Percentage Error (MAPE).

### B. Feature Selection, Data Preprocessing, and Inference

In the context of network traffic prediction, the term traffic is used in a broader meaning and refers to any quantity that characterizes the amount of data being transferred at a given point of time, such as, for instance, data rate (bits per second), number of packets, link load, number of on-going user sessions, etc. Moreover, the problem of network traffic prediction may be addressed at various network levels. For example, some authors consider the network traffic on a certain based station [39], while others consider the aggregated traffic associated with a certain network hub or link [37], [38], [39], [40], [43], [44], [45], [47], [48], [71], [72]. Furthermore, many studies tackle the more complex problem of traffic demand (TD) matrix prediction [41], where the traffic between all source-destination pairs in the network is considered.

Depending on the traffic prediction problem (e.g., prediction of TD matrix, node data rates, link load), the input features of the model/s must be appropriately selected and represented. In general, features refer to the inputs of the model, and, as previously described, these features at least correspond to the traffic values of several previous time steps, in order to predict the traffic value of the next time points or intervals. Of course, additional features may be also considered to better describe the underlying problem and increase performance accuracy. Such features may include the identity of the source/destination nodes (e.g., base stations, IP nodes), day of the week, or month of the year, etc. In general, the features considered may significantly affect the achievable accuracy of the model, and hence must be carefully selected to best describe the underlying problem. A recent study, demonstrating the importance of appropriately selecting the input features towards accurate traffic prediction, can be found in [108].

### Table IV: Sources of Real Datasets

| Real Datasets                              | Source       |
|--------------------------------------------|--------------|
| Abilene network                           | [110]        |
| GEANT network                             | [111]        |
| TELUS PureFibre                            | [113]        |
| Internet Service Providers (ISPs)         | [114]        |
| CAIDA org.                                 | [112]        |
| Wukato network                            | [115]        |
| Telecom Italia                            | [116]        |
| Database of Cell Towers                   | [117]        |
| CRAWDAAD Datasets                         | [118]        |
| SNDlib Datasets                           | [119]        |

Nevertheless, irrespective of the features considered, a common approach for data preprocessing is to discretize time into intervals of fixed duration (time slots), and account for traffic on a per time slot basis (i.e., depending on the desired time scale of predictions). Since traffic may fluctuate within the slot duration (i.e., several traffic values may be reported for the same time slot), which is normally the case for large time slot durations (e.g., hours), traffic fluctuations are either averaged for each time slot, or, alternatively, the maximum traffic value is opted for in order to avoid service under-provisioning. As over time the total number of past traffic values grows continuously resulting in a prohibitive computational complexity, a sliding window is typically used to create a dataset consisting of patterns of a fixed size.

Before training and testing, dataset scaling is also applied to improve the training performance, in particular with regards to the training convergence time. After scaling, the dataset is split into the training and test datasets. Since in traffic prediction the interest is on traffic estimations of future time slots, the dataset must be split in such a way so that the test dataset includes patterns of earlier points in time compared to the training dataset. For the inference phase, the trained model can be applied to new inputs, as these are extracted from the evolving network.

### C. Available Datasets

In the literature, model training and testing is performed either according to synthetic datasets or according to real traffic traces. Synthetic datasets are commonly generated by event driven simulators (e.g., available in MATLAB, OMNeT++ [109]), by traffic demand models [29], or by distributions describing the traffic behavior. Indicatively, Poisson distribution is used for simulating arrivals and departure times, while the log-normal distribution is also applied to simulate the holding times or traffic volumes. There are, however, some real-world datasets utilized in the literature as well, with several of them shown in Table IV (publically available or upon request). The most utilized datasets are from the Abilene and GEANT networks [110], [111]. In particular the Abilene dataset provides traffic bit-rate information for every pair of nodes in the backbone network, over a 5-minute time horizon.
and for a six-month period (March-September 2004). In general, real-world datasets provide similar information, including traffic loads (i.e., in bit-rate) on the links of the network (i.e., link utilization), with time-scales of the traffic samples varying from seconds to minutes. In [112], a variety of datasets (e.g., real-world datasets provide similar information, including link loads in backbone networks that can be made available upon request).

D. ML Models Applied for Network Traffic Prediction

While several ML models have been applied in the literature for network traffic prediction, this section briefly discusses the types of models that have been applied the most, or have shown promising performance indicators (i.e., concerning accuracy and computational complexity). A comprehensive list of the ML models applied for network traffic prediction is shown in Table V. Amongst them feedforward NNs [i.e., NNs, deep neural networks (DNNs)], recurrent neural networks and their variants [e.g., RNNs, LSTM, GRU, convolutional and/or graph NNs (e.g., Deep Convolutional Neural Network (DCNN/CNN), Graph Convolutional Network-Generative Adversarial Network (GCN-GAN))], as well as Bayesian learning approaches [e.g., Gaussian Process Regression (GPR)] have been applied the most and are briefly discussed next. Other ML approaches that appear in the literature, such as Linear Regression, SVMs, Random Forests, and Boosted Decision Trees, are most of the times used as comparative approaches, with other types of models, specifically designed to model sequence data (i.e., LSTMs, GRUs, GPR) or to capture network (graph) dependencies (i.e., DCNN, GCN-GAN), outperforming such models.

Finally, it should be emphasized that many of the existing works do not apply a single ML method, but develop ensemble ML algorithms; that is, they combine more than one ML learning techniques into one predictive model for obtaining better performance. Especially interesting are studies where NNs are applied in combination with linear regression methods in order to capture accurately both the non-linear and linear components of network traffic [105], [120]. Furthermore, a few works also connect deep learning models with attention mechanisms [121] to enhance model performance. In general, attention implies a selection process in which certain features of the input vectors are more important than others (i.e., a NN with an attention mechanism learns how to focus on what is relevant and disregard the noise). Attention mechanisms have produced state-of-the-art results in machine translation and other natural language processing (NLP) tasks, when combined with neural word embeddings [122], [123], and constitute one of the latest and most promising directions in deep learning.

1) FeedForward NNs: As shown in Table V, feedforward NNs (denoted in this survey simply as NNs) and deep NNs (DNNs) have been applied in several works, with the DNNs shown to outperform NNs (i.e., one hidden layer models), most of the times. It is worth mentioning, that classical feedforward NNs/DNNs are often used as benchmarks to more advanced deep learning methods, designed specifically to operate over sequential or spatial data (i.e., NNs/DNNs are more appropriate for mapping features to a more separable space).

2) Recurrent NNs: Even though feedforward NNs have shown to outperform statistical models (e.g., ARIMA, FARIMA, etc.), recurrent NNs and their variants (e.g., LSTM, GRU) are the type of NNs that have gained considerable attention in the research community for network traffic prediction (see Table V). In general, a recurrent NN (RNN) is a type of artificial NN that contains a circular structure that feeds back the output of a unit as input to itself at the next iteration (i.e., the output is copied and reinjected to the recurrent network), in order to model temporal relationships (i.e., it keeps information about past inputs). Due to their internal memory, RNNs are in general considered suitable for dealing with sequential data (time series, natural language). Their advantage compared to feedforward NNs has been quantified, for example, in [124], [129]. However, in “original” RNNs [143], issues have been reported in modeling long-term temporal relationships because the error vanishes due to the recurrent backpropagation process (i.e., due to the gradient vanishing problem it becomes difficult for a model to store long time-steps in its memory) [144].

In order to address this issue, authors in [145] proposed long short-term memory (LSTM) networks. In general, LSTMs were shown to learn much faster than RNNs and have been proven effective for modeling long-range temporal dependencies of input data. Subsequently, gated recurrent units (GRUs) [146] have been developed in order to reduce the

| ML model               | Ref.            |
|------------------------|-----------------|
| NN/DNN                 | [39], [40], [72], [43], [74], [42], [124], [125], [126], [103], [127], [128], [129], [130], [131], [132] |
| LSTM                   | [69], [133], [45], [106], [128], [124], [129], [134], [120], [135], [121] |
| ED-LSTM                | [147]           |
| ResNet-LSTM -Attention | [121]          |
| GRU                    | [41], [45], [124], [121], [47], [50] |
| RNN                    | [124], [105], [136] |
| CNN                    | [136]           |
| CNN-LSTM               | [121]           |
| 3DCNN                  | [121]           |
| DCNN                   | [44]            |
| IRNN                   | [124]           |
| GCN-GAN                | [73]            |
| DBN                    | [137]           |
| ENN                    | [170]           |
| NANN                   | [44]            |
| Linear Regression      | [46], [138], [139], [105], [120], [108] |
| Boosted Decisions Trees| [37]            |
| Random Forests         | [37], [140], [132], [108] |
| LightGBM               | [140]           |
| SVM                    | [141], [132]   |
| GPR                    | [37], [125], [38], [142] |
| Bayesian Estimation    | [126]           |
| oBMM                   | [126]           |
computational cost of LSTMs, with GRUs being one of the most popular LSTM variants. Specifically, GRUs have fewer parameters than LSTMs, and performances of these two architectures vary depending on the problem. Feedforward NNs and recurrent neural network variants (i.e., RNNs, LSTMs, and GRUs) are applied and compared in [124].

3) Encoder-Decoders With Recurrent NNs: Amongst the most competitive neural sequence-to-sequence models are those having an encoder-decoder structure [147], [148]. These models are designed for sequence-to-sequence problems, rendering them capable of mapping an input sequence of past traffic observations into an output sequence of future traffic estimates (i.e., multi-step ahead traffic prediction), especially when the encoder-decoder components are designed with recurrent cells (e.g., GRUs, LSTMs). Although, encoder-decoder structures have been applied and tested for various other applications (e.g., machine translation, NLP, trajectory prediction), their capabilities were not greatly explored yet for network traffic prediction purposes in optical networks. As an example, and as shown in [49], multi-step ahead prediction, may be an additional asset during the optimization phase of the traffic prediction (e.g., in [73]), such models are promising especially when combined with attention mechanisms [151] and/or convolutions [152].

In general, Graph NNs (GNNs) is a recent class of NNs designed to operate over graph-structured data, representing entities as vertices and relationships between them as edges, and can include data associated with either as features. Graph-based ML algorithms have been proposed to discover patterns (i.e., relations between graph elements) and answer questions about graph-structured data. They were introduced in [153] and numerous variants, with diverse learning tasks, have been developed since, including feature inference of vertices or edges and vertex- and edge-based prediction. A recent survey discussing the applications and challenges of graph learning (e.g., their limited capabilities on generalizing over non-stationary dynamic network states) can be found in [154].

6) Bayesian Learning: Bayesian ML approaches are categorized under probabilistic ML approaches. Specifically, in Bayesian learning model parameters are treated as random variables (r.v.s) and parameter estimation is the computation of posterior distributions for these r.v.s based on the observed data (i.e., statistical inference) [155].

There are several advantages in Bayesian learning, with the most noteworthy being the fact that the trained models produce an output with a clear probabilistic interpretation, providing a measure of uncertainty for the obtained predictions. This is in contrast to other ML approaches (e.g., pure NN-based models, SVMs, etc.), which merely provide point predictions.

The class of Gaussian Processes (GPs) is one of the most widely-used families of stochastic processes for modeling dependent data observed over time [156]. Hence, they are useful for the case of sequential data, such as time series, and are thus adopted in a few works in the literature for network traffic purposes (see Table V). GPs (often denoted as GPRs when applied for regression) represent one of the most predominant Bayesian ML approaches and are based on a particularly effective method for placing a prior distribution over the space of regression functions. They have a small number of tunable parameters, can be trained on relatively small training sets, and allow us to capture non-linear and skewed artifacts, hence demonstrating considerable robustness to outliers and the ability to handle sparse data without becoming susceptible to overfitting [157]. However, one of the limitations of Bayesian learning in general, is that algorithms (i.e., training) can become computationally intensive as the data size and/or dimensionality of the data grows.

E. Further ML Models to Exploit

Additional ML models, not yet exploited in the literature are discussed in this section. These ML models constitute promising approaches for solving the traffic prediction problem (i.e., were designed for sequence-to-sequence problems), with some of them considering in addition to the accuracy performance criteria, the improvement in training time as well as uncertainty estimation.

1) Transformers: One of the latest breakthroughs based solely on attention mechanisms is the Transformers [122], a deep learning model that, like RNNs, is designed to handle sequential data. However, unlike RNNs, Transformers do not require processing of sequential data in order, allowing parallelization and requiring significantly less time to train compared to RNN and its variants. Currently, Transformers have become the model that is most commonly used to solve
NLP problems, compared to other older recurrent NN models such as LSTMs. Hence, Transformers, constitute a promising approach, especially in the presence of large datasets that require high training times.

2) **Bayesian Deep Learning**: Bayesian Deep Learning (BDL) refers to the intersection of deep learning and Bayesian learning approaches, and has recently received great interest from the ML community. BDL approaches aim to combine the advantages of both Bayesian and deep learning, while coping with their limitations. Specifically, Bayesian learning models do not scale well for high dimensionality data but offer principled uncertainty estimates. On the other hand, deep learning models have been revolutionary for ML, especially due to their scaling capabilities over datasets of high dimensionality, but they lack uncertainty representation. Hence, the rise of BDL is mainly due to the capabilities of BDL models to offer principled uncertainty estimates from deep learning architectures (i.e., understanding what a model does not know) in a computationally efficient way. BDL models typically derive estimations of uncertainty by either placing probability distributions over model parameters (i.e., over the parameters of a NN), or by learning a direct mapping to probabilistic outputs. The reader is referred to a recent survey on BDL that appeared in [158].

In general, BDL models constitute promising approaches for the traffic prediction problem, mainly due to their probabilistic estimates providing measures of uncertainty, potentially allowing dealing with undesired over- and under-provisioning effects related with model inaccuracies. In fact, the benefits of considering traffic prediction uncertainty during the optimization phase of predictive provisioning have been recently verified in [47], indicating that by doing so significant spectrum savings are achieved (i.e., over-provisioning is mitigated) with a negligibly observed under-provisioning. However, this work was based on deep quantile regression which is not flexible as it concerns the uncertainty estimation as opposed to Bayesian frameworks [159].

Finally, it is worth mentioning that while several BDL models may be appropriate for network traffic prediction, Bayesian RNNs and their variants (e.g., Bayesian LSTMs) [160] and Deep Gaussian Processes (DGPs) [161], [162], [163] seem to be the most promising models, mainly due to the fact that both RNNs/LSTMs and GPs have shown to perform well in network traffic prediction. Of course, another straightforward way of making DNNs “Bayesian”, is by using Monte Carlo dropout inference [164]. Monte Carlo dropout inference is based on approximating posterior distributions over the weights of a DNN given the observed data. Unlike, however, BDLs and the general Bayesian modeling framework, Monte Carlo dropout provides a simple and computational efficient way of approximating posterior and predictive distributions, with the predictive distribution used for analyzing and measuring model uncertainty [50], [159].

**V. Optimization in Predictive Provisioning**

Optimization frameworks for predictive provisioning can be categorized into two cases, depending on whether a partially dynamic or a dynamic infrastructure is considered (Fig. 3). The former refers to proactive networks, where the optimization is performed off-line, while the latter refers to adaptive networks, where optimization is performed on-line. On this basis, predictions for each case concern different time scales and attributes.

### A. Proactive Networks

In proactive networks (Fig. 4), predictive provisioning concerns multi-period network re-optimization with the predictions usually concerning the TD matrix and with the time scales usually on the order of hours.

Predictive provisioning mainly consists of four stages; that is, the TD matrix prediction stage, the reconfiguration decision stage, the resource allocation algorithm, and the reconfiguration stage that takes place dynamically at predefined time points. The purpose of the reconfiguration decision stage is to trigger a network re-optimization and subsequently a network reconfiguration only when it is really required, in order to avoid unnecessary service disruptions and computational overhead. Roughly, a network re-optimization is triggered when traffic demand predictions suggest that the current network configuration cannot accommodate the future traffic demand without violating predefined QoS targets (e.g., unserved traffic is expected to increase above the predetermined limits given the current network configuration and traffic predictions) [42]. Once a network reconfiguration decision is taken, the network optimization takes place during which a resource allocation algorithm is executed.

In general, resource allocation algorithms implemented for static and reactive networks are extended for proactive networks, to account for various optimization objectives. Specifically, many works focus on exploiting the traffic demand predictions to minimize connection blocking and service disconnections between consecutive reconfigurations [40], [49], [56], [57], [58], energy consumed by the active network components [4], [39], [40], [51], [52], [53], [54], [55], and undesired over- and under-provisioning that is present in traditional static/reactive networks or arises due to ML-model uncertainties [37], [41], [42], [47], [50], [59], [60], [61].

![Fig. 4. Generic predictive provisioning in proactive networks.](Image)
optimally solving the problem, exact approaches are usually opted for; however, as planning intervals reduce, heuristic approaches become more appropriate.

Predictive service provisioning in proactive networks, is commonly compared to static provisioning in static and reactive networks. It has been shown that proactive networks outperform both static and reactive networks in terms of energy consumption, over-provisioning, spectrum utilization, and connection blocking. A slight increase in unserved traffic (i.e., under-provisioning) was also observed, that was handled in a best-effort approach, by on-line provisioning the unpredicted amounts of traffic [59]. However, as best-effort approaches cannot provide QoS guarantees, margins can be considered along with the predicted traffic values to account for the unpredicted traffic [41], [47]. Margins can be either based on the statistical error of the model [41] or on the estimation of the prediction uncertainty of the ML model [47], with the latter approach best mitigating both over- and under-provisioning. A set of indicative works, summarizing the discussion above is shown in Table VIII, with these works surveyed in Section IX.

B. Adaptive Networks

In adaptive networks (Fig. 5), predictive provisioning concerns on-line optimization, for which heuristic algorithms are applied. Such heuristics are similar to those developed for conventional dynamic networks (Fig. 3), but extended to take advantage of the predictions. The predictions are performed at short time scales (e.g., minutes or seconds) and usually refer to connection attributes such as the arrival or departure times of the connections and network link attributes such as the spectrum utilization. This information is used for prioritizing available network resources at decision time, by setting appropriate weights on the links of the temporal network states. The predictive weights guide the resource allocation decisions towards increasing the likelihood of accepting future connections into the network. As networks dynamically evolve between consecutive arrivals (i.e., when departures occur resources are released), the weights are continuously updated and sent to the on-line service provisioning algorithm to accommodate arriving requests. The most common objective is to reduce blocking probability by appropriately weighing the available resources.

Predictive provisioning in adaptive networks [69], [70], [72], [73], [74], [75] is commonly compared to conventional dynamic provisioning. It has been shown that predictive provisioning outperforms conventional dynamic provisioning in terms of connection blocking, spectrum utilization, and fragmentation. However, this holds when the predictions are of sufficient accuracy. Otherwise, inappropriate resource allocation decisions may arise, with conventional dynamic provisioning, possibly outperforming predictive schemes [69]. A set of indicative works, summarizing the discussion above is shown in Table VIII, with these works surveyed in Section IX.

VI. MACHINE LEARNING FOR PRESCRIPTIVE PROVISIONING

While prescriptive provisioning, based on RL, has already gained significant attention for other types of networks, such as wireless networks and Internet-of-Things [165], [166], it has only recently attracted an (increasing) interest by the optical networks research community (Table VI). This is mainly due to the deep learning advances that enable RL to scale to previously intractable problems arising in complex systems of high dimensionality [167]. Unlike predictive provisioning, where SL is used to empower domain-specific resource allocation algorithms (i.e., traffic-driven optimization), prescriptive provisioning is empowered by RL to learn resource allocation policies (i.e., policy-driven optimization) by continuously exploring the network environment to improve over time through trial and error. Hence, unlike predictive provisioning, that requires designing rule-based heuristics or exact mathematical resource allocation algorithms, subsequently driven by the predictions, prescriptive approaches are model-free as they can learn optimal (or near-optimal) resource allocation policies (i.e., heuristics) from experience. In a network environment where traffic behavior and/or network topology and technology may change, prescriptive resource allocation policies can self-adapt, whereas predictive resource allocation algorithms may need to be redesigned.

Even though RL has seen impressive advances over the last few years, especially in solving complex, challenging for AI, classical games (such as Go and StarCraft [168], [169]), large amounts of training (i.e., in training experience and time) are required to successfully learn even simple games, hindering the practical applicability of RL, on real, non-stationary, and complex environments, such as telecommunication networks. While ML research focuses, amongst others, on advancing RL techniques to scale well to large applications in computational and time efficient ways, research on communication networks focuses on how to advance resource allocation algorithms by incorporating RL advances into well-known resource allocation schemes, in tractable ways.

Hence, currently, proposed prescriptive resource allocation frameworks are rarely based purely on RL; rather, RL is applied to tackle sub-problems (e.g., only routing, only bandwidth allocation) supplemented by rule-based heuristics or exact algorithms [80], [170]. To tackle the entire problem, the network environment is usually simplified to reduce problem dimensionality (e.g., considering a network with precomputed lightpaths [77] or precomputed Virtualized Network Functions (VNFs) [87]). By doing so, prescriptive schemes
have demonstrated promising results, outperforming well-known rule-based benchmarks [76], and in some cases, even predictive schemes [64]. This section describes the general field of RL and what approaches have been applied for prescriptive traffic engineering (TE) and/or service provisioning.

A. RL for TE and Service Provisioning

In the general RL setup, an autonomous agent, that is controlled by a ML algorithm, interacts with its environment by taking an action at each time point of interest. When an action is taken, it causes the environment and the agent to transition to a new state, with the environment providing as a feedback a scalar reward to the agent. The aim of the agent is to learn a policy that maximizes the expected return. Hence, the best sequence of actions is determined by the rewards provided by the environment, which the agent uses to update its policy.

In formal terms, RL can be described as a Markov Decision Process (MDP) over the tuple \( \{S, A, T, R, b_0, \gamma\} \) where:

- \( S \): set of states.
- \( A \): set of actions.
- \( T(s_{t+1}|s_t, a_t) \): distribution over next state \( s_{t+1} \) that the agent may transition to from state \( s_t \) after taking action \( a_t \) (i.e., the transition dynamics).
- \( R(s_t, a_t, s_{t+1}) \): reward function specifying the immediate reward \( r_{t+1} \) when action \( a_t \) is taken at state \( s_t \).
- \( b_0 \): distribution of starting states.
- \( \gamma \in [0, 1) \): discount factor that weighs the importance of current and future rewards [i.e., for \( \gamma = 0 \) the agent only cares about which action will yield the largest expected immediate reward and for \( \gamma \) approaching 1 the agent cares about maximizing the expected sum of future rewards (i.e., the cumulative discounted reward)]. Typically \( \gamma \) is set above 0.9 in applications where actions may have long-term consequences.

In general, at each time step \( t \), the environment is at some state \( s_t \in S \). The agent takes an action \( a_t \in A \) and the environment transitions to state \( s_{t+1} \) with probability \( T(s_{t+1}|s_t, a_t) \). At the same time, the agent receives a reward equal to \( R(s_t, a_t, s_{t+1}) \). Then the process repeats. The aim of the agent is to learn an optimal policy \( \pi^*(a|s) \) that maximizes the expected future discounted reward \( \mathbb{E}[R] \), where \( R = \sum_{t=0}^{T} \gamma^t r_{t+1} \), and \( T \) is the number of time steps in an episode. Hence, an episode results in a sequence of states, actions, and rewards (i.e., a trajectory or rollout of the policy), and a policy \( \pi \) is a mapping from states to a probability distribution over actions.

B. RL Algorithms

For approximating an optimal policy \( \pi^* \), several RL algorithms have been developed, that can be categorized in three methods; that is, value-based, policy-based, and hybrid actor-critic methods.

In value-based methods, a state-value function \( V^\pi(s) \) estimates the total amount of reward an agent can expect to accumulate over the future (i.e., in the long-run), starting from a given state \( s \) and following a policy \( \pi \). Hence, value functions define a partial ordering over policies, from which an optimal policy is indirectly learned (e.g., Q-learning [173] and Deep Q Learning (DQN) [174]).

Policy-based methods (e.g., REINFORCE algorithms [175]) do not need to maintain a value function; rather, they can directly learn an optimal policy. Typically, the policy is parameterized [i.e., \( \pi(a|s, \theta) \)] and its parameters are updated to maximize the expected return using either gradient-based or gradient-free optimization [176], with gradient-based methods being the method of choice for most DRL algorithms.

Actor-critic methods, amongst the most popular algorithms in the RL framework. In particular, DRL actor-critic

| RL Method       | RL algorithm                                                                 | Ref.     |
|-----------------|------------------------------------------------------------------------------|----------|
| Policy-based RL | Learning Automata optimized with Policy Iteration                          | [66]     |
| Policy-based RL | Monte Carlo Tree Search                                                     | [63]     |
| Value-based RL  | Real time Dynamic Programming                                               | [63], [64], [65] |
| Value-based RL  | Q-learning, Sample Average, Temporal Difference (TD)                        | [171]    |
| Value-based DRL | DNN optimized with DQN learning                                             | [89]     |
| Actor-Critic DRL| DNNs optimized with A3C                                                      | [76]     |
| Actor-Critic DRL| CNNs optimized with A3C                                                      | [78]     |
| Actor-Critic DRL| CNNs optimized with A2C                                                      | [72], [84] |
| Actor-Critic DRL| DNNs optimized with A2C                                                      | [80], [91] |
| Actor-Critic DRL| CNNs optimized with prioritized experience replay, DDPG                     | [79]     |
| Actor-Critic DRL| CNNs optimized with ACKTR                                                   | [83]     |
| Actor-Critic DRL| CNNs optimized with TRPO, PPO, DDPG, PCL, A3C, ACER                         | [77]     |
| Actor-Critic DRL| DNNs optimized with Gradient Decent-DQN                                      | [81]     |
| Actor-Critic DRL| CNNs optimized according to ACRA                                            | [170]    |
| Actor-Critic DRL| CNNs optimized with TD3                                                     | [88]     |
| Actor-Critic DRL| ANNs and CNNs optimized with SAC                                            | [86]     |
| Actor-Critic DRL| CNNs and RNNs optimized with A2C                                             | [90]     |
| Actor-Mimic with TL DRL | DNNs                                        | [82]     |
C. State, Action, and Reward Representation

Successfully addressing prescriptive TE and service provisioning to outperform baseline schemes does not merely depend on leveraging recent RL advances. Carefully designing reward, state, and actions spaces is even more important to allow the agent to capture the underlying problem and environment and to simplify the RL agent learning process in order to converge fast to a policy of desired performance. Even though DRL advances allow scaling to high-dimensional state and action spaces, that were previously intractable, still DRL capabilities are not infinite. To address the RL’s “curse of dimensionality” [180], it is important to represent both states and actions as abstracted as possible (i.e., through auxiliary states and actions), especially in a large size network environment (i.e., in number of nodes, links, and available spectrum). This means that it may be more efficient to represent the state space at a higher level (e.g., at the route or even lightpath level) instead of at the physical layer level (e.g., at the node, link or spectrum level). Similarly, the action space can be also represented at a higher level (e.g., to represent lightpath, route, VNFs, or even baseline heuristic candidates) instead of physical layer decisions (e.g., link candidates to construct a route or spectrum block candidates to allocate). As discussed in Section X, this trend is present in the related literature, shown to significantly accelerate policy convergence and efficiency.

Reward representation has also a large impact on the learned policy, as this is the only signal the agent receives to understand how good or bad was an action taken, and accordingly update its policy. Reward representation may significantly affect policy direction and must be set appropriately to correctly evaluate the impact of each action with respect to the targeted network efficiency measure/s (i.e., the policy objective). In general, negative rewards are used to inform the agent that an action taken at a time point (i.e., at a state) was erroneous, and positive otherwise. Reward scaling and rescaling was also shown to have a large impact on the resulting policy, hence it must be properly considered [179].

D. Performance Metrics

Policy evaluation is commonly performed through the expected cumulative reward progress over the number of learning episodes. A good indicator of the learning progress is when the expected cumulative reward tends to increase over the learning episodes, until convergence. Of course, policy convergence does not necessarily mean that a good policy has been reached. To directly interpret the policy efficiency, commonly the policy is evaluated in terms of targeted performance measures (e.g., blocking probability) over the learning episodes, and compared against baseline service provisioning schemes. In particular, an indicative number of the latest traffic demand traces can be used for comparative purposes (e.g., after learning and by exploiting the learned policy). The number of learning episodes translates also to training time, which is another useful performance metric, especially in evaluating the practical limitations of the approach.

It is worth mentioning, that traffic traces for training a service provisioning policy and for policy evaluation can be either found in openly available real datasets or can be synthetically generated as analytically described in Section IV-C. Specifically, in proactive networks the real datasets provided in Table IV can be used as these provide traffic information per planning intervals (e.g., per minutes). However, in adaptive networks, traffic traces are usually synthetically generated from appropriate distributions as such information (e.g., arrival time, holding time of an arriving connection request) is not currently openly available.

VII. OPTIMIZATION IN PRESCRIPTIVE PROVISIONING

This section briefly describes how RL has been in general applied in the literature for prescriptive service provisioning in both proactive and adaptive networks. A generic provisioning scheme for both cases is illustrated in Fig. 6. Both proactive and adaptive networks are illustrated under the same general scheme, as they mainly vary on how the optimization phase is implemented: off-line for proactive networks and on-line for adaptive networks. Depending on the case, the RL framework is differently formulated over the reward function, state, and action spaces.

A. Proactive Networks

Acting in a prescriptive fashion in proactive networks means that the agent is able to provide actionable advise on how...
the network must be reoptimized off-line in order to meet predefined QoS targets over future planning intervals. The difference with the predictive case is that, instead of utilizing traffic demand predictions, it can provide actions dealing with network congestion and/or contention over the spectrum resources of the network links, while accounting for the service’s (diverse) QoS requirements. As such, the agent policy can be learned for controlling over- and under-provisioning effects at desired levels. Of course, a policy may concern just finding actions that declare the traffic demand needs over future time points or intervals. In that case, the major difference with predictive schemes is that, unlike SL, labeled data are not needed. The agent is able to observe the traffic demand variations and learn a policy that eventually converges to the real traffic demand needs. Nevertheless, similar to the predictive case in proactive networks, the actions are used as inputs to the off-line optimization algorithm, and the network is reconfigured, if required, at the beginning of predefined planning intervals. Hence, similar off-line optimization algorithms can be applied in both cases.

In the literature, only a few works exist for prescriptive provisioning in proactive networks [65], [66]. In [66] the RL agent generated actions reflecting the traffic demand needs of future planning intervals and in [65], a set of RL agents were trained in a cooperative fashion to deal with network congestion and the contention between connections by providing bandwidth reservation actions for each connection. An interesting outcome was that predictive and prescriptive schemes were compared, indicating the advantages of prescriptive approaches over predictive in terms of learning policies that better utilize network resources (i.e., mitigating over- and under-provisioning [65]). This is mainly due to the fact that agents are able to observe the impact of their actions, especially with regards to how traffic fluctuates over time, hence adjusting their policies accordingly.

B. Adaptive Networks

Acting in a prescriptive fashion in adaptive networks means that the agent is able to provide actionable advise on how a service request can be provisioned on-line to improve targeted network performance metrics (e.g., blocking probability, spectrum utilization, cost, latency). Hence, prescriptive provisioning in adaptive networks concerns learning heuristics/policies to on-line provision the arriving request, with the policies capturing both the traffic trends (e.g., arrival rates, bit-rates, holding times) and the long-term impact of agent actions to the system; that is, capturing how an action taken at a current time point affects actions for future arriving requests and consequently system performance.

Prescriptive provisioning in adaptive networks has only recently received considerable attention from the optical networking community [72], [76], [77], [78], [79], [80], [81], [82], [83], [84], [86], [87], [90]. Even though diverse objectives are encountered (i.e., reward functions), most works focus on optimizing blocking probability and network spectrum utilization by on-line provisioning arriving connection requests through the learned RL policy. Furthermore, different optical multiplexing technologies (e.g., WDM, EON) have been considered, with different representations of space and action spaces. Recently, few works have targeted the VNF service chaining (SC) problem [87], [91], that aims to finding an on-line VNF-SC policy that meets the services’ SLA agreements with reduced cost, latency, and spectrum utilization. While RL can be utilized to jointly learn routing and spectrum allocation policies [e.g., routing modulation and spectrum allocation (RMSA) policy in [76]], most of the times RL is used to separately learn policies (e.g., on routing, spectrum allocation [77], [80] or even VNF-SC [87], [91]), subsequently driving the rest of the decisions. This is done to reduce problem dimensionality, consequently allowing the RL to converge to a good policy requiring less experience (i.e., number of learning episodes). This is a critical consideration in non-stationary network environments where a policy may be rendered obsolete upon significant networks changes (i.e., leading to inappropriate actions before adapting to the new conditions). In general, however, existing works clearly demonstrate the potential of prescriptive provisioning in adaptive networks to outperform conventional dynamic provisioning (Fig. 3). All relevant works are surveyed in Section X.

VIII. PREDICTIVE PROVISIONING: SURVEY ON ML

The survey of works dealing with traffic prediction is partitioned in three categories, depending on the targeted traffic prediction feature (i.e., connection bit-rate, connection arrival/holding time, network link load). Table VII provides information for a set of these works, including the network traffic feature considered, the ML methods applied, ML model inputs and outputs, time scale of predictions, performance evaluation metrics, and their key findings. This set of papers was mainly chosen to briefly summarize the state of the art. Note that we have chosen to separately survey works dealing with the traffic prediction sub-problem and/or the traffic driven optimization sub-problem (surveyed in Section IX) of the overall predictive service provisioning framework, since these two sub-problems are complementary to each other and independent. Further, many works in the literature address only either one of the sub-problems (e.g., only the traffic-driven optimization sub-problem, assuming, for example, that a perfect traffic prediction model is available). Hence, by doing, so we aim at revealing the main outcomes and challenges that arise separately from each sub-problem, without,


### TABLE VII

| Ref. | Network Traffic | ML Method | Input x | Output y | Time Scale | Dataset | Acc. Metric | Key Findings |
|------|-----------------|-----------|---------|----------|------------|---------|-------------|--------------|
| [41] | IP connection bit-rate | GRU | bit-rate TD matrices of 6 previous slots | bit-rate TD matrix of next slot | Hourly | Real | MAE | MAE ≤ 7.4 |
| [37] | IP connection bit-rate | GP, Boosted Decision Trees, Random Forests, Penalized Linear | bit-rate of w previous slots | bit-rate of next slot | Hours | Real | MAE | GP outperforms all in Accuracy; Accuracy is affected by w and time scale selections |
| [40] | IP connection bit-rate | DNN | bit-rate of w previous slots | bit-rate of next slot | Hourly | Synthetic | AIC | Selection of w affects Accuracy |
| [39] | IP connection/Base Station bit-rate | NN | avg. bit-rate of previous day; bit-rate of the same hour of the previous day; bit-rate of the same hour and same day of previous week; hour of the day; day of the week; flag for holidays, weekends | bit-rate of next slot | Hourly | Real | MAE, MAPE, RMSE | Higher Acc. for aggregated IP traffic compared to the Acc. at the base station level |
| [38] | IP connection bit-rate Virtual link load bit-rate | GPR Ensemble, LSTM, SVM | bit-rate of previous slots | bit-rate of next slot | Minutes | Real | NMSE | GPR Ensemble model outperforms LSTM and SVM (on average by 12% in Accuracy) |
| [73] | Physical link load (Erlangs) | GCN-GAN, LSTM | link load matrix of previous slot | link load matrix of next slot | Hourly | Real | MSE | GCN-GAN outperforms LSTM |
| [48] | Virtual link load bit-rate | DCRNN, CNN, LSTM, DNN | link load matrix of 10 previous slots | link load matrix of next slot | Hourly | Real | MAPE, MAE, RMSE | DCRNN outperforms all in Acc.; DCRNN better captures congestion information |
| [45] | DC connection bit-rate | LSTM, GRU | bit-rate of previous slots | bit-rate of next s slots | Seconds | Real | MSE | LSTM outperforms GRU; For s > 60 Acc. dramatically drops |
| [69] | DC connection holding time | LSTM | holding times of previous connections | holding time of next arrival | Seconds | Synthetic | RMSE | 0 < RMSE < 20; Unexpected traffic decreases Accuracy |
| [70] | IP connection bit-rate, arrival time, holding time | ENN | bit-rate, arrival time, holding time of previous slots | bit-rate, arrival time, holding time of next slots | Minutes | Real | MSPE | MSPB ≤ 5% per prediction |
| [47] | IP connection bit-rate | GRU | bit-rate of previous 6 slots | bit-rate of next slot | 30 minutes | Real | Quantile Error, MSE | Quantile Error ≤ 0.09%; MSE ≤ 0.11%; 9% of the quantile predictions fall below their true value; 45% of the MSE predictions fall below their true value; Quantiles mitigate potential under-provisioning |

however, excluding their interdependencies (e.g., how ML model inaccuracies affect the performance of traffic-driven optimization).

#### A. Bit-Rate Prediction

Several of the works address the bit-rate prediction problem at the general IP connection level (i.e., bit-rate demand between IP nodes) [37], [38], [39], [40], [41], [43], [47], [50], or at the IP connection level of data center (DC) networks [42], [43], [44], [45], [49]. Predictions may either refer to the entire TD matrix (i.e., by training a single ML model) [41], [49], or to the traffic demands of individual IP connections (i.e., by training a ML model for each connection) to subsequently form the TD matrix [37], [38], [39], [40], [43], [44], [45], [47]. The TD matrices can then be used for predictive provisioning, most commonly in proactive networks.

Specifically, in [39], the TD matrix is predicted according to several ANNs (one for each base station in a mobile metro-core network). Two cases were examined, with the first examining the traffic prediction problem at the IP connection level (i.e., the base station traffic demand is aggregated to
the traffic prediction problem at the base station level. Real datasets were utilized for training the ANN models [117] to perform on-hour predictions, demonstrating that aggregated base station traffic can be more accurately predicted as it appears to be more regular and stationary compared to the traffic at the base station level.

In general, ANNs and DNNs were applied in several works in the literature [40], [42], [43], [74], in which the TD matrix was formed by training several ML models (one for each source-destination pair). In [42], [43] it was shown that DNNs outperform ANNs in the prediction accuracy of DC traffic. A DNN was applied in [74] to predict multi-domain traffic in EONs (i.e., across metro networks, DCs, and other facilities) under various traffic loads, showing that prediction accuracy improves as traffic load increases. This trend was also observed in [46]. In [40], the performance of DNNs was tested under different hyperparameters, including the number of hidden layers and the number of previous bit-rate observations (i.e., the parameter). It was shown that a certain number of hidden layers and of previous observations resulted in a better accuracy, clearly demonstrating the importance of both hyperparameter optimization (i.e., tuning) and feature selection towards deriving models of sufficient accuracy.

The traffic prediction problem in electro-optical DCs was also examined in [44], [45], enabling the transfer of heavy traffic streams in the optical domain and the short-lived, bursty data flows in the electrical domain. In particular, in [44] a NANN was applied with the objective of accurately predicting the heavy traffic streams of electro-optical DCs. The NANN was trained according to synthetic datasets generated by a chaotic model, preserving the long-range dependencies of DC traffic and it achieved a high accuracy, especially for deeper NN configurations, indicating, similarly to [40], the importance of hyperparameter tuning.

That work was extended in [45], in which real datasets were utilized to train LSTMs and GRUs. Both models were trained and compared according to different number of hidden LSTM/GRU layers. LSTM outperformed GRU, while a single hidden layer was shown to lead to models of higher accuracies. Additionally, LSTMs/GRUs were trained as single- and multi-step ahead regression models, with single-output regression shown to slightly outperform multi-step ahead regression in model accuracy. Furthermore, for multi-step ahead regression, it was shown that predictions up to certain number of future time slots (i.e., in these experiments up to \( s = 60 \) seconds) could be obtained with sufficient accuracy. However when the number of future time slots increased beyond this value, model accuracy dropped dramatically, demonstrating the limitations of multi-step ahead regression that must be carefully considered during model training and inference. The multi-step ahead prediction problem was also examined in [49], where an ED-LSTM model, specifically designed for sequence-to-sequence problems, was used to predict the TD matrices, of several steps ahead, in an optical DC and high-performance computing network.

Recurrent DNNs with GRUs were also adopted in [41] aiming to directly predict the TD matrices of a backbone network. As, however, GRUs cannot directly process matrices, each TD matrix was reshaped into a vector. The GRU DNN was trained according to the real TD matrices of the Abilene network [110] to perform on-hour predictions, with the GRU DNN shown to achieve a sufficient prediction accuracy. In general, directly predicting the TD matrix, is significantly more complex than the case of traffic prediction on a single network link or node, since not only time correlations, but also spatial correlations are present [120], [136]. It is worth mentioning, however, that GRUs are appropriate for capturing only the time correlations, hence the application of more advanced ML models (e.g., combination of GRUs and CNNs or graph DNNs) is expected to be more appropriate for this objective.

GRUs were also applied in [47], where several GRUs were trained to subsequently form the TD matrix. In that work, however, the GRUs were trained to optimize, instead of a least squares loss function (e.g., the MSE), the asymmetrically weighted sum of absolute errors; that is, in that work a deep quantile regression framework was adopted aiming to capture traffic prediction uncertainty over future network planning intervals. Several quantile GRU models were trained, considering various certainty levels, with all demonstrating sufficient inference accuracy. The performance of the quantile GRU models was compared against the performance of a least squares GRU model with respect to the percentage of the test patterns with predicted values underestimating the true traffic demand. This percentage was 9% for the quantile GRU model, whereas it was 45% for the least squares GRU model; an indicator that the quantile GRU models, capturing ML model uncertainty, significantly reduce undesired under-provisioning of the connections. This is one of the few works in the literature that aims to address ML model uncertainty in a principled way. Note, however, that the main limitation of this framework is that several quantile DNN models need to be trained, as the appropriate certainty level cannot be known a-priori [181]. Hence, this framework, unlike the general Bayesian inference framework, lacks in flexibility [159]. This limitation of quantile regression was subsequently addressed in [50] where Monte Carlo dropout inference was opted instead.

Bayesian inference frameworks were leveraged in [37], [38]; however, the estimation of ML model uncertainty was not specifically examined. In particular, in [37], [38] GPRs were trained to approximate Gaussian predictive distributions from which only their mean value was considered during inference. In [37] the GPR was trained according to input features that were optimized with respect to the number of previous time slots. Specifically, partial autocorrelation of the data was applied to choose an appropriate number of previous time slots for different prediction time scales. The GPR was trained and tested according to real datasets [182] and it was observed that the appropriate number of previous time slots depends on the time scale of predictions (i.e., hourly, weekly predictions require a different number of previous observations). The GPR performance was compared against penalized linear models, boosted decision trees, and random forests, with GPR outperforming all in prediction accuracy.

Finally, in [38], an ensemble of GPR learners was proposed, taking into account the accuracy of individual learners and
the diversity among their outcomes. Specifically, each learner found an optimal accuracy-diversity balance, so that the ensemble prediction error was minimized. A divide-and-conquer approach was utilized for executing the accuracy-diversity optimization, in the sense that each learner contributed to the optimization process by considering a small portion of the training samples in a region of the feature space. This renders the approach appropriate for large datasets. The proposed model was compared with several well-known time-series prediction algorithms (e.g., LSTM, ARIMA, SVR, LASSO etc.) using real traffic datasets from backbone networks [110], [112], [115], demonstrating that GPR ensemble learning outperformed, in most of the cases, all other models considered.

B. Connection Arrival, Holding Time Prediction

Another set of works addressed the arrival and/or holding time prediction of connections [69], [70]. Such predictions are usually used for on-line optimization in adaptive networks. Specifically, in [69] an LSTM was applied to predict holding times of future DC connection requests and its performance was evaluated for various traffic classes (i.e., short-, medium-, and long-lived connections), considering also the occurrence of unexpected traffic events. Traffic classes and unexpected events were synthetically generated. It was shown that LSTM achieves a higher accuracy under periodic or known circumstances, and that the accuracy is negatively affected by unexpected traffic events. Training an LSTM model according to various traffic profiles, instead of training it according to a single traffic profile, was shown to improve accuracy. Further, in [70] an ENN was applied to predict traffic demand in multi-core (MC)-EONs, utilizing a real dataset [112] that spanned a period of two weeks. The ENN was trained to predict, apart from the bit-rate demand of future connection requests, their arrival and holding times as well.

C. Link Load Prediction

A third set of works addressed link load prediction [48], [71], [72]. Even though only [72] utilized these type of predictions for predictive provisioning in proactive networks, this information can be utilized for predictive provisioning in proactive networks as well, depending, of course on the time scale of predictions. In both types of networks this information can be utilized to address congestion, and in proactive networks it can be utilized, for example, for triggering re-configuration decisions upon expected congestion events.

Specifically, in [72] the authors applied an ANN in IP-over-WDM networks to predict link utilization for future time slots. Link utilization was measured in number of utilized wavelengths, and the model was formulated as a classifier over training inputs declaring edge-optical node connectivity, current point in time, and number of available wavelengths in the past few hours. The classification model was shown to predict, with sufficient accuracy, the trends of dynamically changing traffic. More recently, the authors in [48], [71] applied graph learning methods to capture the spatio-temporal topological dependencies/relations of link loads in the network environment.

In general, graph learning methods, are considered more appropriate for link load prediction purposes, compared to simpler ANN/DNN models, or even models that are solely based on RNN structures (e.g., LSTM); an outcome that was verified in [73]. The same holds for CNN models, that are capable of capturing the spatio-temporal dependencies, when combined with RNN structures (i.e., capturing both the spatial and temporal dependencies); an outcome that was verified in [183].

Specifically, the authors in [73] applied a graph-based GCN-GAN [71] model to predict the link load matrix of an EON. In that work, the GCN-GAN processed historical graph states, describing temporal network loads, to predict future graph states. A graph state was formed by connecting the EON nodes through weighted links, with the weights representing the temporal link loads (in Erlangs) between the network nodes. GCN-GANs were trained for several traffic profiles (i.e., plateau, single-burst, and double-burst traffic profiles), utilizing synthetic and real datasets [113] and their performance was compared to an LSTM, demonstrating that they can achieve higher performance accuracy.

The combination of CNN and RNN structures was considered in [48] where the authors applied DCRNns [183] to predict traffic loads (in Mbps) on the links of a real backbone network [110]. Additionally, they evaluated the ability of the proposed method to predict the volume of traffic and congestion events. An extensive experimental study with a real dataset was presented which verified that the proposed method achieves better accuracy than other baseline NN methods (i.e., CNN, LSTM, DNN). Overall, the authors in [73], [183] verified the importance of appropriately representing and learning link load dependencies, especially when one is interested in finding link load prediction models guiding network management decisions (e.g., avoiding congestion, load balancing, etc.).

D. Main Outcomes and Research Challenges

Several ML models have been already exploited for network traffic prediction, outperforming traditional statistical techniques. Most notably, RNNs and their variants are amongst the most promising approaches for capturing the temporal traffic dependencies, while CNNs and GNNs are capable of capturing the spatial dependencies. The combination of various NN structures (e.g., CNNs combined with RNNs) can be also considered for capturing both, spatial and temporal dependencies. Overall, the literature verified that depending on the underlying prediction problem (e.g., bit-rate prediction, link load prediction), the model must be carefully chosen. Ensemble learning mechanisms were also shown to be promising techniques towards further improving performance accuracy.

1) Uncertainty Representation: Recent advances in ML, such as attention mechanisms and DBL models still remain unexploited and are interesting new avenues for research. The
first mechanism can be considered to improve processing time, while the latter can be considered as a way of representing ML model uncertainty in a principled way. Even though the benefits of ML model uncertainty representation were quantified in [47], [50], this area remains greatly unexplored, especially as it concerns the representation of uncertainty in a way that is more flexible implementation-wise.

2) Multi-Step Ahead Prediction: As the vast majority of related works deals with the single-output prediction problem (i.e., predicting the traffic value only for the next time slot), the multi-step ahead prediction problem remains greatly unexplored. For this problem, encoder-decoder structures can be leveraged, while multi-step ahead prediction can be especially useful for predictive provisioning in proactive networks where the knowledge of how traffic varies over several planning interval ahead of time can be leveraged, amongst others, to minimize service disruption and/or energy consumption, especially of data center networks and the Internet network topology that mainly represent the overall energy consumption of cloud computing [184].

3) Disaggregation of Traffic: As the prediction of disaggregated traffic has shown to be more challenging that the prediction of aggregated traffic [39], in the vast majority of existing works traffic is represented in an aggregated manner. However, the disaggregation of traffic may be essential to account for services with diverse SLAs (e.g., in the VNF-SC provisioning problem). Hence, more advances are expected towards this direction, most notably by leveraging recent ML advances, appropriate feature selection (i.e., traffic representation), time scales of prediction, and hyperparameter tuning, which were all shown to be essential towards finding a predictive model of sufficient accuracy. Of particular importance would be the development of methods that automatically tune time scales and hyperparameters to effectively deal with ML model adaptation, necessary to capture non-stationary traffic.

4) ML Lifecycle: The ML model adaption directly relates to the ML lifecycle, which is defined as a cyclical process that involves several phases (data preprocessing, model selection, training/testing, and inference phase). To initiate the first phase of the ML lifecycle requires continuously monitoring the performance accuracy of the model (i.e., to determine model degradation), towards model adaptation to the non-stationary traffic. While identification of the ML lifecycle is often mentioned in the literature, research efforts considering the unique characteristics of network traffic are currently missing. In general, and in practice, developing methods that are able to automatically and continuously monitor and maintain deployed model/s is a necessity. Additionally, since the degrading performance of a model also implies that the model becomes obsolete, systematic ways need to be developed that efficiently select a model [185]. Transfer learning (TL) can be an integral part of such methods to reduce the training dataset required for model adaptation.

5) Training at the Edge: Finally, in the related literature both centralized and decentralized training paradigms are considered. The first is considered for the prediction of TD matrices, whereas the second is considered for training several ML models at the edge to subsequently form the TD matrix. As with the advent of multi-access edge computing (MEC) architectures and with the emergence of edge-to-cloud continuum topologies [186], supporting 5G and future 6G application and services, training paradigms are shifted to the edge, an interesting future direction is the consideration of federated learning (FL) paradigms. FL enables on the one hand training at the edge, without the exchange of data between the central controller and the edges, and on the other hand the creation of a centralized ML model. The ultimate advantage of FL is, apart from the lower overhead incurred by the exchange of data (e.g., in latency, bandwidth), the privacy that it offers by locally processing data susceptible to adversarial attacks. A tutorial of FL and a comprehensive survey on the issues regarding the MEC-enabled FL implementation can be found in [187].

6) Human-Centric ML: As ML needs to be also understood and trusted by humans (i.e., the operators in predictive service provisioning) to enable ML uptake, more human-centric ML-aided approaches need to be developed, leveraging or developing, for example, explainable supervised ML methods [188]. Furthermore, human-centric ML-aided approaches need to be developed that consider the fact that predictive service provisioning can never be fully autonomous, since human intelligence, providing expert domain knowledge, will always be needed. Towards this direction, human-in-the-loop (HITL) ML approaches [189] are expected to be developed leveraging both human and machine intelligence to create ML models.

An additional interesting direction, towards a more human-centric ML is identified in the FL paradigm where fairness issues may arise with respect to the accuracies achieved at each individual edge (i.e., fair federated learning [190]), due to the presence of imbalanced and/or heterogeneous data at the edges. In the predictive service provisioning problem, unfair learning may result to erroneous service provisioning decisions, ultimately violated predefined QoS requirements. Hence, fair learning is expected to be of a particular importance towards trusted service provisioning decisions.

IX. PREDICTIVE PROVISIONING: SURVEY ON OPTIMIZATION

In this section works focusing on predictive service provisioning are surveyed, with Table VIII briefly describing their main components (i.e., network technology, algorithmic approach, comparisons, evaluation metrics, and key findings). Even though this table is not exhaustive, these works were chosen as they summarize the main outcomes in the literature, performance evaluation metrics considered, as well as the most common arising trade-offs and challenges. In the section that follows, these works are categorized according to their optimization objective.

A. Proactive Networks

1) Optimizing Energy Consumption: Predictive provisioning aiming at reducing energy consumption is largely examined in the literature, mainly for proactive networks [4], [39], [40], [51], [52], [53], [54], [55]. In general, these works
TABLE VIII

PREDICTIVE SERVICE OPTIMIZATION IN PROACTIVE AND ADAPTIVE NETWORKS. (*BLOCKING PROBABILITY (BP), SPECTRUM UTILIZATION (SU), OVER-PROVISIONING (OP), UNDER-PROVISIONING (UP), ENERGY CONSUMPTION (EC), REGENERATOR UTILIZATION (RU), TRANSPONDER UTILIZATION (TU), FRAGMENTATION (FRG), CROSSTALK (XT), PACKET LOSS RATE (PLR), MULTI-CORE (MC), ROUTING AND SPECTRUM ALLOCATION (RSA), SPECTRUM ALLOCATION (SA), ROUTING AND WAVELENGTH ASSIGNMENT (RWA), EMPIRICAL MARGIN (EM), QUANTILE MARGIN (QM))

| Ref. | Network | Problem | Algorithm | Comparisons | Eval. Metric | Key Findings |
|------|---------|---------|-----------|-------------|--------------|--------------|
| [41] | WDM | Off-line RWA | Heuristic | Proactive, Static | SU, OP, UP | Proactive outperform Static in SU and OP, SU reduced 60%, OP reduced 20%, UP increased 3% |
| [37] | Multi-layer IP-WDM | Off-line RWA | Heuristic | Multi-layer Proactive, Multi-layer Static, Virtual Static - Physical Proactive | SU, RU | Proactive Multi-layer outperforms all |
| [39] | WDM | Off-line RWA | MILP, Metaheuristic | Proactive, Static | EC | Proactive outperforms Static, Energy Savings up to 31% |
| [40] | WDM | Off-line RWA | MILP, Heuristic | Proactive, Static, Reactive | BP, TU | Proactive outperforms both in Transponder Savings |
| [49] | WDM | Off-line RWA | Metaheuristic | Proactive, Static, Reactive | PLR, OPEX | Proactive outperforms both in OPEX, Proactive slightly increases PLR |
| [4] | DC-EON | Off-line RWA | MILP | Proactive | EC, BP | Trade-off: Reduction in EC at the expense of BP |
| [74] | EON | On-line RMSA | Heuristic | Adaptive, Dynamic | BP | Adaptive outperforms Dynamic |
| [59] | EON | Off-line RSA | ILP, Heuristics | Proactive for different prediction errors | BP, SU | Wrong prediction error estimation leads to inappropriate resource allocations |
| [61] | EON | Off-line SA | ILP | Proactive with greedy SA, Proactive with QoS-fair SA | BP, OP, SU | Proactive with fair QoS-fair SA outperforms Proactive with Greedy SA |
| [70] | MC-EON | On-line RSCA | Heuristic | Adaptive, Dynamic | BP, SU, XT, FRG | Adaptive outperforms Dynamic |
| [69] | DC-MC-EON | On-line RSCA | Heuristic | Adaptive, Dynamic | BP | Adaptive outperforms Dynamic when predictions are sufficiently accurate |
| [47] | EON | Off-line RSA | Heuristic | Static with EM, Proactive with EM, Proactive with QM | OP, UP | Proactive with QM outperforms all, Indicates the importance of appropriate ML-uncertainty representation |

suggest reconfiguring the network according to the traffic demand variations by shutting down unutilized resources during the low demand hours, instead of following a static/reactive configuration approach where the over-provisioned network resources are always on. All works indicate the potential of significant energy savings in proactive networks, as opposed to the static and reactive networks, while also demonstrating the arising trade-offs between energy savings and connection blocking/service disruptions.

In [51], a proactive multi-layer network planning approach was proposed for an IP-over-WDM network given realistic multi-period traffic variations of tidal traffic. A MILP algorithm was developed to off-line minimize the energy consumption incurred by the IP routers and optical cross-connects by shutting down idle linecards and chassis of routers, based on time-of-the-day network traffic variation. Service disruptions caused by the resulting reconfigurations were also considered through unconstrained and constrained reconfiguration schemes, with the results indicating the trade-off between traffic disruptions and energy savings (i.e., the unconstrained approach achieves higher energy savings but increases service disruptions).

In addition, [55] examined proactive network optimization in mobile metro-core WDM networks, with the tidal traffic predictions being considered to off-line re-optimize the network, aiming to reduce energy consumption. Off-line (re)optimizations were followed by on-line network operations, to dynamically handle the unpredicted traffic variations. Heuristic and metaheuristic algorithms were proposed for both the off-line and on-line phases, considering also 1+1 protection of the aggregated mobile traffic. A real traffic dataset was utilized for evaluating the proposed framework, with the results indicating a significant reduction in energy consumption as opposed to the benchmark static network.

In [4], authors proposed a proactive RWA algorithm to off-line re-optimize VNT to follow tidal traffic variations. The problem was formulated as a MILP to minimize both energy consumption and blocking probability, subject to different weights of importance for the two conflicting objectives. Traffic grooming techniques were also considered to further improve both energy consumption and connection blocking. In that work, the VNT performance was evaluated by simulating dynamic connection requests within the pre-defined planning intervals, showing that proactive VNT reconfigurations result in significant energy savings at the expense of connection blocking. Nevertheless, it was shown that the arising trade-offs could be controlled by appropriately weighing the importance of the diverse objectives in the MILP algorithm.
In a similar vein, the authors in [39] exploited ANN traffic predictions for hourly reconfiguring the VNT of a WDM network. Predictions were used for identifying the near-optimal number of necessary (re)configurations during the day and for off-line VNT re-optimization. A simulated annealing-based heuristic was developed to reduce the number of (re)configurations. The VNT optimization problem was solved according to a MILP having as an objective the minimization of energy consumption (i.e., the number of transponders utilized). Subsequently, the VNT was used to guide the on-line routing decisions near-optimally. Significant energy savings were reported as opposed to the benchmark static network planning approach (i.e., up to 31%).

Finally, the authors in [40] utilized DNN traffic predictions to hourly trigger VNT reconfigurations in WDM networks. The objective was to reduce blocking probability and the number of utilized transponders (i.e., energy consumption), with the VNT reconfigurations triggered when the traffic predictions reached a predefined VNT utilization threshold. Both MILP and heuristic algorithms were developed to off-line re-optimize the VNT. The proactive scheme was compared to both conventional static and reactive networks, where, in the reactive network VNT reconfigurations were triggered when link utilization reached a predefined threshold (i.e., 90% link utilization). It was shown that the proactive scheme resulted in significant energy savings, with a slight increase in connection blocking, as opposed to benchmark schemes.

2) Optimizing Service Disruptions: Apart from the set of works leveraging traffic predictions towards energy savings, several works focused on examining the impact of constrained and unconstrained reconfigurations on service disruptions (i.e., traffic loss), OPEX, unserved traffic, and connection blocking [49], [56], [57], [58], [99]. In general, it was shown that network re-optimization that is subject to reconfiguration constraints reduces service disruptions and OPEX, but at the expense of unserved traffic and connection blocking.

Specifically, the authors in [57] examined predictive provisioning according to various RSA schemes, exploiting various grades of flexibility for the SA sub-problem, including fixed, semi-elastic, and elastic SA policies for adjusting the allocated spectrum to the time-varying traffic. All SA schemes were examined and compared through off-line ILP-based RSA algorithms, considering as inputs predictive TD matrices, and with each algorithm considering only one of the aforementioned schemes; that is, fixed (static network), semi-elastic, and elastic. It was shown that elastic SA, allowing of complete connection re-allocation (i.e., provides the maximum degree of flexibility), results in the lowest unserved traffic with semi-elastic SA outperforming conventional static SA.

Similar to [57], the authors in [58] examined predictive provisioning under two RSA schemes, with each scheme providing different degrees of flexibility for the SA sub-problem. In the first scheme, the objective was to reduce both the number of service disruptions and connection blocking, following an elastic SA approach (i.e., expanding/reducing the allocated spectrum and if that fails then a complete reallocation is followed). In the second scheme, the objective was to reduce connection blocking following a complete reallocation approach. For the first scheme, two heuristics were proposed, namely the Planning ahead Spectrum allocation (PAS) and the Predicative Planning ahead Spectrum allocation (PPAS). PAS considered the traffic demands at reconfiguration time, while PPAS additionally considered the traffic demand predictions of the next time slot. It was shown that PPAS and PAS outperformed the complete re-allocation scheme in the number of service disruptions, but at the expense of increased connection blocking. Importantly, PPAS, considering for the traffic predictions of the next time slot, outperformed PAS in service disruptions. As also elaborated in [56], service disruptions can be further improved by considering during network re-optimization the traffic predictions of several time slots ahead. Such consideration increase, however, the problem’s computational complexity.

In [99], ARIMA predictions were used for reconfiguring hourly the VNT of a WDM network. For proactive VNT re-optimization a genetic RWA algorithm was implemented to minimize VNT OPEX (i.e., cost of transponders, erbium-doped fiber amplifiers, and IP/MPLS nodes), while ensuring that the QoT requirements of the unestablished lightpaths will be met. Furthermore, a scheme was proposed to mitigate packet loss rate resulting from service disruptions during VNT reconfigurations. This predictive scheme was compared to conventional static and reactive networks and it is shown that while it significantly reduces OPEX, it slightly increases packet loss rate (i.e., due to service disruptions).

Finally, in [49], ED-LSTM predictions, providing information of how the TD matrices vary over several steps ahead, were used to reduce reconfiguration disruptions in an optical DC and high-performance computing network. To achieve this, an unsupervised learning algorithm was used to cluster, over time, predicted TD matrices. Hence, for the similar TD matrices (belonging to a cluster), a common connectivity graph was created, while reconfigurations were only triggered when a predicted TD matrix was clustered differently from the previous one. It was shown that the knowledge of how traffic varies over several steps ahead can be utilized to reduce service disruptions, but at the expense of an increased packet latency.

3) Optimizing Spectrum Utilization in Multi-Layer Networks: The authors in [37] leveraged GP traffic predictions to off-line re-optimize an IP-over-WDM network (i.e., multi-layer optimization). Several heuristics were developed, with each allowing re-optimization at different layers of the network. Specifically, heuristics were proposed for re-optimizing both virtual and physical layers, and for re-optimizing only the physical layer (i.e., virtual is static and physical is proactive). The proposed schemes were compared with an approach where both virtual and physical layers are static, showing that the predictive techniques result in spectrum utilization and regenerator cost savings. Importantly, it was shown that coordinated multi-layer optimization is more beneficial, as compared to the case where a single network layer is considered during the network (re)optimization phase.

4) Optimizing QoS With ML-Uncertainty Considerations: Some works proposed techniques towards improving over-provisioning (i.e., spectrum utilization) and under-provisioning
(i.e., QoS) by accounting for the inaccuracies (i.e., uncertainty) in predictions [41], [59], [61]. These works, ultimately demonstrated the importance of appropriately representing ML model uncertainty during predictive provisioning.

The consideration of ML model uncertainty was first considered in [41]. Specifically, in that work, the authors leveraged RNN-GRU predictions to reconfigure a WDM network by off-line solving the RMSA problem. To account for ML model inaccuracies, an empirical margin was considered in the TD matrices (i.e., predictions were increased by 30%), targeting mainly to mitigate under-provisioning arising by the inaccuracies. It was shown that predictive provisioning exhibits significant spectrum savings (66%) and leads to lower over-provisioning (20%), with a slight increase in under-provisioning (3%), as opposed to the conventional static case. However, in that work, ML model uncertainty was addressed through a margin, that is rather myopic, largely ignoring the fact that diverse input patterns are subject to different levels of uncertainty. Hence, even though under-provisioning was mitigated, further possible improvements in over-provisioning were neglected.

The importance of appropriately representing ML model uncertainty during predictive provisioning was examined in [59]. Specifically, in that work, the authors examined off-line re-optimization in EONs, considering apart from the TD matrix predictions the prediction errors as well. Off-line re-optimization was followed by on-line network operations to allocate additional resources when needed (i.e., when more resources than the reserved were requested) to further improve connection blocking. The proposed framework was examined for different prediction errors and it was shown that inaccurate errors result in inappropriate resource reservation, consequently increasing connection blocking. If, however, the errors are appropriately measured, to only slightly deviate from the true traffic demand, these errors can be effectively handled by the on-line resource allocation phase. Note, however, that the aforementioned work did not provide a mathematical framework capable of appropriately estimating errors in predictions (i.e., ML model uncertainty).

A mathematical framework was recently presented in [61], where ML model uncertainty was appropriately captured through the approximation of quantile GRU models, while considering real traffic traces. The quantile GRU predictions were used for off-line re-optimizing an EON every 30 minutes. The utilization of quantile GRU predictions was compared with the utilization of conventional GRU predictions increased by an empirical, myopic, margin. It was shown that quantile predictions, capturing the fact that each input pattern is subject to different levels of uncertainty, results in significant spectrum savings (i.e., up to 82%). The slight amounts of unpredicted traffic observed, were successfully handled on-line by significantly reducing the operational overhead (i.e., 72%) required, when compared to the case where prediction uncertainty was completely ignored.

5) Optimizing QoS Fairness in Congested Networks: Fairness with respect to the achievable QoS of services in predictive provisioning is considered in [60], [61], [62]. Fairness becomes an issue when greedy spectrum allocation (SA) techniques are used in congested networks, where services content for the available spectrum resources. Specifically, in greedy SAS, highly uneven QoS guarantees arise, as some services may be highly over-provisioned, while others may be entirely blocked. In order to resolve this issue, the authors in [60] assumed that predictive traffic distributions are a-priori modeled, allowing the exploration of several combinations of possible SAS to obtain the one achieving fair QoS guarantees (i.e., by appropriately degrading the achievable bit-rate of some connections). An \( \alpha \)-fairness scheme was exploited and QoS fairness was evaluated according to the coefficient of variations measure.

Specifically, in [60] the optimal \( \alpha \)-fair SA ILP algorithm was proposed, which was extended in [61] according to a near-optimal ILP-based algorithm for reducing problem complexity. The \( \alpha \)-fair SA algorithms were evaluated for several values of the inequality aversion parameter \( \alpha \) that controls fairness. It was shown that as parameter \( \alpha \) increases towards max-min fairness, QoS fairness improves along with under-and under-provisioning, resource utilization, and connection blocking. The trade-off arising between fairness and network efficiency was subsequently examined in [62].

B. Adaptive Networks

A final set of works deals with leveraging traffic predictions to mainly reduce connection blocking in adaptive networks [69], [70], [72], [73], [74], [75]. In most of these works, optimization schemes developed for adaptive networks were compared with conventional optimization schemes in dynamic networks. Those works, indicated the potential of adaptive networks to outperform dynamic networks, especially when the predictions are of sufficient accuracy.

Specifically, the authors in [69] proposed an on-line routing spectrum and core allocation (RSCA) algorithm to dynamically provision connections in a DC-MC-EON, leveraging LSTM predictions, used to on-line update the mean residual life-time of connections. In particular, the mean residual life-time information was used to adjust the link weights of the network towards minimizing network fragmentation and consequently connection blocking. Additionally, predictions were used to estimate future connection blocking events to a-priori re-allocate established connections towards avoiding connection blocking. The predictive RSCA approach was compared to a conventional on-line RSA approach that was based on the first-fit SA scheme, most notably showing that the predictive approach outperforms the conventional dynamic approach, especially when the LSTM predictions are of sufficient accuracy; otherwise, predictive RSA may lead to inappropriate resource allocation decisions.

In another work [75], a predictive RSA algorithm was proposed to dynamically provision connections in EONs under tidal traffic. Tidal traffic was described through a multi-step trigonometric tidal traffic model (MSTM) to capture the traffic distributions for several types of areas (i.e., residential, business, etc.). The proposed predictive RSA heuristic accounted for the MSTM traffic by appropriately adjusting the network
link weights according to their temporal and future spectrum utilization (i.e., to guide lightpath computations over the least congested links). This predictive approach was compared to a conventional RSA heuristic, showing that predictive RSA significantly outperforms the conventional dynamic approach in terms of connection blocking.

Further, authors in [74] examined a predictive resource allocation scheme in multi-domain EONs. In this scheme, intra-domain DNN traffic predictions were utilized by an online RMSA heuristic to dynamically reconfigure intra-domain virtual links. Specifically, predictive RMSA jointly reduced the current and predicted utilization on all traversed inter-domain links to avoid the future generation of resource bottlenecks. The proposed scheme was again shown to outperform a conventional RMSA scheme in terms of connection blocking.

However, in [73], a GCN-GAN and an LSTM were applied to predict link loads to dynamically provision connection requests. Specifically, link load matrices were predicted hourly, guiding an RMSA heuristic to dynamically provision the arriving connections. It was shown that GCN-GAN-based RMSA outperforms the LSTM-based RMSA in terms of connection blocking. This is mainly due to GCN-GAN’s higher prediction accuracy (as it captures spatio-temporal traffic dependencies), better guiding resource allocation decisions.

Finally, in [70] a predictive RSCA heuristic was proposed leveraging ENN traffic predictions to reduce spectrum fragmentation and crosstalk in MC-EONs. The RSCA heuristic was based on a 2D rectangular packing algorithm leveraging the predictions to adjust the network link weights towards avoiding fragmentation and crosstalk in future time points. This adaptive scheme was shown to outperform the conventional dynamic schemes in connection blocking, fragmentation, and spectrum utilization.

C. Main Outcomes and Research Challenges

The existing literature provides a stepping stone towards further research efforts, as all relevant works converged to clear conclusions regarding the advantages of predictive service provisioning in both proactive and adaptive networks. Overall, in proactive networks the existing works demonstrated significant improvements in energy consumption and spectrum utilization, as well as connection blocking and over-provisioning, as compared to static and reactive networks. A slight increase in under-provisioning has also been observed, but this was shown that it can be successfully handled with on-line operations. Furthermore, effective optimization approaches have been proposed for minimizing traffic loss arising by service disruptions incurred due to service reconfigurations. In adaptive network, existing works demonstrated the capabilities of predictive service provisioning on reducing connection blocking, as opposed to dynamic networks.

Of course, in both adaptive and proactive networks, to harvest the advantages of predictive service provisioning, the ML models must be, not only of sufficient accuracy (i.e., affected by the selection of an appropriate ML model), but their uncertainty over future observations must be appropriately represented, quantified, and considered during the optimization phase; an outcome that is evident in many existing works [41], [59], [61], [69].

In most of the works, predictive provisioning builds mainly on top of efficient, baseline, rule-based optimization algorithms developed for conventional static, reactive, and dynamic networks; an approach that has shown to been effective. Related research challenges, however, include, amongst others the development of more advanced predictive approaches, considering for emerging service provisioning problems, such as the VNF-SC problem where arriving services may be of diverse QoS requirements, while considering for the advances in the optical network domain (i.e., spectrally-spatially optical multiplexing technologies).

X. Prescriptive Provisioning: Survey on ML and Optimization

This section surveys works dealing with prescriptive TE and/or service provisioning. Table IX provides information for some of these works. Briefly, Table IX provides, amongst others, information regarding the RL formulation in state and action spaces and what the reward function driving the optimization objective represents, i.e., the key ingredients of RL. The works chosen have diverse objectives, optical network technologies, and RL formulations, for both adaptive and proactive networks, so as to highlight the main problems the optical networks research community is currently addressing.

A. Proactive Networks

Only a few works in the literature deal with prescriptive TE for proactive networks [63], [64], [65], [88], advancing not only conventional rule-based service provisioning schemes, but also outperforming predictive service provisioning approaches. Specifically, the authors in [63] examined the SA problem in EONs through a multi-agent distributed RL framework. Each agent, representing a pre-computed path between a source-destination \((s - d)\) pair, independently learns a SA policy. Specifically, each RL agent learns its own policy by observing actual traffic fluctuations and appropriately penalizing or rewarding SA actions targeting on striking a balance between over- and under-provisioning. This work was subsequently extended in [64], [65] to centrally control the agents to cooperate and learn SA policies that account also for network congestion and agent’s achievable QoS. The SA actions from the learned policies are subsequently used for off-line reoptimization. The proposed prescriptive provisioning approach was shown to outperform predictive provisioning approaches in terms of connection blocking, over- and under-provisioning. This is mainly due to the cooperation capabilities of prescriptive provisioning, based on RL, that is capable of appropriately controlling the SA decisions taken to better utilize spectrum resources and meet targeted QoS requirements; a capability missing from predictive provisioning approaches that directly utilize traffic predictions without considering how these predictions will eventually affect QoS requirements.

It is worth mentioning that prescriptive TE for proactive networks has been encountered in the literature simply for estimating bit-rate needs for future planning intervals [66]. Even
TABLE IX
PRESCRIPTIVE OPTIMIZATION IN PROACTIVE AND ADAPTIVE NETWORKS (*B Locking Probability (BP), Spectrum Utilization (SU), Wavelength Utilization (WD), Over- Provisioning (OP), Under- Provisioning (UP), Flaw Completion Time (FCT), Latency (L), Auxiliary Graph (AG))

| Ref. | Network | Problem | RL Formulation | Comparisons | Traffic Traces | Eval. Metric | Key Findings |
|------|---------|---------|----------------|-------------|---------------|-------------|-------------|
| [65] | EON     | SA      | $S$: Representing bandwidth demand $A$: Candidate bandwidth allocations for each s-d pair $R$ Obj.: Controls agent’s bandwidth contention | Proactive-Prescriptive, Proactive-Predictive | Synthetic | BP, UP, OP | Prescriptive outperforms predictive Prescriptive controls OP and UP trade-off |
| [76] | WDM     | WA      | $S$: Representing wavelength utilization and route $A$: Set of network wavelengths $R$ Obj.: Min. BP | Adaptive, Dynamic | Synthetic | BP | Adaptive outperforms Dynamic |
| [76] | EON     | RMSA    | $S$: Representing lightpaths’ utilization at the link-level and conn. request $A$: Candidate lightpaths for each s-d pair $R$ Obj.: Min. BP | Adaptive, Dynamic | Synthetic | BP | Adaptive outperforms Dynamic |
| [76] | EON     | RMSA    | $S$: Representing lightpaths’ utilization at the link-level and conn. request $A$: Candidate lightpaths for each s-d pair $R$ Obj.: Max. SU | Adaptive, Dynamic | Synthetic | SU | Adaptive outperforms Dynamic |
| [78] | Multi-Layer OTN (generic) | R | $S$: Path-level lightpaths utilization and conn. request at t $A$: Candidate paths for each s-d pair $R$ Obj.: Min. SU | Adaptive, Dynamic (LP-based) | Synthetic | FCT | Adaptive performs near-optimal |
| [88] | Multi-Layer WDM | RWA | $S$: Residual Link Capacities and TD information $A$: Link weights of multi-layer AG $R$ Obj.: Min. WU | Adaptive, Dynamic | Real | WU, L | Adaptive outperforms Dynamic |
| [80] | Multi-Domain EON | RSA | $S$: Representing adjacent domains utilization $A$: Set of RSA heuristics $R$ Obj.: Min. BP of inter-domain traffic | Adaptive with cooperative agents, Adaptive w/o cooperative agents, Dynamic | Synthetic | BP | Adaptive with cooperative agents outperforms all |
| [87] | DCN-EON | VNF-SC | $S$: VNF-SC request and network state $A$: A feasible provisioning $R$ Obj.: Min. BP | Adaptive with Hierarchical Training, Adaptive w/o Hierarchical Training | Dynamic | Synthetic | BP | Adaptive with hierarchical training outperforms all |

though this seems to be similar to the predictive approach (i.e., where supervised learning is applied), in essence the prescriptive policy has the capability to self-adapt without requiring a labeled dataset.

B. Adaptive Networks

Most of works dealing with prescriptive service provisioning for adaptive networks opted for DRL frameworks [72], [76], [77], [78], [79], [80], [81], [82], [83], [84], [86], [87], [89], [90], [91] with most of them considering actor-critic DRL implementations. This set of works examined different optimization objectives and optical network technologies. Furthermore, some works considered multi-layer and/or multi-domain networks, while the provisioning of VNF-SC in DC networks was also addressed.

1) Provisioning in Single-Domain, Single-Layer Networks: The prescriptive RWA in WDM networks was examined in [72], [170], aiming to minimize connection blocking of arriving requests. Indicatively, in [170] DRL actions concerned wavelength allocation decisions upon the arrival of a connection request, whereas the routing decisions were computed according to the shortest-path algorithm, subsequently passed to the agent’s state information. In both [72], [170] DRL was shown to outperform the conventional rule-based RWA heuristic, requiring, however, several episodes to converge.

The prescriptive RMSA problem, characterized by a higher complexity than the RWA problem, was examined in [76], [82], [85], [90], indicating the importance of appropriately addressing RL’s curse of dimensionality as problem complexity increases. Specifically, in [76] the DRL framework (DeepRMSA) was defined over a state space representing the temporal network states (e.g., spectrum utilization, in-service lightpaths, etc.) upon the arrival of a connection request ($s \rightarrow d$ pair, bit rate, service time), with actions representing possible RMSA options for each $s \rightarrow d$ pair. DeepRMSA was trained
It was shown that the proposed DRL converges to a routing level information and to the shortest path routing algorithm (SP-FF), k-shortest-path routing with first-fit SA (KSP-FF)].

As a high convergence time (affected by the experience required due to the high problem complexity) may render the learned RMSA policy obsolete upon decision time, especially under non-stationary traffic, DeepRMSA was extended in [82] to incorporate TL techniques. It was shown that DeepRMSA with TL effectively reduced the experience (i.e., episodes) the agent required, from millions of requests to thousands, compared to DeepRMSA without TL. Importantly, DeepRMSA with TL was shown to be capable of additionally dealing with several DRL agents reinforced to master diverse tasks (i.e., RMSA for different network topologies), with their learned policies used for training a single multi-task learning (MTL) agent obtaining knowledge across the tasks (i.e., actor-mimic DRL). MTL agent knowledge can then be transferred to other networks (domains) for diverse tasks. As an example, one of the scenarios the authors investigated was leveraging the knowledge learned by RMSA agents (i.e., source tasks) to facilitate the training of DRL agents for anycast service provisioning tasks (i.e., target tasks).

Finally, the importance of appropriately selecting the NN models for prescriptive RSA was recently demonstrated in [90], where GCN-RNN models were chosen in the actor-critic DRL setting with the purpose of capturing the spatio-temporal dependencies in the evolving EON (i.e., in the network states as these are transformed according to the arriving/departing lightpaths). Specifically, in this work, it was shown that the GCN-RNN based DRL outperforms in blocking probability the DeepRMSA algorithm [76] leveraging simple DNNs structures.

2) Provisioning in Multi-Layer Networks: The more complex scenario of prescriptive provisioning in multi-layer networks was examined in [77], [78], [88]. In general, in multi-layer networks, the RL problem deals with finding an optimal service provisioning policy by jointly optimizing the resources utilized in both logical and physical layers. Hence, related work is mostly concerned with how to appropriately represent the multi-layer environment in an abstracted form to reduce RL problem dimensionality, while finding a policy that outperforms rule-based provisioning heuristics.

Specifically, to achieve this, the authors in [77] proposed a DRL framework for IP-over-Optical Transport Network (OTN), where the agent operated only over the logical topology. Hence, a number of lightpaths were pre-computed and the agent actions concerned selecting, for each arriving connection request, a route (path) that maximizes bandwidth utilization over the fiber links. Hence, upon decision time, the agent observed an abstracted OTN state consisting of path-level utilization information. The proposed DRL framework was compared against other DRL frameworks (i.e., similar to DeepRMSA) operating according to (less abstracted) link-level information and to the shortest path routing algorithm. It was shown that the proposed DRL converges to a routing policy that significantly outperforms benchmark approaches. It should be noted, however, that the proposed DRL framework still required thousands of episodes to converge (i.e., requiring possibly an experience of millions of connection requests), leaving room for further improvements. The work in [77] was further extended in [172] by considering instead of a DNN-based DRL model, a GNN-based DRL model, with the latter, capturing the spatial lightpath dependencies, outperforming the former in bandwidth utilization.

In the same vein, the authors in [78] proposed a DRL-based framework (DeepConfig) for DCNs, where the agent operated only over the logical topology by observing IP flows arriving at each optical switch. The objective in that work was to minimize the flow completion time of large flows (i.e., duration between the first and last packet of a flow) by finding a policy that appropriately activates the optical switch links at each flow event. It was shown that the DRL model performed near optimal, as it achieved flow completion times that are close to a linear programming algorithm that is a-priori aware of several future traffic flows (i.e., it is an LP-based dynamic scheme). The proposed DRL model converged to a near-optimal model only within a few training episodes (i.e., below 50). However, only small network topologies were considered (i.e., consisting of 10 optical nodes/switches) for a relatively simple optimization problem.

Finally, the authors in [88], recently developed a DRL framework (ADMIRE) for multi-layer service provisioning in X-Haul networks. The purpose of the DRL was to learn a link weight allocation policy, subsequently driving an on-line RSA heuristic, to minimize wavelength utilization. The multi-layer X-Haul network was represented by an auxiliary graph (AG), over which ADMIRE learns the link weight allocation policy by utilizing real traffic traces (i.e., capturing traffic demand variations over time). Hence, in that work, unlike [77], [78], where the agent operated only over the logical layer, the agent operates over the entire multi-layer network (i.e., cross-layer optimization) by observing the AG state. It was shown that ADMIRE outperforms a conventional rule-based RSA heuristic that operates over an AG with unchanged (static) weights in terms of wavelength utilization, as traffic varied over time. Additionally, it was shown, through a real X-Haul testbed, that ADMIRE achieves lower end-to-end latency than the rule-based RSA as it creates longer lightpaths (longer propagation latency) than ADMIRE. Regarding the number of episodes required, these were less than 100, but this number is not representative due to the small testbed size (9 nodes, 12 fiber links, with 3 wavelengths each).

3) Provisioning in Multi-Domain Networks: The DeepCoop framework was proposed in [80] to realize service provisioning in multi-domain EONs with cooperative deep reinforcement learning (DRL) agents. DeepCoop aims at minimizing inter-domain blocking probability by finding a policy that appropriately selects a RSA algorithm for each arriving connection request. Each domain is controlled by its own DRL agent, trained in a cooperative fashion to share domain utilization with other agents at each time point of interest. Hence, the DRL agent action space is in essence a set of well-known dynamic RSA heuristics [SP-FF, KSP-FF,
and k-shortest path and load balancing (KSP-LB), that, when considered as the action space, effectively reduce the dimensionality of the RL problem (i.e., instead of letting the RL to learn RSA heuristics from scratch, effective heuristics are considered as actions to solve the RSA problem).

DeepCoop was compared against these on-line heuristics and against a DRL framework in which multi-domain agents did not share information (non-cooperative). It was shown that DeepCoop outperforms all benchmarks after a relatively low number of training episodes for the size of EONs considered. Interestingly, non-cooperative DRL fails to converge, indicating the importance of cooperative learning (i.e., sharing domain information during training). In [86], the performance of DeepCoop was further improved by considering instead of the A2C algorithm, the SAC algorithm (i.e., capable of achieving a better trade-off between exploration and exploitation than A2C), indicating the importance of appropriately selecting a DRL optimization algorithm, especially in complex environments such as multi-domain networks.

It is worth mentioning, that recently SL was also applied to train a DNN that selects the best routing heuristic (i.e., the one that results in a lower blocking probability) upon the arrival of a connection request [192]. Specifically, the DNN was off-line trained according to various DC network states and arriving requests, with the trained model utilized for on-line provisioning. Even through both SL in [192] and DRL in [80], [86] were used towards achieving similar targets (i.e., the selection of a routing strategy), it is important to note that DRL is considered more appropriate towards this objective, since, unlike SL, it is capable of capturing the long-term dependencies of the on-line provisioning decisions over time, consequently leading to a lower blocking probability. Of course, the application of SL may be a good approach when the dimensionality of the problem is prohibitive for the DRL to converge to a good provisioning policy. In general, however, such comparisons, merit further investigation.

4) Provisioning VNF-SC in Data Center Networks: Recently, the prescriptive VNF-SC provisioning problem was examined in [87], [91]. In general, the VNF provisioning problem is becoming more and more popular as it enables agile resource allocation and fast deployment of new services. While several effective rule-based heuristics [67], [68] have been developed to address this problem, policy-driven schemes, enhanced by RL, are shown to outperform conventional approaches in blocking probability, utilization of IT resources in DCs, and utilization of spectrum resources on fiber links.

Indicatively, the authors in [87] addressed the VNF-SC provisioning problem in inter-DC EONs with the purpose of minimizing the blocking probability of arriving VNF-SC requests. A hierarchical GNN-based DRL framework was developed consisting of two hierarchical but collaborative training processes (i.e., upper- and lower-level training processes). The lower-level training process aimed to minimize the resource utilization (i.e., IT and spectrum resources) of VNF-SC requests, subsequently assisting the upper-level training process in minimizing the VNF-SC blocking probability (i.e., by further fine tuning GNN model parameters). Hence, by doing so, the authors were able to reduce the problem complexity arising when resource utilization and blocking probability are jointly minimized. It was shown that a lower blocking probability is achieved, as opposed to a non-hierarchical DRL framework that is based on a DNN structure, and as opposed to rule-based on-line VNF-SC heuristics. Furthermore, the hierarchical approach demonstrated better convergence performance (i.e., fewer episodes) than the non-hierarchical one. Overall, the outcomes of this work are indicators of the importance of appropriately selecting the NN structure of DRL frameworks (e.g., to capture spatio-temporal information in EONs), of the importance of effectively reducing DRL problem complexity, and of the capabilities of prescriptive schemes to advance rule-based heuristics.

C. Main Outcomes and Research Challenges

Prescriptive provisioning, based on policy-driven optimization, was shown to be a promising approach not only for advancing rule-based optimization baselines but also for outperforming predictive provisioning based on traffic-driven optimization [64], [65]. This is mainly due to the capabilities of RL that, unlike SL, that captures only the time-varying traffic trend, it also controls the learned policies towards meeting the environment’s targeted QoS requirements.

Even though the related literature has demonstrated promising results, it has also demonstrated that challenges exist on effectively training the targeted RL policies especially as it concerns hyperparameter tuning, selecting an efficient RL optimization algorithm, selecting an appropriate NN structure (i.e., when DRL is opted), and most importantly appropriately representing action-state-reward. Regarding the latter, the importance of reducing the action-state space as much as possible (e.g., through AGs representing the multi-layer network [88]) is evident in the literature, especially as the agent’s environment becomes more complex (e.g., multi-domain, multi-layer networks) [77], [78]. Specifically, reducing problem dimensionality allows RL to converge to an optimal policy faster (i.e., reduces the experience required), which is an important consideration under non-stationary traffic where the model may become obsolete after convergence and upon decision-making. Additionally, the consideration of TL techniques was shown to be a promising approach towards accelerating policy convergence [82].

1) Improving RL Convergence: Further advances targeting the improvement of RL convergence are critical to accelerate the adoption of prescriptive provisioning frameworks in the field, especially when more complex problems are considered. Indicatively, to further empower RL, SL can be applied to allow the agent to learn, by imitation, baseline algorithms, and heuristics. The initial model can then be used to seed the agent’s RL model (i.e., by means of transfer learning) to converge faster to a policy that eventually outperforms the baseline algorithms. This approach was recently proposed by DeepMind in their AlphaStar implementation, with the multi-agent system defeating word champions in the challenging StarCraft game [169].
2) **Cooperative and Fair Learning**: Multi-agent DRL (MARL), in the sense that the agents are cooperative during learning, is a challenging future direction, especially due to its higher complexity, that it is also imposed to the control and management operation. Even though multi-agent network environments have recently been considered [65], [80], the underlying DRL framework is not truly cooperative as the agents are trained interdependently and controlled externally (i.e., by manually controlling their behavior), or cooperation is achieved by exchanging information through their observable states. Multi-agent RL frameworks where the agents are controlled and learn through a common reward function, have not been examined in as of yet. Towards this direction, promising multi-agent approaches constitute frameworks that are based on game-theoretic principles [169], [180], [193], potentially also addressing multi-agent contention for network resources (i.e., learning fair policies in multi-agent RL [194]). A comprehensive survey on applications of MARL in various other types of networks (e.g., 5G wireless networks, vehicular networks) can be found in [195].

3) **Human-Centric RL**: Even though RL is capable of learning model-free policies (i.e., learned in the field by trial and error), there are particular use-cases where this may lead to disastrous outcomes in terms of network operations. Network control and management use cases belong to this category, as erroneous actions, required to learn a policy, may lead to inappropriate allocation of network resources and violations of QoS requirements. Hence, RL policies need to be learned offline, before their actual deployment in the field. To this end, to mimic the environment off-line and to evaluate efficiency of the policy learned in the simulated environment, the development of models is required (e.g., traffic demand models, resource optimization algorithms, etc.).

Given this, it is clear that network control and management can never be really autonomous. Human intervention is required to design the aforementioned models and to re-define the agent’s performance targets when necessary (e.g., when QoS requirements change). Importantly, human innervation (intelligence) is required to handle situations (e.g., unexpected events) that RL intelligence cannot effectively deal with. Towards this direction, HITL [189] can be considered during the RL formulation. As an example, with HITL, an agent can be trained with real-time feedback from a human observer who gives rewards for some actions [196], or alternatively RL can be formulated to include actions that switch the decision-making to the human (e.g., when the agent observes a state that is far (i.e., unknown) from what it has observed so far).

4) **RL for Realistic Networks at Scale**: Currently, the vast majority of existing works examined prescriptive provisioning on simulated environments, considering stationary, synthetic traffic demand traces. Only in [88] real traffic traces are considered over a real, small-scale, testbed. Hence, the biggest challenge is in the application of RL for real network environments at scale to validate the benefits of prescriptive provisioning over rule-based provisioning schemes under realistic conditions [i.e., non-stationary traffic, unexpected events (e.g., disasters), uncertainty, etc.] and under cooperative decentralized training paradigms enabled by the recent advances in the edge-to-cloud continuum. Furthermore, this will allow revealing new challenges related with the practical applicability of prescriptive provisioning mainly as it concerns the network telemetry requirements (i.e., for real-time monitoring and learning), requirements in computing resources, operational complexity and communication overhead, and privacy preservation during the exchange of information between several agents (e.g., in multi-domain networks).

**XI. SUMMARY REMARKS AND FUTURE DIRECTIONS**

The existing literature has demonstrated the ability of both predictive and prescriptive provisioning to outperform state-of-the-art, rule-based, approaches in both proactive and adaptive networks. This is mainly due to the capabilities of ML to more accurately capture/model time-varying traffic behavior towards long-term efficient decision making, as opposed to statistical models and/or myopic rule-based service provisioning approaches. Specifically, ML-aided service provisioning for proactive and adaptive networks has shown to bring significant advantages in terms of resource utilization, energy consumption, network throughput, and latency, as opposed to traditional static, reactive, and dynamic networks provisioned according to rule-based optimization algorithms.

While it is true that both predictive and prescriptive provisioning may lead to several undesired effects (e.g., service disruptions, inappropriate decision making due to ML-model uncertainty, etc.), these can be successfully controlled at acceptable levels either as part of a better ML treatment (e.g., considering of uncertainty) or as part of an appropriate optimization procedure. The reader should note, that the main outcomes, limitations, and future research directions for each ML-aided provisioning approach are extensively discussed in Sections VIII-D, IX-C, and X-C. Briefly, the most notable research challenges are related with the ML treatment, especially as it concerns the disaggregation of traffic, the consideration of FL (i.e., training at the edge), fairness considerations in both resource allocation decisions and accuracies achieved in decentralized training (i.e., in FL and multi-agent RL), the appropriate representation and quantification of ML-model uncertainty, the identification of ML life-cycle under non-stationary traffic, and the development of more human-centric schemes (e.g., HITL, explainable ML).

Furthermore, field-trials at scale, demonstrating the feasibility of both prescriptive and predictive provisioning in proactive and adaptive networks are currently missing but are necessary to validate the feasibility of such approaches under realistic conditions and under the technological readiness level of SDN/NFV frameworks and protocols, optical hardware flexibility, network telemetry equipment and capabilities, availability of computing resources in the control and management units, as well as under the limitations of ML algorithms in terms of what they can really learn from the data towards real-time and confident decision making.

Another important aspect that has not yet been considered in the literature is that ML systems present a new type of attack surface (i.e., adversarial ML attacks), increasing security
risks through the possibility of data (e.g., traffic- or network state-related) manipulation and exploitation by attackers. In general, the ML attacks aim to cause malfunctions to the ML models, eventually leading to inappropriate resource allocation decisions (e.g., leading to outages, violation of targeted QoS requirements, congestion, packet loss, or increased latency). Evidently, in the presence of critical services and applications (e.g., virtual reality for healthcare, self-driving cars) supported by end-to-end 5G (or future 6G) networks, violation of sensitive QoS requirements (e.g., latency) may cause severe or even catastrophic effects. Therefore, the consideration of appropriate defence mechanisms (e.g., adversarial training) towards trustworthy ML systems must be considered as an inextricable part of the ML system.

Finally, it must be noted that the abundance of challenges raised in this survey provide similarly a number of opportunities for research and development at all levels. Attempting to solve these problems requires, however, multidisciplinary approaches that cover all layers, from software to algorithms, to architectures and micro-architectures, and to technologies.

These efforts require pushing the limits towards improving the overall design stack, by modifying the training approaches to consider the constraints of the targeted architectures; by utilizing better and customized datasets; by identifying innovative solutions such as applying bio-inspired optimizations in an effort to minimize unnecessary computations; and by innovative optimization techniques. Alternative NN models must also be considered, that are customized based on the application domain (e.g., spiking NNs [197]), especially when considering much simpler problems where DNNs have been proven to be an overkill. The consideration of learning at the edge along with the recent advances in tiny ML are also expected to play a pivotal role, importantly to reduce latency time between model inference and action taken in the network environment, energy consumption, and computing requirements for model training.

Clearly, the road towards the practical realization of proactive or even adaptive networks is still long, with the various related research advantages as well as gaps identified throughout this survey.
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