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Abstract

To improve the efficiency and quality of college English teaching, we analyzed the feasibility and application process of data mining technology in college English teaching. The entire process of data classification mining was fully realized. A new teaching program was proposed. The object and target of data mining were determined. Online surveys were used to collect data. Data integration, data cleaning, data conversion, data reduction and other pre-processing technologies were adopted. The decision tree was generated by using the C4.5 algorithm, and the pruning was carried out. The result analysis decision tree model was completed. A detailed survey of the students' English learning in University was made in detail. The results showed that the qualified rate of students' English performance was increased from 20–30% to 50–60%. Therefore, the classification rules provide theoretical support for the school teaching decision. This method can improve the quality of English teaching.
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1 Introduction

Due to the popularization of mass higher education, the increase in the number of students has brought many new problems to the teaching work of colleges and universities. Some students have not developed good study habits [1–3]. The students' English foundation is very poor. Self-control ability is very weak. The learning goal is not clear. Most students lack the spirit of hard work [4–6]. Therefore, teachers urgently need to study a large amount of data and information in each link of university teaching, obtain knowledge from it, and guide teaching scientifically. Over the years, a large amount of data has been accumulated in the teaching and management of universities. However, these data have not been effectively used [7, 8]. Rich information resources are used. Use data mining classification technology. Acquire knowledge to aid decision-making. It can guide teaching and further improve the quality of teaching.

Data mining is the process of extracting implicit and potentially useful information and knowledge from a large amount of incomplete, noisy, fuzzy and random data. It is the core of knowledge discovery in the database [9, 10]. Compared with foreign countries, the domestic research on data mining is relatively late. There is no overall strength. At present, people engaged in data mining research in China are mainly concentrated
in universities, and some are in research institutions or companies. There are many research fields involved, usually focusing on algorithm research, the practical application of data mining and the research of data mining theory. Currently, organizations that research data mining emerge in endlessly, such as the Data Mining Centre of Renmin University of China [11]. In recent years, research work on data mining has been carried out. Representative experts engaged in data mining research include Professor Xin Banghyang. Although China has not yet developed data mining products worth promoting, the development of data mining disciplines is very rapid. It is now at the advanced level in the world [12].

In order to improve the efficiency and quality of college English teaching, the feasibility and application process of data mining technology in college English teaching are analyzed. A new teaching plan was proposed. Determine the purpose and goal of data mining. Online surveys are used to collect data. Data integration, data cleaning, data conversion, data reduction and other pre-processing techniques are used. This method can improve the quality of English teaching.

2 Related work

In China, data mining technology is used in online English learning platforms, college English listening, teaching quality, test results, course score analysis and management, etc., providing data references for teaching decision-making and improvement. In the online English learning platform, cluster analysis is used to cluster the students’ mastery of English level, association rule algorithm is used to analyze the connection between exercises and exercises, and genetic algorithm is used to develop an automatic organization of English learning content system [13, 14]. In terms of the quality of college English teaching, data mining and analysis are carried out based on the teaching factors that affect the quality of students’ learning, and the importance of the factors affecting the quality of learning is explored, and based on the analysis results, the teaching quality is improved in a targeted manner [15]. In terms of college English listening According to college English listening scores, Internet research data, etc., using data such as gender, teaching methods, learning goals, test difficulty, teaching language, etc., dig out the main factors affecting listening test scores [16]. In the college English test, according to English Data such as foundation, effort level, learning method, interest, and English atmosphere, use decision tree algorithm to mine the rules to predict whether the test will pass [17].

Data mining can be classified according to database types, mining objects, mining tasks, mining methods and techniques [18]. Data mining tasks include correlation analysis, cluster analysis, classification, prediction, timing model, and bias analysis [19]. The objects of data mining are mainly relational databases, but it is very difficult to find the necessary data and information from millions of multimedia data. Data mining methods are developed from artificial intelligence and machine learning methods. Combining traditional statistical analysis methods, fuzzy mathematics methods and visualization techniques, the database is taken as the research object, and data mining methods and techniques are formed. Classification is an important data mining technology. The commonly used classification methods include decision tree classification, Bayesian classification, neural network classification, and genetic algorithm. Different algorithms are
suitable for different types of data [20]. The comparison of the three algorithms is shown in Table 1.

The decision tree can be easily used for discrete attribute data. However, when the value of the property is very complex, the effect may be worse. If the number of branches is limited, the effect of the decision tree is good. The neural network needs to transform the discrete attributes into numerical attributes. For cases where numerical properties are dominant, the neural network converts all inputs to 0–1. The objects of data mining are mainly relational databases, but it is very difficult to find the necessary data and information from millions of multimedia data. Data mining methods are developed from artificial intelligence and machine learning methods [21, 22]. Combining traditional statistical analysis methods, fuzzy mathematics methods and visualization techniques, the database is taken as the research object, and data mining methods and techniques are formed. Decision trees can be handled by dividing the values. If the number of attributes in the record is large, the neural network will be affected by it. The degree of influence of the decision tree is relatively small [23, 24]. If there are multiple dependent variables, neural network is the best choice. For the chronological data, the neural network has a better ability to process the chronological data. Decision trees can also handle the time sequence, but the required data preparation is relatively high. The Bayesian classification algorithm is quick and easy, and it takes only one traversal of data to end and get the result. However, this algorithm does not output direct classification rules. Therefore, it is usually used in processing studies to obtain a preliminary result [25].

### 3 Methods

Data mining is a decision support process. It is a deep-level data information analysis method. The application of data mining technology to teaching evaluation is undoubtedly very beneficial. Each value of the attribute produces a branch. The corresponding sample subset of the branch attribute values is moved to the newly generated child node. This algorithm is applied recursively to each child node until all samples of the node are partitioned into a class. Each path of the leaf node that reaches the decision tree represents a classification rule [26, 27]. It can fully analyze the hidden relationship between test results CRS and various factors, which is not a traditional evaluation method. Through data mining analysis, its evaluation results can bring unprecedented gains and surprises to teaching [28]. The structure diagram of the decision tree model is shown in Fig. 1.

An online survey system was designed. The data of 360 students were collected. The first is the student achievement table, including student number, name, and English score. This information is obtained through the student achievement management

| Algorithm          | Understandability | Easy training | Feasibility | Generality | Usefulness | Degree of product availability |
|--------------------|-------------------|---------------|-------------|------------|------------|------------------------------|
| Bayesian network   | B                 | B             | B           | B          | B          | B                           |
| Decision tree      | A+                | B             | A+          | A          | A          | B+                          |
| Neural network     | C−                | B−            | A−          | A          | A          | A                           |
system of the school administration office. The second is students' interest in English, the effects of classroom learning, the knowledge of the course, students' abilities of listening, speaking, reading and writing, the vocabulary they master, the teaching methods of teachers, and the time of extracurricular study [29, 30]. The implementation process of classification mining is shown in Fig. 2.
This part is generated through an online survey and completed by the student. Through data compilation, a total of 356 valid data were obtained, accounting for 98.9% of the survey participants. The valid data are then merged into a student performance analysis database. After data pre-processing, the structure of the student performance analysis database is as follows: "The degree of interest in the course," "The effect of the classroom learning," "The vocabulary that the students have mastered," and "The teaching method of the teacher." "The time of extracurricular learning" is a non-category attribute. "Whether it is good" is a category attribute [31, 32].

The decision tree C4.5 algorithm is used in this paper. The algorithm starts from all training samples at the root node of the tree and selects one attribute to distinguish the samples. Each value of the attribute produces a branch. The corresponding sample subset of the branch attribute values is moved to the newly generated child node. This algorithm is applied recursively to each child node until all samples of the node are partitioned into a class [33, 34]. Each path of the leaf node that reaches the decision tree represents a classification rule. The key decision of the top-down decision tree generation algorithm is the selection of the node attribute values. Different attribute values make the subsets of recorded records different. It affects the growth of the decision tree and the quality of the decision tree structure, thus affecting the rule information [35]. According to the above principles, the following steps are used to construct the decision tree. The first step is to calculate the information entropy required for a given sample classification. The second step calculates the rate of information gain for each attribute. The third step determines the test properties. The fourth step is to further divide the branch nodes with the above method.

\[
\text{net}_{pj} = \text{net}_j = \sum_{i=1}^{M} \omega_{ij} o_i \tag{1}
\]

The output of the \(i\)-th node is as follows:

\[
o_j = f(\text{net}_j) \tag{2}
\]

The Sigmoid function is selected as the activation function.

\[
f(\text{net}_j) = \frac{1}{1 + \exp[-(\text{net}_j - \theta_j)]} \tag{3}
\]

The differential function of Eq. (3) is transformed into the following equation.

\[
f'(\text{net}_j) = f(\text{net}_j)[1 - f(\text{net}_j)] \tag{4}
\]

By adjusting the value of the weighting coefficient of the hidden layer, the information of the first node obtained by the hidden layer is transmitted to the corresponding node of the next layer. The degree of influence of the decision tree is relatively small. If there are multiple dependent variables, neural network is the best choice. For the chronological data, the neural network has a better ability to process the chronological data. Decision trees can also handle the time sequence, but the required data preparation is relatively high.
In the principle of the decision tree C4.5 algorithm, the information entropy formula of the sample space is as follows:

\[
I(p, n) = -\frac{p}{p+n} \log \left( \frac{p}{p+n} \right) - \frac{n}{p+n} \log \left( \frac{n}{p+n} \right)
\]  

(6)

The expected information entropy with \( X_i \) as the test attribute is as follows:

\[
E(X_i) = \sum_{j=1}^{k} \frac{p_j}{p_j + n_j} I(p_j, n_j)
\]  

(7)

The information gain with \( X_i \) as the root node is as follows:

\[
\text{Gain}(X_i) = I(p, n) - E(X_i)
\]  

(8)

The rate of information gain is as follows:

\[
\text{Gain Ratio}(X_i) = \frac{\text{Gain}(X_i)}{\text{Spliti}(X_i)}
\]  

(9)

Among them:

\[
\text{Spliti}(X_i) = -\sum_{j=1}^{k} \frac{p_j}{m} \log \left( \frac{p_j}{m} \right)
\]  

(10)

The tree obtained by the above algorithm tends to grow too large to produce "excessive" phenomena to the training data, which in turn reduces the comprehensibility and usability of the tree. In other words, this decision tree may be very accurate for this historical data. Once it is applied to new data, the accuracy drops sharply. To prevent overtraining and reduce training time, methods that can stop the tree from growing at the right time need to be established. Post-pruning is used. The basic idea is to make the decision tree fully grow first and then use the pruning technique to remove the non-general foliage. Generally, it is determined whether to reserve this branch by measuring the improvement of the classification performance of a certain branch, such as the specified classification error rate, and the degree of complexity of the entire tree.

4 Experiment

The first step is to calculate the information entropy required for a given sample classification. 356 samples were obtained for analysis and calculation. Using formula (1), \( I(S1, S2) = 0.960 \) is calculated. The second step is to calculate the information gain rate for each attribute. The Bayesian classification algorithm is quick and easy, and it takes only one traversal of data to end and get the result. However, this algorithm does not output direct classification rules. Therefore, it is usually used in processing studies to obtain a preliminary result. The information gain rate of a certain attribute is calculated according to the formula (1), respectively. According to the formula (2),
the desired information entropy is calculated for this attribute to be divided into a given sample. According to the formula (3), the information gain of this attribute is calculated. According to the formula (5), the splitting information of this attribute is calculated. According to the formula (4), the information gain rate of this attribute is calculated. The specific results are shown in Table 2.

The third step is to determine the test properties. As the "classroom learning effect" attribute has the highest information gain rate, it is selected as a test attribute. The key decision of the top-down decision tree generation algorithm is the selection of the node attribute values. Different attribute values make the subsets of recorded records different. It affects the growth of the decision tree and the quality of the decision tree structure, thus affecting the rule information. According to the above principles, the following steps are used to construct the decision tree. The first step is to calculate the information entropy required for a given sample classification. A node is created, which is marked with the "classroom learning effect." For each attribute value, a branch is drawn up, which is divided by the sample. The result is shown in Fig. 3.

The fourth step is to use the above method to further divide the branch nodes and use the post-pruning method to prune the final decision tree. The aforementioned

| Table 2 Experimental result |
|----------------------------|
| Extracurricular learning time | Effect of classroom learning | Teaching methods | Vocabulary mastered by students |
|-----------------------------|-----------------------------|-----------------|-------------------------------|
| E                           | 0.583                       | 0.433           | 0.648                         |
| Gain                        | 0.377                       | 0.527           | 0.312                         |
| Spliti                      | 1.380                       | 1.475           | 1.290                         |
| Gain Ratio                  | 0.273                       | 0.357           | 0.242                         |

![Fig. 3 The classification process of decision tree](image-url)
rules extracted from the decision tree are applied to the reality. Teachers have learned a lot of knowledge from them and thus improved their teaching methods. The students’ English learning performance will be improved from the current 20%-30% rate to 50%-60%. The result of the pruning of a decision tree is shown in Fig. 4.

Once it is applied to new data, the accuracy drops sharply. To prevent overtraining and reduce training time, methods that can stop the tree from growing at the right time need to be established. Post-pruning is used. The basic idea is to make the decision tree fully grow first and then use the pruning technique to remove the non-general foliage. Generally, it is determined whether to reserve this branch by measuring the improvement of the classification performance of a certain branch, such as the specified classification error rate, and the degree of complexity of the entire tree.

5 Case analysis and testing
Through the research in the above chapters, we analyzed the feasibility and application process of data mining technology in college English teaching. The whole process of data classification and mining has been fully realized. In this chapter, we use clustering experiments on two data sets to verify the application effect of the decision tree model in college English learning. After comparing the results of different clustering algorithms, we found that no matter which kind of data set, the effect of decision tree model is higher. The results can prove that the decision tree model algorithm has good global optimization capabilities. The number of iterations and the results of convergence are shown in Fig. 5.

Determine the purpose and goal of data mining. Online surveys are used to collect data. Data integration, data cleaning, data conversion, data reduction and other preprocessing techniques are used. The decision tree is generated by using the C4.5 algorithm and pruned. The whole process of data classification and mining has been fully realized. In this chapter, we use clustering experiments on two data sets to verify the
application effect of the decision tree model in college English learning. After comparing the results of different clustering algorithms, we found that no matter which kind of data set, the effect of decision tree model is higher. The result analysis decision tree model is completed. A detailed survey was conducted on the students’ English learning in the university. The results show that the passing rate of students’ English performance has increased from 20–30% to 50–60%. Figure 6 shows the distribution of students’ English learning scores.

The data mining realized by this system mainly consists of the user selecting the data source, setting the mining parameters, and then mining the corresponding association rules from the selected data source. First generate frequent item sets, and then generate
association rules to find out the influencing factors of those teachers whose characteristics are excellent or good. The first step is to screen the database and obtain a total of 64 records with a total score of no less than 85, and a total of 29 records with a score between 70 and 84. Set the minimum support degree of 10% and the minimum confidence degree of 5%, and use the improved decision tree algorithm to mine the frequent item sets of the entire database. The next step is to generate association rules. For any set frequent K item sets, first get the corresponding candidate set, and treat it as an association rule A prerequisite for, and then calculate the corresponding confidence. Figure 7 shows the results of mining teaching evaluation data.

A better teaching attitude and teaching methods also bring a better level of teaching quality. Therefore, in class, teachers should consider using teaching methods that are easier for students to accept knowledge. It is important to improve business ability, but while working hard to do it, we must also strive to improve one’s own professional accomplishment. In order to comprehensively evaluate teachers’ abilities from multiple aspects, a teaching quality evaluation system came into being. It can more accurately reflect whether teachers have undertaken a moderate amount of teaching and research work, so that the school’s teaching management department can base on the system’s evaluation results. Make appropriate adjustments to more objectively present the advantages and disadvantages of teachers in teaching.

6 Results and discussion

By using the decision tree classification algorithm, the analysis of students’ achievement in the teaching research is realized. The application of data mining classification technology in college teaching research is put forward. An online survey system is designed. Then, the basic information base of the students’ learning situation is established. The decision tree algorithm is used to establish the decision tree model of student achievement analysis. The pruning of decision tree is realized by the post-pruning method. By using the final decision tree, the classification rules for improving the quality of college English teaching are extracted.

![Figure 7](image-url)
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CRS: Computer reservation system.
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