Tractable semidefinite bounds of positive maximal singular values
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Abstract: We focus on computing certified upper bounds for the positive maximal singular value (PMSV) of a given matrix. The PMSV problem boils down to maximizing a quadratic polynomial on the intersection of the unit sphere and the nonnegative orthant. We provide a hierarchy of tractable semidefinite relaxations to approximate the value of the latter polynomial optimization problem as closely as desired. This hierarchy is based on an extension of Pólya’s representation theorem. Doing so, positive polynomials can be decomposed as weighted sums of squares of non-negative polynomials, where s can be a priori fixed (s = 1 corresponds to monomials, s = 2 corresponds to binomials, etc.). This in turn allows us to control the size of the resulting semidefinite relaxations.

Keywords: Polynomial optimization, Pólya’s representation, semidefinite programming, linear programming, second-order conic programming, s-nomials, positive maximal singular value

AMS subject classifications: 90C22, 90C26

1. INTRODUCTION

Let N, R, R+ be the sets of nonnegative integers, real numbers and nonnegative real numbers, respectively. In the present work, we focus on the problem of computing the positive maximal singular value (PMSV) of a given matrix \( M \in \mathbb{R}^{n \times n} \), denoted by \( \sigma_+(M) \). Providing PMSV bounds is crucial for certain induced norm analysis of discrete-time linear time-invariant systems, where the input signals are restricted to be nonnegative; see, e.g., Ebihara et al. (2021). The squared value \( \sigma_+(M)^2 \) can be obtained by solving the following polynomial maximization problem:

\[
\sigma_+(M)^2 = \sup_{x \in \mathbb{R}^n_+} \{ x^T (M^T M) x : \| x \|_2^2 = 1 \},
\]

where \( f^* := \sup f(x) \) for some polynomial and \( S \) is a basic closed semialgebraic set, i.e., the intersection of finitely many polynomial inequalities as follows:

\[
S := \{ x \in \mathbb{R}^n : x_i \geq 0, i \in [n], g_j(x) \geq 0, j \in [m] \},
\]

for some \( g_j \in \mathbb{R}[x] \), \( j \in [m] \) with \( g_m := 1 \). Letting \( x_2 := (x_1^2, \ldots, x_n^2) \) and \( p(x) := p(x^2) \) whenever \( p \in \mathbb{R}[x] \), it follows that problem (2) is equivalent to solving

\[
f^* = \sup_{x \in S} f,
\]

with

\[
S := \{ x \in \mathbb{R}^n : g_j(x) \geq 0, j \in [m] \}.
\]

In the case of PMSV, one has \( m = 2 \), \( g_1 = 1 - \sum_{i \in [n]} x_i^4 \), \( g_2 = 1 \) and \( f = (x^2)^T M^T M x^2 \).

In Dickinson and Povh (2015), the authors state a specific constrained version of Pólya’s Positivstellensatz. Explicitly, if \( f, g_1, \ldots, g_m \) are homogeneous polynomials, \( S \) is defined as in (3), and \( f \) is positive on \( S \), then

\[
(\sum_{j \in [n]} x_j)^k f = \sum_{j \in [m]} \sigma_j g_j,
\]
for some \( k \in \mathbb{N} \) and homogeneous polynomials \( \sigma_j \) with positive coefficients. They also construct a hierarchy of linear relaxations associated with (6) converging from above to \( f^* \).

**Contributions.** Here, we extend this result to the case where the input polynomials \( f, g_j \) are all even, i.e., invariants under any variable sign flip, to get a representation similar to (6), where each multiplier \( \sigma_j \) is a sum of \( s \)-nomial squares. The case \( s = 1 \) corresponds to monomials, yielding a hierarchy of linear programming relaxations similar to Dickinson and Povh (2015), the case \( s = 2 \) corresponds to binomials, yielding a hierarchy of second-order conic programming relaxations. Fixing \( s > 2 \) in advance leads to a hierarchy of SDP relaxations with controlled sizes and allows us to overcome the potential ill-conditioning of the linear relaxations. Our optimization framework can be applied in particular to the PMSV problem and we illustrate the related numerical performance at the end of the paper.

**Related works.** A well-known method to approximate \( f^* \) is to consider the hierarchy of SDP relaxations by Lasserre (2001) based on the representation by Putinar (1993). Namely if \( f \) is positive on \( S \) and involves the polynomial \( g_1 = L - \|x\|^2 \) for some \( L > 0 \), then \( f = \sum_{j \in [m]} \sigma_j g_j \) for some SOS polynomials \( \sigma_j \). The resulting hierarchy of SDP relaxations to approximate \( f^* \) from above is:

\[
\inf \left\{ \lambda : \lambda - f = \sum_{j \in [m]} \sigma_j g_j, \deg(\sigma_j g_j) \leq 2k \right\}.
\]

Increasing \( k \) improves the accuracy of the resulting upper bounds but the size of the SDP becomes rapidly intractable. To overcome this computational burden, a remedy consists of exploiting sparsity of the input polynomials; see the work by Waki et al. (2006) and Wang et al. (2021a, 2020). Another research direction is to restrict each multiplier \( \sigma_j \) to be a sum of \( s \)-nominals. When \( s \in \{1, 2\} \), we retrieve the framework by Ahmadi and Majumdar (2019) based on scaled diagonally dominant sums of squares (SDSOS), generalized later on by Gouveia et al. (2022) for arbitrary larger \( s \). However, the resulting hierarchy of linear or second-order conic programming relaxations does not produce a sequence of upper bounds converging to \( f^* \). It turns out that convergence can be obtained by multiplying \( f \) by the power of a given positive polynomial, e.g., \( 1 + \|x\|^2 \), or equivalently forcing the multipliers \( \sigma_j \) to have denominators. Such representations have been derived in Pólya (1928); Reznick (1995); Putinar and Vasilescu (1999) and the latter led to the optimization framework presented in Mai et al. (2021).

**Theorem 1.** Let \( g_1, \ldots, g_m \) be even polynomials such that \( g_1 = L - \|x\|^2 \) for some \( L > 0 \) and \( g_m = 1 \). Let \( S \) be the semialgebraic set defined by

\[
S := \{ x \in \mathbb{R}^n : g_1(x) \geq 0, \ldots, g_m(x) \geq 0 \}.
\]

Let \( f \) be an even polynomial and nonnegative on \( S \) and \( df := |\deg(f)/2| + 1 \). Then the following statements hold:

1. For all \( \varepsilon > 0 \), there exists \( K_\varepsilon \in \mathbb{N} \) such that for all \( k \geq K_\varepsilon \), there exist sums of monomial squares \( \sigma_j \) with \( \deg(\sigma_j g_j) \leq 2(k + df) \), \( j \in [m] \) and

\[
(1 + \|x\|^2)(f + \varepsilon) = \sum_{j \in [m]} \sigma_j g_j.
\]

2. If \( S \) has nonempty interior, there exist positive constants \( \epsilon \) and \( c \) depending on \( f \) and \( S \) such that for all \( \varepsilon > 0 \), (9) holds with \( K_\varepsilon = \epsilon^c \).

Theorem 1 can be proved in the same way as (Mai and Magron, 2021, Corollary 2). It is important to note that the theorem still holds if we replace the first constraint polynomial \( g_1 = L - \|x\|^2 \) by \( L = \sum_{i \in \mathbb{N}} x^i \) and we do so for the PMSV problem. If we remove the multiplier \((1 + \|x\|^2)k\) in (9), Theorem 1 is no longer true. Indeed, let \( n = 1, f := (x^2 - \frac{1}{4})^2 \) and assume that \( f = \sigma_1(1 - x^2) + \sigma_2 \) for some SOS of monomials \( \sigma_1, \sigma_2 \). Note that \( f \) is even and positive on \([-1, 1] \). We write \( \sigma_i := a_i + b_i x^2 + x^r_i(x) \) for some \( a_i, b_i \in \mathbb{R}, r_i \in \mathbb{R}[x] \). It implies that

\[
x^4 - 3x^2 + \frac{9}{4} = (a_1 + b_1 x^2 + x^4 r_1(x))(1 - x^2) + (a_2 + b_2 x^2 + x^4 r_2(x)).
\]

Then we obtain the system of linear equations:

\[
\frac{2}{3} = a_1 + a_2 \\
-3 = a_2 - a_1 + b_1.
\]

Summing gives \(-\frac{7}{3} = a_2 + b_2 + b_1 \). However, \( a_2 + b_2 + b_1 \geq 0 \) since \( a_i, b_i \in \mathbb{R}_+ \), yielding a contradiction. Thus, Putinar’s representation with sums of monomial squares does not exist for even input polynomials. With the multiplier \((1 + x^2)^2\), we obtain a Pólya’s representation:

\[
(1 + x^2)^2 f = \sigma_1(1 - x^2) + \sigma_2,
\]

where \( \sigma_1 = x^4 + \frac{1}{4} x^6 + \frac{9}{4} + \frac{5}{4} x^4 \) and \( \sigma_2 = x^4 \) are SOS of monomials.

**3. TRACTABLE SEMIDEFINITE RELAXATIONS**

Given \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n \), we write \( x^\alpha = x_{\alpha_1} \cdots x_{\alpha_n} \). An \( s \)-nominal square is a polynomial which can be written as \( \alpha \in \mathbb{R}, \alpha(i) \in \mathbb{N}^n, i \in [s] \) or equivalently forcing the multipliers \( \sigma_j \) to have denominators. Such representations have been derived in Pólya (1928); Reznick (1995); Putinar and Vasilescu (1999) and the latter led to the optimization framework presented in Mai et al. (2021).

**2. EXTENDING PÓLYA’S REPRESENTATION**

We now state our main result, which extends Pólya’s representation to even input polynomials. In addition, we provide a degree bound for the multipliers.

\[
\rho_{k,s} := \inf \lambda \frac{1}{\lambda} s.t. (1 + \|x\|^2)^k(\lambda - f) = \sum_{j \in [m]} \sigma_j g_j, \\
\deg(\sigma_j g_j) \leq 2(k + df), \sigma_j \in \Sigma_s, j \in [m].
\]
Corollary 2. Let $f$ and $S$ be as in Theorem 1. The following statements hold:

1. For all $k \in \mathbb{N}$ and for every $s \in \mathbb{N}\setminus\{0\}$, $\rho_{k,1} \geq \rho_{k,s} \geq f^*$. 
2. For every $s \in \mathbb{N}\setminus\{0\}$, the sequence $(\rho_{k,s})_{k \in \mathbb{N}}$ converges to $f^*$. 
3. If $S$ has nonempty interior, there exist positive constants $c$ and $\delta$ depending on $f$ and $S$ such that for every $s \in \mathbb{N}\setminus\{0\}$ and for every $k \in \mathbb{N}$,

$$0 \leq \rho_{k,s} - f^* \leq \left(\frac{k}{c}\right)^{-\frac{1}{\delta}}.$$ 

(13)

4. NUMERICAL EXPERIMENTS

We demonstrate the accuracy and efficiency of our optimization framework, namely the SDP relaxations (12) based on the extension of Pólya’s representation theorem. Our framework is implemented in Julia 1.3.1 and available online via the link https://github.com/maihoanganh/InterRelax. We compare the upper bounds and runtime with the ones of the standard SDP relaxations (7), based on Putinar’s Positivstellensatz. These latter relaxations are modeled by TSSOS Wang et al. (2021b). All SDP relaxations are solved by the solver Mosek 9.1. We use a desktop computer with an Intel(R) Core(TM) i7-8665U CPU @ 1.90GHz × 8 and 31.2 GB of RAM. Our benchmarks come from induced norm analysis of linear time-invariant systems, where the input signals are restricted to be nonnegative; we generate random matrices $M$ as in (Ebihara et al., 2021, (12)), that is

$$M := \begin{bmatrix}
D & 0 & 0 & \ldots & 0 \\
CB & D & 0 & \ldots & 0 \\
CAB & CB & D & \ldots & 0 \\
\cdot & \cdot & \cdot & \ldots & \cdot \\
C^{4k-2}B & C^{4k-3}B & C^{4k-4}B & \ldots & D
\end{bmatrix},$$

(14)

where $A, B, C, D$ are square matrices of size $r$, fixed in advance. In our numerical experiments, we choose $r \in \{4, 5, 6, 7\}$ and every entry of $A, B, C, D$ is taken uniformly in $(-1, 1)$. Note that the number of variables of the resulting POP is $n = r^2$. We associate an “Id” to each related SDP relaxation, in which we compute a decomposition into sums of $s$-nomial squares. For Putinar’s representation, we take a small relaxation order $k \in \{1, 2\}$ while for the extension Pólya’s representation we let $k = 0$, leading to decompositions without denominators. We indicate the data of each SDP program, namely “nnmat” and “nnsize” correspond to the number of matrix variables and their largest size, “nscal” and “nnaff” are the number of scalar variables and affine constraints. The symbol “-” means that the corresponding computation aborted due to lack of memory. The most accurate upper bounds are emphasized in bold. The total running time (including modeling and solving time) is indicated in seconds.

The numerical results are displayed in Table 1. The SDP relaxations associated to our extension of Pólya’s representation provide more accurate upper bounds and they are computed more efficiently.

| Table 1. Upper bounds of PMSV of $M$. |
|---|---|---|---|---|---|---|---|
| $Id$ | $n$ | Putinar | $\rho_{\text{upper bound}}$ | time | $Id$ | Pólya | $\rho_{\text{upper bound}}$ | time |
| 1 | 2 | 1 | 16 | 47.48 | 0.02 | 1 | 16 | 30.18 | 0.7 |
| 2 | 3 | 2 | 21 | 168.44 | 0.04 | 2 | 27 | 91.28 | 0.9 |
| 3 | 4 | 2 | 36 | 269.14 | 0.17 | 4 | 37 | 269.14 | 0.9 |
| 4 | 5 | 2 | 36 | 477.22 | 0.37 | 5 | 37 | 477.22 | 1 |
| 5 | 6 | 2 | 36 | 1777.53 | 0.5 | 6 | 37 | 1777.53 | 1 |
| 6 | 7 | 2 | 36 | 50 | 1276 | 1 | 7 | 50 | 1276 | 2 |
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