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We introduce an optimal metagrating design for transverse-position metrology in presence of photon shot noise. The proposed working principle is closely related to the formation of a phase vortex in the diffraction orders in the parameter space. Using the topological robustness, we optimize the design and compress all the transverse-position information around a certain point into a small number of detected photons, saturating the shot-noise limit had all the photons used for probing the position been detected. The current scheme avoids the problem of detector saturation in the presence of high probe power while maintaining all the information detected, allowing one to make full use of the high power that is available. Besides, the direct link between the resonant property in the unit cell and the conditions to achieve the bound is given: one with the zeroth dipole resonance and the other one with the anapole condition of the first dipole. The connection between the metagrating design and the optimization using topological robustness along with the fundamental precision limit using classical light gives new insights in all of these fields.
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I. INTRODUCTION

One particular important research area in optics is the development of sensitive metrology methods to measure a very small displacement around a certain point [1–14]. This problem is fundamental to pushing the limits of fields such as interferometry [7–10], metrology [6], and superresolution microscopy [1–4]. Measuring a small displacement amounts to a parameter-estimation problem in the presence of measurement noise, which can be due to either imperfections of the setup or, more fundamentally, the intrinsic fluctuations due to photon shot noise using coherent light, which scales as $1/\sqrt{N_{\text{probe}}}$, with $N_{\text{probe}}$ being the number of photons used to probe the change in position per unit time. One might intuitively think that the best measurement scheme is to detect all $N_{\text{probe}}$ photons, since no photons and thus no information about the displacement are lost. But this scheme soon runs into a problem when one tries to push the precision of the measurement by adding more probe photons: while extremely high optical powers are available (e.g., from several hundred watts to a few kilowatts at the beamsplitter inside an interferometer) [7,15,16], most fast photon detectors do not allow the direct exposure of such high powers [17]. Furthermore, the detectors are more sensitive at relatively low incoming powers. If one attenuates the number of photons $N_{\text{probe}}$ interacting with the measurement device, one throws away information about the displacement. Thus an important question to be answered is as follows: Can one recover all the information contained in a large number of probe photons ($N_{\text{probe}}$) per unit time by detecting a small fixed number of detected photons ($N_{\text{det}}$) per unit time set by the limit of the detector? In other words, how can one develop an information-efficient measurement that compresses the full measured information into a small number of detection events?

This question has been answered in the development of large-scale interferometers [7,15,16], which are used to measure extremely small longitudinal displacement. If the operating point of the interferometer is set near the so-called dark fringe of the Michelson interferometer, almost all the information about the longitudinal displacement is compressed into a small number of detected photons ($N_{\text{det}}$), allowing one to make full use of the very high power inside the interferometer to increase the measurement precision. Moreover, advanced power-recycling techniques allow one to recycle all the undetected light to increase the effective number of probe photons, leading to a significant improvement compared with the case that one detects all the photons directly [18–20]. However, as mentioned, this scheme is used mainly for probing longitudinal displacement along the beam propagation direction.

Recently, a promising approach combing knowledge from structured light and nanophotonic resonant structures was proposed for transverse-position metrology [11–13,21,22]. A distinct feature of resonant nanostructures containing balanced multipole resonances is the effect of directional scattering, known as the Huygens source.
fulfilling Kerker’s condition [23,24]. When combined with structured light illumination, this directional scattering condition is highly dependent on the local vectorial field distributions. If designed properly, a sharply switched scattering directionality can be achieved when the nanostructures are displaced slightly from the origin of interest. It was demonstrated recently that the far-field directionality can be used to extract the transverse location of nanostructures [11–13,21,22]. Because this scheme detects only parts of the totally scattered light, one would expect loss of information. Thus, an important question remains unanswered: How can one use this scheme to optimize the illumination and the resonances excited to achieve the shot-noise limit for transverse-position metrology in an information-efficient way?

In this work, we propose an optimal resonant metagrating consisting of meta-atoms with specifically engineered scattering properties [25–28] as an information-efficient tool for transverse-position measurement. The position information of the metagrating around a certain point inside an illumination field is encoded into the reflected diffraction orders. By writing the field scattered by the unit cell of the metagrating as a superposition of fields produced by a set of multipoles, we show that at the resonance of these multipoles, the reflected order of interest has a phase vortex as a function of certain design parameters. We further use the topological stability of the phase vortex to tune the design parameters to maximize the information contained in the detected photons, allowing one to achieve the shot-noise limit set by \( N_{\text{probe}} \), with \( N_{\text{det}} \) much smaller than \( N_{\text{probe}} \). Through the physical insights gained, two special resonant conditions are found to be related to the fundamental precision limit. The connection between the formation of a phase vortex due to the multipole resonances of the metagrating and the fundamental precision limit for position metrology opens new possibilities for the use of metadevices in metrology.

II. WORKING PRINCIPLE OF THE METAGRATING

Without any loss of generality, silicon nanowire \((n = 3.5)\) of radius \( R \) with electric and magnetic resonances is chosen as the constituting element for the metagrating [26,29–33]. The metagrating is designed such that it has four diffraction orders as shown in Fig. 1(a). It is placed inside an interference field produced by two plane waves with an initial phase shift of \( \pi \) as shown in Fig. 1(b). The wavelength used is 650 nm throughout this paper. The illumination of the metagrating is chosen such that the \( x \) component of the incident wave vectors satisfies \( k_x = \pi / P \), where \( P \) is the pitch of the metagrating. Under this condition, the two reflected orders \( P_+ \) and \( P_- \) (each produced by a combination of the zeroth and first reflection orders) are parallel to the incident angles. The metagrating

![FIG. 1. (a) The metagrating design consisting of a periodic array of cylindrical nanowires. The incident fields are represented by the blue arrows with either TE or TM polarization. For each incident field, there are four diffraction orders, as indicated by the dashed green lines. (b) When the metagrating is placed inside an interference field formed by two plane waves of initial phase difference \( \pi \), there are two reflected orders \( P_+ \) and \( P_- \). Depending on the displacement indicated by the dashed red circles, \( P_+ \) and \( P_- \) disappear at \(+x_0\) and \(-x_0\), respectively. (c) Normalized power difference as a function of displacement. The illumination is TM polarization with \( \phi_{\text{in}} = 60^\circ \), \( R = 70 \) nm, and for this design \( x_0 = 22 \) nm. The green-shaded region \( d \) is the linear region within which \( D(x) \) can be fitted by the red line.](image)

is designed to make \( P_+ \) and \( P_- \) vanish when displaced by \(+x_0\) and \(-x_0\), respectively. Because the displacement \( x_0 \) is equivalent to adding a phase shift of \( 2k_xx_0 \) to one of the two beams, this requirement can be expressed as

\[
r_0 - r_1 e^{-2ik_xx_0} = 0,
\]

where \( r_0 \) and \( r_1 \) are the reflection coefficients of the zeroth and first orders and the minus sign is due to the initial phase shift of \( \pi \). Assuming a total input power of \( P_0 \), the powers of the two diffraction orders at position \( x \) are

\[
P_+ = 2|r_0|^2 P_0 \sin^2 k_x(x - x_0),
\]

\[
P_- = 2|r_1|^2 P_0 \sin^2 k_x(x + x_0).
\]

In Fig. 1(c) we show the normalized power difference of the two reflected orders defined by \( D(x) = (P_+ - P_-)/(P_+ + P_-) \). The value of position \( x \) can be inferred by measuring \( D(x) \) without scanning, provided that \( x \) is in the interval \([-x_0, x_0]\). For a region \( d \) shown in Fig. 1(b), \( D(x) \) can be linearized with the slope given by \( D'(0) = -2/x_0 \). A smaller \( x_0 \) leads to a larger slope and thus a higher sensitivity.
III. FISHER INFORMATION AND CRAMÉR-RAO LOWER BOUND FROM THE DETECTED PHOTONS

In the ideal case of no background noise, the quantum property of light introduces fluctuations in the detected signal, which sets a limit on the precision that can be achieved. This limit is often described using a lower bound on the measurement uncertainty called the quantum Cramér-Rao lower bound (CRLB), which is the inverse of the square root of quantum Fisher information. For classical light, the bound is generally expressed as the shot-noise limit and is optimized over all the measurement schemes and estimators for use of the coherent state.

For our case, because a displacement $x$ from the origin is equivalent to adding a phase shift of $e^{2i k x}$ to one of the incoming beams, the shot-noise limit for position estimation can be easily derived from the well-known shot-noise limit for phase estimation, which is

$$\sigma_x^{\text{SNL}} = \frac{\sigma_\phi^{\text{SNL}}}{2 k x} = \frac{1}{2 k x \sqrt{N_{\text{probe}}}}.$$  \hfill (3)

where $N_{\text{probe}} = \mathcal{P}/\hbar \omega$ is the total number of probe photons used per unit time to probe the position. This limit serves as a criterion to evaluate the performance of different measurement schemes, in our case different metagrating designs. The optimal metagrating design should attain this limit by detecting $N_{\text{det}}$ photons, with $N_{\text{det}} \ll N_{\text{probe}}$.

However, as noted, the shot-noise limit is optimized over all metagrating designs and is thus independent of the detailed design parameters of the metagrating. To gain physical insights into the links between the detailed properties of the metagrating and the shot-noise limit, we next consider the Fisher information contained in the detected photons and derive the Cramér-Rao bound from these detected photons, which is dependent on the properties of the metagrating. By comparison of the Cramér-Rao bound and the shot-noise limit, knowledge of the design requirements for the metagrating can be gained.

We consider the Fisher information contained in the reflected photons because we detect only them. We first release the condition that Eq. (1) imposes and consider a generalized grating with reflection coefficients $|r_0|$ and $|r_1| e^{-i \Delta_0}$ with a phase difference $\Delta_0$. In this case, the powers contained in the two reflected orders are

$$\mathcal{P}_+(x) = A_0 \mathcal{P}[1 - V \cos(2 k x + \Delta_0)],$$
$$\mathcal{P}_-(x) = A_0 \mathcal{P}[1 - V \cos(2 k x - \Delta_0)],$$  \hfill (4)

where $A_0 = (r_0^2 + r_1^2)/2$ and $V = |2 r_0 r_1|/(r_0^2 + r_1^2)$ is the visibility.

Under photon shot noise, the number of detected photons per unit time follows a Poisson distribution with mean $N_{\text{det}} = (\mathcal{P}_+(x) + \mathcal{P}_-(x))/\hbar \omega$. One can use Fisher information to characterize the bound in the uncertainty of the retrieved position. By applying the definition of Fisher information and the chain rule [34], one arrives at

$$I_{\text{det}}(x) = \frac{1}{N_{\text{det}}} \left( \frac{d N_{\text{det}}}{dx} \right)^2.$$  \hfill (5)

If one is interested in knowing the position $x = 0$ or measuring very small displacements around this point,

$$\lim_{x \to 0} I_{\text{det}}(x) = \lim_{x \to 0} 8 A_0 k^2 N_{\text{probe}} \frac{V^2 \sin^2(2 k x) \cos^2 \Delta_0}{1 - V \cos(2 k x) \cos \Delta_0}$$
$$\leq 16 |r_0|^2 k^2 N_{\text{probe}},$$  \hfill (6)

which reaches its maximum when $V = 1$ and $\Delta_0 = 0$. The uncertainty bound $\sigma_{\text{CRLB}}(0)$ for position estimation around this point is thus

$$\sigma_{\text{CRLB}}(0) = \frac{1}{\sqrt{I_{\text{det}}(0)}}$$
$$\geq \frac{1}{4 |r_0| k x \sqrt{N_{\text{probe}}}},$$  \hfill (7)

which is dependent on the reflection coefficient of the grating used. Comparing this with the shot-noise limit in Eq. (3), which is the bound irrespective of the specific grating parameters, we have an additional requirement for the metagrating design such that $|r_0| = 1/2$.

Through this detailed analysis of the CRLB for different metagrating designs and its comparison with the shot-noise limit, which is the optimal limit that can be achieved for any grating design and any unbiased estimators, we summarize the two requirements for the metagrating design:

(a) $V = 1$ and $\Delta_0 = 0$. This condition is equivalent to the requirement of Eq. (1) with $x_0 \ll k x$ by noting $2 k x_0 = \Delta_0$.

(b) The reflection coefficient should be $|r_0| = 1/2$.

Once these two conditions are fulfilled, we can say the metagrating is optimal for measurement of very small displacement under photon shot noise in a sense that it attains the shot-noise limit given by Eq. (3). Moreover, according to Eq. (2), as $x_0$ becomes smaller, the detected power around $x = 0$ in $\mathcal{P}_+$ and $\mathcal{P}_-$ is much less than the probe power $\mathcal{P}$. In the case of very large $\mathcal{P}$, the scheme avoids the problem of detector saturation. Thus, it is information efficient.

IV. DESIGN OF THE METAGRATING

The question now is how to design a metagrating that fulfills the above requirements. We use multipole scattering theory to describe our system as it relates directly
the diffraction properties to the different multipole components, which provides valuable insights into the optimized design.

A. Multipole scattering theory

The total field in the far field of the grating can be written as

\[ U = e^{ik_{\text{inc}}x + ik_{\text{inc}}y} + \sum_{\mu} C_{\mu}(\phi_{\mu}) G(\phi_{\mu}, \phi_{m}) e^{ik_{\mu}x + ik_{\mu}y}, \]

(8)

where \( C_{\mu}(\phi_{\mu}) = 2/k_0 P \sin \phi_{\mu} \), with \( P \) being the pitch of the grating. The first term corresponds to the incident field with incident wavevectors \( \vec{k}_{\text{inc}} = (k_{\text{inc}}, k_{\text{ny}}) \) and the second term corresponds to the scattered field from the grating. \( \phi_{\mu} \) is the diffraction angle of order \( \mu \), and \( \phi_{m} \) is the incident angle. \( G(\phi_{\mu}, \phi_{m}) \) is the multiple-scattering Green’s function along the \( \phi_{\mu} \) direction and can be expressed using multipole decomposition:

\[ G(\phi_{\mu}, \phi_{m}) = \sum_{m = -\infty}^{+\infty} A_{m}(\phi_{m}) e^{im\phi_{\mu}}, \]

(9)

with \( A_{m} \) corresponding to the multiple-scattered multipole coefficients. They can be constructed from the isolated scattering amplitude \( a_{m} \) for a single nanowire:

\[ A_{m}(\phi_{m}) = a_{m} \left( e^{im\phi_{m}} + \sum_{n = -\infty}^{+\infty} A_{n}(\phi_{m}) \mathcal{L}(n, m) \right), \]

(10)

where \( \mathcal{L}(n, m) \) is the lattice sum, which takes full account of the multiple scattering between nanowires at different unit cells. From these, one can write down the expressions for the reflection and transmission coefficients of diffraction order \( \mu \):

\[ r_{\mu} = C_{\mu}(\phi_{\mu}) G(\phi_{\mu}, \phi_{m}), \]

\[ t_{\mu} = C_{\mu}(\phi_{\mu}) (2\pi - \phi_{\mu}) G(2\pi - \phi_{\mu}, \phi_{m}). \]

(11)

It can be seen that the reflection coefficient of a certain order is fully determined by the Green’s function along that direction. We substitute the reflection coefficients into Eq. (1):

\[ G(\phi_{0}, \phi_{m}) - G(\phi_{1}, \phi_{m}) e^{-2ik_{\mu}x_{0}} = 0, \]

(12)

where \( \phi_{0} = \pi - \phi_{m} \) and \( \phi_{1} = \phi_{m} \) are the angles of the two reflected orders. For sufficiently small radii, one can keep only the first three terms \( A_{-1}, A_{0}, \) and \( A_{1} \) in the expansion of \( G \):

\[ A_{0} \sin \left( \frac{\Delta_{01}}{2} \right) - iA_{1} \cos \left( \phi_{m} - \frac{\Delta_{01}}{2} \right) \]

\[ - iA_{-1} \cos \left( \phi_{m} + \frac{\Delta_{01}}{2} \right) = 0, \]

(13)

where \( \Delta_{01} = 2k_{\mu}x_{0} \).

The above derivation works for both TE and TM polarization. For TM polarization, the term \( A_{0} \) corresponds to the multiple-scattered linearly polarized magnetic dipole in the array. Because of the broken symmetry, the \( A_{-1} \) and \( A_{1} \) terms are different when \( \phi_{m} \neq 90^\circ \). Since their scattered fields carry different topological charges \(-1\) and \(+1\) as shown in the insets in Fig. 2(a), they can be associated with the multiple-scattered left-rotating and right-rotating electric dipoles. For TE polarization, \( A_{0} \) corresponds to the

---

FIG. 2. (a) Amplitude of the first three multipole coefficients for \( \phi_{m} = 60^\circ \). The insets show the phase of the scattered field for each multipole for TM polarization. The reflection coefficient \( |r_{0}| \) is also shown. A clear resonance can be seen around \( R = 70 \) nm, around which \( |r_{0}| \approx 0.5 \). (b),(c) Absolute value and phase of the complex reflection amplitude of \( P_{+} \) when the metagrating of different radius \( R \) is placed at different locations inside an interference field. A clear amplitude zero and a phase vortex can be seen at the location of the design fulfilling Eq. (1) with \( x_{0} = 22 \) nm. The results are obtained with use of multipole scattering theory developed in Refs. [35,36] and are double-checked by COMSOL MULTIPHYSICS simulation.
multiple-scattered linearly polarized electric dipole, while \( A_{-1} \) and \( A_1 \) correspond to the rotating magnetic dipoles.

On the left-hand-side of Eq. (12) is the complex amplitude of reflection order \( P_+ \) at position \( x = x_0 \). To make this order vanish at \( x_0 \), there should be a proper balance of the different multipole components as indicated by Eq. (13). The term \( i \) in front of \( A_1 \) and \( A_{-1} \) indicates a phase difference of \( \pi/2 \) is required. When one of the multipoles experiences a resonance, the phase around this resonance changes rapidly, by which this requirement can be fulfilled.

**B. Topological vortex in the design space**

To verify this, we show in Fig. 2(a) the behavior of different multipoles as a function of the radius \( R \) of the nanowire for \( \phi_m = 60^\circ \), with the insets showing the phase map of each multipole component. The incident angle \( \phi_m \) is chosen to be 60° as in Fig. 1(c). A clear resonance in \( A_0 \) is seen at \( R = 70 \) nm, which corresponds to the multiple-scattered magnetic dipole resonance. In Figs. 2(b) and 2(c) the absolute value and phase of the complex amplitude of the reflection order \( P_+ \) are shown as a function of position \( x \) and radius \( R \). At \( x = 22 \) nm and \( R = 70 \) nm, the amplitude is zero, meaning that for these values Eq. (1) is satisfied, which is in agreement with the zero of \( D(x) \) in Fig. 1(c). It is particularly interesting to look at the phase distribution around this zero-amplitude point. Because of the presence of the multiple-scattered magnetic dipole resonance in \( A_0 \), the phase changes very rapidly, forming a phase vortex of topological charge +1 in Fig. 2(c). It is at this phase-vortex point that the metagrating satisfies the design requirement. Because such a phase vortex is topologically stable [37–40], it follows that by continuous variation of parameters such as the incident angle \( \phi_m \), Eq. (1) is again satisfied for some other \( R \) and \( x_0 \) values. Therefore, we can use this topological robustness to minimize \( x_0 \). Besides, different incident polarizations have different multipole coefficients, which also influence how small \( x_0 \) can be obtained.

**C. Use of topological robustness to minimize \( x_0 \)**

The results of exploring the above possibilities are summarized in Fig. 3(a). On the horizontal axes, the radius \( R \) and incident angle \( \phi_m \) are varied and the absolute value of the normalized power difference \( D(x_0) \) is plotted as different colors at different \( x_0 \) values. Each red point in Fig. 3(a) corresponds to a good metagrating design with \( |D(x_0)| \approx 1 \). By continuous variation of \( \phi_m \), the good design that corresponds to the formation of the phase vortex is always satisfied for some other \( R \) and \( x_0 \) values.

There are three distinct curves giving good metagrating designs, which correspond to the trajectories of phase vortices. The continuity of the curve confirms the topological robustness in the presence of a small perturbation. The origins of the three curves can be identified by comparing them with the position of multipole resonances as indicated in the plot. It can be seen that good designs can also be obtained from resonances with \( m = -1, 1 \) for TE polarization. In this case, it is the resonances from the two rotating dipoles that provide the required \( \pi/2 \) phase shift. A small change of \( R \) gives a large change in \( x_0 \) for the \( m = -1, 1 \) branch as follows from the dotted line in Fig. 3(a) (which is not continuous due to insufficient sampling in \( R \)). We therefore focus on the two \( m = 0 \) branches.

Although an explicit expression for the dependence of \( x_0 \) on \( R \) and \( \phi_m \) is complicated, to make \( x_0 \) small, a smaller \( R \) and a relatively large \( \phi_m \) are needed. We restrict \( \phi_m \) to be smaller than 70° to represent the occurrence of a second reflection order. By imposing this constraint, the minimum \( x_0 \) is determined for each polarization. The normalized power difference \( D(x) \) is plotted in Fig. 3(b) for both polarizations for the design of the minimum \( x_0 \). With TE polarization, a much smaller \( x_0 \) (0.08 nm) can be achieved than with TM polarization (15 nm) meaning that a much higher probe power can be used for TE polarization than for TM polarization. It is further confirmed that for both cases a phase vortex occurs around the desired design shown in the insets in Fig. 3(b).

![FIG. 3](image-url) (a) Achievable \( x_0 \) for different combination of \( R \) and \( \phi_m \) for both TE polarization and TM polarization using metagrating designs. (b) Absolute value of the normalized power difference \( D(x) \) for TE and TM polarizations with minimum \( x_0 \). The insets show the formation of a phase vortex around the optimum design. (c) Multipole amplitude strength for TE and TM polarizations at minimum \( x_0 \). (d) Achievable \( \sigma^{\text{CRLB}}(0) \) for TE and TM polarizations. Designs with minimum \( x_0 \) saturate the shot-noise limit.
D. Filling the requirement for reflection coefficient $|r_{0}| = 1/2$

It remains to be checked if the optimized design given above also fulfills the second requirement: that is, the reflection coefficient $|r_{0}| = 1/2$.

To see this is indeed the case, we refer to Eq. (11). We note that the optimized design obtained above works at $A_0$ resonance. We assume at this resonance other higher-order $A_m$ terms are much smaller. In this case, we can approximate Eq. (11) using the contribution only from $A_0$:

$$r_0 \approx C_0(\phi_0)A_0(\phi_m),$$

$$r_1 \approx C_1(\phi_1)A_0(\phi_m) = r_0,$$

$$t_0 \approx 1 + C_0(2\pi - \phi_0)A_0(\phi_m) = 1 - r_0,$$

$$t_1 \approx C_1(2\pi - \phi_1)A_0(\phi_m) = -r_0. \tag{14}$$

Furthermore, energy conservation requires that

$$|r_0|^2 + |r_1|^2 + |t_0|^2 + |t_1|^2 = 1, \tag{15}$$

which leads to $|r_0| = 1/2$.

In Fig. 3(d), we plot the ratio of the shot-noise limit $\sigma_{\text{SNL}}(0)$ given by Eq. (3) and the achievable uncertainty bound $\sigma_{\text{CRLB}}(0)$ for the above designs under different polarizations at $\phi_m = 70^\circ$. Because of the large $|A_0/A_1|$ ratio shown in Fig. 3(c), the shot-noise limit is achieved for TE polarization at $R = 22$ nm and approximately achieved for TM polarizaton at $R = 62$ nm. The fact that the shot-noise limit is achieved proves the design is optimal.

V. SATURATING THE SHOT-NOISE LIMIT NEAR THE ANAPOLE CONDITION

Already from Eq. (13) one can gain some knowledge of the optimal design. We assume $x_0 \ll k_x$ is fulfilled and $A_1 \approx A_{-1}$, and then Eq. (13) can be simplified as

$$k_x x_0 \approx 2iA_1/A_0. \tag{16}$$

There are two ways to make $x_0$ small. The first one is to work around the resonance of the zeroth dipole term $A_0$ as shown in the above analysis. The second one is to work around the point where $A_1$ becomes very small. We now discuss the second case.

Looking at Eq. (10), we note when the scattering coefficient $A_1$ becomes zero, the effect of the lattice sum becomes negligible. For the isolated nanowire, $A_1 = 0$ corresponds to the excitation of the anapole at which destructive interference of the dipole and the toroidal moments happen. At this condition $A_{-1} = A_1 = 0$, which makes the ratio $A_1/A_0$ zero. However, it does not satisfy the $\pi/2$ phase requirement of Eq. (13). We therefore expect to see an optimal design slightly away from the anapole condition.

We redesign our unit cell using Ag-core, SiO$_2$-shell nanowire as shown in Fig. 4. The refractive indexes are chosen to be $n_{\text{Ag}} = 0.052225 + 4.4094i$ and $n_{\text{SiO}_2} = 1.5$. We keep the incident angle $\phi_m = 5^\circ$ and the outer radius $R_{\text{SiO}_2} = 50$ nm fixed and vary the inner radius of the Ag core. We show in Fig. 4 the multipole coefficient $A_1$. An anapole excitation is clearly seen at $R_{\text{Ag}} = 25$ nm. We further plot the ratio of the shot-noise limit and the achievable uncertainty bound as a function of $R_{\text{Ag}}$. It can be seen at the exact anapole condition that the uncertainty in retrieving $x = 0$ is much larger than the shot-noise limit because the phase requirement is not fulfilled. It is also important to have the detected power slightly above the noise caused by other sources, thus minimizing the effect of imperfect measurement and maximizing the amount of information detected. If one moves away slightly from the anapole condition, the $A_1$ coefficient is still very small but the phase condition is fulfilled. The shot-noise limit is achieved as indicated by the optimal point in the plot.

VI. POWER RECYCLING

Finally we discuss briefly the technique of power recycling and show how is it possible to combine it with our metagrating scheme to increase the measurement precision. This technique was firstly introduced by Drever [18] for the detection of gravitational waves. The key idea is basically to recycle all the noninformative photons that are not used for detection in the so-called bright port back into the interferometer and send them into a Fabry-Perot cavity enclosing the interferometer which can be used for probing the phase shift again. In this way, the power inside the interferometer is boosted by the effective time that the photons are trapped inside the cavity, which is on the order of several hundred times due to typical loss of the cavity [16]; therefore, the number of effective probe photons is increased, allowing one to achieve an even-lower CRLB permitted by the shot-noise limit than in the case without power recycling. In our metagrating scheme, since we detect only the reflected photons, which are designed
to have most of the information, the transmitted photons carry negligible information about the transverse position. Those photons in the transmitted orders can then be sent back to the metagrating again for power recycling, thereby increasing \( N_{\text{probe}} \) to \( gN_{\text{probe}} \), where \( g \) is the gain factor introduced by the cavity enclosing the metagrating [18–20]. Thus, the sensitivity of the scheme is increased further. We emphasize this power-recycling scheme can be another major advantage of the current scheme besides efficient information compression.

VII. CONCLUSION

In summary, we propose an optimal metagrating for high-precision transverse-position metrology under Poisson shot noise. By exploring the resonance and topological features of the metagrating, we show that the shot-noise limit can be achieved by detecting only a small number of photons used for probing the position, making the scheme information efficient. It is found that around the zeroth dipole resonance and the anapole condition of the first dipole, the shot-noise limit is achieved. We believe our metagrating design using topological robustness to achieve the shot-noise limit in an information-efficient way will result in new insights in both the field of nanophotonics and the field of nanometrology.
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