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Abstract

Quality control is a crucial activity performed by manufacturing enterprises to ensure that their products meet quality standards and avoid potential damage to the brand’s reputation. The decreased cost of sensors and connectivity enabled increasing digitalization of manufacturing. In addition, artificial intelligence enables higher degrees of automation, reducing overall costs and time required for defect inspection. This research compares three active learning approaches (with single and multiple oracles) to visual inspection. We propose a novel approach to probabilities calibration of classification models and two new metrics to assess the performance of the calibration without the need for ground truth. We performed experiments on real-world data provided by Philips Consumer Lifestyle BV. Our results show that explored active learning settings
can reduce the data labeling effort by between three and four percent without detriment to the overall quality goals, considering a threshold of $p=0.95$. Furthermore, we show that the proposed metrics successfully capture relevant information otherwise available to metrics used up to date only through ground truth data. Therefore, the proposed metrics can be used to estimate the quality of models’ probability calibration without committing to a labeling effort to obtain ground truth data.
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1 Introduction

Quality control is a key part of the manufacturing process, which comprehends inspection, testing, and identification to ensure the manufactured products comply with specific standards and specifications [1–3]. For example, the inspection tasks aim to determine whether a specific part features assembly integrity, surface finish, and adequate geometric dimensions [4]. In addition, product quality is key to the business since it (i) builds trust with the customers, (ii) boosts customer loyalty, and (iii) reinforces the brand reputation.

One of such quality inspection activities is the visual inspection, considered a bottleneck activity in some instances [5]. Visual inspection is associated with many challenges. Some visual inspections are considered to require a substantial amount of reasoning capability, visual abilities, and specialization [4]. Furthermore, reliance on humans to perform such tasks can affect the scalability and quality of the inspection. When considering scalability, human inspection requires training inspectors to develop inspection skills, their inspection execution tends to be slower when compared to machines, they fatigue over time, and can become absent at work (due to sickness or other motives) [6, 7]. The quality of inspection is usually affected by the inherent subjectiveness of each human inspector, the task complexity, the job design, the working environment, the inspectors’ experience, wellbeing, and motivation, and the managements’ support and communication [8–10]. Manual visual inspection’s scalability and quality shortcomings can be addressed through an automated visual inspection.

Automated visual inspection can be realized with Machine Learning models. Technological advances (e.g., Internet of Things or Artificial Intelligence [11, 12]), and trends in manufacturing (e.g., the Industry 4.0 and Industry 5.0 paradigms [13]) have enabled the timely collection of data and foster the use of machine learning models to automate manufacturing tasks while reshaping the role of the worker [14, 15]. Automated visual inspection was applied in several use cases in the past [16–19]. Nevertheless, it is considered that the
field is still in its early stages and that artificial intelligence has the potential to revolutionize product inspection [20].

While machine learning models can be trained to determine whether a manufactured piece is defective or not and do so in an unsupervised or supervised manner, no model is perfect. At least three challenges must be faced: (a) how to improve the models’ discriminative capabilities over time, (b) how to calibrate the models’ prediction scores into probabilities to enable the use of standardized decision rules [21], and (c) how to alleviate the manual labeling effort. We use active learning to enhance the classification model to address the first challenge. We compare pool-based and stream-based settings with different active learning sample query strategies across five machine learning algorithms. We use the Platt scaling, a popular probability calibration technique to address the second challenge. Finally, when addressing the reduction of manual labeling effort, we consider two scenarios: (i) manual inspection of cases where the machine learning model does not predict with enough confidence and (ii) data labeling to acquire ground truth data for the model calibration. We address (i) by exploring the usage of multiple oracles and soft labeling to reduce the manual inspection effort. Finally, to address (ii), we propose a variation of the histogram-based calibration that does not require a ground truth and a novel metric to measure the fidelity of such calibration to the expected ground truth.

In this work, we extend our previous research described in paper Streaming Machine Learning and Online Active Learning for Automated Visual Inspection [22]. While in that paper, we researched the impact of active learning on streaming algorithms, in this paper, we explore batch and online settings along with different active learning policies and oracles. Furthermore, we calibrate our models so that they issue probability calibrations. Finally, we develop a histogram-based probability calibration technique that requires no ground truth and a novel metric to measure probability calibration techniques’ performance. We performed our research on a real-world use case with images provided by Philips Consumer Lifestyle BV corporation. The dataset comprises images regarding the printed logo on manufactured shavers. The images are classified into three classes: good prints, double prints, and interrupted prints.

We evaluate the discriminative capability of the classification models using the Area Under the Receiver Operating Characteristic Curve (AUC ROC, see [23]). AUC ROC estimates the quality of the model for all possible cutting thresholds. It is invariant to a priori class probabilities and, therefore, suitable for classification tasks with strong class imbalance. Furthermore, given that we evaluate the models in a multiclass setting, we compute the AUC ROC with a one-vs-rest strategy. Furthermore, we compare the performance of multiple probability calibration approaches through the Estimated Calibration Error (ECE) and two novel metrics we propose.

This paper is organized as follows. Section 2 describes the current state of the art and related works. Section 3 describes a novel method for probabilities calibration and two metrics we propose, while Section 4 describes the use case.
The main novelty regarding the proposed probabilities calibration technique and metrics is the ability to calibrate and measure calibration quality without needing ground truth data. Next, Section 5 provides a detailed description of the methodology we followed. We describe the experiments we performed in Section 6, and discuss the results obtained in Section 7. Finally, Section 8 presents our conclusions and outlines future work.

2 Related Work

In this section, we provide a short overview of three topics relevant to our research: (i) use of machine learning for quality inspection, (ii) active learning, and (iii) probabilities calibration. To each of them, we devote a brief subsection.

2.1 Machine Learning for Quality Inspection

A comprehensive and reliable quality inspection is often indispensable to the manufacturing process, and high inspection volumes turn inspection processes into bottlenecks [24]. Machine Learning has been recognized as a technology that can drive the automation of quality inspection tasks in the industry. Multiple authors report applying it for early prediction of manufacturing outcomes, which can help to early drop a product that will not meet quality expectations and therefore avoid investment in expensive manufacturing stages. Furthermore, similar predictions can be used to determine whether the product can be repaired and therefore avoid either throwing away a piece to which the manufacturing process was invested or selling a defective piece with the corresponding costs for the company [25]. Automated visual inspection refers to image processing techniques for quality control, usually applied in the production line of manufacturing industries [19]. It has been successfully applied to determine the end quality of the products and provides many advantages, such as performing non-contact inspection that is not affected by the type of target, surface, or ambient conditions (e.g., temperature) [26]. In addition, visual inspection systems can perform multiple tasks simultaneously, such as object, texture, or shape classification, and defect segmentation, among other inspections. Nevertheless, automated visual inspection is a challenging task given that collecting the dataset is usually expensive, and the methods developed for that purpose are dataset-dependent [27].

[28] considers three approaches exist toward automated visual inspection: (a) classification, (b) background reconstruction and removal (reconstruct and remove background to find defects in the residual image), and (c) template reference (comparing a template image with a test image). [29] describe how TFT-LCD panels and LCD color filters were inspected by comparing surface segments containing complex periodic patterns. [30] successfully applied feedforward networks to detect surface defects on cold-rolled strips. In the same line, [31] proposed a novel defect detection algorithm for steel wire rods produced by the hot rolling process. [32] compared multiple machine learning models (Support Vector Machine, Neural Network, and K-nearest neighbors
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(\text{kNN}) on defect detection in weld images. [26] developed a Convolutional Neural Network (CNN) and compared it to multiple models (particle swarm optimization-imperialist competitive algorithm, Gabor-filter, and random forest with variance-of-variance features) to find defects on silicon wafers, solid paint, pearl paint, fabric, stone, and wood surfaces. Multiple authors developed machine learning algorithms for visual inspection leveraging feature extraction from pre-trained models [33–35]. While much research was devoted to supervised machine learning methods, unsupervised defect detection was explored by many authors, who explored using Fourier transforms to remove regularities and highlight irregularities (defects) [36], or employed autoencoders to find how a reference image differs from the expected pattern [37, 38].

2.2 Active Learning

Active learning is a subfield of machine learning that studies how an active learner can best identify informative unlabeled instances and requests their labels from some oracle. Typical scenarios involve (i) membership query synthesis (a synthetic data instance is generated), (ii) stream-based selective sampling (the unlabeled instances are drawn one at a time, and a decision is made whether a label is requested or the sample is discarded), and (iii) pool-based selective sampling (queries samples from a pool of unlabeled data). Among the frequently used querying strategies, we find (i) uncertainty sampling (select an unlabeled sample with the highest uncertainty, given a certain metric or machine-learning model [39]), or (ii) query-by-committee (retrieve the unlabeled sample with the highest disagreement between a set of forecasting models (committee) [40, 41]). More recently, new scenarios have been proposed leveraging reinforcement learning, where an agent learns to select images based on their similarity and rewards obtained are based on the oracle’s feedback [42]. In addition, it has been demonstrated that ensemble-based active learning can effectively counteract class imbalance through new labeled image acquisition [43]. While active learning reduces the required volume of labeled images, it is also essential to consider that it can produce an incomplete ground truth by missing the annotations of defective parts classified as false negatives and not queried by the active learning strategy [44].

Active learning was successfully applied in manufacturing, but scientific literature remains scarce on this domain [45]. Some use cases include the automatic optical inspection of printed circuit boards [46], media news recommendation in a demand forecasting setting [47], and the identification of the local displacement between two layers on a chip in the semiconductor industry [48].

2.3 Probabilities calibration

Probabilities are defined as a generalization of predicate calculus where given a truth value of a formula given the evidence (degree of plausibility) is generalized to a real number between zero and one [49]. Many machine learning
models output prediction scores, which cannot be directly interpreted as probabilities. Therefore, such models can be calibrated (mapped to a known scale with known properties), ensuring the prediction scores are converted to probabilities. Among the advantages of the probability calibration, we find that providing reliable estimates of the true probability that a sample is a member of a class of interest (a) usually does not decrease the classification accuracy, (b) the calibration provides thresholds on the decision rules and therefore minimizes the classification error, (c) decision rules and their maximum posterior probability are fully justified from the theoretical point of view, (d) can be easily adapted to changes in class and cost distributions, and therefore (e) is key to decision-making tasks [50, 51].

The k-class probabilistic classifier is considered well-calibrated if the predicted k-dimensional probability vector has a distribution that approximates the distribution of the test instances. A different criterion is introduced with the concept of confidence calibration, which only aims to calibrate the classifier’s most likely predicted class [51].

Multiple probability calibration methods have been proposed in the scientific literature. Among them, we find the post-hoc techniques, which aim to learn a calibration map for a machine learning model based on hold-out validation data. In addition, popular calibration methods for binary classifiers include logistic calibration (Platt scaling), isotonic calibration, Beta calibration, temperature calibration, and binning calibration.

Empirical binning builds the calibration map by computing the empirical frequencies within a set of score intervals. It can therefore capture arbitrary prediction score distributions [52]. Isotonic regression computes a regression assuming the uncalibrated model has a set of non-decreasing constant segments corresponding to bins of varying widths. Given its non-parametric nature, it avoids a model misfit, and due to the monotonicity assumption, it can find optimal bin edges. Nevertheless, training times and memory consumption can be high on large datasets and give sub-optimal results if the monotonicity assumption is violated. Platt scaling [53] aims to transform prediction scores into probabilities through a logistic regression model, considering a uniform probability vector as the target. While the implementation is straightforward and the training process is fast, it assumes the input values correspond to a real scalar space and restricts the calibration map to a sigmoid shape. Probability calibration trees evolve the concept of Platt scaling, identifying regions of the input space that lead to poor probability calibration and learning different probability calibration models for those regions, achieving better overall performance [54]. Beta calibration was designed for probabilistic classifiers. It assumes that the scores of each class can be approximated with two Beta distributions and is implemented as a bivariate logistic regression. Temperature scaling uses a scalar parameter \( T > 0 \) (where \( T \) is considered the temperature) to rescale logit scores before applying a softmax function to achieve recalibrated probabilities with better spread scores between zero and one. It is
frequently applied to deep learning models, where the prediction scores are frequently strongly skewed towards one or zero. Furthermore, the method can be applied to generic probabilistic models by transforming the prediction scores with a logit transform [55]. This enables calculating the score against a reference class and obtaining the ratio against other classes. Nevertheless, the method is not robust in capturing epistemic uncertainty [56]. Finally, the concept of temperature scaling is extended in vector scaling, which considers that a different temperature for each class can be specified, and matrix scaling, which considers a matrix and intercept parameters [51].

Several metrics and methods were proposed to assess the quality of the calibration. Reliability diagrams plot the observed relative frequency of predicted scores against their values. They, therefore, enable to quickly assess whether the event happens with a relative frequency consistent with the forecasted value [57]. On the other hand, validity plots aim to convey the bin frequencies for every bin and therefore provide valuable information regarding miscalibration bounds [58]. Among the metrics, we find the binary ECE, which measures the average gap across all bins in a reliability diagram, weighted by the number of instances in each bin, considering the labeled samples of a test set. In the same line, the binary Maximum Calibration Error computes the maximum gap across all bins in a reliability diagram. Finally, the Confidence Estimated Calibration Error measures the average difference between accuracy and average confidence across all bins in a confidence reliability diagram, weighted by the number of instances per bin. While the ECE metric is widely accepted, research has shown is subject to shortcomings (e.g., using fixed calibration ranges some bins contain most of the data, losing sharpness), and there is agreement that how to measure the probabilistic calibration remains a challenge [59].

While many probability calibration methods and metrics have been developed, we found most of them were conceived considering probability calibration must be done based on some ground truth. Nevertheless, acquiring data for such ground truth is expensive (requires labeled instances), limits the amount of data seen to build such a probability calibration map, and therefore introduces inaccuracies due to the inherent characteristics of the sample. Furthermore, it lacks mechanisms to adapt to concept drift. To address this void, we propose performing empirical binning regardless of the ground truth labels, assuming the classifier could perform with perfect discriminative power in the best case. Furthermore, we developed a metric to assess the discrepancy between such an ideal scenario, the classifier at hand, and the quality of probability calibration we achieved. By doing so, we can leverage a virtually infinite number of data instances to map the prediction scores to a set of bins and maintain an up-to-date probability calibration map. Such a characteristic enables perfect fidelity towards the prediction scores and enhances the probability calibration map over time if no concept drift exists. While such a schema can also provide robustness against concept drift remains a matter of future work.
3 Approximate Model’s Probabilities Calibration

Fig. 1: The figure illustrates two sample histograms: the histogram on the left corresponds to some sub-optimally calibrated classifier, where scores are distributed across multiple values. In contrast, the histogram on the right (reference histogram) corresponds to a perfectly calibrated classifier. The Wasserstein distance between both histograms is the minimum distance between the existing calibration and a perfect one. The distance is weighted with the improvement opportunity regarding the specific classification model.

This research proposes an approximate approach to calibrating machine learning prediction scores to probabilities. The approach is based on histogram calibration, building an initial histogram based on a calibration data set, as it is common practice for probability calibration methods. In a calibration set, we have (a) several prediction scores used to perform the probability calibration and (b) the ground truth labels for the corresponding data instances. Using both, a mapping is created between the prediction scores and the probability of a class outcome. Nevertheless, the limited amount of data in the calibration set can impact the fidelity of the calibration. In particular, the distribution of predictive scores between the calibration set and the predictions performed in a production environment can differ for a histogram-based calibration.

We consider the final prediction of a calibrated model has two sources of error: (a) the classification model, which does not perfectly predict the target class, and (b) the probability calibration technique, which does not produce a perfect probabilistic mapping between the predicted scores and the target class. While metrics and plots exist to assess the quality of the probability calibration, such means require a ground truth on which to evaluate the probability calibration. While the requirement for a ground truth allows for an exact estimate of the classifier on that particular hold-out data, it has at least two drawbacks: (i) it requires labeling certain amount of data to perform the
evaluation, and (ii) such data may not be representative of current or future data distributions observed in a production environment.

To address the abovementioned issues, we propose performing an Approximate Histogram-based Probability Calibration (AHPC). Under the assumption of a perfect classifier, the prediction scores should perfectly discriminate between classes. Therefore, if each prediction equals the ground truth, the calibration technique must only ensure a mapping between the predictive scores and the probabilistic outcome so that the mean predicted probability corresponds to the likelihood of occurrence of positive class events for a given class, and no additional information is required to calibrate the model. Such mapping can be achieved with a histogram, counting the occurrences of the prediction scores with one histogram per class. Furthermore, to ensure we can process a stream with infinite values, we instantiate the histograms with the \textit{t-digest} \cite{prata2017t} online algorithm. The \textit{t-digest} builds small sketches of data to approximate rank-based statistics with high accuracy while remaining robust to skewed distributions. We normalize such predictions to be contained between zero and one and determine the same number of fixed-width bins across classes to ensure the histograms remain comparable.

Given that no classifier performs perfectly, we expect a histogram of predicted probabilities to adopt different shapes. Nevertheless, we know the histogram shape of a perfectly calibrated model for a given class (see Fig. 1). We exploit this fact to propose a metric to measure the goodness of calibration while considering the imperfection of the classification model. To estimate how close the AHPC (or any other probability calibration method) is w.r.t. to the target (ideal) histogram, we use optimal transport \cite{rubner1998survey, cuturi2013sinkhorn}, in particular, we consider the Wasserstein distance between the two histogram distributions. The first histogram is constructed via probability scores predicted for each data instance, and the second histogram corresponds to the ideal scenario. Furthermore, given that the Wasserstein distance between both distributions does not consider the classifiers’ imperfection, we must weigh it with some metric that measures such imperfection. We choose the AUC ROC metric, which is not affected by the class imbalance. AUC ROC can be computed in a multiclass setting with a one-vs-rest or one-vs-one strategy. We measure it on the test set. We propose two metrics, which we name Additive Probability Calibration Score (APCS - see Eq. 1) and Multiplicative Probability Calibration Score (MPCS - see Eq. 2). Both summarize the calibrated models’ performance, considering the classifier’s imperfection and the calibration error incurred due to the lack of ground truth. To ensure the Wasserstein distance remains between zero and one, we compute a density histogram, ensuring the area of the entire histogram equals one. The proposed metrics issue a value between zero and one, and in both cases, the higher the value, the better the model. APCS is zero when the model has no discriminative power and is not calibrated, and one when the model is perfectly calibrated and shows no classification error on the test set. We detail the APCS equation in Eq. 1:
We note $APCS_{AUCROC} = |0.5 - AUCROC_{Classifier_{test}}|$. Here $AUCROC_{Classifier_{test}}$ corresponds to the classifiers’ AUC ROC measured on the test set, $W_1(h_i, h_{ref})$ is the 1-Wasserstein distance between the histogram $h_i$ and the reference histogram $h_{ref}$ and $n$ is the number of classes.

$$APCS = K_{APCS_{AUCROC}} + \sum_{i=1}^{n} \frac{1 - W_1(h_i, h_{ref})}{2 \cdot n} \tag{1}$$

On the other hand, MPCS corresponds to zero when (a) the classifiers’ predictive ability is no better than random guessing, or (b) the Wasserstein distance between histograms is highest (equal to one). Moreover, MPCS corresponds to one when (a) the classifiers’ predictive ability is perfect, and (b) the calibration is perfect w.r.t. the target histogram $h$ of choice. We can express the MPCS equation as in Eq. 2.

$$MPCS = K_{MPCS_{AUCROC}} \sum_{i=1}^{n} \frac{1 - W_1(h_i, h_{ref})}{n} \tag{2}$$

Fig. 2: The figure illustrates three histograms that correspond to ideal cases described in this section: Perfect probability Calibration Model (PCM), Almost Perfect probability Calibration Model with perfect classification performance (APCM), and a probability Calibration Model with Perfect Classification performance, and Perfect Confidence (PCPCCM)
We consider three different cases of ideal target probability scores' histograms to measure the APCS and MPCS (see Fig. 2): (a) a Perfect probability Calibration Model (PCM), (b) an Almost Perfect probability Calibration Model with perfect classification performance (APCM), and (c) a probability Calibration Model with Perfect Classification performance and Perfect Confidence (PCPCCM). In PCM, the predicted probability value corresponds to the likelihood of occurrence of a given class, predicting values between zero and one. APCM has a similar shape, but positive occurrences for a given class occur for a probability score greater than $1/n$ where $n$ is the number of classes. Finally, PCPCCM produces prediction scores that can be translated to a single value (one) predicted for the correct class and zero otherwise. We consider it is not possible to obtain a perfect classification model with perfect probabilities calibration: given a probability score between zero and $1/n$, such cases must satisfy the condition that the likelihood of occurrence of a particular positive event for a given class is close to the probability score. Therefore, such events have a low probability score, resulting in misclassification and harming the model’s discriminative power. On the other hand, if a perfect classification performance is achieved, the probabilistic scores below $1/n$ cannot satisfy the probabilistic condition. Furthermore, we consider that a perfect probability calibration model cannot be achieved with a perfect and perfectly confident classifier, given that the first one emphasizes having a better spread of probability scores. In contrast, the second one attempts to assign the highest possible probability score to the predicted class. It must be noticed that the shape of such histograms is not influenced by class imbalance.

4 Use case

*Philips Consumer Lifestyle BV* in Drachten, The Netherlands, is one of Philips’ biggest development and production centers in Europe. They use cutting-edge production technology to manufacture products ceaselessly. One of their improvement opportunities is related to visual inspection, where they aim to identify when the company logo is not properly printed on the manufactured products. They have multiple printing pad machines, from which the products are handled and inspected on their visual quality and removed if any error is detected. Experts estimate that a fully automated procedure would speed up the process by more than 40%. Currently, there are two defects associated with the printing quality of the logo (see Fig. 3): double prints (the whole logo is printed twice with a varying overlap degree), and interrupted prints (the logo displays small non-pigmented areas, similar to scratches).

Machine learning models can be developed to automate the visual inspection procedure. However, given that such models are imperfect, the manual revision must be used as a fallback to inspect the products about which the uncertainty of the machine learning model exceeds a certain threshold. Such decisions can be made based on simple decision rules, based on quality policies,
and the probability of obtaining a defective product given a particular prediction score. Furthermore, products sent to manual inspection can be prioritized using different criteria to enhance the existing defect detection machine learning model. In this research, we explore the aforementioned capabilities through multiple experiments, building supervised models, leveraging active learning, and comparing six different machine learning algorithms. We do so with a dataset of 3,518 labeled images, all of them corresponding to manufactured shavers.

5 Methodology

5.1 Active Learning strategies

We frame the automated defect detection as a supervised, multiclass classification problem. We used the ResNet-18 model [63] as a feature extractor, extracting 512 values long vectors for each image obtained from the Average Pooling layer. To avoid overfitting, we followed the procedure suggested by Hua et al. [64], and selected the top $K$ features, with $K = \sqrt{N}$, where $N$ is the number of data instances in the train set. Features’ relevance was assessed considering the mutual information score, which measures any kind of relationship between random variables. It is considered that the mutual information score is not sensitive to feature transformations if these transformations are invertible and differentiable in the feature space or preserve the order of the original elements of the feature vectors [65].
To evaluate the models’ and active learning scenarios performance, we applied a stratified k-fold cross validation [66], considering $k=10$ based on recommendations by Kuhn et al. [67]. We used one fold for testing (test set), one for machine learning models’ probabilities calibration (calibration set), three folds to simulate a pool of unlabeled data for active learning (active learning set), and the rest to train the model (train set) (see Fig. 5). Samples are selected from the active learning set to be annotated by the oracle and then added to the training set, on which the models are retrained. In this research, we use two types of oracles: (a) machine oracles, which can be imperfect, and (b) human annotators, which we assume are ideal. We evaluated five machine learning algorithms: Gaussian Naïve Bayes, CART (Classification and Regression Trees, similar to C4.5, but it does not compute rule sets), Linear SVM, kNN, and Multilayer perceptron (MLP).

To evaluate the discriminative power of the machine learning models and how it is enhanced over time through active learning, we computed the AUC ROC metric. Given the multiclass setting, we used the ”one-vs-rest” heuristic, splitting the multiclass dataset into multiple binary classification problems and computing their average, weighted by the number of true instances for each class. In addition, to assess the usefulness of the active learning approaches, we compared the AUC ROC values obtained by evaluating the model against the test fold for the first and last quartiles of instances queried in an active learning setting. We also assess the amount of manual work saved under each active learning setting and the precision of the soft-labeling approaches. Finally, we compare the probability calibration techniques to assess which was most advantageous for this particular use case.

Through different experiments, we aimed to simulate a visual inspection pipeline we expect to exist in a production setting (see Fig. 6). First, a stream of images is directed towards the machine learning model trained to identify possible defects. Then, based on the prediction score, a decision is made whether the manufactured product should remain in the production line or be deferred to manual inspection. If the product is unlikely to be defective, such a decision can be considered a label (we consider it a soft label when not made by a human annotator). The label is then persisted, adding enlarging the existing dataset. The enlarged dataset can be used to retrain the model and replace the existing one after a successful deployment. We provide a detailed description of the experiments in Section 6.
5.2 Probability calibration strategies

To evaluate the probability calibration techniques, we follow a similar procedure described in the previous subsection but avoid the active learning step. Furthermore, we considered a different dataset split (see Fig. 7). After training the machine learning model and calibrating it with the calibration set, we issue a prediction for each instance of the unlabeled data set. We measure four performance metrics: AUC ROC, ECE, APCS, and MPCS. AUC ROC measures the discriminative capability of the model and provides insights into how such capability is affected by different calibration techniques. ECE evaluates the expected difference between the accuracy and confidence of a calibration model. We use it to compare the calibration quality for the multiple calibration techniques. Finally, APCS and MPCS estimate the calibration model’s quality without needing a ground truth. We contrast them against the above-mentioned metrics to measure the calibration methods’ performance without ground truth.
6 Experiments

6.1 Active Learning strategies

Fig. 8: Three oracle settings are explored in this research: (A) human annotator, (B) soft-labeling with classification model’s outcomes for instances with high-confidence scores, and human annotator for instances where the model has low confidence; and (C) which is analogous to (B), but the machine oracle takes into account the classifier’s output score and whether the predicted class matches the class with the shortest distance towards the active sample. In (C), the sample is sent to manual revision if there is a class mismatch in the machine oracle. Samples are only discarded in a streaming setting.

For this research, we explored two active learning settings (pool-based and stream-based), using four distinct strategies to label the queried data instances in an active learning setting. We used two strategies to select data from the active learning set under the pool-based active learning setting: (a) random sampling and (b) instances for which the classification model was most uncertain. The model’s uncertainty was assessed by considering the highest score for a given class for a given instance and selecting the instance with the lowest score among the scores provided for the data instances in the active learning set. In both cases, data were sampled until the set’s exhaustion. Under the streaming active learning setting, a slightly different policy was used. When random sampling was used, a decision was made whether to keep or discard
the instance with a probability threshold of 0.5. Under the highest uncertainty selection criteria, we analyzed the prediction for each data instance and derived it to the oracles for labeling if it was below a certain confidence threshold (p=0.95 or p=0.99).

We experimented with three oracle settings (see Fig. 8): (A) human labeler as the only source of truth, (B) machine oracle (classifier model) for data instances where the classifier had a high certainty, and a human labeler otherwise; and (C) machine oracle (classifier model) for data instances where the classifier had a high certainty, and requesting an additional opinion to another machine oracle when uncertain about the outcome. This second oracle queries the closest labeled image from a set of three randomly picked images (one image per class). In (C), the machine oracle issues a label only when both machine oracles are unanimous on the label; otherwise, the instance labeling is delegated to a human labeler. The decision regarding which oracle to query was made based on the models’ confidence regarding the outcome and a probability threshold set based on manufacturing quality policies.

We set up eight scenarios (see Table 1), and experimented with two quality thresholds (0.95 and 0.99 probability that the item corresponded to a certain class) and five machine learning models. We calibrated the machine learning models using a sigmoid model based on Platt logistic model [68] (see Eq. 3).

**Equation 3** Platt classifier calibration logistic model. $y_i$ denotes the truth label, and $f_i$ denotes the uncalibrated classifier’s prediction for a particular sample. $A$ and $B$ denote parameters that are adjusted when fitting the regressor.

$$P(y_i = 1 \mid f_i) = \frac{1}{1 + exp(Af_i + B)}$$  (3)

| Experiment | AL setting | AL data selection | Oracle                           |
|------------|------------|-------------------|----------------------------------|
| 1          | pool-based | Random sampling   | Human labeler                    |
| 2          | pool-based | Highest uncertainty| Human labeler                    |
| 3          | pool-based | Highest uncertainty| Machine Oracle B + Human labeler |
| 4          | pool-based | Highest uncertainty| Machine Oracle C + Human labeler |
| 5          | stream-based | Random sampling   | Human labeler                    |
| 6          | stream-based | Highest uncertainty| Human labeler                    |
| 7          | stream-based | Highest uncertainty| Machine Oracle B + Human labeler |
| 8          | stream-based | Highest uncertainty| Machine Oracle C + Human labeler |
6.2 Probability calibration strategies

In an automated visual inspection setting, a labeling effort is required to (a) label data to train and calibrate the machine learning models and (b) perform a manual inspection when the models cannot determine the class of a given data instance accurately. To understand how the probability calibration affects the machine learning models, we compare the models’ outcomes predictions against those obtained by (a) not calibrating the model (No calibration) and calibrating the model with (b) a sigmoid model based on the Platt logistic model (Platt), (b) temperature scaling (Temperature), (c) histogram calibration (with ground truth - we name it Histogram), (d) a histogram-based calibration approach (building the calibration map with the calibration set, but no ground truth - we name it AHPC (fixed)), (d) a histogram-based approach (building the calibration map with the calibration set and the rest of the predictions obtained from the unlabeled data on which predictions are issued, without ground truth (see Section 3) we name it AHPC (adaptive)).

In our experiments, we were interested in three aspects: (a) how calibration techniques compare against each other, (b) whether calibrating a model without a ground truth can provide comparable results to models calibrated with ground truth, and (c) if tracking the predictions of a given model can enhance the quality of the calibration model even when no ground truth is provided.

7 Results and Evaluation

7.1 Active Learning strategies

We analyzed the active learning strategies from two points of view. First, whether they contributed to better learning of the machine learning model. Second, how much manual work could be saved by adopting such strategies.

For the first case, we measured the AUC ROC over time (see Table 2). In particular, we contrast the models’ average performance when they consumed data within the Q1 and Q4 of the active learning pool. The best outcomes were observed for Experiment 2 (highest uncertainty with human labeler) settings, while the second-best performance was observed for Experiment 8 (highest uncertainty, with the machine and human oracles). Overall, we found the streaming setting had a better average performance when compared to the pool-based experiments, despite achieving only the second-best results with Platt scaling. Furthermore, we observed that in two cases, the machine learning model degraded its performance between Q1 and Q4. This happened for Experiment 3 \( (p = 0.95) \) and Experiment 4 \( (p = 0.95) \). Given that (a) in both experiments, a machine oracle was used, (b) no performance decrease was observed for \( p = 0.99 \), and (c) that the same setting did not affect the streaming case, we were tempted to conclude that most likely the machine oracles mislabeled certain instances, confusing the model when retrained and therefore reducing the model’s performance over time. Nevertheless, further analysis
Table 2 Mean values for the mean AUC ROC computed across ten folds for five machine learning models. The results show how different active learning policies influence the models’ learning over time (Q1 vs. Q4). We consider two probability thresholds (0.95 and 0.99) as a cut-off for soft labeling. Best results are bolded, and second-best ones are displayed in italics.

| Setup       | Experiment | p=0.95       | p=0.99       |
|-------------|------------|--------------|--------------|
|             | Q1         | Q4           | Q1           | Q4           |
| Pool-based  | 1          | 0.8428       | 0.8612       | 0.8431       | 0.8623       |
|             | 2          | **0.8594**   | **0.8693**   | **0.8594**   | **0.8693**   |
|             | 3          | 0.8398       | 0.8396       | 0.8398       | 0.8398       |
|             | 4          | 0.8349       | 0.8348       | 0.8358       | 0.8358       |
|             | 5          | 0.8460       | 0.8559       | 0.8460       | 0.8559       |
| Streaming   | 6          | 0.8525       | 0.8647       | 0.8529       | 0.8647       |
|             | 7          | 0.8505       | 0.8608       | 0.8529       | 0.8647       |
|             | 8          | **0.8550**   | **0.8665**   | **0.8553**   | **0.8668**   |

revealed a small fraction of soft-labeled data and that most cases were accurately labeled. While soft labeling was detrimental for the pool-based active learning settings, it led to superior results in a streaming setting, achieving results close to the best ones obtained across all experiments.

Table 3 Mean AUC ROC values computed across ten test folds for five machine learning models. The results show how the machine learning models learn over time (Q1 vs. Q4) under the Experiment 2 setting. Furthermore, we analyze if the differences were statistically significant at a p-value=0.95 (DS(p=0.95)). Best results are bolded, and second-best results are displayed in italics.

| Model   | Q1             | Q4             | DS(p=0.95) |
|---------|----------------|----------------|------------|
| MLP     | **0.9309±0.0004** | **0.9448±0.0003** | Yes        |
| SVM     | **0.8788±0.0007** | **0.8767±0.0007** | Yes        |
| NB      | 0.8628±0.0005   | 0.8675±0.0005   | Yes        |
| KNN     | 0.8575±0.0006   | 0.8720±0.0006   | Yes        |
| CART    | 0.7669±0.0007   | 0.7854±0.0008   | Yes        |

In Table 3 we report the performance of machine learning models for Experiment 2 and compare how they performed after Q1 and Q4 of the active learning pool data was shown to them. We found that the best performance was attained by the MLP, followed by the SVM by at least 0.05 AUC ROC points. Furthermore, while the MLP increased its performance over time, the SVM slightly reduced it in Q4. No other model had a performance decrease over time. Since Experiment 2 only considered a human oracle and the annotations are accurate, the performance decrease cannot be attributed to mislabeling. Furthermore, while the model’s discriminative capacity loss could be attributed
to the class imbalance, we consider this improbable, given that the rest of the models could better discern among the classes over time. Finally, the worst results were obtained by the CART model, which lagged a little more than 0.16 AUC ROC points from the best one.

As mentioned at the beginning of this section, another relevant aspect of evaluating active learning strategies is their potential to reduce data annotation efforts. This could be analyzed from two perspectives. First, whether the additional data annotations provide enough knowledge to enhance the models’ performance significantly. If not, the data annotation can be avoided. Second, whether some strategy can be devised (e.g., a machine oracle) to reduce the manual annotation effort. In this work, we focused on the second one. In Table 4, we present the results for a cut-off value of $p=0.95$. For $p=0.99$, we observed that no instances were retrieved and given to machine oracles; therefore, no analysis was performed on them.

When considering the cut-off value of 0.95, we noticed that Platt calibration considered a negligible number of cases for each experiment. While the quality of the annotations was high, using machine oracles would not strongly alleviate the manual labeling effort. The highest amount of soft-labeled instances corresponded to experiments with streaming settings (Experiment 7 and Experiment 8), which soft-labeled 4% and 3% of all data instances, respectively. Furthermore, 96% of samples were correctly labeled in both cases, meeting the quality threshold of $p=0.95$. The decrease in the amount of soft labeled samples for Experiment 8 was due to discrepancies between the machine learning model and the SSIM score. Furthermore, the best machine labeling quality was achieved when considering Oracle C (unanimous vote of two machine oracles). When contrasting with the AUC ROC results obtained for those experiments, we observed that while Experiments 3 and 4 slightly decreased discriminative power, Experiments 7 and 8 increased their performance for at least 0.01 AUC ROC points.

Table 4 Proportion and quality of soft labeling through different settings, considering a predicted probability cut-off value of $p=0.95$. The task required annotating 2460 samples on average. $SL$ (%) denotes the percentage of soft annotated data instances w.r.t. the total, $SL \ OK$ (%) denotes the percentage of correctly soft annotated instances, $ML \ SL \ OK$ (%) denotes the percentage of soft annotated data instances w.r.t. the total that would be correctly annotated considering the ML model score, $SSIM \ SL \ OK$ (%) denotes the percentage of soft annotated data instances w.r.t. the total that would be correctly annotated considering the SSIM score.

| Experiment | $p=0.95$ | $SL$ (%) | $SL \ OK$ (%) | $ML \ SL \ OK$ (%) | $SSIM \ SL \ OK$ (%) |
|------------|----------|----------|---------------|---------------------|----------------------|
| 3          | 0.0077   | 0.9884   | 0.0075        | NA                  |
| 4          | 0.0033   | 0.9756   | 0.0090        | 0.0033              |
| 7          | 0.0143   | 0.9895   | 0.0480        | NA                  |
| 8          | 0.0144   | 0.9907   | 0.0484        | 0.0334              |
7.2 Probability calibration strategies

We present the results obtained when comparing the probability calibration techniques in two tables: Table 5 and Table 6. Table 5 describes the AUC ROC, ECE, and MPCS metric values obtained w.r.t. the three ideal histograms. Furthermore, we include the $MPCS - K_{MPCS_{AUCROC}}$ and $K_{MPCS_{AUCROC}}$ components to distinguish better how the models’ classification error and calibration imperfection influence the final MPCS scores. Similarly, Table 6 describes the AUC ROC, ECE, and APCS metric values obtained w.r.t. the three ideal histograms. Again, we include the $APCS - K_{APCS_{AUCROC}}$ and $K_{APCS_{AUCROC}}$ components, to distinguish better how the models’ classification error and calibration imperfection influence the final APCS scores.

In all but one case (for the CART model), the Histogram calibration (with ground truth) performed best when considering the ECE metric. The second best calibration technique was the Platt scaling, following the same pattern as the Histogram calibration technique. Furthermore, Platt scaling led to superior AUC ROC scores in three of five cases, with Histogram calibration (with ground truth) as second best in three of five cases. Using the AHPC technique did not strongly impact the AUC ROC metric, providing enhancements or a slight detriment to the final models’ discriminative power no larger than 0.04 AUC ROC points. When considering the calibration quality, we found that the AHPC technique had the worst ECE scores in all cases but one and was even surpassed by the performance obtained by models’ scores alone, without calibration. The best performance was obtained by the Histogram calibration (with ground truth) and the second best by the Platt scaling technique.

Analyzing the values obtained for the MPCS metrics, we found that for the PCPCCM setting, the best and second-best results corresponded to the models with the highest AUC ROC values and usually the best or second-best ECE score. While we expected a strong influence of the ROC AUC score on the MPCS metric for the PCPCCM case, we were surprised to observe a correlation with the ECE score, given the difference between the target shape of the ideal case pursued by the ECE metric and the PCPCCM histogram. Results w.r.t. ideal histograms PCM and APCM differed w.r.t. the PCPCCM case. While MPCS for PCM and APCM identified the same cases as best-performing models, minor discrepancies were observed for the second-best ones. We consider the metrics reflected our expectations regarding the MPCS behavior for both cases, given the similarity between both ideal histograms. The discrepancies for the second-best models only reinforced the usefulness of both metrics to assess the behavior of the calibration techniques w.r.t. the desired outcome.

When considering the results obtained for the APCS metrics, we did not find a clear winner among the calibration techniques.

Analyzing the values obtained for the MPCS metrics, we found that for the PCPCCM setting, the best and second-best results corresponded to the models with the highest AUC ROC values and usually the best or second-best ECE score. While we expected a strong influence of the ROC AUC score on the MPCS metric for the PCPCCM case, we were surprised to observe a correlation with the ECE score, given the difference between the target shape of the ideal case pursued by the ECE metric and the PCPCCM histogram. Results w.r.t. ideal histograms PCM and APCM differed w.r.t. the PCPCCM case. While MPCS for PCM and APCM identified the same cases as best-performing models, minor discrepancies were observed for the second-best ones. We consider the metrics reflected our expectations regarding the MPCS behavior for both cases, given the similarity between both ideal histograms. The discrepancies for the second-best models only reinforced the usefulness of both metrics to assess the behavior of the calibration techniques w.r.t. the desired outcome.

When considering the results obtained for the APCS metrics, we did not find a clear winner among the calibration techniques.
the MPCS metric for the PCPCCM case, we were surprised to observe a correlation with the ECE score, given the difference between the target shape of the ideal case pursued by the ECE metric and the PCPCCM histogram. Results w.r.t. ideal histograms PCM and APCM differed when compared against the PCPCCM case. Depending on the machine learning model, we observed that Platt scaling, Temperature calibration, or AHPC were considered best. While MPCS for PCM and APCM identified the same best-performing models, minor discrepancies were observed for the second-best ones. We consider the measured values reflected our intuition regarding the MPCS behavior for both cases, given the similarity between both ideal histograms. The discrepancies for the second-best models only reinforced the usefulness of both metrics in assessing the behavior of the calibration techniques against the desired outcome.

To understand how the APCS and MPCS reflect the information present at the ECE score (computed with ground truth), we computed the Pearson correlation between ECE and the APCS or MPCS scores. For the APCS score, we found that the strongest correlation is displayed for the PCM setting (Pearson correlation of 0.08), while it weakened by at least 0.03 points for the remaining two settings. Furthermore, the correlation between ECE and the component described by the Wasserstein distance ($\text{APCS} - K_{\text{APCS} \text{AUCROC}}$) was 0.39 for the PCPCCM setting, followed by the rest of the settings by at least 0.03 points. Considering the case of the MLP model alone, which achieved the highest AUC ROC results, we validated that the correlations were more pronounced. Such strong correlations signal that information regarding the ground truth measured by the ECE metric was also captured by the APCS metric while not requiring such a ground truth and relying on the model’s predictions alone. For the particular case of the MLP model, we measured a Pearson correlation between 0.58 and 0.74. Again, the highest correlation was measured for the PCM case. Furthermore, when considering only the component described by the Wasserstein distance ($\text{APCS} - K_{\text{APCS} \text{AUCROC}}$), PCM and APCM displayed a correlation higher than 0.99, while for PCPCCM, we measured a correlation value of -0.59.

For the MPCS score, we found that the strongest correlation with the ECE metric was measured for the PCM setting (Pearson correlation of 0.13). The second-highest correlation was measured for the APCM setting (0.10), while the PCPCCM almost did not correlate with the ECE metric. The highest correlation between ECE and the component described by the Wasserstein distance ($\text{APCS} - K_{\text{MPCS} \text{AUCROC}}$) was 0.35 (PCM setting), followed by the rest of the settings by at least 0.06 points. Considering the case of the MLP model alone (highest AUC ROC among the models), the correlation between ECE and MPCS was 0.81 for PCM, 0.74 for APCM, and -0.35 for PCPCCM. Furthermore, when considering only the component described by the Wasserstein distance ($\text{APCS} - K_{\text{APCS} \text{AUCROC}}$), PCM and APCM displayed a correlation higher than 0.98, while for PCPCCM, we measured a correlation value of -0.53.
When considering the AHPC (adaptive) setting, we observed that in two cases the quality of calibration improved over time (achieved lower ECE after adjusting the histogram values with the "unlabeled" data set), in two cases it worsened, and in one case it remained the same. Therefore we conclude that further experimentation is required to understand if such a method can get competitive results over time against the rest of the methods and whether the adaptive setting can be beneficial in the face of concept drift.

While calibrating the model without a ground truth (AHPC in fixed or adaptive mode) did not provide comparable results to existing calibration techniques, we consider further work is required to understand (a) whether the technique is better suited to certain machine learning models, (b) if a greater amount of unlabeled data can enhance the final performance of such a technique and make its’ performance comparable to existing methods that require a ground truth, and (c) whether the AHPC method can provide some level of probability calibration and resilience when concept drift takes place.

8 Conclusions and Future Work

In this work, we explored active learning with multiple oracles to alleviate the manual inspection of manufactured products and the labeling of inspected products. Our active learning settings can save up to four percent of the manual inspection and data labeling load while not compromising on the quality of the outcome for a quality threshold of $p=0.95$. Furthermore, we compared multiple probability calibration techniques, proposed a probability calibration technique that does not require a ground truth, and two metrics to measure the quality of the model, summarizing its capacity to discriminate between classes and to produce adequate probability scores. Through the experiments, we demonstrated that the proposed metrics capture relevant data otherwise summarized in the ECE metric - a popular metric to measure the quality of a probability calibration model. Furthermore, the APCS and MPCS metrics capture such information without needing ground truth data.

We envision multiple lines of investigation for future work. Regarding active learning, we are interested in enriching our current setup by adopting different strategies to decide how interesting an upcoming image is (e.g., learning distance metrics for each class) and enhancing the calibration techniques to display the desired behavior for high-confidence thresholds. Regarding probabilities calibration, we will conduct further research regarding the AHPC technique to understand how it can be improved and if using a larger amount of predicted scores can enhance its performance to achieve competitive results against other probability calibration techniques. Finally, we will explore how robust the proposed technique is against concept drift and whether it provides advantages against other calibration techniques in such a setting.
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Table 5  The results were obtained for different models and probability calibration techniques. Best results (per model) are bolded, and second-best are shown in italics. We measure the models’ discriminative power (AUC ROC), quality of calibration considering a ground truth (ECE), and quality of calibration without considering a ground truth for three ideal target states (MPCS for histograms PCM, APCM, and PCPCCM). We decompose the MPCS metric reporting the $K_{\text{MPCS}_{\text{AUCROC}}}$ and $PCS - K_{\text{MPCS}_{\text{AUCROC}}}$, to inform better how the calibration and models’ imperfection contribute to the final score.

| Model | Calibration | AUC ROC | ECE | PCM | PCPCCM | PCM | PCPCCM | APCM | PCM | PCPCCM |
|-------|-------------|---------|-----|-----|--------|-----|--------|-------|-----|--------|
| CART  | No calibration | 0.7460  | 0.6060 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 |
|       | Histogram | 0.7363  | 0.6060 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 |
|       | Temperature | 0.7471  | 0.5215 | 0.3402 | 0.3402 | 0.3402 | 0.3402 | 0.3402 | 0.3402 | 0.3402 |
|       | AIPC (fixed) | 0.7410  | 0.5518 | 0.3402 | 0.3402 | 0.3402 | 0.3402 | 0.3402 | 0.3402 | 0.3402 |
|       | AIPC (adaptive - start) | 0.7350  | 0.5518 | 0.3402 | 0.3402 | 0.3402 | 0.3402 | 0.3402 | 0.3402 | 0.3402 |
|       | AIPC (adaptive - end) | 0.7310  | 0.5518 | 0.3402 | 0.3402 | 0.3402 | 0.3402 | 0.3402 | 0.3402 | 0.3402 |
|       | No calibration | 0.7460  | 0.6060 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 |
|       | Histogram | 0.7363  | 0.6060 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 |
|       | Temperature | 0.7471  | 0.5215 | 0.3402 | 0.3402 | 0.3402 | 0.3402 | 0.3402 | 0.3402 | 0.3402 |
|       | AIPC (fixed) | 0.7410  | 0.5518 | 0.3402 | 0.3402 | 0.3402 | 0.3402 | 0.3402 | 0.3402 | 0.3402 |
|       | AIPC (adaptive - start) | 0.7350  | 0.5518 | 0.3402 | 0.3402 | 0.3402 | 0.3402 | 0.3402 | 0.3402 | 0.3402 |
|       | AIPC (adaptive - end) | 0.7310  | 0.5518 | 0.3402 | 0.3402 | 0.3402 | 0.3402 | 0.3402 | 0.3402 | 0.3402 |
|       | No calibration | 0.7460  | 0.6060 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 |
|       | Histogram | 0.7460  | 0.6060 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 |
|       | Temperature | 0.7460  | 0.6060 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 |
|       | AIPC (fixed) | 0.7460  | 0.6060 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 |
|       | AIPC (adaptive - start) | 0.7460  | 0.6060 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 |
|       | AIPC (adaptive - end) | 0.7460  | 0.6060 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 |
|       | No calibration | 0.7460  | 0.6060 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 |
|       | Histogram | 0.7460  | 0.6060 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 |
|       | Temperature | 0.7460  | 0.6060 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 |
|       | AIPC (fixed) | 0.7460  | 0.6060 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 |
|       | AIPC (adaptive - start) | 0.7460  | 0.6060 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 |
|       | AIPC (adaptive - end) | 0.7460  | 0.6060 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 | 0.3382 |

This document is the property of the STAR consortium and shall not be distributed or reproduced without the formal approval of the STAR Management Committee. The content of this report reflects only the authors’ view. The European Commission is not responsible for any use that may be made of the information it contains.

**Declarations**

**Conflict of interest**

The authors have no competing interests to declare that are relevant to the content of this article.
Table 6 The results were obtained for different models and probability calibration techniques. Best results (per model) are bolded, and second-best are shown in italics. We measure the models’ discriminative power (AUC ROC), quality of calibration considering a ground truth (ECE), and quality of calibration without considering a ground truth for three ideal target states (APCS for histograms PCM, APCM, and PCPCCM). We decompose the APCS metric reporting the $K_{\text{APCS}_{\text{AUCROC}}}$ and $PCS - K_{\text{APCS}_{\text{AUCROC}}}$, to inform better how the calibration and models’ imperfection contribute to the final score.

| Model | Calibration | AUC ROC | ECE | PCM | APCM | $K_{\text{APCS}_{\text{AUCROC}}}$ | $PCS - K_{\text{APCS}_{\text{AUCROC}}}$ |
|-------|-------------|---------|-----|-----|------|----------------------------------|----------------------------------------|
| CART  | No calibration | 0.7562 | 0.0199 | 0.1692 | 0.2760 | 0.8772 |
|       | Histogram    | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | Platt        | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | Temperature  | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | ARPC (fixed) | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | ARPC (adaptive - start) | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | ARPC (adaptive - end) | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
| KNN   | No calibration | 0.7562 | 0.0199 | 0.1692 | 0.2760 | 0.8772 |
|       | Histogram    | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | Platt        | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | Temperature  | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | ARPC (fixed) | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | ARPC (adaptive - start) | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | ARPC (adaptive - end) | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
| NB    | No calibration | 0.7562 | 0.0199 | 0.1692 | 0.2760 | 0.8772 |
|       | Histogram    | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | Platt        | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | Temperature  | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | ARPC (fixed) | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | ARPC (adaptive - start) | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | ARPC (adaptive - end) | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
| MLP   | No calibration | 0.7562 | 0.0199 | 0.1692 | 0.2760 | 0.8772 |
|       | Histogram    | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | Platt        | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | Temperature  | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | ARPC (fixed) | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | ARPC (adaptive - start) | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | ARPC (adaptive - end) | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
| SVM   | No calibration | 0.7562 | 0.0199 | 0.1692 | 0.2760 | 0.8772 |
|       | Histogram    | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | Platt        | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | Temperature  | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | ARPC (fixed) | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | ARPC (adaptive - start) | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
|       | ARPC (adaptive - end) | 0.7562 | 0.0222 | 0.1692 | 0.2760 | 0.8772 |
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