Multiscale Features of the Near-Hermean Environment as Derived Through the Hilbert-Huang Transform
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The interaction between the interplanetary medium and planetary environments gives rise to different phenomena on several temporal and spatial scales. Here, we propose for the first time, the application of the Hilbert-Huang Transform (HHT) to characterize both the local and global properties of Mercury’s environment as seen during two Mercury Surface, Space Environment, Geochemistry and Ranging (MESSENGER) flybys. In particular, we compute the energy-time-frequency distribution of the observed magnetic field components and the reconstruction of these signals at large, magnetohydrodynamics (MHD) and kinetic scales through the empirical mode decomposition. We show that the HHT analysis allows to capture and reproduce some interesting features of the Hermean environment such as flux transfer events (FTEs), Kelvin-Helmholtz vortices, and ultralow frequency (ULF) wave activity. Moreover, our findings support the ion kinetic nature of the Hermean plasma structures, the characterization of the magnetosheath by anisotropic ion-kinetic intermittent fluctuations, superimposed to both MHD fluctuations and large-scale field structure. Our approach has proven to be very promising for characterizing the structure and dynamics of planetary magnetic field at different scales, for identifying the boundaries, and for discriminating the different scale-dependent features of global and local source processes that can be used for modeling purposes.
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1. INTRODUCTION

The interplanetary medium significantly affects the dynamics of planetary environments by means of energy and mass transfer processes [1]. This interaction involves several types of phenomena such as magnetic reconnection, plasma instabilities, magnetic flux transport, particle precipitation, turbulence, and waves [2]. The main features of planetary magnetospheres are usually described in the magnetohydrodynamic (MHD) approximation, although some assumptions are not valid for properly describing the ionospheres, i.e., the electrically non-neutral layers of planetary environments [2]. In addition, almost all planetary environments are also characterized by sub-ion/kinetic processes [3, 4] such as wave-particle interactions, damping processes, and...
stochastic heating [5, 6], thus not properly described in the MHD framework [7]. The basic structure of the magnetosphere of the planets is quite similar and can be understood by scaling the Earth’s case, although the dynamical features peculiar to the specific body are completely dependent on its intrinsic/induced nature [8], on the different particle population and plasma composition (especially the presence of heavy ions) [9–11], and on the effects of solar transient phenomena impacting their boundaries [12, 13] and affecting planetary exospheres [14] and environments [15, 16]. Indeed, planetary ionospheres play a key role in planets with small and/or no significant internal magnetic field (such as Venus and Mars) in deflecting solar wind plasma and forming induced magnetospheres; on the contrary, planets with intrinsic main magnetic fields (such as Earth and Mercury) stand off the solar wind plasma flow that modifies its bipolar shape into a comet-like one [17]. Whether induced or intrinsic, these systems are characterized by a wide variety of phenomena occurring on different temporal and spatial scales, as well as in different surrounding regions, which need to be properly identified and investigated [1, 17].

A feasible way to characterize the existence of different dynamical processes within complex systems such as planetary magnetospheres is the investigation of scale-invariant features, allowing proper identification of different regimes by deriving global information on a common description of the fundamental features [18]. However, when measurements come from different surrounding planetary regions, a global investigation only can lead to misleading results due to the fact that scale-invariant properties, structures, and phenomena are localized (i.e., have a smaller spatial scale). This warning/limit needs to be carefully considered when investigating dynamical features at the boundaries of planetary magnetospheres, for example, when crossing the bow shock surface or the magnetopause [3, 8, 19]. Indeed, the local properties of the ambient solar wind could be completely different with respect to the nearest regions, e.g., the foreshock region, which could in turn be different from the magnetosheath and/or the inner magnetosphere. These options mark serious concerns also on theoretical and modeling implications for understanding fundamental mechanisms of turbulence, intermittency, magnetic reconnection, particle acceleration, and transport in space plasmas [17, 20]. Thus, suitable data analysis methods that take into account local features of data, and at the same time allow to characterize global characteristics and scale-invariant features, should be considered for the investigation of the dynamical features of the different regions of planetary environments and of the ambient solar wind [21].

In this paper, we provide the first application of the Hilbert-Huang Transform (HHT) to investigate the near-Mercury electromagnetic environment as observed during two Mercury Surface, Space Environment, Geochemistry and Ranging (MESSENGER) flybys. Our results look encouraging also in light of the next flybys around Mercury by BepiColombo (the first in October 2021). Our goal is to provide a useful tool for discerning between the different regions crossed by spacecraft during planetary flybys. Indeed, our findings will help to characterize the structure and dynamics of planetary magnetic field at different scales as well as to identify some interesting features of the Hermean environment such as flux transfer events (FTEs), Kelvin-Helmholtz vortices, and ultralow frequency (ULF) wave activity, or to detect the “effective” planetary magnetic field that can be used for modeling purposes.

The paper is organized as follows: section 2 presents data used in this study, while section 3 describes the HHT method. Section 4 shows the results of our analysis and discusses different features and outcomes. Finally, a summary of our main findings and future perspectives are given in section 5.

2. DATA

The MESSENGER mission has been designed to investigate the features of Hermean environment, the chemical composition of its surface, and the nature of Mercury’s exosphere and magnetosphere [22]. MESSENGER was launched on August 3, 2004 at 06:15 UT and reached Mercury’s orbit on March 18, 2011, after a sequence of Earth, Venus and Mercury flybys. In the following, we concentrate on the first and the second Mercury flybys on January 14, 2008 and October 6, 2008, respectively, for which measurements at the highest resolution are available. Among the whole list of MESSENGER instruments we used, data collected from the magnetometer (MAG) instrument, a miniature three-axis ring-core fluxgate magnetometer with low-noise electronics, sampling magnetic field values simultaneously by three 20-bit analog-to-digital converters at $\Delta f = 20$ Hz and having a fine range of $\pm 1,530$ nT full scale (0.047-nT resolution) [23]. MAG data are released at the highest resolution of 20 Hz without applying digital filters, at lower resolutions between 1 and 10 Hz by means of the use of digital filters at Nyquist frequency, and sub-sampled in the frequency range 0.01–0.5 Hz by using a 0.5-Hz filter [23]. During both periods of interest MAG collected data at the highest frequency resolution of 20 Hz which have been retrieved from the automated multi-dataset analysis (AMDA) DataBase at http://amda.irap.omp.eu/desktop.php. We considered a 6-h length time interval centered at the time of the closest approach, corresponding to the time intervals 16:00–22:00 UT and 06:00–12:00 UT for both flybys, respectively. Figure 1 reports the trajectories of both flybys, while MAG data are reported in Figure 2 in the Mercury Solar Orbital (MSO) reference system (i.e., X pointing from Mercury to the Sun, Z pointing northward and orthogonal to Mercury’s orbital plane, and Y oriented according to a right-handed orthogonal coordinate system).

As it can be seen in the left panel of Figure 2, during the first Mercury flyby, the MESSENGER crossed the bow shock surface in the inbound and outbound at 18:08 and 19:18 UT on January 14, 2008, respectively, while the inbound and outbound magnetopause crossings occurred at 18:43 and 19:14 UT, respectively. The closest approach was at a distance of 200 km and occurred near the local midnight [3]. Several kinds of processes were observed during this flyby as FTEs at the boundary of the magnetosheath, ULF wave activity, and Kelvin-Helmholtz vortex-like structures [3, 4]. Moreover, MESSENGER passed near the center of the cross-tail current
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sheet and registered the highest value of the magnetic field intensity as the closest approach was reached, with the inner magnetosphere region (see Figure 1) dominated by the bipolar planetary magnetic field of Mercury, then decreased until the MESSENGER exited the magnetosphere and went toward the ambient solar wind [3, 23].

The second Mercury flyby was characterized by a similar nightside near-equatorial magnetosphere trajectory, slightly tilted with respect to the first one, again approaching Mercury from the flanks and exiting the magnetosphere not far from the magnetopause and bow shock nose. The inbound and outbound bow shock and magnetopause crossings occurred at 07:19 and 08:54 UT and at 08:11 and 08:49 UT, respectively (right panel of Figure 2, [20]). The spacecraft again passed near the cross-tail current sheet and the closest approach occurred at an altitude of ~250 km. During this transit, the mean interplanetary magnetic field was southward and two FTEs were also observed just inside the dawn magnetopause and in the magnetosheath [25].

3. THE HILBERT-HUANG TRANSFORM

The HHT is a powerful and relatively novel method designed for investigating the instantaneous (local) features of time series by combining the Empirical Mode Decomposition (EMD) and the Hilbert Spectral Analysis (HSA) [26]. It works very well with non-stationary and nonlinear data due to its empirical approach, rather than as a theoretical tool for other common transforms (Lomb-Scargle, Fourier, and Wavelets) [26]. Indeed, by means of the concept of instantaneous frequency introduced by the HHT, it is possible to overcome some limitations of common data analysis methods that are not suitable to carry out local information, producing misleading results and requiring many components to build up a decomposition that corresponds to non-stationary data [27]. Below, we briefly recall the main characteristics of the EMD and the HSA procedures.

![Figure 1: The trajectories in the X_MS0 - Y_MS0 plane for the first (red) and the second (blue) Mercury flyby, respectively. The gray and the black lines refer to the bow shock and magnetopause models [3, 24], respectively. Time labels refer to the 2 days (i.e., January 14, 2008 and October 6, 2008) and are expressed in UT.](image1)

![Figure 2: Magnetic field components in the MSO reference frame measured during the first (left) and the second (right) Mercury flyby. The vertical dashed and dotted lines refer to the bow shock and magnetopause crossings, respectively.](image2)
3.1. Empirical Mode Decomposition

The EMD is the fundamental part of the HHT since it allows to derive embedded components that are suitable for the next step of the HSA [26]. The EMD allows to decompose any complicated dataset \( \mathcal{X}(t) \) into a finite and small number of oscillating components \( C_k(t) \) and a non-oscillating residue \( \mathcal{R}(t) \) as

\[
\mathcal{X}(t) = \sum_{k=1}^{N} C_k(t) + \mathcal{R}(t).
\]  

(1)

Each empirical mode or intrinsic mode function \( C_k(t) \) is a function having the same (or differing at most by one) number of extrema and zero crossings and a zero-average mean envelope derived from local maxima and minima envelopes. They are derived via an iterative process, known as sifting process, without leaving the time domain. As a consequence, EMD is adaptive, highly efficient, free of any a-priori constraints, and can be applied to nonlinear and non-stationary processes [26].

The sifting process is an iterative algorithm which exploits the local properties of time series to derive embedded oscillations known as intrinsic mode functions or empirical modes. The first step is to derive a zero-mean signal

\[
S(t) = X(t) - \langle X(t) \rangle,
\]

being \( \langle \ldots \rangle \) the time average, and to identify its local maxima \((t_n, \mathcal{S}_n)\) and minima \((t_n, \mathcal{S}_n)\). Then, they are separately interpolated by using a cubic spline to derive the so-called upper \( \mathcal{U}(t) \) and lower \( \mathcal{L}(t) \) envelopes, from which the mean envelope is obtained as

\[
\mathcal{M}(t) = \frac{\mathcal{U}(t) + \mathcal{L}(t)}{2}.
\]

(3)

At this stage a candidate “intrinsic mode function” is obtained as \( D_1(t) = S(t) - \mathcal{M}(t) \). However, after the first round of sifting, new extrema can be generated such that \( D_1(t) \) cannot satisfy the requirements to be classified as an intrinsic mode function, i.e., having the same (or differing at most by one) number of extrema and zero crossings whose envelopes are symmetric with respect to zero [26]. Thus, \( D_1(t) \) is now treated as a new time series whose upper \( \mathcal{U}_1(t) \), lower \( \mathcal{L}_1(t) \), and mean \( \mathcal{M}_1(t) \) envelopes are derived, thus producing another candidate intrinsic mode function \( D_{11}(t) \). The above steps are repeated \( n \) times until the so-called candidate “intrinsic mode function” \( D_{1n}(t) = D_{1(n-1)}(t) - \mathcal{M}_n(t) \) satisfies the requirements to be classified as an intrinsic mode function, thus obtaining the first empirical mode \( C_1(t) \) [26]. Then, \( C_1(t) \) is subtracted to the zero-mean signal \( S(t) \) and, since the new signal \( \mathcal{R}_1 = X(t) - C_1(t) \) still contains longer period oscillations, it requires to be subjected to the same sifting process as described above. The sifting process ends when no more oscillating functions can be extracted out, e.g., when the final residue \( \mathcal{R}(t) \) of the decomposition is obtained [26]. Since an infinite number of iterations is ideally required to derive the decomposition basis, Huang et al. [26] proposed to stop the sifting process when the sum of the difference between successive steps is defined as

\[
\sigma_n = \sum_j \frac{|D_{1n}(t_j) - D_{1(n+1)}(t_j)|^2}{D_{1n}(t_j)^2}
\]

(4)

is less than a fixed value \( \epsilon \in [0.2, 0.3] \). This criterion has been refined by Flandrin et al. [28] by the so-called threshold method based on two thresholds, \( \theta_1 \) and \( \theta_2 \), to guarantee globally small fluctuations (as in [26]) and to avoid locally large excursions [28]. For our analysis we used the threshold method proposed by Huang et al. [26] by setting \( \epsilon = 0.2 \), although no significant differences, both in terms of the extracted number of IMFs and their shapes, are found between the two criteria [27, 28].

3.2. Hilbert Spectral Analysis

The derived empirical modes guarantee a well-behaved HSA, i.e., the use of the Hilbert Transform (HT) to write each \( C_k(t) \) as modulated both in amplitude and in phase [26]. Thus, given an empirical mode \( C_k(t) \), its Hilbert Transform \( \mathcal{C}_k^H(t) \) is defined as:

\[
\mathcal{C}_k^H(t) = \pi^{-1} \mathcal{P} \int_{0}^{\infty} \frac{C_k(t')}{t-t'} dt',
\]

(5)

where \( \mathcal{P} \) is the Cauchy principal value. Basically, this is the convolution of \( C_k(t) \) with 1/t. By defining the complex signal

\[
\mathcal{Z}_k(t) = C_k(t) + i \mathcal{C}_k^H(t) = A_k(t)e^{i\Phi_k(t)}
\]

(6)

we obtain

\[
A_k(t) = \sqrt{C_k(t)^2 + C_k^H(t)^2},
\]

(7)

\[
\Phi_k(t) = \tan^{-1}\left[\frac{C_k^H(t)}{C_k(t)}\right],
\]

(8)

where \( A_k(t) \) and \( \Phi_k(t) \) are the instantaneous amplitude and phase of the \( k \)th empirical mode, respectively. Equations (5)–(8) are also known as the Carson-Gabor representation of time series, allowing to represent signals in the time-frequency plane in terms of so-called “information diagrams” [29, 30]. In this way we are able to carry out local information on the amplitude and phase variability, being both \( A_k(t) \) and \( \Phi_k(t) \) time-dependent [26]. Moreover, also a novel concept of instantaneous frequency [31, 32] immediately comes out as:

\[
f_k(t) = (2\pi)^{-1} \frac{d\Phi_k(t)}{dt},
\]

(9)

from which a typical mean timescale of oscillation can be derived for each empirical mode as:

\[
\tau_k = \langle f_k^{-1}(t) \rangle.
\]

(10)

These two novel concepts of instantaneous amplitude and phase are fundamental for avoiding a-priori mathematical assumptions, thus allowing to derive local features in time. Indeed, the time-dependent amplitude \( A(t) \) is particularly suitable for correctly
dealing with nonlinear features of time series, while the time-dependent phase $\Phi(t)$ is efficient for deriving non-stationary characteristics. Moreover, the sifting algorithm allows to obtain oscillating components on different timescales, thus properly investigating processes of different origin and with different features [26].

Thus, after performing the Hilbert transform on each empirical mode we may write the original data as

$$\mathcal{X}(t) = \sum_{k=1}^{N} A_k(t) \cos \left[ \int_{t}^{t'} 2\pi f_k(t) \, dt' \right] + \mathcal{R}(t)$$

(11)

enabling us to represent the overall energy of the time series in a time–frequency plane by contouring the squared amplitude of the whole set of empirical mode, thus defining the so-called Hilbert-Huang energy spectrum $S(t,f) \equiv A_k(t)^2$ [26]. In this way, local (temporal) information at different frequencies can be simply derived (thus providing a powerful measure of the instantaneous contribution of the different processes [26]). The Hilbert-Huang energy spectrum $S(t,f)$ is exactly equivalent to a spectrogram, i.e., a visual representation of the spectrum of frequencies of a signal as it varies with time, as obtained for other transforms (e.g., Fourier or Wavelet, although usually termed “scalogram”). Moreover, global information at different frequencies can be easily exploited by defining the marginal power spectral density $\mathcal{H}(f)$ as the time-integrated version of $S(t,f)$, e.g.,

$$\mathcal{H}(f) = \int_{t}^{t'} S(t',f) \, dt'.$$

(12)

$\mathcal{H}(f)$ offers a measure of the total energy contribution from each frequency value, representing the cumulated energy over the entire data span, in a similar way to the Fourier power spectral density [26]. The concept can be rapidly expanded to all statistical moments $q \geq 0$ by defining

$$\mathcal{H}_q(f) = \int_{t}^{t'} S^q(t',f) \, dt',$$

(13)

allowing us to investigate scale-invariant features and scaling-law behavior, since in case of scale-invariance, we have:

$$\mathcal{H}_q(f) \sim f^{-\xi(q)}$$

(14)

being $\xi(q)$ the Hilbert-based scaling exponent, which can be easily associated with the classical scaling exponent $\zeta(q)$ obtained via the structure function analysis as $\zeta(q) = \xi(q) - 1$. This approach has been widely applied to characterize scale-invariant properties of fluid turbulence (e.g., [33]), also in the case of passive scalar turbulence (e.g., [34]), as well as, space plasma turbulence (e.g., [21]).

### 4. RESULTS AND DISCUSSIONS

Applying the EMD we obtained a set of $N_1 = \{20, 23, 24\}$ and $N_2 = \{23, 25, 26\}$ empirical modes for each magnetic field component measured during the first and the second Mercury flybys, respectively. It is important to note that the EMD acts as a sort of dyadic filter [28], and it is expected to filter out a number of empirical modes of the order of $\log_2(N_0)$, where $N_0$ is the number of points of the considered time series. In our case $N_1 = 432,000$ (i.e., 6 h at 1/20 s sampling time), thus $\log_2(N_1) \sim 18$. Since the number of extracted modes is larger than the expected one, the studied time series have a more complex structure and store a larger information content than a purely stochastic noise [28, 35–37]. Thus, they can be used as representatives of fluctuations in a specific range of scales, and can be related to a wide class of physical processes [35]. However, the evidence of this power-law behavior only provides global information on the overall dynamical features of the Hermean electromagnetic environment as observed during the two flybys. To derive local information in the time–frequency (scale) plane, we evaluated the Hilbert-Huang energy spectrum $S(t,\tau)$ for each magnetic field component as shown in Figure 3. It can be noted that both flybys’ measurements are characterized by highly non-stationary features since the Hilbert-Huang energy spectrum $S(t,\tau)$ shows a clear dependence on time across the whole scale range [26]. It is also evident from Figure 3 that the energy increases on the whole scale spectrum as the MESSENGER approached the inner magnetosphere, reaching its maximum around the closest approach time (bright yellow area). This can be simply related to the difference in terms of magnetic field intensity in the inner magnetosphere, being about 1–2 orders of magnitude higher than ambient solar wind (few nT vs. tens/hundreds of nT). Moreover, an additional increase is found for magnetic field fluctuations at shorter scales [below the ion-cyclotron scale $\tau_\zeta = 1/f_\zeta = m_i/(q_i B)$] in the magnetosheath which could be the effect of the rich diversity of non-MHD–type fluctuations [4] (see the region below the white line in Figure 3).

If we look at the different regions separately some additional features can be noticed. The ambient solar wind shows classical signatures of the MHD fluctuations within the so-called MHD (inertial) range $\tau \in [\tau_\zeta, \tau_f]$, being $\tau_f \sim 5 \times 10^2$ s the large-scale break usually associated with the beginning of the large-scale forcing-dominated regime) [21, 38], together with less pronounced non-MHD fluctuations. It is apparent in Figure 3 that the Mercury’s magnetosheath is clearly dominated by kinetic fluctuations at $\tau < \tau_\zeta$, especially in the outbound region when the MESSENGER approached again the ambient solar wind (i.e., 19:14–19:18 and 08:49–08:54 UT for the first and the second flyby, respectively), mixed with both MHD fluctuations and large-scale processes ($\tau \gtrsim \tau_f$) which can drive topological changes of the magnetic field configuration, quite similar to the Earth’s magnetosheath ones [39]. This region is indeed characterized by small-scale processes associated with the development of ULF wave activity and MHD-like processes such as instabilities and flux-transfer phenomena [3]. Finally, the inner magnetosphere is characterized by large-scale high-energy fluctuations, representative of the main structure of the magnetosphere, and MHD-type processes when the innermost regions are crossed. Interestingly, the clear difference between the Hermean magnetosphere and the ambient solar wind across the whole frequency range seems to support the existence of two distinct regions within a stable and steady-state overall configuration of the near-Mercury electromagnetic environment.
Furthermore, the high energy detected at non-MHD scales support previous findings on the key role of non-MHD effects and processes of the Hermean environment [4].

By keeping in mind the above features, we also investigated the time-dependent features of the different dynamical regimes (i.e., the large-scale, the MHD, and the ion-kinetic regimes) by summing up empirical modes into the different scaling ranges. The ion-kinetic regime can be easily identified by summing up empirical modes whose local timescales are below the ion-cyclotron timescale $\tau_{ci}$ (except for the first mode which is found to be not significant). The break $\tau_f$ between the large-scale and MHD regimes is instead locally evaluated by means of the scaling-law behavior across the different frequencies for each time $t$. Thus, the MHD regime is obtained by empirical mode reconstructions whose timescales are within the ion-cyclotron timescale $\tau_{ci}$ and the large-scale break $\tau_f$, while the large-scale reconstruction corresponds to summing up empirical modes with $\tau > \tau_f$. Thus, for the $i$–th magnetic field component we can define:

$$B_{i}^{\text{sub-ion}} = \sum_{k'|\tau_{k'} < \tau_{ci}} C_k(t), \quad (15)$$

$$B_{i}^{\text{MHD}} = \sum_{k'|\tau_{k'} \in [\tau_{ci}, \tau_f]} C_k(t), \quad (16)$$

$$B_{i}^{\text{large}} = \sum_{k'|\tau_{k'} > \tau_f} C_k(t). \quad (17)$$

The sub-ion, MHD, and large-scale reconstructions for each magnetic field component and for both flybys are displayed in Figure 4. It is easy to note that large-scale range (magenta lines in Figure 4) allows us to characterize properly the profile of the main magnetic field, clearly increasing as the planet is approached due to the intensification of the intrinsic main field. This reconstruction can be really helpful for testing numerical models reproducing the behavior of the main field. In fact, it is free of any higher frequency dynamics of different origin, and the “effective” planetary magnetic field may be identified. Moreover, this reconstruction also allows a correct characterization of the magnetosheath large-scale behavior as well as to investigate and localize the boundaries. The MHD range dynamics (cyan lines in Figure 4) is instead characterized by localized fast amplitude enhancements, especially for the magnetosheath region of Mercury. This could be helpful for characterizing and investigating some localized phenomena inside planetary magnetospheres as the FTEs [40], possibly identified at the boundary of the inbound magnetosheath, or dynamical processes affecting the diamagnetic decrease or the ion boundary layer. Moreover, this range can be helpful for investigating magnetospheric turbulence, reconnection-driven processes in the plasma sheet, plasma convection processes, and turbulent vortices stability [4]. Finally, the sub-ion/kinetic range dynamics (green lines in Figure 4) is particularly helpful for investigating kinetic processes occurring in the inner magnetosphere and surrounding regions, where significant increases in amplitudes are found at these scales. It can

Figure 3 | The Hilbert-Huang energy spectrum $S(t, \tau)$ for each magnetic field component ($B_x$, $B_y$, and $B_z$) in the left, middle, and right panels for the first (top) and the second (bottom) Mercury flybys, respectively. The white line corresponds to the ion-cyclotron scale $\tau_{ci} = 1/f_{ci}$, while the vertical dashed and dotted lines refer to the bow shock and magnetopause crossings, respectively. The instrument noise is $<20 \, \text{pT/Hz}^{1/2}$ at 1-Hz intrinsic noise level [23]. For optimal visualization, data are shown within the logarithmic range $[-4, 2]$, allowing the colormap saturation above 2.
FIGURE 4 | The sub-ion (green), the MHD (cyan), and the large-scale (magenta) reconstructions for each magnetic field component \( B_x \), \( B_y \), and \( B_z \), in the left, middle, and right panels) for the first (top) and the second (bottom) Mercury flybys, respectively. The gray line corresponds to the raw data, while the vertical dashed and dotted lines refer to the bow shock and magnetopause crossings, respectively. An offset is applied to the sub-ion and MHD reconstructions for visual purposes.

also allow us to investigate physical processes affecting the magnetosheath of Mercury, and the interplay between foreshock and magnetosheath processes (as kinetic Alfvén waves or whistler waves or ULF waves, if simultaneous plasma and magnetic field measurements can be provided, or different kinds of plasma instabilities [4]).

To assess the suitability of the empirical modes and their local properties in correctly reproducing some interesting features of planetary environments, we also investigate how the different reconstructions of empirical modes in the “sub-ion range,” “MHD range,” and “large-scale range” behave during some selected time intervals of the both Mercury flybys as also described in [3]. We focus on four time periods characterized by boundaries’ crossings, a FTE, the vortex-like structures related to the Kelvin-Helmholtz instability at the magnetopause boundary, and the ULF wave activity in the outbound magnetosphere. The results for selected magnetic field components are shown in Figure 5.

4.1. Large-Scale Features and Boundaries

During the second flyby MESSENGER crossed the inbound bow shock surface at 07:19 UT, leaving the Hermean electromagnetic environment at 08:54 UT, entering again in the ambient solar wind. These boundaries are indicated by the dashed lines in Figure 5A where the z component of the magnetic field is illustrated (gray line), together with its sub-ion (green line), MHD (cyan line), and large-scale (magenta line) reconstructions. The large-scale reconstruction is particularly efficient to identify not only the main magnetic field contribution due to the inner core of the planet but also its changes at the bow shock and the magnetopause crossings. This is especially evident for the outbound magnetopause and bow shock crossings at 08:49 UT and 08:54 UT, respectively. We can clearly see a fast decrease of \( B_z \) when crossing the outbound magnetopause and an increase when the outbound bow shock is crossed. Moreover, we also observe amplitude enhancements near the magnetopause surface for the MHD reconstructions during both the inbound and outbound crossings, being representative of MHD processes occurring near the magnetopause boundary (see below for more details). Furthermore, the MHD reconstruction seems also to be able to characterize a vortex-like structure, associated with the sudden change in the \( B_z \) sign, observed near the outbound magnetopause crossing at 08:45 UT, together with amplitude increases at sub-ion/kinetic scales. Finally, the outbound magnetosheath is clearly characterized by high-amplitude enhancements at sub-ion scales (see the green line in Figure 5A) with respect to the inbound one, being the reflection of ion-kinetic processes occurring in this region. These findings seem to support the suitability of using the EMD reconstructions to characterize and identify different surrounding planetary regions in terms of the different scale-dependent processes occurring into these locations as well as boundaries’ crossings.

4.2. Flux Transfer Event

A FTE is observed in the \( B_y \) component between 18:36:21 and 18:36:25 of the first MESSENGER flyby during its passage through the magnetosheath (Figure 5B). The typical signature of a FTE is its helical structure with a clear bipolar \( B_y \) signature.
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**FIGURE 5** The comparison between the original time series (gray lines) and the different reconstructions (colored lines) for selected magnetic field components during some selected intervals corresponding to (A) the near-Hermean electromagnetic environment, (B) a flux transfer event (FTE), (C) Kelvin-Helmholtz vortex-like structures, and (D) ULF waves. Green, cyan, and magenta lines refer to the kinetic, MHD, and large-scale ranges, respectively. The vertical dashed and dotted lines in (A) refer to the bow shock and magnetopause crossings, respectively. An offset is applied to the sub-ion and MHD reconstructions for visual purposes in (A,D).

[41], as it can be easily noted in Figure 5B, typically produced by localized magnetic reconnection between the interplanetary magnetic field and the planetary one. This feature is well-reproduced by means of the “MHD range” reconstruction of empirical modes (the cyan line). An interesting feature emerging from the HHT analysis is that in correspondence of the FTE there is also a non-negligible contribution at sub-ion/kinetic scales (see green lines in Figure 5B), while a constant large-scale reconstruction is observed. According to previous observations, multiple macroscale FTEs can consist of numerous small-scale ones, leading to complex structures within the flux rope [42]. Nevertheless, our finding suggest that sub-ion/kinetic processes can be generated and enclosed within the MHD-scale flux rope that is responsible of the FTE. However, further statistical investigations are needed to go deeper into this binomial sub-ion/kinetic–MHD nature of FTEs.

### 4.3. Kelvin-Helmholtz Vortices

Near the interface between the flanks of the plasma sheet and the magnetosheath, the MESSENGER observed several rotations of the magnetic field caused by vortices driven by the Kelvin-Helmholtz instability. Figure 5C reports typical examples of Kelvin-Helmholtz vortices in the $B_y$ component [3] observed at the flanks of the plasma sheet and the magnetosheath [43]. As for the FTE case, the “MHD range” reconstruction allows to reproduce the main features of the vortex-like structures, thus supporting their description in terms of MHD-like processes in a region with a strong northward large-scale magnetic field (magenta lines). However, differently from the FTE there are no enhancements into the sub-ion/kinetic reconstructions, thus suggesting a purely MHD nature of Kelvin-Helmholtz vortices. This seems also be in agreement with MHD numerical simulations that are able to correctly describe Kelvin-Helmholtz vortices with respect to FTEs [44, 45].

### 4.4. Ultra Low Frequency Wave Activity

Furthermore, during its closest approach MESSENGER also observed ion cyclotron waves and other plasma-wave modes in the ULF band, namely on frequencies below the ion cyclotron frequency [46]. As shown in Figure 5D these oscillations are well-reproduced by the “kinetic range” reconstruction (the green line), as expected since it involves empirical modes with mean timescales larger than the ion-cyclotron scale $\tau_c$, as especially evidenced in the $B_y$ component. This occurs while the original time series are also characterized by MHD-like and large-scale structures which can be associated with both magnetospheric turbulence and the dipolar internal magnetic field of Mercury. Further analysis is required to better characterize these findings by means of bulk plasma properties [3].
4.5. Interplanetary Medium vs. Hermean Magnetosheath Scaling Properties

As a final step of our analysis we investigate the scaling properties of the near-Hermean solar wind with respect to those of the Hermean magnetosheath region. To do this we investigate the high-order statistics in terms of scaling exponents $\xi(q)$ for the two regions by means of evaluating the generalized Hilbert spectra as in Equation (13) for $q \in [0, 4]$, then evaluating the Hilbert-based scaling exponents $\xi(q)$ over the MHD inertial range, and deriving the classical scaling exponents $\xi(q) = \xi(q) - 1$. This is for two different reasons: (i) the MHD range is characterized by stationary increments (fluctuations), thus being the best suitable frequency range for scaling law purposes [47], and (ii) scaling exponents can be directly compared with theoretical results derived from the statistics of increments [18, 48]. As usual, if $\xi(q)$ is a linear function of $q$ then the system shows monofractal features, while if $\xi(q)$ is a nonlinear convex function of $q$ then the system has a multifractal character. Moreover, meaningfully high-order moments scaling exponents can be obtained up to a maximum order $q_{\text{max}} = \log_{10}(N_{r}) - 1 = \log_{10}(432,000) - 1 = 4$ [49], thus explaining our choice on the range of $q \in [0, 4]$. Figure 6 shows the scaling exponents $\xi(q)$ of the MHD range for the first Mercury flyby in the solar wind and the magnetosheath. The results suggest that solar wind magnetic fluctuations are characterized by scaling exponents $\xi(q)$ that linearly behave with $q$ near Mercury (instead of being a nonlinear convex function of $q$ as observed at larger heliocentric distances [21]). The linear behavior suggests a monofractal nature of solar wind magnetic field fluctuations near Mercury that can be interpreted as the evidence of the self-similarity for high-order statistics, while a multifractal nature is observed, due to the emergence of intermittency, at larger heliocentric distances [21, 50]. Conversely, the complexity of near-Mercury environment shows completely different features, being the magnetosheath characterized by a nonlinear convex behavior for all $q$, with a high degree of intermittency, especially for both $B_x$ and $B_z$, that could indicate a strong anisotropic turbulent environment characterized by intermittent fluctuations, similar to the terrestrial magnetosheath [39]. This can be interpreted as a two-dimensional magnetic field fluctuations topology due to intermittent phenomena taking place into the Hermean magnetosheath, being the magnetic field directed along the $x$-axis with more organized fluctuations. This seems to suggest stronger anisotropic intermittent fluctuations for the Hermean magnetosheath with respect to the terrestrial one [39]. Furthermore, by strictly referring to the second-order scaling exponent, there seems to be a different nature of the energy transfer across the inertial range domain, being $\xi(2)$ for the solar wind larger than that observed into the Hermean magnetosheath. This points toward a different nature of turbulent fluctuations, being not only more intermittent than the corresponding solar wind ones, but also characterized by faster kinetic energy decaying mechanisms [4]. Indeed, the magnetosheath region of Mercury has been shown to be quite similar to the Earth’s one [39], although energy-transfer mechanisms are faster (of the order of seconds/minutes) than those at the Earth (hundreds of minutes). This implies that plasma instabilities developing at the boundaries of Mercury can lead to a more intermittent nature than the ambient solar wind due to localized processes occurring at the boundaries as mirror/ion-cyclotron/firehose instabilities or Alfvén vortex filaments [4, 39].

5. CONCLUSIONS

In this paper we provided a study of the dynamical features of the near-Mercury environment as described from magnetic field measurements collected by the MESSENGER during two Mercury’s flybys. The main novelty of this work is given by the use of the HHT method to investigate the magnetic field variability across different regions. The HHT is particularly suitable for investigating local features, in terms of amplitude enhancements and processes, occurring over a wide range of frequencies and of possible different origin, as observed in planetary environments [37]. This analysis is performed both in terms of local and global properties, as well as in terms of scaling law behaviors. It is the first time that this type of analysis is used to characterize the different regions of planetary environments, although widely used for investigating the near-Earth regions [51]. The main results can be summarized as follows:

1. The near-Mercury environment presents different features with respect to the ambient solar wind. Locally, the largest energy is found at lower frequencies when the MESSENGER resided into the inner magnetosphere (from few nT to hundreds of nT), as an effect of the large-scale internal magnetic field of Mercury. High-frequency enhancements are observed in the magnetosheath, in the central plasma sheet and in the ion boundary layer adjacent to the outbound magnetopause, due to the rich diversity of non-MHD-type fluctuations [4]. In detail, the foreshock
region is characterized by both large-scale structure and ion-kinetic intermittent fluctuations [4]; the magnetosheath shows kinetic fluctuations, especially in the outbound region, mixed with MHD fluctuations, possibly associated with FTEs produced by localized magnetic reconnection [3, 40]; and the inner magnetosphere is characterized by large-scale fluctuations, being representative of the main structure of the magnetosphere, MHD-type processes in the innermost regions [3], and ion-kinetic processes near the ion boundary layer.

2. By using the HHT, three different dynamical regimes can be identified: (i) the large-scale range for \( \tau > \tau_f \), (ii) the MHD or inertial range for \( \tau_i < \tau < \tau_f \), and (iii) the sub-ion/kinetic range (non-MHD) for \( \tau < \tau_i \). The first one can reproduce the behavior of the internal main magnetic field, thus the “effective” planetary magnetic field. It can be used for modeling purposes, since it is free of any higher frequency dynamics of different origin. The intermediate range allows to characterize the inertial range dynamics as FTEs, magnetospheric turbulence, reconnection-driven processes in the plasma sheet, plasma convection processes, and turbulent vortices stability [4]. Finally, the kinetic range dynamics allows to reproduce the non-MHD features and can allow to investigate several types of ion-kinetic processes as kinetic Alfvén waves and plasma instabilities. Hence, being able to capture and reproduce some interesting features of the Hermean environment as FTEs, Kelvin-Helmholtz vortices, and ULF wave activity, the HHT is a suitable method for characterizing physical processes of a different nature.

3. The high-order statistics of the inertial range dynamics highlights some interesting features of the different regions in the surrounding planetary space. Firstly, the ambient solar wind near Mercury is characterized by a linear dependency of \( \zeta(q) \) on \( q \), thus indicating a monofractal nature of solar wind magnetic field fluctuations. This analysis seems to confirm that a breakdown of the statistical self-similarity due to the emergence of intermittency in the inertial range of solar wind turbulence is observed through the interplanetary space at larger distances (e.g., >0.4 AU) than the Mercury’s orbit [21]. Secondly, the magnetosheath of Mercury is instead characterized by a multifractal intermittent nature, different from the surrounding solar wind. In particular, a higher degree of intermittency is found with respect to the terrestrial magnetosheath [39] that could indicate a stronger anisotropic turbulent environment characterized by intermittent fluctuations, especially in the \( Y-Z \) plane [4].

The role of the three dynamical regimes into the different near-Hermean regions can be explicitly seen in Figure 7 reporting the magnetic field intensity (in logarithmic scale) into the sub-ion/kinetic \( (B_R) \), the MHD/inertial \( (B_I) \), and the large-scale \( (B_L) \) regimes along the two flybys trajectories.

It is evident that large-scale magnetic field fluctuations intensified into the inner magnetosphere, especially approaching the lowest altitude. Conversely, MHD fluctuations enhance at the bow shock and magnetopause crossings, being the reflection of MHD plasma instabilities developing at the boundaries (e.g., FTEs and K-H vortices), while sub-ion/kinetic processes mostly characterize the outbound magnetosheath region.

Our results can be particularly useful for the characterization of the structure and dynamics of planetary magnetic field into the different dynamical regimes, thus investigating physical processes of different origin. The potential of the HHT is still far from being fully explored. In fact, future investigation are surely required on different parameters, as for example, the distribution of the different particle populations, the plasma parameters (density, temperature, and velocity), or the electric field, combined with magnetic field observations. Moreover, also high-resolution measures and different scenarios should be explored as for example the effects of a solar perturbation on the different planetary surrounding regions.

In this view, the ESA/JAXA BepiColombo mission will help to provide new high resolution measurements by means of the two
magnetometers onboard two separate spacecraft, the Mercury Planetary Orbiter (MPO) and the Mercury Magnetospheric Orbiter (Mio). In particular, the MPO will orbit closer to the planet and study the surface and internal composition of the planet, while Mio will have larger orbit to study Mercury's magnetosphere. MPO and MIO will offer a more complete and simultaneous view of the different magnetospheric regions for a deeper characterization of Mercury's environment in terms of high resolution (up to 128 Hz) magnetic field measurements [52] as well as of neutral and ionized particle distribution via the SERENA package [53], and other ion and electron sensors onboard to provide a global view of the Hermean environment.
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