Rank Constrained Diffeomorphic Density Motion Estimation for Respiratory Correlated Computed Tomography
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Abstract. Motion estimation of organs in a sequence of images is important in numerous medical imaging applications. The focus of this paper is the analysis of 4D Respiratory Correlated Computed Tomography (RCCT) Imaging. It is hypothesized that the quasi-periodic breathing induced motion of organs in the thorax can be represented by deformations spanning a very low dimension subspace of the full infinite dimensional space of diffeomorphic transformations. This paper presents a novel motion estimation algorithm that includes the constraint for low-rank motion between the different phases of the RCCT images. Low-rank deformation solutions are necessary for the efficient statistical analysis and improved treatment planning and delivery. Although the application focus of this paper is RCCT the algorithm is quite general and applicable to various motion estimation problems in medical imaging.
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1 Introduction

In this paper we consider the image registration problem for a set of images acquired over the breathing cycle by Respiratory Correlated Computed Tomography (RCCT). This problem has widespread medical applications, in particular 4D radiation therapy for lung cancer patients which considers lung deformations during treatment planning and delivery. Fundamental to the application of 4D motion modeling to improve radiation treatment planning and delivery is the statistical analysis of organ motion which can vary significantly from one breathing cycle to another. Shown in Fig. 1 is a sample breathing trace captured by an abdominal belt in lung cancer radiation treatment patient. This cycle-to-cycle variability has recently been accounted for by live surface tracking methods in conjunction with Principal Component Analysis (PCA) of the deformation fields.
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to develop a low dimensional representation of the motion (usually two). The use of Principal Component Analysis (PCA) to draw statistical relations between surface tracking data and RCCT is inherently lossy due to truncation of deformation fields to the few largest principal components [6, 12].

We extend pairwise weighted density matching first developed by Rottman et al. [10] for application to statistical analysis of the breathing cycle by incorporating a direct constraint on the rank of the estimated deformations and by considering an entire image series in single optimization problem. This method allows for the preservation of more descriptive deformations in downstream statistical processing that is dependent upon the rank of the deformation fields. Physiologically, the basis of density matching provides for tissue expansion and compression to occur within the lung while the low-rank optimization relates motion between all images in the series to describe the basic inhale-exhale breathing process very well, along with respiratory hysteresis.

Although the rank constraint introduced in this paper is applicable to any image registration algorithm, we focus on the Diffeomorphic Density Matching framework. Density matching has previously been show to be very effective in pairwise RCCT image registration [10]. Considering the image volumes as densities provides the mathematical foundation to consider conservation of mass between images. Density action of the deformation on the image provides a mechanism through which compression of tissue results in an increased reported density by the deformed CT image, or vice-versa with tissue expansion [1]. This mathematical foundation also provides an efficient method for diffeomorphic registration, as integration of geodesic equations is avoided (contrary to methods like LDDMM [3]).
2 Low Rank Motion Estimation

Our problem extends the diffeomorphic density matching problem \cite{11} to find a set of diffeomorphic transformations between one base image and a set of related images which exist in a low-rank subspace of the space of diffeomorphisms, $\text{Diff}(\Omega)$.

Measuring the rank of the set of deformations is accomplished by the surrogate nuclear norm of the deformation matrix \cite{9}. Formal rank of the matrix, the number of non-zero eigenvalues, is avoided due to the non-smooth nature of the rank function. Instead, the nuclear norm serves as a convex surrogate function. The nuclear norm for a matrix $X$ is defined as

$$
\|X\|_* = \text{trace} \left( \sqrt{X^* X} \right) = \sum_{i} \sigma_i (X) \tag{1}
$$

$\sigma_i$ is the $i$-th singular value of the $m \times n$ matrix $X$. Note that the singular values $\sigma_i$ are positive. We interpret each vectorized deformation field as a row of this matrix,

$$
X = \begin{bmatrix}
\varphi_1^{-1}(x) - x \\
\varphi_2^{-1}(x) - x \\
\vdots \\
\varphi_N^{-1}(x) - x
\end{bmatrix} = \{\varphi_i^{-1}(x) - x\} \tag{2}
$$

where $\varphi_i^{-1}$ is the inverse of the deformation from the $i$-th image in the image series to a selected reference image. We can thus define the nuclear norm for deformations between $N$ images as

$$
\|X\|_* = \sum_{i}^{N-1} \sigma_i (X) \tag{3}
$$

as there are $N - 1$ deformations between $N$ images, giving only $N - 1$ singular values. The nuclear norm measure on this grouped deformation matrix effectively constrains the rank of the deformation set because of the summation of the singular values.

The rank minimization builds upon the density matching framework, summarized here for completeness \cite{1,10}. A density or volume form $I \, dx$ is acted upon by a diffeomorphism $\varphi$ to compensate for changes of the density by the deformation:

$$
(\varphi, I \, dx) \mapsto \varphi_* (I \, dx) = (\varphi^{-1})^* (I \, dx) = (|D\varphi^{-1}| I \circ \varphi^{-1}) \, dx \tag{4}
$$

where $|D\varphi^{-1}|$ denotes the Jacobian determinant of $\varphi^{-1}$. The Riemannian geometry of the group of diffeomorphisms with a suitable Sobolev $H^1$ metric is linked to the Riemannian geometry of densities with the Fisher-Rao metric \cite{15,17}. The
Fisher-Rao metric is used due to the property that it is invariant to the action of diffeomorphisms:

$$d_F^2(I_0 \, dx, I_1 \, dx) = \int_\Omega \left( \sqrt{I_0} - \sqrt{I_1} \right)^2 \, dx .$$  \hfill (5)

The linkage between a suitable Sobolev $H^1$ metric and the Fisher-Rao metric allows for evaluation of the distance in the space of diffeomorphisms in closed form. The Fisher-Rao metric and an incompressibility measure can then be used to match an image pair by minimizing the energy functional:

$$E(\varphi) = \int_\Omega \left( \sqrt{|D\varphi^{-1}| I_1 \circ \varphi^{-1} - \sqrt{I_0}} \right)^2 \, dx + \int_\Omega \left( \sqrt{|D\varphi^{-1}| - 1} \right)^2 f \, dx .$$  \hfill (6)

The first term here penalizes dissimilarity between the two densities. The second term penalizes deviations from a volume-preserving deformation. The penalty function $f$ acts as weighting of the volume-preserving measure. A change of volume is penalized more (or less) where $f$ is large (or small).

This problem has been solved by taking the Sobolev gradient of this energy functional and performing Euler integration of the gradient flow [10]:

$$\delta E = -\Delta^{-1} \left( -\nabla \left( f \circ \varphi^{-1} \left( 1 - \sqrt{|D\varphi^{-1}|} \right) \right) - \sqrt{|D\varphi^{-1}| I_1 \circ \varphi^{-1} \nabla \left( \sqrt{I_0} \right) + \nabla \left( \sqrt{|D\varphi^{-1}| I_1 \circ \varphi^{-1}} \right) \sqrt{I_0} \right) \right) \varphi_{j+1}^{-1}(x) = \varphi_{j}^{-1}(x + \epsilon \delta E)$$  \hfill (7)

We approach the rank constrained density matching problem by including the nuclear norm measure of the deformation fields matrix in the minimization problem and extending pairwise matching to the collective matching of a group of images to the reference image. We therefore seek to solve the following:

$$\min_{\{\varphi_i^{-1}\}} \sum_{i}^{N-1} \int_\Omega \left( \sqrt{|D\varphi_i^{-1}| I_i \circ \varphi_i^{-1} - \sqrt{I_0}} \right)^2 \, dx + \int_\Omega \left( \sqrt{|D\varphi_i^{-1}| - 1} \right)^2 f \, dx$$  

$$s.t. \|\{\varphi_i^{-1}(x) - x\}\|_* < k$$  \hfill (9)

where $I_0$ is a chosen base or reference image and $I_i$ are the other $N-1$ images in the series. We re-frame the rank constraint as a Lagrange multiplier to include the nuclear norm rank measure as a penalty function. This formulation allows us to directly apply the rank minimization strategies such as the iterative shrinkage-thresholding algorithm (ISTA) outlined by Cai et al. [4]. Our problem can thus be written as the minimization of the following energy functional:

$$E(\{\varphi_i\}) = \sum_{i}^{N-1} \int_\Omega \left( \sqrt{|D\varphi_i^{-1}| I_i \circ \varphi_i^{-1} - \sqrt{I_0}} \right)^2 \, dx$$

$$+ \int_\Omega \left( \sqrt{|D\varphi_i^{-1}| - 1} \right)^2 f \, dx + \alpha \sum_{i}^{N-1} \sigma_i \left( \{\varphi_i^{-1}(x) - x\} \right) .$$  \hfill (10)
3 Singular Value Thresholding and Implementation

In this section we describe in detail our implementation of the solution to (9) by the ISTA algorithm, with special consideration for efficient acceleration by GPGPU programming through the PyCA software package [8].

This problem seeks to minimize the singular values of the deformations, so we perform ISTA [4] on the singular value decomposition of the ideal $H^1$ gradient of the diffeomorphisms. The shrinkage-thresholding algorithm is employed by the shrinkage operator [4]:

$$ D_\tau (\Sigma) = \text{diag} (\{ \sigma_i - \tau \}_+) $$

where the singular value decomposition is noted as $X = U\Sigma V^*$, thus the shrinkage acts only on the singular values, and $t_+ = \max(0, t)$.

The solution to (9) can therefore be found through an ISTA approach by first finding an optimal update for the density matching problem of each image pair, then performing the shrinkage operation on singular values of the updated fields, and finally replacing the deformations with reconstructions by SVD of the shrunken singular values. In our implementation, we choose to perform SVD on the deformation gram matrix $XX^*$, as our GPU image processing library lacks an SVD algorithm. This allows for accelerated computation of the gram matrix instead of an accelerated SVD, and only a small penalty for performing SVD on a small $9 \times 9$ matrix on the host CPU. Combining the solution to a single density matching problem with our singular value thresholding algorithm gives the algorithm:

\begin{algorithm}[H]
\caption{GPU Accelerated Algorithm}
\begin{algorithmic}
\State Choose step size $\epsilon > 0$
\State Choose rank weighting parameter $\alpha > 0$
\State Set $\varphi^{-1}_i = \text{id}$
\State Set $|D\varphi^{-1}_i| = 1$
\For {iter $= 1 \ldots \text{NumIter}$}
\For {$i = 1 \ldots N - 1$}
\State Compute $\varphi_i I_i = I_i \circ \varphi_i$
\State Compute $u = -\nabla (f \circ \varphi^{-1}_i (1 - \sqrt{|D\varphi^{-1}_i|})) - \sqrt{\varphi_i I_i} \nabla \sqrt{T_0} + \nabla (\sqrt{\varphi_i I_i}) \sqrt{T_0}$
\State Compute $v = -\Delta^{-1}(u)$
\State Update $\varphi^{-1}_i \rightarrow \varphi^{-1}_i(x + \epsilon v)$
\EndFor
\State Compute $K = XX^*$
\State Compute $U\Sigma V^* = K$ on host CPU
\State Compute $W = UD_\alpha (\Sigma)$ on host CPU
\State Update $\{\varphi^{-1}_i\} \rightarrow W X + x$
\State Compute $|D\varphi^{-1}_i|$
\EndFor
\end{algorithmic}
\end{algorithm}
We further accelerate the above algorithm by implementing a multi-scale approach. Rather than use the full resolution data from initialization, the algorithm is instead initialized at a lower resolution with down-sampled data. After convergence at the lower resolution, a lower down-sampling factor is selected, resulting in a resolution closer to full resolution. At each scale level change the current deformation field estimates are up-sampled to the new scale and the data is again down-sampled from the original, full resolution images. The final scale level is at the same resolution of the original data.

This multi-scale approach requires two special considerations for tracking the energy being minimized. First, as the volume of a voxel is not constant, the penalties from a voxel must be scaled by the current voxel volume. In other words, the energy must be considered volumetrically, not simply as a data grid. Second, the gram matrix $K$ must be divided by the number of voxels, as a scale change results in the summation over millions more voxels of the deformation fields which would otherwise greatly increase the singular values. Inclusion of these two scale-dependent factors allows the total energy of (10) to be tracked over the multiple scale levels without massive increases when the scale level is changed.

4 Application to Respiratory 4DCT Phase Registration

A RCCT of a radiotherapy patient was acquired at University of Maryland and provided as 10 respiratory phase-binned images. The full exhale image was chosen as the reference image for the registration problem. Image intensities were modified with an exponential function as in [11] to transform the intensity such that the volume exhibits conservation of mass. The final deformations were computed at the resolution of the original 3D volume ($320 \times 256 \times 144$); all the figures show the same middle sagittal, coronal, and axial slices of the volume.

For the compressibility penalty $f$, we used a soft thresholding of the intensity values of the base image using the logistic function. High intensity regions were penalized with $5\sigma$ as dense, incompressible tissue, and vice-versa for low intensity regions ($0.2\sigma$). The incompressibility parameter, $\sigma$, was set at 0.01 for all runs. The algorithm was implemented on a single Nvidia GTX Titan X GPU, which runs 1000 iterations of the full-resolution volume in approximately 17 minutes for all 10 images. Lower scales of the multi-scale optimization run significantly faster, mainly due to the $O(n^2)$ complexity of calculating the gram matrix.

Deformations were calculated from each of the 9 other images with rank weighting parameter $\alpha$ of 0, 0.01, 0.02, and 0.05. Figure 2 shows the result of registration for one of the nine pairings, full inhale to full exhale. These deformations have geometric accuracy similar to that attained by the density matching without a rank constraint, as measured by the DICE coefficient between reference and deformed volumes (Fig. 3).

Deformations resulting from the rank constrained algorithm are physiologically relevant, as with previous density matched results, because compression occurs predominantly within the lung tissue. Additionally, the confinement to
Fig. 2. Registration results for $\alpha = 0.01$. Top row: Full inhale image, full exhale image, and registered inhale image to exhale. Bottom row: Jacobian determinant of the deformation to full exhale, energy plot, and penalty function for density matching algorithm. Note the energy plot shows three scale levels of a multi-scale run; the increase at 2000 is due to the first two scale levels having a blurring applied in the down-sampling procedure which removes noise in the data.

Fig. 3. DICE coefficients for registration results with various rank weightings, $\alpha$. GTV - Gross Tumor Volume, PTV - Planned Treatment Volume
a low-rank subspace of deformations requires relation to develop between the
deformation fields, resulting in linkage of the generally reverse relation between
inhalation and exhalation. This added rank constraint results in even better geo-
metric accuracy of some motion estimates as measured by the DICE coefficients.

Increased weighting of the rank term in the minimization problem produces
sets of deformations that can be explained by fewer principal components (Fig.
4). The resulting deformations preserve geometric accuracy better when using
PCA to truncate the deformation fields to the largest principal components.
The average GTV DICE coefficient across all phases is shown for each number
of principal components included in the reconstructed deformation field for a
motion estimate performed with and without rank constraint in Fig. 5. Further
increase of the rank weighting (such as 0.05), while effective at minimizing rank,
causes significant loss in the anatomical accuracy of the deformation estimates
(Fig. 5).

Fig. 4. Normalized cumulative sum of singular values for registration results with var-
ious rank weightings, $\alpha$. This effectively shows the percentage of the deformation fields
that are explained by a number of principal components. Increased rank weighting
produces deformations well-described by fewer principal components.
5 Discussion

In this paper, we have shown that including rank minimization in the motion estimation problem improves deformation accuracy in later statistical analysis while improving anatomic accuracy. We implemented ISTA to minimize the rank of the deformations between a set of CT images throughout a breathing cycle. In particular, a rank weighting of 0.01 produces better overall geometric accuracy with a significant shift in the rank of the deformations which preserves the deformation accuracy through PCA treatment planning procedures. The geometric accuracy improvement may arise from increased physiologic relevance of the low-rank deformations matching well with the general reversal process of an inhale-exhale cycle, along with hysteresis in other components. Substantial improvement in speed of our algorithm could be achieved by implementing a FISTA technique [2]. Additional parallelization from upcoming multi-GPU systems would provide a speedup with low complexity increase, as the density matching portion of the algorithm is completely independent between phases.
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