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We study a class of quantum Markov processes that, on the one hand, is inspired by the micromaser experiment in quantum optics and, on the other hand, by classical birth and death processes. We prove some general geometric properties and irreducibility for non-degenerated parameters. Furthermore, we analyze ergodic properties of the corresponding transition operators. For homogeneous birth and death rates we show how these can be fully determined by explicit calculation. As for classical birth and death chains we obtain a rich yet simple class of quantum Markov chains on an infinite space, which allow only local transitions while having divergent ergodic properties.

1. Introduction

In the present paper we examine a class of quantum Markov chains on an infinite dimensional space that allows elementary computations, but also offers a great diversity of processes of varying ergodic properties.

The construction of our Markov chains is adopted from a finite dimensional variant introduced by R. Gohm, B. Kümmерer, and T. Lang [GKL06]. Their work was motivated by the micromaser experiment in quantum optics, where a photon of a single-mode electromagnetic field, i.e. a quantum harmonic oscillator, can be created (“birth”) or annihilated (“death”) by the interaction with a two-level atom (see, e.g., [VBWW00] and [WBKM00]). This effect was also studied by S. Gleyzes et al. [GKG+07] who were able to detect the life-time of a photon in a concrete experimental design. Some ergodic properties of the repeated interaction were investigated by L. Bruneau and C.-A. Pillet [BP09]. Their results can partially be recovered from our more general approach. A continuous-time
generalization of the interaction including dissipation was also investigated by F. Fagnola, R. Rebolledo, and C. Saavedra [FRS94] (see also [CFL00]), who obtain results similar to those of the present paper.

According to the Jaynes-Cummings model of the micromaser experiment the interaction with a single atom shifts the energy level of the field only to neighboring levels. The Markov chains studied here may be interpreted as generalized Jaynes-Cummings interactions. As in the physical model they only allow local transitions. Mathematically, each of our processes extends a classical birth and death chain to a non-commutative framework (cf. Remark 3.2).

Although a general framework of birth and death chains is still missing in quantum probability theory, we offer a wide class of quantum Markov chains that should be covered by such a framework in our opinion. We invite the reader to use these chains as a prototype for examples or—maybe more important—counterexamples for typical phenomena of quantum Markov chains on infinite spaces.

This paper is organized as follows: The studied class of quantum Markov chains is introduced in Section 3 by constructing the corresponding transition operators $T_\psi$. We also characterize under which conditions this transition operator is an extreme point in the set of all unital completely positive normal maps. Section 4 is devoted to the study of ergodic properties of our quantum birth and death chains in general. In particular, we show that for non-extremal parameters the transition operator is irreducible and establish criteria that ensure weak mixing. In Section 5 we restrict ourselves to a subclass of transition operators that generalizes homogeneous birth and death chains. For these toy examples we examine their mixing properties and the existence of invariant normal states. Finally, Section 6 contains a summary and visualizations of our results ordered by the examined properties.

2. Notation and Preliminaries

Throughout this paper $\mathbb{N}$ denotes the set of natural numbers including zero and $\mathbb{D} := \{ \zeta \in \mathbb{C} : |\zeta| \leq 1 \}$ denotes the closed unit disc in the complex plane. By $\mathcal{H}$ we refer to a Hilbert space with scalar product $\langle \cdot, \cdot \rangle$ linear in the first component. We write $\mathcal{B}(\mathcal{H})$ for the $\ast$-algebra of all bounded linear operators on $\mathcal{H}$. The identity operator on $\mathcal{H}$ is denoted by $1$. For an (orthogonal) projection $p \in \mathcal{B}(\mathcal{H})$ we denote by $p^\perp := 1 - p$ its complement. A state on $\mathcal{B}(\mathcal{H})$ is a bounded linear functional $\varphi : \mathcal{B}(\mathcal{H}) \to \mathbb{C}$ satisfying $\varphi(1) = 1$ and $\varphi(x^*x) \geq 0$ for every $x \in \mathcal{B}(\mathcal{H})$. It is called faithful if $\varphi(x^*x) = 0$ implies $x = 0$. The state is called normal if there is a trace class operator $\rho \in \mathcal{B}(\mathcal{H})$ with $\varphi(x) = \text{Tr}(\rho x)$ for every $x \in \mathcal{B}(\mathcal{H})$. Each unit vector $\xi \in \mathcal{H}$ gives rise to a normal state by putting $\varphi_\xi(x) := \langle x\xi, \xi \rangle$, $x \in \mathcal{B}(\mathcal{H})$, called the vector state of $\xi$. The vector states, also called pure states, are exactly the extreme points of the convex set of all normal states on $\mathcal{B}(\mathcal{H})$.

In this paper we almost exclusively consider the Hilbert space $\mathcal{H} := \ell^2(\mathbb{N})$ of all square summable complex sequences equipped with the canonical orthonormal basis $(e_n)_{n \in \mathbb{N}}$. For $m, n \in \mathbb{N}$ we denote by $e_{m,n} : \mathcal{H} \to \mathcal{H}$, $\xi \mapsto \langle \xi, e_n \rangle e_m$ the canonical matrix unit. For brevity we set $p_n := e_{n,n}$ and $p_{[m,n]} := \sum_{k=m}^{n} p_k$. An operator $x \in \mathcal{B}(\mathcal{H})$ can also
be represented by the infinite matrix $(x_{m,n})_{m,n\in \mathbb{N}}$ of its coefficients $x_{m,n} := \langle xe_n, e_m \rangle$. The operator $x$ is called diagonal if the matrix $(x_{m,n})_{m,n\in \mathbb{N}}$ is diagonal, i.e., if $x_{m,n} = 0$ for all $m \neq n$. We denote by $\ell^\infty(\mathbb{N}) \subseteq \mathcal{B}(\mathcal{H})$ the abelian subalgebra of all diagonal operators. Notice that $\ell^\infty(\mathbb{N})$ is the von Neumann algebra generated by the projections $p_n, n \in \mathbb{N}$. A normal state $\varphi$ on $\mathcal{B}(\mathcal{H})$ is called diagonal if the corresponding trace class operator is diagonal, or equivalently, if $\varphi(e_{m,n}) = 0$ for all $m \neq n$.

The linear operators on the Hilbert space $\mathbb{C}^n$ with orthonormal basis $e_1, \ldots, e_n$ can be identified with the algebra $M_n$ of all complex $(n \times n)$-matrices. Then an operator of the tensor product algebra $\mathcal{B}(\mathcal{H} \otimes \mathbb{C}^n)$ can be written as an $(n \times n)$-matrix with entries in $\mathcal{B}(\mathcal{H})$. Note that $\mathcal{B}(\mathcal{H} \otimes \mathbb{C}^n)$ is linearly spanned by all operators

$$x \otimes y = \begin{pmatrix} y_{1,1}x & \cdots & y_{1,n}x \\ \vdots & \ddots & \vdots \\ y_{n,1}x & \cdots & y_{n,n}x \end{pmatrix}$$

with $x \in \mathcal{B}(\mathcal{H})$ and $y = (y_{i,j})_{1 \leq i,j \leq n} \in M_n$.

Let $\mathcal{H}$ be a Hilbert space and let $T : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H})$ be a linear map. Then $T$ is called unital if $T(1) = 1$. The map $T$ is called positive if for every positive operator $x \in \mathcal{B}(\mathcal{H})$ also $T(x)$ is a positive operator. It is called $n$-positive if the map $T_n : \mathcal{B}(\mathcal{H} \otimes \mathbb{C}^n) \to \mathcal{B}(\mathcal{H} \otimes \mathbb{C}^n)$, $(x_{i,j})_{i,j} \mapsto (T(x_{i,j}))_{i,j}$ is positive. If $T$ is $n$-positive for all $n \in \mathbb{N}$ then it is called completely positive. It follows that a completely positive map is continuous with respect to the operator norm on $\mathcal{B}(\mathcal{H})$ with $\|T\| = \|T(1)\|$.

A positive linear map $T : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H})$ is called normal if $T(\sup_i x_i) = \sup_i T(x_i)$ for every bounded increasing family $(x_i)_{i \in I}$ of positive operators $x_i \in \mathcal{B}(\mathcal{H})$. A unital completely positive normal linear map $T : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H})$ is briefly called a ucp-map. The convex set of all such maps is denoted by UCP($\mathcal{H}$).

Let $T : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H})$ be a ucp-map. Then by a theorem of K. Kraus \cite{Kra71} there is a family $(a_i)_{i \in I}$ of operators $a_i \in \mathcal{B}(\mathcal{H})$ such that

$$T(x) = \sum_{i \in I} a_i^* xa_i$$

for every $x \in \mathcal{B}(\mathcal{H})$, where the sum converges in the strong operator topology. This decomposition of $T$ is known as Kraus decomposition, the operators $a_i$ are called Kraus operators of $T$. In this paper we will only deal with finite Kraus decompositions, i.e., the index set $I$ is finite. In this case the ucp-map $T$ is an extreme point in the convex set UCP($\mathcal{H}$) if and only if it admits a Kraus decomposition such that the operators $a_j^*a_i \in \mathcal{B}(\mathcal{H})$ with $i,j \in I$ are linearly independent (cf. \cite{Cho75}).

**The State Space of $M_2$**

For each state $\psi$ on $M_2$ there is a unique positive operator $\rho \in M_2$ with $\text{Tr}(\rho) = 1$ such that $\psi(x) = \text{Tr}(\rho x)$. This operator can be written in the form

$$\rho = \frac{1}{2} \begin{pmatrix} 1 + z & x + iy \\ x - iy & 1 - z \end{pmatrix}$$
where \( x, y, z \in \mathbb{R} \) with \( x^2 + y^2 + z^2 \leq 1 \). By means of this parametrization the convex set of states on \( M_2 \) is affinely isomorphic to the 3-dimensional Euclidean unit ball (see Figure 2.1). For \( z = 1 \) (north pole) and \( z = -1 \) (south pole) we denote the corresponding states by \( \psi_+ \) and \( \psi_- \), respectively.

To simplify our computations we set \( \lambda := \frac{1}{2} (1 + z) \). Then the off-diagonal entry of \( \rho \) is a complex number of absolute value smaller than \( \sqrt{\lambda (1 - \lambda)} \). Hence \( \rho \) is of the form

\[
\rho = \begin{pmatrix}
\frac{\lambda}{\zeta \sqrt{\lambda (1 - \lambda)}} & \frac{\eta \sqrt{\lambda (1 - \lambda)}}{1 - \lambda} \\
\frac{\eta \sqrt{\lambda (1 - \lambda)}}{1 - \lambda} & \frac{\lambda}{\zeta \sqrt{\lambda (1 - \lambda)}}
\end{pmatrix}
\]

(2.1)

for some \( 0 \leq \lambda \leq 1 \) and some \( \zeta \in \mathbb{D} = \{ \theta \in \mathbb{C} : |\theta| \leq 1 \} \). For the parameters \( \lambda = 0 \) and \( \lambda = 1 \) we agree to set \( \zeta := 0 \). This convention will allow us to phrase our theorems more consistently.

We will frequently restrict our attention to two subsets of parameters. One typical choice will be a diagonal state, i.e. \( \zeta = 0 \). In the physical literature this is sometimes called a temperature state. The other typical choice will be a pure state, i.e. \( \lambda \in \{ 0, 1 \} \) or \( |\zeta| = 1 \).

![Figure 2.1: Bloch ‘sphere’ in our parametrization.](image)

### 3. A Class of Quantum Birth and Death Chains

In this section we describe the class of ucp-maps that we will study throughout the paper. Each of these maps is the transition operator of a quantum Markov process in the sense of [AFL82]. For a recent overview on quantum Markov processes in general we recommend [Kü06].

Fix two sequences \((\alpha_n)_{n \in \mathbb{N}}\) and \((\beta_n)_{n \in \mathbb{N}}\) of numbers \(-1 \leq \alpha_n, \beta_n \leq 1\) satisfying \(\alpha_n^2 + \beta_n^2 = 1\) for every \(n \in \mathbb{N}\), \(\alpha_0 = 1\), and \(\beta_n \neq 0\) for every \(n \geq 1\). We refer to \(\alpha_n\) and \(\beta_n\) as the model parameters. Consider the Hilbert space \(\mathcal{H} := l^2(\mathbb{N})\) equipped with the canonical orthonormal basis \((e_n)_{n \in \mathbb{N}}\). Denote by \(a, b \in \mathcal{B}(\mathcal{H})\) the diagonal operators with \(a e_n := \alpha_n e_n\) and \(b e_n := \beta_n e_n\) for every \(n \in \mathbb{N}\), i.e.

\[
a = \begin{pmatrix}
1 & \alpha_1 & \alpha_2 & \cdots \\
\alpha_1 & \alpha_2 & \cdots & \\
\alpha_2 & \cdots & & \\
\vdots & & & \\
\end{pmatrix}, \quad b = \begin{pmatrix}
0 & \beta_1 & \beta_2 & \cdots \\
\beta_1 & \beta_2 & \cdots & \\
\beta_2 & \cdots & & \\
\vdots & & & \\
\end{pmatrix}.
\]
Write \( s \in \mathcal{B}(\mathcal{H}) \) for the isometric shift of the basis, i.e. \( s e_n = e_{n+1} \) for every \( n \in \mathbb{N} \). Moreover, for each state \( \psi \) on \( M_2 \) denote by \( P_\psi : \mathcal{B}(\mathcal{H} \otimes \mathbb{C}^2) \rightarrow \mathcal{B}(\mathcal{H}) \) the linear extension of \( P_\psi(x \otimes y) := \psi(y) \cdot x \) for all \( x \in \mathcal{B}(\mathcal{H}) \), \( y \in M_2 \).

We define a unitary operator \( u \in \mathcal{B}(\mathcal{H} \otimes \mathbb{C}^2) \) by

\[
u := \begin{pmatrix} s^* as & is^* b \\ ibs & a \end{pmatrix}.
\]

3.1 Definition. For a state \( \psi \) on \( M_2 \) the unital completely positive normal map

\[
T_\psi : \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{H}), \quad T_\psi(x) := P_\psi (u^* (x \otimes 1) u)
\]

is called the transition operator associated with the state \( \psi \).

The map \( T_\psi \) will be the focal point of our studies in this paper. For convenience we included a diagram of the action of \( T_\psi \) on the canonical matrix units of \( \mathcal{B}(\mathcal{H}) \) in Figure 3.1. The necessary computations can be found in Appendix A.

![Figure 3.1: Action of \( T_\psi \) where \( i\zeta\sqrt{\lambda(1-\lambda)} \) is abbreviated by \( \nu \).](image)
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### 3.2 Remark

The map $T_\psi$ can be regarded as the transition operator of a "quantum birth and death chain" for several reasons:

1. Let $\psi$ be a state on $M_2$ with parameters $0 \leq \lambda \leq 1$ and $\zeta \in \mathbb{D}$. In the special case $\zeta = 0$ the abelian subalgebra $\ell^\infty(\mathbb{N}) \subseteq B(H)$ of all diagonal operators is invariant for $T_\psi$ in the following strong sense: If $x \in B(H)$ is a diagonal operator then also $T_\psi(x)$ is a diagonal operator and if $\varphi$ is a diagonal normal state on $B(H)$ then also $\varphi \circ T_\psi$ is a diagonal state. The restriction of $T_\psi$ to the subalgebra $\ell^\infty(\mathbb{N})$ is the transition operator of the classical birth and death chain whose transition graph on the state space $\mathbb{N}$ is shown in Figure [3.2].

2. Let $\psi$ be a state on $M_2$ with arbitrary parameters $0 \leq \lambda \leq 1$ and $\zeta \in \mathbb{D}$ as in Equation [2.1]. Then for every $m \leq n$ we have (cf. Proposition A.1 on page 24)

$$p_{[m+1,n-1]} \leq T_\psi(p_{[m,n]}) \leq p_{[m-1,n+1]}.$$  

In this sense $T_\psi$ admits only local transitions to neighboring subspaces. (This is one of the abstract characterizations of quantum birth and death chains that F. Haag proposed in his master thesis [Haa02]). The image of $p_{[m,n]}$ can be visualized as follows:

$$T_\psi(p_{[m,n]}) = \begin{pmatrix}
0 & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & 0
\end{pmatrix}.$$  

### 3.3 Remark

The a priori requirement $\beta_n \neq 0$ for every $n \geq 1$ assures that the transition operator $T_\psi$ is not trivially reducible. If we had $\beta_{n+1} = 0$ for some $n \in \mathbb{N}$ then for an arbitrary state $\psi$ on $M_2$ we would have $T_\psi(p_{[0,n]}) = p_{[0,n]}$ and we could restrict our investigation to the restriction of $T_\psi$ to the subalgebras $p_{[0,n]} B(H) p_{[0,n]} = B(p_{[0,n]} H)$ and $p_{[0,n]} B(H) p_{[0,n]} = B(p_{[0,n]} H)$. For the investigation on the finite-dimensional
algebra $\mathcal{B}(p_{[0,n]}^{\perp})$ we refer to [GKL06]. On the algebra $\mathcal{B}(p_{[0,n]}^{\perp})$ we again obtain a transition operator of a quantum birth and death process as discussed in this paper for the shifted coefficients $\tilde{\alpha}_k := \pm \alpha_{n+k+1}$ and $\tilde{\beta}_k := \pm \beta_{n+k+1}$ ($k \in \mathbb{N}$). We will show later that our prerequisite $\beta_n \neq 0$ assures irreducibility of $T_\psi$ for every faithful state $\psi$ on $M_2$ (see Theorem 4.3 on page 11).

3.4 Example (Jaynes-Cummings Interaction).
In physics the choices $\alpha_n := \cos(g \sqrt{n})$ and $\beta_n := -\sin(g \sqrt{n})$ with some field constant $g \in \mathbb{R}$ are of special interest. For these parameters the transition operator $T_\psi$ describes the interaction of a single-mode electromagnetic field with a two-level atom in the micromaser experiment according to the Jaynes-Cummings interaction (see [JC63, VBWW00]). For a diagonal state $\psi$ (temperature state) some ergodic properties of this model, with and without the trapping-state condition, were analyzed by L. Bruneau and C.-A. Pillet [BP09]. They characterized the invariant normal states and proved ergodicity, alias thermal relaxation.

3.5 Proposition. Let $\psi$ be a state on $M_2$ parametrized as in Equation (2.1) with $0 \leq \lambda \leq 1$ and $\zeta \in \mathbb{D}$. Then a Kraus decomposition of the transition operator $T_\psi$ is given by

$$T_\psi(x) = \lambda(t_1^*xt_1 + t_2^*xt_2) + (1 - \lambda)(1 - |\zeta|^2)(t_3^*xt_3 + t_4^*xt_4)$$

with

$$t_1 := s^*as + i\zeta \sqrt{\frac{1-\lambda}{\lambda}} s^*b , \quad t_2 := bs - i\zeta \sqrt{\frac{1-\lambda}{\lambda}} a ,$$

$$t_3 := s^*b , \quad t_4 := a .$$

3.6 Remark. Note that for a faithful state $\psi$ the above Kraus decomposition is minimal if and only if the operators $t_1, \ldots, t_4$ are linearly independent. This is exactly the case if $a$ is not a multiple of $s^*as$, i.e., if there is no $-1 < q < 1$ with $\alpha_n = q^n$ for all $n \in \mathbb{N}$.

Proof. For $x \in \mathcal{B}(\mathcal{H})$ we compute

$$T_\psi(x) = P_\psi(u^*(x \otimes 1)u) = P_\psi \left( \begin{array}{cc} s^*as x s^*as + s^*b x bs & i(s^*as x s^*b - s^*b x a) \\ i(a x bs - bs x s^*as) & bs x s^*a + a x a \end{array} \right)$$

$$= \lambda(s^*as x s^*as + s^*b x bs) + (1 - \lambda)(bs x s^*a + a x a) +$$

$$+ i\zeta \sqrt{\lambda(1-\lambda)} (axbs - bxs s^*as) + i\zeta \sqrt{\lambda(1-\lambda)} (s^*a x s^*as - s^*b x a)$$

$$= \lambda(t_1^*xt_1 + t_2^*xt_2) + (1 - \lambda)(1 - |\zeta|^2)(t_3^*xt_3 + t_4^*xt_4) ,$$

since

$$\lambda t_1^*xt_1 = \lambda s^*as x s^*as + i\zeta \sqrt{\lambda(1-\lambda)} s^*as x s^*b - i\bar{\zeta} \sqrt{\lambda(1-\lambda)} bs x s^*as +$$

$$+ (1 - \lambda)|\zeta|^2 bs x s^*b ,$$

$$\lambda t_2^*xt_2 = \lambda s^*b x bs - i\zeta \sqrt{\lambda(1-\lambda)} s^*b x a + i\bar{\zeta} \sqrt{\lambda(1-\lambda)} a x bs + (1 - \lambda)|\zeta|^2 a x a .$$

\[ \square \]
3.7 Proposition. Let $\psi$ be a state on $M_2$ and $\theta \in \mathbb{C}$, $|\theta| = 1$. Denote by $v_\theta \in M_2$ and $u_\theta \in \mathcal{B}(\mathcal{H})$ the unitaries

$$v_\theta := \begin{pmatrix} 1 \\ \bar{\theta} \end{pmatrix}, \quad u_\theta := \begin{pmatrix} 1 \\ \theta \theta^2 \\ \ddots \end{pmatrix}$$

and set $\psi_\theta := \psi(v_\theta^* \cdot v_\theta)$. Then for every $x \in \mathcal{B}(\mathcal{H})$ we have

$$T_{\psi_\theta}(x) = u_\theta T_\psi(u_\theta^* x u_\theta) u_\theta^*.$$

In this sense $T_\psi$ and $T_{\psi_\theta}$ are (inner) conjugate.

Proof. Denote by $u \in \mathcal{B}(\mathcal{H} \otimes \mathbb{C}^2)$ the unitary defined by Equation (3.1) on page 5. Using the commutation relation $s^* u_\theta = \theta u_\theta s^*$ and its adjoint, we find

$$u(u_\theta \otimes v_\theta) = \begin{pmatrix} \psi s^* u_\theta & i \theta s^* \psi b u_\theta \\ i \bar{\theta} s^* b u_\theta & \bar{\theta} a u_\theta \end{pmatrix} = (u_\theta \otimes v_\theta) u^*.$$

Now we compute

$$u_\theta^* T_{\psi_\theta}(x) u_\theta = u_\theta^* P_\psi((1 \otimes v_\theta^*) u^* (x \otimes 1) u (1 \otimes v_\theta)) u_\theta = P_\psi((u_\theta \otimes v_\theta)^* u^* (x \otimes 1) u (u_\theta \otimes v_\theta)) = P_\psi(u^* (u_\theta^* xu_\theta \otimes 1) u) = T_\psi(u_\theta^* xu_\theta).$$

3.8 Remark. (1) If the state $\psi$ is parametrized as in Equation (2.1) with $0 \leq \lambda \leq 1$ and $\zeta \in \mathbb{D}$ then the state $\psi_\theta$ is given by the parameters $\lambda$ and $\zeta \cdot \theta$. Thus, by Proposition 3.7 we may restrict our investigations to states $\psi$ with $\zeta \geq 0$ up to a suitable unitary conjugation of the transition operator.

(2) Observe that replacing $\zeta$ by $-\zeta$ in the parametrization of the state $\psi$ is equivalent to replacing $u$ by $u^*$ (or $b$ by $-b$) in the construction of the transition operator. It hence follows from Proposition 3.7 that the time reversed process with transition operator

$$T_{\psi}^+(x) := P_\psi(u(x \otimes 1) u^*)$$

also belongs to our class of quantum birth and death chains. More precisely, choosing $\theta = (-1)$ in Proposition 3.7 we obtain $T_{\psi}^+(x) = u_{-1} T_\psi(u_{-1}^* x u_{-1}) u_{-1}^* = T_{\psi_{-1}}(x)$.

3.9 Theorem. (1) Let $\psi \neq \psi_+$ be a state on $M_2$. Then $T_\psi$ is extremal in $\text{UCP}(\mathcal{H})$ if and only if $\psi$ is pure.

(2) If $\psi = \psi_+$ then the following statements are equivalent:

a) The transition operator $T_{\psi_+}$ is not extremal in $\text{UCP}(\mathcal{H})$.

b) $s^* a^2 s$ is a non-zero multiple of $1$ or a non-zero multiple of $p_0$.

Proof. Let $\psi$ be parametrized by $0 \leq \lambda \leq 1$ and $\zeta \in \mathbb{D}$ as in Equation (2.1). We denote by $t_1, t_2, t_3, t_4$ the Kraus operators given in Proposition 3.5 on the previous page.
(1) If $\psi$ is not pure, i.e. $0 < \lambda < 1$ and $|\zeta| < 1$, then

$$T_1(x) := t_3^* xt_3 + t_4^* xt_4, \quad T_2(x) := \lambda(\lambda + |\zeta|^2 - \lambda|\zeta|^2)^{-1}(t_3^* xt_1 + t_5^* xt_2)$$

are ucp-maps. Since $\langle T_1(p_0) e_1, e_0 \rangle = 0 \neq \langle T_2(p_0) e_1, e_0 \rangle$ these maps do not coincide (cf. Appendix A). Being a non-trivial convex combination of $T_1$ and $T_2$, the transition operator $T_\psi$ is not extremal in UCP($\mathcal{H}$).

For the converse, recall that in general a ucp-map $T(x) = \sum_{i=1}^N a_i x a_i$ on $\mathcal{B}(\mathcal{H})$ is extremal in UCP($\mathcal{H}$) if the set $\{a_i^*a_j \mid 1 \leq i, j \leq N\}$ is linearly independent. We first consider $\psi = \psi_-$. Then the transition operator $T_\psi$ is given by

$$T_{\psi_-}(x) = t_3^* xt_3 + t_4^* xt_4 = bs x s^* b + a x a.$$ 

Hence we have to consider the products

$$t_3^* t_3 = b^2, \quad t_4^* t_4 = a^2, \quad t_3^* t_4 = s(a^* b s), \quad t_4^* t_3 = (a^* b s) s^*.$$ 

Observe that $a^2$ and $b^2$ are linearly independent diagonal operators ($a_0 = 1, b_0 = 0$). Moreover, since $a^* b s$ is a non-zero diagonal operator ($a_0 = 1, b_1 \neq 0$), the matrix of coefficients of $t_3^* t_4$ and $t_4^* t_3$ is a non-vanishing strictly lower and strictly upper triangular matrix, respectively. Consequently, the above products are indeed linearly independent.

Now let $\psi \notin \{\psi_+, \psi_-\}$ be pure, i.e. $0 < \lambda < 1$ and $|\zeta| = 1$. By Proposition 3.7 we may assume $\zeta = 1$. Then the transition operator is given by

$$T_\psi(x) = \lambda(t_3^* xt_1 + t_5^* xt_2).$$

Hence we have to show that the products

$$\lambda t_3^* t_1 = -i\sqrt{\lambda(1-\lambda)} ab s^* a s + \lambda s^* a^2 s + (1-\lambda)b^2 + i\sqrt{\lambda(1-\lambda)} s^* ab,$$

$$\lambda t_2^* t_2 = i\sqrt{\lambda(1-\lambda)} ab s^* b s + (1-\lambda)a^2 - i\sqrt{\lambda(1-\lambda)} s^* ab,$$

$$\lambda t_3^* t_2 = -i\sqrt{\lambda(1-\lambda)} (bsb^*) s^* + \lambda (s^* ab)s - (1-\lambda)(sbs^*) s - i\sqrt{\lambda(1-\lambda)} s^* as a,$$

$$\lambda t_2^* t_3 = i\sqrt{\lambda(1-\lambda)} a s^* a s + \lambda (s^* ab)s - (1-\lambda)s^* b s^* + i\sqrt{\lambda(1-\lambda)} (sbs^*) s^*.$$ 

are linearly independent. Since $\beta_n \neq 0$ for $n \geq 1$, the functional $\varphi_{0,2}(x) := \langle x e_0, e_2 \rangle$ on $\mathcal{B}(\mathcal{H})$ vanishes on all these products except $\lambda t_3^* t_2$, and analogously, $\varphi_{2,0}(x) := \langle x e_2, e_0 \rangle$ vanishes on all products except $\lambda t_2^* t_3$. It therefore suffices to prove that $\lambda t_3^* t_3, \lambda t_2^* t_2$ are linearly independent, i.e., they generate a two-dimensional subspace. Obviously, the linear span of $\lambda t_3^* t_3$ and $\lambda t_2^* t_2$ contains the identity operator $\mathbb{1}$. Assume $\lambda t_3^* t_3 \in \mathbb{C}\mathbb{1}$. Then $ab$ must vanish and, since $\beta_n \neq 0$ for all $n \geq 1$, this implies $a = p_0$. But then $\lambda t_3^* t_1 = (1-\lambda)b^2 \notin \mathbb{C}\mathbb{1}$. Hence the linear span of $\lambda t_3^* t_1$ and $\lambda t_2^* t_2$ is indeed two-dimensional.

(2) Let $\psi = \psi_+$, i.e. $\lambda = 1$ and $\zeta = 0$. First suppose $s^* a^2 s = \mu \mathbb{1}$ for some $\mu \neq 0$. Then also $\mu \neq 1$, since $0 \neq s^* b^2 s = (1-\mu)\mathbb{1}$. Hence the transition operator

$$T_{\psi_+}(x) = \mu(\mu^{-1}s^* a s \mathbb{1} s^* a s) + (1-\mu)(s^* b x b s)$$

is a convex combination of two distinct ucp-maps. Second, if $s^* a^2 s = \mu p_0$ for some $\mu \neq 0$ then

$$T_{\psi_+} = \frac{1}{2}(\sqrt{\mu} p_0 - s^* b) x (\sqrt{\mu} p_0 - bs) + \frac{1}{2}(\sqrt{\mu} p_0 + s^* b) x (\sqrt{\mu} p_0 + bs)$$
3.10 Remark. The above proof relies on the assumption that $\beta_n \neq 0$ for all $n \in \mathbb{N}$. Dropping this assumption we find the following counterexample: Let $a := \text{diag}(1, 0, 1, 0, 1, \ldots)$, $b := \text{diag}(0, 1, 0, 1, 0, \ldots)$ and let $\psi$ be the state on $M_2$ with parameters $\lambda := 1/2$ and $\zeta := 1$. Then $\psi$ is pure and a convex decomposition of the transition operator $T_\psi$ is given by

$$T_\psi(x) = \frac{1}{2}(t_1^*xt_1 + t_2^*xt_2) = \frac{1}{2}(t_1^*(t_1 + t_2)x(t_1 + t_2)) + \frac{1}{2}(t_2^*(t_1 - t_2)x(t_1 - t_2)).$$

4. General Ergodic Properties

Now we shift our attention to ergodic properties of the transition operator $T_\psi$. More precisely, we consider the following notions of ergodic theory: Let $T : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H})$ be a ucp-map. A projection $p \in \mathcal{B}(\mathcal{H})$ satisfying $T(p) \geq p$ is called subharmonic. The map $T$ is called irreducible if there are no subharmonic projections except 0 and 1. If the fixed space of $T$, which we denote by $\mathcal{F}(T)$, consists only of multiples of 1 then $T$ is called ergodic. If the multiples of 1 are the only eigenvectors of $T$ corresponding to any eigenvalue $\mu \in \mathbb{C}$ with $|\mu| = 1$ then $T$ is called weakly mixing.

4.1 Proposition. Let $T : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H})$ be a ucp-map and fix a Kraus decomposition $T(x) = \sum_{i \in I} a_i^*xa_i$ with $a_i \in \mathcal{B}(\mathcal{H})$, $i \in I$.

1. For a projection $p \in \mathcal{B}(\mathcal{H})$ the following conditions are equivalent:
   a) $p$ is subharmonic.
   b) $a_ip = pa_ip$ for every $i \in I$.

2. Suppose that $T$ admits a faithful invariant state and let $\mu \in \mathbb{C}$, $|\mu| = 1$. Then for $x \in \mathcal{B}(\mathcal{H})$ the following conditions are equivalent:
   a) $T(x) = \mu x$.
   b) $xa_i = \mu a_ix$ for every $i \in I$. 
4.2 Remark. (1) If \( \text{span}\{a_i : i \in I\} \subseteq \mathcal{B}(\mathcal{H}) \) is a self-adjoint set then Condition (1)b above is equivalent to \( a_ip = pa_i \) for every \( i \in I \). Hence, if this condition is fulfilled then \( p \) is in fact a fixed point, because \( T(p) = \sum_{i \in I} a_i^*pa_i = \sum_{i \in I} a_i^*a_ip = p \).

(2) In general the fixed space \( \mathcal{F}(T) \) is not closed under multiplication and therefore not an algebra. However, it obviously contains the commutant \( \{a_i, a_i^* : i \in I\}' \). In fact, this is the largest von Neumann subalgebra contained in \( \mathcal{F}(T) \) (see [AGG02]). If \( T \) admits a faithful invariant state, it follows from Statement (2) that the fixed space agrees with \( \{a_i, a_i^* : i \in I\}' \); in particular, \( \mathcal{F}(T) \) is a von Neumann subalgebra (cf. [FR02, Thm. III.1] (cf. also [Moh05, Thm. 2.7]). We include it for convenience of the reader.

Proof. (1) If \( p \) is subharmonic then \( p^\perp \geq T(p^\perp) = \sum_{i \in I} a_i^*p^\perp a_i \). Hence we have

\[
0 = pT(p^\perp) = \sum_{i \in I} (p^\perp a_i p)^*(p^\perp a_ip).
\]

It follows that \( p^\perp a_ip \) must vanish for each \( i \in I \) and, therefore, \( a_ip = p^\perp a_ip + pa_ip = pa_ip \).

Conversely, if \( a_ip = pa_ip \) then \( T(p^\perp) = \sum_{i \in I} a_i^*p^\perp a_p = \sum_{i \in I} a_i^*p^\perp pa_ip = 0 \) and \( pT(p^\perp) = (T(p^\perp)p)^* = 0 \). Hence we obtain

\[
T(p^\perp) = p^\perp T(p^\perp) + p^\perp T(p^\perp)p + pT(p^\perp) = p^\perp T(p^\perp)p^\perp \leq p^\perp,
\]

i.e., \( p \) is subharmonic.

(2) Let \( \varphi \) be a faithful invariant state for \( T \) and \( T(x) = \mu x \). Then by the Kadison-Schwarz inequality \( 0 \leq \varphi(T(x^*x) - T(x)^*T(x)) = \varphi(x^*x - \mu^*x^*x) = 0 \) and hence \( T(x^*x) = T(x)^*T(x) \). It follows

\[
0 = (T(x^*x) - \mu x)^*(T(x^*x) - \mu x) = T(x^*x) - \mu T(x)^*x - \mu x^*T(x) + x^*x = \sum_{i \in I} a_i^*x^*x a_i - \mu a_i^*x^*x a_i + x^*a_i^*a_i x = \sum_{i \in I} (xa_i - \mu a_i x)^*(xa_i - \mu a_i x).
\]

Therefore, \( (xa_i - \mu a_i x) \) vanishes for each \( i \in I \), i.e. \( xa_i = \mu a_i x \). The converse implication is trivial.

4.3 Theorem. Let \( \psi \) be a faithful state on \( M_2 \). Then we have:

(1) The transition operator \( T_\psi \) is irreducible.

(2) If \( T_\psi \) admits an invariant normal state then \( T_\psi \) is weakly mixing.

We will see in the next section that \( T_\psi \) is not always weakly mixing if \( \psi \) is faithful. On the other hand, the transition operator \( T_\psi \) can be weakly mixing even though it does not admit an invariant normal state (cf. Proposition 5.3 on page 16 and Theorem 5.4 on page 17).
Proof. (1) Let $p \in \mathcal{B}(\mathcal{H})$ be a subharmonic projection. It is easily checked that the Kraus operators $t_1, \ldots, t_4$ given in Proposition 3.5 on page 7 span a self-adjoint linear subspace. Hence by Proposition 4.1 and Remark 4.2 we have $T_\psi(p) = p$ and $p$ commutes with $t_3 = s^*b$ and $t_3^* = bs$. It follows that $p$ also commutes with the operator
\[
(t_3^*)^m t_3^m = (bs)^m (s^*b)^m = \begin{pmatrix} 0 & \cdots & 0 \\
\Pi_{k=1}^m \beta_k^2 & \cdots & \Pi_{k=2}^{m+1} \beta_k^2 \\
\Pi_{k=2}^{m+1} \beta_k^2 & \cdots & \end{pmatrix}
\]
for each $m \geq 1$ and therefore with its kernel projection $p_{(0,m-1)}$. We conclude that $pp_m = p_m p$ for every $m \in \mathbb{N}$, i.e., $p$ is a diagonal operator.

Let $P_{\ell^\infty(\mathbb{N})}(x) := \sum_{n=0}^{\infty} p_n x p_n$, $x \in \mathcal{B}(\mathcal{H})$, denote the conditional expectation onto the commutative subalgebra $\ell^\infty(\mathbb{N}) \subseteq \mathcal{B}(\mathcal{H})$ of all diagonal operators. Due to $T_\psi(p) = p \in \ell^\infty(\mathbb{N})$ the projection $p$ is a fixed point of the classical transition operator $P_{\ell^\infty(\mathbb{N})} \circ T_\psi|_{\ell^\infty(\mathbb{N})}$ (cf. Remark 3.2 and Figure 3.2 on page 6). Since $\beta_n \neq 0$ for every $n \geq 1$ and $\psi$ is faithful ($0 < \lambda < 1$), this classical transition operator is irreducible and its only fixed projections are 0 and 1 (cf., e.g., [Dur96 Sec.5.3]). Consequently, either $p = 0$ or $p = 1$.

(2) Let $T_\psi(u) = \mu u$ for some $u \in \mathcal{B}(\mathcal{H})$, $\|u\| = 1$, and some $\mu \in \mathbb{C}$, $|\mu| = 1$. We first show that the existence of an invariant normal state $\varphi$ implies that $u$ is unitary. Since the support projection of any invariant normal state is subharmonic, $\varphi$ is faithful due to [1]. By Remark 4.2 the fixed space $\mathcal{F}(T_\psi)$ is a von Neumann subalgebra. In particular, it is generated by its projections, which, again by [1], implies $\mathcal{F}(T_\psi) = \mathbb{C}1$. By virtue of the Kadison-Schwarz inequality the element $T_\psi(u^*u) - T_\psi(u)^* T_\psi(u) = T_\psi(u^*u) - u^*u$ is positive. Moreover, it satisfies
\[
0 \leq \varphi(T_\psi(u^*u) - u^*u) = (\varphi \circ T_\psi)(u^*u) - \varphi(u^*u) = 0 .
\]
Since $\varphi$ is faithful, we conclude that $T(u^*u) = u^*u$, i.e., $u^*u$ is an element of the fixed point space $\mathcal{F}(T_\psi) = \mathbb{C}1$. An analogous argument shows $uu^* \in \mathbb{C}1$, i.e., $u$ is unitary.

To conclude that $u \in \mathbb{C}1$ we now show that $u$ is in fact a fixed point, i.e. $\mu = 1$. By Proposition 4.1 (2) we have $u_1 = \mu u_1$ for all $1 \leq i \leq 4$. It is easily seen that $t_3^* \in \text{span}\{t_1, \ldots, t_4\}$. Hence also $ut_3^* = \mu t_3^* u$ and
\[
ub^2 = ut_3^* t_3^* = \mu^2 t_3^* t_3^* u = \mu^2 b^2 u .
\]
This implies that $u$ commutes with $p_0$, the kernel projection of $b^2$. It follows that
\[
p_0 = up_0 u^* = ut_4 p_0 u^* = \mu t_4 p_0 = \mu p_0 ;
\]
consequently, $\mu = 1$. \qed
Now, let ψ be a diagonal state on $M_2$. Then the transition operator simplifies to

$$T_\psi(x) = \lambda(s^*as x s^*as + s^*b x bs) + (1 - \lambda)(bs x s^*b + a x a), \quad x \in \mathcal{B}(H).$$

Recall that in this case the algebra $\ell^\infty(\mathbb{N})$ of all diagonal operators is invariant for $T_\psi$ and for each diagonal normal state ϕ on $\mathcal{B}(H)$ the state $\varphi \circ T_\psi$ is diagonal, too (cf. Remark 3.2 on page 6). In this case we may extend some results from the classical subchain on $\ell^\infty(\mathbb{N})$ without much effort.

### 4.4 Proposition.
Let $\psi$ be a diagonal state on $M_2$ parametrized as in Equation (2.1) with $0 \leq \lambda \leq 1$ and $\zeta = 0$. Then $T_\psi$ admits an invariant normal state $\varphi$ on $\mathcal{B}(H)$ if and only if $\lambda < \frac{1}{2}$. In this case $\varphi$ is given by $\varphi = \text{Tr}(\rho \cdot)$ with

$$\rho = \frac{1 - 2\lambda}{1 - \lambda} \left( \begin{array}{cc} \frac{\lambda}{1 - \lambda} & \left( \frac{\lambda}{1 - \lambda} \right)^2 \\ & \ddots \end{array} \right).$$

**Proof.** The proof essentially relies on the same computations as for the classical birth and death chain. Using $a^2 + b^2 = 1$ and $s^*bpa = (s^*b^2s)(s^*p\alpha s) = (s^*b^2s)\frac{\lambda}{1 - \lambda} \rho$ we obtain

$$\begin{align*}
\lambda s^*\alpha p\alpha^*s \alpha^* + \lambda b s p \alpha s^*b + (1 - \lambda)s^*bpa & = \lambda s^*a^2p\alpha + \lambda b^2(1 - \lambda) \rho + (1 - \lambda)s^*b^2s \frac{\lambda}{1 - \lambda} \rho + (1 - \lambda)a^2 \rho \\
& = \lambda s^*(a^2 + b^2) \rho + (1 - \lambda)(a^2 + b^2) \rho = \rho.
\end{align*}$$

This shows that $\varphi = \text{Tr}(\rho \cdot)$ is indeed invariant for $\lambda < \frac{1}{2}$.

Conversely, let $\lambda \geq \frac{1}{2}$ and assume that $\varphi = \text{Tr}(\rho \cdot)$ is an invariant normal state. Then the coefficients $\rho_{n,n}, n \in \mathbb{N},$ satisfy (cf. Figure 3.1 on page 5)

$$\begin{align*}
\rho_{0,0} &= (\lambda \alpha^2 + (1 - \lambda))\rho_{0,0} + (1 - \lambda)\beta^2 \rho_{1,1}, \\
\rho_{n,n} &= (\lambda \alpha^2_{n+1} + (1 - \lambda)\beta^2_{n})\rho_{n,n} + (1 - \lambda)\beta^2 \rho_{n+1,n+1} + \lambda \beta^2 \rho_{n-1,n-1}.
\end{align*}$$

For $\lambda = 1$ this implies $\rho_{n,n} = 0$ for every $n \in \mathbb{N}$, since $\alpha^2_n < 1$ for every $n \geq 1$. Using $\alpha^2_n + \beta^2_n = 1$, for $\frac{1}{2} \leq \lambda < 1$ a simple induction shows that

$$\rho_{n,n} = \left( \frac{\lambda}{1 - \lambda} \right)^n \rho_{0,0}$$

for every $n \in \mathbb{N}$. But by normality we then obtain the contradiction $1 = \varphi(\mathbb{1}) = \sum_{n=0}^{\infty} \rho_{n,n} \in \{0, \infty\}$. Hence there is no invariant normal state.

### 4.5 Example (Ergodic Properties of $T_{\psi_+}$ and $T_{\psi_-}$).

As special cases we examine the transition operators corresponding to the states $\psi_+$ and $\psi_-$, that is, in terms of the parametrization of Equation (2.1) on page 4 we consider $\lambda = 1$ and $\lambda = 0$, respectively.

Since $T_{\psi_+}(p_0^+) = 1 - \alpha^2 p_0 \geq p_0^+$ and $T_{\psi_-}(p_0) = \beta^2 p_1 + p_0 \geq p_0$, both transition operators admit a non-trivial subharmonic projection and are therefore not irreducible.
We have shown in Proposition 4.4 that $T_{\psi_+}$ does not admit an invariant normal state. For the transition operator $T_{\psi_-}$ the vector state $\varphi = \text{Tr}(p_0 \cdot) = (\cdot e_0, e_0)$ is invariant.

In general, $T_{\psi_+}$ is not ergodic (and hence not weakly mixing). For an example with an infinite dimensional fixed space we refer to Proposition 5.3 or Theorem 5.4 in the next section. However, for certain choices of model parameters $\alpha_n$ and $\beta_n$, $n \geq 1$, the transition operator $T_{\psi_+}$ is weakly mixing. For instance, let $\beta_n := (\frac{1}{2})^n$ and $\alpha_n := \sqrt{1 - \beta_n^2}$ $(n \geq 1)$. Then for $x \in \mathcal{B}(\mathcal{H})$ such that $T_{\psi_+}(x) = \mu x$ with $|\mu| = 1$ the coefficients of $x$ satisfy the equations

$$x_{m+1,n+1} = 2^{m+n+2} \left( \mu - \sqrt{(1 - (\frac{1}{2})^{2m+2})(1 - (\frac{1}{2})^{2n+2})} \right) x_{m,n}$$

for all $m, n \in \mathbb{N}$. We focus on the factor in this recursion: Using the fact that the arithmetic mean is always greater than the geometric mean, we obtain for $n := m + k$ with $k \geq 1$:

$$\left| 2^{m+k+2} \left( \mu - \sqrt{(1 - (\frac{1}{2})^{2m+2})(1 - (\frac{1}{2})^{2n+2})} \right) \right| \geq 2^{k-1} + 2^{-k-1} \geq \frac{5}{4}.$$

Since the coefficients of $x \in \mathcal{B}(\mathcal{H})$ are bounded, we must have $x_{m,n} = 0$ for all $m < n$ ($k \geq 1$) and, analogously, $x_{m,n} = 0$ for all $m > n$. For $m = n$ the recursion factor is given by

$$2^{m+2} \left( \mu - (1 - (\frac{1}{2})^{2m+2}) \right) = 2^{m+2}(\mu - 1) + 1.$$

This shows that, if $\mu \neq 1$, we have $x_{m,m} = 0$ for all $m \in \mathbb{N}$, i.e. $x = 0$. If $\mu = 1$ then $x = x_{0,0} \cdot 1$ follows.

For the state $\psi_-$ the transition operator $T_{\psi_-}$ is weakly mixing (and hence ergodic) for any choice of model parameters $\alpha_n$ and $\beta_n$. For if $x \in \mathcal{B}(\mathcal{H})$ and $T_{\psi_-}(x) = \mu x$ with $|\mu| = 1$, the coefficients of $x$ satisfy the equations ($m, n \in \mathbb{N}$)

$$(\mu - \alpha_m \alpha_n) x_{m,n} = \begin{cases} \beta_m \beta_n x_{m-1,n-1}, & \text{if } m, n \geq 1, \\ 0, & \text{otherwise}. \end{cases}$$

Unless $m = n = 0$ the factors $(\mu - \alpha_m \alpha_n)$ and $\beta_m \beta_n$ for $m, n \geq 1$ do not vanish. Hence $x_{m,n} = 0$ for all $m \neq n$. If $\mu \neq 1$, this also follows for all $m = n$, i.e. $x = 0$. If $\mu = 1$ then $x_{m,m} = \frac{1 - \alpha_n^2}{\beta_m^2} x_{m-1,m} = x_{m-1,m-1}$ for all $m \geq 1$, i.e. $x \in \mathbb{C}1$.

5. Toy Examples

In this section we consider the special model parameters $\alpha_n := \alpha$ and $\beta_n := \beta$, $n \geq 1$, for some fixed numbers $-1 \leq \alpha, \beta \leq 1$ with $\beta \neq 0$ and $\alpha^2 + \beta^2 = 1$. This choice corresponds to homogeneous birth and death rates in the sense that for every state $\psi$ on $M_2$ the transition probability

$$\langle T_{\psi}(p_m) e_n, e_n \rangle$$

depends only on the difference $m - n$, unless $m = n = 0$. This means that the classical Markov chain obtained by restricting $P_{\psi}(\cdot) \circ T_{\psi}$ to the subalgebra of diagonal operators is indeed a homogeneous birth and death chain (cf. Remark 3.2 and Figure 3.2 on page 6).
Limiting the choice of model parameters to $\alpha_n = \alpha$ and $\beta_n = \beta$, $n \geq 1$, allows us to determine precisely for which states $\psi$ the transition operator $T_\psi$ admits a pure invariant normal state. Notice that by Theorem 4.3 on page 11 this can only happen if $\psi$ is pure, too. Moreover, for diagonal states we obtain a complete characterization of ergodicity and weak mixing of $T_\psi$.

Later in this section we will restrict even more to $\alpha_n := 0$ and $\beta_n := 1$, $n \geq 1$. Because of its simplicity we refer to this choice as the baby maser. In this case the classical birth and death chain obtained by restricting to the algebra of diagonal operators is homogeneous without (non-trivial) self-loops. For this relatively simple model we obtain a complete characterization of invariant normal states, ergodicity, and weak mixing of the transition operator $T_\psi$ for every state $\psi$ on $M_2$.

5.1 Proposition. Let $\alpha_n = \alpha$ and $\beta_n = \beta \neq 0$ for all $n \geq 1$ and let $\psi$ be a pure state on $M_2$ parametrized as in Equation (2.1) with $0 < \lambda < 1$ and $\zeta \in \mathbb{C}$, $|\zeta| = 1$. Then the transition operator $T_\psi$ admits a pure invariant normal state if and only if $\lambda < \frac{1}{2}(1 - \alpha)$. In this case there is only one pure invariant normal state $\varphi$ on $\mathcal{B(H)}$ and it is given by

$$\varphi(x) = \langle x \xi, \xi \rangle \quad \text{with} \quad \xi = \sqrt{1 - |q|^2} \cdot (q^n)_{n \in \mathbb{N}} \quad \text{and} \quad q = -i\zeta \frac{\beta}{1 - \alpha} \sqrt{\frac{1}{1 - \lambda}}.$$

5.2 Remark. For $\lambda \in \{0, 1\}$, i.e. for the states $\psi_-$ and $\psi_+$, we already discussed invariant normal states for general model parameters in Proposition 4.4 on page 13 (see also Example 4.5). Note that the conclusion of Proposition 5.1 extends to these two cases.

Proof. Let $0 < \lambda < 1$ and $\zeta \in \mathbb{C}$, $|\zeta| = 1$, and observe that in this case only the two operators

$$t_1 = \alpha \mathbb{1} + i\zeta \sqrt{\frac{1 - \lambda}{\lambda}} \beta s^* \quad \text{and} \quad t_2 = \beta s + i\zeta \sqrt{\frac{1 - \lambda}{\lambda}} a$$

contribute to the Kraus decomposition of $T_\psi$ in Proposition 3.5 on page 7.

First let $\xi \in \ell^2(\mathbb{N})$ be a unit vector such that $\varphi := \langle \cdot, \xi \rangle$ is invariant for $T_\psi$. Then $\xi$ is an eigenvector of $t_1$ and $t_2$. In particular, $\xi$ is an eigenvector of $s^*$. Therefore, we have $\xi = \sqrt{1 - |q|^2} \cdot (q^n)_{n \in \mathbb{N}}$ for some $q \in \mathbb{C}$, $|q| < 1$. Let $\mu$ be the corresponding eigenvalue of $t_2$. Then $\mu \langle \xi, e_0 \rangle = \langle t_2 \xi, e_0 \rangle$ yields $\mu = i\zeta \sqrt{\frac{1 - \lambda}{\lambda}}$. Moreover, from

$$\mu q^n \langle \xi, e_0 \rangle = \mu \langle \xi, e_n \rangle = \langle t_2 \xi, e_n \rangle = \left( \beta q^{n - 1} + i\zeta \sqrt{\frac{1 - \lambda}{\lambda}} \alpha q^n \right) \langle \xi, e_0 \rangle \quad (5.1)$$

for $n \geq 1$, it follows that $q = -i\zeta \frac{\beta}{1 - \alpha} \sqrt{\frac{1}{1 - \lambda}}$. Since $\alpha^2 + \beta^2 = 1$ and $|q|^2 < 1$, a straightforward computation shows that $\lambda < \frac{1}{2}(1 - \alpha)$.

Conversely, if $\lambda < \frac{1}{2}(1 - \alpha)$ then, obviously, the unit vector $\xi$ given in the Proposition is an eigenvector of $s^*$ and hence of $t_1$. Furthermore, for this choice of $q$ Equation (5.1) is valid for every $n \geq 1$. This shows that $\xi$ is an eigenvector of $t_2$, too. Consequently, the pure normal state $\varphi = \langle \cdot, \xi \rangle$ is invariant. \qed
Now we turn to mixing properties and ergodicity of the transition operator. For a faithful diagonal state $\psi$ on $M_2$ with $0 < \lambda < 1/2$ and $\zeta = 0$ we have already shown in Proposition 4.4 on page 13 that there exists an invariant normal state for $T_\psi$. By Theorem 4.3 on page 11 it follows that $T_\psi$ is weakly mixing. For our toy example we are able to show that weak mixing also holds for $\lambda = 1/2$ and that for $\lambda > 1/2$ the transition operator is not even ergodic.

5.3 Proposition. Let $\alpha_n = \alpha$ and $\beta_n = \beta \neq 0$ for all $n \geq 1$ and let $\psi$ be a diagonal state on $M_2$ parametrized as in Equation (2.1) with $0 \leq \lambda \leq 1$ and $\zeta = 0$. Then the transition operator $T_\psi$ is weakly mixing (hence ergodic) if and only if $\lambda \leq 1/2$. For $\lambda > 1/2$ the fixed space of $T_\psi$ is infinite dimensional.

Proof. For $0 < \lambda < 1/2$ the assertion follows from Theorem 4.3 and Proposition 4.4. The case $\lambda = 0$ (i.e. $\psi = \psi_-$) was treated in Example 4.5 on page 13. Here we only deal with $\lambda = 1/2$ in the first part and with $\lambda > 1/2$ in the second part of the proof.

(1) Let $\lambda = 1/2$ and let $x \in \mathcal{B}(\mathcal{H})$ with $T_\psi(x) = \mu x$ for some $\mu \in \mathbb{C}$, $|\mu| = 1$. Then the coefficients of $x$ satisfy the following equations (cf. Figure 3.1 on page 5):

\begin{align}
\mu x_{0,0} &= \frac{1}{2}(\alpha^2 + 1)x_{0,0} + \frac{1}{2}\beta^2x_{1,1} \\
\mu x_{0,k} &= \frac{1}{2}(\alpha^2 + \alpha)x_{0,k} + \frac{1}{2}\beta^2x_{1,k+1}, \quad k \geq 1, \\
\mu x_{m,n} &= \alpha^2x_{m,n} + \frac{1}{2}\beta^2x_{m+1,n+1} + \frac{1}{2}\beta^2x_{m-1,n-1}, \quad m,n \geq 1.
\end{align}

(5.2) (5.3) (5.4)

Fix $k \in \mathbb{N}$ and consider the matrix

$$A := \begin{pmatrix} 2(1 + \frac{\mu - 1}{\beta^2}) & -1 \\ 1 & 0 \end{pmatrix}.$$ 

By Equation (5.4) we have

$$\begin{pmatrix} x_{m+1,m+k+1} \\ x_{m,m+k} \end{pmatrix} = A \begin{pmatrix} x_{m,m+k} \\ x_{m-1,m-1+k} \end{pmatrix} = A^m \begin{pmatrix} x_{1,k+1} \\ x_{0,k} \end{pmatrix}$$

(5.5)

for all $m \geq 1$, $k \geq 0$. Each solution of this recurrence is determined by $x_{0,k}$ and $x_{1,k+1}$, that is, the set of solutions is 2-dimensional. Denote by $\omega_1, \omega_2 \in \mathbb{C}$ the two (possibly equal) eigenvalues of $A$ and assume $|\omega_1| \leq |\omega_2|$. Note that

$$\omega_1\omega_2 = \det(A) = 1, \quad \frac{1}{2}\omega_1 + \frac{1}{2}\omega_2 = \frac{1}{2}\text{Tr}(A) = 1 + \frac{\mu - 1}{\beta^2}.$$ 

If $|\omega_2| > 1$ then setting $\tilde{x}_{m,m+k} := \omega_2^m$, $m \in \mathbb{N}$, provides an unbounded solution for (5.5). If $|\omega_2| \leq 1$ then $\omega_2 = \omega_1^{-1} = \overline{\omega_1}$, since $|\omega_1| \leq |\omega_2|$ and $\omega_1\omega_2 = 1$. Hence $\mu$ must be real, i.e. $\mu = \pm 1$. For $\mu = 1$ setting $\tilde{x}_{m,m+k} := m$, $m \in \mathbb{N}$, provides an unbounded solution for (5.5). For $\mu = (-1)$ the assumption $\beta^2 < 1$ leads to the contradiction

$$-1 \leq \Re\omega_1 = \frac{1}{2}\omega_1 + \frac{1}{2}\omega_1 = 1 + \frac{\mu - 1}{\beta^2} < 1 - 2 = -1,$$

and for $\beta^2 = 1$ setting $\tilde{x}_{m,m+k} := (-1)^m \cdot m$, $m \in \mathbb{N}$, again provides an unbounded solution of (5.5). In any case the multiples of $\tilde{x}_{m,m+k} := \omega_1^m$, $m \in \mathbb{N}$, are the
only bounded solutions of Equation (5.5). In particular, $x_{m,m+k} = \omega_1^m \cdot x_{0,k}$ for all $m \in \mathbb{N}$.

Now Equation (6.2) and Equation (5.3) simplify to

$$0 = \left(\frac{1}{2}\alpha^2 + \frac{1}{2}\beta^2 \omega_1 + \frac{1}{2} - \mu\right) x_{0,0} = \left((1 - \frac{1}{2}\beta^2) + \frac{1}{2}\beta^2 \omega_1 - \mu\right) x_{0,0},$$

$$0 = \left(\frac{1}{2}\alpha^2 + \frac{1}{2}\beta^2 \omega_1 + \frac{1}{2} \mu - \alpha\right) x_{0,k} = \left(\frac{1}{2}\alpha + \frac{1}{2}((1 - \beta^2) + \beta^2 \omega_1) - \mu\right) x_{0,k}$$

for all $k \geq 1$. Observe that the factor in the first (second) equation only vanishes if $\mu$ is a non-trivial convex combination of $1$ and $\omega_1$ (and $\alpha$). Since $\mu$ is an extremal point of the unit disc and $\alpha \neq \mu$, we may conclude that $x_{0,k} = 0$ for all $k \geq 1$.

It follows $x_{m,m+k} = 0$ for all $m \in \mathbb{N}$ and $k \geq 1$. Because the element $x^*$ satisfies $T_\psi(x^*) = \bar{\mu} x^*$, we may likewise deduce $x_{n+k,n} = 0$ for all $n \in \mathbb{N}$ and $k \geq 1$, i.e., $x$ is a diagonal operator. For $\mu = 1$ this completes the proof; we are left with the trivial fixed point $x = x_{0,0} \cdot 1$. For $\mu \neq 1$, again using extremality of $\mu$ we may conclude that $x_{0,0} = 0$, i.e., $x = 0$.

(2) Let $\lambda > 1/2$, define a bounded diagonal operator

$$d := \begin{pmatrix} 1 & \frac{1 - \lambda}{\lambda} \\ \frac{(1 - \lambda)^2}{\lambda} & \ddots \end{pmatrix}$$

and set $x := \left(\frac{\lambda}{1 - \lambda} + \frac{2 \lambda - 1}{1 - \lambda} \right) \mathbb{1} - d$. Then a straightforward computation verifies that for each $n \geq 1$ the element $y_n := s^n x$ is a fixed point of $T_\psi$. Moreover, the set $\{y_n \mid n \geq 1\}$ is obviously linearly independent and hence the fixed space is infinite dimensional. \hfill \square

**Baby maser**

Now we consider a further restriction of the model, setting $\alpha_n := \alpha := 0$ and $\beta_n := \beta := 1$ for all $n \geq 1$. We refer to this choice of model parameters as the *baby maser*. In this case the Kraus decomposition of Proposition [3.5 on page 7] reduces to

$$T_\psi(x) = \lambda \cdot (t_1^* xt_1 + t_2^* xt_2) + (1 - \lambda)(1 - |\zeta|^2) \cdot (t_3^* xt_3 + t_4^* xt_4)$$

with

$$t_1 = i \zeta \sqrt{\frac{1 - \lambda}{\lambda}} s^*, \quad t_2 = s - i \zeta \sqrt{\frac{1 - \lambda}{\lambda}} p_0, \quad t_3 = s^*, \quad t_4 = p_0$$

for the state $\psi$ on $M_2$ with parameters $0 \leq \lambda \leq 1$ and $\zeta \in \mathbb{D}$ as in Equation (2.1) on page 4. A diagram of the action of $T_\psi$ on the canonical matrix units of $\mathcal{B}(\mathcal{H})$ is shown in Figure 5.1 on the next page. Notice that for an arbitrary state $\psi$ on $M_2$ the algebra $\ell^\infty(\mathbb{N}) \subseteq \mathcal{B}(\mathcal{H})$ of diagonal operators is invariant under $T_\psi$.

**5.4 Theorem.** Let $\alpha_0 = 0$ and $\beta_0 = 1$ for all $n \geq 1$ and let $\psi$ be an arbitrary state on $M_2$ parametrized as in Equation (2.1) with $0 \leq \lambda \leq 1$ and $\zeta \in \mathbb{D}$. Then $T_\psi$ is weakly mixing (and hence ergodic) if and only if $\lambda \leq 1/2$. For $\lambda > 1/2$ the fixed point space is infinite dimensional.
For an element $x \in \mathcal{B}(\mathcal{H})$ we denote by $x_{m,n} := \langle x e_n, e_m \rangle$ its coefficients. Let $x \in \mathcal{B}(\mathcal{H})$ and $\mu \in \mathbb{C}$, $|\mu| = 1$. Then $T_\psi(x) = \mu x$ if and only if the following equations are satisfied (cf. Figure 5.1):

\begin{align*}
\mu x_{0,0} &= (1 - \lambda) x_{0,0} + \lambda x_{1,1} + i \zeta \sqrt{\lambda(1 - \lambda)} x_{0,1} - i \zeta \sqrt{\lambda(1 - \lambda)} x_{1,0}, \quad (5.8) \\
\mu x_{m,0} &= \lambda x_{m+1,1} - i \zeta \sqrt{\lambda(1 - \lambda)} x_{m+1,0}, \quad m \geq 1, \quad (5.9) \\
\mu x_{0,n} &= \lambda x_{1,n+1} + i \zeta \sqrt{\lambda(1 - \lambda)} x_{0,n+1}, \quad n \geq 1, \quad (5.10) \\
\mu x_{m,n} &= \lambda x_{m+1,n+1} + (1 - \lambda) x_{m-1,n-1}, \quad n, m \geq 1. \quad (5.11)
\end{align*}

First let $0 < \lambda \leq 1/2$. (The case $\lambda = 0$ was already studied in Example 4.5 on page 13.)

Consider the matrix

\[
A := \begin{pmatrix}
\frac{\mu}{\lambda} & 1 - \frac{1 - \lambda}{\lambda} \\
1 & 0
\end{pmatrix}
\]

By Equation (5.11) we have

\[
\begin{pmatrix}
x_{m+1,m+k+1} \\
x_{m,m+k}
\end{pmatrix} = A \begin{pmatrix}
x_{m,m+k} \\
x_{m-1,m+k-1}
\end{pmatrix} = A^m \begin{pmatrix}
x_{1,k+1} \\
x_{0,k}
\end{pmatrix}
\]

for all $m \geq 1$, $k \geq 0$. Hence the solutions of this recursion are determined by $x_{0,k}$ and $x_{1,k+1}$, that is, the set of solutions is 2-dimensional. Denote by $\omega_1, \omega_2$ the two (possibly equal) eigenvalues of $A$ and assume $|\omega_1| \leq |\omega_2|$. Note that

\[
|\omega_1 \omega_2| = \det(A) = \frac{1 - \lambda}{\lambda}, \quad \omega_1 + \omega_2 = \text{Tr}(A) = \lambda^{-1} \mu.
\]

For $\lambda < 1/2$ we have $\omega_1 \omega_2 > 1$, and hence $|\omega_2| > 1$. This provides the unbounded solution $\tilde{x}_{m,m+k} := \omega_2^m$ ($m \in \mathbb{N}$) for Equation (5.12). For $\lambda = 1/2$ we have $\frac{1}{2} \omega_1 + \frac{1}{2} \omega_2 = \mu$. Since $\mu$ is an extremal point of the unit disc, we have either $|\omega_2| > 1$ or $\omega_2 = \omega_2 = \mu$. In the first case again $\tilde{x}_{m,m+k} := \omega_2^m$ ($m \in \mathbb{N}$) is an unbounded solution of (5.12). In the latter case we have $\mu^2 = \omega_1 \omega_2 = 1$ and hence $\mu = \pm 1$. Then $\tilde{x}_{m,m+k} := \mu^m \cdot m$ ($m \in \mathbb{N}$) provides an
Then the transition operator

\[ \psi \]

Note that for \( \lambda < 0 \) or \( \lambda > 1 \) is a fixed point of \( \psi \) in each fixed space. Therefore, \( \psi \) is a fixed point of \( \psi \) in the fixed space. Moreover, if the state \( \psi \) is pure, then also \( \psi \) is a fixed point of \( \psi \) in the fixed space.

5.5 Theorem. Let \( \alpha_n = 0 \) and \( \beta_n = 1 \) for all \( n \geq 1 \) and let \( \psi \) be an arbitrary state on \( M_2 \) parametrized as in Equation (5.6) on page 17 and set \( x := \psi(1 - s^* ds) - i \bar{\zeta} \sqrt{\lambda(1 - \lambda)} (1 - d) \). Then it is a straightforward computation to check that \( y_n := s^n x \) satisfies Equations (5.8) through (5.11) for each \( n \geq 1 \), that is, \( y_n \) is a fixed point of \( T_\psi \). Moreover, the set \( \{ y_n \mid n \geq 1 \} \) is linearly independent and hence the fixed space is infinite dimensional. \( \Box \)

5.6 Remark. Note that for \( \lambda < 1/2 \) the invariant normal state \( \varphi \) is unique, since \( T_\psi \) is ergodic. Moreover, if the state \( \psi \) is pure then also \( \varphi \) is pure by Proposition 5.1 and if \( \psi \) is faithful then also \( \varphi \) is faithful, since \( T_\psi \) is irreducible (cf. Theorem 4.3 on page 11).

Proof. First let \( \lambda \geq 1/2 \) and assume that there is an invariant normal state \( \varphi = \varphi \circ T_\psi \) on \( B(H) \). Then this state satisfies

\[ \varphi(p_n) = \lambda \varphi(p_{n-1}) + (1 - \lambda) \varphi(p_{n+1}) \]

or equivalently,

\[ \varphi(p_n) - \varphi(p_{n+1}) = \frac{1 - \lambda}{\lambda} (\varphi(p_{n+1}) - \varphi(p_n)) \]
for every $n \geq 1$. Since $\frac{1-\lambda}{1-\lambda} \leq 1$, the sequence $|\varphi(p_{n+1}) - \varphi(p_n)|$ is non-decreasing. Moreover, $1 = \varphi(1) = \sum_{n=0}^{\infty} \varphi(p_n)$ implies that this sequence converges to zero as $n \to \infty$. Consequently, we have $|\varphi(p_{n+1}) - \varphi(p_n)| = 0$ for every $n \in \mathbb{N}$, i.e. $\varphi(p_{n+1}) = \varphi(p_n)$. But this contradicts $1 = \varphi(1) = \sum_{n=0}^{\infty} \varphi(p_n)$.

Now let $\lambda < 1/2$. Since $T_\psi$ is ergodic by Theorem 5.4 due to uniqueness of the Jordan decomposition it suffices to find an invariant normal functional $\varphi \neq 0$ to prove the asserted existence. This functional necessarily satisfies $\varphi(1) \neq 0$ and the unique invariant normal state is then given by $\varphi/\varphi(1)$. We define a diagonal trace class operator

$$d := \begin{pmatrix} \frac{1}{1-\lambda} \\ \frac{1-\lambda}{1-\lambda} \end{pmatrix}$$

and set $v := \sum_{k=0}^{\infty} \left(i\zeta \sqrt{\frac{\lambda}{1-\lambda}} s\right)^k$. Then $\rho := \frac{1-2\lambda}{1-\lambda}(d + vd + dv^*)$ is a trace class operator that satisfies the relations

$$(1-\lambda)s^* \rho s = \lambda \rho, \quad \lambda s \rho s^* = (1-\lambda)p_0^\perp \rho p_0^\perp, \quad i\zeta \sqrt{\lambda} s \rho p_0 = \sqrt{1-\lambda} p_0^\perp \rho p_0.$$

A straightforward computation verifies

$$\rho = (\sqrt{\lambda} s - i\zeta \sqrt{1-\lambda} p_0)(\sqrt{\lambda} s - i\zeta \sqrt{1-\lambda} p_0)^*$$

$$+ (1-\lambda)s^* \rho s + (1-\lambda)(1-|\zeta|^2)p_0 \rho p_0$$

$$= \lambda \cdot (t_1 \rho t_1^* + t_2 \rho t_2^*) + (1-\lambda)(1-|\zeta|^2) \cdot (t_3 \rho t_3^* + t_4 \rho t_4^*).$$

Hence for the functional $\varphi := \text{Tr}(\rho \cdot)$ we obtain $\varphi \circ T_\psi = \varphi$ using the trace property. Clearly, $\varphi$ is of the asserted form and satisfies $\varphi(1) = 1$. \qed

6. Summary

In the previous sections we studied our class of quantum birth and death chains for different choices of model parameters $\alpha_n$, $\beta_n$. As a summary we regroup our results by the examined properties and visualize them. Throughout this section $\psi$ denotes a state on $M_2$ parametrized as in Equation (2.1) with parameters $0 \leq \lambda \leq 1$ and $\zeta \in \mathbb{D}$.

Irreducibility

For general model parameters the transition operator $T_\psi$ is irreducible if $\psi$ is faithful, i.e., if $0 < \lambda < 1$ and $|\zeta| < 1$. It is not irreducible for the pure states $\psi_+$ and $\psi_-$. Moreover, for the model parameters $\alpha_n = \alpha$ and $\beta_n = \beta$, $n \geq 1$, it is not irreducible for pure states $\psi$ with $\lambda < \frac{1}{2}(1-\alpha)$. These results can be deduced from Thm. 4.3, Ex. 4.5, and Prop. 5.1. For pure states $\psi$ with $\frac{1}{2}(1-\alpha) < \lambda < 1$ we do not have any results concerning irreducibility.
In this section, we consider the ergodic properties of quantum birth and death chains. We focus on the transition operator $T_\psi$ with specified choices of model parameters.

### Invariant Normal States

For general model parameters and diagonal $\psi (\zeta = 0)$ the transition operator $T_\psi$ admits an invariant normal state if and only if $\lambda < \frac{1}{2}$. For non-diagonal states $\psi$ we do not have general results about invariant normal states.

For $\alpha_n = \alpha$ and $\beta_n = \beta$, $n \geq 1$, we concentrated on studying pure states $\psi$ on $M_2$. For a pure state $\psi$ with $\lambda < \frac{1}{2}(1 - \alpha)$ we computed a pure invariant normal state for $T_\psi$. For pure states with $\lambda > \frac{1}{2}(1 - \alpha)$ we do not know whether there is an invariant normal state, but we showed that, if it exists, it cannot be pure.

For the baby maser ($\alpha_n = 0$, $\beta_n = 1$) we found a complete characterization: For an arbitrary state $\psi$ the transition operator admits an invariant normal state if and only if $\lambda < \frac{1}{2}$. We computed this state explicitly.

We showed for arbitrary model parameters that for a faithful state $\psi$ the invariant normal state is unique and faithful (given it exists at all). We do not know whether for a pure $\psi$ the invariant normal state must be pure, too. However, in all cases where we computed the invariant state this turned out to be true. For these results consult Thm. 4.3, Prop. 4.4 and 5.1, and Thm. 5.5.

### Ergodicity and Mixing

To study ergodicity we concentrated on diagonal states $\psi (\zeta = 0)$. For general model parameters the transition operator $T_\psi$ of a diagonal state $\psi$ is weakly mixing (and hence ergodic) if $\lambda < \frac{1}{2}$. For $\lambda \geq \frac{1}{2}$ we do not know whether $T_\psi$ is ergodic or weakly mixing.

---

Figure 6.1: These figures show the parameter regions for which the transition operator $T_\psi$ with the specified choices of model parameters is irreducible. Blue areas indicate that $T_\psi$ is irreducible, red areas indicate that $T_\psi$ is not irreducible, and regions for which we do not have any results are left blank.

---

1By Proposition 3.7 and Remark 3.8 on page 8 our results do not depend on the phase of $\zeta$. To visualize our results it is therefore enough to draw the right half of a cross section of the Bloch 'sphere'.

For $\alpha_n = \alpha$ and $\beta_n = \beta$, $n \geq 1$, the transition operator $T_\psi$ of a diagonal state $\psi$ is also weakly mixing if $\lambda = 1/2$. If $\lambda > 1/2$ it is not even ergodic (and hence not weakly mixing). We provided explicitly infinitely many linearly independent fixed points.

For the baby maser ($\alpha_n = 0$, $\beta_n = 1$) we found a complete characterization for arbitrary states. Here the transition operator $T_\psi$ is weakly mixing for an arbitrary state $\psi$ in the closed lower hemisphere, i.e. for $\lambda \leq 1/2$. In the open upper hemisphere, i.e. for $\lambda > 1/2$, $T_\psi$ is not ergodic and we provided infinitely many linearly independent fixed points. These results are deduced from Thm. 4.3, Prop. 4.4, Thm. 5.4.

Figure 6.2: These figures show the parameter regions$^1$ for which $T_\psi$ with the specified choices of model parameters admits an invariant normal state. Blue areas indicate that there is an invariant normal state for $T_\psi$, red areas indicate that there is no such state. For areas with red lines no pure invariant normal state exists, and regions for which we do not have any results are left blank.

For $\alpha_n = \alpha$ and $\beta_n = \beta$, $n \geq 1$, the transition operator $T_\psi$ of a diagonal state $\psi$ is also weakly mixing if $\lambda = 1/2$. If $\lambda > 1/2$ it is not even ergodic (and hence not weakly mixing). We provided explicitly infinitely many linearly independent fixed points.

For the baby maser ($\alpha_n = 0$, $\beta_n = 1$) we found a complete characterization for arbitrary states. Here the transition operator $T_\psi$ is weakly mixing for an arbitrary state $\psi$ in the closed lower hemisphere, i.e. for $\lambda \leq 1/2$. In the open upper hemisphere, i.e. for $\lambda > 1/2$, $T_\psi$ is not ergodic and we provided infinitely many linearly independent fixed points. These results are deduced from Thm. 4.3, Prop. 4.4, Thm. 5.4.

Figure 6.3: These figures show the parameter regions$^1$ for which $T_\psi$ with the specified choices of model parameters is weakly mixing. Blue areas indicate that $T_\psi$ is weakly mixing, red areas indicate that $T_\psi$ is not weakly mixing. For areas with blue and red lines either case can be true, and regions for which we do not have any results are left blank.
6.1. Connection Between Ergodicity and Irreducibility

It is well known (and easy to see) that a ucp-map that admits a faithful family of invariant normal states is ergodic if and only if it is irreducible. If a ucp-map does not admit a faithful family of invariant normal states neither of the two implications hold in general. Indeed, let $T_\psi$ be the transition operator corresponding to the state $\psi$ on $M_2$ ($\lambda = 0$, $\zeta = 0$). As we have seen in Example 4.5 on page 13, this ucp-map is ergodic but not irreducible for any choice of model parameters $\alpha_n$, $\beta_n$.

On the other hand, let $\psi$ be a state on $M_2$ parametrized as in Equation (2.1) on page 4 with $1/2 < \lambda < 1$ and $T_\psi$ the corresponding transition operator of the baby maser ($\alpha_n = 0$, $\beta_n = 1$). Then $T_\psi$ is irreducible by Theorem 4.3 on page 11 but the fixed space of $T_\psi$ is infinite dimensional (cf. Theorem 5.4 on page 17), i.e., $T_\psi$ is not ergodic.

A. Appendix

In this section we include some laborious calculations for our transition operators $T_\psi$ as defined in Section 3. Throughout this section let $\psi$ be a state on $M_2$ parametrized as in Equation (2.1) on page 4 with $0 \leq \lambda \leq 1$ and $\zeta \in \mathbb{D}$ and we set $\nu := i\zeta \sqrt{\lambda(1-\lambda)}$.

By Proposition 3.5 on page 7 a Kraus decomposition of the transition operator $T_\psi$ is given by

$$T_\psi(x) = \lambda(t^*_1 x t_1 + t^*_2 x t_2) + (1 - \lambda)(1 - |\zeta|^2)(t^*_3 x t_3 + t^*_4 x t_4)$$

with

$$t_1 := s^*a s + i\zeta \sqrt{1 - \lambda} s^* b, \quad t_2 := b s - i\zeta \sqrt{1 - \lambda} a,$$

$$t_3 := s^* b, \quad t_4 := a.$$  

The operators $t_1, \ldots, t_4$ and their adjoints act on the canonical orthonormal basis $(e_n)_{n \in \mathbb{N}}$ of $\mathcal{H} = \ell^2(\mathbb{N})$ as follows

$$t_1 e_n = \begin{cases} \alpha_{n+1} e_n + i\zeta \sqrt{1 - \lambda} \beta_n e_{n-1} & \text{if } n \geq 1, \\ \alpha_{n+1} e_n & \text{if } n = 0, \end{cases}$$

$$t_2 e_n = \beta_{n+1} e_{n+1} - i\zeta \sqrt{1 - \lambda} \alpha_n e_n,$$

$$t_3 e_n = \begin{cases} \beta_n e_{n-1} & \text{if } n \geq 1, \\ 0 & \text{if } n = 0, \end{cases}$$

$$t_4 e_n = \alpha_n e_n,$$

and

$$t^*_1 e_n = \begin{cases} \alpha_{n+1} e_n - i\bar{\zeta} \sqrt{1 - \lambda} \beta_n e_{n+1}, \\ \alpha_{n+1} e_n \end{cases}$$

$$t^*_2 e_n = \begin{cases} \beta_n e_{n-1} + i\bar{\zeta} \sqrt{1 - \lambda} \alpha_n e_n & \text{if } n \geq 1, \\ i\bar{\zeta} \sqrt{1 - \lambda} \alpha_0 e_0 & \text{if } n = 0, \end{cases}$$

$$t^*_3 e_n = \beta_{n+1} e_{n+1},$$

$$t^*_4 e_n = \alpha_{n+1} e_n.$$
Using the Bra-ket notation $|e_n⟩⟨e_n| := e_n,m$ we see that this yields

$$t_1^* e_{n,m} t_1 = t_1^* |e_n⟩⟨e_n| t_1 = |t_1^* e_n⟩⟨t_1^* e_n|$$

$$= \alpha_{n+1}^{*} \alpha_{n+1} e_{n,m} + \frac{i}{\sqrt{\lambda}} |\xi|^2 \beta_{n+1}^{*} \beta_{m+1}^{*} e_{n,m+1}$$

$$- i \zeta \sqrt{\frac{1}{\lambda}} \beta_{n+1}^{*} \alpha_{n+1}^{*} e_{n+1,m} + i \zeta \sqrt{\frac{1}{\lambda}} \alpha_{n+1} \beta_{m+1}^{*} e_{n,m+1},$$

$$t_2^* e_{n,m} t_2 = \frac{1-\lambda}{\lambda} |\xi|^2 \alpha_{0} \alpha_{m} e_{n,m} +$$

$$+ \frac{i}{\sqrt{\lambda}} \alpha_{0} \beta_{m} e_{0,m-1}$$

$$- i \zeta \sqrt{\frac{1}{\lambda}} \beta_{n} \alpha_{0} e_{n-1,0}$$

$$0$$

$$t_3^* e_{n,m} t_3 = \beta_{n+1} \beta_{m+1} e_{n+1,m+1}$$

$$t_4^* e_{n,m} t_4 = \alpha_{0} \alpha_{m} e_{n,m}.$$ 

Hence for $m, n \in \mathbb{N}$ we have

$$T_\psi(e_{n,m}) = \left( \lambda \alpha_{n+1}^{*} \alpha_{n+1} + (1-\lambda) \alpha_{n} \alpha_{m} \right) e_{n,m} + (1-\lambda) \beta_{n+1} \beta_{m+1} e_{n+1,m+1}$$

$$+ (\alpha_{n+1} \bar{\beta}_{n+1}^{*}) e_{n+1,m} + (\alpha_{n+1} \bar{\beta}_{m+1}^{*}) e_{n,m+1}$$

$$+ \begin{cases} (\lambda \beta_{n} \beta_{m}) e_{n-1,m-1} - (\alpha_{n} \beta_{m} \nu) e_{n-1,m} - (\alpha_{n} \beta_{m} \nu) e_{n,m-1} & \text{if } n, m \geq 1, \\
- (\alpha_{0} \beta_{m} \nu) e_{n-1,m} & \text{if } n = 0, m \geq 1, \\
- (\alpha_{0} \beta_{m} \nu) e_{n-1,m} & \text{if } n \geq 1, m = 0, \\
0 & \text{if } n = m = 0. \end{cases}$$

A.1 Proposition. For the diagonal projections $p_{[m,n]} = \sum_{k=m}^{n} p_{k} = \sum_{k=m}^{n} e_{k,k}$ $(m \leq n)$ we have the following relations

$$p_{[m+1,n-1]} \leq T_\psi(p_{[m,n]}) \leq p_{[m-1,n+1]}.$$

Proof. The second inequality $T_\psi(p_{[m,n]}) \leq p_{[m-1,n+1]}$ is obvious by the formula for $T_\psi(e_{n,m})$ above. For the first inequality consider a normal state $\varphi$ on $B(H)$ with supp $\varphi \leq p_{[m+1,n-1]}$. Then $\varphi$ is a (finite) convex combination of vector states $⟨·, ξ_i⟩$ with $ξ_i \in p_{[m+1,n-1]}$ $H$. Let $t_1, \ldots, t_4$ be the operators of the Kraus decomposition of Proposition 3.5 on page 7. Then $t_j \xi_i \in p_{[m,n]} H$, $1 \leq j \leq 4$, (see the calculations above) and hence

$$⟨T_\psi(p_{[m,n]}), ξ_i⟩ = \lambda (⟨t_1^* p_{[m,n]} t_1, ξ_i⟩ + ⟨t_2^* p_{[m,n]} t_2, ξ_i⟩)$$

$$+ (1-\lambda)(1-|ξ|^2) (⟨t_3^* p_{[m,n]} t_3, ξ_i⟩ + ⟨t_4^* p_{[m,n]} t_4, ξ_i⟩)$$

$$= \lambda (⟨t_1^* t_1, ξ_i⟩ + ⟨t_2^* t_2, ξ_i⟩)$$

$$+ (1-\lambda)(1-|ξ|^2) (⟨t_3^* t_3, ξ_i⟩ + ⟨t_4^* t_4, ξ_i⟩)$$

$$= ⟨T_\psi(1), ξ_i⟩ = ⟨ξ_i, ξ_i⟩ = 1.$$ 

This implies that $\varphi(T_\psi(p_{[m,n]})) = 1$. Hence $p_{[n+1,m-1]} T_\psi(p_{[m,n]}) P_{[n+1,m-1]} = P_{[n+1,m-1]}$, which yields the conclusion. □
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