Distillation based Multi-task Learning: A Candidate Generation Model for Improving Reading Duration
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ABSTRACT

In feeds recommendation, the first step is candidate generation. Most of the candidate generation models are based on CTR estimation, which do not consider user’s satisfaction with the clicked item. Items with low quality but attractive title (i.e., click baits) may be recommended to the user, which worsens the user experience. One solution to this problem is to model the click and the reading duration simultaneously under the multi-task learning (MTL) framework. There are two challenges in the modeling. The first one is how to deal with the zero duration of the negative samples, which does not necessarily indicate dislikes. The second one is how to perform multi-task learning in the candidate generation model with double tower structure that can only model one single task. In this paper, we propose a distillation based multi-task learning (DMTL) approach to tackle these two challenges. We model duration by considering its dependency of click in the MTL, and then transfer the knowledge learned from the MTL teacher model to the student candidate generation model by distillation. Experiments conducted on dataset gathered from traffic logs of Tencent Kandian’s recommender system show that the proposed approach outperforms the competitors significantly in modeling duration, which demonstrates the effectiveness of the proposed candidate generation model.

CCS CONCEPTS

• Information systems → Learning to rank.
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1 INTRODUCTION

Click through rate (CTR) estimation is a widely adopted method for ranking in many recommender systems. Many models based on deep learning are proposed to estimate CTR in recent years[1, 3, 7, 9]. As for feeds recommendation, the predicted CTR (pCTR) can reflect how likely the user will click the item, but can not reflect how likely the user will like the item after click and read the content. For example, item with low quality and attractive titles (i.e. click baits) usually gets a high pCTR but users never like them. Therefore, only modeling CTR can not ensure the user’s satisfaction with the clicked item. To improve user’s experience, reading duration should be modeled as well, which is of great importance in industrial applications such as feeds recommendation.

In this paper, we focus on reading duration modeling and its application to large-scaled candidate generation for feeds recommendation. There are two main challenges in our real practice. The first challenge is how to deal with the zero duration of the negative samples. The negative samples get zero duration just because they are un-clicked, which doesn’t necessarily indicate that the user dislikes the item. It is quite different from the positive samples with short duration which indicates dislike. Directly use the zero duration as target for modeling may lead to the inaccurate estimation. The second challenge is caused by the first challenge. In order to solve the problem of the first challenge, multi-task learning is employed. However, it is difficult to perform multi-task learning in the candidate generation model. As we know, most deep learning based candidate generation models adopt the double tower structure[2, 4]. They have a user tower and a item tower for computing the user vector and item vector respectively, and use user-item inner product as similarity metric for ANN search to generate candidate items in a very efficient way. Since the inner product can only model one single task, it makes multi-task learning difficult to be applied directly to the candidate generation model. To our knowledge, few papers discuss duration modeling. In the real practice, the commonly used method is to model duration by regression in one single task, in which the duration of all negative samples are set to zero and square loss is used. As mentioned before, fitting the duration of negative sample to zero may treat the dislikes (short duration) and the un-clicks (zero duration, but not necessarily dislike) similarly, which may mislead the model training.

To tackle the challenges stated above, we propose a distillation based multi-task learning approach, which we refer to as DMTL, to model reading duration for candidate generation. We overcome the problems of the existing duration models by considering duration’s dependency to click within the multi-task learning framework which simultaneously models CTR and CTCVR for the click task and the duration task respectively. Then, we use the distillation
technique to transfer knowledge learned by the multi-task model to the double tower candidate generation model, which makes the candidate generation model obtain the ability of modeling reading duration while keeping its high efficiency in candidate generation.

To evaluate the performance of the proposed approach, we conducted experiments on the dataset gathered from the traffic logs of Tencent Kandian’s recommender system. The results of the offline and online experiments show that the proposed approach outperforms the competing duration models significantly, which demonstrates the effectiveness of the proposed approach in modeling reading duration for candidate generation.

2 THE PROPOSED APPROACH

2.1 Multi-task Learning for Duration Modeling

The purpose of candidate generation is to select hundreds or thousands of items that are relevant to user’s interests from the whole item corpus which may have millions or even billions of items. In this paper, the proposed DMTL improves the quality of candidate generation by modeling click and duration simultaneously, rather than modeling click only. For the click task, positive samples are clicked impressions, and negative samples are randomly selected from all items according to their frequency of being clicked. This is quite different from ranking model which uses clicked impressions as positive sample and un-clicked impressions as negative samples. For the duration task, positive samples are clicked impressions with duration more than 50 seconds (i.e., the median of all durations), and the rest are negative samples.

Let $u_i$ and $v_i$ be the user features and item features respectively, both of which are usually concatenation of embeddings of multiple fields, and $x_i$ be the concatenation of $u_i$, $v_i$ and other dense features. Let $y_i$ be the label of click task with $y_i = 1$ representing the item is clicked and $y_i = 0$ representing the item is randomly selected. Let $z_i$ be the label of duration task with $z_i = 1$ representing the item has been read for more than 50s, and $z_i = 0$ otherwise. The duration modeling problem can be formulated as estimating the probability of $z_i = 1$ given $x_i$, i.e., $p(z_i = 1|x_i)$. As mentioned before, $z_i$ is dependent of $y_i$ since $y_i = 0$ will cause $z_i = 0$. To better model this probability, we make good use of the dependency of click and reading. Specifically, $p(z_i = 1|x_i)$ can be rewritten as

$$p(z_i = 1|x_i) = p(y_i = 1|x_i)p(z_i = 1|y_i = 1, x_i)$$ (1)

where $p(y_i = 1|x_i)$ is the predicted click-through rate (pCTR), $p(z_i = 1|y_i = 1, x_i)$ is the predicted conversion rate (pCVR), and $p(z_i = 1|x_i)$ is the predicted click-through and conversion rate (pCTCVR). To reduce the influence of selection bias and data sparsity when modeling duration, we adopt the approach proposed in ESMIM[6] which fits CTR and CTCVR simultaneously under the multi-task learning framework. In our model, click task and duration task fit the CTR and the CTCVR respectively by minimizing the binary cross entropy.

We employ the multi-task learning framework MMoE[5, 8] to model CTR and CVR. Let $f_k$ be the $k$-th expert network which is usually a DNN and $g_k(x_i)$ be the output vector of the $k$-th expert. For the modeling of CTR, the gate is computed as $g_c(x_i) = [g_{c1}(x_i), \ldots, g_{cK}(x_i)]$, where $g_c(\cdot)$ is the gate function defined as $g_c(x) = \text{softmax}(W_cx_i)$ with $W_c$ being a trainable matrix, $K$ is the number of experts, and $g_{ck}(x_i)$ is the $k$-th element of $g_c(x_i)$. The output of the experts for modeling CTR is computed as

$$e_c(x_i) = \sum_{k=1}^{K} g_{ck}(x_i)f_k(x_i)$$ (2)

For the modeling of CVR, the gate function $g_d(\cdot)$ with trainable parameter matrix $W_d$ can be defined similarly, and the output of the experts for modeling CVR is computed as

$$e_d(x_i) = \sum_{k=1}^{K} g_{dk}(x_i)f_k(x_i)$$ (3)

where $g_{dk}$ is the $k$-th element of $g_d(x_i)$. The pCTR and pCVR for sample $x_i$ are modeled as

$$p_{ctr}(x_i, \theta_t) = \text{sigmoid}(h_c(e_c(x_i)))$$ (4)

$$p_{cvar}(x_i, \theta_t) = \text{sigmoid}(h_d(e_d(x_i)))$$ (5)

where $h_c(\cdot)$ and $h_d(\cdot)$ are DNNs that map $e_c(x_i)$ and $e_d(x_i)$ to the logit of pCTR and pCVR respectively, and $\theta_t$ is all trainable parameters in the above formulations. According to 1, 4 and 5, the pCTCVR can be written as

$$p_{ctcvr}(x_i, \theta_t) = p_{ctr}(x_i, \theta_t)p_{cvar}(x_i, \theta_t)$$ (6)

As modeling reading duration is to fit the CTCVR, the loss of the duration task is the following binary cross entropy

$$L_d(\theta_t) = -\sum_{i=1}^{N} z_i \log p_{ctcvr}(x_i, \theta_t) + (1 - z_i) \log(1 - p_{ctcvr}(x_i, \theta_t))$$ (7)

Equation (6) and (7) have modeled the dependency of click and reading by introducing $p_{ctcvr}(x_i, \theta_t)$ to compute $p_{ctcvr}(x_i, \theta_t)$. However, only fitting $p_{ctcvr}(x_i, \theta_t)$ to CTCVR can not ensure $p_{ctcvr}(x_i, \theta_t)$ fits to CTR. Therefore, we need a auxiliary task to make sure that $p_{ctcvr}(x_i, \theta_t)$ fits to the CTR. The loss function of this auxiliary click task is formulated as

$$L_c(\theta_t) = -\sum_{i=1}^{N} z_i \log p_{ctr}(x_i, \theta_t) + (1 - z_i) \log(1 - p_{ctr}(x_i, \theta_t))$$ (8)

By summing (7) and (8), we get the multi-task learning loss function for the duration model as

$$L_{teacher}(\theta_t) = w_1 L_d(\theta_t) + w_2 L_c(\theta_t)$$ (9)

where $w_1$ and $w_2$ are the weights for each loss.

2.2 Distillation for Candidate Generation

In most deep learning based candidate generation models, double tower structure is employed to compute user vectors and item vectors, where the item vectors are used to build the item index. For a given user vector, the user-item inner product is used as similarity for ANN search in the item index, and the top-k items are returned as candidate items. However, the candidate generation models are unable to model duration by multi-task learning since the inner product can only model one task. To make the candidate generation model obtain the extra ability of modeling reading duration within its high efficient double tower structure framework, we use distillation technique to transfer knowledge learned by the MTL model in section 2.1 to the candidate generation model.
Figure 1: Network structure of the proposed distillation based multi-task learning model. The teacher model (left) is a multi-task learning model which models reading duration. It considers the dependency of click and reading by minimizing the CTR loss and CTCVR loss simultaneously. The student model (right) is a candidate generation model with double tower structure. Knowledge of the teacher model is transferred to the student model by distillation so that the student model can obtain the ability to model reading duration while keeping its high efficiency for candidate generation.

The proposed candidate generation model uses the double tower structure, and computes the user vector and item vector by DNNs. Let $R(u_i)$ and $S(v_i)$ be the user vector and the item vector respectively, where $R(\cdot)$ and $S(\cdot)$ are the DNNs that map input embedding to output vector. Given $R(u_i)$ and $S(v_i)$, the CTCVR predicted by the candidate generation model can be formulated as

$$p(z_i = 1|R(u_i), S(v_i), \theta_s) = \text{sigmoid}(R(u_i)^T S(v_i))$$  \hfill (10)

where $R(u_i)^T S(v_i)$ is the inner product of $R(u_i)$ and $S(v_i)$, and $\theta_s$ is the trainable parameters in $R(u_i)$ and $S(v_i)$. We expect that $p(z_i = 1|R(u_i), S(v_i), \theta_s)$ can be similar to $p_{\text{ctcvr}}(x_i, \theta_t)$ as much as possible, so that we can use (10) to estimate the CTCVR of duration accurately while keeping the high efficiency of the candidate generation model. To this end, we treat the multi-task learning model (9) as the teacher model and the double tower candidate generation model (10) as the student model, and use distillation to transfer knowledge from the teacher model to the student model. The loss of the distillation can be formulated as the following KL-divergence

$$L_{\text{student}}(\theta_s) = p_{\text{ctcvr}}(x_i, \theta_t) \frac{p_{\text{ctcvr}}(x_i, \theta_t)}{p(z_i = 1|R(u_i), S(v_i), \theta_s)} + (1 - p_{\text{ctcvr}}(x_i, \theta_t)) \frac{1 - p_{\text{ctcvr}}(x_i, \theta_t)}{1 - p(z_i = 1|R(u_i), S(v_i), \theta_s)}$$ \hfill (11)

By summing the loss of the teacher model and the student model, we obtain the loss of the distillation-based multi-task learning model as follow

$$L(\theta_t, \theta_s) = L_{\text{teacher}}(\theta_t) + L_{\text{student}}(\theta_s)$$ \hfill (12)

To prevent the teacher model from being influenced by the student model in the training stage, the parameters in the student model are separated from those in the teacher model, and the pCTCVR of teacher model is freezeed when computing $L_{\text{student}}(\theta_s)$. Therefore, minimizing loss (12) is equivalent to minimizing the teacher loss and the student loss alternatively. In the inferring stage, we only use the student model to compute user vectors and item vectors, where item vectors are used for building the index, user vector is used as the query, and ANN search is performed to fetch top-k candidate items from the index for the user. The network structure and training/serving framework of the proposed model is illustrated in figure 1.

3 EXPERIMENT

3.1 Offline experiment

3.1.1 Dataset. Experiments are conducted on dataset gathered from traffic logs of Tencent Kandian’s feeds recommender system. The dataset has billions of training samples and millions of test samples. For each user, the positive samples are the clicked impressions, and the negative samples are randomly selected from all items according to their frequency of being clicked. Each clicked impression has a positive reading duration, and each randomly selected item has a zero duration.

3.1.2 Competitors. We compare the proposed DMTL to the existing candidate generation models. The competitors are listed as follow
DMTL, which is consistent with the result of the offline experiment. Directly modeling duration without modeling its preceding step (click) may lead to the inaccurate estimation which causes the returned candidate items to be less relevant to user’s interests. The proposed DMTL overcomes this problem, and thus achieves the best performance compared to competing methods.

Table 2: Online performance of different duration models.

| models         | average reading duration (s) |
|----------------|------------------------------|
| DSSM-Regression| 2.73                         |
| DSSM-Classification | 1.74                     |
| DSSM-Click     | 3.93                         |
| DMTL           | 4.27                         |

4 CONCLUSION AND FUTURE WORK

In this paper, we proposed a distillation based multi-task learning approach for modeling reading duration in candidate generation stage. The teacher model is a multi-task learning model which models reading duration by using ESMM to consider the dependency of click and reading. The student model is a DSSM candidate generation model with double tower structure. Knowledge Distillation technique is employed to make DSSM obtain the ability of modeling reading duration while keeping its high efficiency in candidate generation. Offline/online experiments conducted on real world dataset demonstrated the effectiveness of the proposed approach in modeling reading duration for candidate generation. The proposed approach can be easily generalized to other scenario in which there are multiple tasks with dependency. In the future, we will study how to develop multi-task learning model in the case when only part of the tasks are related, and how to fuse the output score for distillation.
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