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Abstract: The manifestation of new part designs and continuously changing market demands as well as the requirements of new functions and technologies often results in higher material cost, lesser machine utilization, and extensive wastage of energy. As a consequence, companies across the world are striving for sustainable manufacturing, which can ensure flexibility as well as adaptability, with higher productivity and lesser wastage of resources. The dynamic and competitive nature of the world market emphasizes the importance of economically sustainable setups, such as reconfigurable cellular manufacturing systems (RCMSs). Indeed, among several cutting-edge strategies, the RCMS is the most prominent owing to its versatility, rationality, and resilience. However, one of the limitations associated with RCMS is the evaluation and selection of the best configuration that can meet abrupt changes and achieve manufacturing sustainability. Therefore, organizations intending to reconfigure have to address the issue of evaluating all possible alternatives and selecting the best one using a well-defined methodology. This paper focuses on evaluating and finding the best configuration using multi-criteria decision-making (MCDM) approaches depending on PROMETHEE and VIKOR. The fuzzy analytic hierarchy process (FAHP) is utilized to compute the weights of various criteria because it also considers any uncertainty and vagueness existing in the problem. The assessing attributes in this study are selected by keeping in mind the objective of sustainable manufacturing. The two MCDM methods are utilized for ranking different configurations to ascertain the results obtained from the other. The study accomplished in this paper is related to manufacturing setups that need to be reconfigured. The number of manufacturing configurations is determined, and simulation models are established for each configuration. The simulation outcomes are examined using the FAHP-PROMETHEE and FAHP-VIKOR to assess the appropriateness of each configuration depending on the identified performance measures. The results of the experiments show the importance of employing MCDM in RCMS to achieve sustainable manufacturing and determining the most effective setup.
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1. Introduction

Traditionally, manufacturing systems were designed for invariable market situations, where persistent changes in design, as well as demand, seldom occurred. However, their inability to respond to frequent market changes and customer requirements has led to the emergence of novel concepts, namely cellular manufacturing systems (CMSs), reconfigurable manufacturing systems (RMSs), etc. The notion of RMS was pioneered by Koren [1], who identified these systems as highly flexible and
agile to meet the needs of a rapidly changing market. The RMS can be represented as manufacturing systems, which are readily expandable and adaptable in meeting flexible customer demands, as well as allowing rapid integration of new functions and technologies into existing systems [2]. According to Dashchenko [3], RMSs is not only compliant with fluctuating quantities and part varieties but are also adaptable to new parts within a family on the existing system. Indeed, the RMS is very capable of negotiating with changes and uncertainties in dynamic demand conditions [4,5]. Several advantages, such as high responsiveness, enhanced flexibility, higher productivity, reduced labor requirements, and work-in-process, etc., are associated with RMSs. Similarly, the CMS involves the implementation of group technology (GT) for the generation of production cells within which many part families can be produced [6,7]. Despite its numerous benefits, CMS is quite inflexible in meeting the variable part designs and quantities, as well as individual cells, becoming ineffective when new parts are entered into the part family. Indeed, RMS, which brings numerous benefits, also experiences challenges in terms of an inept design methodology and incompetent interfaces. Therefore, an emerging paradigm in the manufacturing system, known as a reconfigurable cellular manufacturing system (RCMS), has attracted a great deal of attention to overcome the limitations of RMSs and CMSs. It helps system designers to independently structure manufacturing processes as well as adjust the system over time [8]. A primary issue with RCMS is the identification of the most suitable configuration from the family of available alternatives. Certainly, the appropriate RCMS configuration is imperative, especially in carrying out sustainable operations and attaining sustainable manufacturing in an uncertain market environment [9]. Sustainable manufacturing is useful in minimizing material and energy wastage as well as improving machine utilization and process productivity coupled with higher customer satisfaction. Henceforth, it can be inferred that sustainable manufacturing with RCMS can be accomplished through the evaluation and adoption of the most relevant configuration from the list of available alternatives [10–12].

The development of a cost-effective and distinguishing manufacturing configuration for given dynamic requirements can be described as a serious optimization problem [13]. There are many factors that may influence the selection of a given manufacturing configuration. As a result, the availability of a wide range of alternative configurations makes the selection process a complex and cumbersome task. This problem is inflated further if the conditions demanding reconfigurations are uncertain and volatile. Therefore, there is a need for a methodic approach to evaluate a wide range of configurations and identify the most suitable one. Multi-criteria decision making (MCDM) is the leading and commonly employed technique in the selection problems of industrial applications [14–16]. It is evident from the literature that it is an appropriate technique to figure out the appropriate choice among the set of given choices. Several MCDM methods have been established to aid in the selection and justification of the best manufacturing configuration. Recently, the PROMETHEE (preference ranking organization method for enrichment evaluations) family of outranking methods and their applications have drawn a great deal of attention from academics and practitioners [17]. It has been one of the common MCDM methods, and was introduced by Brans [18] and further extended by Vincke and Brans [19] as well as Brans and Mareschal [20]. Likewise, VIKOR (Vlse Kriterijuska Optimizacija I Komoromisno Resenje), which provides a compromise solution, is a useful technique in MCDM (Opricovica and Tzeng, [21]). It is based on ranking the various alternatives following their closeness to the ideal solution. This technique was introduced to find solutions for discrete decision problems involving disproportionate and inconsistent criteria.

Henceforth, the current work intends to carry out a study for evaluating and ranking various candidate configurations in RCMS using PROMETHEE and VIKOR techniques. These two methods have been chosen because they are based on a similar mathematical principle that is group utility by summing (Opricovica and Tzeng [22]). For instance, similar to the VIKOR method, which considers a linear relationship between each criterion, PROMETHEE may also employ a linear preference function. One of the most remarkable features of this work is the use of weights obtained by employing the fuzzy analytic hierarchy process (FAHP) [23–25]. The integration of fuzzy in the AHP is done to incorporate
any uncertainty associated with the computation of the significance of various attributes (Dani and De [26]). The benefits of FAHP are its ease of use in tackling complicated problems as well as its ability to consider subjectivity, ambiguity, and inconsistency in human judgments [27].

The rest of this manuscript is systematized in the following manner. The subsequent section discusses the literature survey followed by Sections 3 and 4, which accordingly define the problem and the adopted approach employed. In Section 5, the implementation of the MCDM approaches to determine the solution for the given problem is shown. The results are provided in Section 6. Finally, Section 7 provides the discussion and conclusion in addition to outlining the scope for future research.

2. Literature Survey

A CMS can be described as a production system, where each cell is assigned to produce one or more part families [28]. This concept, which works on the theory of GT by categorizing similar parts into families, originated in the 1970s and attained popularity in the 1980s [29]. It provides many benefits in terms of enhanced productivity, reduced part setup time and work-in process, reduction in tooling cost, etc. Despite these benefits, it is quite rigid in its approach as it cannot cope efficiently with the requirements of ever-fluctuating customer demands in terms of increasing part volume and new part design. It means this approach is inefficient and cells become underutilized if new parts are introduced into the system. Accordingly, RMS was developed to accommodate the demands of new products being introduced within the existing manufacturing system. They can be defined as manufacturing systems, where equipment, machine components, accessories, tool magazines, material handling systems, conveyor systems, etc. can be re-organized, interchanged, added, or removed depending on the variable demands [30,31]. Although, RMS brings several advantages concerning modularity, integrability, convertibility, diagnosability, and customization, its implementation is significantly challenging owing to the lack of appropriate design methodology and inadequate interfaces [2,32,33].

As reported by Unglert et al. [33], RMS can evolve manufacturing systems over time while CMS gives importance to restructuring the system’s production and logistic processes. Lately, a novel concept known as RCMS has emerged to avail the advantages and overcome the drawbacks of RMS and CMS [8,28,32]. Certainly, the integration of RMS and CMS entails benefits, such as higher flexibility, high responsiveness, improved productivity, exceptional adaptability, outright machine utilization, customer satisfaction, etc.

A great deal of work has been performed on the modeling of RMSs as well as investigating the problems related to their implementation. It has been a subject of intense research owing to its potential in providing effective solutions as well as improving the serviceability and performance of existing manufacturing systems [30]. To enable responsive RMSs, Mittal et al. [34] identified several performance measures, including cost, reliability, utilization, and quality. As stated in this study, these performance parameters can be very helpful in determining the most appropriate configuration from the set of available combinations. Similarly, Azab and Naderi [35] investigated the RMS to schedule its manufacturing operations. Analytical modeling and metaheuristics, such as simulated annealing, were implemented to optimally schedule the production operations. The primary objective of RMS is to model the setup and its machines for a changeable layout, which can facilitate scalability in both capacities as well as functionality. For example, Abbasi and Houshmand [36] employed a mixed-integer nonlinear programming approach to fine tune the scalable manufacturing capacities and system functionalities following customer requirements. With the help of a genetic algorithm, they computed lot sizes, analogous configurations, and optimal scheduling of production activities. Furthermore, a non-dominated sorting genetic algorithm (NSGA-II) was projected by Bensmaine et al. [37] to choose the candidate reconfigurable machines. The main aim was a reduction of the overall cost (sum of manufacturing, reconfiguration, tool changing, and tooling costs) and overall completion time.

Owing to its numerous benefits, a plethora of research work about RCMS can be found in the literature. Yamada et al. [38] utilized a particle swarm optimization method to optimize the
design of production cells as well as the distribution of transport robots in RMS. Initially, adaptable production cells were stationed to reduce the overall distance and then the transport robots were assigned in agreement with the layout of the production cells. Likewise, volatile market requirements were addressed by Padayachee et al. [39] through the implementation of evolving manufacturing cells. The cells were designed depending on the product requirement through the mechanism of reconfigurations. This concept of dynamic production cells that enabled RMS to cope with the varying product mix was established on Norton–Bass forecast and time-variant Bill of Materials (BOM) models. According to Bass [40], an evolving manufacturing cell can be defined as the manufacturing system with flexible cell capacity as well as adaptive machine-part grouping. A CMS aims to reduce material flow complexity and RMS intends to provide impeccable manufacturing functionality and capacity. Eguia [41] designed RCMS for variable routings and several time periods. Their system consisted of multiple reconfigurable machining cells provided with reconfigurable machine tools (RMTs) and computer numerical control (CNC) machines. In the first phase, the cell was designed through integer linear programming while the cell-loading phase that determined the routing mix and the tool and module distribution was designed as a mixed-integer programming problem. Artificial intelligence and meta-heuristic techniques have also been utilized in the literature for the design and analysis of RCMS. For example, Xing et al. [33] elaborated an artificial neural network and Eguia et al. [42] used a tabu search algorithm to figure out the cell formation and scheduling of part families in RCMS. A systematic design method for RCMS should provide users with the required knowledge and tools to realize its benefits and utility.

There are still significant challenges in the implementation of RCMS in industries. One of the most critical aspects, as reported by Abdi and Labib [43] and Singh et al. [44], is the selection of the most feasible configuration. Several possible RMS configurations can exist depending on the number of machine tools within the system. Therefore, the evaluation and selection of an alternative configuration is a topic of intense research and exhibits a valuable addition to the flourishing subject of literature on RCMS [45]. The selection process for various alternatives comprises the evaluation of different criteria or attributes. The identification of the best configuration from the set of available alternatives can be defined as an MCDM problem. MCDM can be explained as a methodology to organize inherent information and make decisions in situations with multifarious and inconsistent goals [46]. Over the years, several procedures, such as technique for order preference by similarity to ideal solution (TOPSIS) [47], analytical hierarchy process (AHP) [48], data envelopment analysis (DEA) [49], ELECTRE (elimination and choice expressing reality) [50], PROMETHEE (preference ranking organization method for enrichment of evaluations) [51,52], VIKOR [21,53], etc., have been developed. Abidi [54] employed AHP as a decision-making technique to finalize the most suitable configuration in RMS. A set of design criteria, including reconfigurability, price, quality, and reliability, were used as input to the algorithm. Similarly, Abidi [55] introduced the concept of fuzzy-AHP to investigate different RMS aspects and determine important factors affecting machine selection and reconfiguration. Moreover, Bensmaine [56] used the combination of AMOSA (archived multi-objective simulated annealing) and TOPSIS to generate process plans in RMSs. The AMOSA was used to introduce a set of non-dominated solutions, depending on three objectives, which were the finishing time, entire cost, and restructuring effort, while the TOPSIS method was utilized to arrange the developed solutions in preferential order. The reconfiguration of machine structures and selection of the best configuration is a demanding issue in RMS and needs to be addressed rationally by taking into account the constraints within the system. For example, Mpofu and Tlale [57] developed a multi-level fuzzy decision-based approach to generate dynamic optimal configurations of machines and select the best modular tool configurations. Likewise, an AHP-based approach established by Cheikh et al. [10] considered human engineering and ergonomics-related indices in addition to the technical performance in RMS.

Notice that the status of research studies relevant to RCMS is still in its initial stages as most of the work has focused on RMS until recently. Hence, there is substantial scope for research to consider
different facets of RCMS. The non-value-added activities in RCMS (or manufacturing setups) are a greater source of redundant energy usage, needless space requirements, and unnecessary wastage of resources. As a consequence, the realization of sustainable manufacturing is hampered and becomes challenging. Henceforth, this work intends to minimize inconsequential events through effective RCMS configuration by maximizing machine utilization, as well as by reducing tardiness and product blocking times. Indeed, sustainable manufacturing and engineering are quite appropriate for the use of various MCDM. In the literature, most of the methods used were based on traditional approaches, with a noticeable inclination towards the application of the theory of uncertainty, such as fuzzy, grey, and AHP. It has also been noticed that the utilization of PROMETHEE in RCMS is still lacking. Certainly, the decision regarding the selection of a particular manufacturing configuration is always a confounding task for practitioners due to the presence of many factors. Therefore, it is advisable to evaluate alternative configurations using MCDM. Lately, the prominence of PROMETHEE [58] and VIKOR [59,60] has increased in many fields and numerous practitioners have applied it in decision-making problems owing to its mathematical properties and user-friendliness [58]. This paper proposes decision-making models that can identify practical RCMS strategies for the sustainable development of an existing manufacturing system according to dynamic market requirements.

3. Problem Description

Reconfiguration, although possessing many benefits, is not straightforward to implement because it yields several alternatives. Hence, the decision-maker is often confronted with the problem of evaluating the various configurations or setups and selecting the most appropriate one.

The problem considered in this study can be associated with a medium-sized production organization, which manufactures 30 different automotive ancillary components utilizing 17 traditional machines. The information about the machines and various products, i.e., operation sequence, operation time, etc., can be viewed in Table 1.

| Part Code | Operation Sequence in EMS | Operation Time (in Minutes) |
|-----------|----------------------------|----------------------------|
| DR | GR | ML | SH | TU | DR | GR | ML | SH |
| A01 | 4 | 5 | 2 | 1 | 10 | 4 | 6 | 3 |
| A02 | 2 | 4 | 3 | 1 | 5 | 10 | 5 | 5 |
| A03 | 2 | 4 | 1 | 3 | 4 | 10 | 5 | 5 |
| A04 | 2 | 1 | 3 | 3 | 3 | 3 | 4 |
| A05 | 2 | 3 | 1 | 5 | 4 | 3 |
| A06 | 1 | 3 | 2 | 4 | 5 | 4 | 8 |
| A07 | 3 | 2 | 2 | 3 | 2 | 3 |
| A08 | 3 | 1 | 4 | 6 | 5 | 4 | 12 |
| A09 | 1 | 2 | 3 | 5 | 5 |
| A10 | 1 | 4 | 3 | 2 | 2 | 16 | 2 | 3 |
| A11 | 2 | 3 | 1 | 3 | 2 | 2 |
| A12 | 2 | 1 | 3 | 2 | 2 |
| A13 | 3 | 4 | 2 | 1 | 2 | 16 | 2 | 2 |
| A14 | 3 | 4 | 2 | 1 | 2 | 16 | 2 | 2 |
| A15 | 2 | 3 | 1 | 2 | 2 |
| A16 | 2 | 4 | 3 | 1 | 2 | 8 | 3 | 3 |
| A17 | 3 | 4 | 1 | 2 | 3 | 8 | 3 | 4 |
| A18 | 2 | 3 | 1 | 3 | 3 |
| A19 | 4 | 3 | 2 | 1 | 8 | 3 | 2 | 4 |
| A20 | 1 | 3 | 2 | 4 | 2 | 3 |
| A21 | 3 | 4 | 1 | 2 | 3 | 6 | 4 | 2 |
| P22 | 1 | 3 | 2 | 2 | 2 |
| A23 | 4 | 1 | 2 | 3 | 4 | 2 | 4 | 3 |
| A24 | 4 | 1 | 2 | 3 | 2 | 3 |
| A25 | 2 | 3 | 1 | 4 | 2 | 2 | 3 | 12 |
| A26 | 5 | 4 | 3 | 1 | 2 | 3 | 3 | 3 |
| A27 | 3 | 1 | 4 | 2 | 2 | 16 | 4 |
| A28 | 2 | 4 | 3 | 1 | 4 | 12 | 3 | 5 |
| A29 | 3 | 1 | 2 | 3 | 4 |
| A30 | 5 | 2 | 3 | 1 | 4 | 4 | 3 | 2 |

DR: Drilling machine. GR: Grinding machine. ML: Milling machine. SH: Shaping machine. TU: Turning machine.
The problem can be described as a manufacturing system, which can receive orders comprising of any mixture of these parts in different volumes. Many factors, such as new or improved part design, variable part quantities or their combination, recent government policies, advanced process technology, etc., can be correlated with mercurial market requirements. Currently, any change in demand is met through additional resources, like overtime, extra shifts, etc., with the help of competent scheduling and inventory measures. However, to make the system cost-effective and more reactive, management decides to reconfigure the existing manufacturing system (EMS) by rearranging the existing machines in cells. The EMS, as demonstrated in Figure 1, adopted a process layout (refer to Figure 1), where machines were pooled depending on similar processes or functions. This type of layout was chosen traditionally for a large mixture of components that were produced in a low volume and had intermittent processing sequences of operations, or in other words each had unique processing requirements. The products were moved from one process/manufacturing area to another, subject to their routing needs. Here, the challenges in the present EMS were to arrange resources to maximize utilization and efficiency, and minimize the waste of movement. Constantly changing demands, schedules, and routings make process requirements more difficult. Additionally, the inventory costs, set up time, non-value-added tasks, etc. are higher in this EMS arrangement, owing to batch processing and an inadequate production layout. Therefore, the present EMS needed to be reconfigured for sustainability concerning effective machine (or resource) utilization, efficient throughput, minimized product tardiness, etc. Thus, the EMS had to be transformed into an RCMS. However, in the case of RCMS, the management address the problem by assessing several different alternative configurations and determining the most suitable arrangement.

Consequently, with the aid of technology and operations experts, four cell-based configurations (obtained by different combinations of the existing machines) were identified. The EMS consisted of a process type layout, involving a total of 17 conventional machines arranged as per the process type. The alternative configurations, that is, cellular manufacturing configurations, CMS1, CMS2, CMS3, and CMS4, were established as shown in Figure 2. The CMS1 and CMS2 were composed of 17 traditional machines grouped in 8 and 3 cells, respectively formed using a genetic algorithm [61]. Likewise, the CMS3 consisted of 17 traditional machines arrayed in 5 cells utilizing the rank order clustering algorithm [62] while the CMS4 was made up of 17 conventional machines clustered in 4 cells by employing a bond energy algorithm [63,64].

![Figure 1. Existing manufacturing configuration.](image)
Subsequently, five different alternatives needed to be evaluated to obtain the best configuration based on the given requirements. To assess different configurations, the production experts had to consider multiple performance measures and identify the best. Therefore, a systematic approach, which could establish the competitiveness of each alternative configuration, was mandatory. In a nutshell, the problem at hand could be described as the evaluation and ranking of alternative manufacturing configurations, depending on different performance measures.

4. Adopted MCDM Approach

In this section, three methodologies utilized in this work (FAHP, PROMETHEE, and VIKOR) are presented. At the outset, the simulation models of five configurations were developed. The performance of these configurations was computed through simulation experiments by establishing different scenarios. Accordingly, the MCDMs based on PROMTHEE [19,65,66] and VIKOR [67] were adopted to rank the alternative manufacturing configurations.

4.1. Fuzzy Analytic Hierarchy Process

The FAHP, which was originally suggested by Chang [68], was employed to compute the weights. The primary objective behind the application of the fuzzy set concept was dealing with uncertainty owing to imprecision or vagueness in decision making. The various steps of FAHP can be described as follows [69,70].

Step 1. Pairwise Comparison Matrix

A pairwise comparison matrix (employing AHP) was constructed using the Saaty 1–9 scale [71] as shown in Table 2.
Table 2. Saaty 1–9 scale [66].

| Relative Importance | Scale |
|---------------------|-------|
| Equal               | 1     |
| Moderate            | 3     |
| Strong              | 5     |
| Very Strong         | 7     |
| Extremely Strong    | 9     |
| Intermediate        | 2, 4, 6, 8 |

**Step 2. Fuzzification**

In this step, the fuzzified pairwise comparison matrix was generated using triangular fuzzy numbers (TFNs) as depicted in Figure 3. It meant the crisp numeric values obtained using AHP were transformed into fuzzy numbers. The TFNs can be described using Equation (1):

$$\mu(x) = \begin{cases} 0 & x < l \\ \frac{x-l}{m-l} & l \leq x \leq m \\ \frac{u-x}{u-m} & m \leq x \leq u \\ 0 & x > u \end{cases}. \quad (1)$$

The parameters $l$, $m$, and $u$ represent the smallest, the most promising, and the largest values, respectively.

![Figure 3. Conversion of numerical values into fuzzy numbers.](image)

**Step 3. Computation of fuzzy weights**

The geometric mean was exploited to estimate the fuzzy weights using Equations (2) and (3):

- Fuzzy geometric value, $r_i = [(l_1 \otimes l_2 \otimes \ldots \otimes l_i)^{1/i}, (m_1 \otimes m_2 \otimes \ldots \otimes m_i)^{1/i}, (u_1 \otimes u_2 \otimes \ldots \otimes u_i)^{1/i}]$, (2)
- Fuzzy weights, $w_i = r_i \otimes (r_1 \oplus r_2 \oplus \ldots \oplus r_i)^{-1}$. (3)

**Step 4. Defuzzification**

This procedure transformed the fuzzy set or fuzzy number into crisp values or numbers utilizing Equation (4). The center-of-area method was utilized in this paper [72,73]:

$$w_i = \frac{l + m + u}{3}. \quad (4)$$

**Step 5. Normalization**

The weights were normalized using Equation (5) to get the weighted total as 1:
\[ w_i = \frac{w_i}{\sum w_i} \]  

(5)

4.2. Vikor Method

The different steps required to perform VIKOR-based MCDM methods are explained in this section [21]. Assume that there are \( m \) alternatives \( S_i \) \((i = 1, 2, \ldots, m)\) and \( n \) attributes \( A_j \) \((j = 1, 2, \ldots, n)\). The primary idea of the VIKOR technique is to identify the positive and negative ideal points in the solution space.

**Step 1.** Identify the decision matrix \( X = (x_{ij})_{m \times n} \), where \( x_{ij} \) represents real numbers defining the values of the \( j \)th attribute for the choice \( i \).

**Step 2.** Obtain the normalized decision matrix, \( (r_{ij})_{m \times n} \), using Equation (6):

\[
(r_{ij})_{m \times n} = \frac{x_{ij}}{\sqrt{\sum (x_{ij})^2}}. \quad (6)
\]

**Step 3.** Estimate the maximum and minimum values in the normalized decision matrix by employing Equations (7) and (8):

\[
v_j^+ = \max_j r_{ij} \quad \text{and} \quad v_j^- = \min_j r_{ij} \quad \text{for benefit criterion}, \quad (7)
\]

\[
v_j^+ = \min_j r_{ij} \quad \text{and} \quad v_j^- = \max_j r_{ij} \quad \text{for the non-benefit criterion}. \quad (8)
\]

**Step 4.** Determine the distance of alternatives to the optimal solution, that is, the utility measure \( (S_i) \) and regret measure \( (R_i) \), using Equations (9) and (10), respectively:

\[
S_i = \sum_{j=1}^{n} w_j \frac{v_j^+ - v_{ij}}{v_j^+ - v_j^-}, \quad (9)
\]

\[
R_i = \max_j (w_j \frac{v_j^+ - v_{ij}}{v_j^+ - v_j^-}). \quad (10)
\]

**Step 5.** Calculate the \( Q_i \) (rank indexes) values utilizing Equation (11):

\[
Q_i = \left( \varphi \times \frac{S_i - S^+}{S^+ - S^-} + (1 - \varphi) \times \frac{R_i - R^+}{R^- - R^+} \right), \quad (11)
\]

where \( S^+ = \min S_i; S^- = \max S_i; R^+ = \min R_i; \) and \( R^- = \max R_i, \varphi \in [0, 1] \) represents the weight for the policy of “the majority criteria” (or “the maximum group utility”). The excellence ranking will depend on the \( S_i \) values and the worst rankings will follow the \( R_i \) values.

**Step 6.** Prioritize the alternatives depending on the \( Q_i \) values (arranged in increasing order).

In the VIKOR approach, a compromise solution is proposed for the alternative, which is the best ranked through \( Q \) (minimum) in case the succeeding two assumptions are fulfilled [21,74]:

C1. Agreeable advantage

\[
Q_1 - Q_2 \geq DQ, \quad \text{where} \quad i = 2 \quad \text{is the second-best ranked choice in the order using} \quad Q \quad \text{and} \quad DQ = 1/(m - 1).
\]

C2. Agreeable stability in decision making

The preference \( i = 1 \) must also be the best ranked by \( R \) and/or \( S \). If either of the assumptions is not achieved, then a group of compromise solutions is suggested.
- Alternatives \( i = 1 \) and \( i = 2 \) if only hypothesis \( C_2 \) is not fulfilled; or
- Alternatives \( i = 1, 2, \ldots, m \), if the hypothesis \( C_1 \) is not fulfilled, where \( m \) is obtained through the correlation \( Q_M - Q_1 < DQ \), for maximum \( i \).

4.3. PROMETHEE

The information for the PROMETHEE approach is a decision matrix comprising an array of possible choices [75]. The PROMETHEE ranks various alternatives depending on the partial ranking, with the following dominance flows, for the positive outranking flow [2]. Suppose that there are \( m \) alternatives \( S_i \) (\( i = 1, 2, \ldots, m \)) and \( n \) attributes \( A_j \) (\( j = 1, 2, \ldots, n \)).

**Step 1.** Determine the decision matrix \( X = (x_{ij})_{m \times n} \), where \( x_{ij} \) symbolizes the performance score characterizing the values of the \( j^{th} \) attribute for the alternative \( i \).

**Step 2.** Identify beneficial (needs to be maximized) and non-beneficial (needs minimization) attributes.

**Step 3.** In this step, two alternatives at a time are compared for a particular performance measure. The objective is to find out which alternative is better compared to the other alternatives and what the preference value is. The preference value is obtained based on the preference function opted for that performance measure. The different shapes of preference functions, such as usual, U-shape, V-shape, level, linear, Gaussian, etc., are available in Visual PROMETHEE to accommodate most practical situations.

**Step 4.** The preference value for each pair of a particular performance measure is estimated as mentioned in Step 3. Since there are generally multiple performance criteria, a global degree of preference, irrespective of performance measures, is estimated. For example, for a pair of \( S_1 \) and \( S_2 \), the general degree of preference value is estimated using the following Equation (12):

\[
\Pi(S_1, S_2) = \sum_{j=1}^{n} w_j \times A_j(S_1, S_2). \tag{12}
\]

In the equation, \( w_1, w_2, w_3, \ldots, w_n \) are the normalized weights allocated to performance measure criteria \( A_1, A_2, A_3, \ldots, A_n \), respectively. \( A_j(S_1, S_2) \) is the preference value for the pair \( (S_1, S_2) \) for the performance measure \( j \).

It can be concluded here that the preference between two alternatives should depend on the global degree of the preference value. If the global degree of the preference value \( (\Pi(S_1, S_2)) \) is equal to zero, then \( S_1 \) can never even be slightly preferred over \( S_2 \). Secondlly, if \( (\Pi(S_1, S_2)) \) is equal to one, then \( S_1 \) should always strongly preferred to \( S_2 \). Thirdly, if \((\Pi(S_1, S_2))\) is very close to zero but not exactly zero, then \( S_1 \) has a weak preference over \( S_2 \). Lastly, if \((\Pi(S_1, S_2))\) is approximately equal to one but not exactly one, then it means \( S_1 \) has a strong preference over \( S_2 \).

**Step 5.** As stated in the above step, the obtained global degree of preference values for every pair of alternatives is used to get the positive, negative, and net flow for an alternative. For an alternative \( S_1 \) positive flow, the negative flow and the net flow can be computed as in Equations (13)–(15), respectively:

\[
\Phi^+(S_1) = \prod (S_1, S_2) + \prod (S_1, S_3) \ldots + \prod (S_1, S_m), \tag{13}
\]

\[
\Phi^-(S_1) = \prod (S_2, S_1) + \prod (S_3, S_1) \ldots + \prod (S_m, S_1), \tag{14}
\]

\[
\Phi(S_1) = \Phi^+(S_1) - \Phi^-(S_1). \tag{15}
\]

**Step 6.** After computing the net flow values for each alternative, the alternatives are arranged in descending order. The alternative with the higher net flow is preferred over the other alternatives.
5. Implementation

The different MCDM methods that were practiced to obtain the solution for the discussed problem are explained in this section.

5.1. Simulation Model

The different manufacturing configurations (simulation model) were virtually developed before implementing the MCDM approaches. The alternative manufacturing configurations were simulated in ProModel 6.2 (ProModel Corporation, Ann Arbor, USA). In total, 24 scenarios were established as shown in Table 3 for the simulation of the current and newly remodeled alternative manufacturing configurations. The developed simulation model had the following characteristics:

- The arrival of clients with mean inter-arrival times was considered at a random interval of times.
- Any number of orders could be placed by the arriving client.
- Any combination of products in the required quantities could be specified.
- Due dates were also assigned to the arriving order.
- The products in each order were machined using different machines depending on the routing strategy and the process plan.
- Different rules were employed to set up the product sequence on the machine.

The performance attributes that focused on customers as well as the system were considered in this study. Therefore, performance measures concerning machine utilization (MU), throughput time (TT), product blocking time (BT) (system-centric), and the earliness (ET) and lateness of products (LT) (customer-centric) were estimated in the simulation model. The evaluating attributes were identified to accomplish the objective of sustainable manufacturing regarding effective machine utilization, optimal space requirements, proper inventory management, higher customer satisfaction, reduced idle time, etc. In this investigation, the affinity between configurability and sustainability was explored in terms of system flexibility and utilization. Certainly, modularization and reconfiguration are crucial to attaining sustainable manufacturing, as emphasized in [76]. Finally, the simulation outcomes were utilized to evaluate the competitiveness of the various manufacturing configurations. The alternative schemes and scenarios were created depending on the following assumptions. For example, M3F1O1B1 represented a scheme in which the mean arrival time between clients was 3 days, an average of 1 order was placed by the client, the lot size for processing was 25, and the first-come-first-serve rule was followed.

- M3: Mean arrival time between clients—3 days.
- M4: Mean arrival time between clients—4 days.
- O1: Average orders per client—1.
- O2: Average orders per client—2.
- O3: Average orders per client—3.
- F1: First to arrive is dealt with first.
- F2: Processing time is shortest.
- B1: Lot of 25 parts.
- B2: Lot of 50 parts.

Five virtual (simulation) models, each representing five different manufacturing configurations, were established. The simulation models were exercised for various operating scenarios. The simulation results related to the scheme M3F1O1B1, for five alternative configurations, can be seen in Table 4. Certainly, there were inconsistencies in the performances of the various configurations depending on the five criteria. It can be observed that a particular configuration could not be selected based on this information because each configuration was good either in one or the other performance aspect. It can be inferred here that no one configuration was best on all five criteria. Hence, it was reasonable to employ a suitable outranking MCDM technique.
Table 3. Scenarios generated for the modeling of manufacturing configurations.

| Scenario | Scheme   | Scenario | Scheme   |
|----------|----------|----------|----------|
| 1        | M3F1O1B1 | 13       | M3F2O1B1 |
| 2        | M3F1O1B2 | 14       | M3F2O1B2 |
| 3        | M3F1O2B1 | 15       | M3F2O2B1 |
| 4        | M3F1O2B2 | 16       | M3F2O2B2 |
| 5        | M3F1O3B1 | 17       | M3F2O3B1 |
| 6        | M3F1O3B2 | 18       | M3F2O3B2 |
| 7        | M4F1O1B1 | 19       | M4F2O1B1 |
| 8        | M4F1O1B2 | 20       | M4F2O1B2 |
| 9        | M4F1O2B1 | 21       | M4F2O2B1 |
| 10       | M4F1O2B2 | 22       | M4F2O2B2 |
| 11       | M4F1O3B1 | 23       | M4F2O3B1 |
| 12       | M4F1O3B2 | 24       | M4F2O3B2 |

Table 4. Simulation outcomes of five setups for scheme M3F1O1B1.

| Alternatives | Objective→ | Performance Measures |
|--------------|------------|-----------------------|
|              | MU (%)     | ET (h)                |
|              | Max        | Max                   |
|              | Min        | Min                   |
| EMS          | 85.52      | 165.01                |
| CMS1         | 63.51      | 120.42                |
| CMS2         | 73.15      | 130.24                |
| CMS3         | 66.53      | 156.33                |
| CMS4         | 64.92      | 164.31                |

Note: M3F1O1B1 scheme represents that the mean arrival time between clients is 3 days (M3) and it is based on first come first serve philosophy (F1). The O1 in this scheme symbolizes that the average order per client is 1 and it involves a lot of 25 parts (B1).

Since the objective was to evaluate five alternative configurations, the problem was therefore formalized as:

\[ A = \{ \text{existing manufacturing configuration (EMS), cellular manufacturing configuration 1 (CMS1), cellular manufacturing configuration 2 (CMS2), cellular manufacturing configuration 3 (CMS3), cellular manufacturing configuration 4 (CMS4)} \} \]

Five performance measuring criteria were utilized to evaluate these alternatives. The set of performance measuring criteria with their objective stated in the respective bracket is as follows:

\[ P = \{ \text{MU(maximization), ET(maximization), TT(minimization), LT(minimization), BT (minimization)} \} \]

The objective was to evaluate five alternative configurations for 24 different scenarios. Therefore, the overall performance score was computed by averaging the values in all 24 scenarios for the respective performance and the manufacturing configuration (see Table 5).

Table 5. Overall performance score for different manufacturing configurations (decision matrix).

| Alternatives | Criterion→ | Objective→ | Performance Measures |
|--------------|------------|------------|-----------------------|
|              | MU         | ET         | LT                    | BT | TT |
|              | Max        | Max        | Min                   | Min| Min|
| EMS          | 83.5133    | 128.145    | 580.18                | 1049.841 | 993.691 |
| CMS1         | 68.48147   | 143.6461   | 574.2222              | 938.6911  | 897.5608 |
| CMS2         | 65.70138   | 145.8284   | 595.17                | 960.85    | 962.33 |
| CMS3         | 65.33044   | 178.9183   | 447.5381              | 715.0774  | 802.0443 |
| CMS4         | 62.97158   | 174.1091   | 444.39                | 723.74    | 823.34 |
5.2. Weight Computation

The weights were computed using FAHP in this step. The AHP was utilized to obtain each attribute’s importance by generating a pairwise comparison matrix, as depicted in Table 6. In all, three pairwise comparison matrices for three decision-makers ($D_1$, $D_2$, $D_3$) were obtained. The reason for taking suggestions from more than one expert was to combine their judgments to eliminate any bias.

Table 6. Pairwise comparison matrices from various decision-makers.

|       | MU   | TT   | ET   | LT   | BT   |
|-------|------|------|------|------|------|
| **D1** |      |      |      |      |      |
| MU    | 1    | 1    | 5    | 3    | 6    |
| TT    | 1    | 1    | 4    | 4    | 5    |
| ET    | 0.2  | 0.25 | 1    | 4    | 3    |
| LT    | 0.33 | 0.25 | 0.25 | 1    | 2    |
| BT    | 0.17 | 0.2  | 0.33 | 0.5  | 1    |
| **D2** |      |      |      |      |      |
| MU    | 1    | 0.5  | 0.33 | 3    | 0.25 |
| TT    | 2    | 1    | 0.33 | 4    | 2    |
| ET    | 3    | 3    | 1    | 4    | 2    |
| LT    | 0.33 | 0.25 | 0.25 | 1    | 0.25 |
| BT    | 4    | 0.5  | 0.5  | 4    | 1    |
| **D3** |      |      |      |      |      |
| MU    | 1    | 0.2  | 0.25 | 0.167| 0.11 |
| TT    | 3    | 1    | 4    | 2    | 5    |
| ET    | 4    | 0.25 | 1    | 0.33 | 0.33 |
| LT    | 6    | 0.5  | 3    | 1    | 2    |
| BT    | 9    | 0.2  | 3    | 0.5  | 1    |

Saaty [71] also defined consistency ratio, CR, to determine the amount of allowed discrepancy in a judgment. Therefore, the CR was also estimated for each specialist to confirm if the decision made by them was acceptable or not. It was confirmed that the CR value for three decision-makers, $D_1$ (7.85%), $D_2$ (8.10%), and $D_3$ (9.82%), was less than 10%; therefore, the judgment made by them was consistent and acceptable.

Subsequently, the fuzzified pairwise comparison matrix was generated using TFNs as depicted in Table 7.

Table 7. Fuzzified pairwise comparison matrices.

|       | MU   | TT   | ET   | LT   | BT   |
|-------|------|------|------|------|------|
| **D1** |      |      |      |      |      |
| MU    | (1, 1, 1) | (1, 1, 1) | (4, 5, 6) | (2, 3, 4) | (5, 6, 7) |
| TT    | (1, 1, 1)$^{-1}$ | (1, 1, 1) | (3, 4, 5) | (3, 4, 5) | (4, 5, 6) |
| ET    | (4, 5, 6)$^{-1}$ | (3, 4, 5)$^{-1}$ | (1, 1, 1) | (3, 4, 5) | (2, 3, 4) |
| LT    | (2, 3, 4)$^{-1}$ | (3, 4, 5)$^{-1}$ | (3, 4, 5)$^{-1}$ | (1, 1, 1) | (1, 2, 3) |
| BT    | (5, 6, 7)$^{-1}$ | (4, 5, 6)$^{-1}$ | (2, 3, 4)$^{-1}$ | (1, 2, 3)$^{-1}$ | (1, 1, 1) |
| **D2** |      |      |      |      |      |
| MU    | (1, 1, 1) | (1, 2, 3)$^{-1}$ | (2, 3, 4)$^{-1}$ | (2, 3, 4) | (3, 4, 5)$^{-1}$ |
| TT    | (1, 2, 3) | (1, 1, 1) | (2, 3, 4)$^{-1}$ | (3, 4, 5) | (1, 2, 3) |
| ET    | (2, 3, 4) | (2, 3, 4) | (1, 1, 1) | (3, 4, 5) | (1, 2, 3) |
| LT    | (2, 3, 4)$^{-1}$ | (3, 4, 5)$^{-1}$ | (3, 4, 5)$^{-1}$ | (1, 1, 1) | (3, 4, 5)$^{-1}$ |
| BT    | (3, 4, 5) | (1, 2, 3)$^{-1}$ | (1, 2, 3)$^{-1}$ | (3, 4, 5) | (1, 1, 1) |
| **D3** |      |      |      |      |      |
| MU    | (1, 1, 1) | (4, 5, 6)$^{-1}$ | (3, 4, 5)$^{-1}$ | (5, 6, 7) | (9, 9, 9)$^{-1}$ |
| TT    | (2, 3, 4) | (1, 1, 1) | (3, 4, 5) | (1, 2, 3) | (4, 5, 6) |
| ET    | (3, 4, 5)$^{-1}$ | (1, 1, 1) | (2, 3, 4)$^{-1}$ | (2, 3, 4)$^{-1}$ | (1, 1, 1) |
| LT    | (5, 6, 7) | (1, 2, 3)$^{-1}$ | (2, 3, 4) | (1, 1, 1) | (1, 2, 3) |
| BT    | (9, 9, 9) | (4, 5, 6)$^{-1}$ | (2, 3, 4) | (1, 2, 3)$^{-1}$ | (1, 1, 1) |
The fuzzy weights computed using the Equations (2) and (3) in Section 4.1 and are depicted in Table 8.

| Table 8. Computation of fuzzy weights. |
|---------------------------------------|
| **D1** | **MU** | **TT** | **ET** | **LT** | **BT** | $r_i$ | **Fuzzy Weights ($w_i$)** |
|MU | (1, 1, 1) | (4, 5, 6) | (2, 3, 4) | (5, 6, 7) | (2.091, 2.460, 2.787) | (0.268, 0.370, 0.502) |
|TT | (1, 1, 1) | (3, 4, 5) | (3, 4, 5) | (4, 5, 6) | (2.048, 2.402, 2.724) | (0.263, 0.361, 0.491) |
|ET | (4, 5, 6)$^{-1}$ (3, 4, 5)$^{-1}$ (1, 1, 1) | (3, 4, 5) | (2, 3, 4) | (0.725, 0.903, 1.108) | (0.093, 0.136, 0.200) |
|LT | (2, 3, 4)$^{-1}$ | (3, 4, 5)$^{-1}$ | (1, 1, 1) | (1, 2, 3) | (0.398, 0.530, 0.699) | (0.051, 0.080, 0.126) |
|BT | (5, 6, 7)$^{-1}$ | (4, 5, 6)$^{-1}$ | (2, 3, 4)$^{-1}$ | (1, 1, 1) | (0.289, 0.354, 0.478) | (0.037, 0.053, 0.086) |

Consequently, the fuzzy weights were defuzzified using Equation (4). The attributed weights estimated for each decision-maker were combined using the geometric mean [77] procedure as shown in Table 9.

| Table 9. Attribute weights obtained using FAHP. |
|-----------------------------------------------|
| **Attributes** | **Defuzzication** | **Combined Weights** |
|----------------|-----------------|----------------------|
| **D1** | **D2** | **D3** | **Geometric Mean** | **Normalization** |
| MU | 0.380 | 0.127 | 0.075 | 0.154 | 0.163 |
| TT | 0.372 | 0.257 | 0.386 | 0.333 | 0.354 |
| ET | 0.143 | 0.424 | 0.128 | 0.198 | 0.210 |
| LT | 0.086 | 0.065 | 0.275 | 0.115 | 0.123 |
| BT | 0.059 | 0.258 | 0.187 | 0.142 | 0.150 |

5.3. VIKOR Application

In this step, the VIKOR-based MCDM technique utilizing the FAHP weight was implemented. It commenced with the definition of a normalized decision matrix (using Equation (6)) as evident in Table 10.

| Table 10. Decision matrix upon normalization. |
|-----------------------------------------------|
| **Alternatives** | **Performance Measures** |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| **Criterion** | **MU** | **ET** | **LT** | **BT** | **TT** |
| EMS | 0.5367 | 0.3689 | 0.4914 | 0.5388 | 0.5068 |
| CMS1 | 0.4401 | 0.4136 | 0.4865 | 0.4817 | 0.4578 |
| CMS2 | 0.4222 | 0.4198 | 0.4860 | 0.4560 | 0.4436 |
| CMS3 | 0.4198 | 0.5151 | 0.3791 | 0.3670 | 0.4091 |
| CMS4 | 0.4047 | 0.5013 | 0.3767 | 0.3675 | 0.4116 |
Subsequently, the best values ($v_j^+$) in the normalized decision matrix were determined by employing Equations (7) and (8). The result for each criterion is shown in Table 11. The $S_i$, $R_i$, and $Q_i$ values computed using Equations (9)–(11) for various alternatives can be seen in Table 12.

| EMS | CMS1 | CMS2 | CMS3 | CMS4 |
|-----|------|------|------|------|
| $S_i$ | 0.8367 | 0.7231 | 0.6889 | 0.1489 | 0.2011 |
| $R_i$ | 0.3536 | 0.2456 | 0.2304 | 0.1446 | 0.1633 |
| $Q_i$ | 1.0000 | 0.6592 | 0.5980 | 0.0000 | 0.0828 |

Table 12. $S_i$, $R_i$, and $Q_i$ values for different alternatives.

5.4. PROMETHEE Employment

The PROMETHEE-based MCDM technique employing the FAHP weight was applied in this step. It commenced with the pairwise comparison as shown in Figure 4.

Since maximization was the objective for performance measure MU, CMS1 should be preferred over (better than) CMS4, whereas minimization was the objective for performance measure LT, therefore CMS4 was preferred over (better than) CMS1. Thus, in the pairwise comparison of CMS1 and CMS4 (refer to Table 7), the preference value was equal to $(68.48147 - 62.97158)/(83.5133 - 62.97158) = 0.2682$ (scheme M3F1O1B1). This meant CMS1 was 26.82% preferred over CMS4 for MU (refer to Figure 4). Whereas, for performance measure LT, the preference value was equal to $(574.4222 - 644.7449)/(580.18 - 444.7449) = 0.9575$. This meant CMS4 was 95.75% preferred over CMS1 for LT. Here, in the given problem, there were 24 scenarios, 5 performance measures, and 5 configurations, providing a total of 600 pairs of evaluation. Since a larger mathematical computation was needed for many pairwise comparisons, visual promethee software was preferred to do the pairwise comparisons.

Figure 4. Pairwise comparison of performance measure related to: (a) Machine utilization; (b) product lateness.

In pairwise comparison of CMS1 and CMS4, the preference values with respect to each performance measure were estimated as $P_{MU}(CMS1, CMS4) = 0.2682$; $P_{ET}(CMS4, CMS1) = 0.5999$; $P_{TT}(CMS4, CMS1) = 0.9575$; $P_{LT}(CMS4, CMS1) = 0.0.6646$; and $P_{BT}(CMS4, CMS1) = 0.4725$. Normalized weights were set for each performance measure (as $W_{MU} = 0.163$; $W_{ET} = 0.210$; $W_{TT} = 0.354$; $W_{LT} = 0.123$; $W_{BT} = 0.150$).

The global preference value for pair $\Pi(CMS1, CMS4)$ was computed as 0.0437 and $\Pi(CMS4, CMS1)$ was equal to 0.6175.

The estimated positive, negative, and net flow score for configuration CMS1 are presented in Figure 5.
Since solution has to be proposed; therefore, two conditions must be checked, as discussed in Section 4.2. Since $Q(CMS4) - Q(CMS3) = 0.0828$ and $DQ = 0.25$, condition 1 (acceptable advantage) was not satisfied. It was not possible to distinguish the best one between CMS3 and CMS4. However, the alternative best ranked one depending on $Q$ values was also best ranked by R and S. It suggests that condition 2 was satisfied. Henceforth, CMS3 and CMS4 were members of the compromise group (because $Q$
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**Table 13.** Positive and negative preference flows and ranking.

| Configurations | $\Phi$  | $\Phi^+$ | $\Phi^-$ | Rank |
|----------------|---------|----------|----------|------|
| EMS            | -0.4141 | 0.1587   | 0.5728   | 5    |
| CMS1           | -0.217  | 0.0963   | 0.3133   | 4    |
| CMS2           | -0.1387 | 0.1201   | 0.2588   | 3    |
| CMS3           | 0.4217  | 0.468    | 0.0463   | 1    |
| CMS4           | 0.348   | 0.4196   | 0.0716   | 2    |

**5.5. Sensitivity Analysis**

The sensitivity analysis was executed to analyze changes in the output of the system model because of modifications in input parameter values [78,79]. It can be defined as a technique to understand the variation of input values on the final model results [80,81]. The most commonly used sensitive analysis is accomplished by varying the weights of the performance criteria or measures and analyzing the change in results [82]. It suggests that the model is stable and dependable if the solution is not very responsive to variations in the input. Therefore, in the suggested approach, the mutation in the weights of five performance measures was utilized to approve the model. Two designs of criteria weights, as demonstrated in Table 14, were employed for the sensitivity analysis. In design 1, machine utilization was assigned the highest importance, succeeded by earliness and the remaining performance measures. However, in design 2, the weights were computed by employing the entropy weight method [83,84].

**Table 14.** Set of weights for sensitivity analysis.

| Design/Set of Weights | MU | ET | TT | LT | BT | Total Weight |
|-----------------------|----|----|----|----|----|--------------|
| Design 1              | 0.500 | 0.200 | 0.100 | 0.100 | 0.100 | 1            |
| Design 2              | 0.2708 | 0.1528 | 0.1143 | 0.3225 | 0.1396 | 1            |

**6. Results**

According to the VIKOR ranking method, the cellular manufacturing configuration “CMS3” was ranked the best, followed by CMS4, CMS2, CMS1, and EMS (see Table 12). In VIKOR, a compromised solution has to be proposed; therefore, two conditions must be checked, as discussed in Section 4.2. Since $Q(CMS4) - Q(CMS3) = 0.0828$ and $DQ = 0.25$, condition 1 (acceptable advantage) was not satisfied. It was not possible to distinguish the best one between CMS3 and CMS4. However, the alternative best ranked one depending on $Q$ values was also best ranked by R and S. It suggests that condition 2 was satisfied. Henceforth, CMS3 and CMS4 were members of the compromise group (because $Q$
(CMS4) − Q (CMS3) < DQ), but the alternative CMS2 could be considered in the compromise group because of Q (CMS2) − Q (CMS3) > DQ. Finally, depending on the VIKOR method, CMS3 could be suggested as the best configuration. The VIKOR method was again employed after removing the CMS4 configuration, leading to the following ranking of CMS3 > CMS2 > CMS1 > EMS. It also satisfied both acceptability criterion.

Similarly, using the PROMETHEE ranking method, the cellular manufacturing configuration “CMS3” was also ranked the best, followed by CMS4, CMS2, CMS1, and EMS, (see Table 13), which is in agreement with the VIKOR method.

Moreover, the results computed in the sensitivity analysis identified that the model was not very sensitive to variations in weights. The outcomes of the sensitivity analysis are reported in Table 15. Thus, it can be deduced that the model was robust and reliable as it exhibited inappreciable variations in output with modifications in the input weights.

### Table 15. Results of the sensitivity analysis.

| Rank | VIKOR | PROMETHEE |
|------|-------|-----------|
|      | Set1  | Set2      | Set1  | Set2      |
| 1    | EMS   | CMS3      | EMS   | CMS3      |
| 2    | CMS3  | CMS4      | CMS3  | CMS4      |
| 3    | CMS4  | CMS1      | CMS4  | EMS       |
| 4    | CMS1  | CMS2      | CMS1  | CMS2      |
| 5    | CMS2  | EMS       | CMS2  | CMS1      |

### 7. Conclusions

An uncertain and competitive business environment makes industrial practitioners seek flexible approaches in manufacturing strategies. The competitive industrial practitioners adopt several strategies for invariable market situations, where persistent changes in design, as well as demand, seldom occur. The application of MCDM in RCMS was presented in this work. Indeed, the study in this paper was concerned with the manufacturing setup that requires reconfiguration for sustainable operations. The primary challenge in the integration of RCMS and sustainability is the evaluation of all possible alternatives and thereby selecting the best in terms of optimum requirements for specific internal and external market demands.

In this paper, the effect of demand patterns, scheduling rules, and lot sizes were employed to achieve sustainability and enhance effectiveness in terms of system utilization, throughput time, earliness of customer demand satisfaction and lateness of customer demand delivery, and time for which the customer demands are blocked in the system. This work aimed to alleviate irrelevant actions using productive RCMS configuration by achieving enhanced machine utilization, as well as by minimizing tardiness and product blocking times. In previous studies, the majority of techniques have relied on conventional approaches, but this work focused on uncertainty concepts, such as fuzzy AHP. It was also noticed that the utilization of PROMETHEE and VIKOR combined with FAHP in RCMS is still insufficient. Therefore, the prominence of PROMETHEE [58] and VIKOR [59,60] have increased in many fields and this paper introduced decision-making models that can determine rational RCMS policies for the sustainable development of an existing manufacturing system. A total of 24 possible alternative demand scenarios were analyzed based on external demands (that included the arrival pattern of clients and number of orders per client) and internal demands (such as the scheduling rule and lot size). The performance criteria were averaged for various configurations and the resultant outcomes were utilized to assist in the decision-making (MCDM) procedure.

In this work, the MCDM approaches based on PROMETHEE and VIKOR were implemented to rank different configurations. The FAHP was employed to estimate the weights of different performance measures. The simulation outcomes for various configurations were examined by utilizing FAHP-PROMETHEE and FAHP-VIKOR. A cellular manufacturing system with 17 conventional
machines arranged in 5 cells (CMS3) (Figure 2) was found to be the best alternative for sustainable operations using both the techniques. It suggests that CMS3 configuration can efficiently and effectively satisfy the requirements of all considered decision-makers. The configuration CMS3 attained a well-balanced performance in terms of all aspects, namely machine utilization (optimal resource consumption), throughput time (higher customer satisfaction), earliness, lateness and blocking time (minimal non-value-added activities), space and inventory management, etc. The CMS3 layout could achieve 66.53% machine utilization, and 156.33 h of earliness, including minimal lateness hours (513.31 h), blocking time (844.53 h), and throughput time (898.94 h). The other configurations (CMS1, CMS2, and CMS 4) were also good, but they performed exceptionally in one or two aspects, but in the rest, they had inadequate performance. For instance, the configuration CMS2 performed supremely in machine utilization but was unable to achieve satisfactory blocking time, throughput time, lateness hours, etc. Henceforth, multiple criteria, as specified by different stakeholders, can be fulfilled using CMS3. It means a single configuration is sufficient for multiple customers and further reconfiguration for a given customer can be avoided, thus saving adequate cost and additional resource wastage. Moreover, similar outcomes from the two techniques also established their reliability and robustness to overcome any uncertainty in the system. Based on the sensitivity analysis, it was validated and confirmed that the presented model was robust and steady.

It is believed that this study would provide an alternative viewpoint to those who want to explore different production configurations for achieving lean, sustainable, and agile manufacturing. Cellular manufacturing and the philosophy of work cells are at the core of lean and agile manufacturing. Their gains are numerous and diverse. Cellular manufacturing simplifies material flow and resource management as well as aiding in achieving sustainability. However, it is mandatory to examine various reasonable cell-based alternatives while inducing any amendment. There is a notable threat to change to any other production setup before evaluating various alternatives. The adopted simulation technique is valuable for generating distinctive scenarios and analyzing the feasible consequences beforehand. The outcomes acquired using simulation need to be reviewed properly, particularly if the choices involve multiple performance measures. Thus, for organizations that aim for lean production and sustainable manufacturing, the approach presented in the paper is helpful in identifying and ranking desirable configurations as a substitute to the existing manufacturing system. The development of a procedure that can assess the distinct alternative configurations in light of the cost and risk associated with cell-based reconfiguration is a topic of future research.
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