Accurate reproducing kernel-based potential energy surfaces for the triplet ground states of N₂O and dynamics for the N + NO ↔ O + N₂ and N₂ + O → 2N + O reactions
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Accurate potential energy surfaces (PESs) have been determined for the 3A′ and 5A″ states of N₂O using electronic structure calculations at the multireference configuration interaction level with Davidson correction (MRCI+Q) and the augmented Dunning-type correlation consistent polarized triple zeta (aug-cc-pVTZ) basis set. More than 20,000 MRCI+Q/aug-cc-pVTZ energies are represented using a reproducing kernel Hilbert space (RKHS) scheme. The RKHS PESs successfully describe all reactant channels with high accuracy and all minima and transition states connecting them are determined. Quasiclassical trajectory (QCT) simulations are then used to determine reaction rates for N + NO and O + N₂ collisions. Vibrational relaxation N₂(ν = 1) → N₂(ν = 0) and dissociation of N₂ → 2N for O + N₂ collisions are also investigated using QCT. The agreement between results obtained from the QCT simulations and from available experiments is favourable for reaction and vibrational relaxation rates, which provides a test for the accuracy of the PESs. The PESs can be used to calculate more detailed state-to-state observables relevant for applications to hypersonic reentry.

I. Introduction

The [NNO] reactive collision system is relevant in problems ranging from atmospheric and environmental chemistry to those seen in the hypersonic flight regime. Two particularly relevant reactions involve the N + NO ↔ O + N₂ processes. Both the forward (N + NO → O + N₂) and reverse (O + N₂ → N + NO) reactions are major processes in modelling the hyperthermal interactions during reentry of space vehicles and thus play a significant role in aerospace engineering. The forward reaction produces molecular nitrogen while the reverse reaction generates nitric oxide via the Zeldovich mechanism. The forward reaction also plays an important role in the Martian and Venusian atmospheres. The ground state of the N₂O molecule is 1A′ and asymptotically connects to the N(1D) + NO(X²Π) and O(1D) + N₂(X²Σg⁺) channels. For the singlet electronic state of N₂O the photodissociation dynamics and reactive collisions have been studied previously using theory and experiment. On the other hand, the triplet manifold of N₂O connects with the N(4S) + NO(X²Π) and O(3P) + N₂(X²Σg⁺) states, with all the atomic and diatomic fragments in their electronic ground states in both channels. The N(4S) + NO(X²Π) → O(3P) + N₂(X²Σg⁺) reaction is highly exothermic, plays an important role in the upper atmosphere in removing N(4S) and also helps removing the NO pollutant from the atmosphere which leads to ozone depletion. The 1S state of N and 3H state of NO lead to 3A′, 3A″, 5A′ and 5A″ states in Cs symmetry while the O(3P) + N₂(X²Σg⁺) channel results in 3A′ and 5A″ states. In the absence of spin orbit coupling both reactions occurs adiabatically on the triplet PESs.

For the forward reaction, several experiments have reported rates using different techniques. The low temperature rates for this reaction is measured as (3.2 ± 0.6) × 10⁻¹¹ exp[(25 ± 16)/T] cm³ s⁻¹ molecule⁻¹ in a continuous supersonic flow reactor at 48–211 K. Another experiment measured the N-atom concentration via line absorption and reported a rate of 3 ± 1 × 10⁻¹¹ cm³ s⁻¹ at 300 K. Conversely, using discharge flow-resonance fluorescence (DF-RF) and flash photolysis-resonance fluorescence and a value of 3.4 ± 0.9 × 10⁻¹¹ cm³ s⁻¹ molecule⁻¹ was suggested from measurements in the 196–400 K temperature range. This rate was recommended for chemical modeling of stratospheric processes, while another DF-RF experiment reported a rate of (2.2 ± 0.2) × 10⁻¹¹ exp[(160 ± 50)/T] cm³ s⁻¹ molecule⁻¹ over the range 213–369 K. In two different shock tube studies, the rate was measured at 1850–3160 K and...
1251–3152 K to be $3.32 \times 10^{-11}$ and $3.7 \times 10^{-11}$ cm$^3$ s$^{-1}$ molecule$^{-1}$, respectively. The recommended value, suggested by Baulch et al.,[22] for combustion modelling is $3.5 \times 10^{-11}$ cm$^3$ s$^{-1}$ molecule$^{-1}$ over the temperature range 210–3700 K. Most of the experiments mentioned above suggest high rates for the forward reaction at low temperatures which points towards a barrierless process.

For the reverse reaction only few experimental studies have been reported. The rate expression obtained from a shock tube experiment at 2384–3850 K by heating N$_2$/O$_2$/N$_2$O/Kr mixtures[22] was given as $1.84 \times 10^{14} \exp(-76250/RT)$ cm$^3$ s$^{-1}$ molecule$^{-1}$ (corresponding to $3.055 \times 10^{-10} \exp(-38370/T)$ cm$^3$ s$^{-1}$ molecule$^{-1}$). Another, later, experiment[23] determined the rate coefficient from O- and N-concentration measurements in shock heated N$_2$/N$_2$O/Ar mixtures at 2400–4100 K to be $3.0 \times 10^{-16} \exp(-38300/T)$ ± 40% cm$^3$ s$^{-1}$ molecule$^{-1}$. The rate of NO formation in the burned gas region of high temperature oxopropane flame has been estimated from experiment and using mathematical modelling at 2880 K as $10^{-13}$ cm$^3$ s$^{-1}$ molecule$^{-1}$ (corresponding to $1.413 \times 10^{-16}$ cm$^3$ s$^{-1}$ molecule$^{-1}$).[24]

Theoretical studies have focused primarily on exploring the electronic structure for the system, constructing potential energy surfaces (PESs) and carrying out dynamical simulations on these PESs. *Ab initio* PESs have been determined for the $^1A'$ and $^3A''$ states of N$_2$O using complete active space self-consistent field (CASSCF)/contracted CI (CCI) calculations.[13] For the forward reaction, a small barrier of 0.5 kcal mol$^{-1}$ was found on the $^3A'$ PES whereas a considerably larger barrier of 14.4 kcal mol$^{-1}$ was found on the $^1A'$ PES. For the reverse reaction the endoergicity was calculated to be 75 kcal mol$^{-1}$. An analytical PES for the $^3A''$ state of N$_2$O was constructed from CASSCF/CCI energies using a Sorbie–Murrell functional form and quasiclassical trajectory (QCT) calculations were performed for the N + NO collisions at 300 K.[25]

Although the triplet states of N$_2$O are very important for environmental and atmospheric chemistry and high energy collisions in hypersonic flow, only three PESs[26–28] are available in the literature. More recent electronic structure calculations have been performed on both the triplet states of N$_2$O using CASSCF, CASPT2 methods and different basis sets.[29] Later the CASPT2/cc-pVTZ, energies from ref. 29 were used along with additional energies at the same level of theory to construct analytical representations for the $^3A'$ and $^3A''$ PESs.[26] The root mean square deviations of these fits were 2.28 and 1.8 kcal mol$^{-1}$ for the $^3A'$ and $^3A''$ PESs, respectively. This work confirms that there is no barrier to form N$_2$ + O when approaching from the N + NO side for the $^3A'$ state. The rates for the forward and the reverse reactions were calculated from improved canonical variational transition-state (ICVT) theory on the new PESs and also on the PESs from ref. 25. Quantum wave packet dynamics had been carried out to study the N + NO reaction on both triplet states and rates were calculated for a wide range of temperatures using the $J$-shifting approximation.[30,31] The forward reaction was studied using QCT to obtain the rates up to 5000 K and explore the energy distributions and reaction mechanisms.[32] Also, the reverse reaction was studied again *via* QCT on the CASPT2/cc-pVTZ PESs[26] to obtain the vibrational relaxation (VR) rates from $\nu = 1$ to $\nu = 0$ states.[23]

Analytical PESs were also constructed for the two lowest triplet states of N$_2$O based on MRCI/maug-cc-pVTZ calculations and applying the dynamically scaled external correlation method with root-mean-square errors (RMSE) of 4.44 and 3.71 kcal mol$^{-1}$ for the $^3A'$ and $^3A''$ PESs, respectively.[27] Six states were included in the dynamically weighted state-averaged CASSCF calculations and permutational invariant polynomials were used to represent the many-body part of the PESs. Geometries and energetics of the stationary states were found to differ from the earlier PESs.[26] Finally, QCT calculations for the O + N$_2$ collisions at high energies[34] have been carried out on the triplet PESs of ref. 27.

More recently, reproducing kernel based PESs for the $^3A'$ and $^3A''$ states were calculated using MRCI+Q/cc-pVTZ energies and rates and product state distributions were calculated up to 20 000 K.[28] However, due to presence of a small barrier on the $^3A'$ PES in the N + NO channel the calculated QCT rates were smaller at low temperatures. Recently, a state-to-state cross section model for the forward reaction based on the $^1A'$ PES has been developed using a neural network which predict the reaction rates and product state distributions accurately.[35]

Reaction rates obtained from the PESs using fits to the CASPT2/cc-pVTZ data[26] are in good agreement with the experiments.[26,31,32] However, the vibrational relaxation rates for the reverse reaction are significantly smaller than the experimental results up to 7000 K.[33] The PESs in ref. 26 were constructed using a lower level of theory (CASPT2/cc-pVTZ) and it is found that number and geometry of the stationary states differs using higher level (MRCI/maug-cc-pVTZ) of theory and more states in the CASSCF calculations.[27] These PESs are meant for exploring the dynamics of the O + N$_2$ collisions at high energies. Since the forward reaction is barrierless and is highly reactive at very low temperatures, a very reliable description of the N + NO channel is required in the asymptotic region, which was absent in ref. 27 PESs. On the other hand the reproducing kernel Hilbert space (RKHS) interpolation procedure can capture the correct long range behavior for different types of interactions.[36–39]

Another relevant quantity that balances the energy content of hot gas flow is the exchange and relaxation of vibrational energy which can also be determined from QCT simulations.[40,41] This property has been found to be sensitive to different regions of the PES than reaction rates[39] and provides an additional possibility to validate the quality of the PESs. Rates for vibrational relaxation serve also as input data for more coarse grained simulations, such as direct simulation Monte Carlo (DSMC).[32] With N$_2$ and O$_2$ as two major components of air, N$_2$ + O inelastic collisions may significantly affect the energy content and energy redistribution in high temperature air flow. The VR rates are calculated from relaxation time parameter ($\tau_{\text{rel}}$) using the Bethe–Teller model.[41,43]

Here, global PESs have been constructed for the $^3A'$ and $^3A''$ electronic states for the reactive [NNO] system using RKHS interpolation from a large number (> 10 000) of MRCI-Q/maug-cc-pVTZ energies for each state. The present RKHS PESs are constructed using ~ 3 times more *ab initio* energies than the previous PESs[27] and cover a wide range of configurations.
explored in the QCT simulations. Using a RKHS allows one to impose the correct long range behavior for the dipole-induced dipole interactions (~1/r³) and also reproduce the topology of the ab initio PESs accurately. Quasiclassical trajectories are then run on these new PESs to determine reaction/dissociation and vibrational relaxation rates which allow validation of the PESs by comparing with experiments.

The present article is organised as follows. The methodological details of constructing the RKHS PESs and QCT dynamics are discussed in Section II followed by presenting the results and discussing them in Section III and finally concluding this work in Section IV.

II. Methods

This section summarizes the methods for calculating the ab initio energies for the diatomic and triatomic systems, construction of the analytical representation of the ab initio PESs using RKHS, quasiclassical trajectory calculations on those PESs and finally calculation of reaction and vibrational relaxation rates.

A. Electronic structure calculations

Ab initio energy calculations for the triatomic system were performed on a grid defined in Jacobi coordinates (r,R,θ) where r is the diatomic separation, R is the distance between the center of mass of the diatom and the free atom and θ is the angle between r and R. For the present case, two separate grids were used for channels I (O + N₂) and II (N + NO), respectively. The Jacobi coordinates for the two reactive systems are shown in Fig. 1. For R, the grid included 30 and 28 points from 1.4 to 12.0 a₀ for the two channels. The diatomic separation r for channels I and II are covered by 20 points from 1.55 to 4.0 a₀ and 21 points, from 1.50 to 4.0 a₀, respectively. For the angular grid, Gauss–Legendre quadrature points were used between 0° to 180°. The quadrature points covered the angular domain more efficiently than the regular grid as in the RKHS scheme, the angular grid is transformed to a new coordinate according to

\[ 1 - \cos \theta \]

into a grid from 0 to 1 which leads to a denser grid near 0 or 1 and evenly spaced in between. In the present case, 13 quadrature points define the Jacobi angle which are 169.796°, 156.577°, 143.281°, 129.967°, 116.647°, 103.324°, 90.100°, 76.676°, 63.335°, 50.033°, 36.719°, 23.423° and 10.204°.

The C₆ symmetry, which is the highest symmetry for the present system to describe all geometries, was used to perform the electronic structure calculations. The multireference configuration interaction with Davidson correction (MRCI+Q)³⁴,⁴⁷ method and augmented Dunning-type correlation consistent polarized triple zeta (aug-cc-pVTZ)⁴⁶ basis set were used to calculate the electronic structure for all configurations considered in this work. This level of theory has been found to describe the electronic structures for the C-, N-, O-containing species quite well for the global PES.²⁷,⁷,²⁹ State-averaged complete active space self-consistent field (CASCF) calculations were carried out prior to the MRCI calculations in order to obtain a smooth topology of the MRCI PESs. In the State-averaged CASSCF calculations a total of eight states were included (the two lowest states from each spin (singlet and triplet) and spatial (A' and A") symmetry). Including all these eight states in the CASSCF calculations provides consistency in the energies and numerically stabilizes the convergence for configurations with closely-lying states of the same symmetry. The valence orbitals, i.e. the nitrogen and oxygen 2s and 2p orbitals, were ‘active’ whereas the 1s orbitals were ‘closed’. All electronic structure calculations are performed using the Molpro-2019.¹⁵¹ software package.

For each of the electronic states, 4200 and 7644 ab initio electronic structure calculations have been carried out for the N₂ + O and N + NO channels, respectively. Here it is worth mentioning that ~10% of the electronic structure calculations converged to the excited states in the long range interaction regions (i.e., for large values of R and/or r). These energies are excluded from the grid to construct the RKHS. A small number (~0.5%) of ab initio calculations did not converge at all. For both these cases the missing grid points were computed using a 2-dimensional reproducing kernel V(r,R) for a particular value of θ before including them into the final 3D RKHS. Thus, overall, ~3 times more reference ab initio energies were used to generate the present PESs compared with the previous surfaces for this system.²⁷

B. Reproducing kernel representation of the PES

The reproducing kernel Hilbert space interpolation technique has been used to construct the analytical representation of the PESs for both electronic states (A' and A'') in the RKHS approach, the approximated value f(x) of a function f(x) is computed from a set of known values f(xᵢ) as a linear combination of kernel polynomials, where x are variables e.g. set of spatial coordinates. The RKHS procedure is documented in detail in ref. 36 and 52 and has also been used to construct PESs for other triatomic systems.³⁷–⁴⁹
In order to well describe the atom + diatom dissociation channels the total potential energy of N2O is expanded as

\[ V(R, r, \theta) = E(R, r, \theta) + V(r) \]  

(1)

where \( V(r) \) is the diatomic potential for the respective channel. For this purpose, the \textit{ab initio} energetics for NO and N2 are calculated separately and represented as a 1D RKHS using \textit{ab initio} power decay kernel \( k^{(n)}(r, r') \). The values of \( E(R, r, \theta) \) are then calculated from eqn (1) and \( E(R, r, \theta) \rightarrow 0 \) for \( R \rightarrow \infty \). As the values of the radial kernel function approach zero at large distances, \( E(R, r, \theta) \) can be represented by a 3D kernel as

\[ K(x, x') = \sum_{n=1}^{6} k^{(n)}(r, r') \sum_{l=1}^{3} w_l(r) V_l(R, r, \theta). \]  

(2)

Reciprocal power decay kernels are used for the radial dimensions \((R, r)\) and for large separations they approach zero according to \( \frac{1}{x^n} \) (here \( n = 6 \)) which gives the correct long-range behavior for neutral atom–diatom type interactions. For the angular coordinate a Taylor spline kernel \( k^{(2)}(z, z') \) is used where \( z = \frac{1 - \cos \theta}{2} \). The definitions of the kernel functions can be found in ref. 36 and 52. The RKHS procedure exactly reproduces the values of the function at the known points for smooth functions. However, often a regularization parameter (here \( 10^{-12} \)) is used to numerically stabilize the algorithm.

The global, reactive 3D PES \( V(r_1, r_2, r_3) \) for an electronic state is constructed by summing the individual PESs for each channel

\[ V(r_1, r_2, r_3) = \sum_{j=1}^{3} w_j(r_j) V_j(R, r_j, \theta). \]  

(3)

Here, \( r_1 = r_{NN} \) and \( r_2 \) and \( r_3 \) are the two NO separations NO\(_a\) and NO\(_b\), respectively. The exponential switching weights are

\[ w_j(r) = \frac{e^{-\|r - \sigma_j\|^2}}{\sum_{j=1}^{3} e^{-\|r - \sigma_j\|^2}}. \]  

(4)

with \( w_j(r) \) a smooth weight for surface \( j \), \( r \) are the three inter-nuclear distances and \( \sigma_j \) are parameters for each channel which are optimized by least square fitting. For the \( ^3A' \) and \( ^3A'' \) PESs the values are \( \sigma_1 = 1.10 \) \( a_0 \) and \( 1.20 \) \( a_0 \) and \( \sigma_{2,3} = 1.00 \) \( a_0 \) and 1.14 \( a_0 \) for the NN and for the two NO distances, respectively.

C. Quasiclassical trajectory calculation

The N + NO and O + N\(_2\) collisions systems are studied by running QCT on the global RKHS PESs for both \( ^3A' \) and \( ^3A'' \) states of N2O. The QCT method followed here is well documented in ref. 53–56. In this approach, Hamilton’s coupled differential equations of motion are solved using the fourth-order Runge–Kutta method. The integration time step was \( \Delta t = 0.05 \) fs which guaranteed conservation of the total energy and angular momentum up to the sixth and eighth decimal places, respectively. Initial conditions for the trajectory simulations are generated from Monte Carlo sampling. The ro-vibrational states for the reactant and product are computed using the semiclassical theory of bound states. The ro-vibrational states for the product diatom are assigned to the nearest integer using histogram binning (HB) and Gaussian binning (GB) schemes. Since the results from both binning schemes are similar, only those obtained from HB are discussed unless otherwise mentioned.

The probability of an event \( x \) (reactive, vibrational relaxation) can be computed as

\[ P_x = \frac{N_x}{N_{\text{tot}}} \]  

(5)

where \( N_x \) is the number of trajectories corresponding to the event of interest and \( N_{\text{tot}} \) is the total number of trajectories. The cross section for that event is then computed as

\[ \sigma_x = \pi b_{\text{max}}^2 P_x \]  

(6)

where \( b_{\text{max}} \) is the maximum impact parameter for which the event can occur. The impact parameters are sampled using stratified sampling by subdividing the interval between 0 and \( b_{\text{max}} \) into six equidistant strata.

The rate for an event \( x \) on surface \( i \) at a particular temperature \( T \) is then obtained as

\[ k_{i,x}(T) = g_i(T) \sum_{k=0}^{8} \frac{8k}{\pi \mu} e^{-k^2 b_{\text{max}}^2} P_x. \]  

(7)

where \( g_i(T) \) is the electronic degeneracy factor of state \( i \), \( k_b \) is the Boltzmann constant and \( \mu \) is the reduced mass of the collision system.

For the N\(_0\)(S) + NO(X\(_2\)II) collision process, the temperature dependent degeneracies for the forward (‘‘F’’) reaction and for both triplet states are

\[ g_F(T) = \frac{3}{4 \cdot \left( 2 + 2 \cdot e^{-177.1/k_b T} \right)} \]  

(8)

whereas for the reverse (‘‘R’’) reaction O(\(^3P\)) + N\(_2\)(X\(_1\Sigma_g^+)\) the degeneracy is

\[ g_R(T) = \frac{3}{1 \cdot \left( 5 + 3 \cdot e^{-227.8/k_b T} + 1 \cdot e^{-326.6/k_b T} \right)} \]  

(9)

In eqn (8) the spin–orbit splitting for NO is 177.1 K and in eqn (9) the lower spin–orbit states for O(\(^3P\)) and O(\(^1P\)) relative to O(\(^3P\)) are at 227.8 K and 326.6 K, respectively. The equilibrium constant is calculated as

\[ K_{eq}(T) = \frac{k_F(T)}{k_R(T)}. \]  

(10)

where, \( k_F(T) \) and \( k_R(T) \) are the forward and reverse reaction rate at temperature \( T \). In the rate calculations, for each trajectory the initial relative translational energies of the reactants are sampled from a Maxwell–Boltzmann distribution and ro-vibrational states of the reactant diatom is sampled from a Boltzmann distribution at temperature \( T \). For the vibrational relaxation simulations, all trajectories were initialized in the \( \nu = 1 \) state while the rotational states were sampled from a Boltzmann distribution at the corresponding temperature.
III. Results and discussion

In the following, the topology and accuracy of the PESs, the reaction/dissociation rates and the rates for vibrational relaxation from QCT simulations are presented and discussed.

A. Accuracy and topology of the potential energy surfaces

To verify the quality of the RKHS PESs, the correlation between the \textit{ab initio} and the RKHS energies for both states for the training grid are reported in Fig. S1 upper panel (ESI†). The structures with energy 6.8 eV above the N + N + O asymptote (7908 and 7797 points for the training grid) have \(R^2\) values of 0.99995 and 0.99996 and an RMSE of 0.51 and 0.46 kcal mol\(^{-1}\) for the \(\text{3A}'\) and \(\text{3A}''\) states, respectively. Electronic structure calculations have also been performed at off-grid, randomly generated geometries for both states which serve as additional test data. A correlation diagram for the test grid is shown for 494 and 497 points for the \(\text{3A}'\) and \(\text{3A}''\) states, respectively, with energies \(\leq 6.8\) eV (see Fig. S1 lower panel, ESI†). The correlation coefficients obtained for the test grids are 0.99985 and 0.99988 with RMSE 0.82 and 0.80 kcal mol\(^{-1}\) for the \(\text{3A}'\) and \(\text{3A}''\) states, slightly larger than for the reference points but still of high quality. The RMSE values for the present PESs are more than three times lower than for previous PESs.\(^{26,27}\)

The quality of the RKHS PESs developed in this work is further examined by considering 1D cuts along \(R\) for different values of \(\theta\) and constant values of \(r\) for the N + NO and O + N\(_2\) channels, see Fig. 2. Again, these are off-grid cuts (not part of the training grid) and the agreement between the \textit{ab initio} and RKHS interpolated energies is excellent for all the cuts.

The topographies of the \(\text{3A}'\) and \(\text{3A}''\) PESs for the two collision systems N + NO and O + N\(_2\) are reported in Fig. 3 as \(r\)-relaxed PESs. For this the center of mass of the diatom is placed at the origin and the position of the third free atom is described in 2 dimensions \((x, y)\). The 2D PESs are then computed by determining the minimum energy for a given \((x, y)\) with \(r \in [2.0, 2.5] a_0\) for N + NO and \(r \in [1.9, 2.4] a_0\) for O + N\(_2\). This was done because a ‘relaxed’ PES better represents all possible stationary states than a conventional 2D PES with a fixed \(r\) value.\(^{60}\)

Both PESs have significantly different anisotropic topologies depending on the angle at which the reactants approach one another. The topology of the \(\text{3A}'\) PES is highly structured compared with that of the \(\text{3A}''\) PES for both channels. For both PESs, the global minimum is at the O + N\(_2\) asymptote while the N + NO asymptote is higher in energy by 73.1 kcal mol\(^{-1}\). For the N + NO collisions, reactants face barriers along all angular directions on the \(\text{3A}'\) PES. The barrier height \(\sim 9.6\) kcal mol\(^{-1}\) (equivalent to 0.4 eV or \(\sim 4800\) K) is lowest for \(\sim 135^\circ\). On the other hand, the N + NO collisions are barrierless on the \(\text{3A}''\) PES for \(\sim 135^\circ\) which will profoundly affect the reactivity at lower temperatures. A potential well is found for the \(\text{3A}'\) PES along for near perpendicular geometries (MIN2, see Fig. 1) which is not present on the \(\text{3A}''\) PES. For both PESs, the O + N\(_2\) approach is characterized by highly repulsive landscapes and a deep potential well with \(C_{2v}\) symmetry at high energies on the \(\text{3A}'\) PES along the perpendicular direction (MIN2, see Fig. 1).

The stationary states on the PESs are characterized and presented in Fig. 1 and tabulated in Table 1. The minima and transition states are calculated by using the BFGS and nudged elastic band methods\(^{61,62}\) implemented in the Atomic Simulation Environment (ASE) package.\(^63\) The N + NO \(\rightarrow\) N\(_2\) + O reaction is barrierless on the \(\text{3A}'\) PES while the N exchange N\(_2\) \(\rightarrow\) N\(_2\)O \(\rightarrow\) N\(_2\)O + N\(_2\) reaction has a barrier of 38.03 kcal mol\(^{-1}\) which is \(\sim 4.6\) and \(\sim 2.4\) kcal mol\(^{-1}\) smaller than for the earlier PESs\(^{26,27}\) respectively. A very shallow well (\(\sim 0.5\) kcal mol\(^{-1}\)) with \(C_{2v}\) symmetry exists as MIN1 between two TS1 structures.

There are two pathways from N + NO to N\(_2\) + O on the \(\text{3A}'\) PES which are similar to ref. 27. The minimum energy path follows N + NO \(\rightarrow\) TS5 \(\rightarrow\) MIN1 \(\rightarrow\) TS1 \(\rightarrow\) N\(_2\) + O. TS5 is located...
Table 1. Geometries and energies for the minima (MIN\textit{i}) and transition states (TS\textit{j}) on the \textit{\textit{A}} and \textit{\textit{A}′} PESs of \textit{N}_2\textit{O}. Distances given in \textit{\textit{a}}_\textit{0}, angles in degree and energies in eV for \textit{\Delta E}_1 and in kcal mol\textsuperscript{\textit{-1}} for all other \textit{\Delta E}_\textit{j} with respect to the energy of \textit{N}(4S) + \textit{N}(4S) + \textit{O}(3P). \textit{\Delta E}_1 and \textit{\Delta E}_\textit{j} are the corresponding energy differences reported in ref. 26 and 27, respectively. For the energy level diagram and the connectivity, see Fig. 1.

| \textit{R_{NN}} | \textit{R_{NO}} | \textit{\angle}_{NON} | \textit{\Delta E}_1 | \textit{\Delta E}_2 | \textit{\Delta E}_3 | \textit{\Delta E}_4 |
|----------------|----------------|----------------|----------------|----------------|----------------|----------------|
| \textit{\textit{A}}′ |                 |                |                |                |                |                |
| TS1            | 2.21            | 2.72           | 27.1           | -7.837         | -180.736       | -187.2         |
| MIN1           | 2.30            | 2.41           | 26.7           | -7.892         | -181.990       | -188.2         |
| TS2            | 2.58            | 2.56           | 50.0           | -5.525         | -127.419       | -128.8         |
| MIN2           | 2.70            | 2.63           | 61.8           | -6.499         | -149.880       | -161.0         |
| TS3            | 3.86            | 2.96           | 97.5           | -5.061         | -116.703       | -116.8         |
| MIN3           | 4.38            | 2.46           | 125.9          | -5.381         | -124.080       | -127.6         |
| TS4            | 4.73            | 2.25           | 121.1          | -4.850         | -111.848       | -114.9         |
| TS5            | 3.72            | 2.19           | 47.5           | -5.863         | -135.193       | -141.7         |
| \textit{\textit{A}′} |                 |                |                |                |                |                |
| MIN1           | 3.92            | 2.51           | 102.9          | -4.651         | -107.245       | -110.5         |
| TS1            | 3.97            | 2.36           | 102.0          | -4.629         | -106.746       | -109.4         |
| N + NO         | 2.19            |                |                | -6.278         | -144.774       | -153.0         |
| O + N\textsubscript{2} | 2.09           |                |                | -9.447         | -217.850       | -227.8         |

9.58 kcal mol\textsuperscript{-1} higher than the N + NO asymptote which compares with 10.50 kcal mol\textsuperscript{-1} and 8.35 kcal mol\textsuperscript{-1} for the PESs in ref. 27 and 26, respectively. However, MIN1 and TS1 are not present on the \textit{\textit{A}} PES in ref. 26. MIN1 is located at 35.86 kcal mol\textsuperscript{-1} higher than the O + N\textsubscript{2} asymptote and has a depth of 1.25 kcal mol\textsuperscript{-1} from TS1. The NN bond is shorter than the NO bonds in MIN1. The N exchange path for the N\textsubscript{2} + N\textsubscript{2}O → N\textsubscript{2}O + N\textsubscript{2} reaction has a barrier of 32.93 kcal mol\textsuperscript{-1} (TS4) and a potential well with a \textit{C}_\textit{nv} symmetry of 12.23 kcal mol\textsuperscript{-1}. TS3 has \textit{C}_\textit{nv} symmetry and it connects MIN3 and MIN2 (\textit{C}_\textit{nv} geometry and close to an equilateral triangle with angles 61.8°, 59.1° and 59.1°). MIN2 is connected with MIN1 via TS2.

B. Reaction and dissociation rates

Total rate coefficients for the \textit{N}(4S) + NO(\textit{X}^2\textit{Pi}) → O(\textit{\textit{I}}\textit{P}) + N\textsubscript{2}\textsubscript{O}(\textit{X}^2\textit{\Sigma}^\textsubscript{2}\textit{v}) reaction and the N exchange reaction \textit{N}_2\textsubscript{O}(\textit{4S}) + \textit{N}_2\textsubscript{O}(\textit{X}^2\textit{\Sigma}^\textsubscript{2}\textit{v}) → \textit{N}_2\textsubscript{O}(\textit{4S}) + \textit{N}_2\textsubscript{O}(\textit{X}^2\textit{\Sigma}^\textsubscript{2}\textit{v}) have been calculated from 100 K to 20 000 K. These rates are based on 5 000 quasiclassical trajectories at each temperature. Individual contributions from each state are tabulated in Tables S1 and S2 (ESI\textsuperscript{†}), respectively. Rate coefficients for \textit{N}_2 formation (forward reaction) are plotted between 100 and 5000 K in Fig. 4. In addition to the present computations, those from previous experiments and computations are shown. The rate is high at low temperature (100 K) and gradually decreases with increasing temperature before starting to increase again though the variation is small over the entire range. For the present work, the minimum and maximum rates are 2.595 \times 10\textsuperscript{-11} and 5.095 \times 10\textsuperscript{-11} cm\textsuperscript{3} s\textsuperscript{-1} molecule\textsuperscript{-1} between 100 K and 5000 K, which differ only by a factor of two, consistent with a barrierless reaction in the forward direction. The results from quantum wave packet calculations for the forward reaction (blue squares) are slightly smaller than the present ones for low temperatures and larger by \approx 25% at higher temperatures.

As can be seen in Table S1 (ESI\textsuperscript{†}), due to the barrier of 9.58 kcal mol\textsuperscript{-1} in the entrance channel on the \textit{\textit{A}} PES the contribution is considerably lower at low temperatures than that of the \textit{\textit{A}′} state which is barrierless. Hence, at low temperatures the contribution from the \textit{\textit{A}′} state dominates. Rates for the forward reaction obtained from ref. 26 using PESs from ref. 25 and 64 (black open squares) and from ref. 28 (cyan open triangle down) are very small at low temperatures and increase monotonically with increasing temperature due to the presence of a small barrier on the \textit{\textit{A}} PES. In the present work, the results from QCT simulations correctly describe the trends of the experimental results at low temperature. However, the high temperature rate expression obtained from experimental data is temperature independent whereas the QCT rates increase slowly with temperature. On the other hand, the present rates are consistent with those calculated on the many-body expansion representations of the CASPT2/cc-pVTZ calculations (red circles).\textsuperscript{26,32}

Rates for the N exchange reaction \textit{N}_4\textsubscript{2}(\textit{4S}) + \textit{N}_2\textsubscript{O}(\textit{X}^2\textit{\Sigma}^\textsubscript{2}\textit{v}) → \textit{N}_4\textsubscript{2}(\textit{4S}) + \textit{N}_2\textsubscript{O}(\textit{X}^2\textit{\Sigma}^\textsubscript{2}\textit{v}) are given in Table S2 (ESI\textsuperscript{†}). Due to presence of barriers along the reaction path on both PESs (see Fig. 1), this channel only opens at \approx 3000 K (consistent with a barrier height of \approx 4800 K, see above) and reactivity increases with increasing temperature. However, the rates for the N exchange reaction are smaller than those for the \textit{N}(4S) + NO(\textit{X}^2\textit{\Sigma}^\textsubscript{2}\textit{v}) → O(\textit{I}P) + N\textsubscript{2}\textsubscript{O}(\textit{X}^2\textit{\Sigma}^\textsubscript{2}\textit{v}) reaction on the entire temperature range considered.

Rate coefficients for the O(\textit{I}P) + N\textsubscript{2}(\textit{4S}) → \textit{N}(4S) + NO(\textit{X}^2\textit{Pi}) reaction have been calculated from 2800 K to 20 000 K by running 5 \times 10\textsuperscript{5} to 5 \times 10\textsuperscript{7} quasiclassical trajectories for each temperature. The reaction rate increases with increasing temperature (see Fig. 5) and individual contributions from each PES are given in Table S3 (ESI\textsuperscript{†}). This reaction is endothermic and the channel only opens up above \approx 3000 K due to the barrier in the entrance channel. Since the rates are small at low temperatures, error margins (1σ) are calculated from bootstrapping by sampling 50 000 trajectories randomly from 5 \times 10\textsuperscript{3} trajectories. This procedure is repeated 100 times, and then average rate coefficients and standard deviations are calculated. The contribution from the \textit{\textit{A}′} PES is smaller than that from \textit{\textit{A}} PES over the entire temperature range.
The equilibrium constants for the N(4S) + NO(X2S) reaction have been computed using eqn (10) between 3000 and 6000 K and good agreement with the values reported in ref. 33 and 68. The parameters for the present fits are given in Table 2 and all fits agree well except at high temperatures for which the fit from ref. 68 gives a higher dissociation rate.

### Table 2 Parameters obtained by fitting the rates to a modified Arrhenius equation. Rates in the 2000–15 000 K range are used for the forward reaction while the rates from 3000–20 000 K are used for the reverse reaction. Rate coefficients $k(T)$ computed using these parameters have units in cm$^3$ molecule$^{-1}$ s$^{-1}$ with $[A] = $ cm$^3$ molecule$^{-1}$ s$^{-1}$ and $[E_j] = K$ while $n$ is ununit.

| Reaction       | $A$     | $n$  | $E_a$  |
|----------------|---------|------|--------|
| Forward        | $2.17 \times 10^{-14}$ | 0.89 | $-946.0$ |
| Reverse        | $2.13 \times 10^{-12}$ | 0.59 | 38225.4 |
| Dissociation   | 4.55    | $-2.00$ | 129692.6 |

Both N(4S) + NO(X2S) → O(3P) + N$_2$(X1Σ$^g$)$^+$ and the reverse reaction are among the reactions which play an important role at hyperthermal conditions during the reentry of space vehicles into Earth’s atmosphere. Analytical expression for the rates are useful to simulate hypersonic flow during reentry. In this work, the rates are calculated at hyperthermal temperature for both reactions and modified Arrhenius functions ($k(T) = AT^n \exp\left(-E_a/kT\right)$) are fitted to those rates. The parameters ($A$, $n$, $E_a$) are given in Table 2 and the fits are also shown in Fig. 7 along with available rate expressions from literature. For the reverse reaction, except for the fit from ref. 26 all the fits agree well over the entire range.

At very high temperatures collisions may lead to dissociation of the diatomic molecules, in particular if they are in highly vibrationally excited states. Here, the dissociation of molecular nitrogen during collisions with an oxygen atom is studied at high temperatures between 8000 K and 20 000 K. The rate coefficients for the N$_2$ + O → 2N + O are shown in Fig. 8 and also given in Table S4 (ESI†). A fit to a modified Arrhenius model is also shown in Fig. 8 along with the rate expression reported in ref. 33 and 68. The parameters for the present fits are given in Table 2 and all fits agree well except at high temperatures for which the fit from ref. 68 gives a higher dissociation rate.

### C. Vibrational relaxation

In three different experiments, $p_{\nu\nu}$ values are reported between 300 K and 4500 K$^{69-71}$ and rates were calculated from $p_{\nu\nu}$ values and fitted to analytical expressions.$^7$ Here, VR rates are calculated for O + N$_2$($\nu = 1, j$) → O + N$_2$($\nu' = 0, j'$) for temperatures between 300 K and 10 000 K and are reported in Fig. 9, along with experimental$^{69-72}$ and previous theoretical$^{33}$ results.

QCT with histogram binning (QCT-HB) significantly overestimates the VR rates for $T > 800$ K while the Gaussian binning$^{56-58}$ (QCT-GB) scheme leads to some improvement. Since only $\nu = 1$ to $\nu' = 0$ transitions are considered, the way the final state is determined is important and the type of binning scheme used plays a potentially significant role. It is found that for a large number of trajectories vibrational energy exchange was less than one quantum which formally leads to a state with $\nu' = 0$ but with high energy. Although QCT-GB partly excludes the contributions from such trajectories, the VR rates obtained from QCT-GB are only in fair agreement with experiments. It is found that considering trajectories with $e_0,j \leq e_{\nu,j'} \leq e_0,j + 0.075$ eV (0.075 eV ≈ 0.3 quanta) to be a VR trajectory gives results
consistent with experiment (green line with asterisk in Fig. 9; Modified HB or QCT-MHB). This suggests that a fraction of the trajectories either do not enter the strong coupling region or sample it incompletely which leads to reduced energy exchange (not fully relaxed). VR rates calculated on the PESs from ref. 26 underestimate the experimental values for \( T \approx 9000 \) K. For the comparison with experimental relaxation times it should be mentioned that these are typically carried out on chemically heterogeneous samples, containing species other than N, O, N\(_2\) and O\(_2\), and that extraction of vibrational relaxation times involves extensive modeling.\(^{70}\)

Yet another approach was followed in previous work\(^{33}\) by classifying VR trajectories to be either ‘purely nonreactive’ (PNR) or ‘quasi-reactive’ (QR) and counting the contribution only from QR trajectories. Filtering trajectories following such a “QR procedure” (Esposito1 and Esposito2 in Fig. S2, ESI†) resulted in VR rates closer to the extrapolated VR rates from experiment for \( T \geq 10000 \) K but did not improve the VR rates at lower temperature.\(^{33}\) For a “QR” trajectory the ratio of any of the two NO distances with N\(_2\) \((R_{NO}/R_{N2})\) became smaller than the ratio for the diatomic equilibrium bond lengths \((R_{NO}/R_{N2})\) whereas for a “PNR” trajectory this criterion was never satisfied. For a “QR” trajectory, at least one collision similar to reactive one \((O + N2 \rightarrow N + NO)\) had occurred during the dynamics and the particles (atom + diatom) further collide to finally produce again the reactant. So overall in a QR trajectory the final outcome was nonreactive. On the other hand, a PNR trajectory was considered to be fully nonreactive.

For direct comparison, the same analysis was also carried out here. Fig. S2 (ESI†) shows that computing the rate for VR by only considering QR trajectories (green line), the results are close to those from ref. 33 (blue line) but do not agree with experiment. Since QR trajectories are similar to reactive trajectories, they sample the strongly interacting region of the PES (lower panel of Fig. S3, ESI†). They also display similar dwell time
distributions as reactive trajectories, see Fig. 10. This, together with the result that reaction rates from the two different PESSs agree, suggests that the present PES and that from ref. 26 have a similar topography for the short range, strongly interacting region. Conversely, the PNR trajectories sample distinctly different regions in configuration space (see top panel Fig. S3, ESI†) – primarily the long range part of the PES. These are the trajectories that are responsible for the differences in the VR rates between the present and the earlier work33 and is related to differences in the long range part of the PES.

Here, the RKHS representation allows one to correctly capture the long range interactions for neutral–neutral or ion–neutral collision systems as the asymptotic decay can be chosen by employing appropriate kernel functions. The fact that QCT simulations with the PESSs from ref. 26 yield reaction rates for the forward and reverse process in good agreement with experiment,26,31–33,68 further suggests that these PESSs have certain deficiencies only in the long range part because for reactive processes the short range, strongly interacting region is primarily relevant. As the VR rates from the present analysis agree qualitatively with experiment over the entire temperature range, the present PESSs are a good starting point for further improvements on the shape of the PESSs.

These findings underline the point that different observables (here reaction and vibrational relaxation rates) can be sensitive to different parts of the PES in the dynamics.39 This is also manifest from Fig. S3 (ESI†): PNR and QR trajectories sample and are sensitive to distinctly different regions of the multi-dimensional PESSs. Reaction and dissociation rates obtained from the earlier PESS26 are comparable with results from the present PESSs and agree with experiment but the vibrational relaxation rates are different. Exploiting such sensitivities for other observables, such as relaxation from higher vibrationally excited states (i.e. ν > 1, which was not considered here) will provide the basis for further improvements when compared with experiment.

IV Conclusion

Accurate PESSs have been constructed for the lowest lying 3A′ and 3A″ states for the [NNO] system using more than 20000 MRCI+Q/aug-cc-pVTZ energies and RKHS interpolation. Both PESSs have smaller RMSE compared with previously reported PESSs in the literature. The present PESSs accurately describe the important regions that are sampled in reactive and VR processes and their validity is assessed by calculating reaction rates for the N(3S) + NO(X2Π) → O(3P) + N2(XΣg) and the reverse reaction. The vibrational relaxation rates for the O + N2 collisions are also computed. Good agreement between the experiment and theory for all these observables confirms the high quality of the present PESSs and provides useful generalized Arrhenius expressions for reaction rates. These PESSs can be used to calculate state-to-state cross sections for more coarse grained simulations such as DSMC.

QCT simulations over a wide range of temperatures on the present and earlier26 PESSs yield reaction rates consistent with experiment but disagree for vibrational relaxation rates at lower temperatures. This suggests that the topographies of the earlier26 and the present PESSs are similar in certain aspects but differ in others. One way to probe the sensitivity of different regions of the PES on the observables can be assessed by introducing random noise/perturbation in the PES and recalculating the observables.24 Alternatively, PESS morphing-type approaches25 can be considered which will also provide information which parts of the PESS need to be further improved. This can follow similar approaches as the one highlighted for vibrational relaxation rates, namely by considering subclasses of trajectories sampling distinct regions of configuration space and determining separate observables (here relaxation rates) for each of the subclass. This is akin to using the fact that in a triatomic complex, such as Ne-HF, stretching and bending vibrations probe complementary regions of the PES.75
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