Inferring neural dynamics during burst suppression using a neurophysiology-inspired switching state-space model
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Abstract—Burst suppression is an electroencephalography (EEG) pattern associated with profoundly inactivated brain states characterized by cerebral metabolic depression. Its distinctive feature is alternation between short temporal segments of near-isoelectric inactivity (suppressions) and relatively high-voltage activity (bursts). Prior modeling studies suggest that burst-suppression EEG is a manifestation of two alternating brain states associated with consumption (during a burst) and production (during a suppression) of adenosine triphosphate (ATP). This finding motivates us to infer latent states characterizing alternating brain states and underlying ATP kinetics from instantaneous power of multichannel EEG using a switching state-space model. Our model assumes Gaussian distributed data as a broadcast network manifestation of one of two global brain states. The two brain states are allowed to stochastically alternate with transition probabilities that depend on the instantaneous ATP level, which evolves according to first-order kinetics. The rate constants governing the ATP kinetics are allowed to vary as first-order autoregressive processes. Our latent state estimates are determined from data using a sequential Monte Carlo algorithm. Our neurophysiology-informed model not only provides unsupervised segmentation of multi-channel burst-suppression EEG but can also generate additional insights on the level of brain inactivation during anesthesia.

Index Terms—Switching State-Space Models, Particle Filter, EEG, Burst Suppression, General Anesthesia

I. INTRODUCTION

Burst suppression is an electroencephalography (EEG) pattern comprising alternating periods of low-amplitude (suppressions) and high-amplitude (bursts) voltage activities [1]. This unique neurophysiological phenomena manifests during profound states of unconsciousness in general anesthesia, medically-induced coma, coma due to diffuse anoxic damage, epilepsy due to Ohtahara syndrome, and induced hypothermia [2]. The increase in the length of suppression segments during the burst suppression state is associated with further reduction in neuronal activities and in cerebral metabolism [3], [4]. Therefore, the fraction of time spent in the suppression epoch is used as a biomarker of level of unconsciousness in profoundly unconscious patients [5], [6]. Realtime monitoring of this biomarker can inform anesthesiologists or closed-loop anesthesia delivery systems to precisely titrate the anesthetic drug dosage so as to maintain a desired level of unconsciousness [7], [8].

Burst suppression EEG is often segmented into bursting and suppression epochs by comparing either the maximum voltage in a sliding window of EEG data or a recursive estimate of the local EEG variance to a fixed threshold [9]. A traditional approach to quantify the fraction of the time spent in suppression is via the burst suppression rate (BSR) [5], which calculates the fraction of time that EEG is suppressed over a fixed time window. An alternative to BSR is the burst suppression probability (BSP), which gives the instantaneous probability of suppression, and is calculated by fitting a point process state-space model (SSM) to the binary data segmentation without requiring a subjectively-defined sliding window [6]. The BSP metric has a similar interpretation as the BSR, but the former has additional advantages in terms of higher temporal resolution, principled interpretation as a probability measure, robustness to noise in the data, and availability of the joint probability distribution on the entire BSP trajectory, which can be useful for inference. Although the BSP estimate is statistically principled and clinically relevant, it is not designed to provide any neurophysiologic insights.

The multiple etiologies (e.g. in GA, hypothermia, medically-induced coma) of burst suppression share a common property - all are associated with lowered brain metabolism [10]. Based on this property, Ching et al. posited a neurophysiologic model comprising rhythm-generating neuronal circuits which associates the alternating suppression and burst epochs with regeneration and depletion of adenosine triphosphate (ATP), respectively. Based on this model, a decrease in the rate of ATP production (say, due to increasing doses of anesthetic drug) will result in decreased neuronal spiking activity and longer suppression epochs in the concurrently occurring local field potentials. Prior works have incorporated this neurophysiology-based intuition to develop statistical models that represent the transition dynamics among burst and suppression epochs using two-state semi-Markov process wherein state transitions are governed by the current ATP level. These neurophysiology-informed SSMs allow for the dynamics in the metabolic level, quantified by the ATP production rate, from single-channel burst suppression EEG [11], [12]. The advantage of such neurophysiology-informed models is that they can provide mechanistic interpretability of biomarkers estimated from EEG.
data, and can potentially provide numerical constraints to build patient-specific mechanistic models. However, there are some key limitations in these SSM-based works. Both [11], [12] use segmented sequence as the observation thus requiring a threshold to be prescribed. Furthermore, [11] requires intermediate BSP estimates to calculate the metabolic level whereas [12] can directly estimate the metabolic level from the binarized sequence but assumes fixed burst suppression depths (i.e. ATP production rate) within subjectively prescribed sliding time windows.

Our current work builds on the recent neurophysiology-informed SSM in [12] by addressing some of its aforementioned limitations and extending the framework to directly estimate metabolic level dynamics from multi-channel EEG without the need for intermediate segmentation. Our switching SSM assumes a hierarchy of three latent state processes that describe the dynamics in metabolic level, the ATP level, and the discrete state transitions (Section II). To estimate the latent state dynamics from a given EEG recording, we have developed particle filtering and smoothing algorithms (Section III). We analyze the properties of the estimation framework using simulated data, demonstrate its utility in analyzing EEG from human subjects under general anesthesia (Section IV), and finally discuss the implications and next steps of this work (Section V).

II. MODEL FORMULATION

Let the k-th data point in a multi-channel EEG voltage time-series, sampled at \( F_s \) (Hz) and detrended, be represented by \( y_k \in \mathbb{R}^N \), where \( N \) denotes the number of channels analyzed. We define the gap between time points \( k \) and \((k+1)\) as \( \Delta = (1/F_s) \).

Our proposed SSM uses three hidden state processes:

- \( s_k \in \{1,2\} \) represents whether the subject is in a state of bursting \((s_k = 1)\) or suppression \((s_k = 2)\).
- \( x_k \in [0,1) \) indicates a measure of ATP concentration.
- \( z_k \in \mathbb{R} \) characterizes the log energy production rate, which is inversely related to the depth of the subject’s burst-suppression state.

Throughout the paper, we use bold letters to refer to vectors, lowercase letters to refer to random variables, and capital letters to refer to samples of those random variables. We use the symbol \( p(\cdot) \) to represent both probability density functions for continuous-valued random variables or probability mass functions for discrete-valued random variable, with the specific distributions being made clear by context.

A. Observation model

For the observations, we assume a multivariate normal distribution with zero mean and a covariance that depends whether the data point belongs to a burst or a suppression segment. We model the log energy production rate as evolving according to a Gaussian random walk:

\[
y_k | s_k, x_k, z_k = y_k | s_k \sim N(0, \Sigma_{s_k})
\]

\[
\Sigma_{s_k} = \text{diag}(\sigma_{s_k,1}^2, \ldots, \sigma_{s_k,N}^2)
\]

where \( y_k = [y_{k,1}, \ldots, y_{k,N}] \) and \( \sigma_{s_k,n}^2 \gg \sigma_{x_k,n}^2, \forall n = 1, \ldots, N \). Next, we define the windowed signal power with window length \( W \) in channel \( n \) as:

\[
\bar{y}_{k,n} = \frac{1}{W} \sum_{w=0}^{W-1} y_{k-w,n}^2
\]

Fig. 1. Probabilistic graphical model representing statistical dependencies among the latent dynamical state and observation processes.

To ensure that the observations \( \bar{y}_{k,n} \) are conditionally independent given \( s_{1,k} \), we only consider observations at times \( k' = W, 2W, \ldots, K \). We further impose the assumption that \( s_{k'} = s_{k_w} \) for \( w = 1, \ldots, W \) (i.e. the down-sampling occurs exactly at state transitions). Under this assumption we have that approximately scaled versions of the observed powers are conditionally independently distributed according to a chi-squared distribution with \( W \) degrees of freedom:

\[
\frac{W}{\sigma_{s_{k'},n}^2} \bar{y}_{k,n} | s_{k'} \sim \chi_n^2
\]

and thus:

\[
\bar{y}_{k,n} | s_{k'} \sim \Gamma \left( \frac{W}{2}, \frac{\sigma_{s_{k'},n}^2}{W} \right)
\]

where \( \Gamma(\kappa, \theta) \) is the gamma distribution parameterized by shape \( \kappa \) and scale \( \theta \) factors. When presenting the particle-based inference methods in Section III, we will see that the likelihood models in (1) and (4) can be used interchangeably, requiring only the likelihood evaluation and sampling rates to be adjusted.

B. Latent state evolution models

We model the log energy production rate as evolving according to a Gaussian random walk:

\[
z_k = z_{k-1} + \varepsilon_k^{(s)}
\]

where \( \varepsilon_k^{(s)} \sim N(0, \sigma_{s_k}^2) \) and \( z_0 \sim N(\mu_{z_0}, \sigma_{z_0}^2) \). Motivated by [10] and [13], the normalized energetic state evolves according to a reduced order model where energy is regenerated at all times and consumed only during bursting:

\[
x_k = \begin{cases} 
\frac{1}{\Phi} [x_{k-1} + \lambda_k^{(p)}(1 - x_{k-1}) \Delta - \lambda^{(c)} \Delta + \varepsilon_k^{(s)}], & s_{k-1} = 1 \\
\frac{1}{\Phi} [x_{k-1} + \lambda_k^{(p)}(1 - x_{k-1}) \Delta + \varepsilon_k^{(s)}], & s_{k-1} = 2 
\end{cases}
\]

where \( \lambda_k^{(p)} = \exp(z_k) \) is non-negative ATP production rate, \( \lambda^{(c)} \) denotes a fixed ATP consumption rate, \( \varepsilon_k^{(s)} = \min(\max(x,0),1) \) is shorthand for a clipping operation, and \( \varepsilon_k^{(s)} \sim N(0, \sigma_s^2) \). We assume \( x_0 \sim U[0,1] \). Eq. (6) indicates that \( x_k \) approaches 1 during suppression segments and 0 during bursting segments. To account for transitioning between bursting and suppression states, we first define a gating function \( g : [0,1] \times \{1,2\} \rightarrow [0,1] \) that maps an energetic level to a transition probability:

\[
g(x_k, s_{k-1}) = \begin{cases} 
\frac{x_k^2}{c_1^2 + x_k^2}, & s_{k-1} = 2 \\
1 - \frac{1}{c_1^2 + x_k^2}, & s_{k-1} = 1 
\end{cases}
\]
Algorithm 1 Particle filter

Input: \( J, L, \Theta \), and \( y_{1:K} \)

Output: \( Q_{1:K}^{j}, \bar{\alpha}_{j} \)

1: \( Z_{j}^{0} \sim N(\mu_{z0}, \sigma_{z0}^{2}) \) \hspace{1cm} \text{draw \( z_{0} \) samples} \\
2: \( X_{j}^{0} \sim \text{Unif}[0,1] \) \hspace{1cm} \text{draw \( z_{0} \) samples} \\
3: \( S_{j}^{0} \sim \text{Bern}(\pi_{1}) \) \hspace{1cm} \text{draw \( s_{0} \) samples} \\
4: \( \bar{\alpha}_{j}^{0} = \frac{1}{J} \) \hspace{1cm} \text{initialize uniform weights} \\
5: \text{for} \ k = 1, \ldots, K \text{ do} \\
6: \( Z_{j}^{k} \sim p(\cdot | Z_{j}^{k-1}) \) \hspace{1cm} \text{sample using (5)} \\
7: \( X_{j}^{k} \sim p(\cdot | X_{j}^{k-1}, S_{j}^{k-1}) \) \hspace{1cm} \text{sample using (6)} \\
8: \( S_{j}^{k} \sim p(\cdot | S_{j}^{k-1}) \) \hspace{1cm} \text{sample using (8)} \\
9: \( \alpha_{j}^{k} = \bar{\alpha}_{j}^{k-1} p(y_{k} | S_{j}^{k}) \) \hspace{1cm} \text{reweight using (1) or (4)} \\
10: \alpha_{j}^{k} = \frac{\alpha_{j}^{k}}{\sum_{j=1}^{J} \alpha_{j}^{k}} \hspace{1cm} \text{normalize weights} \\
11: \text{if} \ ESS(\alpha_{k}) < \frac{J}{2} \text{ then} \\
12: \{ \tilde{Q}_{j}^{k-L:k} \} := \{ \tilde{Q}_{j}^{k-L:k} \} \hspace{1cm} \text{resample} \\

where \( C_{s_{k}} \) denotes the energetic level corresponding to a 50% chance of transitioning out of state \( s_{k} \) and \( \gamma_{s_{k}} \) determines the steepness of the gating function. The gating function is used to determine the switching probability of the discrete process \( s_{k} \):

\[
Pr(s_{k} \neq s_{k-1} | s_{k-1}, x_{k}) = g(x_{k}, s_{k-1}) \tag{8}
\]

where \( Pr(\cdot) \) indicates the relevant probability measure and \( Pr(s_{0} = 1) = \pi_{2} \). The statistical dependencies between the three latent processes are illustrated as a graphical model in Fig. 1. Importantly, we see the complete data likelihood factorizes as:

\[
p(y_{1:K}, s_{0:k}, x_{0:k}, z_{0:k}) = p(z_{0}, x_{0}, s_{0}) \prod_{k=1}^{K} p(z_{k} | z_{k-1})p(x_{k} | z_{k}, x_{k-1}, s_{k-1})p(s_{k} | x_{k}, s_{k-1})p(y_{k} | s_{k}) \tag{9}
\]

where we assume \( p(z_{0}, x_{0}, s_{0}) = p(z_{0})p(x_{0})p(s_{0}) \). For brevity, we define a latent state \( q_{j} = (z_{k}, x_{k}, s_{k}) \) that allows us to rewrite Eq. (9) as \( p(y_{1:k}, q_{0:k}) = p(q_{0}) \prod_{k=1}^{K} p(q_{k} | q_{k-1})p(y_{k} | q_{k}) \).

III. STATE ESTIMATION

Given the highly nonlinear dynamics in our proposed model, we adopt a sequential Monte Carlo (SMC) or Particle Filter-based approach to estimate the posterior distribution \( p(q_{1:K} | y_{1:K}) \) [14]. In particular, we implement a forward filter/backward smoother approach wherein a forward pass produces a collection of weighted sample trajectories of the latent states, and a backward recursion smooths the weights without drawing any new samples. The complete set of model parameters for our proposed statistical model, described by Eqs. (1), (5), (6), (7) and (8), is given by \( \Theta = \{ \{ \sigma_{1:n}^{2}, \sigma_{2:n}^{2} \}_{n=1}^{N}, \mu_{z0}, \sigma_{z0}^{2}, \sigma_{x0}^{2}, \sigma_{s0}^{2}, C_{1}, \gamma_{1}, C_{2}, \gamma_{2}, \pi_{1} \} \). For this complex statistical model we treat the model parameters as tuning parameters.

A. Filtering

We first consider the problem of obtaining samples from our target density \( p(q_{1:k} | y_{1:k}) \) in an online fashion. The key component of SMC algorithms is a proposal density from which we can sequentially draw samples. Here we leverage the latent state evolution models described in Section II-B to set the proposal density as \( p(q_{1:k}) = p(q_{k}) \prod_{k=2}^{K} p(q_{k} | q_{k-1}) \). Thus, supposing at time \( k \) we have \( J \) samples given by \( \{ Q_{j}^{k-1} \}_{j=1}^{J} = \{ (Z_{j}^{k-1}, X_{j}^{k-1}, S_{j}^{k}) \}_{j=1}^{J} \), the samples at time \( k+1 \) are generated as \( Q_{j}^{k+1} \sim \pi(\cdot | Q_{j}^{k}) \).

To account for the observed data in the posterior state estimation, each sample is allocated a weight that can be derived using standard SMC techniques [14]. Specifically, we note that the target density can be written as:

\[
p(q_{1:k} | y_{1:k}) = \frac{p(q_{1:k}, y_{1:k})}{p(q_{1:k})} \tag{10}
\]

where \( \alpha_{k} = p(y_{1:k} | q_{1:k}) \) represents the unnormalized weight function. This can be expanded as:

\[
\alpha_{k} = \frac{p(q_{1:k-1}, y_{1:k-1})}{p(q_{1:k-1})} \frac{p(q_{1:k}, y_{1:k})}{p(q_{1:k})} \tag{11}
\]

\[
\alpha_{k} = \alpha_{k-1} \frac{p(q_{k}, y_{k} | q_{1:k-1}, y_{1:k-1})}{p(q_{k} | q_{1:k-1})} \frac{p(q_{1:k-1})}{p(q_{k} | q_{1:k-1})} \tag{12}
\]

where (12) and (13) follow from the conditional independence relationships indicated by Fig. 1. Thus, the weights associated with each sample are computed recursively by multiplying the previous weight by the likelihood of the newly observed EEG. Since both \( z_{k} \) and \( x_{k} \) are conditionally independent of \( y_{k} \) given \( s_{k} \), they are only reflected in the weighting insofar as “good” samples \( Z_{k}^{1} \) and \( X_{k}^{1} \) are more likely to generate a highly weighted sample \( S_{k}^{1} \). For the particle filter, each sample \( Q_{j}^{k} \) is assigned a weight \( \bar{\alpha}_{j}^{k} \).

Once the weights of all samples at time \( k \) are computed, they are normalized to yield \( \bar{\alpha}_{j}^{k} = \alpha_{j}^{k} / \sum_{j=1}^{J} \alpha_{j}^{k} \). The ESS ranges between 1 and \( J \) where \( ESS = 1 \) indicates that only a single sample has non-zero weight and \( ESS = J \) indicates that all samples are equally weighted. Thus ESS provides a sense of the number of samples that represent the data well. When the ESS is below \( \frac{J}{2} \) we use systematic resampling to eliminate samples that poorly represent the observations and duplicate those that represent it well [15]. We refer to the collection of samples produced by a round of resampling as \( \{ Q_{j}^{k} \}_{j=1}^{J} \). To avoid sample degeneracy in the early portions of the sample trajectories resulting from frequent resampling, we used a fixed-lag approximation where only recent samples and weights are updated if resampling is performed [16]. The forward filtering algorithm is provided in detail in Algorithm 1. Upon completing the filtering step, we can summarize the target distribution using estimates of the weighted average and weighted percentiles.

B. Smoothing

Once an entire time course of observations has been collected, it may be desirable to update all weights or samples in a post hoc manner. Here we use a weight smoothing approach which uses the stored samples from the filtering algorithm to update the weights in a backwards recursion [17]. Specifically, note that:

\[
p(q_{1:K} | y_{1:K}) = p(q_{K} | y_{1:K}) \prod_{k=K-1}^{1} p(q_{k} | q_{k+1:K}, y_{1:K})
\]
Algorithm 2 Particle smoother

Input: $Q_{j,K}^l$ and $\bar{\alpha}_{j,K}^l$ for $j = 1, \ldots, J$

1. $\bar{\alpha}_{j,K}^l$ for $j = 1, \ldots, J$ and $k = 1, \ldots, K$

Output: $\bar{\alpha}_{j,k|K}$ for $j = 1, \ldots, J$ and $k = 1, \ldots, K$

1. Initialize final weights
2. for $k = K$, $l = 1, \ldots, l$ do
3. for $l = 1, \ldots, J$ do
4. $\eta^k_l = \sum_{n=1}^N \bar{\alpha}^n_l \, p(Q_{k+1}^n \mid Q_k^l)$ approximate integral in Eq. (16)
5. for $j = 1, \ldots, J$ do
6. $\bar{\alpha}_{j,k|K}^l = \bar{\alpha}_{j,k|K}^l \sum_{l=1}^J \frac{\bar{\alpha}_{j+1|K,p}^l(Q_{k+1}^n \mid Q_k^l)}{\bar{\alpha}_{j,k|K}^l}$ smooth weights

$$= p(q_K \mid y_{1,K}) \prod_{k=K-1}^1 p(q_k \mid q_{k+1}, y_{1,k}) \quad (14)$$

where (14) follows from the conditional independence relationships indicated by Fig. 1. Using Bayes’ rule, we have:

$$p(q_k \mid q_{k+1}, y_{1,k}) = \frac{p(q_{k+1} \mid q_k, y_{1,k}) p(q_k \mid y_{1,k})}{p(q_{k+1} \mid q_k, y_{1,k})}$$

$$= \frac{p(q_{k+1} \mid q_k) p(q_k \mid y_{1,k})}{\int p(q_{k+1} \mid q_k) p(q_k \mid y_{1,k}) dq_k} \quad (15)$$

$$= \int p(q_{k+1} \mid q_k) p(q_k \mid y_{1,k}) dq_k \quad (16)$$

We define the quantity on the left hand side of (15) to be the smoothed weight $\bar{\alpha}_{j,k|K}^l$. We can use this to obtain a smoothed weight $\bar{\alpha}_{j+1|K}^l$ for a sample $Q_k^l$ by evaluating (15) for each sample $Q_{k+1}^n$ and taking a weighted sum using $\bar{\alpha}_{j+1|K}^l$ for $l = 1, \ldots, J$. These steps are provided in detail in Algorithm 2. This computational complexity of this algorithm is $O(J^2K)$, thus using only the forward pass fixed lag approximation may be desirable for prohibitively long recordings.

IV. RESULTS

We tested our approach on both simulated and real datasets. In both cases, we used the windowed EEG power likelihood given by (4) to weight samples.

A. Simulations

Using the probabilistic model described in Section II, we generated 400 seconds of latent state trajectories and three channels of simulated EEG with the following parameters: $\sigma_{2,n}^2 = 445$, $\sigma_{2,n}^2 = 125$ (for $n = 1, 2, 3$), $\mu_{31} = -2$, $\sigma_{31}^2 = 10^{-5}$, $\sigma_{32}^2 = 10^{-5}$, $\sigma_{33}^2 = 10^{-5}$, $C_1 = 0.01$, $\gamma_1 = 15$, $C_2 = 0.99$, $\gamma_2 = 15$, and $\pi_1 = 0.5$. While the probabilistic model is not able to generate realistic EEG traces since the generated data lacks oscillatory components, the simulations allows us to test whether the particle smoother can accurately recover the dynamics in the ATP level and log production rate despite their conditional independence from the observation given the binary segmentation.

Figure 2 shows the generated data, true latent processes, and smoothed estimates for a one simulation exhibiting deep burst suppression and one showing shallow burst suppression. For the deep burst suppression case (Figure 2, left column), we performed the filtering/smoothing with a $\sigma_2^2$ value $10 \times$ larger than that used in the data generating model, and likewise $10 \times$ smaller for the shallow burst suppression case (Figure 2, right column). Unsurprisingly, the estimated segmentation and ATP levels match the ground truth very closely. The estimated log production rate also tracks the truth reasonably well, although effect of mismatched parameters is apparent in the under- and over-smoothing in the deep and shallow burst suppression simulations, respectively.

B. Human Subjects

We tested the estimation framework on human EEG data collected from healthy volunteers undergoing propofol-induced anesthesia [18]. For the observations we used EEG from three frontal electrodes high-pass filtered above 5 Hz. The estimation was performed using the following parameters: $\sigma_{1,n}^2 = 200$, $\sigma_{2,n}^2 = 50$ (for $n = 1, 2, 3$), $\mu_{31} = 0$, $\sigma_{31}^2 = 0.1$, $\sigma_{32}^2 = 10^{-7}$, $\sigma_{33}^2 = 10^{-7}$, $C_1 = 0.05$, $\gamma_1 = 13$, $C_2 = 0.95$, $\gamma_2 = 13$, and $\pi_1 = 0.5$. We selected a 2000 second segment of EEG recording that contained varying depths of burst suppression. Given the long duration of this segment, we opted to use only the filtering algorithm in estimating the latent states.

Figure 3 shows the results of our estimation on the whole data segment and a zoomed in portion of relatively deep burst suppression. We can see that when the subject begins producing suppression epochs more regularly (around 800 seconds), the estimated ATP production rate drops accordingly. In the zoomed panels, we can see that the estimated segmentation tracks nicely with the clearly visible bursting and suppression epochs. This suggests that the estimated ATP production rate can serve as a neurophysiologically-grounded analogue of the abstract BSR/BSP measures. In the shallow burst suppression stage at the beginning of the recording, we can see that the estimated segmentation was somewhat in between burst and suppression, indicating that the samples were not heavily weighted to one of the two states. While this does not happen very frequently, it demonstrates a benefit of the proposed algorithm, namely that uncertainty in what should or should not be deemed a suppression is incorporated into the associated estimation of the other latent states. This is not the case in algorithms that handle segmentation and tracking of burst suppression state independently of one another.

V. DISCUSSION

There are a number of opportunities for continued improvement of the proposed approach. From a modeling perspective, we have made the simplifying assumption that burst suppression is a global brain state. It is known that this is not the case in general, as
burst-suppression patterns can occur asynchronously across the cortex [19]. As such, future iterations of the model can benefit from using different likelihood functions to capture the spatial properties of burst suppression. Further modeling improvements can be made to the ATP dynamics, which are currently not designed to account for sustained high-amplitude activity (i.e. non-burst-suppression unconsciousness). Additionally, in the context of drug-induced burst suppression, it may be beneficial to augment the model to incorporate drug infusion history in the equation determining the evolution of the ATP production rate using pharmacokinetic/pharmacodynamic modeling as in [20].

To improve the estimation framework, it will be important to develop rigorous methods for identifying model parameters. Furthermore, the proposed smoothing algorithm is both computationally demanding and does not resample, requiring that the samples generated in the filtering step have sufficient coverage of the latent state-space. As such, further developments include implementing smoothing approaches that resample the data in a computationally efficient manner [21].

When testing the estimation framework with various parameterizations on the human recordings, we found that, while the estimated ATP level and production rate would change considerably, there was very little deviation in the estimated segmentation. This means that our current paradigm allows for multiple latent trajectories to produce the same burst-suppression pattern. While the proposed method successfully segments the bursts and suppressions, and captures some meaningful dynamics in the depth of the burst suppression, it is clear that more rigorous constraints on what constitutes viable metabolic dynamics need to be established. An important step towards that direction will be to conduct experimental studies where EEG is simultaneously recorded alongside a measure of metabolic activity. Data from such experiments can be useful to validate that the latent processes being estimated by our algorithm do in fact reflect the physiological processes that produce burst-suppression patterns.

Fig. 3. Latent state estimation on a segment of human burst suppression EEG. The top row displays filtered EEG from the three channels, with each offset by 200 µV. The bottom three rows show the particle filter latent state estimates with weighted 5th and 95th percentiles. The right column is an enlargement of the red box in the left column.
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