Fast integrators with sensitivity propagation for use in CasADi

Jonathan Frey¹,², Jochem De Schutter¹ and Moritz Diehl¹,²

Abstract—Efficient integrators with sensitivity propagation are an essential ingredient for the numerical solution of optimal control problems. This paper gives an overview on the acados integrators, their Python interface and presents a workflow that allows using them with their sensitivities within a nonlinear programming (NLP) solver interfaced by CasADi. The integration is more efficient within some optimization algorithms, such as adjoint-based inexact SQP methods, or when BFGS hessian

The use of acados obtained from a direct multiple shooting [6] parametrization. A quick overview on integrators and sensitivity propagation for use within optimization. Section III gives an overview on the acados integrators, their interfaces to Python, and the CasADi wrapper. Section IV shows some numerical experiments using the acados integrators within CasADi.

I. INTRODUCTION

Numerical optimization has become more widely used and tractable for increasingly complex problems due to advances in software and hardware. When optimizing design and configurations of physical systems, one usually deals with optimization problems that are constrained by the evolution of a dynamic system model. In the context of offline optimization, such models are often complex, stiff and associated with a high computational burden. However, such accurate models can improve optimality compared to solutions obtained by less accurate models.

The software package CasADi [1] is a widely used open-source framework for algorithmic differentiation and optimization which comes with interfaces to a variety of solvers for nonlinear programming (NLP) and initial value problems (IVP). The open-source interior-point NLP solver IPOPT [2] is probably the most widely used solver within CasADi and known for its numerical robustness. However, an optimization solver derived from CasADi and IPOPT is typically not suitable for application in fast embedded optimal control applications. In this context, more specialized software, like acados [3], which implements SQP-type algorithms and integration methods that can efficiently propagate first and second order sensitivities, often needs to be used. For efficiency, acados relies on the basic linear algebra package BLASFEO [4] and the (partial) condensing functionality implemented in HIFIPM [5].

In this paper, we present a novel open-source software that allows one to use the acados integrators with their efficient native sensitivity propagation within a CasADi NLP obtained from a direct multiple shooting [6] parametrization. The use of acados integrators within IPOPT allows solving NLPs which include the simulation of complex dynamical systems with one order of magnitude faster computation times compared to native collocation-based integrators provided by the CasADi software package. Additionally, this workflow enables users to have a smoother transition from a CasADi + IPOPT implementation of their problem specific solver, to an acados implementation by using the intermediate step of using the acados integrator inside IPOPT.

The paper is organized as follows: Section II gives a quick overview on integrators and sensitivity propagation for use within optimization. Section III gives an overview on the acados integrators, their interfaces to Python, and the CasADi wrapper. Section IV shows some numerical experiments using the acados integrators within CasADi.

II. THEORETICAL BACKGROUND

This section gives a brief overview on integrators for use within numerical optimization algorithms, [6].

A. Integrators for DAE and sensitivities

Nonlinear dynamic systems are often given in form of a differential algebraic equation (DAE),

\[ f^{\text{impl}}(\dot{x}(t), x(t), u(t), z(t)) = 0, \]  

where the function \( f^{\text{impl}} : \mathbb{R}^{n_x} \times \mathbb{R}^{n_x} \times \mathbb{R}^{n_u} \times \mathbb{R}^{n_z} \to \mathbb{R}^{n_x+n_z} \) describes the evolution of the dynamic system consisting of state \( x \), control input \( u \) and an algebraic state \( z \) over time \( t \). We assume that the DAE (1) is of index-1, i.e. the matrix \( \partial f^{\text{impl}} / \partial (x, u, z)(\cdot) \) is invertible and note that higher index DAEs are often reformulated as index-1 using index-reduction techniques.

We refer to an algorithm that solves the initial value problem (IVP) of DAE (1) together with an initial state \( x_0 = x(0) \) and a given constant control input \( u_0 \) for a simulation time \( T_{\text{sim}} \) as an integrator

\[ \Phi(x_0, u_0) \approx x(T_{\text{sim}}). \]

Additionally, when solving optimization problems constrained by nonlinear dynamic systems, the integrator should be able to provide the forward sensitivities of the result with respect to the initial state and control input, i.e.

\[ \frac{d\Phi(x_0, u_0)}{d(x_0, u_0)} \in \mathbb{R}^{n_x \times (n_x+n_u)}. \]  

On the other hand, computing adjoint sensitivities directly is more efficient within some optimization algorithms, such as adjoint-based inexact SQP methods, or when BFGS hessian
approximations are used. The adjoint sensitivities for a given seed vector \( \lambda \in \mathbb{R}^{n_x} \) are defined as
\[
\frac{d\lambda^\top \Phi(x_0, u_0)}{dx_0(x_0, \ldots State-of-the-art in CasADi
The CasADi Integrator class supports the following implementations:
• explicit RK-4 method

B. Runge-Kutta methods in acados
A Runge-Kutta method is defined by the equations
\[
0 = f_{\text{imp}}(k_i, x_0 + T_{\text{sim}} \sum_{j=1}^{s} a_{ij} k_j, u_0, z_j) \quad (6a)
\]
\[
x_+ = x_0 + T_{\text{sim}} \sum_{j=1}^{s} b_{j} k_j, \quad (6b)
\]
where the values \( a_{ij}, b_i, c_i \) for \( i, j = 1, \ldots, s \) form the Butcher tableau. In general, (6a) defines a set of implicit equations which typically are solved by applying a fixed number of Newton iterations. Subsequently, the output is computed via (6b).

In case of an explicit ODE, of the form
\[
\dot{x}(t) = f_{\text{exp}}(x(t), u(t)), \quad (7)
\]
equation (6a) simplifies to a set of explicit equations, if the matrix \( A \) only has values below its diagonal. Such methods are called explicit Runge-Kutta methods (ERK).

The more generally applicable implicit Runge-Kutta (IRK) methods have better stability properties and a higher order of integration. The acados IRK method supports the Gauss-Legendre methods, which are of order \( 2s \) and A-stable, and the Gauss-Radau IIA methods, which are of order \( 2s - 1 \) and L-stable, which is desirable when handling stiff systems, [6]. Additionally, it is common to use an equidistant partition of the simulation interval and apply the Runge-Kutta method \( n_{\text{steps}} \) times.

Within acados, ERK and IRK integrators with efficient sensitivity propagation (forward, adjoint and second-order) are implemented. The acados IRK method implements the efficient symmetric Hessian propagation technique presented in [7]. Interfaces to conveniently create integrators exist for Python and MATLAB, which use the algorithmic differentiation (AD) and code generation functionality of CasADi to set up the ODE or DAE function and their derivatives.

When applying an SQP-type Optimal Control Problem (OCP) solver in an embedded context, it is typical to use an IRK method with a fixed number of Newton iterations [8] to reduce the variance of the OCP solution time towards a deterministic runtime. However, outside of this context, it makes sense to (additionally) use a tolerance up to which the system of integration equations needs to be solved as a termination criterion, which has been added to the acados IRK implementation.

Additionally, the GNSF-IRK method [9] is implemented in acados, which can exploit different kinds of linear dependencies within a DAE and solve a nonlinear system in a reduced space instead of (6a). However, second-order sensitivity propagation is not implemented in this integrator yet, limiting its use to optimization methods without exact Hessians.

C. Direct Multiple Shooting and Direct Collocation
The two most general direct approaches for solving continuous time OCPs are (direct) multiple shooting and direct collocation, [6]. Within multiple shooting, the dynamic system is discretized on each shooting interval using an integrator, which handles the integration variables \( (k_i) \) in the case of a RK method internally. On the other hand, a direct collocation discretization directly handles the discretization within the optimization, by using the integration variables as optimization variables and the integration equations, (6a) in case of a RK method, as constraints of the NLP. The direct collocation NLP has significantly more optimization variables and a more sparse structure.

While there exist a variety of solvers that exploit the sparsity pattern of a multiple shooting based NLP or QP, solving the direct collocation based NLP is more attractive when using a solver that can exploit general sparsity patterns, such as IPOPT. Moreover, interior-point NLP solvers can handle nonlinear dynamical systems via direct collocation more robustly, since the globalization strategies are applied on the full problem, including integration equations. On the other hand, the multiple shooting based solution can often lead to a reduced memory footprint. Additionally, it is essential for convergence on the multiple shooting based NLP that the sensitivity propagation of the integrator is consistent with its nominal evaluation, which can be achieved by freezing all adaptive settings, such as the internal step sizes, order, and iteration matrices. The performance of the two discretization techniques highly depends on the dynamic system of interest, the required integration order and the available integrators and NLP solvers, which makes a general comparison very hard.

Note that in [10] the concept of lifted integrators was introduced which enables one to apply an SQP-type method with the classic OCP structured sparsity pattern, while iterating equivalently as on a direct collocation based problem.

III. IMPLEMENTATION
This section gives an overview of existing integrators in CasADi, implementation details of the acados integrators that make them fast, and their Python interface. Finally, the implementation of making the acados integrators fully usable in a CasADi NLP description and solver is discussed. This feature has been released as open-source software [11].

A. State-of-the-art in CasADi
The CasADi Integrator class supports the following implementations:
• explicit RK-4 method
• Collocation (IRK) method
• CVODES [12]: ODE solver from the Sundials suite [13]
• IDAS: DAE solver from the Sundials suite [13]

The CasADi collocation integrator can be used with Gauss-Legendre or Gauss-Radau IIA Butcher tableaux and internally uses the Rootfinder class. In contrast to the IRK implementation in acados, it does not use the integration variables \( k_i \) from equation (6a), but instead the quantities \( x_0 + T_{\text{sim}} \sum_{j=1}^{n} a_{ij} k_j \).

CVODES implements linear multistep methods such as Adams-Moulton (AM) methods and Backward differentiation formulas (BDF) with adaptive step-sizes. IDAS mainly implements BDF formulas. Both CVODES and IDAS offer forward and adjoint sensitivity analysis.

The CasADi integrator interface allows one to specify a function \( f \), which is the performance of the dynamic system, but only depend on its quasilinearization, and can thus be simulated more efficiently. Note that this kind of quadrature states are a special case of a linear output system used in [14] and the GNSF structure [9].

Note that none of the baseline CasADi integrators can be code-generated, which could yield a speedup in run-time.

### B. acados integrators

The model functions and their derivatives are code-generated by CasADi, then compiled and linked with the acados library, in the standard workflow of the high-level acados interfaces. Thus, the creation time of an acados integrator is significantly longer compared to the CasADi integrators mentioned above. However, when using such an integrator inside an optimization solver, especially, when solving multiple problems, the reduced run-time quickly makes up for the longer creation time.

All linear algebra operations in the implicit acados integrators are performed using BLASFEO. The forward sensitivity propagation is performed efficiently using the implicit function theorem, following [8]. The implicit acados integrators leave the integration variables from the last call in the memory, which has found to be useful in the context of MPC and leads to less Newton iterations in the numerical experiments in this paper. It is possible to reset the initial guesses of the integration variables via the interfaces, which could be done in the proposed CasADi wrapper.

### C. acados integrator interface

The acados interface to Python offers convenient methods to create an acados integrator, i.e., an instance of AcadosSimSolver, and to interact with it. Possible interactions with AcadosSimSolver include setting the initial state, the control input, the parameter values, the guess (initialization) of the integration variables, the time horizon and the adjoint seed. Most options, such as the size of the Butcher tableau \( s \), or the number of integration steps \( y_{\text{steps}} \), cannot be changed dynamically, since the memory size of the integrator depends on them and memory allocation should only happen once to create the integrator. However, we added the possibility to set options for the sensitivity propagation modes, if the initial memory allocation took them into account.

The default Python wrapper of the acados solvers uses ctypes. In order to speed up interactions with the Python object, we added a cython wrapper to the AcadosSimSolver. This wrapper translates the code for the interaction layer into C code and compiles it. Such a wrapper is also available for the acados OCP solver and in use in the open source driving assistance system openpilot [15].

### D. CasADi wrapper for acados integrators

We use the CasADi Callback class to wrap the interactions with the acados integrator into a CasADi Python object, called CasadosIntegrator. The CasADi Callback class offers a public API to the FunctionInternal class. We provide the implementation of the virtual methods that the Callback class needs to provide in order to be functional within the CasADi workflow. Particularly, we implement forward and adjoint derivative computation via the functions get_jacobian() and get_reversed(), respectively get_reverse() and get_reversed(), as illustrated in Figure 1. Internally, these virtual functions use the same acados integrator object. This implementation is a major contribution of this paper and available in the open-source software package casados-integrators with the permissive 2-clause BSD license [11].

When the CasadosIntegrator or one of its derivatives is called, all the options of the acados integrator are set, such that the requested sensitivities, respectively the function values, are computed with minimal overhead. When creating the acados integrator, all possible sensitivity options (forward, adjoint and Hessian) are activated, such that enough memory is allocated to execute all of them. However, some of those options are temporarily disabled in the wrapper when they are not needed.

### E. Limitations of the casados integrators

When solving a multiple shooting OCP in CasADi, the integrator is called in the following order:

1) nominal call for each shooting gap
2) forward sensitivity call for each shooting gap
3) adjoint call + Hessian call for each shooting gap

This is suboptimal as the `acados` integrators offer to evaluate the nominal result and propagate sensitivity information within the same call, which allows to save some computations, such as the Newton iterations in case of an IRK. Moreover, this separate evaluation contradicts the concept of freezing all adaptive components within the integrator. Note that we observed no issues in this sense, in the numerical experiments, compared to other integrators, which have more adaptive components, such as IDAS and CVODES.

Additionally, the adjoint call before the Hessian call is unnecessary in case of the `acados`-based integrators. This call stems from the fact that some functions need the nondifferentiated output for the derivative evaluation\(^1\).

Possible extensions of this work include a similar Callback interface for MATLAB, an implementation using Python memoryviews to reduce the overhead of the proposed implementation and the possibility to use multiple integrators in parallel for the linearization of a multiple shooting based NLP. A number of breaking changes have been introduced in CasADi version 3.6.0 briefly before the final submission of this paper, which include major changes to its interface. The presented software is not yet adapted to this version.

IV. NUMERICAL EXPERIMENTS

The experiments presented here have been carried out using acados version v0.1.9 and CasADi 3.5.5 on a Lenovo T490s Laptop with Intel i5-8365U CPU, 16 GB RAM and Ubuntu 22.04. We compare the computation times of the casados integrator with the ones provided by CasADi by solving an NLP with a nonlinear hanging chain model. Second, we show how they can be used to solve a highly nonlinear NLP for an optimal orbit of an airborne wind energy system. All timings are recorded using the CasADi internal timer, for the NLP solution in Section IV-A and the function evaluations in IV-B respectively. The benchmark code, including all models, is publicly available at [11].

A. Nonlinear chain of masses

We regard the problem of controlling a nonlinear hanging chain of masses used in [16] and originally proposed in [17] in order to see how the CPU time of an NLP solution scales with the state dimension for different integrators. We can vary the number of masses in the chain and get a model with \(n_x = 6(n_{mass} - 2) + 3\). We fix the horizon length to \(N = 40\). The problem is solved using IPOPT and different integrators, namely `casados IRK` and ERK with different wrappers and all available CasADi integrators, namely collocation (IRK), RK4 and CVODES, for the multiple shooting discretization. Additionally, the same problem is solved with a direct collocation discretization and IPOPT and acados SQP with a Gauss-Newton Hessian approximation. The settings of the different IRK version are equivalent and use the Gauss-Legendre methods. We note that all integrator settings

\(^1\)https://github.com/casadi/casadi/issues/2019

![Fig. 2. CPU times with different integrators, IRK with s = 2, nsteps = 1.](image1)

![Fig. 3. CPU times with different integrators, IRK with s = 4, nsteps = 4.](image2)

yield the same solution and the same number of NLP solver iterations. The computation times are shown in Figure 2 and 3, for IRK settings \(s = 2, n_{steps} = 1\) and \(s = 4, n_{steps} = 4\) respectively. Although it is understood that the accuracy of RK4 is sufficient for the present example, we use the computationally expensive setting \(s = 4, n_{steps} = 4\) to see how the computation times would evolve. The timings are compared in terms of CPU time per NLP iterations in seconds, while the number of NLP solver iterations was between 11 and 15 for the IPOPT versions and between 5 and 6 for the `acados` SQP solution for varying \(n_{mass}\).

Figure 2 gives a fair comparison of RK4 and the different IRK versions, since they are all of order 4 and perform a single step. We note, that even for small state dimensions, the corresponding `casados` integrator outperforms the native RK4 method and that the speedup grows significantly with the state dimension. However, implicit methods still have better stability properties and are often preferred over explicit methods. Note that in the `acados` implementation the gap between the ERK and IRK method is much smaller compared to the one between the corresponding CasADi integrators. This can be attributed to the efficient BLASFEO linear algebra methods being used, as well as the tailored sensitivity
Comparing the differences between the two casados IRK integrators in Figure 2 and 3, we see that for a computationally intensive integration scheme, the difference of the two versions is insignificant. On the other hand, the speedup of the Cython wrapper is in the double digit percent range for simpler integration schemes, as in Figure 2. Regarding Figure 3, we observe that the overall CPU time for the NLP solution with the equivalent IRK scheme is ≈ 100 times faster using the proposed integrator compared to the native CasADi IRK method.

Moreover, looking at the solution times of the equivalent direct collocation discretization, we observe that it is the fastest IPOPT variant overall for the simpler integration scheme in Figure 2, while being outperformed by a factor of 10 by the multiple shooting discretization using casados IRK in Figure 3.

The creation time, for a casados integrator with $n_{\text{mass}} = 7$ is 3.1s using cython and 0.8s using ctypes, showing that its use can pay off after a single NLP iteration even for $s = 2, n_{\text{steps}} = 1$.

The acados Gauß-Newton Hessian SQP algorithm consistently has the fastest iterations, due to multiple reasons. The OCP-NLP structure is fully exploited, no second-order sensitivities are evaluated (Gauß-Newton), no Python over- or under-hand of the integrators, only a single call to the integrator for the nominal simulation and sensitivity propagation per shooting node gap and SQP iteration (compare to Sec. III-E), fast QP solutions with HPIM, BLASPEO and partial condensing [18] with a horizon of 10. While this is a lot faster than the IPOPT casados algorithm, the latter is numerically more robust and can find solutions for more challenging problems as shown in the next example.

**B. Airborne Wind Energy (AWE) system**

In the following, we consider the problem of finding a power-optimal periodic orbit for an airborne wind energy system. This type of system consists of a tethered aircraft that flies fast crosswind loops in order to extract energy from the wind. In this particular case, we consider a “drag-mode” system [19]. Here, electricity is generated on-board of the aircraft by means of small turbines that exert a braking force on the system, which is driven by the wind. The electricity is transported to a ground station through the tether.

For this study, we choose the reference model presented in [20]. For the on-board turbine drag force and power, we use the expressions given in [21]. The model describes the full six-degree-of-freedom dynamics of a small AWE system with 5.5 m wing span aircraft. The system state is modeled in non-minimal coordinates so as to tailor the dynamic equations for use in Newton-type optimization algorithms. Hence, the resulting DAE dynamics contain six invariants, which are stabilized using a Baumgarte scheme [22]. The system dimensions are $n_x = 23, n_u = 4, n_z = 1$.

The dynamics are discretized using an IRK method with Gauß-Radau IIA Butcher tableau and $s = 4$, with sampling time $T_{\text{sim}} = 0.3364 \, \text{s}$. These discrete dynamics are used to formulate the periodic discrete-time optimal control problem as stated in [23, Eq. 3], with $N = 40$ intervals. We impose the realistic flight envelope constraints given in [24], resulting in 21 linear and 9 nonlinear inequality constraints per interval. The discrete stage cost is defined as the negative average on-board energy generated in one interval, combined with the regularization terms given in [24].

The resulting NLP is highly non-convex and requires a good initial guess to converge. Therefore we solve the problem based on an initial guess provided by the open-source AWE optimization toolbox awebox [25]. The power-optimal flight trajectory is visualized in Figure 4.

**a) NLP solution timing comparison:** Table I shows the NLP solution times for direct collocation and multiple shooting with casados IRK respectively, computed using IPOPT and MA57. Both methods result in timings in the same order of magnitude, with direct collocation outperforming multiple shooting by a factor of 2. While the multiple shooting timings are dominated by the NLP function evaluations, the step computation timings are reduced by one order of magnitude compared to direct collocation. This implies that the potential speedup of a parallelized linearization is significantly higher for the multiple shooting discretization.

**b) Integrator Timing Comparison:** Since we did not manage to solve the NLP described in the previous paragraph with the other integrators mentioned here despite trying various options, we limit the comparison of computation times to forward simulation and sensitivity propagation in this paragraph. We attribute the failure of the other integrators
to their adaptivity and inconsistency of sensitivities w.r.t. the nominal result in the solver, see Section II-C. In Table II, we compare the computation times of forward simulating the states and controls from the optimal trajectory in Figure 4. We observe that a speedup factor larger than 30 is achieved consistently.

In Table III, we compare the computation times of computing the Jacobian of the solution w.r.t. initial state and control input along the same trajectory. A comparison of those Jacobians shows that the maximum difference between any corresponding entries is below $10^{-12}$, thereby confirming that the methods are mathematically equivalent. We note that for this kind of system the proposed integrator gives a speedup of roughly a factor 1000.

V. CONCLUSIONS & OUTLOOK

In this paper, we gave a detailed overview on the acados integrators and their interfaces to Python. We introduced a novel interface that makes those integrators available in CasADi. Python via the open-source casados integrator software package. We show speedups of a factor of up to 1000 with respect to the integrators distributed by CasADi, when using them in an NLP solver. This enables the solution of problems that cannot be solved with the standard integrators in reasonable computation times. The most promising and cleanest direction for improving on this work, is a dedicated integrator implementation within CasADi, which could overcome the limitations mentioned.
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