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Abstract
In this work we analyze the behavior of the spectrum of the peridynamic fractional $p$-Laplacian, $(-\Delta_p)_\delta^s$, under the limit process $\delta \to 0^+$ or $\delta \to +\infty$. We prove spectral convergence to the classical $p$-Laplacian under a suitable scaling as $\delta \to 0^+$ and to the fractional $p$-Laplacian as $\delta \to +\infty$.
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1 Introduction
Given a horizon $\delta > 0$, $s \in (0,1)$ and $p \in (1, +\infty)$, we study the spectral stability of the peridynamic fractional $p$-Laplacian, denoted by $(-\Delta_p)_\delta^s$ and defined as

$$(-\Delta_p)_\delta^s u(x) = 2P.V. \int_{B(x,\delta)} \frac{|u(x) - u(y)|^{p-2}(u(x) - u(y))}{|x - y|^{n+ps}} dy,$$

(1.1)
where P.V. stands for principal value. The peridynamic denomination is inspired by Peridynamic Theory in Solid Mechanics [21] (see also [4,14]). In particular, we address the spectral stability under the limits $\delta \to 0^+$ or $\delta \to +\infty$ of the nonlocal nonlinear
eigenvalue problem

\[
\begin{cases}
(−Δ_p)^s p u = λ|u|^{p−2}u & \text{in } Ω, \\
u = 0 & \text{on } ∂δΩ,
\end{cases}
\]

\[(EP^s,p)^ς\]

where \( p ∈ (1, +∞) \), \( s ∈ (0, 1) \), \( Ω ⊂ \mathbb{R}^N \) is a bounded domain with Lipschitz boundary and \( ∂δΩ \), the nonlocal boundary, is given by

\[
∂δΩ = \{y ∈ \mathbb{R}^N \setminus Ω : |x − y| < δ \text{ for } x ∈ Ω\}.
\]

Study of both local and nonlocal nonlinear eigenvalue problems is a delicate issue considerably more difficult than its linear counterpart. For the local nonlinear eigenvalue problem

\[
\begin{cases}
(−Δ_p)p u = λ|u|^{p−2}u & \text{in } Ω, \\
u = 0 & \text{on } ∂Ω,
\end{cases}
\]

\[(EP^{1,p}_0)^ς\]

associated to the classical \( p \)-Laplace operator, \( −Δ_p = −div(|∇u|^{p−2}∇u) \), it was proved, cf. [2], that \((EP^{1,p}_0)^ς\) admits a countable set of eigenvalues \( \{λ^{0,1,p}_k\}_{k ∈ \mathbb{N}} \) such that

\[
0 < λ^{0,1,p}_1 < λ^{0,1,p}_2 ≤ \cdots ≤ λ^{0,1,p}_k \to +∞ \quad \text{as } k \to +∞.
\]

Such a sequence of variational eigenvalues is obtained using a minimax variational principle based on certain topological index as follows. Let us define

\[
S^{1,p}(Ω) := \{u ∈ W^{1,p}_0(Ω) : ∥u∥_{L^p(Ω)} = 1\}
\]

and

\[
\mathcal{H}^{1,p}_k := \left\{A ⊂ S^{1,p}(Ω) : A \text{ symmetric and compact, } i(A) ≥ k\right\},
\]

where \( i(A) \) denotes the Krasnosel’skii genus of \( A \),

\[
i(A) = \inf \left\{k ∈ \mathbb{N} : \exists \text{ a continuous odd map } f : A \mapsto \mathbb{S}^{k−1}\right\},
\]

with the convention \( i(A) = +∞ \) if no such integer exists and \( \mathbb{S}^N \) the \( N \)-dimensional unitary sphere. Then, the nonlinear eigenvalues \( \{λ^{0,1,p}_k\}_{k ∈ \mathbb{N}} \) are given as minimax values,

\[
λ^{0,1,p}_k = \inf_{A ∈ \mathcal{H}^{1,p}_k} \max_{u ∈ A} ∥∇u∥^p_{L^p(Ω)}.
\]

(1.2)

In particular, the first eigenvalue is given as a global minimum,

\[
λ^{0,1,p}_1 = \min_{u ∈ S^{1,p}(Ω)} ∥∇u∥^p_{L^p(Ω)},
\]
while the second eigenvalue is given, cf. [11], as a mountain pass-type minimax value,

$$
\lambda_{2}^{0,1,p} = \inf_{y \in \Gamma(-u_1, u_1)} \max_{u \in \gamma([0,1])} \|\nabla u\|_{L^p(\Omega)},
$$

where \( u_1 \) is the minimizer associated to \( \lambda_{0}^{0,1,p} \) and \( \Gamma(-u_1, u_1) \) is the set of continuous paths on \( S^{1,p}(\Omega) \) connecting \(-u_1\) and \( u_1\).

It is not known if the sequence \( \{\lambda_k^{0,1,p}\}_{k \in \mathbb{N}} \) exhausts all possible eigenvalues, except for the linear case \( p = 2 \), where (1.2) provides, cf. [10, Theorem A.2], an exhaustive sequence for the usual eigenvalues of the Laplacian,

$$
\lambda_k^{0,1,2} = \min_{Y_k^{1,2} \in K} \max_{u \in Y_k^{1,2}} \int_{\Omega} |\nabla u|^2 dx,
$$

where

\[ Y_k^{1,2} = \{ A \subset W^{1,2}_0(\Omega) : A \text{ vector space with } \dim(A) \geq k \}. \]

In addition, the first eigenfunction \( \varphi_1^{0,1,p} \) is unique and positive in \( \Omega \), cf. [6,22], while eigenfunctions associated to any other eigenvalue are sign-changing, cf. [19]. We refer to [1] and references therein for other properties of symmetry of eigenfunctions and multiplicity of eigenvalues.

On the other hand, the nonlocal nonlinear eigenvalue problem

\[
\begin{aligned}
(-\Delta_p)^s u &= \lambda |u|^{p-2} u & \text{in } \Omega, \\
\varphi_1 &= 0 & \text{on } \Omega^c = \mathbb{R}^N \setminus \Omega,
\end{aligned}
\]

associated to the fractional \( p \)-Laplacian,

\[
(-\Delta_p)^s u(x) = 2 P \cdot V \cdot \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^{p-2}(u(x) - u(y))}{|x - y|^{n+ps}} dy,
\]

has spectral properties analogous to its local counterpart, cf. [9,17,18,20]. Indeed, as it happens in the local case \( s = 1 \), the eigenvalue problem \((EP_{\infty}^{s,p})\) admits a sequence of increasing and positive eigenvalues

\[
0 < \lambda_1^{\infty,s,p} < \lambda_2^{\infty,s,p} \leq \cdots \leq \lambda_k^{\infty,s,p} \rightarrow +\infty \quad \text{as } k \rightarrow +\infty,
\]

that can be characterized as

\[
\lambda_k^{0,1,p} = \inf_{A \in \mathcal{H}_k^{s,p}} \max_{v \in A} [v]_{W^{s,p}(\mathbb{R}^N)}^p,
\]

where \([\cdot]_{W^{s,p}(\mathbb{R}^N)}\) denotes the Gagliardo semi-norm

\[
[v]_{W^{s,p}(\mathbb{R}^N)}^p := \int_{\mathbb{R}^N} \int_{\mathbb{R}^N} \frac{|v(x) - v(y)|^p}{|x - y|^{n+ps}} dy dx,
\]
and

$$\mathcal{H}_k^{s,p} := \left\{ A \subset \mathcal{S}^{s,p}(\Omega) : A \text{ symmetric and compact}, i(A) \geq k \right\},$$

with

$$\mathcal{S}^{s,p}(\Omega) := \{ u \in \mathcal{X}^{s,p}_0(\Omega) : \| u \|_{L^p(\Omega)} = 1 \}$$

and

$$\mathcal{X}^{s,p}_0(\Omega) := \left\{ u : \mathbb{R}^N \mapsto \mathbb{R} : [u]_{W^{s,p}(\mathbb{R}^N)} < +\infty, u = 0 \text{ in } \Omega^c \right\}.$$  

As for the local case, the first eigenfunction $\varphi_1^{\infty,s,p}$ is unique and positive in $\Omega$, cf. [17]. Also, except for the linear case $p = 2$, it is not known if the sequence $\{ \lambda_k^{\infty,s,p} \}_{k \in \mathbb{N}}$ exhausts completely the spectrum of $(-\Delta_p)^{s}_\infty$.

Besides that, the continuity of the limit $s \to 1^-$, for the eigenvalue problem $(EP_{\infty}^{s,p})$ has been studied in [10] where, by means of $\Gamma$-convergence arguments, it is proved that, for any $p \in (1, +\infty)$,

$$\lim_{s \to 1^-} (1-s)\lambda_n^{\infty,s,p} = K(N, p)\lambda_n^{0,1,p} \text{ for all } n \in \mathbb{N},$$  

(1.4)

with

$$K(N, p) := \frac{1}{p} \int_{\mathbb{S}^{N-1}} |e \cdot z|^p d\sigma(z), \quad e \in \mathbb{S}^{N-1},$$  

(1.5)

as well as the convergence of the corresponding normalized eigenfunctions in a suitable fractional norm. Observe that, due to symmetry reasons, the definition of $K(N, p)$ is indeed independent of the direction $e \in \mathbb{S}^{N-1}$. This result relies on an essential way on the fact that, under certain conditions, minimax values are continuous with respect to $\Gamma$-convergence, cf. [13]. This nonlocal-to-local transition for nonlinear problems has been also addressed by means of $\Gamma$-convergence techniques in [16], where stability as $s \to 1^-$ of solutions of fractional $p$-Laplacian equations with general nonlinear source terms is studied and, as a consequence, the stability as $s \to 1^-$ of the eigenvalues of the fractional $p$-Laplacian is derived.

Using the same techniques as for the nonlocal nonlinear eigenvalue problem $(EP_{\infty}^{s,p})$, a sequence of increasing and positive eigenvalues $\{ \lambda_k^{\delta,s,p} \}_{k \in \mathbb{N}}$ of $(EP_{\delta}^{s,p})$ can be constructed. In this paper we show that, if we take $\delta \to 0^+$, the variational eigenvalues $\{ \lambda_k^{\delta,s,p} \}_{k \in \mathbb{N}}$ will converge, once appropriately scaled, to eigenvalues $\{ \lambda_k^{0,1,p} \}_{k \in \mathbb{N}}$ of the local nonlinear eigenvalue problem $(EP_0^{1,p})$. We will also obtain that the associated eigenfunctions $\{ \varphi_k^{\delta,s,p} \}_{k \in \mathbb{N}}$ of $(EP_{\delta}^{s,p})$ will converge, in the $L^p(\Omega)$-norm, to eigenfunctions $\{ \varphi_k^{0,1,p} \}_{k \in \mathbb{N}}$ of $(EP_0^{1,p})$. When $\delta \to +\infty$, an analogous convergence result of eigenvalues and eigenfunctions of $(EP_{\delta}^{s,p})$ to those of $(EP_{\infty}^{s,p})$ is also obtained.

The linear case $p = 2$ has been addressed by the authors, cf. [5], showing the former spectral convergence behavior. In this linear setting the results are proved using $\Gamma$-convergence techniques together with the Hilbertian structure of the associated functional space. In particular, the behavior of $(EP_{\delta}^{s,2})$ as $\delta \to 0^+$ is studied by combining a general $\Gamma$-convergence result for nonlocal nonlinear functionals, cf. [4], together with the characterization of the eigenvalues and eigenfunctions based on projections onto orthogonal complements. The behavior as $\delta \to +\infty$ is an easy
consequence of the monotonicity of the energy associated to \((-\Delta_p)^s_\delta\) with respect to \(\delta > 0\) but also strongly relies on the Hilbertian structure of the problem. We refer to [4] and references therein for this subject in the linear framework. Since in the nonlinear case we have no such a Hilbert structure this approach is no longer valid. Nevertheless, we still use the \(\Gamma\)-convergence result of [4] that provides us with the limit energy functional of a suitable scaled version of the energy functional associated to \((EP^s_\delta)\) as \(\delta \to^+\). Next, we prove the convergence of the minimax values by using a \(\Gamma\)-convergence result of [13] which guaranties the continuous dependence of the minimax values under the \(\Gamma\)-convergence of the functionals. Finally, we conclude the convergence of the eigenfunctions by following the approach of [10].

As in [5], the obtained results lead us to claim that the peridynamic fractional \(p\)-Laplacian is an intermediate operator bridging the classical \(p\)-Laplacian \((-\Delta_p)^s_0\) and the fractional \(p\)-Laplacian \((-\Delta_p)^s_\infty\) for a fixed \(s \in (0, 1)\).

**Organization of the paper:** In Sect. 2 we introduce the appropriate functional setting to deal with the eigenvalue problem associated to \((-\Delta_p)^s_\delta\) and the precise statement of the main results of this work. In Sect. 3 we collect the key results about \(\Gamma\)-convergence needed here. In Sect. 4 we prove Theorem 1 which shows the convergence to the \(p\)-Laplacian spectrum as \(\delta \to 0^+\). We finish in Sect. 5 with the proof Theorem 2 about the convergence to the fractional \(p\)-Laplacian spectrum as \(\delta \to +\infty\).

## 2 Functional Setting and Main Results

The natural setting for equations involving the fractional \(p\)-Laplacian \((-\Delta_p)^s_\infty\) is the fractional Sobolev space \(W^{s,p}(\mathbb{R}^N)\), defined as

\[
W^{s,p}(\mathbb{R}^N) = \left\{ v \in L^p(\mathbb{R}^N) : [v]_{W^{s,p}(\mathbb{R}^N)} < +\infty \right\}.
\]

In order to deal with boundary value problems involving homogeneous Dirichlet boundary conditions \(u = 0\) in \(\Omega^c = \mathbb{R}^N \setminus \Omega\), we consider the subspace

\[
\mathcal{X}^{s,s,p}_0(\Omega) := \left\{ u \in L^p(\Omega) : [u]_{W^{s,p}(\mathbb{R}^N)} < +\infty, \ u = 0 \text{ in } \Omega^c \right\}.
\]

Since \(\Omega\) is a bounded domain with Lipschitz boundary, the space \(\mathcal{X}^{s,s,p}_0(\Omega)\) coincides with the space defined as the completion of \(C^\infty(\Omega)\) (smooth, compactly supported in \(\Omega\) functions) respect to the semi-norm \([\cdot]_{W^{s,p}(\mathbb{R}^N)}\), cf. [10, Prop. B.1]. Observe that, since \(u = 0\) in \(\Omega^c\), we have

\[
[v]_{W^{s,p}(\mathbb{R}^N)} = \iint_D \frac{|v(x) - v(y)|^p}{|x - y|^{N+ps}} \, dydx,
\]

where \(D = (\mathbb{R}^N \times \mathbb{R}^N) \setminus (\Omega^c \times \Omega^c)\). Moreover, thanks to the fractional Sobolev inequality [15], the semi-norm \([\cdot]_{W^{s,p}(\mathbb{R}^N)}^p\) is actually a norm on \(\mathcal{X}^{s,s,p}_0(\Omega)\).
Next, given an horizon $\delta > 0$, let us define the nonlocally completed domain

$$\Omega_\delta = \Omega \cup \partial_\delta \Omega = \{ y \in \mathbb{R}^N : |x - y| < \delta, \text{ for } x \in \Omega \},$$

and the functional space associated to $(-\Delta_p)^{s}_\delta$ as

$$X^{\delta, s, p}(\Omega_\delta) := \{ u \in L^p(\Omega_\delta) : [u]_{W^{\delta, s, p}(\Omega_\delta)} < +\infty \},$$

where $[\cdot]_{W^{\delta, s, p}(\Omega_\delta)}$ denotes the semi-norm

$$[u]_{W^{\delta, s, p}(\Omega_\delta)}^p = \int_{\Omega_\delta} \int_{\Omega_\delta \cap B(x, \delta)} \frac{|u(x) - u(y)|^p}{|x - y|^{N+sp}} dydx.$$

**Proposition 1** [3, Proposition 6.1] Let $s \in (0, 1)$, $1 \leq p < \infty$, $\delta > 0$ and $\Omega \subset \mathbb{R}^N$ be a bounded Lipschitz domain. Then, there exists $C = C(\delta) > 0$ such that for all $u \in W^{s, p}(\Omega)$,

$$\int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|^p}{|x - y|^{N+sp}} dydx \leq C \int_{\Omega} \int_{\Omega \cap B(x, \delta)} \frac{|u(x) - u(y)|^p}{|x - y|^{N+sp}} dydx.$$

Because of Proposition 1, the space $X^{\delta, s, p}(\Omega_\delta)$ is isomorphic to the (classical) fractional Sobolev space

$$W^{s, p}(\Omega_\delta) = \{ u \in L^p(\Omega_\delta) : [u]_{W^{s, p}(\Omega_\delta)} < +\infty \},$$

where

$$[u]_{W^{s, p}(\Omega_\delta)}^p = \int_{\Omega_\delta} \int_{\Omega_\delta} \frac{|u(x) - u(y)|^p}{|x - y|^{N+sp}} dydx.$$

To take into account the homogeneous Dirichlet boundary condition on $\partial_\delta \Omega$, we consider the subspace

$$X^{\delta, s, p}_0(\Omega) := \{ u \in X^{\delta, s, p}(\Omega_\delta) : u = 0 \text{ in } \partial_\delta \Omega \}.$$

**Lemma 1** [3, Lemma 6.2] Let $\Omega \subset \mathbb{R}^N$ a bounded Lipschitz domain and let $\Omega_D$ a measurable set of $\Omega$ of positive measure. Let $s \in (0, 1)$ and $1 \leq p < \infty$. Then, there exists $C > 0$ such that for all $u \in W^{s, p}(\Omega)$ with $u = 0$ a.e. on $\Omega_D$ we have

$$\|u\|_{L^p(\Omega)} \leq C \|u\|_{W^{s, p}(\Omega)} = C \left( \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|^p}{|x - y|^{N+sp}} dydx \right)^{\frac{1}{p}}.$$

By combining Lemma 1 and Proposition 1 it follows that the semi-norm $[\cdot]_{W^{\delta, s, p}(\Omega_\delta)}$ is actually a norm on $X^{\delta, s, p}_0(\Omega)$. 

\[\square\]
On the other hand, given a function \( v \in \mathcal{X}_0^{\delta,s,p}(\Omega) \), although we have \( v = 0 \) on \( \partial_{\delta}\Omega = \Omega_{\delta}\setminus\Omega \), the norms \( [v]_{W^{\delta,s,p}(\Omega_{\delta})} \) and

\[
[v]_{W^{\delta,s,p}(\Omega)}^p = \int_\Omega \int_{\Omega \cap B(x,\delta)} \frac{|v(x) - v(y)|^p}{|x - y|^{N+sp}} \, dydx.
\]

are not the same. Indeed, if \( v = 0 \) on \( \partial_{\delta}\Omega \), denoting by

\[
\mathcal{D}_\delta := \{(x, y) : x \in \Omega_{\delta} \land y \in \Omega_{\delta} \cap B(x, \delta) \text{ except } x \in \partial_{\delta}\Omega \land y \in \partial_{\delta}\Omega \cap B(x, \delta)\}
\]

we have

\[
[v]_{W^{\delta,s,p}(\Omega_{\delta})}^p = \int_{\mathcal{D}_\delta} \frac{|v(x) - v(y)|^p}{|x - y|^{N+ps}} \, dydx,
\]

and the strict inclusion \( (\Omega \times (\Omega \cap B(x, \delta))) \subseteq \mathcal{D}_\delta \). Hence, the norm \( [v]_{W^{\delta,s,p}(\Omega_{\delta})} \) takes into account the interaction between \( \Omega \) and \( \partial_{\delta}\Omega \) in the sense that

\[
[v]_{W^{\delta,s,p}(\Omega_{\delta})}^p = \int_{\mathcal{D}_\delta} \frac{|v(x) - v(y)|^p}{|x - y|^{N+2s}} \, dydx = \int_\Omega \int_{\Omega \cap B(x,\delta)} \frac{|v(x) - v(y)|^p}{|x - y|^{N+2s}} \, dydx
\]

\[
+ \int_{\partial\Omega} \int_{\Omega \cap B(x,\delta)} \frac{|v(y)|}{|x - y|^{N+2s}} \, dydx + \int_{\partial\Omega} \int_{\Omega \cap B(x,\delta)} \frac{|v(x)|}{|x - y|^{N+2s}} \, dydx.
\]

Therefore, the space \( \mathcal{X}_0^{\delta,s,p}(\Omega) \) is the appropriate space to deal with homogeneous elliptic boundary value problems involving the operator \((-\Delta)^{\delta,s}_{p} \). Some comments are in order. Comparing the norms \( [v]_{W^{\delta,p}(\mathbb{R}^N)} \) and \( [v]_{W^{\delta,s,p}(\Omega_{\delta})} \) we observe that \( \partial_{\delta}\Omega \) plays the role of \( \Omega^c \). Indeed, the sets \( \Omega_{\delta} \) and \( \Omega_{\delta} \cap B(x, \delta) \) will lead to the complete space \( \mathbb{R}^N \) in the limit \( \delta \rightarrow +\infty \), the set \( \Omega \cap B(x, \delta) \) will eventually reach the set \( \Omega \) for \( \delta > 0 \) big enough and the sets \( \partial_{\delta}\Omega \) and \( \partial_{\delta}\Omega \cap B(x, \delta) \) will reach \( \Omega^c \) in the limit \( \delta \rightarrow +\infty \). Moreover,

\[
\mathcal{D}_{\delta_1} \subset \mathcal{D}_{\delta_2} \quad \text{for } \delta_1 < \delta_2, \tag{2.3}
\]

and \( \mathcal{D}_{\delta} \rightarrow \mathcal{D} \) as \( \delta \rightarrow +\infty \) with \( \mathcal{D} \) given in (2.1). Besides that, to study convergence phenomena when one takes \( \delta \rightarrow +\infty \), it will be essential to study the relation between the usual fractional space \( \mathcal{X}_0^{\infty,s,p}(\Omega) \) and the space \( \mathcal{X}_0^{\delta,s,p}(\Omega) \). To that end, in Sect. 5 we will prove the following.

**Lemma 2** For any \( \delta > 0 \), the spaces \( \mathcal{X}_0^{\infty,s,p}(\Omega) \) and \( \mathcal{X}_0^{\delta,s,p}(\Omega) \) are isomorphic. In particular, there exists a constant \( C = C(\delta) > 1 \) such that

\[
[\cdot]_{W^{\delta,s,p}(\Omega_{\delta})} \leq [\cdot]_{W^{s,p}(\mathbb{R}^N)} \leq C(\delta)[\cdot]_{W^{\delta,s,p}(\Omega_{\delta})} \quad \text{for all } \delta > 0.
\]
Moreover, \(C(\delta) \to 1\) as \(\delta \to +\infty\).

**Definition 1** We say that \(\lambda > 0\) is an eigenvalue to problem \((EP_\delta^s, p)\) if there exists \(\varphi \in \mathcal{X}_0^{\delta, s, p}(\Omega)\) with \(\varphi \neq 0\), such that

\[
\int_{\Omega_\delta} \int_{\Omega_\delta \cap B(x, \delta)} \frac{|\varphi(x) - \varphi(y)|^{p-2}(\varphi(x) - \varphi(y))(v(x) - v(y))}{|x - y|^{N + ps}} dydx = \lambda \int_{\Omega} |\varphi|^{p-2}\varphi v dx,
\]

for all \(v \in \mathcal{X}_0^{\delta, s, p}(\Omega)\). In this case, we say that \(\varphi\) is an eigenfunction of \((-\Delta_p)^\delta\) corresponding to the eigenvalue \(\lambda > 0\).

Following the construction of the variational eigenvalues of \((EP_0^1, p)\) and \((EP_\infty^s, p)\), the eigenvalues of the operator \((-\Delta_p)^\delta\) are defined as

\[
\lambda_k^{\delta, s, p}(\Omega) := \inf_{A \in \mathcal{H}_k^{\delta, s, p}} \max_{v \in A} \left[ v \right]_{W^{\delta, s, p}(\Omega)},
\]

where

\[
\mathcal{H}_k^{\delta, s, p} := \left\{ A \subset S^{\delta, s, p}(\Omega) : A \text{ symmetric and compact, } i(A) \geq k \right\}
\]

and

\[
S^{\delta, s, p}(\Omega) := \{ u \in \mathcal{X}_0^{\delta, s, p}(\Omega) : \|u\|_{L^p(\Omega)} = 1 \}.
\]

Once we have introduced the appropriate functional setting, we present the main results of this work.

**Theorem 1** Let \(\Omega \subset \mathbb{R}^N\) be and open bounded set with Lipschitz boundary. Then, for any \(p \in (1, +\infty)\) and \(k \in \mathbb{N}\),

\[
\frac{p(1-s)}{s p(1-s)} \lambda_k^{\delta, s, p} \to \gamma(N, p) \lambda_k^{0,1,p} \text{ as } \delta \to 0^+
\]

where

\[
\gamma(N, p) = \int_{\mathbb{S}^{N-1}} |e \cdot z|^{p} |d\sigma(z)|, \quad e \in \mathbb{S}^{N-1}.
\]

Moreover, if \(\varphi_k^{\delta, s, p}\) is an eigenfunction associated to the variational eigenvalue \(\lambda_k^{\delta, s, p}\) with \(\|\varphi_k^{\delta, s, p}\|_{L^p(\Omega)} = 1\), there exists a subsequence \(\{\varphi_{k,j}^{\delta, s, p}\}_{j \in \mathbb{N}} \subset \{\varphi_k^{\delta, s, p}\}_{\delta > 0}\), with \(\delta_j \to 0\) as \(j \to +\infty\), such that

\[
\varphi_{k,j}^{\delta, s, p} \to \varphi_k^{0,1,p} \text{ in } L^p(\Omega) \text{ as } j \to +\infty.
\]

**Theorem 2** Let \(\Omega \subset \mathbb{R}^N\) be and open bounded set with Lipschitz boundary. Then, for any \(p \in (1, +\infty), \ s \in (0, 1)\) and \(k \in \mathbb{N}\),

\[
\lambda_k^{\delta, s, p} \to \lambda_k^{\infty, s, p} \text{ as } \delta \to +\infty.
\]
Moreover, if $\varphi_{s, p}^{\delta, s, p}$ is an eigenfunction associated to the variational eigenvalue $\lambda_{s, p}^{\delta, s, p}$ with $\|\varphi_{s, p}^{\delta, s, p}\|_{L^p(\Omega)} = 1$, there exists a subsequence $\{\varphi_{s, p}^{\delta_j, s, p}\}_{j \in \mathbb{N}} \subset \{\varphi_{s, p}^{\delta, s, p}\}_{\delta > 0}$, with $\delta_j \to +\infty$ as $j \to +\infty$, such that

$$\varphi_{s, p}^{\delta_j, s, p} \to \varphi_{s, p}^{\infty, s, p} \text{ in } L^p(\Omega) \text{ as } j \to +\infty.$$ 

It is remarkable that both the spectral asymptotic behavior described in [10] for the fractional $p$-Laplacian as $s \to 1^-$ (see (1.4) and (1.5)) and the spectral asymptotic behavior of $(-\Delta_p)_\delta^s$ as $\delta \to 0^+$ provided by Theorem 1 coincide even so the fractional parameter $s \in (0, 1)$ is fixed in our setting. Indeed, the simple relation $\gamma(N, p) = p K(N, p)$ leads us to

$$\lim_{\delta \to 0^+} \frac{p(1-s)}{\delta^{p(1-s)}} \lambda_{s, p}^{\delta, s, p} = \gamma(N, p) \lambda_{s, p}^{0,1,p} = \lim_{s \to 1^-} p(1-s) \lambda_{s, p}^{\infty, s, p}, \text{ for all } n \in \mathbb{N}.$$ 

Roughly speaking, the scaling factor $\frac{p(1-s)}{\delta^{p(1-s)}}$ reflects both the blow up rate and the concentration rate of the nonlocal-to-local transitions described by the limits $s \to 1^-$ and $\delta \to 0^+$ respectively (see also Remark 1).

3 Preliminary Results: $\Gamma$-Convergence

The proofs of Theorems 1 and 2 rely on some results about $\Gamma$-convergence of the norm $[\cdot]_{W^{s,p}(\Omega_\delta)}$ with respect to $\delta$. $\Gamma$-convergence is the right concept of convergence for the study of limit processes of variational problems since, together with equicoercivity or compactness of sequences of uniformly bounded energy, it implies the convergence of infimum values and minimizers, if those exist. Furthermore, as showed in [13], $\Gamma$-convergence behaves nicely with minimax problems. We will exploit this fact in the proofs of Theorems 1 and 2. A nice account on properties and applications of $\Gamma$-convergence can be found in [8,12]. Next, we introduce the key result to deal with the limit $\delta \to 0^+$.

Given $\delta > 0$, let us consider the sequence of functionals $\{I_{s, p}^{\delta, p}\}_{\delta > 0}$ defined as $I_{s, p}^{\delta, p} : L^p(\Omega) \mapsto [0, +\infty]$ with

$$I_{s, p}^{\delta, p}(u) := \begin{cases} \frac{p(1-s)}{\delta^{p(1-s)}} [u]_{W^{s,p}(\Omega_\delta)} & \text{if } u \in W^{s,p}(\Omega_\delta), \\ +\infty & \text{otherwise}, \end{cases} \quad (3.1)$$

and $I_{0, p}^{1, p} : L^p(\Omega) \mapsto [0, +\infty]$ defined as

$$I_{0, p}^{1, p}(u) := \begin{cases} \gamma(N, p) \frac{1}{p} \|\nabla u\|_{L^p(\Omega)} & \text{if } u \in W^{1,p}_0(\Omega), \\ +\infty & \text{otherwise}, \end{cases} \quad (3.2)$$

with $\gamma(N, p)$ defined in (2.5).
At a first stage we will prove that, as $\delta \to 0^+$, the sequence of functionals $\{I_{\delta}^{s,p}\}_{\delta > 0}$ $\Gamma$-converges, with respect to the strong-$L^p(\Omega)$ topology, to the functional $I_0^{1,p}$; namely, for every sequence $\{\delta_h\}_{h \in \mathbb{N}}$ of strictly decreasing positive numbers such that $\delta_h \to 0$ as $h \to +\infty$,

$$\left( \Gamma - \lim_{h \to +\infty} I_{\delta_h}^{s,p} \right)(u) = I_0^{1,p}(u) \quad \text{for all } u \in L^p(\Omega).$$

This will be simply denoted as

$$\left( \Gamma - \lim_{\delta \to 0^+} I_{\delta}^{s,p} \right)(u) = I_0^{1,p}(u) \quad \text{for all } u \in L^p(\Omega).$$

To that end, we consider a general functional of the form

$$I(u) = \int_{\Omega} \int_{\Omega \cap B(x,\delta)} \omega(x - y, u(x) - u(y))dydx,$$

for a potential function $\omega(x, y) : \mathbb{R}^N \times \mathbb{R} \mapsto \mathbb{R}$ verifying that, for some $\beta \in \mathbb{R}$, the following limit exists,

$$\omega^\circ(x, y) = \lim_{t \to 0^+} \frac{1}{t^\beta} \omega(tx, ty). \quad (3.3)$$

Let $\overline{\omega}^\circ : \mathbb{R}^N \mapsto \mathbb{R}$ be the limit density convexification of $\overline{\omega}$,

$$\overline{\omega}^\circ = \sup\{v : v \leq \overline{\omega} \text{ and } v \text{ convex}\},$$

where $\overline{\omega} : \mathbb{R}^N \mapsto \mathbb{R}$ is the limit density of $\omega$,

$$\overline{\omega}(F) = \int_{\mathbb{R}^{N-1}} \omega^\circ(z, Fz)d\sigma(z).$$

Under the hypotheses stated below, given the sequence of rescaled functionals

$$I_\delta(u) := \frac{N + \beta}{\delta^N + \beta} \int_{\Omega} \int_{\Omega \cap B(x,\delta)} \omega(x - y, u(x) - u(y))dydx. \quad (3.4)$$

we have

$$\left( \Gamma - \lim_{\delta \to 0^+} I_\delta \right)(u) = I_0(u) \quad \text{for all } u \in L^p(\Omega), \quad (3.5)$$

with

$$I_0(u) := \int_{\Omega} \overline{\omega}^\circ(\nabla u)dx.$$

In particular, the $\Gamma$-convergence (3.5) is ensured by the next result that also provides the compactness of uniformly bounded energy sequences.

Let us set $\overline{\Omega} := \{z = x - y : x, y \in \Omega\}$ and $\mathcal{A}_\delta := \{v \in L^p(\Omega) : v = 0 \text{ on } \partial_\delta \Omega\}$. Springer
Theorem 3 \[4, \text{Theorem 1}\] Let $\Omega \subset \mathbb{R}^N$ be a bounded domain with Lipschitz boundary and $\omega : \tilde{\Omega} \times \mathbb{R} \mapsto \mathbb{R}$ satisfying the hypotheses (H1)-(H5) below. Then, the following holds:

(a) Compactness: For each $\delta > 0$, let $u_\delta \in A_\delta$ such that

$$\sup_\delta I_\delta(u_\delta) < +\infty.$$ 

Then, there exist $u \in W^{1,p}_0(\Omega)$ such that, for a subsequence (that we do not relabel),

$$u_\delta \to u \text{ strong in } L^p(\Omega) \quad \text{as } \delta \to 0^+.$$ 

(b) $\Gamma$-liminf inequality: For each $\delta > 0$ let $u_\delta \in A_\delta$ and $u \in W^{1,p}_0(\Omega)$ such that $u_\delta \to u$ strong in $L^p(\Omega)$ as $\delta \to 0^+$. Then,

$$I_0(u) \leq \liminf_{\delta \to 0^+} I_\delta(u_\delta).$$

(c) $\Gamma$-limsup inequality: For each $\delta > 0$ and $u \in W^{1,p}_0(\Omega)$ there exist $u_\delta \in A_\delta$, called recovery sequence, such that $u_\delta \to u$ strong in $L^p(\Omega)$ as $\delta \to 0^+$ and

$$\limsup_{\delta \to 0^+} I_\delta(u_\delta) \leq I_0(u).$$

For a general potential function $\omega(x, y)$, the hypotheses required in Theorem 3 are quite involved but, as it is noted in [4], for a potential function of the form

$$\omega(x, y) = f(x)g(y),$$

the necessary hypotheses are the following:

(H1) $f$ is Lebesgue measurable and $g$ is Borel measurable and convex.

(H2) There exists constants $c_0, c_1 > 0$ and $h \in L^1(S^{N-1})$ with $h \geq 0$ such that, for some $1 < p < +\infty$ and $0 \leq \alpha < N + p$,

$$c_0 \frac{|y|^p}{|x|^\alpha} \leq f(x)g(y) \leq c_1 h \left(\frac{x}{|x|}\right) |y|^p |x|^{-\alpha} \quad \text{for } x \in \tilde{\Omega}, \ y \in \mathbb{R}.$$

(H3) The functions $f^\circ : \mathbb{R}\{0\} \mapsto \mathbb{R}$ and $g^\circ : \mathbb{R} \mapsto \mathbb{R}$ defined as

$$f^\circ(x) := \lim_{t \to 0^+} t^\alpha f(tx) \quad \text{and} \quad g^\circ(y) := \lim_{t \to 0^+} \frac{1}{t^p} g(ty),$$

are continuous and, for each compact $K \subset \mathbb{R}$,

$$\lim_{t \to 0^+} \sup_{x \in S^{N-1}} |t^\alpha f(tx) - f^\circ(x)| = 0 \quad \text{and} \quad \lim_{t \to 0^+} \sup_{K \subset \mathbb{R}} \left| \frac{1}{t^p} g(ty) - g^\circ(y) \right| = 0.$$
A straightforward consequence, cf. [8], of the $\Gamma$-convergence and the compactness provided by Theorem 3 is the convergence of minimizers for $I_\delta$, whose existence is guaranteed under the previous hypotheses, cf. [3].

**Corollary 1** In the conditions of Theorem 3, for each $\delta > 0$, let $u_\delta \in \Lambda^{0,s,p}_0(\Omega)$ be a minimizer of $I_\delta$. Then, there exists $u_0 \in W^{1,p}_0(\Omega)$ a minimizer of $I_0$ such that, up to a subsequence,

$$u_\delta \to u_0 \text{ strong in } L^p(\Omega) \quad \text{as } \delta \to 0^+,$$

and

$$\lim_{\delta \to 0^+} I_\delta(u_\delta) = I_0(u_0).$$

As we see, the $\Gamma$-convergence for the limit $\delta \to 0^+$ is a delicate issue that involves a precise rescaling and the construction of the $\Gamma$-limit functional. Instead, the $\Gamma$-convergence in the case $\delta \to +\infty$ will be an easy consequence of monotony of $[\cdot]_{W^{0,s,p}(\Omega_\delta)}$ with respect to $\delta$.

On the other hand, although Theorem 3 provides us with the $\Gamma$-convergence of the norm $[\cdot]_{W^{0,s,p}(\Omega_\delta)}$ as $\delta \to 0^+$, we also need to guarantee the convergence of the minimax energies (2.4). This step is accomplished using some results about the behavior of the minimax values under $\Gamma$-convergence, cf. [13], that we present next for the sake of completeness.

Let $X$ be a metrizable and locally convex topological vector space and, for every $h \in \mathbb{N}$, let $f_h : X \mapsto [0, +\infty]$ and $g_h : X \setminus \{0\} \mapsto \mathbb{R}$ be two functions such that:

1. $f_h$ and $g_h$ are both even and positively homogeneous of degree 1,
2. $f_h$ is convex,
3. for every $b \in \mathbb{R}$, the restriction of $g_h$ to $\{u \in X \setminus \{0\} : f_h(u) \leq b\}$ is continuous.

Let us denote by $C$ the family of nonempty compact subsets of $X$ and

$$C_k := \{ A \subset \{ u \in X : g_h(u) = 1 \} : A \text{ symmetric and compact, } i(A) \geq k \}$$

and define $F^{(k)}_h : C \mapsto [0, +\infty]$ as

$$F^{(k)}_h(A) = \begin{cases} \max_{u \in A} f_h(u) & \text{if } A \in C^h_k, \\ +\infty & \text{otherwise}. \end{cases}$$

The set $C$ will be endowed with the topology induced by the Hausdorff distance inherited from the metric of $X$. Finally, let $f : X \mapsto [0, +\infty]$ and $g : X \mapsto \mathbb{R}$ be two even functions such that $g(0) = 0$ and define $C_k \subseteq C$ and $F^{(k)} : C \mapsto [0, +\infty]$ in an analogous way. The result dealing with the convergence of the minimax energies reads as follows.

**Proposition 2** [13, Corollary 4.4] Assume that

$$f(u) = \left( \Gamma - \lim_{h \to +\infty} f_h \right)(u), \quad \text{for all } u \in X,$$
and that, for every strictly increasing sequence \( \{h_n\} \subset \mathbb{N} \) and every sequence \( \{u_n\}_{n \in \mathbb{N}} \subset X \setminus \{0\} \) such that
\[
\sup_{n \in \mathbb{N}} f_{h_n}(u_n) < +\infty,
\]
there exists a subsequence \( \{u_{n_j}\}_{j \in \mathbb{N}} \subset X \setminus \{0\} \) converging to some \( u \in X \) with
\[
\lim_{j \to +\infty} g_{h_{n_j}}(u_{n_j}) = g(u).
\]

Then, for every integer \( k \geq 1 \), the sequence \( \{\mathcal{F}_h^{(k)}\}_{h \in \mathbb{N}} \) is asymptotically coercive and
\[
\mathcal{F}_h^{(k)}(A) = \left( \Gamma - \lim_{h \to +\infty} \mathcal{F}_h^{(k)} \right)(A) \quad \text{for all } A \in C,
\]
\[
\inf_{A \in C} \mathcal{F}_h^{(k)}(A) = \lim_{h \to +\infty} \left( \inf_{A \in C} \mathcal{F}_h^{(k)}(A) \right),
\]
\[
\inf_{A \in C_k} \sup_{A} f = \lim_{h \to +\infty} \left( \inf_{A \in C_k} \sup_{A} f_h \right).
\]

**Proposition 3** [13, Corollary 3.3] Let \( Y \) a vector subspace of \( X \) such that
\[
\{u \in X \setminus \{0\} : g(u) > 0 \text{ and } f(u) < +\infty\} \subseteq Y
\]
and let \( \tau_Y \) be any topology on \( Y \) which makes \( Y \) a metrizable and locally convex topological vector space such that, for every \( b \in \mathbb{R} \), the restriction of \( g \) to
\[
\{u \in Y \setminus \{0\} : f(u) \leq b\}
\]
is \( \tau_Y \)-continuous. Then the minimax values defined in the space \( Y \) agree with those defined in the originary space \( X \).

In particular, Proposition 2 allows us to take the limit on \( \delta \) on the minimax values defined (2.4) while Proposition 3 ensures that the minimax values are not affected by the change of topology produced by restricting the energy functionals.

**4 Taking the Horizon \( \delta \to 0^+ \)**

This section is devoted to the proof of Theorem 1. We start by proving a preliminary result concerning the \( \Gamma \)-limit of the norm \([\cdot]_{W^{s,p}(\Omega_\delta)}\).

**Lemma 3** Let us consider the rescaled functional
\[
\mathcal{E}_{\delta}^{s,p}(u) := \left( \frac{p(1-s)}{\delta^p(1-s)} \right)[u]_{W^{s,p}(\Omega_\delta)}^p
\]
defined on $\mathcal{X}_0^{\delta,s,p}(\Omega)$. Then, the $\Gamma$-limit of $\mathcal{E}_s^{2,s,p}$ as $\delta \to 0^+$ is given by

$$\mathcal{E}_0^{1,s,p}(u) = \gamma(N, p) \int_\Omega |\nabla u|^p dx,$$

with $\gamma(N, p)$ defined in (2.5).

**Proof** Since the norm $[\cdot]_{W^{\delta,s,p}(\Omega)}$ involves the potential function

$$\omega_{s,p}(x, y) = \frac{|y|^p}{|x|^{N+ps}},$$

we have $\alpha = N + ps < N + p$ and hypotheses H1)-H3) are clearly satisfied. Next, let us calculate the limit density convexification of $\omega_{s,p}$.

As the potential function $\omega_{s,p}$ is homogeneous, condition (3.3) is satisfied with $\beta = p - (N + ps)$, so that the appropriate scaling in (3.4) is $\frac{p(1-s)}{\beta p(1-s)}$, and

$$\omega_{s,p}^0(x, y) = \lim_{t \to 0^+} \frac{1}{t^\beta} \omega_{s,p}(tx, ty) = \lim_{t \to 0^+} \frac{1}{t^{p-(N+ps)}} \omega_{s,p}(tx, ty) = \omega_{s,p}(x, y).$$

Then, since $\omega_{s,p}(x, y) = \omega_{s,p}(|x|, |y|)$, the limit density function is given by

$$\overline{\omega}_{s,p}(F) = \int_{S^{N-1}} \omega_{s,p}^0(z, F \cdot z)d\sigma(z) = \int_{S^{N-1}} \omega_{s,p}(z, F \cdot z)d\sigma(z)$$

$$= \int_{S^{N-1}} \omega_{s,p}(|z|, |F \cdot z|)d\sigma(z) = \int_{S^{N-1}} \omega_{s,p}(1, |F \cdot z|)d\sigma(z)$$

$$= \int_{S^{N-1}} |F \cdot z|^p d\sigma(z) = \gamma(N, p)|F|^p,$$

where $\gamma(N, p) := \int_{S^{N-1}} |e \cdot z|^p d\sigma(z)$ independent of $e = \frac{F}{|F|} \in S^{N-1}$.

Let us observe that the denominator of $\omega_{s,p}^0(x, y)$ plays no role in the integration over the unit sphere $S^{N-1}$, so that no dependence on $s$ is conserved for the limit density $\overline{\omega}_{s,p}(F) = \overline{\omega}_p(F) = \gamma(N, p)|F|^p$. At last, since $p > 1$, the limit density $\overline{\omega}_p(F)$ is convex and, then, the convexification $\overline{\mathcal{E}}_{s,p}(F) = \overline{\mathcal{E}}_p(F)$. Hence, setting

$$\overline{\mathcal{E}}_0^{1,s,p}(u) := \int_\Omega \overline{\mathcal{E}}_p^c(\nabla u)dx = \gamma(N, p) \int_\Omega |\nabla u|^p dx,$$

because of Theorem 3, we have:

1. **$\Gamma$-liminf inequality:** Given $u_\delta \in A_\delta$ and $u \in W^{1,p}_0(\Omega)$ such that $u_\delta \to u$ strong in $L^p(\Omega)$, we have

$$\mathcal{E}_0^{1,p}(u) \leq \liminf_{\delta \to 0^+} \mathcal{E}_{s}^{2,s,p}(u_\delta).$$
(2) $\Gamma$-limsup inequality: Given $u \in W^{1,p}_0(\Omega)$, there exists a recovery sequence $u_\delta \in A_\delta$ such that $u_\delta \to u$ strong in $L^p(\Omega)$ as $\delta \to 0^+$ and

$$\limsup_{\delta \to 0^+} \mathcal{E}_{\delta}^{s,p}(u_\delta) \leq \mathcal{E}_0^{1,p}(u).$$

We conclude,

$$\left( \Gamma - \lim \mathcal{E}_{\delta}^{s,p} \right)(u) = \mathcal{E}_0^{1,p}(u) \quad \text{for all } u \in L^p(\Omega).$$

$\square$

**Proof of Theorem 1** The proof is done in several steps. First we prove the $\Gamma$-convergence of the functional $I^{s,p}_\delta$ to the functional $I^{1,p}_0$ as $\delta \to 0^+$. This is derived easily from Lemma 3. To continue, we prove the convergence of the minimax values given in (2.4) using the compactness provided by Theorem 3-a), Propositions 2 and 3. At last we prove the convergence of the associated eigenfunctions as in [10, Theorem 1.2].

Let us write

$$I^{s,p}_\delta(u) = \begin{cases} \left( \mathcal{E}_{\delta}^{s,p}(u) \right)^{\frac{1}{p}} & \text{if } u \in X^{s,p}_0(\Omega), \\ +\infty & \text{otherwise,} \end{cases}$$

and

$$I^{1,p}_0(u) = \begin{cases} \left( \mathcal{E}_0^{1,p}(u) \right)^{\frac{1}{p}} & \text{if } u \in W^{1,p}_0(\Omega), \\ +\infty & \text{otherwise,} \end{cases}$$

for the functionals $\mathcal{E}_{\delta}^{s,p}$ and $\mathcal{E}_0^{1,p}$ given by (4.1) and (4.2) respectively. Then, we have

1. $\Gamma$-liminf inequality: Given $u_\delta \in A_\delta$ and $u \in W^{1,p}_0(\Omega)$ such that $u_\delta \to u$ strong in $L^p(\Omega)$, we can assume that

$$\liminf_{\delta \to 0^+} \mathcal{E}_{\delta}^{s,p}(u_\delta) < +\infty,$$

since otherwise there is nothing to prove. Hence, for any $\delta > 0$ small enough we have $u_\delta \in X^{s,p}_0(\Omega)$. On the other hand, because of Lemma 3, we have

$$\mathcal{E}_0^{1,p}(u) \leq \liminf_{\delta \to 0^+} \mathcal{E}_{\delta}^{s,p}(u_\delta).$$

Therefore, we get

$$I^{1,p}_0(u) \leq \liminf_{\delta \to 0^+} I^{s,p}_\delta(u_\delta).$$

2. $\Gamma$-limsup inequality: Given $u \in W^{1,p}_0(\Omega)$, because of Lemma 3, there exists a recovery sequence $u_\delta \in A_\delta$ such that $u_\delta \to u$ strong in $L^p(\Omega)$ as $\delta \to 0^+$ and

$$\limsup_{\delta \to 0^+} \mathcal{E}_{\delta}^{s,p}(u_\delta) \leq \mathcal{E}_0^{1,p}(u).$$
so that
\[
\limsup_{\delta \to 0^+} I_\delta^{s,p}(u_\delta) \leq I_0^{1,p}(u).
\]
Then, we conclude
\[
\left( \Gamma - \lim_{h \to +\infty} I_{\delta_h,s,p} \right)(u) = I_0^{1,p}(u) \quad \text{for all } u \in L^p(\Omega). \tag{4.3}
\]
for every sequence \( \{\delta_h\}_{h \in \mathbb{N}} \) of strictly decreasing positive numbers such that \( \delta_h \to 0 \) as \( h \to +\infty \).

Let us note that, since the first eigenvalues of \((EP^{s,p}_\delta)\) and \((EP^{1,p}_0)\) are global minimums, i.e.,
\[
\lambda_{1,\delta,s,p} = \min_{u \in \mathcal{S}^{1,s,p}(\Omega_\delta)} [u]^p_{W^{s,p}(\Omega_\delta)} \quad \text{and} \quad \lambda_{1,0,1,p} = \min_{u \in \mathcal{S}^{1,p}(\Omega)} \|\nabla u\|^p_{L^p(\Omega)},
\]
because of Corollary 1 we deduce that
\[
\frac{p(1-s)}{\delta^{p(1-s)}} \lambda_{1,\delta,s,p} \to \gamma(N, p) \lambda_{1,0,1,p} \quad \text{as } \delta \to 0^+.
\]
To continue, let \( 1 < p < \infty \) and consider the functional \( g_p : L^p(\Omega) \mapsto [0, +\infty) \) defined as
\[
g_p(u) := \|u\|_{L^p(\Omega)}.
\]
Next, by Theorem 3-a), for every strictly increasing sequence \( \{h_n\}_{n \in \mathbb{N}} \subset \mathbb{N} \) such that \( \delta_{h_n} \to 0 \) as \( h_n \to +\infty \) and any sequence \( \{u_{\delta_{h_n}}\}_{n \in \mathbb{N}} \) with \( u_{\delta_{h_n}} \in A_{\delta_{h_n}} \) and
\[
\sup_{n \in \mathbb{N}} I_{\delta_{h_n}}^{s,p}(u_{\delta_{h_n}}) < +\infty, \tag{4.4}
\]
there exists \( u \in W^{1,p}_0(\Omega) \) and a subsequence simply denoted as \( \{u_{\delta_j}\}_{j \in \mathbb{N}} \), such that
\[
u_{\delta_j} \to u \quad \text{strong in } L^p(\Omega) \quad \text{as } j \to +\infty.
\]
Hence, by definition,
\[
\lim_{j \to +\infty} g_p(u_{\delta_j}) = g_p(u). \tag{4.5}
\]
Because of (4.3), (4.4) and (4.5), the functionals \( I_{\delta}^{s,p} \) and \( g_p \) satisfy the hypotheses of Proposition 2 and, therefore,
\[
\lim_{h \to +\infty} \left( \inf_{A \in C_k^p} \sup_{u \in A} I_{\delta_h}^{s,p}(u) \right) = \inf_{A \in C_k^p} \sup_{u \in A} I_0^{1,p}(u), \tag{4.6}
\]
where
\[
C_k^p := \left\{ A \subset \{ u \in L^p(\Omega) : g_p(u) = 1 \} : \text{A symmetric and compact, } i(A) \geq k \right\}.
\]
Moreover, again by Theorem 3-a), for every \( b \in \mathbb{R} \) the restriction of \( g_p \) to \( \{ u \in L^p(\Omega) : I_0^{s,p}(u) \leq b \} \) is continuous and therefore, by Proposition 3, we find that

\[
\inf A \in \mathcal{C}_p \sup u \in A I_{\delta}^{s,p}(u) = \inf A \in \mathcal{H}_k \sup u \in A I_{\delta}^{s,p}(u)
\]

and

\[
\inf A \in \mathcal{C}_k \sup u \in A I_{\delta_n,s,p}(u) = \inf A \in \mathcal{H}_k \sup u \in A I_{\delta_n,s,p}(u).
\]

Hence, the minimax values with respect to the \( X_{\delta,s,p}(\Omega) \)-topology are equal to those with respect to the weaker topology \( L^p(\Omega) \). Thus, for any sequence \( \{\delta_n\}_{n \in \mathbb{N}} \) of positive numbers such that \( \delta_n \to 0 \) as \( n \to +\infty \), we conclude

\[
\frac{p(1 - s)}{\delta_n^{p(1 - s)}} \lambda_k^{\delta_n,s,p} \to \gamma(N, p) \lambda_k^{0,1,p} \quad \text{as } n \to +\infty. \tag{4.7}
\]

Finally, it remains to prove the assertion about the convergence of the eigenfunctions \( \{\phi_k^{\delta,s,p}\}_{k \in \mathbb{N}} \) as \( \delta \to 0^+ \).

Fixed \( k \in \mathbb{N} \), we observe that, if \( \phi_k^{\delta,s,p} \in X_{0}^{\delta,s,p}(\Omega) \) is an eigenfunction associated to the eigenvalue \( \lambda_k^{\delta,s,p} \) and such that \( \|\phi_k^{\delta,s,p}\|_{L^p(\Omega)} = 1 \), then

\[
[\phi_k^{\delta,s,p}]_{W^{0,s,p}(\Omega)} = \lambda_k^{\delta,s,p}.
\]

Hence, because of the eigenvalue convergence proved before, for \( \delta > 0 \) small enough, we have

\[
I_\delta^{s,p}(\phi_k^{\delta,s,p}) \leq \left( \gamma(N, p) \lambda_k^{0,1,p} \right)^{\frac{1}{p}} + C < +\infty \tag{4.8}
\]

for some constant \( C > 0 \). Then, because of Theorem 3-a), there exists \( \psi \in W_0^{1,p}(\Omega) \) with \( \|\psi\|_{L^p(\Omega)} = 1 \) and a sequence \( \{\delta_n\}_{n \in \mathbb{N}} \) of positive numbers with \( \delta_n \to 0 \) as \( n \to +\infty \) such that

\[
\phi_k^{\delta_n,s,p} \to \psi \quad \text{strong in } L^p(\Omega) \quad \text{as } n \to +\infty. \tag{4.9}
\]

On the other hand, each \( \phi_k^{\delta_n,s,p} \) satisfies

\[
\begin{cases}
(-\Delta)^{\frac{1}{2}} \phi_k^{\delta_n,s,p} = \phi_k^{\delta_n,s,p} |\phi_k^{\delta_n,s,p}|^{p-2} \phi_k^{\delta_n,s,p} & \text{in } \Omega, \\
u = 0 & \text{on } \partial \delta_n \Omega,
\end{cases}
\]

so that it is the unique minimizer of the problem

\[
\min_{u \in L^p(\Omega)} \mathcal{F}_{\delta_n}(u) := \min_{u \in L^p(\Omega)} \left\{ E_{\delta_n,s,p}(u) + p \int_{\Omega} F_{\delta_n} u dx \right\},
\]

where

\[
E_{\delta_n,s,p}(u) = \int_{\Omega} \psi_n \psi_n^* \left| \phi_k^{\delta_n,s,p} \right|^2 dx.
\]
with $E_{\delta_n, s, p}$ defined in (4.1) and $F_{\delta_n} = -\frac{p(1-s)}{\delta_n} \lambda_k \delta_{n,s,p} |\psi_k|^{p-2} \varphi_k^{\delta_{n,s,p}} \in L^p(\Omega)$.

Furthermore, due to (4.7) and (4.9), we have $F_{\delta_n} \to F_0$ strong in $L^p(\Omega)$ with

$$F_0 = -\gamma(N, p) \lambda_k^{0.1,p} |\psi|^{p-2} \psi.$$ 

Hence, by [12, Proposition 6.25], we have

$$\left( \Gamma - \limsup_{n \to +\infty} F_{\delta_n} \right) (u) = F_0(u) \quad \text{for all } u \in L^p(\Omega),$$

with

$$F_0(u) = \mathcal{E}_0^{1,p}(u) + p \int_{\Omega} F_0 u \, dx.$$ 

Because of Corollary 1 and the strict convexity we get that $\psi \in W^{1,p}_0(\Omega)$ is the unique minimizer of the limit problem

$$\min_{u \in L^p(\Omega)} \mathcal{F}_0(u) := \min_{u \in L^p(\Omega)} \left\{ \mathcal{E}_0^{1,p}(u) + p \int_{\Omega} F_0 u \, dx \right\}.$$ 

Thus, $\psi \in W^{1,p}_0(\Omega)$ is a (weak) solution of the associated Euler-Lagrange equation, i.e.,

$$\begin{cases} -\Delta_p \psi = \lambda_k^{0.1,p} |\psi|^{p-2} \psi & \text{in } \Omega, \\ \psi = 0 & \text{on } \partial \Omega, \end{cases}$$

and we conclude that $\psi$ is a normalized eigenfunction associated to the eigenvalue $\lambda_k^{0.1,p}$, so that $\varphi_k^{\delta_{n,s,p}} \to \varphi_k^{0.1,p}$ strong in $L^p(\Omega)$. \hfill \Box

**Remark 1** The $\Gamma$-limsup inequality proved above in the proof of Theorem 1, can be also obtained using the classical localization result of Bourgain et al., cf. [7]. This approach also clarifies why the scaling in Theorem 3 is natural.

Let $\{\rho_n(x)\}_{n \in \mathbb{N}}$ be a sequence of radial mollifiers, i.e.

$$\rho_n(x) = \rho_n(|x|), \quad \rho_n(x) \geq 0, \quad \int \rho_n(x) \, dx = 1$$

satisfying

$$\lim_{n \to \infty} \int_{\varepsilon}^{\infty} \rho_n(r) r^{N-1} \, dr = 0, \quad \text{for every } \varepsilon > 0.$$ 

**Theorem 4** [7, Theorem 2] Assume $u \in L^p(\Omega), \ 1 < p < \infty$. Then, for a constant $C = C(N, p) > 0$, we have

$$\lim_{n \to \infty} \int_{\Omega} \int_{\Omega} \frac{|u(x) - u(y)|^p}{|x-y|^p} \rho_n(x-y) \, dy \, dx = C \int_{\Omega} |\nabla u|^p \, dx.$$ 

with the convention that $\int_{\Omega} |\nabla u|^p \, dx = +\infty$ if $u \notin W^{1,p}(\Omega)$. \hfill \lozenge
Next, observe that we can rewrite the norm \( [u]_{W^{s,p}(\Omega_{\delta})} \) as

\[
W^{s,p}(\Omega_{\delta}) = \int_{\Omega_{\delta}} \int_{\Omega_{\delta} \cap B(x,\delta)} \frac{|u(x) - u(y)|^p}{|x - y|^{N + ps}} dy dx
= \int_{\Omega_{\delta}} \int_{\Omega_{\delta}} \frac{|u(x) - u(y)|^p}{|x - y|^p} \rho_{\delta}(|x - y|) dy dx,
\]

with \( \rho_{\delta}(z) = \frac{\chi_{B(0,\delta)}(|z|)}{|z|^{N + p(s-1)}} \) and \( \chi_A \) the characteristic function of the set \( A \). In order to fulfill the hypotheses of Theorem 4 we normalize \( \rho_{\delta}(z) \). Since

\[
\int \rho_{\delta}(z) dz = \frac{\sigma_{N-1}}{p(1-s)} \delta^{p(1-s)},
\]

with \( \sigma_{N-1} \) the surface of the unitary sphere \( S^{N-1} \), the sequence of radial mollifiers

\[
\overline{\rho}_{\delta}(z) = \frac{1}{\sigma_{N-1}} \frac{p(1-s)}{\delta^{p(1-s)}} \chi_{B(0,\delta)}(|z|) = \frac{1}{\sigma_{N-1}} \frac{p(1-s)}{\delta^{p(1-s)}} \rho_{\delta}(z),
\]

satisfy the hypotheses of Theorem 4. In particular, the scaling in \( \delta \) coincides with the one of Theorem 3 and

\[
\frac{1}{\sigma_{N-1}} \frac{p(1-s)}{\delta^{p(1-s)}} [u]_{W^{s,p}(\Omega_{\delta})} = \frac{1}{\sigma_{N-1}} \mathcal{E}_{\delta_{n},s,p}(u) \tag{4.11}
\]

with the functional \( \mathcal{E}_{\delta_{n},s,p}(u) \) defined in Lemma 3.

**Proposition 4** (\( \Gamma \)-limsup inequality) Let \( u \in L^p(\Omega) \) and let \( \{\delta_n\}_{n \in \mathbb{N}} \) be a sequence of positive numbers such that \( \delta_n \to 0 \) as \( n \to +\infty \). Then, there exists a sequence \( \{u_n\}_{n \in \mathbb{N}} \subset X^{s,p}_{0}(\Omega) \) such that

\[
\limsup_{n \to +\infty} \mathcal{E}_{\delta_{n},s,p}(u_n) \leq \mathcal{E}\mathcal{E}_{0,1,p}(u).
\]

**Proof** If \( u \notin W_{0}^{1,p}(\Omega) \), there is nothing to prove, then, let us take \( u \in W_{0}^{1,p}(\Omega) \) and let \( u_{\delta} \) be the function \( u \) extended by zero to \( \partial_{\delta} \Omega \) for \( \delta > 0 \). If we consider the recovery sequence \( \{u_{\delta_n}\}_{n \in \mathbb{N}} \) with \( \delta_n \to 0 \) as \( n \to +\infty \), because of (4.11), (4.10) and Theorem 4, for \( j \in \mathbb{N}, \, j > 0 \) fixed, we find

\[
\limsup_{n \to +\infty} \mathcal{E}_{\delta_{n},s,p}(u_{\delta_n}) = \limsup_{n \to +\infty} \frac{p(1-s)}{\delta_n^{p(1-s)}} \int_{\Omega_{\delta_n}} \int_{\Omega_{\delta_n} \cap B(x,\delta_n)} \frac{|u_{\delta_n}(x) - u(y)|^p}{|x - y|^{N + ps}} dy dx
\]

\[
= \sigma_{N-1} \limsup_{n \to +\infty} \int_{\Omega_{\delta_n}} \int_{\Omega_{\delta_n}} \frac{|u_{\delta_n}(x) - u_{\delta_n}(y)|^p}{|x - y|^p} \rho_{\delta_n}(|x - y|) dy dx
\]

\[
\leq \sigma_{N-1} \limsup_{n \to +\infty} \int_{\Omega_{\delta_j}} \int_{\Omega_{\delta_j}} \frac{|u_{\delta_j}(x) - u_{\delta_j}(y)|^p}{|x - y|^p} \rho_{\delta_n}(|x - y|) dy dx
\]
\[ \sigma_{N-1} C(N, p) \int_{\Omega_{\delta_j}} |\nabla u_{\delta_j}|^p dx \]
\[ = \sigma_{N-1} C(N, p) \int_{\Omega} |\nabla u|^p dx, \]

since \( u_{\delta_j} = 0 \) on \( \partial_\delta \Omega \) and \( u_{\delta_j} = u \) in \( \Omega \). The constant \( C(N, p) \) appearing in Theorem 4 takes the form, cf. [7],
\[ C(N, p) = \frac{1}{\sigma_{N-1}} \int_{S^{N-1}} |z \cdot e|^p d\sigma, \]
for any unitary vector \( e \in S^{N-1} \). Therefore,
\[ \limsup_{n \to +\infty} E_{\delta_n, s, p}(v) \leq \gamma(N, p) \int_{\Omega} |\nabla u|^p dx = E_{1, p}^0(u). \]
\[ \Box \]

5 Taking the Horizon \( \delta \to +\infty \)

In this last section, we focus on the behavior of \((EP_{\delta})_{s, p}^\delta\) when \( \delta \to +\infty \). Let us note that, by its very definition, the operator \((-\Delta_p)^\delta\) could be viewed as a restriction of the fractional \( p \)-Laplacian in the sense that long-range interactions (beyond the horizon \( \delta > 0 \)) are neglected. Hence, if we take \( \delta \to +\infty \) we recover, at least formally, the definition of the standard fractional \( p \)-Laplacian, namely
\[ \lim_{\delta \to +\infty} (-\Delta_p)^\delta u(x) = 2 P.V. \int_{\mathbb{R}^N} \frac{|u(x) - u(y)|^{p-2}(u(x) - u(y))}{|x - y|^{N + ps}} dy. \]

Our aim is to make this rigorous by showing Theorem 2. First, we prove Lemma 2.

**Proof of Lemma 2** Using (2.1) and (2.2), we have
\[ [v]^p_{W^{s,p}(\mathbb{R}^N)} - [v]^p_{W^{s,p}(\Omega_\delta)} = \iiint_{\mathcal{D} \setminus \mathcal{D}_\delta} \frac{|v(x) - v(y)|^p}{|x - y|^{N + ps}} dy dx \geq 0, \]
(5.1)
because \( \mathcal{D}_\delta \subset \mathcal{D} \) for all \( \delta > 0 \). Thus, given \( v \in \mathcal{X}^{\infty, s, p}_0(\Omega) \), since \( v = 0 \) on \( \Omega^c \) we have \( v = 0 \) on \( \partial_\delta \Omega \) and, then, the restriction operator,
\[ R : \mathcal{X}^{\infty, s, p}_0(\Omega) \mapsto \mathcal{X}^{\delta, s, p}_0(\Omega) \]
\[ v \mapsto R[v] = v|_{\Omega_\delta} \]
is a continuous linear mapping. Hence, \( \mathcal{X}^{\infty, s, p}_0(\Omega) \) can be continuously embedded into \( \mathcal{X}^{\delta, s, p}_0(\Omega) \). On the other hand, for a given \( v \in \mathcal{X}^{\delta, s, p}_0(\Omega) \), extending \( v \) by 0 on \( \mathbb{C} Springer \)
\(\mathbb{R}^N \setminus \Omega_\delta\), we have

\[
\int \int_{D} \frac{|v(x) - v(y)|^P}{|x - y|^{N + ps}} d\gamma dy = \int_{\Omega_\delta} \int_{\Omega_\delta \cap B(x, \delta)} \frac{|v(x) - v(y)|^P}{|x - y|^{N + ps}} d\gamma dy \\
+ \int_{\Omega_\delta} \int_{\Omega_\delta \setminus B(x, \delta)} \frac{|v(x) - v(y)|^P}{|x - y|^{N + ps}} d\gamma dy \\
+ 2 \int_{\Omega_\delta} \int_{\Omega_\delta^c} \frac{|v(x) - v(y)|^P}{|x - y|^{N + ps}} d\gamma dy
\]

Since the first eigenvalue \(\lambda_{1}^{\delta, s, p}\) is given as

\[
\lambda_{1}^{\delta, s, p} = \min_{u \in S_{\delta, s, p}(\Omega)} [u]_{W^{s, s, p}(\Omega)}^P = \min_{u \in X_0^{\delta, s, p}(\Omega)} \frac{[u]_{W^{\delta, s, p}(\Omega_\delta)}^P}{\|u\|^P_{L^P(\Omega)}},
\]

we have

\[
\int_{\Omega_\delta} \int_{\Omega_\delta \setminus B(x, \delta)} \frac{|v(x) - v(y)|^P}{|x - y|^{N + ps}} d\gamma dy \leq \frac{1}{\delta^{N + ps}} \int_{\Omega_\delta} \int_{\Omega_\delta \setminus B(x, \delta)} \frac{|v(x) - v(y)|^P}{|x - y|^{N + ps}} d\gamma dy \\
\leq \frac{2^P - 1}{\delta^{N + ps}} \int_{\Omega_\delta} \int_{\Omega_\delta \setminus B(x, \delta)} |v(x)|^P + |v(y)|^P d\gamma dy \\
\leq \frac{2^P - 1}{\delta^{N + ps}} \int_{\Omega_\delta} \int_{\Omega_\delta \setminus B(x, \delta)} |v(x)|^P + |v(y)|^P d\gamma dy \\
= \frac{2^P}{\delta^{N + ps}} \int_{\Omega_\delta} \int_{\Omega_\delta} |v(x)|^P d\gamma dy \\
= \frac{2^P |\Omega_\delta|}{\delta^{N + ps}} \frac{\|v\|^P_{L^P(\Omega)}}{\lambda_{1}^{\delta, s, p}} \\
\leq \frac{2^P |\Omega_\delta|}{\delta^{N + ps}} \frac{1}{\lambda_{1}^{\delta, s, p}} \int_{\Omega_\delta} \int_{\Omega_\delta \cap B(x, \delta)} \frac{|v(x) - v(y)|^P}{|x - y|^{N + ps}} d\gamma dy.
\]

On the other hand,

\[
\int_{\Omega_\delta} \int_{\Omega_\delta^c} \frac{|v(x) - v(y)|^P}{|x - y|^{N + ps}} d\gamma dy = \int_{\Omega_\delta} \int_{\Omega_\delta^c} \frac{|v(x)|^P}{|x - y|^{N + ps}} d\gamma dy \\
\leq \int \int_{(B(0, \delta))^c} \frac{|v(x)|^P}{|x - y|^{N + ps}} d\gamma dy \\
= \int_{\Omega} |v(x)|^P \int_{(B(0, \delta))^c} \frac{1}{|z|^{N + ps}} dz dx \\
= \frac{\sigma_{N-1}}{ps} \frac{1}{\delta^ps} \|v\|^P_{L^P(\Omega)} \\
\leq \frac{\sigma_{N-1}}{ps} \frac{1}{\delta^ps} \frac{1}{\lambda_{1}^{\delta, s, p}} \int_{\Omega} \int_{\Omega_\delta \cap B(x, \delta)} \frac{|v(x) - v(y)|^P}{|x - y|^{N + ps}} d\gamma dy,
\]
with $\sigma_{N-1}$ the surface of the unitary sphere $S^{N-1}$. Therefore,

$$[v]_{W^{s,p}(\mathbb{R}^N)} \leq C(\delta)[v]_{W^{\delta,s,p}(\Omega_\delta)}$$

with the constant $C(\delta) = \left(1 + \left(\frac{2^p|\Omega_\delta|}{\delta^{N-ps}} + \frac{\sigma_{N-1}}{ps} \frac{1}{\lambda_1^{\delta,s,p}}\right)\frac{1}{\delta^{ps}}\right)^{\frac{1}{p}}$. As a consequence,

given $v \in X^{\delta,s,p}_0(\Omega)$, the extension operator

$$E : X^{\delta,s,p}_0(\Omega) \mapsto X^{\infty,s,p}_0(\Omega)$$

$$v \mapsto E[v] = \begin{cases} v & \text{in } \Omega_\delta, \\ 0 & \text{in } \mathbb{R}^N \setminus \Omega_\delta, \end{cases}$$

is a linear continuous mapping so that $X^{\delta,s,p}_0(\Omega)$ can be continuously embedded into $X^{\infty,s,p}_0(\Omega)$. Next, because of (2.3) and (5.1), for any positive $\delta_1, \delta_2$ with $\delta_1 < \delta_2$, we get

$$X^{\delta_1,s,p}_0(\Omega) \subset X^{\delta_2,s,p}_0(\Omega) \subset X^{s,p}_0(\Omega).$$

In particular, the sequence of first eigenvalues $\{\lambda_1^{\delta,s,p}\}_{\delta>0}$ is increasing in $\delta$ and uniformly bounded from above by the first eigenvalue $\lambda_1^{\infty,s,p}$. Therefore, setting $\omega_N$ the volume of the $N$-dimensional unitary ball, we have

$$C(\delta) = \left(1 + \left(\frac{2^p|\Omega_\delta|}{\delta^{N+ps}} + \frac{\sigma_{N-1}}{ps} \frac{1}{\lambda_1^{\delta,s,p}}\right)\frac{1}{\delta^{ps}}\right)^{\frac{1}{p}}$$

$$\leq \left(1 + \left(\frac{2^p \omega_N (\text{diam}(\Omega) + 2\delta)^N}{\delta^{N+ps}} + \frac{\sigma_{N-1}}{ps} \frac{1}{\lambda_1^{\delta,s,p}}\right)\frac{1}{\delta^{ps}}\right)^{\frac{1}{p}}$$

$$= 1 + O\left(\frac{1}{\delta^s}\right).$$

Thus, we conclude $\lim_{\delta \to +\infty} C(\delta) = 1$. \qed

The following $\Gamma$-convergence result is in the core of the proof of Theorem 2.

**Lemma 4** Let us consider the functional

$$J^{\delta,s,p}_0(u) = [u]_{W^{\delta,s,p}(\Omega_\delta)}^p,$$

defined on $X^{\delta,s,p}_0(\Omega)$. Then, the $\Gamma$-limit of $J^{\delta,s,p}_0$ as $\delta \to +\infty$ is given by

$$J^{\infty,s,p}_0(u) := [u]_{W^{s,p}(\mathbb{R}^N)}^p.$$ (5.2)
Proof The sequence of functionals \( \{ J_{\delta,s,p} \}_{\delta > 0} \) is a monotone increasing sequence as \( \delta \to +\infty \). Moreover, for any \( \delta > 0 \), the functional \( J_{\delta,s,p} \) is lower semicontinuous, cf. [3]. Therefore, because of [8, Remark 1.40],

\[
\left( \Gamma - \lim_{\delta \to +\infty} J_{\delta,s,p} \right) (u) = J_{\infty,s,p} (u) = [u]_{W^{s,p}(\mathbb{R}^N)}^p,
\]

for all \( u \in L^p(\Omega) \).

Proof of Theorem 2 The proof follows by combining Lemmas 4 and 2 with the arguments used in the proof of Theorem 1.

Let \( \varphi_{\delta,s,p}^k \) be a minimizer of \( J_{\delta,s,p} \) such that \( \| \varphi_{\delta,s,p}^k \|_{L^p(\Omega)} = 1 \). Observe that the sequence \( \{ J_{\delta,s,p} (\varphi_{\delta,s,p}^k) \}_{\delta > 0} \) is monotone increasing in \( \delta > 0 \) and bounded from above by \( J_{\infty,s,p} (\varphi_{\infty,s,p}^k) \). Indeed, given \( 0 < \delta_1 < \delta_2 \), we have

\[
J_{\delta_1,s,p} (\varphi_{\delta_1,s,p}^k) \leq J_{\delta_1,s,p} (\varphi_{\delta_2,s,p}^k) \leq J_{\delta_2,s,p} (\varphi_{\delta_2,s,p}^k).
\]

Thus, because of Theorem 3-a), there exists a subsequence \( \{ \varphi_{\delta_n,s,p}^k \}_{n \in \mathbb{N}} \) and a function \( \varphi_{\infty,s,p}^k \in X_0^{\infty,s,p}(\Omega) \), such that

\[
\varphi_{\delta_n,s,p}^k \rightharpoonup \varphi_{\infty,s,p}^k \text{ strongly in } L^p(\Omega) \quad \text{as } n \to +\infty.
\]

The rest follows similarly to the proof of Theorem 1.
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