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Abstract

Metropolitan optical networks are undergoing major transformations to continue being able to provide services that meet the requirements of the applications of the future. The arrival of the 5G will expand the possibilities for offering IoT applications, autonomous vehicles, and smart cities services while imposing strong pressure on the physical infrastructure currently implemented, as well as on static traffic engineering techniques that do not respond in an agile way to the dynamic and heterogeneous nature of the upcoming traffic patterns. In order to guarantee the strictest quality of service and quality of experience requirements for users, as well as meeting the providers’ objectives of maintaining an acceptable trade-off between cost and performance, new architectures for metropolitan optical networks have been proposed in the literature, with a growing interest starting from 2017. However, due to the proliferation of a dozen of new architectures in recent years, many questions need to be investigated regarding the planning, implementation, and management of these architectures, before they could be considered for practical application. This work presents a comprehensive survey of the new proposed architectures for metropolitan optical networks. Firstly, the main data transmission systems, equipment involved, and the structural organization of the new metro ecosystems are discussed. The already established and the novel architectures are presented, highlighting its characteristics and application, and comparative analysis among these architectures is carried out identifying the future technological trends. Finally, outstanding research questions are drawn to help direct future research on the field. Among the conclusions of this survey, the application of flexible spectrum allocation technologies seems to be the right, and necessary, evolution path for metropolitan optical network architectures.
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I. Introduction

Today we experience the ubiquitous usage of cloud services provided by worldwide geographically spread data centers. However, due to the long distances between the users and the data storage/computing infrastructure, high latency is experienced by transported traffic, so the usage experience is relevantly impacted for some applications. More recently, driven by advances in the IoT with 5G as an enabler technology, distributing data storage/processing by deploying computing and storage resources in proximity of the end users has become a major requirement for latency-sensitive services, leading to a new computation paradigm known as fog/edge computing [1].

The infrastructure of the Internet can be divided into three levels, the highest level, which comprises long distances nation wide infrastructure and interconnect large data centers is defined as the core transport
networks, providing ultra high transport capacity. The lowest level is constituted by access networks, interconnecting end users to their local internet service providers. The bridge between the core networks and the access networks are the metropolitan transport networks [2].

Nowadays, this ongoing change on the location of storage/computing systems towards the edge has already impacted the traffic profile in transport networks, shifting the load from the core level to metropolitan level [3]. Moreover, the lowest degree of traffic aggregation in metro, due to the closer proximity with the traffic sources, naturally leads to a more dynamic and heterogeneous traffic profile, which imposes harder requirements for transporting it. All these changes have established the Metropolitan (or Metro) Optical Networks (MON) as the arena where both the academy and industry will focus their effort in search for innovation.

The metro network environment is one of the network segments with considerable variety in terms of the presence of data traffic granularities, varying from below 1 Gb/s [4] up to 800 Gb/s [5], with different modes of communication [6] and traffic profiles [7], different patterns of traffic distribution, both in time and space [8], coexisting in the same network segment. Also, design decisions such as the chosen network topology and architecture or the transmission system, result in a significant impact on the traffic generated in other network segments such as core networks (Internet backbone) and access networks [9], [10].

In this multifaceted scenario, network providers and service operators need infrastructure with lower Operational Expenditure (OPEX) and Capital Expenditure (CAPEX). While OPEX represents the financial amount earmarked for infrastructure maintenance, CAPEX refers to financial expenses directed towards the acquisition of new goods and equipment. Filterless Optical networks (FON) are a type of network that does not have filters installed on the switching nodes, thus they can’t separate (or block) parts of the transmitted signal. As filters are one of the elements that most increase the cost of the network, this type of solution has been in evidence for the metro scenario, as highlighted in [11]. But the authors point out that removing filters can result, over time, in higher absolute expenses on transponders.

The disaggregation of the network is driving unprecedented changes. With such an approach, providers have more freedom to deploy independent optical equipment from several different manufacturers (connectable optics, transponders, and Optical Cross-Connect (OXC)s / Reconfigurable Optical Add-Drop Multiplexer (ROADM)s), while an operating system for the network provides control, management, and interaction between these elements [12], [13]. With this in mind, open-source and collaborative systems are under development to exploit, in a more efficient way, network resources that are adaptable to each type of service offered, for example, the instantiation of numerous functions and virtual networks [14].

The recent literature tutorial and surveys proposes various solutions for traffic engineering problem in optical networks [11], [9], [15], [16]. While [9], [15], [16] are more generic and do not focus exclusively on MON, [11] presents a technical-economic analysis and discusses the impacts on FON considering the instantiation of virtual networks, protection and survivability.

With prospects for adhering to the deployment of the Elastic Optical Network (EON) transport technology, and due to the feasibility of this technology to better meet the characteristics of metro networks, specific traffic engineering solutions for this network segment have been proposed concerning the tidal-traffic phenomenon characteristic [17], [18], adaptive resource allocation [19], [20], [21], resource balancing [18], [22] and quality of service (QoS) guarantee [23], but without taking into account the characteristics of the underlying network architecture. EON is a new standard for data transmission at high adaptive rates capable of maximizing the use of spectral resources.

On the other hand, projects for the implementation of new edge nodes with capacity for computing, processing, and data storage [24], fog computing in many levels, as well micro data centers (mDC) [23], [25] and edge-data center [26], have caused changes in the physical infrastructure of the network. As these content delivery centers will be increasingly distributed throughout the metro network, although it is possible to take advantage of the equipment already installed [27], it is not feasible only to scale the physical resources in operation to meet the new demands [28]. New equipment has been designed to ensure capacity and dynamism with efficiency and low cost, such as transceivers [29], [30], [31],
and optical switches [33] based on space division multiplexing (SDM) and multi-core fibers [34], mainly following a modular [35] and disaggregated [13] approach. Equipment that exploits SDM uses the spatial dimension to simultaneously deliver different data streams while creating parallel spatial channels. The concept of disaggregation can occur vertically or horizontally. With vertical disaggregation, even optical elements from different components can be separated, without loss of interoperability, between software and hardware. With horizontal disaggregation, functions are separated from operations into smaller subsystems, maintaining interoperability between components from different suppliers.

The main differential of this new generation of photonic hardware is its coherent multi-rate, multi-band, and multi-modulation transmission and detection properties [36], use of low-cost transmission lasers with software reconfiguration capabilities (SDN) [37], optical integration with miniaturization and low energy consumption. Amid these innovations, legacy network architecture solutions such as pure OTN remain a considerable alternative for metropolitan network planning, including being redesigned in the form of Mobile-optimized OTN (M-OTN) technology. In pure OTN, the processing of data streams takes place in the electronic domain, while only the transport of these data takes place in the optical domain in a point-to-point manner, which ends up being very expensive for environments with large numbers of nodes, such as metropolitan networks. However, mainly for the fronthaul of 5G technology, M-OTN features a flexible time slot structure, with encrypted optical connections and simplified overhead, which reduces latency [27], [38].

With this wide range of possibilities, many metropolitan network architectures have been proposed resulting from the combinations of these new elements. Thus, network providers have been challenged to identify the ideal solution for the sustainability of their business, having to answer questions about ideal location/position for data within the network topology, and which network architecture/technology best benefits each type of service chain, as it is a high-cost investment in terms of maintaining operations, with some other challenges in terms of energy efficiency, latency, and scalability. As such innovations are inevitable, in addition to dealing with these issues, providers also need to identify new business opportunities that disruptive technologies can bring with the technological maturity of architectural proposals.

It is not possible to think of the 5G and 6G mobile communication systems without reflecting the concern with the optical network infrastructure that will support it on increasing the interconnection network while satisfying radio requirements, like low latency, for example [39]. This scenario of opportunities is favorable for the implementation of new architectures, gathered in this work, to accommodate and incorporate the operations and services necessary for the mobile network. The same feat cannot be achieved only with previous generations of the network due to the potential technical challenges linked to the adaptation of interfaces and the inability to coordinate high performance with low latency.

This work focuses on bringing together these architectural proposals for metropolitan data transport networks, highlighted in the recent state-of-the-art literature, to discuss its main characteristics, advantages and disadvantages. The architectural solutions are brought together in two large groups, being single and multi-layer architectures, and then an alignment of the proposals in the logical and nomenclature perspectives is presented, as well as a comparative analysis between them. Single-layer architectures have the advantage of being more agile and fast, but achieving the expected elasticity for the future is a major technological challenge. Multi-layer networks, with a more facilitated approach for the implementation of programmable functions and for the aggregation of traffic, incur increased latency and effort in coordinating the layers involved.

The main contribution of the work is the survey of the main architectures candidates to constitute the MONs of the next generation, with a mapping of their respective layers or hierarchical levels. Besides, research trends that will attract the attention of the research and development community in the coming years are also identified, as well as the main open questions identified regarding each architecture. As a main limitation, the difficulty of carrying out comparing all the architectures among themselves (individually, one by one) is pointed out, which was not possible to be done completely due to the nonexistence (the lack of identification) from sufficient sources in the literature, since, so far, for some of the architectures only seminal works have been identified. To the best of our knowledge, a survey has
not been identified in the literature that gathers all architectural proposals with a focus on metropolitan optical networks. Possibly related solutions, but already in other fields of study, can be identified in an in-depth approach that includes areas such as technologies for access networks, mobile networks or even Crosshaul (Xhaul) architectures, which are not in the scope of this work.

Document Organization

To address the topic of metropolitan optical networks, considering the themes highlighted in the current literature, this work was organized in six sections described as follows.

Section II contains the background of the work and discusses the fundamental properties of metro networks as transmission systems (Subsection II-A), structural (Subsection II-B1) and physical perspectives (Subsection II-B2) of optical nodes, that lay the foundation for understanding the rest of this work. The main metropolitan network topologies are also addressed because they are related to equipment choices in the construction of an architecture. Section III discusses architectural proposals for the metro core and metro access segments. The access segment is included, although not the focus of this work, due to the unified view in the light of which some architectural proposals have recently emerged. The highlighted architectures are separated into two broad categories as identified in the literature: multi and single-layer. Single-layer architectures are organized into three types, which are the architectures with filter, filterless, and semi-filterless, that will be discussed individually. Section IV presents a comparison and implications on the architecture of metropolitan optical networks brought together. After comparison, the main themes discussed by each architecture are highlighted, showing the main fields of study in progress. Section V highlights research opportunities and literature gaps. Finally, Section VI presents conclusions and the final considerations. A list of acronyms is presented in Table XVIII after Section VI.

II. Metropolitan Optical Networks

This section discusses the main data transmission systems in Metropolitan Optical Networks (MON), that is, the main configurations of the optical spectrum defined for traffic transport, as well as the main equipment involved. Metropolitan networks are formed by an electronic layer and an underlying optical layer. This organization makes it possible to divide the discharge complexity of designing networks at various levels and interconnecting them so that data can be packaged and aggregated in the electronic layer, and consequently, transported end-to-end through the optical layer [40], [41]. Typically, at the electronic layer, data packet switching is performed. In this process, the data to be sent is divided into small units and does not require the prior establishment of a path for sending these packets. Circuit switching predominates in the optical layer, in which an end-to-end optical path or circuit is established completely by reserving a portion of the optical spectrum bandwidth. Data in the form of pulses of light are sent through this circuit [20], [24], [42]. The object of study of this work are the optical metropolitan networks, and therefore, the discussions that follow will be concentrated in this network domain. In general, these optical networks can be classified as opaque, transparent or translucent. Transparent networks switches and transmits the signal exclusively on the optical medium and therefore Optical-Electrical-Optical (OEO) devices are not required. If the signal conversion is required on all network nodes, this architecture is said to be opaque, however, there may be architectures that combine opaque and transparent nodes, and these are called translucent. This conversion process raises the cost of the network and further adds delay to network operations [9].

MONs are designed with short and medium distance links, less than 200 km, usually within the limit of an optical single-span without amplification (around 80 km) [31], [43]. However, longer distances and smaller spans (multi-spans) are also possible, requiring some signal regeneration while driving the "pay as you grow" trend [11], [29]. For these networks, there are a variety of transmission systems that can be used, as well as different types of hardware elements such as building blocks, which can be organized in various ways to compose the topology of the network. The set of transmission methods in optical networks stands out (Subsection II-A), with special emphasis on EON, since most of the works that will be discussed focus
on this transport technology. It is also relevant to present the great diversity of equipment (Subsection II-B) that make up the ecosystem of MON, as well as the roles of various types of nodes in the infrastructure, since several possible hierarchical organizations are found in the literature, as will be shown in the course of this work. Then the main topologies of MON will be emphasized (Subsection II-C), since this is a preponderant factor for infrastructure planning, as well as a strong determinant for the choice of network elements to be implemented.

A. Transmission Systems in Metropolitan Optical Networks (MONs)

As with core networks, the optical transport technologies for metropolitan networks highlighted in the literature are subdivided into two main categories: fixed grid and flexible grid. In terms of fixed grid technology, the Wavelength Division Multiplexing (WDM) [35] is the main alternative in use today. Two WDM system modalities are available: Coarse Wavelength Division Multiplexing (CWDM) standardized by ITU G.694.2 [44] and Dense Wavelength Division Multiplexing (DWDM) standardized by ITU G.694.1 [33]. Both are used together concerning metropolitan and access networks, with DWDM usually offering a greater number of channels, using fewer links and is recommended for distances greater than CWDM, but with a higher cost. However, to change from CWDM to DWDM, it is enough that the provider changes some equipment to support many channels with less granularity [33], [45]. Besides, DWDM is especially used in filterless networks [11], [36], [46]. In WDM networks, in order to meet a connection demand, it is necessary to solve the problem of routing and wavelength assignment (RWA) [47].

The International Telecommunication Union (ITU) has proposed a set of standards to define the use of the optical spectrum. In one of these standards, that is, fixed grid, adopted by WDM, the optical spectrum is divided into partitions with a width of 50 GHz or 25 GHz [29]. Each partition serves an optical channel, regardless of the bandwidth requirements of the transmitted signals. However, there is a limitation to accommodate signals due to the space between the channels, and on top of that there is a potential inefficiency in using these channels to accommodate very low rates, for example, as the allocated spectrum is 50 GHz, if demand requires only 10 GHz, means that 40 GHz of the optical spectrum is wasted.

Networks that implement WDM transmission and still bet on the concept of unbundling are built based on open-source software (OSS) concepts. The idea is to separate hardware and software elements from the WDM optical network in the analog (A-WDM) and digital (D-WDM) domains [13]. In the D-WDM domain, functions related to the transport of these analog channels are implemented in equipment such as multi-degree ROADMs (MD-ROADMs), line terminals (LTs), multiplexers (MUXs), and inline optical amplifiers (ILAs). In the D-WDM domain, the client’s digital signals are adapted to the analog channels of the A-WDM domain, as is the case with the transponders (TPs) used in point-to-point (P2P) connections, muxponders (MPs) used to combine multiple sub-rates, and switchponders (SPs) that are cards that integrate an OTN switch with DWDM transponder [13]. Such equipment will be highlighted in the Subsection II-B.

To make flexible grid technology possible, parallel signal processing techniques, like OOFDM [16] and Nyquist-WDM, are implemented to achieve transmission rates beyond the limits of electronics. Due to the multiplexing of optical subcarriers as a single entity, it is possible to reduce the spacing between these subcarriers and improve spectral efficiency. Some candidate flexible transmission technologies are highlighted: Nyquist-WDM (NWDM) [48], quasi-Nyquist WDM (qNWDM) [49], Elastic Optical Networks (EONs) [18] and Dense Elastic Optical Networks (DEONs).

As EON is an evolution of the DWDM system [48], the term DEON is being proposed in this work as a specialized version of EON that includes the use of spectrum spaces, that is, Frequency Slot Units (FSUs) narrower than the usual 12.5 GHz, considered until now as the smallest possible spacing according to ITU-T recommendation G.694.1 [50]. In the literature it is possible to observe experiments in an attempt to reduce the size of the FSU [10], [51], [52], [53], [54], especially in metropolitan optical networks, to provide better adaptation of the data rates practiced in this segment with what is made
available of resources, which considerably increases the number of channels available for transmission. This movement has led to the proposal of new network architectures with greater spectral granularity and that will implement specific equipment [32] to support finer filtering adjustment, as is expected with the Ultra-Dense Wavelength Switched Network (UDWSN) architecture [41, 51, 54], to be presented later in Subsection III-A3.

Nyquist wavelength-division multiplexing (NWDM) is a more flexible form of WDM that limits channel spacing to transmission rate by generating almost rectangular spectra, with negligible crosstalk and intersymbol interference. This almost rectangular shape is due to pulses interspersed in the form of sync (cardinal sine) through Orthogonal Time-Division Multiplexing (OTDM). By allowing subcarriers so close in the composition of super-channels, NWDM improves spectral efficiency (SE) with minimal spacing [48]. NWDM variations, called quasi-Nyquist Wavelength Division Multiplexing (qNWDM), can be achieved due to the difficulty in obtaining a perfect rectangular spectrum since its bandwidth is infinite and the band delimitation is due to deficient channel characteristics or by allocating the desired portion for an application [49]. These Nyquist variations arise due to several roll-off factors that cause the spectrum to narrow or widen within the grid.

**B. Architecture Components**

Metropolitan optical transport networks are composed of nodes in the optical path layer. The nodes perform various functions from a structural perspective, in the role of traffic aggregation hub (which does not generate traffic) or even edge nodes (on the border between two different network levels/layers). From a physical perspective, each node has a set of equipment that is necessary for the establishment of end-to-end optical paths, including bypass connections. Both perspectives are going to be presented in the following sections.

1) **Structural Perspective:** In the metropolitan network segment, network nodes can also be defined from a structural perspective, with terminologies that refer to the roles that these nodes represent in each network segment, as well as the functionality of these segments. This point deserves to be highlighted for aligning different expressions used to name the same region of interest within the structure of optical transport networks, both for areas of industry and research activity [3, 9]. As it is one of the most heterogeneous network segments, both in terms of architectural and traffic characteristics, these definitions are useful to identify outbreaks where certain implementations need to be carried out more immediately or over a certain time interval, or even, to define the localization for the allocation of the data, where tasks and data on the network need to be close, mainly due to the emergence of new computing paradigms [55].

   In the Figure 1 core network nodes with letter C are represented as black circles, the metropolitan segment is divided into two levels, being metropolitan-core network nodes with letters MC represented as blue circles, and metropolitan-access network nodes with letters MA represented by green circles. Further, the segment of nodes in the access network, with the letter A, is represented by circles filled in beige. The letter G in parenthesis identify the node that is the gateway to the core network. The fully colored gray nodes play the role of traffic aggregator for a given network level immediately below.

   The switching nodes in the metropolitan networks are also called Metro-Core (MC) and are located in Points-of-Presence (POPs). The nodes in the Metro-Access network are also called Metro-Aggregation (MA) and are usually where the Central Offices (CO) are located [4, 40]. Another segment (not shown in the figure), which is positioned to the right of the access network, can be mentioned for a panoramic view of these interconnections. This segment concerns the device layer used to aggregate end customers and/or application of the Internet-of-Things (IoT) paradigm [15].

   The representation of the Figure 1 is adopted in [4], that considers metropolitan and access networks in its architecture. In [56], MA nodes from Figure 1 are called by metro nodes, and MC nodes are metro-core edge. Only on these nodes does traffic aggregation occur.

   Often the metropolitan network and access network architecture is presented as a single architecture, in an end-to-end perspective from the transmission point of view, as both the technology and the topology
chosen for the access network determine the decision-making points in other segments of the network [3], [4]. In such environments, edge servers, normally facilitated by these mini-DCs or a small cluster of servers, usually connect to small base stations to share computing loads from mobile and IoT devices and provide a high QoS for end-users. Therefore, edge servers are the critical components in the edge computing environment. The new perspectives of organization of the network infrastructure have, more and more, overturned the segmented view and follows a unified conception of the network, since the edge nodes in the access network tend to become as robust and complex as the nodes in the metropolitan network [2].

The identification of these main points in MON infrastructures is also essential for the structural planning of 5G networks to offer new services. At a high level, the 5G network is formed by three main entities denominated Remote Radio Units (RRU), Distributed Unit (DU) and Centralized Unit (CU). All these entities are interconnected by a fiber optic network. On the margins of the nodes of the access network are the RRUs to collect the mobile traffic. Traffic is transported to the DU to be processed. Due to the density of RRUs, several DUs are required as a way to improve service latency. CU is responsible for concentrating the traffic from multiple DUs in a region, as well as forwarding traffic to edge cloud. Edge cloud connects directly with core cloud [56], [57]. As an illustrative and simple comparison, this infrastructure required for 5G networks could be mapped with metropolitan and access optical networks as follow: CU and DU are located in MA nodes, with some CU point and edge cloud in MC nodes.

For 6G networks, with more stringent latency and processing requirements, the idea is to further dilute the distribution levels of computing nodes, leading to the implementation of cloud and fog computing at many distributed levels with optical transport at higher data rates [58].

For the segment of interest in this work, the network edge refers, at a higher level, to the first-hop network devices that applications use to connect to the network (such as access routers, network interface cards, virtual switches, and base stations on the mobile network) and devices. The same administrative entity can manage different parts of the metropolitan network, or can focus on offering its services in only part of that segment, such as: (i) a data center operator can control the edge servers and switches (core) in the data center; (ii) an Internet service provider can control the edge routers and core routers within the same autonomous system [55]; (iii) a data center operator can concentrate its business in an area of the core of the metropolitan network, which it calls a regional network, and consists of several distributed data centers that form a mega data center [46]. To aggregate computing resources from the devices at the edge of the network, there are fog computing nodes to perform critical calculations sensitive to the data,
with the data from the analysis part sent directly to the cloud, for further processing, since traditional fog nodes have limited computing and storage capacity [15].

Generally, the DCs at the core nodes of the metropolitan network is of less infrastructure and complexity, and are therefore called micro DCs (mDC). This configuration has recently been highlighted due to the greater ease of management and scalability, in addition to the reduced cost and lower latency in offering services to customers [9]. On the other hand, in the MA segment, there has been a constant integration of edge computing platforms, with simpler and less costly infrastructures, compared to mDC, with the task of providing a distributed architecture that brings computing and storage services closer to the end-user [15].

2) Physical Perspective: This subsection begins with the definition of some key equipment for the construction of optical network architectures, which, in general, are employed independently of the chosen transmission system. These elements are switches, multiplexers/demultiplexers, transmitters/receivers, amplifiers, passive elements, and the transmission media, that is, the optical fiber. Figure 2 presents a list of the elements that will be highlighted below.
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**Fig. 2: Main equipment for the construction of metropolitan optical networks.**

The optical spectrum in optical fibers is divided into several windows or bands for better use of the regions with lower attenuation. Figure 3 shows the optical transmission power loss, measured in decibels per kilometer ($dB/km$). The power loss varies according to the wavelength of the chosen light and the composition of the propagation material. The lowest loss occurs at the wavelength of $1550 \text{ nm}$, inside the C band, which is commonly used for long distance transmissions, followed by the L-band. The O-band was one of the first to be used for telecommunications while the S-band is an alternative for passive network communications. Each transmission band has particular restrictions and requires specific equipment for its adoption.

**Transponders:** Transponders are signal converters from the optical domain to the electronic domain, or vice versa. At each entrance door, there is a traffic receiving device (Rx) and at each exit door there is a traffic transmitting device (Tx) [59]. In the literature, these devices are transponders [60] and transceivers [61].

The differences between a converter and optical filter, highlighted in the Subsection II-B2 is that, while an OEO signal converter transforms an optical signal to an electronic one, as a way to regenerate it, and then converts it back into an optical signal so that it is possible to activate a laser transmitter capable of emitting at the desired wavelength [4], [7], [62], an optical filter is a device that allows the selection and
passage of a specific portion of the spectrum while blocking the unselected part [11], [63]. A scheme of transceiver is shown in the Figure 4.

The building blocks of these elements were synthesized from [4], [62], [64] and are shown in Figure 4. At the transmitter, the signal is processed in the Digital signal processing (DSP) in a process capable of improve its efficiency. This signal is converted to analog signals using four digital-to-analog converters (DAC) and modulated on the modulator drivers (DRV) to avoid a degradation in quality. Then, the signal is modulated by optical modulator (OM), in-phase and quadrature components for example, and their components are combined by polarization beam combiner (PBC) to be transmitted in the optical domain. At the receiver, the polarization beam splitter (PBS) splits the signal in components that are sent to 90° hybrids to power dividing. Then, the signal is amplified with transimpedance amplifiers (TIA) to guarantee stability while makes the signal able to be converted and digitizing by the which then passes through an Analog-to-Digital Converter (ADC). In the sequence, the signal is sent to DSP to adapt the expected data rate. Transponders are formed by some transceivers modules and are able to combining and convert wavelengths [62], [64].
In terms of Tx and Rx, both the simplest and the most complex DSP blocks can be used, that is, both coherent (CT) and intensity modulation direct-detection (IMDD) transponders, are well accepted in metropolitan network architectures [4], [7]. As the fiber optic infrastructure with long routes is expensive to implement, and since operators want to take full advantage of this infrastructure by sending as much information as possible about each fiber, CT allows for various signal encoding formats with special modulations that increase spectral efficiency through signal constellations with several bits per symbol. These characteristics lead to higher data transmission rates and greater transmission range, although they are more expensive [65]. IMDD solutions are low-cost technologies, generally used in network segments with a lower transmission range, however, they need dispersion compensation methods (DCM) to tolerate signal losses during transmission, due to the chromatic dispersion (CD) problem. This problem occurs because different wavelengths of light travel at different speeds in the optical fiber, which generates a mixture of lights [42]. The DuFiNet architecture project (to be presented in the subsection III-B3) implements Tx and Rx both CT and IMDD, and all are devices with integrated tunable filter (TF) [7].

Another variety of Tx and Rx that will be adopted within the scope of metropolitan networks are the Bandwidth Variable Transceivers (BVTs) [16]. This type of equipment is responsible for ensuring transmission flexibility property due to its ability to dynamically operate the transmission bandwidth, rate, and range. To exploit all the available bandwidth, the BVTs must be operated up to a maximum value of transmission bandwidth, referring to a channel. A traffic request lower than the maximum transmission bandwidth of the BVT results in an operation with a transmission rate below its maximum capacity, resulting in the waste of a part of the available bandwidth. To overcome the problem of wasted bandwidth and provide a greater degree of flexibility, Sliceable Bandwidth Variable Transceivers (SBVTs) or multi-stream transponders have been proposed. SBVTs allow multiple optical streams to be sent to different destinations, including simultaneously, with pre-selected signal through various transmission parameters, such as modulation format, encoding, and transmission range [60]. The metropolitan network architecture presented in [24], appropriate to support 5G mobile services, it provides for the implantation of SBVTs in its infrastructure to allow dynamic configuration of optical paths, to provide low latency services, and dynamic restoration. An SBVT device has been developed through the PASSION project [29] with a capacity of up to 8 Tb/s of transmission, based on VCSEL technology (vertical-cavity surface-emitting laser) to aggregate all the data volume expected for the future of MAN (edge, 5G, HD-TV). SBVTs can receive two different classifications according to the type of optical carrier source that is used in the architecture. They are classified as SBVT Multi-Laser (ML-SBVT), a model that uses more than a conventional laser, and SBVT Multi-wavelength (MW-SBVT), which uses a single laser as a source of several wavelengths to generate the several carriers. MW-SBVT are more advantageous as they do not require the use of a guard band between channels in the creation of super-channels, but ML-SBVTs have greater freedom since each laser can be adjusted independently to tune a given frequency in a specific slot without the carrier spacing is necessarily equal [30]. Also highlighted in the literature is an SBVT model called centralized flexible optical carrier source module (Flex-OCSM) [66] which is based on a centralized controller, responsible for supplying optical carriers to all transponders of a given node, thus allowing the sharing of carriers between implanted SBVTs, which is not possible in the case of ML-SBVTs and MW-BVTs.

Splitters, Couplers and Blockers: Splitters, Couplers/Combiners and blockers are passive elements commonly used in MON mainly due to the low cost and simplicity [51], [54]. The optical splitter divide the optical signal to more than one fiber. The output power of the signal in each of the branched fibers will depend on the split signal rate for each output. Optical couplers combine two or more wavelengths in the same fiber or distribute the signal strength of one fiber over several other fibers [67]. Blockers are used in conjunction with couplers and splitters to limit the passage of certain wavelengths, ensuring that only the necessary signal is transmitted [68].
When choosing these devices, it must take into account the type of operating bands and fiber mode that will be used, as single-mode fiber devices are different from multimode fiber devices. An example of usage was shown in Figure 9 as well as in more detail in Figure 5.

When couplers, splitters and blockers are used instead of filters, some side effects can be detected. Among them is the reduction in wavelength availability, the lower range of signals due to excessive noise and bit error rate (BER), and the accumulation of out-of-band noise generated by optical transmitters, and possible interference in adjacent channels.

**Switches and Filters:** In this topic, the main switching elements used in metropolitan optical networks will be highlighted, which are Optical Transport Network (OTN) and Optical add-drop multiplexer (OADM) switches. The two main types of OADM that will be addressed are Fixed Optical Add/Drop Multiplexer (FOADM) and Reconfigurable Optical Add-Drop Multiplexer (ROADM). OADMs have important components that perform the selection of wavelengths, called filters. Thus, two types of filters used in switches will be highlighted, called Arrayed waveguide gratings (AWG) and Wavelength Selective Switch (WSS).

From the physical point of view, the first MON architectures were built in a hybrid way, that is, with a mixture of the electronic devices and optical devices. In the nodes, electronic switches based on the OTN standard ITU-T G.709 with optical links based on WDM were used. This standardization defines the format of encapsulation, multiplexing, switching, management, supervision, and survivability of optical channels that carry the data flow. Figures shows a schema of OTN nodes. Some client cards (on the client-side) and some line cards (on the optical line side) are shown as connection interfaces. Both on the client card and on the line card there is a processor that is responsible for managing data frame mapping functions. Traffic coming from the client-side is aggregated and mapped, on the respective client card, to an Optical Channel Payload Unit (OPU) frame. On the switch, the OPU frame is mapped to an Optical Channel Data Unit (ODU) container, which is then mapped to the Optical Channel Transport Unit (OTU) on the line card. In the line card, OTN standard performs digital encapsulation (Digital Wrapper) of various electronic data streams at wavelengths from each of its nodes and an OEO conversion procedure is required through transponders (Tx and Rx). Transponders will be presented later in subsection II-B2. At the wavelength level, traffic is multiplexed to be transported by an optical path or demultiplexed to some lower-level ODU container. Multiplexing and demultiplexing is performed by optical filters, which will be highlighted later.

An immediate technological advance for the implementation of OTN nodes in metropolitan networks was the introduction of more optical elements in the construction and establishment of the node. The node presented in the Figure is implemented based on stand-alone OTN node model since the OTN switch in the electronic layer and the optical layer elements are connected by short-range optical fiber, which generates many reverse fiber interconnections. This model evolved into the integrated node implementation.
model, in which the reverse fiber interconnections are removed and optical interfaces (Mux/Demux) are coupled in the same chassis as the OTN system that provides the switching functionality \cite{70}, \cite{71}. In WDM systems the device used as multiplexer/demultiplexer is the OADM.

Since the second generation of optical networks arrived, metropolitan networks have left the hybrid format and have become completely optical. The routing and optical switching nodes have been carried out by two types of OADM, named FOADM and ROADM. ROADM is also called by optical cross-connects (OXCs). Since OXC is a more generic way to refer to an optical switching device, both forms, ROADMs / OXC are often used interchangeably in the literature \cite{10}, \cite{59}.

While the main building block of ROADMs is the WSS, the FOADM can be based on AWG \cite{37}. Both are optical filters \cite{72}, but AWG \cite{44}, \cite{73} can be used as an alternative to reduce network costs \cite{52}. Figure 7 shows a simplified vision of both. FOADM allows one wavelength to be removed locally and reused, as well as allowing the same wavelength to be added to be transported in the opposite direction. ROADM allows any individual wavelengths, or multiples wavelength, to be redirected to other location, added and/or dropped at a location, and to adjust or change the add/drop setting if traffic changes occur.

FOADM allows static allocation of wavelengths, ROADM allows dynamic allocation. The configuration of FOADM is carried out manually in the place where the hardware is implanted, and the mappings of input and output ports are established for a considerable time. ROADM, being more flexible, allows hardware configurations to be made via software remotely. Also, with dynamic ROADMs, many other features can be implemented, including protection and restoration on the optical layer \cite{3}. In ecosystems with an EON transmission system, ROADM or OXC nodes are generally referred to as bandwidth-variable OXC (BV-OXC) \cite{10} or BVXC \cite{21}.

A schematic showing the composition of the WSS is highlighted in Figure 8. WSS receives all wavelength fiber through the common input port. The wavelengths are separated, routed to a variable optical attenuator (VOA) for equalizing the wavelengths power. After that, the wavelengths go through a polarization controller that redirects them to the respective output port, where they are multiplexed before being attached to the output fiber \cite{67}. Various others technologies are used in the construction of WSS. To meet EON, for example, WSS based on liquid crystal on silicon (LCOS) provides 12.5 GHz granularity \cite{74}.

Based on the presence of filters in the composition of a switching node, this node can be said to be with filter (WF), semi filterless (sFL) or filterless (FL) architecture. These concepts are exemplified in the Figure 9 through 3 nodes. They are identified as Node A for WF architecture, Node B for the sFL architecture, and Node C for the FL architecture. Input and output fibers provides connectivity from/toward other
Fig. 7: Simplified scheme of FOADM and ROADM.

Fig. 8: Simplified scheme of a wavelength selective switch (WSS). Featured is shown an enlarged view of the inner part.
ROADMs while Add/Drop interfaces provide connectivity between transmitters with source/destination at the local node. Node A is a ROADM with Broadcast-and-Select (BnS) architecture, composed of $N$ passive splitters (S) that connect the $N$ input fibers (left side of the figure), which direct the signal to each of the $N$ WSS filters on the right side of the figure. In this way, a signal that enters the node from an input fiber of the network can be sent to several output fibers. In this example, S is performing the transmission, while the WSS is selecting or filtering the signal to optimize performance. Although the passive splitter transmits each received signal, it does not normally divide power evenly between the WSS ports.

Node B has sFL architecture [63]. In this case, the signals are broadcast in all passive element outputs, such as optical couplers that combine the signals from the other nodes and the signals added locally from the signal addition port (Add) where the Txs are located, while the Rx corresponds to a signal removal port (Drop) for pre-defined channels. Although there is no implanted WSS, a type of tunable filter (TF) of low complexity is integrated into the transponder, used to attenuate with limitations the effects of general cascading of the node. This filter model is simpler, generally referred to as "lite", and is responsible for making each Rx viable for medium distances, so that digital signal processing functions are adjusted for cost reduction and energy consumption [61].

Node C, of FL architecture [63], is built using a coupler, which only divides the signal into multiple outputs, consequently causing a reduction in power [75]. Both Node B and Node C have Drop and Waste (DnW) architectures [1]. In this architecture, the removed signal propagates in such a way as to occupy the entire spectrum in the direction posterior to the location of the removal stage (drop). Network architectures that employ these two types of nodes usually have ROADMs at the ends. Thus, for transmission, the signals propagate until they reach the ROADMs, but some optical signal may be lost or become useless.

As the architecture of nodes gets simpler due to the elimination of some deployed elements, its CAPEX and OPEX also tend to be reduced. This is due to the fact that the elements eliminated are active equipment, with higher acquisition cost and responsible for the high power consumption [1], [63].

As it is more important to maintain the signal integrity of the passing traffic, to allow it to continue to the next node on its path, only a small part of the input signal strength is directed to each WSS port, with the rest directed to the network fibers. In addition, there is usually amplification at a node, to help mitigate the loss of division. Several viable ROADM and WSS architectures for metropolitan optical networks are presented in [34], [59] and [73]. Some of these architectures alter the layout of the devices on the left and right side of the figure, as is the case with the Route-and-Couple (RnC) architecture, which can be understood as the reverse of the BnS architecture, with WSSs in the left side position and S positioned on the right. Many other configurations with WSS are possible since this is the equipment responsible for defining the degree of the ROADM node.
In the context of flexible networks, ROADMIs are implemented using other specific optical components, such as Selective Spectrum Switches (SSSs), Multicast Switches (MCSs), and different transponder configurations. However, the selection and combination of these components are based on flexibility and performance requirements. MCSs are deployed in Colorless, Directionless and Contentionless Reconfigurable Optical Add-Drop Multiplexers (CDC-ROADMs). In CDC-ROADM any wavelength of the input port can be switched to any output port, and this is because the MCS provides the copy of the signal. The MCS can be seen as a kind of NxM WSSs due to the number of connections, but it is composed of a series of splitters/couplers. Other variations with less degree of flexibility are Colorless ROADM (C-ROADM) and Colorless and Directionless ROADM (CD-ROADM) [39]. WSS can, without making copies of the signal, filter arbitrary bandwidth in the form of a frequency spectrum slot from an input port to a given output port, which allows flexibility for EON and SDM operations [60].

The traffic volume characteristic of metropolitan networks requires several fibers between adjacent nodes and ROADMIs / OXCs, which leads to a much larger number of ports than the equipment used at the backbone network level [3]. For the future, ROADMIs capable of operating in the optical spectrum without grids are expected [40]. In addition, there are initiatives that seek to create a customized environment with optical elements from various manufacturers, including ROADMIs. Cross-operation with maximum coupling between the parties is possible breaking down the barrier of proprietary software within this equipment, and implementing open platforms based on agreements between operators and industries. The Open ROADM Project [76] is a example of this initiative.

Amplifiers: Amplifiers can be positioned on the input and output fibers to minimize the effects of end-to-end power loss due to cascading of multiple links when an optical path is established [77], [78]. Generally, metropolitan optical networks do not necessarily need to implement optical amplifiers or regenerators due to the average distance of the links being less than or equal to the signal span [79]. However, some projects foresee the use of erbium-doped fiber amplifier (EDFA), specifically when the C band is adopted by the architecture, still or linear semiconductor optical amplifier (SOA), in multiband architecture [78]. Two main types of EDFA amplifiers are adopted in networks without a filter in the C band, as shown in Figure 10: Line EDFA and Drop EDFA. An Line EDFA has the function of compensating for the optical power losses that occur when the signal passes through the long-distance optical fiber. Drop EDFA is useful to compensate for the losses generated by the demultiplexer/disaggregator located near the receiver so that the level of the optical signal is improved before detection. The drop splitter present is capable of dividing the power between the local matrix of coherent receivers.

In FL network architectures and in some specific topologies, more than one amplifier may be required per node. In this case, they are used inline, over limited distances without the presence of repeaters, and a drop amplifier, which in the existence of a fiber branch, divides the signal strength between the various
branches, each tuned at a given frequency [1]. In addition to assessing the need for amplification or selecting the ideal technology for signal amplification in the MON architecture, another major challenge is to identify the network points for the implementation of these elements [77].

**Fibers:** In terms of the spectral band, the MON is generally based on the C band and L band (multiband systems), operated in single-mode fiber (SMF) [1], [29], [80]. A typical fiber has a capacity of at least 50 Tb/s, which is much higher than the maximum electronic speed. SMF has a lower occurrence of interference between transmission wavelengths, however, the increase in capacity in this fiber is limited due to the nonlinear limit of Shannon, with metropolitan networks already operating at about three times more than this limit [45], [81]. An alternative to increase the bandwidth and consequently the transmission capacity in metro networks is the implementation of Multi-core fiber (MCF), which has several independent cores in which the light propagates in the creation of optical paths, although these benefits come at the cost of the need to implement more complex and more expensive equipment. Other types of fiber considered are Multi-Mode Fiber (MMF) and Few-Mode Fiber (FMF), both allowing different and independent modes of signal propagation in the core, being low cost and viable for short distances. In architectural network designs that include computing at the edge, these connection solutions can be employed to reduce the cost of the project in the access segment. Despite this, non-linear effects between the different modes can occur, and the increase in the number of modes results in increased latency in the DSP [34]. Optical communication systems that exploit the capabilities of the various cores or the many modes are called multiple-input multiple-output (MIMO) [81].

MIMO systems require filters, and for this reason, the ROADMs used in these ecosystems have Photonic Space Switch Matrix (PSM) modules, built based on WSS to connect all types of fibers. PSMs handle the traffic that arrives from other nodes or is sent to other nodes using MCF fibers. Local traffic, added or removed from the node itself, is operated using a Multi-Cast Switch (MCS) before being forwarded to the PSM [35].

**OLTs and ONUs:** Finally, in order to make this list of equipment complete, passive optical networks (PON) need to be considered, since there are MON architectures that includes the access layer. PON is an access network technology mainly based on passive components. It provide low cost of implementation and operation and provide more reliability given that it has no electronic devices in the field [82]. PONs are built with Optical Line Terminals (OLT), splitters and Optical Network Units (ONU).

The Central Office (CO) in a metropolitan network is capable of providing internet access to the access network segment. In COs, the OLT is a passive device that manages and distributes the optical signal at the provider. The optical signal that leaves the OLT is routed to a splitter, where it can be divided into different proportions, in accordance with the operator’s services. Each signal resulting from this division can be routed to a ONU, destined for the subscriber [2], [9].

The ONU is a passive device that converts the optical signal received by the OLT terminal into an electrical signal to be distributed to the subscriber [83]. The signal to be converted is normally sent to the ONU from a AWG, hosted in some remote node (RN). The remote node can be a local internet provider. Different wavelength channels are defined for downstream and upstream traffic. On the subscriber side, each ONU can send data to an OLT where frame synchronization takes place [44].

C. Metropolitan Optical Networks (MON) Topologies

In the Figure [1] it is also possible to observe some characteristics regarding the network topology. While in core and metropolitan networks, mesh and ring topologies are common, which are relatively more complex, in access networks it is common to organize nodes in chain, star, or tree topology. Some types of topologies that will be highlighted in this section are listed in Figure [11].

These topologies considered more complex provide greater connectivity, a greater number of routes, and consequently more resources, which make it possible to reduce the latency for service provision. The reason they are considered complex is due to the physical performance limitations that impact the transmission of optical signals over greater distances, leading to the need to implement more equipment
on the network to treat the signal and improve the transmission quality. Another direct reflection of the more complex topologies is the high cost of planning and operation, both due to the cost of the equipment and the energy consumption of this equipment when in operation. The ring model widely adopted in the past, today contrasts with the trend of implantation of the mesh topology [84]. The main reason for such changes is the need to adapt the infrastructure to deal with the increase in traffic and the provision of new types of services, such as artificial intelligence applications and 5G service, for example, and with the increasing number of subscribers as well as the data rate of these subscribers in the access networks [18]. Recently, the three-dimensional grid topology for metro-access tracking was presented in [44]. In this type of network topology, each node connects to two neighboring nodes along one or more dimensions. For reasons of reducing the cost of implantation and operation, the existence of chain and semi-ring or broken ring topologies, in particular, horseshoe, as is the case of the Croatian Telecom [6].

However, physical topology is not the only issue to be discussed among architectural trends for metropolitan networks. With an eye on the strategic functionality for the traffic of new services, the literature has shown that the metro and access segments have been planned together [51], [85], [86]. The Hub-and-Spoke (HnS) logical topology [83] is a proposal in which some nodes are designated as a hub, and works as a communication vehicle and aggregator between the other nodes, which are then designated as spoke. In this case, the hub nodes are represented by metro-aggregation nodes that associate the spoke nodes represented as access nodes. The main advantage in adopting a logical topology is that,
regardless of the physical topology, new policies and reconfigurations of operation can be implemented without the need to add new equipment to the underlying network infrastructure. From the point of view of traffic and services, the direct flow of communication between access nodes and nodes in the metropolitan network occurs with low latency, even though the physical topology of the metropolitan network is meshed. However, this advantage is also a constraint regarding the scalability of the logical topology. Likewise, failures in the physical infrastructure can compromise the operation of the logical topology, leading to failures in communication.

These trends for new network topologies also drive the evolution of access networks. In the past, the most common topologies were tree and chain topologies (Figure 1). Recently, the ring topology, Ring-and-spur, has been proposed for distances greater than 100 km in access networks [87], whereas the tree-and-branch topology, previously considered a more inefficient topology because it requires many amplifiers and splitters, today, it can be thought of as a new way to take advantage of the greatest amount of available optical channels, since EON technology has led to reducing the spacing of the optical spectrum grid. These topologies are an important decision when choosing which network architecture to adopt. While tree topologies or chains, more traditional topologies, require amplifiers, splitters, and optical combiner to extend the tree, mesh topologies require photonic switching elements, such as ROADM or OXCs to tune the transmission channel potential, and extensive bandwidth management. Although horseshoe and chain topologies look similar visually, structurally, when implemented, they can be different. This is because, in general, network architectures in horseshoe format have ROADM at both ends, while chained topologies may have ROADM at only one end. Chain topologies are common in the access networks segment [78] while horseshoe topologies are mainly highlighted in the MC and MA segment [42].

In [11], [88], the main restrictions for using filterless architectures are highlighted, for example: (i) is the range of the transmission system used that will decide the maximum distance between the root and a leaf, in the case of tree topology, or the maximum distance between the two ends in the case of chain topologies; (ii) as the transmission is of the broadcast-and-select type among all nodes, the capacity of the system limits the maximum number of wavelengths per fiber; (iii) wavelength reuse limit in the “drop-and-continue” architecture of the line system, which leads to the accumulation of Amplified Spontaneous Emission (ASE) and creates unfiltered channels. As these problems are more present in long-distance systems, the literature has shown that in the metropolitan network environment, and with the implementation of coherent technology, it has been possible to achieve more efficient and low-cost solutions.

Many of the new architectures recently presented in the literature were thought of as a way to keep the cost reduced and improve the performance of the system as a whole. With the various types of services and applications that are being offered on metro networks, the trend is that the number of MA nodes will increase considerably to provide greater network capillarity to the various connections for end-users, as well as the massive migration of network structures. DCs for MC nodes in the metro segment, being offered in the form of fog or mDC [9].

Thus, the next generations of metro networks need new solutions to deal with the new requirements, and such solutions can be investigated both in the field of network engineering and in the field of traffic engineering. In the field of network engineering, new network architectures are proposed, which will be highlighted below, as well as new equipment capable of providing greater bandwidth capacity, with consistent technology and efficient use of the optical spectrum. The most recent metro network architecture suggestions will be highlighted in the Section III.

III. Metropolitan Optical Networks (MON) Architectures

This section discusses some architectures for metropolitan optical networks identified in the optical transport networks literature. This work proposes a classification of the architectures presented for a further systematic discussion about transport technology trends in the next section.
In subsection II-B2 several components for the construction of networks were presented, and in subsection II-B1 the roles of nodes in these networks were highlighted. This information will be used in this section to present the MON architectures.

As shown in Figure 12 the highlighted architectures were classified into two main classes, being multilayer and single layer, as presented in the reference scientific literature [40]. To delimit the discussion, the architectures based on OTN and optical layer will be considered multilayer architectures, and the single layer architectures considered will be exclusively optical architectures. Another existing classification is the electronic single-layer architecture or metro-Ethernet, that are based on exclusively electronic transmission and switching, in which the connections are Point to Point (P2P) and whose nodes are switches or routers. This type of networks are not the object of study in this work because they belong to the first generations of communication networks, being today only designated as legacy technology and not representing an alternative for the future [40]. Nowadays, the use of these networks is generally intended for limited segments of the network [41].

Concerning single-layer architectures, a subclassification is made regarding the potential use of filters among their hardware equipment (also called degree of filtration). In this way, network architectures WF, FL, and sFL are identified. In Subsection II-B concepts were presented for WF, FL, and sFL nodes. WF architectures are composed of WF nodes. However, FL architectures are generally composed of a greater proportion of FL type nodes in the middle, and at most two WF nodes at their ends. As for the sFL architectures, as will be shown, they can be constituted in two ways: (i) several nodes of type WF and type FL, or (ii) a greater proportion of nodes of type sFL and, at most two WF nodes. A MON architecture requires at least some filtering nodes due to the considerable high number of nodes, distances and transmission quality that are common in the network segment that bridges the access networks and the core networks.

Due to the breadth of the subject of Section III useful classification for conceptual comparison were formalized based on the (i) number of layers considered; (ii) existence or not of optical filters; and (iii) degree of implementation of signal converters.

According to the attribute (i), networks are classified as multi-layer architecture, with the optical and electrical domains, and as single-layer when only the optical layer domain is considered. Multi-layer networks will be highlighted in Subsection III-A and single-layer will be discussed in the Subsection III-B.

By attribute (ii), single-layer architectures were classified as type WF (Subsection III-B2), FL (Subsection III-B3) or sFL (Subsection III-B5). This classification was not performed in multi-layer architectures, since all multi-layer architectures implement filters.

Regarding the attribute (iii), an optical network can be classified as being transparent, opaque, or translucent. This classification is important because it demonstrates how optical communication is carried out in these networks. While in opaque networks fiber is used only as a robust transmission channel and all switching work is carried out in the electronic domain, in transparent networks all functions are performed exclusively in the optical medium. Translucent nets have opacity and transparency points. The following will be highlighted for each architecture.

A. Multi-layer Architectures

The classification of multi-layer architecture fits the presented network architectures whose transport layer is multilayered, composed of electronic layer over optical layer. Architectures in this class are Pure OTN [41] presented on the Subsection III-A1, OTN over DWDM (OTN/DWDM) [71] cited in Subsection III-A2, UDWSN [51] in Subsection III-A3, in order of appearance in the literature, in addition to the HnS/WDM [89] in Subsection III-A4, ARMONIA [86] in Subsection III-A5, DISCUS [78] in Subsection III-A6 and MOMC [90] in Subsection III-A7 that are not OTN based.

While pure OTN and OTN/DWDM have electronic switches on all nodes, at UDWSN only a few optical nodes are defined for switch deployment overlapping OTN. Because they have this characteristic
in common, these three architectures are compared in the literature, as will be highlighted later. Also, pure OTN and OTN/DWDM have been commercially available architectures for some time, while UDWSN was recently proposed and is not yet expected to be commercially available. In this way, it can be inferred that the trend for the future is to reduce the use of OTN in the transport layer and still push it to the edge of the network, at communication points that reduce the number of hops for communication, for example, the network edge at the front-haul layer of mobile networks. Another possible trend is the narrowing of the communication channels, with flexible grid and end-to-end communication. These alternatives can contribute to the reduction of latency in the establishment of optical paths, making the technology able
to meet the requirements of the new services available at the edge of the network.

1) Pure OTN:

**Composition and functioning:** Metropolitan networks with pure Optical Transport Network (OTN) architecture, standardized by ITU-T G.709 [41], have electronic OTN nodes, and their links and interfaces are optical, and the communication is point-to-point. Versatile, it allows the construction of several different topologies, from chain to mesh [40]. The Figure 13 shows a representation of pure OTN architecture with its metro-core segment (Subsection II-B1) and mesh topology (Subsection II-C). The detail on the right shows the physical composition of the node based on the elements presented in Subsection II-B2.

**Advantages:** Pure OTN architecture is widely used in legacy networks due to the easy of updating and low cost of implementation while ensuring aggregation of traffic in the optical domain and reducing waste of wavelengths. For this reason, although it is one of the oldest architectures in use, it is still a viable solution alternative for the metropolitan network as it allows multi-service at low rates, such as sub-10 Gb/s [27]. Pure OTN is cited in several recent works [4], [52], [54] for comparison with the most current technologies and which will be discussed later in the next sections. Another great advantage of this architecture is the facility for virtualizing operations using a software-defined network (SDN) and supporting new types of traffic of varying granularities due to its encapsulation property [52].

**Disadvantages:** However, pure OTN is still one of the architectures that most leads to increased costs related to the energy consumption of the equipment involved, since OEO conversions occur on all network nodes and the routing is point-to-point. The extensive use of OEO conversions results in a considerable and unnecessary increase in latency of connections [4].

**Applications:** For network providers, it is easier to leverage legacy infrastructure than to implement entirely new projects at the regional level due to size, cost, and complexity [45], [85]. In this way, pure OTN remains a researched field today. The main developments identified in the literature for pure OTN are related to the development of mobile communication networks with 5G technology. The study group ITU-T Study Group 15 (ITU-T SG15) and the International Mobile Telecommunications IMT-2020 (5G) have been working on the construction of technical specifications for the deployment of the 5G network with the support of optical networks [91]. Also, new OTN equipment has been produced to include a common public radio interface (CPRI), making up a network segment called “full-stack” OTN [38], with communication interface with the mobile network. This trend has been highlighted as Mobile-Optimized Optical Transport Network (M-OTN), version of OTN to support 5G technology, carrying the client signal in the fronthaul communication layer [39], being implemented mainly in tree topologies, which in
TABLE I: Pure OTN main features.

| Advantages                        | Disadvantages                                      | Applications                     | Equipment                  | Scope | Topology | ToS |
|-----------------------------------|----------------------------------------------------|----------------------------------|----------------------------|-------|----------|-----|
| Easy and low cost implementation | OEO conversions on all network nodes and high energy consumption | Metro segments interconnections  | Stand-alone OTN Switches    | MC    | Many     | P2P |

Fig. 14: OTN over DWDM Network architecture in mesh topology

comparison with ring topologies, allows reducing access latency [92]. Some characteristics of Pure OTN are highlighted in Table I.

2) OTN / DWDM:

Composition and functioning: OTN combined with DWDM technology, defined by ITU-T G.872., was designed based on pure OTN (Subsection III-A1) to explore optical bypass, reducing the use of OEO conversions at each hop, and further reducing the use of WDM ports in the FOADM/ROADM. The structural organization of OTN / DWDM is similar to that of pure OTN architecture (Subsection III-A1), as shown in the Figure 14 but the physical organization has differences. OTN / DWDM represents an improvement over Pure OTN by reducing OEO conversion points for the same network segment. OTN / DWDM nodes can be either stand-alone OTN or OTN integrated with OADM, as shown in Section II. The architecture supports OADM of various types (FOADM or ROADM), due this, it was the first architecture where it was possible to perform end-to-end (E2E) optical switching.

Advantages: The E2E type of switching represents an economy in the use of expensive wavelength transponders, since OEO operations are only necessary at the origin and destination of the connections. Besides, other advantages are the potential reduction in energy consumption and network latency related to OEO conversion, which potentially occur to a lesser extent [70], [71]. Another important point is that it is easy to handle the OTN layer or the optical layer separately, without major interference in the network. OTN over DWDM easily enables to mixed architectures composed of nodes with pure OTN and OTN/DWDM, especially to take advantage of legacy hardware equipment and implementing the concept of unbundled network architecture [39].

Disadvantages: The cost of ROADMs is still an issue to be considered and has led to the study of new cost-effective design for nodes [33], as well as filterless alternatives for metropolitan networks [13], [61]. Considering the high number of nodes in the metro network, the cost can be prohibitive. Due to the need for a greater number of channels to meet future demands, operators will need to increase investments in more robust equipment.

Applications: E2E connections on the OTN/DWDM network to the detriment of Pure OTN point-to-point connections, make this architecture an alternative solution for 5G technology due to the lower power consumption (least amount of OEO conversions). The most recent literature in terms of OTN/DWDM
TABLE II: OTN / DWDM main features.

| Advantages                        | Disadvantages                                      | Applications                      | Equipment                                      | Scope | Topology | ToS |
|-----------------------------------|----------------------------------------------------|-----------------------------------|-----------------------------------------------|-------|----------|-----|
| Easy and low cost implementation  | Reduced OEO conversions and number of WDM ports used | Metro segments interconnections    | stand-alone OTN and ROADM or OTN integrated with ROADM | MC/MA | Many     | E2E |

architecture has focused on optimizing the capacity of the transport network [84], in adding coherent transponders [46] and the use of this architecture for the feasibility of implementing 5G technology [39], [41]. As for capacity optimization, [84] proposes an optimization model that creates transmission tunnels whenever the traffic capacity between any pair of nodes is above a given limit defined by the operator. The advantage is that these tunnels are configured for each pair of nodes, using the path computing algorithm of multilayer transport networks of various technologies (SDH/SONET, IP/MPLS, OTN/DWDM), resulting in optimization between layers, that would not be possible if each layer or technology optimization was done independently.

The relationship between OTN/DWDM and 5G mobile networks derives from the industry consensus for this new sector since OTN/WDM technology should serve as the underlying physical layer infrastructure for 5G, allowing Ethernet services (in the form of FlexE) more dynamic [41]. To that end, 5G requires an infrastructure that is adaptable and resilient to multiple fiber failures, providing compromised service levels to end-users while significantly reducing the cost of the network compared to a traditional OTN switched network. Similarly, [39] describes an universal OTN switching model, which includes completely protocol-independent switching features, which seeks to aggregate traffic frame-by-frame across all ports on any layer of the system. Some characteristics of OTN/DWDM are highlighted in Table II.

3) UDWSN:

Composition and functioning: The Ultra-Dense Wavelength Switched Network (UDWSN) architecture, proposed in [53], is a special type of elastic optical network, a DEON, whose main difference is the implantation in metropolitan networks of specific WSSs with configurations of ultra-fine spectral granularities, below 12.5 GHz, characteristic of EON [4]. Thus, it is possible to experiment with four different types of spectrum granularity: 5 GHz, 6.25 GHz, 10 GHz and 12.5 GHz [51]. The architecture in question is based on low-cost optical equipment and passive elements, balanced and distributed with others of higher cost or that are still being designed by the manufacturers.

The Figure 15 describes the model of the UDWSN architecture. Each MC node in this architecture consists of WSS-based ROADM with 50 GHz channel spacing and coherent transponders (CT) with ultra-fine granularity. The MA nodes are formed by IMDD transponders and a passive element (PE), to be decided according to the sub topologies of the rest of the access network. PE were highlighted in Subsection II-B2. As there may be sub topologies of nodes in the form of chains or trees, PE can be of two different types of multi/demultiplexer: UD-blockers in the chain branches and UD-AWGs in trees. In each aggregator MC node there is an OTN switch installed that is responsible for aggregating the traffic demands of the access part of the network, which are numerous and of low granularity.

The two network segments are also classified as symmetric (in the MC part) and asymmetric (in the MA part) in terms of the traffic characteristic of their respective regions. In the symmetrical traffic segment, origin and destination have the same characteristics, so the speed of traffic is the same in both directions. When the network segment has asymmetric traffic, the downlink data transmission speed is different from the uplink speed, and these are defined by different routes for each of these services, exactly because the origin and destination have different characteristics. Both, downstream and upstream flow can take different routes due the possibility of existing drop and add signals at two dedicated wavelengths. With the use of CT in the center of the network, where there is greater traffic, single equipment of this type can support many subcarriers transmitted to different MA nodes using OOFDM and, in the part of the access network, with IMDD transponders the direct modulation scheme is employed for MA nodes [51], [54].
**Advantages:** According to [4], [51] and [54], the main advantages that support the UDWSN architecture are the following: (i) the exploitable bandwidth granularities are so small that they reduce the underutilization of optical spectrum resources, since only enough spectrum is allocated to meet the demands; (ii) the architecture allows the end-to-end optical switching of data traffic on the network, and this idea results in a reduction in energy consumption, due to the elimination of the need for OEO conversion; (iii) Another advantage resulting from the elimination of OEO conversion in the intermediate nodes is the optimization of latency, since these operations consume extra fractions of time; (iv) with narrow spectrum granularities, the number of channels (optical spectrum slots) that can be offered is quite high compared to the optical transport technologies in the metropolitan network today, which makes UDWSN architecture a good commercial solution; (v) due to the short distances prevalent in the metro network segment, and by taking advantage of coherent transmission technology, more advanced modulation formats, and consequently better digital signal processing speed, can be used to improve the transmission efficiency.

**Disadvantages:** The authors [54] affirm that it is also possible to implement other combinations of equipment using coherent technology in the network as a whole, to improve the performance of the network, however, this idea incurs an increase in the costs of implanting equipment, mainly concerning the access network part. Some other noted disadvantages are: (i) even if a granularity as fine as 5 GHz is possible to be adopted in a metropolitan network, serious wastes of optical spectrum resources will still occur, considering that the predominant majority of traffic demands are relatively small, ranging from sub-1 Gb/s to 10 Gb/s, and this quantity does not completely occupy the available bandwidth per channel. This problem is aggravated when using 10 GHz or 12 GHz granularities. Thus, data aggregation is required; (ii) there are technological limitations to be considered in the process of developing optical equipment with spectral resolution as thin as 5 GHz, (iii) WSS equipment with bandwidth as small as for the highlighted granularities (5 GHz or 6.25 GHz, for example) need to be manufactured and its cost, which is dependent on this measure of bandwidth, is relatively high [33]; (iv) as well as in core networks with EON technology of optical transport, the application performance can be impacted by the fragmentation of the optical spectrum, with the UDWSN architecture, this problem can occur more frequently, since most demands in this network scope have origin and end in the metropolitan network itself.

**Applications:** UDWSN is viable for deployment of integrated metro and access networks. It becomes an alternative to meet the demands of the metro segment as it represents a flexible approach while offering...
TABLE III: UDWSN main features.

| Advantages                                                                 | Disadvantages                                      | Applications                                | Equipment                              | Scope | Topology | ToS |
|----------------------------------------------------------------------------|---------------------------------------------------|---------------------------------------------|----------------------------------------|-------|----------|-----|
| Ultra-fine spectral granularities, enables mesh architecture on Metro      | Some elements with high cost and high impact on the spectrum fragmentation | Metro segments interconnections             | Stand-alone OTN Switches | AWG   | Mesh Tree | E2E |
|                                                                            |                                                   |                                             | IMDD transponder                       |       | Chain    |     |
|                                                                            |                                                   |                                             | Coherent Trasnponder                   |       |          |     |
|                                                                            |                                                   |                                             |                                        |       |          |     |

Fig. 16: Logical Dual Hub-and-Spoke over physical WDM Architecture.

greater capacity for different types of services [54]. This architecture is proposed as a low cost solution to replace pure OTN and OTN / DWDM. Some characteristics of UDWSN are highlighted in Table III.

4) HnS / WDM:

**Composition and functioning:** The Dual Hub-and-Spoke over WDM (HnS/WDM) architecture is a multi-layer approach composed by Ethernet switch over mesh WDM network. In the optical layer all nodes have ROADMs. In the electronic layer, if the node plays the role of metro-core, an Ethernet Core Switch is implemented. A Ethernet Edge Switch is implemented on nodes that are metro-access [89]. While DWDM offers protocol independence, so operators can carry any data traffic, provide storage and TDM services, Ethernet guarantees low transfer rates that match many of the services that are offered. The HnS logical topology can be implemented on such physical architectures to contribute to the improvement of the communication time made possible by reducing hierarchical levels.

Figure 16 is a schematic representation of the HsN/WDM architecture. The logical topology shows the two MC nodes that are the destination hubs of the metropolitan network in which they are located PoPs, and also aggregate the MA segment data, which are mainly CO to which the network operators provide connectivity. In the optical layer, end-to-end lightpaths are established between the MC and MA nodes, since every MA is directly connected to at least one MC.

**Advantages:** This heterogeneously organized environment is favorable to energy savings compared to a metropolitan network environment in which all nodes implement large switches. The main differential of this architecture for the others presented is the focus on logical topology following the HnS model. Physical meshed or hierarchical ring architectures incur multiple levels of communication between the access segment and the hub that is the gateway to the backbone network level. These multiple levels end up leading to longer routes and, consequently, multiple hops. The logical topology determines the
TABLE IV: HnS / WDM main features.

| Advantages                                      | Disadvantages                        | Applications           | Equipment                          | Scope | Topology | ToS |
|------------------------------------------------|--------------------------------------|------------------------|------------------------------------|-------|----------|-----|
| Low latency to meet requests.                  | Increase in energy consumption.      | Metro segments interconnections | ROADM Ethernet Core Switch Ethernet Edge Switch | MC/MA | HnS      | E2E |
| Reduces the amount of hierarchical levels.      |                                      |                        |                                   |       |          |     |

5) ARMONIA:

Composition and functioning: The ARMONIA architecture is an architecture that comprises the unification of the core segment (with MC nodes) and aggregation segment (with MA nodes) of the metropolitan network, as well as the access segment, which is self-configurable due to the implementation of monitoring with telemetry service [86].

The main strategy of this architecture is to consider the unification of these various segments to facilitate the dynamic operation of the network while taking advantage of the use of coherent transponders for high capacity transmission and to obtain data about the transmission that are used by the telemetry agents. ARMONIA can be deployed in a distributed or centralized manner and is usually organized in multiple layers. The number of layers is defined according to the network size or operator objectives.

Figure [17] shows a schematic representation of ARMONIA architecture. The MC node segment is considered the upper layer of ARMONIA. The aggregation node MC, colored in gray, is considered as an intermediate layer and can be deployed at various levels of aggregation, according to the network size or operator objectives. The MA node segment is considered the lower layer. The layers of MC and MA nodes are built based on ROADM and coherent transponder, and implement NWDM, a flexible transmission system. Amplifiers are used when needed. The services are provided on an end-to-end basis. The MA node segment, considered as the edge of the network, contain IP routers installed to collect and aggregate access network traffic (fixed and mobile) and better take advantage of transmission resources. Each MC node connects PONs and mobile network. The PON are based on OLT-based components to ensure cost savings at strategic points to support edge computing services. In Figure [17], some nodes marked by a red circle represent locations where additional resources are installed, such as computation and storage resources. The resources available on some MC node are of greater capacity than the resources available on some MA node.

In addition to an integrated infrastructure, ARMONIA also has integrated control and management. The ARMONIA architecture also has a QoT estimator for optical paths and traffic predictors. The QoT estimator is based on linear regression and Machine Learning (ML) and uses information from the location of the implanted amplifiers and links to analyze the validity of an optical path before its establishment.
Traffic predictors are based on Long Short-Term Memory (LSTM) networks, a recurrent neural networks (RNNs) algorithm, and Prophet, a Facebook time series forecasting algorithm. Traffic forecasts provide solutions for more efficient resource allocation and it is a differential of ARMONIA in relation to all other architectures covered in this work. The solutions of this architecture are designed mainly to serve Network Slice services and virtual network services.

**Advantages:** The flexible approach of the ARMONIA architecture and the distribution of resources across the network ensure greater agility for high-priority and low-latency services, especially for intra-metro connections. Unified operations across network segments ensure the establishment of end-to-end paths in the optical layer, and also contribute to reduced latency. Intelligent algorithms that help control and manage the network are extra tools, useful to improve operator decision making. The availability of extra resources and some network points reduces the capital and operational cost for the operator, freeing him from equipping all nodes equally. Furthermore, the amount of resource may increase over time according to the demand for the services.

**Disadvantages:** The ARMONIA architecture foresees a greater amount of hierarchical levels along the unified segments to increase the aggregation points. The increase in the number of levels represents a greater amount of hops for the establishment of optical paths. Longer paths can potentially increase the blocking rate of requests, in addition to increasing latency. This is an issue that must be taken into account by the operator, as metro networks tend to have many nodes. Another big challenge is related to unified control and management. Globally, maintenance and updates may be required frequently, and because of this, the operator needs to ensure that the behavior of the network is not affected.

**Applications:** The ARMONIA architecture serves the entire metropolitan network segment and provides agility and dynamism, especially for mobile network services, access networks, cloud computing and edge computing. Table V summarizes the main features of the ARMONIA architecture.

6) DISCUS:

**Composition and functioning:** The architecture highlighted by the DISCUS FP7 consortium is also a solution combining the metro and access segments, implementing multilayer with IP router, Ethernet switch and ROADM for DWDM in the metro nodes. In access nodes Long-Reach Passive Optical Networks (LR-PONs) is implemented. A simplified representation of the DISCUS architecture is shown in

![ARMONIA multilayer metropolitan network architecture.](image-url)
TABLE V: ARMONIA main features.

| Advantages                                                                 | Disadvantages                                      | Applications                  | Equipment   | Scope   | Topology | ToS |
|---------------------------------------------------------------------------|----------------------------------------------------|-------------------------------|-------------|---------|----------|-----|
| Monitoring with telemetry service; Customizable number of layers          | Higher latency due to potentially higher number of layers | Metro segments interconnections | ROADM       | MC/MA   | Mesh     | E2E |
|                                                                           |                                                     |                               | CO-BVT      |          | Ring     |     |
|                                                                           |                                                     |                               | OLT         |          |          |     |
|                                                                           |                                                     |                               | IP Router   |          |          |     |
|                                                                           |                                                     |                               | MC/MA       |          |          |     |
|                                                                           |                                                     |                               | Mesh        |          |          |     |
|                                                                           |                                                     |                               | Ring        |          |          |     |
|                                                                           |                                                     |                               | E2E         |          |          |     |

Fig. 18: DISCUS architecture comprising a meshed flat optical access and metro networks.

Figure [18] MC/MA nodes are Clos optical switches[50] multistage allocated in CO, with large number of ports, and implement DWDM to tolerate multiple wavelengths in the access segment. The MC/MA node segment is a translucent network where IP routers are implemented, with OEO conversion on some of the nodes, generating islands of transparency. The presence of IP routers is mainly used to communicate to and from other metropolitan networks. This segment is called by the authors as flat network. In turn, the LR-PON in the access segment connects the access nodes and nodes with amplifiers to the MC nodes. There may be several stages of signal amplification and splitting due to LR-PON until the service reaches subscribers. Every LR-PON starts and ends at an MC/MA (dual-homed) node for protection reasons. The sharing of resources in the access network is done through the implanted splitters, which requires nodes with amplifiers to support the bandwidth division rates at the division points. The metro segment can be designed with mesh topology, while the access segment follows the chain topology model or "open ring" (horseshoe). However, the logical interconnection at the access nodes is done through a tree topology.

Although the authors emphasize the presence of MC nodes, a segmentation of MA nodes is not mentioned, as occurs in other architectures (such as the architecture in Subsection III-A5 for example). However, due to the nature of the LR-PON, which combines the metro network and the access network in a single network and having connections established directly, MCs nodes also accumulate MA nodes functions, such as switching, routing, and data aggregation, since the main objective of the architecture is to reduce the number of nodes in the topology.
Advantages: The DISCUS architecture aims to reduce the number of nodes and OEO conversion points in the metro segment, being a bet for regions of convergence of fixed and mobile networks in the metro segment. The main strategy of this architecture to reduce deployment costs in the long term is the sharing of nodes and equipment by as many customers as possible. Additionally, the reduced number of hierarchical levels contributes to lower latency.

Disadvantages: Some disadvantages of the architecture can be highlighted. With OEO implemented in all nodes, it is not possible for multiple line rates to coexist. Also, the reduction in the amount of nodes implies greater traffic congestion at peak times. Due to the functions of the electrical layer, energy consumption can be considerably high by metro network standards when considering future traffic trends. In addition to the increase in power consumption, the electronic layer adds extra latency to services.

Applications: According to authors [78], the DISCUS architecture is especially advantageous for residential and mobile backhauling clients, due to the variety of services offered, such as point-to-point, point-to-multipoint (P2MP) and multipoint-to-multipoint (MP2MP) services connections. Table VI summarizes the main highlights of the DISCUS architecture.

7) MOMC:

Composition and functioning: The Modular Optical Metro-Core (MOMC) architecture is highlighted in [24], [35] and [90]. The motivation behind MOMC is to propose an architectural solution to meet the traffic services and new applications that will be required by 2030, according to current forecasts for the coming decades [90].

MOMC modular approach makes it possible to scale the architecture, following the "pay-as-you-grow" concept and, although it consists of many hierarchical levels, the main idea is to increasingly implement transparent circuits along with these levels, to reduce the need for OEO conversion and reduce latency in service delivery. The SDN-based control plane provides flexibility in adjusting components, channels and power consumption.

A MOMC architecture scheme is shown in Figure [19] according [90]. This architecture is based on WDM optical transport technology and at all levels, nodes are based on ROADMs. However, there is a difference between the switches implemented at each level, mainly regarding the degree in ROADM. The 5 hierarchical levels are L1, L2, L3, L4, and L5. The L1 level is closest to the core networks, with MC1 nodes, represents the core-segment edge MC and comprises nodes that are gateways for WAN. L2, on the other hand, with MC2 nodes, represents the border between the MC-MA segments and comprises nodes that are gateways to services such as IPTV and Content Delivery Network (CDN), for example. The MA segment is divided into two aggregation stages, as MA1 and MA2,highlighted by levels L3 and L4, respectively. MA2 in L4 is responsible for aggregating access network traffic, while MA1 in L3 handles aggregated traffic. The nodes presented at levels L1, L2, and L3 can be of the same architecture and capacity and can implements CDC-ROADMs, 25 GHz bandwidth granularity, specific coherents SBVTs with large capacity for aggregate traffic of the order of Tb/s [29] and multinucleated fibers (MCF) in the SDM perspective and with modern equipment capable of climb easily. The L4 level can be implemented with low-cost 2-degree photonic integrated mini-ROADMs.

However, due to the cost and the better use of legacy architectures, architectural restrictions are imposed on nodes in L3, which represents critical points due to their higher aggregation rate compared to the other levels, routes the traffic directly to L1 or L2 (Figure [19]). Finally, L5 represents the access network, where it is located the edge network with the layer of client devices, commercial VPN, telecommunications

| Advantages | Disadvantages | Applications | Equipment | Scope | Topology | ToS |
|------------|--------------|--------------|-----------|-------|----------|-----|
| Node multifunctional as MC/MA(Lower capex); Low cost due accumulation of functions by nodes | Possible bottlenecks due to the accumulation of functions in some nodes in the transparency islands | Metro segments interconnections | ROADM CO-BVT PON equip. IP Router Eth. Switches | MC/MA Access | Mesh | P2P P2MP MP2MP |
network antennas (Remote Radio Head - RRH), OLTs, among other elements. A large number of levels was designed to distribute functions across network scopes. The electronic layer at all levels is composed of Ethernet switch, but the goal is to make the connections between layers L2, L3 and L4 end-to-end, reducing the need for OEO conversion.

To make MOMC cost-effective and share resources with 5G mobile networks, in [24] is proposed a mapping of the locations of CU, DU and RRU in the hierarchy of MAN nodes. The mapping serves to indicate the locations where the most needed resources, such as processing and storage, can be added so that cost and latency are reduced. In this mapping, the core segment of metro (L1 and L2 levels) operates as Backhaul for 5G network interconnecting Next Generation Core to Centralized Unit (CU). Midhaul segment is the interface between CU and Distributed Unit (DU) operating in the MAs, that is, L3 and L4 levels, with different functionality. The Fronthaul segment is mapped in L5 and interconnects DU to Remote Radio Unit (RU). However, there are other function distribution models for the 5G mobile network in the metro. This models takes into account the bandwidth and latency of transport, as well as the inherent processing complexity [93]. Such models will not be discussed here as they are outside the scope of the work.

Advantages: The "pay as you grow" approach in architecture allows components to scale without major disruptions in services. The high-capacity elements implemented in the network topology allow efficient establishment of services, even in a scenario of competing network services. Furthermore, most levels work transparently, establishing end-to-end paths with less latency and reduced power consumption.

Disadvantages: Since most operations are implemented as packet-based switching, further investigation is needed to determine the power consumption for various types of services, where OEO conversions are required. The various layers of the network can represent more hops and higher latency for some types of high-priority applications, which can result in blocked service. These issues deserve more attention, especially when the applications in question are related to IoT and mobile networks, due to their strict requirements.

Applications: The MOMC architecture was specially designed to serve and share resources for mobile network, C-RAN, edge-cloud computing, access segment and IoT applications. The main features
TABLE VII: MOMC main features.

| Advantages                                      | Disadvantages                  | Applications                  | Equipment                | Scope | Topology | ToS |
|------------------------------------------------|--------------------------------|--------------------------------|--------------------------|-------|----------|-----|
| Low cost                                        | ‘pay-as-you-grow; Provides services for edge computing, mobile and access networks | Many hierarchical levels; Requires OEO; Both increase the latency; | CDC-ROADM WSS CO-SBVT IP Router | MC/MA | Ring     | E2E P2P |

of the MOMC architecture are highlighted in Table VII

B. Single-layer Architectures

In this section, the new single-layer metropolitan network architecture will be presented. Moreover, it will present the WF, sFL, and FL classifications. The main inferences that can be made in the light of this classification are as follows: (i) WF networks are generally more expensive and more robust than the FL and sFL variations; (ii) the reduced cost of implementing and operating the FL and sFL variations is a great motivator for network operators and can be a good alternative to support 5G technology and its progressive increase in capillarity, through the implementation of mid and fronthaul infrastructure.

However, while the FL and sFL networks suffer from the limitation in the optical range of the signal due to the removal of the optical filter. In this scenario, each transmitted signal occupies the entire network, and when passing through the splitters, there is a greater insertion loss (IL) than would occur if filters were being used. Also, an increased consumption of a larger portion of the frequency spectrum occurs due to the presence of unfiltered signals. In the WF networks, when optical signals pass through several of these filters, the equivalent bandwidth of the resulting channel can be significantly reduced, resulting in spectral distortions and distortions resulting from optical signal to noise (OSNR) [94].

MON With Filter (WF) - Optical filters are devices that select a segment of the optical spectrum while blocking unwanted parts of that optical spectrum. These devices do not require OEO conversion, and therefore do not incur an increase in electricity consumption when optical bypass is applied for not requiring additional transceivers. Some types of optical filters have been presented in Subsection II.

1) MEON:

Composition and functioning: Pure OTN architectures (Subsection III-A1) and OTN/WDM (Subsection III-A2) are based on WDM transmission technology. In contrast, Metro Elastic Optical Network (MEON) are optical networks with EON transmission technology. MEON was first mentioned in [10], in 2013, and have recently been highlighted in [17], [18], [19] and [21]. Whereas pure OTN and OTN/WDM make use of several intermediate amplifiers in their respective optical links, for MEON the use is dispensed under the argument that the distances are sufficiently short. The few amplifiers employed are located at the input and output flow of the nodes, and only to ensure efficient power for signal processing steps at the nodes [19].

In the MEON architecture, as shown in Figure 20, the nodes in the metro-core segment are composed of BVXC and several BVTs operating in an arbitrary and continuous set of spectrum slots with a granularity of 12.5 GHz in the frequency spectrum of the optical fiber, as highlighted in Subsection II-A. The flexibility required in this architecture can be achieved using different technologies, such as OOFDM, Nyquist WDM, and time-frequency packing (TFP) [22], [23], [95]. While the architecture presented in [10] has a ring topology, the topology implemented in [17], [18], [19] and [21], for example, are mesh.

The MEON architecture is identified with both DEON and EON transmission systems. In the MEON architecture presented in [19], the nodes do not have a buffer (buffer-less cross-connect) and the fiber bandwidth of 4 THz is divided into 640 frequency slots with a granularity of 6.25 GHz, thus it is a
Fig. 20: Metro Elastic Optical Network (MEON) architecture in mesh.

| Advantages | Disadvantages | Applications | Equipment | Scope | Topology | ToS |
|------------|---------------|--------------|-----------|-------|----------|-----|
| Largest number of channels available | Higher CAPEX; Higher spectral fragmentation; | Metro segments interconnections | BV-ROADM CO-BVT | MC/MA | From Ring to Mesh | E2E |

DEON. Additionally, some works approach MEON from the traditional EON with FSU of 12.5 GHz, as in [17], [22], [23], [47], [96].

With this configuration, the node will have a lower cost in comparison with the cost of equipment of the same technology implemented in core networks. However, due to the lack of buffers, a request can be blocked immediately because there are no slots or BVT available, which results in the generation of a minimum delay in the network configuration. On the other hand, in [21] there are buffers at the nodes at the edge of the network. The transponder is fed by a packet queue in the limited size buffer in the electrical domain, where the traffic shaping process takes place. The network control plan, based on SDN, performs a three-stage process to configure the modulation format, spectrum width, and central frequency of these transponders so that the highest bit rates are attributed to the shortest transmission distances. Note that the electrical domain is considered only for the nodes that originate the transmission. Already in [18] and [17] the EON architecture is explored in the metropolitan network and the use of amplifiers is not mentioned, and 100 slots are still considered for links with a bandwidth of 12.5 GHz. These differences in attributes signal that, while a specific architecture is not defined, many technologies can be tested for performance analysis.

Advantages: The large number of channels that can be configured is an advantage that can represent new business opportunities for operators, since the available capacity of spectral resources can surpass those of other architectures. The fine spectral granularity is ideal for serving a multitude of low data rate services that are common in metro networks. At the same time, with MEON, superchannels can be formed to meet large aggregated demands of underlying network segments. Reduced latency is also expected due to the establishment of transparent and end-to-end lightpaths.

Disadvantages: The biggest challenge for the implementation of MEON architecture may be the high cost related to the acquisition and installation of new equipment, since the technology represents a major paradigm shift compared to the infrastructure in operation today. Furthermore, the problem of spectral fragmentation resulting from the inefficient exploration of spectral capacity in the constant arrivals and departures of new connections, which generates holes in the spectrum, can be more complex to be solved in metropolitan networks, due to the greater number of service connections.

Applications: MEON is designed for metro-core segment due the high capacity and spectral granularity capacity [17], [18]. However, the technology is likely to be applied in long-distance networks, especially for implementing various formats of modulation of the signal adaptable to distance [97]. A summary of MEON architecture highlights is shown in Table VIII.

2) SIMON:
Fig. 21: Star-in-ring topology of the proposed SDN-like Innovative Metro-Access Optical Network (SIMON) architecture.

Composition and functioning: Described in [2], the SDN-like Innovative Metro-Access Optical Network (SIMON) architecture, with a star-in-ring topology, was also designed to support the deployment of edge computing. As shown in Figure 21, a scheme is proposed to explain the composition of the SIMON architecture. The DWDM transmission system is implemented from the metro edge, that is, MA nodes, to the access segment region. All MA nodes are based on ROADMS. However, to balance cost and capacity, some of these nodes are based on 3-degree ROADMS, and others are 4-degree ROADMS. Only nodes with higher degree connect directly to OLTs. The central topology is ring and has about 100 DWDM channels. Because of this, each tree composed by ONU in the access region created from an MA node, can have up to 100 units of ONU equipment, in transparent point-to-multipoint connections, based on DWDM-PON, in which each ONU corresponds to a wavelength. A SDN controller provides centralized management. The role of the controller is to assign channels dynamically as requests from the ONU arrive to establish a possible optical path.

In Downstream (DS) direction, signals are allocated in the S and C band, while the upstream (US) signals are allocated in the O band. The bit rate that can be achieved on each channel can be configured at up to 10 Gb/s with one channel spacing of 50 GHz bandwidth and 100 GHz.

Advantages: SIMON architecture is capable of facilitating resource management for dynamic traffic environments, and the centralized controller enables programmable operations. According to the authors [2], the topology of this architecture can be modified to mesh at a low cost. The establishment of circuits takes place without the need for OEO conversion. Thus, the architecture guarantees reduced latency, especially for applications that require resources in the access segment, where physical distances are smaller.

Disadvantages: The number of ONUs defines the number of channels arranged in the ring network segment. This architecture is scalable to up to 100 DWDM channels, that is, 100 ONUs connected to a ROADM. If the number of ONUs is greater than this limit, then denser packing of wavelengths would be
TABLE IX: SIMON main features.

| Advantages                  | Disadvantages                      | Applications                  | Equipment       | Scope | Topology     | ToS |
|-----------------------------|------------------------------------|-------------------------------|----------------|-------|--------------|-----|
| Support to edge computing;  | Limited scalability to 100 OLT/DWDM| Metro segments interconnections| MD-ROADM OLT    | MA    | Star-in-Ring | P2MP|
| Costs reduced;              | channels;                          |                               | ONU             |       |              |     |

necessary. Due to this limitation and considering the fixed spectral grid transmission system, the scalability of the system in the long term and with reduced cost can be a difficult objective to be achieved. In this way, link overload can compromise the performance in the nodes of the smallest degree. The installation of new ONUs may require the implantation of new fibers, superimposed on the ring topology.

Applications: The SIMON architecture was designed to bring mesh topology to access networks at a low cost. Even with the high CAPEX arising from the massive deployment of ROADMs, the architecture may be able to ensure the trade-off between cost and efficiency. Thus, this infrastructure can especially support mobile computing and edge computing services and applications. A summary of SIMON architecture highlights is shown in Table IX.

3) TDGMON:

Composition and functioning: In [44] the Three-dimensional Grid Metro-Access Optical Network (TDGMON) architecture that includes the metro-access segment and the access segment is presented. The idea is to expand the number of lines available in the access segment with the implementation of nodes in a three-dimensional grid. In the MA node, the CO is located, while in node A, seen as a remote node (RN), several transversal and longitudinal rings are implanted along with the ONUs, as shown in Figure 22. In the connections shown between both nodes, two optical fibers are used (red and blue colors), one of which is the protection link. In the CO there are tunable Tx and Rx, which use differential phase-shift keying (DPSK) modulation format, ROADM in 1:2 configuration, in addition to optical circulators, EDFA, MUX, and DEMUX amplifiers. This node configuration is very similar to that of other architectures shown earlier. Node A is based on NxN AWG in CWDM connecting several rings with ONUs. In optical fiber interconnections between ONUs, the optical spectrum is divided into spectrum intervals called free spectral ranges (FSRs), with the wavelength allocation occurring periodically in fixed paths with peer-to-peer communication. Simultaneously, signal transmission can occur in US (from right to left), DS (from left to right) and in direct communication, in the transversal and longitudinal directions.

Advantages: The architecture also implements four levels of protection, described as follows: (i) protection against fiber failure of the wavelength feeder, in cases where the failure occurs in the working fiber between CO and RN and a port exchange is performed on the optical switch so that the transmission to the protection fiber is switched and the tunable transmitter emits the wavelengths on that designated fiber; (ii) Distribution fiber failure protection, similar to the previous mechanisms, but guaranteeing resilience to multiple distribution fiber failures while maintaining power; (iii) Protection against fiber interconnection failure, in the case where the cross interconnection fiber between two adjacent ONUs breaks, and this point of failure in the ring then marks the existence of an upper half and a lower half. The ONUs of the upper half of the ring continue to function in normal work mode, with signal transmission clockwise, and the ONUs of the lower half of the ring functions in protection mode, with signal transmission in a counterclockwise direction. The reverse of these transmission directions is also possible, and besides, these rules still apply to rings formed in the longitudinal direction, this being the fourth level of protection, since the paths are fixed.

Disadvantages: The authors guarantee that the proposed architecture can support a theoretical limit of up to 512 ONUs and that it has a high degree of reliability due to the four existing protection levels. However, some additional studies are needed, including on the energy consumption of this infrastructure.

Applications: The SIMON architecture was designed to bring mesh topology to access networks at a low cost. Even with the high CAPEX arising from the massive deployment of ROADMs, the architecture may be able to ensure the trade-off between cost and efficiency. Thus, this infrastructure can especially
Fig. 22: Representative scheme of Three-dimensional Architecture of the Grid Network, adapted from [44].

TABLE X: TDGMON main features.

| Advantages | Disadvantages | Applications | Equipment | Scope | Topology | ToS |
|------------|---------------|--------------|-----------|-------|----------|-----|
| Four levels of protection against failure | More EDFAs must be employed in the CO (increasing costs); Metro segments interconnections | ROADM AWG EDFA CO-Transponders ONU | MA | Star-in-Ring | P2MP |

support mobile computing and edge computing services and applications. A summary of TDGMON architecture highlights is shown in Table X.

**Filterless (FL) MON** - FL network solutions are built based on passive elements such as amplifiers, splitters, and couplers (covered in Subsection II-B2) that are in charge of creating branches with optical nodes and interconnecting network links while giving up ROADMs and WSSs on intermediate nodes [1] or considerably minimize the number of these devices in use in the architecture [98]. These elements are already used frequently in the context of access networks, as well as in the transport segment and underwater networks [1]. The main advantages of filterless networks are the low cost and simplicity of the infrastructure and topologies. However, in networks without filters, a greater number of wavelengths must be used for communication in comparison with networks with filters, since it is natural for the power fluctuations of the conjugated signal of these wavelengths to occur while crossing a cascade of amplifiers, route in which there are no devices to provide equalization and control in power levels.
Recently, some MON architectures have been highlighted in [1], [42] and, in particular, a specific architecture called Dual Fibre Network (DUFiNet) is presented in [7], while the Broadcast-and-Select (BnS) architecture is presented in [63].

4) FMN:

**Composition and functioning:** The Filterless Metropolitan Network (FMN) architecture is presented in [1], and illustrated in Figure 23. The architecture works in two distinct frequency bands: C band and L band. With respect to L-band, FMN is considered filterless, but with respect to C-band, FMN is considered with filter. Nodes from the MC and MA segments in horseshoe topology are shown. The MC nodes on the edge of the horseshoe are interconnected by means of two fibers representing paths for US and DS communication. In any of these directions, there are already pre-configured fixed channels at a certain frequency for each of these nodes. Coherents transponders (Tx and Rx) are implemented in all nodes providing channels with different bitrates, modulation formats, and FECs. MC nodes have filtering properties because they are WSS-based ROADMs, while MA nodes, considered transit nodes, have FOADM for C-band (in yellow in the picture) but it does not have any type of filter for the L-band (in purple in the figure). Couplers are the only devices that can be shared by both bands. MA nodes additionally have splitters and EDFA amplifiers to handle the signal at this point. MC nodes are interfaces to the core network (backbone), and also perform broadcast communication with MA nodes. The red dotted line highlights that some of the nodes in the architecture can be equipped with additional processing and storage resources, and thus, the FMN is able to handle services that require low latency.

FMN has strong potential to extend the transmission capacity beyond the frequency C band, increasing the number of channels through the inclusion of the L band, and can be modeled as a set of point-to-point optical line systems (OLS). In [1] two possible types of multiband architecture are proposed for FMN: C + L-FMN Single Region and C + L-FMN Dual Region. The basic difference is that, as the development
process of these two new architectures is mainly based on updating EDFA amplifiers to meet the C and L bands, the deployment of equipment of this nature can occur in only part of the network or the network as a whole.

In the C + L-FMN Single Region network architectures, all the amplifiers present (line and drop EDFA) are hybrid equipment, that is, they operate in both the C and L bands, and for this reason, they allow signal transmission on the network entire. In the C + L-FMN Dual Region architecture, the network is divided into two band reception domains, one with amplifiers for the C band and the other for the L band, making it possible to reduce the total cost of the upgrade. As the load on the network is continuously increasing, hybrid amplifiers are a promising technology and widely used to amplify large numbers of channels with narrow spacing and better performance.

In [67], FMN is covered with C-band filterless configuration, where MA nodes do not have filters. Instead, employing bidirectional transmission in FMN using a single fiber for US and DS traffic.

**Advantages:**
In general, FMN can provide 100 Gb/s and 400 Gb/s connections at a reduced cost. Multiband architectures are capable of providing a greater number of channels and, therefore, can represent cost-effective solutions over time.

**Disadvantages:**
Choosing one of the possible FMN configurations should consider the cost impact to fully upgrade the network by deploying new hybrid amplifiers, splitters, and couplers, or performing this task in only one domain while taking advantage of the remaining legacy equipment.

**Applications:**
The FMN architecture serves the MC and MA segment, providing point-to-point communication between the MA nodes and end-to-end, between the MA and MC nodes (or vice versa). A summary of FMN architecture highlights is shown in Table XI.

5) DuFiNet:

**Composition and functioning:** In [7] the Dual Fibre Network (DuFiNet) architecture with ring topology and point-to-multipoint communication (P2MP) is proposed. It is a filterless solution because the wavelength carriers cannot be reused. PON elements are reused from legacy architecture and SDN-based control plan. It consists of nodes from the segments MC and MA, connected by two fibers (US and DS), which are necessary at the edge of their respective segments, acting as gateway and aggregators, as shown in Figure 24. The MC is a WSS-based ROADM while the MA couplers, small tunable filters (TF), mux/demux for a type of communication (DS), amplifiers and coherent transponders, called BVT for receiving, and Burst Mode (BM) for transmission. BM transponder is used for dynamic TDMA-sharing. BVT transponder is a "lite" model for coherent 100 G channels. In this architecture, there is no direct connectivity between the MA nodes. For the communication between two MAs to occur, traffic at the destination is added in a specific channel in the US direction, which is concentrated at the MC node, and then forwarded on the DS to the destination MA.

In the MC node, there are two modes of operation, called opaque and transparent. In opaque mode, the channels are terminated at the MC, are regenerated and aggregated before being forwarded to the core tracking or DS fiber. DuFiNet is easily scalable because it tolerates the addition of new MA rings by leveraging and sharing the MC node infrastructure. In this case, when a metropolitan network is formed by more than one DuFiNet, this metropolitan network becomes a semi filterless network, due to the sharing of the node by all defined DuFiNet.

The main advantages of implementing DuFiNet are the low cost of deploying and operating the nodes without a filter, as well as the facility to update the infrastructure with the addition of new equipment.
Fig. 24: Representation of the filterless Dual Fibre Network (DuFiNet) architecture.

TABLE XII: DuFiNet main features.

| Advantages | Disadvantages | Applications | Equipment | Scope | Topology | ToS |
|------------|---------------|--------------|-----------|-------|----------|-----|
| Multiband  | Opaque mode   | Metro segments interconnections | ROADM, EDFA, CO-Transponders (BVT and BM), Couplers, Mux-Demux | MC and MA | Ring | P2MP |
| Low-cost   | Only 100G per Ch; | | | | | |
| Upgradeability | | | | | | |

However, effects of signal degradation can be seen, which is typical of unfiltered network ecosystems. The main similarity between DuFiNet and the FMN architecture (Subsection III-B4) is that both concentrate the MC and MA segments and are multiband. However, while FMN has a horseshoe topology and operates in the C and L band, DuFinet has a ring topology and can transmit in the C, O, E, S, and L bands.

**Advantages:** The DuFiNet architecture is a low-cost solution for medium-haul. It is based on transparent and opaque transport mode and is a viable multiband solution for communicating over a large portion of the optical spectrum (far beyond the C-band). Although it does not have intermediate node filters, the signal performance is kept within limits with the use of lite tunable filters.

**Disadvantages:** Although it is a PON-based unfiltered architecture, dufinet implements opaque communication modes and provides channels of maximum 100 G. A careful cost-performance analysis regarding the potential energy consumption due to increased traffic is necessary. BM technology is a specific solution for DuFiNet that cannot be supported from other filterless solutions of filtered solutions, and can imply the acquisition of new equipment for the implementation of the architecture.

**Applications:** DuFiNet is feasible for metro-access interconnections, being appropriate for medium-haul, while support future 5G services. It can be easily scaled to increase the number of connected MAs. A summary of DuFiNet architecture highlights is shown in Table XII.

**Semi-Filterless (sFL) MON** - While filterless architectures are particularly suitable for metropolitan network scenarios of limited topological complexity, without recirculation of optical energy [61], and
given that fully filtered architectures are economically costly, semi-filterless architectures can represent the trade-off among reach, infrastructure complexity and costs.

Two different definitions for sFL optical networks are found in the literature:

- (i) sFL networks are networks composed of the combination of WF networks and FL networks, that is, some nodes have no filter while others are equipped with a filter. For this reason, optical network architecture with these characteristics is also called heterogeneous architecture [63];
- (ii) sFL networks are networks in which all traffic nodes have an adjustable optical filter (OF) integrated into the receiver interface, with low cost, capacity, and complexity. Due to its simplicity, a node with OF cannot be compared to a robust node based on AWG or WSS, for example [99]. According to this concept, an sFL network has improved performance in terms of BER, compared to FL networks, while still ensuring an adequate cost-benefit ratio.

The architectures identified according to such definitions are highlighted below, referred to as Metro-Haul Architecture [III-B6] and Drop-and-Waste (DnW) Architecture [III-B7].

6) **Metro-Haul:**

*Composition and functioning:* An sFL architecture in line with the definition (i) is highlighted in [63], and it is proposed in the context of MetroHAUL project [85], as cited by the authors. The architecture presented is based on an EON transmission system, being shown as a flexible solution to meet the requirements of metropolitan networks for the future while ensuring cost-effectiveness. The Metro-Haul architecture is shown in Figure 25. Four categories of nodes are observed in this architecture: MCEN, MN, AMEN, and AN. These categories are used to specifically define the role of a node. AMENs and MCENs work as mini and regional data centers, respectively. While ANs are interconnected to AMENs in tree topologies, AMENs are interconnected to MN in ring topology, and these interconnect MCEN into mesh topologies. The entire architecture implements coherent transponders. The figure shows a node configuration in which the MN segment is equipped with passive and unfiltered elements, while the other nodes MCEN and AMENs are based on ROADM. However, other combinations were tested such as filterless AMENs.

*Advantages:* In the study that addresses Metro-Haul architecture [63], three different network construction scenarios are compared, two of which are partially unfiltered, and a third scenario is FL. The conclusion obtained is that the greater the number of nodes that implement architecture without filter, the lower the cost of that architecture. Also, a partially unfiltered architecture performs better in the use of spectrum resources than FL architectures.

*Disadvantages:* According to the authors [63], in a hierarchical network with mesh topology, the main problem related to the construction of the infrastructure is to identify the ideal locations to accommodate nodes with filters and nodes without filter. Depending on the traffic and organization of the network architecture, the simple reduction in the number of WSS deployed can lead to a decrease in performance.

*Applications:* The Metro-Haul architecture meets all hierarchical levels, making it viable for edge computing and cloud computing solutions, as it provides direct end-to-end communication between the various types of nodes and available resources. A summary of Metro-Haul architecture highlights is shown in Table XIII.

7) **DnW:**

*Composition and functioning:* In [99] an sFL network architecture is presented according to the definition (ii). The Drop-and-Waste (DnW) architecture featured is based on DWDM transport technology, has 80 DWDM channels in the C band with 50 GHz and horseshoe topology. A schematic of the DnW

---

**TABLE XIII: Metro-Haul main features.**

| Advantages                                      | Disadvantages                                      | Applications       | Equipment       | Scope   | Topology | ToS |
|------------------------------------------------|----------------------------------------------------|--------------------|----------------|---------|----------|-----|
| Low-cost; Efficient use of spectrum;           | Requires ideal locations to accommodate nodes; Spectral Fragmentation | Metro segments Interconnections | ROADM CO-Transponders Couplers splitters | MC and MA | Many     | E2E |

---
architecture is shown in Figure 26. The MC nodes are equipped with ROADM s and coherent transponders. The MA nodes are equipped with typical passive elements and coherent transceivers are equipped with lite-type tunable optical filters, which constitutes the differential of this architecture in relation to the other highlighted architectures.

The tunable optical filter are low-cost device integrated to the receiver, being based on silicon-on-insulator (SOI) photonic technology able to reduce the signal strength at reception, keeping it within acceptable limits of restriction for OSNR and BER.

According to the article, the transmission rate in this architecture is $25 \text{ Gb/s}$ (with OOK modulation) and $56 \text{ Gb/s}$ (with QPSK modulation). On the receiving side, the signal passes through the optical filter before being detected by the coherent receiver. The integrated filter limits the optical power entering the receiver to an average of 9 channels, instead of 96 as in the case of nodes that have a filter. This semi-filterless system is successful in a scenario with up to a maximum of 12 adjacent nodes with the adjustable optical filter implanted and a span of 80 km, having a maximum optical signal range of around 960 km between the two ends of the topology [6]. Services are connected in a point-to-point manner as each MA connects to the MC nodes via fixed wavelengths.

**Advantages:** DnW [99] gets its name due to the architecture of its transit nodes. These nodes have a low cost, low power adjustable optical filter inserted into the Rx interface and this module has little impact on the total cost of the network.

**Disadvantages:** The range restrictions and available rates may not represent a good compromise between cost and performance, especially in the metropolitan network segment, which is composed of a large number of nodes. The main impacts arising from these issues are the impossibility of scaling the architecture, as well as the potential risk of spectral bandwidth waste due to wide and fixed channels, which do not match the main demands of the metropolitan network.
Fig. 26: Representation of the Drop-and-Waste (DnW) Architecture.

### TABLE XIV: DnW main features.

| Advantages | Disadvantages | Applications | Equipment | Scope | Topology | ToS |
|------------|---------------|--------------|-----------|-------|----------|-----|
| Low-cost; Tunable lite filter; | Few channels; Fixed grid channels; Range limitation; | MA segments; Interconnections | ROADM CO-Transponders Couplers splitters | MC and MA | Horseshoe | P2P |

**Applications:** The DnW architecture can satisfactorily serve the interconnections of the MA segments, being a viable and low-cost way to offer service for the applications that exist today. A summary of DnW architecture highlights is shown in Table XIV.

### IV. COMPARATIVE ANALYSIS OF FEATURED ARCHITECTURES

This section aims to list the network architectures presented and to highlight common points for a comparative analysis. The selection of architectures was made based on the state of the art literature on metropolitan optical networks, identifying and highlighting the solutions of the last 8 years, as shown in the Table XV. Legacy architectures, such as Pure OTN, for example, are not recent but are often cited as an alternative for comparison with the latest architectural solutions. Then, after the listing of the main architectures, the first most complete works were selected regarding each architecture, named seminal papers, although, for some of the solutions, there is in fact only one publication so far. Thus, each architecture and its respective seminal paper is shown in Table XVI along with a description of their characteristics. But first, it will be discussed the network scope of each architecture, as is shown in Figure 27.

With the mapping by scope covered by the architectures it is possible to see that most of these architectures are concentrated in the metro segment. Likewise, it is possible to contribute to an alignment of the generic nomenclature used in that literature, as well as to draw attention to unexplored segments.

In Figure 27 it is possible to observe that only three of the architectures do not include the metro-access segment, a portion of the metro network that has become important, especially due to the need to deal
with edge computing services in the future. The DISCUS architecture is represented as a partially dashed line in the metro-access segment, and this is because the authors do not specifically mention this part of the network, which can be explained by the technology adopted, LR-PON, interconnecting the segment of access to MC nodes, for a strategy to reduce infrastructure costs. ARMONIA and MOMC architectures are the most sectioned in several layers. While the first allows several intermediate layers of aggregation between the segment of MC nodes and MA nodes, the second has aggregation at two different levels, between MC and Access. The SIMON and TDGMON architectures discuss solutions for access networks that are located from the metro-access segment. Although access networks are not the main focus of this work, we chose to include them as a way of showing recent technological developments at the edge of the network, an issue that is well explored in the ARMONIA, DISCUS, and MOMC architectures, which have as main philosophy the unified vision of metro and access networks. The study of these architectures combined suggests that the metro-access segment has become more robust, with storage and processing capacity, and in this way the access segment has been prepared to explore these potentialities, making it feasible to offer new types of computing, processing, and storage services.

Only HnS/WDM is a logical architecture, while the rest are physical architectures. As for the MEON architecture, shown in the mapping by scope as an architecture concentrated in the metro-core segment, it is possible to expect more comprehensive solutions, with an end-to-end view, given a large number of more recent publications in the literature compared to the others architectures, as shown in Table XV.

Table XV shows the main highlighted works that mention the presented architectures. Note that the same work in the literature can reference yet another architecture. This is because such architectures were used as an object of comparison with proposed solutions in the respective works, as occurs with the legacy architectures Pure OTN and OTN/DWDM. The UDWSN and MEON architecture has often been more investigated, not least because both are DEON inspired by EON [4], which is the transmission system that has proved to be ideal for the segment of metropolitan optical networks of the future [101]. Regarding UDWSN, research has mainly evaluated cost and performance in the use of resources [4], [52], [53].
TABLE XV: List of publications citing the metropolitan network architectures listed in this work.

| Architectures          | 2013 | 2014 | 2015 | 2016 | 2017 | 2018 | 2019 | 2020 |
|------------------------|------|------|------|------|------|------|------|------|
| Multi-layer            |      |      |      |      |      |      |      |      |
| Pure OTN               |      |      |      |      |      |      |      | [41] |
| OTN/DWDM               |      |      |      |      |      |      |      | [44] |
| UDWSN                  |      |      |      |      |      |      |      | [52] |
| HnS/WDM                |      |      |      |      |      |      |      | [53] |
| ARMONIA                |      |      |      |      |      |      |      | [54] |
| DISCUS                 |      |      |      |      |      |      |      | [86] |
| MOMC                   |      |      |      |      |      |      |      | [87] |
| Single-layer           |      |      |      |      |      |      |      |      |
| MEON                   | 101  |      |      |      |      |      |      | [101]|
| SIMON                  |      |      |      |      |      |      |      | [102]|
| TDGMON                 |      |      |      |      |      |      |      | [103]|
| FMN                    |      |      |      |      |      |      |      | [104]|
| DuFiNet                |      |      |      |      |      |      |      | [105]|
| DnW                    |      |      |      |      |      |      |      | [106]|
| Metro-Haul             |      |      |      |      |      |      |      | [107]|

As for MEON, these studies have focused specifically on the construction of new optical devices [32], resource optimization and traffic engineering [17], [18], [21]. In addition, for at least seven of these architectures, a unique work was identified, demonstrating the need for more research in the field of metropolitan optical network architectures.

A. Features Comparison

Table XVI presents a feature comparison between the main MON architectures highlighted above. The aspects considered in the comparison reflect an overview of the technological diversity present in the recent architectural proposals. The most general classification separates the architectures into two major groups: multi-layer architectures of electro-optical scope, and single-layer. Fourteen architectures were surveyed, seven multi-layer and seven single-layer. Considering that, among multi-layer architectures, two of them are legacy (Pure OTN and OTN/DWDM) and one of them is logical architecture with legacy optical layer (HnS / WDM), while the rest are recently proposed architectures, which are, UDWSN, ARMONIA, DISCUS and MOMC. Single-layer architectures are all recent solutions, being still in the planning and testing phase.

This movement allows us to infer that all segments of the metropolitan network will be based on fully optical infrastructure, and as legacy networks will continue to coexist, multi-layer infrastructures have been optimized to achieve maximum performance. In addition, these multi-layer networks can also have their optical layer updated to achieve greater flexibility and dynamics, as has been shown through the ARMONIA and MOMC architectures, for example, even though the electronic layer cannot keep up with this movement in the same measure.

Other classifications presented are related to the presence or absence of a filter in the optical layer. In this sense, the With Filter (WF), Filterless (FL), and Semi-Filterless (sFL) classifications, as previously presented. These classifications give a general idea about issues of structural size and operational cost. While FL networks are less costly to set up and operate, WF networks are more complex and more expensive due to the widespread use of ROADMs, one of the highest value optical network elements [4]. The low port density means that more hardware elements like these are required. However, in FL networks the optical paths for transmission require good detection at the destination since the signals are mixed in the spectrum. Likewise, FL networks do not allow the reuse of the optical spectrum. These problems are not felt in WF networks because the filtering elements act to let only the signals that have been established pass through, making the optical channels available as long as it is unoccupied. This problem can be mitigated with the use of coherent receivers, but this solution, in turn, although has less impact on costs [29], incurs an increase in signal processing time [60]. The vast majority of featured architectures are fully WF. FL architectures may be deployed in metropolitan networks in the future, in some segment of the network, and this does not necessarily require the removal of existing filters in networks already in
operation. This idea is perceptible through experiments with sFL networks, which point towards a mixed
environment, with islands of unfiltered nodes in the middle of the significantly present filter nodes. These experiments, even in symbolic scenarios with testbeds, already indicate the emergence of new demands, such as, for example, identifying the candidate nodes for replacement or upgrade operations, to continue guaranteeing performance and functionality in the face of the growing demands on the part of traffic.

The classification of architectures according to the network segment they were designed, also reinforces the idea of a mixed environment. While some of these architectures focus only on the MC segment or the MA segment, other architectures contemplate both segments in an end-to-end view from the transmission point of view or even extend beyond the metropolitan network environment. This categorization was illustrated in Figure [27]. The first architectures mentioned, first with Pure OTN and then with OTN / DWDM, concentrated on the core segment of the metropolitan network. When they were planned and implemented, traffic volumes were much lower and the bandwidth resources were sufficient to serve services in the access segment. The changes between these generations have obtained achievements such as reducing latency and bandwidth multiplexing, but with the recent emergence of disruptive technologies demonstrating new business potential, the UDWSN, ARMONIA, MOMC, and MEON architectures have been advocated as more promising solutions. These modern architectures rely on flexible transport mechanisms based on coherent systems, greater spectral efficiency with greater range, as well as varying hierarchical levels to obtain varying degrees of data aggregation. This group of architectures is feasible to serve the 5G network and its services because it allows IT resources to be easily moved from the core to the edge of the network. In turn, the FMN, DuFiNet, and DnW architectures, which face problems with the limitation of the transmission range and quality, represent solutions with low cost and efficiency to be implemented along with the others.

Other attributes that can be compared between metropolitan optical network architectures are transmission band, topologies, the most prevalent type of switch and transponder, utilized modulation formats, frequency spectrum spacing of the optical spectrum and the number of transmission channels.

Most architectures for metropolitan networks, especially those that are intended to solve problems with a focus on the MC segment, give preference to the C band due to its low transmission loss property. As a way to increase capacity by offering a greater number of channels, it is considered to expand the exploration of the optical spectrum to also include the L band, as proposed in the FMN architecture [1]. Transmission band expansion projects generally require the purchase of extra equipment, such as amplifiers, couplers, and specific splitters by certain bands, for example, which can also represent an increase in energy expenditure with the expansion of the infrastructure. In order to try to keep the cost of updating the networks low in this sense, new low-cost and complex equipment can be implemented, but the performance of the network can be impacted due to the lower range and higher noise figure. As these issues are not so pronounced in optical access networks due to the shorter distances of the segment, it is probably for this reason that architectures with a focus on the MA segment and in access networks, such as SIMON, TDGMON, and FMN, are the ones that most bet on this approach of expanding the transmission band. The interconnection of the metro segments and access in the DISCUS architecture is done through LR-PON and has chains of amplifiers to guarantee the long reach, and for that reason, reach and scalability can be compromised by the high cost and energy consumption required by the amplifiers implanted. It is possible to conjecture that the architectures that consider expansion of the transmission band beyond the C band, are also those that foresee the highest granularities of channels, and these in smaller numbers, when compared with the other architectures. As the main objective to be achieved with this increase in the number of bands used is to increase the availability of resources for transmission, this issue opens space for more questions when it is verified that a large number of channels can also be obtained in the same band C with the use of flexible grid transmission technologies. However, it is necessary to jointly investigate other topics related to CAPEX/OPEX and maturity of the technology used, since increasing the number of channels with less granularity also implies the implementation of optical elements with finer adjustments in the bandwidth tuning, for which there is a technological limitation.
TABLE XVI: General aspects regarding MON architectures. (NA and NM stand for Not Applicable and Not Mentioned, respectively)

| Architecture     | WF | FL | sFL | Segment | Band |Topology | Transmission System | SDN      | OXC        | Transponder | Modulation | Spacing | Channels |
|------------------|----|----|-----|---------|------|---------|---------------------|----------|------------|-------------|------------|---------|----------|
| Pure OTN         | X  |    | C   | Ring    | WDM  | DEON    | No                  | AWG      | Line Card  | Co-BVT     | QPSK       | 50GHz   | 96       |
| OTN/DWDM         | X  |    | C   | Mesh    | WDM  | EON     | No                  | WSS-ROADM| IMDD       | OOK        | 50GHz      | 96      |          |
| UDWSN           | X  |    | C   | Mesh Tree | DEON| Chain   | No                  | WSS-ROADM| AWG-OADM  | Co-BVT     | QPSK       | 5GHz    | 6.25GHz  |
| HaS/WDM         | X  |    | C   | HnS in Mesh | WDM|       | Yes                | ROADM    | NM         | NM         | 6.25GHz    | 640     | 320      |
| ARMONIA         | X  |    | C   | Mesh   | WDM  | Nyquist WDM | Yes    | ROADM    | Co-Receiver BVT | DP-BPSK    | 12.5GHz  | 88       |
| DISCUS          | X  |    | C   | Mesh Flated Horseshoe | DWDM|       | Yes | WSS-ROADM | Commercial 100G | DP-QPSK    | 50GHz    | NM       |
| MOMIC           | X  |    | C   | Mesh   | WDM  | CDC/SDM-ROADM | WDM Transponder | NRZ-OOK | 50GHz      | 80        |
| MEON            | X  |    | C   | Ring   | WDM  | DEON EON | No     | BV-OXC   | Coherent BVT  | x-QAM     | 5GHz    | 10GHz   |
| SIMON           | X  |    | C   | Star-in-ring | WDM|       | Yes    | 3D-ROADM | 4D-ROADM | WDM-Transponder | OOK       | 50GHz   | 100      |
| TDGMON          | X  |    | C   | Ring and Grid | WDM|       | No     | AWG-OADM | CWDM SFP | DPSK NRZ | 193.1 THz | 100      |
| FMN             | X  |    | C   | Horseshoe | EON|       | Yes    | 2D-ROADM (extremities) | Coherent BVT | QPSK 16-QAM | 37.5GHz | 7(C) 109(L) |
| DuFiNet         | X  |    | C   | Ring   | WDM  | No      | WSS-ROADM (extremities) | Coherent BVT | PM-QPSK PM-16-QAM | 25 GHz | 133     |
| DnW             | X  |    | C   | Horseshoe | WDM|       | No     | 2D-ROADM | Coherent Detection | QPSK OOK | 50GHz   | 80       |
| Metro-Haul      | X  |    | C   | Mesh   | EON  | Yes     | WSS-ROADM | Coherent S-BVT BVT | DP-QPSK DP-16QAM | 12.5GHz | 200     |
TABLE XVII: Main topics covered in the literature for each architecture.

| Architectures        | Hardware Infrastructure | Traffic Engineering | Focus | Performance | Protection | Control and Management |
|----------------------|-------------------------|---------------------|-------|-------------|------------|------------------------|
| Multi-layer          |                         |                     |       |             |            |                        |
| Pure OTN             | [61]                    |                     |       | [27]        |            |                        |
| OTN/DWDM             | [65]                    |                     |       | [27]        |            |                        |
| UDWSN                | [31]                    |                     |       | [31]        |            |                        |
| Hns/WDM              |                         |                     |       | [105]       | [8]        | [106]                  |
| ARMONIA              |                         |                     |       | [27]        | [52]       |                        |
| DISCUS               |                         |                     |       | [54]        |            |                        |
| ARMONIA              |                         |                     |       | [42]        | [69]       |                        |
| Single-layer         |                         |                     |       |             |            |                        |
| MEON                 | [65][32]                | [17]                | [21]  | [23]        | [108]      | [109] [77][97]         |
| SIMON                |                         |                     |       | [110]       |            |                        |
| TDGMON               |                         |                     |       | [75]        |            | [75]                   |
| FMN                  |                         |                     |       |             |            |                        |
| DnW                  |                         | [102]               | [8]   | [106]       | [3]        |                        |
| Metro-Haul           | [59]                    | [102]               | [8]   | [106]       | [3]        |                        |

As for the spacing of the frequency grid and the number of channels available, there is a wide variety with a higher prevalence of the already standardized 50 GHz and 12.5 GHz, as well as new ultra-narrow possibilities such as 5 GHz and 6.25 GHz. Larger spacing, such as those that are already used today, suffer from the inefficiency of use because the data rates practiced in the metro and access segments are relatively small. In this sense, to make better use of the available resource, traffic aggregation techniques are used, which is commonly done in the electronic layer. The problem is that, at the same time, time-sensitive applications can be impacted with the use of this strategy, leading to an increase in the number of segmented levels in the metropolitan network, with specific layers for the task of aggregating and distributing traffic, as occurs in ARMONIA and MOMC. With 5G networks, which will require very low latency, 5G New Radio interfaces for the fronthaul [24] are under development to define frequency spacing of a maximum of 6 GHz to connect the Cloud Radio Access Network (C-RAN) with an optical network. UDWSN and MEON, with a DEON approach, are architectures that promise equipment adjusted to work with a flexible grid of small granularity and can be the solution to meet the new service demands of mobile networks while ensuring efficient use of the spectrum.

B. Research Themes by Architecture

Table XVII shows a classification of the main research focuses in the most recent literature identified for each type of architecture highlighted. The identification of these themes shows the main gaps that need further studies, as well as showing the points in common with proposals that can be applied to more than one architecture in question. The research focus range from proposing new physical elements of the hardware infrastructure, network performance, planning, control and management, which is quite common when new network architectures are proposed. In addition, another aspect mentioned concerns traffic engineering, based mainly on new traffic patterns identified in metropolitan networks. It is worth mentioning that some problems investigated are architectural agnostics, but characteristic for a given transmission system. Thus, most works consider metropolitan networks with an EON and DEON transmission system, that is, the MEON architecture. However, architectures with WDM transmission will continue to be a reality and research suggests proposals for performance optimization.

Many of the research insights regarding Metro-Haul architecture (architecture of the Metro-Haul project) can be directed to FL and sFL architectures. This is possible because Metro-Haul covers such subtypes, as mentioned in Subsection III-B5. As an example of this, in [3] an economic feasibility study is carried out in FL networks to decide on the implementation of a control plan that guarantees dynamic operations or on the implementation of new filter nodes. In this sense, experiments are carried out with various
configurations of scenarios that run through these types of architecture, and which consider the number of different equipment deployed, as well as traffic fluctuations in the metro network.

As the Pure OTN architecture has been used as a comparative scenario in some works, then recent works restricted to this network are not identified. For the case of OTN/DWDM, due to its proximity to HnS/WDM, many identified proposals can be applied to both, and in terms of hardware infrastructure, the idea is mainly to use transponders with the IMDD system in the metro-core to achieve 100 Gb/s rates with spectral efficiency, due to the cost-benefit. What is striking is that the same type of equipment is also suggested to maintain a low CAPEX in the UDWSN architecture, according to the scenario shown in [54], but restricted to the ends of the metropolitan network, that is, only in the metro-access segment. UDWSN focuses on leveraging part of the legacy infrastructure, and as a result, partially upgrading a DWDM MON can incur the long-term waste of resources, even if the future goal is to drastically change architecture to a flexible approach. As can be seen in the fourth column of the table, few studies have been analysed cost. This demonstrates a large gap for future research since most of these architectural proposals are very recent. The ARMONIA and DISCUS architectures, in their only outstanding works, perform a conceptual demonstration, present the respective architectures, as well as discuss an initial performance analysis.

Segments not fully explored are also identified. The description of the necessary and sufficient infrastructure for the architectures in the metro-access segment, that is, the part of the metro with the shortest distances, such as those of type FL and, also SIMON and TDGMON, are only presented in their respective seminal papers, referenced in the Table XVI. For these ecosystems, some generic approaches to analyzing the optical signal can be relevant both to improve transmission performance where there is no optical filter, identifying, for example, cases of signal overlap and as a metric for implementing path protection mechanisms. However, it is also necessary to deepen research in this field, in a more targeted way for each architecture individually.

Finally, it’s noted that, as there are more new proposals for single-layer networks, most of the approaches presented are based on testbed, so the next studies are likely to expand the test ecosystems for much larger topologies. The lesson that such works leave is that the multilayer approach is useful to make the most efficient use of the optical resources since transporting the aggregated traffic can lead to a greater chance of completely combining the data rate with the bandwidth of the available channels.

C. Future Trends

In view of the issues presented in this section, it was possible to understand the various proposals of the scientific literature for the MON of the future. This Subsection aims to highlight the identified trends that will possibly drive new business and service models.

As with core networks, metropolitan networks trend will be to provide solutions to adapt the various technologies present in its infrastructure, due to the existence of several islands of equipment of different generations. New technologies, which until recently were investigated for deployment in long-distance network infrastructures, are now being explored for metropolitan networks. This is a more general inference that can be made based on the various studies presented that investigate new, lower-cost solutions while continuing to leverage legacy infrastructure. However, the cost is still a prohibitive issue. Consequently, the development of this theme in the light of the results obtained so far presents a series of questions that are still unresolved. As these are very recent architectures, several questions can be raised as an object of research.

Considering the urgency of these issues and observing the main similarities/pattern of unanswered questions among all architectures, it is possible to conclude with such analysis the next research trends, which will offer solutions to the demands of the providers. The following can be highlighted as likely trends.

**Elastic Transmission System:** MONs in operation today are a mix of generations of technologies, operating in a static manner with channels established to operate for months. The WDM system has
undergone updates, and even a flexible version has already been thought of as an alternative deployment with reasonable complexity and low cost [31]. However, all the elastic infrastructure already installed or ready for deployment in the field is completely static and it is not yet possible to explore all the potential of the elastic functionalities. EON is the ideal solution to reduce the use of amplifiers in the metro, as it provides several possibilities of rates with high spectral efficiency, ideal to take advantage of, given that the transmission range is not such a relevant factor in small and medium distances typically found in this ecosystem. It is then necessary that a new intelligent control plan be proposed and developed so that all possibilities of EON are widely explored [24]. The elastic transmission system of the future should provide dynamic, and programmable control, as well as facilitated management to effectively manipulate the infrastructure deployed in the field.

**Mixed Ecosystem:** The metropolitan network is expected to be customizable through the implementation of several nodes with heterogeneous architectures forming an environment with several generations of technologies, especially separated by network segment. As was shown with ARMONIA and MOMC, the increase in the number of levels/hierarchies is a possibility to manage traffic bottlenecks where it is not possible to implement modern and expensive equipment. Although this solution is costly from the point of view of latency requirements. There will be islands of nodes without a filter, mainly in the MA segment [4], which will have greater capillarity and, for this reason, will need to be low cost. In the MC segment, part of the nodes will be able to maintain electronic switches, in particular OTN switches, to perform traffic aggregation and better use the resources of optical networks. As this equipment has existed and has been in operation for some time, many will be removed from points where speed is an important factor but will continue to operate in specific locations defined according to the network design and the respective topology. The main reason behind this adaptation is the need to reduce energy consumption. Also, the coexistence of different transmission systems will be a reality in the long term, until there is a total replacement of fixed grid technologies by the flexible grid, which is inevitable considering the strict requirements of the most modern applications. Also, the deployment of IT resources scattered throughout the metropolitan network will promote convergence of technologies for the introduction of edge computing, fog-computing, among others, with the implementation of mDCs and regional DCs [32].

**Convergence of services/products between network operators and content providers:** While network operators will face the challenge of keeping telecommunications networks functioning optimally, with infrastructure expansions planned at least 15 years to deal with new content demands, content providers will increasingly scale their infrastructures including new servers in a distributed and balanced way, which can take place every two or three years, to keep up with traffic growth [101]. The convergence between both businesses may occur through the virtualization of infrastructure and resources, which will unite both providers around a single objective, creating new market segments with the offer of new chains of aggregated services as disruptive innovation.

**Network Slicing (NS):** Not only will the physical infrastructure be redesigned, but also its resources in the form of software. Flexible networks allow greater freedom for the virtualization of optical resources [101], and virtualization should be the main law to benefit the creation of new vertical services in a mixed physical environment. Through this process, the same equipment in the network may be the structure for planning and implementing several logical networks, totally isolated and independent from each other, established according to the profile of each business, and mainly vacating dedicated resources when not needed [13]. Network slicing will benefit a variety of communication businesses because it will integrate a service umbrella that can be built on demand for each type of service. However, the main challenges related to these trends are the management of collective resources and the integration between different architectures that requires several layers of software, from resource planning and optimization tools, including dynamic resource allocation algorithms [103]. This concept of ensuring that multiple customers exploit the same physical resources simultaneously can guarantee not only the generation of revenue, but also a considerable reduction in CAPEX/OPEX. MEON is the main architecture in which the potential for NS has been investigated [8].
Software-Defined Metro Network (SDMN) or Intelligent Control Plane: This metropolitan network concept proposes transparency for network switching technologies. Optical, packet or burst switching is combined from infrastructure with white boxes to provide a platform capable of providing distributed network functions for inter-DC virtualization services [104]. This idea of disruptive and virtualized connectivity will favor the trends of edge computing and network slicing, instantiating resources and services for multiple customers in an individualized way. SDMN is controlled through a WAN infrastructure manager (WIN), such as OpenDaylight, or ONOS, an open-source operating system with convergent topology abstraction, in which several network layers and technologies are presented as a single logical graph.

Disaggregated networks: The concept of unbundled networks breaks with the scenario of closed optical network infrastructure with hardware and control from the same owner and allows the adoption of different elements from the most diverse manufacturers in the composition of the network architecture with a customizable control interface [13], [14], [29], [37], [101]. This is possible thanks to new data models developed to handle a wide variety of optical network elements that enable control and management through SDN, with common management through ONOS (open network operating system). The main advantage of this approach is the reduction in the CAPEX and OPEX of metropolitan networks based on the cheaper hardware that is used, both with the reduction of restrictions and the acquisition of closed components from the same manufacturer, as well as the opening for use and integration of legacy hardware. Then there is the possibility of offering many other services, such as unbundled components, such as, for example, vBBU (virtual Broadband Base Unit) and vRouter (virtual Router), which consequently result in lower costs in other layers of the network, in addition to allow greater programmability. In optical networks, one of the main initiatives in this regard is the Open ROADM Multi-Source Agreement (MSA) Project [76], citing previously, that has proposed an optical switch, transponders, and pluggable optics, in the form of white boxes with the open management interface and YANG data model. Equipment like this has been evaluated in the project ADRENALINE testbed [12], [32], [37], an optical transport network with fixed/flexible grid WDM technology, SDN/NFV, and edge and core cloud platform to deliver end-to-end 5G and IoT services across all network segments.

Artificial Intelligence (AI) for optical data transport: Agile and programmable technological solutions for elastic networks will require the development of automated features that can be quickly employed. The level of automation provides a favorable environment for the exploration of data analytics, which has been shown as an AI research field for optical networks, developing both in the sense of network engineering and in the sense of traffic engineering. In terms of network operation, Learning Automata (LA) has been proposed to decide the allocation of resources that results in less blockage and greater energy efficiency [109]. Also in the Metro-Haul project, machine-learning (ML) has been used in the allocation resources that serve different services with dynamic traffic [107]. On the other hand, with respect to traffic engineering solutions, recurrent neural network (RNN) have been used to forecast traffic in different areas of the metropolitan network [57], while backpropagation techniques have been used to predict trends in changes in traffic load [106]. In this way, new opportunities to explore AI solutions arise in the field of unbundled networks and communication networks for 5G, taking advantage of centralized control and optimizing operations on these networks [14]. Thus, solutions are expected to facilitate the control, management and monitoring of various network configuration parameters, which contribute to rapid decision making so that the performance of the entire system is improved. However, it is necessary to take into account that the elaboration of AI models to solve problems in a dynamic traffic environment incurs enormous energy expenditures and requires a lot of dedicated computational power.

New Business Demands: With the implementation of flexible grid transport technologies, and their consequent low-granular optical spectrum grid, the number of channels in the optical spectrum increases considerably. As a result, spectrum rent is a market trend that can become popular, amidst a scenario of edge and fog computing deployment, geo-distributed in the metropolitan network [4], [22]. The optical spectrum-as-a-service (OSaaS) [4] rental service is similar to the black fiber rental service offered by several operators today, but at a lower cost, since the customer does not necessarily need to maintain and operate the equipment needed to handle fiber resources. The manipulation of optical fiber alone
represents an extra complexity due to the greater responsibility for maintaining and monitoring another layer of technology. Instead, the customer acquires the rights to use a fixed portion of the optical spectrum, representing a few channels according to their demand, or to acquire a dynamic portion in the frequency space and time (different time slots) that may be shared with other customers who are also users of the same service. Transport-as-a-Service (TaaS) [101] will be created from the need to increase the number of optical layers at hierarchical levels for network sharing. Currently, the networks are designed with a minimum of three layers, but the ARMONIA and MOMC architectures offer an opportunity to explore this new type of business. Optimization-as-a-Service (OaaS) for disaggregated network architectures will be able to provide solutions on demand for resource allocation, traffic engineering, implementation of new interfaces, and even monitoring of the system as a whole. Furthermore, breaking paradigms through the use of closed and proprietary systems will allow the customer of these services to implement their software solutions for greater personalized control [107].

V. LITERATURE GAPS

Faced with an evolutionary scenario with so many alternatives of MON architectures, to be designed and implemented gradually, and through the main and irrefutable trends for metro business, there is a real need to investigate and learn more about all available solutions, since they are very recent. As expected, metro networks will be the point of convergence among several technologies such as 5G networks, home optical fiber, industry 4.0, IoT, as well as different levels of distributed processing and storage points, such as cutting edge data centers [101]. As an initial direction, the main research opportunities which demand a greater need for further development are discussed in the following sections, organized by architecture.

OTN/DWDM

As the new OXC proposed in [59] is almost immune to traffic conditions at any point in the network, it is necessary to test the impact of the deployment of this equipment on different network architectures. It is also necessary to investigate other low-cost equipment to perform infrastructure combined updates in the metro varied segments.

UDWSN

The intensity modulation transmission solutions [65] using coherent detection, combined with direct/external modulation can be experienced/applied at specific points into the metro optical network architecture to decrease costs and improve performance. This issue requires further investigation, especially for a potential upgrade of the transmitters used in the UDWSN, to analyze the cost-performance. Further testing with this transmission solution can also be investigated within the scope of other metro architectures to achieve high capacity and cost-effectiveness since most of these architectures implement low capacity transmitters.

HnS/WDM

The BPANN service reconfiguration strategy based on traffic-aware prediction model with machine learning proposed in [106] can be applied to design other logical topologies without increasing CapEx/OpEx in order to exploit legacy infrastructure, while solving the unbalanced network resource in metropolitan networks.

Beyond the proposed model in [105] to dynamically provision network slices considering power consumption, latency and capacity based on forecast of mobile traffic network, it is necessary to include other traffic forecast models considering others traffic patterns and profiles in metropolitan networks. Additional investigations in this field can extend the life of the architecture before the next infrastructure update.

The capacity planning tool, Net2Plan [107], recently proposed and tested in the contest of Metro-Haul project, needs to be applied to other network architectures in order to potentially reduce the need to deploy new equipment, in the upgrade process, to deal with future demands.
The structures of nodes and transponders with a granularity of 25 GHz, proposed in [29], need to be further investigated to identify the ideal locations for your installations. It is especially important for multi-segment metropolitan network architectures, which require a combination of service rate granularity and equipment capacity. Issues related to the costs of implementing these new solutions require further investigation. Besides, finer spectrum granularity can be explored to match cross-hierarchical requirements and capacity adaptation for smaller demands [29].

The challenges for MONs in terms of elastic Tb/s services from 5G network and edge-computing, highlighted in [24] for the next decade, requires further investigation for cost-efficient reliable deployment of mDC in COs in the MAN and for match low fronthaul rates and OFDM symbol burst size. The situation is urgent because currently many existing architectures are unable to cope with future demand patterns.

The transmission quality is investigated in for a modular SDM system proposed in [35]. Moreover, it is expected further investigation about costs, capacity and scalability issues.

The study in [13] demonstrates that the disaggregation paradigm is not feasible for small networks with few nodes in terms of costs. However, there are no answers for cases where specific environments are considered, for example, some segment of the metropolitan network (metro-core, metro-aggregation, metro-access), and which ones can benefit most from total or partial disaggregation.

A testbed with programmable (SDN-enabled) sliceable bandwidth/bitrate variable transceivers (S-BVTs) in a disaggregated network is presented in [37]. Additionally, investigations about infrastructure scalability issues and related impacts in terms of costs and power consumption are also required.

Regarding strategies for updating filterless networks to include other transmission bands [1], there is space to investigate CAPEX and OPEX in real-world scenarios of traffic and capacity requirements, since the focus of this work is on the quality of multiband transmission.

The three-dimensional architecture presented in [44] for metro-access network is analyzed from the point of view of the scalability of number of ONUs and quality of transmission. Further investigations on the issues of cost and higher transmission rates, in order to meet the requirements of technologies such as edge computing and 5G are required.

In addition of use-case demonstration of resource allocation for video applications with high performance requirements [102], further investigations are needed to explore other types of traffic services, taking into account tidal-traffic patterns for more accurate solutions.

On the other hand, due to the greater attention that MEON architecture has received since the introduction of the approach of the flexible network to core networks, the roadmap for the next research fronts concerning this technology is better defined. The main open issues identified are the ones presented as follows.

- Dynamic allocation with adaptive rates in the MEON architecture improves the use of the spectrum [19]. However, further investigation is required considering a greater variation of types and profile parameters of traffic to minimize service latency while increasing throughput.
- The model for shaping traffic in order to improve resource allocation and reduce energy consumption considers physical-layer interactions to minimizes the amount of total time-averaged transponder
power consumption in [21]. Additionally, also other elements (OXC, amplifiers, etc) of optical network can be included in the analysis to further research.

- Besides the RSA solution for allocating resources with a model of traffic variation which is area-aware based on mobile network traffic [18], there is space to expand the solution to include RMLSA algorithms and explore other AI-based traffic forecasting methods.

These issues are of great complexity mainly because they involve different segments, with multi-layered configurations, comprising several application domains, in addition to representing an important investment cost. Network operators will need to scale the segments of the metropolitan network quickly, as services begin to be deployed, and choose different criteria for decision making in this regard, both on which requirements are a priority for business performance and on periods and places of greatest need. Even the edge of the network in the MA segment will have to expand to support the flows of these services, and therefore it will need to be thought of together with the underlying segments.

**MON in General**

There is a large research gap on traffic patterns analysis in metropolitan networks. As has been seen, the emergence of new services combined with the population dynamics of cities and changes in the distribution of traffic, there can often be an imbalance in the use of resources available on the network, since this ecosystem is based on elements with great performance differences. With this, there is the possibility of new redesigns and traffic distribution beyond the phenomenon of tidal traffic. At the same pace, online solutions are expected to react in the direction of time and adapt to network conditions. Consider as an atypical example the enormous impact that the COVID-19 Pandemic had on the traffic profile of large cities.

The deployment of 5G mobile networks will depend on the features that optical network architectures can offer. After all, fiber is still the fastest vehicle for data transport. 5G service providers and operators will decide on the appropriate costs and strategies to take advantage and optimize the existing infrastructure, or, on the other hand, invest in the implementation of a new environment with easy integration and simplified operations. This is not just an industry issue, as the trend towards infrastructure convergence and resource sharing, as in backbone networks, will lead to the debate on security, survival, and the mixing of technologies from several different generations, among other issues. For example, the first-generation fibers will not be removed from the infrastructure ducts but will work in conjunction with new versions such as multinucleated fibers. It is also important to mention that there is no ideal architecture, as the choice for a solution depends heavily on the providers’ applications and business segments.

**VI. Final Considerations**

The emergence of new computing paradigms, such as edge computing and IoT, and the proliferation of new access technologies, such as PON and 5G, together have been shifting the traffic load closer to the cities, thus putting pressure on the metropolitan optical networks infrastructure.

The recent literature surveys proposes various solutions traffic engineering for optical networks, but without taking into account the characteristics of the underlying network architecture.

On the other hand, projects for the implementation of new edge nodes are flourishing and, with this wide range of possibilities, many metropolitan network architectures have been proposed, especially since 2017.

This work focuses on bringing together these architectural proposals to discuss its main characteristics, advantages and disadvantages. Architectures like UDWSN [53], HnS/WDM [89], ARMONIA [86], DISCUS [78], MOMC [90], MEON [10], SIMON [2], TDGMON [44], FMN [1], DuFiNet [7] and DnW [99], for example, were designed with different objectives and concepts, and because they are very recent, they are not yet consolidated.

A comparative analysis among architectures identify the featured research topics and its future trends, finally the literature gaps are highlighted. In summary, the exciting future of MON research and operation
lies into the use of elastic transmission technologies in open hybrid tailored architectures, all controlled by autonomic intelligence control planes.

**TABLE XVIII: List of Acronyms.**

| Acronym | Description |
|---------|-------------|
| AAU | Active Antenna Units |
| ADM | Add/Drop Multiplexer |
| AI | Artificial Intelligence |
| AMEN | Access Metro Edge Node |
| AN | Access Nodes |
| ARN | Active Remote Node |
| AWG | Arrayed Waveguide Gratings |
| A-WDM | Analog-Wavelength Division Multiplexing |
| BER | Bit Error Rate |
| BHP | Burst Header Packets |
| BnS | Broadcast-and-Select |
| BP-ANN | Back Propagation based Artificial Neural Network |
| BVT | Bandwidth Variable Transponder |
| C | Optic Couplers |
| CAPEX | Capital Expenditure |
| CD | Colorless and Directionless |
| CD-ROADM | Colorless and Directionless Reconfigurable Optical Add Drop Multiplexers |
| CDC | Colorless, Directionless and Contentionless |
| CDC-ROADMs | Colorless, Directionless and Contentionless Reconfigurable Optical Add Drop Multiplexers |
| CO | Central Office |
| Co | Coherent |
| CT | Coherent Transponder |
| CORD | Central Office Re-architected as a Datacenter |
| CPRI | Common Public Radio Interface |
| CU | Centralized Unit |
| CWDM | Coarse Wavelength Division Multiplexing |
| DC | Data Center |
| DCF | Dispersion Compensating Fibers |
| DCM | Dispersion Compensation Methods |
| DnP | Drop-and-Waste |
| DP | Dual Polarization |
| DS | Downstream |
| DSLAM | Digital Subscriber Line Access Multiplexer |
| DSP | Digital Signal Processing |
| D-WDM | Digital to WDM |
| DU | Distributed Unit |
| DWDM | Dense Wavelength Division Multiplexing |
| DuFiNet | Dual Fibre Network |
| E2E | End-to-End |
| EDFA | Erbium-Doped Fiber Amplifier |
| EON | Elastic Optical Network |
| FCN | Flexible Control Nodes |
| FL | Filterless |
| Flex-OCSM | Centralized Flexible Optical Carrier Source Module |
| FMF | Few-Mode Fiber |
| FON | Filterless Optical Networks |
| FSU | Frequency Slot Units |
| HnS | Hub-and-Spoke |
| ILP | Integer Linear Programming |
| IMDD | Intensity-Modulation Direct-Detection |
| IMT | International Mobile Telecommunications Group |
| ISP | Internet Service Provider |
| IP | Internet Protocol |
| ISP | Internet Service Provider |
| ITU | International Telecommunication Union |
| LCOS | Liquid Crystal on Silicon |
| LR-PON | Long Reach Passive Optical Networks |
| LSTM | Long Short-Term Memory |
| MA | Metro-Access |
| MC | Metro-Core |
| MCENs | MetroCore Edge Nodes |
| MCF | Multi-Core Fiber |
| MCS | Multicast Switch |
| mDC | micro Data-Center |
| MD-ROADM | Multi-degree Reconfigurable Optical Add and Drop Multiplexer |
| MEM | Micro-Electrical-Mirror |
| Metro | Metropolitan |
| MEON | Metro Elastic Optical Network |
| ML-SBVT | Multi-Laser Sliceable Bandwidth Variable Transceivers |
| Acronym | Description |
|---------|-------------|
| MIMO    | Multiple-Input Multiple-Output |
| MMF     | Multi-Mode Fiber |
| MN      | Metro Nodes |
| MNOs    | Mobile Network Operators |
| MOMC    | Modular Optical Metro-Core |
| MON     | Metropolitan Optical Network |
| M-OTN   | Mobile-Optimized Optical Transport Network |
| MP      | Muxponders |
| MW-SBVT | Multi-Wavelength Sliceable Bandwidth Variable Transceivers |
| NRZ     | Non return-to-zero |
| MWDM    | Metro Wavelength-Division Multiplexing |
| NWDM    | Nyquist Wavelength-Division Multiplexing |
| OADM    | Optical Add and Drop Multiplexer |
| OaaS    | optimization-as-a-service (OaaS) |
| OCh     | Optical Channel |
| ODU     | Optical Data Unit |
| OEO     | Optical-Electrical-Optical |
| OFDM    | Orthogonal Frequency Division Multiplexing |
| OLS     | Optical Line Systems |
| ONU     | Optical Network Unit |
| OOFDM   | Optical Orthogonal Frequency Division Multiplexing |
| OPEX    | Operational Expenditure |
| OSNR    | Optical Signal to Noise |
| OSS     | open source software |
| OTDM    | Orthogonal time division multiplexing |
| OTN     | Optical Transport Network |
| OTU     | Optical Transport Unit |
| OXC     | Optical Crossconnect |
| P2MP    | Point-to-Multipoint |
| P2P     | Point-to-Point |
| PAM     | Pulse Amplitude Modulation |
| PASSION | ProgrAmmable transmission and switching modular systems based on Scalable Spectrum/space aggregation for future agile high capacity metro Networks |
| PE      | Passive Element |
| POP     | Points of Presence |
| PSM     | Photonic Space Switch Matrix |
| qNWDM   | quasi-Nyquist Wavelength-Division Multiplexed |
| QoS     | Quality of Experience |
| QoS     | Quality of Service |
| RnC     | Route-and-Couple |
| ROADM   | Reconfigurable Optical Add and Drop Multiplexer |
| RRU     | Remote Radio Units |
| RSA     | Routing and Spectrum Assignment |
| RSA     | Routing, Spatial channel and Spectrum Assignment |
| RWA     | Routing and Wavelength Assignment |
| S       | Splitters |
| SBVT    | Sliceable Bandwidth Variable Transceivers |
| SDN     | Software Defined Networking |
| sFL     | Semi-Filterless |
| SMF     | Single-Mode Fiber |
| SOA     | Semiconductor Optical Amplifier |
| SPs     | Switchponders |
| SSS     | Spectrum Selective Switch |
| SWDMM   | Shortwave Wavelength Division Multiplexing |
| US      | Upstream |
| TE      | Traffic Engineering |
| TFP     | Time-Frequency Packing |
| ToS     | Type of Service |
| TPs     | Transponders |
| UDWSN   | Ultra Dense-Wavelength Switched Network |
| VCSEL   | Vertical Cavity Surface Emitting Laser |
| VNF     | Virtual Network Functions |
| WAN     | Wide Area Network |
| WDM     | Wavelength Division Multiplexing |
| WSS     | Wavelength Selective Switch |
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