Abstract

Substantial improvements have been made in machine reading comprehension, where the machine answers questions based on a given context. Current state-of-the-art models even surpass human performance on several benchmarks. However, their abilities in the cross-lingual scenario are still to be explored. Previous works have revealed the abilities of pre-trained multilingual models for zero-shot cross-lingual reading comprehension. In this paper, we further utilized unlabeled data to improve the performance. The model is first supervised-trained on source language corpus, and then self-trained with unlabeled target language data. The experiment results showed improvements for all languages, and we also analyzed how self-training benefits cross-lingual reading comprehension in qualitative aspects.

1 Introduction

Machine reading comprehension has gained much attention because of its practical applications, and substantial improvements have been made recently. Pre-trained models such as BERT (Devlin et al., 2019) and GPT family (Radford et al.; Brown et al., 2020) achieved state-of-the-art performance, or even surpassed the humans, in several benchmarks, including SQuAD (Rajpurkar et al., 2016, 2018), HotpotQA (Yang et al., 2018), and CoQA (Reddy et al., 2019).

However, previous works mostly focused on monolingual reading comprehension, and large-scale data is usually available only in English. Several multilingual datasets were then created for development (Cui et al., 2019; Liu et al., 2019; Lewis et al., 2019). Also, techniques such as transfer learning or domain adaptation thus become important for cross-lingual reading comprehension. Hsu et al. (2019) showed the ability of multilingual BERT (m-BERT) for zero-shot cross-lingual reading comprehension. They first trained an m-BERT on source language reading comprehension corpus, and the model is then able to be applied to those in another target language without further fine-tuning.

On the other hand, self-training has been attractive in knowledge transfer. In self-training, a model is first trained on a labeled dataset. Then, the trained model gives pseudo-labels to unlabeled data. A subset of these pseudo-labeled data is selected into the labeled dataset for the next training epoch. This procedure is iterated several times.

This is the first paper using self-training to improve cross-lingual reading comprehension. In real applications, we may still have access to sufficient target language data, but without well-annotated answers. We thus propose to utilize these data by self-training. Model is first trained on a source language corpus with annotation and then self-trained on target language data where only contexts and questions are available. Pseudo-labels are dynamically obtained depending on the model’s confidence during self-training. Experiment results showed improvements among all corpora in four different languages, compared to previous zero-shot performance. We also analyzed how self-training works for cross-lingual reading comprehension.

2 Related Works

2.1 Cross-lingual transfer learning

While there are hundreds of languages in the world, large-scale datasets that are crucial for machine learning, are usually only available in English. Transfer learning for cross-lingual understanding thus becomes an important issue. Kim et al. (2017) utilized adversarial training to obtain language-general information without ancillary resources and achieved better performance on POS tagging. Schuster et al. (2019) used a machine translation
A well-labeled reading comprehension dataset \( D \) is composed of at least three components: contexts \( C = \{c_1, c_2, \ldots, c_n\} \), questions \( Q = \{q_{11}, q_{12}, \ldots, q_{nm}\} \), and corresponding answers \( A = \{a_{11}, a_{12}, \ldots, a_{nm}\} \), where \( q_{ij} \) denotes the \( j \)-th question of \( i \)-th context and \( a_{ij} \) is the corresponding answer. In this paper, we assume that we have access to a labeled dataset \( D_S = \{C_S, Q_S, A_S\} \) in source language \( S \) and an unlabeled dataset \( D_T = \{C_T, Q_T\} \) in target language \( T \). Given a pre-trained multilingual model, we first fine-tune it on the labeled dataset \( D_S \) (fine-tuning stage), and then use \( D_T \) for self-training (self-training stage).

### 3.1 Self-training process

The complete two-stage process works as specified in Algorithm 1. First, in fine-tuning stage, the pre-trained multilingual model \( M_P \) is fine-tuned on the labeled source language dataset \( D_S \) in a supervised manner. The model, denoted as \( M_0 \), is then used as the starting point in the next stage. In the self-training stage, the training and labeling process iterate several times. For each iteration \( i \), we first generate pseudo-labels for \( D_T \) with model \( M_i \) (Sec. 3.2), and train \( M_0 \) on \( D_T \) with these labels.

#### Algorithm 1 Cross-lingual self-training process.

Require:
- \( M_P \): Pre-trained multilingual model.
- \( D_S \): Labeled dataset in the source language.
- \( D_T \): Unlabeled dataset in the target language.
- \( N \): Number of self-training iterations.
- \( \theta \): Threshold for filtering pseudo-labels.

1: \( M_0 \) ← train\((M_P, D_S)\)
2: \( D_0 \) ← label\((M_0, D_T, \theta)\)
3: for each \( i \in [1, N] \) do
   4: \( M_i \) ← train\((M_0, D_{i-1})\)
   5: \( D_i \) ← label\((M_i, D_T, \theta)\)
4: end for
6: return \( M_N \)

### 3.2 Labeling process

To obtain the pseudo-labels, we run the unlabeled set through the model. Algorithm 2 explains the labeling process. For each unlabeled example \((c_i, q_{ij})\), the model gives \( p \) answers \( A_{ij} = \{a_{ij1}, a_{ij2}, \ldots, a_{ijp}\} \) with corresponding confidences \( T_{ij} = \{\tau_{ij1}, \tau_{ij2}, \ldots, \tau_{ijp}\} \). We then filter data by a threshold \( \theta \). Only examples whose greatest confidence exceeds the threshold are preserved. For each question, the answer with the greatest confidence is used as the pseudo-label.

#### Algorithm 2 Pseudo-label generation.

Require:
- \( M \): Model used in self-training process.
- \( D_T \): Unlabeled dataset in the target language.
- \( \theta \): Confidence threshold.

1: \( D' \) ← \( \emptyset \)
2: for \( c_i \in C_T \) do
   3: for \( q_{ij} \in Q_T \) do
      4: \( A_{ij}, T_{ij} \) ← \( M(c_i, q_{ij})\)
      5: if \( \max T_{ij} \geq \theta \) then
         6: \( k \) ← \( \arg \max T_{ij} \)
      7: \( D' \) ← \( D' \cup \{(c_i, q_{ij}, a_{ijk})\} \)
   8: end if
9: end for
10: end for
11: return \( D' \)
4 Experimental Settings

4.1 Model

We utilized publicly-available pre-trained m-BERT (Wolf et al., 2020) in our experiment. The m-BERT is a transformer-based encoder pre-trained on multilingual Wikipedia and can perform well on several cross-lingual tasks.

4.2 Datasets

We used 4 datasets in different languages in the experiments: SQuAD v1.1 (Rajpurkar et al., 2016) in English, FQuAD (d’Hoffschmidt et al., 2020) in French, KorQuAD v1.0 (Lim et al., 2019) in Korean, and DRCD (Shao et al., 2018) in traditional Chinese. These datasets were collected from Wikipedia in different languages, and all of the questions are answerable. However, the test set of FQuAD is not available, and we thus evaluated our approaches on development sets for all languages.

4.3 Pseudo-labeling

In extraction-based reading comprehension, the model answers the question by yielding two probability distributions over the context tokens. One is for the start position, and the other is for the end position. The answer is then extracted by selecting the span between the start and end positions.

Here we consider the probabilities as a measure of confidence. More specifically, we took the distributions of start and end tokens as input, then filtered out impossible candidates (for example, candidates with end token before start token), and performed beam search with the summation of start/end distributions as confidence. The threshold $\theta$ was set to 0.7, which means only the examples whose most confident answer with a score greater than 0.7 were used in the self-training stage.

5 Results

5.1 Quantitative results

Following the convention, we used exact match (EM) and F1 scores to evaluate the performance. Since we used 4 datasets in the experiments, there are therefore 12 source-target pairs to be evaluated. The notation source-target denotes that the model was fine-tuned on the source dataset, and then self-trained and evaluated on the target dataset. Table 1 presents the results on all 12 pairs across the four datasets. The m-BERT was first trained on the source language dataset, self-trained on the training set of the target language, and evaluated on the development set of the target language. Zero-shot means the m-BERT is only trained on the source language without self-training. We see that both EM and F1 were enhanced across all pairs with the help of self-training, compared to the original zero-shot ones (+1.75 to +15.64 on EM and +1.66 to +8.69 on F1). The consistent improvements show that our approach is general but not limited to specific languages. Table 2 lists the F1 scores in each iteration when m-BERT was first fine-tuned on SQuAD and self-trained on other datasets. In each iteration, almost all models were made better, and the first iteration benefited the most, as there are obvious gaps between zero-shot and iteration 1 for all models on both EM and F1 scores.

5.2 Qualitative analysis

We then investigated how our approach enhances the performance. Specifically, we studied the cross-lingual transfer on SQuAD, DRCD, and FQuAD in terms of the question and answer types. We classified questions and answers with the same procedure mentioned in their original papers, and the details are described in the appendix. KorQuAD was excluded here because the question and answer types were not specified clearly in the original paper, and we did not found a publicly-available reliable tagging toolkit for Korean.

![Figure 1: The zero-shot F1 scores with corresponding improvements in first iteration in self-training stage for different types of questions.](image)

We first analyzed how the scores varied concerning its original zero-shot scores. We wondered whether the larger amount of labels brings more benefits to their corresponding types of questions. However, we did not see an obvious trend here, which indicates that the amount of pseudo-labels is not the key to the improvements for different question types (refer to the appendix for the figures).
| Dataset | EM Zero-shot | EM Self-trained | F1 Zero-shot | F1 Self-trained |
|---------|--------------|----------------|--------------|----------------|
| SQuAD   | 53.39        | 57.59          | 72.78        | 75.75          |
| KorQuAD | 53.22        | 61.07          | 75.63        | 83.99          |
| FQuAD   | 68.56        | 72.41          | 79.84        | 82.67          |
| DRCD    | 67.00        | 71.25          | 82.94        | 86.66          |
| KorQuAD | 56.22        | 61.71          | 79.77        | 85.70          |

| Dataset | EM Zero-shot | EM Self-trained | F1 Zero-shot | F1 Self-trained |
|---------|--------------|----------------|--------------|----------------|
| SQuAD   | 55.33        | 66.26          | 69.22        | 77.49          |
| DRCD    | 35.10        | 42.57          | 54.83        | 63.52          |
| KorQuAD | 56.62        | 61.71          | 79.77        | 85.70          |

Table 1: Comparison of the performance (EM and F1) between zero-shot and self-trained m-BERTs on different datasets. The pre-trained m-BERT was first fine-tuned on the source language, and then self-trained and evaluated on the target language.

| Target | Zero-shot | Iter. 1 | Iter. 2 | Iter. 3 |
|--------|-----------|---------|---------|---------|
| FQuAD  | 72.78     | 74.19   | 74.96   | 75.75   |
| DRCD   | 82.94     | 85.55   | 85.59   | 86.64   |
| KorQuAD| 75.63     | 82.00   | 83.27   | 83.99   |

Table 2: Comparison of F1 scores of each iteration when m-BERT was first fine-tuned on SQuAD and self-trained on different datasets.

| Question Types | DRCD-SQuAD | FQuAD-SQuAD |
|----------------|------------|-------------|
| Who            | 5.45       | -0.3        |
| What           | 5.89       | 1.95        |
| When           | 16.98      | -0.05       |
| Where          | 4.44       | 3.04        |
| Why            | 8.27       | 1.77        |
| Which          | 4.07       | 0.46        |
| How            | 8.41       | 6.12        |
| Other          | 3.70       | 2.63        |

Table 3: The F1 improvements (ΔF1) of each question type in the first iteration when self-trained on SQuAD.

We then looked into the relation between the zero-shot scores and corresponding improvements for different types of questions in the first iteration of self-training, as shown in Figure 1. We see that self-training mostly improved the examples that were not answered well in the zero-shot inference (low F1 score on x-axis with good improvement on y-axis). We also present the results for answer types but in the appendix due to the space limit.

| Question Types | SQuAD-DRCD | FQuAD-DRCD |
|----------------|------------|------------|
| Who            | 4.26       | 9.83       |
| What           | 3.16       | 8.21       |
| When           | 5.64       | 10.59      |
| Where          | 1.14       | 3.41       |
| Why            | 0.66       | 0.42       |
| Which          | 1.64       | 3.3        |
| How            | 8.55       | 6.19       |
| Other          | 2.19       | 4.02       |

Table 4: The F1 improvements (ΔF1) of each question type in the first iteration when self-trained on DRCD.

We further compared the improvements of each question and answer type in the first iteration. Table 3, 4 and 5 show the results for question types, and those for answer types are in the appendix. The question types vary in the tables due to different categories in their original papers. We found that in the SQuAD-DRCD pair, "How" and "When" for questions and "Numeric" for answers improved the most in terms of F1 scores. Similar results were obtained in the DRCD-SQuAD pair with "When" and "How" questions and "Date" and "Verb" answers. In the FQuAD-SQuAD pair, "How" questions and "Adjective" and "Other Numeric" answers improved the most, but "Where" improved instead of "When". This suggests our approach helps with the numeric questions and date answers the most. Also, such improvements between DRCD and SQuAD were more than those between FQuAD and SQuAD. We believe this is because their formats in Chinese much differs from those in English.

6 Conclusion

This paper presents the first self-training approach to improve cross-lingual machine reading comprehension. The experiments were conducted on large-scale datasets in four different languages. The results showed that our approach improved the perfor-
mance significantly compared to the baseline with 1 – 16 EM and 1 – 8 F1 scores. We also analyzed how self-training improves cross-lingual reading comprehension in several aspects and found that improvements are correlated to zero-shot performance but not the number of pseudo-labels.
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A Implementation Details

For each experiment, we first fine-tuned m-BERT on the training set in the source language for 3 epochs. Then, the training set in the target language was used as the unlabeled set for self-training for 3 iterations. Then, in each iteration, the model was also trained for 3 epochs. Last, the performance was evaluated on the development set in the target language.

For both fine-tuning and self-training stage, we trained the model using AdamW (Loshchilov and Hutter, 2018) with the linear scheduler without warm-up. The batch size was 32, and the learning rate was $5 \times 10^{-5}$.

The maximum input context and question length of the model was set to 384 and 64 respectively, and the document stride was 128. During inference, the maximum length of machine-generated predictions was 30, and we used a beam size of 20 when computing predictions.

B Classifying Questions and Answers

**SQuAD** We classified the questions based on their word: What, When, Where, Which, Why, Who, How, and other. As for the answers, following Rajpurkar et al. (2016), we leveraged constituency parses, POS tags, and NER tags with Stanford CoreNLP (Manning et al., 2014).

**DRCD** For DRCD, we mostly followed Shao et al. (2018) to categorize the questions and answers. However, we used our own set of keywords and measure words because the keywords and the measure words were not given in the original paper.

**FQuAD** We grouped the questions in the development set of FQuAD by their beginning interrogative words, the same as d’Hoffschmidt et al. (2020) did. Nonetheless, since the regular expressions and rules to classify the answers were not specified in their paper, we followed a similar procedure in SQuAD to categorize them.

C Improvement Analysis

Figure 2: The relation between F1 improvements and the amount of pseudo-labels for different question types in the first iteration of self-training stage.

Figure 3: The relation between F1 improvements and the amount of pseudo-labels for different answer types in the first iteration of self-training stage.

Figure 4: The change of F1 scores in the first iteration in self-training stage for different types of answers.

Figure 2 and Figure 3 respectively show the relations between F1 improvements and the number of pseudo-labels of different question or answer types.
Table 6: The F1 improvements (ΔF1) of each question and answer type in the first iteration when self-trained on SQuAD.

| Types | SQuAD-DRCD | DRCD-SQuAD |
|-------|-------------|-------------|
| Questions | | |
| Who | 5.45 | -0.3 |
| What | 5.89 | 1.95 |
| When | 16.98 | -0.05 |
| Where | 4.44 | 3.04 |
| Why | 8.27 | 1.77 |
| Which | 4.07 | 0.46 |
| How | 8.41 | 6.12 |
| Other | 3.70 | 2.63 |
| Answers | | |
| Date | 13.13 | -0.3 |
| Other Numeric | 6.77 | 4.16 |
| Person | 6.62 | 2.43 |
| Location | 6.72 | 3.14 |
| Other Entity | 2.85 | 0.55 |
| Common Noun Phrase | 6.10 | 1.79 |
| Verb Phrase | 8.43 | 4.48 |
| Adjective Phrase | 3.87 | 3.21 |
| Clause | 3.49 | 1.67 |
| Other | 7.05 | 2.83 |

Table 7: The F1 improvements (ΔF1) of each question and answer type in the first iteration when self-trained on DRCD.

| Types | SQuAD-DRCD | DRCD-SQuAD |
|-------|-------------|-------------|
| Questions | | |
| Who | 4.26 | 9.83 |
| What | 3.16 | 8.21 |
| When | 5.64 | 10.59 |
| Where | 1.14 | 3.41 |
| Why | 0.66 | 0.42 |
| Which | 1.64 | 3.3 |
| How | 8.55 | 6.19 |
| Other | 2.19 | 4.02 |
| Answers | | |
| Numeric | 2.09 | 5.02 |
| Entity | 2.81 | 5.47 |
| Description | 2.26 | 3.14 |

Table 8: The F1 improvements (ΔF1) of each question and answer type in the first iteration when self-trained on FQuAD.

| Types | SQuAD-FQuAD | DRCD-FQuAD |
|-------|-------------|-------------|
| Questions | | |
| Who | 1.32 | 3.65 |
| What (quoi) | -0.16 | 6.08 |
| What (que) | -0.16 | 7.54 |
| When | -3.03 | 4.25 |
| Where | 12.90 | 2.28 |
| Why | 1.42 | -13.17 |
| How | 4.41 | 12.18 |
| How many | 6.57 | 8.24 |
| Other | 1.00 | 5.74 |

Table 9: Comparison of the F1 scores on different datasets when different thresholds were used in pseudo-labeling.

| Dataset | Threshold θ |
|---------|-------------|
| SQuAD | 0.5 | 6.0 | 0.7 | 8.0 | 0.9 |
| DRCD | 75.21 | 75.66 | 75.75 | 74.07 | 73.01 |
| KorQuAD | 83.19 | 83.46 | 83.99 | 83.79 | 82.80 |

Table 6, 7 and 8 show the improvements of F1 scores for each question and answer type for pairs of datasets in the first iteration in self-training stage. The numbers and content of types vary because the categories were different in their original papers.

D Confidence Threshold

Table 9 lists the F1 scores of the models which were fine-tuned on SQuAD then self-trained on other datasets with different thresholds in pseudo-labeling. The best performances were obtained when θ = 0.7.