Research Article

SCRD-Net: A Deep Convolutional Neural Network Model for Glaucoma Detection in Retina Tomography
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Early and accurate diagnosis of glaucoma is critical for avoiding human vision deterioration and preventing blindness. A deep-neural-network model has been developed for the diagnosis of glaucoma based on Heidelberg retina tomography (HRT), called “Seeking Common Features and Reserving Differences Net” (SCRD-Net) to make full use of the HRT data. In this work, the proposed SCRD-Net model achieved an area under the curve (AUC) of 94.0%. For the two HRT image modalities, the model sensitivities were 91.2% and 78.3% at specificities of 0.85 and 0.95, respectively. These results demonstrate a significant improvement over earlier results. In addition, we visualized the network outputs to develop an interpretation of the learned mechanism for discriminating glaucoma and normal images. Thus, the SCRD-Net can be an effective diagnostic indicator of glaucoma during clinical screening. To facilitate SCRD-Net utilization by the scientific community, the code implementation will be made publicly available.

1. Introduction

Glaucoma is a chronic clinical eye disease that can lead to irreversible vision loss [1]. According to Quigley and Broman [2], glaucoma is the second-leading cause of blindness worldwide, and it disproportionately affects women and Asians. Furthermore, the number of people (aged 40–80 years) with glaucoma worldwide was 64.3 million in 2013, and this number is expected to increase to 79.6 million in 2020 and 111.8 million in 2040 [3]. The emergence of pathological tissues in the optic nerve head (ONH) can lead to the dysfunction of the retinal ganglion cells (RGC) [4]. To prevent this irreversible damage, early diagnosis of glaucoma is essential.

Heidelberg retina tomography (HRT) has been widely used to diagnose glaucoma by optic disc topography measurements and parameter calculations [5]. Glaucoma can be clinically confirmed by an ophthalmologist according to qualitative and quantitative indicators for the pathological structural features of the ONH and the retinal nerve fiber layer (RNFL) in HRT data [6]. On the one hand, the qualitative evaluation indicators include the contour of the neuroretinal rim, optic disc hemorrhage, parapapillary atrophy, barred circumlinear vessels, and RNFL appearance. On the other hand, quantitative evaluation indices include the optic disc size (or vertical disc diameter), cup/disc ratio (in the vertical direction), rim/disc ratio, and retinal nerve fiber layer height (RNFLH).

Conventional machine learning methods have already been developed to improve the diagnostic performance of computer-aided glaucoma detection systems. For example, Wollstein et al. [7] used Moorfields regression analysis (MRA) for ONH evaluation in glaucoma conditions. However, this analysis of the ONH region requires a manual contour annotation, which can have large errors and impose a heavy workload on doctors. While the calculation of the glaucoma probability score (GPS) [8] does not require manual annotation, the GPS-based methods produce limited
features and show low effectiveness in nonstandard ONH areas. The shape abnormality score (SAS) [9] represents a glaucoma diagnosis method that uses wavelets for feature extraction, performs Gaussian process optimization, and employs a support vector machine (SVM) for classifying HRT images. Although the SAS method shows good diagnostic performance, it shows low sensitivities of 0.59 and 0.77 for specificities of 0.95 and 0.85, respectively. Asakura et al. [10] combined multiple HRT parameters using a random-forest classifier to diagnose glaucoma and achieved an area under the curve (AUC) of 0.96, outperforming the MRA and GPS methods. Bizios et al. [11] demonstrated that the input parameters of optical coherence tomography (OCT) for measuring the retinal nerve fiber layer thickness (RNFLT) have a large impact on the glaucoma diagnostic performance. Errors and limitations may result from the dependence of these input parameters on the image quality and doctor’s expertise [7]. Particularly, in most conventional methods, a doctor manually extracts features and classifies samples, and hence, the diagnosis is subject to the limitations of expert knowledge and skills [12–14].

Recently, deep learning methods have been successfully applied in multiple medical imaging applications [15–19]. These methods can effectively capture latent representations and ultimately improve detection and classification outcomes. Furthermore, deep learning methods eliminate diagnostic variations and improve diagnosis through earlier detection and, in turn, early treatment. For detecting ocular diseases, recent studies focused on the segmentation and classification of the optic disc (or cup) patterns [20–22].

Numerous classification schemes have been proposed for diabetic retinopathy [23, 24], hemorrhage detection [25], optic disc abnormality detection [26], age-related macular degeneration (AMD) [27, 28], diabetic macular edema (DME) [29], multiclassification [30, 31], and other conditions [32–34]. Most studies on deep learning for glaucoma diagnosis have exploited certain features of digital fundus images [35–39], such as the visual field [40]. The robustness of these approaches is not fully verified. Chen et al. [41] presented a simple deep convolutional neural network (DCNN) framework to capture hidden glaucoma-related features. For the two HRT image modalities, the framework resulted in AUC values of 0.831 and 0.887, respectively. Improved network design [42] increased the AUC values to 0.838 and 0.898, respectively. Abbas et al. [43] selected regions of interest (ROI) from the green channel of fundus images, extracted features from these ROIs, processed the features with a convolutional neural network (CNN), and optimized the performance with a deep belief network (DBN) [44]. Through validation on multiple datasets, this model scored, on average, a sensitivity of 84.5%, specificity of 98.01%, accuracy of 99%, and precision of 84%. Nonetheless, this model has not been tested on large-scale glaucoma datasets to confirm its practical applicability. Chai et al. [45] designed a two-branch deep learning architecture that can simultaneously analyze whole retinal images and local optic disc regions.

In this paper, we demonstrate the effectiveness of a deep-learning algorithm for glaucoma detection based on HRT data and propose a model called “Seeking Common Features and Reserving Differences Net” (SCRD-Net) for early-stage glaucoma diagnosis. The proposed model supports the decisions of clinical diagnosis and alleviates the time and effort spent by doctors on complex and repetitive work.

The main contributions of this work are summarized as follows:

(i) SCRD-Net makes full use of the available data by incorporating two features of HRT data, namely, the light reflection intensity and topographic values. By entering these features separately, as shown in Figure 1, SCRD-Net can extract elementary and key information, capture subtle differences, and highlight critical details of the glaucoma and normal images.

(ii) For the glaucoma detection evaluation on the ORIGA and SCES datasets, SCRD-Net achieved sensitivities of 0.783 and 0.912, with corresponding specificities of 0.95 and 0.85. These sensitivity results on the two datasets are, respectively, better by 0.193 and 0.142 compared with other state-of-the-art methods. Meanwhile, the AUC achieved by SCRD-Net is 0.05 higher than those of previous methods.

(iii) We visualize the salient areas in the original retinal images to provide evidences for or against a specific class. This visualization illustrates the learned features and helps accelerate the adoption of interpretable black-box deep learning classifiers in medical applications.

2. Methods

2.1. Data Sources. In our experiments, two datasets were used. The first one is from the QEII Eye Care Centre at the Queen Elizabeth II Health Sciences Centre in Halifax, Canada [46]. The dataset contains 1,439 images of glaucoma patients and 560 images of normal subjects. The second dataset was collected at Queen’s Medical Centre in Nottingham, UK [47, 48]. The dataset contains 188 images of glaucoma patients and 882 images of normal subjects. In the two datasets previously mentioned, 106 glaucoma patients and 76 normal subjects were collected for both left and right eyes, while others only collected one eye. For the sake of unification, each participant chose only one eye in our experiment. Therefore, from the two datasets, we selected only 1,521 images with varying degrees of glaucoma and 1,366 normal images for the experimental. In addition, in order to better verify the generalization ability of the proposed model, we divided this collection into randomly selected training, validation, and test sets with 60%, 10%, and 30% of the images, respectively.

While the collected data consists of measurements of light reflection intensity and topographic values, the data comes from multiple centers with different qualities, and some measurement parts were not collected due to machine limitations.

As previously mentioned, the HRT data contains two types of features [49]: light reflection intensity and
topographic values. The topographic values indicate the height of the fundus ONH and other relevant information of the surrounding terrain, such as the light position, height, and gradient. Figure 1(a) shows the location and morphological information of the optic nerve fibers and blood vessels around the optic disc, while Figure 1(b) shows the light reflection intensity, indicating the light absorption of the fundus retinal reflex.

2.2. Data Preprocessing. We use the ophthalmic picture quality screening method based on the mean pixel height standard deviation (MPHSD) [50] to select the highest-quality HRT images with MPHSD values smaller than 50. Image normalization makes the data more uniform, and the model becomes more robust to multicenter data variations. We replaced the missing fundus field values with the mean value of the collected fundus field data. This data completion step efficiently exploits the CNN advantages to overcome data deficiency due to instrument limitations. We also augmented the data samples, though only in the horizontal direction, by mainly considering the eye alignment.

2.3. Model. Many medical image processing techniques use highly effective deep learning models such as CNNs to assist in the diagnosis of diseases. In this work, we combine several classical CNN models with Xavier initialization to train and test a deep learning architecture for glaucoma diagnosis from HRT data. The proposed architecture is called “Seeking Common Features and Reserving Differences Net” (SCRD-Net). A block diagram of this architecture is shown in Figure 2.

2.3.1. Parallel Processing of Underlying Characteristics. The proposed model was designed while taking into consideration the differences between natural and medical images. Indeed, for medical images and especially HRT images, we would need to retain low-level information. This requirement is satisfied as follows. As shown in Figure 3, a single-modality network considers as an input either the reflectance or the topographical image components of the HRT data. A merge network processes the two types of components together. A split-merge model involves two independent parallel structures in the bottom layers (blue blocks in Figure 3) for the reflectance and topographical image components of the HRT data. The split-merge model not only avoids the information loss of single-modality networks that use images of a single HRT feature but also reduces the modality confusion that can occur in merge networks. The split-merge model facilitates the extraction of separate reflectance and morphological features of the optic nerve fibers and blood vessels around the optic disc, where the topographical features indicate the height of the fundus optic nerve and the gradient information. The features extracted from both modalities are indispensable for glaucoma diagnosis, and our model well recognizes such features for both modalities.

2.3.2. Seeking Common Ground. After extracting low-level information of both reflectance and topographical features in the bottom layers of the split-merge network model, we fuse the two types of features in the middle layers, as shown by the yellow blocks of the split-merge model in Figure 3. In this work, we mainly use the pretrained inception [51] deep model because its multiscale feature extraction and fusion operations are well suited for the characteristics of different tissue scales in the ONH region. These operations are also comparable to human cognition processes like extracting common features between two objects such as a desk and a coffee table, including the numbers of legs and surfaces. The process of extracting the common features of different modalities that can be attributed to the same class also agrees with doctors’ diagnosis of glaucoma.

2.3.3. Reserving Differences. The fusion of low-level information in the middle layers is effective at extracting common contributions between different HRT features. However, this
fusion ignores some individual contributions to the details. Therefore, as shown in Figure 2, in addition to the split-merge model of Figure 3, we enforce the low-level information of the reflectance and topographical image modalities to flow into the top layer of the model as output features. The weighted parameter distribution (in the network equations) of the three parts (i.e., the split-merge path, reflection path, and topographical path) enhances the model sensitivity to glaucoma images, which is a clinically desirable property. In addition, the low-level features that are parallel to the structural features comprehensively improve the network capabilities. Moreover, the blue part is half as deep as the yellow part. Therefore, the blue part can also transfer

the gradient and accelerate the convergence. This design is considered more suitable for small samples and is similar to the auxiliary loss in GoogLeNet [51].

2.4. Highlighted Area Analysis. DCNNs are generally black-box classifiers, and we cannot know which factors play a decisive role in forming the final network outcome. However, in medical diagnosis, it is extremely important to know the image regions that play such a role because different pathological regions require different clinical treatments. To ensure the clinical applicability of our method, we investigate here the visualization of our predictions that result as the response of a deep neural network to a specific input. When classifying images, our visualization method highlights areas in a given input image that provide evidence for or against a certain class. This visualization method is based on [44]. Specifically, this method assumes high dependence of a pixel’s value on neighboring pixels. Furthermore, the conditional probability of a pixel, given its neighborhood, does not depend on the position of the pixel in an image. Therefore, the conditional probability \( P(c|x_i) \) of a feature \( x_i \) is approximated using the marginal distribution \( P(x_i) \), where \( x_{ij} \) represents a small patch of the image with the center and the data belongs to class \( c \). Then, the instant-specific theory given by Robnik-Šikonja and Kononenko [53] is used to obtain the decision weights in the prediction model. Thus, the region that makes the largest probability contribution is visualized, and we can see where the main
deciding factors have been concentrated. Consequently, we can infer the area where the pathological tissues are most likely located.

### 3. Experiments and Results

#### 3.1. Evaluation Criteria

In this work, the performance of the glaucoma detectors is evaluated using the metrics of accuracy (ACC), precision (Pr), and area under the receiver operating characteristics (ROC) curve (AUC). The ROC curve highlights the tradeoff between the sensitivity (SE) or the true positive rate (TPR) and the specificity or the true negative rate (TNR). These measures are defined as follows:

\[
TPR = \frac{TP}{TP + FN}, \quad \text{TNR} = \frac{TN}{TN + FP}.
\]

where TP and TN are the numbers of the true positives and the true negatives, respectively, while FP and FN are the numbers of the false positives and the false negatives, respectively. 0.05-SE denotes the sensitivity at a specificity of 0.95, and 0.15-SE denotes the sensitivity at a specificity of 0.85. This sensitivity to high specificity is necessary to meet clinical needs.

#### 3.2. Performance Indicators and Comparison Baseline

We compared SCRD-Net with several related traditional methods [7–9] and mainstream deep networks in the ImageNet competition [51, 54–57, 60], as shown in Table 1. It can be seen that our proposed model has achieved the best results among all compared methods on all evaluation criteria except 0.15-SE. In particular, the sensitivity at a specificity of 0.95 has increased by 17.1% compared with the latest model. Parallel processing of individual modalities and multimodality fusion can help in capturing common features while realizing differences. Furthermore, the two side paths in the top network layers can easily transmit middle layer information to the top layers and reserve particular features from the two modalities. Experimental results demonstrate that the proposed network structure is suitable and efficient for extracting features from retinal images.

In addition, we have drawn ROC curves of different methods, as shown in Figure 4. It is obvious from the figure on the left that our method is superior to MRA, GPS, and SAS. From the figure on the right, we can see that the SCRD-Net shows the best sensitivity when the specificity is greater than 0.9. When the specificity is less than 0.9, the curves of SCRD-Net are relatively flat. Therefore, not only can SCRD-Net effectively extract the common features between the different modalities, but it can also obtain individual features.

#### 3.3. Ablation Experiments

We input data as shown in the models of Figure 3. The results show that SCRD-Net not only has high accuracy but also improves the sensitivity at a specificity of 0.95. This high sensitivity is necessary to meet clinical needs.

As summarized in Table 2, if we consider HRT data of only one modality, the results are roughly similar to those obtained using the SAS method. As shown in Table 2, when the light reflection intensity or topographic values are processed, we obtain sensitivities of only 47.4% and 53.4%, respectively, for a specificity of 0.95. From the detection results using each of the reflection intensity and topographic values, we can observe that the sensitivities at specificities of 0.95 and 0.85 are complementary. Therefore, we need to consider combining the data of the two modalities. Indeed, we merged the light reflection intensity and the topographic values as two channels of an RGB image. Compared with the above-mentioned experiments, this channel merging greatly improves performance. In particular, the glaucoma detection sensitivity increased by more than 10% at a specificity of 0.95. This is consistent with the fact that ophthalmologists consider the images of both modalities during diagnosis. However, if we consider the two modalities as two channels of an RGB image, we may ignore the individual characteristics of each modality. Therefore, we use the split-merge model to emphasize the independence of the features. Using this model, the sensitivity was improved by an additional 6% at a specificity of 0.85 and by 8.4% at a specificity of 0.95. As shown in Figure 5, we can see that the sensitivity of SCRD-Net is higher than other methods at high specificity. These results show that it is beneficial to treat different model features independently. Moreover, HRT data with multiple modalities plays a crucial role in clinical diagnosis [58]. More importantly, our proposed SCRD-Net model achieved a sensitivity of 78.3% at a specificity of 0.95, demonstrating an improvement of 7.3% when the structural and textural features are combined. Furthermore, the results verify that SCRD-Net can well handle similar multimodal data patterns.

#### 3.4. Highlighted Area Results

In the visualization of the normal and glaucoma-affected retinal images (Figures 6 and 7, resp.), the proposed classifier makes correct predictions for the normal and glaucoma cases as shown by the evidence for and against each decision (marked in red and blue, resp.)
Figure 4: Comparison of ROCs of different glaucoma detection methods. Our SCRD-Net model is compared with other methods based on the structure of HRT data, with the aim of achieving a high sensitivity at a specificity of 0.95.

Table 2: Comparison of our SCRD-Net method with other methods based on the HRT data composition.

| Method       | ACC   | AUC   | 0.05-SE | 0.15-SE | SE   |
|--------------|-------|-------|---------|---------|------|
| Topographic  | 0.828 | 0.898 | 0.534   | 0.795   | 0.855|
| Reflection   | 0.837 | 0.882 | 0.474   | 0.810   | 0.841|
| Merge        | 0.852 | 0.911 | 0.650   | 0.837   | 0.811|
| Split-Merge  | **0.889** | 0.930 | 0.710   | **0.921** | 0.910|
| SCRD-Net     | **0.884** | **0.940** | **0.783** | **0.920** |      |

Figure 5: Comparison of ROCs of different network models. Our model is compared with different methods based on the structure of HRT data, with the aim of achieving a high sensitivity at a specificity of 0.95.
at the output layer. We can see that the supporting evidence (in red) is located around the optic cup for the glaucoma images, whereas the supporting evidence (in red) is located on the optic disc for the normal images.

The red and blue signals differ in strength, size, and location in the retinal images with and without glaucoma. The red signals are more intense and concentrated mostly in the temporal, temporal-superior, or temporal-inferior regions around the ONH or within the ONH in the glaucoma images. The blue signals present a more homogeneous pattern in the ONH and the temporal side. However, these signals are more diverse and even mixed with the red signals in glaucoma images.

Figures 6(a)–6(d) represent four different samples of the normal eye, where (a) is a normal round optic disc with a cup-to-disc ratio of 0.35, and the parapapillary RNFLs are normally distributed. (b) is a normal optic disc with parapapillary atrophy, and the rim width and RNFL are normally distributed. (c) is an eye with a tilted optic disc and a cup-to-disc ratio of 0.5. The rim satisfies the ISNT rule [59], and the RNFL appears normal. The ISNT rule is as follows. In normal discs, the neuroretinal rim (NRR) is said to have a characteristic configuration with the rim width being the thickest in the inferior region, followed by the superior sector, nasal area, and, finally, temporal sector. (d) is a highly myopic eye with a normal RNFL, and large parapapillary atrophy is present.

Figures 7(e)–7(h) represent four different samples with glaucoma, where (e) is an eye with a large cup-to-disc ratio of about 0.7. There is a significant notch in the inferior–temporal region and a corresponding RNFL loss. (f) is an eye with a large round optic disc and enlarged cup with a cup-to-disc ratio of 0.75. The rim is mildly reduced circumferentially with inferiorly predominant. The RNFLs are thinner in comparison with those of a normal eye. Note that the lamina cribrosa pores are visualized. (g) is a highly myopic eye with glaucoma. The optic disc is tilted and rotated. Prominent parapapillary atrophy is present mainly in the temporal region. The cup-to-disc ratio is 0.75, and the rim is significantly narrow in the inferior quadrant. (h) is
another highly myopic eye with glaucoma. The rim is narrow in every quadrant, and parapapillary atrophy occurred circumferentially. The optic cup is large and deep, and an RNFL defect is present.

4. Discussion
This study presented a framework for the diagnosis of glaucoma based on the inception-V1 model (seeking common ground) that can capture discriminative features in multiple scales to better characterize hidden and key patterns related to glaucoma. We also used two side paths to reserve differences, identify low-level information for the light reflection intensity and topographic values, avoid confusion among the different characteristics, and increase detection sensitivity.

The algorithm for glaucoma and normal image classification is, to a certain extent, similar to some human cognition processes. For example, when looking at a desk and coffee table, humans will grasp the common morphological information of these two objects, such as the common number of legs. This is an example of global features. Moreover, humans grasp different details, such as the color, height, width, and length of each object to avoid confusion between a desk and a coffee table. These details are examples of local individual features that lead to a high detection sensitivity. Therefore, combining the two aspects of the features can help in better exploitation of the HRT data and understanding the intrinsic differences between glaucoma and normal eye images.

In addition, the low-level information that is hidden (or latent) in the retinal images is important for the glaucoma diagnosis process. These images contain not only high-level geometric shapes that natural images have but also other features including fine texture, border, and contour details. In general, our results show that low-level features are also necessary for the HRT-based diagnosis of glaucoma.
Glaucoma causes vision impairments such as optic neuropathy and visual field defects. Morphologically, internal changes of the ONH might involve disc cupping, retinal rim loss, prelamina tissue loss, thinning and deformation of the lamina cribrosa, changes in the lamina cribrosa pores, and enlargement of the scleral canal opening. In the parapapillary region, impairments include RNFL defects, retinal vessel thinning, and parapapillary atrophy. For mild and moderate glaucoma, defects generally occur in the superior-temporal or inferior-temporal regions. These are characteristic patterns of the disease. Although the signals for differentiation could not be specified to indicate a specific morphological change, signal differentiation might be a potential learning opportunity for identifying glaucoma-induced changes.

5. Conclusions

In this work, we have proposed a glaucoma diagnosis deep learning model called Seeking Common Features and Reserving Differences Net (SCRD-Net) to make full use of the reflectance and topography features of HRT data. The model has two side paths to reserve differences, extract elementary and key information, and capture subtle differences and critical details of both HRT modalities. Based on the experimental results, SCRD-Net showed an area under the curve of 94.0%. The sensitivities using the two HRT modalities are 91.2% and 78.3% at specificities of 85.0% and 95.0%, respectively. These results demonstrate a significant improvement over previous results. However, the computations using Telsa K80 in the network are too slow. For future work, we will investigate approaches for accelerating the computations. Furthermore, we plan to probe the pathological basis of glaucoma, especially in the highlighted areas, and then develop a robust computer-aided diagnosis system.
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