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I. INTRODUCTION

Radiation emitted from accelerated electrons is a ubiquitous feature of regions of strong electromagnetic field. In astrophysical environments, or in laser–matter interactions at the high-intensity frontiers, the fields can be so strong that the interactions must be described within the framework of quantum electrodynamics (QED). Experiments at the next generation of high-intensity laser facilities will produce high-energy γ-rays via quantum synchrotron emission (also called nonlinear Compton scattering) in a variety of geometries. Particle-in-cell (PIC) simulations, extended to include the one-particle to two-particle ("1 to 2") strong-field QED processes of photon emission and electron–positron pair creation, play an essential role in modeling these interactions. However, for every emission process, there is a corresponding absorption process. To date, the reverse ("2 to 1") processes of one-photon absorption and pair annihilation to one photon have been neglected in PIC simulations.

Here we consider the effect of one-photon absorption in a scenario where the photons are absorbed by the same population of relativistic electrons that emitted them. In an astrophysical context, this phenomenon is known as synchrotron self-absorption. In principle, the irradiation of a solid target by a laser of intensity \( \geq 10^{23} \ \text{W cm}^{-2} \) is a platform for studying self-absorption, because of the combination of strong electromagnetic field, high electron density, and high photon density at the plasma surface. A consistent treatment of photon absorption must include stimulated emission, which is the competing, induced process. To do so, we construct a cross section for stimulated emission in QED that is valid within the locally constant, crossed fields approximation; to the best of our knowledge, a cross section from QED has not previously been reported. We present an implementation of both as binary interactions within the framework of QED processes.

II. INDUCED PROCESSES

The following master equation determines the evolution of the number of photons, \( N(\mathbf{k}) \), with momentum \( \mathbf{k} \):

\[
\frac{dN(\mathbf{k})}{dt} = \int \frac{d^3p}{(2\pi)^3} w(p, \mathbf{k}) \left[ 1 + N(\mathbf{k})f(p) - N(\mathbf{k})f(p - \mathbf{k}) \right]. \tag{1}
\]
Here \( w(p, k) \) is the rate at which an electron with momentum \( p \) emits photons with momentum \( k \) and \( f(p) \) is the electron distribution function, defined by \( dN_e = f(p) \frac{d^4p}{(2\pi)^3} \). (We use units such that \( \hbar = c = 1 \) throughout.) The first term in square brackets on the RHS of Eq. (1) describes “spontaneous emission,” which is the quantum synchrotron emission already included in laser-plasma simulations.\(^{3,13}\) The following two terms correspond, respectively, to the induced processes of stimulated emission and photon absorption. Unlike spontaneous emission, they depend on the density of photons already present. All three processes depend on the electron and photon momenta, \( p^0 \) and \( k^0 \), and the strength of the electromagnetic field \( E_{\mu\nu} \), which is implicit in \( w(p, k) \). Stimulated emission does not represent an interaction in the same sense that absorption does: a photon is not absorbed and re-emitted, for example. It is a consequence of the fact that photons are bosons, which makes that the phase space for the emission of a photon with momentum \( k \) is enhanced by the presence of photons with the same momentum. (For fermions, the equivalent phenomenon, Pauli blocking, would be de-enhancing.)

Conservation of momentum means that an electron in vacuum cannot absorb radiation without some associated emission of radiation. Absorption can occur, however, for an electron in a background electromagnetic field \( E_{\mu\nu} \) (where the required emissions appear as “absorption” of negative frequency modes from the background\(^{16}\)). If the field is weak compared to the critical field of QED, \( E_c = m^3/e^2\), and if it varies sufficiently slowly such that quantum processes can be considered to be instantaneously constant, the interaction is controlled by the quantum parameters \( \chi_c = |E_{\mu\nu} p^\mu|/(me_c) \) and \( \chi_r = |E_{\mu\nu} k^\mu|/(me_c) \), where \( p \) and \( k \) are the electron and photon momenta, \( e \) is the elementary charge, and \( m \) is the electron mass.

We may derive cross sections for absorption and stimulated emission from the master equation, Eq. (1), as follows. Consider a monoenergetic electron population, such that \( f(p') = N_e \delta(p' - p) \). The last term in Eq. (1) is the absorption contribution,

\[
\frac{dN(p, k)}{dt} \bigg|_{\text{abs}} = -N_e w(p, k) N(k) = -4\pi^2 n_e \frac{dW(p + k)}{d^4k} N(k),
\]

where we have used \( w(p, k) = \frac{(2\pi)^3}{2} \frac{dW(p, k)}{d^4k} \) and absorbed the volume factor \( V \) into the electron number density, \( n_e = N_e/V \). If the background field is constant and crossed, the triple-differential photon emission rate \( \frac{dW}{d^4k} \) is given by\(^7\)

\[
\frac{dW(p, k)}{d^4k} = \frac{\chi_c^{1/2}(1 + u)}{\sqrt{3\pi^2m^2}} \frac{\gamma^2}{\gamma_c m u} \times \frac{\chi_c^{1/2}[(1 + (1 + u)^2)^2 - (1 + u)]K_{1/3}\left(\frac{2u\zeta}{\gamma_c}\right)}{K_{1/3}(u)},
\]

where

\[
u = \frac{\omega}{\gamma m - \omega} = \frac{s}{1 - s}, \quad \zeta = \frac{2\gamma^2(1 - \beta \cos \vartheta)}{\gamma_c m u} \frac{\frac{k, p}{s m^2}}{s m^2}.
\]

Here \( \omega \) is the photon energy, \( \gamma \) is the Lorentz factor of an electron with velocity \( \beta \), and \( \vartheta \) is the angle between the electron and photon momentum (assumed to be small in the ultrarelativistic limit \( \gamma \gg 1 \)).

The rate at which photons are absorbed depends on the synchrotron emissivity of an electron with momentum \( p + k \).\(^7\) In order to obtain an equivalent of Eq. (3) for an electron with momentum \( p' = p + k \), we make the following substitutions: \( u \to -s, \gamma \to \gamma(1 + s), \gamma_c \to \gamma_c(1 + s) \). The parameter \( \zeta \) is not changed. This may be seen by calculating \( k, p' \) in terms of \( k, p \) and applying the conservation of momentum in a crossed field with lightlike wavevector \( n: p + k = p + [k, p]/n(k + p)/n \). Dividing Eq. (2) by another volume factor \( V \), to obtain a photon number density \( n_p \), gives us the number of absorption events per unit volume, per unit time,

\[
\frac{dN(p, k)}{dt} \bigg|_{\text{abs}} = 4\pi^2 n_e n_p \frac{dW(p + k)}{d^4k} = \frac{n_p n_e e^4 \zeta^2}{m^2} \frac{2k, p}{s m^2} \frac{4\pi^2 \times 4g^2 - z}{Ai(\zeta)},
\]

where we identify the final result as the product of the invariant flux \( F = n_p n_e e^4 (k, p)/3 \) and a cross section \( \sigma \). The auxiliary variables are \( s = \gamma_c/\gamma, g = \frac{1}{1 + \frac{e^2}{4(1 + s)}}, z = \left(s/|\gamma_c(1 + s)|\right)^{1/3} \), and \( \zeta = \left(2\gamma^2/s(k, p/m^2) \right)^{1/3} \).

A similar logic may be followed to obtain the cross section for stimulated synchrotron emission. From the second term in Eq. (1),

\[
\frac{dN(k)}{dt} \bigg|_{\text{st}} = N_e w(p, k) N(k) = 4\pi^2 n_e \frac{dW(p + k)}{d^4k} N(k),
\]

we obtain

\[
\frac{dN(k)}{dt} \bigg|_{\text{st}} = n_p n_e e^4 \frac{2k, p}{s m^2} \frac{4\pi^2 \times 4g^2 - z'}{Ai(z')},
\]

where \( s = \gamma_c/\gamma, g' = \frac{1}{1 + \frac{e^2}{4(1 + s)}}, z' = \left(s/|\gamma_c(1 + s)|\right)^{1/3} \), and \( z' = (2\gamma^2/s(k, p/m^2) \right)^{1/3} \). Note that the same \( k \) appears on both sides of Eq. (6) and therefore, when stimulated emission occurs, the emitted and stimulating photons have the same momentum.

The cross sections for absorption and stimulated emission may therefore be written as an unified form as

\[
\sigma = \frac{4\pi^2 x (4g^2 - z/1)Ai(z)}{k, p},
\]

where \( s = \gamma_c/\gamma, g = 1/2 + \frac{e^2}{4(1 + s)} \) for both processes. In the remaining two auxiliary variables, \( g = 1/2 + \frac{e^2}{4(1 + s)} \), and \( z = \left(s/|\gamma_c(1 + s)|\right)^{1/3} \), choosing the positive (negative) sign yields the cross section for absorption (stimulated emission). The sign of \( s \) in the definitions of \( g \) and \( z \) is an expression of the conservation of momentum. An electron may absorb a photon with arbitrary large energy and therefore \( s \) may take any value. However, stimulated emission can only take place for photons with less energy than the electron; thus on kine- matic grounds, we have the restriction \( s < 1 \). The cross section for absorption, obtained in this way, agrees with the result of a direct calculation from strong-field QED\(^{16}\) which is a useful cross-check of the master equation approach. To the best of our knowledge, a QED cross section for stimulated emission has not previously been reported.

This result is obtained in the locally constant, crossed field approximation (LCFA), under which the ratio for a QED process in an arbitrary background field may be replaced with its equivalent in a
constant, crossed field.\textsuperscript{39} The validity of this approximation depends on the normalized field amplitude $a_0 = \mathcal{E}_0 / (m_0 q_0)$, where $\mathcal{E}_0$ is the electric field strength and $\omega_0$ is the field’s frequency of oscillation. The LCFA holds for the 1 to 2 processes of Compton scattering\textsuperscript{28,34} and nonlinear Breit–Wheeler pair creation\textsuperscript{30} if $a_0$ satisfies $a_0 \gg 1$ and $a_0^2 / \omega_0^2 \gg 1$, as under these conditions the formation length is much smaller than the scale of variation of the background field. In a pulsed background, however, there are always temporal regions where the local value of $a_0$ is small, and hence the assumptions of the LCFA are automatically violated. Compton scattering and Breit–Wheeler pair creation “self-regulate” in this situation;\textsuperscript{34} although the fractional error in the rate is large in such regions, the rate itself is small (in fact, vanishing) due to the behavior of the Airy functions appearing there, and thus the absolute error is small. The question arises as to what extent these statements apply also to induced processes, which depend on additional kinematic variables.

A comparison of the LCFA for one-photon absorption Eq. (8) with the full QED result\textsuperscript{16} in a monochromatic plane wave background shows good agreement for $s \gg x_c / a_0^3$. Absorption is, though, more likely in regions where $a_0$ is not large. In very short pulses, these regions can contribute a significant proportion of the total probability.\textsuperscript{18} However, note that Ref. 16 benchmarked absorption using externally injected photons, which overlap with the electrons even in free space. Here we consider photons that are emitted by the electron population itself, so that overlap takes place only in the high-field region, $a_0 \gg 1$, where emission is most likely. As the LCFA is satisfied for the emission process in this regime, and emission and absorption take place in the same region of space, it should also be satisfied for the absorption process.

Emission of a photon by an electron, followed by absorption of that photon by another electron, may be viewed as the component of Møller scattering (ee → ee, in a strong field) in which the intermediate photon is real. A complete treatment of electron–electron scattering in a background field would include off-shell and interference contributions; this has been done for monochromatic\textsuperscript{30–39} and pulsed electromagnetic waves\textsuperscript{60} at low intensity $a_0 \leq 1$, with particular focus on resonances in the transition amplitude. These resonances occur when the intermediate photon goes on shell, which significantly enhances the interaction probability over its value in vacuum. This is precisely the interaction under consideration here. It should dominate the virtual component, i.e., direct electron–electron scattering, which is, in its usual classical description,\textsuperscript{3} negligible for laser-plasmas.

III. IN A LASER-PLASMA ENVIRONMENT

A. Analytical estimates

Let us first determine the laser and plasma parameters for which one-photon absorption becomes important. Consider a population of electrons, with number density $n_e$, performing a circular orbit with Lorentz factor $\gamma$, quantum parameter $\chi_e$, and gyroradius $R_e = \gamma^2 / (m_e c)$. Let the space be filled by photons with number density $n_\gamma$, quantum parameter $\chi_\gamma$, and energy $\omega$, all propagating in the same direction and in the plane of the electron orbit.

Defining $\vartheta$ to be the angle between the electron and photon momenta and assuming $\gamma \gg 1$ and $\theta \ll 1$, the argument of the Airy function in Eq. (8) may be cast as $z \approx \vartheta^3 / \vartheta_0^2$, for $\vartheta_0 = (m_e c^2 / \gamma \omega)^{1 / 3}$. This shows that the cross section is suppressed for $\vartheta > \vartheta_0$, i.e., unless the electron and photon are almost collinear, so it occurs once per orbit. In general, both stimulated emission are least likely for low-energy photons propagating at small angles to the electron trajectory.

The number of events per unit volume $n_{\text{abs}} = \int \sigma(t) dt$, where $F = n_e \nu_e k_\gamma k_p$ is the invariant flux, $\sigma(t)$ is the instantaneous cross section, and the integral is taken over the interval where $p$ is close to parallel with $k$. Assuming that $s = x_c / \omega_0 \ll 1$ and the angle between electron and photon $\vartheta(t) = t / R_e \ll 1$, we obtain

$$ \sigma(t) = \frac{4 \pi^2 n_e n_\gamma}{m^2} \left( \frac{1}{\gamma^2} \frac{\omega^2}{2} \vartheta^3 \right) \text{Ai} \left( \frac{s}{R_e} \right)^{3 / 2} \left( 1 + \gamma^2 \vartheta^2 \right). $$

We integrate Eq. (9) using the fact that

$$ \int_{-\infty}^{\infty} (1 + 2 \gamma^2) \frac{\text{Ai}(\xi (1 + \gamma^2))}{\lambda^3} d\gamma \approx 0.530 \xi^{-3 / 2}, $$

for $\xi \ll 1$. The fraction of photons absorbed by the electrons is given by

$$ f_{\text{abs}} = n_{\text{abs}} / n_\gamma \approx \frac{0.15 n_e}{m^2 \gamma R_e^3 \lambda^{3 / 2}}. $$

In the case that the electrons are in a plasma that is driven by a circularly polarized laser with angular frequency $\omega_0$, we can set $x_c = \gamma^2 \omega_0 / m$ and express the density $n_e$ in terms of the critical density $n_{\text{cr}} = m_0 \omega_0^2 / (4 \pi \hbar \omega_0^2)$. We define the self-absorption frequency $\omega_{\text{abs}}$ as the largest frequency for which the absorption fraction $f_{\text{abs}} \approx 1$.

$$ \omega_{\text{abs}} \approx 0.4 \left( \frac{n_e}{n_{\text{cr}}} \right)^{3 / 7} \lambda^{-4 / 7} \mu\text{m}. $$

Photons with energies smaller than $\omega_{\text{abs}}$, which lies in the multi-keV range for overdense plasmas, should be efficiently absorbed.

The probability that scattering, via the linear Compton process $e_e \rightarrow e_e$, occurs instead of absorption is negligible for photons satisfying Eq. (12). The fraction of photons scattered $f_s = \int \sigma_s dt$, where $F = n_e \nu_e k_\gamma k_p$ is the invariant flux and we take $\sigma_s = 8 \pi \omega^2 / (3 m^3)$ as a representative value of the Compton cross section. The integral over a single orbit yields $f_s / f_{\text{abs}} \approx 0.019 \gamma^2 x_c / R_e^3$: for electrons in a plasma driven by a circularly polarized laser, this is equivalent to $f_s / f_{\text{abs}} \approx 6.7 \times 10^{-7} \gamma^2 / \lambda [\text{keV}] \lambda^{3 / 7} \mu\text{m}$. Under these circumstances, it is safe to neglect scattering for the multi-keV photons that are of interest here.

Note that there is no dependence on laser intensity in Eq. (12). The laser intensity does, however, play a role, in that the origin of the photons that are to be absorbed is electron synchrotron radiation, which only becomes substantial if the laser intensity is sufficiently high.\textsuperscript{10–12} We now estimate the properties of this emission for the scenario of a laser-irradiated, overdense plasma. Only electrons within the skin layer are exposed to strong electromagnetic fields; the effective value of the laser amplitude is reduced by screening from $a_0$ its value in vacuum, to $a_{\text{eff}} = a_0 \sqrt{n_e / n_{\text{cr}}}$. (This result strictly applies only in the nonrelativistic limit,\textsuperscript{12} but it is consistent with the simulation results to be presented.)

Electrons are accelerated on segments of circular trajectories, with Lorentz factor $\gamma \approx n_{\text{cr}}$ and emit synchrotron radiation with a characteristic frequency of $\omega_{\text{syn}} \approx \gamma^2 \omega_0$. We expect the LCFA to be valid for the emission and absorption of photons that satisfy
\[ s > \gamma_s / a^2, \] which is equivalent to \( \omega > \omega_0. \) This is satisfied for both the self-absorption frequency \( \omega_{abs} \) and the characteristic frequency of emission \( \omega_{em} \) with \( n_e = 100n_a \) and \( \omega_0 = 400, \) for example, \( \gamma = \omega_{em} \approx 40, \) \( \gamma_s = \gamma^2 \omega_{em}/m \approx 5 \times 10^3 \) and \( \omega_{abs} \approx 100 \text{ keV}. \) The treatment of synchrotron radiation as incoherent requires that the frequencies of interest \( \omega > \omega_{abs} \) where \( \omega_{abs} = n_{1/2} \) is an upper limit for the onset of coherence effects. Both \( \omega_{abs} \) and \( \omega_{em} \) meet this requirement by at least a factor of two.

The cross sections for stimulated emission and absorption are similar in magnitude for \( s << 1. \) The balance between the two is determined by the gradient in momentum space of the electron distribution function: net absorption occurs when this is negative, i.e., there are more electrons at lower energy than at higher energy. This dependence on the electron distribution function means that we turn to numerical methods, i.e., particle-in-cell simulations.

### B. Implementation in numerical simulations

Particle-in-cell simulations now incorporate both the quantum emission and absorption of synchrotron radiation, in addition to classical, relativistic plasma dynamics. In this work, emission is modeled in the usual Monte Carlo approach\(^b\) by integrating the LCFA rate\(^c\) along the electron trajectory and sampling the quantum synchrotron spectrum. We use a spectrum that is differential in both rate\(^d\) along the electron trajectory and sampling the quantum synchrotron spectrum. We use a spectrum that is differential in both energy and scattering angle.\(^b\)\(^c\)\(^d\) Absorption and stimulated emission are incorporated as a binary interaction between macroparticles.

The probabilities of absorption and stimulated emission for an individual macrophoton (index \( i \)) are controlled by two optical depths \( \tau_i \) (\( \tau_i = \text{abs, stim} \)). To ensure correct statistics, these are initialized with exponentially distributed values, i.e., \( \tau_i = -\ln U_i / \Delta \), where \( U_i \) are pseudorandom numbers chosen on the unit interval.\(^b\) At every time step, the interaction probability \( P_i \) is calculated for all pairwise combinations of macroparticles \( j \) and macrophotons \( i \). The interaction probability \( P_i \) is then defined as a binary interaction between macroparticles.

The probabilities of absorption and stimulated emission for an individual macrophoton (index \( i \)) are controlled by two optical depths \( \tau_i \) (\( \tau_i = \text{abs, stim} \)). To ensure correct statistics, these are initialized with exponentially distributed values, i.e., \( \tau_i = -\ln U_i / \Delta \), where \( U_i \) are pseudorandom numbers chosen on the unit interval.\(^b\) At every time step, the interaction probability \( P_i \) is calculated for all pairwise combinations of macroparticles \( j \) and macrophotons \( i \). The interaction probability \( P_i \) is then defined as a binary interaction between macroparticles.

As an example, we simulate the interaction of a 10-fs (FWHM duration), circularly polarized laser pulse with a slab of fully ionized carbon plasma, density \( n_e = 100n_a \) and thickness 5.0 \( \mu \text{m}, \) at normal incidence. The laser amplitude is \( \omega_0 = 400 \) and its wavelength \( \lambda = 800 \text{ nm}, \) which yields an electron density of \( 1.7 \times 10^{23} \text{ cm}^{-3}. \) The simulation is performed in 1D, with 1000 cells per micrometer and 200 particles per cell for each species. This neglects the possibility that electrons and photons escape the laser focal spot in one of the transverse directions, as these are ignored in 1D. However, we show that photons are absorbed (or stimulate emission) in a sufficiently short timescale after emission that the perpendicular distance traveled is small. Simulations include radiation emission (both spontaneous and stimulated) and absorption by the method discussed in Sec. III B. The validity of the LCFA in this scenario, upon which this method depends, is discussed in Sec. III B. Binary interactions between electrons or photons and ions, such as bremsstrahlung, are suppressed as carbon has a relatively small atomic number \( Z = 6; \) as discussed in Sec. III A, linear Compton scattering is negligible.

The \( \gamma \) components of the incident and reflected electromagnetic field, as well as the electron, ion, and photon number densities at \( t = 13.3 \text{ fs}, \) are shown in Fig. 1(a). (Time \( t = 0 \) corresponds to the center of the laser pulse crossing \( x = 0, \) the location of the unperturbed vacuum interface.) Electrons near the plasma surface are accelerated on circular orbits by the laser fields, with perpendicular momenta \( p_L \approx m_0 \gamma, \) as shown in Fig. 1(b), and displaced by the radiation pressure in the \( x \)-direction, as shown in Fig. 1(c). This establishes a charge-separation field that accelerates the ions in turn. In the steady state, the velocity of the hole-boring front is \( \beta_{lb} = \sqrt{Z/(1 + \sqrt{Z})}, \) where \( Z = N_2 m_2 \gamma A / (\epsilon_0 m_p) \) and \( A \) is the atomic and mass numbers of the ion species, and \( m_p \) is the proton mass. For the parameters under consideration here, \( \beta_{lb} \approx 0.40, \) which is consistent with simulation results.

In order to identify when and where induced processes occur, we use the simulation data to calculate the probability density \( p(t, x) \) that a photon, if it undergoes absorption or stimulated emission, does so at time \( t \) and coordinate \( x. \) These two probability densities, along with the equivalent for spontaneous synchrotron emission, are shown in Figs. 1(d)–1(f): as all three have unit integral, \( \int p(t, x) \text{d}x = 1, \) they are scaled by their respective maxima. Figure 1(d) shows that synchrotron radiation originates from electrons in the skin layer, close to the hole-boring front, where the laser fields are only partially screened. The skin layer is also where photon absorption and stimulated emission take place [see Figs. 1(e) and 1(f)], because the photons and electrons are only aligned within an angle of \( 1/\gamma \) shortly after emission, the local densities are high, and screening of the background field is not complete. By recording the time of emission for each photon, as well the momentum, we may calculate the total distance traveled before absorption occurs (including in the transverse directions). Of
all the photons that are absorbed, 90% are absorbed before they have propagated a distance of 10 nm. The smallness of this distance, as compared to the typical size of a laser focal spot, indicates that multidimensional effects can safely be neglected. If the radiation escapes the skin layer, it is highly unlikely to be absorbed thereafter.

The radiation spectrum at the end of the simulation, when the plasma is no longer driven by the laser, is shown in Fig. 2. As emission takes place when the electron momentum is instantaneously perpendicular to the laser fields, in the rest frame of the plasma surface, we expect the synchrotron radiation to appear predominantly at polar angles \( \theta \) satisfying \( \cos \theta \approx \beta_{hb} \), where \( \beta_{hb} \) is the hole-boring velocity. This is confirmed by Figs. 2(b) and 2(c), which show the radiation spectrum as a function of energy and polar angle. \( \theta = 0 \) corresponds to forward emission, i.e., parallel to the laser wavevector.

There is a significant reduction in the number of multi-keV photons when one-photon absorption is taken into account. The threshold energy at which the spectrum is suppressed is consistent with our theoretical estimate Eq. (12), substituting \( n_e/n_{\infty} = 100 \). However, this suppression is countered by stimulated emission, leading to a photon spectrum that is almost identical to the "spontaneous emission only" result. This also applies to the angularly resolved spectra, shown in Figs. 2(b) and 2(c), with the caveat that there is increased statistical noise in the latter. This arises because, when both absorption and stimulated emission are included, the photon distribution function is effectively resampled at every time step. In astrophysical scenarios, it is expected that net absorption causes the spectrum to be suppressed as \( \omega \gamma^2 \), at \( \omega \ll \omega_{pe} \), assuming that the electron population has a power-law distribution of energies \( dN_e/d\gamma \propto \gamma^{-p} \) (\( p > 0 \)) and that each electron emits and absorbs at a single frequency \( \omega_{pe}(\gamma) \). This is not observed here, as the electron perpendicular momentum distribution shown in Fig. 1(b), while having negative gradient, is not sufficiently broad. We expect that similar results would be obtained for a linearly polarized laser, albeit that there would be significantly more synchrotron radiation in the MeV energy range due to increased
electron heating. Absorption and stimulated emission of photons will still occur at the hole-boring front, where the particle density is high and where the electrons and photons are momentarily aligned.

IV. CONCLUSIONS

In this paper, we have considered the interplay between the standard strong-field QED process of nonlinear Compton scattering, or spontaneous photon emission, and the particle–particle processes of absorption and stimulated emission. By constructing cross sections for these processes within the same scheme (based on the locally constant field approximation) used for spontaneous emission, we have shown that it is feasible to include induced, particle–particle processes in simulations of laser–plasma interactions. This allows us to capture phenomena that are primarily dependent on density. While photon absorption occurs prolifically for multi-keV synchrotron photons in a laser–plasma interaction, net absorption is weak because of stimulated emission. Our results motivate investigation into the density dependence of QED phenomena in strong fields, which adds a new axis to the standard parameter space of standard strong-field QED process of nonlinear Compton scattering, or spontaneous photon emission, and the particle–particle processes within the same scheme (based on the locally constant field approximation) used for spontaneous emission.
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APPENDIX A: BENCHMARKING

To ensure that the PIC implementation of one-photon absorption outlined in Sec. III B is accurate, we benchmark against the analytical cross section derived in Ref. 16, for absorption. We consider a linearly polarized plane wave pulse with a $\cos^2$-envelope of duration $\tau \approx 7$ fs, normalized amplitude $a_0$, and wavelength $\lambda_0 = 0.8$ $\mu$m. The potential is given by $eA(\phi) = ma_0 \sin(\phi) \cos^2(\pi \phi/L)$ for phases $|\phi| < L/2$, where $L = 4\pi$. A beam of electrons, with initial energy $\gamma_0 m$ and density $n_e$ and a beam of photons, with energy $\omega$ and density $n_\gamma$, are injected into this pulse: the electron beam counterpropagates into the laser pulse, and we vary the initial angle between the photon beam and laser wavevector $\theta_0$. ($\theta_0 = 0$ corresponds to the electron and photon beams being initially parallel to one another, i.e., both counterpropagating to the laser.) Each beam is modeled with 200 macroelectrons per cell; we have also verified that varying the number of macroelectrons and macrophotons per cell from (400, 200), to (200, 200), and then to (200, 400), does not alter the results.

A suitable observable is the fraction, $f_{abs}$, of photons absorbed from the initial beam. Analytically, this is given by

$$f_{abs} = 1 - \exp \left( -n_{\gamma} \sigma_{int} \frac{1 - \cos \theta_0}{1 + \cos \theta_0} \right), \quad (A1)$$

where $\sigma_{int} = \int_0^{L/2} \sigma(\phi) d\phi$ is the integrated cross section [Eq. (32) in Ref. 16] and $\tau = L/\omega_0$ is the laser duration. In Fig. 3 we compare the fraction of absorbed photons Eq. (A1) using $\sigma_{int}$ calculated analytically from Ref. 16, with that obtained numerically by the PIC simulations outlined in Sec. III B. To ensure a fair comparison, photon emission (both spontaneous and stimulated) and current deposition are disabled in the simulations.

The results of our PIC implementation (points) show excellent agreement with the analytical predictions (solid lines) over parameter scans in the field strength $a_0$, initial photon beam angle $\theta_0$, and
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**FIG. 2.** Spectra of the synchrotron photons emitted when plasma with density $n_e = 100n_0$ is irradiated by a circularly polarized laser with peak amplitude $a_0 = 400$: (a) energy radiated per unit frequency, per unit area illuminated, at polar angles $65^\circ < \theta < 75^\circ$ to the laser axis; (b) and (c) as in (a), but differential in the polar angle, rather than integrated over it. Solid red lines give $\omega_{abs}$, Eq. (12), our theoretical prediction for the onset of absorption. Dashed lines give $\cos^2\theta \approx \beta_{hb}$, the expected emission angle from a surface moving at the hole-boring velocity $\beta_{hb}$. The results of our PIC implementation (points) show excellent agreement with the analytical predictions (solid lines) over parameter scans in the field strength $a_0$, initial photon beam angle $\theta_0$, and current deposition are disabled in the simulations.

**APPENDIX A: BENCHMARKING**

To ensure that the PIC implementation of one-photon absorption outlined in Sec. III B is accurate, we benchmark against the analytical cross section derived in Ref. 16, for absorption. We consider a linearly polarized plane wave pulse with a $\cos^2$-envelope of duration $\tau \approx 7$ fs, normalized amplitude $a_0$, and wavelength $\lambda_0 = 0.8$ $\mu$m. The potential is given by $eA(\phi) = ma_0 \sin(\phi) \cos^2(\pi \phi/L)$ for phases $|\phi| < L/2$, where $L = 4\pi$. A beam of electrons, with initial energy $\gamma_0 m$ and density $n_e$ and a beam of photons, with energy $\omega$ and density $n_\gamma$, are injected into this pulse: the electron beam counterpropagates into the laser pulse, and we vary the initial angle between the photon beam and laser wavevector $\theta_0$. ($\theta_0 = 0$ corresponds to the electron and photon beams being initially parallel to one another, i.e., both counterpropagating to the laser.) Each beam is modeled with 200 macroelectrons per cell; we have also verified that varying the number of macroelectrons and macrophotons per cell from (400, 200), to (200, 200), and then to (200, 400), does not alter the results.

A suitable observable is the fraction, $f_{abs}$, of photons absorbed from the initial beam. Analytically, this is given by

$$f_{abs} = 1 - \exp \left( -n_{\gamma} \sigma_{int} \frac{1 - \cos \theta_0}{1 + \cos \theta_0} \right), \quad (A1)$$

where $\sigma_{int} = \int_0^{L/2} \sigma(\phi) d\phi$ is the integrated cross section [Eq. (32) in Ref. 16] and $\tau = L/\omega_0$ is the laser duration. In Fig. 3 we compare the fraction of absorbed photons Eq. (A1) using $\sigma_{int}$ calculated analytically from Ref. 16, with that obtained numerically by the PIC simulations outlined in Sec. III B. To ensure a fair comparison, photon emission (both spontaneous and stimulated) and current deposition are disabled in the simulations.

The results of our PIC implementation (points) show excellent agreement with the analytical predictions (solid lines) over parameter scans in the field strength $a_0$, initial photon beam angle $\theta_0$, and current deposition are disabled in the simulations.
energy $\omega$. In particular, the PIC implementation correctly resolves the peak structure seen in the dependence of the absorbed fraction $f_{\text{abs}}$ on the field strength $a_0$. These peaks arise when the electrons and photons are brought into alignment at a local maximum of the field amplitude, i.e., when the instantaneous angle between the electron momentum and the laser wavevector, $\theta_{e}(\phi) = eA(\phi)/(m_{e}c\gamma_{0})$, satisfies $\theta_{e}(\phi) = \theta_{B}$ at a phase $\phi$ where $\partial_{A}A(\phi) = 0$. For the two-cycle pulse under consideration here, the matching condition is $\gamma_{0}a_{0}/a_{0} = 0.211$ and 0.870.

The densities employed to generate Fig. 3, $n_{e} = n_{p} = 10^{34} \text{ m}^{-3}$, are sufficiently high that ignoring current deposition is unphysical. However, as discussed in the main text above, one can alleviate this problem by considering the absorption of synchrotron photons generated in the hole-boring regime. The simulations discussed in the main text do include the fields generated by the plasma.

**APPENDIX B: FINITE FORMATION LENGTH EFFECTS**

In Sec. III C, we present PIC simulations of a laser–plasma interaction, which include spontaneous and stimulated synchrotron emission, as well as absorption. The rates (cross sections) for these processes are calculated within the locally constant field approximation (LCFA). Physically, this requires that the photon “formation length,” the characteristic distance over which emission takes place, be smaller than the spatial scale of variation of the external electromagnetic field. The failure of the LCFA at small photon energies or low intensity has motivated a search for photon emission rates that are valid for nonconstant backgrounds and appropriate for inclusion in simulations: various methods are now available.

In this section we estimate the error made by our simulations in using the LCFA, by means of the method described in Ref. 43. This exploits the fact that the LCFA photon emission rate sampled by the code is differential in both energy and angle. Consequently, the formation length $L_{f}$ may be estimated as the distance traveled by the electron before it is deflected by an angle $\psi$, where $\psi$ is the angle between the photon and electron momenta at the point of emission. We calculate $L_{f}$ for each simulated photon, using $L_{f} \approx r_{c}\psi$, where $r_{c} \approx \gamma^{2}/(m_{e}c^{2})$ is the electron’s instantaneous radius of curvature. Photons with formation lengths above a threshold value are then discarded in order to estimate the importance of nonlocal effects. As interference effects do not, in reality, completely suppress emission, this scheme tends to overestimate the necessary correction.

What value the maximum formation length $L_{f}^{\max}$ should take depends on the scenario in question. In the present case, we use the fact that the skin depth, the length over which the incident electromagnetic fields decay at the plasma surface, shown in the inset of Fig. 1(a), is approximately $\lambda_{0} \approx 100 \text{ nm}$. Photons are emitted primarily at large polar angles $\cos \theta \approx \beta_{\text{hb}}$ to the laser axis, where $\beta_{\text{hb}}$ is the hole-boring velocity: thus an appropriate threshold would be $L_{f}^{\max} \approx \lambda_{0} / \beta_{\text{hb}} \approx 240 \text{ nm}$ (recall $\beta_{\text{hb}} \approx 0.40$ for a carbon plasma with density $n_{e} = 100n_{e0}$). Figure 4 shows the photon spectra (spontaneous, i.e., synchrotron emission only) from the simulations for three different values of $L_{f}^{\max}$. We see that excluding all photons with formation lengths greater than 100 nm, or even 50 nm, has a
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**FIG. 3.** Benchmarking of the PIC implementation (points) against analytical predictions (solid lines) for the fraction of photons absorbed $f_{\text{abs}}$, as a function of (a) laser amplitude $a_{0}$, (b) collision angle $\theta_{b}$, and (c) photon energy $\omega$. The red vertical lines in (a) indicate the matching conditions $\gamma_{0}a_{0}/a_{0} = 0.211$ and 0.870, where the electron and photon beams are parallel at the field maxima of the laser pulse. The initial electron and photon densities are $n_{e} = n_{p} = 10^{34} \text{ m}^{-3}$.

**FIG. 4.** Spectra of the synchrotron photons emitted when plasma with density $n_{e} = 100n_{e0}$ is irradiated by a circularly polarized laser with peak amplitude $a_{0} = 400$, as shown in Fig. 2: all photons (gray) and photons with formation lengths $L_{f}$ smaller than 100 nm (purple, dotted) and 50 nm (orange, dashed).
small overall effect on the spectrum in the few-keV range. As photons must be emitted in order to be absorbed, or to stimulate further synchrotron emission, we conclude that the LCFA is a reasonable approximation for the interaction studied in this work.

DATA AVAILABILITY

The source code for the PIC simulations is available at Ref. 48. Version 1.5.1, used in this work, and the data necessary to reproduce the simulation results are openly available at Ref. 49.
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