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1. Introduction

Hydrogen has a strong impact on defect passivation and lifetime-related degradation phenomena such as light and elevated temperature-induced degradation (LeTID).\textsuperscript{[1–5]} Both significantly affect the performance of silicon solar cells. As the underlying mechanisms of LeTID are still unclear and the direct microscopic impact of hydrogen is not tangible, quantifying the hydrogen concentration in the bulk and correlating it to defect densities is a promising route for further investigations. However, quantification of hydrogen in low concentrations is not straightforward. One way is to take advantage of the formation of acceptor-hydrogen pairs at elevated temperatures in the dark for indirect quantification as it counteracts doping.\textsuperscript{[6]} However, as this method only detects changes in acceptor-hydrogen pair concentration, it is blind for pairs already present in the sample. To capture these as well, it is beneficial if these pairs can be fully dissociated before or after complete formation.

Although the pairing mechanism of hydrogen with acceptors in crystalline silicon has been investigated since the 80s,\textsuperscript{[6–10]} the pairing mechanism of boron–hydrogen pairs recently drew attention in the context of hydrogen determination in crystalline silicon solar cells by either diffusivity analysis,\textsuperscript{[11]} resistivity measurement techniques,\textsuperscript{[12–17]} or spectroscopic approaches.\textsuperscript{[18,19]}

It is known that boron–hydrogen (BH) pairs form from dimers H\textsubscript{2}A, which are present after quenching\textsuperscript{[20,21]} during annealing in the dark in the temperature range up to 300 °C\textsuperscript{[15,17]} whereas they become unstable under illumination/injection and dissociate\textsuperscript{[13]} according to the reaction

\[
2B^+ + 2h^+ + H_2A \xrightleftharpoons{\text{formation}} 2BH^0
\]  

with reaction equilibrium and thus net direction of dynamics depending on initial state, temperature and injection. Hence, applying appropriate illumination conditions allows for a quantification of initially already present and during dark annealing additionally formed BH pairs.

However, with solar cell production predominantly having switched from B-doped to Ga-doped silicon in the last years, the question arises whether gallium–hydrogen (GaH) pairs behave similarly or how conditions, meaning temperature and injection, have to be adapted. Adopted from the case of boron,\textsuperscript{[11]} the predominant reaction of gallium and hydrogen in the dark up to at least 200 °C\textsuperscript{[16]} is

\[
2Ga^+ + 2h^+ + H_2A \rightarrow 2GaH^0
\]  

With holes h\textsuperscript{+} being consumed during the splitting reaction H\textsubscript{2}A \rightarrow 2H\textsuperscript{+} \rightarrow 2H\textsuperscript{+} resulting in a change of hole density Δp; thus, Δ[GaH] = −Δp. Whether, or to what degree, this reaction reverses under illumination/injection is not well understood.

Within this article the interplay of GaH pair formation in the dark and dissociation under illumination at elevated temperatures is investigated. The dissociation of the GaH pairs is...
particularly important in experiments aiming for the quantification of total hydrogen content via the resistivity method.[12,14]

2. Results

Ga-doped Czochralski-grown Si samples exposed to dark anneal show an increase in resistivity which translates to a decrease in hole concentration $p$, as shown in Figure 1a. The general behavior of the decrease in hole concentration is well described by an exponential rise–saturation curve, assuming first-order dynamics with effective reaction rate $R_{\text{form}}$, change $A_{\text{form}}$, and long-term value $A_{\infty}$ according to

$$-\Delta p(t) = -A_{\text{form}} \times \exp(-R_{\text{form}} \times t) + A_{\infty} \tag{3}$$

The amount of GaH pairs does not change even for treatment times beyond $10^4$ s. In fact, the hole concentration continues to decrease with time (not shown here) but with reaction rates significantly differing from GaH pair formation shown in Figure 1a. It is therefore likely that this effect is not GaH pair associated, but may have to do with thermal donors.[15] For this reason, it is not possible to state whether GaH pair dissociation occurs in the dark for prolonged annealing as it does for BH pairs,[11,15,16] but it does not occur on the timescales of this study, in accordance to other investigations.[16]

The situation changes tremendously, if an injection of $\Delta n = 1.4 \times 10^{16} \text{cm}^{-3}$ is applied (Figure 1b). The behavior now can be described by the sum of two exponential decays with differing effective reaction rates $R_{1,2}$ and amplitudes $A_{1,2}$ to account for the two time-shifted decays

$$-\Delta p(t) = A_1 \times \exp(-R_1 \times t) + A_2 \times \exp(-R_2 \times t) + A_{\infty} \tag{4}$$

A subsequent dark anneal ($T = 180 ^\circ \text{C}$) does not change pair concentration significantly, as depicted in Figure 1c, although there might be a small change in hole concentration possibly attributed to the aforementioned formation of thermal donors.

During illumination, both dissociation dynamics occur with such a time lag that a plateau appears to form (indicated by II in Figure 1b. To investigate the properties of the plateau (state II), another sample again was annealed in the dark to trigger GaH pair formation, as depicted in Figure 2a. The scale of $-\Delta p$ was arbitrarily shifted to the minimum value of the pair concentration, which is why the scaling is different from that in Figure 1. The subsequent light soaking was interrupted after $10^4$ s (state II,
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Figure 1. Change in charge carrier concentration $-\Delta p$ as a measure for change in pair concentration: $\Delta[\text{GaH}] = -\Delta p$. a) Formation of GaH pairs upon dark anneal, fit according to Equation (3). b) Dissociation of GaH pairs at a constant injection level $\Delta n = 1.4 \times 10^{16} \text{cm}^{-3}$, fit according to Equation (4). c) Change in hole concentration after subsequent dark anneal indicates no significant reformation of GaH pairs.
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Figure 2. Change in charge carrier concentration $-\Delta p$ as a measure for change in pair concentration: $\Delta[\text{GaH}] = -\Delta p$. a) Formation of GaH pairs upon dark anneal, fit according to Equation (3). b) Partial dissociation of GaH pairs at a constant injection level $\Delta n = 1.4 \times 10^{16} \text{cm}^{-3}$, fit according to Equation (4) with $R_2 \to \infty$. c) GaH pairs reform during subsequent dark annealing.
see Figure 2b) and the sample was placed in the dark at 180 °C. As depicted in Figure 2c, the dark anneal triggers the formation of GaH pairs again. This behavior can be observed in the case of BH pairs as well. This leads to the conclusion that there are two processes ongoing, a fast, reversible one and a much slower, irreversible dissociation of gallium-hydrogen pairs in crystalline silicon. The design of our experiment does not allow us to distinguish whether these are two independent processes or a cascade reaction takes place. We assume the fast, reversible dissociation to be a shift of the reaction (Equation 2) from the pairs towards unpaired H/H₂A and Ga, whereas the second drop in pair concentration may be due to the transition of hydrogen into a different, more stable configuration or effusion. To get further insight into the process of dissociation, the following sections will describe the injection and temperature dependence of the dissociation.

### 2.1. Injection Dependence of Dissociation

As shown in Figure 3, the fraction and rate of dissociation of GaH pairs after they have been formed at 180 °C in the dark can be tuned by changing the injection level. It should be noted that the scaling of the ordinate differs compared with the other figures, since the initial values were used as reference state. Therefore, a decrease in [GaH] leads to negative values of \(\Delta p\). This makes it easier to see trends in dissociation rates and amplitudes. In general, a higher injection level leads to a faster reaction but also a more pronounced decrease in pair concentration. This is expressed in the fact that the level of state II decreases with increasing injection. The increment of injection leads to a decrease of the level of state II of around \(3 \times 10^{14} \text{ cm}^{-3}\) upon raising applied injection from \(1.4 \times 10^{15}\) to \(3.7 \times 10^{16} \text{ cm}^{-3}\). However, exact quantitative comparisons are difficult since we cannot exclude some temperature fluctuations in the applied firing process that might lead to differing total hydrogen content between the samples. Since we assume first order kinetics, that is, the dissociation rate is proportional to the pair concentration, differing initial pair concentrations should not influence the analysis of dissociation rate constants \(R_1\).

The reaction rate \(R_1\) for the first, reversible dissociation of GaH pairs as a function of injection is depicted in Figure 4. The shown uncertainties are determined by the range of \(R_1\) which leads to a root-mean-square (RMS) error not greater than 5% above its minimum.

Interestingly, the rate \(R_1\) shows a strong increase with injection up to an injection level of \(5 \times 10^{15} \text{ cm}^{-3}\), but a much less pronounced injection dependence between \(5 \times 10^{15}\) and \(2 \times 10^{16} \text{ cm}^{-3}\). Above this range, the rate of dissociation seems to increase strongly again. Since the absolute concentration of pairs dissociating at lower injection levels drops, the uncertainty increases strongly. Furthermore, an influence of thermal donors on rate determination cannot be excluded, which becomes relevant only for long treatment times applied during the low injection levels.

The dissociation of GaH pairs requires that neutral dimers H₂ form from positively charged hydrogen atoms. The reaction \(\text{H}^+ + \text{H}^- \rightarrow \text{H}_2 + 2 \text{H}^+\) seems less likely than \(2 \text{H}^- \rightarrow \text{H}_2\) due to the repulsive Coulomb interaction. For this reason, we expect the reaction probability to scale with the fraction of \(\text{H}^-\). This fraction depends on the Fermi level, which in turn depends on temperature and excess charge carriers. The fraction of negatively charged hydrogen \(\text{H}^-\) on total hydrogen concentration is plotted on the same graph with the dissociation rate constant. The data are taken from the study by Hallam et al. based on the method by Sun et al. As shown, the fraction of \(\text{H}^-\) increases more for low injections than with higher injections and resembles the behavior of the dissociation rate \(R_1\).

For low injections, the fraction of \(\text{H}^-\) is low, such that the formation of neutral dimers H₂ is not favored. If the injection is increased, the fraction of negatively charged hydrogen increases as well, such that the formation of neutral dimers H₂ is more likely. We therefore conclude that the speed of reaction for the dissociation of GaH pairs is determined by the fraction of negatively charged hydrogen \(\text{H}^-\). However, the renewed sharp increase in the reaction rate at \(3.2 \times 10^{16} \text{ cm}^{-3}\) cannot be explained on the basis of the present data.

### 2.2. Temperature Dependence of Dissociation

In addition to the determination of the injection dependence, the experimental procedure also allows the determination of the
activation energy of dissociation under illumination. For this purpose, the reaction rate $R_1$ of the dissociation from state I to state II (Equation (4)) at different temperatures but constant injection levels of $5 \times 10^{15}$ and $1 \times 10^{16}$ cm$^{-3}$ was determined analogously as in Section 2.1. The level of state II decreases around $5 \times 10^{13}$ cm$^{-3}$ upon raising annealing temperature from 170 to 200 °C, as shown in Figure 5. A similar behavior can be observed for an injection level of $\Delta n = 5 \times 10^{15}$ cm$^{-3}$ (not shown).

The respective rate $R_1$ of dissociation is plotted against inverse temperature $1/k_B T$ in Figure 6. As shown in the graph, the dissociation rates follow Arrhenius’ equation

$$R(T) = R_0 \times \exp\left(-\frac{E_A}{k_B T}\right)$$

with Boltzmann’s constant $k_B$, the temperature-independent trial frequency $R_0$, and the activation energy $E_A$. This allows for the determination of the activation energies $E_A^\text{5e15} = 0.71(5)$ eV ($\Delta n = 5 \times 10^{15}$ cm$^{-3}$) and $E_A^\text{1e16} = 0.64(7)$ eV ($\Delta n = 1 \times 10^{16}$ cm$^{-3}$).

Although the determined activation energies are compatible within the limits of their uncertainty, there might be a trend toward a lower activation energy with increasing injection which could be caused by the additional charge carriers present.

2.3. Impact on Lifetime

The change in lifetime-equivalent defect density $\Delta N_{\text{leq}} = \tau_{\text{eff}}^{-1} - \tau_{\text{ref}}^{-1}$ with respect to $t_{\text{ref}} = 15$ s during illuminated annealing can provide injection-dependent information on whether and what kind of recombination-active defects form. This is complemented by the analysis of the surface recombination parameter $J_0$. The corresponding data during the illuminated anneal (state I to state III) are shown in Figure 7. A slight decrease in surface defect density in the beginning, visible in the specific color sequence of $\Delta N_{\text{leq}}$ and in $J_0$, occurs in a time frame where the decay of GaH is not yet pronounced. The reversible dissociation of GaH pairs (state I to II) up to $10^4$ s does not affect $\Delta N_{\text{leq}}$ too much, although there might be an increase in recombination active centers in the bulk around $10^5$ s. For longer treatment times around $10^5$ s there is a strong increase in $\Delta N_{\text{leq}}$, coinciding with the second drop in pair concentration. The analysis of $J_0$ and the specific color sequence of $\Delta N_{\text{leq}}$ suggests a formation of defects at the surface around $10^5$ s. For even longer times, the color sequence of $\Delta N_{\text{leq}}$ inverts suggesting the formation of bulk defects. It is unclear whether the apparent drop in $J_0$ is at least in parts an artifact due to this bulk defect formation.
Especially the long-term behavior leaves room for speculations about a possible common mode of action of irreversible GaH pair dissociation in the bulk and formation of defects at the surface—maybe the effusion of hydrogen from the bulk (at first only draining the reservoir for reversible GaH pair formation, but later even leading to re-activation of H-passivated bulk defects) and its accumulation at or underneath the surface. On the other hand, the increase in surface defect density might suggest a loss of hydrogen from otherwise H-terminated dangling bonds and thus rather a depletion at the surface caused by insufficient supply of hydrogen from the bulk drained more by effusion. However, the presented data do not allow for detailed conclusions.

3. Conclusion

After fast firing of silicon wafers with deposited hydrogen-rich dielectric layers (SiNx:H), the introduced hydrogen forms gallium–hydrogen pairs upon annealing at elevated temperatures in the dark.

If illumination is applied, two phases of dissociation can be observed. First, a relatively fast, reversible but only partial dissociation takes place. The strong dependence on temperature and injection suggests an electron-driven, thermally activated back reaction into either hydrogen dimers and/or atomic hydrogen. The activation energies $E_{A}^{\Delta n}$ for two injection levels $\Delta n$ could be determined to be $E_{A}^{\Delta n = 5} = 0.71(5)$eV and $E_{A}^{\Delta n = 6} = 0.64 (7)$eV for $\Delta n = 5 \times 10^{15}$ and $1 \times 10^{16}$ cm$^{-3}$, respectively. A second decay in pair concentration occurs later and is irreversible in a sense that GaH pairs do not form again in the dark after this treatment. Furthermore, this second drop is temporally correlated with an increase in defect density, which can be partially attributed to degradation of surface passivation quality.

4. Experimental Section

Sample Preparation: During sample preparation, commercially available gallium-doped monocrystalline Czochralski-grown wafers ($1\Omega \cdot \mathrm{cm}$, Longi) were saw damage etched (KOH, 8 min at 80 °C) and cleaned (surface oxidation by ozone and subsequent HF dip). SiNx:H layers were deposited on both sides with a thickness of $100 \text{ nm}$ in a plasma-enhanced chemical vapor deposition process (reactive gases: SiH$_4$:NH$_3$ = 27:13; carrier gas: N$_2$; temperature 400 °C, duration per side: 120 s; PlasmaLab 100, Oxford Instruments).

The nonmetallized samples were fired in a belt furnace with a measured sample peak temperature of $850 \pm 10$ °C to provide H-rich samples and cut into $5 \times 5 \text{ cm}$$^2$ samples. The process flow used here aimed to maximize the hydrogen input into the Si bulk, ignoring the influence on (initial) lifetime of the excess charge carriers. Sensitive contacts were produced by thermal evaporation of aluminum and subsequent laser pulses to form laser-fired contacts (LFCs), allowing for direct contact resistivity measurements (as described in the study by Herguth et al.$^{[19]}$) to quantify the change in hole concentration and thus change in the amount of GaH pairs in the bulk.

Samples were annealed on a hot plate that was either covered (dark) or illuminated by a homogenized laser system ($380 \text{ nm}$) with adjustable photon flux. Photon flux was determined by the analysis of short-circuit current of a calibrated reference cell, as suggested by Herguth.$^{[20]}$

For the determination of excess charge carrier lifetime, a temperature-controlled Sinton Instruments WCT-120TS lifetime tester in quasi-steady-state condition was used. The data measured at annealing temperature were used to calculate the required photon flux to maintain a constant injection level during annealing.

Resistivity Measurements: Resistivity measurements were performed with a digital multimeter (Keithley 2000, 6.5-digit) on a temperature-stabilized measurement setup, as established by Herguth and Winter.$^{[14]}$ The (negative) change in hole concentration $-\Delta p = p_0 - p$ with respect to a reference state $(p_0, R_0)$ was calculated from the resistance $R$ by

$$-\Delta p = \frac{d \times g}{q \times w \times t} \left( \frac{1}{\mu_{p,0} R_0} - \frac{1}{\mu_{p, R}} \right)$$

with the dimensions $t$ as thickness, $w$ as width, $d$ as distance of the Al contacts of the sample, and a geometry factor $g = 1.02$ to account for inhomogeneous current flow. Hole mobilities for the respective temperature and hole concentration were taken from the PVLighthouse mobility calculator.$^{[27]}$ Assuming that $p$ was given by the net doping potentially impacted by GaH pairs, thus $p = N_{Dop} - [\text{GaH}]$, then an increase in pair density $\Delta [\text{GaH}]$ corresponded to a decrease in hole density $\Delta p$; thus, $\Delta [\text{GaH}] = -\Delta p$.

Analysis of Lifetime Dynamics: Injection-dependent lifetime data were further analyzed with regard to possible formation of recombination active defects at the surface or in the bulk during annealing under illumination.

Surface recombination was quantified in terms of the recombination parameter $J_0$,$^{[28]}$ indicating that excess carrier lifetime has a characteristic dependence on injection $\tau_{surf}^{-1} \propto (p_0 + \Delta n) \times J_0$. Analysis took place at an injection of $2 \times 10^{16}$ cm$^{-3}$ using the method of Kimmerle et al.$^{[29]}$ It should be noted that this method relies on the slope with injection and is susceptible to other bulk-related lifetime components that impact that slope. This is significant in the case shown insofar as that the analysis took place at an injection resembling the doping level ($1.5 \times 10^{16}$ cm$^{-3}$) where (emerging) bulk defects may lead to a systematic underestimation of $J_0$. In this sense, the shown $J_0$ values were to be understood as lower limits, in particular when bulk defects were numerous.

Furthermore, defect dynamics in general were analyzed in terms of a lifetime-equivalent defect density $\Delta N_{eq}$ changing with time according to $\Delta N_{eq} = \tau_{off}^{-1} - \tau_{ref}^{-1}$ calculated with respect to a reference time from the injection-dependent effective lifetime $\tau_{eff}$. Note that $\Delta N_{eq}$ was designed to cancel out lifetime components that did not change and that the specific injection dependence of $\Delta N_{eq}$ could be used to conclude what kind of defect was formed. In particular, the emergence of defects at the surface expressed by an increase of $J_0$ implied a stronger increase in $\Delta N_{eq}$ at higher than at lower injection levels. In contrast, the emergence of bulk defects with energy levels deep in the bandgap implied a more pronounced increase in $\Delta N_{eq}$ at lower than at higher injection levels.$^{[20]}$
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