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ABSTRACT
We propose a new modeling framework for highly multivariate spatial processes that synthesizes ideas from recent multiscale and spectral approaches with graphical models. The basis graphical lasso writes a univariate Gaussian process as a linear combination of basis functions weighted with entries of a Gaussian graphical vector whose graph is estimated from optimizing an $\ell_1$ penalized likelihood. This article extends the setting to a multivariate Gaussian process where the basis functions are weighted with Gaussian graphical vectors. We motivate a model where the basis functions represent different levels of resolution and the graphical vectors for each level are assumed to be independent. Using an orthogonal basis grants linear complexity and memory usage in the number of spatial locations, the number of basis functions, and the number of realizations. An additional fusion penalty encourages a parsimonious conditional independence structure in the multilevel graphical model. We illustrate our method on a large climate ensemble from the National Center for Atmospheric Research’s Community Atmosphere Model that involves 40 spatial processes. Supplementary materials for this article are available online.

1. Introduction
The past 20 years have seen a surge of interest in developing models for multivariate spatial processes. The major obstacle lies in defining valid cross-covariance functions that can characterize complex interactions between multiple processes; the primary difficulty is that the cross-covariance and marginal covariance functions must work together to provide a nonnegative definite matrix function. Most research has focused on exploring new models or new approaches for defining cross-covariances that are valid for a handful of processes. Many applied problems, such as those in statistical climatology, involve highly-multivariate datasets with dozens to hundreds of variables, and existing approaches fail as strategies to model and understand relevant dependencies between variables. With growing availability of ensemble-based geophysical model output (Eyring et al. 2016), nonstationary spatial data with many realizations (i.e., replicates) of a large spatial field are increasingly common. We propose a method which is able to model multiple variables of a large climate ensemble. Previous techniques are unable to deal with a dataset of this magnitude and to capture nonstationarity in space and between variables.

To introduce the basic ideas, let us fix some notation. The $p$-variate observational Gaussian process model under consideration is

$$
\begin{pmatrix}
Y_1(s) \\
\vdots \\
Y_p(s)
\end{pmatrix} =
\begin{pmatrix}
\mu_1(s) \\
\vdots \\
\mu_p(s)
\end{pmatrix} +
\begin{pmatrix}
Z_1(s) \\
\vdots \\
Z_p(s)
\end{pmatrix} +
\begin{pmatrix}
\varepsilon_1(s) \\
\vdots \\
\varepsilon_p(s)
\end{pmatrix}
$$

(1)

or in vector form, $Y(s) = \mu(s) + Z(s) + \varepsilon(s)$. Here, $Y(s) = (Y_1(s), \ldots, Y_p(s))^T$ is the observed process at location $s \in \mathbb{R}^d$ with mean $\mu(s) = (\mu_1(s), \ldots, \mu_p(s))^T$ and spatially correlated stochastic variation $Z(s) = (Z_1(s), \ldots, Z_p(s))^T$, which we assume to be a multivariate Gaussian process. The observations are subject to noise $\varepsilon(s) = (\varepsilon_1(s), \ldots, \varepsilon_p(s))^T$, a mean zero multivariate white noise process with covariance matrix $\text{cov}(\varepsilon(s), \varepsilon(s)) = \text{diag}(\tau_1^2, \ldots, \tau_p^2)$.

The paramount issue in working with multivariate processes is specifying the matrix-valued covariance, $C(s_1, s_2) = (C_{ij}(s_1, s_2))_{i,j=1}^p$, where $C_{ij}(s_1, s_2) = \text{cov}(Z_i(s_1), Z_j(s_2))$ are the direct and cross-covariance functions. This matrix function must be carefully constrained in order to be a nonnegative definite matrix function. In particular, for arbitrary locations $\{s_j\}_{j=1}^n$, the block matrix $\Sigma$ with $(i,j)$th block $C(s_i, s_j)$ must be nonnegative definite. Genton and Kleiber (2015) give an overview of cross-covariance functions for multivariate geostatistics which is still relatively up-to-date. Salvaña and Genton (2020) provide a more recent overview with a focus on multivariate spatio-temporal cross-covariance functions. The remainder of this article considers Gaussian process models for continuous spatial processes with no temporal component. Spatial data with locations grouped by region (e.g., by county or state) is known as areal or lattice data. We refer readers interested in high-dimensional multivariate spatio-temporal areal data to Bradley et al. (2015, 2018).

The main extant approaches to generating valid multivariate spatial models are reviewed by Genton and Kleiber (2015).
and include covariance convolution and kernel convolution
(Ver Hoef and Barry 1998; Gaspari and Cohn 1999; Majumdar and Gelfand 2007; Majumdar et al. 2010), the linear model of
coregionalization (LMC) (Goulard and Voltz 1992; Schmidt and
Gelfand 2003; Wackernagel 2003; Gelfand et al. 2004), latent
dimensions (Apanasovich and Genton 2010), dynamical models
(Shaddick and Wakefield 2002; Calder 2007; Ippoliti et al. 2012),
conditional Bayesian hierarchical structures (Le and Zidek 2006;
Pollice and Jona Lasinio 2010), and direct specification as in
the multivariate Matérn (Gneiting et al. 2010; Apanasovich et al.
2012) and nonstationary extensions (Kleiber and Nychka 2012;
Kleiber and Porcu 2014). Cressie and Zammit-Mangion (2016)
develop a conditional model for multivariate spatial data. Qadir
and Sun (2020) and Qadir et al. (2021) work with the coherence
function (Kleiber 2017) to provide more flexible behavior than
the multivariate Matérn. Vu et al. (2020) construct nonstationary
and asymmetric covariances by embedding familiar covariances
(e.g., multivariate Matérn) in a warped domain with warping
functions obtained from deep learning. All of these models
are designed to handle a few variables, typically fewer than
five, and none are designed for high-dimensional multivariate
spatial data.

To expand upon the previous statement, multivariate spatial
data can be high-dimensional in the sense of a large number
of observation locations \( (n \gg 0) \) and/or a large number
of output variables \( (p \gg 0) \). Computational difficulties in
the high-dimensional setting are unavoidable and particularly
troublesome when both \( n \) and \( p \) are large. Even with a valid
matrix-valued covariance function specified, that is already an
issue if there are more than a handful of variables, likelihood
computations and memory requirements for \( p \)-variate Gaussian
processes at \( n \) spatial locations scale as \( O(p^3 n^2) \) and \( O(p^2 n^2) \),
respectively. Salvaña et al. (2021) explore high-performance
computing techniques to alleviate these costs. Modeling high-
dimensional multivariate spatial processes requires specialized
methodology, and most current techniques struggle when both
\( n \) and \( p \) are large.

First, we describe some models for multivariate processes
that focus on dealing with a large number of spatial locations
\( (n \gg 0) \). Kleiber et al. (2019) generalize LatticeKrig (Nychka
et al. 2015) to the multivariate case, relying on compactly
supported basis functions and spatial autoregressive Gaussian
Markov random field models for stochastic coefficients to handle
massive spatial data. Guinness (2022) is able to avoid maximum
likelihood estimation and Bayesian inference by successively
imputing data to an expanded lattice domain under a periodic
model and efficiently estimating the cross-spectral density using
fast Fourier transform techniques. Zhang et al. (2021) perform
Bayesian inference on massive multivariate spatial datasets by
combining a matrix-normal distribution with Nearest Neighbor
Gaussian Processes (NNGP) (Datta et al. 2016). Their model
setup and choice of conjugate priors leads to closed form pos-
terior distributions, and scalability is demonstrated on a dataset
with over three million spatial locations. Guinness (2022) and
Zhang et al. (2021) consider a stationary bivariate setting in their
data analyses, although these methods seem in principle able to
scale to more than two variables.

Next, we turn attention to the “highly multivariate” problem,
where the number of variables \( p \) is large. In one of the ear-
ettiest efforts to tackle this problem, Furrer and Genton (2011)
introduce “aggregation cokriging” for the prediction (but not the
modeling) of highly multivariate spatial processes. Dey et al.
(2021) propose a “stitching” of univariate Gaussian processes
that preserves the marginal behavior of each univariate process
and also conditional independencies between variables implied
by a Gaussian graphical model. Stitching significantly reduces
computational costs associated with highly multivariate data,
especially when used in conjunction with a “decomposable”
sparse graphical model, and it is also amenable to parallel com-
puting.

Finally, we note that several adaptations of LMC are capable
of handling data where the number of variables and observa-
tion locations are both large. Taylor-Rodriguez et al. (2019)
use NNGP to model the latent process of LMC in a two-stage
Bayesian hierarchical model, which they use to connect LiDAR
maps with forest measurements. Bruiisma et al. (2020) combine
a sufficient statistic of the data and an orthogonal basis/loading
matrix for substantial computational gains. Zhang and Banerjee
(2021) also develop a Bayesian LMC factor model with NNGP
in the latent process, but they propose matrix-normal prior
distributions and are able to avoid some constraints on the
loading matrices used by Taylor-Rodriguez et al. (2019). Meng
et al. (2021a) build upon Meng et al. (2021b), where the loading
matrix is stochastic with a Gaussian process prior on its ele-
ments, and employ variational inference (Titsias and Lawrence
2010) for efficient computations. Liu et al. (2021) also use vari-
ational inference for scalable computations and introduce an
embedding of the latent Gaussian space in LMC into a higher-
dimensional space for more flexibility. We discuss LMC in more
detail in Section 2.1, as our formulation can be viewed as the
opposite of LMC.

Despite these advances, no one has truly addressed the prob-
lem of modeling complicated dependencies in space and across
variables when the number of variables and observed spatial
locations are both large. The approaches in the previous par-
agraphs are all designed for modeling stationary processes, except
for Meng et al. (2021a, 2021b), who do not attempt to model
spatial data. Many datasets (e.g., our example from statistical
climatology) exhibit strong nonstationarity both within and
between processes, but models for nonstationary multivariate
processes are not typically built to handle high-dimensional
response vectors. Another issue is the ability to model multi-
variate processes on the globe, a task for which nonstationary
covariance and cross-covariance functions are necessary (Jun
2011). This article fills a major gap in the current literature
by introducing methodology for highly multivariate processes
observed at a large number of spatial locations with nonstation-
ary spatial and inter-variable dependencies.

We present a model for highly multivariate and nonstationary
spatial data that also accommodates estimation and simulation
strategies for large networks of observation locations. The essen-
tial ideas rely on representing the vector-valued process in a basis
expansion with sparsity-inducing Gaussian graphical modeling
of the stochastic coefficients. We propose a penalized likely-
hood framework for estimation and associated optimization
algorithms. In addition to nonstationarity granted by judicious choice of basis functions and stochastic coefficient structure, employing orthogonal basis functions allows for rapid computation with nongridded high-dimensional multivariate spatial data on an arbitrary domain. The method is illustrated on a challenging climate data science problem involving \( p = 40 \) spatial processes from an atmospheric model at thousands of locations over the globe that exhibit strong nonstationarities and cross-process dependencies. Our model provides straightforward interpretations of cross-process dependencies, which, for the climate data example, identify scientifically meaningful and justifiable relationships.

2. Methodology

Our approach relies on a basis expansion of the spatially-correlated components of \( Z(s) \):

\[
Z_i(s) = \sum_{\ell=1}^{L} W_{i\ell} \phi_i(s) \quad (i = 1, \ldots, p)
\]

for some classes of basis functions \( \{\phi_i\} \) and stochastic coefficients \( \{W_{i\ell}\} \). For fixed \( i \), this representation subsumes many popular approaches in the spatial statistical literature that have been primarily explored in the univariate setting, including discretized spectral methods, low-rank approaches, and empirical orthogonal functions, among others, despite potential limitations depending upon the choice of basis function (Stein 2014). Few extensions to the multivariate case (2) have been made, with Kleiber et al. (2019) being a notable case for spatial data. Some similar ideas were explored in the context of functional data analysis (Qiao et al. 2019; Fontanella et al. 2020; Zapata et al. 2021). Dey et al. (2022) study the connection between stitching (Dey et al. 2021) and the functional Gaussian graphical model presented in Zapata et al. (2021) and this manuscript. In Section 2.1, we show how the univariate basis graphical lasso directly extends to the multivariate setting (2), and in Section 2.2, we discuss an alternative that is more appropriate for massive multivariate spatial data.

2.1. Basis Graphical Lasso

Our modeling and optimization strategy follows from extensions to our prior work, which we discuss and connect to the multivariate problem in this section. In Krock et al. (2021), we introduced the basis graphical lasso (BGL) to model (2) for the univariate case \( p = 1 \). The goal of the BGL is to obtain a sparse nonparametric estimate for the precision matrix \( Q \) of the mean zero Gaussian graphical vector \( \mathbf{W} = (W_1, \ldots, W_p)^T \) when \( Z(s) = \sum_{\ell=1}^{L} W_{i\ell} \phi_i(s) \). In other words, we build a Gaussian process by fitting a Gaussian graphical model to the random coefficients of fixed basis functions. Recall that the sparsity pattern of the precision matrix encodes conditional independencies between random variables, with \( Q_{ij} = 0 \) if and only if \( W_i \) and \( W_j \) are conditionally independent given all other entries of \( \mathbf{W} \). This information is commonly visualized with an undirected graph known as a Gaussian graphical model, where vertices symbolize variables and the lack of an edge between two vertices indicates such a conditional independence (Rue and Held 2005). Inspired by the graphical lasso (Friedman et al. 2008), we use an \( \ell_1 \) penalized likelihood to estimate the graphical model, but in the standard graphical lasso setting \( \mathbf{W} \) is observed directly, whereas our model includes basis functions and noise. Our BGL method is viable for a very large spatial sample size \( n \), and multiple realizations \( m \) are preferred but not required. We claim that the BGL generalizes to the multivariate setting and also that the optimization routine enjoys a similar computational framework.

With \( \mathbf{W}_\ell = (W_{1\ell}, \ldots, W_{p\ell})^T \sim N(0, Q^{-1}) \), the multivariate basis model (2) alternatively can be written

\[
Z(s) = \sum_{\ell=1}^{L} \phi_i(s)W_{i\ell}
\]

so that each basis function is weighted with a \( p \)-variate random vector. Assuming the weight vectors are independent means that this model amounts to characterizing the inverse covariance matrices \( \{Q_1, \ldots, Q_L\} \). In contrast, the standard LMC considers (3) where \( \{\phi_1(s), \ldots, \phi_L(s)\} \) are independent Gaussian processes with deterministic weights \( \{W_{1\ell}, \ldots, W_{L\ell}\} \). We note that recent variants of LMC (Taylor-Rodriguez et al. 2019; Bruinsma et al. 2020; Zhang and Banerjee 2021; Meng et al. 2021a; Liu et al. 2021) can handle a large number of variables, and in fact orthogonal basis functions are also exploited for computational gains in Bruinsma et al. (2020), but with a large number of spatial locations, such techniques ultimately amount to efficiently modeling spatially dense univariate Gaussian processes (e.g., Titsias 2009; Datta et al. 2016). The semiparametric latent factor model (Teh et al. 2005) shares a setup similar to LMC where a multi-output Gaussian process is represented as a linear mixture of independent univariate Gaussian processes. With these models, covariance kernel parameters of the independent latent Gaussian processes and the weight vectors (i.e., columns of the loading matrix) must be estimated. Typically, the covariance kernels are stationary and the loading matrix is deterministic. Some nonstationary versions of LMC (Gelfand et al. 2004; Meng et al. 2021a) consider a stochastic loading matrix that depends on the input domain, which entails a prior distribution and a challenging Bayesian framework. To our knowledge, such models have not yet been tested with high-dimensional nonstationary spatial data. On the other hand, our approach associates each basis function with a \( p \)-variate Gaussian graphical model, which is much faster from a computational point of view and automatically produces nonstationary covariance and cross-covariance functions with straightforward interpretations.

Let us assume \( \mu \equiv 0 \) in (1) for simplicity of exposition. In a typical mean function regression context, we can use generalized least squares and profile likelihoods to estimate the regression coefficients. Given data at locations \( s_1, \ldots, s_n \), form the observation vector \( \mathbf{Y} = (Y(s_1))^T, \ldots, (Y(s_m))^T \). Suppose we have multiple independent realizations \( Y_1, \ldots, Y_m \) of \( \mathbf{Y} \). Note that all methodology developed in this paper can work with \( m = 1 \) realization, but the task of learning the precision matrix of the basis weight vector is better suited for a setting with multiple realizations. Krock et al. (2021) investigated the sensitivity of the basis graphical lasso to the number of realizations. Up to multiplicative and additive constants not depending on the \( np \times \)
\( np \) variance-covariance matrix \( \Sigma = \text{var}(Y) \), the negative log-likelihood is

\[
\log \det \Sigma + \frac{1}{m} \sum_{i=1}^{m} Y_i^\top \Sigma^{-1} Y_i.
\]

Define the sample covariance \( S = \frac{1}{m} \sum_{i=1}^{m} Y_i Y_i^\top \). Using the cyclic property of trace, we rewrite the negative log-likelihood as

\[
\log \det \Sigma + \text{tr}(S\Sigma^{-1})
\]

to align with more prevalent notation in graphical lasso literature. Note that \( Y \) is simply a linear combination of the random coefficient vector \( W = (W_1^\top, \ldots, W_L^\top)^\top \) and basis functions, plus noise. That is, \( Y = \Phi W + \epsilon \) for a basis matrix \( \Phi \) and noise vector \( \epsilon \), so \( \Sigma = \Phi Q^{-1}\Phi^\top + D \), where \( \text{var}(W) = Q^{-1} \) and \( \text{var}(\epsilon) = D \). The matrices \( Q, \Phi, \) and \( D \) are defined explicitly in Section 3, but it is important to realize here that the matrix algebra produces the same optimization problem as in the univariate case presented in Krock et al. (2021).

The original BGL solves the \( \ell_1 \)-penalized maximum likelihood equation

\[
\hat{Q} \in \arg \min_{Q \geq 0} \left( \log \det(\Phi Q^{-1}\Phi^\top + D) \right.
+ \text{tr}(S(\Phi Q^{-1}\Phi^\top + D)^{-1})
+ \left. ||\Lambda \circ Q||_1 \right).
\]

Here, we retain the boldface matrix font to emphasize that the multivariate case entails the same optimization problem, even though the original BGL was proposed for the univariate setting \( p = 1 \). The notation \( Q \geq 0 \) indicates that \( Q \) is positive semidefinite, and \( ||\Lambda \circ Q||_1 = \sum_{i,j} |\Lambda_{ij}| |Q_{ij}| \), where \( \Lambda_{ij} \) are nonnegative penalty parameters that encourage sparsity in the estimate. Evaluating (4) requires an expensive \( O(p^3 n^3) \) Cholesky decomposition. After applying the matrix determinant lemma, the Sherman-Morrison-Woodbury formula, and the cyclic property of trace, we can equivalently minimize

\[
\log \det (Q + \Phi^\top D^{-1}\Phi) - \log \det Q
- \text{tr} \left( \Phi^\top D^{-1} SD^{-1}\Phi (Q + \Phi^\top D^{-1}\Phi)^{-1} \right)
+ ||\Lambda \circ Q||_1.
\]

Once the matrices \( \Phi^\top D^{-1}\Phi \) and \( \Phi^\top D^{-1}SD^{-1}\Phi \) are computed, evaluating (5) only requires Cholesky decompositions in the dimension \( pL \), so we can reduce likelihood evaluations to \( O(p^3 L^3) \). However, (5) is nonsmooth and nonconvex with respect to \( Q \), so the minimization problem is nontrivial.

Studying the convexity/concavity structure\(^1\) of (5) suggests a difference-of-convex (DC) algorithm where the next guess for \( Q \) is obtained by solving a convex optimization problem with the concave part linearized at the previous guess. Such an algorithm reads

\[
Q^{(j+1)} = \arg \min_{Q \geq 0} \left( -\log \det Q + \text{tr} \left( \Psi^{(j)}Q \right) + ||\Lambda \circ Q||_1 \right),
\]

where the linearization matrix

\[
\Psi^{(j)} = (Q^{(j)} + \Phi^\top D^{-1}\Phi)^{-1}
+ (Q^{(j)} + \Phi^\top D^{-1}\Phi)^{-1} \Phi^\top D^{-1}SD^{-1}\Phi (Q^{(j)} + \Phi^\top D^{-1}\Phi)^{-1}
\]

is a function of the previous guess \( Q^{(j)} \) and the aforementioned precomputed matrices. Since a DC algorithm such as (6) is a majorization-minimization algorithm, we are guaranteed that the guesses for \( Q \) create a nonincreasing sequence in the objective function (5). Moreover, (6) is a well-studied problem known as the graphical lasso. Typically, the graphical lasso uses the sample covariance matrix of directly observed, nonnoisy variables to produce a sparse inverse covariance matrix and accordingly a graphical model for the variables. Here we iteratively call the graphical lasso algorithm to estimate a graph for latent basis weights (with additive noise in the observational model), and the linearization matrix (7) acts as the sample covariance in the algorithm. We solve the graphical lasso with the second-order method QUIC (Hsieh et al. 2014b).

### 2.2. Multivariate Basis Graphical Lasso

Although the previous section shows that the BGL can be readily extended to the multivariate setting, the generalization is not well-motivated by a connection to standard multivariate spatial models, and moreover it will require burdensome matrix calculations in the dimension \( pL \). In particular, the BGL must compute the linearization matrix (7) and substitute it into the graphical lasso at each step of the DC algorithm. With our climate data example we use \( L = 2000 \) basis functions and \( p = 40 \) variables; an 80,000 dimensional precision matrix is too large for this procedure. Advances in graphical modeling (Fattahi et al. 2019) may allow for estimation of graphs of this magnitude, but storing the dense linearization matrix poses an issue to further scalability. We conclude the article with more commentary about this direct generalization (see Section 5), but here we propose a similar DC algorithm that is more feasible in a highly multivariate setting.

Our basic model still follows a penalized likelihood-based framework, minimizing

\[
\hat{Q} \in \arg \min_{Q \geq 0} \left( \log \det(\Phi Q^{-1}\Phi^\top + D) \right.
+ \text{tr}(S(\Phi Q^{-1}\Phi^\top + D)^{-1})
+ \left. P(Q) \right)
\]

for some convex penalty \( P \). However, an \( \ell_1 \) graphical lasso-type penalty by itself does not impose any regularity on the structure of coefficient graphs. To motivate our proposal, we recall some recent insights into multivariate modeling that will suggest an appropriate form for \( P \).

The multivariate spectral representation theorem states

\[
Z(s) = \int \exp(i\omega^\top s)W(d\omega)
\]

for a mean zero stationary process \( Z(s) \), where \( W(\cdot) \) is a complex-valued mean zero random measure vector (Stein 1999). Taking a discretization of the integral, we approximate

\[
\int \exp(i\omega^\top s)W(d\omega) \approx \sum_{\ell} \cos(\omega_\ell^\top s + \theta_\ell)W_\ell
\]

---

\(^1\)See the appendix of Krock et al. (2021) for classification of convexity/concavity for the terms in (5).
to motivate writing (3) as a linear combination of independent random vectors \( \mathbf{W}_\ell \), where the coefficient of \( \mathbf{W}_\ell \) depends on the phase shift \( \theta_\ell \). As an aside, another justification for modeling the coefficient vectors \( \mathbf{W}_\ell \) as independent across \( \ell \) is the Karhunen-Loève expansion, in which the basis functions \( \phi_\ell \) are eigenfunctions and the random coefficients are theoretically independent. Indeed, in our climate modeling example below, we use a discrete approximation to the Karhunen-Loève expansion from which independence of coefficient vectors is expected.

The spectral representation theorem (8) is intimately linked to the spectral density matrix \( f(\cdot) \) of \( Z(s) \) where we identify \( \text{var}(\mathbf{W}_\ell) \) with \( f(\omega_\ell) \). One connection to our model is that \( Q^{-1} \) can be viewed as the spectral density matrix at frequency \( \omega_\ell \), but our approach estimates the inverse spectral density matrix in a Gaussian graphical framework, and moreover, we consider replacing the harmonic basis functions with other globally supported multiresolution basis functions. Indeed, Kleiber (2017) provides interpretation and exploration of spectral coherence that will additionally motivate our penalized likelihood implementation. Before moving on, it is important to note that although we use the spectral representation theorem (8) to motivate the ensuing approach, our method is general and extends beyond harmonic basis expansions but with similar coherence-like interpretations of coefficient dependence. Guinness (2022) proposes a multivariate space-time model with flexible coherence structures that uses LMC in the spectral domain, but the covariance structure is stationary and the method is viable only for gridded data. We remind the reader that LMC also relies on an independence assumption where \( Z(s) \) is a linear combination of independent univariate Gaussian processes.

The multivariate basis graphical lasso model can be motivated with the same penalized likelihood context as in Section 2.1. Recall the model setup: we work under the additive model (1) with \( Z(s) \) specified as in the basis representation (3), and \( \mathbf{W}_i \) and \( \mathbf{W}_j \) are independent Gaussian vector fields for \( i \neq j \). In particular, we assume that \( Q_\ell = \text{var}(\mathbf{W}_\ell)^{-1} \) is a sparse matrix defining a graphical structure at level \( \ell \). If we consider each \( Q_\ell \) to correspond to an arbitrary sparse graphical model, then we propose \( P \) as a graphical lasso regularization for each level:

\[
P(Q_1, \ldots, Q_L) = \lambda \sum_{\ell=1}^{L} \sum_{i \neq j} |(Q_\ell)_{ij}|. \tag{10}
\]

This penalty enforces sparsity for each precision matrix but not necessarily any similarity between levels of resolution. Recent development in spectral coherence (Kleiber 2017) suggests that we should expect the coherence of processes arising in practice to vary smoothly across levels. In addition to the \( \ell_1 \) sparsity penalty, we include an \( \ell_1 \) sequentially fused penalty to encourage similarity of the conditional independence structure across adjacent levels of resolution:

\[
P(Q_1, \ldots, Q_L) = \lambda \sum_{\ell=1}^{L} \sum_{i \neq j} |(Q_\ell)_{ij}| + \rho \sum_{\ell=1}^{L-1} \sum_{i \neq j} |(Q_\ell)_{ij} - (Q_{\ell+1})_{ij}|. \tag{11}
\]

The new fusion penalty with tuning parameter \( \rho \) penalizes precision matrices at adjacent levels if their off-diagonals do not have the same value. This formulation suggests a smoothly-varying graph structure and produces a parsimonious conditional independence structure of the random weights over all levels of resolution. As \( \rho \to \infty \), the second penalty effectively shrinks toward a stationary process. Although the final model will be nonstationary, we believe shrinking toward a stationary process is a natural approach to regularization. This type of penalty is most appropriate when basis functions can be ordered meaningfully to represent different levels of resolution, as is the case with an EOF basis.

Assuming that \( Q = \text{diag}(Q_1, \ldots, Q_L) \) does not change any reasoning leading to the BGL formulation from Section 2.1 but allows us to reduce computations on a matrix of size \( pL \times pL \) to computations on \( L \times p \times p \) matrices. At each step of the DC algorithm (6), we simplify the minimization problem to

\[
\arg\min_{Q_\ell \succeq 0, \ell = 1, \ldots, L} \left( \sum_{\ell=1}^{L} -\log \text{det} Q_\ell + \text{tr} (\Psi_\ell Q_\ell) + P(Q_1, \ldots, Q_L) \right), \tag{12}
\]

where \( \Psi_\ell \) is the \( \ell \)th block diagonal of the linearization matrix \( \Psi \), which depends upon the previous graph guesses. We emphasize that in (6), all matrices are of dimension \( pL \times pL \), which can be challenging in three ways: the \( O((pL)^2) \) memory cost to store matrices of this size, the \( O((pL)^3) \) time cost to compute matrix solves for the linearization (7), and finally solving the convex matrix optimization problem. Moreover, the latter two steps are performed at each iteration of the DC algorithm. On the other hand, (12) involves \( L \) matrices of dimension \( p \times p \), which provides a major improvement over (6) in both memory and computational costs, assuming that calculation of \( \Psi_1, \ldots, \Psi_L \) is not prohibitive. An efficient way to compute \( \Psi_1, \ldots, \Psi_L \) for orthogonal bases is presented in Section 3.

Using only the sparsity penalty (10) means (12) separates into \( L \) independent graphical lasso problems with “sample covariance” matrices \( \Psi_1, \ldots, \Psi_L \).

Using the fusion penalty (11) gives no such separation of (12) into \( L \) independent optimization problems at each DC iteration. Instead, we treat \( \Psi_1, \ldots, \Psi_L \) as an array of sample covariance matrices and substitute them into the fused multiple graphical lasso (FMGL) (Yang et al. 2015) for modeling multiple similar graphical models across multiple datasets. A related idea is the joint graphical lasso (Danaher et al. 2014), but their similarity-inducing regularization term penalizes all pairs of graphs rather than just adjacent graphs as in (11), suggesting behavior similar to white noise processes—an unreasonable assumption for most real spatial data applications. The associated algorithm uses a slower optimization approach that calculates eigendecompositions in R. The FMGL algorithm, written in MATLAB, uses the same second-order approximation as QUIC (Hsieh et al. 2014b) and also exhibits local quadratic convergence. A general framework for second-order optimization in high-dimensional statistical modeling with regularization is developed in Hsieh et al. (2014a).
3. Implementation Strategy

We highlight some important aspects of implementing the multivariate BGL model. In practice, we independently estimate an error variance for each variable and define the diagonal matrix \( D = I_n \otimes \text{diag}(\tau_1^2, \ldots, \tau_p^2) \) accordingly.\(^3\) Matrices \( \Phi^T D^{-1} \Phi \) and \( \Phi^T D^{-1} \Sigma D^{-1} \Phi \) must be computed effectively—ignoring \( D^{-1} \), the naive matrix multiplications cost \( O(p^3 n L^2) \) and \( O(p^3 n^2 L^2) \), respectively. Moreover, the block diagonals of the linearization (7) must be retrieved without expending \( O(p^3 L^3) \) flops for the matrix inverse \( (Q + \Phi^T D^{-1} \Phi)^{-1} \). In Krock et al. (2021) with \( p = 1 \) this linearization step was not an issue—the computational bottleneck was iteratively solving the graphical lasso in the dimension of the basis functions \( L \). Here we are modeling \( L \) graphs of dimension \( p \), so the graphical modeling step may no longer be the bottleneck but rather the linearization (7). However, assuming that \( Q \) is block diagonal and basis functions are orthogonal makes this linearization step trivial.

Let \( \Phi \) be the \( n \times L \) basis matrix with \((i, j)\) entry \( \phi_{ij}(s_i) \). Observe that

\[
Z(s_i) = \sum_{\ell=1}^L \phi_{\ell}(s_i) W_\ell = M \Phi_i^T \quad (i = 1, \ldots, n),
\]

where \( M \) has columns \( W_1, \ldots, W_L \) and \( \Phi_i^T \) is the \( i \)th column of \( \Phi^T \). Introducing the vec(\( \cdot \)) operator, which stacks the columns of a matrix one-by-one into a vector, we write the process observation vector as

\[
Z = \begin{pmatrix} Z(s_1) \\ \vdots \\ Z(s_n) \end{pmatrix} = \begin{pmatrix} M \Phi_1^T \\ \vdots \\ M \Phi_n^T \end{pmatrix} = \text{vec}(M \Phi^T)
\]

where the last equation follows from (16.2.7) of Harville (1997). The vec operator cooperates with the Kronecker product \( \otimes \) in the following way: \( \text{vec}(ABC) = \left( C^T \otimes A \right) \text{vec}(B) \) whenever \( ABC \) is well-defined. For us, this implies

\[
Z = \left( I_p \otimes I_p \right) W
\]

since \( W = \text{vec}(M) \) by construction. Thus, we identify \( \Phi = \Phi \otimes I_p \). Also note that \( D^{-1} = I_n \otimes \text{diag}(\tau_1^{-2}, \ldots, \tau_p^{-2}) \) is a Kronecker product. Since \( (A \otimes C)(B \otimes D) = AB \otimes CD \) whenever \( AB \) and \( CD \) are well-defined, we have the Kronecker product representation

\[
\Phi^T D^{-1} \Phi = \Phi^T \Phi \otimes \text{diag}(\tau_1^{-2}, \ldots, \tau_p^{-2}),
\]

which will be sparse for any choice of basis functions. In general, solving systems with \( Q + \Phi^T D^{-1} \Phi \) does not have an exploitable structure since \( Q \) is block diagonal yet \( \Phi^T D^{-1} \Phi \) is a Kronecker product. However, using orthogonal basis functions (i.e., \( \Phi^T \Phi = I_L \)) means that \( \Phi^T D^{-1} \Phi \) is diagonal, so the first term in (7) is block diagonal and can be easily inverted in \( O(Lp^3) \).

The linearization also involves \( \Phi^T D^{-1} \Sigma D^{-1} \Phi \). Since \( \text{vec}(ABC) = \left( C^T \otimes A \right) \text{vec}(B) \) again,

\[
\Phi^T D^{-1} Y_i = \text{vec}(\text{diag}(\tau_1^{-2}, \ldots, \tau_p^{-2}) \text{mat}(Y_i) \Phi)
\]

where mat(\( Y_i \)) is the \( p \times n \) matrix with vec(mat(\( Y_i \))) = \( Y_i \). So \( \Phi^T D^{-1} Y_{\text{data}} \) can be calculated in \( O(mpL) \) and has low storage cost \( O(mpL) \). Once \( \Phi^T D^{-1} Y_{\text{data}} \) and the block diagonals of \( (Q + \Phi^T D^{-1} \Phi)^{-1} \) are computed, the block diagonals of the second term in (7) can be computed in \( O(Lp^3) \).

To summarize, for an orthogonal basis, only \( \{ Q_1, \ldots, Q_L \} \), \( \{ \tau_1^{-2}, \ldots, \tau_p^{-2} \} \), and \( \Phi^T D^{-1} Y_{\text{data}} \) must be stored in memory, and we can compute the block diagonals of (7) in \( O(Lp^3 + Lp^2m) \). These \( Lp \times p \) block matrices are then sent into the FMGL as an array of \( L \) "sample covariance" matrices, and the solution to the FMGL problem is the next guess for \( \{ Q_1, \ldots, Q_L \} \), and the entire procedure is repeated until \( \| Q^{(j+1)} - Q^{(j)} \|_F / \| Q^{(j)} \|_F < \epsilon \), which we set as \( \epsilon = 0.05 \).

3.1. Initial Guess (Unfused Estimate)

When considering the fusion penalty, a natural initial guess is the corresponding unfused estimate. With \( \rho = 0 \), the main optimization (12) amounts to solving the graphical lasso independently by level:

\[
\arg \min_{Q_\ell \geq 0, \ell = 1, \ldots, L} \left( \sum_{\ell=1}^L \log \det Q_\ell + tr(\Psi \Phi_\ell Q_\ell) + \lambda \sum_{ij \in \mathcal{E}} |(Q_\ell)_{ij}| \right).
\]

The entire algorithm has linear complexity and storage in \( L \) in this case.

3.2. Maximum Likelihood Estimate

It is also easy to obtain the unpenalized maximum likelihood estimates for \( Q_1, \ldots, Q_L \). Recall that \( S^{-1} = \arg \min_{Q \succeq 0} \log \det Q + tr(SQ) \), assuming \( S \) is nonsingular. That is, the maximum likelihood estimate of the precision matrix of a multivariate Gaussian random variable is the inverse of the sample covariance matrix, assuming it is nonsingular. This means that our DC algorithm would simply invert the linearization matrix (or each block diagonal of the linearization matrix in the multivariate case) rather than substitute it into the graphical lasso. Again, \( Q_1, \ldots, Q_L \) are independent, which implies the same storage and complexity as the unfused estimate in Section 3.1. This algorithm takes many more DC iterations to converge than either of the regularized estimates.

3.3. Estimating the Error Variances

Given a single variable with sample covariance \( S \), we minimize the following function jointly over \( \tau^2 \) and a few parameters describing a diagonal matrix \( Q \):

\[
\log \det (Q + \tau^{-2} \Phi^T \Phi) - \log \det Q - tr \left( \tau^{-4} \Phi^T S \Phi (Q + \tau^{-2} \Phi^T \Phi)^{-1} \right) + n \log \tau^2 + \tau^{-2} tr(S).
\]

Non-boldface font is used here since the estimation is performed separately for each variable. Note that this expression can be simplified with orthogonal bases, and the trace terms can be quickly computed as squared Frobenius norms. The diagonal parameterization of \( Q \) and parameter estimation is further discussed in the supplementary material. We record values for \( \tau_1^2, \ldots, \tau_p^2 \) in Table 1 in the supplementary material that are used throughout the rest of the article. A similar approach used in

\(^3\) See Section 3.3 for a description of this estimation procedure.
Krock et al. (2021) was found to be successful in recovering error variances even with a misspecified spatial covariance structure.

### 3.4. Cross-Validation

First we describe the cross-validation procedure for a pair of penalty parameters ($\lambda$, $\rho$). Suppose we use $k$ folds and consider $t$ arbitrary pairs of penalities represented by $\{A_1, \ldots, A_t\}$. Let $\hat{Q}_A(S)$ be the estimate we get from applying our algorithm with empirical covariance $S = \frac{1}{m} \sum_{i=1}^{m} Y_i Y_i^T$ and penalty pair $A$. For $A \subseteq \{1, \ldots, m\}$, let $S_A = |A|^{-1} \sum_{I \in A} Y_i Y_i^T$. We seek $A$ so that $\alpha(A) = \ell(\hat{Q}_A(S), S)$ is small, where

$$\ell(Q, S) = \log \det (Q + \Phi D^{-1} \Phi^T) - \log \det Q - \text{tr} (\Phi D^{-1} SD^{-1} \Phi^T (Q + \Phi D^{-1} \Phi^T)^{-1})$$

is the unpenalized likelihood function in (5). The cross-validation approach is to partition $\{1, \ldots, m\}$ into disjoint sets $\{A_1, \ldots, A_t\}$ and select $\hat{\lambda} = \arg \min_{\lambda} \ell(\hat{Q}_A(S_{A_1}), S_{A_1})$, where

$$\hat{\alpha}(A) = k^{-1} \sum_{i=1}^{k} \ell(\hat{Q}_A(S_{A_i}), S_{A_i}).$$

Jointly searching over $\lambda$ and $\rho$ can quickly become unwieldy even when considering a small combination of sparsity and fusion penalties, as noted by Danaher et al. (2014), who instead suggest a dense search for $\lambda$ with $\rho = 0$ fixed and then a search for $\rho$ with that sparsity value fixed. The individual cross-validation for either $\lambda$ or $\rho$ follows the same idea: whichever penalty parameter has the lowest negative log-likelihood average across folds is selected.

### 3.5. Overview of Simulation Study

We conducted an extensive simulation study that examined the proposed estimator of the precision matrices $Q_1, \ldots, Q_L$. Here, we provide a high-level overview of the simulation study; full details are available in the supplementary material. Both the basis functions $\phi_1, \ldots, \phi_l$ and the error variances $\tau_1^2, \ldots, \tau_p^2$ are the same as in Section 4.1. We considered two different parameterizations for the precision matrices, and in both cases the graphical structure is identical over all levels. In the simpler case where $Q_1 = Q_2 = \cdots = Q_L$, the exact graphical structure was recovered by the MLE with parameters $\lambda$, $\rho$ selected from cross-validation. In a second more complicated case, where the values of the precision matrices grow exponentially over level, selecting parameters with cross-validation was not as helpful. Ignoring the difficulties with cross-validation, the estimator is still able to discern meaningful connections between variables. In both cases, the method correctly identifies patterns in the marginal precision values $(Q_\ell)_i$ for $i = 1, \ldots, p$ and $\ell = 1, \ldots, L$. Specifically, the estimator accurately recovered the behavior of marginal precision values for different variables that were either constant or exponentially growing over level $\ell$.

### 4. Data Analysis

This section is broken into two main, but related, application and validation efforts. Both are done with the lens of the climate data problem: we begin with some exploratory analyses of the climate dataset, deriving reasonable basis functions and providing discussion to guide intuition for the ensuing model application. In the supplementary material, we detail a simulation study that tests our ability, under a setup similar to the climate example, to recover meaningful and relevant graphs for coefficients at different levels of basis functions under realistic assumptions on possible graph structures. Results from this simulation study are promising and lead us to expect reasonable results with the real climate data as well. The final section in the body of this article provides the full analysis of our model on the Community Atmosphere Model (CAM) data along with scientific interpretations of recovered graphical structures and some implied covariance and cross-covariance patterns. Code that outlines the data analysis procedure is available at github.com/mlkrock/MultivariateBasisGraphicalLasso.

#### 4.1. Data Description and Exploratory Analyses

We apply our method to a large climatological dataset from an ensemble study conducted at the National Center for Atmospheric Research (NCAR). Climate variability is typically assessed by examining a collection of numerical climate model simulations, that are computationally and economically expensive to produce. Relationships between variables at different spatial scales are crucial for scientific investigations; hence, a scalable statistical model which can simulate multivariate processes could be a powerful tool for climatologists. Our method allows for efficient emulation and straightforward interpretation of complex geophysical model variable relationships, potentially filling this niche.

A climate model ensemble is typically a collection of climate simulations from the same numerical model using various initial conditions; ours is an extended version of the ensemble described by Baker et al. (2015) with $m = 343$ members. Data are recorded at $n = 48,602$ spatial locations over the globe. There are a total of 164 variables available, the majority of which are three-dimensional, meaning they have a third dimension corresponding to 30 vertical atmospheric levels. For our study we only consider the two-dimensional surface variables and a subset thereof. First, the variables are on different scales, so they are standardized with a pixelwise empirical mean and pixelwise empirical standard deviation. Histograms and Q-Q plots were consulted to remove strongly nonnormal variables. Note that our data are yearly averaged quantities, so a Gaussian assumption is generally reasonable. Potential variables were also removed if they were very strongly correlated, suggesting redundant information (e.g., when vectorized across space and realizations, the absolute correlation between two processes was above 0.9). We settled upon the $p = 40$ variables listed in Table 1, which are grouped into five categories: aerosol variables, cloud variables, flux variables, precipitation variables, and transport/state variables. Throughout the rest of the document, aerosol variables are colored red, cloud variables are colored blue, flux variables are colored green, precipitation variables are colored purple, and transport/state variables are colored gray.

With the $p = 40$ variables in hand, our approach relies on first specifying a set of spatial basis functions. We construct such functions as empirical orthogonal functions (EOFs) (Wikle...
The first two pooled EOFs are displayed in Figure 1. We emphasize that pooling variables together to create EOFs is nontraditional and explains why the first two EOFs account for such little variability. Other orthogonal bases besides EOFs are viable choices but may require model selection criterion like AIC or BIC to select the number of basis functions.

With this formulation, it is important to clarify the role of the additive error term. Here, an interpretation as a traditional spatial statistical nugget effect is not well-motivated; instead, we think of pooling variables together to create EOFs is nontraditional and explains why the first two EOFs account for such little variability. Other orthogonal bases besides EOFs are viable choices but may require model selection criterion like AIC or BIC to select the number of basis functions.

With this formulation, it is important to clarify the role of the additive error term. Here, an interpretation as a traditional spatial statistical nugget effect is not well-motivated; instead, we think of pooling variables together to create EOFs is nontraditional and explains why the first two EOFs account for such little variability. Other orthogonal bases besides EOFs are viable choices but may require model selection criterion like AIC or BIC to select the number of basis functions.

With this formulation, it is important to clarify the role of the additive error term. Here, an interpretation as a traditional spatial statistical nugget effect is not well-motivated; instead, we think of pooling variables together to create EOFs is nontraditional and explains why the first two EOFs account for such little variability. Other orthogonal bases besides EOFs are viable choices but may require model selection criterion like AIC or BIC to select the number of basis functions.

With this formulation, it is important to clarify the role of the additive error term. Here, an interpretation as a traditional spatial statistical nugget effect is not well-motivated; instead, we think of pooling variables together to create EOFs is nontraditional and explains why the first two EOFs account for such little variability. Other orthogonal bases besides EOFs are viable choices but may require model selection criterion like AIC or BIC to select the number of basis functions.
Figure 1. First two pooled EOFs of the standardized CAM data. The two EOFs account for 1.83% and 1.59% of the total variability of all 40 variables, respectively. Rightmost plot shows the cumulative percentage of variability explained by the EOFs, with $L = 2000$ EOFs capturing 97.2% of the total variance.

Figure 2. Marginal precision estimates (i.e., diagonals of $\hat{Q}_1, \ldots, \hat{Q}_{2000}$) shown by level for various penalty choices. Same log scale on y-axis. Bottom row shows a subset of six variables from the top row. The grey pressure variable is noticeably smoother than the rest after regularization is added.

4.2. CAM Data Analysis

We proceed to the data analysis using our estimates for $\tau_1^2, \ldots, \tau_p^2$ and the basis setup from Section 4.1. The remaining question is what penalty parameters to use. With a cross-validation attempt (see supplementary material) and similar difficulties with penalties encountered by Danaher et al. (2014) in mind, we proceed by fixing several penalty pairs and examining the resulting modeling implications. Ideally, we would select a model with a sensible, interpretable graphical neighbor structure over levels. Differences between models with different graph structures may be minor as different graphs can give approximately the same correlation structure. In the supplementary material and remainder of this document, we display several results for $\lambda = 20$ since this looked like an inflection point in a plot of $\lambda$ versus the total graph sparsity percentage (see Figure 6(a) in supplementary material). We also will occasionally compare $\lambda = 20$ results with those from $\lambda = 1$ to give an idea of how the implied graph structure changes with different penalties.

For the first set of model diagnostics, we examine the estimated precision matrices. Plots of estimated marginal precisions by level are shown in Figure 2. Clearly, the two parameterizations considered in the simulation study (see Section 3.5) are not well-suited to our data, as the estimated marginal precisions are neither constant nor exponentially growing over level. Just as in the simulation study, adding a sparsity penalty causes the pressure variable (colored gray) to have the highest marginal precisions at high levels of resolution, as we would expect from the smoothest variable. Overall, adding a sparsity penalty brings all marginal precisions down by an order of magnitude, with particularly strong shrinkage at lower levels of resolution. Given the focus on regularization, these results may not seem surprising, but
the diagonals of the precision matrix are not penalized in any formulation we have considered. This shrinkage of marginal precisions can be attributed to the larger number of neighbors in the low-penalized graph structures, which means that the (conditional) precision will be higher than in estimates from higher penalties.

Our penalized maximum likelihood procedure produces interpretable graphical models that imply conditional independencies among the variables at varying levels of resolution. Here we study some properties of the estimated graphical models. Figure 3 gives an idea of how the conditional independence structure changes with respect to level for different penalties.
Figure 4. Example estimated graphical models for $\lambda = 20$. Graphs at lower levels (i.e., graph structure of $Q_\ell$ at smaller values of $\ell$) are noisy, with the Level 1 graph containing 38.2% of all possible connections. Higher-level graphs show reasonable variable clusters until eventually no graph edges exist.

The left column counts the nonzeros of the estimated precision matrices $\hat{Q}_1, \ldots, \hat{Q}_{2000}$ over level. With $\lambda = 20$ we see several conditional independencies between variables that persist over all levels. The middle and right columns show how the conditional dependence neighborhood structure of two variables (BURDENSEASALT and PS) changes over level, and the impact of the fusion penalty is most apparent in these columns. Broadly speaking, the fusion penalty smooths out the neighbor pattern across levels. Note that the fusion penalty can fuse adjacent nonzeros rather than adjacent zeros and can cause a neighbor
Figure 5. The first level at which a variable becomes (and remains) independent. Here, independence refers to a graphical model where a variable (node) has no edges connecting it to any of the other nodes. Variables are ordered in increasing fashion according to the implied independence level for $\lambda = 1$. Results for $\lambda = 20$ accompany the taller bars and show a similar story for variable groups but with earlier levels of independence.

Figure 6. Estimated local standard deviations for six variables. Standardization of the variables is reflected in the color scale, where unit values are colored white. Values above one suggest the empirical standardization does not explain enough variability.

to fuse across all levels if $\rho$ is large enough. Figure 4 displays estimated graphical models for different levels of resolution. At early levels corresponding to large-scale spatial patterns, the graphs are quite dense. Higher-frequency EOFs display interesting and reasonable patterns. For example, near the top of the $\ell = 150$ graph we see groupings among many cloud and precipitation variables, and these connections are more evident at higher levels and even with different penalty parameters (not shown). For higher-level EOFs, past around $\ell = 500$ with $\lambda = 20$, the graphs suggest variable independence. This idea of complete independence is explored in Figure 5 where we display the first level at which each variable is independent and remains independent of all other variables. Note again a natural grouping of variable types, with transport and pressure variables achieving independence much earlier than finer-scale precipitation and cloud variables. Further, as could also be observed in the visualization of the conditional dependence structure for the two selected variables in Figure 3, the level at which independence occurs varies quite dramatically with the sparsity penalty, leading to roughly a four-fold increase in the number of connected levels going from $\lambda = 20$ to $\lambda = 1$.

Now, we examine some spatial properties of our estimates. Figure 6 shows the estimated local standard deviations for a subset of six variables. Recall that the variables were standardized to have an empirical unit standard deviation, so these plots should be interpreted as potential bias corrections where the standardization fails to accurately describe the variability. Most striking is the El Niño effect apparent in the plot for the pressure variable PS. The pattern’s presence is unsurprising since El Niño/La Niña are strongly tied to changes in pressure over the Pacific Ocean, and their relative infrequency likely requires more modeling care than just an empirical standardization. Finer-scale variables
CDNUMC and PRECT are able to capture distinct behavior in mountainous regions (e.g., Rocky Mountains and Himalayas).

In our last collection of figures, we examine correlation over space as well as across variables. Figure 7 shows variable correlations as a function of space. To be precise, each image shows the correlation between the location marked in green and all other locations. Nonstationarity is evident from the difference in behaviors between land and ocean, and long-range negative correlation is seen to be a possible byproduct of this modeling scheme. In Figure 8, we display estimated local cross-correlations between a few of our selected variables. Expected negative and positive correlations between pairs of variables are correctly captured (e.g., between pressure and precipitation and between cloud droplet concentration and precipitation). Finally, in Figure 9, we show variable cross-correlations as a function of space. To be precise, each image shows the cross-correlation between the first variable at the location marked in green and the second variable at all other locations. The flexibility of the model is again apparent in its nonstationary behavior and various positive and negative cross-correlations. Such behavior is difficult to accommodate using extant models but readily available in our approach without any additional effort (Kleiber and Genton 2013). Both the correlation and cross-correlation functions centered where El Niño/La Niña occur (see right column in
Figures 7 and 9) exhibit long-range dependence through the equator across the Pacific Ocean.

We conclude the data analysis with a brief commentary about the timing results, assuming the orthogonal basis has been constructed and $\tau_1^2, \ldots, \tau_p^2$ are estimated. Note that the latter step is fairly quick using the technique in Section 3.3 with an orthogonal basis. The choice of penalty dictates the runtime of the DC algorithm. For the maximum likelihood estimate with no penalty, the tolerance $\epsilon = 0.05$ is reached in 15 DC iterations in 5 seconds. With sparsity penalty $\lambda = 20$, the algorithm converges in two DC iterations in 45 seconds. With sparsity penalty $\lambda = 1$, the algorithm again requires two DC iterations but takes 13 min. With fusion penalty $\rho = 10$, both estimates converged in one DC iteration using the $\rho = 0$ solution as the initial guess, but $(\lambda, \rho) = (20, 10)$ took 7 minutes while $(\lambda, \rho) = (1, 10)$ took 1 min. All experiments were performed in MATLAB on a MacBook Pro with a 6 core 2.6 GHz Intel Core i7 processor and 32 GB of RAM.

5. Discussion and Conclusions

Models for multivariate spatial processes struggle to accommodate nonstationary data with a large number of variables and observation locations. We have presented a multivariate Gaussian process model that will be applicable in a variety of future endeavors. There are many benefits under this framework, including nonstationary covariance and cross-covariance functions, exact likelihood calculations, and cheap computations and storage when $W_1, \ldots, W_L$ are independent and basis functions are orthogonal.

Future experiments could relax the assumption of independent weights and estimate the entire sparse $pL \times pL$ precision matrix $Q$ as in Section 2.1 with the DC algorithm (6). Even if the basis functions are not orthogonal, $\Phi^T D^{-1} \Phi = \Phi^T \Phi \otimes \text{diag}(\tau_1^{-2}, \ldots, \tau_p^{-2})$ is sparse due to the Kronecker product with a diagonal matrix. In this formulation, it is crucial to rewrite (7) and calculate this linearization term by solving linear systems with the sparse matrix $Q + \Phi^T D^{-1} \Phi$ or its sparse Cholesky decomposition. Note that the dense $pL \times pL$ linearization matrix must then be stored in memory, and advanced graphical lasso algorithms (Fattahi et al. 2019) must be explored for the subsequent graph estimation. Modeling dependence across basis functions would allow for more flexibility in the cross-covariances since, with the independence assumption, $\text{cov}(Z_\ell(s), Z_\ell(s')) = \sum_{\ell=1}^L \phi_\ell(s)(Q_\ell)^{-1}\phi_\ell(s') = \text{cov}(Z_\ell(s'), Z_\ell(s))$ is symmetric.

We demonstrated that our model can easily fit a large climate ensemble and produce reasonable and interpretable results. It has already been successfully applied in the context of statistical downscaling (Ekanayaka et al. 2022). Our method also easily scales to computer experiments with high-dimensional inputs (e.g., $s \in \mathbb{R}^d$ with $d \gg 0$). Extending the basis graphical lasso to handle space-time data remains an important task that could be particularly impactful in the highly multivariate setting. Constructing multivariate space-time covariance functions is an active area of research (Alegria et al. 2019; Salvaña and Genton 2020; Porcu et al. 2020; Chen et al. 2021). Indeed, the issues of scalability and flexibility mentioned in the opening sentence of this conclusion are further exacerbated when modeling temporal dependence. A multivariate space-time basis graphical lasso could prove to be a valuable tool that addresses these challenges.

Supplementary Materials

Supplementary material contains: (1) a simulation study (2) additional details regarding CAM data analysis, including estimation of the additive error variance, selection of penalty parameters, and simulations from our multivariate spatial model. Further supplementary materials are available at https://gdex.ucar.edu/dataset/371_abaker.html.
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