Parametric dependence of bound states in the continuum in periodic structures: vectorial cases
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A periodic structure sandwiched between two homogeneous media can support bound states in the continuum (BICs) that are valuable for many applications. It is known that generic BICs in periodic structures with an up-down mirror symmetry and an in-plane inversion symmetry are robust with respect to structural perturbations that preserve these two symmetries. For two-dimensional (2D) structures with one periodic direction and the up-down mirror symmetry (without the in-plane inversion symmetry), it was recently established that some scalar BICs can be found by tuning a single structural parameter. In this paper, we analyze vectorial BICs in such 2D structures, and show that a typical vectorial BIC with nonzero wavenumbers in both the invariant and the periodic directions can only be found by tuning two structural parameters. Using an all-order perturbation method, we prove that such a vectorial BIC exists as a curve in the 3D space of three generic parameters. Our theory is validated by numerical examples involving periodic arrays of dielectric cylinders. The numerical results also illustrate the conservation of topological charge when structural parameters are varied, if both BICs and circularly polarized states (CPSs) are included. Our study reveals a fundamental property of BICs in periodic structure and provides a systematically approach for finding BICs in structures with less symmetry.

I. INTRODUCTION

Due to their intriguing properties and valuable applications, photonic bound state in the continuum (BICs) have been extensively studied in recent years [1–3]. In a lossless structure that is invariant or periodic in one or two spatial directions, a BIC is a special resonant state with an infinite quality factor (Q factor) [4–11], and it gives high-Q resonances when the structure or the wavevector is perturbed [12–20]. The BICs have found important applications including lasing [21], sensing [22], harmonic generation [23], low-refractive-index light guiding [10, 24], etc. The BICs in periodic structures exhibit interesting topological properties. The topological charge of a BIC can be defined using the far-field major polarization vector [25, 26]. If a BIC with a nonzero topological charge is destroyed by a perturbation, circularly polarized states (CPSs) emerge and the net topological charge remains unchanged [27, 28].

Although a BIC typically becomes a high-Q resonance when the structure is perturbed [12, 14], it may persist if the perturbation satisfies certain conditions. If a BIC is protected by a symmetry [4, 30, 31], it naturally continues to exist when the perturbation preserves the symmetry. In periodic structures sandwiched between two homogeneous media, there are propagating BICs with a nonzero wavevector [5, 6, 8, 9, 32, 36]. These BICs are not protected by symmetry in the usual sense, but they are robust with respect to structural perturbations that maintain the relevant symmetry [25, 37, 38]. Even for perturbations without any symmetry, a BIC is not always destroyed. In a recent work [39], we studied the continual existence of scalar BICs in periodic structures without the in-plane inversion symmetry. We showed that for a generic perturbation with two parameters, a scalar BIC (with a frequency such that there is only one radiation channel) can be maintained by tuning one parameter. This implies that a typical scalar BIC exists on a curve in the plane of two generic parameters.

Our previous work is limited to scalar E-polarized BICs [39]. In a 2D structure that is invariant in $x$ and periodic in $y$, a BIC is associated with wavenumbers $\alpha$ and $\beta$ corresponding to the $x$ and $y$ directions, respectively. When $\alpha = 0$, the BIC is a scalar one and it can be either E-polarized or H-polarized. The case $\alpha \neq 0$ corresponds to a vectorial BIC [26]. In this paper, we analyze the parametric dependence for vectorial BICs in 2D periodic structures. It turns out that the vectorial BICs for $\beta = 0$ and $\beta \neq 0$ exhibit different behavior in parameter space. Similar to the scalar BICs, a vectorial BIC with $\beta = 0$ exists as a curve in the plane of two generic structural parameters. On the other hand, a vectorial BIC with $\beta \neq 0$ appears as an isolated point in the plane of two parameters, but exists as a curve in the space of three generic parameters. This distinction between the two types of vectorial BICs is somewhat unexpected, since when the periodic structure has the in-plane inversion symmetry, they are both robust.

The rest of this paper is organized as follows. In Sec. [11]
we briefly describe the structure, the BICs and related diffraction solutions. In Sec. III we give an outline for a proof that characterizes the dependence of BICs on structural parameters. In Sec. IV we present numerical examples to validate the theory and demonstrate the emergence and annihilation of CPSs when BICs are destroyed or created. The paper is concluded with some remarks in Sec. V

II. BICS AND DIFFRACTION SOLUTIONS

We consider a 2D lossless dielectric structure that is invariant in $x$, periodic in $y$ with period $L$, and symmetric in $z$ (i.e. the up-down mirror symmetry). The dielectric function is real and satisfies

$$
\varepsilon(r) = \varepsilon(y + L, z) = \varepsilon(y, -z)
$$

for all $r = (y, z)$. It is also assumed that the periodic layer is sandwiched between two identical homogeneous media with a dielectric constant $\varepsilon_0 \geq 1$. Therefore,

$$
\varepsilon(r) = \varepsilon_0, \quad \text{for } |z| > d,
$$

where $d$ is a positive constant.

Since the structure is invariant in $x$, we consider a general eigenmode that depends on $x$ and time $t$ as $\exp[\ii (\alpha x - \omega t)]$, where $\alpha$ is a real wavenumber for the $x$ direction and is the angular frequency. The electric field is the real part of $E(r)e^{\ii (\alpha x - \omega t)}$, where $E$ satisfies

$$
(\nabla + \ii \alpha \mathbf{e}_1) \times (\nabla + \ii \alpha \mathbf{e}_1) \times E - k^2 \varepsilon(r) E = 0, \quad (\text{3})
$$

$$
(\nabla + \ii \alpha \mathbf{e}_1) \cdot [\varepsilon(r) E] = 0, \quad (\text{4})
$$

$k = \omega/c$ is the freespace wavenumber, $c$ is the speed of light in vacuum, and $\mathbf{e}_1 = (1, 0, 0)$ is the unit vector in the $x$ direction. Due to the periodicity in $y$, the eigenmode can be written as

$$
E(r) = \Phi(r)e^{\ii \beta y}, \quad (\text{5})
$$

where $\Phi(r)$ is periodic in $y$ with period $L$, and $\beta$ is the Bloch wavenumber in $y$ satisfying $|\beta| \leq \pi/L$.

A BIC is a special guided mode with a real wavenumber $(\alpha, \beta)$ and a real frequency $\omega$ satisfying $\sqrt{\alpha^2 + \beta^2} < \sqrt{\varepsilon_0}$. The electric field of the BIC satisfies $E(r) \to 0$ as $z \to \pm \infty$ and is normalized such that

$$
\frac{1}{L^2} \int_{\Omega} \varepsilon(r)E(r) \cdot E(r) \, dr = 1, \quad (\text{6})
$$

where $E$ is the complex conjugate of $E$, and $\Omega = \{(y, z) : |y| < L/2, |z| < \pm \infty\}$ is one period of the cross section of the structure. If the BIC is non-degenerate and its electric field is $E(r) = [E_x(r), E_y(r), E_z(r)]$, we can define a vector field $\tilde{E}$ by

$$
\tilde{E}(r) = [E_x(y, -z), E_y(y, -z), -E_z(y, -z)]. \quad (\text{7})
$$

Since $\tilde{E}$ is also a BIC for the same frequency and the same wavevector, we can scale the BIC such that either

$$
E(r) = \tilde{E}(r), \quad \text{or} \quad E(r) = -\tilde{E}(r). \quad (\text{8})
$$

In the homogeneous media above or below the periodic layer, plane waves are those with wavevectors $(\alpha, \beta, \pm \gamma)$ that satisfy

$$
\beta_m = \beta + \frac{2\pi m}{L}, \quad \gamma_m = \sqrt{k^2 \varepsilon_0 - \alpha^2 - \beta^2}, \quad (\text{10})
$$

In this paper, we only consider BICs satisfying

$$
\sqrt{\alpha^2 + \beta^2} < k \sqrt{\varepsilon_0} < \sqrt{\alpha^2 + \left(\frac{2\pi}{L} - |\beta|\right)^2}. \quad (\text{11})
$$

The above condition implies that $\gamma = \gamma_0 > 0$ and all other $\gamma_m$ for $m \neq 0$ are pure imaginary. Therefore, the only propagating plane waves are those with wavevectors $(\alpha, \beta, \pm \gamma)$. This ensures that only one radiation channel is open in each side of the periodic layer. Moreover, the symmetry condition $\square$ or $\square$ implies the radiation channels above and below the periodic layer can be regarded as one channel.

In the process of proving our main result, we need diffraction solutions having the same symmetry in $z$ as the BIC. Given the real wavevector $k = (\alpha, \beta, \gamma)$, we have two real unit vectors $f_1$ and $f_2$ such that $(k, f_1, f_2)$ is an orthogonal set. If the BIC satisfies condition $\square$, we can construct two diffraction solutions $E_1^{(s)}$ and $E_2^{(s)}$ that also satisfy condition $\square$. If $f_1 = (f_{1x}, f_{1y}, f_{1z})$, then $E_1^{(s)}$ is the solution with incident plane waves $(f_{1x}, f_{1y}, \pm f_{1z})e^{\ii (\beta y \pm \gamma z)}$ given below and above the periodic layer (i.e. for $z < -d$ and $z > d$), respectively. Note that we can define a vector field $\tilde{E}_1^{(s)}$ from $E_1^{(s)}$ following Eq. $\square$, then $(E_1^{(s)} + \tilde{E}_1^{(s)})/2$ solves the same diffraction problem and clearly satisfies condition $\square$. Similarly, using the vector $f_2$, we can construct a diffraction solution $E_2^{(s)}$ satisfying condition $\square$. The case for condition $\square$ is similar.

When there is a BIC, the related diffraction problem does not have a unique solution. For any constant $C_0$, $E_1^{(s)} + C_0 E$ (for $j = 1, 2$) solves the same diffraction problem as $E_j^{(s)}$. Without loss of generality, we assume the diffraction solutions are orthogonal with the BIC, i.e.,

$$
\int_{\Omega} \varepsilon(r)\overline{E_j^{(s)}} \cdot E \, dr = 0, \quad j = 1, 2. \quad (\text{12})
$$

If the Bloch wavenumber $\beta$ of the BIC is zero, then the vector field given by

$$
\tilde{E}(r) = [-E_x(r), E_y(r), E_z(r)] \quad (\text{13})
$$

is also a BIC with the same $\alpha$, $\beta = 0$ and $\omega$. Since we assume the BIC is non-degenerate, there must be a
constant $C_1$ such that $\hat{E} = C_1 E$. Since the power carried by the BIC is finite, $C_1$ must satisfy $|C_1| = 1$. If $C_1 = e^{i2\varphi}$ for a real $\varphi$, we can replace $E$ by $e^{i\varphi} E$, then the new $E$ satisfies

$$E(r) = \tilde{E}(r).$$

(14)

This implies that $E_y$ and $E_z$ are real and $E_x$ is pure imaginary. Similarly, the diffraction solutions $E_1^{(s)}$ and $E_2^{(s)}$ can also be scaled to satisfy condition (14).

III. PARAMETRIC DEPENDENCE

Our objective is to understand how a typical BIC depends on structural parameters. In general, the dielectric function of a 2D periodic structure, denoted as $\varepsilon(r; p)$, may depend on a vector $p = (p_1, p_2, \ldots, p_m)$ for $m$ real parameters. If there is a non-degenerate BIC in the structure when $p = p_*$, we aim to find those $p$ near $p_*$, such that the BIC continues to exist. Typically, in the $m$-dimensional parameter space, the values of $p$ for which the BIC exists form a geometric object with a dimension less than $m$. For scalar $E$-polarized BICs, we have previously proved that the dimension the geometric object is actually $m - 1$, i.e. the codimension of the geometric object is one [31]. In the following, we show that for vectorial BICs with $\beta = 0$ and $\beta \neq 0$, the codimension is one and two, respectively.

For the case of codimension-1, it is sufficient to consider two parameters, i.e., $m = 2$. In addition, for $p$ near $p_*$, a general two-parameter real dielectric function $\varepsilon(r; p)$ can be approximated by

$$\varepsilon(r) = \varepsilon_*(r) + \delta G(r) + \eta F(r),$$

(15)

where $\varepsilon_*(r) = \varepsilon(r; p_*)$, $p_* = (p_{1*}, p_{2*})$, $\delta = p_1 - p_{1*}$, $\eta = p_2 - p_{2*}$, $G(r)$ and $F(r)$ are partial derivatives of $\varepsilon_*$ (evaluated at $p_*$) with respect to $p_1$ and $p_2$, respectively. We assume $\varepsilon_*(r)$ satisfies conditions (11) and (12), $F(r)$ and $G(r)$ satisfy condition (11) and vanish for $|z| > d$. For the case of codimension-2, if $\varepsilon(r)$ is still given by Eq. (15), then in general no BICs can be found for $(\delta, \eta)$ near $(0, 0)$. Therefore, we have to introduce three parameters $(m = 3)$ and replace Eq. (15) by

$$\varepsilon(r) = \varepsilon_*(r) + \delta G(r) + \eta F(r) + s P(r),$$

(16)

where $s = p_3 - p_{3*}$, $P(r) = \partial \varepsilon_*/\partial p_3|_{p = p_*}$, and $P(r)$ satisfies condition (11) and is zero if $|z| > d$. Assuming a BIC exists in the unperturbed structure, we need to show that for any real $\delta$ near zero, there is a real $\eta$ (and a real $s$), such that the BIC continues its existence in the perturbed structure given by Eq. (15) or Eq. (16).

We assume the unperturbed structure with the dielectric function $\varepsilon_*(r)$ has a non-degenerate BIC with a frequency $\omega_*$, a wavevector $(\alpha_*, \beta_*)$, and an electric field $E_*(r) = \Phi_*(r) e^{i\beta_* y}$. We also assume the triple $(\alpha_*, \beta_*, \omega_*)$ satisfies condition (11) and the BIC satisfies Eq. (8). Let the diffraction solutions corresponding to the BIC, as introduced in Sec. II, be $E_j^{(s)}(r) = \Psi_j(r) e^{i\beta_j y}$ for $j = 1, 2$. We assume they satisfy Eqs. (8) and (12).

For the perturbed structure given by Eq. (15) or Eq. (16), we look for a BIC, near the one in the unperturbed structure, with a frequency $\omega$, a wavevector $(\alpha, \beta)$, and electric field $E(r) = \Phi(r) e^{i\beta y}$.

First, we establish a codimension-2 result for vectorial BICs with $\alpha_* \neq 0$ and $\beta_* \neq 0$. For a perturbed structure with $\varepsilon(r)$ given in Eq. (16), a BIC, if it exists, can be found by expanding $\Phi$, $\alpha$, $\beta$, $k$, $\eta$, and $s$ in power series of $\delta$:

$$\Phi = \Phi_* + \Phi_1 \delta + \Phi_2 \delta^2 + \cdots$$

(17)

$$\alpha = \alpha_* + \alpha_1 \delta + \alpha_2 \delta^2 + \cdots$$

(18)

$$\beta = \beta_* + \beta_1 \delta + \beta_2 \delta^2 + \cdots$$

(19)

$$k = k_* + k_1 \delta + k_2 \delta^2 + \cdots$$

(20)

$$\eta = \eta_1 \delta + \eta_2 \delta^2 + \cdots$$

(21)

$$s = s_1 \delta + s_2 \delta^2 + \cdots$$

(22)

Here, $\delta$ is a small and arbitrary real number, $\eta$ and $s$ depend on $\delta$ and are also expanded. Inserting the above into the governing equations for $\Phi$, i.e., Eqs. (A1) and (A2) in the Appendix, and comparing the coefficients of $\delta^j$ for each $j \geq 1$, we obtain the following differential equation for $\Phi_j$:

$$L \Phi_j = \alpha_j E_1 \Phi_* + \beta_j E_2 \Phi_* + 2 k_* k_j \varepsilon_* \Phi_* + k_2^2 \eta_j F(r) \Phi_* + k_2^2 s_j P(r) \Phi_* + C_j(r),$$

(23)

$$\nabla \times \Phi_j + i \alpha_j \varepsilon_*(r) \times \Phi_j = \alpha_j h_1(r) + \beta_j h_2(r) + s_j h_3(r) + g_j(r),$$

(24)

where $\alpha_j = (\alpha_*, \beta_*, 0)$, $L$, $E_1$, $E_2$ are differential operators, $h_m$ (for $m = 1, 2, 3, 4$) are scalar functions depending on $\alpha_*$, $\beta_*$, $k_*$ and $\varepsilon_*(r)$, $C_j$ is a vector field and $g_j$ is a scalar function depending on all previous iterations such as $\Phi_m$ for $m < j$. The details are given in the Appendix. Importantly, the BIC exists if and only if, for each $j \geq 1$, $\alpha_j$, $\beta_j$, $k_j$, $\eta_j$ and $s_j$ can be solved and they are real, and $\Phi_j$ can be solved from Eqs. (23) and (24) and it decays exponentially to zero as $|z| \rightarrow \infty$.

Integrating the dot products of Eq. (23) with the complex conjugates of $\Phi_*$, $\Psi_1$ and $\Psi_2$ on $\Omega$, we obtain a $3 \times 3$ linear system

$$\begin{bmatrix}
    a_{11} & a_{12} & a_{13} & a_{14} & a_{15} \\
    a_{21} & a_{22} & 0 & a_{24} & a_{25} \\
    a_{31} & a_{32} & a_{33} & a_{34} & a_{35}
\end{bmatrix} \begin{bmatrix}
    \alpha_j \\
    \beta_j \\
    k_j \\
    \eta_j \\
    s_j
\end{bmatrix} = \begin{bmatrix}
    b_{1j} \\
    b_{2j} \\
    b_{3j}
\end{bmatrix}$$

(25)

with a $3 \times 5$ coefficient matrix $A$ and a right hand side $b_j$. The entries of $A$ and $b_j$ are given in the Appendix. While Eq. (25) is a necessary condition for Eq. (23) to have a solution that decays exponentially to zero as $|z| \rightarrow \infty$, it is also a sufficient condition. More precisely, if all previous iterations $\Phi_m$ for $m < j$ decay to zero exponentially as $|z| \rightarrow \infty$, and $(\alpha_j, \beta_j, k_j, \eta_j, s_j)$ is a real solution of
Eq. (25), then Eq. (23) always has a solution that decays to zero exponentially as \(|z| \to \infty\). It is easy to show that all entries in the first row of matrix \(A\) and \(b_{1j}\) are real, thus, Eq. (26) is equivalent to the following real \(5 \times 5\) linear system:

\[
\begin{bmatrix}
 a_{11} & a_{12} & a_{13} & a_{14} & a_{15} \\
 a_{21} & a_{22} & 0 & a_{24} & a_{25} \\
 a_{31} & a_{32} & 0 & a_{34} & a_{35} \\
 a_{41} & a_{42} & 0 & a_{44} & a_{45} \\
 a_{51} & a_{52} & 0 & a_{54} & a_{55}
\end{bmatrix}
\begin{bmatrix}
 \alpha_j \\
 \beta_j \\
 k_j \\
 \eta_j \\
 s_j
\end{bmatrix} =
\begin{bmatrix}
 b_{1j} \\
 b_{2j} \\
 b_{3j} \\
 b_{4j} \\
 b_{5j}
\end{bmatrix},
\]

where \(\xi'\) and \(\xi''\) denote the real and imaginary parts of any complex number \(\xi\). The real \(5 \times 5\) coefficient matrix above is related to the BIC (of the unperturbed structure), the corresponding diffraction solutions, and the perturbation profiles \(F(r)\) and \(P(r)\). If this \(5 \times 5\) matrix is invertible, then for each \(j \geq 1\), \((\alpha_j, \beta_j, k_j, \eta_j, s_j)\) can be solved from Eq. (26) and it is real. \(\Phi\) can be solved from Eq. (23) and it decays to zero exponentially as \(|z| \to \infty\). This implies that a BIC exists in the perturbed structure with \(\eta\) and \(s\) depending on \(\delta\) and given by Eqs. (21) and (22), respectively.

To establish a possible codimension-1 result, we assume \(\varepsilon(r)\) is given by Eq. (19) and expand \(\Phi\), \(\beta\), \(\alpha\), \(k\) and \(\eta\) as in Eqs. (17) – (21). This leads to a slightly simplified version of Eq. (23) without terms involving \(P(r)\) and \(s_j\) in the right hand and inside \(C_j\). A necessary and sufficient condition for this simplified Eq. (23) to have an exponentially decaying solution is

\[
\begin{bmatrix}
 a_{11} & a_{12} & a_{13} & a_{14} \\
 a_{21} & a_{22} & 0 & a_{24} \\
 a_{31} & a_{32} & 0 & a_{34} \\
 a_{41} & a_{42} & 0 & a_{44} \\
 a_{51} & a_{52} & 0 & a_{54}
\end{bmatrix}
\begin{bmatrix}
 \alpha_j \\
 \beta_j \\
 k_j \\
 \eta_j \\
 s_j
\end{bmatrix} =
\begin{bmatrix}
 b_{1j} \\
 b_{2j} \\
 b_{3j} \\
 b_{4j} \\
 b_{5j}
\end{bmatrix}.
\]

The first row of the above \(3 \times 4\) coefficient matrix and \(b_{11}\) are real, but for a general vectorial BIC with \(\alpha_s \neq 0\) and \(\beta_s \neq 0\), the second and third rows of the coefficient matrix are complex. Therefore, Eq. (27) is equivalent to a real system with five equations and four unknowns, and in general, it does not have a real solution. This means that (in general) there is no BIC in the perturbed structure with a small \(\delta\) and small \(\eta\).

For a vectorial BIC with \(\beta_s = 0\) and \(\alpha_s \neq 0\), we have shown (in Sec. II) that the electric field \(E_s\) of the BIC and the corresponding diffraction solutions \(E_1^{(s)}\) and \(E_2^{(s)}\) can be scaled to satisfy Eq. (14). This implies that \(a_{22}\) and \(a_{33}\) are pure imaginary, all other elements of the \(3 \times 4\) matrix in Eq. (27) are real. Therefore, if \(a_{21}a_{34} - a_{24}a_{31} \neq 0\), then for each \(j \geq 1\), the linear system (27) has a solution with \(\beta_j = 0\) and real \((\alpha_j, k_j, \eta_j)\) satisfying

\[
\begin{bmatrix}
 a_{11} & a_{13} & a_{14} \\
 a_{21} & 0 & a_{24} \\
 a_{31} & 0 & a_{34}
\end{bmatrix}
\begin{bmatrix}
 \alpha_j \\
 k_j \\
 \eta_j
\end{bmatrix} =
\begin{bmatrix}
 b_{1j} \\
 b_{2j} \\
 b_{3j}
\end{bmatrix}.
\]

The result is established recursively with additional details given in the Appendix. The key step is to show that \(b_{1j}, \ b_{2j}\) and \(b_{3j}\) are real, then the complex linear system (27) gives \(\beta_j = 0\) and the real linear system (25) is invertible. The matrix entries \(a_{21}, a_{24}, a_{31}\) and \(a_{34}\) are related to \(\Phi_s\) (the BIC \(E_s\), \(\Psi_1\) (the diffraction solution \(E_1^{(s)}\), \(\Psi_2\) (the diffraction solution \(E_2^{(s)}\), and the perturbation profile \(F(r)\)). Therefore, the BIC and the perturbation profile \(F(r)\) must satisfy the extra condition \(a_{21}a_{34} - a_{24}a_{31} = 0\). Notice that no extra condition on perturbation profile \(G\) is needed.

In Ref. 22, we analyzed the the parametric dependence of scalar \(E\)-polarized BICs. Our current formulation is applicable to both \(E\)- and \(H\)-polarized scalar BICs. If \(\alpha_s = 0\) and \(\beta_s \neq 0\), the BIC is a scalar one with either the \(E\) or \(H\) polarization. For example, if the BIC is \(H\)-polarized, we can choose \(f_1\) and \(f_2\) such that \(E_1^{(s)}\) and \(E_2^{(s)}\) are \(E\)- and \(H\)-polarized, respectively. It can be easily shown that \(a_{11} = a_{22} = a_{31} = a_{24}\) and \(b_{2j} = 0\) for all \(j \geq 1\). As we mentioned earlier, all entries in the first row of \(A\) and \(b_{1j}\) are real. If \(a_{32} \neq 0\) and \(\text{Im}(a_{34}/a_{32}) \neq 0\), then the linear system (27) has a real solution with \(\alpha_j = 0\) and real \(\beta_j, k_j\) and \(\eta_j\) satisfying

\[
\begin{bmatrix}
 a_{12} & a_{13} & a_{14} \\
 a_{32} & 0 & a_{34} \\
 a''_{32} & 0 & a''_{34}
\end{bmatrix}
\begin{bmatrix}
 \beta_j \\
 k_j \\
 \eta_j
\end{bmatrix} =
\begin{bmatrix}
 b_{1j} \\
 b_{2j} \\
 b''_{3j}
\end{bmatrix}.
\]

More details are given in the Appendix.

If the BIC is a standing wave, i.e., \(\alpha_s = \beta_s = 0\), we can show that \(a_{11} = a_{22} = a_{31} = a_{24} = 0\), \(a_{32}\) is pure imaginary, all other elements of \(A\) are real, and if \(a_{34} \neq 0\), then the linear system (27) has a real solution with \(\beta_j = \alpha_j = 0\), and \(k_j\) and \(\eta_j\) satisfying

\[
\begin{bmatrix}
 a_{13} & a_{14} \\
 0 & a_{34}
\end{bmatrix}
\begin{bmatrix}
 \beta_j \\
 \eta_j
\end{bmatrix} =
\begin{bmatrix}
 b_{1j} \\
 b_{3j}
\end{bmatrix}.
\]

It can be shown recursively that for all \(j \geq 1\), \(b_{2j} = 0\), and \(b_{1j}\) and \(b_{3j}\) are real.

In previous works 37,38, we analyzed the robustness of BICs in periodic structures with both up-down mirror symmetry and in-plane inversion symmetry. It has been shown that a generic BIC in a periodic structure with these two symmetries continues its existence when the structure is perturbed preserving both symmetries. For 2D structures, the in-plane inversion symmetry is simply the reflection symmetry in \(y\), i.e., \(\varepsilon(r) = \varepsilon(-y, z)\) for all \(r\). Actually, the existing robustness result for 2D structures (with 1D periodicity) covers only the scalar \(E\)-polarized BICs 37. In the following, we briefly establish the robustness for both scalar and vectorial BICs. Let \(\varepsilon_s(r)\) be the dielectric function of the unperturbed structure as before. We consider a perturbed structure with a dielectric function given by

\[
\varepsilon(r) = \varepsilon_s(r) + \delta G(r),
\]

where \(\varepsilon_s(r)\) and \(G(r)\) satisfy the conditions stated earlier in this section, and are even functions of \(y\). As in
previous works \cite{37,38}, we can show that the BIC in the unperturbed structure can be scaled such that the $x$ and $y$ components of its electric field $E_*$ are $PT$-symmetric and the $z$ component is anti-$PT$-symmetric, namely,

$$E_*(r) = [E_{*x}(-y,z), E_{*y}(-y,z), -E_{*z}(-y,z)], \quad (32)$$

where $E_{*z}$ is the complex conjugate of $E_{*x}$, etc. Meanwhile, the two diffraction solutions $E_x^{(1)}$ and $E_x^{(2)}$ can also be scaled to have $PT$-symmetric $x$ and $y$ components and anti-$PT$-symmetric $z$ components. Following the same expansions \cite{17,19}, we obtain a simplified version of Eq. (29) and the following linear system:

$$
\begin{bmatrix}
  a_{11} & a_{12} & a_{13} \\
  a_{21} & a_{22} & 0 \\
  a_{31} & a_{32} & 0 \\
\end{bmatrix}
\begin{bmatrix}
  \alpha_j \\
  \beta_j \\
  k_j \\
\end{bmatrix} =
\begin{bmatrix}
  b_{1j} \\
  b_{2j} \\
  b_{3j} \\
\end{bmatrix}, \quad (33)
$$

where the coefficient matrix consists of the first three columns of matrix $A$. The additional symmetries in $y$ (for the structure, the perturbation, the BIC and the diffraction solutions) allow us to show that all entries of this $3 \times 3$ matrix are real. Since $a_{13}$ is always nonzero, if $a_{21}a_{32} - a_{22}a_{31} \neq 0$, the above $3 \times 3$ matrix is invertible. Under this condition, we can show that for each $j \geq 1$, the vector $b$, in the right hand side is real, $(\alpha_j, \beta_j, k_j)$ can be solved and is real, $\Phi_j$ can be solved from (the simplified) Eq. (29) and it decays to zero exponentially as $|z| \to \infty$. Therefore, a BIC exists in the perturbed structure given by Eq. (34).

In summary, we have studied how BICs in 2D structures (with 1D periodicity) exist continuously under small structural perturbations. For structures without the reflection symmetry in $y$, a vectorial BIC with $\alpha_* \neq 0$ and $\beta_* \neq 0$ can exist continuously by adding two additional parameters (i.e. $\eta$ and $s$ depending on $\delta$), all other BICs (with $\alpha_* = 0$ and/or $\beta_* = 0$) can exist continuously by adding one additional parameter (i.e. $\eta$ as a function of $\delta$). For structures with the reflection symmetry in $y$, these BICs exist continuously with the perturbation (i.e., they are robust). These conclusions are obtained only for non-degenerate BICs satisfying the single-radiation-channel condition \cite{14}. The up-down mirror symmetry is always assumed so the the radiation channels below and above the layer (i.e. for $z < -d$ and $z > d$) are exactly the same. The BIC and the perturbation profiles must satisfy additional generic conditions so that the coefficient matrix of a linear system, such as Eq. (29), is invertible.

**IV. NUMERICAL EXAMPLES**

To validate our theory, we consider BICs in periodic arrays of dielectric cylinders (with dielectric constant $\varepsilon_1$) surrounded by air (with dielectric constant $\varepsilon_0 = 1$). The original unperturbed structure consists of circular cylinders with radius $a$ and is symmetric in both $y$ and $z$ directions. BICs in a periodic arrays of circular cylinders have been studied by many authors \cite{3,26,33}. In Table I we list four BICs for different structure parameters. The topological charges of the BICs, defined using the far field major polarization vector of the resonant modes \cite{22,24,28}, are also listed in the table.

The perturbed structure consists of cylinders with the boundary (of the cylinder centered at the origin) given by

$$y = \left\{ \begin{array}{l}
a \sin(\theta) - \delta \sin^2(\theta), \quad \theta \in [0, \pi), \\
a \sin(\theta) - \eta \sin(\theta), \quad \theta \in [\pi, 2\pi), \\
\end{array} \right.
\quad z = a \cos(\theta),$$

(34)

where $\delta$ and $\eta$ are real parameters. Note that for $(\delta, \eta) \neq (0, 0)$, the structure is symmetric in $z$ and not symmetric in $y$. In Fig. 1 we show the cross sections of original and perturbed cylinders, respectively, for $a = 0.3L$, $\delta = 0.05$ and $\eta = 0.05$.

![Fig. 1. Cross sections of the original and perturbed cylinders.](image)

(a): the original circular cylinders for $a = 0.3L$. (b): the perturbed non-circular cylinders for $a = 0.3L$ and $(\delta, \eta) = (0.05, 0.05)$.

The BIC S1 is a scalar $E$-polarized standing wave $(\alpha_* = \beta_* = 0)$. Our theory predicts that it exists continuously on a curve in the $\delta$-$\eta$ plane. This is confirmed by numerical results for $\delta \in [0, 0.1]$. The BIC remains as a standing wave, i.e., $\alpha = \beta = 0$, for all $\delta$. The parameter $\eta$ and the frequency $\omega$ of the BIC depend on $\delta$, and are shown in Fig. 2a as the solid blue and dashed red curves, respectively. For $\delta = 0.05$ and $\eta = 0.0440$, the perturbed structure has a BIC with $\omega = 0.4467(2\pi c/L)$. The magnitude of the electric field (i.e. $E_z$) of this BIC is shown in Fig. 2b. In Fig. 2c, we show the $Q$ factor of resonant modes (with $\alpha = \beta = 0$) for fixed $\delta = 0.05$ and different $\eta$.

Circularly polarized resonant states (CPSs) and BICs are polarization singularities in the momentum space (the $\alpha$-$\beta$ plane) \cite{22,28}. In Fig. 3 we show polarization el-
The red asterisks in panels (a) and (c), respectively. For the same \( \delta \), \( \eta = 0.0440 \) corresponds to a BIC with \( \omega = 0.4467(2\pi c) \).

The BIC \( S2 \) is a scalar \( E \)-polarized propagating BIC. Our numerical results confirm that it can be extended to the \( \delta-\eta \) plane on a curve, as shown in Fig. 4(a). The extended BIC remains scalar (i.e., \( \alpha = 0 \)) for all \( \delta \). The wavenumber \( \beta \) and frequency \( \omega \) of this BIC (for different \( \delta \)) are shown in Fig. 4(b) as the solid blue and dashed red curves, respectively. For \( \delta = 0.05 \) and \( \eta = 0.0721 \), we obtain a BIC with \( \beta = 0.2223(2\pi c/L) \) and \( \omega = 0.6307(2\pi c/L) \). The electric field magnitude (i.e., \( |E_x| \)) is shown in Fig. 4(c). In Fig. 4(d), we show the \( Q \) factor of resonant modes for \( \eta \) near 0.0721 and \( \beta \) near 0.2223(2\pi c/L).

The BIC \( S1 \) and its extension in a perturbed array are shown as the red asterisks in panels (a) and (c), respectively. For fixed \( \eta = 0 \) and when \( \delta \) is increased, BIC \( S1 \) is destroyed and turned to a pair of CPSs with topological charge \( -1/2 \). The CPSs are shown as red dots in Fig. 3(b). It can be easily shown that the two CPSs must have the same \( \beta \) and opposite \( \alpha \). For a fixed \( \delta = 0.05 \) and when \( \eta \) is increased, the two CPSs move towards the \( \beta \) axis, and form a BIC at \( \eta = 0.0440 \) as shown in Fig. 4(c).

FIG. 2. BIC near \( S1 \) in a perturbed array of cylinders. (a): parameter \( \eta \) (solid blue curve, left axis) and frequency \( \omega \) (dashed red curve, right axis) of the BIC for different values of \( \delta \). (b): magnitude of the electric field (i.e., \( |E_x| \)) of the BIC for \( \delta = 0.05 \) and \( \eta = 0.0440 \). (c): \( Q \) factor of resonant modes (with \( \alpha = 0 = 0 \)) as a function of \( \eta \) for \( \delta = 0.05 \). The peak at \( \eta = 0.0440 \) corresponds to a BIC with \( \omega = 0.4467(2\pi c) \).

FIG. 3. Emergence and annihilation of CPSs near BIC \( S1 \). (a), (b) and (c): polarization ellipses (top panels) and polarization directions (lower panels) for (\( \delta, \eta \)) = (0,0), (0.05,0) and (0.05,0.0440), respectively. Red asterisks and dots denote BICs and CPSs, respectively.

FIG. 4. BIC near \( S2 \) in a perturbed array of cylinders. (a): parameter \( \eta \) of the BIC as a function of \( \delta \). (b): wavenumber \( \beta \) (solid blue curve, left axis) and frequency \( \omega \) (dashed red curve, right axis) of the BIC as functions of \( \delta \). (c): magnitude of the BIC (i.e., \( |E_x| \)) for \( \delta = 0.05 \), \( \eta = 0.0721 \), \( \alpha = 0 \), \( \beta = 0.2223(2\pi c/L) \), and \( \omega = 0.6307(2\pi c/L) \). (d): logarithmic value of the \( Q \) factor (i.e., \( \log_{10} Q \)) of resonant modes as a function of \( \beta \) and \( \eta \) for \( \alpha = 0 \) and \( \delta = 0.05 \).

FIG. 5. Emergence and annihilation of CPSs near BIC \( S2 \). (a), (b) and (c): polarization ellipses (top panels) and polarization directions (lower panels) for (\( \delta, \eta \)) = (0,0), (0.05,0) and (0.05,0.0721), respectively.
The polarization directions of the nearby resonant modes keep 
δ = 0.05 and increasing η to 0.0721, the two CPSs merge and form a BIC with 
β = 0.2223(2π/L) and ω = 0.6307(2πc/L), as shown in Fig. 3(c).

The BIC V1 is a vectorial BIC propagating along the x axis. Our numerical results, shown in Fig. 6(a), confirm

that this BIC exists continuously on a curve in the δ-η plane. The wavenumber β of this BIC remains at zero for all δ. The wavenumber α and frequency ω are shown as functions of δ in Fig. 6(b). For δ = 0.05, the BIC is obtained with η = 0.0101, α = 0.2968(2π/L), 
β = 0, and ω = 0.5922(2πc/L). The magnitude of $E_x$ of this BIC is shown in Fig. 6(c). In Fig. 6(d), we show the $Q$ factor (i.e. $\log_{10} Q$) of resonant modes as a function of η and α for β = 0 and δ = 0.05.

The BIC V2 is a vectorial BIC with both α, β ≠ 0 and
s. In general, we can only expect the curve to have discrete intersections with the δ-η plane. Therefore, the BIC may exist at isolated points in the plane. To find the BIC with (δ, η) ≠ (0, 0), we can vary the parameters and try to force the CPSs to merge. In Fig. 8, we show the polarization directions of the nearby resonant modes

FIG. 6. BIC near V1 in a perturbed array of cylinders. (a): parameter η of the BIC as a function of δ. (b): wavenumber α (solid blue curve, left axis) and frequency ω (dashed red curve, right axis) of the BIC as functions of δ. (c): magnitude of the BIC (i.e. |$E_x$|) for δ = 0.05, η = 0.0101, α = 0.2968(2π/L), 
β = 0, and ω = 0.5922(2πc/L). (d): logarithmic value of the $Q$ factor (i.e. $\log_{10} Q$) of resonant modes as a function of η and α for β = 0 and δ = 0.05.

FIG. 7. Emergence and annihilation of CPSs near BIC V1. (a), (b) and (c): polarization ellipses (top panels) and polarization directions (lower panels) for (δ, η) = (0, 0), (0.05, 0) and (0.05, 0.0101), respectively.

FIG. 8. Emergence and annihilation of CPSs near BIC V2. (a), (b) and (c): polarization directions for (δ, η) = (0, 0), (0.05, 0), and (0.0418, 0.0556), respectively. Red asterisks and dots denote BICs and CPSs, respectively. (d): the difference of α (dashed blue curve) and β (solid red curve) of the two CPSs as functions of η for fixed δ = 0.05. The unit of the vertical axis is 2π/L. The horizontal dash-dot line denotes zero. (e): the logarithmic value of the $Q$ factor (i.e. $\log_{10} Q$) of nearby resonant modes as a function of α and β for (δ, η) = (0.0418, 0.0556). There is a BIC with (α, β) = (0.3659, 0.1578)(2π/L) and ω = 0.6303(2πc/L). (f): magnitude of the BIC (i.e. |$E_x$|).
and the BIC or CPSs, for \((\delta, \eta) = (0, 0)\), \((0.05, 0)\), and \((0.0418, 0.0556)\) in panels (a), (b) and (c), respectively. For a fixed \(\eta = 0\) and an increasing \(\delta\), BIC V2 splits to a pair of CPSs. At \(\delta = 0.05\) and \(\eta = 0\), the wavevectors of the two CPSs are \((\alpha_1, \beta_1) = (0.3198, 0.1543)(2\pi/L)\) and \((\alpha_2, \beta_2) = (0.3308, 0.1535)(2\pi/L)\), respectively, and are shown in Fig. 8(b) as the red dots. In Fig. 8(d), we show \(\alpha_1 - \alpha_2\) and \(\beta_1 - \beta_2\) of the two CPSs for fixed \(\delta = 0.05\) and different \(\eta\). Since the two curves do not intersect at zero, the two CPSs do not merge (become a BIC) if \(\eta\) is varied and \(\delta\) is fixed at 0.05. However, these two CPSs do merge to a BIC if \((\delta, \eta)\) is tuned to \((0.0418, 0.0556)\). The wavevector of this BIC is \((\alpha, \beta) = (0.3659, 0.1578)(2\pi/L)\) as shown in Fig. 8(c). Its frequency is \(\omega = 0.6303(2\pi c/L)\) and its topological charge is \(-1\). In Fig. 8(e), we show the Q factor of nearby resonant modes for \((\delta, \eta) = (0.0418, 0.0556)\). The divergence of the Q factor confirms the existence of this BIC. The magnitude of \(E_x\) of this BIC is shown in Fig. 8(f).

V. CONCLUSION

Dielectric periodic structures sandwiched between two homogeneous media are a popular platform for studying photonic BICs and their applications. We analyzed how the BICs in 2D structures with an up-down mirror symmetry and a single periodic direction depend on structural parameters, and showed that a typical vectorial BIC with nonzero wavenumber components in both invariant and periodic directions can only be found by tuning two structural parameters, while the other BICs, including the scalar ones studied in our previous work [39], can be found by tuning one structural parameter. The theory is applicable to generic BICs with a low frequency such that there is only one radiation channel and for structures without a reflection symmetry in the periodic direction. The result is somewhat unexpected, since all these BICs exhibit the same robustness when the structure and the perturbation is symmetric in the periodic direction [37, 38]. Our theory is established using an all-order perturbation method and validated by numerical examples involving periodic arrays of dielectric cylinders. The numerical studies also demonstrate the annihilation and generation of BICs and CPSs as structural parameters are varied, while the net topological charge remains unchanged.

Our study suggests that a typical BIC can exist continuously when a sufficient number of structural parameters are introduced. The number of parameters depends on the number of opening diffraction channels, the retained symmetries, and the nature of the BIC. Although our theory is developed for 2D structures with a single periodic direction, it can be extended to 3D structures with two-dimensional periodicity, and similar results are expected.
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APPENDIX

The governing equations for vector function \(\Phi(r)\) defined in Eq. 5 are

\[
(\nabla + i\alpha) \times (\nabla + i\alpha) \times \Phi - k^2 \varepsilon(r) \Phi = 0, \quad (A1)
\]

\[
(\nabla + i\alpha) \cdot \varepsilon(r) \Phi = 0, \quad (A2)
\]

where \(\alpha = (\alpha, \beta, 0)\). Substituting expansions \([10]-[22]\) into Eqs. \((A1)\) and \((A2)\), and comparing the coefficients of \(\delta^j\) for \(j \geq 1\), we obtain Eqs. \((23)\) and \((24)\) for \(\Phi_j\), where

\[
\mathcal{L} = (\nabla + i\alpha_s) \times (\nabla + i\alpha_s) \times \cdot - k_s^2 \varepsilon(r),
\]

\[
B_n = -i [(\nabla + i\alpha_s) \times e_n \cdot \cdot + e_n \times (\nabla + i\alpha_s) \times \cdot]
\]

for \(n = 1\) and 2, \(e_1\) and \(e_2\) are the unit vectors in the \(x\) and \(y\) directions, respectively. The other scalar and vector functions in these two equations are

\[
h_1 = -i\varepsilon_s e_1 \cdot \Phi_s,
\]

\[
h_2 = -i\varepsilon_s e_2 \cdot \Phi_s,
\]

\[
h_3 = -(\nabla + i\alpha_s) \cdot (F \Phi_s),
\]

\[
h_4 = -(\nabla + i\alpha_s) \cdot (P \Phi_s),
\]

\[
g_j = -\nabla \cdot (G \Phi_{j-1}) - iG\alpha_{j-1} \cdot \Phi_s
\]

\[
- i \sum_{m=1}^{j-1} (\varepsilon_s \alpha_m + G\alpha_{m-1}) \cdot \Phi_{j-m}
\]

\[
- i \sum_{m=1}^{j-1} (\eta_m F + s_m P) \alpha_{j-m} \cdot \Phi_s
\]

\[
- i \sum_{m=1}^{j} \sum_{n=1}^{m} (\eta_n F + s_n P) \alpha_{m-n} \cdot \Phi_{j-m}
\]

\[
C_j = \{W_j \Phi_s + \sum_{m=1}^{j} (V_m \Phi_{j-m} + D_m \Phi_{j-m})
\]

\[
+ \alpha_m \times \alpha_{j-m} \times \Phi_s\}
\]

\[
V_m = W_m + 2k_s k_m \varepsilon_s + k_s^2 \eta_m F + k_s^2 s_m P,
\]
where $a_m = (a_m, b_m, 0)$, $k_o = k_s$, $\Phi_0 = \Phi_s$, $\alpha_0 = \alpha_s$, and $\theta_0 = \theta_s = 0$. More specifically, for $j = 1$, we have $C_1 = k_s^2 G\Phi_s$. Note that $\Phi_s$ satisfies $\nabla \Phi_s = 0$.

The entries $a_{1m}$ for $m = 1, 2, 3, 4$ in the first row of coefficient matrix $A$ of linear system (24) are defined as

$$a_{11} = \int_{\Omega} \bar{\Phi}_s \cdot B_1 \Phi_s dr,$$

$$a_{12} = \int_{\Omega} \bar{\Phi}_s \cdot B_2 \Phi_s dr,$$

$$a_{13} = 2k_s \int_{\Omega} \varepsilon_\alpha(r) \bar{\Phi}_s \cdot \Phi_s dr = 2k_s L^2,$$

$$a_{14} = k_s^2 \int_{\Omega} F(r) \bar{\Phi}_s \cdot \Phi_s dr,$$

$$a_{15} = k_s^2 \int_{\Omega} P(r) \bar{\Phi}_s \cdot \Phi_s dr.$$
\(b_{21} = 0\). If \(a_{32} \neq 0\) and \(\text{Im}(a_{34}/a_{32}) \neq 0\), then the linear system \([27]\) for \(j = 1\) has a real solution with \(\alpha_1 = 0\) and \(\beta_1, k_1, \eta_1\) satisfying Eq. \([29]\). Thus, \(\Phi_1\) can be solved from Eq. \([29]\) for \(j = 1\) and \(\Phi_j \rightarrow 0\) exponentially as \(|z| \rightarrow +\infty\). In addition, since the right hand side of Eq. \([23]\) for \(j = 1\) is \(H\)-polarized, \(\Phi_1\) is also \(H\)-polarized. For any \(j \geq 2\), if \(\alpha_m = 0\), \(\beta_m, k_m, \eta_m\) are real and \(\Phi_m\) is \(H\)-polarized for \(m < j\), then \(C_j\) is \(H\)-polarized and \(b_{2j} = 0\). Therefore, linear system \([24]\) has a real solution with \(\alpha_j = 0\) and \(\beta_j, k_j, \eta_j\) satisfying Eq. \([29]\), and \(\Phi_j\) can be solved from Eq. \([29]\) and is \(H\)-polarized.
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