Constructing invariant tori using guaranteed Euler method
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Abstract. We show here how, using Euler’s integration method and an associated function bounding the error in function of time, one can generate structures closely surrounding the invariant tori of dynamical systems. Such structures are constructed from a finite number of balls of $\mathbb{R}^n$ and encompass the deformations of the tori when small perturbations of the flow of the system occur.

1 Introduction

Invariant tori are objects which are omnipresent in physics and intervene in a multiplicity of different domains: chemical reactions, population dynamics, electrical circuit theory, electrodynamics, fluid dynamics, ... (see, e.g., [6,13]). These tori are (positively) invariant in the sense that all the orbits lying on their surface at $t = t_0$ remain on them at all subsequent time $t \geq t_0$.

The topology of tori conveys important information. In order to understand it, one introduces a “continuation” parameter (say $\mu$) in the equations of the dynamical system, a simple basic case corresponding to $\mu = 0$. One then progressively make $\mu$ vary, and observe the change of topology of the torus. Roughly speaking, a torus appears when, in a Poincaré section, a stable fixed-point $M$ becomes unstable while an invariant closed curve (“circle”) $L$ appears around $M$. In the full space, $M$ corresponds to a repulsive circle $C$ of the system, and $L$ to an attractive invariant torus $\mathcal{T}$. Further variations of $\mu$ lead to the deformation of $\mathcal{T}$ until a “torus bifurcation” occurs. When $\mu$ is still modified, the solutions of the system become “aperiodic” and a phenomenon of chaos appears.

There are basically three kinds of methods of numerical analysis that exploit this mechanism of parameter continuation: partial differential equation [5,19], graph transform [2,15,16] and orthogonality methods [6,14]. Their respective advantages and disadvantages are analyzed, basically from a computational efficiency point of view, in, e.g., [6,13]. From a formal point of view, all the methods are incomplete because they focus on a discretization of the continuous dynamical system, but do not take the associated errors in consideration, or, at best, evaluate them modulo unknown constants (see, e.g., [7,8,15]).

On the other hand, Capinski and co-authors recently developed a guaranteed computer assisted method of proof for attractive invariant tori (see [3]). They
obtain an outer approximation of the torus via covering by polygons. Their implementation is based on the validated integrators developed by Wilczak and Zgliczynski [20]. We follow a similar approach, but rely here on Euler’s integration method associated to an error function \( \delta(t) \) that bounds, at time \( t \), the distance between the numerical and the exact solutions (see [11]). We are thus able to generate a finite number of \( n \)-dimensional balls of radius \( \delta(t) \) for bounded values of \( t \), which encompass the torus. The set of balls is itself invariant and continues to contain the torus when the latter deforms under small variations of \( \mu \). This approach extends our previous work [9], which was limited to the determination of invariant circles.

2 Preliminaries

2.1 Euler’s method and error bounds

Let us consider the differential system:

\[
\dot{x}(t) = f(x(t)),
\]

with states \( x(t) \in \mathbb{R}^n \). We will use \( x(t; x_0) \) (or sometimes just \( x(t) \)) to denote the exact continuous solution of the system at time \( t \), for a given initial condition \( x_0 \).

We use \( \tilde{x}(t; y_0) \) (or just \( \tilde{x}(t) \)) to denote Euler’s approximate value of \( x(t; y_0) \) (defined by \( \tilde{x}(t; y_0) = y_0 + tf(y_0) \) for \( t \in [0, \tau] \), where \( \tau \) is the integration time-step).

We suppose that we know a bounded region \( S \subset \mathbb{R}^n \) containing the solutions of the system for a set of initial conditions \( B_0 \) and a certain amount of time. We now give an upper bound to the error between the exact solution of the ODE and its Euler approximation on \( S \) (see [11]).

**Definition 1.** Let \( \varepsilon \) be a given positive constant. Let us define, for \( t \in [0, \tau] \), \( \delta_\varepsilon(t) \) as follows:

- if \( \lambda < 0 \):
  \[
  \delta_\varepsilon(t) = \left( \varepsilon^2 e^{\lambda t} + \frac{C^2}{\lambda^2} \left( t^2 + \frac{2t}{\lambda} + \frac{2}{\lambda^2} (1 - e^{\lambda t}) \right) \right)^{\frac{1}{2}}
  \]

- if \( \lambda = 0 \):
  \[
  \delta_\varepsilon(t) = \left( \varepsilon^2 e^{t} + C^2 (-t^2 - 2t + 2(e^t - 1)) \right)^{\frac{1}{2}}
  \]

- if \( \lambda > 0 \):
  \[
  \delta_\varepsilon(t) = \left( \varepsilon^2 e^{3\lambda t} + \frac{C^2}{3\lambda^2} \left( -t^2 - \frac{2t}{3\lambda} + \frac{2}{9\lambda^2} (e^{3\lambda t} - 1) \right) \right)^{\frac{1}{2}}
  \]

where \( C \) and \( \lambda \) are real constants specific to function \( f \), defined as follows:

\[
C = \sup_{y \in S} L\|f(y)\|,
\]
where $L$ denotes the Lipschitz constant for $f$, and $\lambda$ is the “one-sided Lipschitz constant” (or “logarithmic Lipschitz constant” [1]) associated to $f$, i.e., the minimal constant such that, for all $y_1, y_2 \in S$:

$$\langle f(y_1) - f(y_2), y_1 - y_2 \rangle \leq \lambda \|y_1 - y_2\|^2, \quad (H0)$$

where $\langle \cdot, \cdot \rangle$ denotes the scalar product of two vectors of $S$ and $\| \cdot \|$ the Euclidean norm.

The constant $\lambda$ can be computed using a nonlinear optimization solver (e.g., CPLEX [4]) or using the Jacobian matrix of $f$ (see, e.g., [1]).

### 2.2 Systems with bounded uncertainty

Let us now show how the method extends to systems with “disturbance” or “bounded uncertainty”. A differential system $\Sigma_W$ with bounded uncertainty is of the form

$$\dot{x}(t) = f(x(t), w(t)),$$

with $t \in \mathbb{R}^+_0$, states $x(t) \in \mathbb{R}^n$, and uncertainty $w(t) \in W \subset \mathbb{R}^n$ ($W$ is compact, i.e., closed and bounded). We assume that any possible disturbance trajectory is bounded at any point in time in the compact set $W$. We denote this by $w \in W$, which is a shorthand for $w(t) \in W, \forall t \geq 0$.

We now suppose (see [10]) that there exist constants $\lambda \in \mathbb{R}$ and $\gamma \in \mathbb{R} \geq 0$ such that, for all $y_1, y_2 \in S$ and $w_1, w_2 \in W$:

$$\langle f(y_1, w_1) - f(y_2, w_2), y_1 - y_2 \rangle \leq \lambda \|y_1 - y_2\|^2 + \gamma \|y_1 - y_2\| \|w_1 - w_2\| \quad (H1).$$

This formula can be seen as a generalization of (H0) (see Section 2.1). Recall that $\lambda$ has to be computed in the absence of uncertainty ($W = 0$). The additional constant $\gamma$ is used for taking into account the uncertainty $w$. Given $\lambda$, the constant $\gamma$ can be computed itself using a nonlinear optimization solver (e.g., CPLEX [4]). We now give a property originally proved in [10].

**Proposition 1.** [10] Consider a system $\Sigma_W$ with bounded uncertainty of the form $\dot{x}(t) = f(x(t), w(t))$ satisfying (H1). Consider a point $x_0 \in S$ and a point $y_0 \in B(x_0, \varepsilon)^3$. Let $x(t; y_0)$ be the exact solution of $\Sigma_W$ with bounded uncertainty $W$ and initial condition $y_0$, and $\tilde{x}(t; x_0)$ the Euler approximate solution of the system $\Sigma_0: \dot{x}(t) = f(x(t), 0)$ without uncertainty ($W = 0$) with initial condition $x_0$. We have, for all $w \in W$ and $t \in [0, \tau]$:

$$\|x(t; y_0) - \tilde{x}(t; x_0)\| \leq \delta_{x_0, W}(t)$$

with

$$B(x_0, \varepsilon) \text{ denotes the ball of center } x_0 \text{ and radius } \varepsilon \text{ defined by } B(x_0, \varepsilon) := \{x' \in S \mid \|x_0 - x'\| \leq \varepsilon\}.$$
\(- \) if \( \lambda < 0 \),
\[
\delta_{\varepsilon,W}(t) = \left( \frac{C^2}{-\lambda^4} (-\lambda^2 t^2 - 2\lambda t + 2e^{\lambda t} - 2) \right.
\]
\[
+ \frac{1}{\lambda^2} \left( \frac{C\gamma |W|}{-\lambda} (-\lambda t + e^{\lambda t} - 1) \right.
\]
\[
+ \lambda \left( \frac{\gamma^2 (|W|/2)^2}{-\lambda} (e^{\lambda t} - 1) + \lambda \varepsilon^2 e^{\lambda t}) \right) \right) \right) \right)^{1/2} \quad (1)
\]

where \( |W| \) denotes the maximum distance between two elements of \( W \).

- if \( \lambda > 0 \),
\[
\delta_{\varepsilon,W}(t) = \frac{1}{(3\lambda)^{3/2}} \left( \frac{C^2}{\lambda} (-9\lambda^2 t^2 - 6\lambda t + 2e^{3\lambda t} - 2) \right.
\]
\[
+ 3\lambda \left( \frac{C\gamma |W|}{\lambda} (-3\lambda t + e^{3\lambda t} - 1) \right.
\]
\[
+ 3\lambda \left( \frac{\gamma^2 (|W|/2)^2}{\lambda} (e^{3\lambda t} - 1) + 3\lambda \varepsilon^2 e^{3\lambda t}) \right) \right)^{1/2} \quad (2)
\]

- if \( \lambda = 0 \),
\[
\delta_{\varepsilon,W}(t) = \left( C^2 (-t^2 - 2t + 2e^t - 2) \right.
\]
\[
+ (C\gamma |W| (-t + e^t - 1) \right.
\]
\[
+ \left. \gamma^2 (|W|/2)^2 (e^t - 1) + \varepsilon^2 e^t) \right) \right) \right)^{1/2} \quad (3)
\]

We will sometimes write \( \delta_W(t) \) instead of \( \delta_{\varepsilon,W}(t) \).

Actually, we will not compute \( \lambda \) (resp. \( \gamma \)) globally for \( S \), but will decompose \( S \) into a set of subregions \( \{S_i\}_{i=1,...,k} \) with \( k\tau = T \), where \( S_i \) is an appropriate subregion of \( S \) enclosing the states of the system state during the interval of time \( [(i - 1)\tau, i\tau] \). Instead of a global upperbound of \( \lambda \) satisfying (H1) on \( S \), we will compute a local upperbound \( \lambda_i \) (resp. \( \gamma_i \)) of \( \lambda \) (resp. \( \gamma \)) on each subregion \( S_i \) (1 \( \leq i \leq k \)). Proposition 1 extends naturally in this context.

3 Constructing Invariant Stuctures Around Tori

Consider a differential system \( \Sigma_W : \dot{x} = f(x, w) \) with \( w \in W \), an initial point \( x_0 \in \mathbb{R}^n \), a real \( \varepsilon > 0 \) and a ball \( B_0 = B(x_0, \varepsilon) \). Let \( B_{\varepsilon,W}(t) \) denote \( B(\tilde{x}(t), \delta_{\varepsilon,W}(t)) \) where \( \tilde{x}(t) \) is the Euler approximate solution of the system without uncertainty and initial condition \( x_0 \). It follows from Proposition 1 that \( \bigcup_{t \geq 0} B_{\varepsilon,W}(t) \) is an invariant set containing \( B_0 \). We can make a stroboscopic map of this invariant, by considering periodically the set \( B_{\varepsilon,W}(t) \) at the moments \( t = 0, T, 2T, \) etc., with \( T = k\tau \) for some \( k \) (\( \tau \) is the time-step used in

\(^4\) Note that \( B_{\varepsilon,W}(0) = B_0 \) because \( \tilde{x}(0) = x_0 \) and \( \delta_{\varepsilon,W}(0) = \varepsilon \).
Euler’s method). The value of $T$ is an estimate of the exact period $T^*$ of the system.

If moreover, we can find an integer $i \geq 0$ such that $B_{\epsilon,W}((i+1)T) \subseteq B_{\epsilon,W}(iT)$, then we have $B_{\epsilon,W}(iT) = \bigcup_{j=i,i+1,...} B_{\epsilon,W}(jT)$ and $\bigcup_{t \in [0,(i+1)T]} B_{\epsilon,W}(t) = \bigcup_{i \geq 0} B_{\epsilon,W}(t)$. The set $\bigcup_{t \in [0,(i+1)T]} B_{\epsilon,W}(t)$ is thus a bounded invariant which contains all the solutions $x(t)$ starting at $B_0$, for $t \in [0, \infty)$. We have:

**Proposition 2.** [9] Consider a system $\Sigma_W : \dot{x} = f(x,w)$ with uncertainty $w \in W$ satisfying (H1), and a set of initial conditions $B_0 = B(x_0, \epsilon)$. Suppose that there exist $T > 0$ (with $T = k\tau$ for some $k \in \mathbb{N}$) and $i \in \mathbb{N}$ such that

\[ (*) : \quad B_{\epsilon,W}((i+1)T) \subseteq B_{\epsilon,W}(iT). \]

Then we have:

1. $\bigcup_{t \in [0,(i+1)T]} B_{\epsilon,W}(t)$ is a compact (i.e., bounded and closed) invariant set containing, for $t \in [0, \infty)$, all the solutions $x(t)$ of $\Sigma_W$ with initial condition in $B_0$.
2. The subset $\bigcup_{t \in [\tau,(i+1)\tau]} B_{\epsilon,W}(t)$ contains an attractive circle (or “stable limit cycle”) of the system $\Sigma_W$ without uncertainty ($w = 0$).

Proposition 2 states that the invariant set $\bigcup_{t \in [0,(i+1)T]} B_{\epsilon,W}(t)$ is an $n$-dimensional tube having the form of a “lasso” composed of a linear part $\bigcup_{t \in [0,\tau]} B_{\epsilon,W}(t)$ connected to a looping part $\bigcup_{t \in [\tau,(i+1)\tau]} B_{\epsilon,W}(t)$. Besides, the looping part encloses a 1-dimensional attractive circle. Since $B_{\epsilon,W}(t)$ is a ball of $\mathbb{R}^n$ (of radius $\delta_{\epsilon,W}(t)$), a lasso is constructed from a finite number (viz. $(i+1)\times k$) of balls.

Given $\epsilon, W, \tau, T = k\tau$, the lasso $\bigcup_{t \in [0,(i+1)\tau]} B_{\epsilon,W}(t)$ is uniquely determined by the center $x_0 \in \mathbb{R}^n$ of the initial ball $B_0 = B(x_0, \epsilon)$ and by $i_0$, the integer such that (*) holds. We call $x_0$ the source point of the lasso, and $B_0 = B(x_0, \epsilon)$ the source ball. We will denote such a lasso by $L(x_0, i_0)$ or more simply by $L(x_0)$, where $i_0$ is left implicit. Note that the invariance property of a lasso $L(x_0)$ is robust: the invariance persists even in presence of a bounded perturbation $w \in W$ of the dynamical system.

The implementation of the construction of lassos has been done in Python and corresponds to a program of around 500 lines. The source code is available at [11]. In the experiments below, the program runs on a 2.80 GHz Intel Core i7-4810MQ CPU with 8 GiB of memory. Given $x_0$, one searches for values of $\tau, \epsilon, W, T$ at hand by (trial and error) so that inclusion (*) can be successfully verified by the program.

**Example 1.** Consider the forced Van der Pol (VdP) system $\Sigma_W$ with initial condition in $B_0 = B(x_0, \epsilon)$ for some $x_0 \in \mathbb{R}^3$ and $\epsilon > 0$ (adapted from [13]).

\[
\begin{align*}
x_1 &= x_2(\sqrt{x_1^2 + x_2^2} - 3) - x_1^2 - x_2^2 + w \\
x_2 &= x_3(\sqrt{x_1^2 + x_3^2} - 3) - x_1^2 + x_3^2 + x_1x_3 + w \\
x_3 &= (\sqrt{x_1^2 + x_2^2} - 3) + \mu x_3 - x_3((\sqrt{x_1^2 + x_2^2} - 3)^2 + x_3^2) + w
\end{align*}
\]

with a parameter $\mu$ that controls the periodic forcing term and a bounded perturbation $w \in W$. Here $\mu = 1$ and $W = [-0.001, 0.001]$. Let the time-step be
equal to $\tau = 10^{-3}$ and the radius of the initial ball around the source points be $\varepsilon = 0.05$. Let $T = 6.283$ be used as an approximation of the exact period $T' = 2\pi$ of the system. Let $X(t) := (x_1(t), x_2(t), x_3(t))$ with source point $X(0) := (4, -10^{-3}, -4.8985872 \cdot 10^{-16})$ and $\delta_W(0) = \varepsilon = 0.05$. We have:

$$X(T) = (3.96480714, -5.31384851 \cdot 10^{-1}, -1.78122434 \cdot 10^{-4}), \delta_W(T) = 0.009369013554590614$$

$$X(2T) = (-3.99399126, -2.23716163 \cdot 10^{-1}, -1.12718456 \cdot 10^{-3}), \delta_W(2T) = 0.013528832294010595$$

$$X(3T) = (-4.00024909, -4.16869048 \cdot 10^{-4}, -1.31261670 \cdot 10^{-3}), \delta_W(3T) = 0.008339289838071407$$

$$X(4T) = (-4.00024885, -7.76179315 \cdot 10^{-7}, -1.49692259 \cdot 10^{-3}), \delta_W(4T) = 0.008181686420182348$$

$$X(5T) = (-4.00024856, -1.44518842 \cdot 10^{-9}, -1.68122843 \cdot 10^{-3}), \delta_W(5T) = 0.008088285030977036$$

$$X(6T) = (-4.00024823, -2.69083383 \cdot 10^{-12}, -1.86553421 \cdot 10^{-3}), \delta_W(6T) = 0.008001319005390636$$

$$X(7T) = (-4.00024787, -5.01013330 \cdot 10^{-15}, -2.04939993 \cdot 10^{-3}), \delta_W(7T) = 0.008408806943539475$$

$$X(8T) = (-4.00024747, -9.32849705 \cdot 10^{-18}, -2.23414558 \cdot 10^{-3}), \delta_W(8T) = 0.007976450475139826.$$

We have: $B_W(8T) \subset B_W(7T)$, i.e.: $B_W((i_0 + 1)T) \subset B_W(i_0T)$ for $i_0 = 7$. The computation takes 1098 seconds of CPU time. See Fig. 1. An analogous computation of lassos for 3 other source points takes 4052 seconds. The 4 lassos are depicted together on Fig. 2.

Given a closed orbit (“circle”) $C$, and a union $\mathcal{R}$ of balls of radius $\varepsilon > 0$, we say that $\mathcal{R}$ isolates $C$ if there exists $\alpha > 0$ such that:

$$\text{(**) Any continuous curve containing a point of } C \text{ and a point located at distance } \alpha \text{ from } C, \text{ also contains a point of } \mathcal{R}.$$ 

We say that $\mathcal{R}$ is at distance $\alpha_0 > 0$ of $C$, where $\alpha_0$ is the greatest $\alpha$ satisfying property (**).

Let $T$ be a torus of repulsive circle $C$, and $\mathcal{M}$ a set of lassos. We say that $\mathcal{M}$ covers $T$ (besides the $\alpha_0$-neighborhood of $C$), if all orbit $\mathcal{O}$ on $T$ starting at a distance greater than $\alpha_0$ from $C$ is contained in a lasso of $\mathcal{M}$. We have:

**Theorem 1.** Let $T$ be a torus of repulsive circle $C$, and $\mathcal{R}$ a union of balls of $\mathbb{R}^n$ isolating $C$ at distance $\alpha_0$. The set of lassos $\mathcal{M}$ having the balls of $\mathcal{R}$ as source balls, covers $T$ (besides the $\alpha_0$-neighborhood of $C$). Furthermore, $\mathcal{M}$ continues to cover $T$ for a bounded perturbation $w \in W$ of the dynamical system.

The proof is based on the fact that, by Proposition 2, each lasso of $\mathcal{M}$ connects its source ball to an attractive circle. (The full proof will be given in the long version of this paper.) Note that the application of Theorem 1 requires the prior estimate of the location of the torus repulsive circle $C$. Actually, as seen in the forthcoming examples, taking a subset $\mathcal{R}'$ of $\mathcal{R}$ as source balls, even if $\mathcal{R}'$ does not isolate $C$ “completely”, suffices to provide useful information on $T$. 
Fig. 1: Forced VdP. Top: the function $\delta_W(t)$ giving the evolution of the radius of a lasso ball. Bottom: the corresponding invariant lasso.

**Example 2.** For the system of Example 1, we generate 100 lassos which (partially) cover the invariant torus of the system, as depicted on Fig. 3. The choice of the 100 source points is as follows. One knows (see [13]) that the system has, in the $x_2$-$x_3$ plane, a repulsive invariant circle $C$ of centre $(3, 0, 0)$ and radius 1. We thus take 100 source points distributed in the vicinity of the circumference of $C$. The same values of $\varepsilon, \tau, T = k\tau, W$ are used for all the lassos (see Example 1). For each source point, the generation of the corresponding lasso stops when the inclusion relation (*) is verified, which takes around 1000 seconds of CPU time\(^5\). Note that, as stated by Proposition 2, the looping part of each lasso contains an attractive invariant circle (here, the circle of centre $(-3, 0, 0)$ and radius 1, in the $x_2$-$x_3$ plane).

An other example (coupled VdP oscillators) is given in Appendix.

\(^5\) which means a total of nearly 30 hours of CPU time for generating the 100 lassos.
Fig. 2: Forced VdP. Top: the function $\delta_W(t)$ giving the evolution of the radius of 4 lasso balls. Bottom: the 4 corresponding invariant lassos.

4 Final Remarks

We have introduced a simple technique based on Euler’s integration method which allows us to construct an invariant structure made of a finite number of $n$-dimensional balls covering the invariant torus of the system. Although it has not been done here, the implementation can be fully parallelized since the construction of each lasso is independent of each other. We have shown on a 3D and a 4D example (one of them close to a torus bifurcation) how our method gives guaranteed information on the torus topology. Such a method, which takes into account the discretization errors, can help to complement the results obtained with standard numerical methods.
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Appendix: Coupled VdP Oscillators Example

Example 3. Consider the system of coupled VdP oscillators described in [6]:

\[
\begin{align*}
\dot{\theta}_1 &= \beta_1 + \mu \left\{ \cos 2\theta_1 - \frac{r_1^2}{r_2} \left[ \sin(\theta_1 - \theta_2) + \cos(\theta_1 + \theta_2) \right] \right\} + w \\
\dot{\theta}_2 &= \beta_2 + \mu \left\{ \cos 2\theta_2 - \frac{r_2^2}{r_1} \left[ \sin(\theta_2 - \theta_1) + \cos(\theta_1 + \theta_2) \right] \right\} + w \\
r_1 &= r_1(\alpha_1 - r_1^2) + \mu \{r_1(1 - \sin 2\theta_1) + Ar_2\} + w \\
r_2 &= r_2(\alpha_2 - r_2^2) + \mu \{r_2(1 - \sin 2\theta_2) + Ar_1\} + w
\end{align*}
\]

where \( A = \sin(\theta_1 + \theta_2) - \cos(\theta_1 - \theta_2) \).

The parameter \( \mu \) is the coupling constant and the oscillators decouple for \( \mu = 0 \). Each oscillator has then a unique attractive circle, and the uncoupled product system has a unique attractive invariant torus. The torus persists for a weak coupling and contains two periodic circles, one is attractive and the other is repulsive when \( \beta_1 = \beta_2 \) (see [6] for details). If the manifold \( M = (\theta_1, \theta_2, r_1(\theta_1, \theta_2), r_2(\theta_1, \theta_2)) \) denotes an invariant torus for the system, then the uncoupled system has an invariant torus defined by \( M_1 := (\theta_1, \theta_2, 1, 1) \).

Here, we take \( w \in \mathbb{W} = [-0.0001, 0.0001] \) and, as in [6], \( \alpha_1 = \alpha_2 = 1.0, \beta_1 = \beta_2 = \beta = 0.55, \) and \( \mu = 0.2601 \). Let the time-step \( \tau = 10^{-3} \), and the radius of the initial ball around the source points \( \varepsilon = 0.1 \). Let \( T = 11.425 \) be used as an approximation of the exact period \( T^* = \frac{2\pi}{\beta} \). Each lasso generation now takes around 35 minutes of CPU time. We focus visually on the representation of the projections \( r_1(\theta_1, \theta_2) \) and \( r_2(\theta_1, \theta_2) \). Ten simulations are thus depicted on Figs. 4 and 5, and the corresponding lassos on Figs. 6 and 7. The value of \( \mu \) is close to the value \( \mu_1 \approx 0.2605 \) for which a torus bifurcation appears (see [6]; cf [5,12]).

This explains the extent of the deformation of the structure, the attractive circle being shaped like a eight figure on Figs. 4 and 5. The source points of the 10 lassos (which coincide with the initial points of the simulations) have been chosen close to the repulsive circle (itself estimated by numerical simulation), as follows:

\[
\begin{align*}
X(0) &= (0, 3.14159265, 1.05980274, 1.02028354) \\
X(0) &= (0.62831853, 3.76991118, 0.95715177, 1.08632695) \\
X(0) &= (1.25663706, 4.39822972, 1.03960997, 0.93217529) \\
X(0) &= (1.88495559, 5.02654825, 0.99657, 1.09545089) \\
X(0) &= (2.51327412, 5.65486678, 1.02811851, 1.0178553) \\
X(0) &= (3.14159265, 0, 1.08476381, 0.97121437) \\
X(0) &= (3.76991118, 0.62831853, 0.97369993, 0.93966289) \\
X(0) &= (4.39822972, 1.25663706, 1.05513594, 1.00555761) \\
X(0) &= (5.02654825, 1.88495559, 0.98407245, 1.09722914) \\
X(0) &= (5.65486678, 2.51327412, 0.98484401, 0.93636707)
\end{align*}
\]

For each source point, the inclusion relation (*) is checked for \( i = 3, 4 \) or 5.
Fig. 4: **Coupled VdP.** The function $r_1(\theta_1, \theta_2)$ corresponding to 10 simulations, under two different views.
Fig. 5: Coupled VdP. The function $r_2(\theta_1, \theta_2)$ corresponding to 10 simulations, under two different views.
Fig. 6: Coupled VdP. Middle and bottom: The function $r_1(\theta_1, \theta_2)$ corresponding to the lassos associated with the 10 simulations of Fig. 4, under the same views. Top: the radius $\delta_W(t)$ of these lassos.
Fig. 7: Coupled VdP. Top and bottom: The function $r_2(\theta_1, \theta_2)$ corresponding to the lassos associated with the 10 simulations of Fig. 5, under the same views.