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Abstract—Diffusion models simulate the propagation of influence in networks. The design and evaluation of diffusion models has been subjective and empirical. When being applied to a network represented by a graph, the diffusion model generates a sequence of edges on which the influence flows, such sequence forms a temporal network. In most scenarios, the statistical properties or the characteristics of a network are inferred by analyzing the temporal networks generated by diffusion models. To analyze real temporal networks, the motif has been proposed as a reliable feature. However, it is unclear how the network topology and the diffusion model affect the motif feature of a generated temporal network. In this paper, we adopt the motif feature to evaluate the temporal graph generated by a diffusion model, hence the diffusion model itself. Two benchmarks for quantitively evaluating diffusion models with motif, stability and separability, are proposed and measured on numerous diffusion models. One motif-based metric is proposed to measure the similarity between diffusion models. The experiments suggest that the motif of a generated temporal network is dominated by the diffusion model, while the network topology is almost ignored. This result indicates that more practical and reliable diffusion models have to be designed with delicacy in order to capture the propagation patterns of real temporal networks.
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I. INTRODUCTION

To capture and analyze the dynamics of the influence propagation in a network, it is necessary to record the time at which the influence passes through an edge. Therefore the temporal network, whose edge has an additional time stamp attribute, has become an research target of interest. A temporal network can be formulated by $G = \{V,E\}$, where $V$ is the collection of all participants/nodes of the network, $E$ is the collection of edges. To record time-dependent properties in temporal networks, $E$ is a subset of $(V \times V \times T)$, where $T$ is the domain of time. An edge denoted by $e = (u,v,t) \in V$ implies that the influence is propagated from $u$ to $v$ at time $t$, i.e., $e$ is activated at time $t$.

By recording the process of spreading the influence/information in a community, the temporal network provides a comprehensive description of time-dependent network structures such as social networks, traffic networks, communication networks, logistics networks, etc. Such comprehensiveness paves the way to many studies on the time-dependency of networks [1][2][3].

As a complex object in itself, temporal networks can hardly be compared and analyzed without abstract features. Among them a flagship option is the motif feature. A motif is a tiny propagation pattern within a temporal network. The motifs with three nodes and three edges is of particular interest since they can be efficiently counted and they reflect the network’s characteristics. To form the motif feature map of a temporal network, all three/two-node, three-edge, $\delta$-temporal (all three edges have to be activated within a time window of width $\delta$) motifs are counted, forming a feature vector with 36 components. It has been demonstrated that such feature is representative for temporal networks [4][5][6].

However, temporal network data is scanty compared to static networks, which can be compactly saved as an ordinary graph. It is expensive to maintain a temporal network database, not to mention the concerns on privacy and security. Moreover, many mainstream studies model the influence propagation as a stochastic process. But a real temporal network is only an sampled instance from the underlying probability space. Therefore, it is always necessary to generate temporal networks from the static network topology. This is usually done by applying a diffusion model to a static network. A diffusion model defines how influence flows among nodes within a graph, i.e., which edges are to be activated at a certain time stamp.

Designing diffusion models is a challenge as well as an artwork. In order to accomodate to specific tasks, the diffusion models have to meet some mathematical properties such as submodularity for influence maximization. Recent options in simulating information propagation and predicting links such as graph neural networks often sacrifice the temporal information for efficiency in deducing the influence range [7][8]. Therefore they fail to befit studies that focus on temporal properties.
It is generally hard to quantitively compare diffusion models, not to mention evaluating them. However, we conjecture that the motif features might shed light on this problem. Intuitively, the artificial temporal network generated from a diffusion model should appear as a real temporal network from the motif’s perspective. If the temporal network generated by initializing the diffusion model with different random seeds appear to be distinguishable according to their motif features then the diffusion model is not stable. If the temporal network instances generated by running the same diffusion model on different network structures appear to be identical w.r.t. motif then the diffusion model cannot separate different underlying topologies.

Meanwhile, the deterministic factor of the motif feature of a generated temporal network remains unclear. So it is crucial to measure how the network topology and the diffusion model cooperate to form the motif features. We formally address these two properties and conduct comprehensive experiments to evaluate the influence of the diffusion model and the network topology to the motif features.

The contributions of this paper are three-fold:

1) We propose two motif-based quantitative metrics to measure the performance of diffusion models, namely stability and separability. They are boiled down to tractable statistics, making the evaluation of diffusion models more practical.

2) A motif-based distance measure is proposed to calculate the similarity between diffusion models.

3) We evaluate and compare several classical diffusion models using the proposed metrics. The results challenge previous studies that built their diversity solely in network datasets and call for designing more distinctive diffusion models.

The preliminaries and formulations are collected in Section II. The motivations and the designed metrics are presented in Section III. Experimental results are collected in Section IV. Section V concludes the paper.

II. PRELIMINARIES AND FORMULATIONS

A. Diffusion Model

The topology of a network is a graph, optionally with direction and weight:

$$E \subset (V, V) \text{ or } (V, V, R).$$

A diffusion model $M$ is a probabilistic mapping from a subset $S$ of the collection of nodes, known as the seeds, to another destination subset $D$ of $V$.

$$M : D \leftarrow S,$$  \hspace{1cm} (2)

where $S \subset D \subset V$. $M$ usually returns $D$ as a cascade that consists of an ordered sequence of activated edges.

For example, the independent cascade model, $M_{IC}$, operates as follows:

1) Activate a subset $E' \subset E$, with

$$\Pr\{e \in E'\} = \phi(e),$$  \hspace{1cm} (3)

where $\phi(\cdot)$ is a monotonical function that maps the weight of $e$ to $[0, 1]$.

2) For a node $v \in V$, if there is a path from $v$ to $S$ in $E'$ then $v$ is added to $D$.

A threshold model $M_{\text{threshold}}$ drops the independence between edges:

1) Define a topological order on $V$:

$$T : v_1, v_2, \cdots, v_{|V|}.$$  \hspace{1cm} (4)

2) Set $D = S$.

3) Iterate over $T$, if the parents of $v \in V$ satisfies $v$‘s activation threshold condition then $v$ is added to $D$.

For example, the threshold condition for linear threshold model takes the form:

$$\sum_{u,e=(u,v,w) \in E} [u \in D] \cdot w_e \geq h_v,$$

where $w_e$ is the weight of edge $e$ and $h_v$ is a node-dependent threshold.

More delicate diffusion models take the interaction among the parents of a node to compute its probability of being activated [9]. These choices are usually computationally expensive, especially for large networks.

Diffusion model is crucial in addressing optimization tasks regarding influence propagation, such as marketing, advertising, etc. As for real temporal networks, heterogeneous messages are passed across the network simultaneously. Hence to forge a real temporal network, we combine several independent cascades into one generated temporal network instance. The diffusion model $M$ is run on a static network $G$ for $P$ times, resulting in $P$ independent sequences of edge activation:

$$\mathcal{P} = \{(e_{p,1}, e_{p,2}, \cdots, e_{p,|E|})\}_{p=1}^P.$$  \hspace{1cm} (6)

These $P$ sequences are then combined to form a generated temporal network $T_{GMG}$ by Algo. [1]

The underlying static network $G$ and $T_{GMG}$ share the same collection of nodes $V$. Where a random variable subject to an exponential distribution is adopted to simulate the intervals between events as in queueing theory and communications [10].

B. Motif

To describe and compare temporal networks from an abstract level, motif feature was proposed as a
promising option. In particular, we focus the motifs of influence propagation between two or three nodes and three edges as in [4], some examples are shown by Fig. 1. To form the motif feature of a temporal network, altogether 36 kinds of motifs within a temporal network are counted. With the first edge goes from \( u \) to \( v \), the second and the third edge can be any one from \((u \rightarrow v, v \rightarrow u, u \rightarrow w, w \rightarrow u, v \rightarrow w, w \rightarrow v)\), resulting in 36 possibilities. All edges in a motif have to be activated in a time window with width \( \delta \). By dynamic programming, this counting procedure can be done efficiently. We adopted the implementation in [4].

![Motif Patterns in Temporal Networks](https://example.com/motif.png)

The motif feature is a promising representation for temporal networks since:

1) Motif feature has only 36 components for a temporal network of an arbitrary size.
2) Real temporal networks are stable w.r.t. motif. For example, the motif feature of a traffic network from January to February is very close to that from February to March.
3) The motif features for temporal networks of different disciplines are distinguishable. Hence the difference in network structures or propagation models is captured by the motif feature.

Therefore, motif feature is arguably one candidate for temporal network fingerprint.

### Algorithm 1

**Input:** \( \mathcal{P} \)

**Output:** \( TG_{M,G} \)

1: \( \text{time} = 0; \)
2: while \( \mathcal{P} \) not empty do
3: \( \text{Sample a sequence } E' \text{ from } \mathcal{P}; \)
4: \( \text{Pop the first term } e \text{ from } E'; \)
5: \( \text{if } E' \text{ is empty. then} \)
6: \( \text{Delete } E' \text{ from } \mathcal{P}. \)
7: end if
8: \( t \sim \text{Exponential}(3); \)
9: \( \text{time} + = t; \)
10: \( \text{Add } (e, \text{time}) \text{ as an edge of } TG_{M,G}; \)
11: end while

### III. Motivation and Metrics

#### A. Motivation

So far, the evaluation of diffusion models has been subjective and unprincipled. Given the proposition that motif feature can capture the properties of real temporal networks, we conjecture that the generated temporal networks should have the similar characteristics as real ones regarding motif. Denote the algorithm that generates the motif feature from a temporal network by \( \pi \), a metric on motif feature space is denoted by \( d \). The temporal network generated from network topology \( G \), diffusion model \( M \) with random seed \( k \) after mixing independent sequences by Algo. 1 is denoted by \( TG_{M,G,k} \). We are now ready to formalize the intuition. Consider a diffusion model \( M \) and some static networks \( \mathcal{G} = \{G_n\}_{n=1}^N \). When \( M \) is run on a specific \( G \in \mathcal{G} \) for several times with random seeds \( K = \{k_q\}_{q=1}^Q \), the generated temporal networks \( \{TG_{M,G_n,k}\}_{n=1}^N \) should be similar w.r.t. the motif feature. When \( M \) is run on different network skeletons, the generated temporal networks \( \{TG_{M,G_n,k}\}_{n=1}^N \) should be distinguishable w.r.t. motif.

#### B. Metrics

Formally, a diffusion model \( M \) should satisfy the following two conditions:

1) **Stability:** For an arbitrary static network \( G \),

\[
\Pr_{k_1,k_2} \{d(m(TG_{M,G,k_1}), m(TG_{M,G,k_2})) \leq \tau \} \geq 1 - \epsilon, \tag{7}
\]

where \( \tau \) reflects the tolerance to the fluctuation of the motif features. Computing the probability in (7) requires integrating out the random seeds, which can be statistically approximated by exhausting the finite collection of \( Q \) random seeds \( K \). The stability can also be measured from the magnitude of fluctuation w.r.t. the choice of random seeds, formally we define the **stability score** of diffusion model \( M \) w.r.t. static network \( G \) (and implicitly random seeds set \( K \)) as:

\[
s_{\text{stab}}^{M,G} = \max_{k_1,k_2 \in K} \{d(m(TG_{M,G,k_1}), m(TG_{M,G,k_2}))\}, \tag{8}
\]

which, given \( G \), is a monotonic function of \( K \). If \( s_{\text{stab}}^{M,G} \) is smaller than \( \tau \) for \( K \) complex enough then (7) is likely to hold. This definition
can be made independent of network topology by exhausting all available network datasets in $\mathcal{G}$.

$$s^{stab}(M) = \max_{G \in \mathcal{G}} \{ s^{stab}(M, G) \}.$$  \hspace{1cm} (9)

The definition in (9) is a measure of the variation of a diffusion model in the worst case, therefore it is a measure of stability. By boiling down (7) to (9), the stability of a diffusion model w.r.t. motif can be efficiently computed.  

2) Separability: For arbitrary $G_1 \neq G_2$.

$$\Pr_k \{ d(m(TG_{M,G_1,k}), m(TG_{M,G_2,k})) \leq \tau \} \leq \epsilon,$$  \hspace{1cm} (10)

where the probability is computed by integrating out the random seed. The definition in (10) is too strong since $G_1$ and $G_2$ might have a insignificant difference that does not influence the motif feature. Instead, $G_1$ and $G_2$ should be of different disciplines rather than variants of a third network. In practice, we collect network across a diversity of disciplines to form $\mathcal{G}$ to ensure the heterogeneity within. As in the reduction of stability, in practice, separability is more conveniently captured by:

$$s^{sep}(M) = \min_{G_1,G_2 \in \mathcal{G}, k \in \mathcal{K}} \{ d(m(TG_{M,G_1,k}), m(TG_{M,G_2,k})) \}.$$  \hspace{1cm} (11)

If $s^{sep}(M)$ is larger than $\tau$ then for $Q,N$ large enough then (10) is expected to hold.

C. Motif Distance

To measure the similarity between diffusion models from their motif features, we define the motif distance between $M_1$ and $M_2$ as:

$$d^{m}(M_1, M_2) = \frac{\sum_{i=1}^{N} d(TG_{M_1,G_i}, TG_{M_2,G_i})}{N},$$  \hspace{1cm} (12)

where $TG_{M,G_i}$ is the average motif feature over the choice of the random seed. Equation (12) can find similar diffusion models from the motif features they introduce. Moreover, (12) is an abstract and high-level metrics that cares not the detailed implementation of diffusion process. But it would be very difficult to design a diffusion model that is motifly far from a given model, since motif feature yields not gradient.

IV. EMPIRICAL OBSERVATIONS

A. Settings

To compute (9) and (11) for a given diffusion model $M$, we collected a set of $N = 10$ static networks as $\mathcal{G}$, whose details are listed in Table I. Then a collection of $Q = 50$ random seeds were sampled uniformly from range $[0, 2^{20} - 1]$ to form $\mathcal{K}$. The implementation in [4] was adopted as the motif feature extractor $m$. All 36 components were normalized so they sum up to unity. As for $d$, we adopted:

$$d(m_1, m_2) = \sum_{i=1}^{36} (m_{1,i} - m_{2,i})^2.$$  \hspace{1cm} (13)

We evaluated and compared several common diffusion models including three mainstream diffusion models and three variants of the independent cascade model:

1) The independent cascade model $M_{IC}$ [19].
2) The weighted cascade model $M_{WC}$ [20].
3) The linear threshold model $M_{LT}$ [21].
4) The message model $M_{SM}$, in which each participant only communicates to three-five friends in both directions.
5) The double confirmation model $M_{DC}$, in which the receiver of a message might send a confirmation back to the sender.
6) The bank model $M_{BK}$, in which after an edge is activated, the receiver of the message might communicate with a center node within the community.

Each cascade begins with ten activated nodes and the propagation continues for six rounds. A generated temporal network is the combination of $P = 10$ cascades.

B. Stability and Separability

The stability and separability of all six diffusion models were computed using (9)(11) with the settings above, the results are shown in Table II.

| Diffusion model | Stability. $s_{stab}$ | Separability. $s_{sep}$ |
|-----------------|----------------------|------------------------|
| $M_{IC}$        | 0.001465             | 0.041895               |
| $M_{WC}$        | 0.001478             | 0.004188               |
| $M_{LT}$        | 0.031853             | 0.043319               |
| $M_{SM}$        | 0.000042             | 0.001036               |
| $M_{DC}$        | 0.000713             | 0.003169               |
| $M_{BK}$        | 0.000405             | 0.001720               |

For all diffusion models there was $s_{sep} < s_{stab}$. This indicates that for any model, the fluctuation between the motif features of different network topologies is larger than that in one network caused by randomness inside the model.

Given a diffusion model $M$ with

$$s_{sep}(M) < s_{stab}(M), \quad (14)$$

and a temporal network instance $TG_{G,M,k}$, one can distinguish $TG_{G',M,k}$ from $TG_{G',M,k}$ by computing the distances. All compared models satisfy this condition.

To interpret from a machine learning perspective, $s_{stab}$ can be understood as the maximum noise within a class and $s_{sep}$ is the minimal distance between the centroids of two classes. So $s_{sep}(M) < s_{stab}(M)$ means that the classification task is very easy and confusions hardly appear.

C. Motif Distance

The distances between all six diffusion models were collected in Fig. 2.

One problem is that the distance between some pairs of diffusion models turns out to be too small. For example, the distance between $M_{IC}$ and $M_{WC}$ is smaller than $s_{sep}(M_{IC})$. That is to say, it is almost always that the distance between $TG_{M_{IC},G,k}$ and $TG_{M_{WC},G,k}$ is smaller than that between $TG_{M_{IC},G,k}$ and $TG_{M_{IC},G',k}$.

If a pair of diffusion models has a small motif distance then it is arguably that they yield similar propagation pattern and are interchangeable in practice.

D. Discussion

Although we have the empirical observation that for an arbitrary listed diffusion model $M$ the condition $s_{sep}(M) < s_{stab}(M)$ holds, the inter-network distance $s_{stab}(M)$ is still very small. As an example, the motif feature of $M_{IC}$ and $M_{DC}$ on $G_1,G_6,G_7,G_{10}$ are collected in Fig. 3.

The motif features of $M_{WC}$ and $M_{LT}$ are similar to those of $M_{IC}$, while those of $M_{SM}$ and $M_{BK}$ are similar to $M_{DC}$, a fact that has been demonstrated by Fig. 2.

Fig. 3(a)-(d) and Fig. 3 (e)-(h) reflect two representative motif feature patterns in all six diffusion models (six diffusion models, but only two representative patterns). The first pattern in Fig. 3(a)-(d) is also that of the real temporal network Email-EU[4](16). While the second pattern in Fig. 3(e)-(h) is more similar to that of a real short message temporal network [4].

It can now be concluded that it is the diffusion model rather than the static network structure that dominates the motif features. The implication of this assertion is that the diversity of motif features of temporal networks mainly origins from the diversity in propagation pattern rather than the network topology. This fact also calls for designing more diffusion model for specific scenario/disciplines.

The mostly adopted diffusion models, $M_{IC}$, $M_{WC}$, $M_{LT}$ yield only one diffusion model since the motif distances between any pair of them is small. But this pattern is insufficient for covering the diversified propagation patterns observed in real temporal networks. Such insufficiency is not relieved even
V. Conclusion

In this paper we borrow the idea of the motif feature to quantitatively evaluate and compare diffusion models. The three components in generating an artificial temporal network: the diffusion model, the network topology and the randomness are decomposed in order to measure their weights in forming a motif feature. Two metrics, stability and separability are defined from motif to evaluate a diffusion model. We reduce these two definitions to computable forms and evaluate them for various diffusion models.

Moreover, we proposed a motif-based distance metrics between diffusion models. Comprehensive results show that although most diffusion models are stable and successfully separate different networks, the distance between them appears to be very small. That is to say, the current mainstream diffusion models fail to provide enough diversity in modelling temporal influence propagation. As a result, more scenario-specific diffusion models have to be designed for more realistic simulations in general network analysis.
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