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We develop a stable and efficient numerical scheme for modeling the optical field evolution in a nonlinear dispersive cavity with counter propagating waves and complex, semiconductor physics gain dynamics that are expensive to evaluate. Our stability analysis is characterized by a von-Neumann analysis which shows that many standard numerical schemes are unstable due to competing physical effects in the propagation equations. We show that the combination of a predictor-corrector scheme with an operator-splitting not only results in a stable scheme, but provides a highly efficient, single-stage evaluation of the gain dynamics. Given that the gain dynamics is the rate-limiting step of the algorithm, our method circumvents the numerical instability induced by the other cavity physics when evaluating the gain in an efficient manner. We demonstrate the stability and efficiency of the algorithm on a diode laser model which includes three waveguides and semiconductor gain dynamics. The laser is able to produce a repeating temporal waveform and stable optical comblines, thus demonstrating that frequency combs generation may be possible in chip scale, diode lasers. © 2022
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1. INTRODUCTION

Computational methods play a fundamental role in scientific exploration and model development across the physical and engineering sciences. Simulations help provide critical understanding of physical processes and their interactions in complex systems. Further, they can provide proof-of-concept engineering designs before expensive manufacturing and/or experiments are performed. From the aerospace industry to optical laser physics, initial designs are now often test-bedded in simulation environments in order to achieve a qualitative understanding of the physical interactions, good parameter regimes, and robustness of a physical design. Accurate simulations are also critical for digital twin technologies [1]. Critical in this process is the construction of stable numerical schemes that provides both accuracy and stability for modeling the underlying physics. In the present work, we develop a robust and stable time-stepping
algorithm for modeling counter-propagating waves in a diode laser subject to gain and loss dynamics. Specifically, we show that an operator splitting scheme with predictor-corrector time-stepping can circumvent the numerical instabilities generated by standard algorithms that are typically used for either counter-propagating waves or for modeling the complex gain dynamics, but not both. Moreover, the proposed method allows for computational efficiency when modeling the complex semiconductor gain dynamics, thus leading to a robust, stable, and computationally efficient numerical scheme. The analysis also shows that the scheme can be more broadly applied to nonlinear dispersive wave equations which include competing instability effects from counter-propagating waves and gain dynamics.

Diode lasers are a ubiquitous technology that have been well developed in theory and experiment. Emerging research efforts aim to exploit diode lasers in order to generate repeatable waveforms, or mode-locked diode lasers (MLDL), that can be used for robust frequency combs [2]. MLDLs can potentially generate frequency combs directly from chip-scale devices [3, 4]. Typically, passive MLDLs comprise two sections: a gain section and a reverse-biased saturable absorber section that leads to the formation of a periodic train of short pulses and hence a comb in the frequency domain. The major obstacle in generating short pulses in diode lasers stems from the nonlinear phase shifts that such Euler schemes generate numerical instabilities when the material polarization [14–19] with varying degrees of phenomenon expressions and constants inserted. However, to properly account for how FM combs emerge in a QD single-section laser [7], only recently has a detailed model for the FM comb generation in the QW diode laser been developed [2]. This model builds on various semiconductor quantum well lasers which have varying degrees of complexity. The simplest models include only a single rate equation and photon density variable [12, 13], while more complex models may use multiple rate equations and more complex forms of the material polarization [14–19] with varying degrees of phenomenonological expressions and constants inserted. However, to properly account for how FM combs are in QW lasers, a model must account for the multiple cavity modes as a modulation of the electric field envelope, spectral and spatial hole burning, carrier induced refractive index shift, some intraband carrier dynamics, and cavity dispersion. The gain model builds first principle derivations [7, 20], but is tailored to quantum well nanostructures [2].

Robust and efficient simulations of the detailed governing equations of the diode laser physics are critical [2]. Not only must a time-stepper be developed that is stable, but the complexity of the semiconductor physics requires the implementation of an efficient scheme. Typically the gain dynamics is modeled with a simple Euler method [2, 7, 20] since this requires only a single stage and can greatly reduce the computational costs. However, such Euler schemes generate numerical instabilities when the effects of counter-propagating waves and chromatic dispersion are included in the cavity. Leap-frog schemes, which are at the core of FDTD (finite-difference, time-domain) methods, are quite effective in handling the counter-propagating waves, but they generate numerical instability when modeling the gain dynamics. Thus the standard schemes produce competing instabilities. The stability of a numerical scheme is typically evaluated using a von-Neumann analysis [21], where conditions for stability, such as constraints on the CFL (Courant-Friedrichs-Lewy) number can be explicitly evaluated. Here we show that an operator splitting technique and predictor-corrector structure allows us to posit a stable and robust scheme for nonlinear, dispersive optical field propagation that is computationally efficient and accurate. We explicitly demonstrate the instability mechanisms present in the various physics of our model and motivate the development of our stable method.

The paper is outlined as follows: In Sec. 2, the governing equations for the diode laser physics are presented. Section 3 evaluates the numerical stability of a variety of time-stepping schemes, showing that the various physical effects in our model produce competing instabilities that require the development of our method. The numerical stability analysis is performed using a standard von-Neumann analysis. Section 4 develops the numerical scheme for the application of the diode laser physics of interest. Numerical results of our simulation are shown in Sec. 5, with concluding comments in Sec. 6.

2. GOVERNING EQUATIONS

The diode laser model captures the counter-propagating physics of the electric field $E^\pm(z,t)$. For the specific application where mode-locking is of interest, the standard CW dynamics models must be modified to include chromatic dispersion. Thus a variety of dominant physical effects are present in the laser: counter-propagating waves, dispersion, self-phase modulation due to the Kerr effect, dissipation due to cavity losses, and semiconductor gain dynamics. Aside from the gain dynamics, which is extremely detailed and complex [2, 7, 20], the remaining physical effects can be easily incorporated into a simple model with distinct interacting terms. Thus the governing propagation equations for the electric field are given by

$$\frac{\partial E^+}{\partial z} + \frac{1}{v_g} \frac{\partial E^+}{\partial t} + \frac{i k'}{2} \frac{\partial^2 E^+}{\partial t^2} = -\left(\alpha_s + i \beta_s\right) (|E^+|^2 + 2|E^-|^2) E^+ + i \omega_g \Gamma_{xy} p^+ - \frac{1}{2} E^+ + S_{sp}^+$$ (1a)

$$\frac{\partial E^-}{\partial z} + \frac{1}{v_g} \frac{\partial E^-}{\partial t} + \frac{i k'}{2} \frac{\partial^2 E^-}{\partial t^2} = -\left(\alpha_s + i \beta_s\right) (|E^-|^2 + 2|E^+|^2) E^- - i \omega_g \Gamma_{xy} p^- - \frac{1}{2} E^- + S_{sp}^-$$ (1b)

where $k' \approx 1.25 \mu m^2/m$ measures the chromatic dispersion in the waveguide [22, 23], $v_g = c/\eta_0 n_0$ is the group velocity, $\alpha_s$ and $\beta_s$ are the two-photon absorption and Kerr nonlinear coefficients respectively, $\alpha$ is the linear waveguide loss, and $S_{sp}$ is a spontaneous emission term. The complex, semiconductor gain physics is included in the term $\Gamma_{xy}$. This term is discussed in more detail in Sec. 3. The gain dynamics is computationally expensive to evaluate [2], thus a numerical scheme that can efficiently evaluate the $\Gamma_{xy}$ is required. Specifically, a standard scheme such as 4th-order Runge-Kutta requires a four-stage evaluation process which would require evaluating $\Gamma_{xy}$ four times before updating the solution in the time-stepper. While the Runge-Kutta scheme has superior stability properties, the four state evaluation would render an already expensive computation significantly longer.
As will be shown in the next section, the simple structure of the linear terms gives rise to competing numerical instabilities. Thus a scheme which is ideal for handling counter-propagation, generates an instability due to the presence of the dispersion. And conversely, a scheme that is well suited for the dispersion easily leads to an instability from the counter-propagation. These competing instabilities must be circumvented while maintaining a simple evaluation (one-stage) of $F_{xy}$.

3. STABILITY OF TIME-STEPPING SCHEMES AND VON-NEUMANN ANALYSIS

To simulate the governing equations, appropriate numerical schemes must be considered. In addition to speed and accuracy, the stability of the underlying scheme is of paramount importance. We use standard finite difference discretization schemes and consider their numerical stability properties. Although an Euler stepping scheme appears to work for the cavity dynamics and consider their numerical stability properties. Although an Euler stepping scheme was exactly what was used previously [7, 20]. Note that without the dispersion and counter-propagation, the Euler method was exactly what was used previously [7, 20].

B. Backward Euler time-stepping scheme

A standard way to consider to stabilize the Euler scheme is implicit formulation [21]. Indeed, implicit methods are generally more favorable when the algorithm stability is considered. However, the implicit formulation comes at a price as will be shown. Specifically, applying the backward Euler scheme on the wave equation with both propagation and chromatic dispersion, we obtain

$$
\frac{E_{n+1} - E_n}{\Delta z} = \frac{E_{n+1} - E_{n-1}}{2v_g \Delta t} + \frac{iD \Delta z}{\Delta t^2} \left( E_{n+1} - 2E_n + E_{n-1} \right),
$$

(7)

This can be compared with the standard Euler time-stepping algorithm to see that the future state of the system is required to evaluate the time-step. For linear equations, this is not necessarily problematic, but it is often difficult to accomplish for nonlinear schemes.

Again substituting the von-Neumann decomposition Eq. (3) into the above and simplifying yields

$$
|g| = \frac{1}{\sqrt{1 + \left( \frac{\Delta z}{v_g \Delta t} \sin \xi h + \frac{2iD \Delta z}{\Delta t^2} (\cos \xi - 1) \right)^2}} < 1.
$$

(8)

Consequently the backward Euler stepping scheme is more robust than the forward Euler scheme since $|g| < 1$ is satisfied with no constrains on the discretization size $\Delta z$ and $\Delta t$. In fact, implicit stepping schemes are known to be exceptionally stable but are less used since it’s more expensive than the explicit stepping schemes. Specifically, to obtain information of the future steps, the predictor-corrector scheme is consequently used, which can be extremely time-consuming when it’s applied to the full wave equation with the gain of the gain term. We are thus interested in developing a less time-consuming but more generally robust stepping scheme.

C. Leap-frog (2,2) time-stepping scheme

The discretization form of the equation including propagation and dispersion with a leap-frog (2,2) method [21] is given by

$$
\frac{E_{n+1} - E_{n-1}}{2\Delta z} = \frac{E_{n+1} - E_{n-1}}{2v_g \Delta t} + \frac{iD \Delta z}{\Delta t^2} \left( E_{n+1} - 2E_n + E_{n-1} \right).
$$

(9)

Again substituting the von-Neumann decomposition Eq. (3) into the above and simplifying yields

$$
\xi = \frac{1}{2} \left( iM \pm \sqrt{4 - M^2} \right).
$$

(10)

where

$$
M = 2 \frac{\Delta z}{v_g \Delta t} \sin \xi h + \frac{4D \Delta z}{\Delta t^2} (\cos \xi - 1).
$$

(11)

Depending on whether $4 - M^2 \geq 0$, we have

$$
\xi = \begin{cases} 
\pm \frac{1}{2} \sqrt{4 - M^2} + iM, & 4 - M^2 \geq 0, \\
\frac{i}{2} (M \pm \sqrt{M^2 - 4}), & 4 - M^2 < 0.
\end{cases}
$$

(12)
$g = \frac{1}{4} (M \pm \sqrt{M^2 - 4})^2 = \frac{1}{2} (M^2 - 2 \pm M \sqrt{M^2 - 4}). \quad (13)$

In this case $M^2 > 4$ which gives

$$|g|^2 = \frac{1}{2} (M^2 - 2 + M \sqrt{M^2 - 4}), \quad (14)$$

so that $|g|^2 > 1$ and the leap-frog (2,2) time-stepping scheme is unstable.

For $4 - M^2 \geq 0$,

$$|g|^2 = \frac{1}{4} (4 - M^2) + \frac{M^2}{4} = 1, \quad (15)$$

thus the algorithm is at the stability boundary $|g| = 1$. For this case, we obtain the constraints on $M$ as $-2 \leq M \leq 2$, that is,

$$-1 \leq \frac{\Delta z}{v_g \Delta t} \sin \xi h + \frac{D \Delta z}{\Delta t^2} (\cos \xi h - 1) \leq 1. \quad (16)$$

This constraint can be satisfied by selecting the discretization sizes $\Delta z$ and $\Delta t$ as shown in Fig. 1. However, the inclusion of the gain terms into the leap-frog (2,2) scheme generates instability, thus we need a more robust numerical scheme for the more general case.

**D. Predictor-corrector time-stepping scheme**

Considering the more general case that includes propagation, chromatic dispersion and gain, the predictor-corrector scheme provides an appropriate stable implementation which makes use of both forward and backward Euler time-stepping due to their speed and stability respectively. Specifically, we consider the more general equation

$$\frac{\partial E}{\partial z} = \frac{1}{v_g} \frac{\partial E}{\partial t} + iD \frac{\partial^2 E}{\partial t^2} + f(E), \quad (17)$$

where gain terms are now included as the function $f(E)$. Euler time-stepping of the full equations is used in the predictor step and gives the propagated electric field as

$$E^{n+1}_m = E^n_m + \Delta z \left[ \frac{E^n_{m+1} - E^n_{m-1}}{2v_g \Delta t} + \frac{iD}{\Delta t^2} (E^n_{m+1} - 2E^n_m + E^n_{m-1}) + f(E^n_m) \right]. \quad (18)$$

Substituting $E^{n+1}_m$ into the backward Euler time-stepping scheme gives

$$E^{n+1}_m = E^n_m + \Delta z \left[ \frac{E^{n+1}_m - E^{n-1}_m}{2v_g \Delta t} + \frac{iD}{\Delta t^2} (E^{n+1}_{m+1} - 2E^{n+1}_m + E^{n+1}_{m-1}) + f(E^n_m) \right]. \quad (19)$$

This numerical scheme is stable without constraints on the discretized steps $\Delta z$ and $\Delta t$, as shown in Fig. 3. The equation with both propagation and dispersion is evaluated with the predictor-corrector scheme along the characteristic of $\frac{D}{\Delta t} = v_g$, and is compared to the case in which the identical equation is evaluated by the spectral method FFT [21]. The consistency shows the reliability of this predictor-corrector scheme. Note that the numerical discretized scheme works with non-periodic boundary conditions, while the spectral schemes are only capable of dealing with specific types of boundary conditions. For modeling of diode lasers, the boundary conditions do not allow us to use spectral methods.

This time-stepping scheme gives a robust numerical implementation for the full wave equation including the gain term, propagation and dispersion. However, the algorithm also forces one to evaluate the gain term two times per numerical step: once
for the prediction step, and once for the corrector step. But the evaluation of the semiconductor gain dynamics is extremely expensive and time-consuming [2, 7, 20]. Indeed, it is highly preferable to develop a robust and stable scheme that only evaluates the gain dynamics once per time step.

E. Operator splitting techniques

Inspired from the knowledge that linearly coupled physical effects can be decoupled from each other, the partial differential equation of propagating, dispersion and complex gain terms can be discretized separately including only individual effects from each of the these terms [21]. Specifically, the wave propagation and dispersion act independently (approximately) of the gain over short time steps, and vice versa for the gain. By defining the gain term to be \( f(E) \), we can consequently split the equation into two pieces as below:

\[
\frac{\partial E}{\partial z} = \frac{c}{\partial t} E + iD \frac{\partial^2 E}{\partial t^2},
\]

and

\[
\frac{\partial E}{\partial z} = f(E).
\]

The first equation is on the stability boundary of the leap-frog (2,2) scheme, while the second equation is known to be stably solved with Euler time stepping as already demonstrated in previous work [2, 7, 20]. This numerical scheme with the operator-splitting technique implemented is stable and efficient for solving the full wave equation with all terms included. Note that leap-frog (2,2) is only capable of pushing \( g \) to the stability boundary of \( |g| = 1 \) with \( M^2 \leq 4 \) satisfied, while \( |g| < 1 \) can be satisfied without constraints using the backward Euler scheme. A new time stepping method making use of both operator-splitting techniques and predictor-corrector is preferable. Specifically, we make use of the Euler method for the propagation of the gain term while applying the predictor-corrector to the rest of the equation which includes only propagation and chromatic dispersion:

\[
E^{\text{pred}}_n = E_n + \frac{\Delta z(E_{n+1} - E_{n-1})}{2v_g \Delta t} + iD \frac{\Delta z}{\Delta t^2} (E_{n+1} - 2E_n + E_{n-1}),
\]

and

\[
E^{\text{pred}}_{n+1} = E_n + \frac{\Delta z}{2v_g \Delta t} (E^{\text{pred}}_{n+1} - E^{\text{pred}}_{n-1}) + iD \frac{\Delta z}{\Delta t^2} (E^{\text{pred}}_{n+1} - 2E^{\text{pred}}_n + E^{\text{pred}}_{n-1}).
\]

By taking the combination of both predictor-corrector and operator-splitting, we are capable of evaluating the gain term more effectively (at half the computational cost) while maintaining the stability of the entire numerical scheme.

4. NUMERICAL SCHEME FOR THE LASER CAVITY

To stably and efficiently incorporate the dispersion, wave propagation and gain into the numerical scheme, we employ the advocated combination of predictor-corrector and operator splitting methods. To simplify the full governing Eqs. (1), the semiconductor population dynamics are grouped into \( f_p \) and \( f_b \):

\[
f_p(E^+, E^-) = -(a_s + i\beta_0)((E^+)^2 + 2(E^-)^2)E^+
- i\frac{\alpha_0}{2\gamma \eta_0} \Gamma_{xy}^p E^+ - \frac{\eta_0 \gamma}{2} E^+ + S_{sp}^+.
\]

Making this substitutions into the governing equations and rearranging we construct our system of equations

\[
\begin{align*}
\frac{\partial E^+}{\partial z} &= -\frac{1}{v_g} \frac{\partial E^+}{\partial t} - i\frac{k^0}{2} \frac{\partial^2 E^+}{\partial t^2} + f_p(E^+, E^-), \\
\frac{\partial E^-}{\partial z} &= -\frac{1}{v_g} \frac{\partial E^-}{\partial t} - i\frac{k^0}{2} \frac{\partial^2 E^-}{\partial t^2} + f_b(E^+, E^-).
\end{align*}
\]

A. Operator-splitting technique and predictor-corrector scheme

We separate the dispersion and propagation from the gain dynamics so that the it can be discretized using a simple forward Euler scheme. Thus we can propagate along the 2 direction

\[
E_{m+1,n}^+ = E_{m,n}^+ + \Delta z f_p(E_{m,n}^+, E_{m,n}^-),
\]

\[
E_{m+1,n}^- = E_{m,n}^- - \Delta z f_b(E_{m,n}^+, E_{m,n}^-).
\]

We now consider the remaining terms in the governing equation which include the propagation and dispersion,

\[
\begin{align*}
\frac{\partial E^+}{\partial z} &= -\frac{1}{v_g} \frac{\partial E^+}{\partial t} - i\frac{k^0}{2} \frac{\partial^2 E^+}{\partial t^2}, \\
\frac{\partial E^-}{\partial z} &= -\frac{1}{v_g} \frac{\partial E^-}{\partial t} - i\frac{k^0}{2} \frac{\partial^2 E^-}{\partial t^2}.
\end{align*}
\]

Leap-frog (2,2) is used as the predictor step:

\[
\begin{align*}
\frac{E_{m+1,n}^+ - E_{m-1,n}^+}{2\Delta z} &= -\frac{1}{2v_g \Delta t} (E_{m+1,n}^+ - E_{m,n-1}^+), \\
&+ iD \frac{(E_{m+1,n}^+ - 2E_{m,n}^+ + E_{m-1,n}^+)}{\Delta t^2},
\end{align*}
\]

\[
\begin{align*}
\frac{E_{m-1,n}^+ - E_{m+1,n}^-}{2\Delta z} &= -\frac{1}{2v_g \Delta t} (E_{m+1,n}^- - E_{m-1,n}^-), \\
&+ iD \frac{(E_{m+1,n}^- - 2E_{m,n}^- + E_{m-1,n}^-)}{\Delta t^2},
\end{align*}
\]

from which we obtain the predicted \( E^\pm \) as

\[
\begin{align*}
E_{\text{pre},n}^+ &= E_{m-1,n}^+ + \frac{\Delta z}{v_g \Delta t} (E_{m+1,n}^+ - E_{m,n-1}^+), \\
&+ 2iD \frac{\Delta t}{\Delta t^2} (E_{m+1,n}^- - 2E_{m,n}^+ + E_{m-1,n}^-),
\end{align*}
\]

\[
\begin{align*}
E_{\text{pre},n}^- &= E_{m-1,n}^- - \frac{\Delta z}{v_g \Delta t} (E_{m+1,n}^- - E_{m,n-1}^-), \\
&- 2iD \frac{\Delta t}{\Delta t^2} (E_{m+1,n}^+ - 2E_{m,n}^- + E_{m-1,n}^-).
\end{align*}
\]

Substituting \( E_{\text{pre},n}^+ \) and \( E_{\text{pre},n}^- \) into the backward Euler scheme we obtain

\[
\begin{align*}
E_{m+1,n}^+ &= E_{m,n}^+ + \frac{\Delta z}{2v_g \Delta t} (E_{\text{pre},n-1}^+ - E_{\text{pre},n+1}^+), \\
&+ iD \frac{\Delta t}{\Delta t^2} (E_{\text{pre},n-1}^+ - 2E_{\text{pre},n}^+ + E_{\text{pre},n+1}^+),
\end{align*}
\]

\[
\begin{align*}
E_{m+1,n}^- &= E_{m,n}^- - \frac{\Delta z}{2v_g \Delta t} (E_{\text{pre},n-1}^- - E_{\text{pre},n+1}^-), \\
&- iD \frac{\Delta t}{\Delta t^2} (E_{\text{pre},n-1}^- - 2E_{\text{pre},n}^- + E_{\text{pre},n+1}^-).
\end{align*}
\]
We then can time-step by evaluating the electric field time derivatives along characteristics. This is equivalent to discretizing each time and spatial step so that \( \frac{\Delta t}{\Delta x} = v_g \). This is highly suitable for the traveling wave equations, allowing large time steps. Neglecting the dispersion term for the moment, and discretizing the rest of the equations we obtain

\[
\frac{1}{\Delta t} \frac{\partial E^+}{\partial t} = -\frac{\partial E^+}{\partial z} \left( -\frac{k''}{2} \frac{\partial^2 E^+}{\partial z^2} + f_p(E^+, E^-) \right),
\]

\[
\frac{1}{\Delta t} \frac{\partial E^-}{\partial t} = -\frac{\partial E^-}{\partial z} \left( -\frac{k''}{2} \frac{\partial^2 E^-}{\partial z^2} + f_b(E^+, E^-) \right).
\]

We then can time-step by evaluating the electric field time derivatives along characteristics. This is equivalent to discretizing each time and spatial step so that \( \frac{\Delta t}{\Delta x} = v_g \). This is highly suitable for the traveling wave equations, allowing large time steps. Neglecting the dispersion term for the moment, and discretizing the rest of the equations we obtain

\[
\frac{E_{j+1,n+1}^+ - E_{j+1,n}^+}{\Delta t} = v_g \left( -\frac{E_{j+1,n}^+ - E_{j,n}^+}{\Delta z} + f_p(E^+, E^-) \right),
\]

\[
\frac{E_{j+1,n}^- - E_{j,n}^-}{\Delta t} = v_g \left( -\frac{E_{j+1,n}^- - E_{j,n}^-}{\Delta z} + f_b(E^+, E^-) \right).
\]

The indices \( j \) and \( n \) indicate spatial discretization and temporal discretization respectively. Note that the temporal discretization for the forward wave, \( E^+ \), is at spatial index \( j \) while the backward wave, \( E^- \), is at \( j+1 \). Rearranging the equations

\[
E_{j+1,n+1}^+ = E_{j,n}^+ + \Delta z f_p(E^+, E^-),
\]

\[
E_{j,n+1}^- = E_{j+1,n}^- + \Delta z f_b(E^+, E^-).
\]

To incorporate the dispersion term, we use a predictor-corrector method in the time-stepping approximation for the dispersion using a second-order accurate scheme,

\[
\frac{\partial^2 E_{j,n}^\pm}{\partial z^2} = \frac{E_{j+1,n}^\pm - 2E_{j,n}^\pm + E_{j-1,n}^\pm}{\Delta z^2}.
\]

The predictor step calculates \( E^\pm \) without dispersion as

\[
E_{j+1,n}^{\pm,\text{pred}} = E_{j,n}^{\pm} + \Delta z f_p(E_{j,n}^+, E_{j,n}^-),
\]

\[
E_{j,n}^{\pm,\text{pred}} = E_{j+1,n}^{\pm} + \Delta z f_b(E_{j+1,n}^+, E_{j+1,n}^-).
\]

Then the corrector step calculates \( E^\pm \) with dispersion, using the predicted values as

\[
E_{j+1,n+1}^+ = E_{j,n+1}^+ - \frac{k''}{2} \frac{\Delta z}{\Delta t^2} \left( E_{j+1,n}^{\pm,\text{pred}} - 2E_{j,n}^{\pm} + E_{j-1,n}^{\pm} \right),
\]

\[
E_{j,n+1}^- = E_{j+1,n}^- - \frac{k''}{2} \frac{\Delta z}{\Delta t^2} \left( E_{j+1,n}^{\pm,\text{pred}} - 2E_{j,n}^{\pm} + E_{j-1,n}^{\pm} \right).
\]

Note that in the last two time steps, it is also required that \( E_{j,n}^\pm \) and \( E_{i,n}^\pm \) must both be saved. This algorithm can be further accelerated when combined with the operator-splitting technique. Specifically, we can propagate the gain terms \( f_p \) and \( f_b \) separately using Euler stepping, whereas the chromatic dispersion and wave propagation are evaluated using the predictor-corrector. We can consequently obtain a second robust and efficient numerical method of the full wave equation.

Notice that this algorithm is capable of numerically evaluating the wave equations with unconventional boundary conditions. Specifically, the dynamics inside a cavity may require the reflecting boundary conditions

\[
E_{0,n+1}^+ = -rE_{0,n}^-,
\]

\[
E_{L,n+1}^- = -rE_{L,n}^+,
\]

where \( L \) is the left most spatial index, and \( r \) is the reflection coefficient. In more general cases, a filter may be implemented. That is, the electric field at the edge in frequency domain is multiplied by a Lorentzian:

\[
\bar{E}^-(z = L, \omega) = r\bar{E}^+(z = L, \omega)L(\omega),
\]

\[
L(\omega) = \frac{\Gamma}{i(\omega_0 - \omega) - \Gamma}.
\]

The filter function is dimensionless and has a maximum of \( L(\omega = \omega_0) = 1 \). Transforming this back into time domain, we have the expression as

\[
E^-(z = L, t) = r\Gamma \int_{-\infty}^{t} dt' e^{i\omega_0(t-t')-\Gamma(t-t')} E^+(z = L, t').
\]

Spectral methods are not appropriate for implementation due to these boundary conditions. Specifically, Fourier based methods require periodic boundary conditions while Chebyshev polynomials assume either Dirichlet or Neumann condition be imposed [21]. The filter on one side of the cavity and the reflector on the other side rule out these fast spectral methods. In contrast, the standard finite difference discretization schemes without any assumption on the boundary conditions are still appropriate for implementation, where the boundary filter integral can be discretized in time and the resulting sum performed at each time step of the simulation.

5. NUMERICAL SIMULATIONS

For our simulations of the complete governing equations, we used the gain model for a quantum well based semiconductor laser by Dong et al. [2]. We proceed by giving the essential equations to be solved, leaving the detailed derivation of the governing equations for the Appendix. The total electric field in the cavity is taken as a sum of forward and backward propagating components

\[
E(z, t) = E_+ (z, t) e^{ik_0z} + E_- (z, t) e^{-ik_0z}
\]

whose amplitudes satisfy the slowly-varying envelope equation

\[
\pm \frac{\partial}{\partial z} E_\pm (z, t) + \frac{1}{v_g} \frac{\partial}{\partial t} E_\pm (z, t) = \Gamma_{xy} \frac{\omega_0}{2ik_0} \langle P_{io}(t) e^{\pm ik_0z} \rangle
\]

where the angular brackets signify averaging over a few wavelengths. Here, \( v_g = c/n_0 \) is the group velocity, \( n_0 \) is the group refractive index, \( \Gamma_{xy} \) is the transverse confinement factor, \( \omega_0 \) is
the central photon frequency (the choice of $\omega_0$ can be arbitrary but is generally chosen to be the transition frequency at the band edge), and $k_0 = n_0 \omega_0 / c$. With Bloch equations tailored to semiconductors as well as the standard adiabatic approximation (see Appendix), the total polarization for a 2-D quantum well can be written as:

$$ P_{tot}(t) = \frac{2}{V} \sum_k \mu_{\nu \nu}^k p(k, t) = \frac{i |d_{\nu \nu}^k|^2}{2 \hbar \Gamma} \sum_k (\rho_{\nu \nu}^k + \rho_{\nu \nu}^{*}) - 1) F(E_i, z, t). $$

(55)

With a simple parabolic dispersion relation and converting the k-summation to a transverse energy integral, we obtain:

$$ P_{tot}(t) = \frac{i |d_{\nu \nu}^k|^2}{2 \hbar \Gamma} \int dE_i D_{\nu \nu}^k (\rho_{\nu \nu}^k + \rho_{\nu \nu}^{*}) - 1) F(E_i, z, t) $$

(56)

The dipole matrix element can be rewritten as the momentum matrix element via $|d_{\nu \nu}^k|^2 = \frac{q^2}{m_0} |\vec{e} \cdot \vec{p}|^2$ where $q$ is the electron charge and $m_0$ the electron mass. The macroscopic polarization calculated in Eq. (56) serves as a source term for the forward and backward propagating electric fields in the laser. The constants on the right hand side of Eq. (54) can be combined to yield a gain coefficient

$$ g_0 = \Gamma_{\nu \nu} q^2 D_\nu^0 |\vec{e}_0 \cdot P_{\nu \nu}|^2 / 2m_0 c \hbar \Gamma $$

To complete the derivation of the propagation equations, we include the effects of carrier gratings resulting from the interference between forward and backward waves. Our approach to modeling this spatial hole burning (SHB) is to follow the techniques of [12, 24] and [25] and expand the QW population into its second harmonic in space. In this formulation, the population becomes

$$ \rho_{\nu \nu}^k = \rho_{\nu \nu}^{(2)} E_i + \rho_R E_i e^{ik_0 z} + \rho_{\nu \nu}^{(2)} e^{-i2k_0 z} + ... $$

(57)

For simplicity, we have used a single variable for the carrier gratings for both electrons and holes. The filtered field in the polarization also consists of forward and backward components:

$$ F = F_+ e^{-ik_0 z} + F_- e^{ik_0 z} $$

(58)

Inserting Eqs. (56), (57), and (58) in Eq. (54) and keeping only the phase-matched terms we obtain the electric field equations:

$$ \pm \frac{\partial E_{\nu}}{\partial z} + \frac{1}{v_g} \frac{\partial E_{\nu}}{\partial t} = \frac{g_0}{2} \int \frac{dE_i}{\hbar \omega_0} (\rho_{\nu \nu}^{(2)} E_i + \rho_{\nu \nu}^{(2)} E_i - 1) F_{\nu}(E_i, z, t) $$

+ $g_0 \int \frac{dE_i}{\hbar \omega_0} \rho_{\nu \nu}^{(2)} F_{\nu}(E_i, z, t) $ 

(59)

We note that the grating term $\rho_{\nu \nu}^{(2)}$ is associated with the forward wave equation and its conjugate with the backward wave.

Finally, we simply add the additional terms in Eq. (59) that describe standard linear and nonlinear effects, and scale via $n_{\nu \nu}$, the number of quantum wells to obtain

$$ \pm \frac{\partial E_{\nu}}{\partial z} + \frac{1}{v_g} \frac{\partial E_{\nu}}{\partial t} + i \frac{k''}{2} \frac{\partial^2 E_{\nu}}{\partial t^2} = $$

$$ - \frac{a}{2} E_{\nu} \left( \left| E_{\nu} \right|^2 + 2 \left| E_{\nu} \right|^2 \right) E_{\nu} + S_{sp} $$

+ $n_{\nu \nu} \frac{g_0}{2} \int \frac{dE_i}{\hbar \omega_0} (\rho_{\nu \nu}^{(2)} E_i + \rho_{\nu \nu}^{(2)} E_i - 1) F_{\nu}(E_i, z, t) $$

+ $n_{\nu \nu} g_0 \int \frac{dE_i}{\hbar \omega_0} \rho_{\nu \nu}^{(2)} F_{\nu}(E_i, z, t) $ 

(60)

where $k''$ is the dispersion coefficient, $a$ is the linear waveguide loss, and $\alpha, \beta, \gamma$ are respectively the two-photon absorption and Kerr nonlinear coefficients, and $S_{sp}$ is the spontaneous emission term derived in the [2].

For simplicity, rewrite the complicated gain term as a function of $G_{\nu}(E_{\nu})$ the for Eq. (60) we obtain

$$ \pm \frac{\partial E_{\nu}}{\partial z} + \frac{1}{v_g} \frac{\partial E_{\nu}}{\partial t} + i \frac{k''}{2} \frac{\partial^2 E_{\nu}}{\partial t^2} = $$

$$ - \frac{a}{2} E_{\nu} \left( \left| E_{\nu} \right|^2 + 2 \left| E_{\nu} \right|^2 \right) E_{\nu} $$

+ $S_{sp} + G_{\nu}(E_{\nu}) $ 

(61)

These field equations are coupled with the carrier rate equations for the SCH and QW sections, of which the complete forms are shown in the Appendix.

Unlike the simulations presented in [2], we modify the physical model to include multiple waveguides for enhancing nonlinear pulse shaping and mode-locking [26]. Thus the simulations presented here provide potentially new physics for aiding in mode-locking. Specifically, we extend the diode model to a waveguide array with three waveguides. By coupling out low-intensity components to the neighboring waveguides, we can effectively shape the electric field propagating in the first waveguide making use of its effects of intensity discrimination, thus achieve highly performed mode-locked pulses in the laser cavity [27–29]. For nearest neighbor coupling, the resulting approximate evolution dynamics describing the waveguide array mode-locking is given by

$$ \pm \frac{\partial E_{11}}{\partial z} + \frac{1}{v_g} \frac{\partial E_{11}}{\partial t} + i \frac{k''}{2} \frac{\partial^2 E_{11}}{\partial t^2} = $$

$$ - \frac{a}{2} E_{11} \left( \left| E_{11} \right|^2 + 2 \left| E_{11} \right|^2 \right) E_{11} $$

+ $S_{sp} + G_{11} + iCE_{11}^3 $ 

(62)

$$ \pm \frac{\partial E_{12}}{\partial z} + \frac{1}{v_g} \frac{\partial E_{12}}{\partial t} + i \frac{k''}{2} \frac{\partial^2 E_{12}}{\partial t^2} = $$

$$ - \frac{a}{2} E_{12} \left( \left| E_{12} \right|^2 + 2 \left| E_{12} \right|^2 \right) E_{12} $$

+ $S_{sp} + G_{12} + iCE_{12}^3 $ 

(63)

$$ \pm \frac{\partial E_{13}}{\partial z} + \frac{1}{v_g} \frac{\partial E_{13}}{\partial t} + i \frac{k''}{2} \frac{\partial^2 E_{13}}{\partial t^2} = $$

$$ - \frac{a}{2} E_{13} \left( \left| E_{13} \right|^2 + 2 \left| E_{13} \right|^2 \right) E_{13} $$

+ $S_{sp} + G_{13} + iCE_{13}^3 $ 

(64)

Here the dimensionless coupling factor $C$ is determined by the design parameters and spacing of the waveguide array. Thus it can be easily adjusted via designing the waveguide array to realize optimal mode-locking of the output.

Our simulations applied the numerical methods developed previously to the equation set above. With both propagating and counter propagating waves in the cavity, as well as the existence of chromatic dispersion and gain, we consider using the predictor-corrector scheme with transmission and reflection at the boundary and propagate in the direction of time. For our simulation, we use material parameters of GaAs for a higher central transition energy. The chromatic dispersion coefficient
is 1.25 ps²/m, and the full material parameters used in the simulation are listed in table 1 in Appendix. The coupling factor C = 1 is used between the waveguides in the array and the input current applied to the first waveguide is 100 mA.

To numerically demonstrate the stability of the predictor corrector scheme developed in Section 4B, the waveguide array governing equations is simulated over a large number of round trips. The propagating and counter propagating waves in the first waveguide are stably evolved as shown in Fig. 4. Here we propagated numerically along the characteristic, that is, each time and spatial step are discretized so that Δz/Δt = νg, and Δt is chosen to be 30 fs. The output power and spectral density show a repeatable waveform and broad spectral lines consistent with a mode-locked state over a long simulation time. Moreover, the predictor-corrector scheme shows robust stability compared to other methods with both wave propagation and chromatic dispersion included. It can also be unstable if the time step is taken to be too large as shown in Fig. 5, where the time step size is increased from 30 fs to 50 fs in the simulation. The predictor corrector scheme is unstable with increased stepping size and generates numerical blowup quickly at around t = 0.5 ns.

6. CONCLUSION

In conclusion, we have explored the stability of a number of numerical time-stepping schemes including Euler stepping, backward Euler, leap frog (2,2), predictor-corrector, and two new numerical schemes that integrate predictor-corrector and operator-splitting strategies. Given the diversity of physics for our models of interest, including nonlinear dispersive wave equations with counter propagating waves and complex gain dynamics (semiconductor physics), these new schemes provide viable strategies that are not only stable, but computationally efficient when evaluating the semiconductor physics. In general, the predictor corrector scheme shows reliable stability with a properly chosen step size. However the introduction of the operator splitting technique is motivated by the computational of the gain. Indeed, the combination of the operator-splitting scheme with the predictor-corrector is capable of efficiently decreasing the time complexity for evaluating the complex gain term in the predictor step, consequently providing an excellent numerical strategy when considering both stability and efficiency.

We have numerically validated the reliability of the predictor-corrector scheme with operator-splitting by applying it to a comprehensive traveling wave model for a quantum well and the mode-coupling in a waveguide array. The propagating and counter propagating waves are stably evolved by the predictor corrector scheme with time stepping size near Δt = 30 fs. For larger step sizes, the stability of the predictor-corrector is compromised. Thus much like a CFL requirement, our proposed method requires a sufficiently small stepping size to balance to ensure stability of the scheme. Regardless, the stable numerical results characterize the generation of frequency combs in the coupled waveguide array, diode laser. The predictor-corrector scheme along with the operator-splitting can be broadly applied, including to more complicated wave propagation models.
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**APPENDIX**

A. Derivation of the total polarization

The material polarization $P_{\text{vol}}$ is obtained from the Bloch equations as tailored to semiconductors [30]:

$$i\hbar \frac{\partial p(k,t)}{\partial t} = (\hbar \omega_0 - \Delta E_{cv}(k)) p(k,t)$$
$$- \frac{d_{cv}}{2} E(k,z,t) (\rho^e(k,t) + \rho^h(k,t) - 1) - i\hbar \frac{p(k,t)}{T_2} \tag{65a}$$

$$\frac{\partial \rho^e(k,t)}{\partial t} = -\frac{1}{\hbar} \text{Im} [d_{cv}^e E'(z,t)p(k,t)] + \frac{\partial \rho^e(k,t)}{\partial t}|_{\text{relax}} \tag{65b}$$

$$\frac{\partial \rho^h(k,t)}{\partial t} = -\frac{1}{\hbar} \text{Im} [d_{cv}^h E'(z,t)p(k,t)] + \frac{\partial \rho^h(k,t)}{\partial t}|_{\text{relax}} \tag{65c}$$

where $p(k,t)$ is the microscopic polarization, $\rho^{e,h}(k,t)$ is the occupation probability of electrons and holes, $d_{cv}$ is the dipole matrix element, $\Delta E_{cv}(k)$ is the transition energy between the conduction and valence bands, and $T_2 = 1/\Gamma$ is the intraband relaxation time which gives rise to homogenous broadening. It is important to note that these equations are in the time domain but are parameterized by the wavevector $k$ and hence represent the time evolution of the subset of carriers with momentum $k$.

A key simplification in our model is to assume that the intraband scattering is sufficiently fast to warrant the microscopic polarization adiabatically following the changes in carrier population. For modeling ultra-short pulses, this assumption may no longer hold and a full set of polarization equations will need to be solved dynamically. Integrating Eq. (65a), we obtain a time domain expression for the microscopic polarization in the occupation probabilities and the electric field:

$$p(k,t) = i d_{cv} E(k,z,t) e^{\frac{i\Delta E_{cv}(k)}{\hbar}} e^{\frac{-i\omega_0}{\hbar}(t-t') - \frac{\Gamma}{2}(t-t')} \times (\rho^e(k,t') + \rho^h(k,t') - 1) \tag{66}$$

Next, we make the standard adiabatic approximation in which we assume the occupation probabilities evolve slowly compared to the intraband relaxation time $1/\Gamma$ and can be taken out of the integral, with $t'$ replaced by $t$. The remaining convolution integral is then defined as the filtered field [7]

$$F(k,z,t) = \Gamma \int_{-\infty}^{t} dt' e^{\frac{i\Delta E_{cv}(k)}{\hbar}} e^{\frac{-i\omega_0}{\hbar}(t-t') - \frac{\Gamma}{2}(t-t')} E(z,t') \tag{67}$$

The filtered field consists of all the components that interact with the population $\rho^{e,h}(k,t)$. Here the transition frequency is defined such that $\hbar \omega_0$ is the transition energy for a confined electron-hole pair with zero transverse energy and satisfies

$$\frac{\Delta E_{cv}(k)}{\hbar} - \omega_0 = \frac{E_i(k)}{\hbar}$$

Thus each discretized carrier group will have a different filtering frequency defined by the transverse energy $E_i$. The time-dependent microscopic polarization reduces to a simple expression:

$$p(k,t) = i d_{cv} E(k,z,t) \tag{68}$$

Here we note that physically, the $k$ dependence of the confined carriers in the quantum well is due to a momentum $k$ in the two transverse directions, and we therefore define a transverse energy with a simple parabolic band structure:

$$E_i = \frac{\hbar^2 |k|^2}{2m^*_t} \tag{69}$$

where $m^*_t$ is the reduced effective mass. Hence to save space, we interchangeably write $\rho^{e,h}(k,t) \leftrightarrow \rho^{e,h}_i$. We can also rewrite the filtered field by interchanging $F(k,z,t) \leftrightarrow F(E_i,z,t)$.

The total polarization per volume is a summation over all carrier groups with momentum $k$. Therefore, the total polarization for a 2-D quantum well can be written as:

$$P_{\text{vol}}(t) = \frac{2}{V} \sum_k d_{cv}^m p(k,t) = \frac{i|d_{cv}|^2}{2\hbar \Gamma} \sum_k (\rho^{e}_i + \rho^{h}_i - 1) F(E_i,z,t) \tag{70}$$

The $k$-summation can be converted to a transverse energy integral. We use a simple parabolic dispersion relation for the conduction and valence bands:

$$E_c = E_g + E_{c1} + \frac{\hbar^2 |k|^2}{2m^*_e} \tag{71a}$$
$$E_v = E_{h1} - \frac{\hbar^2 |k|^2}{2m^*_h} \tag{71b}$$
$$\hbar \omega_0 = E_g + E_{c1} - E_{h1} \tag{71c}$$

where $E_g$ is the band gap energy, $E_{c1}$ is the confined electron energy, $E_{h1}$ is the confined hole energy, $m^*_e$, $m^*_h$ is the electron and hole effective mass (we have assumed only a single confined electron state). Rewriting Eq. (70) with an energy integral, we obtain:

$$P_{\text{vol}}(t) = \frac{i|d_{cv}|^2}{2\hbar \Gamma} \int dE_i D^{2D}_{er}(\rho^{e}_i + \rho^{h}_i - 1) F(E_i,z,t) \tag{72}$$

B. Carrier rate equations for the SCH and QW sections

The QW equations are labeled with the transverse variable for each discretized bin yielding

$$\frac{\partial \rho^{e,h}_{\text{s}}}{\partial t} = \frac{\eta_{\text{In}}}{\hbar N_{e,v,\text{sch}} h_{\text{sch}}} \left(1 - \rho^{e,h}_{\text{s}}\right) \frac{\rho^{e,h}_{\text{s}}}{\tau_{sp}}$$

$$+ n_{\text{qw}} \sum_{E_i} \left[ \rho^{e,h}_{\text{sch},E_i} \left(1 - \rho^{e,h}_{\text{sch},E_i}\right) \frac{1 - \rho^{e,h}_{\text{sch},E_i}}{\tau_{e,h}} \rho^{e,h}_{\text{sch},E_i} \right] \tag{73a}$$

$$\frac{\partial \rho^{e,h}_{\text{qw},E_i}}{\partial t} = \frac{h_{\text{sch}} N_{e,v,\text{sch}}}{n_{\text{qw}} h_{\text{qw}} N_{r_{\text{qw}}}} \left( \rho^{e,h}_{\text{sch},E_i} \left(1 - \rho^{e,h}_{\text{sch},E_i}\right) \frac{1 - \rho^{e,h}_{\text{sch},E_i}}{\tau_{e,h}} - \frac{\rho^{e,h}_{\text{sch},E_i}}{\tau_{e,h}} \right)$$
$$- \frac{\rho^{e,h}_{\text{sch},E_i}}{\tau_{e,h}} - R_{\text{st}} - R_{\text{g}} \tag{73b}$$
\[ \frac{\partial \rho_{g,E}}{\partial t} = -\frac{\rho_{g,E}}{\tau_{sp}} - 4k_0^2 D \rho_{g,E} - 2g_0 \frac{\Delta E_l}{\hbar \omega_0^2} h_{iqw} WN_{r,qw} \]

\[ \times \left[ \frac{1}{2} \left( E_+^* F_- - E_-^* F_+ \right) (\rho_{iqw}^{ch} + \rho_{iqw}^{eh} - 1) + 2 \text{Re}(E_+^* F_- + E_-^* F_+) \rho_{g,E} \right] \]

(73c)

\[ R_{st} = 2g_0 \frac{\Delta E_l}{\hbar \omega_0^2} h_{iqw} WN_{r,qw} \left( (\rho_{iqw}^{ch} + \rho_{iqw}^{eh} - 1) \text{Re}(E^* F) \right) \]

(74)

\[ R_g = 2g_0 \frac{\Delta E_l}{\hbar \omega_0^2} h_{iqw} WN_{r,qw} \left( (E_+^* F_- + E_-^* F_+) \rho_{g,E} \right) \]

\[ + (E_+^* F_- + E_-^* F_+) \rho_{g,E} \]

(75)

where \( N_{c,p,\text{sch}} = 2 \left( \frac{m_{c,p} k_b T}{2\pi m_{c,p}} \right)^{3/2} \), \( N_r = \frac{m_e^2 \Delta \epsilon_c}{\hbar^2 n_{iqw}} \) are the effective 3-D and 2-D density of states, \( D \) is the ambipolar diffusion coefficient, \( \tau_{sp} \) is the spontaneous emission lifetime, \( \tau_{c,h}^* \) is the capture lifetime, and \( \tau_{c,h}^s \) is the escape lifetime. The recombination rates \( R_{st} \) and \( R_g \) govern population decay due to stimulated emission and the carrier grating respectively. The escape times \( \tau_{c,h}^s \) are particularly important in our model as they phenomenologically represent intraband interactions. As shown in the Appendix, they are given by

\[ \tau_{c}^s = \tau_{c} \exp((\delta \epsilon_c - \frac{m_e}{m_c} \epsilon_i) / k_b T) \]

(76)

\[ \tau_{h}^s = \tau_{h} \exp((\delta \epsilon_h - \frac{m_h}{m_i} \epsilon_i) / k_b T) \]

(77)

The value of these escape times is tailored specifically to allow the rate equations 73a, 73b to relax to the Fermi-Dirac distribution.

C. Simulation parameters for the GaAs system

Table 1 details the parameters used in simulations presented in Sec. 5.

| Symbol | Description | Value |
|--------|-------------|-------|
| \( L \) | Length of device | 500 \( \mu m \) |
| \( W \) | Width of waveguide | 4 \( \mu m \) |
| \( h_{\text{sch}} \) | Height of SCH layer | 50 nm |
| \( h_{qw} \) | Height of quantum well | 5 nm |
| \( n_0 \) | Group refractive index | 3.5 |
| \( n_{qw} \) | Number of quantum wells | 2 |
| \( a \) | Intrinsic waveguide loss | 5 cm\(^{-1} \) |
| \( \Gamma_{xy} \) | Optical confinement factor | 0.02 |
| \( \alpha_g \) | Two-photon absorption | 580 W\(^{-1}\)m\(^{-1} \) |
| \( \beta_i \) | Kerr coefficient | 430 W\(^{-1}\)m\(^{-1} \) |
| \( \hbar \omega_0 \) | Central transition energy | 1.55 eV |
| \( |\hat{e} \cdot \mathbf{p}|^2 \) | Momentum matrix element | 25 meV\( \times m_0/6 \) |
| \( \Gamma \) | Homogenous half linewidth | 11 meV/\( \hbar \) |
| \( m_{s,\text{sch}}^* \) | Effective mass of electrons in SCH layer | 0.125\( m_0 \) |
| \( m_{h,\text{sch}}^* \) | Effective mass of holes in SCH layer | 0.703\( m_0 \) |
| \( m_{s,\text{qw}}^* \) | Effective mass of electrons in GaAs QW | 0.093\( m_0 \) |
| \( m_{h,\text{qw}}^* \) | Effective mass of holes in GaAs QW | 0.53\( m_0 \) |
| \( \tau_{c,h}^s \) | Electron hole capture time | 1, 10 ps |
| \( \delta \epsilon_\text{c} \) | Conduction band quantum well barrier | 50 meV |
| \( \delta \epsilon_\text{h} \) | Valence band quantum well barrier | 25 meV |
| \( \beta_{sp} \) | Spontaneous emission coupling factor | \( 1 \times 10^{-4} \) |
| \( \tau_{sp} \) | Spontaneous emission lifetime | 1 ns |
| \( D \) | Ambipolar diffusion coefficient | 20 cm\(^2\)/s |
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