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Abstract

In-home IoT devices play a major role in healthcare systems as smart personal assistants. They usually come with a voice-enabled feature to add an extra level of usability and convenience to elderly, disabled people, and patients. In this paper, we propose an efficient and privacy-preserving voice-based search scheme to enhance the efficiency and the privacy of in-home healthcare applications. We consider an application scenario where patients use the devices to record and upload their voice to servers and the caregivers search the interested voices of their patient’s based on the voice content, mood, tone and background sound. Our scheme preserves the richness and privacy of voice data and enables accurate and efficient voice-based search, while in current systems that use speech recognition the richness and privacy of voice data are compromised. Specifically, our scheme achieves the privacy by employing a homomorphic encryption; only encrypted voice data is uploaded to the server who is unable to access the original voice data. In addition, our scheme enables the server to selectively and accurately respond to caregiver’s queries on the voice data based on voice’s feature similarity. We evaluate our scheme through real experiments and show that our scheme even with privacy preservation can successfully match similar voice data at an average accuracy of 80.8%.

I. INTRODUCTION

Recently IoT in-home devices have shown their potential to significantly improve in-home healthcare system by further facilitating the patient-caregiver relationships \cite{1}. For instance, hands free and device free voice command features have significantly helped elders, disabled people and patients. Voice reminders and notifications for taking medications or doctor appointments, and ease of communication
with caregivers through voice enabled hands-free messaging services, are some examples of applications helping everyone in the healthcare cycles [2]. In current applications of voice-enabled IoT devices, the voice data are usually converted to text mainly because i) the required capacities for storing text is significantly less than voice and ii) data mining and extraction from text is much easier and efficient than voice [3]. However, there are three main problems with speech recognition in health related applications. 

First, voice is a richer date type than text, i.e. there exist useful information that are specific to voice, like tone, volume, pitch [4] and this richness cannot be preserved by speech recognition. As shown in [5], richness of the voice is important for healthcare applications. Second, considering the healthcare data, as a clearly sensitive and private category of data, and the home environment, which is always known as the most private environment for users, there has always been a challenge for keeping the data private and secure from other parties outside the trust cycle, e.g. untrusted servers, and outsourcing services. 

The speech recognition requires high processing and storage resources because of its complexity. It is thus usually done on cloud servers, while this requirement limits the application in case of sensitive information and untrusted servers. Finally, the offline speech recognition techniques are a solution to the privacy preservation problem on untrusted servers, but they are less accurate compared to the online solutions. Also, the training phase in speech recognition may limit the application in case of dynamic and continuously growing systems [6].

In this paper we consider a scenario where voice data are generated by the user, and the information contained in these voice data such as tone, background voices and ambient sounds are being detected and utilized. Richness of the voice is important for health related applications. The background voices can reveal information about the environment, e.g., a music being played, a show on TV, or presence of other people. Moreover, the tone of a patient’s voice can easily and clearly reveal some information about her emotional and physical conditions and reflect her feelings and mood. In addition, happiness, sadness, anger or frustration can also be detected in patient’s voice even if the patient says the same word. To preserve the richness and privacy of the voice data, we propose an efficient and privacy-preserving voice-based search scheme, which stores the patient’s voices collected through voice-enabled IoT home devices at a server and enables the caregiver to later search their interested voices from the server. To preserve data privacy at the server, encrypted data storage is one popular technique [7]. This technique is highly implemented and used for text, images, and video, but there is a small amount of prior work in case of voice data because of popularly used speech-to-text conversion services nowadays. The original voices are not usually stored in the database, and are mostly kept in special cases where the voice itself is important, e.g. music sound records. In our scenario, these voices will be encrypted and uploaded to a server and the patient’s caregiver can later query the interested data from the server, decrypt it and
access the original voice of the patient. We also aim to achieve higher accuracy than existing works because it deals with the voice data directly and does not need to convert them to text. Specifically, contributions of this work can be summarized as follows:

- First, we study the advantages and disadvantages of voice over text as the data type to be collected from the patients, from both patient and caregiver’s point of view. We found the richness of voice can be useful to in-home healthcare applications where existing data collection and search schemes cannot be applied.
- Second, we present novel schemes for collecting, encrypting, and storing the patients’ voice over the semi-trusted server using voice-enabled IoT home devices, and voice-based search over mHealth data. Our scheme preserves both the richness and privacy of the voice data and achieves high efficiency in the voice search function.
- Third, we evaluate our schemes by performing privacy and accuracy analysis using real data and show our methods are successfully preserving the privacy of the data from the server, and accurately detect different tones, moods, and background sound from the collected voice data.

The remainder of this paper is organized as follows; in section II we present the system model by introducing system components, design goals and, trust model. Section III covers the preliminaries of this work and followed by our proposed scheme at section IV, we bring the privacy and usability evaluation in section V. Then related works are presented in section VI and finally we conclude the paper in section VII.

II. System Model

We consider a scenario in which the patient has equipped her home with smart home devices and uses these devices to securely record and send her voice to her caregiver.

A. System components

As depicted in Fig. 1 our proposed system consists of five components:

- User (U): the primary user, e.g. the patient who is using the system to communicate with her caregiver.
- Caregiver (D): the caregiver of the patient who uses the system to receive the recorded voice data and uses them to make queries and get similar voice data to study the mental and physical conditions of the patient.
- Device (S): the IoT home device which records, encrypts and uploads the user’s voice data to a server.
- Interface ($I$): the interface caregiver uses to get and decrypt the list of recorder voice data of the user, and also make voice search and queries on each of the samples.
- Database server ($DB$): the semi-trusted database server which is in charge of keeping the encrypted voice data and returning the query results after processing caregiver’s encrypted query.

![System Model](image)

Fig. 1. System Model

### B. Design goals

- **Voice richness preservation** - Voice data contains more information than text, and these extra information are usually lost in current applications. In our system, voice data are not converted to text and the actual voices are being transmitted to the caregiver, thus all the information contained in the data is being preserved and used.
- **Voice privacy preservation** - Health related information are private and sensitive, and usually are required to be preserved from the untrusted servers. In our system, the server is considered semi-trusted, thus no information about the contents of the data being transmitted is shared with the server and only the user and her caregiver are aware of the contents of the information.
- **Search efficiency** - The search and matching between the database contents and the given search voice are done by the server. This operation is done by comparing the features of the voice data. These features are only extracted once and stored along with the voice itself into the database, thus the server is able to efficiently match the given voices.

### C. Trust model

- **Database server**: Database server is semi-trusted in our system, i.e. the user information would not be shared with the server, but it is trusted to perform the voice matching tasks correctly and seamlessly.
• Home IoT device: The home device is considered trusted as it is collecting and processing user’s sensitive and private voice information. It also is trusted to perform the encryption tasks on the recorded voices.
• Caregiver and her Interface: The caregiver of the patient is considered trusted and has the privileged to receive and use the sensitive voice information of the user. The interface device between the caregiver and the voice data returned from the server, which is used to receive and search the voice database is also considered trusted.

III. Preliminaries

A. Homomorphic encryption

Homomorphic encryption provides the addition and multiplication operations over ciphertexts, i.e. heavy operations can be performed by untrusted parties without knowing the shared secret. This method is widely used in data aggregation and computation on privacy-sensitive content [8]. A homomorphic encryption scheme can be described as follows:

A central authority runs a generator \( G \) which outputs \( \langle p, q, R, R_q, R_p, \mathcal{X} \rangle \) as system public parameters:

- \( p \leq q \) are two primes s.t. \( q \equiv 1 \mod 4 \) and \( p \gg l; \)
- Rings \( R = \mathbb{Z}[x]/\langle x^2 + 1 \rangle \), \( R_q = R/qR = \mathbb{Z}_q[x]/\langle x^2 + 1 \rangle \);
- Message space \( R_p = \mathbb{Z}_p[x]/\langle x^2 + 1 \rangle \);
- A discrete Gaussian error distribution \( \mathcal{X} = D_{\mathbb{Z}^n, \sigma} \) with standard deviation \( \sigma \).

Suppose user \( u_i \) has a public/private key pair \( \langle pk_i, sk_i \rangle \) such that \( pk_i = \{a_i, b_i\} \), with \( a_i = -(b_is + pe) \), \( b_i \in R_q \) and \( s, e \leftarrow \mathcal{X} \), and \( sk_i = s \). Let \( b_{i,1} \) and \( b_{i,2} \) be two messages encrypted by \( u_i \).

- Encryption \( E_{pk_i}(b_i, 1) \): \( c_{i,1} = (c_0, c_1) = (a_iu_t + pg_t + b_{i,1}t + pf_t) \), where \( u_t, f_t, g_t \) are samples from \( \mathcal{X} \).
- Decryption \( D_{sk_i}(c_{i,1}) \): If denoting \( c_{i,1} = (c_0, ..., c_{a_1}) \), then \( b_{i,1} = (\sum_{k=0}^{a_1} c_ks^k) \mod p \).
  Consider the two ciphertexts \( c_{i,1} = E(b_{i,1}) = (c_0, ..., c_{a_1}) \) and \( c_{i,2} = E(b_{i,2}) = (c_0', ..., c_{a_1}') \).
- Addition: Let \( \alpha = \max(a_{1}, a_2) \). If \( a_1 \leq \alpha \), let \( c_{a_1+1} = ... = c_{\alpha} = 0; \) If \( a_2 \leq \alpha \), let \( c_{a_2+1} = ... = c_{\alpha}' = 0. \) Thus, we have \( E(b_{i,1} + b_{i,2}) = (c_0 \pm c_0', ..., c_{\alpha} \pm c_{\alpha}') \).
- Multiplication: Let \( v \) be a symbolic variable and compute \( (\sum_{k=0}^{a_1} c_kv^k) \cdot (\sum_{k=0}^{a_2} c_kv^k) = \hat{c}_0 + \hat{c}_1v + \hat{c}_0. \) Thus, we have \( E(b_{i,1} \times b_{i,2}) = (\hat{c}_0, ..., \hat{c}_{a_1+a_2}) \).

B. Voice feature extraction

Psychophysical studies [9] have shown that human perception of the sound frequency contents for speech signals does not follow a linear scale. Thus for each tone with an actual frequency, \( f \), measured
in Hz, a subjective pitch is measured on a scale called the “Mel” scale.

\[ f_{mel} = \alpha \log_{10}(1 + \frac{f}{700}) \]

Where \( f_{mel} \) is the subjective pitch in Mels corresponding to a frequency in Hz and \( \alpha \) is a constant. This leads to the definition of “Mel Frequency Cepstral Coefficient” (MFCC) [10]. Fig. 2 depicts the block diagram for MFCC algorithm.

The voice signal is first pre-emphasized with a filter to spectrally flatten the signal. Then the pre-emphasized voice signal is separated into short segments called frames. There usually is a overlap between two adjacent frames ensure stationary between frames. Then a Fast Fourier Transform is applied to the frames and after that, the spectrum of each frame is filtered by a set of filters, and the power of each band is calculated. Finally we can calculate the Mel-Frequency cepstrum from the output power of the filter bank using this equation:

\[ c_n = \sum_{k=1}^{K} (\log S_k) \cos[n(k - 0.5)\frac{\pi}{K}] \]

Fig. 2. MFCC Overview

IV. PROPOSED SCHEME

In this section, we introduce our proposed data collection, encryption, and storage scheme as well as our proposed keyword search mechanism for query over encrypted voice data.

A. Scheme overview

The overview of our scheme is shown in Fig. 1. Consider a scenario where the user has a voice-enabled IoT home device to communicate and transfer her voice data to her personal database accessible by her caregiver. The IoT home device collects and encrypts the user voice locally and stores the encrypted voice in the database. The database is always updated with the latest user health data records. Her caregiver, e.g. caregiver, using an interface containing the user’s labeled voice samples which can send voice queries to the encrypted voice database, and obtain all the similar voices of that user using the same
interface. This case cannot be addressed using the speech-recognition techniques because i) the tone of the patient’s voice is also important for us, and ii) there exists extra information on the background, which can reveal important information for the caregiver. There are six steps for the query process.

**Step 1:** Voice collection and encryption: User can easily and with the least effort record her voice using the voice enabled smart home device. This device collects and locally encrypts the user voice using a symmetric key encryption method [11].

**Step 2:** Encrypted voice upload: The in-home device then uploads the encrypted voice to the database server which is untrusted and cannot know the contents of the uploaded information, thus the encryption key is not shared with it.

**Step 3:** Query: User’s caregiver, e.g. caregiver, queries the database using the labeling interface, which is an application which associates all the voice data in user’s voice database to their suitable text labels defined by the caregiver. The encryption key is shared with this interface and caregiver can listen to the stored voices of the user, categorize and label them and then select the intended voices for the query.

**Step 4:** Query encryption: The selected keyword voice is then encrypted and sent to the server for the keyword matching. As mentioned before, since the server is untrusted, it does not have any information about the contents of the received query.

**Step 5:** Encrypted voice matching: Using our proposed encrypted voice matching mechanism, the server is able to calculate a similarity factor between the voice query and the user voice data using the method introduced in subsection C. The server then returns these encrypted similarity metrics to the caregiver’s interface.

**Step 6:** Similarity metric decryption and voice data request: Caregiver’s interface then decrypts the received information from previous step and based on a pre-defined threshold values, detects a set of matching voices. References to these voices are then sent to the server for requesting the actual voice files.

**Step 7:** Results delivering: The voice data corresponding to the given references are returned from the server to caregiver’s interfaces and then to the caregiver after decryption.

**B. Local voice encryption by home device**

Since the voice data to be transferred are personal and sensitive, and the server is considered untrusted, the voice files need to be encrypted locally before being transferred to the server. For this purpose, we first apply a Mel Frequency Cepstral Coefficient (MFCC) algorithm, as explained in the preliminaries section, on the voice files to extract the features needed for classifying the voices.
Algorithm 1 MFCC Algorithm

1: **Input**: voice file \( V \)

2: **Output**: a 2-D array \( F \), containing features of the voice based on the frequency

3: \( x = \text{audioread}(V) \); \( \triangleright \) read the voice file

4: \( \text{bank} = \text{melbankm}(\text{rate}(V)) \); \( \triangleright \) create the Mel filter bank coefficients

5: \( m = \text{fft}(x) \); \( \triangleright \) Fast Fourier Transform

6: \( \text{dtm}(i,:) = -2*m(i-2,:)-m(i-1,:)+m(i+1,:)+2*m(i+2,:) \); \( \triangleright \) the first-order difference coefficient

7: \( \text{dtmm}(i,:) = -2*\text{dtm}(i-2,:)-\text{dtm}(i-1,:)+\text{dtm}(i+1,:)+2*\text{dtm}(i+2,:) \); \( \triangleright \) the second-order difference coefficient

8: \( F = [m \text{ dtm dtmm}] \); \( \triangleright \) merge all coefficients to get the features **return** \( F \) \( \triangleright \) Features matrix

The feature matrix \( F \), is a 36 by \( l \), 2-d array of double values, where \( l \) depends on the length of the input voice file and 36 is the number of filter banks we use. A sample output of this matrix is shown here:

\[
v = \begin{bmatrix}
6.960 & 20.511 & \ldots & 0.115 \\
9.220 & 21.134 & \ldots & -0.189 \\
. & . & . & . \\
. & . & . & . \\
2.818 & 8.825 & \ldots & -0.252
\end{bmatrix}
\] (1)

The output of this algorithm is then encrypted using a homomorphic symmetric encryption method when the encryption key is shared only between the user and the caregiver. Also, the actual voice files themselves are encrypted, but not with the same encryption method because there is no operations performed on the voice data by the server. In this case we use AES encryption method for these voices. These encrypted voice samples are then associated with their encrypted features set and stored on the database on the cloud server together.

C. Encrypted voice feature matching

After the encrypted voice information from the user are stored on the database, now the caregiver would be able to query these information. To do so, all the voice samples are available to the caregiver, and since the patient shares the encryption key with the caregiver, she is able to decrypt and listen to the actual voice files recorded by the user one by one. Server will perform the following operations to match a received voice features \( v' \) to all of the voice features \( v \) in the database. Note that each voice sample consists of a \( l \) by 36 matrix from MFCC features as shown in equation (2) where \( l \) is depended on the length of each voice. For simplicity, the in-home device performs a column-based averaging
operation and runs encryption on vector $v$ to obtain $E(\bar{v})$ as shown in equation (3) where $E(x)$ stands for encrypted $x$.

$$v = \begin{bmatrix} v_{1,1} & v_{1,2} & \ldots & v_{1,36} \\ v_{2,1} & v_{2,2} & \ldots & v_{2,36} \\ \ldots & \ldots & \ldots & \ldots \\ v_{l,1} & v_{l,2} & \ldots & v_{l,36} \end{bmatrix}$$ (2)

$$E(\bar{v}) = (E(\bar{v}_1) \ E(\bar{v}_2) \ldots E(\bar{v}_{36}))$$ (3)

Now, to calculate the similarity metric between the two voices, the server calculates 36 element-by-element distances by calculating the squares of their subtraction and then gets an average on all the distance values to get a single value as the distance between two voices $v, v'$ as shown in equation (4).

$$E(dis_{v,v'}) = E((\bar{v}_1 - \bar{v}'_1)^2 + (\bar{v}_2 - \bar{v}'_2)^2 + \ldots + (\bar{v}_{36} - \bar{v}'_{36})^2)$$ (4)

Note that all these operations on encrypted data are enabled because of the used homomorphic encryption. The caregiver’s interface then decrypts this value and uses it to compare with pre-defined threshold values to decide if the two voice samples are similar enough. If they are, the caregiver further request the original voice sample using the references.

V. Evaluation

To evaluate the efficiency and privacy requirements of our proposed scheme, we have conducted experiments on real human and machine generated voice samples. We have used the online text-to-speech converters from “https://acapela-box.com/” and also have recorded human voices using regular, i.e. not noise-canceling cellphone and computer microphones in general environments like homes, offices and university campuses with different background voices (the voice samples are publicly available for research purposes). The first part of the evaluation, privacy analysis, is to confirm the system satisfies the privacy requirements in order for the scheme to prevent the server to infer the contents of the voice samples. The second part confirms that the scheme is usable enough in terms of the server being able to match the stored voices and received voice queries, thus the scheme is actually working.

A. Privacy analysis

As mentioned in the proposed scheme, our scheme uses homomorphic encryption ($E$) to preserve the privacy of the user’s sensitive voice features, i.e. $v$, and AES encryption ($Enc$) for voice data
themselves, i.e. \textit{voice}. That means only $\text{Enc}(\text{voice})$ and $E(v)$ are stored on the server. The encryption keys are shared only between the user and the caregiver and server is not able to infer the information while processing the requests and queries. Homomorphic encryptions gives us the power of transferring the highly computational operations on the server without revealing the actual data to it, which is a big advantage in this case with sensitive information and highly computational operations. Moreover, while performing the matching operations on the encrypted voice features, all the intermediate and final results are still encrypted and there is no relationship between them inferable by the server.

\textbf{B. Efficiency evaluation}

The server must be able to accurately match the voice query with the stored voice data on the server. Specifically, we use two different thresholds learned from training data for two levels of similarity. First we will check if the voices are similar enough to be detected as same word with the same tone, or same background noise. This threshold value is called $T_m$. If this check fails, i.e. the scheme does not detect enough similarity between the tones or background noises, then the second threshold, which naturally is larger than the first one, is used to detect if the words are the same, but said in different moods. This threshold is called $T_w$. If the voices don’t match even with this threshold, then they are considered different words. For instance, server should be able to match the voices containing the word “happy”, said in an excited tone with similar voices and tones, using the $T_m$, and it should be able to distinguish the word “happy” said in a bored mood as the same word but a different mood, also using $T_m$. Formally, with the notation of $\text{dis}_{v,v'}$ for similarity between voice features $v$ and $v'$, and $\alpha,\beta$ for “word.tone”, following equations are always correct when $\alpha,\beta,\gamma$ are disparate:

\begin{equation}
\text{dis}_{\alpha,\beta,\alpha,\beta} \leq T_m
\end{equation}

\begin{equation}
T_w \geq \text{dis}_{\alpha,\beta,\alpha,\gamma} \geq T_m
\end{equation}

\begin{equation}
\text{dis}_{\alpha,\beta,\gamma,*} \geq T_w
\end{equation}

Our results show that the user voice data in the database are distinguishable by the server with the accuracy of 86.66% for same word with same mood, and 79.15% for same word with two different moods. Also the similar background noises are distinguishable by the server with an accuracy of 76.66%. All the cases are shown in table I. We use the well-known “Accuracy”, “Sensitivity” and “Specificity” statistical metrics $^1$ to show our scheme’s performance.

$^1$Accuracy is defined as (True Positive + True Negative) / (True Positive + False Positive + True Negative + False Negative) , sensitivity is $TP/(TP + FN)$ and Specificity = $TN/(TN + FP)$. 
| Similarity Level           | Accuracy | Sensitivity | Specificity |
|---------------------------|----------|-------------|-------------|
| Same Mood                 | 86.66%   | 0.60        | 0.90        |
| Different Mood            | 79.15%   | 0.44        | 0.92        |
| Different Background Noise| 76.66%   | 1.00        | 0.75        |

**TABLE I**

SAME WORD EFFICIENCY EVALUATION

An important point to mention here is the relationship between specificity and sensitivity. Intuitively, for both thresholds, if we take the threshold too small, none of the voices would be detected as similar, i.e. number of false negatives will grow, but on the other hand number of false positives would decrease, which results in higher sensitivity and lower specificity. And vice versa for the case where we take the thresholds too large. This trade-off is depicted on the Fig. 3 for detection of the same word as an example.

![Specificity-Sensitivity Trade-off](image)

**VI. RELATED WORKS**

IoT provides a perfect platform for smart ubiquitous healthcare [12] using body area sensors and IoT as the back-end for uploading the data. As an extension to body area sensors, the home monitoring systems for patient and specifically the elderly allows the caregivers to monitor the patients closely and continuously to avoid hospitalization costs [13], [14]. However, the concept of voice-enabled home IoT devices, is a fairly new and topic and has not been addressed comprehensively.

With advances in speech recognition technologies, there are many voice enabled smart home devices introduced to help users to interact with devices via speech. However, there are several privacy and security concerns when dealing with microphone-enabled smart devices. [15] distinguishes active and
passive listening and introduces three different categories; manually activated, speech activated, and always on and studies some privacy implications of these challenges and mentions the ability of these devices to passively listen to all the voices in the environment to detect their wake-up words.

Several prior works are done around data storage on untrusted cloud servers and query processing on encrypted data. Keyword search on encrypted data has been studied for many different utilities\(^\text{[16]}\)\(^\text{[21]}\). While standard methods of secrecy hide the content of the message, covert communication in wireless environments\(^\text{[22]}\),\(^\text{[23]}\) and computer networks\(^\text{[24]}\),\(^\text{[25]}\) hides the existence of the communication. More Specifically,\(^\text{[26]}\) proposed an encryption method for IoT data storage and query processing on untrusted cloud database servers which applies the encryption at the origin of the data, but the server is still able to process the queries, however these studies are more concentrated on text as the type of stored data and voice data types are not widely considered for this purpose.

Mel Frequency Cepstral Coefficient (MFCC) has been widely used for extracting the features of spoken human voice mainly for speech recognition purposes\(^\text{[15]}\),\(^\text{[27]}\)\(^\text{[30]}\) but this technique can also be applied for matching the features of the voice to associated voices directly without conversion to text.

Speech recognition and voice-to-text services are studied and implemented in a wide variety of applications as a promising technique to minimize the storage requirements and facilitate the data processing and information extraction. However, the requirement of a powerful processing capability has always been a drawback. Recently, local speech recognition engines are introduced\(^\text{[6]}\),\(^\text{[15]}\), but the capability of such systems are low and learning and customization of the system based on the individuals’ speech is very limited\(^\text{[6]}\). On the other hand, using cloud computing for this purpose will require disclosure of the information to the server, which may be untrusted. Our proposed scheme addresses these issues by replacing speech recognition by a novel encrypted voice matching technique.

\textbf{VII. Conclusion}

In this paper, we proposed an efficient and privacy-preserving voice-based search scheme. We studied the importance and advantages of the extra information in the voice over text for healthcare applications. We employed the voice feature extraction and matching algorithms to achieve the matching efficiency, and we employed the homomorphic encryption technique to achieve the voice privacy. Through evaluation in real experiment we showed that our scheme is able to detect the tone and background voices in the patient’s recorded voice data and categorize the voices based on them with an average accuracy of 80.8%. For our future work, we will include more characteristics of voice data in our scheme design.
such that the caregiver can make voice-based search with these characteristics. We will also explore other techniques for voice feature extraction to achieve higher accuracy.
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