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SUMMARY Although the Marching Cube (MC) algorithm is very popular for displaying images of voxel-based objects, its slow surface extraction process is usually considered to be one of its major disadvantages. It was pointed out that for the original MC algorithm, we can limit vertex calculations to once per vertex to speed up the surface extraction process, however, it did not mention how this process could be done efficiently. Neither was the reuse of these MC vertices looked into seriously in the literature. In this paper, we propose a “Group Marching Cube” (GMC) algorithm, to reduce the time needed for the vertex identification process, which is part of the surface extraction process. Since most of the triangle-vertices of an iso-surface are shared by many MC triangles, the vertex identification process can avoid the duplication of the vertices in the vertex array of the resultant triangle data. The MC algorithm is usually done through a hash table mechanism proposed in the literature and used by many software systems. Our proposed GMC algorithm considers a group of voxels simultaneously for the application of the MC algorithm to explore interesting features of the original MC algorithm that have not been discussed in the literature. Based on our experiments, for an object with more than 1 million vertices, the GMC algorithm is 3 to more than 10 times faster than the algorithm using a hash table. Another significant advantage of GMC is its compatibility with other algorithms that accelerate the MC algorithm. Together, the overall performance of the original MC algorithm is promoted even further.
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1. Introduction

1.1 Voxel-Based Object Representation

Volume visualization is a method of extracting meaningful information from volumetric datasets through the use of interactive graphics and imaging, and is concerned with the representation, manipulation, and rendering techniques of volumetric datasets [1], [2]. These techniques consider the object space as a whole, divide it up into regular or cubic voxels, and label each voxel in the space according to object occupancy. This type of object representation is usually referred to as voxel-based object representation. For instance, in medical image applications, many researchers have used voxel-based object representation to stack together a series of cross-sectional 2D medical images, such as magnetic resonance imaging (MRI), Computed tomography (CT) [4], and the like, to provide computer-generated 3D images of the 3D structures to be explored.

1.2 Needs for the GMC Algorithm

The MC algorithm [3] is one of the most popular methods for displaying a voxel-based object. However, its slow surface extraction process is usually considered one of its major disadvantages. The algorithm was proposed in 1987 and most of the papers regarding were published prior to 2000. Since then, there are not many contributions to the MC algorithm seen in the literature. However, the advent of novel image acquisition techniques which has lead to very large voxel datasets has made the need for MC speed-up techniques grow dramatically and therefore interest in related subject has increased dramatically.

In order to efficiently store and render the graphics primitives (e.g. triangles) modern graphics libraries, such as OpenGL (Open Graphics Library) or Direct3D, provide facilities called vertex arrays and index arrays to store the triangle data in their implementation. The vertex arrays allow triangle vertices and their attributes, such as vertex positions, colors, or normals, to be specified in arrays while the index arrays allow its integer indices to index the vertices in the vertex array to form triangles as shown in Fig. 1. The five triangle vertices are represented in the vertex array as \([v_1, v_2, v_3, v_4, v_5]\), whereas the four triangles are represented in the index array as \([1 2 5, 2 3 5, 1 5 4, 4 5 3]\). In this case, the data of each vertex can be shared by many triangles. As a result, the vertex and index array can save a considerable amount of memory space and computation time. We will further discuss this in Sect. 2.3 of this paper.

There are many different aspects to improve the computation time of the MC algorithm, such as (1) avoiding traversal of the inactive cubes [5]–[7] and (2) speeding up the vertex-identification process, since most of the triangle-vertices of an iso-surface are shared by several triangles [8]. The vertex-identification process is needed to avoid the duplication of the vertices in the vertex array of the resultant triangle data. It was pointed out that for the original MC algorithm, we can limit vertex calculations to once per...
vertex to speed up the surface extraction process and in the meantime, the reuse of these MC vertices is easy to understand. However, how this process could be done efficiently was not mentioned and was not looked into seriously in the literature.

In some applications, the algorithms avoiding traversal of the inactive cubes may not be applicable. For instance, when an object is manipulated interactively by the users and the surfaces of the object need to be re-computed for each manipulation, such as cutting the object by a contour with a specified depth as shown in Fig. 2, there are no “inactive cubes” in the application contexts.

Therefore, in this paper, we do not consider the first aspect at all since it has been fully investigated in the literature previously and may not be applicable in some cases. Instead, we focus on the second aspect by proposing the “Group MC” algorithm, or GMC for short. The GMC considers a cube and its neighboring cubes as a whole instead of considering an individual voxel alone; it takes advantage of the spatial coherence of 3D objects; and it explores many interesting features of the original MC algorithm that were not considered in the past. Based on the GMC, we invent a very important concept of “new-voxel vertex” that improves the efficiency of the MC algorithm. In other words, although the strategies of vertex reuse have already been used in MC implementations, the value of this paper’s contribution lies in its description of a straightforward algorithm which is detailed enough to allow its reimplementation and usage. Therefore, we believe that the GMC has not only theoretical, but also practical value.

1.3 The Organization of This Paper

The rest of the paper is organized as follow. In Sect. 2, we discuss the relevant background materials including the problems with a hash table searching algorithm and the timing comparisons of different MC algorithms which justified the need of the GMC algorithm. In particular, based on our discussions with many people in the community, most think that all the research topics of the MC algorithm have been done more than a decade ago already and there is no need to further study it. Therefore, we also show the experiment results in this section (instead of at the end of the paper as most of the paper do) to explain the effectiveness of the GMC algorithm and to motivate the study in this paper. In Sect. 3, we introduce the important concept of the “new-voxel vertex” and how to use it to efficiently do the vertex identification process. In Sect. 4, we discuss the additional memory needed by the GMC algorithm. There are many existing acceleration MC algorithms proposed in the literature. Most of those algorithms can be incorporated with our GMC algorithm. In other words, the GMC algorithm is complementary to those algorithms rather than in competition with them. We also discuss how to combine the GMC algorithm with other existing MC acceleration algorithms. In Sect. 5, we present our conclusions.

2. Relevant Background Materials

2.1 The Slow Surface Extraction Process of the MC Algorithm

For the sake of argument, we will simply use “cube” to refer to the “cube” in the context of the MC algorithm. The MC triangle configurations within each cube consider only the 8 voxels at the 8 corners of the cube and nothing else. This concept makes the MC algorithm extremely simple to understand and therefore easy to implement. However, it does not attempt to take advantage of the spatial coherence of objects in 3D space. As a result, the slow surface extraction is usually considered as one of the major disadvantages of the MC algorithm.

The implementation of the MC algorithm consists of three steps: (1) compute the case type of each cube, (2) compute the vertices of each cube based on its case type, assign the vertex indices, and output the data of each vertex to the vertex array, and (3) compute the indices of the triangles of
each cube based on its case type and output them to the triangle index array. The vertex and index array can be more efficiently reused, stored, and rendered by OpenGL or Direct3D functions. In general, the first and second steps take up most of the execution time of the MC algorithm. The third step just simply outputs the results of the second step.

In the second step, we need a vertex identification process to check whether a vertex has been generated before or not. If it has, its index can be re-used for the current triangle. If it has not, it has to be generated and assigned a new index. In general, it may take a lot of time to search through the existing vertex array to find the answer. This search process is an important factor that invariably slows the MC algorithm and will be shown in Sect. 2.3.

2.2 The Problems with a Hash Table

The search process can be improved by a hash table with reasonable performance in some cases. However, the hash table has its own problems. For instance, it is difficult to estimate how large the hash table size should be in the context of the MC algorithm since the number of vertices of the objects we are interested in is usually unpredictable. If the hash table is too full, the performance of the hash table may deteriorate to linear (i.e., O(N) instead of a constant time where N is the number of entries of the hash table) for each search due to unavoidable collisions. If the hash table is too empty, a lot of memory is wasted. It is also computationally expensive to expand the hash table if we find the table is too full at run time. Once the hash table is established, the expansion at run time involves modification of the hash function, creation of a larger table, and rehashing all items in the old table into the new one. Furthermore, although each search without a collision takes a constant time that is much shorter than a brute force search, the constant time is certainly not a very short one since it involves the computation of the hash function and various overheads.

2.3 The Effects of Hash Table on the Overall Performance of the MC Algorithm

In order to investigate how much the hash table affects the overall performance of the MC algorithm, we performed the following experiments. We discuss the timing results of various cases here instead of discussing them right before the conclusion section of the paper as most papers do. In particular, based on our experience of discussions with many people in the community, most people think that all the research topics of the MC algorithm have been done more than a decade ago and there is no need to further study it. The experiment results shown here can also explain “why not simply use the hash table to solve the problem” as most people suggested. The results also motivate further study in this paper. The well-known publicly available VTK (Visualization Tool Kit) program [5] is used in the experiments. The VTK does not use an algorithm to avoid the traversal of inactive cubes and it uses a hash table to support the search process.

This may be due to the fact that VTK tries to deal with more general cases instead of the regular grid problems we discuss here. The programs were developed by experts in the visualization field and the codes are reasonably efficient. Since VTK was developed originally for general-purpose usages, we modified its codes to speed up about 10% of the original performance specifically for this study by eliminating some general cases. We have tested more than 50 different objects for the algorithms described here and obtained similar results consistently. We give only some examples and their timings here to show how the algorithms perform in Table 1. Although the experiment results may be different from machine to machine depending on the hardware configurations, such as memory size, cache size, CPU speed, bus bandwidth, and so on, this table gives readers a rough idea of the computation time for different situations.

All the experiments use the modified VTK program codes. Case 1 is the execution time of the MC algorithm for a threshold value high enough so that the case types of all the cubes are 0s based on the case type definition of the MC algorithm. In other words, no MC vertex is generated. The time measured is similar to that of traversing all the cubes only. This is the best case in terms of execution time since no vertex is generated. Case 2 is the execution time to generate some MC triangles with a hash table algorithm for the search process. Case 3 is the same as case 2 except that it does not use the search process (without the hash table mechanism). Instead, a table look-up proposed in this paper, i.e., the GMC algorithm, is used for the vertex identification. The computer system used for the experiments had an Intel Pentium 4 Processor 631+ CPU with

| Object | Dataset size | Number of vertices | Case 1 (2G) | Case 2 (2G) | Case 3 (4G) | Case 4 (4G) |
|--------|--------------|--------------------|-------------|-------------|-------------|-------------|
| A      | 512X512X50   | 1,360,742          | 0.8         | 4.5         | 1.3         | 3.1         |
| B      | 512X512X100  | 3,655,099          | 1.6         | 15.5        | 2.5         | 11.0        |
| C      | 512X512X200  | 9,325,839          | 3.2         | 54.0        | 5.1         | 27.0        |
| D      | 512X512X355  | 15,145,631         | 5.7         | 200.4       | 9.0         | 51.0        |
| E      | 512X512X400  | 9,418,833          | 6.4         | 80.6        | 10.1        | 40.4        |
| F      | 512X512X85   | 12,800,214         | 9.3         | 181.0       | 15.1        | 46.0        |
| G      | 512X512X50   | 2,677              | 0.8         | 1.3         | 1.2         | 1.2         |
| H      | 512X512X100  | 2,665              | 1.6         | 2.5         | 2.4         | 2.5         |
| I      | 512X512X200  | 2,689              | 3.2         | 5.0         | 4.9         | 5.0         |
| J      | 512X512X355  | 2,521              | 5.7         | 8.8         | 8.7         | 8.9         |
| K      | 512X512X400  | 2,772              | 6.4         | 10.0        | 9.8         | 10.0        |
| L      | 512X512X85   | 3,181              | 9.3         | 14.6        | 14.4        | 14.6        |
| M      | 512X512X50   | 22,673             | 0.8         | 1.3         | 1.3         | 1.3         |
| N      | 512X512X100  | 61,593             | 1.6         | 2.7         | 2.4         | 3.1         |
| O      | 512X512X200  | 271,800             | 3.2         | 7.6         | 4.9         | 6.6         |
| P      | 512X512X355  | 651,503            | 5.7         | 21.1        | 8.8         | 16.9        |
| Q      | 512X512X400  | 85,845             | 6.4         | 17.3        | 9.8         | 12.0        |
| R      | 512X512X85   | 142,547            | 9.3         | 36.8        | 14.5        | 25.6        |
3.0 GHz clock, 2 MB cache memory, 2 GB main memory, and a Microsoft Windows XP operating system. Case 4 and Case 5 are the same as Case 2 and Case 3 respectively except that the machine had an Intel Pentium Dual-Core Processor T3200 CPU with 2.0 GHz clock, 1 MB cache memory, 4 GB main memory. The program is a single-thread process. In other words, only one core was used.

In case 1, since the program simply goes through all the 3D cubes to compute the case types, the measured times are almost linearly proportional to the sizes of the corresponding 3D spaces, as we expected. However, in cases 2 and 3, since the situations are more complicated, the measured times are just more or less proportional to the numbers of generated MC vertices and the sizes of the corresponding 3D spaces.

Please note that the execution times in Table 1 are not linearly proportional to the numbers of vertices since the marching cube types of the cubes in the 3D scene are different from object to object and different types need different amounts of processing time. When the number of vertices is small, case 2 and case 3, and case 4 and case 5 are almost the same since the hash table algorithm performs very well. However, as the number of vertices increases, cases 3 and 5 required much less time to execute the MC algorithm. The hash table seems to take up a significant amount of time when the number of vertices is particularly large. This is in fact what we originally expected due to the problems described above. When the hash table is nearly full, the hash table algorithm becomes an O(N) algorithm or needs a computationally expensive re-hash function instead of a constant-time algorithm. As seen in the cases 2 and 4 on Table 1, the larger the memory is, the better the hash table algorithm performs.

Itoh et al. [8] proposed a propagation-based algorithm, called a cell-edge centered propagation algorithm, which does not use a vertex search algorithm for the vertex-identification process in the MC triangle generation. The algorithm visits all cells sharing an iso-surface cell-edge at the same time, and the vertex that lies on the cell-edge is registered onto all the triangles inside the visited cells. The vertex is no longer required in this process, and therefore the vertex search algorithm is not necessary in the algorithm. Their experimental tests showed that the method was about 20 percent faster than the conventional propagation implementation. However, the algorithm still needs to decide whether a given cell has been inserted in an FIFO (First In First Out buffer) and whether the triangles in a cell have been constructed or not. These operations described in the pseudo-code of their implementation still need some search processes although the number of search processes may be reduced. The search processes may be implemented by hash tables. We believe that this is why only 20 percent speed-up was gained. Based on our experiments, if the search processes were completely eliminated, there would be more speed obtained.

One can also avoid the search process by simply duplicating the vertices in the vertex array. In this case, the program may produce about 6 times more MC vertices on average based on our experiments with the MC algorithm. In other words, the benefit we gain from the vertex identification process is to reduce the number of vertices to 1/6 of the number of vertices if we simply duplicate the vertices. The number of vertices will affect the time for CPU to compute the normal and other various feature values (such as texture coordinates and colors), the space for storing the data of vertices, the time to send the vertices from CPU to GPU for rendering, the time for rendering, e.g., a higher hit ratio for the vertex cache in GPU when the transformed vertices are reused, and so on. The costs for the search process and vertex duplication may vary from object to object depending on the size and complexity of the object in question. Furthermore, as the CPU and GPU technologies continue to progress, it may be hard to argue whether the search process is justifiable. In any case, it is always favorable if the search process can be eliminated and the duplication of the vertices can be avoided. In particular, scientific research should not be limited to the current technology. It is always both practically and theoretically interesting to eliminate the search process while avoiding the vertex duplication.

In this paper, we propose the concept of the “new-voxel vertex” to completely eliminate the search process and avoid the duplication of vertices so that we can efficiently generate MC triangles. The details are described in Sect. 3.3.

2.4 Discussion of the Timing Performance of the MC Algorithms

In Table 1, when the number of vertices is small, more than 65% of the time is spent on the traversal of all the cubes to compute the case types of the cubes alone if we compare case 1 (the time mostly for the case type computation) and case 2 (the total time for the MC algorithm). In other words, it is not surprising that those algorithms that avoid the traversal of the inactive cubes can achieve 10 or even 100 times of improvement in performance if the number of active cubes (or the number of vertices) is small. Those algorithms do make a significant contribution in this case. However, if the number of the vertices is very large, the time spent for generating the vertices becomes a dominant performance factor in the whole MC algorithm as shown in Table 1. In this case, GMC is much faster than the original one.

Furthermore, in many interactive visualization applications where the objects of interest may be inside another object or blocked by other objects in the 3D space, or in the case when users may want to visualize the internal structure of objects of interest, some manipulations, such as cutaway operations, may be needed to reveal the objects of interest as shown in Fig. 2 that we have implemented in this study. In other words, the definition of the objects of interest can not be done by a simple threshold operation. Various automatic or semi-automatic volume manipulation operations are needed in order to reveal the objects of interest for visualization purposes. In this case, since the initial objects in the 3D space have been defined, the manipulation...
operations are usually done on a volume-representation data structure [4], [9]–[12] rather than a surface-representation data structure alone, such as MC triangles, that does not contain the internal structure of the objects. In this case, a "new object" (the resultant object) is generated after the manipulation. If the MC algorithm is used to detect the surfaces of the "new object", the traversal of all the cubes in the 3D space is not needed since the cubes of the object have been determined. In this case, those algorithms, such as interval-based algorithms, may not be very helpful in speeding up the MC algorithm. In this type of user interactions, near real-time performance is critical to the usability of a visualization system. In our experiments, the manipulation time (the time for the program to remove unwanted parts from the 3D scene) can be ignored as shown in Table 2 based on the current software technology. The MC triangle generation for the display of the new object becomes the bottleneck of the operations. In many other visualization applications [13], [14], the size of the original data set and the objects of interest are even larger than those listed in Table 1. For many medical applications, the objects usually have more than 1 million triangles and it is not appropriate to use a lower resolution to extract the triangle surfaces. In particular, when the objects are manipulated, the execution time of generating the new object surfaces is extremely critical to the user interactions. In this case, the GMC algorithm can be used to improve the performance of the MC algorithm.

Table 2  The timing performance of object surface detections and object manipulations measured in seconds.

| Dataset size   | Number of vertices | GMC algorithm Execution time | Manipulation time |
|----------------|--------------------|------------------------------|-------------------|
| 256*256*283   | 675,490            | 0.97                         | 0.045             |
| 512*512*250   | 969,930            | 1.59                         | 0.073             |
| 512*512*256   | 1,073,790          | 1.62                         | 0.067             |
| 205*205*102   | 169,790            | 0.39                         | 0.013             |

3. The Surface Extraction Algorithm

3.1 Pre-Processing

Generally speaking, most of the images need some kind of pre-processing before they can be used for 3D object reconstruction. Therefore, in the pre-processing, without loss of generality, we can add an extra layer of 0’s around the 3D scene to ensure that all the voxels of the objects of interest will not be on the boundary of the overall 3D scene.

3.2 Introduction to the Concept of the GMC

In the context of the MC algorithm, a “cube” has 8 corners each of which is a voxel in the voxel-based object representation. Other than this relationship, the voxels and cubes have nothing to do with each other. However, if we think about the definition of the “cube” from a different perspective, there is a duality between the cubes and voxels. For simplicity, let us consider a one-dimensional case as shown in Fig. 3(a). There are six points and five intervals on a line. If we ignore the boundary point “a” in Fig. 3(a), there is a one-to-one correspondence between the intervals and points: interval B to point b, interval C to point c, and so on. As described in the pre-processing, we add an extra layer of 0s around the original 3D scene. If we ignore the first boundary voxel in each row of cubes, there is a one-to-one correspondence between the “voxel world” and the “cube world” in the 3D space. In other words, there is a duality between the voxels and the cubes. Each MC cube in the 3D scene has its own corresponding voxel.

We assume that the cubes are scanned in a row-by-row, slice-by-slice fashion. We can imagine that the original 3D scene is empty and there is no voxel in the scene. When we scan through each cube to generate its vertices and triangles based on the case types, we can imagine that its corresponding voxel is added into the 3D scene. For instance, in Fig. 4, when the cube is considered, its corresponding “new voxel” v6 is added into the scene. We assume that we scan the 3D scene from left-to-right, top-to-bottom, and front-to-back. The “new voxel” V6, together with the 7 existing neighboring voxels that have been added into the 3D scene, form the “current MC cube”. Furthermore, three new edges x, y, and z in Fig. 3(b) are also added into the scene and are referred to as “new-voxel edges” (imagine that a “new voxel” and three “new edges” are added into the scene, together with the existing voxels and edges in the scene, to form a “new cube”). Three potential new vertices located on the three new-voxel edges are referred to as “new-voxel vertices” (one vertex for each dimension) if they exist.
In other words, each cube also has three corresponding new-voxel edges and new-voxel vertices. Therefore, as we scan through each cube, its corresponding new-voxel edges are built up as shown in Fig. 3 (b) in sequence. Eventually all these new-voxel edges form the overall 3D scene. Please note that the arrows in Fig. 3 (b) are for explanatory purposes only and are not the coordinate axis.

For each case type of an MC cube, its corresponding new-voxel vertices can be pre-computed and stored in a look-up table called "new-voxel-vertex table". With this concept in mind, there are two different types of MC vertices defined in an MC cube: (1) new-voxel vertices that are the only vertices newly generated for the cube and (2) the rest of the vertices that have been generated when the neighboring cubes of the current cube were considered previously. Therefore, the search process, which was discussed in Sect. 2 and used to decide whether a vertex in a cube was generated previously, is not necessary. This will significantly speed up the surface extraction time. For instance, in Fig. 4, the v6 is the new-voxel for the cube. If v2 is the only voxel that is inside the object, the case type is 4 and vertices A, B, and C form a triangle. Through the new-voxel-vertex table, without the need for a search process, we know vertex A is the only new-voxel vertex that needs to be generated and assigned a new vertex index, while vertices B and C were generated in the previous cube we scanned before. To generate the triangle indices, we need to know the indices of vertices B and C, i.e., the vertex identification process.

Therefore, we need to set up two "layers" of cubes corresponding to the previous and current slices of cubes shown in Fig. 3 (b), called a "vertex-index" array to store the vertex indices that have been assigned to vertices whenever the vertices are generated. Each element of the "vertex-index" array represents a cube and has three entries (instead of 12 entries) to store the indices of its three new-voxel vertices in each cube, if such vertices do exist. Therefore, we can obtain the indices of vertices B and C from this array and produce the triangle indices. For the given new-voxel, knowing how and where to obtain the entries of vertices B and C in the array and the indices of the vertices B and C efficiently will be explained in the next sub-section.

3.3 A Simple 2D Example

Our algorithm works for 3D objects. The experiment results are shown in Table 1 described in 2.3 previously. However, since the 3D case is harder to draw in a 2D figure, we simply go through a 2D example as shown in Fig. 5 (a) to explain how the algorithm really works. The same mechanism can be directly applied to a 3D case without any new complication since only an additional dimension is needed.

In a 2D case, the object space is represented as an array square[5, 4], each element of which is a square (equivalent to a cube for a 3D case in the MC algorithm). The number inside each square is its case type, which is computed based on the setting shown in Fig. 5 (b). The value around each voxel is used to compute the case type if the voxel is inside an object while the value around each vertex is the "local vertex name" assigned to the vertex and has only local significance for a given square. For instance, the case type of square[2, 0] = 2 + 4 = 6 and the case type of square[2, 2] = 1 + 2 + 8 = 11 where 6 and 11 are the MC case types. Each square can have two new-voxel vertices with the local vertex names 0 and 1 in Fig. 5 (b). We say that the new-voxel vertices 0 and 1 belong to the square. After all case types are computed, the object space is scanned on a row-by-row basis to generate the vertex and index arrays for MC triangles.

At this point, our goal is to efficiently generate the vertex and index array for the squares with their case types so that we can store all the triangle data and use the OpenGL indexed vertex rendering function to display the 3D objects as discussed in 2.3. When a square with its case type is examined to generate the vertices and indices of its triangles, we have to do two-step computations: (1) find out which
(new-voxel-vertex[case type]) is used to generate the vertices and triangle edges for a given case type. The contents of the edge table are shown in Table 3 (a). For instance, "edge[2] = (0, 3)" means that a square with a case type 2 has two new-voxel vertices: 0 and 1 (the local vertex names) as shown in Fig. 5(b). These two vertices have to be created and assigned vertex indices for the corresponding square. The "new-voxel-vertex[3] = {1}" means that a square with a case type 3 has only one new-voxel vertex 1. Please note that the new-voxel vertices are the only new vertices generated for the current square. These new-voxel vertices will be generated in the vertex array and assigned some new vertex indices which will be stored in the vertex-index array described at the end of 3.2 for future references.

### 3.3.2 The Generation of the Vertex Indices for All the Edges (or Triangles for a 3D Case)

Here we discuss the generation of the vertex indices for all the edges (or triangles for a 3D case) in the corresponding square (or cube for a 3D case) in the vertex-index array where the indices of all the existing vertices are stored. Notice that these vertices are any vertices other than the new-voxel vertices we computed in the first step. To store the vertex indices of all existing vertices, we use an array "vertex-index[x-y, 2]", since the dimension of the 2D array is m \times n where m = 5 and n = 4 in this case, and the size of the vertex array is m \times n). The first array index represents a linear array for the 5 \times 4 object space shown in Fig. 5(a). In other words, we use a linear array to represent the 2D space. A linear pointer LP is used to point to the current square under process in the vertex-index array. In this example, the first square that has vertices is square[1, 0]. Therefore, LP = 5 since the row-wise array index is used and LP = m \times 1 + 0 where m = 5. Each square can have at most two new-voxel vertices. Therefore, the second index of the vertex-index array has values 0 or 1 to store indices of the two new-voxel vertices belonging to each square respectively if they exist. In other words, the first array index is a "global address" of a cube and the second one indicates which new-voxel vertex is stored. Therefore, we have vertex-index[5x4, 2] = 0 and vertex-index[5, 1] = 1 for the current square (please note that the array index starts with 0 based on the C++ convention); the 0 and 1 are the vertex indices assigned to the two new-voxel vertices respectively. The data of these two new vertices, such as coordinates, are output to the vertex array for OpenGL rendering later.

The next step is to generate the edge indices and output them to the edge index array (triangle index array for the 3D case so that an OpenGL function can render the 3D object). We know that the indices of the previously created vertices are stored in the vertex-index array. The question is where they are in the vertex-index array described previously. In other words, we have to start with the local vertex names 0, 1, 2, or 3 obtained from the edge[case type] array (the triangle[case type] for the 3D case), and find the global addresses of the two vertex indices in the vertex-index array. Another two tables: "square-offset[local vertex name]" and "vertex-offset[local vertex name]", can be set up to help us compute where the indices of the vertices are. The contents

### Table 3

| Case type | Edge   | Case type | New-voxel vertex |
|-----------|--------|-----------|------------------|
|           |        | 0         | 0                |
| 1         | (0, 3) | 1         | 0                |
| 2         | (0, 1) | 2         | 0, 1             |
| 3         | (1, 3) | 3         | 1                |
| 4         | (1, 2) | 4         | 1                |
| 5         | (0, 3) | 5         | 0, 1             |
| 6         | (0, 2) | 6         | 0                |
| 7         | (2, 3) | 7         |                  |
| 8         | (2, 3) | 8         |                  |
| 9         | (0, 2) | 9         |                  |
| 10        | (0, 3) | 10        | 0, 1             |
| 11        | (1, 2) | 11        | 1                |
| 12        | (1, 3) | 12        | 1                |
| 13        | (0, 1) | 13        | 0, 1             |
| 14        | (0, 3) | 14        |                  |
| 15        |        | 15        |                  |

| Local vertex name | Offset |
|-------------------|--------|
| 0                 | 0      |
| 1                 | 0      |
| 2                 | L      |
| 3                 | 1      |

3.3.1 The Generation of New-Voxel Vertices for a Square

In the original MC algorithm, an edge table "edge[case type]" is used to generate the vertices and triangle edges for a given case type. The contents of the edge table are shown in Table 3 (a). For instance, "edge[2] = (0, 3)" means that a square with a case type 2 has a triangle edge with two end vertices 0 and 1 (where 0 and 1 are the "local vertex names" defined in Fig. 5 (b)). Please note that the contents of edge[case type] table are the "local vertex names" (local to a square or a cube for 2D or 3D cases). In the 3D case, this "edge[case type]" becomes "triangle[case type]" that stores the local vertex names for all the triangles of the given case type so that the MC algorithm can generate all the triangles for the given case type.

We use the table "new-voxel-vertex[case type]" to store the new-voxel vertices for a given case type shown in Table 3 (b). For instance, the first edge detected is in square[0, 1] with a case type 2. "new-voxel-vertex[2] = {0, 1}" means that a square with a case type 2 has two new-voxel vertices: 0 and 1 (the local vertex names) as shown in Fig. 5(b). These two vertices have to be created and assigned vertex indices for the corresponding square. The "new-voxel-vertex[3] = {1}" means that a square with a case type 3 has only one new-voxel vertex 1. Please note that the new-voxel vertices are the only new vertices generated for the current square. These new-voxel vertices will be generated in the vertex array and assigned some new vertex indices which will be stored in the vertex-index array described at the end of 3.2 for future references.
of these two tables are shown in Table 3 (c) and 3 (d) respectively. We know currently LP = 5. For a given local vertex name, the square-offset table tells us the offsets of the squares the vertex belongs to while the vertex-offset tells us the offsets of the vertex locations in the square the vertex belongs to.

For instance, “square-offset[2] = –L” means that a vertex with a local vertex name “2” belongs to the top square (relative to the current square as shown in Fig.5 (b)) and the offset of the global address of that square from the current square is –L where L is the width of the object space (since we use a linear array to represent this 2D object space). Likewise, “square-offset[3] = –1” means that a vertex with a local vertex name “3” belongs to the left-adjacent square of the current square and the offset is just –1. “vertex-offset[2] = 0” means that the vertex with a local vertex name “2” in the current square has a local vertex name “0” in the square it belongs to, i.e., the top square of the current square, and is stored at the entry 0 of the top square.

In this example, “square-offset[0] = square-offset[1] = 0” indicates that both vertices belong to the current square. “vertex-offset[0] = 0” and “vertex-offset[1] = 1” mean that the vertex indices of both vertices are stored in the entries 0 and 1 of the current square respectively. Therefore, we can access these two vertex indices and output them to the edge index array (equivalent to the triangle index array in 3D).

The next edge detected is in square[1, 1] with a case type 3. Currently, LP = 6. Based on “new-voxel-vertex[3] = {1}”, only one new-voxel vertex is newly generated for this square and assigned a vertex index 2 which will be stored in vertex-index[6, 1]. Note that vertex-index[6, 0] is left empty since there is only one new-voxel vertex for this square. For the output of edge indices, based on edge[3] = {3, 1}, we can access the vertex indices from vertex-index[LP + square-offset[3], vertex-offset[3]] and vertex-index[LP + square-offset[1], vertex-offset[1]] and output them to the edge index array. With the concept of the new-voxel vertex and the associated tables, the vertex array and edge index array are generated efficiently without the need for searching.

The same process will be repeated continuously until all squares have been processed. In fact, since the vertices created for each square will be used only by the adjacent squares, the vertex-index array only needs to store two rows of the vertex indices instead of the whole object space. The additional space needed is rather small and can be ignored compared to the size of the original input data.

4. Discussions of the Related Issues

4.1 Discussion of the Additional Memory Needed by the GMC Algorithm

Several look-up tables have been described previously. Apparently the space needed for these tables is very small and can be ignored. Since we assume that the cubes are scanned in a row-by-row, slice-by-slice fashion, the additional data structure we use, i.e. the vertex-index-array, can be reduced to only two slices in size, i.e. the current slice the GMC algorithm is scanning currently, and the previous slice. Therefore, the additional memory needed for the GMC algorithm can be ignored.

4.2 How to Combine the GMC Algorithm with the Other Existing MC Acceleration Algorithms

We did not compare our algorithms with other acceleration MC algorithms that also speed up the original MC algorithm significantly [15]. This is because the GMC algorithm tries to eliminate the “search process”, which was never considered by other algorithms before. The GMC algorithm also does not conflict or compete with other algorithms. The existing acceleration MC algorithms mostly try to avoid traversal of inactive cubes for dynamic threshold range applications that are not considered by the GMC algorithm. Therefore, it does not make too much sense to directly compare the performance of the GMC algorithm with that of those acceleration MC algorithms. In fact, some of those algorithms can be incorporated with our algorithm. In other words, the GMC algorithm is complementary to those algorithms rather than in competition with them.

For instance, for the interval-based algorithms [6], [16]–[18], the active cubes can be extracted for a given threshold range first. Then, all the active cubes can be easily converted to an auxiliary data structure such as the quadtree-segment data structure [10] that organizes all the active cubes in a row-by-row, slice-by-slice fashion. Since all the coordinates of the active cubes are integers, this implies that we do not really need to use an O(N log N) sorting algorithm to sort all the active cubes according to their geometrical coordinates. This “sorting” process can be done within an O(N) time where N is the number of active cubes. Furthermore, if the number of active cubes is relatively small compared with that of the overall cubes in the 3D space, this conversion can be done very efficiently. In this case, the interval-based algorithm can be viewed as a pre-processing of the GMC algorithm.

As for the hierarchical-geometric algorithms [7], [19], [20], in general, the hierarchical-geometric data structure can be traversed in a front-to-back, top-to-bottom fashion that is equivalent to the way the GMC algorithm scans the cubes described previously. In fact, this fashion of scanning the cubes is usually used in the hierarchical-geometric algorithms for hidden surface removal process. Therefore, the same GMC idea can be applicable to speed up the original algorithms.

As for the propagation-based algorithms [8], [21], [22] since it is difficult to control the traversal direction in a row-by-row, slice-by-slice fashion, they can not be easily incorporated into the GMC algorithm. In this case, Itoh et al. [22] discussed in Sect.2.3 can be used to improve the performance. These algorithms avoid the traversal of inactive cubes and can save a significant amount of time for
the surface detection if the visualization space is huge and the object of interest is relatively small. They can also be used for detecting a connected object while others described above can not. In other words, different algorithms are used for different situations and there is no single winner.

4.3 How to Parallelize the GMC Algorithm

Recently, due to the advances in CPU (Central Processing Unit) and GPU (Graphics Processing Unit) development, parallel computing is becoming very important and popular. Because the GMC algorithm is based on the original MC algorithm that determines object surfaces within a cube locally, both the MC and GMC algorithms can be easily parallelized in the following fashion to further speed up the execution time.

We can simply partition the whole 3D space into several 3D sub-spaces, each of which can be independently computed in parallel by GP-GPU (General-Purpose Computing on Graphics Processing Units) using some software computing engines, such as CUDA (Compute Unified Device Architecture), or by one of the cores in a multi-core CPU system. We have implemented the parallel version of our software system, and based on our experiments the system indeed speeds up the execution time linearly with the number of cores in a multi-core CPU system. This is due to the fact that the parallel version of the GMC algorithm uses a straightforward space-partition method, and there is virtually no parallelization overhead.

5. Conclusions

Although it was pointed out that for the original MC algorithm, we can limit vertex calculations to once per vertex to speed up the surface extraction process, however, neither how this process could be done efficiently nor the reuse of these MC vertices was looked into seriously in the literature. The concepts of the GMC and the new-voxel vertex take advantage of spatial coherence to make the MC algorithm very efficient, and can be applied to any kinds of data structures as long as they scan the data in a row-by-row, slice-by-slice fashion. Furthermore, those algorithms that speed up the MC algorithm in various ways as discussed in Sect. 2.1 and 4.2 do not conflict with the proposed algorithm and can be incorporated into our system to boost up the performance even further when necessary. The GMC triangles can be efficiently extracted without the need for a search process to determine whether a vertex has been defined or not. All of the operations involved consist mainly of table look-ups. In practice, this results in a very efficient execution of the algorithms for interactive applications.
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