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ABSTRACT. Let $k$ be a nonzero complex number. We consider a $k$-circulant matrix whose first row is $(J_1, J_2, \ldots, J_n)$, where $J_n$ is the $n$th Jacobsthal number, and obtain the formulae for the eigenvalues of such matrix improving the formula which can be obtained from the result of Y. Yazlik and N. Taskara [J. Inequal. Appl. 2013, 2013:394, Theorem 7]. The obtained formulae for the eigenvalues of a $k$-circulant matrix involving the Jacobsthal numbers show that the result of Z. Jiang, J. Li, and N. Shen [WSEAS Trans. Math. 12 (2013), no. 3, 341–351, Theorem 10] is not always applicable. The Euclidean norm of such matrix is determined. We also consider a $k$-circulant matrix whose first row is $(J_1^{-1}, J_2^{-1}, \ldots, J_n^{-1})$ and obtain the upper and lower bounds for its spectral norm.

1. INTRODUCTION

Throughout this paper $k$ is a nonzero complex number.

Definition 1.1. A $k$-circulant matrix with the first row $(c_0, c_1, c_2, \ldots, c_{n-1})$ is a square matrix having the following form:

$$
\begin{pmatrix}
    c_0 & c_1 & c_2 & \ldots & c_{n-2} & c_{n-1} \\
    kc_{n-1} & c_0 & c_1 & \ldots & c_{n-3} & c_{n-2} \\
    kc_{n-2} & kc_{n-1} & c_0 & \ldots & c_{n-4} & c_{n-3} \\
    \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
    kc_2 & kc_3 & kc_4 & \ldots & c_0 & c_1 \\
    kc_1 & kc_2 & kc_3 & \ldots & kc_{n-1} & c_0
\end{pmatrix}.
$$

Necessary and sufficient conditions for a complex square matrix to be a $k$-circulant matrix were presented in the paper [4] (see [4, Lemmas 2 and 3]). Namely, $k$-circulant matrices present a special case of Toeplitz matrices—matrices having constant main diagonals. For more information about Toeplitz matrices, we recommend [5] [6] [7] [13] [17] [25].
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We shall write \( \text{circ}_n \{k(c_0, c_1, c_2, \ldots, c_{n-1})\} \) for a \( k \)-circulant matrix (of order \( n \)) whose first row is \( (c_0, c_1, c_2, \ldots, c_{n-1}) \). If the order of a matrix is known, then the designation for the order of a matrix can be omitted. If \( k = 1 \), then \( k \)-circulant matrices are called circulant matrices. If \( k = -1 \), then \( k \)-circulant matrices are called skew circulant matrices.

It should be pointed out that, in recent years, \( k \)-circulant matrices present one of the most important research fields of applied mathematics and computational mathematics. We recommend the following papers devoted to \( k \)-circulant matrices: [3, 4, 9, 14, 21, 22, 23, 24, 26]. Let us mention that \( k \)-circulant matrices have a wide range of applications in many areas such as signal and image processing, probability, statistics, numerical analysis, economy, coding theory, and engineering modeling. In the papers [1, 8, 19, 20, 27] the authors describe some of their applications.

For any complex matrix \( C \) of order \( n \), the symbols \( \lambda_j(C) \) \((j = 0, n-1)\), \( |C| \), \( C^{-1} \), \( \|C\|_E \), and \( \|C\|_2 \) denote the eigenvalues, the determinant, the Hadamard inverse (provided that \( c_{i,j} \neq 0 \) for all \( i, j = 1, n \)), the Euclidean norm, and the spectral norm of \( C \), respectively.

**Definition 1.2.** Let \( C = [c_{i,j}] \) be a complex matrix of order \( n \).

\[
\begin{align*}
(1) \quad & C^{-1} = [c_{i,j}^{-1}] \text{, if } c_{i,j} \neq 0 \text{ for all } i, j = 1, n; \\
(2) \quad & \|C\|_E = \sqrt{\sum_{i,j=1}^{n} |c_{i,j}|^2}; \\
(3) \quad & \|C\|_2 = \sqrt{\max_{1 \leq i \leq n} \lambda_i(C^*C)}, \text{ where } C^* \text{ is the conjugate transpose of } C.
\end{align*}
\]

Let us also mention that the following inequalities hold for any complex matrix \( C \) of order \( n \) (see [28, Theorem 1 and Table 1]):

\[
\frac{\|C\|_E}{\sqrt{n}} \leq \|C\|_2 \leq \|C\|_E. \quad (1.1)
\]

In this paper, we consider the matrix

\[
J = \text{circ}\{k(J_1, J_2, \ldots, J_n)\}
\]

(1.2)

where \( J_n \) is the \( n \)-th Jacobsthal number. The motivation for this paper was found in the papers [2], [14] and [26]. Namely, we shall improve the result in relation to the eigenvalues of (1.2) which can be obtained from the formula for the eigenvalues of a \( k \)-circulant matrix with the generalized \( r \)-Horadam numbers \( \{H_{r,n}\} \) (the numbers defined as follows:

\[
H_{r,n+2} = f(r)H_{r,n+1} + g(r)H_{r,n}, \quad n \geq 0,
\]

where \( r \in \mathbb{R}^+ \), \( H_{r,0} = a, H_{r,1} = b, a, b \in \mathbb{R} \), and \( f^2(r) + 4g(r) > 0 \), presented in [26], because the authors did not consider the case when the denominator is equal to zero.
Theorem 1.3 ([26, Theorem 7]). Let \( H = \text{circ}_k(\{H_{r,0}, H_{r,1}, \ldots, H_{r,n-1}\}) \). The eigenvalues of \( H \) are:

\[
\lambda_j(H) = \frac{kH_{r,n} + (g(r)kH_{r,n-1} - b + af(r))\psi\omega^{-j} - H_{r,0}}{g(r)(\psi\omega^{-j})^2 + f(r)\psi\omega^{-j} - 1}, \quad j = 0, n-1,
\]

where \( \psi \) and \( \omega \) are any \( n \)th root of \( k \) and any primitive \( n \)th root of unity, respectively.

Our result in relation to the eigenvalues of (1.2) will show that the following theorem is not always applicable.

Theorem 1.4 ([14, Theorem 10]; see also [26, Theorem 8]). Let \( J \) be the matrix as in (1.2). The determinant of \( J \) is

\[
|J| = \frac{(1 - kJ_{n+1})^n - k(2kJ_n)^n}{1 - j_nk + (-2)^n k^2},
\]

where \( j_n \) is the \( n \)th Jacobsthal-Lucas number.

In this paper, we also obtain the Euclidean norm of (1.2) and bounds for the spectral norm of a \( k \)-circulant matrix whose first row is \((J_1, J_2, \ldots, J_n)\). Bearing in mind that, for \( k = 1 \), the obtained results are related with a circulant matrix whose first row is \((J_1, J_2, \ldots, J_n)\), the results of this paper complement the results of the paper [2] where the authors obtained the determinant (without using the formulae for the eigenvalues) and the inverse of such matrix.

Before we present our main results, let us recall that the Jacobsthal numbers \( \{J_n\} \) satisfy the following recurrence relation:

\[ J_n = J_{n-1} + 2J_{n-2}, \quad n \geq 2, \]

with initial conditions \( J_0 = 0 \) and \( J_1 = 1 \). These numbers were introduced for the first time by the famous German mathematician Ernst Jacobsthal (1882–1965).

The first few terms of the Jacobsthal sequence are given by the following table:

| \( n \) | 0 | 1 | 2 | 3 | 4 | 5 | 6 | \ldots |
|---|---|---|---|---|---|---|---|---|
| \( J_n \) | 0 | 1 | 1 | 3 | 5 | 11 | 21 | \ldots |

Let \( \alpha \) and \( \beta \) be the roots of the equation \( x^2 - x - 2 = 0 \), i.e., \( \alpha = 2 \) and \( \beta = -1 \). Therefore,

\[ \alpha\beta = -2, \quad \alpha + \beta = 1, \quad \text{and} \quad \alpha - \beta = 3. \]

From the equation \( x^2 - x - 2 = 0 \), it is easy to see that the following equality holds:

\[ x^n = J_n x + 2J_{n-1}. \]

Since both \( \alpha \) and \( \beta \) are roots of the equation \( x^2 - x - 2 = 0 \), they must both satisfy \( x^n = J_n x + 2J_{n-1} \). Therefore,

\[ \alpha^n = J_n\alpha + 2J_{n-1} \quad \text{and} \quad \beta^n = J_n\beta + 2J_{n-1}. \]
Subtracting the second equation from the first equation in (1.5) yields Binet’s formula for the Jacobsthal numbers:

\[ J_n = \frac{\alpha^n - \beta^n}{\alpha - \beta} = \frac{1}{3} (2^n - (-1)^n) . \]  

(1.6)

Let us also recall that the Jacobsthal-Lucas numbers \( \{j_n\} \) satisfy the same recurrence relation (as the Jacobsthal numbers) but with initial conditions \( j_0 = 2 \) and \( j_1 = 1 \), and

\[ j_n = \alpha^n + \beta^n = 2^n + (-1)^n \]  

(1.7)

is Binet’s formula for the Jacobsthal-Lucas numbers.

The following identity holds for the Jacobsthal numbers:

\[ \sum_{i=1}^{n} J_i^2 = \frac{1}{9} (2^{n+2} J_n + n) . \]  

(1.8)

More information about the Jacobsthal numbers can be found in [10] and [16].

Our results will be presented in the following section.

2. Main results

Before starting to present our results, let us recall that any \( n^{th} \) root of \( k \) and any primitive \( n^{th} \) root of unity are denoted by \( \psi \) and \( \omega \), respectively. We shall use the following lemma presented by R. E. Cline, R. J. Plemmons, and G. Worm in the paper [4].

Lemma 2.1 ([4 Lemma 4]). The eigenvalues of \( C = \text{circ}\{k(c_0, c_1, c_2, \ldots, c_{n-1})\} \) are:

\[ \lambda_j(C) = \sum_{i=0}^{n-1} c_i (\psi \omega^{-j})^i, \quad j = 0, n-1. \]

Moreover, in this case

\[ c_i = \frac{1}{n} \sum_{j=0}^{n-1} \lambda_j(C)(\psi \omega^{-j})^{-i}, \quad i = 0, n-1. \]

First, we obtain the eigenvalues of the matrix (1.2).

Theorem 2.2. Let \( J \) be the matrix as in (1.2). The eigenvalues of \( J \) are given by the following formulae:

1. If \( \psi \omega^{-j} = \frac{1}{2} \), then

\[ \lambda_j(J) = \frac{2}{9} \left( 3n - \left( \frac{1}{2} \right)^n + 1 \right) . \]

2. If \( \psi \omega^{-j} = -1 \), then

\[ \lambda_j(J) = \frac{1}{9} \left( 3n + (-2)^{n+1} + 2 \right) . \]
(3) If \( \psi \omega^{-j} \neq \frac{1}{2} \) and \( \psi \omega^{-j} \neq -1 \), then
\[
\lambda_j(J) = \frac{k J_{n+1} - 1 + 2 k J_n \psi \omega^{-j}}{2(\psi \omega^{-j})^2 + \psi \omega^{-j} - 1}.
\]

**Proof.** Based on Lemma 2.1 and (1.6), we have:

(1) Suppose that \( \psi \omega^{-j} = \frac{1}{2} \). Then,
\[
\lambda_j(J) = \frac{1}{3} \left( \sum_{i=0}^{n-1} 2^{i+1} - (-1)^{i+1} \left( \frac{1}{2} \right)^i \right)
\]
\[
= \frac{1}{3} \left( 2 \sum_{i=0}^{n-1} (-2)^i + \sum_{i=0}^{n-1} (-1)^i \right) = \frac{1}{3} \left( 2n + \frac{1 - (-\frac{1}{2})^n}{\frac{1}{2}} \right)
\]
\[
= \frac{2}{9} \left( 3n - \left( -\frac{1}{2} \right)^n + 1 \right).
\]

(2) Suppose that \( \psi \omega^{-j} = -1 \). Then,
\[
\lambda_j(J) = \frac{1}{3} \left( 2 \sum_{i=0}^{n-1} (-2)^i + \sum_{i=0}^{n-1} 1 \right) = \frac{1}{3} \left( 2 \frac{1 - (-2)^n}{3} + n \right)
\]
\[
= \frac{1}{9} \left( 3n + (-2)^{n+1} + 2 \right).
\]

(3) Suppose that \( \psi \omega^{-j} \neq \frac{1}{2} \) and \( \psi \omega^{-j} \neq -1 \). Then, \( \lambda_j(J) \) follows from (1.3). \( \square \)

The following example illustrates the result of Theorem 2.2.

**Example 2.3.** Let
\[
J = \text{circ}\left\{ \frac{1}{64} (1, 1, 3, 5, 11, 21) \right\},
\]
i.e.,
\[
J = \begin{bmatrix}
1 & 1 & 3 & 5 & 11 & 21 \\
\frac{21}{64} & 1 & 1 & 3 & 5 & 11 \\
\frac{11}{64} & \frac{21}{64} & 1 & 1 & 3 & 5 \\
\frac{5}{64} & \frac{11}{64} & \frac{21}{64} & 1 & 1 & 3 \\
\frac{3}{64} & \frac{5}{64} & \frac{11}{64} & \frac{21}{64} & 1 & 1 \\
\frac{1}{64} & \frac{3}{64} & \frac{5}{64} & \frac{11}{64} & \frac{21}{64} & 1
\end{bmatrix}.
\]

Since \( n = 6 \) and \( k = \frac{1}{64} \), i.e., \( \psi = \frac{1}{2} \) and \( \omega = \frac{1}{2} + i \frac{\sqrt{3}}{2} \), based on Theorem 2.2 it follows that

1) \( \psi \omega^0 = \frac{1}{2} \), so \( \lambda_0(J) \) is obtained based on (1) of Theorem 2.2: \( \lambda_0(J) = \frac{135}{32} \);
2) \( \psi \omega^{-j} \neq \frac{1}{2} \) and \( \psi \omega^{-j} \neq 1 \), for \( j = \{1, 5\} \), so \( \lambda_j(J) \), for \( j = \{1, 5\} \), are obtained based on (3) of Theorem 2.2: 
\[ \lambda_{1,5}(J) = \frac{3}{64}(5 \pm i\sqrt{3}), \quad \lambda_{2,4}(J) = \frac{7}{64}(3 \pm i\sqrt{3}), \]

\( \lambda_3(J) = \frac{31}{32} \).

Since \( |J| = \prod_{j=0}^{n-1} \lambda_j(J) \), it follows that \( |J| = \frac{375774}{2260} \).

**Remark 2.4** (In relation to Example 2.3). The determinant of 
\( J = \text{circ}\{\frac{1}{64}(1, 1, 3, 5, 11, 21)\} \)
cannot be obtained using (1.4).

Next, we determine the Euclidean norm of the matrix (1.2). The following formula will be used.

For all \( x \),
\[ \sum_{i=1}^{n-1} i x^i = \frac{x - nx^n + (n - 1)x^{n+1}}{(1 - x)^2}. \] (2.1)

**Theorem 2.5.** Let \( J \) be the matrix as in (1.2). The Euclidean norm of \( J \) is
\[ \|J\|_E = \frac{1}{3} \sqrt{n [2^{n+2}J_n + n] + (|k|^2 - 1) \left[ \frac{2}{3} |2 - n^2 J_n + (n - 1)2^{n+1}J_{n+1}| + \frac{(n-1)n}{2} \right]} \] (2.2)

**Proof.** From the definition of the Euclidean norm of a matrix, using (1.6), (1.7), (1.8), and (2.1), we obtain:
\[
\begin{align*}
(\|J\|_E)^2 &= \sum_{i,j=1}^{n} |j_{i,j}|^2 \\
&= n J_1^2 + [(n-1) + |k|^2] J_2^2 + [(n-2) + 2|k|^2] J_3^2 + \cdots + [1 + (n-1)|k|^2] J_n^2 \\
&= \sum_{i=0}^{n-1} (n-i) J_{i+1}^2 + |k|^2 \sum_{i=1}^{n-1} i J_{i+1}^2 \\
&= n \sum_{i=0}^{n-1} J_{i+1}^2 + (|k|^2 - 1) \sum_{i=1}^{n-1} i J_{i+1}^2 \\
&= \frac{1}{9} \left[ n [2^{n+2}J_n + n] + (|k|^2 - 1) \sum_{i=1}^{n-1} i \left[ 4^{i+1} - 2(-2)^{i+1} + 1 \right] \right] \\
&= \frac{n}{9} \left[ 2^{n+2}J_n + n \right] + \frac{|k|^2 - 1}{9} \left[ 4 - n4^n + (n - 1)4^{n+1} \right. \\
&\quad \left. + 4 \frac{-2 - n(-2)^n + (n - 1)(-2)^{n+1}}{9} + \frac{(n-1)n}{2} \right] \\
&= \frac{n}{9} \left[ 2^{n+2}J_n + n \right] \\
&\quad + \frac{|k|^2 - 1}{9} \left[ \frac{4}{9} \left( 2 - n^2 J_n + (n - 1)2^{n+1}J_{n+1} \right) + \frac{(n-1)n}{2} \right].
\end{align*}
\]
Therefore,
\[
\|J\|_E = \frac{1}{3} \sqrt{n \left[ 2^{n+1}J_n + n + (|k|^2 - 1) \left[ \frac{3}{2} - n2^n j_n + (n - 1)2^{n+1}j_{n+1} \right] + \frac{(n-1)n}{2} \right]},
\]
\[
\]

At the end of this paper, we determine the upper and lower bounds for the spectral norm of \(J_k^{-1} = \text{circ}\{k(J_1^{-1}, J_2^{-1}, J_3^{-1}, \ldots, J_n^{-1})\}\). The following lemma will be used.

**Lemma 2.6** ([12]). Let \(G = [g_{i,j}]\) and \(H = [h_{i,j}]\) be matrices of order \(m \times n\). Then,
\[
\|G \circ H\|_2 \leq r_1(G) \cdot c_1(H),
\]
where \(G \circ H = [g_{i,j}h_{i,j}]\) is the Hadamard product (or the Schur product) of the matrices \(G\) and \(H\),
\[
r_1(G) = \max_{1 \leq i \leq m} \sqrt{\sum_{j=1}^{n} |g_{i,j}|^2}, \quad \text{and} \quad c_1(H) = \max_{1 \leq j \leq n} \sqrt{\sum_{i=1}^{m} |h_{i,j}|^2}.
\]

We recommend the papers [11] and [18] for more information about the Hadamard product of matrices.

**Theorem 2.7.** Let \(J_k^{-1} = \text{circ}\{k(J_1^{-1}, J_2^{-1}, J_3^{-1}, \ldots, J_n^{-1})\}\).

1. If \(|k| \geq 1\), then
\[
3 \sqrt{\frac{n}{2 \cdot 4^n - (-2)^n - 1}} \leq \|J_k^{-1}\|_2 \leq \sqrt{n(1 + (n - 1)|k|^2)}.
\]

2. If \(|k| < 1\), then
\[
3|k| \sqrt{\frac{n}{2 \cdot 4^n - (-2)^n - 1}} \leq \|J_k^{-1}\|_2 \leq n.
\]

**Proof.** From the definition of the Euclidean norm of a matrix, we have:
\[
\|J_k^{-1}\|_E = \sum_{i=0}^{n-1} (n - i) \frac{1}{J_{i+1}^2} + |k|^2 \sum_{i=1}^{n-1} i \frac{1}{J_{i+1}^2}.
\]

1. If \(|k| \geq 1\), then
\[
\|J_k^{-1}\|_E^2 \geq \sum_{i=0}^{n-1} (n - i) \frac{1}{J_{i+1}^2} + \sum_{i=1}^{n-1} i \frac{1}{J_{i+1}^2} = n \sum_{i=0}^{n-1} \frac{1}{J_{i+1}^2} = n \sum_{i=1}^{n} \frac{1}{J_{i}^2}
\]
\[
\geq n \sum_{i=1}^{n} \frac{1}{J_{i}^2} = \left( \frac{n}{J_n} \right)^2 \geq \frac{n^2}{J_n J_{n+1}} = \frac{9n^2}{J_{2n+1} - (-2)^n}
\]
\[
= \frac{9n^2}{2^{2n+1} + (-1)^{2n+1} - (-2)^n}.
\]
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Therefore,
\[ \|J^o_k\|_E \geq 3 \sqrt{n \over 2 \cdot 4^n - (-2)^n - 1}. \]

We conclude from (1.1) that
\[ \|J^o_k\|_2 \geq 3 \sqrt{n \over 2 \cdot 4^n - (-2)^n - 1}. \]

Now, we shall obtain the upper bound for the spectral norm of \(J^o_k\). Let \(R\) and \(S\) be the following matrices:

\[
R = \begin{bmatrix}
\frac{1}{J_1} & \frac{1}{J_2} & \cdots & \frac{1}{J_n} \\
k & \frac{1}{J_1} & \cdots & \frac{1}{J_{n-2}} \\
\vdots & \vdots & \ddots & \vdots \\
k & k & \cdots & \frac{1}{J_1}
\end{bmatrix}
\quad \text{and} \quad
S = \begin{bmatrix}
\frac{1}{J_n} & 1 & 1 & \cdots & 1 \\
\frac{1}{J_{n-1}} & \frac{1}{J_n} & 1 & \cdots & 1 \\
\vdots & \vdots & \ddots & \vdots \\
\frac{1}{J_2} & \frac{1}{J_3} & \frac{1}{J_4} & \cdots & 1
\end{bmatrix}.
\]

Then,
\[
r_1(R) = \max_{1 \leq i \leq n} \sqrt{\sum_{j=1}^{n} |r_{i,j}|^2} = \sqrt{\sum_{j=1}^{n} |r_{n,j}|^2} = \sqrt{1 + (n-1)|k|^2}
\]
and
\[
c_1(S) = \max_{1 \leq j \leq n} \sqrt{\sum_{i=1}^{n} |s_{i,j}|^2} = \sqrt{\sum_{j=1}^{n} |s_{i,n}|^2} = \sqrt{n}.
\]

Since \(J^o_k = R \circ S\), based on Lemma 2.6, we can write
\[ \|J^o_k\|_2 \leq r_1(R) \cdot c_1(S) = \sqrt{n(1 + (n-1)|k|^2)}. \]

(2) If \(|k| < 1\), then
\[
\|J^o_k\|_E \geq \sum_{i=0}^{n-1} \frac{1}{J^2_{i+1}} + \sum_{i=1}^{n-1} i |k|^2 \frac{1}{J^2_{i+1}} = n|k|^2 \sum_{i=0}^{n-1} \frac{1}{J^2_{i+1}} = n|k|^2 \sum_{i=1}^{n} \frac{1}{J^2_{i}}
\]
\[ \geq n|k|^2 \sum_{i=1}^{n} \frac{1}{J^2_{i}} = |k|^2 \left( \frac{n}{J_n} \right)^2 \geq |k|^2 \frac{9n^2}{J_n J_{n+1}} = |k|^2 \frac{9n^2}{J_{2n+1} - (-2)^n}
\]
\[ = \frac{|k|^2 9n^2}{2^{2n+1} + (-1)^{2n+1} - (-2)^n} = |k|^2 \frac{9n^2}{2 \cdot 4^n - (-2)^n - 1}.
\]
Therefore,
\[ \|J^o_k\|_E \geq 3|k| \sqrt{n \over 2 \cdot 4^n - (-2)^n - 1}. \]
We conclude from (1.1) that

\[ \|J_k^{o-1}\|_2 \geq 3|k| \sqrt{\frac{n}{2 \cdot 4^n - (-2)^n - 1}}. \]

Now, we shall obtain the upper bound for the spectral norm of \(J_k^{o-1}\). Let \(U\) and \(V\) be the following matrices:

\[
U = \begin{bmatrix}
1 & 1 & 1 & \cdots & 1 \\
\frac{k}{J_1} & 1 & 1 & \cdots & 1 \\
\frac{k}{J_{n-1}} & \frac{k}{J_n} & 1 & \cdots & 1 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\frac{k}{J_2} & \frac{k}{J_3} & \frac{k}{J_4} & \cdots & 1
\end{bmatrix}
\quad \text{and} \quad
V = \begin{bmatrix}
\frac{1}{J_1} & \frac{1}{J_2} & \frac{1}{J_3} & \cdots & \frac{1}{J_n} \\
1 & \frac{1}{J_1} & \frac{1}{J_2} & \cdots & \frac{1}{J_{n-1}} \\
1 & 1 & \frac{1}{J_1} & \cdots & \frac{1}{J_{n-2}} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & 1 & \cdots & \frac{1}{J_1}
\end{bmatrix}.
\]

Then,

\[ r_1(U) = \max_{1 \leq i \leq n} \left[ \sum_{j=1}^{n} |u_{i,j}|^2 \right] = \sqrt{n} \]

and

\[ c_1(V) = \max_{1 \leq j \leq n} \left[ \sum_{i=1}^{n} |v_{i,j}|^2 \right] = \sqrt{n}. \]

Since \(J_k^{o-1} = U \circ V\), based on Lemma 2.6 we can write

\[ \|J_k^{o-1}\|_2 \leq r_1(U) \cdot c_1(V) = n. \]

The following example illustrates the result of Theorem 2.7.

**Example 2.8.** Let \(J_k^{o-1} = \text{circ}\{k(J_1^{-1}, J_2^{-1}, J_3^{-1}, \ldots, J_n^{-1})\}\).

The lower bounds for the spectral norm of \(J_k^{o-1}\)

| \(n\) | \(\|J_k^{o-1}\|_2 \geq\) |
|---|---|
| 2 | \(\sqrt{\frac{2}{3}} \approx 0.81650\) |
| 3 | \(\sqrt{\frac{3}{5}} \approx 0.44721\) |
| 4 | \(\frac{2}{\sqrt{55}} \approx 0.26968\) |
| 5 | \(\sqrt{\frac{5}{231}} \approx 0.14712\) |
| 6 | \(\sqrt{\frac{2}{301}} \approx 0.08151\) |
| 7 | \(\sqrt{\frac{7}{3655}} \approx 0.04376\) |

| \(n\) | \(\|J_k^{o-1}\|_2 \geq\) |
|---|---|
| 2 | \(\frac{1}{3} \sqrt{\frac{2}{3}} \approx 0.27217\) |
| 3 | \(\frac{1}{3} \sqrt{\frac{1}{5}} \approx 0.14907\) |
| 4 | \(\frac{2}{3} \sqrt{\frac{1}{55}} \approx 0.08989\) |
| 5 | \(\frac{1}{3} \sqrt{\frac{5}{231}} \approx 0.04904\) |
| 6 | \(\frac{1}{3} \sqrt{\frac{7}{3655}} \approx 0.01459\) |

| \(n\) | \(\|J_k^{o-1}\|_2 \geq\) |
|---|---|
| 2 | \(\frac{1}{2} \sqrt{\frac{2}{3}} \approx 0.40825\) |
| 3 | \(\frac{1}{2} \sqrt{\frac{1}{5}} \approx 0.22361\) |
| 4 | \(\sqrt{\frac{1}{55}} \approx 0.13484\) |
| 5 | \(\frac{1}{2} \sqrt{\frac{5}{231}} \approx 0.07356\) |
| 6 | \(\frac{1}{2} \sqrt{\frac{2}{301}} \approx 0.04076\) |
| 7 | \(\frac{1}{2} \sqrt{\frac{7}{3655}} \approx 0.02188\) |
The upper bounds for the spectral norm of $J_k^{o-1}$

| $n$ | $\|J_k^{o-1}\|_2 \leq$ |
|-----|-----------------|
| 2   | $\sqrt{20} \approx 4.47214$ |
| 3   | $\sqrt{57} \approx 7.54983$ |
| 4   | $\sqrt{112} \approx 10.58301$ |
| 5   | $\sqrt{185} \approx 13.60147$ |
| 6   | $\sqrt{276} \approx 16.61325$ |
| 7   | $\sqrt{385} \approx 19.62142$ |

| $n$ | $\|J_k^{o-1}\|_2 \leq$ |
|-----|-----------------|
| 2   | $\sqrt{10} \approx 3.16228$ |
| 3   | $\sqrt{27} \approx 5.19615$ |
| 4   | $\sqrt{52} \approx 7.21110$ |
| 5   | $\sqrt{85} \approx 9.21954$ |
| 6   | $\sqrt{126} \approx 11.22497$ |
| 7   | $\sqrt{175} \approx 13.22876$ |

3. Conclusion

In this paper, we considered the matrix

$$ J = \text{circ}\{k(J_1, J_2, \ldots, J_n)\}, $$

where $J_n$ is the $n^{th}$ Jacobsthal number and $k$ is a nonzero complex number, and obtained the formulae for the eigenvalues of such matrix improving the result of [26, Theorem 7]. The obtained formulae (for the eigenvalues of such matrix) showed that the result of [14, Theorem 10] (i.e., [26, Theorem 8]) is not always applicable. We also obtained the Euclidean norm of such matrix and bounds for the spectral norm of a $k$-circulant matrix whose first row is $(J_1^{-1}, J_2^{-1}, \ldots, J_n^{-1})$.

For $k = 1$, we obtain the results (the eigenvalues and the Euclidean norm) related with a circulant matrix whose first row is $(J_1, J_2, \ldots, J_n)$. Hence, this paper complements the paper [2] where the authors considered a circulant matrix whose first row is $(J_1, J_2, \ldots, J_n)$ and obtained the determinant (without using the formulae for the eigenvalues) and the inverse of such matrix.

From the well known fact that the eigenvalues of an upper triangular matrix are the diagonal entries, it follows that the eigenvalues of $J$ for $k = 0$ (a semicirculant matrix) are $\lambda_j(J) = 1$, $j = 0, n - 1$. The Euclidean norm of such matrix can be obtained from (2.2), i.e., $k$ can be equal to 0 in (2.2). The upper and lower bounds for the spectral norm of a semicirculant matrix whose first row is $(J_1^{-1}, J_2^{-1}, \ldots, J_n^{-1})$ can be obtained from (2.4).
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