Introduction

Ecologists characterize biological communities according to the number of species present in the environment, their relative abundance, and their trophic and ecological relationships. The structure and functioning of communities present a complex set of interactions, directly or indirectly uniting all community members into an intricate web.1,2

To characterize biological communities, researchers make use of several indices and parameters. There are various diversity indices, and each of them tries to describe the diversity of a giving community by means of just one number.3,4

The least squares method has been largely used for different purposes, mostly due to its simplicity. Nonetheless, the current advances in Information Technology have contributed to the development of decision support systems, in a search for greater reliability of predictions.5 Hence, Artificial Neural Networks may be a good tool in these studies, since they are able to describe the relationship between variables involved in the process, providing a better data analysis. The analysis generates greater productivity, reliability and quality estimates and predictions. The use of Information technology in Limnology is still limited, including biological community richness estimates.

Thus, the objective of the present study was to assess the possibility of using Artificial Neural Networks to infer the total number of taxa in biological communities.

Material and methods

Artificial substrates placed on the riverbed of Uberaba River in Minas Gerais were used as a study model. They were used to sample benthic macroinvertebrates. The artificial substrates were composed of 200 grams of previously washed gravel, packaged in sacs made of 80% shade net placed on the riverbed to sample macroinvertebrates (Figure 1). The samples were taken after 15 days of exposure. The experiment was performed with nine replicates.

Figure 1 The site used for sampling benthic communities in Uberaba River, in Uberaba/MG.
After being sieved through a 0.30 mm lower sieve, the material was fractioned into two portions. One portion corresponded to the material retained on the 500 µm mesh, and the other portion corresponded to the material retained on the 300 µm mesh.

Several methods have been used to assess the total biological community richness from samples.\textsuperscript{3,9,10}

The simplest formulation of least squares used to explain the relationship between independent variables and the dependent variable, through traditional methodology, is represented by the following equation:

\[
Y_i = \beta_0 + \beta_1 X_{i1} + \beta_2 X_{i2} + \ldots + \beta_k X_{ik} + \varepsilon_i, \quad i = 1, \ldots, m \tag{1.1}
\]

where:

- \(Y_i\) - is called dependent variable and is represented by the number of taxa in the different meshes and in the whole community;
- \(X_{i1}, \ldots, X_{ik}\) - are called independent variables. Only one independent variable was used in our study, corresponding to the number of sampling used;
- \(\beta_0, \beta_1, \ldots, \beta_k\) - are called model parameters, and
- \(\varepsilon_i\) - are the random errors that cannot be explicitly explained.

They are caused mainly by the variations in the measurement done in the field.

The equation (1.1) can be written in matrix notation as:

\[
Y = X\beta + \varepsilon, \tag{1.2}
\]

Being:

- \(Y, \beta, \varepsilon\) - respectively, the vectors of observed taxa, parameters, and random errors of the regression model, and
- \(X\) - the matrix of the independent variable observations.

Parameter estimation is made by statistical inference based on a representative sample of the analyzed segment. Traditionally, these estimations have been made using the Ordinary Least Squares (OLS) method, consisting of minimizing the sum of the squares of the distances, vertically measured, between the observed values and the values adjusted by the adopted model. The model coefficient vector is obtained by:

\[
b = (X'X)^{-1}X'Y \tag{1.3}
\]

Therefore, the estimated average value for a sampling, with characteristics represented by a vector \(C = [1 \ c_1 \ c_2 \ldots c_k]\), based on a model with \(k\) independent variables and estimated parameters vector \(b = [b_0 \ b_1 \ b_2 \ldots b_k]\), is calculated by the expression:

\[
Y_C = Cb \tag{1.4}
\]

With the intention of having unbiased, efficient, and consistent parameters inferred by the ordinary least squares (OLS) method, some assumptions concerning the independent variables, the residuals and the model specification must be observed. These assumptions include: the independent variables should not have any random disturbances, nor should exist any linear relationships between them; random errors must comply with the constant variance hypothesis (homoscedastic model), normality and absence of autocorrelation; the model should be correctly specified, that is, only relevant explanatory variables should be included in its composition, and the range of the involved variables should be properly chosen, with the aim of ensuring the model linearity. This model is named Classic Regression Model (CRM).

The artificial neural network (ANN) used in the current study (SisReN\textsuperscript{®} software – Artificial Neural Network and Linear Regression System) is a multilayer network. The type of learning selected for this network typology is known as monitored learning based on the “back-propagation of errors” system. These networks use two or more processing neuron layers.

The input layer (sample number) receives the external inputs, whereas the output layer (species richness) is responsible for generating the network answer. In this study, we have a third layer between the two layers previously mentioned, which is named hidden layer and is composed of three neurons. The linear function was used in the network’s output, and the hyperbolic tangent was employed in the hidden layer.

For each standard set, the network weights are adjusted to minimize the difference between the network outputs and the desired ones. Error is minimized by using the gradient technic with a convergence factor called learning rate. The only requirement for the considered network type is that the input and output values meet in the 0 to 1 interval by compatibility with the transference function.

\section*{Results and discussion}

The macroinvertebrate community presented a total of 37 taxonomic categories in the nine samples analyzed. Two protozoans provided with theca were related, as well as two taxonomic categories of Gastropoda and Crustacea. For the classes Hydrozoa, Turbellaria, Oligochaeta, and Arachnida, and for the subclass Hirudinea only one taxonomic category was related. Insecta was the most abundant group, with seven Orders and 26 taxa (Table 1).

Tables 2 and 3 show sub-samples of the whole community. Both sub-samples consist of parcels retained on sieves of different meshes. The differences were relatively small. Only a few taxonomic categories were exclusive of a given sieve.

| Taxonomic categories | Samples |
|----------------------|---------|
| Taxa                 | 1 2 3 4 5 6 7 8 9 |
| Rhizopoda 1          | - 7 31 226 35 16 23 29 82 20 |
| Rhizopoda 2          | - 1 |
| Hydrozoa             | Hydridae 8 1 3 1 6 7 4 7 5 |
| Turbellaria          | Tricladida 1 1 1 1 1 1 1 2 |
| Gastropoda           | Physidiae 1 |
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| Taxonomic categories | Samples |
|----------------------|---------|
| Ancylidae            | 2       |
| Oligochaeta          | 24      |
| Hirudinea            | 5       |
| Arachnida            | 1       |
| Crustacea            | 1       |
| Ostracoda            | 4       |
| Copepoda             | 1       |
| Oligochaeta          | 17      |
| Hirudinea            | 1       |
| Arachnida            | 1       |
| Crustacea            | 1       |
| Ostracoda            | 5       |
| Copepoda             | 1       |
| Oligochaeta          | 28      |
| Hirudinea            | 1       |
| Arachnida            | 1       |
| Crustacea            | 5       |
| Ostracoda            | 3       |
| Copepoda             | 2       |
| Oligochaeta          | 10      |
| Hirudinea            | 1       |
| Arachnida            | 1       |
| Crustacea            | 3       |
| Ostracoda            | 2       |
| Copepoda             | 1       |
| Oligochaeta          | 57      |
| Hirudinea            | 1       |
| Arachnida            | 1       |
| Crustacea            | 5       |
| Ostracoda            | 3       |
| Copepoda             | 2       |
| Oligochaeta          | 30      |
| Hirudinea            | 1       |
| Arachnida            | 1       |
| Crustacea            | 4       |
| Ostracoda            | 2       |
| Copepoda             | 1       |
| Oligochaeta          | 34      |
| Hirudinea            | 1       |
| Arachnida            | 1       |
| Crustacea            | 1       |
| Ostracoda            | 1       |
| Copepoda             | 1       |

Table Continued...

| Insecta | Samples |
|---------|---------|
| Baetidae| 70      |
| Tricorythidae I | 1     |
| Tricorythidae 2 | 62     |
| Tricorythidae 3 | 2      |
| Heptageniida    | 8      |
| Libellulida     | 3      |
| Coenagrionida   | 1      |
| Corduliida      | 1      |
| Perlida         | 1      |
| Calopterygida   | 1      |
| Naucoridida     | 1      |
| Hydropsylida I  | 1      |
| Hydropsylida 2  | 5      |
| Hydropsylida P  | 1      |
| Polycentropodida| 2      |
| Leptocerida     | 7      |
| Helicopsychida P| 1      |
| Elmidae 1 L     | 3      |
| Elmidae 2 L     | 4      |
| Elmidae (adult) | 1      |
| Gyriinida       | 1      |
| Psephenida      | 1      |
| Chironomida L   | 318    |
| Chironomida P   | 27     |
| Empedida        | 4      |
| Ceratopogonida  | 1      |
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Table 2: Benthic macroinvertebrates sampled in artificial substrates, with 15 days exposition, retained on the 500 µm mesh, in Uberaba River, in Uberaba/MG

| Taxonomic categories | Samples |
|----------------------|---------|
| Taxa                 | 1 2 3 4 5 6 7 8 9 |
| Rhizopoda            | - 6     |
| Hydrozoa             | Hydridae 2 1 1 3 2 2 5 2 |
| Gastropoda           | Physidae 1 |
| Ancyliida            | 2       |
| Turbellaria          | - 1 1 1 1 1 1 2 |
| Oligochaeta          | - 1 1 1 5 8 4 |
| Hirudinea            | 1       |
| Arachnida            | - 1     |
| Crustacea            | Ostracoda 1 4 1 |
| Insecta              | Baetidae 50 19 36 2 20 29 6 5 44 |
|                      | Tricorythidae 1 |
|                      | Tricorythidae 2 47 31 50 36 55 47 30 23 38 |
|                      | Tricorythidae 3 1 |
| Heptageniida         | 8 2 8 5 3 8 9 2 16 |
| Libellulida          | 3 3 1 1 1 |
| Coenagrionida        | 1 4 3 4 1 5 1 4 |
| Cordulidae           | 1 |
| Calopterygida        | 1 1 6 1 4 4 9 |
| Perlidae             | 1 |
| Naucoridae           | 1 1 1 |
| Hydroptilidae        | 1 1 3 1 1 1 |
| Hydroptilidae 2      | 1 2 |
| Hydroptilidae P      | 1 |
| Polycentropodida     | 1 3 2 3 3 3 1 |
| Leptocerida          | 6 2 10 2 2 4 2 2 1 |
| Helicopsychidae P    | 1 |
| Elmidae 1            | 1 |
| Elmidae 2            | 2 2 1 1 4 3 1 |
| Elmidae (adult)      | 1 1 1 1 2 |
| Gyrinidae            | 1 1 |
| Psephenidae          | 1 |
| Chironomidae L       | 144 90 167 30 71 94 95 103 61 |
| Chironomidae P       | 12 6 9 9 7 15 9 13 6 |
| Empididae            | 2 1 1 1 5 3 1 |
Table 3  Benthic macroinvertebrates sampled in artificial substrates, with 15 days exposition, retained on the 300 µm mesh, in Uberaba River, in Uberaba/MG

| Taxonomic categories | Samples |
|----------------------|---------|
|                      | 1       | 2    | 3    | 4    | 5    | 6    | 7    | 8    | 9    |
| Rhizopoda 1          | -       | 7    | 31   | 226  | 35   | 10   | 23   | 29   | 82   | 20   |
| Rhizopoda 2          | -       | 1    |      |      |      |      |      |      |      |      |
| Hydrozoa             | -       | 6    | 2    | 1    | 3    | 5    | 2    | 2    | 3    |      |
| Turbellaria          | -       |      |      |      |      |      |      |      |      |      |
| Gastropoda           | Anyclida|      | 23   |      | 16   | 28   | 9    | 21   | 52   | 5    |
| Oligochaeta          | -       | 3    |      |      |      |      |      |      | 52   |      |
| Arachnida            | -       |      |      |      |      |      |      |      |      |      |
| Crustacea            | Ostracoda| 1   | 3    | 1    | 5    | 3    | 2    | 1    |      |      |
|                      | Copepoda|      |      |      |      |      |      |      |      |      |
| Insecta              | Baetida  | 20   | 4    | 17   | 8    | 21   | 25   | 8    | 15   | 25   |
|                      | Tricorythidae 2 | 15  | 18  | 29  | 16  | 20  | 16  | 5  | 10  | 15  |
|                      | Tricorythidae 3 |      |      |      |      |      |      |      |      |      |
|                      | Heptageniida  |      |      |      |      |      |      | 25  | 2  | 17  | 8  |
| Coenagrionida        |            | 1    |      |      |      |      |      |      |      |      |
|                      | Hydroptilida 1 |      | 2   | 2   | 1   | 2   |      |      |      |      |
|                      | Hydroptilida 2 | 4    | 2    |      |      |      | 1    | 3    |      |      |
|                      | Polycentropodida | 1  | 2   | 2   | 3   | 1   | 2   | 6   |      |      |
|                      | Leptocerida  | 1    | 3   | 2   | 1   |      | 1   | 4   |      |      |
|                      | Elmidae 1 L  |      |      |      |      |      |      | 1   |      |      |
|                      | Elmidae 2 L  | 1    | 2   | 18  | 1   | 2   | 10  | 5   | 7   | 3   |
|                      | Elmidae (adult) |      |      |      |      |      |      |      |      |      |
|                      | Chironomidae L | 174 | 327  | 341  | 247  | 229  | 332  | 117  | 303  | 380  |
|                      | Chironomidae P | 15  | 10  | 19  | 11  | 6  | 10  | 4  | 9  | 13  |
|                      | Ceratopogonida |      |      |      |      |      |      |      |      |      |
|                      | Empedida  | 2    | 4   | 1   | 1   | 2   |      | 5   |      |      |

Three taxonomic categories were exclusive of 300 µm mesh: Rhizopoda 2, Copepoda e Ceratopogonidae; whereas 11 categories were exclusive of 500 µm mesh: Physidae, Hirudinea, Tricorythidae 1, Libellulidae, Cordulidae, Calopterygidae, Perlidae, Naucoridae, Helicopsychidae, Gyrinidae, and Psephenidae.

Although the fraction larger than 300 µm and smaller than 500 µm is responsible for a total number of taxa relatively small, when this is considered, the trend towards stabilization tends to be shown at an earlier point, and three new taxa are observed.

Figure 2, 3 and 4 show the taxa cumulative curve in each sample fraction and in the total sample.

The logarithmic functions inserted in each case present high R² values, indicating that a great part of the initial variation in the arithmetic mean can be explained by the sampling number introduction in the equation. It is important to emphasize that the introduction of the logarithmic transformation into the independent variable is meant to provide a solution that aims to a dependent variable stabilization in relation to the independent variable increase. Although this transformation shows a stabilization trend, it has generated an equation with an adjustment smaller than the data without transformation. The equation for the fraction retained on the 300 µm mesh was: y = 4.3928 Ln(x) + 12.529; with R² = 0.9121; indicating that 91.21% of the observed data variation is explained by the equation. The equation for the fraction larger than 500µm was y = 7.2277 Ln(x) + 14.719; with R² = 0.9739. For the whole community, the cumulative curve of new taxa has had 92.99 % of its variation explained by the function y = 6.7036 Ln(x) + 18.465.

Figure 5 shows the cumulative curve of taxonomic groups for the two fractions and for the whole community.

It is worth noting that there is a trend of an increase in the number of new taxa only in the fraction corresponding to 500 µm, even after the new sample, indicating that, if only this fraction were analyzed, the total number of taxonomic groups sampled would be smaller and that the stabilization trend would be would happen later. The pattern of increase trend of new groups is not observed in the 300 µm fraction, nor in the total sample.
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Figure 2 Cumulative curve of the total number of taxa observed in the retained fraction between 300 e 500 µm ($R^2 = 0.9121$).

Figure 3 Cumulative curve of the total number of taxa observed in the retained fraction using 500 µm mesh ($R^2 = 0.9688$).

Figure 4 Cumulative curve of the total number of taxa observed in the total sample ($R^2 = 0.9506$).

Figure 5 Cumulative curves of the total number of taxa observed in the fractions and in the total sample, in case sampling units to be initially collected showed smaller numbers of taxa.

Though the fraction smaller than 500 µm is responsible for a total taxa number relatively small, when this fraction is considered, the trend to stabilization tends to be seen in an earlier point, and three new taxa are observed.

This type of approach is often used by other authors. However, it can compromise the result and evaluation.3,4,7,11,12

The community sampling is a draw of individuals in a group (a random sampling). The cumulative curve stabilization, which is used as a reference of the appropriate number of sampling units which should be employed, can vary according to the order these sampling units are collected. Hence, with the data issued, according to the order of collection of these sampling units, we could have rather different results, as shown in Figure 5 and 6.

In case sampling started with a smaller number of taxa, we would have the logarithmic function $y = 7.17544 \ln (x) + 14.748$; com $R^2 = 0.9515$. In case sampling started with a bigger number of taxa, we would have the logarithmic function $y = 5.8935 \ln(x) + 22.568$; com $R^2 = 0.9722$.

With the presented functions, estimating the number of taxa, with ten samples, we would hypothetically have, in the first case, approximately 33 different taxonomic groups. If the sampling started with bigger numbers of taxa, we would have approximately, 36 taxonomic groups. Making a projection in case we had 100 samples, the picture would be reversed, and in the first situation, we would have 50 taxa, smaller than the 49 ones observed in the second simulation.

In routinely performed monitoring work, the reduction in the cost of analysis is associated with the reduction of the number of sampling units. If we had made this estimate for three samples, we would have 23 and 29 taxonomic groups, respectively. These values would be estimates of a same community, demonstrating that differences could be indicated, where they did not exist, or impacts would not be detected by the analysis, when in fact, they are present. Thus, environmental managers can eventually make management decisions that are not always based on reliable data.

This exercise demonstrates the need for large samples. The 300 µm fraction is important since it makes the total cumulative curve tend to stabilize, and because this fraction has presented taxonomic groups that were not seen in fraction 500 µm, due to random events or to its size.

Figure 7 shows the ordering of the distribution of all taxonomic groups found in the sampling. The power function used in this case presents a high $R^2$ level, indicating that a great part of the observed variation can be explained by the equation. The equation is expressed by $y = -7E-08x^6 + 6E-06x^5 - 0.0002x^4 + 0.0015x^3 + 0.0174x^2 - 0.4201x + 3.7667$; with $R^2 = 0.9924$; showing that 99.24% of the observed data variation are explained by the equation.

A similar analysis could have been performed with the aid of Artificial Neural Network – (ANN). Lately, ANN has been put into sharp relief in scientific communities as a result of its modeling capacity when data are not linearly related.

Artificial neural networks have high potential for applications in ecology and, specifically, in modeling biological communities.
Neural models provide a bridge between learning and ecological modeling; providing a new step in data analysis, with inferential capacity in biological communities.\cite{1,2}

According to the more conservative methodology, the total number of taxonomic categories would be around 23 to 36, with a great error margin, depending on the sampling effort. In contrast, using the ANN methodology, the exact number would be 34, a value close to the average, in case a bigger sampling effort performed was high. We obtained the attribute estimation of a biological community using neural networks. This approach can provide an important tool for managing natural resources.\cite{3,4}

**Conclusion**

The parametric inference process performed by the least squares has shown logarithmic functions with high $R^2$ values, indicating that a large part of the initial variation around the observed arithmetic average can be explained by introducing the sample number in the equation.

The cumulative curve stabilization can vary according to the order the sampling units are collected, determining thus, different results. When data relate to each other in a nonlinear way, the Artificial Neural Networks indicate the exact value in a more precise and accurate manner due to their modeling capacity. Therefore, the Artificial Neural Network should be indicated, to the detriment of traditional methods.
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