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Abstract: Most studies of artificial intelligence in the medical field involve classification problems, but few consider recognition of one characteristic point in images or regression analysis such as data recognition. In this research, we constructed a fundamental convolutional neural network framework for regression analysis. Images of the handwritten digit “3” from the MNIST dataset were used as training data, with the protruding middle point as an image feature point. Input images and training data (x1, y1) were connected to 6 convolutional layers and then run through 2 affine layers to produce the output data (x2, y2). The loss function was the mean radial error (MRE) between the training and output data. After machine learning, the error converged to 0.75 pixels on average. We expect that this algorithm can be clinically applied to points having certain characteristics in images, such as locating hard tissue lesions or recognizing measurement points in cephalograms.
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Introduction

Over 60 years has passed since the term “artificial intelligence (AI)” was first proposed in 1956 at a Dartmouth University workshop (1,2). There have been several AI “booms” since then. The first is now called “good old-fashioned AI” (3), referring to the time when neural network algorithms that can perform inference and computer searches were being developed. The high-level language FORTRAN was first released around that time (4), and there have been many other achievements, such as the perceptron (5,6). The second boom focused on giving computers information for learning, that is, “knowledge,” in order to construct higher-level recognition systems. Backpropagation of error, which speeds up calculations, was developed in this period (7), and learning speeds dramatically improved. However, AI systems make predictions by “learning” characteristic features through “calculations,” and because these calculations require large amounts of memory and computing power, AI is highly reliant on hardware performance. In both eras, the performance and speed of AI were far from expectations for practical use, so these efforts were abandoned in less than 10 years.

The third boom started around 2000 with new advances in hardware, and the AI field has been explosively progressing ever since (8). The programming language Python, which is now used for most AI development, was created during this era (9). This language allows the use of many modules, such as Keras, for AI development. In recent years, there has been increasing research into the development of base frameworks in Python for the advanced training of convolutional neural networks (CNNs), which can be applied in fields such as natural language processing (10), speech recognition (11), and data analysis (12). In medical imaging in particular, CNNs have demonstrated superior performance in various applications such as pathological analysis (13-15). Such projects can be generally divided into “classification” problems for grouping data by type and “regression” problems for predicting the output of continuous quantities. Most current AI projects using medical images are classification problems (16-18), and studies addressing regression problems are rarely seen. Our goal is the application of AI to recognize, for example, feature points in dental X-ray images, such as positions of lesions, areas of tooth decay, locations of tooth cusps, and measurement points in cephalograms. As a first step, we aimed to build a fundamental system that solves regression problems to recognize a certain feature point in a simple image.

Materials and Methods

We extracted 6,133 images of the handwritten digit “3” from among 70,000 images in the MNIST (Modified National Institute of Standards and Technology) dataset (19)(Fig. 1). All images had dimensions of 28 × 28 pixels. The protruding point in the center of a “3” was set as a feature point. The following describes in detail the method by which we created training data, the fundamental CNN framework, and the verification method.

Training dataset

AI-based learning requires large amounts of training data. We developed a custom program in Python to automatically input one characteristic point (x1, y1) from each image in CSV format, and 2 workers created training data from all 6,133 images.
CNN architecture and training

We developed the CNN program with reference to Saito\textsuperscript{19}, using Python version 3.6.3 with various extensions, such as modules for numerical and image processing. Specifically, we used Numpy, the Python Image Library for image processing, and matplotlib to graph the learning progress.

For machine learning, the use of various types of images, rather than similar ones, is recommended in order to avoid overfitting\textsuperscript{20}, which refers to learning results that are compatible with training data but do not provide correct answers for unknown data. In other words, if training data coordinates \((x_1, y_1)\) in this project are concentrated only around the image center, learning will suggest that correct answers must be near the image center, making it difficult to recognize the target feature points elsewhere. Therefore, we cropped images fed to the CNN to \(42 \times 42\) pixels, with the training images randomly placed therein. This dataset did not include image transformations such as rotation or enlargement.

Fig. 2 shows a flowchart of the CNN. The network consisted of 6 convolutional layers and 3 max pooling layers. The filter size and number of filters for each layer are specified in Fig. 2. Each convolutional layer is followed by a rectified linear unit (ReLU). In the last layers, all the units are fully connected to output probabilities for 2 scalar values \((x_2, y_2)\) using the softmax function. The loss function is defined as the absolute distance between \((x_1, y_1)\) and \((x_2, y_2)\), as described in Evaluation. We used Adam as the optimizer, with a learning rate of 0.001. The number of training epochs was set to 400.

The development environment was an Apple MacBook Pro (Apple Inc., Cupertino, CA, USA) with a 3.1 GHz Dual Core Intel Core i7 processor and 16 GB of 1867 MHz DDR3 RAM. The operating system was MacOS Catalina 10.15.4.

**Evaluation**

The radial error \(R\) is formulated as \(R = \sqrt{\Delta x^2 + \Delta y^2}\), where \(\Delta x\) and \(\Delta y\) are the absolute distance in the \(x\)- and \(y\)-directions, respectively, between the obtained output data and the training data. The mean radial error (MRE) is defined as \(\text{MRE} = \frac{\sum_i R_i}{N}\).

**Results**

About 18 hours was required to perform machine learning. Fig. 3 shows the learning curve of validation for each epoch. The learning curve had mostly converged after 40 epochs, and MRE decreased with each epoch. For example, the deviation was 0.920 pixels after 200 epochs, but finally converged to about 0.747 pixels. Fig. 4 shows examples of automatically detected points.
Using the CNN, one characteristic point could be recognized in images with high accuracy. We devised a calculation of the loss function to solve the regression problem. In the classification problem, the item indicating the most probable value in the final output layer is calculated as “correct” or “incorrect,” and its weight is adjusted. In this study, this was solved by making adjustments such that the x- and y-coordinate point values were directly output in the final layer, the MRE with the training data \((x_1, y_1)\) was used as the accuracy, and the weight was adjusted to decrease this value.

We built a CNN from scratch, along with a system that recognizes a specific point in a simple image. AI quantifies the incoming information and extracts parts where values such as edges change significantly. This extracted part becomes the convolutional layer and the pooling layer. This approach imitates recognition in the human brain\(^{21}\). Humans divide information from the optic nerve using 6 layers and gradually emphasize characteristic information before passing it to cognitive regions. It is difficult for humans to recognize the entirety of huge amounts of data, and the same is true for AI, so important parts are extracted while reducing the amount of data. To recognize one target point from this extracted feature point, the accuracy is improved while reducing distance from the training data. In AI learning, a random point is presented first, and when the distance from the correct answer (the derivative gradient) is large, it converges so that the gradient becomes smaller. Finally, the point is found where the differential coefficient is smallest (the distance from the correct answer is closest to 0).

There are various parameters in this learning process. For example, the optimizer, which is a gradient method for deep learning, includes Adam\(^{22}\), as well as stochastic gradient descent (SGD) and AdaGrad. SGD is the earliest of these algorithms and is considered suitable for simple cases such as when there is a clear convergence point. AdaGrad\(^{23}\) is advantageous in that it automatically updates the learning rate. Adam combines a gradient descent method like Momentum that imitates motion of inertia with AdaGrad, and is currently considered the state of the art. Accuracy in this study was most improved when Adam was selected as a result of verification, but other cases may result in different results. Thus, it is essential to improve the accuracy of all parameter settings through trial and error.

When using AI, learning can seemingly be done in almost the same way, by adjusting how training data is created, selecting various parameters for the CNN layer structure, and evaluation (setting the loss function). Following this basic structure, we plan to develop applications such as point detection or range recognition in various medical images, which is our final goal.
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