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Abstract

Interpretability of Deep Learning (DL) is a barrier to trustworthy AI. Despite great efforts made by the Explainable AI (XAI) community, explanations lack robustness—indistinguishable input perturbations may lead to different XAI results. Thus, it is vital to assess how robust DL interpretability is, given an XAI method. In this paper, we identify several challenges that the state-of-the-art is unable to cope with collectively: i) existing metrics are not comprehensive; ii) XAI techniques are highly heterogeneous; iii) misinterpretations are normally rare events. To tackle these challenges, we introduce two black-box evaluation methods, concerning the worst-case interpretation discrepancy and a probabilistic notion of how robust in general, respectively. Genetic Algorithm (GA) with bespoke fitness function is used to solve constrained optimisation for efficient worst-case evaluation. Subset Simulation (SS), dedicated to estimate rare event probabilities, is used for evaluating overall robustness. Experiments show that the accuracy, sensitivity, and efficiency of our methods outperform the state-of-the-arts. Finally, we demonstrate two applications of our methods: ranking robust XAI methods and selecting training schemes to improve both classification and interpretation robustness.

1. Introduction

A key impediment to the wide adoption of Deep Learning (DL) is its perceived lack of transparency. Explainable AI (XAI) is a research area that aims at providing the visibility into how a DL model makes decisions, and thus enables the use of DL in vision-based safety critical applications, such as autonomous driving [32], and medical image analysis [43]. Typically, XAI techniques visualise which input features are significant to the DL model’s prediction via attribution maps [4, 21]. However, interpretations\(^1\) suffer from the lack of robustness. Many works have shown that a small perturbation can manipulate the interpretation while keeping model’s prediction unchanged, e.g., [19, 25]. Moreover, there exists the misinterpretation of Adversarial Examples (AEs) [50], i.e., adversarial inputs are misclassified\(^2\) by the DL model, but interpreted highly similarly to the benign counterparts. Fig. 1 illustrates examples of the aforementioned two types of misinterpretations. In this regard, it is vital to assess how robust the coupled DL model and XAI method are against input perturbations, which motivates this work.

Figure 1: Two types of misinterpretations after perturbation

To answer the question, the first challenge we recognise is the lack of diverse evaluation metrics from the state-of-the-art. Most of the existing works focus on adversarial attack [20] and defence [16, 42] on explanations, which essentially answer the binary question of whether there exist any adversarial interpretation in some perturbation distance. On the other hand, evaluation methods mainly study worst-case metrics, e.g., the maximum change in the resulting explanations when perturbations are made [3] and local

\(^1\)Despite the subtle difference between interpretability and explainability, we use both terms interchangeably as attributes of DL models in this paper. However, as suggested in [31], we use the terms explanation/interpretation specifically for individual predictions.

\(^2\)Without loss of generality, in this paper we assume the DL model is a classifier if with no further clarification.
Lipschitz continuity as the sensitivity to perturbations [48]. However, for systematic evaluation, we also need a notion of how robust in general the model is whenever a misinterpretation can be found (in line with the insight gained from evaluating classification robustness [45]). We introduce two metrics concerning the worst-case interpretation discrepancy and a probabilistic metric to calculate the proportion of misinterpretations in the local norm-ball around the original input, that complement each other from different perspectives.

Second, XAI techniques are so heterogeneous that no existing white-box evaluation methods are generic enough to be applicable to all common ones. That said, black-box methods, that only access inputs and outputs of the coupled DL model and XAI tool without requiring any internal information, are promising for all kinds of XAI techniques (including perturbation-based ones that are missing from current literature). Based on this insight, we design a Genetic Algorithm (GA) and a statistical Subset Simulation (SS) approach to estimate the aforementioned two robustness metrics, both of which are of black-box nature.

The third challenge we identified is that misinterpretations are normally rare events in a local norm-ball. Without white-box information like gradients, black-box methods have to leverage auxiliary information to detect such rare events efficiently. To this end, we design bespoke fitness functions in the GA (when solving the optimisation) and retrofit the established SS (dedicated to estimating rare event probabilities [6]) for efficient evaluation.

To the best of our knowledge, no state-of-the-art methods can collectively cope with the three pinpointed challenges like ours. To validate this claim, we conduct experiments to study the accuracy, sensitivity, and efficiency of our methods. Additionally, we develop two practical applications of our methods: i) We evaluate a wide range of XAI techniques and gain insights that no XAI technique is superior in terms of robustness to both types of adversarial attacks. ii) We discover a strong correlation between classification robustness and interpretation robustness through theoretical analysis (see Appx.) and empirical studies. We also identified the best training scheme to improve both aspects.

In summary, the key contributions of this paper include:

- Two diverse metrics, worst-case interpretation discrepancy and probabilistic interpretation robustness, complement each other as a versatile approach, allowing for a holistic evaluation of interpretation robustness.

- We introduce new methods based on GA and SS to estimate these two metrics. These methods are black-box and thus applicable to diverse XAI tools, enabling robustness evaluation of perturbation-based XAI techniques for the first time. Despite the rare occurrence of misinterpretations, our GA and SS algorithms efficiently detect them.

- We demonstrate two practical applications of our methods: ranking robust XAI techniques and selecting training schemes to improve both classification and interpretation robustness.

2. Related Work

Evaluation of Interpretation Robustness: Existing evaluation metrics, proposed for interpretation robustness, only consider the misinterpretation when the prediction label of perturbed inputs remains unchanged [3]. [3] estimates the Local Lipschitz of interpretation, while [48] introduces the max-sensitivity and average-sensitivity of interpretation. Both of them use Simple Monte Carlo (SMC) sampling to estimate their metrics. [46] formally certify the robustness of gradient-based explanation by propagating a compact input or parameter set as symbolic intervals through the forwards and backwards computations of the neural network (NN). In [14], it defines the consistency as the probability that the inputs with the same interpretation have the same prediction label. However, their evaluation method is only applicable to tree ensemble models and tabular datasets, leaving the probabilistic estimation of misinterpretation for high-dimensional image datasets blank. Notably, toolsets/benchmarks [26, 1] for evaluating XAI techniques are emerging in the last two years. They are not specifically built for evaluating interpretation robustness, thus only concern the aforementioned metrics. That said, our metrics and their efficient estimators can be integrated into and complement those toolsets/benchmarks.

Adversarial Attack and Defence on Interpretation: Ghorbani et al. first introduce the notion of adversarial perturbation to NN interpretation [19]. Afterwards, several works are dedicated to generating indistinguishable inputs which have the same prediction label but substantially different interpretations [20, 39]. The theoretical analysis has shown that the lack of interpretation robustness is related to geometrical properties of NNs [15]. In [50], a new class of attack is proposed to fool the NN’s prediction as well as the coupled XAI method. GA is introduced to manipulate SHAP in [8]. In [15], an upper bound on maximum changes of gradient-based interpretation is derived. The upper bound is proportional to the smooth parameter of the softplus activation function, which can be smoothed to improve the interpretation robustness. In [16], regularisation on training, like weight decay, and minimising the hessian of NNs are theoretically proved to be effective for training more robust NNs against interpretation manipulation. In [53], prior knowledge, e.g., from V&V evidence, is used in Bayesian surrogate models for more robust and consistent explanations. Specifically designed for perturbation-based
XAI tools, [10] devises defenses against adversarial attack. We refer readers to [9] for a recent survey on the topic.

3. Preliminaries

3.1. Feature-Attribution based XAI

While readers are referred to [4] for a review, we list common feature-attribution based XAI methods [51, 21] that are studied by this work.

Guided Backpropagation: It computes the gradient of output with respect to the input, but only the non-negative components of gradients are propagated to highlight the important pixels in the image [40].

Gradient × Input: The map \( g(x) = x \odot \frac{\partial f(x)}{\partial x} \) is more preferable to gradient alone to leverage the sign and strength of input to improve the interpretation sharpness [38].

Integrated Gradients: Instead of calculating single derivative, this approach integrates the gradients from some baseline to its current input value \( g(x) = (x - \bar{x}) \int_{0}^{1} \frac{\partial f(x+\alpha(x-\bar{x}))}{\partial x} d\alpha \), addressing the saturation and thresholding problems [41].

GradCAM: Gradient-weighted Class Activation Mapping (Grad-CAM) generates the visual explanation for convolutional neural network, using gradients flowing into the final convolutional layer to produce a coarse localization map, highlighting the relevant regions in the image for prediction [37].

Layer-wise Relevance Propagation (LRP): LRP operates by propagating the outputs \( f(x) \) backwards, subject to the conservation rule [7]. Given neurons \( j \) and \( k \) in two consecutive layers, propagating relevance score \( R_k \) to neurons \( j \) in lower layer can be expressed as \( R_j = \sum_k \frac{z_{jk}}{z_{jk}} R_k \) where weight \( z_{jk} = w_{jk} x_k \) is the weighted activation, representing the contribution of relevance neuron \( k \) makes to neuron \( j \).

DeepLift: It is an improved version of LRP by considering changes in the neuron activation from the reference point when propagating the relevance scores [38]. Rescale rule is used to assign contribution scores to each neuron.

Perturbation-based: LIME trains an interpretable local surrogate model, such as linear regression model, by sampling points around the input sample and use the regression coefficients as interpretation results [35]. SHAP calculates the attribution based on Shapley Values from cooperative game theory [29]. It involves taking the permutation of input features and adding them one by one to the baseline. The output difference after adding input feature corresponds to its attribution.

3.2. Local Robustness of Interpretation

Analogous to the adversarial robustness of classification, interpretation can be fooled by adding perturbations to the input. The interpretation robustness is highly related to the robustness of classification, since the attribution map is produced based on some prediction class. Therefore, we first define the robustness of classification and then formalise the robustness of interpretation, using the following notations. Given an input seed \( x \), we may find a norm ball \( B(x, r) \) with the central point at \( x \) and radius \( r \) in \( L_p \) norm. We denote the prediction output of the DL model as the vector \( f(x) \) with size equal to the total number of labels.

Classification robustness requires that DL model’s prediction output should be invariant to the human imperceptible noise, which can be expressed through the prediction loss around an input seed

\[
J(f(x), f(x')) = \max_{i \neq y} (f_i(x) - f_y(x'))
\]

where \( f_i(x') \) returns the probability of label \( i \) after input \( x' \) being processed by the DL model \( f \). Note, \( J \geq 0 \) implies that \( x' \) is an AE. We then define the following indicator function for misclassification within the norm ball \( B(x, r) \)

\[
I_c = \begin{cases} 
-1 & \text{if } J(f(x), f(x')) > 0 \\
1 & \text{if } J(f(x), f(x')) < 0 
\end{cases}
\]

That is, \( I_c = -1 \) indicates misclassification, otherwise 1.

Previous works study two circumstances when small perturbation fools the interpretation \( g(x) \), cf. Fig. 1 for examples. We use the interpretation discrepancy \( \Delta (g(x), g(x')) \) (defined later) to quantify the difference between the new interpretation \( g(x') \) after perturbation and the reference \( g(x) \), where \( x' \in B(x, r) \). We then introduce two constants as thresholds, \( \alpha \) and \( \beta \), such that \( \Delta < \alpha \) represents consistent interpretations, while \( \Delta > \beta \) represents inconsistent interpretations. Two misinterpretation regions within the norm ball \( B(x, r) \) are then defined as

\[
\hat{F} = \{ \Delta > \beta \land J < 0 \}, \quad \bar{F} = \{ \Delta < \alpha \land J \geq 0 \}
\]

\( \hat{F} \) represents preserved classification with different interpretation and \( \bar{F} \) represents different classification with preserved interpretation, respectively. Note, \( \alpha \) and \( \beta \) are hyperparameters that define the consistency notion of interpretations. They may vary case by case in the specific application.

\footnote{When \( \alpha \leq \Delta \leq \beta \), it represents the case that we cannot clearly decide if the two interpretations are consistent or not.}
context, representing the level of strictness required by the users on interpretation robustness. For example, if we use PCC (defined later) to quantify $\mathcal{D}$, i.e. $\mathcal{D}=1/$PCC, there is a rule of thumb [2] that PCC $< 0.4$ ($\beta = 1/0.4$) indicates inconsistent interpretations while PCC $> 0.6$ ($\alpha = 1/0.6$) represents consistent interpretations.

### 3.3. Interpretation Discrepancy Metrics

In order to quantify the visual discrepancy between the XAI results (i.e., attribution maps), there are several commonly used metrics, including Mean Square Error (MSE), Pearson Correlation Coefficient (PCC), and Structural Similarity Index Measure (SSIM) [15]. PCC and SSIM have the absolute values in $[0, 1]$. The smaller values indicate the larger discrepancy between two interpretations. MSE calculates the average squared differences, the value of which more close to 0 means higher similarity. Then, interpretation discrepancy $\mathcal{D}$ can be expressed as

$$
\mathcal{D} = \frac{1}{\text{PCC}} \text{ or } \frac{1}{\text{SSIM}} \text{ or MSE}
$$

### 4. Worst Case Evaluation

The conventional way to evaluate robustness of classification is based on the worst case loss under the perturbation [49]. This underlines the adversarial attack and motivates the adversarial training. Similarly, the worst case interpretation discrepancy between the original input and perturbed input may reflect the interpretation robustness.

There are two types of misinterpretations after perturbation in a local region, cf. Eq. (3). Accordingly, two optimisations are formalised for the worst case interpretation discrepancy:

$$
\text{sol}_F = \max_{x' \in B(x, r)} \mathcal{D}(g(x), g(x'))
\text{ s.t. } J(f(x), f(x')) < 0
$$

$$
\text{sol}_F = \min_{x' \in B(x, r)} \mathcal{D}(g(x), g(x'))
\text{ s.t. } J(f(x), f(x')) \geq 0
$$

That is, $\text{sol}_F$ corresponds to finding the largest interpretation discrepancy when perturbed input is still correctly classified. While $\text{sol}_F$ is the minimum interpretation discrepancy between the AE $x'$ and input seed $x$.

Previous works adopt white-box methods to solve the above optimisations for adversarial explanations [50, 19], in which case the DL model $f(x)$ and XAI method $g(x)$ are required to be fully accessible to their internal information. In addition, many XAI methods $g(x)$ are non-differentiable, and the strong assumptions (like smoothing gradient of ReLU non-linearity) are made to enable
derivative-based optimisation. In contrast, Genetic Algorithm (GA) is a derivative-free method for solving both constrained and unconstrained optimisations, and has been successfully applied to the evaluation of classification robustness [12]. That motivates us to develop a black-box evaluation method for interpretation robustness based on GA. GA consists of 5 steps: initialisation, selection, crossover, mutation, and termination, the middle three of which are repeated until the convergence of fitness function values. We refer readers to Appx. 8.2 for more details of GA.

**Initialisation**: The population with $N$ samples is initialized. Diversity of initial population could promise approximate global optimal [27]. Normally, we use the Gaussian distribution with the mean at input seed $x$, or a uniform distribution to generate a set of diverse perturbed inputs within the norm ball $B(x, r)$.

**Selection**: The core of GA is the design of fitness functions. Fitness function guides the selection of parents for latter operations. Considering the constrained optimization, we design the fitness function based on the superiority of feasible individuals to make distinction between feasible and infeasible solutions [34]. For the optimisation of Eq. (5), the constraint can be directly encoded as the indicator $I_c$ into the fitness function

$$
\mathcal{F}(x') = I_c \mathcal{D}(g(x), g(x'))
$$

and $\mathcal{D}(g(x), g(x'))$ is always none negative. All feasible individuals satisfying the constraint $J(f(x), f(x')) < 0$ will have $I_c = 1$, and $\mathcal{F} > 0$. If the constraint is violated, then $I_c = -1$, and $\mathcal{F} < 0$. In other words, the individuals violating the constraint will have smaller fitness values than the others and are suppressed during the evolution.

For the optimisation of Eq. (6), we note $J > 0$ is a rare event within the local region $B(x, r)$, as AEs are normally rare [45]. To accelerate the search in the feasible input space, we set two fitness functions $F_1$ and $F_2$. $F_1$ increases the proportion of AEs in the population. On this basis, when over half amount of the population are AEs, $F_2$ will guide the generation of adversarial explanations.

$$
F_1(x') = J(f(x), f(x'))
F_2(x') = -I_c/\mathcal{D}(g(x), g(x'))
$$

In $F_2$, $I_c$ also penalises the violation of constraints, which keeps the optimisation conditioned on AEs. Instead of directly selecting the best fitted individuals, we choose the fitness proportionate selection [28], which can maintain good diversity of population and avoid premature convergence. Then, the probability of selection $p_i$ for each individual $x'_i$ is formulated as

$$
p_i = \frac{\mathcal{F}(x'_i)}{\sum_{j=1}^{N} \mathcal{F}(x'_j)}
$$
Crossover: The crossover operator will combine a pair of parents from last step to generate a pair of children, which share many of the characteristics from the parents. The half elements of parents are randomly exchanged.

Mutation: Some elements of children are randomly altered to add variance in the evolution. It should be noticed that the mutated samples should still fall into the norm ball \( B(x, r) \). Finally, the children and parents will be the individuals for the next iteration.

Termination: GA terminates either when the allocated computation budget (maximum number of iterations) is depleted or the plateau is reached such that successive iterations no longer produce better results.

5. Probabilistic Evaluation

5.1. Probabilistic Metrics

In addition to the worst case evaluation, probabilistic evaluation based on statistical approaches is of the same practical interest—a lesson learnt from evaluating classification robustness \([45, 44]\) and DL reliability \([52, 17]\). Thus, we study the probability of misinterpretation within \( B(x, r) \), regarding the two types of misinterpretations of the input image \( x \) under study:

\[
P_F(x) = \int_{x' \in B(x, r)} \mathbb{1}_{x' \in F} q(x') \, dx', \quad F = \hat{F} \text{ or } \tilde{F}
\]  

where \( x' \) is a perturbed sample under the local distribution \( q(x') \) (precisely the “input model” used by \([45]\), when studying local probabilistic metric) in \( B(x, r) \). \( \mathbb{1}_{x' \in F} \) is equal to 1 when \( x' \in F \) is true, 0 otherwise. Intuitively, Eq. (10) says, for the given input image \( x \), if we generate an infinite set of perturbed samples locally (i.e., within a norm ball \( B(x, r) \)) according to the distribution \( q \), then the proportion of those samples fall into the misinterpretation region \( F \) is defined as the proposed probabilistic metric.

5.2. Estimation by Subset Simulation

To estimate the two probabilistic metrics defined by Eq. (10), there are two challenges: i) misinterpretations represented by \( \hat{F} \) and \( \tilde{F} \) are arguably rare events (that confirmed empirically later in our experiments); ii) inputs of DL models are usually high dimensional data, like images. The first challenge requires sampling methods specifically designed for rare events rather than SMC (that is known to be inefficient for rare events). The second challenge rules out some commonly used advanced sampling methods, like importance sampling, as they may not be applicable to high dimensional data \([5]\).

The well-established Subset Simulation (SS) can efficiently calculate the small failure probability in high dimensional space \([6]\) and has been successfully applied to assessing classification robustness of DL models \([45]\). As a black-box method, it only involves the input and response of interest for calculation, thus generic to diverse XAI methods \( g(x) \). The main idea of SS is introducing intermediate failure events so that the failure probability can be expressed as the product of larger conditional probabilities. Let \( F = F_m \subset F_{m-1} \subset \cdots \subset F_2 \subset F_1 \) be a sequence of increasing events so that \( F_m = \bigcap_{i=1}^m F_i \). By conditional probability, we get

\[
P_F := P(F_m) = P(F_m \mid F_{m-1}) P(F_{m-1} \mid F_{m-2}) \cdots P(F_2 \mid F_1)
\]  

The conditional probabilities of intermediate events involved in Eq. (11) can be chosen sufficiently large so that they can be efficiently estimated. For example, \( P(F_i \mid F_{i-1}) = 0.1 \), \( P(F_i \mid F_{i-1}) = 0.1, i = 2, 3, 4, 5, 6 \), then \( P_F \approx 10^{-5} \) which is too small for efficient estimation by SMC sampling. In this section, we adapt SS for our problem as what follows.

5.2.1 Design of Intermediate Events

\( \hat{F} \) and \( \tilde{F} \) can be decomposed as the series of intermediate events through the expression of property functions \( J \) and \( \mathcal{D} \). For \( \hat{F} \), \( J < 0 \) is not rare for a well-trained DL model, representing the correctly classified input after perturbation. Thus, the intermediate events \( \hat{F}_i \) can be chosen as

\[
\hat{F}_i = \{ I_c \mathcal{D} > \beta_i \}, \quad \tilde{F}_i = \{ I_c \mathcal{D} > \beta_i \}
\]  

where \( \beta_{i-1} \leq \beta_i \leq \beta \) such that \( \hat{F}_i \subset \hat{F}_{i-1} \). \( I_c \) (in Eq. 2) encodes the constraint \( J < 0 \) as the sign of \( \mathcal{D} \).

In contrast, \( J \geq 0 \) in \( \tilde{F} \) represents the occurrence of AEs that are rare events, which cannot be directly expressed as the indicator \( I_c \), since the random sampling within \( B(x, r) \) cannot easily satisfy \( J \geq 0 \). Thus, for \( \tilde{F} \), \( J \geq 0 \) should be chosen as the critical intermediate event.

\[
\tilde{F}_j = \{ J \geq 0 \}, \quad \text{where} \quad 1 \leq j < m
\]  

For intermediate events \( \hat{F}_i \) and \( \tilde{F}_i \), when \( i < j \), we set

\[
\hat{F}_{i-1} = \{ J > \gamma_{i-1} \}, \quad \tilde{F}_i = \{ J > \gamma_i \}
\]  

where \( \gamma_{i-1} < \gamma_i < 0 \) such that \( \tilde{F}_j \subset \tilde{F}_i \subset \tilde{F}_{i-1} \). And for intermediate events \( \hat{F}_{k-1} \) and \( \tilde{F}_k \), when \( k-1 > j \), we can set

\[
\hat{F}_{k-1} = \{ -I_c / \mathcal{D} > 1 / \alpha_{k-1} \}, \quad \tilde{F}_k = \{ -I_c / \mathcal{D} > 1 / \alpha_k \}
\]  

where \( 0 < \alpha \leq \alpha_k < \alpha_{k-1} \) such that \( \tilde{F}_k \subset \tilde{F}_{k-1} \subset \tilde{F}_j \).
5.2.2 Estimating Conditional Probabilities

Upon formally defined intermediate events, the question arises on how to set $\beta_i$, $\gamma_i$, and $\alpha_i$ to make the conditional probability $P(F_i|F_{i-1})$ sufficiently large for estimation by a few simulations. Also, simulating new samples from $F_i$ for estimating next conditional probability $P(F_{i+1}|F_i)$ is difficult due to the rarity of $F_i$. Therefore, the Markov Chain Monte Carlo sampling based on the Metropolis–Hastings (MH) algorithm is adopted. For simplicity, the intermediate event threshold is generally denoted as $L_i = \{\beta_i, \gamma_i, \alpha_i\}$.

5.2.3 Choices of Intermediate Event Threshold

Start from estimating $P(F_1)$. $F_1$ is chosen as the common event such that $N$ samples are drawn from $q(\cdot)$ by SMC and all belong to $F_1$. A feasible way is setting the threshold of property function $L_i$ to $-\infty$, and $P(F_1) = 1$. For $i = 2, \cdots, m$, $L_i$ affects the values of condition probabilities and hence the efficiency of SS. It is suggested that $L_i$ is set adaptively to make $P(F_i|F_{i-1})$ approximately equals to $\rho$, and $\rho$ is a hyper-parameter in SS (that takes a decimal less than 1 and normally $\rho = 0.1$ yields good efficiency, although it can be empirically optimised), i.e., $P(F_i|F_{i-1}) \approx \rho$. That is, at each iteration $i - 1$ when we simulate $N$ samples, $\rho N$ samples should belong to $F_i$.

5.2.4 Simulating New Samples from $q(\cdot|F_i)$

At iteration $i = 2, \cdots, m - 1$, we already have $\rho N$ samples belonging to $F_i$ and aim to simulate new samples to enlarge the set to $N$, so that the next conditional probability $P(F_{i+1}|F_i) = \frac{1}{N} \sum_{k=1}^{N} \mathbb{1}_{F_i}(x_k')$ can be calculated. We can pick up an existing sample $x'$ subject to the conditional distribution $q(\cdot|F_i)$, denoted as $x' \sim q(\cdot|F_i)$, and use the Metropolis Hastings (MH) algorithm to construct a Markov Chain. By running $M$ steps of MH, the stationary distribution of the Markov Chain is $q(\cdot|F_i)$. Then new data $x'' \sim q(\cdot|F_i)$ can be sampled from the Markov Chain and added into the set. More details of the MH algorithm for SS are presented in Appx. 8.3.

5.2.5 Termination Condition and Returned Estimation

After the aforementioned steps, SS divides the problem of estimating a rare event probability into several simpler ones—a sequence of intermediate conditional probabilities as formulated in Eq. (11). The returned estimation $\hat{P}_F$ and coefficient of variation (c.o.v.) $\delta$ (measuring the estimation error) are

$$\hat{P}_F = \prod_{i=1}^{m} \frac{1}{N} \sum_{k=1}^{N} \mathbb{1}_{F_i}(x_k'), \quad \delta^2 \approx \sum_{i=1}^{m} \frac{1 - \hat{P}_F}{P(F_i N)} (1 + \lambda_i) \tag{16}$$

where $\lambda_i > 0$ represents the efficiency of the estimator using dependent samples drawn from the Markov Chain. For simplicity, we can assume $\lambda_i \approx 0$ when the number of steps $M$ of MH is large [11]. Since each conditional probability $P(F_i|F_{i-1})$ approximately equals to $\rho$, then by Eq. (11), the returned estimation $\hat{P}_F \approx \rho^{m-1}$. $m$ is the total number of intermediate event generated adaptively. The adaptive generation of intermediate events terminates when $\hat{P}_F < P_{\min}$, and $P_{\min}$ is a given termination threshold. More details of statistical properties of the estimator, like error bound, efficiency are presented in Appx. 8.3.

6. Experiments

6.1. Experiment Setup

We consider three public benchmark datasets, five XAI methods, and five training schemes in our experiments. The norm ball radius, deciding the oracle of robustness, is calculated with respect to the $r$ separation property [47]. That is, $r = 0.3$ for MNIST, $r = 0.03$ for CIFAR10, and $r = 0.05$ for CelebA. More details of the DL models under study are presented in Appx. 8.5. For the probabilistic evaluation using SS, without loss of generality, we consider the uniform distribution as $q(x')$ within each norm ball. We compare $\mathcal{D} = \text{MSE, 1/PCC, and 1/SSIM}$ for measuring interpretation discrepancy in Appx. 8.6, and find PCC is better to quantify the interpretation difference in our cases. Based on sensitivity analysis, we choose hyperparameters PCC thresholds $1/\beta = 0.4$, $1/\alpha = 0.6$, MH steps $M = 250$, $\rho = 0.1$, $\ln P_{\min} = -100$ for probabilistic evaluation, and population size $N = 1000$, number of iteration $itr = 500$ for the worst case evaluation by GA. Our tools and experiments are publicly available at https://github.com/havelhuang/Eval_XAI_Robustness.

6.2. Sensitivity to Hyper-Parameter Settings

We first investigate the sensitivity of objective function $\mathcal{D}$ and constraint $J$ (cf. Eq. (5) and (6)) to GA’s population size and iteration numbers, as shown in Fig. 2. We observe from the 1st row that interpretation discrepancy measured by PCC (the red curve) quickly converge after 300 iterations with the satisfaction of constraint $J$ (the blue curve), showing the effectiveness of our GA. From the 2nd row, we notice that the optimisation is not sensitive to population size, compared with the number of iterations, i.e., population size over 500 cannot make significant improvement to the optimisation. In addition, if the number of iterations is sufficiently large, the effect of population size on optimal solution is further diminished. We only present the results of one seed from CelebA, cf. Appx. 8.7 for more seeds from other datasets, while the general observation remains.

Next, we study the sensitivity of SS accuracy to the number of MH steps $M$, varying the PCC threshold that defines
the rarity level of misinterpretation events. In Fig. 3, we can calculate the difference $\Delta \ln P_F$ between SS estimations and the approximated ground truth (by SMC estimations using a sufficiently large number of samples $^5$). The 1st row shows the overlapping of SS and SMC estimations (two red curves) and the reducing running time (the blue curve) when decreasing the rarity levels of misinterpretations (by controlling the PCC threshold). From the 2nd row we observe that, with increased MH steps $M$, the estimation accuracy of SS is significantly improved. In addition, the rarity of misinterpretation events determines the choice of $M$. E.g., if $\ln P_F = -3.87$ with $\tilde{F} = \{\text{PCC} < 0.4 \land J < 0\}$, then $M = 100$ already achieves high precision without additional sampling budget. Other parameters, e.g. the number of samples $n$ and sample quantile $\rho$ that are discussed in Appx. 8.7, are in general less sensitive than the number of MH steps $M$.

In summary, sensitivity analysis provides the basis of setting hyper-parameters in later experiments: 500 iterations and 1000 population size for GA, 250 MH steps for SS.

5.3. Accuracy and Efficiency of Evaluation

We study the accuracy of our GA-based evaluation, comparing with state-of-the-art [3, 48]—they define the local Lipschitz ($\text{SENS}_{\text{LIPS}}$) and max-sensitivity ($\text{SENS}_{\text{MAX}}$) metrics for the maximum interpretation discrepancy, and empirically estimate the metrics using SMC sampling. For fair comparisons, we first choose MSE as the interpretation discrepancy metric in our fitness functions of GA, and then apply both GA and SMC to generate two populations of interpretations in which we calculate the three robustness metrics respectively and summarise in Table 1. We use $5 \times 10^5$ samples for both GA and SMC.

Table 1: Three worst case robustness metrics estimated by our GA and SMC, averaged over 100 test seeds. GA outperforms SMC (used by state-of-the-arts) w.r.t. all 3 metrics.

| Dataset | GA | SMC |
|---------|----|-----|
|        | MSE ($\text{sol}_F$) | $\text{SENS}_{\text{MAX}}$ | $\text{SENS}_{\text{LIPS}}$ | MSE | $\text{SENS}_{\text{MAX}}$ | $\text{SENS}_{\text{LIPS}}$ |
| MNIST   | 1.249 | 36.067 | 13.747 | 0.271 | 15.226 | 2.772 |
| CIFAR10 | 42.436 | 328.147 | 314.861 | 0.589 | 38.529 | 40.232 |
| CelebA  | 3.204 | 192.203 | 65.635 | 0.013 | 11.298 | 3.563 |

As shown in Table 1, our GA-based estimator outperforms SMC in all of the three robustness metrics. Although the metrics of local Lipschitz and max-sensitivity are not explicitly encoded as optimisation objectives in our GA, GA
is still more effective and efficient to estimate those three extreme values than SMC. This is non-surprising, since all three metrics are compatible and essentially representing the same worst-case semantics. That said, our interpretation discrepancy metric complements \( SENS_{LIPS} \) and \( SENS_{MAX} \) (as the former is based on Lipschitz value while the latter defined only in \( L_2 \) norm), can be easily encoded in our GA.

In addition to the accuracy shown in Fig. 3, we compare the sample efficiency between SS and SMC by calculating the number of required simulations \( N_{SS} \) and \( N_{SMC} \) for achieving same estimation errors (measured by c.o.v. \( \delta \)). As shown in Table 2, SS requires fewer samples, showing great advantage over SMC, cf. Appx. 8.3 for theoretical analysis.

Table 2: Sample efficiency of SS and SMC. In all six cases, SS requires fewer samples \( (N_{SS} < N_{SMC}) \) than SMC for achieving the same estimation errors \( \delta^2 \). Each result is averaged over 10 seeds.

| Dataset   | \( F \) | \( ln P_F \) | \( \delta^2 \) | \( N_{SS} \)  | \( N_{SMC} \) |
|-----------|--------|-------------|---------------|--------------|--------------|
| MNIST     | \( F \) | -12.25      | 0.0184        | 15000        | 1.13 \times 10^7 |
|           | \( F \) | -24.63      | 0.0374        | 27500        | 1.34 \times 10^{12} |
| CIFAR10   | \( F \) | -0.79       | 0.0004        | 2500         | 2500         |
|           | \( F \) | -33.54      | 0.0511        | 40000        | 7.22 \times 10^{15} |
| CelebA    | \( F \) | -31.43      | 0.0482        | 35000        | 9.29 \times 10^{14} |
|           | \( F \) | -70.71      | 0.1090        | 80000        | 4.68 \times 10^{31} |

6.4. Evaluating XAI Methods

The first application of our methods is to draw insights on the robustness of common XAI techniques, from both the worst-case and probabilistic perspectives. Thanks to the black-box nature of GA and SS, our methods are applicable to diverse XAI tools, and we consider six popular ones in this section. In Appx. 8.8, we evaluate other XAI tools and discuss how the number of perturbed samples and image segmentation affect evaluation results on LIME and SHAP (which are missing from current literature).

We randomly sample 100 seeds from MNIST for evaluations, and summarise the statistics as box-and-whisker plots in Fig. 4. Based on the empirical results of Fig. 4, we may conclude: i) Perturbation-based XAI method also suffers from the lack of robustness. ii) for interpretation \( \hat{F} \)—correct classification \( (J < 0) \) with inconsistent interpretation \( (PCC < 0.4) \), DeepLift and Integrated Gradients outperform others, while Guided Backprop and Gradient-Input are unrobust from both worst-case and probabilistic perspective; iii) for misinterpretation \( \hat{F} \)—wrong classification \( (J \geq 0) \) with persevered interpretation \( (PCC > 0.6) \), while all XAI methods perform similarly w.r.t. both metrics, LRP shows better robustness than others.

The empirical insights are as expected if we consider the mechanisms behind those XAI methods. For instance, considering \( \hat{F} \). DeepLift and Integrated Gradients are more robust, since they use the reference point to avoid the discontinuous gradients (large curvature) that mislead the attribution maps [38]. On the other hand, DeepLift and Integrated Gradients become vulnerable to \( \hat{F} \). Because misclassification and misinterpretation are rare events, most perturbed inputs inside the norm ball have consistent interpretation with the seed. Consequently, the integration from the reference point which averages the attribution map over several points are prone to produce the consistent interpretations. See Appx. 8.8 for more discussions and experiments on CIFAR10 and CelebA dataset.

6.5. Evaluating Training Schemes

In this application, we study the effect of various training schemes on the interpretation robustness of DL models. In Appx. 8.1, we theoretically analyse the relation between classification robustness and interpretation robustness. The Prop. 1 shows that input hessian norm and input gradient norm are related to the change of classification loss and interpretation discrepancy. Thus, we add input gradient and input hessian regularisation terms to the training loss, and also consider the PGD-based adversarial training that improves classification robustness through minimising the maximal prediction loss in norm balls [22, 23]. Table 3 records the results.

In addition to the knowledge that input hessian can defend adversarial interpretation [16], we notice that it is significant and effective in improving both classification and interpretation robustness, than input gradient regularisation, confirming our Prop. 1. Moreover, we discover that adver-
Worst Case Evaluation Probabilistic Evaluation

| Dataset | Model            | Worst Case Evaluation sol. F (J) | sol. F (PCC) | sol. P (PCC) | ln F | ln F_P | ln P_P |
|---------|------------------|---------------------------------|--------------|--------------|------|-------|-------|
| MNIST   | Org.             | 22.43                           | 0.06         | 0.93         | -24.28 | -3.87 | -31.47 |
|         | Grad. Reg.       | 11.37                           | 0.10         | 0.92         | -31.51 | -15.69 | -44.96 |
|         | Hess. Reg.       | 10.59                           | 0.17         | 0.90         | -33.36 | -21.27 | -43.85 |
|         | Grad. + Hess.    | 10.04                           | 0.20         | 0.90         | -36.96 | -23.79 | -46.19 |
|         | Adv. Train.      | -0.16                           | 0.21         | 0.59         | -84.15 | -28.67 | -89.09 |
| CIFAR10 | Org.             | 42.58                           | 0.02         | 0.85         | -31.35 | -18.83 | -71.46 |
|         | Grad. Reg.       | 42.34                           | 0.01         | 0.85         | -27.31 | -21.77 | -65.75 |
|         | Hess. Reg.       | 8.99                            | 0.08         | 0.81         | -76.29 | -99.20 | -91.89 |
|         | Grad. + Hess.    | 8.47                            | 0.06         | 0.81         | -71.65 | -98.49 | -92.39 |
|         | Adv. Train.      | -0.67                           | 0.25         | 0.80         | -92.57 | -100   | -95.97 |
| CelebA  | Org.             | 51.08                           | 0.08         | 0.86         | -13.77 | -21.58 | -70.82 |
|         | Grad. Reg.       | 25.29                           | 0.06         | 0.88         | -45.52 | -70.22 | -83.26 |
|         | Hess. Reg.       | 18.71                           | 0.09         | 0.86         | -74.93 | -100   | -95.85 |
|         | Grad. + Hess.    | 25.41                           | 0.06         | 0.88         | -65.95 | -100   | -94.13 |
|         | Adv. Train.      | -0.45                           | 0.55         | 0.81         | -95.09 | -100   | -95.58 |

Table 3: Evaluating classification (c) and interpretation (F̂ and F̂) robustness of DL models, trained with input gradient norm regularisation (Grad. Reg.), input hessian norm regularisation (Hess. Reg.), both of them (Grad. + Hess. Reg.) and adversarial training (Adv. Train.). Results are averaged over 100 random seeds. Higher sol P means more robust, while for other metrics, the lower is the better.

Table: Evaluating classification (c) and interpretation (F̂ and F̂) robustness of DL models, trained with input gradient norm regularisation (Grad. Reg.), input hessian norm regularisation (Hess. Reg.), both of them (Grad. + Hess. Reg.) and adversarial training (Adv. Train.). Results are averaged over 100 random seeds. Higher sol P means more robust, while for other metrics, the lower is the better.

7. Discussion and Conclusion

In this work, we formalise two types of misinterpretations caused by adversarial perturbations on the input, and then introduce both worst-case and probabilistic metrics to study their interpretation robustness.

We first apply GA to solve the optimisation problem for estimating the worst-case metric, which outperforms state-of-the-arts in the category of black-box evaluations. Indeed, GA is metaheuristic and cannot be guaranteed with global-optimal solutions, which is common for most (if not all) black-box optimisation algorithms. To increase the likelihood of finding optimal solutions, we carefully design fitness functions and conduct extensive experiments on selecting hyperparameters to validate the effectiveness of our GA-based method. Notably, GA solves the challenges that most XAI methods are non-differentiable (e.g., perturbation-based LIME and SHAP) and heterogeneous, and it can optimise diverse problems formulated as discrete or continuous (multi-objective) functions, which allows for greater flexibility in formalising the distance between explanations.

We then formulate a statistical inference problem to estimate the probabilistic metric. The SS method was chosen to solve the problem, because: (1) it has the capability of estimating rare event probabilities; (2) it may efficiently deal with high dimensional data; (3) it comes with nice statistical properties—SS is asymptotically unbiased with N goes to infinity and provides statistical guarantees on estimation errors (e.g., the upper bound on fractional bias and c.o.v, cf. Prop. 2 and 3 in appendix).

In summary, we propose two versatile and efficient evaluation methods for DL interpretation robustness. The versatility is twofold: (1) the proposed metrics are characterising robustness from both worst-case and probabilistic perspectives; (2) GA and SS are black-box methods thus generic to heterogeneous XAI methods. Considering the rare-event nature of misinterpretations, GA and SS show high efficiency in detecting them, thanks to the bespoke design of fitness functions in GA and encoding auxiliary information as intermediate events in SS. The conclusion is supported by our extensive experiments and two applications.
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