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Abstract

Automating the analysis of surveillance video footage is of great interest when urban environments or industrial sites are monitored by a large number of cameras. As anomalies are often context-specific, it is hard to predefine events of interest and collect labelled training data. A purely unsupervised approach for automated anomaly detection is much more suitable. For every camera, a separate algorithm could then be deployed that learns over time a baseline model of appearance and motion related features of the objects within the camera viewport. Anything that deviates from this baseline is flagged as an anomaly for further analysis downstream. We propose a new neural network architecture that learns the normal behavior in a purely unsupervised fashion. In contrast to previous work, we use latent code predictions as our anomaly metric. We show that this outperforms reconstruction-based and frame prediction-based methods on different benchmark datasets both in terms of accuracy and robustness against changing lighting and weather conditions. By decoupling an appearance and a motion model, our model can also process 16 to 45 times more frames per second than related approaches which makes our model suitable for deploying on the camera itself or on other edge devices.

1. Introduction

Rising concerns for public security and safety have increased the number of surveillance cameras installed in our streets and public places [1, 15, 10, 3, 22]. Human operators in a control room continuously inspect these video streams on a multi-screen video wall, looking for abnormal events that may mandate further inspection. As human operators can only process a few video streams at the same time, part of the surveillance workflow must be automated when the number of cameras grows. By automating the detection of anomalous events, human operators can focus on the appropriate response to these events, e.g. by requesting a police intervention.

Since anomalies are context-specific [25], each video stream requires a tailored anomaly detection algorithm. A running person for example is considered an anomaly in a busy shopping street but it might be normal in a train station as people are often in a hurry to catch the train. In this work we introduce a new neural network architecture that is able to recognize anomalous events in a surveillance camera stream using only unsupervised training. We propose to decouple the learning of appearance and motion information which are the key factors for determining anomalies in a surveillance video. We first train an autoencoder by reconstructing individual frames to capture high level appearance features such as the location, shape and size of an object. Such features however can not guarantee the detection of anomalies that are caused by motion related features such as speed or trajectory. We therefore add a second component that further exploits the spatiotemporal information of the frequently seen events by predicting the latent code for a future frame using the stacked latent codes of the previous $k$ frames as the input. The underlying assumption is that the anomalous events are rare occasions and will not be modeled accurately by the networks. The predicted latent code of anomalous frames will hence deviate significantly from the observed latent codes.

Our approach is easy to implement and achieves state-of-the-art performance on benchmark datasets. We however do not only focus on detection accuracy but also address several other obstacles for real-world deployment. Our model is much more efficient than related approaches, which could make it possible to evaluate our model at the network edge, on or nearby the surveillance camera itself, as opposed to streaming all data to a central point for analysis. Inference at the edge is also a more privacy friendly paradigm since a human operator will not see the camera data unless his intervention is needed. Lastly, our experimental results indicate that detection performance based on prediction of latent codes is more robust against changing weather and
lighting conditions.

The remainder of this paper is organized as follows: In section 2 we give an overview of related anomaly detection methods. In section 3 we introduce our approach and we experimentally validate it on different benchmark datasets in section 4. In section 5 we show that our approach is more robust against different distortions. We conduct an ablation study in section 6 to analyze the role of different components of the model. We conclude in section 7 and give a few pointers for future research directions.

2. Related work

Deep learning is currently the state-of-the-art method for many computer vision related tasks [24] and is also the technique behind the state-of-the-art anomaly detection methods for video surveillance type data. We can differentiate three different approaches to do anomaly detection with deep learning: reconstruction based methods, prediction based methods and methods that use characteristics of the latent code to detect anomalies.

2.1. Reconstruction based methods

The most common approach is to build models that reconstruct their input. These models are based on an autoencoder architecture that contains a bottleneck for encoding high level features, creating a compressed representation of the input data. These compressed representations are then used to reconstruct the input data. The assumption here is that the reconstruction works fine for inputs that are similar to the data that was seen during training but that anomalous inputs can not be modelled accurately by the learned features, resulting in a poor reconstruction. The reconstruction error is then used as a metric to detect anomalies.

For our use case of anomaly detection in video surveillance, it is not enough to only model spatial information by processing individual frames, we also need to consider the temporal information to detect anomalies that are caused by motion, such as high speed or irregular movement. Different approaches have been explored to incorporate this information into the model. [6] exploit the spatiotemporal information by reconstructing multiple stacked frames using an autoencoder. [28] apply a denoising autoencoder [27] to reconstruct frames. They use optical flow maps to describe the motion information. Another option is to use Recurrent Neural Networks (RNN) or Long Short-Term Memory networks (LSTM) [24] to model the time dimension [4, 17]. Finally, there is also work that explores the use of a 3D convolutional networks (C3D) to model spatiotemporal representations. [26] show that C3D can encapsulate information related to shapes and motions in video sequence better than a 2D based model, thus boosting the anomaly detection accuracy.

2.2. Prediction based methods

Instead of reconstructing the input, it is also possible to predict future frames. This requires a better understanding of temporal information. [15] use a generative adversarial network (GAN) [5] that takes stacked frames and optical flow features as input. Anomalies are detected at test time by measuring the difference between the predicted and observed future frame. Any deviation from the expected frame is considered as an anomaly. For more specialized applications we can also use domain specific features. [22] for example deal with human-related anomaly detection by reconstructing and predicting the decomposed global body movement and local body posture from the human skeleton movement.

2.3. Latent code based methods

Both lines of previous work generate expected frames and detect anomalies by measuring the difference in pixel space with the actual input frame. However, it is well known that pixel-wise similarity measurements do not necessarily correspond with human understanding of images [13, 21] and are often very sensitive to minor changes in brightness or color. On the other hand, the high level features extracted by a neural network are shown to be less sensitive to these distortions [29]. There are some very recent approaches that extract high level features with an autoencoder and then use a classifier such as a one-class SVM on the extracted features [2, 10] to detect anomalies. The assumption is that the classifier will distribute the anomalies outside of the learned manifold. The work that is most similar to our approach is the Latent Space Autoregression model from [1]. They use features from a deep 3D convolutional autoencoder combined with an autoregressive network to model the probability distribution underlying the latent representation. They combine the reconstruction error and the likelihood of the latent code to identify the anomalies. Our approach is similar in that we also extract features and work in a high level latent code. However, our approach uses a 2D autoencoder to extract features which highly reduces the number of parameters and computational cost. We use a less complicated feed forward model to do the prediction which does not make any assumptions on the distribution family of the latent code. It allows us to directly use the Mean Squared Error (MSE) between the predicted latent code and the latent code that is extracted from the encoder as the anomaly score. Finally, we explicitly predict the latent code of a future frame instead of relying on the reconstruction of the current frame to capture the motion information.

3. Architecture

In this paper we propose a decoupled architecture to learn the spatiotemporal information which is important for
determining anomalies in surveillance videos. We first train an autoencoder to reconstruct individual input frames and aim to represent the appearance information such as shape, location and outlook of an object in the latent codes. Then to further stress the appearance information for frequently seen events and the dynamical aspects in a video, we stack these extracted latent codes from the encoder for a sequence of \(k\) frames and use that as the input for a second network to predict the latent code for a future frame. The model is assumed to be only able to predict the latent codes for frequently seen events with high accuracy. The difference between the predicted and the observed latent codes is then used as the anomaly metric. The following sections explain these in detail.

### 3.1. Learning appearance features

To learn high level features, we use a U-Net [23] type autoencoder that is trained to reconstruct individual input frames. To force the model to focus on the foreground, we subtract a background frame from each input frame. This background frame is calculated as a frame with per-pixel mean RGB values over all training data. The encoder learns to extract latent codes from a single frame and the decoder learns to reconstruct the input based on the extracted features. The original U-Net architecture has shortcut connections between encoder and decoder. To avoid the trivial solution of copying feature maps from the encoder to the decoder and to improve the regularization power, we add a shortcut connection between the previous frame \(T_{k-1}\) and current frame \(T_k\). In other words, the feature maps that are calculated using frame \(T_{k-1}\) are concatenated with the feature maps from frame \(T_k\) in the upsampling path for reconstructing frame \(T_k\). The detailed architecture is shown in Figure 1 (a) and (b).

### 3.2. Learning motion features

Spatiotemporal information is important for detecting anomalies in videos. However, the features that are extracted by encoding a single frame as described above can only focus on the spatial information such as shape, location and size of an object and cannot guarantee the detection of the motion-related anomalies. We thus include a second component that can attend to both spatial and temporal dimension to further learn the dynamical aspects of video sequence. Previous work considered learning the temporal information either by predicting optical flows using a pretrained FlowNet [6, 15] or by predicting future frames in pixel space [1, 15]. This however has three drawbacks. First, the optical flow estimation is computationally expensive as it requires around 0.1 seconds to evaluate a single frame on a GPU machine [8]. Secondly, we need to consider the interaction between appearance and motion infor-
tion. For example, a vehicle driving with very high speed is usually an anomaly except when it is an ambulance. Independently encoding the appearance and motion information using a pretrained optical flow model cannot take this into account. Finally, the pixel-wise Mean Square Error (MSE) objective function for predicting future often generates blurry frames [21, 29]. Instead, we decide to predict the latent code of a future frame through a small motion learning model as shown in Fig. 1 (c).

To predict the latent code of frame $T_t$, we extract latent codes for $k$ previous input frames $T_1...T_k$. The extracted latent codes $z_1...z_k$ from the encoder for each of past frames $T_1...T_k$ are then concatenated along the temporal dimension and used as the input for the motion model to predict the latent code $\hat{z}_t$ for a future frame $T_t$. We use 3D convolutional layers in the motion model since these can attend to both motion and appearance whereas a 2D convolution layer is only able to work in the spatial direction [26]. Each convolutional block includes a 3D convolutional layer with kernel size $3x3x3$, stride 2 on the temporal dimension and stride 1 on the feature dimension. This is followed by a Batch-Normalization [9] and a leaky-relu activation layer. We use three convolutional blocks in the motion model.

### 3.3. Training

Our proposed framework consists of two parts: video frame reconstruction and latent code prediction, so the objective function to train both components end-to-end can be formulated as:

$$
\mathcal{L} = \lambda_r \sum_{q=2}^{k} \sum_{j=1}^{N} ||\hat{T}_{q,j} - T_{q,j}||_2^2 + \\
\lambda_p \sum_{m=1}^{M} ||\hat{z}_{t,m} - z_{t,m}||_2^2 + \gamma ||W||_2^2
$$

The first term measures the pixel-wise reconstruction loss where $N$ is the total number of pixels per frame and $k$ is the number of frames in a input sequence. We can only reconstruct the last $k-1$ frames if we input $k$ frames since the reconstruction of one frame requires the features from its previous frame. The second term is the MSE between the predicted and the observed latent code where $M$ is the number of elements in the latent code. The last term is an L2 regularization term where $\gamma$ is kept to be 0.001. The model can be trained end-to-end but to bootstrap the encoder with useful features, we first focus on training the autoencoder for reconstruction ($\lambda_r = 1$ and $\lambda_p = 0.001$) until the training loss for reconstruction converges. Then we focus on finetuning the weights of the motion model ($\lambda_r = 0.001$, $\lambda_p = 1.0$) to use the motion information better.

### 3.4. Inference

At inference time, we discard the decoder and use the difference between predicted and actual latent code as the metric to determine whether a frame is an anomaly or not. The underlying assumption is that the model can predict the latent code for the normal frames with high accuracy but is not able to do so for anomalous frames. To measure the distance between latent codes, we apply two different metrics: Mean Squared Error (MSE) Eq. 2a and cosine-distance Eq. 2b.

$$
s_t = \frac{\sum_{m=1}^{M} \sum_{j=1}^{N} ||\hat{z}_{t,m} - z_{t,m}||_2^2}{M}
$$

$$
s_t = 1 - \frac{\sum_{m=1}^{M} \hat{z}_{t,m}z_{t,m}}{\sqrt{\sum_{m=1}^{M} \hat{z}_{t,m}^2 \sum_{m=1}^{M} z_{t,m}^2}}
$$

After calculating the anomaly score for each frame, following [21], we normalize the score for each frameset $G$ to the range of [0,1] using Eq. 3. A frame that has the anomalous score higher than a threshold is considered as anomaly. Depending on the dataset, $G$ contains all frames of a video or just the frames in a sliding window for long videos.

$$
s_t = \frac{s_t - \min_{j \in G}(s_j)}{\max_{j \in G}(s_j) - \min_{j \in G}(s_j)}
$$

### 4. Experiments

In this section, we compare our methods to state-of-the-art approaches on public benchmarks. We do not only focus on detection accuracy but also compare the computational cost of the models since this is often the bottleneck that limits the performance in the real world. In addition, we also evaluate the proposed anomaly detector on multiple distorted environments and show that our method is more robust against changes in lighting and weather that are common in the real world.

#### 4.1. Experimental Setup

To evaluate the effectiveness of our proposed methods, we use the same datasets as [15], including the UCSD Pedestrian dataset [20], the CUHK Avenue dataset [16] and the ShanghaiTech dataset [15]. The details of these datasets are described by [15]. As is common, we report the Area Under Curve (AUC) score as the accuracy metric.

The experimental settings are shown in Table 1. We use 8 input frames for UCSDPed1 and UCSDPed2 datasets and 6 input frames for the Avenue and ShanghaiTech datasets. More frames are needed to encode the motion and appearance of the much smaller objects in the UCSD Pedestrian datasets than in the Avenue and ShanghaiTech datasets. The resolution of the frames is reduced using bilinear interpolation, keeping the original aspect ratio. As for the architecture, we use five encoder blocks for the UCSDPed1 dataset.
and four encoder blocks for the other datasets. This is done because the scenes in the UCSDPed1 dataset include more objects and we need to increase the model’s capacity in order to encode the appearance- and motion-related features.

| Table 1. Design choices for each evaluation dataset. |
|---------------------------------------------|
| UCSDPed1 | UCSDPed2 | Avenue | ShanghaiTech |
| Input Size          | 128x192 | 128x192 | 128x224 | 128x224 |
| Num Input (k)       | 8       | 8       | 6       | 6       |
| Encoder Block       | 5       | 4       | 4       | 4       |

We train the model for 50 epochs in an end-to-end fashion with initial learning rate \(1e^{-4}\) which decays by 0.1 every 20 epochs. The ShanghaiTech dataset contains data from multiple cameras. We trained individual models per camera and observed no significant performance difference with a model that is trained on data from all cameras. We train the model with the Adam optimizer [12] for all our experiments. The code will be released on website.

For the evaluation, we use feature-wise MSE (Eq. 2a) to calculate the anomaly score for Avenue dataset and feature-wise cosine-distance (Eq. 2b) for all other datasets. We normalize the anomaly score in UCSDPed1 and UCSDPed2 dataset with Eq. 3 using all the frames in a test video. For the ShanghaiTech datasets, we use the same sliding-window approach as [1].

4.2. Results

Table 2 compares our results with those of other unsupervised deep learning based methods for anomaly detection. Our approach outperforms the existing methods in terms of frame-level AUC score on all four datasets. The decoupled mechanism and the combined learning of appearance and motion information improves the training process and allows the extracted and predicted latent codes to be more representative for the frequently seen events and thus improve the anomaly detection accuracy. We further investigate the role of decoupling, the use of Conv3D layers in the motion model as well as different anomaly metrics in section 6.

The initial goal of our approach was to develop an architecture that is more efficient than previous approaches. We benchmark our method with the approaches that have publicly available code on an Intel(R) Core(TM) i7-8700 CPU @ 3.20GHz with an GeForce GTX 1080 Ti. We reimplemented the methods described by [6] in Tensorflow to allow for a fair comparison. The results are displayed in Table 3. Our method outperforms the other approaches by a large margin in terms of the number of frames that can be processed per second. Compared to the Latent-Auto approach [1] that also detects anomalies using latent code, we can process 16~45 times more frames per second. The main reason our method is more efficient is because the model independently encodes appearance and motion information. We extract the appearance information using a relatively efficient 2D convolutional network and process the combined features using a small 3D convolutional network, whereas other approaches build the entire network around 3D convolutions making it much more expensive. Because we extract latent codes from individual frames, each frame only needs to be processed once. We can save each of the last \(k\) latent codes that are needed in the motion model and re-use them for the next \(k\) predictions. In contrast, models that use 3D convolutions process each frame \(k\) times, each time at a different position in the stack, predicting a different frame, making it much more computationally expensive. Since we predict future latent codes and use the prediction error in latent space as our anomaly metric, we do not need the decoder part at inference, again reducing the computational cost. Also, compared to other models that use anomaly scoring metrics based on latent codes, we do not impose any distribution constraint on the latent code, giving the model the freedom to fit the data as best as possible.

| Table 2. Frame-level AUC score with 95% confidence interval (4 runs) on UCSDPed1, UCSDPed2, Avenue and ShanghaiTech datasets. We outperform most of the existing approaches on all the datasets. |
|-----------------|-----------------|-----------------|-----------------|
| UCSD Ped1       | UCSD Ped2       | Avenue          | ShanghaiTech    |
| MDT [19]        | 81.8            | 82.9            | -               |
| ConvAE [6]      | 81.0            | 90.0            | 70.2            |
| ConvLSTM [17]   | 75.5            | 88.1            | 77.0            |
| Unmasking [11]  | 68.4            | 82.2            | 80.6            |
| Hinami [7]      | -               | 92.2            | -               |
| StackRNN [18]   | -               | 92.2            | 81.7            |
| FFP-MC [15]     | 83.1            | 95.4            | 84.9            |
| LatentAuto [1]  | -               | 95.4            | -               |
| ours             | 84.7±0.3        | 95.1±0.3        | 88.8±0.3        | 74.2±0.1 |

| Table 3. FPS for different methods. Our method is more efficient than the existing approaches |
|-----------------|-----------------|-----------------|-----------------|
|                 | ConvAE [6]      | FFP+MC [15]     | LatentAuto [1]  |
| UCSDPed1        | 75              | 63              | 2               | 81 |
| UCSDPed2        | 75              | 63              | 2               | 90 |
| Avenue          | 71              | 48              | 5               | 77 |
| ShanghaiTech    | 71              | 48              | 5               | 77 |

A disadvantage of working with latent codes is that it is harder to interpret the model. It is however possible to also use the decoder at inference time to generate predicted frames and to measure the pixel wise reconstruction metrics. This allows us to localize the part of the frame that con-
tains the anomaly. We show these results in Figure 2. The red boxes in each frame are the regions that have the prediction error larger than a threshold. The green boxes show the ground-truth annotations for the Avenue and ShanghaiTech dataset (the UCSD pedestrian dataset only has frame-level labels). These results empirically confirm that our model can detect motion- and appearance-related anomalies, such as the skater, cyclist, car, running and gymnastics events (first four columns). The last two columns of Figure 2 show false positives, frames that were labeled as normal but that were flagged as anomalies by our model. Two of these show noise or camera movements that were not seen during training. It also shows that the model is more likely to incorrectly flag objects as anomalies if they are closer to the camera.

5. Robustness of the model

The datasets we used in the previous section are commonly used datasets that allow us to compare anomaly detection techniques quantitatively. They however all contain relatively clean data, recorded at similar times during the day and under clear weather conditions. These datasets are therefore not necessarily representative of real world surveillance footage where external factors such as weather and time of day will severely influence the performance of the model. We argue that in addition to their anomaly detection performance and computational cost, we should also compare the robustness and generalization of the models to these external factors. In this section we investigate two types of robustness and show that by working with latent code anomaly metrics we are more robust than other approaches that use pixel-wise metrics.

5.1. Modelling long term temporal information

In section 4.2, we showed that our approach is by design much more efficient than existing techniques. To reduce the computational cost even further we could reduce the number of times we activate the model. In surveillance video, anomalies are typically in view of the camera during multiple seconds. It should be enough to process only a few frames of this window to detect the anomaly. If instead of running our model every 40 ms, we run it every 200 ms, then this obviously results in a lower total computational cost but this also makes the task much harder for the network since we now need to predict five times further into the future. In this way, the model is forced to encode longer term temporal information and the prediction task is more challenging since the future frame will differ substantially from the previous frames.

To explore this trade-off, we subsample the video sequence and only keep every $d_{th}$ frame in our training and test data. Figure 3 shows how sensitive the latent code metric (red line) is compared to the pixel-wise metric (green line). Both techniques follow the same trend but the latent code metric consistently performs better than the pixel-wise metric, especially when the gap between input frames becomes large. This illustrates the power of latent codes and their capability of modelling longer term temporal information.

5.2. Generalization to other lightning conditions

The performance of anomaly detection in surveillance video is impacted severely by factors such as varying illumination, multiple weather conditions, on- and off-peak traffic profiles, degradation of the camera and so on. Therefore, in this section, we investigate the robustness of our proposed method to these distortions. We train a model using original frames from the Avenue dataset and then analyze the performance on distorted test set frames. We adjust brightness, blur the image and add rain to the test frames using the Automold toolkit². Figure 4 shows some examples of the distorted frames using different levels of rain and brightness.

Figure 5 shows the frame-level anomaly detection accuracy for different distortion levels. The X-axis shows the relative brightness compared to the original frame. The different curves show the performance of using Mean Squared Error (MSE) in pixel space (p) and in latent space (z) as our anomaly metrics for different levels of rain added to the image. As expected the model performance drops when the brightness decreases, but our model is consistently more robust than the baseline model that uses pixel wise metrics. Adding rain to the test frames also reduces the detection performance but again, our feature-wise latent code MSE performs significantly better as anomaly scoring metric than the pixel-wise MSE. These results verify that our proposed methods using feature-wise MSE in the latent code to identify anomalies is more robust to different outdoor situations than pixel-wise MSE measurements.

6. Ablation study

In section 3 we introduced our model together with some design choices. In this section we look closer to three of these and investigate how these contribute to our results.

6.1. Reconstruction vs prediction

To understand the impact of the anomaly detection metrics on the detection accuracy, we report the frame level AUC score using pixel-wise reconstruction error, pixel-wise prediction error and feature-wise latent code error in Table 4. Adding the motion model highly improves the anomaly detection accuracy for all the datasets since it encodes spatiotemporal information better. Compared to the

²https://github.com/UjjwalSaxena/Automold--Road-Augmentation-Library
Figure 2. True positive (first four columns) and false positive (last two columns) detections of our framework. Examples are selected from the UCSD pedestrian dataset (first row), Avenue dataset (second row) and ShanghaiTech dataset (last row). # indicates the testing video index. The red boxes are the regions that have highest pixel-wise prediction error and the green box are the ground truth bounding boxes for the anomalous event. We can successfully detect the motion- and appearance-related anomalies and tend to incorrectly flag objects as anomalies if they are closer to camera. The figure is best viewed in color.

Figure 3. The anomaly detection accuracy (frame-level AUC score with 95% confidence interval) when we have low fps input. \(z\text{-mse}\) is calculated using Eq. 2a on the latent code and \(p\text{-mse}\) is the MSE between the predicted frames and actual frames. The figure is best viewed in color.

Figure 4. The distorted frames using Avenue dataset. (a) original frame, (b) and (c) have heavy rain with brightness degree 0.5 and 0.7 respectively and (d),(e) and (f) show torrential rain with the brightness 0.6, 0.8 and 1.0 respectively. The figure is best viewed in color.

performance using pixel-wise prediction error, the use of latent code prediction error tends to be better and more stable since it is more robust to the noise in the image as indicated by section 5. To qualitatively understand how the model differentiates between normal and abnormal frames, we conduct an experiment on the moving-mnist dataset.

We train the same model as shown in Fig. 1 using the video sequences that are created by letting randomly selected digits 4 and 7 from the training set of MNIST [14] move horizontally or vertically with a speed of 2 following [18] (see Fig. 6 (a)). This model is then tested on video sequences that include all types of digits from the test set of MNIST dataset and two new shapes (circle and square) that are moving also horizontally or vertically with a speed of 2 or speed of 4. The input, reconstruction, prediction and prediction error are shown in Fig. 6 (b) and (c).

Fig. 6 (b) shows the model output for input objects that move with a speed of 2. The model can make good reconstructions and predictions for already seen digits 4 and 7 but tend to predict the unseen digits to be one of the already seen digits. For example, it predicts the circle and square to be similar to 4 and digit 8 to be similar to 7. The difference between the reconstruction and prediction indicates that the model cannot make a good prediction of the latent code for the unseen digits and this allows us to detect the appearance related anomalies. For the objects that are moving with a higher speed as shown in Fig. 6 (c), the model produces a prediction that falls behind the actual input. This is because the designed motion model can further exploit the speed mismatch of the objects during training and testing.
Figure 5. The averaged anomaly detection accuracy (frame-level AUC score) on the augmented frames where $z$ means the latent code feature-wise MSE and $p$ means the prediction pixel-wise MSE. The latent code anomalous score measurement is more robust on unseen weather conditions compared to other approaches. The figure is best viewed in color.

and is thus able to detect the motion related anomalies.

Figure 6. Experimental results on moving-mnist dataset. (a) training digits 4 and 7 are moving horizontally or vertically randomly with speed 2. (b) and (c) show the testing digits and shapes that are moving in a similar fashion but with speed 2 (b) and speed 4 (c). From left to right, the columns in (b) and (c) are input, reconstruction, prediction and prediction error. The model cannot accurately reconstruct and predict for both appearance-related (unseen digits) and motion-related (unseen moving speed) anomalies.

6.2. Design of the motion model

The motion model is an important factor in the design of our architecture since it is required to encode the typical appearance and motion information of the frequently seen events. Therefore, we also replaced the Conv3D layers in the motion model with ConvLSTM to study the impact of the design of the motion model on anomaly detection performance. The anomaly detection accuracy using pixel-wise reconstruction, prediction error and feature-wise latent code error for different datasets are shown in Table 4. We achieved better or similar performance on all the datasets using Conv3D layers in the motion model. One of the possible reasons is that the Conv3D layers can fit the data better and thus extract more representative features. In addition, we observed that the model that uses ConvLSTM layers have delayed detection results such that it fails to detect the beginning of anomalous events and it also reports more false alarms after the anomalous events due to the slowly response.

7. Conclusion and future work

In this paper we introduced a novel architecture that is able to detect anomalies in real world surveillance footage using only unsupervised training. The model consists of two parts where the first part extracts appearance features from individual frames and the second part uses these features to predict the latent code for a future frame. In contrast to previous works, our model uses a prediction in latent space as a metric to detect anomalies. We showed that is able to outperform other techniques that use reconstruction or pixel based prediction metrics. Because of the decoupled appearance and motion feature learning, our model is also much more efficient than related approaches. Where other techniques use expensive 3D convolutions to analyze a stack of frames, we process each frame individually and then combine the information with a much smaller 3D convolutional model. This allows us to process 16 to 45 times more frames using the same computational budget. Finally, we show that using latent space features makes the model more robust against distortions such as changing lighting or weather conditions.

Anomaly detection in real world surveillance data is a very challenging topic with many useful applications. For future work, we argue that more research is needed to deal with changing environments, weather and lighting conditions as well as with camera degradation.
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