Quiet sigma delta quantization, and global convergence for a class of asymmetric piecewise-affine maps
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Abstract
In this paper, we introduce a family of second-order sigma delta quantization schemes for analog-to-digital conversion which are ‘quiet’: quantization output is guaranteed to fall to zero at the onset of vanishing input. In the process, we prove that the origin is a globally attractive fixed point for the related family of asymmetrically damped piecewise-affine maps. Our proof of convergence is twofold: first, we construct a trapping set using a Lyapunov-type argument; we then take advantage of the asymmetric structure of the maps under consideration to prove convergence to the origin from within this trapping set.
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1. Introduction

Analog-to-digital conversion is the study of accurate and tractable methods for the approximation of real-valued signals using a finite alphabet. It is of considerable importance as many signals of interest, such as audio, are naturally produced in analog form, while it is becoming increasingly efficient to store and manipulate information in digital format.

The process of analog-to-digital conversion usually consists of two parts: sampling and quantization. Sampling consists of converting the continuous-time signal of interest $f(t)$ into a discrete-time signal $f(t_n)$ and quantization is the process of mapping the discrete-time signal $f(t_n)$ into a sequence of discrete values, in such a way that the original function $f(t)$ can be reconstructed, albeit imperfectly, from these discrete values at a later time.
Sampling. In the setting of analog-to-digital conversion, the signal of interest \( f(t) \) is often modelled as a bounded, bandlimited function. Specifically, the signal is assumed to belong to the space \( B_{\Omega_1} \) of real-valued continuous functions that are bounded in \( L^\infty(\mathbb{R}) \), and whose Fourier transforms (as distributions) have support contained in \([-\Omega/2, \Omega/2]\) for a known bandwidth \( \Omega \). For example, speech signals can be modelled as bandlimited functions whose bandwidth \( \Omega_1 \) is 4 KHz, and audio signals in general are well modelled as bandlimited functions with bandwidth 20 KHz. For ease of presentation, let us fix \( \Omega_1 = 1 \) in the following; all of our results can be extended to general bandwidths by change of variables. For the Fourier transform, we shall use the normalization

\[
\hat{f}(\omega) := \int_{-\infty}^{\infty} f(t) \exp(-2\pi i \omega t) dt
\]

for \( f \in L^1(\mathbb{R}) \), and extended to the space of tempered distributions in the usual way.

For bandlimited functions \( f \), the low frequency content of the sequence of samples \( (f(n/\lambda))_{n \in \mathbb{Z}} \) is the function itself; therefore, such functions can be reconstructed using a low-pass filter. In mathematical terms, this intuition corresponds to the Shannon–Nyquist sampling theorem: if \( \lambda > 1 \), then any function \( f \in B_1 \) can be recovered as a weighted sum of translates of an averaging kernel \( g \in L^1(\mathbb{R}) \) via the formula

\[
f(t) = \frac{1}{\lambda} \sum_{n \in \mathbb{Z}} f(n/\lambda) g\left(t - \frac{n}{\lambda}\right),
\]

where \( g \) is any bounded and continuous function whose Fourier transform \( \hat{g} \) satisfies

\[
\hat{g}(\omega) = \begin{cases} 1, & \text{if } |\omega| \leq \frac{1}{2}, \\ 0, & \text{if } |\omega| \geq \frac{\lambda_0}{2}, \end{cases}
\]

for some arbitrary \( \lambda_0 \) with \( \lambda \geq \lambda_0 > 1 \).

Quantization. Given a sequence of samples \( (f(n/\lambda))_{n \in \mathbb{Z}} \) associated with a bandlimited function \( f \in B_1 \), a \( K \)-level quantization scheme assigns a sequence of quantized values \( q^k_n \) from an alphabet \( A_K \) of size \( |A_K| = K \) in such a way that the function

\[
\tilde{f}_k(t) = \frac{1}{K} \sum_{n \in \mathbb{Z}} q^k_n g\left(t - \frac{n}{\lambda}\right)
\]

serves as a good approximation to \( f(t) = \frac{1}{\lambda} \sum_{n \in \mathbb{Z}} f(n/\lambda) g\left(t - \frac{n}{\lambda}\right) \). A natural choice for the discrete coefficient \( q^k_n \) in (4) is the truncated \( K \)-1 term binary expansion of the amplitude \( |f_n^k| \), multiplied by the sign of \( f_n^k \)—such binary quantization schemes are an industry standard for digitizing audio signals. However, binary quantization suffers from various implementation difficulties and disadvantages in practice, mostly related to the cost of building analog circuits that can carry out binary expansions accurately to many digits; in practice, it is not always the quantization scheme of choice among engineers.

In many applications, oversampled coarse quantization is instead preferred, where a fixed number of levels—sometimes as few as two levels, \( q^k_n \in \{-1, 1\} \)—is allocated to each sample \( f_n^k \) at the more tolerated expense of very high sampling rate compared with the rate \( \lambda \approx 1 \) which is sufficient for binary quantization. From the viewpoint of circuit engineering, oversampled coarse quantization is associated with low-cost analog hardware, because increasing the sampling rate is cheaper than refining the quantization. Further advantages of oversampled coarse quantization methods include a built-in redundancy and robustness against errors resulting from imperfections in the analog circuit implementation. This robustness comes as a consequence of the more ‘democratic’ distribution of bit significance in the reconstruction formula (4); we refer the reader to [3] for more details.
1.1. Sigma delta quantization

In sigma delta ($\Sigma\Delta$) quantization, one of the most widely used oversampled quantization methods in practice, $q_n^\lambda$ is dynamically updated as a function of previous $q_k^\lambda$ and $f_k^\lambda$ in such a way that the frequency content of the quantization error is pushed to high frequencies; these high-frequency error components are then cancelled out by the convolution, (4), which acts as a low-pass filter. In mathematical terms, $q_n^\lambda$ being a high-pass sequence means that the difference $f_n^\lambda - q_n^\lambda$ is the $m$th order difference of a bounded auxiliary sequence $v_n$. Precisely, for an $m$th order $\Sigma\Delta$ quantization scheme, the sequence of coefficients $q_n^\lambda \in \mathcal{A}$ is chosen such that

$$ f_n^\lambda - q_n^\lambda = (\Delta^m v)_n := \sum_{l=0}^{m} (-1)^l \binom{m}{l} v_{n+m-l}, \quad n \in \mathbb{Z}, \quad (5) $$

The quantization error associated with such quantization schemes may be bounded as follows:

**Proposition 1.1.** Fix $f \in \mathcal{B}_1$, and furthermore suppose that $\|f\|_\infty \leq \alpha < 1$ for some $\alpha < 1$. Fix a filter $g$ satisfying the assumptions (3), and suppose further that $g$ and its first $m$ derivatives belong to $L^1(\mathbb{R})$. Fix an oversampling ratio $\lambda \geq \lambda_0$, and let $\mathcal{A}$ be a discrete alphabet consisting of equispaced values with endpoints $+1$ and $-1$. Suppose that there exist a sequence of coefficients $q_n^\lambda \in \mathcal{A}$ and a bounded state sequence $(v_n)_{n=0}^\infty$ for which the $m$th order relation (5) is satisfied. Then one may set $t_0 = t_0(m, \lambda) > 0$ sufficiently large that for all $t \geq t_0$,

$$ |f(t) - \frac{1}{\lambda} \sum_{n=1}^{\infty} q_n^\lambda g\left(t - \frac{n}{\lambda}\right)| \leq C\lambda^{-m}, \quad (6) $$

the constant $C$ appearing above depends only on $\|v\|_\infty$ and on $\|g\|_{L^1(\mathbb{R})}$, $\|g(1)\|_{L^1(\mathbb{R})}$, \ldots $\|g^{(m)}\|_{L^1(\mathbb{R})}$.

For a rigorous proof of proposition 1.1, we refer the reader to [4]. Note that in the error estimate (6), the index $n$ ranges over the positive integers only; this change of setup yields no difficulties, given that a filter $g$ satisfying (3) can be made to be well localized in time by requiring that its Fourier transform be sufficiently smooth, see [10] for more details.

**Remark 1.2.** We shall refer to any quantization scheme satisfying an error estimate of the form (6) as an $m$th order quantization scheme.

**Construction of $\Sigma\Delta$ quantization schemes.** We now turn to the issue of existence of quantization schemes satisfying the difference relation (5). Although high-order $\Sigma\Delta$ quantizers have been implemented in practice for many years [15], the construction of $\Sigma\Delta$ schemes of arbitrary order $m \geq 1$ for which the state sequence $(v_n)_{n \in \mathbb{N}}$ is guaranteed to remain bounded has been only recently achieved by Daubechies and DeVore in [4]:

**Proposition 1.3 (Daubechies and DeVore).** Suppose that $f$, $g$ and $\mathcal{A}$ satisfy the assumptions of proposition 1.1. Take $\lambda > 1$, and consider a quantizer function $Q : [-\alpha, \alpha] \to \mathcal{A}$ that satisfies

$$ Q(u) = \text{sign}(u) \quad \text{for } |u| \geq 1/2. $$

Then there exist admissible functions $F : \mathbb{R}^m \to \mathbb{R}$ for which the recursion,

$$ q_n = Q(F(f_n, u_n^{(1)}, \ldots, u_n^{(m)})), $$
$$ u_n^{(1)} = u_{n-1}^{(1)} + f_n - q_n, $$
$$ u_n^{(j)} = u_{n-1}^{(j)} + u_n^{(j-1)}, \quad j = 2, \ldots, m $$

(7)
with initial conditions \( u^{(j)}_0 = 0 \) for \( j = 1, \ldots, m \), generates a sequence \( (v_n)_{n \in \mathbb{N}} := (u^{(m)}_n)_{n \in \mathbb{N}} \) that is bounded and satisfies the finite difference equation (5).

A few remarks are in order.

1. The recursions (7) are not the only means for generating coarse quantization schemes having \( m \)th order accuracy (6); therefore, we shall refer to them as the standard \( \Sigma \Delta \) recursions. For a comprehensive overview on more general setup for coarse quantization, we refer the reader to [12].

2. In the case \( m = 1 \), one may take \( F(f_n, v_{n-1}) = f_n + v_{n-1} \) as admissible function in (7), and the recursion reduces to
   \[
   v_n = v_{n-1} + f_n - Q(v_{n-1} + f_n). \tag{8}
   \]
   In this case, one may verify the boundedness of \( (v_n)_{n \in \mathbb{N}} \) by induction: if \( |f_n| \leq 1 \) for all \( n \geq 1 \) and if \( |v_0| \leq 3/2 \), then \( |v_n| \leq 3/2 \) for all \( n \geq 0 \).

3. For \( m = 2 \), the admissible functions of the form \( F_r(f_n, u_{n-1}, v_{n-1}) = \gamma u_{n-1} + v_{n-1} \) guarantee boundedness of the sequence \( (v_n)_{n \in \mathbb{N}} \) and \( \|v\|_{\infty} \leq C_\alpha \), with the constant \( C_\alpha \) depending only on \( |f_n| \leq \alpha < 1 \), for a range \( \gamma = \gamma(\alpha) \geq 1 \); see [18] for more details.

4. For higher orders \( m \geq 3 \), the only admissible functions \( F = F_m \) that have been proven to guarantee boundedness of the \( (v_n)_{n \in \mathbb{N}} \) for recursions of the form (7) were constructed in [4]; they are defined recursively with respect to the order \( m \), and become increasingly complicated with increasing order. Nevertheless, stability has been shown for a different class of recursions generating \( m \)th order quantization schemes, and the criteria for stability there are more aligned with the schemes implemented in practice [12]. Still, proving stability for a wider class of admissible functions for orders \( m \geq 3 \) remains a challenging open problem of interest to both mathematicians and engineers.

1.2. Quiet \( \Sigma \Delta \) quantization: defeating infinite memory

As previously mentioned, the input signals in the context of analog-to-digital conversion are well modelled as bandlimited functions. Nevertheless, audio signals in actuality have finite time support, completely vanishing over intervals of time such as between speech phrases or musical tracks, and ultimately, vanishing indefinitely. As bandlimited functions are restrictions of analytic functions to the real line, such functions cannot vanish identically on an interval unless they are identically zero; nevertheless, bandlimited functions can become arbitrarily small over arbitrarily large intervals of time, and still provide a good model for audio signals.

For efficiency reasons, it is desirable that the quantization sequence \( (q_n)_{n \in \mathbb{N}} \) and in turn the state sequence \( (v_n)_{n \in \mathbb{N}} \), fall to zero in response to vanishing input \( f_n = f(n/\lambda) = 0 \). For instance, as the quantization level \( q_n = 0 \) corresponds to zero-voltage level, quantization schemes as such can essentially “shut off” over the off-support of the input, rendering them low-power. Indeed, there are devices that drive speakers with very high efficiency which use a three-level quantization alphabet \( q_n \in \{-1, 0, 1\} \), dating back to a patent issued to Crystal Semiconductor, Inc. (formerly Cirrus Logic), see [16] for more details. For efficiency reasons as explained in that patent, it is desirable to maximize the number of ‘0’s and minimize the number of +1’s and −1’s in the tri-level quantization output. In particular, devices which implement \( \Sigma \Delta \) quantization with tri-level quantization are in widespread use in modern electronic technology [1], see the website of Analog Devices for more details.

**Remark 1.4.** We shall refer to any quantization scheme for which the quantization sequence \( (q_n)_{n \in \mathbb{N}} \), and the state sequence \( (v_n)_{n \in \mathbb{N}} \) fall to zero at the onset of vanishing input \( f_n = 0 \) as quiet.
Unfortunately, the quantization output produced by the standard $\Sigma\Delta$ schemes (7) is not quiet; in contrast, quantization sequences $q_n$ produced by such recursions generally fall into periodic cycles at the onset of vanishing input. The treatment of such zero-input periodicities, which can cause spurious idle tones in the reconstructed signal, has been an area of active research over the past twenty years, see the patent [13], and also the papers [5, 11] for more details. One of the methods used in practice to break such cycles is to apply dither, or random noise, to the sample input; note that $m$th-order accuracy in the sense of (6) is no longer obtained subject to the application of dither.

**Modifying the standard $\Sigma\Delta$ recursions to be quiet.** Let us consider the task of modifying the standard $\Sigma\Delta$ recursions (7) to be quiet, or so that $x_n := (u_1^{(n)}, u_2^{(n)}, ..., u_m^{(n)})$ and $q_n$ fall to zero in response to vanishing input, and doing so while still maintaining $m$th order accuracy of the resulting approximations. We shall restrict attention to quantization schemes using tri-level quantizers of the form $Q(u) = Q_{\text{tri}}(u)$, where

\[
Q_{\text{tri}}(u) = \begin{cases} 
1 & u > 1/2, \\
0 & -1/2 \leq u \leq 1/2, \\
-1 & u < -1/2.
\end{cases} \tag{9}
\]

As discussed previously, tri-level quantizers are often implemented in quantization devices which are built primarily for high efficiency, which is the motivational setting for quiet quantization.

**Dynamical system interpretation.** When $f_n = 0$, the standard $m$th order recursion (7) reduces to an $m$-dimensional piecewise-affine map. Implemented with tri-level quantizer (9), and assuming that $-1/2 < F(0, 0) < 1/2$, the state $x = 0$ is a fixed point of this so-called zero-input map. Therefore, quietness is achieved if the standard recursions (7) may be modified so that $x = 0$ is an attractive fixed point for the zero-input map, at least within a neighbourhood containing the bounded sequence $(x_n)_{n \in \mathbb{N}}$, and if this can be done while still maintaining boundedness of the sequence $(v_n)_{n \in \mathbb{N}}$, and $m$th order reconstruction accuracy (6) of the scheme.

**Quietness for first-order $\Sigma\Delta$ quantization.** Quietness for the first-order $\Sigma\Delta$ scheme $m = 1$, implemented with tri-level quantizer, has been previously studied in [18]. There, the author shows that quietness is achieved by composing the first-order recursion (8) with a contraction $v_n \to \rho v_n$, leading to the map $v_n = \rho v_{n-1} - Q_{\text{tri}}(\rho v_{n-1} + f_n)$. Indeed, it is not hard to verify that

1. the uniform bound $|v_n| \leq 3/2$ holds subject to this modification,
2. the fixed point $v = 0$ is a globally attracting fixed point of the zero-input map $v_n = \rho v_{n-1} - Q_{\text{tri}}(\rho v_{n-1})$ and
3. the modified recursion $v_n = \rho v_{n-1} + f_n - Q_{\text{tri}}(\rho v_{n-1} + f_n)$ still represents a first-order scheme if the damping is such that $\rho \geq \rho_\lambda := 1 - (1/\lambda)$, where $\lambda$ is the oversampling ratio. We refer the reader to [18] for a proof of these results.

**Quietness for second-order $\Sigma\Delta$ quantization.** Unfortunately, first-order $\Sigma\Delta$ schemes are rarely used in practice, and we would like to obtain similar quiet modifications of the higher-order standard recursions (7). Second-order $\Sigma\Delta$ schemes are often preferred in practice for having improved reconstruction error over first-order schemes, while still maintaining stability...
and ease of implementation. For the rest of this paper, we shall concentrate only the case \( m = 2 \); we leave the analysis of higher-order quiet \( \Sigma \Delta \) schemes to future work.

As mentioned previously, the simplest admissible functions for the second-order recursion (7) are of the form \( F(u, v) = \gamma u + v \). For this case and for a range of \( \gamma \geq 1 \) that depends on the parameter \( \alpha \) in the bound \( |f_n| \leq \alpha < 1 \), the sequence \( (v_n)_{n \in \mathbb{N}} \) generated by the second-order scheme (7) is guaranteed to remain bounded. This is shown in [18] by constructing a family of convex sets \( S_a \subset \mathbb{R}^2 \) which are invariant under the recursion. Implemented with tri-level quantizer and linear rule \( F(u, v) = \gamma u + v \), the second-order recursion (7) has the form

\[
(u_0, v_0) = (0, 0),
q_n = \begin{cases}
-1, & F(u_{n-1}, v_{n-1}) \leq -1/2, \\
0, & F(u_{n-1}, v_{n-1}) < 1/2, \\
1, & F(u_{n-1}, v_{n-1}) \geq 1/2,
\end{cases}
(u_n, v_n) = T\left( (u_{n-1}, v_{n-1}), f_n \right) := (u_{n-1} + f_n - q_n, u_{n-1} + v_{n-1} + f_n - q_n).
\]

It is natural to wonder whether the damped modification \( (u_n, v_n) = T(\rho (u_{n-1}, v_{n-1}), f_n) \) might induce quietness in this case as it did for the first-order recursion (8). Indeed, the behaviour of such a ‘leaky’ modification has been studied extensively in its own right, for the behaviour of its resulting periodic cycles [6], and for its approximation accuracy [18]. With respect to the latter point, it has been shown that the boundedness of the state sequence \( (v_n)_{n \in \mathbb{N}} \) is not affected by this modification, as the invariant sets for the map \( (u_{n+1}, v_{n+1}) = T(u_n, v_n), f_n \) are convex and contain the origin. Moreover, identifying \( u_n - \rho u_{n-1} = v_n - 2\rho v_{n-1} + \rho^2 v_{n-2} \), one verifies that second-order accuracy is maintained for the leaky scheme \( (u_n, v_n) = T(\rho (u_{n-1}, v_{n-1}), f_n) \) if the damping factor \( \rho \) is bounded below by \( \rho_0 = 1 - (1/\lambda) \) at each step:

\[
f(t) - \tilde{f}(t) = \frac{1}{\lambda} \sum_{n \geq 1} (f_n - q_n) g(t - \frac{n}{\lambda}) = \frac{1}{\lambda} \sum_{n \geq 1} (v_n - 2\rho v_{n-1} + \rho^2 v_{n-2}) g\left( t - \frac{n}{\lambda} \right) \\
= \frac{1}{\lambda} \sum_{n \geq 1} (v_n - 2\rho v_{n-1} + v_{n-2}) g\left( t - \frac{n}{\lambda} \right) + 2(1 - \rho) \frac{1}{\lambda} \sum_{n \geq 1} (v_{n-1} - v_{n-2}) g\left( t - \frac{n}{\lambda} \right) \\
+ (1 - \rho)^2 \frac{1}{\lambda} \sum_{n \geq 1} v_{n-2} \cdot g\left( t - \frac{n}{\lambda} \right).
\]

By proposition 1.1, the first term in the ultimate expression is bounded in magnitude by \( C\lambda^{-2} \) for \( t \geq t_0(\lambda) \) sufficiently large and the second term is bounded in magnitude by \( C\lambda^{-1}(1 - \rho) \leq C\lambda^{-2} \). This is because the first term corresponds to the approximation error for a standard second-order \( \Sigma \Delta \) recursion and the second term corresponds to the approximation error incurred for a standard first-order \( \Sigma \Delta \) recursion, multiplied by \( 2(1 - \rho) \). At the same time, the third term is proportional to \( (1 - \rho)^2 C \lambda^{-2} \) for a constant \( C \) depending on \( \|g\|_{L^1(\mathbb{R})} \) and \( \|v\|_{\infty} \) only. In total, we arrive at the desired second-order bound: \( |f(t) - \tilde{f}(t)| \leq C\lambda^{-2} \) for \( t \geq t_0(\lambda) \).

The second-order leaky modification is not quiet. Unfortunately, despite retaining second-order accuracy, leaky modifications to the standard second-order recursion of the form \( (u_n, v_n) = T(\rho(u_{n-1}, v_{n-1}), f_n) \) still do not achieve quietness, because the origin is not an attractive fixed point for the piecewise-affine zero-input map \( (u_n, v_n) = T(\rho_s(u_{n-1}, v_{n-1}), 0) \) in a sufficiently large neighbourhood. For example, if \( u_0 = (1 + \rho)^{-1}, v_0 = 0 \) and \( f_1 = (1 + \rho)^{-1} \) at the onset of zero input \( f_2 = f_n = 0, n \geq 2 \), the system falls
Figure 1. We indicate whether or not the trajectory of $x_0 = (u_0, v_0)$ under the map $(u_{n+1}, v_{n+1}) = T(\rho(u_n, v_n), 0)$, as defined in (10), converges to zero, for 100 equispaced values of $\rho \in [0.96, 1)$ and initial conditions $(u_0, 0)$ in the interval $u_0 \in [-2, 0]$. The figure suggests that the neighbourhood of attraction of the map shrinks to a one-dimensional set as $\rho \to 1$, as the grey 'tornado' regions indicate initial values $u_0$ for which, after one million iterations, the discrete output $q_n \in \{-1, 0, 1\}$ has a nontrivial period of fewer than 100 iterations that persists over an additional one million iterations. In contrast, the analogous plot for the asymmetric variant of this map, (12), produces no grey regions.

into period-2 oscillation. Nor are such period-2 trajectories ‘pathological situations’ in an otherwise well-behaved neighbourhood of convergent trajectories; numerical results such as those in figure 1 suggest that the neighbourhood of attractivity for the piecewise-affine system $(u_{n+1}, v_{n+1}) = T(\rho(u_n, v_n), 0)$ shrinks to a one-dimensional subset of $\mathbb{R}^2$ as $\rho \to 1$.

2. The main result

As it turns out, the situation changes completely if we apply damping, but not at every iteration, only at iterations $n$ for which $u_n \geq 0$ (or the symmetric, when $u_n \leq 0$). As the main contribution of this paper, we introduce the following asymmetrically damped variant of the standard second-order $\Sigma \Delta$ recursion (10),

$$(u_{n+1}, v_{n+1}) = \tilde{T}((u_n, v_n), f_n) := \begin{cases} T(\rho(u_n, v_n), f_n), & u_n \geq 0, \\ T((u_n, v_n), f_n), & u_n < 0, \end{cases}$$

(12)

and we shall show that this modification is guaranteed to be quiet. As far as the author is aware, the asymmetric scheme (12) is the first such example of a coarse quantization scheme which obtains second-order approximation accuracy. Following the argument (11), this asymmetric scheme is second-order if $\rho \geq 1 - (1/\lambda)$. Moreover, as a consequence of the asymmetry of the damping, the $u_n$ and in turn the $v_n$, are forced to zero at the onset of zero input, no matter how small one sets the difference $1 - \rho$, and independent of the initial conditions $(u_0, v_0)$.

Numerical Illustration. In figure 2(a), we plot the approximation $\tilde{f}_n(t)$ to an identically zero signal $f(t) \equiv 0$ as produced by the standard second-order $\Sigma \Delta$ recursion with tri-level
Figure 2. Comparison of the standard and asymmetrically damped second-order \(\Sigma\Delta\) quantization schemes. (a) We plot \(\tilde{f}_s(t)\), an approximation to \(f(t) = 0\) using the standard second-order scheme (10), with oversampling rate \(\lambda = 100\) and parameter \(\gamma = 2\), and starting from initial conditions \((u_0, v_0) = (.5, .3)\). This reconstruction is represented in time and also in the frequency domain. Spikes in the frequency domain, resulting from periodicities in the quantization output, can create idle tones in the reconstructed signal. (b) We plot \(\tilde{f}_q(t)\), an approximation to \(f(t) = 0\) using the introduced quiet second-order scheme (12) with oversampling rate \(\lambda = 100\), parameter \(\gamma = 2\) and damping factor \(\rho = .99\), and starting from the same initial condition \((u_0, v_0) = (.5, .3)\), represented in time and also in frequency. The spikes in the frequency domain have been smeared out.

The rest of the paper shall be devoted to proving that the origin is a globally attracting fixed point of the zero-input map \((u_{n+1}, v_{n+1}) = \tilde{T}(u_n, v_n, 0)\), as a consequence of the following theorem.

**Theorem 2.1.** Consider the linear operator \(A : \mathbb{R}^2 \to \mathbb{R}^2\) given by \(A(u, v) = (u, u + v)\), the vectors \(1 = (1, 1), c = (\gamma, 1)\) and \(d = (1, 0)\), and the piecewise-affine map

\[
T : \mathbb{R}^2 \to \mathbb{R}^2,
\]

\[
x_{n+1} = T x_n := \begin{cases} 
Ax_n + 1, & \text{if } \langle c, x_n \rangle \leq -1/2, \\
Ax_n, & \text{if } |\langle c, x_n \rangle| < 1/2, \\
Ax_n - 1, & \text{if } \langle c, x_n \rangle \geq 1/2.
\end{cases}
\]

(13)
For any fixed amplification factor $\gamma \geq 1$ and damping factor $0 \leq \rho < 1$, the origin is a globally attracting fixed point for the asymmetrically damped piecewise-affine map,

$$
M : \mathbb{R}^2 \to \mathbb{R}^2 \\
x_{n+1} = M x_n := \begin{cases} 
T(\rho x_n), & (d, x_n) \geq 0, \\
T x_n, & (d, x_n) < 0.
\end{cases}
$$

Let us pause to discuss an additional application of the main theorem, and of the quiet quantization scheme (12).

**Finite impulse response filter coefficient quantization.** The reconstruction formulae (2) and (4) for sampling and quantization of bandlimited signals are particular examples of discrete-time linear filters, or implementations of the convolution between an infinite-length input sequence $(x_n)_{n \in \mathbb{N}}$ and a set of coefficients $(c_n)_{n \in \mathbb{N}}$, generating output of the form $y_n = \sum_{j \in \mathbb{N}} c_j x_{n-j}$. The filter is called a finite impulse response (FIR) filter if the set of coefficients is finite-length. The Fourier transform of the output sequence $(y_n)_{n=1}^N$ (in the sense of the discrete-time Fourier transform) is the product of the Fourier transform of the input sequence with the Fourier transform of the set of coefficients, $\hat{y}(\omega) = \hat{c}(\omega) \cdot \hat{x}(\omega)$.

In some cases, one would like to reduce the hardware complexity of FIR filters by quantizing the coefficients $(c_j)_{j=1}^N$ using only a few bits for each coefficient. If one simply rounds each coefficient value to its nearest quantized level (binary quantization), then the Fourier transform of the set of coefficients may be changed dramatically and therefore the frequency response of the filter is no longer useful. However, in some cases it is only necessary to maintain the filter’s frequency response in lower frequencies, and the rest of the frequencies are not important.

In this case, the original real-valued coefficients of the filter $c_j$ are often modified by sending them through a recursion such as the standard $\Sigma\Delta$ recursion (7), to obtain a new set of quantized coefficients $q_j$, see [8, 14]. The frequency response of the filter is maintained on lower frequencies subject to such quantization; to see this, let us analyse the Fourier transform of the quantization error:

$$
\hat{e}(\omega) := (\hat{c}(\omega) - \hat{q}(\omega)) \cdot \hat{x}(\omega) \\
= (\Delta^{(m)} v)(\omega) \cdot \hat{x}(\omega) \\
= (2\pi i o)^m \cdot \hat{v}(\omega) \cdot \hat{x}(\omega).
$$

The problem with this technique is that, while the number of input coefficients is finite, the quantization output cannot be stopped without causing a large error in the Fourier transform of the quantized coefficients, if the standard noise shaping recursions (7) are applied [1]. However, if one employs instead the quiet noise-shaper (12), then as a consequence of theorem 2.1, the tri-level quantization output is guaranteed to go to zero after the sequence of input coefficients has been exhausted. This means that the set of quantized coefficients is slightly longer than the original coefficient set, as one must wait for the noise-shaper to fall into the ‘all-zeroes’ state, but nevertheless is finite.

In words, the introduced quiet $\Sigma\Delta$ noise-shaper (12), which is guaranteed to be quiet as a result of theorem 2.1, allows a way to quantize coefficients to 3 levels, such that a finite set of input coefficients can produce a finite set of output coefficients, such that the Fourier transform of the two sets of coefficients match at low frequencies and diverge at higher frequencies.
3. Proof of theorem 2.1

The rest of the paper is devoted to the proof of theorem 2.1, and is essentially disjoint from the material presented in previous sections. Let us recall that piecewise-affine maps are discrete dynamical systems of the form

\[ T : \mathbb{R}^m \to \mathbb{R}^m, \]

\[ x_{n+1} = T x_n = A_j x_n + b_j, \quad \text{if } x_n \in \Omega_j, \quad (15) \]

where the sets \( \{ \Omega_j \}_{j=1}^L \) form a finite partition of the domain \( \mathbb{R}^m \), and \( A_j \in \mathbb{R}^{m \times m} \). It has been recently shown [2] that the attractivity problem, or deciding whether or not the origin is a global attracting fixed point of a discrete map, is in general undecidable for piecewise-affine maps in dimension \( m \geq 2 \). Consequently, there is no universal procedure which can decide, given a generic piecewise-affine map in dimension \( m \geq 2 \), whether all trajectories converge to zero. In order to address the attractivity problem for a particular piecewise-affine map, one must then either verify that certain sufficient conditions hold or develop a convergence proof for a restricted subclass containing the map of interest. Sufficient conditions for attractivity generally involve verifying the existence of a Lyapunov function \( V : \mathbb{R}^m \to \mathbb{R}^+ \) having negative forward difference along trajectories of the map,

\[ \Delta V(x_{n+1}, x_n) = V(x_{n+1}) - V(x_n) < 0. \]

For example, a recent result in this direction, from [7], states that \( x = 0 \) is a globally attracting fixed point of the piecewise-affine map

\[ x_{n+1} = T(x_n) \]

if there exists a function \( V : \mathbb{R}^m \to \mathbb{R}^+ \) of the form

\[ V(x) = x^T P_j x, \quad x \in \Omega_j, \quad P_j = P_j^T > 0, \quad (16) \]

which has negative forward difference along trajectories \( \Delta V(x_{n+1}, x_n) < 0 \). The constraints defining Lyapunov functions of this form may be recast as a set of linear matrix inequalities,

\[ A_j^T P_j A_j - P_j < 0, \]

\[ P_i = P_i^T > 0, \quad \forall i \in L, \quad (17) \]

which must be checked over all pairs \((i, j)\) for which it is possible that \( x_t \in \Omega_i \) and \( x_{t+1} \in \Omega_j \). Linear matrix inequalities can be either solved or shown to be nonexistent using standard linear programming solvers and as such, the construction or nonexistence of a Lyapunov function of the form (16) for a particular piecewise-affine map may be determined in polynomial time.

Unfortunately, Lyapunov functions such as the piecewise positive-definite functions in (16) which may be tested systematically are very restrictive, and are not applicable to many piecewise-affine maps of interest which nevertheless have a global fixed point. For example, as the reader may check, a Lyapunov function if the form (16) does not exist for the asymmetric piecewise-affine map \( x_{n+1} = M(x_n, 0) \) of theorem 2.1 which is of interest to us. Nevertheless, we are still able to prove that the origin is an attractive fixed point of the asymmetric piecewise-affine map; the proof is divided into two parts:

1. In section 3.1, we construct an invariant set \( S \) for the asymmetrically damped map \( M \), and show that all orbits initialized in this set converge to the origin.
2. In section 3.2, we show, using a Lyapunov function argument, that \( S \) is also a global trapping set for \( M \).

It is not clear that the proof need necessarily be split into two parts as such. The Lyapunov function constructed in section 3.1 only decreases along orbits lying outside the trapping set \( S \), and so cannot be used to prove convergence directly. However, there could exist a different Lyapunov function that does decrease along all orbits of the map \( M \). Yet, numerical results such as those in figure 3 show a marked change in the behaviour of orbits upon
Figure 3. Different magnifications of an orbit of the map $M$ for $\rho = .98$ and $\gamma = 5$. The initial point $(u_0, v_0) = (-3.4, 12.7)$ can be seen in the top image; this point and the first few iterations are outside the trapping set $S$ (grey parallelograms). Once trapped in $S$, the iterates $(u_n, v_n)$ converge to the globally attracting fixed point $(0, 0)$.

entering the invariant region $S$, suggesting an inherent two-phasedness to the dynamics of the system.

We will use the following notation to distinguish the regions over which $q_n = 1$, 0 and $-1$, respectively, when $u \geq 0$:

$$\Lambda_1 = \{(u, v) \in \mathbb{R}^2 : \rho(\gamma u + v) > 1/2\}, \quad \Lambda_0 = \{(u, v) \in \mathbb{R}^2 : |\rho(\gamma u + v)| \leq 1/2\},$$

$$\Lambda_{-1} = \{(u, v) \in \mathbb{R}^2 : \rho(\gamma u + v) < -1/2\}.$$

### 3.1. An invariant set and convergence to the origin

In this subsection, we construct an invariant set for the asymmetrically damped map $M$ of theorem 2.1.

**Proposition 3.1.** Consider the regions 

$$S^+ = \{(u, v) \in \mathbb{R}^2 : -1/2 \leq \gamma u + v \leq 1/2 + \gamma, 0 \leq u < 1\} \quad \text{and} \quad S^- = \{(u, v) \in \mathbb{R}^2 : -(1/2 + \gamma) \leq \gamma u + v \leq 1/2, -1 \leq u < 0\}.$$

The union of these two regions, $S = S^+ \cup S^-$, as depicted in figure 3, is an invariant set for the map $x_{n+1} = M x_n$. Furthermore, for $x_n \in S$:

- $q_n = 1$ if and only if $x_n \in S^+$ and $x_{n+1} \in S^-$,
- $q_n = -1$ if and only if $x_n \in S^-$ and $x_{n+1} \in S^+$ and
- If $|q_{k_1}| = |q_{k_2}| = 1$ and $q_{k_2} = 0$ for all $k_1 < k < k_2$, then $q_{k_1}$ and $q_{k_2}$ must have alternate signs, i.e. $q_{k_1}q_{k_2} = -1$.

**Proof.** We begin by showing that $S$ is an invariant set for the asymmetrically damped map $x' = M x$. Being $S$ the union of two convex sets, each containing the origin, $x \in S$ implies $\lambda x \in S$ for $\lambda \in [0, 1]$. As such, it is sufficient to show that $S$ is invariant for the undamped map $x' = T x$ of theorem 2.1. By symmetry of the set $S$ and the map $T$, we
can assume without loss that \( x \in S^* \). We consider the two cases \( x \in \Lambda_0 \) and \( x \in \Lambda_1 \) separately.

1. \((u, v) \in \Lambda_1\): in this region, \((u', v') := T(u, v) = (u - 1, v + u - 1)\), and so in particular \(-1 \leq u' < 0\). Then \( x' \in S^- \) if

\[-(1/2 + \gamma) \leq \gamma u' + v' \leq 1/2,\]

which is easily verified from the inequalities

\[1/2 \leq \gamma u + v \leq 1/2 + \gamma \quad \text{and} \quad 0 \leq u < 1.\]

2. \((u, v) \in \Lambda_0\): now, \((u', v') = (u, v + u)\), and so \( 0 \leq u' < 1 \). Also, we have that

\[-1/2 \leq \gamma u' + v' \leq 1/2 + \gamma,\]

using the inequalities \(-1/2 \leq \gamma u + v \leq 1/2, 0 < u' < 1 \) and \( \gamma \geq 1 \).

We proceed to the second part of the proposition. Suppose that \((x_n)_{n=0}^\infty\) is a trajectory contained entirely in \( S \), and that \( q_1 = q_K = 1 \), but \( q_n = 0 \) for \( 1 < n < K \). Because \( q_1 = 1 \), \( x_0 \in S^* \) and \( u_0 \in (0, 1) \). For the same reason, \( u_{K-1} \in (0, 1) \). But \( u_1 = \rho u_0 - 1 < 0 \), and so \( u_{K-1} \), a power of \( \rho \) multiplied by \( u_1 \), must also be negative, leading to a contradiction. A similar argument rules out the possibility that \( q_1 = q_K = -1 \) but \( q_n = 0 \) for \( 1 < n < K \). □

Upon each return to the set \( S^* \), \( x_n \) is ‘tilted’ by the damping \( x \to \rho x \), creating an imbalance that forces the iterates to zero.

**Lemma 3.2.** Suppose that \((u_0, v_0) \in S\), so that \((u_n, v_n) = M(u_0, v_0) \in S\) for all \( n \geq 0 \) by positive invariance of \( S \). The subsequence \((u_n)_{n \in \mathbb{Z}^+}\) consisting of indices \( I^+ \) for which \( u_n \geq 0 \) necessarily converges to zero as \( n \to \infty \).

**Proof.** First observe that the event \( x_n \in S^* \), or equivalently \( u_n \geq 0 \), must keep recurring, for if not, then \( q_n = 0 \) for all \( n \) according to proposition 3.1, and \( v_n = v_0 + (n + 1)u_0 \) diverges. We may then assume that the index set \( I^+ \) represents an infinite subset of the natural numbers and \((u_n)_{n \in I^+}\) an infinite subsequence of \((u_n)_{n \in \mathbb{Z}^+}\). Moreover, it is clear from the alternating sign pattern of the \( q_n \) that \( u_{n+1} = \rho u_n \) along indices \( n_j \) in \( I^+ \), so that the subsequence \( u_{n_j} = \rho^j u_{n_0} \) converges to zero as \( n_j \to \infty \). □

Convergence of the subsequence \((u_n)_{n \in I^+}\) does not immediately guarantee convergence of the full sequence \((u_n)_{n \in \mathbb{Z}^+}\), as the residual sequence \((u_n)_{n \in \mathbb{Z}^\setminus I^+}\) could form an infinite subsequence converging to \(-1\) as \( n \to \infty \). However, we can ensure that this pathological situation does not occur.

**Proposition 3.3.** If \( x_0 \in S \), then \( x_n = M^n x_0 \) eventually becomes trapped in \( S^* \subset S \). Moreover, \( \|x_n\| \to 0 \) as \( n \to \infty \).

**Proof.** As a consequence of lemma 3.2, we may fix \( \epsilon > 0 \), and assume without loss that \((u_0, v_0) \in S^* \) and that \( u_0 \leq \epsilon \). We break the proof into two cases:

1. Suppose first that \( q_1 = 0 \), so that \( \gamma u_0 + v_0 \leq 1/2 \). Then \( u_1 = \rho u_0, v_1 = \rho (v_0 + u_0) \) and

\[\rho (\gamma u_1 + v_1) = \rho^2 (\gamma u_0 + v_0) + \rho^2 u_0 \leq \rho/2 + \rho^2 \epsilon \leq 1/2,\]

as long as \( \epsilon \leq (1 - \rho) / (2\rho^2) \). Consequently, \( x_n \in S^* \) for all \( n \), and

\[x_n = \rho^n A^n x_0 = \rho^n (u_0, u_0 + n v_0).\]

Since \( n \rho^n \to 0 \), it follows that \( \|x_n\| \to 0 \).
Let \( f : X \to \mathbb{R}^+ \) and a parameter \( \delta > 0 \) with the property that for any \( x \in X \setminus S \), either \( M^k x \in S \) or \( V(M^k x) - V(x) \leq -\delta \) after a finite time \( k \). Then, \( S \) is a global trapping set for \( M \).

**Proof.** Suppose \( V \) satisfies the hypotheses, and that \( x \in X \setminus S \) is such that \( M^k x \notin S \) for all \( k \geq 0 \). Let \( c = V(x) \). From the stated hypotheses, \( V(M^k x) \leq c - \delta \) after some finite time \( k_1 \), and, by induction, \( V(M^n x) \leq c - n\delta \) after a finite time \( k_n \) for any positive integer \( n \). But then eventually \( V(M^k x) \leq 0 \), which is impossible since \( V \geq 0 \).

Lyapunov functions of the form (16) do not exist for the map \( M \), or even the symmetric map \( T \), as we invite the reader to verify. Instead, we follow the approach in [19] where trapping sets for the second-order \( \Sigma \Delta \) scheme (10) are constructed, in the slightly different setting where quantizer \( Q(u) = \text{sign}(u) \) is considered instead of tri-level quantizer \( Q_{\text{tri}} \), and we consider the following Lyapunov function:

\[
V(u, v) = u^2 + |2v - u|.
\] (19)

The motivation for this is as follows: letting \( V^+(u, v) = u^2 + 2v - u \) and \( V^-(u, v) = u^2 - 2v + u \), it is easily verified that \( V(u, v) = \max\{V^+(u, v), V^-(u, v)\} \). Also, \( V^+ \) and \( V^- \) are the unique functional solutions to the equations

\[
V^+(T(u, v))\big|_{(u,v):y_{u+v}\geq 1/2} = V^+(u, v),
\]

\[
V^-(T(u, v))\big|_{(u,v):y_{u+v}\leq -1/2} = V^-(u, v),
\]

As it turns out, the set of points \( x \) for which \( V \) may have positive forward difference under iteration of the map \( T \), \( \Delta V(Tx, x) = V(Tx) - V(x) > 0 \), is contained in the invariant set \( S \) of proposition 3.1.
Figure 4. The region \((u, v) : T(V(u, v) - T(u, v) > 0)\) over which the Lyapunov function \(V(u, v) = u^2 + |2v - u|\) may have positive forward difference under the map \(T\) is contained in \(R\), which is represented by light grey triangles, and is superimposed over the global trapping set \(S\). The parameter used above is \(\gamma = 5\).

**Proposition 3.5.** Consider the map \(T\) of theorem 2.1, the convex function \(V : \mathbb{R}^2 \to \mathbb{R}\) given by \(V(u, v) = u^2 + |2v - u|\), and the set \(R = R_1 \cup R_2\), with

\[
R_1 = \{(u, v) \in \mathbb{R}^2 : \gamma u + v \geq 0, 2v + u \leq 1, u \leq 1/2\},
\]

\[
R_2 = \{(u, v) \in \mathbb{R}^2 : \gamma u + v < 0, 2v + u \geq -1, u \geq -1/2\}.
\]

If \(\Delta V(Tx, x) > 0\), then \(x \in R\). Moreover, \(R\) is contained in the invariant set \(S\) of proposition 3.1.

We defer the proof of proposition 3.5, which amounts to a straightforward case by case analysis, to section 5. The set \(R\) is displayed in figure 4, along with the invariant set \(S\).

With proposition 3.5 and lemma 3.4 in hand, we are now ready to prove the main result of this section.

**Proposition 3.6.** The invariant set \(S\) is a global trapping set for the asymmetrically damped map \(M\).

**Proof.** For sufficiently small \(\epsilon > 0\), the set \(\{x : V(x) \leq \epsilon\}\) is contained in \(S\). We will verify the conditions in lemma 3.4 for \(S\) and \(V\), using \(\delta := \epsilon(1 - \rho) > 0\). The proof is split into three cases.

1. Suppose first that \(x = (u, v)\) lies in the positive half plane \(u \geq 0\) where \(Mx = T(\rho x)\). If \(x\) is not in the invariant set \(S\) but \(x' = \rho x\) is, then \(Mx = Tx' \in S\) by invariance of \(S\) for \(T\). If on the other hand \(\rho x \notin S\), then

\[
V(Mx) - V(x) = V(T(\rho x)) - V(x)
\]

\[
\leq V(\rho x) - V(x), \quad \text{by proposition 3.5,}
\]

\[
\leq \rho V(x) - V(x), \quad \text{by convexity of } V \text{ and } V(0) = 0
\]

\[
= - (1 - \rho)V(x)
\]

\[
\leq - \epsilon(1 - \rho), \quad \text{as } V(x) > \epsilon \text{ if } x \notin S
\]

\[
= - \delta.
\]
Thus, if \( x \) is in the positive half plane but not in \( S \), then either \( Mx \in S \) or \( V(Mx) - V(x) \leq -\delta \).

(2) Suppose now that \( x \) is in the negative half plane, \( u < 0 \), and also in the set \( \Lambda_0 \setminus S \). We compare \( V(x) \) and \( V(Mx) \) explicitly:

\[
V(u, v) = u^2 + |2v - u|, \quad V(M(u, v)) = V(u, u + v) = (u^2 + |2v + u|).
\]

By inspection of proposition 3.1, \( u \) and \( v \) must have opposite signs in this region, \(|u| \geq 1\), and \(|v| \geq \gamma \geq 1\). It follows that

\[
V(M(u, v)) - V(u, v) \leq -2.
\]

(3) We have verified the assumptions of lemma 3.4 for all \( x \in \mathbb{R}^2 \setminus S \) whose trajectories are either eventually contained in \( S \) or in the right half plane or in the left half plane intersected with the region \( \Lambda_0 \). In fact, all \( x \in \mathbb{R}^2 \) can be described as such. Assume for purposes of contradiction that there exists a point \( x \) whose entire trajectory \( x_k = M^k x \) lies in \( \Lambda_{-1} \cap \{(u, v) : u < 0\} \), so that \( q_k = -1 \) for all \( k \geq 0 \). But then \( u_k = u_0 + k \) becomes arbitrarily large and positive for increasing \( k \), an obvious contradiction to the assumption that \( u_k < 0 \) for all \( k \). This is a contradiction to the assumption that \( \gamma u_k + v_k \leq -1/2 \), and this case is rendered impossible. The same argument obviates the possibility that any trajectory \( x_k = M^k x \) lies entirely in \( \Lambda_1 \cap \{(u, v) : u < 0\} \).

We conclude that after a finite number of iterations \( k \), either \( M^k \in S \) or \( V(Mx) - V(x) \leq -\delta \).

\( \square \)

Theorem 2.1 follows from proposition 3.6 and proposition 3.3.

4. Conclusions and open problems

The class of piecewise-affine maps in theorem 2.1 for which we are able to prove global convergence is very restrictive; indeed, numerical experiments suggest that attractivity holds over a much broader class of piecewise-affine asymmetric maps. Interestingly, the most natural generalizations of theorem 2.1 from a theoretical perspective are also physically meaningful in the context of \( \Sigma \Delta \) quantization. For instance, the symmetric piecewise-affine map \( T \) of theorem 2.1 corresponding to the original second-order \( \Sigma \Delta \) scheme has three affine regions, corresponding to \( q = -1, 0 \) and 1, while the asymmetric map \( M \) that is constructed to have a global attracting fixed point has six affine regions. Numerical results suggest that six regions are not necessary, and that attractivity holds for asymmetric maps consisting of three affine regions only including maps of the form

\[
x_{n+1} := \begin{cases} 
Ax_n + 1, & \text{if } \langle c, x_n \rangle \leq -\tau , \\
A\rho x_n, & \text{if } |\langle c, x_n \rangle| < \tau , \\
A\rho x_n - 1, & \text{if } \langle c, x_n \rangle \geq \tau .
\end{cases}
\]

(20)

Note that the value \( \tau = 1/2 \) is no longer constrained; this is because global attractivity of the origin seems to independent of the particular value of \( \tau > 0 \), without affecting global convergence. This is important in practice if the recursion is to be built into an analog circuit, where thermal fluctuations and other non-idealities cause fluctuations in all of the analog circuit components.

We conjecture that the origin is also a globally attracting fixed point for four-level asymmetric maps of the form,

\[
(u_{n+1}, v_{n+1}) = \begin{cases} 
T(\rho_1 u_n, \delta_1 v_n), & \text{if } \langle c, (\rho_1 u_n, \delta_1 v_n) \rangle < 0 , \\
T(\rho_1 \rho_2 u_n, \delta_1 \delta_2 v_n), & \text{if } \langle c, (\rho_1 u_n, \delta_1 v_n) \rangle \geq 0 ,
\end{cases}
\]

(21)
where $\rho_1, \rho_2, \delta_1, \delta_2$ are positive parameters less than or equal to 1, with $\delta_2$ being strictly less than one. This more general framework is a natural extension of theorem 2.1, and also serves as a more realistic model for $\Sigma\Delta$ quantization when implemented in analog circuitry, where, after one clock time, a small amount of integrator leakage on the second delay element is unavoidable. Integrator leakage has the effect of reducing the stored input in the first delay to a fraction $\rho$ of its original value, and reducing the stored input in the second delay by a fraction $\delta$ of its original value; in most circuits of interest, $(\rho, \delta) \in [0.95, 1]^2$, but the specific leakage factors within this window are generally unknown and may vary slowly in time (see [9, p 485] and also [17]). The model (21) also allows for the possibility of inducing leakage on the second delay element only, $(u_n, v_n) \rightarrow (u_n, \rho v_n)$, thus simplifying the recursion.

The class of four-level maps (21) are more complex than the three-level maps (20), but exhibit a much faster speed of convergence of trajectories to the origin. Indeed, the issue of speed of the convergence is a very important question in itself which we have not yet addressed. For the asymmetric map $M$ in theorem 2.1, the rate of convergence of trajectories to the fixed point $x = 0$, considered as a function of the discrete time $n$, will invariably decrease as $\rho \rightarrow 1$. However, it is not clear whether this rate may be constant as a function of the sampling rate $\lambda$, when the input $f_n = f(n/\lambda)$ represent samples of a band-limited function, and $\rho = 1 - (1/\lambda)$. This is an interesting direction for future work.

At this point, let us step back to the original motivation for this work, which was to suppress periodicities and quasiperiodicities in the discrete output sequence. Our first aim is to show that $|u_n - u|^\Delta_{1/2}$, so that $q_n = 0$ remains a "fixed state"; this situation occurs for instance at the onset of vanishing input subject to additive noise.

Finally, it would be interesting to generalize our results to higher dimensional piecewise-affine maps, such as the maps corresponding to higher order $\Sigma\Delta$ recursions (7).

5. Proof of proposition 3.5

In this section we prove proposition 3.5, showing that the region where Lyapunov function $V(u, v) = u^2 + |2v - u|$ has positive forward difference is contained in the set $R = R_1 \cup R_2$ defined by

$$R_1 = \{(u, v) \in \mathbb{R}^2 : \gamma u + v \geq 0, 2v + u \leq 1, u \leq 1/2\},$$

$$R_2 = \{(u, v) \in \mathbb{R}^2 : \gamma u + v < 0, 2v + u \geq -1, u \geq -1/2\}.$$

Proof. That $R$ is contained in the trapping set $S$ is straightforward. Regarding the first part of the proposition, consider the partition of $\mathbb{R}$ into $\Lambda_1 = \{(u, v) \in \mathbb{R}^2 : \gamma u + v \geq 1/2\}$, $\Lambda_0 = \{(u, v) \in \mathbb{R}^2 : -1/2 \leq \gamma u + v < 0\}$ and $\Lambda_{-1} = \{(u, v) \in \mathbb{R}^2 : \gamma u + v \leq -1/2\}$. Suppose that $(u, v) \in \Lambda_1 \setminus R_1$, so that $(u', v') = (u - 1, u + v - 1)$. Our first aim is to show that $V(T(u, v)) \leq V(u, v)$ in this situation.

1. Case I. If $2v - u \geq 0$, then $V(u, v) = u^2 + 2v - u$, while $V(u', v') = u^2 - 2u + 1 + |u + 2v - 1|$, so

$$V(u', v') \leq V(u, v) \iff |u + 2v - 1| \leq u + 2v - 1 \iff u + 2v \geq 1.$$
But since \((u, v) \in \Lambda_1 \setminus R_1\), we know that \(u > 1/2\), so \(u + 2v \geq 2u > 1\), and \(V(u', v') \leq V(u, v)\) holds in this case.

(2) **Case 2.** If \(2v - u \leq 0\), then \(V(u, v) = u^2 + u - 2v\), while the expression for \(V(u', v')\) remains unchanged; thus,

\[
V(u', v') \leq V(u, v) \iff |u + 2v - 1| \leq 3u - 2v - 1. \tag{22}
\]

We split this case into two subcases:

(a) **Case 2(a).** If, on the other hand, \(u + 2v > 1\), then \(|u + 2v - 1| = u + 2v - 1\), and (22) simplifies to

\[
V(u', v') \leq V(u, v) \iff u + 2v - 1 \leq 3u - 2v - 1 \iff 2v \leq u.
\]

But since \(2v - u \leq 0\) by assumption, the result holds in this subcase.

(b) **Case 2(b).** If \(u + 2v \leq 1\), then

\[
V(u', v') \leq V(u, v) \iff -u - 2v + 1 \leq 3u - 2v - 1
\]

\[
\iff u \geq 1/2.
\]

But of course, the condition \(u \geq 1/2\) holds throughout \(\Lambda_1 \setminus R_1\).

We have shown thus far that \(V(u', v') \leq V(u, v)\) if \((u, v) \in \Lambda_1 \setminus R_1\). It remains to show that \(V(u, u + v) \leq V(u, v)\) if \((u, v) \in \Lambda_0 \setminus R_1\). By inspection of figure 4, this region consists of two disjoint sets: \(P_1 : \{(u, v) : 0 \leq \gamma u + v \leq 1/2, u + 2v \geq 1, u \leq 0\}\), and \(P_2 : \{(u, v) : 0 \leq \gamma u + v \leq 1/2, u + 2v \leq -1, u \geq 0\}\).

(1) **Case 1.** \((u, v) \in P_1;\) As \(P_1 \subset \{(u, v) : u \leq 0, v \geq 0\}\), the restriction \(2v - u \geq 0\) trivially holds, and so \(h(u, v) = u^2 + 2v - u\), and

\[
h(u, u + v) \leq h(u, v) \iff u^2 + |2(u + v) - u| \leq u^2 + 2v - u
\]

\[
\iff |2v + u| \leq 2v - u
\]

\[
\iff 2v + u \leq 2v - u
\]

\[
\iff u \leq 0
\]

which is satisfied by assumption.

(2) **Case 2.** \((u, v) \in P_2;\) \(P_2\) is contained in the quadrant \(\{(u, v) : u \geq 0, v \leq 0\}\), and so \(2v - u < 0\), \(h(u, v) = u^2 - 2v + u\), and

\[
h(u, u + v) \leq h(u, v) \iff |u + 2v| \leq u - 2v \iff -(u + 2v) \leq u - 2v \iff u \geq 0,
\]

which again is satisfied by assumption.

By symmetry of the set \(R\) and the map \(T\), the symmetric result, that \(V(T(u, v)) \leq V(u, v)\) if \((u, v) \in \Lambda_{-1} \setminus R_2\), also holds. \(\square\)

**Acknowledgments**

The author would like to thank Ingrid Daubechies, Sinan Gunturk and Felix Krahmer for invaluable discussions on this topic. She also acknowledges the partial support of the National Science Foundation postdoctoral fellowship. She is grateful to the American Institute of Mathematics for holding the conference ‘Frames for the finite world: Sampling, coding and quantization’, where this project originated.
References

[1] Adams R (manager of audio technology, Analog Devices) 2010 Personal communication
[2] Blondel V, Bournez O, Kotzan P, Papadimitriou C and Tsitsiklis J 2001 Deciding stability and mortality of piecewise affine dynamical systems Theor. Comput. Sci. 255 687–96
[3] Calderbank A and Daubechies I 2002 The pros and cons of democracy IEEE Trans. Information Theory 48 1721–5
[4] Daubechies I and DeVore R 2003 Reconstructing a bandlimited function from very coarsely quantized data: a family of stable sigma-delta modulators of arbitrary order Ann. Math 158 679–710
[5] Dunn C and Sandler M 1996 A comparison of dithered and chaotic sigma-delta modulators J. Audio Eng. Soc. 44 227–44
[6] Feely O and Chua L 1991 The effect of integrator leak in sigma delta modulation IEEE Trans. Circuits Syst. 38 1293–305
[7] Ferrari-Trecate G, Cuzzola F and Mignone D 2002 Analysis of discrete-time piecewise affine and hybrid systems Automatica 38 2139–46
[8] Goodwin G and Quevado D 2003 Finite alphabet control and estimation Int. J. Control, Autom. Syst. 1 412–30
[9] Gregorian R and Temes G C 1986 Analog MOS Integrated Circuits for Signal Processing (New York: Wiley)
[10] Gunter C 2003 One-bit sigma-delta quantization with exponential accuracy Commun. Pure Appl. Math. 11 1605–30
[11] Reiss J D and Sandler M B 2001 The benefits of multibit chaotic sigma delta modulation Chaos 11 377–83
[12] Kraher F 2009 Novel schemes for Sigma-Delta modulation: from improved exponential accuracy to low-complexity design PhD Thesis New York University
[13] Locher M and Pietra L D 2006 Circuit arrangement and method for sigma-delta conversion with reduced idle tones Patent
[14] Nielsen J 2005 Design of linear-phase direct-form FIR digital filters with quantized coefficients using error spectrum shaping techniques IEEE Acout. Speech Signal Process. 37 1020–7
[15] Schreier R and Temes G 2005 Understanding Delta-Sigma Data Converters (Danvers, MA: Wiley-IEEE Press) 01923
[16] Thompson C 1992 Delta-sigma modulator for an analog-to-digital converter with low thermal noise performance United States Patent US 5274375
[17] Ward R 2008 Robustness properties of beta encoders and golden ratio encoders IEEE Trans. Inform. Theory 54 4324–34
[18] Yilmaz O 2002 Stability analysis for several sigma-delta methods of coarse quantization of bandlimited functions Constr. Approx. 18 599–623
[19] Zeng S 2008 Global tile attractor of second order single-bit ΣΔ modulation PhD Thesis The City University of New York