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Abstract

Computational Fluid Dynamics is an effective tool for assessing non-present conditions, thus also in habitat evaluation within ecohydraulics. Deciding whether to apply a one-, two- or three-dimensional numerical approach, is an optimization that needs to be performed by every task, given the capability and the demands of specific approaches. In this paper we compare the utility of two-dimensional (2D) versus three-dimensional (3D) hydrodynamical simulations for ecohydraulic purposes. The basis of the comparison were 1) three simulated abiotic variables: water depth, depth averaged flow velocity and bed material composition, and 2) an overall performance in a meso-scale fish habitat evaluation, based on the simulated three variables. The biotic parameters for the models were the habitat suitability curves of three fish species, the Danube streber (Zingel streber), the round goby (Neogobius melanostomus) and the white bream (Blicca bjoerkna). We found that in terms of ecohydraulic utilization, the 2D approach performed sufficiently to simulate the hydrodynamics of a large river. The errors originating from the 3D-2D simplification yielded negligible differences in habitat evaluation, and the agreement in the habitat suitability indices calculated from the simulated metrics was satisfactory. Henceforth, the theory was turned into an application as we performed habitat mapping on a 100 km long, Hungarian reach of the Danube River, with the abiotic parameters resulting from a 2D hydrodynamical simulation. The possibility of simplifying the approach from 3D to 2D provides a cost-efficient numerical tool at larger scales for ecohydraulic studies, and especially for evaluating habitat suitability of riverine fish.
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1 Introduction

Through the need for irrigation, hydraulic engineering has accompanied humanity since antiquity [1]. Taking into account of the continuity and safety of aquatic environments started first on a local scale in the 19th century (e.g., a patent on a fish ladder in Canada is dated to 1880 [2]). The global awareness has been increasing in the last 20–30 years, establishing new research fields, such as ecohydraulics. The aim of this field is to describe relations between biotic and abiotic parameters of the aquatic environment.

Fish habitat evaluation is a typical task in ecohydraulics, suitable for impact analysis of hydraulic engineering interventions [3–5]. It may be performed at various scales, by various methods, and targeting several habitat types, i.e.: feeding, nursing, sheltering etc., as well as general habitats. A few methods of habitat evaluation, related to this paper, follow. Microhabitat description (e.g., in [6, 7]) is based on fish abundance and locally measured specific hydro-morphological variables. The preferences of a species are determined for discrete intervals of the hydro-morphological parameters, resulting in habitat suitability indices (SI). These indices can be interpreted as continuous habitat suitability functions, if the discrete intervals are aggregated to a larger range of values. The habitat suitability functions may be applied for evaluating regions of the aquatic environment, creating habitat suitability maps [8]. By mesohabitat evaluation (e.g., in [7, 9]) characteristic habitat types (e.g., pool, riffle, run, etc.) are defined based on specific parameters, and fish sampling is performed afterward, specifically on the appointed areas. Thus, preferences are interpreted on these specific habitat types.
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The micro and meso prefixes refer to the scale of the approach (pointwise and areal, respectively). Bringing the scales closer to each other or upscaling is a challenge [10], although a combination of the two processes complete each other and may be efficient on large rivers for example [11].

Data collecting is essential prior to fish habitat evaluation and divides into two parts: abiotic data includes hydro-morphological and water quality metrics etc., and biotic data covers density, distribution of specific fish species. Fish abundance data may be collected by remote sensing [12] or by using classic fishing methods (e.g., trawling, trapping, or electrofishing [13–15]). Abiotic metrics may be acquired via field survey and — with increasing efficiency and certainty — also remote sensing. However, caution and preferably a combination of the two is recommended when investigating hydro-morphologically complex systems [16].

In cases, when a field survey of the aquatic environment is not possible (e.g., for non-present conditions), researchers rely on computational fluid dynamic methods. Considering the capacity of approaches with various dimensionality and the metrics generally deemed important for habitat evaluation (e.g., bed shear stress), 2D hydrodynamic simulations are commonly applied for ecohydraulical purposes (e.g., in [3, 5, 8, 9, 11]). Notwithstanding, there has been a precedent for the use of 1D computation, in which the results of one cross-section (e.g., mean velocity value) were subdivided manually between verticals, thus expanding results to two dimensions [17]. Comparing 2D and 3D, it was found that near-bed conditions can be estimated more reliably by the latter. However, less effort is needed for a 2D computation [18], besides calibrating certain correction-factors for the computation (e.g., setting a factor for the effect of secondary circulation, or correcting depth-averaged flow velocity with vertical velocity profile) may reduce the differences between the two approaches [18–21]. While the flow conditions can usually be sufficiently described with a depth-averaged (2D) approach, the relevance of vertically interpreted hydrodynamics increases in the case of ecohydraulic analyses [22, 23].

To sum up, simplification is dependent on the object of the task. The 3D approach is more reliable reproducing near-bed conditions, although its cost-efficiency decreases with the expansion of the model domain. Running a 2D simulation can be more efficient at large spatial or temporal scales. Targeting such an extended reach as study site yields the following question, which, to our knowledge, has not yet been addressed: Is a depth-averaged 2D approach sufficient for habitat evaluation of large river reaches?

The goal of this study is first to compare the results of 2D versus 3D simulations on 5–7 km long model domains. This aims to reveal the extent of the error that results from the simplification. These geometries are two simplified test channels and an existent river reach (comparative study). Our second goal is to establish habitat suitability maps of three fish species for a ca. 100 km long study site (the Upper-Hungarian reach of the Danube River), by characterizing the general habitat use patterns of the species. A novel habitat mapping method is adapted here, which combines the results of numerical simulations and habitat suitability functions [8]. Due to the extended length of the model domain, and based on our findings in the former section, we perform the simulations in 2D (applied study). The three fish species are the endemic and protected Danube streber (Zingel streber), the invasive round goby (Neogobius melanostomus) and the commercially important white bream (Blicca bjoerkna). We consider the three targeted categories above to be important in environmental management.

2 Study site
2.1 Comparative study
The model domains of the comparative study are two arbitrary designed schematic channels and a reach of the Danube River.

Channel A is a simplified 5,000 m long and 400 m wide, straight geometry with a parabolic profile crosswise (Fig. 1(a)). It has a 130 m long, 5 m wide, transversal groin, 2,000 m away from the uppermost cross section. The crest level of the groin is 3 m. The deepest level of the bed at the upstream boundary section is -2 m. The slope of the channel is 5 cm km⁻¹, thus the deepest level of the bed at the downstream boundary section is -2.25 m. (These are not above sea levels.)

Channel B is also a simplified 5,000 m long and 400 m wide meandering geometry, which has no groin (Fig. 1(b)).

Channel A and B were both built with a mesh constructing software (see in Section 3.1). The reason of constructing these schematic, elementary geometries was to reproduce phenomena that are specific to groins and meandering reaches. Thus it was possible to examine the plain 2D and 3D representations of them.
Channel C is an existent river reach, the same site discussed in [7] and [8] (Fig. 1(c)). This is a free-flowing, ca. 7,000 m long section of the River Danube, located at Alsógöd, Hungary, between rkm 1,672 and 1,665. The width of the main channel is 400 m, the mean depth is 4 m and the mean slope is 5 cm km$^{-1}$.

### 2.2 Applied study

The selected site of the applied study is a part of the Danube reach, which serves as a border for Hungary (HU) and Slovakia (SK), located between rkm 1,811 and 1,708, from Sap (SK) to Sob (HU), as shown in Fig. 1(d). The investigated free-flowing section is edged with groins, longitudinal training walls and islands and has a few mid-channel gravel bars and bottlenecks. According to the third Joint Danube Survey performed in 2013 [24], bed-material in the main channel shows a continuous transition from pebbles to coarse sand. The width of the reach varies between 1,000 and 400 m due to the diverse distribution of islands and branches. The mean slope is 7 cm km$^{-1}$.

The population of fish is derived from previous samplings carried out by Erős et al. [13] and Szalóky et al. [14], both in the littoral and benthic zone of the Danube. For collecting fish, electrofishing gears and an electrified benthic frame trawl were used in the littoral zone and offshore, respectively. These two types of data collecting techniques complete each other regarding the spatial distribution of the samples. The largest samples in the littoral zone belonged to the common bleak (*Alburnus alburnus*) and the round goby with thousands of specimens, while the white-finned gudgeon (*Romanogobio vladykovi*), the white bream and the Kessler’s goby (*Ponticola kessleri*) also held considerable numbers.

The common bleak nearly disappeared in the benthic catches, supporting the literary fact that the species is most likely to be found near the water surface [25]. The round goby, compared to the other species, was found in an outstanding quantity, while only a few hundred individuals were equally present from the succeeding Danube streber, white-finned gudgeon, schraetzer (*Gymnocephalus schraetser*) and common zingel (*Zingel zingel*).

### 3 Materials

#### 3.1 CFD of the comparative study

The 2D and 3D simulations were performed with the software Adaptive Hydraulics Modeling System, version 3.2 [26] (AdH) (e.g., in [27]) and Simulation of Sediment Movements in Water Intakes With Multiblock Option, version 2 [28] (SSIIM) (e.g., in [29–32]), respectively. Table 1 shows the most significant differences between the two solvers.

As Table 1 shows, bed shear stresses are not computed within the applied 2D model. Hence, this was calculated following the simulation, for each computational node with Eq. (1), which is based on the slope method for bed shear stress, supplemented by Manning’s formula [33].
Simulations of the comparative study were carried out at low, mean and high water levels in each of the three channels, in both 2D and 3D approaches, which made 18 simulations altogether. The applied boundary conditions for the 2D and 3D simulations are listed in Table 2. Due to the short length of every channel, only one inlet and one outlet needed to be defined in every case.

Water depth boundary conditions for Channel A and Channel B in Table 2 were determined considering the crest level of the groin and the flow discharges, considering typical low, mean and high flow discharges of the Danube River. Calibration and validation were performed in [8] for Channel C. (Channel A and B are non-existent, simplified channels, the first step of what intended to be a series of Danube scaled test channels. However, as we obtained good results already on those, the series was not continued, we rather went on to examine Channel C.)

### 3.2 CFD of the applied study

The 2D simulations were performed with the above-mentioned software AdH. Grid (and elevations) for the computation was acquired in parts from the Executive Riverbed Management Plan [35], ready to use after combining the parts. The complete grid consisted of ca. 199,000 cells.

Simulations were carried out at three flow regimes: low and mean water level and a 100-year flood (Table 3). Of the several tributaries, four were deemed significant and were built in the model: Branch Mosoni-Danube (rkm 1,794), River Vág (rkm 1,766), River Garam (rkm 1,716) and River Ipoly (rkm 1,708). The applied boundary conditions are listed in Table 3. The flood conditions were obtained from the Executive Riverbed Management Plan [35]. The flow values of the Mosoni-Danube branch were adopted from its water-level control structure research [36], and the majority of the rest of the values from the design flood level research [37]. The negative discharge value for the Mosoni-Danube during flood conditions indicates the backwater effect of the Danube towards the tributary.

### Table 1 Contrast of the two software by the most important features regarding this study

|                  | AdH                      | SSIM                      |
|------------------|--------------------------|----------------------------|
| Approach         | 2D                       | 3D                        |
| Equations        | Shallow-water equations   | Reynolds-averaged Navier-Stokes |
| Grid             | Unstructured (triangles)  | Structured (quadrilateral) |
| Bed-shear stress | Not computed             | Computed from the kinetic energy of near-bed cells |

Variables in Eq. (1):
- \( \tau_{bx} \) and \( \tau_{by} \) are bed shear stresses in \( x \) and \( y \) direction, respectively,
- \( h \) is water depth,
- \( u \) and \( v \) are depth-averaged velocity in \( x \) and \( y \) direction, respectively,
- \( \rho \) and \( g \) are water density and gravitational acceleration, respectively,
- \( n \) is Manning’s roughness value.

Bed material composition was defined for each node, using a bed shear stress based mapping method. This method applies relationships set up between the local bed shear stress values (from Eq. (1) in the 2D modeling) and bed material fractions, collected in the study reach in a previous research. A detailed description of the procedure can be found in [8], generally, the higher the bed shear stresses are, the coarser the simulated bed material composition is.

Surface-water Modeling System, version 11.0.04 [34] (SMS) was used for mesh construction. The comparison of the 2D and 3D simulation was carried out by examining the difference in the nodal values. Hence, grid nodes (into which values are interpolated by visualization), whether of a structured or an unstructured grid, must match. For this reason, every grid we prepared was constructed with quadrilateral shaped cells, and then either left like that for a structured 3D grid, or split into two triangles by each cell for an unstructured 2D grid. SSIIIM allows adaptive defining of horizontal cell layers for 3D grids, meaning the number of layers depends on current depth and may vary in space and time. The maximum number of layers was set to 11. At the end of the process, the 2D grids of Channel A and Channel B consisted of ca. 80,000 computation cells, while the 3D grids were composed of ca. 360,000 cells. The cell number of the 2D grid of Channel C was ca. 52,000, while the 3D grid consisted of ca. 150,000 cells.

\[
\begin{bmatrix}
\tau_{bx} \\
\tau_{by}
\end{bmatrix} = \rho \cdot g \cdot n^2 \cdot h \cdot \frac{1}{3} \left[ \frac{u}{\nu} \cdot \sqrt{u^2 + v^2} \right].
\]

### Table 2 Boundary conditions for 2D and 3D simulations of the comparative study (w.l. = water level)

| Boundary conditions | Channel A and Channel B |
|---------------------|-------------------------|
| Inlet: Q [m$^3$ s$^{-1}$] | Low w.l. | Mean w.l. | High w.l. |
| Outlet: H [m] | 1,100 | 2,200 | 5,000 |
| Boundary conditions | Channel C | Mean w.l. | 100-year flood |
| Inlet: Q [m$^3$ s$^{-1}$] | Low w.l. | 1,150 | 1,690 | 6,100 |
| Outlet: Z [m a. s. l.] | 98.16 | 98.68 | 105.40 |
Calibration and validation were performed within [35], land-use coverages and their Manning’s roughness values were adopted from there, as listed in Table 4.

### 3.3 Habitat suitability calculations

The abiotic metrics which were used for establishing SI functions were depth, depth-averaged flow velocity and bed material composition, which were simulated by hydrodynamic computations. The assessment of suitability criteria is based on 1) the occurrence of sample sites with hydrodynamic parameter values within different intervals and 2) the occurrence of the species on such sample sites. The standardized proportion of these two percentile occurrences yields the suitability index of a species for a specific interval of an abiotic parameter. The process is shown in Fig. 2, highlighted for water depth and a specific interval within. The procedure is the same for every discrete interval of water depth, and ultimately for every parameter (in grey). (For the sampling data used here, see also Erős et al. [13] and Szalóky et al. [14].) The values of the habitat suitability index range between 0 and 1, with the former indicating the habitat not to be suitable and the latter indicating the habitat to be optimal for a given species. The aggregation of the indices for e.g., every 0.5 m interval of water depth yields the habitat suitability function for the whole range of sampled water depth.

According to the former description, habitat suitability functions of the Danube streber, the round goby and the white bream for the three abiotic metrics were assessed, shown in Fig. 3. These functions are aggregations of habitat suitability indices quantified for intervals of hydrodynamic characteristics. For instance, in the case of the round goby, sites characterized by either mean water depth (2–5 m), or low velocities (<0.4 m s⁻¹), or with dominant pebble or gravel fractions are likely to be used as habitats.

| Boundary conditions | Low w.l. | Mean w.l. | 100-year flood |
|---------------------|---------|-----------|----------------|
| River Danube (upper b.) | 800 | 2,200 | 10,282 |
| Branch Mosoni-Danube | 31 | 71 | -336 |
| River Vág | 3 | 40 | 158 |
| River Garam | 7 | 30 | 135 |
| River Ipoly | 3 | 10 | 100 |
| River Danube (lower b.) | 99.63 | 101.31 | 107.67 |

| Land-use coverages | Manning’s values [m⁻¹/³] |
|--------------------|--------------------------|
| Riverbed            | 0.025                    |
| Field              | 0.05                     |
| Forest             | 0.2                      |
| Structures         | 0.2                      |
| Built-up area      | 0.025                    |

There are three intervals with zero SI value on the water depth and flow velocity suitability functions (8.5–10.5 m; 0–0.15 m s⁻¹ and 0.35–0.45 m s⁻¹) of the white bream. These are presumably caused by an insufficient sum of study sites characterized by the aforementioned intervals. Therefore, these conditions cannot be labeled as completely inadequate for the species.

### 4 Results and discussion

#### 4.1 Comparative study

By the comparison of 2D and 3D approaches, values of the three simulated abiotic metrics used for establishing
Habitat suitability functions were compared: water depth, depth-averaged flow velocity and bed shear stress (this latter was used for assessing bed material composition). The errors were elaborated by the subtraction of the simulated nodal values of the parameters. In case of the 3D model, the bottom layer nodal values were used. (Water depth and depth averaged flow velocity values are not dependent on the horizontal layer.) The bed shear stresses of the 2D model were calculated with Eq. (1). This process yielded absolute errors for the three variables, into every node, interpreted as error fields. A normalized mean error for each hydrodynamic variable for each flow regime was calculated as in Eq. (2).

$$\Delta = \sqrt{\sum_{i=1}^{n} dp_i^2 * n^{-1} * \left( \sum_{i=1}^{n} p_i * n^{-1} \right)^{-1}}$$  \hspace{1cm} (2)

Variables in Eq. (2):
- $dp_i$ is the value at the $i^{th}$ node in a specific error field,
- $p_i$ is the value at the $i^{th}$ node in the respective 2D variable field,
- $n$ is the number of nodes.

Fig. 4 shows the calculated mean errors in the three channels (Channel A, B and C are labelled with their letters), for all flow regime scenarios (low, mean and high water level as 1, 2 and 3, respectively). Errors for Channel A and B remain under 13% in each scenario, although higher errors in Channel C indicate that the smaller differences result from the simplification. Among the three variables, the highest errors can be observed in the bed shear stress values. The greatest difference in general with 45–48% belongs to bed shear stresses in Channel C. This is presumably due to the realistic morphology of the reach and also the different methods of computation (from kinetic energy of near-bed cells in 3D, and by Eq. (1) in 2D). Bed shear stress differences increase with the boundary discharge, which aligns with the findings of [38]. However, the differences we observed were ca. 10% less compared to that investigation.

These differences decreased when the results were applied for habitat evaluation. Habitat suitability functions of the Danube streber were paired with the respective results of both the 2D and 3D simulations for Channel C at the mean flow regime. The habitat suitability indices...
for the three abiotic parameters were aggregated via averaging to form one general habitat suitability map by both approaches for the Danube streber, as Fig. 5 shows. To our knowledge, there is no data reported on the weights to be used by averaging the suitability indices of the specific parameters, so the assumption of no weights was made. These weights would represent the rank of the importance of the studied parameters for a specific fish species.
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**Fig. 4** Mean errors of abiotic parameters simulated by the 2D and 3D approaches on the three model domains in the comparative study. A, B, C - Channel A, B and C, respectively. 1 - low flow regime, 2 - mean flow regime, 3 - 100-year flood

![Habitat suitability maps](image)

**Fig. 5** Habitat suitability maps of the Danube streber on Channel C at a mean flow regime, created by applying the habitat suitability indices on the simulated hydrodynamic parameters. Combined maps are the unweighted average of the three separate fields. An error field on the right is showing the subtraction of 3D simulated SI values from 2D simulated SI values
The errors, which were high in the case of the bed shear stress attenuated in the process of assessing bed material composition. (This is due to the method, see in [8].) Henceforth, the averaging of habitat indices of specific parameters further reduced the difference yielding from the two approaches. This pattern also appears in the calculated errors of the separate and combined habitat maps. Table 5 shows a normalized mean error for each habitat suitability map (depth based velocity based, bed material based and combined), computed as in Eq. (2). The relation of the habitat map errors regarding the three separate parameters is similar to what is displayed on the respective section of Fig. 4 (the values differ, due to the applied suitability functions). The aggregated habitat maps (in Fig. 5) originating from 2D or 3D numerical computation are considerably similar, the respective error is 22.4%.

The combined difference field on the right side of Fig. 5 shows that errors are greater near the shoreline. These are generally positive, which means that the 2D approach yielded higher suitability indices altogether. The pattern closely aligns with the differences of the separate bed material SI fields: the 2D approach simulated more suitable bed material composition in these areas. Bed material composition is derived from bed shear stresses, which tend to be higher in the case of the 2D simulation; and higher bed shear stresses yield coarser bed material composition. Thus, considering the respective part of Fig. 3, a coarser bed material composition means higher suitability indices for the Danube streber as an example presented on Fig. 5. Such differences in simulated bed material composition were located near the shoreline, while other areas were less affected.

Given the uncertainties in fish sampling and establishing habitat suitability criteria, we deemed the 22.4% normalized mean error of the aggregated habitat maps acceptable. Therefore, as the 2D numerical approach is more cost-effective in many ways than the 3D approach; a trade-off may be made of relying on 2D simulations by considerably extended model domains. In contrary, if the near-bed conditions are at aim, and/or the study site is hydro-morphologically more diverse [8, 39], a 3D approach cannot be evaded.

The calculation method of bed shear stresses by the 2D approach generally yields higher values and thus indicates coarser bed material than the 3D computation. How this difference translates to habitat suitability is however unique to every species, as it depends on the suitability functions. Thus, any similar studies require case- (or species-) sensitive interpretation of the results. An improved bed shear stress calculation method may reduce this uncertainty.

4.2 Applied study

Upon the former conclusion, habitat mapping of a 100 km long Danube reach was performed using the results of a 2D simulation. The used habitat suitability functions were assessed through statistical analysis of previous samplings. However, they may be represented as literature values [40] or so-called 'fuzzy rules' (e.g., IF water depth is high AND flow velocity is high, THEN habitat suitability is medium) [4, 41].

The upper panel of Fig. 6 shows a combined habitat map of the white bream at the low flow regime, highlighted for a short, 15 km long reach of the study site that was deemed representative for the whole investigated length. Four habitat suitability categories were determined, equally distributed along with the range of the suitability index: inadequate (SI < 0.25, red), sufficient (0.25 < SI < 0.50, orange), suitable (0.50 < SI < 0.75, yellow), and optimal (0.75 < SI, green). The main channel provides mostly suitable and small patches of optimal habitat for the species, whereas the branches are mostly sufficient and inadequate. At low flow regimes, the branches are only connected to the main channel through their downstream ends, which results low velocities at these regions as shown by our simulations. The unsuitability of the branches is due to 1) the low velocities, 2) the low water depths, and 3) the dominance of silt-sand bed material.

Fig. 7 allows to compare aggregated habitat suitability maps of the Danube streber, the round goby and the white bream at a mean flow regime, on the highlighted section. The primary material of the main channel here is pebble, which has close to 1 SI values for all three species (Fig. 3). Therefore the differences in suitability seen in Fig. 7 are rather due to the water depth and flow velocity preferences of the specific species.

Table 5 Normalized mean errors of the 2D and 3D simulated suitability maps of the Danube streber on Channel C, at a mean flow regime, as shown in Fig. 5

| SI field       | Normalized mean error |
|----------------|-----------------------|
| Depth          | 15.9%                 |
| Velocity       | 37.1%                 |
| Bed material   | 43.9%                 |
| Combined       | 22.4%                 |
Fig. 6 Combined habitat suitability map of the white bream for the 100 km long Danube reach, based on a 2D simulation carried out at low flow regime. A short, ca. 15 km long reach representative for the whole domain is highlighted below. (The closer to 1 the SI value is, the more suitable the habitat is.)

Fig. 7 Combined habitat suitability maps of the Danube streber, the round goby and the white bream at a mean flow regime, on a ca. 15 km long, representative reach of the ca. 100 km long model domain. (The closer to 1 the SI value is, the more suitable the habitat is.)
The main channel clearly provides more preferred conditions for the Danube streber, than the branches, due to the coarser bed material and higher velocities. Avoiding alluviation is an important part of preservation in case of this protected species.

This separation does not appear on the map of the round goby. Due to the higher velocities, the thalweg zone is labelled sufficient, while the suitable patches can be seen along the shoreline. In spite of this, this species has spread in the river in the past 20 years. This may be due to the following: 1) the round goby is a benthic species [25] and 2) the vertical velocity profile is not taken into account with depth-averaging. The actual near-bed velocities are presumably lower to some extent, which could mean higher suitability indices in the thalweg zone as well. This uncertainty shows the importance of methods for reliable description of the hydrodynamics in offshore, near-bed areas.

In the case of the white bream, we see a similar, although more blurred separation of the main channel and the branches, as in the case of the Danube streber. Due to the flaw of the suitability criteria of this species, the habitat map in Fig. 7 is burdened with some uncertainties. Thus, it may be interpreted as a close, lower approximation of actual suitability for the white bream. (This also applies to the round goby, as discussed above.)

Data that underlie the habitat suitability functions were gathered in low-mean flow regimes. Therefore the measured abiotic metric values (e.g., water depths) do not necessarily occur in a range as they do by a flood. Hence, caution must be taken when applying these suitability functions to simulation results with a flow regime above the mean level.

5 Conclusions

Based on the results, we can conclude that the 2D computation proved to be sufficient in modeling the habitat use of the studied fish species at the segment scale in the Danube, compared to the 3D approach. Although the errors of specific hydrodynamic metrics were high in some scenarios, the majority of characteristic flow patterns were properly represented by the depth-averaged 2D approach. Differences in the results from the two approaches attenuated when applying the simulated metrics to habitat mapping. Considering uncertainties of fish sampling or establishing suitability indices, it can be stated that 2D and 3D modeling performed in a similar quality regarding mesoscale habitat evaluation methodology. The cost-effectiveness of 2D compared to the 3D numerical approach makes the former an acceptable trade-off for serving as a basis of habitat suitability analyses in large rivers.

The three abiotic metrics used for establishing habitat suitability functions were a choice based on [8], which are, however, only a few that may impact habitat selection. If other parameters beyond the examined ones are negligible, this method may prove an effective tool in impact analysis with considerable accuracy. Note however, that if significant bed changes are expected, for example by a flood or anthropogenic habitat alterations, a 3D model cannot be avoided, as it provides a more reliable estimation of the near-bed conditions [42].

As mentioned above, the timing of fish sampling is a limiting factor in utilizing habitat suitability functions. Besides the different abiotic conditions of different flow regimes, seasonal and life-cycle related changes in fish movement and habitat use influence suitability patterns. We thus suggest testing the validity of the models using seasonal data. However, obtaining detailed seasonal data using inshore and offshore samples is challenging. This, among other factors demonstrates well that modeling habitat utilization remains a continuing challenge in ecohydraulics.
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