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Abstract—For many applications in signal processing and machine learning, we are tasked with minimizing a large sum of convex functions subject to a large number of convex constraints. In this paper, we devise a new random projection method (RPM) to efficiently solve this problem. Compared with existing RPMs, our proposed algorithm features two useful algorithmic ideas. First, at each iteration, instead of projecting onto the set defined by one of the constraints, our algorithm only requires projecting onto a half-space approximation of the set, which signiﬁcantly reduces the computational cost as it admits a closed-form formula. Second, to exploit the structure that the objective is a sum, variance reduction is incorporated into our algorithm to further improve the performance. As theoretical contributions, under a novel error bound condition and other standard assumptions, we prove that the proposed RPM converges to an optimal solution and that both optimality and feasibility gaps vanish at a sublinear rate. In particular, via a new analysis framework, we show that our RPM attains a faster convergence rate in optimality gap than existing RPMs when the objective function has a Lipschitz continuous gradient, capitalizing the beneﬁt of the variance reduction. We also provide sufﬁcient conditions for the error bound condition to hold. Experiments on a beamforming problem and a robust classiﬁcation problem are presented to demonstrate the superiority of our RPM over existing ones.
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I. INTRODUCTION

This paper considers the following constrained convex optimization problem:

\[
\min_x \ f(x) = \frac{1}{n} \sum_{i=1}^{n} f_i(x)
\]

s.t. \( x \in C = C_0 \cap C_{[m]} \),

where \( f_i : \mathbb{R}^d \to \mathbb{R} \) is a differentiable convex function for \( i = 1, \ldots, n \), \( C_0 \subseteq \mathbb{R}^d \) is a non-empty, closed and convex set, \( C_{[m]} = \bigcap_{j[m]} C_j \), and \( C_j = \{ x \in \mathbb{R}^d | \phi_j(x) \leq 0 \} \) with \( \phi_j : \mathbb{R}^d \to \mathbb{R} \) being a convex but possibly non-differentiable function for \( j \in [m] \). Here and throughout the paper, \([t] = \{1, \ldots, t\}\) for any positive integer \( t \). Problem (1) ﬁnds applications across a wide range of areas. Below we present two concrete examples.

Example 1: The ﬁrst example is (linearly) constrained least squares problem:

\[
\min_x \ |Ax - a|^2
\]

s.t. \( Bx \leq b \),

where \( A \in \mathbb{R}^{t \times d} \), \( a \in \mathbb{R}^t \), \( B \in \mathbb{R}^{m \times d} \) and \( b \in \mathbb{R}^m \).

Problem (2) subsumes constrained LASSO [1], [2] and generalized LASSO [3] as special cases and can be applied to many signal processing problems, including linear quadratic state estimation [4], trend ﬁltering [5], wavelet smoothing [6] and neural decoding [7].

Example 2: Another example of problem (1) arises from the context of robust classiﬁcation and will be used in our numerical experiments in Section V. To begin, we deﬁne a distance between two probability distributions \( \mathbb{P}_1 \) and \( \mathbb{P}_2 \):

\[
W(\mathbb{P}_1, \mathbb{P}_2) = \min_{Q \in \Gamma(\mathbb{P}_1, \mathbb{P}_2)} \int_{\Xi} \left( ||w_1 - w_2||_{\infty} + |y_1 - y_2| dQ((w_1, y_1), (w_2, y_2)) \right)
\]

where \( \Xi = \mathbb{R}^d \times \{+1, -1\} \) and \( \Gamma(\mathbb{P}_1, \mathbb{P}_2) \) is the set of joint distributions on \( \Xi \times \Xi \) with the ﬁrst marginal \( \mathbb{P}_1 \) and second marginal \( \mathbb{P}_2 \). The distance \( W \) is an instance of Wasserstein distance [8]. The ball centered at \( \bar{P} \) of radius \( \epsilon > 0 \) in the space of probability distributions is denoted by \( B_{\epsilon}(\bar{P}) \). Based on ideas from distributionally robust optimization...
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The rest of this paper is organized as follows. We present the proposed algorithm and the required assumptions in Section II and Section III, respectively. In Section IV, we study the convergence behaviour of the proposed algorithm. Numerical results are reported in Section V.

A. Notation

The Euclidean norm and inner product are denoted by $\| \cdot \|$ and $\langle \cdot, \cdot \rangle$, respectively. For two non-negative sequences $\{a_k\}$ and $\{b_k\}$, we write $a_k = O(b_k)$ if there exists $c > 0$ such that $a_k \leq c b_k$ for any $k \geq 0$. We denote by $|S|$ the cardinality of a set $S$. For any convex function $\phi$ and $x \in \text{dom}(\phi)$, we denote by $\partial \phi(x) = \{ \xi \in \mathbb{R}^d \mid \phi(y) - \phi(x) \geq \langle \xi, y - x \rangle, \forall y \in \mathbb{R}^d \}$ the subdifferential of $\phi$ at $x$. The optimal value and optimal solution set of problem (1) are denoted by $f^*$ and $x^*$, respectively. We abbreviate “almost surely” as “a.s.”. For a collection $G$ of random variables, $\mathbb{E}[G]$ denotes the conditional expectation. Given any $D \subseteq \mathbb{R}^d$, we denote the distance from $x \in \mathbb{R}^d$ to $D$ by $\text{dist}(x, D) = \inf \{ \|y - x\| \mid y \in D \}$. If $D$ is closed and convex, the projection is denoted by $\Pi_D(x) = \arg \min \{ \|y - x\| \mid y \in D \}$. We denote $(t)_+ = \max\{t, 0\}$ for $t \in \mathbb{R}$.

II. VARIANCE REDUCED RANDOM RELAXED PROJECTION METHOD

We propose a new RPM for solving problem (1), namely the variance reduced random relaxed projection method (VR^3PM) in Algorithm 1. From now on, given any convex function $\phi$, any vector $x \in \mathbb{R}^d$ and any subgradient $\xi \in \partial \phi(x)$, we define

$$H(\phi; x; \xi) = \begin{cases} \{ y \in \mathbb{R}^d \mid \phi(y) + \langle \xi, y - x \rangle \leq 0 \} & \text{if } \xi \neq 0, \\ \mathbb{R}^d & \text{if } \xi = 0. \end{cases}$$

Note that $H(\phi; x; \xi)$ is a half-space if $\xi \neq 0$.

Some remarks about VR^3PM are in order. First, by definition, $C_{jk} \subseteq H_k$. Therefore, $H_k$ is an outer approximation of $C_{jk}$. This explains why we call our method a random “relaxed” projection method. Second, because of the relaxation in the projection step, the per iteration cost of our method is lower than that of [23]. Indeed, if $\xi^k \neq 0$, the projection can be computed in closed-form by Lemma 2:

$$\Pi_{H_k}(x^k - \alpha_k v^k) = x^k - \alpha_k v^k - \left( \frac{\langle \phi_{jk}(x^k) - \alpha_k \xi^k, v^k \rangle}{\|\xi^k\|^2} \right) \xi^k.$$ 

Third, the vector $v^k$ is the so-called SVRG gradient estimator [19]. It is used to reduce the variance of the algorithm and thus improves the convergence speed. Fourth, the choice of the distribution of the random index $j_k$ is flexible. As long as all the constraints have a positive probability to be chosen (see Assumption 2), our theoretical framework applies. Finally, to reduce the variance of VR^3PM due to the random sampling of constraints, we could reformulate the feasible region of problem (1) by grouping its constraints. Specifically, let $b > 0$ be an integer that divides $m$ and define $\bar{m} = m/b$. Then, we could re-write the feasible region of problem (1) as $C = C_0 \cap \bigcap_{l \in [\bar{m}]} C_l$, where $C_l = \{ x \in \mathbb{R}^d \mid \max_{j=(l-1)b+1, \ldots, lb} \phi_j(x) \leq 0 \}$.

III. ASSUMPTIONS

To analyze VR^3PM, the following blanket assumptions on problem (1) are imposed.

---

**Algorithm 1 Variance Reduced Random Relaxed Projection Method (VR^3PM)**

**Input:** Initial point $x^0 \in C_0$, integers $b \geq 1$ and $r \geq 2$, and a positive sequence $\{\alpha_k\}$.

1: for $l = 0, 1, 2, \ldots$ do
2: Set $x^l = x^{lr}$.
3: for $s = 1, \ldots, r$ do
4: Set $l = lr + s - 1$. Generate i.i.d. uniform indices $I_k = \{k_1, \ldots, k_{bb}\} \subseteq [n]$ and compute
5: \[v^k = \frac{1}{b} \sum_{i \in I_k} (\nabla f_i(x^k) - \nabla f_i(\bar{x}^l)) + \nabla f(\bar{x}^l).\]
6: $H_k = H\left(\phi_{jk}; x^k; \xi^k\right)$.
7: end for
8: end for
Assumption 1: The following hold.
(i) The set $C_0 \subseteq \mathbb{R}^d$ is non-empty, closed and convex. Moreover, for $j \in [m]$, the function $\phi_j$ is proper, closed, and convex.
(ii) The optimal solution set $X^*$ is non-empty.
(iii) For $i \in [n]$, $f_i$ is differentiable and convex, and there exist $L_i, R_i > 0$ such that for any $x, y \in C_0$,
$$
\|\nabla f_i(x) - \nabla f_i(y)\| \leq L_i \|x - y\| + R_i.
$$
Assumptions 1(i)-(ii) are standard in the literature of constrained convex optimization. Assumption 1(iii) is weaker than the requirement on $f_i$ in [20], which assumes that each $f_i$ has a Lipschitz continuous gradient. Indeed, it can be checked that Assumption 1(iii) holds if for any $i \in [n]$, either the function $f_i$ or its gradient $\nabla f_i$ is Lipschitz continuous. Also, [23] requires a similar inequality to hold on $\mathbb{R}^d$, whereas Assumption 1(iii) is assumed to hold on the set $C_0$. An immediate consequence of Assumption 1(iii) is that for any $x, y \in C_0$,
$$
\|\nabla f(x) - \nabla f(y)\| \leq L \|x - y\| + R,
$$
where $L = \max_{i \in [n]} L_i$ and $R = \max_{i \in [n]} R_i$.

The assumption below ensures that at each iteration, any constraint will be picked with a positive probability.

Assumption 2: There exists a constant $\rho \in (0, 1]$ such that for any $j \in [m]$,
$$
\inf_{k \geq 0} P(j_k = j | \mathcal{F}_k) \geq \frac{\rho}{m} \quad \text{a.s.},
$$
where $\mathcal{F}_k = \{ j_0, \ldots, j_{k-1}, i_{k0}, \ldots, i_{(k-1)N}, x^0 \}$ for $k \geq 1$ and $\mathcal{F}_0 = \{ x^0 \}$.

The next assumption concerns the geometry of the feasible region.

Assumption 3: There exists $\kappa > 0$ such that for any $x \in C_0$,
$$
\text{dist}(x, C) \leq \kappa \max_{j \in [m]} \min_{\xi \in \partial \phi_j(x)} \text{dist}(x, H(\phi_j; x; \xi)).
$$

The proposition below asserts that Assumption 3 holds under mild conditions. The proof can be found in Section B of Appendix. We should emphasize that case (i) is not new, see [28] for example. The novelty of the proposition lies in case (ii).

Proposition 1: Suppose that Assumption 1 holds. Then, Assumption 3 holds if
(i) $C_0 = \mathbb{R}^d$ and $\phi_j$ is affine for all $j \in [m]$, or
(ii) the subgradients of $\phi_1, \ldots, \phi_m$ have a uniform bound over $C_0$ and $C_0 \cap \{ x \in \mathbb{R}^d | \phi_j(x) < 0, j \in [m] \}$ is non-empty.

Example 3: Both optimization problems (2) and (3) in Examples 1 and 2, respectively, satisfy Assumption 3.
(i) Since problem (2) has only linear constraints, by Proposition 1 (i), it satisfies Assumption 3.
(ii) Recall that in problem (3), $d = \ell + 1 + n$ and $m = n$. Also, $C_0 = C_{SO} \times \mathbb{R}^n$, where $C_{SO} = \{ (u, \lambda) \in \mathbb{R}^\ell + 1 : \|u\|_2 \leq 1 \}$ is the second-order cone, and for all $j \in [n]$, $\phi_j(x) = \phi(u, \lambda, s_j) = y_j u^T w_j - \lambda - s_j$ is linear. Using [29, Proposition 3 and Corollary 3(c)], there exists a constant $\kappa_1 > 0$ such that for any $x = (u^T, \lambda, s^T) \in C_0$,
$$
dist(x, C) = \text{dist}(x, (C_{SO} \times \mathbb{R}^n) \cap C_m) = \text{dist}(x, (C_{SO} \times \mathbb{R}^n) \cap (\mathbb{R}^{\ell + 1} + \mathbb{R}^n) \cap C_m) \leq \kappa_1 \max \{ \|x\|_{\ell + 1} + \|x\|_n \} = \kappa_1 \text{dist}(x, (\mathbb{R}^{\ell + 1} + \mathbb{R}^n) \cap C_m),
$$
where the last line follows from $x \in C_0$. Since each $\phi_j$ is linear, the Hoffman error bound [28] and Lemma 2 imply the existence of a constant $\kappa_2 > 0$ such that
$$
dist(x, (\mathbb{R}^{\ell + 1} + \mathbb{R}^n) \cap C_m) \leq \kappa_2 \text{dist}(x, H(\phi_j; x; \xi_j)).
$$
Combining the last two displays shows that problem (3) satisfies Assumption 3.

Variants of Assumption 3 are utilized to study RPMs. First, [20] assumes the existence of $\kappa > 0$ such that for any $x \in C_0$,
$$
dist(x, C) \leq \kappa \mathbb{E}[\|\phi_{j_k}(x)\|_+ | j_0, \ldots, j_{k-1}, x^0].
$$
If there exists an upper bound $M > 0$ on the sub-differentials $\partial \phi_j(x)$ that is uniform in $j$ and $x$, then condition (6) implies Assumption 3. To see this, we consider the two cases $0 \in \partial \phi_j(x)$ and $0 \in \partial \phi_j(x)$ separately. If $0 \not\in \partial \phi_j(x)$, by Lemma 2,
$$
(\phi_{j_k}(x))_+ \leq M \min_{j \in [m]} \min_{\xi \in \partial \phi_j(x)} \text{dist}(x, H(\phi_j; x; \xi)).
$$
If $0 \in \partial \phi_{j_k}(x)$, $x$ is a minimizer of $\phi_{j_k}$. The non-emptiness of $C_{j_k}$ implies that $\phi_{j_k}(x) \leq 0$ and hence that $(\phi_{j_k}(x))_+ = 0$. Thus, in both cases, condition (6) implies Assumption 3.

In fact, Assumption 3 is strictly weaker than (6). Consider $\phi_j(x) = x^T B_j x$ for positive definite matrices $B_j$. Then, $C = \{ 0 \}$. If $x = 0$, Assumption 3 holds trivially. If $x \neq 0$, by Lemma 2, for any $j \in [m]$,
$$
\min_{j \in [m]} \min_{\xi \in \partial \phi_j(x)} \text{dist}(x, H(\phi_j; x; \xi)) = (\phi_j(x))_+ \leq \frac{1}{2} \|B_j x\| \leq \lambda_{\max}(B_j) \|x\|^2 = \lambda_{\max}(B_j) \|x\|^2.
$$
where $\lambda_{\max}(\cdot)$ and $\lambda_{\min}(\cdot)$ denote the maximum and minimum eigenvalues, respectively. This inequality shows that Assumption 3 holds with $\kappa = 2 \max_{j \in [m]} \lambda_{\max}(B_j) / \lambda_{\min}(B_j)$. Also,
$$
\mathbb{E}[(\phi_{j_k}(x))_+ | j_0, \ldots, j_{k-1}, x^0] \leq \max_{j \in [m]} (\phi_j(x))_+ \leq \frac{1}{2} \|B_j x\| \leq \|x\| \max_{j \in [m]} \lambda_{\max}(B_j),
$$
where the upper bound vanishes as $x \to 0$, showing that condition (6) fails to hold.

Assumption 3 should also be compared to the classical notion of bounded linear regularity [30]:
$$
dist(x, C) \leq \kappa \max_{j \in [m]} \|x\| C_j,
$$
which has been used for analyzing RPMs in [23], [31]. Since $C_j \subseteq H(\phi_j; x; \xi_j)$, one readily sees that Assumption 3 is
stronger than the bounded linear regularity. That a stronger assumption is required by our algorithm is expected as it relies on a weaker projection.

Finally, we remark that Assumption 3 can also be seen as a generalization of the seminal Hoffman error bound [28], which asserts that the distance of any point to a linear system is linearly bounded by its violation of the linear constraints. In fact, under case (i) of Proposition 1, inequality (5) reduces to the Hoffman error bound. Error bound conditions are important subjects in optimization and frequently utilized to study optimization algorithms. For example, as discussed above, conditions similar to (5) are employed to study RPMs in [20] and [23]. Going beyond RPMs, error bound conditions also appeared in the study of first-order methods [32], [33], second-order methods [2], [34], [35], and even manifold optimization algorithms [36], [37].

IV. CONVERGENCE ANALYSIS

We now provide a detailed analysis of the convergence behaviour of VR^3PM. The proofs can be found in Sections C-G of Appendix. The first one shows that VR^3PM converges to an optimal solution of problem (1) almost surely under Assumptions 1–3 and a suitable choice for the step-size $\alpha_k$.

**Theorem 1:** Suppose that Assumptions 1–3 hold. Let $\{\mu_k\}$ be a positive sequence satisfying $\sum_{k=0}^{\infty} \mu_k = \infty$ and $\sum_{k=0}^{\infty} \frac{H_k^2}{\mu_k} < \infty$. Consider Algorithm 1 with $\alpha_k = \mu_k$ for $k = lr + s - 1$ with $l \geq 0$ and $s \in [r]$. Then, the iterates $\{x^k\}$ converges almost surely to a point in $X^*$.

Our second main theoretical result characterizes the convergence rates of the optimality and feasibility gaps of VR^3PM.

**Theorem 2:** Suppose that Assumptions 1–3 hold and that $C_0$ is compact. Consider Algorithm 1 with $\alpha_k = \frac{\alpha}{K+1}$, where $\frac{\alpha}{K+1} \in (0, \frac{\rho}{16\sqrt{\lambda_{\max}}}].$ Then, for any $K \geq 1$, we have that

$$\mathbb{E}[\text{dist}^2(\bar{x}^K, C)] \leq O\left(\frac{\log(K)}{K}\right)$$

and

$$\mathbb{E}[f(\bar{x}^K) - f^\star] \leq O\left(\frac{1}{\sqrt{K}}\right),$$

where $\bar{x}^K = \frac{1}{K} \sum_{k=0}^{K-1} x^k$.

With a constant and more conservative step-size, we can improve the bound on the feasibility gap by a factor of $\log K$.

**Theorem 3:** Suppose that Assumptions 1–3 hold and that $C_0$ is compact. Consider Algorithm 1 with $\alpha_k = \frac{\alpha}{K+1}$, where $\frac{\alpha}{K+1} \in (0, \frac{\rho}{16L\lambda_{\max}}].$ Then, for any $K \geq 1$, we have that

$$\mathbb{E}[\text{dist}^2(\bar{x}^K, C)] \leq O\left(\frac{1}{K}\right)$$

and

$$\mathbb{E}[f(\bar{x}^K) - f^\star] \leq O\left(\frac{1}{K^{1/2}}\right),$$

where $\bar{x}^K = \frac{1}{K} \sum_{k=0}^{K-1} x^k$.

The rate $O\left(\frac{1}{K}\right)$ for the optimality gap in Theorems 2 and 3 matches the best rate of other RPMs in the literature under similar assumptions [22], [23], [24], [25]. As mentioned in the introduction, several works [17], [18], [19] have successfully accelerated the convergence rate of SGMs via various variance reduction techniques. These works all require that $\nabla f$ is Lipschitz continuous. By making the same assumption, we can also obtain an improved rate for our RPM.

**Theorem 4:** Suppose that Assumptions 1–3 hold with $R_i = 0$ for all $i \in [n]$, that $C$ is compact and that $C_0 = \mathbb{R}^d$. Consider Algorithm 1 with $\alpha_k = \frac{\alpha}{(k+1)^{1+\tau}}$, where $\alpha \in (0, \frac{\rho}{4d\sqrt{\lambda_{\max}}}]$. Then, for any $K \geq 1$, we have that

$$\mathbb{E}[\text{dist}^2(\bar{x}^K, C)] \leq O\left(\frac{1}{K^{1+\tau}}\right)$$

and

$$\mathbb{E}[f(\bar{x}^K) - f^\star] \leq O\left(\frac{1}{K^{1+\tau}}\right),$$

where $\bar{x}^K = \frac{1}{K} \sum_{k=0}^{K-1} x^k$.

The rate $O\left(\frac{1}{K^{1+\tau}}\right)$ for the optimality gap is faster than previous RPMs under comparable assumptions and is achieved by a new analysis framework. We should point out that the rate $O\left(\frac{1}{K^{1+\tau}}\right)$ for the feasibility gap is slower than those in Theorems 2 and 3.

The last result relies on the following assumption, which is called the quadratic growth condition and strictly weaker than strong convexity.

**Assumption 4:** There exists a constant $\nu > 0$ such that $f(x) - f^\star \geq \frac{\nu}{2}\text{dist}^2(x, X^*)$ for any $x \in C$.

**Example 4:** The feasible region of the constrained least squares problem (2) is a polytope $C = \{x : Bx \leq b\}$ and its objective function $f(x) = \|Ax - a\|^2$ is convex and quadratic over the polytope $C$. By [38, Proposition 8] or [39, Theorem 8], $f$ satisfies the quadratic growth condition over $C$. However, if $l < d$, then $f$ is not strongly convex.

Stronger rates can be obtained under the quadratic growth condition.

**Theorem 5:** Suppose that Assumptions 1–4 hold. Consider Algorithm 1 with $\alpha_k = \frac{\rho}{(l+1)^{1+\tau}}$ for $k = lr + s - 1$ with $l \geq 0$ and $s \in [r]$. Then, for any $K \geq 1$, we have that

$$\mathbb{E}[\text{dist}^2(\bar{x}^K, C)] \leq O\left(\frac{1}{K^{1+\tau}}\right)$$

and

$$\mathbb{E}[f(\bar{x}^K) - f^\star] \leq O\left(\frac{1}{K^{1+\tau}}\right),$$

where $\bar{x}^K = \frac{1}{K+1}\sum_{k=0}^{K+1} x^k$.

A similar result has been proved for the RPM in [25]. However, the bounds in [25] hold only if $K$ is sufficiently large, whereas our result holds for any $K \geq 1$. Moreover, [25] requires the quadratic growth condition to hold on the larger set $C_0$ but not only $C$.

V. NUMERICAL EXPERIMENTS

We then study the empirical performance of VR^3PM through numerical experiments. All the experiments are performed using MATLAB on a PC with Intel Core i5-1135G7 CPU (2.40 GHz). Because of its high accuracy, the optimal solution and optimal value computed by using YALMIP and IPOPT are taken as the “true” optimal solution $x^\star$.

A. Importance of Variance Reduction

In this experiment, we highlight the importance of variance reduction to our algorithm VR^3PM by empirically showing that the SVRG gradient estimator does substantially improve the
practical convergence behaviour upon the vanilla gradient estimators. Specifically, we consider the following quadratically constrained quadratic programming problem (QCQP):

$$\min_x \frac{1}{n} \sum_{i \in [n]} x^\top A_i x + a_i^\top x$$

s.t. $$x^\top B^\top_j B_j x + b_j^\top x \leq w_j, \quad j \in [m],$$

$$x \in C_0.$$

Here, $$C_0 = [-10, 10]^d$$. The pairs $$\{(A_i, a_i)\}_{i \in [n]}$$ are generated as follows. For each $$i \in [n]$$, we first generate a random matrix $$A_i \in \mathbb{R}^{p \times d}$$ with i.i.d. standard Gaussian entries. Then, the matrix $$A_i / \|A_i\|_2 = (A_i^\top a_i)^\top$$, where $$\| \cdot \|_2$$ denotes the operator norm, i.e., the largest singular value. The pairs $$\{(B_j, b_j)\}_{j \in [m]}$$ are generated in the same manner. The constants $$w_1, \ldots, w_m$$ are i.i.d. uniform random variables on $$[0, 0.5]$$. We compare VR^3PM with three variants of random relaxed projection methods (R^3PMs) obtained by replacing the SVRG gradient estimator $$\nu^k$$ in Algorithm 1 with the standard gradient estimator using a single summand, the mini-batch gradient estimator using $$b$$ summands and the full gradient using all $$n$$ summands. These three R^3PMs are denoted, respectively, as R^3PM-1, R^3PM-b and R^3PM-n. The step-sizes for all algorithms are chosen to scale as $$\alpha_k = O(k^{-0.51})$$ with optimally tuned constants. The constraint grouping technique is applied to all tested algorithms. Specifically, we group the constraints into $$\bar{m} = m/10$$ groups of $$\bar{b} = 10$$ constraints.

The results on problem (7) with parameters $$(n, m, d, p, q) = (3000, 3000, 200, 200, 200)$$ and $$(n, m, d, p, q) = (6000, 6000, 200, 200, 200)$$ are shown in Fig. 1, where the left and right panels show the optimality gap and constraint violation against the CPU time (in second), respectively. We can see from Fig. 1 that in terms of objective value, our algorithm VR^3PM is faster and reaches a higher accuracy than the other three R^3PMs. As for the constraint violation, our algorithm VR^3PM performs on par with R^3PM-1 and R^3PM-b and outperforms the full gradient variant R^3PM-n.

B. Comparison With the RPMs in [25] and [23]

Our second experiment aims at comparing the performance of VR^3PM with the existing RPMs in [25] by Necoara and Singh and in [23] by Wang and Bertsekas, denoted as RPM-NS, and RPM-WB, respectively. RPM-WB is not amenable to the constraint grouping technique. So, we apply the technique only to our algorithm and RPM-NS. The constraint group size and step-sizes are chosen similarly as in Section V-A.

The results on problem (7) with the same setting and parameters as in Section V-A are shown in Fig. 2, where the left and right panels show the optimality gap and constraint violation against the CPU time (in second), respectively. From Fig. 2, we can see that our algorithm VR^3PM performs substantially better than the competing algorithms RPM-NS and RPM-WB in terms of objective value. As for constraint violation, our algorithm and RPM-NS perform on par, but both better than RPM-WB.

C. Applications to Downlink Beamforming

Our next experiment concerns the downlink beamforming problem in wireless communication [40], [41], [42]. Specifically, we consider a single base station equipped with antennas, transmitting data stream to $$n$$ users. For each user $$i \in [n]$$, the signal received is given by

$$y_i = h_i^H \left( \sum_{j \in [n]} \nu_j x_j \right) + \omega_i,$$
where \((\cdot)^H\) denotes the Hermitian transpose, and \(h_i \in \mathbb{C}^d\) models the downlink channel, \(\omega_i \in \mathbb{C}\) is the error, \(v_i\) is the information signal and \(x_i \in \mathbb{C}^d\) represents the beamformer for user \(i\). The quality of the signal received at user \(i\) can be measured by the signal-to-interference-plus-noise ratio (SINR):

\[
\text{SINR}_i = \frac{|h_i^H x_i|^2}{\sum_{j \neq i} |h_i^H x_j|^2 + \sigma^2},
\]

where \(\sigma^2\) is the variance of the error \(\omega_i\). One formulation of the beamforming problem is to minimize the transmission power subject to SINR constraints [41]:

\[
\min_{x_1, \ldots, x_n} \sum_{i=1}^n \|x_i\|^2 \quad \text{s.t.} \quad \text{SINR}_i \geq \gamma_i, \quad i \in [n],
\]

where \(\gamma_1, \ldots, \gamma_n > 0\) are the desired SINRs. Problem (8) is non-convex since the SINR constraints are non-convex. However, it is shown in [42] that problem (8) is equivalent to a convex second-order cone program over real numbers:

\[
\min_{\hat{x}_1, \ldots, \hat{x}_n} \sum_{i=1}^n \|\hat{x}_i\|^2 \quad \text{s.t.} \quad \hat{h}_i^H \hat{x}_i \geq \sqrt{\gamma_i} \sum_{j \neq i} (\hat{h}_j^H \hat{x}_j)^2 + \gamma_i \sigma^2, \quad i \in [n],
\]

where \(\hat{h}_i \in \mathbb{R}^{2d}\) and \(\hat{x}_i \in \mathbb{R}^{2d}\) are real vectors obtained by stacking the real and imaginary parts of \(h_i\) and \(x_i\), respectively, for \(i \in [n]\). Using a similar argument as in Example 3(ii), one could also show that problem (9) satisfies Assumption 3.

In this experiment, we set \(\sigma = 1\) and the SINR threshold for all users to be \(-13\) dB (i.e., \(\gamma_i \approx 0.0501\)). The vectors \(h_1, \ldots, h_n\) are i.i.d. 2d-dimensional standard Gaussian random distribution with zero mean and identity covariance.

The results on problem (9) with parameters \((n, d) = (200, 25)\) and \((n, d) = (600, 20)\) are shown in Fig. 3, where we can see that \(\text{VR}^3\text{PM}\) performs better than \(\text{RPM-NS}\) and \(\text{RPM-WB}\) in terms of both optimality and feasibility gaps.

### D. Applications to Robust Classification

Finally, we compare our algorithm against the RPM-NS and RPM-WB on the distributionally robust classification problem in Example 2. In this experiment, we use real data-sets\(^1\) \(\text{a6a}\) with \((n, \ell) = (11220, 122)\) and \(\text{a7a}\) with \((n, \ell) = (16100, 122)\). In both data-sets, the sample size \(n\) is very large. This makes problem (3) extremely computationally challenging as the number of decision variables, the number of summands in the objective and the number of constraints all increase linearly in \(n\). We compare our algorithm \(\text{VR}^3\text{PM}\) against \(\text{RPM-NS}\) and \(\text{RPM-WB}\) with all the algorithmic parameters similarly chosen.

The results are presented in Fig. 4, where we can see that \(\text{VR}^3\text{PM}\) performs better than the two competing RPMs in terms of both the optimality gap and constraint violation.

\(^1\)https://www.csie.ntu.edu.tw/cjlin/libsvmtools/datasets/
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**Fig. 3.** Comparison of \(\text{VR}^3\text{PM}\) and the RPMs in [25] and [23] on problem (9).

**Fig. 4.** Comparison of \(\text{VR}^3\text{PM}\) and the RPMs in [25] and [23] on problem (3).
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**APPENDIX**

### A. Lemmas

The following are standard results on projections, see for example [23, Lemma 2] and [11, Theorem 5.4 and Lemma 6.26].

**Lemma 1:** Let \(D \subseteq \mathbb{R}^d\) be a non-empty, closed and convex set. The following hold.

1. For any \(x, y \in \mathbb{R}^d\),

\[
\|\Pi_D(x) - \Pi_D(y)\| \leq \|x - y\|.
\]

---
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(ii) For any \( x \in \mathbb{R}^d \) and \( y \in D \),
\[
\|\Pi_D(x) - y\|^2 \leq \| x - y \|^2 - \| x - \Pi_D(x) \|^2.
\]

**Lemma 2:** Let \( c \in \mathbb{R}, \zeta \in \mathbb{R}^d \setminus \{0\} \) and \( H = \{ x \mid \zeta^T x \leq c \} \). Then
\[
\Pi_H(u) = u - \frac{\langle \zeta^T u - c \rangle}{\|\zeta\|^2} \zeta.
\]

The following lemma is useful to our development, see [20], [23] for example.

**Lemma 3:** Let \( \{a^k\}, \{u^k\}, \{t^k\} \) and \( \{d^k\} \) be sequences of non-negative random variables satisfying
\[
E[a^{k+1}\mid a^0, \ldots, a^k, u^0, \ldots, u^k, t^0, \ldots, t^k, d^0, \ldots, d^k] \\
\leq (1 + t^k)a^k - u^k + d^k \quad \text{for all } k \geq 0 \text{ a.s.}
\]

Suppose that
\[
\sum_{k=0}^{\infty} t^k < \infty \quad \text{and} \quad \sum_{k=0}^{\infty} d^k < \infty \quad \text{a.s.}
\]

Then,
\[
\sum_{k=0}^{\infty} u^k < \infty \text{ a.s.}, \quad \text{and} \quad \lim_{k \to \infty} a^k = a \text{ a.s.},
\]

for some non-negative random variable \( a \).

The following lemma bounds the distance of an iterate to the feasible region in terms of its distance to the corresponding half-space at that iteration.

**Lemma 4:** Suppose that Assumptions 2–3 hold. Then, Algorithm 1 satisfies that for any \( k \geq 0 \),
\[
\| x^k - \Pi_C(x^k) \|^2 \leq mn^2 \rho^{-1} E \| x^k - \Pi_H(u^k) \|^2 | F_k \text{ a.s.}
\]

**Proof:** We have that for any \( j \in [m],
\[
E \| x^k - \Pi_H(u^k) \|^2 | F_k \]
\[
= \sum_{j' \in [m]} P(j_k = j'|F_k) \| x^k - \Pi_H(\phi_{j'}, x^k; \xi_j) \|^2
\]
\[
\geq \frac{\rho}{m} \| x^k - \Pi_H(\phi_j; x^k; \xi_j) \|^2
\]
\[
\geq \frac{\rho}{m} \min_{\xi_j \in \phi_j(x^k)} \text{dist}^2(\xi^k, H(\phi_j; x^k; \xi_j)),
\]

where the inequality follows from Assumption 2. Therefore, using Assumption 3, we obtain
\[
E \| x^k - \Pi_H(u^k) \|^2 | F_k \]
\[
\geq \frac{\rho}{m} \| x^k - \Pi_C(x^k) \|^2,
\]

which completes the proof.

The next lemma should be compared with [23, Assumption 1(c)] and, to some extent, illustrates why the SVRG gradient estimator cannot be directly used in the algorithmic framework of [23].

**Lemma 5:** Suppose that Assumption 1 holds. Consider Algorithm 1. Then, for any \( x^* \in X^* \) and \( k = lr + s - 1 \), where \( l \geq 0, s \in [r] \), we have
\[
E \| u^k \|^2 | F_k \leq 8L^2 \| x^k - x^* \|^2 + 16L^2 \| x^l - x^* \|^2 + 12R^2 + 4\| \nabla f(x^*) \|^2.
\]

**Proof:** We have
\[
E \| u^k \|^2 | F_k \]
\[
= E \left[ \frac{1}{b} \sum_{i \in I_k} (\nabla f_i(x^k) - \nabla f_i(x^l)) + \nabla f(x^l) \right]^2 | F_k
\]
\[
\leq 2bE \left[ \frac{1}{b} \sum_{i \in I_k} (\nabla f_i(x^k) - \nabla f_i(x^l)) \right]^2 | F_k
\]
\[
+ 2bE \left[ \nabla f(x^l) \right]^2 | F_k
\]
\[
\leq 4L^2 \| x^k - x^l \|^2 + 4R^2 + 4\| \nabla f(x^l) - \nabla f(x^*) \|^2
\]
\[
\leq 8L^2 \| x^k - x^* \|^2 + 16L^2 \| x^l - x^* \|^2 + 12R^2 + 4\| \nabla f(x^*) \|^2,
\]

where the equality follows from the definition of \( u^k \), the second inequality follows from Assumption 1(iii), \( x^k \in C_0 \), \( x^l \in C_0 \), and the last inequality follows from inequality (4). This completes the proof.

The following technical lemma is also used in the proof of our main results.

**Lemma 6:** Suppose that Assumption 1 holds. Consider Algorithm 1. Then, for any \( x^* \in X^*, k \geq 0 \) and \( \lambda > 0 \), we have
\[
2\alpha_k E \| (v^k, x^k - x^* \| F_k
\]
\[
\geq - (2\alpha_k L + \frac{\lambda}{2}) \| x^k - \Pi_C(x^k) \|^2 - \alpha_k^2 \lambda (2R^2 + \| \nabla f(x^*) \|^2)
\]
\[
- \alpha_k^2 L^2 \| x^k - x^* \|^2 + 2\alpha_k (f(\Pi_C(x^k)) - f^*).
\]

**Proof:** First, for any \( k \geq 0, \)
\[
2\alpha_k E \| (v^k, x^k - x^* \| F_k
\]
\[
= 2\alpha_k (\nabla f(x^k), x^k - x^*) \geq 2\alpha_k (f(x^k) - f(x^*))
\]
\[
= 2\alpha_k (f(x^k) - f(\Pi_C(x^k)) + f(\Pi_C(x^k)) - f^*)
\]
\[
\geq 2\alpha_k (\nabla f(\Pi_C(x^k)), x^k - \Pi_C(x^k))
\]
\[
+ 2\alpha_k (f(\Pi_C(x^k)) - f^*),
\]

where the first equality follows from the definitions of \( v^k \), the random index subset \( I_k \) and the collection \( F_k, \) the first inequality from the convexity of \( f, \) and the second inequality from the convexity of \( f. \) Also, we have
\[
2\alpha_k (\nabla f(\Pi_C(x^k)), x^k - \Pi_C(x^k))
\]
\[
\geq -2\alpha_k \| \nabla f(\Pi_C(x^k)) - \nabla f(x^k) \| \| x^k - \Pi_C(x^k) \|
\]
\[
- 2\alpha_k \| \nabla f(x^k) \| \| x^k - \Pi_C(x^k) \|
\]
\[
\geq -2\alpha_k L \| x^k - \Pi_C(x^k) \| + R \| x^k - \Pi_C(x^k) \|
\]
\[
- 2\alpha_k \| \nabla f(x^k) \| \| x^k - \Pi_C(x^k) \|
\]
\[
\geq -2\alpha_k L \| x^k - \Pi_C(x^k) \|^2 - 2\alpha_k R \| x^k - \Pi_C(x^k) \|
\]
\[
- 2\alpha_k \| \nabla f(x^k) - \nabla f(x^*) \| \| x^k - \Pi_C(x^k) \|
\]
\[
- 2\alpha_k \| \nabla f(x^*) \| \| x^k - \Pi_C(x^k) \|,
\]
where the first inequality follows from the Cauchy-Schwarz inequality, the second from inequality (4), $x^k \in C_0$ and $\Pi_C(x^k) \in C \subseteq C_0$, and the third from the triangle inequality. We then bound the second, third and fourth terms on the last line of (11). We will use multiple times the fact that $2|a_1 a_2| \leq \alpha_1^2 + \frac{1}{\alpha_2}^2$ for all $a_1, a_2 \in \mathbb{R}$ and $\lambda > 0$. The second term can be bounded as

$$-2\alpha_k R||x^k - \Pi_C(x^k)|| \geq -\alpha_k^2 R^2 \lambda - \frac{1}{\lambda}||x^k - \Pi_C(x^k)||^2.$$  \hspace{1cm} (12)

The third term can be bounded as

$$-2\alpha_k \|\nabla f(x^*)\| ||x^k - \Pi_C(x^k)|| \geq -2\alpha_k (L||x^k - x^*|| + 2R)||x^k - \Pi_C(x^k)|| \geq -\alpha_k^2 R^2 \lambda - \frac{1}{\lambda}||x^k - \Pi_C(x^k)||^2.$$  \hspace{1cm} (13)

where the first inequality follows from inequality (4) and the last from (12). And the fourth term can be bounded as

$$-2\alpha_k \|\nabla f(x^*)\| ||x^k - \Pi_C(x^k)|| \geq -\alpha_k^2 \lambda \|\nabla f(x^*)\|^2 - \frac{1}{\lambda}||x^k - \Pi_C(x^k)||^2.$$  \hspace{1cm} (14)

Substituting inequalities (11), (12), (13) and (14) into (10) yields the desired result.

The next lemma establishes a recursion for the distance to optimality $||x^k - x^*||$.

**Lemma 7:** Suppose that Assumptions 1–3 hold. Consider Algorithm 1. Then, for any $\lambda > 0$, $x^* \in X^*$ and $k = lr + s - 1$, where $l \geq 0, s \in [r]$, we have

$$E \left[ ||x^{k+1} - x^*||^2 \mid F_k \right] \leq (1 + \alpha_k^2 (24L^2 + L^2 \lambda)) ||x^k - x^*||^2 + \alpha_k^2 (2LR^2 + (\lambda + 12) \|\nabla f(x^*)\|^2 + 36R^2) - \frac{2\alpha_k}{\lambda} \|\nabla f(x^*)\|^2 + 4L^2 \alpha_k^2 \|x^k - x^*\|^2.$$  \hspace{1cm} (15)

**Proof:** Since $x^* \in X^* \subseteq C$, we have $x^* \in C_0$ and $x^* \in C_{J_k} \subseteq H_k$. Let $z^k = x^k - \alpha_k b^k$. It follows that

$$||x^{k+1} - x^*||^2 \leq \Pi_H(z^k) - \alpha_k b^k - x^*||^2.$$

$$\leq ||x^k - \alpha_k b^k - x^*||^2 - \Pi_H(z^k) - z^k||^2$$

$$= ||x^k - x^*\|^2 + \alpha_k^2 \|b^k\|^2 - \Pi_H(z^k) - z^k||^2 - 2\alpha_k \langle b^k, x^k - x^*\rangle,$$

where the first inequality follows from Lemma 1(i) and the fact that $x^* \in C_0$, and the second from the definition of $z^k$, Lemma 1(ii) and the fact that $x^* \in H_k$. Taking conditional expectation on the last inequality and using Lemmas 5 and 6,

$$E \left[ ||x^{k+1} - x^*||^2 \mid F_k \right] \leq ||x^k - x^*\|^2 + 2\alpha_k E \left[ (b^k, x^k - x^*) \mid F_k \right] + E \left[ \alpha_k^2 \|b^k\|^2 - \Pi_H(z^k) - z^k||^2 \mid F_k \right]$$

$$\leq (1 + \alpha_k^2 (8L^2 + L^2 \lambda)) ||x^k - x^*||^2 + \alpha_k^2 (2LR^2 + (\lambda + 4) \|\nabla f(x^*)\|^2 + 12R^2) + 16L^2 \alpha_k^2 ||x^k - x^*||^2 - 2\alpha_k \langle f(\Pi_C(x^k)) - f^* \rangle - E \left[ \Pi_H(z^k) - z^k||^2 \mid F_k \right].$$  \hspace{1cm} (16)

We then bound the term $E \left[ \Pi_H(z^k) - z^k||^2 \mid F_k \right]$ in last line of (15). First, from the triangle inequality and Lemma 1(i), we have that

$$||\Pi_H(z^k) - z^k|| \leq ||z^k - x^k|| + ||\Pi_H(z^k) - z^k|| + ||\Pi_H(z^k) - \Pi_H(z^k)||$$

$$\leq ||z^k - \Pi_H(z^k)|| + 2||x^k - z^k||$$

$$\leq ||z^k - \Pi_H(z^k)|| + 2\alpha_k \|b^k\|,$$

which together with Lemma 5 yields that

$$E \left[ \Pi_H(z^k) - z^k||^2 \mid F_k \right] \leq 2E [ ||z^k - \Pi_H(z^k)||^2 \mid F_k ] + 4\alpha_k^2 E[ ||b^k||^2 \mid F_k ]$$

$$\leq 2E [ ||z^k - \Pi_H(z^k)||^2 \mid F_k ] + 32L^2 \alpha_k^2 ||x^k - x^*||^2$$

$$+ 64L^2 \alpha_k^2 ||x^k - x^*||^2 + 64 \alpha_k^2 (48R^2 + 16 \|\nabla f(x^*)\|^2).$$

Rearranging the above inequality gives

$$-E \left[ ||z^k - \Pi_H(z^k)||^2 \mid F_k \right] \leq 16L^2 \alpha_k^2 ||x^k - x^*||^2 - \frac{1}{2} E \left[ \Pi_H(z^k) - x^k||^2 \mid F_k \right] + 32L^2 \alpha_k^2 ||x^k - x^*||^2 + \alpha_k^2 (24R^2 + 8 \|\nabla f(x^*)\|^2).$$  \hspace{1cm} (17)

Plugging (16) into (15) and using Lemma 4, we obtain

$$E \left[ ||x^{k+1} - x^*||^2 \mid F_k \right] \leq (1 + \alpha_k^2 (24L^2 + L^2 \lambda)) ||x^k - x^*||^2$$

$$+ \alpha_k^2 (2LR^2 + (\lambda + 12) \|\nabla f(x^*)\|^2 + 36R^2)$$

$$- \frac{2\alpha_k}{\lambda} \|\nabla f(x^*)\|^2 + 4L^2 \alpha_k^2 \|x^k - x^*\|^2.$$ \hspace{1cm} This completes the proof.

The following lemmas are used in the proof of Theorem 4. **Lemma 8:** Suppose that the conditions of Theorem 4 hold. Let $\beta = 1 - \frac{\rho}{\alpha_k^2}$. Then, for any $k \geq 0$, we have

$$E[ ||x^{k+1} - \Pi_C(x^{k+1})||^2 ] \leq \beta E[ ||x^k - \Pi_C(x^k)||^2 ] + O(\alpha_k^2).$$

**Proof:** Let $z^k = x^k - \alpha_k b^k$ and $\tau = (1 - \beta)^{-1}$. We have

$$||x^{k+1} - \Pi_C(x^{k+1})||^2 \leq ||x^{k+1} - \Pi_C(x^k)||^2 - ||\Pi_C(x^k) - \Pi_C(x^{k+1})||^2$$

$$\leq ||x^{k+1} - x^*||^2 - ||\Pi_C(x^k) - \Pi_C(x^{k+1})||^2$$

$$\leq ||z^k - \Pi_C(x^k)||^2 - ||\Pi_C(x^k) - z^k||^2$$

$$\leq (1 + \frac{1}{\tau}) ||x^k - \Pi_C(x^k)||^2 + (1 + \tau) \alpha_k^2 ||b^k||^2$$

$$- ||\Pi_H(z^k) - z^k||^2.$$
where the first inequality follows from Lemma 1(ii), the second from that of \( \alpha k + 1, \Pi C(\alpha k) \in C_0 \), the third from Lemma 1(iii), and the fourth from the inequality \((a + b)^2 \leq (1 + \frac{1}{2})a^2 + (1 + \tau)b^2\). We then bound \( \mathbb{E}[\|v^k\|^2 | \mathcal{F}_k] \). Using the definition of \( v^k \), inequality (4), Lemma 1(i) and the boundedness of \( C \), we get

\[
\mathbb{E}[\|v^k\|^2 | \mathcal{F}_k] \leq 2L^2\|x^k - \bar{x}^k\|^2 + 2E[\|\nabla f(\bar{x}^k)\|^2 | \mathcal{F}_k] \\
\leq 4L^2\|x^k - \Pi C(\alpha k)\|^2 + 4L^2\|\Pi C(\alpha k) - \bar{x}^k\|^2 \\
+ 4\|\nabla f(\bar{x}^k) - \nabla f(\Pi C(\alpha k))\|^2 + 4\|\nabla f(\Pi C(\alpha k))\|^2 \\
\leq 4L^2\|x^k - \Pi C(\alpha k)\|^2 + 12L^2\|\Pi C(\alpha k) - \bar{x}^k\|^2 + O(1). \quad (18)
\]

We next bound \(-\mathbb{E}[\|z^k - \Pi H_k(z^k)\|^2 | \mathcal{F}_k]\). Using Lemma 1(i),

\[
\|\Pi H_k(x^k) - x^k\| \\
\leq \|\Pi H_k(x^k) - \Pi H_k(z^k)\| + \|\Pi H_k(z^k) - z^k\| + \|z^k - x^k\| \\
\leq \|z^k - \Pi H_k(z^k)\| + 2\|x^k - z^k\| \\
= \|z^k - \Pi H_k(z^k)\| + 2\alpha k\|v^k\|.
\]

Taking conditional expectation and using inequality (18),

\[
\mathbb{E}[\|\Pi H_k(x^k) - x^k\|^2 | \mathcal{F}_k] \\
\leq 2\mathbb{E}[\|z^k - \Pi H_k(z^k)\|^2 | \mathcal{F}_k] + 16\alpha k^2L^2\|x^k - \Pi C(\alpha k)\|^2 \\
+ 48\alpha k^2L^2\|\Pi C(\alpha k) - \bar{x}^k\|^2 + O(\alpha k^2). \quad (19)
\]

Rearranging the above inequality and using Lemma 4 yield

\[
-\mathbb{E}[\|z^k - \Pi H_k(z^k)\|^2 | \mathcal{F}_k] \\
\leq \left(-\frac{2\alpha k^2}{\alpha k^2} + 8L^2\alpha k^2\right)\|x^k - \Pi C(\alpha k)\|^2 \\
+ 24L^2\alpha k^2\|\Pi C(\alpha k) - \bar{x}^k\|^2 + O(\alpha k^2). \quad (19)
\]

Using (17), (18) and (19) and the definitions of \( \tau \) and \( \alpha k \),

\[
\mathbb{E}[\|x^{k+1} - \Pi C(x^{k+1})\|^2 | \mathcal{F}_k] \\
\leq (1 - \frac{4\alpha k^2}{\alpha k^2})\|x^k - \Pi C(x^k)\|^2 + O(\alpha k^2) \\
+ 12L^2\alpha k^2(3 + \tau)\|\Pi C(\alpha k) - \bar{x}^k\|^2. \quad (20)
\]

Using the tower property of conditional expectation [43, Theorem 2.3.2(iii)], (20) and the boundedness of \( \alpha k \), we have

\[
\mathbb{E}[\|\bar{x}^{k+1} - \Pi C(\alpha k)\|^2 | \mathcal{F}_k] \\
\leq (1 - \frac{4\alpha k^2}{\alpha k^2})\|\bar{x}^k - \Pi C(\alpha k)\|^2 + O(\alpha k^2) \\
+ 12L^2\alpha k^2(3 + \tau)\|\Pi C(\alpha k) - \bar{x}^k\|^2 \\
\leq (1 - \frac{4\alpha k^2}{\alpha k^2})\|\bar{x}^k - \Pi C(\alpha k)\|^2 + O(1) \\
\leq \beta_{k+1}\|x^0 - \Pi C(x^0)\|^2 + O(1),
\]

where the last inequality follows from inductively using the second last one. Therefore, the sequence \( \{\mathbb{E}[\|\bar{x}^k - \Pi C(\alpha k)\|^2 | \mathcal{F}_k]\} \) is bounded. By (20), we get the desired inequality.

\textit{Lemma 9:} Suppose that the conditions of Theorem 4 hold. Then, \( \{\mathbb{E}[\|x^k - x^*\|]\}_k \) and \( \{\mathbb{E}[\|x^k\|]\}_k \) are bounded sequences.

\textit{Proof:} For any \( x^* \in X^* \), applying Lemma 8 inductively yields

\[
\mathbb{E}[\|x^{k+1} - x^*\|^2] \\
\leq 2\mathbb{E}[\|x^{k+1} - \Pi C(x^{k+1})\|^2 + 2\mathbb{E}[\|\Pi C(x^{k+1}) - x^*\|^2] \\
\leq 2\beta_{k+1}\|x^0 - \Pi C(x^0)\|^2 + O(1) + 2\mathbb{E}[\|\Pi C(x^{k+1}) - x^*\|^2].
\]

Since \( C \) is bounded, the sequences \( \{\mathbb{E}[\|x^k - x^*\|^2]\} \) and \( \{\mathbb{E}[\|x^k\|^2]\} \) are bounded. The proof is completed.

\textit{Lemma 10:} Suppose that the conditions of Theorem 4 hold. Then, for \( k \in \{1, 2, 3, \ldots, l, l + 1\} \), we have

\[
\mathbb{E}[\|x^{k+1} - x^k\|^2] \leq O(\alpha k^2) + 2\sum_{t=k}^{l+1}\mathbb{E}[\|x^t - \Pi C(x^t)\|^2].
\]

\textit{Proof:} We first prove that

\[
\mathbb{E}[\|x^{k+1} - x^k\|^2] \leq O(\alpha k^2) + 2\mathbb{E}[\|x^k - \Pi C(x^k)\|^2]. \quad (21)
\]

Since \( C_0 = \mathbb{R}^d \),

\[
x^{k+1} = \begin{cases} 
    x^k - \alpha k v^k - \frac{\phi_{\alpha k}(x^k) - \phi_{\alpha k}(\xi_k, v^k)}{\|\xi_k\|^2} \xi_k & \text{if } \xi_k \neq 0, \\
    x^k - \alpha k v^k & \text{if } \xi_k = 0.
\end{cases}
\]

If \( \xi_k = 0 \), it follows from (18) and Lemma 9 that

\[
\mathbb{E}[\|x^{k+1} - x^k\|^2] = \alpha k^2 \mathbb{E}[\|v^k\|^2] \leq O(\alpha k^2),
\]

which implies (21). If \( \xi_k \neq 0 \), then

\[
\|x^{k+1} - x^k\| = \|\alpha k v^k + \frac{\phi_{\alpha k}(x^k) - \phi_{\alpha k}(\xi_k, v^k)}{\|\xi_k\|^2} \xi_k\| \\
\leq \alpha k \|v^k\| + \frac{\phi_{\alpha k}(x^k) - \phi_{\alpha k}(\xi_k, v^k)}{\|\xi_k\|^2} \|\xi_k\|^2 \\
\leq 2\alpha k \|v^k\| + \|x^k - \Pi H_k(x^k)\| \\
\leq 2\alpha k \|v^k\| + \|x^k - \Pi C(x^k)\|,
\]

where the second inequality follows from Lemma 2, and the last from \( \Pi C(x^k) \in C \subseteq H_k \). By (18) and Lemma 9, (21) follows. For \( k \in \{1, 2, 3, \ldots, l, l + 1\} \), (21) implies

\[
\mathbb{E}[\|x^{k+1} - x^k\|^2] \leq r \sum_{t=k}^{l+1}\mathbb{E}[\|x^{t+1} - x^t\|^2] \\
\leq O(\alpha k^2) + 2r \sum_{t=k}^{l+1}\mathbb{E}[\|x^t - \Pi C(x^t)\|^2].
\]

The proof is completed.

\textit{B. Proof of Proposition 1}

The proof of case (i) can be found in [28]. We therefore prove only case (ii). If \( x \in C \), then (5) trivially holds. We thus assume that \( x \notin C \). Let \( I(x) \) be the set defined by

\[
I(x) = \{ j \in [m] | \phi_j(x) > 0 \}. \quad (22)
\]

Since \( x \in C_0 \), we have that \( x \notin \bigcap_{j \in [m]} C_j \) and hence the index set \( I(x) \) is non-empty. By [44, Theorem 9], there exists a
constant $\gamma > 0$ such that
\[
\text{dist}(x, C) \leq \gamma \phi_j'(x),
\]
(23)
where $j' \in \arg \max_{j \in [m]} \phi_j(x)$ and $\gamma$ does not depend on $x$. Clearly, $j' \in I(x)$ and hence $\phi_{j'}(x) = \max_{j \in I(x)} \phi_j(x)$. By supposition, there exists a constant $\eta > 0$ such that for any $j \in [m], x \in C_0$ and $\xi_j \in \partial \phi_j(x)$, we have $\|\xi_j\| \leq \eta$. Fix an arbitrary $\xi_j \in \partial \phi_{j'}(x)$. If $\xi_j' \neq 0$, then
\[
\phi_{j'}(x) \leq - \langle \xi_j', \Pi_{H(\phi_{j'}; x; \xi_j)}(x) - x \rangle
\]
\[
\leq \eta \text{dist}(x, H(\phi_{j'}; x; \xi_j')),
\]
where the first inequality follows from the definition of $H(\phi_{j'}; x; \xi_j')$ and the fact that $\Pi_{H(\phi_{j'}; x; \xi_j)}(x) \in H(\phi_{j'}; x; \xi_j')$, and the second inequality follows from the Cauchy-Schwarz inequality and the uniform bound of the subdifferential $\partial \phi_j(x)$. If $\xi_j' = 0$, by convexity, $x$ is a minimizer of $\phi_{j'}$ and
\[
\phi_{j'}(x) = \min_{y \in \mathbb{R}^d} \phi_{j'}(y) \leq 0,
\]
where the inequality follows from the non-emptiness of $\{ y \in \mathbb{R}^d \mid \phi_j(y) < 0, \ j \in [m] \}$. However, by the definition of $j'$, $\phi_{j'}(x) > 0$. Hence, it is impossible to have $\xi_j' = 0$. Therefore,
\[
\phi_{j'}(x) \leq \eta \min_{\xi_j' \in \partial \phi_{j'}(x)} \text{dist}(x, H(\phi_{j'}; x; \xi_j')),
\]
which, together with (23), implies that
\[
\text{dist}(x, C) \leq \gamma \eta \min_{\xi_j' \in \partial \phi_{j'}(x)} \text{dist}(x, H(\phi_{j'}; x; \xi_j'))
\]
\[
\leq \gamma \eta \max_{j \in [m]} \min_{\xi_j \in \partial \phi_j(x)} \text{dist}(x, H(\phi_j; x; \xi_j)).
\]
Noting that both constants $\gamma$ and $\eta$ are independent of $x$, this completes the proof.

C. Proof of Theorem 1

We first prove that the sub-sequence $\{\tilde{x}^l\}$ converges. Since $\mu_l \to 0$ as $l \to \infty$, there exists $l_0 \geq 0$ such that $2\mu_l \leq \frac{\rho}{8mn^2}$ for any $l \geq l_0$. Take $\lambda = 32mn^2 \rho^{-1}$. Then, for any $l \geq l_0$,$\frac{\rho}{2mn^2} - 2\mu_l - \frac{4}{\lambda} \geq \frac{\rho}{4mn^2} > 0.$
Fix any optimal solution $x^* \in X^*$. It follows from Lemma 7 and the definition of $\alpha_k$ that for all $l \geq l_0$,$\mathbb{E} \left[ \|x^{k+1} - x^*\|^2 \mid \mathcal{F}_k \right]
\leq (1 + O(\mu_l^2)) \|x^k - x^*\|^2 + O(\mu_l^2) \|\tilde{x}^l - x^*\|^2
- \frac{\rho}{4mn^2} \|\tilde{x}^k - \Pi_C(x^k)\|^2 - 2\mu_l(f(\Pi_C(x^k)) - f^*)
\leq (1 + O(\mu_l^2)) \|x^k - x^*\|^2 + O(\mu_l^2) \|\tilde{x}^l - x^*\|^2 + O(\mu_l^2).
\]
(24)
Using the tower property of conditional expectation [43, Theorem 2.3.2(iii)] and inequality (24),
\[
\mathbb{E} \left[ \|x^{r+r} - x^*\|^2 \mid \mathcal{F}_r \right]
= \mathbb{E} \left[ \mathbb{E} \left[ \|x^{r+r-1} - x^*\|^2 \mid \mathcal{F}_{r+r-1} \right] \mid \mathcal{F}_r \right]
\leq (1 + O(\mu_l^2)) \mathbb{E} \left[ \|x^{r+r-1} - x^*\|^2 \mid \mathcal{F}_r \right]
+ O(\mu_l^2) \|\tilde{x}^l - x^*\|^2 + O(\mu_l^2)
\leq (1 + O(\mu_l^2)^r) \mathbb{E} \left[ \|x^{r+r-1} - x^*\|^2 \mid \mathcal{F}_r \right]
+ \left( O(\mu_l^2) \|\tilde{x}^l - x^*\|^2 \right)^r \sum_{s=0}^{r-2} (1 + O(\mu_l^2))^{s}
+ O(\mu_l^2) \sum_{s=0}^{r-2} (1 + O(\mu_l^2))^{s}.
\]
(25)
Similarly, we get
\[
\mathbb{E} \left[ \|\tilde{x}^{(l+1)} - x^*\|^2 \mid \mathcal{F}_r \right]
\leq (1 + O(\mu_l^2)^r) \mathbb{E} \left[ \|x^{r+r-1} - x^*\|^2 \mid \mathcal{F}_r \right]
+ \left( O(\mu_l^2) \|\tilde{x}^l - x^*\|^2 + O(\mu_l^2) \right)^r \sum_{s=0}^{r-2} (1 + O(\mu_l^2))^{s}
- \frac{\rho}{4mn^2} \|\tilde{x}^l - \Pi_C(x^l)\|^2 - 2\mu_l(f(\Pi_C(x^l)) - f^*)
\leq (1 + O(\mu_l^2)^l) \|\tilde{x}^l - x^*\|^2 + O(\mu_l^2)
- \frac{\rho}{4mn^2} \|\tilde{x}^l - \Pi_C(x^l)\|^2,
\]
(27)
where the first inequality follows by substituting (26) into (25). Note that the constants hidden in the big-O notation could possibly depend on $r$, but they are independent of $\mu_l$ or $l$. Applying Lemma 3 to the recursion (27), we have that the sequence $\{\|\tilde{x}^l - x^*\|^2\}$ converges almost surely, that
\[
\sum_{l=0}^{\infty} \mu_l [f(\Pi_C(x^l)) - f^*] < \infty \quad a.s.,
\]
(28)
and that
\[
\sum_{l=0}^{\infty} \|\tilde{x}^l - \Pi_C(x^l)\|^2 < \infty \quad a.s.
\]
(29)
By inequality (28) and the fact that $\sum_{l=0}^{\infty} \mu_l = \infty$,
\[
\liminf_{l \to \infty} f(\Pi_C(\tilde{x}^l)) = f^* \quad a.s.
\]
(30)
Also, inequality (29) implies that
\[
\lim_{l \to \infty} \|\Pi_C(\tilde{x}^l) - \tilde{x}^l\| = 0 \quad a.s.
\]
(31)
Since the sequence \( \{ \| \tilde{x}^l - x^* \| \} \) converges almost surely, the sequence \( \{ \tilde{x}^l \} \) is bounded and has an accumulation point \( \tilde{x}^* \) almost surely. Therefore, there exists a sub-sequence \( \{ \tilde{x}^l \} \) such that \( \tilde{x}^l \to \tilde{x}^* \) as \( t \to \infty \). By relation (31) and the continuity of \( \Pi_C(\cdot) \), the sequence \( \Pi_C(\tilde{x}^l) \) converges almost surely to \( \Pi_C(\tilde{x}^*) = \tilde{x}^* \in C \). It follows from (30) that \( f(\tilde{x}^*) = f^* \). Hence, \( \tilde{x}^* \in X^* \). Since \( \| \tilde{x}^l - x^* \| \) converges almost surely for every \( x^* \in X^* \), we have that \( \| \tilde{x}^l - \tilde{x}^* \| \) converges almost surely. Since \( \| \tilde{x}^l - \tilde{x}^* \| \to 0 \) as \( t \to \infty \) almost surely, we have that \( \| \tilde{x}^l - \tilde{x}^* \| \to 0 \) as \( l \to \infty \) almost surely. Thus, almost surely, we have \( \lim_{l \to \infty} \tilde{x}^l = \tilde{x}^* \). To prove the convergence in \( \{ x^k \} \), by the boundedness of the sequence \( \{ \| \tilde{x}^l - \tilde{x}^* \|^2 \} \) and Lemma 7,

\[
E \left[ \| x^{k+1} - \tilde{x}^* \|^2 \mid F_k \right] \\
\leq (1 + O(\alpha_k^2)) \| x^k - \tilde{x}^* \|^2 + O(\alpha_k^2) \\
- \frac{\rho}{4m} \| x^k - \Pi_C(x^k) \|^2 - 2\alpha_k (f(\Pi_C(x^k)) - f^*)
\]

which, together with Lemma 3 and the fact that \( \sum_{k=0}^{\infty} \alpha_k^2 < \infty \), implies that the sequence \( \{ \| x^k - \tilde{x}^* \|^2 \} \) converges almost surely. Since the sub-sequence \( \{ \| x^k - \tilde{x}^* \|^2 \} \) converges almost surely to 0, we have that \( \{ \| x^k - \tilde{x}^* \|^2 \} \) converges almost surely to 0 as well, which shows that \( \lim_{k \to \infty} x^k = \tilde{x}^* \). This completes the proof.

**D. Proof of Theorem 2**

We first prove the convergence rate of the feasibility gap. Fix an arbitrary optimal solution \( x^* \in X^* \). By using Lemma 7 with \( \lambda = 16m\sqrt{k} \rho^{-1} \) and the definition of \( \alpha_k \), we have that for all \( k \geq 0, \)

\[
\frac{\rho}{2m^2} - 2\alpha_k L - \frac{4}{\sqrt{\rho}} \leq \frac{\rho}{8m^2}.
\]

and hence that

\[
E \left[ \| x^{k+1} - x^* \|^2 \mid F_k \right] \\
\leq (1 + O(\alpha_k^2)) \| x^k - x^* \|^2 + O(\alpha_k^2) \| x^l - x^* \|^2 \\
+ O(\alpha_k^2) - \frac{\rho}{8m} \| x^k - \Pi_C(x^k) \|^2 \\
- 2\alpha_k (f(\Pi_C(x^k)) - f^*) \\
\leq (1 + O(\alpha_k^2)) \| x^k - x^* \|^2 + O(\alpha_k^2) \| x^l - x^* \|^2 + O(\alpha_k^2).
\]

(32)

Since \( C_0 \) is compact, the sequences \( \{ \| x^k - x^* \|^2 \}_k \) and \( \{ \| \tilde{x}^l - x^* \|^2 \}_l \) are bounded. By inequality (32), for any \( k \geq 0, \)

\[
\frac{\rho}{8m^2} E \left[ \| x^k - \Pi_C(x^k) \|^2 \right] \\
\leq E \left[ \| x^k - x^* \|^2 \right] + O(\alpha_k^2) \\
- E \left[ \| x^{k+1} - x^* \|^2 \mid F_k \right] \\
= E \left[ \| x^k - x^* \|^2 \right] - E \left[ \| x^{k+1} - x^* \|^2 \right] + O(\alpha_k^2).
\]

(33)

Summing the last inequality over \( k, \) we get

\[
\frac{\rho}{8m^2} \sum_{k=0}^{K-1} E \left[ \| x^k - \Pi_C(x^k) \|^2 \right] \\
\leq \| x^0 - x^* \|^2 - E \left[ \| x^K - x^* \|^2 \right] + O(1) \sum_{k=0}^{K-1} \alpha_k^2 \\
\leq O(1) + O(1) \sum_{k=1}^{K} \frac{1}{k} \leq O(1) \log(K).
\]

By the convexity of \( \text{dist}^2(\cdot, C) \), it follows that

\[
E \left[ \text{dist}^2(x^K, C) \right] \leq \frac{1}{K} \sum_{k=0}^{K-1} E \left[ \| x^k - \Pi_C(x^k) \|^2 \right] \\
\leq O \left( \frac{\log(K)}{K} \right).
\]

Next, we prove the convergence rate of the optimality gap. By the definition of \( v^k, \) we have

\[
E \left[ \langle v^k, x^k - x^* \rangle \mid F_k \right] \geq f(x^k) - f^*,
\]

which, together with that \( x^* \in H_k, C_0 \) and Lemma 5, implies

\[
E \left[ \| x^{k+1} - x^* \|^2 \mid F_k \right] \leq E \left[ \| x^k - \alpha_k v^k - x^* \|^2 \mid F_k \right] \\
= E \left[ \| x - x^* \|^2 + \alpha_k^2 \| v^k \|^2 - 2\alpha_k (x^k - x^*, v^k) \right] \\
\leq (1 + 8L^2 \alpha_k^2) \| x^k - x^* \|^2 + 16L^2 \alpha_k^2 \| x^k - x^* \|^2 \\
- 2\alpha_k (f(x^k) - f^*) + 4\| \nabla f(x^*) \| \alpha_k^2 + 12R^2 \alpha_k^2 \\
\leq \| x^k - x^* \|^2 - 2\alpha_k (f(x^k) - f^*) + O(1) \alpha_k^2,
\]

where the last inequality follows from the boundedness of \( C_0 \) and the fact that \( x^l, x^k, x^* \in C_0 \). Taking expectation on both sides, we obtain

\[
E \left[ f(x^k) - f^* \right] \\
\leq \frac{1}{2\alpha_k} \left( E \left[ \| x^k - x^* \|^2 \right] - E \left[ \| x^{k+1} - x^* \|^2 \right] \right) + O(\alpha_k).
\]

Summing the last inequality over \( k, \) we get

\[
\sum_{k=0}^{K-1} E \left[ f(x^k) - f^* \right] \\
\leq \frac{1}{2\alpha_k} \sum_{k=0}^{K-1} \left( \sqrt{k+1} - \sqrt{k} \right) E \left[ \| x^k - x^* \|^2 \right] \\
+ \frac{1}{2\alpha_k} \sum_{k \in [K-1]} \left( \sqrt{k+1} - \sqrt{k} \right) E \left[ \| x^k - x^* \|^2 \right] \\
+ O \left( \frac{1}{\sqrt{K}} \right) \\
\leq O(1) + O(1) \sum_{k \in [K]} \left( \sqrt{k+1} - \sqrt{k} \right) + O \left( \frac{1}{\sqrt{K}} \right) \\
\leq O(1) + O(\sqrt{K} - 1) + O(\sqrt{K}) = O(\sqrt{K}),
\]

where the second inequality follows from the boundedness of \( C_0 \), and the last from the fact that

\[
\sum_{k \in [K]} \frac{1}{\sqrt{k}} \leq \int_1^{K+1} \frac{dt}{\sqrt{t}} = 2(\sqrt{K+1} - 1).
\]
By the convexity of $f$ and (34), we have
\[
\mathbb{E}[f(\bar{x}^K)] \leq \frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}[f(x^k)] \leq f^* + O\left(\frac{1}{\sqrt{K}}\right).
\]
This completes the proof.

### E. Proof of Theorem 3

Similarly to (33), we get for any $k \geq 0$,
\[
\frac{\rho}{8mk^2} \mathbb{E}\left[\|x^k - \Pi_C(x^k)\|^2\right] \\
\leq \mathbb{E}\left[\|x^k - x^*\|^2\right] + O(K^{-1}) \\
- \mathbb{E}\left[\mathbb{E}\left[\|x^{k+1} - x^*\|^2 | F_k\right]\right] \\
= \mathbb{E}\left[\|x^k - x^*\|^2\right] - \mathbb{E}\left[\|x^{k+1} - x^*\|^2\right] + O(K^{-1}).
\]
Summing the above inequality over $k$, we have
\[
\frac{\rho}{8mk^2} \sum_{k=0}^{K-1} \mathbb{E}\left[\|x^k - \Pi_C(x^k)\|^2\right] \\
\leq \|x^0 - x^*\|^2 - \mathbb{E}\left[\|x^K - x^*\|^2\right] + O(1) \sum_{k=0}^{K-1} \frac{1}{k} \leq O(1).
\]
By the convexity of $\text{dist}^2(\cdot, C)$, it follows that
\[
\mathbb{E}\left[\text{dist}^2(\bar{x}^K, C)\right] \\
\leq \frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}\left[\|x^k - \Pi_C(x^k)\|^2\right] \leq O\left(\frac{1}{K}\right).
\]
Next, we prove the convergence rate of the optimality gap. By the definition of $v^k$, we have
\[
\mathbb{E}\left[\langle v^k, x^k - x^* \rangle | F_k\right] = \langle \nabla f(x^k), x^k - x^* \rangle \\
\geq f(x^k) - f(x^*) = f(x^k) - f^* ,
\]
which, together with that $x^* \in H_k$, $C_0$ and Lemma 5, implies
\[
\mathbb{E}\left[\|x^{k+1} - x^*\|^2 | F_k\right] \leq \mathbb{E}\left[\|x^k - x^*\|^2 + \alpha^2 \|v^k\|^2 - 2\alpha (x^k - x^*) \cdot v^k | F_k\right] \\
\leq (1 + 8L^2\alpha^2)\|x^k - x^*\|^2 + 16L^2\alpha^2\|x^k - x^*\|^2 \\
- 2\alpha \left( f(x^k) - f^* \right) + 4\|\nabla f(x^*)\|^2\alpha^2 + 12R^2\alpha^2 \\
\leq \|x^k - x^*\|^2 - 2\alpha \left( f(x^k) - f^* \right) + O\left(\frac{1}{K}\right),
\]
where the last inequality follows from the boundedness of $C_0$ and the fact that $\bar{x}^k, x^k, x^* \in C_0$ and $\alpha = O(1/\sqrt{K})$. Taking expectation on both sides, we obtain
\[
\mathbb{E}\left[\|x^k - x^*\|^2\right] \leq \mathbb{E}\left[\|x^{k+1} - x^*\|^2\right] + O\left(\frac{1}{\sqrt{K}}\right).
\]
Summing the last inequality over $k$, we get
\[
\sum_{k=0}^{K-1} \mathbb{E}\left[\|x^k - f^*\right] \\
\leq \frac{1}{2\alpha} \sum_{k=0}^{K-1} \left( \mathbb{E}\left[\|x^k - x^*\|^2\right] - \mathbb{E}\left[\|x^{k+1} - x^*\|^2\right]\right) \\
+ O(1) \sum_{k=0}^{K-1} \frac{1}{\sqrt{K}} \\
\leq O(1) \sqrt{K+1} + O(1) \sqrt{K} = O(\sqrt{K}),
\]
which, together with the convexity of $f$, yields
\[
\mathbb{E}[f(\bar{x}^K) - f^*] \leq \frac{1}{K} \sum_{k=0}^{K-1} \mathbb{E}[f(x^k) - f^*] \leq O\left(\frac{1}{\sqrt{K}}\right).
\]
This completes the proof.

### F. Proof of Theorem 4

To prove the feasibility gap, by Lemma 8, we get
\[
\frac{\rho}{8mk^2} \mathbb{E}[\text{dist}^2(x^k, C)] = \frac{\rho}{8mk^2} \mathbb{E}[\|x^k - \Pi_C(x^k)\|^2] \\
\leq \mathbb{E}[\|x^k - \Pi_C(x^k)\|^2] - \mathbb{E}[\|x^{k+1} - \Pi_C(x^{k+1})\|^2] + O(\alpha_k^2).
\]
Summing this inequality over $k$, we get
\[
\frac{1}{K} \sum_{k=0}^{K} \mathbb{E}[\|x^k - \Pi_C(x^k)\|^2] \\
\leq O\left(\frac{1}{K}\right) + O\left(\frac{1}{K}\right) \frac{K}{K} \leq O\left(\frac{1}{K^2}\right).
\]
The desired bound on feasibility gap then follows from the convexity of $\text{dist}^2(\cdot, C)$. For the optimality gap, since $R = 0$, inequality (4) implies
\[
f(x^{k+1}) \leq f(x^k) + \langle \nabla f(x^k), x^{k+1} - x^k \rangle + \frac{L}{2} \|x^{k+1} - x^k\|^2.
\]
Let $x^* \in X^*$. By the convexity of $f$, we get
\[
-f(x^*) \leq -f(x^k) + \langle \nabla f(x^k), x^* - x^k \rangle.
\]
Adding the last two inequalities and taking conditional expectation on the resulting inequality, we get
\[
\mathbb{E}\left[\|f(x^{k+1}) - f(x^k)\| | F_k\right] \\
\leq \mathbb{E}\langle v^k, x^{k+1} - x^* \rangle + \frac{L}{2} \|x^{k+1} - x^k\|^2 | F_k\right] \\
+ \mathbb{E}\langle \nabla f(x^k) - v^k, x^{k+1} - x^k \rangle | F_k\right] \\
= \mathbb{E}\langle v^k, x^{k+1} - x^* \rangle + \frac{L}{2} \|x^{k+1} - x^k\|^2 | F_k\right] \\
+ \mathbb{E}\langle \nabla f(x^k) - v^k, x^{k+1} - x^k \rangle | F_k\right] \\
\leq \mathbb{E}\langle v^k, x^{k+1} - x^* \rangle + \frac{L}{2} \|x^{k+1} - x^k\|^2 | F_k\right] \\
+ \mathbb{E}[2L\|x^{k+1} - x^k\|^2 + \frac{2}{L} \|\nabla f(x^k) - v^k\|^2 | F_k\right],
\]
where the equality follows from $\mathbb{E}[\langle \nabla f(x^k) - v^k; x^k - x^* \rangle | \mathcal{F}_k] = 0$. By the definition of $v^k$, we have

$$
\mathbb{E}[\|\nabla f(x^k) - v^k\|^2 | \mathcal{F}_k] \\
\leq 2\mathbb{E}[\frac{1}{2} \sum_{i \in I_k} (\nabla f_i(x^k) - \nabla f_i(\tilde{x}^k))\|^2 | \mathcal{F}_k] \\
+ 2\mathbb{E}[\|\nabla f(\tilde{x}^k) - \nabla f(x^k)\|^2 | \mathcal{F}_k] \\
\leq 4\mathbb{E}[\|x^k - \tilde{x}^k\|^2 | \mathcal{F}_k].
$$

Substituting (37) into (36) yields

$$
\begin{align*}
\mathbb{E}[f(x^{k+1}) - f(x^*) | \mathcal{F}_k] \\
\leq \mathbb{E}[(v^k, x^{k+1} - x^*)] + \frac{5L}{2} \|x^{k+1} - x^k\|^2 | \mathcal{F}_k] \\
+ 8\mathbb{E}[\|x^k - \tilde{x}^k\|^2 | \mathcal{F}_k].
\end{align*}
$$

We then claim that

$$
\begin{align*}
\mathbb{E}[(v^k, x^{k+1} - x^*)] + \frac{5L}{2} \|x^{k+1} - x^k\|^2 | \mathcal{F}_k] \\
\leq \frac{1}{2\alpha_k} \mathbb{E}[(\|x^k - x^*\|^2 - \|x^{k+1} - x^*\|^2) | \mathcal{F}_k].
\end{align*}
$$

(39)

Indeed, if $\xi^k = 0$ or $(\phi_{jk}(x^k) - \alpha_k(\xi^k, v^k)) = 0$, from the definition of $x^{k+1}$, we have $v^k = \frac{1}{\alpha_k}(x^k - x^{k+1})$ and

$$
\begin{align*}
\mathbb{E}[(v^k, x^{k+1} - x^*)] + \frac{5L}{2} \|x^{k+1} - x^k\|^2 | \mathcal{F}_k] \\
= \mathbb{E}[\|x^k - x^*\|^2 - \|x^{k+1} - x^*\|^2 - \|x^{k+1} - x^k\|^2] \\
+ \frac{5L}{2} \|x^{k+1} - x^k\|^2 | \mathcal{F}_k] \\
\leq \frac{1}{2\alpha_k} \mathbb{E}[\|x^k - x^*\|^2 - \|x^{k+1} - x^*\|^2] | \mathcal{F}_k],
\end{align*}
$$

where the inequality follows from $5L/2 \leq 1/(2\alpha_k)$. If $\xi^k \neq 0$ and $(\phi_{jk}(x^k) - \alpha_k(\xi^k, v^k)) > 0$, we have

$$
v^k = \frac{1}{\alpha_k} \left(x^k - x^{k+1} - (\phi_{jk}(x^k) - \alpha_k(\xi^k, v^k))\right) \xi^k
$$

and

$$
\begin{align*}
\langle v^k, x^{k+1} - x^* \rangle + \frac{5L}{2} \|x^{k+1} - x^k\|^2 \\
\leq \frac{1}{2\alpha_k}(\|x^k - x^*\|^2 - \|x^{k+1} - x^*\|^2 - \|x^{k+1} - x^k\|^2) \\
- \frac{(\phi_{jk}(x^k) - \alpha_k(\xi^k, v^k))}{\alpha_k \|\xi^k\|^2} \langle \xi^k, x^{k+1} - x^* \rangle.
\end{align*}
$$

(40)

By the convexity of $\phi_{jk}$, we have

$$
\langle -\xi^k, x^{k+1} - x^* \rangle = (\xi^k, x^* - x^k + x^k - x^{k+1}) \\
\leq \phi_{jk}(x^*) - \phi_{jk}(x^k) + (\xi^k, x^k - x^{k+1}) = \phi_{jk}(x^*) \leq 0,
$$

which, together with (40) and $(\phi_{jk}(x^k) - \alpha_k(\xi^k, v^k)) > 0$, implies (39). Substituting (39) into (38), we obtain

$$
\begin{align*}
\mathbb{E}[f(x^{k+1}) - f(x^*) | \mathcal{F}_k] \\
\leq \frac{1}{2\alpha_k} \mathbb{E}[(\|x^k - x^*\|^2 - \|x^{k+1} - x^*\|^2) | \mathcal{F}_k] \\
+ 8\mathbb{E}[\|x^k - \tilde{x}^k\|^2 | \mathcal{F}_k],
\end{align*}
$$

which, upon taking expectation and using Lemma 10, yields

$$
\begin{align*}
\mathbb{E}[f(x^{k+1}) - f(x^*)] \\
\leq \frac{1}{2} \mathbb{E}[\|x^k - x^*\|^2] - \frac{1}{\alpha_k} \mathbb{E}[\|x^{k+1} - x^*\|^2] \\
+ \frac{1}{\alpha_k} \mathbb{E}[\|x^{k+1} - x^*\|^2] \\
+ \mathcal{O}(\alpha_k^2) + 16r \sum_{t=1}^k \mathbb{E}[\|x^t - \Pi_C(x^k)\|^2]
\end{align*}
$$

Summing this inequality over $k$ and using Lemma 9, we have

$$
\sum_{k=0}^{K-1} (\mathbb{E}[f(x^{k+1})] - f(x^*)) \\
\leq \frac{1}{2\alpha_0} \|x^0 - x^*\|^2 + \frac{1}{\alpha_{K+1}} \mathcal{O}(1) + \sum_{k=0}^{K-1} \mathcal{O}(\alpha_k^2) \\
+ 16r^2 \sum_{k=0}^{K-1} \mathbb{E}[\|x^k - \Pi_C(x^k)\|^2].
$$

The last inequality, the definition of $\hat{x}$ and (35) then imply

$$
\begin{align*}
\mathbb{E}[f(\hat{x}^K)] - f(x^*) \\
\leq (1 + \frac{1}{\alpha_{K+1}}) \mathcal{O}(\frac{1}{K^2}) + \frac{1}{K} \sum_{k=0}^{K-1} \mathcal{O}(\alpha_k^2) + \mathcal{O}(\frac{1}{K^3}) \\
\leq \mathcal{O}(\frac{1}{K^3}) + \mathcal{O}(\frac{1}{K^3}) \leq \mathcal{O}(\frac{1}{K^3})
\end{align*}
$$

This completes the proof.

### G. Proof of Theorem 5

By Theorem 1, $\{x^k\}$ converges almost surely to a point in $X^*$. Therefore, the sequence $\mathbb{E}[\|x^k\|_k]$ is bounded, and by Lemma 1(i), inequality (4) and triangle inequality, so are the sequences $\{\mathbb{E}[\|x^k\|_k]\}$, $\{\mathbb{E}[\|\Pi_X(x^k)\|_k]\}$, $\{\mathbb{E}[\|x^k - \Pi_X(x^k)\|_k]\}$, $\{\mathbb{E}[\|x^k - \Pi_C(x^k)\|_k]\}$ and $\{\mathbb{E}[\|\nabla f(\Pi_X(x^k))\|^2_k\}$. Using Lemma 1(i),

$$
\|x^k - \Pi_X(x^k)\| \\
\leq \|x^k - \Pi_C(x^k)\| + \|\Pi_C(x^k) - \Pi_X(\Pi_C(x^k))\| \\
+ \|\Pi_X(\Pi_C(x^k)) - \Pi_X(x^k)\| \\
\leq 2\|x^k - \Pi_C(x^k)\| + \|\Pi_C(x^k) - \Pi_X(\Pi_C(x^k))\|,
$$

which implies that

$$
-\|\Pi_C(x^k) - \Pi_X(\Pi_C(x^k))\|^2 \\
\leq 4\|x^k - \Pi_C(x^k)\|^2 - \frac{1}{2}\|x^k - \Pi_X(x^k)\|^2.
$$

Using this inequality, Assumption 4 and the fact that $\alpha_k \geq \frac{1}{\sqrt{8(k+1)}}$, we have

$$
-\alpha_k(\Pi_C(x^k)) - f^* \\
\leq -\frac{\alpha_k}{2}\|\Pi_C(x^k) - \Pi_X(\Pi_C(x^k))\|^2 \\
\leq 2\alpha_k\|x^k - \Pi_C(x^k)\|^2 - \frac{2}{k+1}\|x^k - \Pi_X(x^k)\|^2.
$$
This inequality and Lemma 7 with \( \lambda = 32m\kappa^2\rho^{-1} \) yield that
\[
\mathbb{E} \left[ \|x_{k+1} - \Pi_{X'}(x_k)\|_2^2 \right] \\
\leq \mathbb{E} \left[ \|x_{k+1} - \Pi_{X'}(x_k)\|_2^2 \right] + (1 + \alpha_k^2(2L^2 + \lambda^2)\|x_k - \Pi_{X'}(x_k)\|_2^2 \\
+ 4L^2\alpha_k^2\|\bar{\omega} - \Pi_{X'}(x_k)\|_2^2 + 36\alpha_k^2) \\
+ \left( \frac{3\rho}{8m\kappa^2} - 2\alpha_k(L + \nu) \right) \|x_k - \Pi_{C}(x_k)\|_2^2 \\
+ \left( \frac{3\rho}{8m\kappa^2} - 2\alpha_k(L + \nu) \right) \|x_k - \Pi_{C}(x_k)\|_2^2 \\
+ \left( \frac{3\rho}{8m\kappa^2} - 2\alpha_k(L + \nu) \right) \|x_k - \Pi_{C}(x_k)\|_2^2 \\
+ \left( \frac{3\rho}{8m\kappa^2} - 2\alpha_k(L + \nu) \right) \|x_k - \Pi_{C}(x_k)\|_2^2.
\]
(41)

Noting that
\[
\frac{3\rho}{8m\kappa^2} - 2\alpha_k(L + \nu) \geq 0,
\]
and taking total expectation on (41), we have
\[
\mathbb{E} \left[ \|x_{k+1} - \Pi_{X'}(x_{k+1})\|_2^2 \right] \\
\leq \left( 1 - \frac{2}{k+1} \right) \mathbb{E} \left[ \|x_k - \Pi_{X'}(x_k)\|_2^2 \right] \\
- \frac{8}{\nu(k+1)} \mathbb{E} \left[ f(\Pi_{C}(x_k)) - f^* \right] + O(\alpha_k^2) \\
- \left( \frac{3\rho}{8m\kappa^2} - 2\alpha_k(L + \nu) \right) \mathbb{E} \left[ \|x_k - \Pi_{C}(x_k)\|_2^2 \right] \\
\leq \left( 1 - \frac{2}{k+1} \right) \mathbb{E} \left[ \|x_k - \Pi_{X'}(x_k)\|_2^2 \right] \\
- \frac{8}{\nu(k+1)} \mathbb{E} \left[ f(\Pi_{C}(x_k)) - f^* \right] \\
- \left( \frac{3\rho}{8m\kappa^2} - 2\alpha_k(L + \nu) \right) \mathbb{E} \left[ \|x_k - \Pi_{C}(x_k)\|_2^2 \right] + O(\alpha_k^2),
\]

where we used the boundedness of the sequences mentioned at the beginning of the proof. Multiplying both sides of the last inequality by \((k+1)\) and using the fact that \(\alpha_k = O(1/k)\), we have that for all \(K \geq k\),
\[
\frac{\rho}{8m\kappa^2}(k+1)\mathbb{E} \left[ \|x_k - \Pi_{C}(x_k)\|_2^2 \right] \\
+ \frac{8}{\nu(K+1)}(k+1)\mathbb{E} \left[ f(\Pi_{C}(x_k)) - f^* \right] \\
\leq (k-1)\mathbb{E} \left[ \|x_k - \Pi_{X'}(x_k)\|_2^2 \right] \\
- (k+1)\mathbb{E} \left[ \|x_{k+1} - \Pi_{X'}(x_{k+1})\|_2^2 \right] + O(1).
\]

Summing the above inequality over \(k\), we get
\[
\sum_{k=1}^{K}(k+1)\mathbb{E} \left[ \|x_k - \Pi_{C}(x_k)\|_2^2 \right] \\
+ \sum_{k=1}^{K}(k+1)\mathbb{E} \left[ f(\Pi_{C}(x_k)) - f^* \right] \\
\leq O(K),
\]
which, together with the convexity of \(\cdot\|_2^2\) and \(f\), implies that
\[
\mathbb{E} \left[ \|x_k - \pi^*_k\|_2^2 \right] \leq \frac{K}{S_K}O(1)\text{ and } \\
\mathbb{E} \left[ f(\pi^*_k) - f^* \right] \leq \frac{K(K+1)}{S_K}O(1),
\]
(42)

where
\[
\pi^*_k = \frac{1}{S_K} \sum_{k \in [K]} k(k+1)x_k, \quad \pi^*_K = \frac{1}{S_K} \sum_{k \in [K]} k(k+1)\Pi_{C}(x_k) \text{ and } \\
S_K = \sum_{k \in [K]} (k^2 + k) \geq \frac{1}{6}K^3.
\]

It then follows from (42) and \(S_K \geq K^3/6\) that
\[
\mathbb{E} \left[ \text{dist}^2(\pi^*_K, C) \right] \leq \mathbb{E} \left[ \|\pi^*_K - \pi^*_K\|_2^2 \right] \leq O \left( \frac{1}{K^2} \right) \\
\text{and } \mathbb{E} \left[ f(\pi^*_K) - f^* \right] \leq O \left( \frac{1}{K} \right).
\]

These two inequalities and the mean value theorem imply the existence of \(\theta \in [0,1]\) such that
\[
\mathbb{E} \left[ f(\pi^*_K) - f^* \right] \leq \mathbb{E} \left[ f(\pi^*_K) - f^* \right] \\
\leq \mathbb{E} \left[ f(\pi^*_K) - f^* \right] + \mathbb{E} \left[ f(\pi^*_K) - f(\pi^*_K) \right] \\
\leq O \left( \frac{1}{K} \right) + \mathbb{E} \left[ \|\nabla f(\pi^*_K + \theta(\pi^*_K - \pi^*_K))\| \|\pi^*_K - \pi^*_K\|_2^2 \right] \\
\leq O \left( \frac{1}{K} \right) + \frac{K}{2} \mathbb{E} \left[ \|\nabla f(\pi^*_K + \theta(\pi^*_K - \pi^*_K))\|_2^2 \right] \\
\leq O \left( \frac{1}{K} \right) + O \left( \frac{1}{K} \right) \mathbb{E} \left[ \|\nabla f(\pi^*_K + \theta(\pi^*_K - \pi^*_K))\|_2^2 \right].
\]

The desired result follows from the boundedness of the sequence \(\{\mathbb{E} \left[ \|\nabla f(\pi^*_K + \theta(x_k - \pi^*_K))\|_2^2 \right] \}_K\), which can be proved as follows:
\[
\mathbb{E} \left[ \|\nabla f(\pi^*_K + \theta(x_k - \pi^*_K))\|_2^2 \right] \\
\leq 2\mathbb{E} \left[ \|\nabla f(\pi^*_K + \theta(x_k - \pi^*_K))\|_2^2 + 2\|\nabla f(\pi^*_K)\|_2^2 \right] \\
\leq 2\mathbb{E} \left[ \|\nabla f(\pi^*_K + \theta(x_k - \pi^*_K))\|_2^2 + 2\|\nabla f(\pi^*_K)\|_2^2 \right] \\
\leq O(1) + 8\mathbb{E} \left[ \|\pi^*_K - x_k\|_2^2 + \|\pi^*_K - x_k\|_2^2 \right] \\
\leq O(1) + 16\mathbb{E} \left[ \|\pi^*_K - x_k\|_2^2 \right] + O \left( \frac{1}{K} \right) \\
+ 16\sum_{k \in [K]} (k+1)\mathbb{E} \left[ \|x_k\|_2^2 \right] \leq O(1),
\]
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where the second inequality follows from (4), the third from \( \theta \in [0, 1] \), the fourth from the convexity of \( \| \cdot \|_2^2 \), and the last from the boundedness of the sequence \( \{ \mathbb{E} [\| w_k \|_2^2] \}_k \). This completes the proof.
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