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It is nowadays accepted that the universe is undergoing a phase of accelerated expansion as tested by the Hubble diagram of Type Ia Supernovae (SNeIa) and several LSS observations. Future SNeIa surveys and other probes will make it possible to better characterize the dynamical state of the universe renewing the interest in cosmography which allows a model independent analysis of the distance-redshift relation. On the other hand, fourth order theories of gravity, also referred to as $f(R)$ gravity, have attracted a lot of interest since they could be able to explain the accelerated expansion without any dark energy. We show here how it is possible to relate the cosmographic parameters (namely the deceleration $q_0$, the jerk $j_0$, the snap $s_0$ and the lerk $l_0$ parameters) to the present day values of $f(R)$ and its derivatives $f^{(n)}(R) = d^n f/dR^n$ (with $n = 1, 2, 3$) thus offering a new tool to constrain such higher order models. Our analysis thus offers the possibility to relate the model independent results coming from cosmography to the theoretically motivated assumptions of $f(R)$ cosmology.

PACS numbers: 04.50.+h, 98.80.-k, 98.80.Es

I. INTRODUCTION

As soon as astrophysicists realized that Type Ia Supernovae (SNeIa) were standard candles, it appeared evident that their high luminosity should make it possible to build a Hubble diagram, i.e. a plot of the distance-redshift relation, over some cosmologically interesting distance ranges. Motivated by this attractive consideration, two independent teams started SNeIa surveys leading to the unexpected discovery that the universe expansion is speeding up rather than decelerating [1]. This surprising result has now been strengthened by more recent data coming from SNeIa surveys [2, 3, 4, 5, 6, 7], large scale structure [8] and cosmic microwave background (CMBR) anisotropy spectrum [9, 10, 11]. This large dataset coherently points toward the picture of a spatially flat universe undergoing an accelerated expansion driven by a dominant negative pressure fluid, typically referred to as dark energy [12].

While there is a wide consensus on the above scenario depicted by such good quality data, there is a similarly wide range of contrasting proposals to solve the dark energy puzzle. Surprisingly, the simplest explanation, namely the cosmological constant $\Lambda$ [13], is also the best one from a statistical point of view [14]. Unfortunately, the well known coincidence and 120 orders of magnitude problems render $\Lambda$ a rather unattractive solution from a theoretical point of view. Inspired by the analogy with inflation, a scalar field $\phi$, dubbed quintessence [15], has then been proposed to give a dynamical $\Lambda$ term in order to both fit the data and avoid the above problems. However, such models are still plagued by difficulties on their own, such as the almost complete freedom in the choice of the scalar field potential and the fine tuning of the initial conditions. Needless to say, a plethora of alternative models are now on the market all sharing the main property to be in agreement with observations, but relying on completely different physics.

Notwithstanding their differences, all the dark energy based theories assume that the observed acceleration is the outcome of the action of an up to now undetected ingredient to be added to the cosmic pie. In terms of the Einstein equations, $G_{\mu\nu} = \chi T_{\mu\nu}$, such models are simply modifying the right hand side including in the stress-energy tensor something more than the usual matter and radiation components.

As a radically different approach, one can also try to leave unchanged the source side, but rather modifying the left hand side. In a sense, one is therefore interpreting cosmic speed up as a first signal of the breakdown of the laws of physics as described by the standard General Relativity (GR). Since this theory has been experimentally tested only up to the Solar System scale, there is no a priori theoretical motivation to extend its validity to extraordinarily larger scales such as the cosmological ones (e.g. the last scattering surface!). Extending GR, not giving up to its positive results, opens the way to a large class of alternative theories of gravity ranging from extra-dimensions [16] to nonminimally coupled scalar fields [17, 18]. In particular, we will be interested here in fourth order theories [19, 20] based on replacing the scalar curvature $R$ in the Hilbert–Einstein action with a generic analytic function $f(R)$ which should be reconstructed starting from data and physically motivated issues. Also referred to as $f(R)$ gravity, these models have been shown to be able to both fit the cosmological data and evade the Solar System constraints in several physically interesting cases [21, 22, 23, 24, 25].
It is worth noting that both dark energy models and modified gravity theories have shown to be in agreement with the data. As a consequence, unless higher precision probes of the expansion rate and the growth of structure will be available, these two rival approaches could not be discriminated. This confusion about the theoretical background suggests that a more conservative approach to the problem of cosmic acceleration, relying on as less model dependent quantities as possible, is welcome. A possible solution could be to come back to the cosmography \cite{26} rather than finding out solutions of the Friedmann equations and testing them. Being only related to the derivatives of the scale factor, the cosmographic parameters make it possible to fit the data on the distance-redshift relation without any \emph{a priori} assumption on the underlying cosmological model: in this case, the only assumption is that the metric is the Robertson-Walker one (and hence not relying on the solution of cosmic equations). Almost a century after Hubble discovery of the expansion of the universe, we could now extend cosmography beyond the search for the value of the Hubble constant. The SNeIa Hubble diagram extends up to $z = 1.7$ thus invoking the need for, at least, a fifth order Taylor expansion of the scale factor in order to give a reliable approximation of the distance-redshift relation. As a consequence, it could be, in principle, possible to estimate up to five cosmographic parameters, although the still too small dataset available does not allow to get a precise and realistic determination of all of them.

Once these quantities have been determined, one could use them to put constraints on the models. In a sense, we are reverting the usual approach consisting in deriving the cosmographic parameters as a sort of byproduct of an assumed theory. Here, we follow the other way around expressing the model characterizing quantities as a function of the cosmographic parameters. Such a program is particularly suited for the study of fourth order theories of gravity. As is well known, the mathematical difficulties entering the solution of fourth order field equations make it quite problematic to find out analytical expressions for the scale factor and hence predict the values of the cosmographic parameters. A key role in $f(R)$ gravity is played by the choice of the $f(R)$ function. Under quite general hypotheses, we will derive useful relations among the cosmographic parameters and the present day value of $f^{(n)}(R) = d^n f / dR^n$, with $n = 0, \ldots , 3$, whatever $f(R)$ is\textsuperscript{1}. Once the cosmographic parameters will be determined, this method will allow us to investigate the cosmography of $f(R)$ theories.

The layout of the paper is as follows. Sects. II and III are devoted to introducing the basic notions of the cosmographic parameters and $f(R)$ gravity, respectively, summarizing the main formulae we will use later. Sect. IV contains the main result of the paper demonstrating how the $f(R)$ derivatives can be related to the cosmographic parameters. Since these latter are not well determined today, we will discuss, in Sect. V, how these formulae can be adapted to a different parameterization relying on expressing the cosmographic parameters in terms of a phenomenological assumption for the dark energy equation of state. Sect. VI illustrates a possible application of the relation among $f(R)$ derivatives and cosmographic parameters showing how one can constrain the parameters of a given $f(R)$ model. Since future data will likely determine with a sufficient precision at least the first two cosmographic parameters, it is worth estimating how this will impact on the determination of the $f(R)$ quantities, which is the argument of Sect. VII. We then summarize and conclude in Sect. VIII.

\section{Cosmographic Parameters}

Standard candles (such as SNeIa and, to a limited extent, gamma ray bursts) are ideal tools in modern cosmology since they make it possible to reconstruct the Hubble diagram, i.e. the redshift-distance relation up to high redshift values. It is then customary to assume a parameterized model (such as the concordance $\Lambda$CDM one, or any other kind of dark energy scenario) and contrasting it against the data to check its viability and constraints its characterizing parameters. As it is clear, such an approach is model dependent so that some doubts always remain on the validity of the constraints on derived quantities as the present day values of the deceleration parameter and the age of the universe. In order to overcome such a problem, one may resort to cosmography, i.e. expanding the scale factor in Taylor series with respect to the cosmic time \cite{26}. Such an expansions leads to a distance-redshift relation which only relies on the assumption of the Robertson-Walker metric thus being fully model independent since it does not depend on the particular form of the solution of cosmic equations. To this aim, it is convenient to introduce the following functions \cite{26,28}:

\begin{equation}
\begin{aligned}
H &= \frac{1}{a} \frac{da}{dt} \\
q &= -\frac{1}{a} \frac{d^2 a}{dt^2} \ H^{-2} \\
j &= \frac{1}{a} \frac{d^3 a}{dt^3} \ H^{-3} \\
s &= \frac{1}{a} \frac{d^4 a}{dt^4} \ H^{-4} \\
l &= \frac{1}{a} \frac{d^5 a}{dt^5} \ H^{-5}
\end{aligned}
\end{equation}

\footnote{As an important remark, we stress that our derivation will rely on the metric formulation of $f(R)$ theories, while we refer the reader to \cite{27} for a similar work in the Palatini approach.}
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which are usually referred to as the Hubble, deceleration, jerk, snap and lerk parameters \cite{29}, respectively\(^2\). Their present day values (which we will denote with a subscript 0) may be used to characterize the evolutionary status of the Universe. For instance, \(q_0 < 0\) denotes an accelerated expansion, while \(j_0\) allows to discriminate among different accelerating models.

It is then a matter of algebra to demonstrate the following useful relations:

\begin{align*}
\dot{H} &= -H^2(1 + q) , \\
\ddot{H} &= H^3(j + 3q + 2) , \\
\dddot{H} &= H^4[s - 4j - 3q(q + 4) - 6] ,
\end{align*}

\(\text{d}^4H/\text{d}t^4 = H^5[l - 5s + 10(q + 2)j + 30(q + 2)q + 24]\),

where a dot denotes derivative with respect to the cosmic time \(t\). Eqs. (2) - (5) make it possible to relate the derivative of the Hubble parameter to the other cosmographic parameters. The distance-redshift relation may then be obtained starting from the Taylor expansion of \(a(t)\) along the lines described in \cite{28, 31, 32}. The result for the fifth order is reported in Appendix A.

It is worth stressing that the definitions of the cosmographic parameters only rely on the assumption of the Robertson-Walker metric. As such, it is however difficult to state a priori to what extent the fifth order expansion provides an accurate enough description of the quantities of interest. Actually, the number of cosmographic parameters to be used depends on the problem one is interested in. As we will see later, we are here concerned only with the SNeIa Hubble diagram so that we have to check that the distance modulus \(\mu_{\text{cp}}(z)\) obtained using the fifth order expansion of the scale factor is the same (within the errors) as the one \(\mu_{DE}(z)\) of the underlying physical model. Being such a model of course unknown, one can adopt a phenomenological parameterization for the dark energy\(^3\) EoS and look at the percentage deviation \(\Delta\mu/\mu_{DE}\) as a function of the EoS parameters. We have carried out such exercise using the CPL model introduced later and verified that \(\Delta\mu/\mu_{DE}\) is an increasing function of \(z\) (as expected), but still remains smaller than 2% up to \(z \sim 2\) over a wide range of the CPL parameter space. On the other hand, halting the Taylor expansion to a lower order may introduce significant deviation for \(z > 1\) that can potentially bias the analysis if the measurement errors are as small as those predicted for future SNeIa surveys. We are therefore confident that our fourth order expansion is both sufficient to get an accurate distance modulus over the redshift range probed by SNeIa and necessary to avoid dangerous biases.

### III. \(f(R)\) Gravity

Much interest has been recently devoted to a form of quintessence induced by curvature according to which the present universe is filled by pressureless dust matter only and the acceleration is the result of the modified Friedmann equations obtained by replacing the Ricci curvature scalar \(R\) with a generic function \(f(R)\) in the gravity action \cite{13, 27}. Under the assumption of a flat universe, the Hubble parameter is therefore determined by\(^4\):

\[ H^2 = \frac{1}{3} \left[ \frac{\rho_m}{f'(R)} + \rho_{\text{curv}} \right] \]

where the prime denotes derivative with respect to \(R\) and \(\rho_{\text{curv}}\) is the energy density of an effective curvature fluid\(^5\):

\[ \rho_{\text{curv}} = \frac{1}{f'(R)} \left\{ \frac{1}{2} [f(R) - R f'(R)] - 3H \dot{f}'(R) \right\} . \]

Assuming there is no interaction between the matter and the curvature terms (we are in the so-called Jordan frame), the matter continuity equation gives the usual scaling \(\rho_M = \rho_M(t = t_0)a^{-3} = 3H_0^2\Omega_M a^{-3}\), with \(\Omega_M\) the present day matter density parameter. The continuity equation for \(\rho_{\text{curv}}\) then reads:

\[ \dot{\rho}_{\text{curv}} + 3H(1 + w_{\text{curv}})\rho_{\text{curv}} = \frac{3H^2\Omega_M \dot{f}''(R)[f'(R)]^2}{[f'(R)]^2} a^{-3} \]

with

\[ w_{\text{curv}} = -1 + \frac{\dot{R} f''(R) + \dot{\dot{R}} [f''(R) - H f'(R)]}{[f'(R) - R f'(R)]/2 - 3H \dot{f}'(R)} \]

the barotropic factor of the curvature fluid. It is worth noticing that the curvature fluid quantities \(\rho_{\text{curv}}\) and

\(^2\) Note that the use of the jerk parameter to discriminate between different models was also proposed in \cite{30} in the context of the statefinder parametrization.

\(^3\) Note that one can always use a phenomenological dark energy model to get a reliable estimate of the scale factor evolution even if the correct model is a fourth order one.

\(^4\) We use here natural units such that \(8\pi G = 1\).

\(^5\) Note that the name curvature fluid does not refer to the FRW curvature parameter \(k\), but only takes into account that such a term is a geometrical one related to the scalar curvature \(R\).
\( w \text{\textsubscript{curv}} \) only depends on \( f(R) \) and its derivatives up to the third order. As a consequence, considering only their present day values (which may be naively obtained by replacing \( R \) with \( R_0 \) everywhere), two \( f(R) \) theories sharing the same values of \( f(R_0) \), \( f'(R_0) \), \( f''(R_0) \), \( f'''(R_0) \) will be degenerate from this point of view.\(^6\)

Combining Eq.\(^8\) with Eq.\(^8\), one finally gets the following master equation for the Hubble parameter:

\[
\dot{H} = -\frac{1}{2f'(R)} \left\{ 3H_0^2\Omega_M a^{-3} + \ddot{R}f''(R) + \dot{R}\left[\dot{R}f'''(R) - Hf''(R)\right] \right\} .
\] (10)

Expressing the scalar curvature \( R \) as function of the Hubble parameter as:

\[
R = -6\left( \dot{H} + 2H^2 \right)
\] (11)

and inserting the result into Eq.\(^10\), one ends with a fourth order nonlinear differential equation for the scale factor \( a(t) \) that cannot be easily solved also for the simplest cases (for instance, \( f(R) \propto R^m \)). Moreover, although technically feasible, a numerical solution of Eq.\(^10\) is plagued by the large uncertainties on the boundary conditions (i.e., the present day values of the scale factor and its derivatives up to the third order) that have to be set to find out the scale factor.

IV. \( f(R) \) DERIVATIVES VS COSMOGRAPHY

Motivated by these difficulties, we approach now the problem from a different viewpoint. Rather than choosing a parameterized expression for \( f(R) \) and then numerically solving Eq.\(^10\) for given values of the boundary conditions, we try to relate the present day values of its derivatives to the cosmographic parameters \( (q_0, j_0, s_0, l_0) \) so that constraining them in a model independent way gives us a hint for what kind of \( f(R) \) theory could be able to fit the observed Hubble diagram.\(^7\)

As a preliminary step, it is worth considering again the constraint equation \(^11\). Differentiating with respect to \( t \), we easily get the following relations:

\[
\ddot{R} = -6\left( \ddot{H} + 4H\dot{H} \right)
\]
\[
\dot{R} = -6\left( \ddot{H} + 4H\dot{H} + 4\dot{H}^2 \right) .
\] (12)
\[
\ddot{R} = -6\left( d^4H/dt^4 + 4H\ddot{H} + 12\dot{H}\dot{H} \right)
\]

Evaluating these at the present time and using Eqs.\(^2\) - \(^5\), one finally gets:

\[
R_0 = -6H_0^2(1 - q_0) ,
\] (13)
\[
\dot{R}_0 = -6H_0^2(j_0 - q_0 - 2) ,
\] (14)
\[
\ddot{R}_0 = -6H_0^4(s_0 + q_0^2 + 8q_0 + 6) ,
\] (15)
\[
\dddot{R}_0 = -6H_0^5[l_0 - s_0 + 2(q_0^4 + 4j_0 - 6(3q_0 + 8)q_0 - 24) ,
\] (16)

which will turn out to be useful in the following.

Let us now come back to the expansion rate and master equations \(^6\) and \(^10\). Since they have to hold along the full evolutionary history of the universe, they naively hold also at the present day. As a consequence, we may evaluate them in \( t = t_0 \) thus easily obtaining:

\[
H_0^2 = \frac{H_0^2\Omega_M}{f'(R_0)} + \frac{f(R_0) - R_0f'(R_0) - 6H_0\dot{R}_0f''(R_0)}{6f'(R_0)} .
\] (17)

\[
- \frac{\dot{H}_0}{2} = \frac{3H_0^2\Omega_M}{2f'(R_0)} + \frac{\ddot{R}_0f'''(R_0) + \left( \ddot{R}_0 - H_0\dot{R}_0 \right) f''(R_0)}{2f'(R_0)} .
\] (18)

Using Eqs.\(^2\) - \(^5\) and \(^13\) - \(^14\), we can rearrange Eqs.\(^17\) and \(^18\) as two relations among the Hubble constant \( H_0 \) and the cosmographic parameters \( (q_0, j_0, s_0) \), on one hand, and the present day values of \( f(R) \) and its derivatives up to third order. However, two further relations are needed in order to close the system and determine the four unknown quantities \( f(R_0), f'(R_0), f''(R_0), f'''(R_0) \). A first one may be easily obtained by noting that, inserting back the physical units, the rate expansion equation reads:

\[
H^2 = \frac{8\pi G}{3f'(R)} [\rho_m + \rho \text{\textsubscript{curv}} f'(R)]
\]
which clearly shows that, in $f(R)$ gravity, the Newtonian gravitational constant $G$ is replaced by an effective (time dependent) $G_{eff} = G/f'(R)$. On the other hand, it is reasonable to assume that the present day value of $G_{eff}$ is the same as the Newtonian one so that we get the simple constraint:

$$G_{eff}(z = 0) = G \rightarrow f'(R_0) = 1 .$$  \hspace{1cm} (19)

In order to get the fourth relation we need to close the system, we first differentiate both sides of Eq. (10) with respect to $t$. We thus get:

$$\ddot{H} = \frac{\dot{R}^2 f'''(R) + \left( \dot{R} - H \dot{R} \right) f''(R) + 3H_0^2 \Omega_M a^{-3}}{2 \left[ R f''(R) \right]^{-1} [f'(R)]^2} - \frac{\dot{R}^3 f^{(iv)}(R) + \left( 3 \dot{R} \dot{R} - H \ddot{R} \right) f''(R)}{2f'(R)} - \frac{\left( \ddot{R} - H \dot{R} + \dot{H} \dot{R} \right) f''(R) - 9H_0^3 \Omega_M H a^{-3}}{2f'(R)} , \hspace{1cm} (20)$$

with $f^{(iv)}(R) = d^4 f/dR^4$. Let us now suppose that $f(R)$ may be well approximated by its third order Taylor expansion in $R - R_0$, i.e. we set:

$$f(R) = f(R_0) + f'(R_0)(R - R_0) + \frac{1}{2} f''(R_0)(R - R_0)^2 + \frac{1}{6} f'''(R_0)(R - R_0)^3 . \hspace{1cm} (21)$$

In such an approximation, it is $f^{(n)}(R) = d^n f/R^n = 0$ for $n \geq 4$ so that naively $f^{(iv)}(R_0) = 0$. Evaluating then Eq. (20) at the present day, we get:

$$\dot{H}_0 = \frac{\dot{R}_0^2 f'''(R_0) + \left( \dot{R}_0 - H_0 \dot{R}_0 \right) f''(R_0) + 3H_0^2 \Omega_M}{2 \left[ R_0 f''(R_0) \right]^{-1} [f'(R_0)]^2} - \frac{3\dot{R}_0 \dot{R}_0 - H \dot{R}_0^2}{2f'(R_0)} - \frac{\left( \ddot{R}_0 - H_0 \ddot{R}_0 + \dot{H}_0 \dot{R}_0 \right) f''(R_0) - 9H_0^3 \Omega_M}{2f'(R_0)} . \hspace{1cm} (22)$$

We can now schematically proceed as follows. Evaluate Eqs. (21) at $z = 0$ and plug these relations into the left hand sides of Eqs. (17), (18), (22). Insert Eqs. (13) - (16) into the right hand sides of these same equations so that only the cosmographic parameters $(q_0, j_0, s_0, l_0)$ and the $f(R)$ related quantities enter both sides of these relations. Finally, solve them under the constraint (19) with respect to the present day values of $f(R)$ and its derivatives up to the third order. After some algebra, one ends up with the desired result:

$$f(R_0) = \frac{P_0(q_0, j_0, s_0, l_0) \Omega_M + Q_0(q_0, j_0, s_0, l_0)}{R(j_0, j_0, s_0, l_0)} , \hspace{1cm} (23)$$

$$f'(R_0) = 1 , \hspace{1cm} (24)$$

$$\frac{f''(R_0)}{(6H_0^2)^{-1}} = \frac{-P_2(q_0, j_0, s_0) \Omega_M + Q_2(q_0, j_0, s_0)}{R(j_0, j_0, s_0, l_0)} , \hspace{1cm} (25)$$

$$\frac{f'''(R_0)}{(6H_0^2)^{-2}} = \frac{-P_3(q_0, j_0, s_0, l_0) \Omega_M + Q_3(q_0, j_0, s_0, l_0)}{R(j_0, j_0, s_0, l_0)} , \hspace{1cm} (26)$$

where we have defined:

$$P_0 = (j_0 - q_0 - 2)l_0$$
$$- \left( 3q_0 + 7j_0 + 6q_0^2 + 41q_0 + 22 \right) s_0$$
$$- [3(q_0 + 16)]j_0 + 20q_0^2 + 64q_0 + 12 \right] j_0$$
$$- (3q_0 + 25q_0^3 + 96q_0 + 72q_0 + 20) , \hspace{1cm} (27)$$

$$Q_0 = (q_0^2 - j_0 q_0 + 2q_0) l_0$$
$$+ 3q_0 s_0 + 4(j_0 + 6) j_0 + 6q_0^3 + 44q_0^2 + 22q_0 - 12 s_0$$
$$+ 2j_0^2 + (3q_0^2 + 10q_0 - 6) j_0 + 17q_0^3 + 52q_0^2 + 54q_0$$
$$+ 36 j_0 + 3q_0^3 + 28q_0^2 + 118q_0 + 72q_0^2 - 76q_0$$
$$- 64 , \hspace{1cm} (28)$$

$$P_2 = 9s_0 + 6j_0 + 9q_0^2 + 66q_0 + 42 , \hspace{1cm} (29)$$

$$Q_2 = - \left( 6(q_0 + 1) s_0$$
$$+ [2j_0 - 2(1 - q_0)] j_0$$
$$+ 6q_0^3 + 50q_0^2 + 74q_0 + 32 \right) , \hspace{1cm} (30)$$

$$P_3 = 3l_0 + 3s_0 - 9(q_0 + 4) j_0 - (45q_0^2 + 78q_0 + 12) , \hspace{1cm} (31)$$

$$Q_3 = - \left( 2(1 + q_0) l_0$$
$$+ 2(j_0 + q_0) s_0$$
$$- (2j_0 + 4q_0^2 + 12q_0 + 6) j_0$$
$$- (30q_0^3 + 84q_0^2 + 78q_0 + 24) \right) , \hspace{1cm} (32)$$

$$\mathcal{R} = (j_0 - q_0 - 2)l_0$$
$$- (3s_0 - 2j_0 + 6q_0^2 + 50q_0 + 40) s_0$$
$$+ [3(q_0 + 10)]j_0 + 11q_0^2 + 4q_0 - 18 \right] j_0$$
$$- (3q_0^4 + 34q_0^3 + 246q_0^2 - 104) . \hspace{1cm} (33)$$
Eqs. (23) - (33) make it possible to estimate the present day values of $f(R)$ and its first three derivatives as function of the Hubble constant $H_0$ and the cosmographic parameters $(q_0, j_0, s_0, l_0)$ provided a value for the matter density parameter $\Omega_M$ is given. This is a somewhat problematic point. Indeed, while the cosmographic parameters may be estimated in a model independent way, the fiducial value for $\Omega_M$ is usually the outcome of fitting a given dataset in the framework of an assumed dark energy scenario. However, it is worth noting that different models all converge towards the concordance value $\Omega_M \approx 0.25$ which is also in agreement with astrophysical (model independent) estimates from the gas mass fraction in galaxy clusters. On the other hand, it has been proposed that $f(R)$ theories may avoid the need for dark matter in galaxies and galaxy clusters [34]. In such a case, the total matter content of the universe is essentially equal to the baryonic one. According to the primordial elements abundance and the standard BBN scenario, we therefore get $\Omega_M \approx \omega_b/h^2$ with $\omega_b = \Omega_b h^2 \approx 0.0214 \pm 0.002$ and $h$ the Hubble constant in units of 100 km/s/Mpc. Setting $h = 0.72$ in agreement with the results of the HST Key project [35], we thus get $\Omega_M = 0.041$ for a baryons only universe. We will therefore consider in the following both cases when numerical estimates are needed.

It is worth noticing that $H_0$ only plays the role of a scaling parameter giving the correct physical dimensions to $f(R)$ and its derivatives. As such, it is not surprising that we need four cosmographic parameters, namely $(q_0, j_0, s_0, l_0)$, to fix the four $f(R)$ related quantities $f(R_0)$, $f'(R_0)$, $f''(R_0)$, $f'''(R_0)$. It is also worth stressing that Eqs. (23) - (26) are linear in the $f(R)$ quantities so that $(q_0, j_0, s_0, l_0)$ uniquely determine the former ones. On the contrary, inverting them to get the cosmographic parameters as function of the $f(R)$ ones, we do not get linear relations. Indeed, the field equations in $f(R)$ theories are nonlinear fourth order differential equations in the scale factor $a(t)$ so that fixing the derivatives of $f(R)$ up to third order makes it possible to find out a class of solutions, not a single one. Each one of these solutions will be characterized by a different set of cosmographic parameters thus explaining why the inversion of Eqs. (23) - (33) does not give a unique result for $(q_0, j_0, s_0, l_0)$.

As a final comment, we reconsider the underlying assumptions leading to the above derived relations. While Eqs. (17) and (18) are exact relations deriving from a rigorous application of the field equations, Eq. (22) heavily relies on having approximated $f(R)$ with its third order Taylor expansion (21). If this assumption fails, the system should not be closed since a fifth unknown parameter enters the game, namely $f^{(iv)}(R_0)$. Actually, replacing $f(R)$ with its Taylor expansion is not possible for all class of $f(R)$ theories. As such, the above results only hold in those cases where such an expansion is possible. Moreover, by truncating the expansion to the third order, we are implicitly assuming that higher order terms are negligible over the redshift range probed by the data. That is to say, we are assuming that:

$$f^{(n)}(R_0)(R - R_0)^n \ll \sum_{m=0}^{3} \frac{f^{(m)}(R_0)}{m!}(R - R_0)^m \quad \text{for } n \geq 4$$

over the redshift range probed by the data. Checking the validity of this assumption is not possible without explicitly solving the field equations, but we can guess an order of magnitude estimate considering that, for all viable models, the background dynamics should not differ too much from the ΛCDM one at least up to $z \approx 2$. Using then the expression of $H(z)$ for the ΛCDM model, it is easily to see that $R/R_0$ is a quickly increasing function of the redshift so that, in order Eq. (34) holds, we have to assume that $f^{(n)}(R_0) \ll f^{(m)}(R_0)$ for $n \geq 4$. This condition is easier to check for many analytical $f(R)$ models.

Once such a relation is verified, we have still to worry about Eq. (19) relying on the assumption that the cosmological gravitational constant is exactly the same as the local one, i.e. the same as the one measured in the laboratory and entering the Newtonian Poisson equation. Actually, the cosmological gravitational constant should be identified with the one entering the perturbation equations for a given $f(R)$ model. Comparing the Newtonian $G_N$ and this cosmological $G$, one could infer whether the $G$ entering the background equations is the same as the local one. Although this is outside our aims here, we can, in a first reasonable approximation, argue that the condition $G_{\text{local}} = G_{\text{cosmo}}$ could be replaced by the weaker relation $G_{\text{eff}}(z = 0) = G(1 + \varepsilon)$ with $\varepsilon \ll 1$. In this case, we should repeat the derivation of Eqs. (23) - (26) now using the condition $f'(R_0) = (1 + \varepsilon)^{-1}$. Taylor expanding the results in $\varepsilon$ to the first order and comparing with the above derived equations, we can estimate the error induced by our assumption $\varepsilon = 0$. The resulting expressions are too lengthy to be reported and depend in a complicated way on the values of the matter density parameter $\Omega_M$, the cosmographic parameters $(q_0, j_0, s_0, l_0)$ and $\varepsilon$. However, we have numerically checked that the error induced on $f(R_0)$, $f''(R_0)$, $f'''(R_0)$ are much lower than 10% for value of $\varepsilon$ as high as an unrealistic $\varepsilon \approx 0.1$. We are therefore confident that our results are reliable also under such conditions.

V. $f(R)$ DERIVATIVES AND CPL MODELS

A determination of $f(R)$ and its derivatives in terms of the cosmographic parameters need for an estimate of these latter from the data in a model independent way. Unfortunately, even in the nowadays era of precision cosmology, such a program is still too ambitious to give useful constraints on the $f(R)$ derivatives, as we will see later. On the other hand, the cosmographic parameters may also be expressed in terms of the dark energy density and EoS parameters so that we can work out what are the present day values of $f(R)$ and its derivatives.
giving the same \((q_0, j_0, s_0, l_0)\) of the given dark energy model. To this aim, it is convenient to adopt a parameterized expression for the dark energy EoS in order to reduce the dependence of the results on any underlying theoretical scenario. Following the prescription of the Dark Energy Task Force [37], we will use the Chevallier-Polarski-Linder (CPL) parameterization for the EoS setting [38]:

\[
w = w_0 + w_a (1 - a) = w_0 + w_a z (1 + z)^{-1}
\]  

(35)

so that, in a flat universe filled by dust matter and dark energy, the dimensionless Hubble parameter \(E(z) = H/H_0\) reads:

\[
E^2(z) = \Omega_M (1 + z)^3 + \Omega_X (1 + z)^{3(1 + w_0 + w_a)} e^{-\frac{3w_a}{1 + 3}}
\]  

(36)

with \(\Omega_X = 1 - \Omega_M\) because of the flatness assumption. In order to determine the cosmographic parameters for such a model, we avoid integrating \(H(z)\) to get \(a(t)\) by noting that \(d/dz = -(1 + z)H(z)d/dz\). We can use such a relation to evaluate \((\dot{H}, \ddot{H}, H, d^4H/dt^4)\) and then solve Eqs. (23) - (33), evaluated in \(z = 0\), with respect to the parameters of interest. Some algebra finally gives:

\[
q_0 = \frac{1}{2} + \frac{3}{2} (1 - \Omega_M)w_0 ,
\]  

(37)

\[
j_0 = 1 + \frac{3}{2} (1 - \Omega_M) [3w_0 (1 + w_0) + w_a] ,
\]  

(38)

\[
s_0 = -\frac{7}{2} - \frac{33}{4} (1 - \Omega_M)w_a
\]  

\[
- \frac{9}{4} (1 - \Omega_M) [9 + (7 - \Omega_M)w_a] w_0
\]  

\[
- \frac{9}{4} (1 - \Omega_M)(16 - 3\Omega_M)w_0^2
\]  

\[
- \frac{27}{4} (1 - \Omega_M)(3 - \Omega_M)w_0^3 ,
\]  

(39)

\[
l_0 = \frac{35}{2} + \frac{1 - \Omega_M}{4} [213 + (7 - \Omega_M)w_a] w_a
\]  

\[
+ \frac{1 - \Omega_M}{4} [489 + 9(82 - 21\Omega_M)w_a] w_0
\]  

\[
+ \frac{9}{4} (1 - \Omega_M) [67 - 21\Omega_M + \frac{3}{2} (23 - 11\Omega_M)w_a] w_0^2
\]  

\[
+ \frac{27}{4} (1 - \Omega_M)(47 - 24\Omega_M)w_0^3
\]  

\[
+ \frac{81}{2} (1 - \Omega_M)(3 - 2\Omega_M)w_0^6 .
\]  

(40)

Inserting Eqs. (37) - (40) into Eqs. (23) - (33), we get lengthy expressions (which we do not report here) giving the present day values of \(f(R)\) and its first three derivatives as function of \((\Omega_M, w_0, w_a)\). It is worth noting that the \(f(R)\) model thus obtained is not dynamically equivalent to the starting CPL one. Indeed, the two models have the same cosmographic parameters only today. As such, for instance, the scale factor is the same between the two theories only over the time period during which the fifth order Taylor expansion is a good approximation of the actual \(a(t)\). It is also worth stressing that such a procedure does not select a unique \(f(R)\) model, but rather a class of fourth order theories all sharing the same third order Taylor expansion of \(f(R)\).

### A. The \(\Lambda CDM\) case

With these caveats in mind, it is worth considering first the \(\Lambda CDM\) model which is obtained by setting \((w_0, w_a) = (-1, 0)\) in the above expressions thus giving:

\[
\begin{align*}
q_0 &= \frac{1}{2} - \frac{3}{2} \Omega_L \\
j_0 &= 1 \\
s_0 &= 1 - \frac{9}{2} \Omega_M \\
l_0 &= 1 + 3\Omega_M + \frac{27}{2}\Omega_M^2
\end{align*}
\]  

(41)

When inserted into the expressions for the \(f(R)\) quantities, these relations give the remarkable result:

\[
f(R_0) = R_0 + 2\Lambda , \quad f''(R_0) = f''(R_0) = 0 ,
\]  

(42)

so that we obviously conclude that the only \(f(R)\) theory having exactly the same cosmographic parameters as the \(\Lambda CDM\) model is just \(f(R) \propto R\), i.e. GR. It is worth noticing that such a result comes out as a consequence of the values of \((q_0, j_0)\) in the \(\Lambda CDM\) model. Indeed, should we have left \((s_0, l_0)\) undetermined and only fixed \((q_0, j_0)\) to the values in (41), we should have got the same result in (42). Since the \(\Lambda CDM\) model fits well a large set of different data, we do expect that the actual values of \((q_0, j_0, s_0, l_0)\) do not differ too much from the \(\Lambda CDM\) ones. Therefore, we plug into Eqs. (23) - (33) the following expressions:

\[
\begin{align*}
q_0 &= q_0^\Lambda \times (1 + \epsilon_q) \\
j_0 &= j_0^\Lambda \times (1 + \epsilon_j) \\
s_0 &= s_0^\Lambda \times (1 + \epsilon_s) \\
l_0 &= l_0^\Lambda \times (1 + \epsilon_l)
\end{align*}
\]  

with \((q_0^\Lambda, j_0^\Lambda, s_0^\Lambda, l_0^\Lambda)\) given by Eqs. (41) and \((\epsilon_q, \epsilon_j, \epsilon_s, \epsilon_l)\) quantify the deviations from the \(\Lambda CDM\) values allowed by the data. A numerical estimate of these quantities may be obtained, e.g., from a Markov chain analysis,
but this is outside our aims. Since we are here interested in a theoretical examination, we prefer to consider an idealized situation where the four quantities above all share the same value $\varepsilon << 1$. In such a case, we can easily investigate how much the corresponding $f(R)$ deviates from the GR one considering the two ratios $f''(R_0)/f(R_0)$ and $f'''(R_0)/f(R_0)$. Inserting the above expressions for the cosmographic parameters into the exact (not reported) formulae for $f(R_0)$, $f''(R_0)$ and $f'''(R_0)$, taking their ratios and then expanding to first order in $\varepsilon$, we finally get:

$$\eta_{20} = \frac{64 - 6\Omega_M(9\Omega_M + 8)}{[3(9\Omega_M + 74)\Omega_M - 556]\Omega_M^2 + 16} \times \frac{\varepsilon}{27}, \quad (43)$$

$$\eta_{30} = \frac{6\Omega_M - 110\Omega_M^2 + 40\Omega_M^2 + 4}{[3(9\Omega_M + 74)\Omega_M - 556]\Omega_M^2 + 16} \times \frac{\varepsilon}{243\Omega_M^2}, \quad (44)$$

having defined $\eta_{20} = f''(R_0)/f(R_0) \times H_0^2$ and $\eta_{30} = f'''(R_0)/f(R_0) \times H_0^2$ which, being dimensionless quantities, are more suited to estimate the order of magnitudes of the different terms. Inserting our fiducial values for $\Omega_M$, we get:

$$\begin{align*}
\eta_{20} &\simeq 0.15 \times \varepsilon \quad \text{for} \quad \Omega_M = 0.041, \\
\eta_{20} &\simeq -0.12 \times \varepsilon \quad \text{for} \quad \Omega_M = 0.250, \\
\eta_{30} &\simeq 4 \times \varepsilon \quad \text{for} \quad \Omega_M = 0.041, \\
\eta_{30} &\simeq -0.18 \times \varepsilon \quad \text{for} \quad \Omega_M = 0.250.
\end{align*}$$

For values of $\varepsilon$ up to 0.1, the above relations show that the second and third derivatives are at most two orders of magnitude smaller than the zeroth order term $f(R_0)$. Actually, the values of $\eta_{20}$ for a baryon only model (first row) seems to argue in favor of a larger importance of the third order term. However, we have numerically checked that the above relations approximates very well the exact expressions up to $\varepsilon \simeq 0.1$ with an accuracy depending on the value of $\Omega_M$, being smaller for smaller matter density parameters. Using the exact expressions for $\eta_{20}$ and $\eta_{30}$, our conclusion on the negligible effect of the second and third order derivatives are significantly strengthened.

Such a result holds under the hypotheses that the narrower are the constraints on the validity of the $\Lambda$CDM model, the smaller are the deviations of the cosmographic parameters from the $\Lambda$CDM ones. It is possible to show that this indeed the case for the CPL parametrization we are considering. On the other hand, we have also assumed that the deviations ($\varepsilon_g, \varepsilon_j, \varepsilon_x, \varepsilon_l$) take the same values. Although such hypothesis is somewhat ad hoc, we argue that the main results are not affected by giving it away. Indeed, although different from each other, we can still assume that all of them are very small so that Taylor expanding to the first order should lead to additional terms into Eqs. $[43]$ - $[44]$ which are likely of the same order of magnitude. We may therefore conclude that, if the observations confirm that the values of the cosmographic parameters agree within $\sim 10\%$ with those predicted for the $\Lambda$CDM model, we must conclude that the deviations of $f(R)$ from the GR case, $f(R) \propto R$, should be vanishingly small.

It is worth stressing, however, that such a conclusion only holds for those $f(R)$ models satisfying the constraint. It is indeed possible to work out a model having $f(R_0) \propto R_0$, $f''(R_0) = f'''(R_0) = 0$, but $f^n(R_0) \neq 0$ for some $n$. For such a (somewhat ad hoc) model, Eq.$[43]$ is clearly not satisfied so that the cosmographic parameters have to be evaluated from the solution of the field equations. For such a model, the conclusion above does not hold so that one cannot exclude that the resulting $(q_0, j_0, s_0, l_0)$ are within $10\%$ of the $\Lambda$CDM ones.

B. The constant EoS model

Let us now take into account the condition $w = -1$, but still retains $w_a = 0$ thus obtaining the so called quiescence models. In such a case, some problems arise because both the terms $(j_0 - q_0 - 2)$ and $R$ may vanish for some combinations of the two model parameters $(\Omega_M, w_0)$. For instance, we find that $j_0 - q_0 - 2 = 0$ for $w_0 = (w_1, w_2)$ with:

$$w_1 = \frac{1}{1 - \Omega_M + \sqrt{(1 - \Omega_M)(4 - \Omega_M)}},$$

$$w_2 = -\frac{1}{3} \left[ 1 + \frac{4 - \Omega_M}{\sqrt{(1 - \Omega_M)(4 - \Omega_M)}} \right].$$

On the other hand, the equation $R(\Omega_M, w_0) = 0$ may have different real roots for $w$ depending on the adopted value of $\Omega_M$. Denoting collectively with $w_{null}$ the values of $w_0$ that, for a given $\Omega_M$, make $(j_0 - q_0 - 2)R(\Omega_M, w_0)$ taking the null value, we individuate a set of quiescence models whose cosmographic parameters give rise to divergent values of $f(R_0)$, $f''(R_0)$ and $f'''(R_0)$. For such models, $f(R)$ is clearly not defined so that we have to exclude these cases from further consideration. We only note that it is still possible to work out a $f(R)$ theory reproducing the same background dynamics of such models, but a different route has to be used.

Since both $q_0$ and $j_0$ now deviate from the $\Lambda$CDM values, it is not surprising that both $f''(R_0)$ and $f'''(R_0)$ take finite non null values. However, it is more interesting to study the two quantities $\eta_{20}$ and $\eta_{30}$ defined above to investigate the deviations of $f(R)$ from the GR case. These are plotted in Figs. 1 and 2 for the two fiducial $\Omega_M$ values. Note that the range of $w_0$ in these plots have been chosen in order to avoid divergences, but the lessons we will draw also hold for the other $w_0$ values.

As a general comment, it is clear that, even in this case, $f''(R_0)$ and $f'''(R_0)$ are from two to three orders of magnitude smaller that the zeroth order term $f(R_0)$. Such a
result could be yet guessed from the previous discussion for the ΛCDM case. Actually, relaxing the hypothesis $w_0 = -1$ is the same as allowing the cosmographic parameters to deviate from the ΛCDM values. Although a direct mapping between the two cases cannot be established, it is nonetheless evident that such a relation can be argued thus making the outcome of the above plots not fully surprising. It is nevertheless worth noting that, while in the ΛCDM case, $\eta_{20}$ and $\eta_{30}$ always have opposite signs, this is not the case for quiescence models with $w > -1$. Indeed, depending on the value of $\Omega_M$, we can have $f(R)$ theories with both $\eta_{20}$ and $\eta_{30}$ positive. Moreover, the lower is $\Omega_M$, the higher are the ratios $\eta_{20}$ and $\eta_{30}$ for a given value of $w_0$. This can be explained qualitatively noticing that, for a lower $\Omega_M$, the density parameter of the curvature fluid (playing the role of an effective dark energy) must be larger thus claiming for higher values of the second and third derivatives (see also [39] for a different approach to the problem).

\[ \mathcal{P}_0(w_0, w_a)\Omega_M + \mathcal{Q}_0(w_0, w_a) = 0 \]

where $\mathcal{P}_0(w_0, w_a)$ and $\mathcal{Q}_0(w_0, w_a)$ are obtained by inserting Eqs. (37) - (40) into the definitions (27) - (28). For such CPL models, there is no any $f(R)$ model having the same cosmographic parameters and, at the same time, satisfying all the criteria needed for the validity of our procedure. Actually, if $f(R_0) = 0$, the condition (54) is likely to be violated so that higher than third order must be included in the Taylor expansion of $f(R)$ thus invalidating the derivation of Eqs. (23) - (26).

Under these caveats, Figs. 3 and 4 demonstrate that allowing the dark energy EoS to evolve does not change significantly our conclusions. Indeed, the second and third derivatives, although being not null, are nevertheless negligible with respect to the zeroth order term thus arguing in favour of a GR-like $f(R)$ with only very small corrections. Such a result is, however, not fully unexpected. From Eqs. (37) and (38), we see that, having setted $w_0 = -1$, the $q_0$ parameter is the same as for the ΛCDM model, while $j_0$ reads $j_0 = (3/2)(1 - \Omega_M) w_a$. As we have stressed above, the Hilbert - Einstein Lagrangian $f(R) = R + 2\Lambda$ is recovered when $(q_0, j_0) = (j_0^\Lambda, j_0^\Lambda)$ whatever the values of $(s_0, l_0)$ are. Introducing a $w_a \neq 0$ makes $(s_0, l_0)$ to differ from the ΛCDM values, but the first two cosmographic parameters are only mildly affected. Such deviations are then partially washed out by the complicated way they enter in the determination of the present day values of $f(R)$ and its first three derivatives.

VI. CONSTRAINTING $f(R)$ PARAMETERS

In the previous section, we have worked an alternative method to estimate $f(R_0)$, $f''(R_0)$, $f'''(R_0)$ resorting to a model independent parameterization of the dark energy EoS. However, in the ideal case, the cosmographic
parameters are directly estimated from the data so that Eqs. (23) - (33) can be used to infer the values of the \( f(R) \) related quantities. These latter can then be used to put constraints on the parameters entering an assumed fourth order theory assigned by a \( f(R) \) function characterized by a set of parameters \( \mathbf{p} = (p_1, \ldots, p_n) \), provided that the hypotheses underlying the derivation of Eqs. (23) - (33) are indeed satisfied. We show below two interesting cases which clearly highlight the potentiality and the limitations of such an analysis.

A. Double power law Lagrangian

As a first interesting example, we set:

\[
f(R) = R \left( 1 + \alpha R^n + \beta R^{-m} \right)
\]

with \( n \) and \( m \) two positive real numbers (see, for example, [40] for some physical motivations). The following expressions are immediately obtained:

\[
\begin{align*}
f(R_0) &= R_0 \left( 1 + \alpha R_0^n + \beta R_0^{-m} \right) \\
 f'(R_0) &= 1 + \alpha(n + 1)R_0^{n-1} - \beta(m - 1)R_0^{-m} \\
 f''(R_0) &= \alpha n(n + 1)R_0^{n-2} + \beta m(m - 1)R_0^{-1-(m+1)} \\
 f'''(R_0) &= \alpha n(n + 1)(n - 1)R_0^{n-3} - \beta m(m + 1)(m - 1)R_0^{-2-(m+2)}
\end{align*}
\]

Denoting by \( \phi_i \) (with \( i = 0, \ldots, 3 \)) the values of \( f^{(i)}(R_0) \) determined through Eqs. (23) - (33), we can solve:

\[
\begin{align*}
f(R_0) &= \phi_0 \\
 f'(R_0) &= \phi_1 \\
 f''(R_0) &= \phi_2 \\
 f'''(R_0) &= \phi_3
\end{align*}
\]

which is a system of four equations in the four unknowns \( (\alpha, \beta, n, m) \) that can be analytically solved proceeding as follows. First, we solve the first and second equation with respect to \( (\alpha, \beta) \) obtaining:

\[
\begin{align*}
\alpha &= \frac{1 - m}{n + m} \left( 1 - \frac{\phi_0}{R_0} \right) R_0^{-n} \\
\beta &= -\frac{1 + n}{n + m} \left( 1 - \frac{\phi_0}{R_0} \right) R_0^{-m}
\end{align*}
\]

while, solving the third and fourth equations, we get:

\[
\begin{align*}
\alpha &= \frac{\phi_2 R_0^{-n} [1 + m + (\phi_3/\phi_2) R_0]}{n(n + 1)(n + m)} \\
\beta &= \frac{\phi_2 R_0^{-n} [1 - n + (\phi_3/\phi_2) R_0]}{m(1 - m)(n + m)}
\end{align*}
\]

Equating the two solutions, we get a system of two equations in the two unknowns \( (n, m) \), namely:

\[
\begin{align*}
\frac{n(n + 1)(1 - m)}{\phi_2 R_0 [1 + m + (\phi_3/\phi_2) R_0]} &= 1 \\
\frac{m(n + 1)(m - 1) (1 - \phi_0/R_0)}{\phi_2 R_0 [1 - n + (\phi_3/\phi_2) R_0]} &= 1
\end{align*}
\]

Solving with respect to \( m \), we get two solutions, the first one being \( m = -n \) which has to be discarded since makes \( (\alpha, \beta) \) goes to infinity. The only acceptable solution is:

\[
m = - [1 - n + (\phi_3/\phi_2) R_0]
\]

which, inserted back into the above system, leads to a second order polynomial equation for \( n \) with solutions:
where we have defined:

\[ N(\phi_0, \phi_2, \phi_3) = (R_0^2 \phi_0^2 - 2R_0^3 \phi_0 + R_0^4) \phi_3^2 \]

\[ + 6 (\beta R_0^5 \phi_0 - 2R_0^2 \phi_0 + R_0^3) \phi_2 \phi_3 \]

\[ + 9 (\phi_0^2 - 2R_0^3 \phi_0 + R_0^4) \phi_2^2 \]

\[ + 4 (R_0^3 \phi_0 - R_0^4) \phi_2^3. \]  

(51)

Depending on the values of \((q_0, j_0, s_0, l_0)\), Eq. (51) may lead to one, two or any acceptable solution, i.e. real positive values of \(n\). This solution has then to be inserted back into Eq. (10) to determine \(m\) and then into Eqs. (16) or (17) to estimate \((\alpha, \beta)\). If the final values of \((\alpha, \beta, n, m)\) are physically viable, we can conclude that the model in Eq. (15) is in agreement with the data giving the same cosmographic parameters inferred from the data themselves. Exploring analytically what is the region of the \((q_0, j_0, s_0, l_0)\) parameter space which leads to acceptable \((\alpha, \beta, n, m)\) solutions is a daunting task far outside the aim of the present paper.

**B. HS model**

One of the most pressing problems of \(f(R)\) theories is the need to escape the severe constraints imposed by the Solar System tests. A successful model has been recently proposed by Hu and Sawicki [21] (HS) setting\(^8\):

\[ f(R) = R - R_c \frac{\alpha (R/R_c)^n}{1 + \beta (R/R_c)^n}. \]  

(52)

As for the double power law model discussed above, there are four parameters which we can be expressed in terms of the cosmographic parameters \((q_0, j_0, s_0, l_0)\). As a first step, it is trivial to get:

\[ f(R_0) = R_0 - R_c \frac{\alpha R_{0c}^n}{1 + \beta R_{0c}^n} \]

\[ f'(R_0) = 1 - \frac{\alpha n R_{0c}^n}{R_0 (1 + \beta R_{0c}^n)^2} \]

\[ f''(R_0) = \frac{\alpha n R_{0c}^n [1 - n + \beta (1 + n) R_{0c}^n]}{R_0^3 (1 + \beta R_{0c}^n)^3} \]

\[ f'''(R_0) = \frac{\alpha n R_{0c}^n \left( A n^2 + B n + C \right)}{R_0^3 (1 + \beta R_{0c}^n)^4} \]  

(53)

with \(R_{0c} = R_0 / R_c\) and:

\[ \begin{align*}
A &= -\beta^2 R_{0c}^{2n} + 4\beta R_{0c}^n - 1 \\
B &= 3(1 - \beta^2 R_{0c}^{2n}) \\
C &= -2(1 - \beta R_{0c}^n)^2
\end{align*} \]  

Equating Eqs. (53) to the four quantities \((\phi_0, \phi_1, \phi_2, \phi_3)\) defined as above, we could, in principle, solve this system of four equations in four unknowns to get \((\alpha, \beta, R_c, n)\) in terms of \((\phi_0, \phi_1, \phi_2, \phi_3)\) and then, using Eqs. (23) - (26) as functions of the cosmographic parameters. However, setting \(\phi_1 = 1\) as required by Eq. (24) gives the only trivial solution \(\alpha n R_c = 0\) so that the HS model reduces to the Einstein–Hilbert Lagrangian \(f(R) = R\). In order to escape this problem, we can relax the condition \(f'(R_0) = 1\) to \(f'(R_0) = (1 + \varepsilon)^{-1}\). As we have discussed in Sect. IV, this is the same as assuming that the present day effective gravitational constant \(G_{eff} = \frac{G}{f'(R_0)}\) only slightly differs from the usual Newtonian one which seems to be a quite reasonable assumption. Under this hypothesis, we can analytically solve for \((\alpha, \beta, R_c, n)\) in terms of \((\phi_0, \varepsilon, \phi_2, \phi_3)\). The actual values of \((\phi_0, \varepsilon, \phi_2, \phi_3)\) will be no more given by Eqs. (23) - (26), but we have checked that they deviate from those expressions\(^9\) much less than 10% for \(\varepsilon\) up to 10% well below any realistic expectation.

With this caveat in mind, we first solve

\[ f(R_0) = \phi_0 , \quad f''(R_0) = (1 + \varepsilon)^{-1} \]

to get:

\[ \alpha = \frac{n(1 + \varepsilon)}{\varepsilon} \left( \frac{R_0}{R_c} \right)^{1-n} \left( 1 - \frac{\phi_0}{R_0} \right)^2, \]

\[ \beta = \frac{n(1 + \varepsilon)}{\varepsilon} \left( \frac{R_0}{R_c} \right)^{-n} \left[ 1 - \frac{\phi_0}{R_0} - \frac{\varepsilon}{n(1 + \varepsilon)} \right]. \]

Inserting these expressions in Eqs. (53), it is easy to check that \(R_c\) cancels out so that we can no more determine its value. Such a result is, however, not unexpected. Indeed, Eq. (52) can trivially be rewritten as:

\[ f(R) = R - \frac{\tilde{\alpha} R_{0c}^n}{1 + \beta R_{0c}^n} \]

with \(\tilde{\alpha} = \alpha R_c^{1-n}\) and \(\tilde{\beta} = \beta R_c^n\) which are indeed the quantities that are determined by the above expressions for \((\alpha, \beta)\). Reversing the discussion, the present day values of \(f(R)\) depend on \((\alpha, \beta, R_c)\) only through the two

\(^8\) Note that such a model does not pass the matter instability test so that some viable generalizations [21] have been proposed.

\(^9\) Note that the correct expressions for \((\phi_0, \phi_2, \phi_3)\) may still formally be written as Eqs. (23) - (26), but the polynomials entering them are now different and also depend on powers of \(\varepsilon\).
parameters ($\tilde{\alpha}, \tilde{\beta}$). As such, the use of cosmographic parameters is unable to break this degeneracy. However, since $R_0$ only plays the role of a scaling parameter, we can arbitrarily set its value without loss of generality.

On the other hand, this degeneracy allows us to get a consistency relation to immediately check whether the HS model is viable or not. Indeed, solving the equation $f'''(R_0) = \phi_4$, we get:

$$n = \frac{(\phi_0/R_0) + [(1 + \varepsilon)/\varepsilon](1 - \phi_2 R_0) - (1 - \varepsilon)/(1 + \varepsilon)}{1 - \phi_0/R_0},$$

which can then be inserted into the equations $f'''(R_0) = \phi_3$ to obtain a complicated relation among ($\phi_0, \phi_2, \phi_3$) which we do not report for sake of shortness. Solving such a relation with respect to $\varepsilon/\phi_0$ and Taylor expanding to first order in $\varepsilon$, the constraint we get reads:

$$\frac{\phi_3}{\phi_0} \simeq \frac{1 + \varepsilon}{\varepsilon} \frac{\phi_2}{R_0} \left[ R_0 \left( \frac{\phi_2}{\phi_0} + \varepsilon \frac{\phi_0^{-1}}{1 + \varepsilon} \left( 1 - \frac{2\varepsilon}{1 - \phi_0/R_0} \right) \right) \right].$$

If the cosmographic parameters $(q_0, j_0, s_0, l_0)$ are known with sufficient accuracy, one could compute the values of $(R_0, \phi_0, \phi_2, \phi_3)$ for any given $\varepsilon$ (eventually using the expressions obtained for $\varepsilon = 0$) and then check if they satisfied this relation. If this is not the case, one can immediately give off the HS model also without the need of solving the field equations and fitting the data. Actually, given the still large errors on the cosmographic parameters, such a test only remains in the realm of (quite distant) future applications. However, the HS model works for other tests as shown in [21], and so a consistent cosmography analysis has to be combined with them.

### VII. CONSTRAINTS ON $f(R)$ DERIVATIVES FROM THE DATA

Eqs. (23) - (33) relate the present day values of $f(R)$ and its first three derivatives to the cosmographic parameters $(q_0, j_0, s_0, l_0)$ and the matter density $\Omega_M$. In principle, therefore, a measurement of these latter quantities makes it possible to put constraints on $f^{(i)}(R_0)$, with $i = \{0, \ldots, 3\}$, and hence on the parameters of a given fourth order theory through the method shown in the previous section. Actually, the cosmographic parameters are affected by errors which obviously propagate onto the $f(R)$ quantities. Actually, the covariance matrix for the cosmographic parameters is not diagonal so that one has also take care of this to estimate the final errors on $f^{(i)}(R_0)$. A similar discussion also holds for the errors on the dimensionless ratios $\eta_0$ and $\eta_3$ introduced above. As a general rule, indicating with $g(\Omega_M, p)$ a generic $f(R)$ related quantity depending on $\Omega_M$ and the set of cosmographic parameters $p$, its uncertainty reads:

$$\sigma_g^2 = \left[ \frac{\partial g}{\partial \Omega_M} \right]^2 \sigma_M^2 + \sum_{i=1}^{4} \left[ \frac{\partial g}{\partial p_i} \right]^2 \sigma_{p_i}^2 + \sum_{i\neq j} 2 \frac{\partial g}{\partial p_i} \frac{\partial g}{\partial p_j} C_{ij},$$

where $C_{ij}$ are the elements of the covariance matrix (being $C_{ii} = \sigma_{p_i}^2$), we have set $(p_1, p_2, p_3, p_4) = (q_0, j_0, s_0, l_0), \ldots$ and assumed that the error $\sigma_M$ on $\Omega_M$ is uncorrelated with those on $p$. Note that this latter assumption strictly holds if the matter density parameter is estimated from an astrophysical method (such as estimating the total matter in the universe from the estimated halo mass function). Alternatively, we will assume that $\Omega_M$ is constrained by the CMBR related experiments. Since these latter mainly probes the very high redshift universe ($z \simeq z_{\text{last}} \simeq 1089$), while the cosmographic parameters are concerned with the present day cosmo, one can argue that the determination of $\Omega_M$ is not affected by the details of the model adopted for describing the late universe. Indeed, we can reasonably assume that, whatever is the dark energy candidate or $f(R)$ theory, the CMBR era is well approximated by the standard GR with a model comprising only dust matter. As such, we will make the simplifying (but well motivated) assumption that $\sigma_M$ may be reduced to very small values and is uncorrelated with the cosmographic parameters.

Under this assumption, the problem of estimating the errors on $g(\Omega_M, p)$ reduces to estimating the covariance matrix for the cosmographic parameters given the details of the data set used as observational constraints. We address this issue by computing the Fisher information matrix (see, e.g., [42] and references therein) defined as:

$$F_{ij} = \left\langle \frac{\partial^2 L}{\partial \theta_i \partial \theta_j} \right\rangle,$$

with $L = -2\ln L(\theta_1, \ldots, \theta_n), L(\theta_1, \ldots, \theta_n)$ the likelihood of the experiment, $(\theta_1, \ldots, \theta_n)$ the set of parameters to be constrained, and $\langle \ldots \rangle$ denotes the expectation value. Actually, the expectation value is computed by evaluating the Fisher matrix elements for fiducial values of the model parameters $(\theta_1, \ldots, \theta_n)$, while the covariance matrix $C$ is finally obtained as the inverse of $F$.

A key ingredient in the computation of $C$ is the definition of the likelihood which depends, of course, of what experimental constraint one is using. To this aim, it is worth remembering that our analysis is based on fifth order Taylor expansion of the scale factor $a(t)$ so that we can only rely on observational tests probing quantities that are well described by this truncated series. Moreover, since we do not assume any particular model, we can only characterize the background evolution of the universe, but not its dynamics which, being related to the evolution of perturbations, unavoidably need the specification of a physical model. As a result, the SNeIa Hubble diagram is the ideal test\(^{10}\) to constrain the cosmographic parameters. We therefore defined the likelihood as:

\(^{10}\) See the conclusions for further discussion on this issue.
\[ \mathcal{L}(H_0, \mathbf{p}) \propto \exp -\chi^2(H_0, \mathbf{p})/2 \]

\[ \chi^2(H_0, \mathbf{p}) = \sum_{i=N_{SNeIa}}^{N_{SNeIa}} \left[ \frac{\mu_{\text{obs}}(z_i) - \mu_{\text{th}}(z_i, H_0, \mathbf{p})}{\sigma_i(z_i)} \right]^2 , \]  

where the distance modulus to redshift \( z \) reads:

\[ \mu_{\text{th}}(z, H_0, \mathbf{p}) = 25 + 5 \log (c/H_0) + 5 \log d_L(z, \mathbf{p}) , \]  

and \( d_L(z) \) is the Hubble free luminosity distance:

\[ d_L(z) = (1+z) \int_0^z \frac{dz}{H(z)/H_0} . \]

Using the fifth order Taylor expansion of the scale factor, we get for \( d_L(z, \mathbf{p}) \) an analytical expression (reported in Appendix A) so that the computation of \( F_{ij} \) does not need any numerical integration (which makes the estimate faster). As a last ingredient, we need to specify the details of the SNeIa survey giving the redshift distribution of the sample and the error on each measurement. Following [43], we adopt\(^\text{11}\):

\[ \sigma_i(z) = \sqrt{\sigma_{i, \text{sys}}^2 + \left( \frac{z}{z_{\text{max}}} \right)^2 \sigma_m^2} \]

with \( z_{\text{max}} \) the maximum redshift of the survey, \( \sigma_{i, \text{sys}} \) an irreducible scatter in the SNeIa distance modulus and \( \sigma_m \) to be assigned depending on the photometric accuracy.

In order to run the Fisher matrix calculation, we have to set a fiducial model which we set according to the \( \Lambda \)CDM predictions for the cosmographic parameters. For \( \Omega_M = 0.3 \) and \( h = 0.72 \) (with \( h \) the Hubble constant in units of 100km/s/Mpc), we get:

\[ (q_0, j_0, s_0, l_0) = (-0.55, 1.0, -0.35, 3.11) . \]

As a first consistency check, we compute the Fisher matrix for a survey mimicking the recent database in [7] thus setting \( \left( N_{\text{SNlcIa}}, \sigma_m \right) = (192, 0.33) \). After marginalizing over \( h \) (which, as well known, is fully degenerate with the SNeIa absolute magnitude \( M \)), we get for the uncertainties:

\[ (\sigma_1, \sigma_2, \sigma_3, \sigma_4) = (0.38, 5.4, 28.1, 74.0) \]

where we are still using the indexing introduced above for the cosmographic parameters. These values compare reasonably well with those obtained from a cosmographic fitting of the Gold SNeIa dataset\(^\text{12}\) [44]:

\[ q_0 = -0.90 \pm 0.65 , \quad j_0 = 2.7 \pm 6.7 \]

\[ s_0 = 36.5 \pm 52.9 , \quad l_0 = 142.7 \pm 320 \]

Because of the Cramer-Rao theorem, the Fisher matrix approach is known to provide the minimum variance errors a given experiment can attain thus giving higher limits to its accuracy on the determination of a set of parameters. This is indeed the case with the comparison suggesting that our predictions are quite optimistic. It is worth stressing, however, that the analysis in [44] used the Gold dataset which is poorer in high \( z \) SNeIa than the \( [7] \) one we are mimicking so that larger errors on the higher order parameters \((s_0, l_0)\) are expected.

Rather than computing the errors on \( f(R) \) and its first three derivatives, it is more interesting to look at the precision attainable on the dimensionless ratios \((\eta_20, \eta_30)\) introduced since they quantify how much deviations from the linear order are present. For the fiducial model we are considering, both \( \eta_20 \) and \( \eta_30 \) vanish, while, using the covariance matrix for a present day survey and setting \( \sigma_M/\Omega_M \simeq 10\% \), their uncertainties read:

\[ (\sigma_{20}, \sigma_{30}) = (0.04, 0.04) . \]

As an application, we can look at Figs.\([1, 2]\) showing how \((\eta_20, \eta_30)\) depend on the present day EoS \( w_0 \) for \( f(R) \) models sharing the same cosmographic parameters of a dark energy model with constant EoS. As it is clear, also considering only the 1r range, the full region plotted is allowed by such large constraints on \((\eta_20, \eta_30)\) thus meaning that the full class of corresponding \( f(R) \) theories is viable. As a consequence, we may conclude that the present day SNeIa data are unable to discriminate between a \( \Lambda \) dominated universe and this class of fourth order gravity theories.

As a next step, we consider a SNAP-like survey [45] thus setting \( \left( N_{\text{SNlcIa}}, \sigma_m \right) = (2000, 0.02) \). We use the same redshift distribution in Table 1 of [43] and add 300 nearby SNeIa in the redshift range \((0.03, 0.08)\). The Fisher matrix calculation gives for the uncertainties on the cosmographic parameters:

\[ (\sigma_1, \sigma_2, \sigma_3, \sigma_4) = (0.08, 1.0, 4.8, 13.7) . \]

\(^\text{11}\) Note that, in [43], the authors assume the data are separated in redshift bins so that the error becomes \( \sigma^2 = \sigma_{i, \text{sys}}^2/N_{\text{bin}} + N_{\text{bin}}(z/z_{\text{max}})^2 \sigma_m^2 \) with \( N_{\text{bin}} \) the number of SNeIa in a bin. However, we prefer to not bin the data so that \( N_{\text{bin}} = 1 \).

\(^\text{12}\) Actually, such estimates have been obtained computing the mean and the standard deviation from the marginalized likelihoods of the cosmographic parameters. As such, the central values do not represent exactly the best fit model, while the standard deviations do not give a rigorous description of the error because the marginalized likelihoods are manifestly non-Gaussian. Nevertheless, we are mainly interested in an order of magnitude estimate so that we do not care about such statistical details.
The significant improvement of the accuracy in the determination of \((q_0, j_0, s_0, l_0)\) translates in a reduction of the errors on \((\eta_{20}, \eta_{30})\) which now read:

\[
(\sigma_{20}, \sigma_{30}) = (0.007, 0.008)
\]

having assumed that, when SNAP data will be available, the matter density parameter \(\Omega_M\) has been determined with a precision \(\sigma_M/\Omega_M \sim 1\%\). Looking again at Figs. 1 and 2 it is clear that the situation is improved. Indeed, the constraints on \(\eta_{20}\) makes it possible to narrow the range of allowed models with low matter content (the dashed line), while models with typical values of \(\Omega_M\) are still viable for \(w_0\) covering almost the full horizontal axis. On the other hand, the constraint on \(\eta_{30}\) is still too weak so that almost the full region plotted is allowed.

Finally, we consider an hypothetical future SNeIa survey working at the same photometric accuracy as SNAP and with the same redshift distribution, but increasing the number of SNeIa up to \(N_{\text{SNeIa}} = 6 \times 10^4\) as expected from, e.g., DES [46], PanSTARRS [47], SKYMAPPER [48], while still larger numbers may potentially be achieved by ALPACA [49] and LSST [50]. Such a survey can achieve:

\[
(\sigma_1, \sigma_2, \sigma_3, \sigma_4) = (0.02, 0.2, 0.9, 2.7)
\]

so that, with \(\sigma_M/\Omega_M \sim 0.1\%\), we get:

\[
(\sigma_{20}, \sigma_{30}) = (0.0015, 0.0016) .
\]

Fig. 1 shows that, with such a precision on \(\eta_{20}\), the region of \(w_0\) values allowed essentially reduces to the \(\Lambda\)CDM value, while, from Fig. 2 it is clear that the constraint on \(\eta_{30}\) definitively excludes models with low matter content further reducing the range of \(w_0\) values to quite small deviations from the \(w_0 = -1\). We can therefore conclude that such a survey will be able to discriminate between the concordance \(\Lambda\)CDM model and all the \(f(R)\) theories giving the same cosmographic parameters as qiuessence models other than the \(\Lambda\)CDM itself.

A similar discussion may be repeated for \(f(R)\) models sharing the same \((q_0, j_0, s_0, l_0)\) values as the CPL model even if it is less intuitive to grasp the efficacy of the survey being the parameter space multivalued. For the same reason, we have not explored what is the accuracy on the double power-law or HS models, even if this is technically possible. Actually, one should first estimate the errors on the present day value of \(f(R)\) and its three time derivatives and then propagate them on the model parameters using the expressions obtained in Sect. VI. The multiparameter space to be explored makes this exercise quite cumbersome so that we leave it for a forthcoming work where we will explore in detail how these models compare to the present and future data.

VIII. CONCLUSIONS

The recent amount of good quality data have given a new input to the observational cosmology. As often in science, new and better data lead to unexpected discoveries as in the case of the nowadays accepted evidence for cosmic acceleration. However, a fierce and strong debate is still open on what this cosmic speed up implies for theoretical cosmology. The equally impressive amount of different (more or less) viable candidates have also generated a great confusion so that model independent analyses are welcome. A possible solution could come from the cosmography of the universe rather than assuming ad hoc solutions of the cosmological Friedmann equations. Present day and future SNeIa surveys have renewed the interest in the determination of the cosmographic parameters so that it is worth investigating how these quantities can constrain cosmological models.

Motivated by this consideration, in the framework of metric formulation of \(f(R)\) gravity, we have here derived the expressions of the present day values of \(f(R)\) and its first three derivatives as function of the matter density parameter \(\Omega_M\), the Hubble constant \(H_0\) and the cosmographic parameters \((q_0, j_0, s_0, l_0)\). Although based on a third order Taylor expansion of \(f(R)\), we have shown that such relations hold for a quite large class of models so that they are valid tools to look for viable \(f(R)\) models without the need of solving the mathematically difficult nonlinear fourth order differential field equations.

Notwithstanding the common claim that we live in the era of precision cosmology, the constraints on \((q_0, j_0, s_0, l_0)\) are still too weak to efficiently apply the program we have outlined above. As such, we have shown how it is possible to establish a link between the popular CPL parameterization of the dark energy equation of state and the derivatives of \(f(R)\), imposing that they share the same values of the cosmographic parameters. This analysis has lead to the quite interesting conclusion that the only \(f(R)\) function able to give the same values of \((q_0, j_0, s_0, l_0)\) as the \(\Lambda\)CDM model is indeed \(f(R) = R + 2\Lambda\). If future observations will tell us that the cosmographic parameters are those of the \(\Lambda\)CDM model, we can therefore rule out all \(f(R)\) theories satisfying the hypotheses underlying our derivation of Eqs. (23) - (26). Actually, such a result should not be considered as a no way out for higher order gravity. Indeed, one could still work out a model with null values of \(f''(R_0)\) and \(f'''(R_0)\) as required by the above constraints, but non-vanishing higher order derivatives. One could well argue that such a contrived model could be rejected on the basis of the Occam’s razor, but nothing prevents from still taking it into account if it turns out to be both in agreement with the data and theoretically well founded.

If new SNeIa surveys will determine the cosmographic parameters with good accuracy, acceptable constraints on the two dimensionless ratios \(\eta_{20} \propto f''(R_0)/f(R_0)\) and \(\eta_{30} \propto f'''(R_0)/f(R_0)\) could be obtained thus allowing to discriminate among rival \(f(R)\) theories. To investigate whether such a program is feasible, we have pursued a Fisher matrix based forecasts of the accuracy future SNeIa surveys can achieve on the cosmographic parameters and hence on \((\eta_{20}, \eta_{30})\). It turns out that a SNAP-
like survey can start giving interesting (yet still weak) constraints allowing to reject \( f(R) \) models with low matter content, while a definitive improvement is achievable with future SNeIa survey observing \( \sim 10^4 \) objects thus making it possible to discriminate between \( \Lambda \)CDM and a large class of fourth order theories. It is worth stressing, however, that the measurement of \( \Omega_M \) should come out as the result of a model independent probe such as the gas mass fraction in galaxy clusters which, at present, is still far from the 1\% requested precision. On the other hand, one can also rely on the \( \Omega_M \) estimate from the CMBR anisotropy and polarization spectra even if this comes to the price of assuming that the physics at recombination is strictly described by GR so that one has to limit its attention to \( f(R) \) models reducing to \( f(R) \propto R \) during that epoch. However, such an assumption is quite common in many \( f(R) \) models available in literature so that it is not a too restrictive limitation.

A further remark is in order concerning what kind of data can be used to constrain the cosmographic parameters. The use of the fifth order Taylor expansion of the scale factor makes it possible to not specify any underlying physical model thus relying on the minimal-ist assumption that the universe is described by the flat Robertson-Walker metric. While useful from a theoretical perspective, such a generality puts severe limitations to the dataset one can use. Actually, we can only resort to observational tests depending only on the background evolution so that the range of astrophysical probes reduces to standard candles (such as SNeIa and possibly Gamma Ray Bursts) and standard rods (such as the angular size-redshift relation for compact radiosources). Moreover, pushing the Hubble diagram to \( z \sim 2 \) may rise the question of the impact of gravitational lensing amplification on the apparent magnitude of the adopted standard candle. The magnification probability distribution function depends on the growth of perturbations \((\ref{A1})\) so that one should worry about the underlying physical model in order to estimate whether this effect biases the estimate of the cosmographic parameters. However, it has been shown \cite{4,52} that the gravitational lensing amplification does not alter significantly the measured distance modulus for \( z \sim 1 \) SNeIa. Although such an analysis has been done for GR based models, we can argue that, whatever is the \( f(R) \) model, the growth of perturbations finally leads to a distribution of structures along the line of sight that is as similar as possible to the observed one so that the lensing amplification is approximately the same. We can therefore argue that the systematic error made by neglecting lensing magnification is lower than the statistical ones expected by the future SNeIa surveys. On the other hand, one can also try further reducing this possible bias using the method of flux averaging \cite{53} even if, in such a case, our Fisher matrix calculation should be repeated accordingly. It is also worth noting that the constraints on the cosmographic parameters may be tightened by imposing some physically motivated priors in the parameter space. For instance, we can impose that the Hubble parameter \( H(z) \) stays always positive over the full range probed by the data or that the transition from past deacceleration to present acceleration takes place over the range probed by the data (so that we can detect it). Such priors should be included in the likelihood definition so that the Fisher matrix should be recomputed which is left for a forthcoming paper.

Although the present day data are still too limited to efficiently discriminate among rival \( f(R) \) models, we are confident that an aggressive strategy aiming at a very precise determination of the cosmographic parameters could offer stringent constraints on higher order gravity without the need of solving the field equations or addressing the complicated problems related to the growth of perturbations. Almost 80 years after the pioneering distance-redshift diagram by Hubble, the old cosmographic approach appears nowadays as a precious observational tool to investigate the new developments of cosmology.
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**APPENDIX A: DISTANCE FORMULAE**

We derive here some useful relations for distance related quantities as function of the redshift \( z \) and the cosmographic parameters. Using their definitions in Eqs.\((\ref{A1})\), it is easy to get for the fifth order Taylor expansion of the scale factor:

\[
\frac{a(t)}{a(t_0)} = 1 + H_0(t - t_0) - \frac{q_0}{2} H_0^2(t - t_0)^2 + \frac{j_0}{3!} H_0^3(t - t_0)^3 + \frac{s_0}{4!} H_0^4(t - t_0)^4 + \frac{l_0}{5!} H_0^5(t - t_0)^5 + \mathcal{O}((t - t_0)^6) \quad (A1)
\]

with \( t_0 \) the present day age of the universe. Note that Eq.\((\ref{A1})\) is also the fifth order expansion of \((1 + z)^{-1}\), being the redshift \( z \) defined as \( z = a(t_0)/a(t) - 1 \). The physical distance travelled by a photon that is emitted at time \( t_s \) and absorbed at the current epoch \( t_0 \)

\[
D = c \int dt = c(t_0 - t_s)
\]

so that inserting \( t_s = t_0 - \frac{D}{c} \) into Eq.\((\ref{A1})\) gives us an expression for the redshift as function of \( t_0 \) and \( D/c \), i.e. \( z = z(D) \). Solving with respect to \( D \) up to the fifth order in \( z \) gives us the desired expansion for \( D(z) \) as:

\[
D(z) = \frac{cz}{H_0} \left\{ D_0^0 + D_1 z + D_2^1 z^2 + D_3^2 z^3 + D_4^3 z^4 \right\} \quad (A2)
\]
with:

\[ D_z^0 = 1, \]
\[ D_z^1 = -(1 + q_0/2), \]
\[ D_z^2 = 1 + q_0 + \frac{q_0^2}{2} - \frac{j_0}{6}, \]
\[ D_z^3 = -\left(1 + \frac{3}{2}q_0 + \frac{3}{2}q_0^2 + \frac{5}{3}q_0^3 - \frac{1}{2}j_0 - \frac{5}{12}q_0j_0 - s_0 \right), \]
\[ D_z^4 = 1 + 2q_0 + 3q_0^2 + \frac{5}{2}q_0^3 + \frac{7}{2}q_0^4 - \frac{5}{3}q_0j_0 - \frac{7}{3}q_0^2j_0 - \frac{j_0^2}{12} - \frac{1}{8}q_0s_0 - \frac{s_0}{6} - \frac{l_0}{120}. \]

In typical applications, one is not interested in the physical distance \( D(z) \), but rather in the luminosity distance:

\[ D_L = \frac{a(t_0)}{a(t_0 - D/c)}(a_0r_0), \tag{A3} \]

or the angular diameter distance:

\[ D_A = \frac{a(t_0 - D/c)}{a(t_0)}(a_0r_0), \tag{A4} \]

with \( a_0 = a(t_0) \) and

\[ r_0(D) = \begin{cases} \sin \int_{t_0-D/c}^{t_0} \frac{c dt}{a(t)} & k = 1 \\
\int_{t_0-D/c}^{t_0} \frac{c dt}{a(t)} & k = 0 \\
\sinh \int_{t_0-D/c}^{t_0} \frac{c dt}{a(t)} & k = -1 \end{cases}. \tag{A5} \]

Using Eq. (A1), some cumbersome algebra finally gives:

\[ \frac{r_0(D)}{D/a_0} = R_D^0 + R_D^1 \left( \frac{H_0D}{c} \right) \\
+ \frac{H_0D}{c} \right)^2 + R_D^3 \left( \frac{H_0D}{c} \right)^3 + \\
+ \frac{H_0D}{c} \right)^4 + R_D^5 \left( \frac{H_0D}{c} \right)^5. \]

with:

\[ R_D^0 = 1, \]
\[ R_D^1 = 1/2, \]
\[ R_D^2 = \frac{1}{6} \left( 2 + q_0 - \frac{k^2c^2}{H_0^2a_0^2} \right), \]
\[ R_D^3 = \frac{1}{24} \left( 6 + 6q_0 + j_0 - \frac{k^2c^2}{H_0^2a_0^2} \right), \]
\[ R_D^4 = \frac{1}{120} \left[ 24 + 36q_0 + 6q_0^2 + 8j_0 - s_0 - \frac{5k^2c^2(7 + 2q_0)}{a_0^2H_0^2} \right], \]
\[ R_D^5 = \frac{24 + 48q_0 + 18q_0^2 + 4q_0j_0 + 12j_0 - 2s_0 + 24l_0}{144} - \frac{3k^2c^2(15 + 10q_0 + j_0)}{144a_0^2H_0^2}. \]

Expressing \( D \) into Eq. (A5) as function of \( z \) through Eq. (A2) and inserting the result into Eq. (A3), one obtains the desired fifth order approximation for the Hubble free luminosity distance \( d_L = D_L(z)/(c/H_0) \) as function of the redshift \( z \):

\[ d_L(z) = D_L^0 z + D_L^1 z^2 + D_L^2 z^3 + D_L^3 z^4 + D_L^4 z^5 \tag{A6} \]

having defined:

\[ D_L^0 = 1, \]
\[ D_L^1 = -\frac{1}{2}(-1 + q_0), \]
\[ D_L^2 = -\frac{1}{6} \left( 1 - q_0 - 3q_0^2 + j_0 + \frac{k^2c^2}{H_0^2a_0^2} \right), \]
\[ D_L^3 = \frac{2 - 2q_0 - 15q_0^2 - 15q_0^3 + 5j_0 + 10q_0j_0 + s_0}{24} + \frac{2k^2c^2(1 + 3q_0)}{24H_0^2a_0^2}, \]
\[ D_L^4 = \frac{-6 + 6q_0 + 81q_0^2 + 165q_0^3 + 105q_0^4}{120} + \frac{10q_0^2 - 27j_0 - 110q_0j_0 - 105q_0^2j_0}{120} - \frac{15q_0s_0 + 11s_0 + l_0}{120} - \frac{5k^2c^2(1 + 8q_0 + 9q_0^2 - 2j_0)}{120a_0^2H_0^2}. \]
Finally, a similar procedure gives the following approximation for the Hubble free angular diameter distance $d_A(z) = D_A(z)/(c/H_0)$ to fifth order in $z$:

$$d_A(z) = D_A^0 z + D_A^1 z^2 + D_A^2 z^3 + D_A^3 z^4 + D_A^4 z^5 \quad (A7)$$

having set:

$$D_A^0 = 1 ,$$
$$D_A^1 = -\frac{1}{2} (3 + q_0) ,$$
$$D_A^2 = \frac{1}{6} \left[ 11 + 7 q_0 + 3 q_0^2 - j_0 - \frac{k c^2}{H_0^2 a_0^2} \right] ,$$
$$D_A^3 = -\frac{50 + 46 q_0 + 39 q_0^2 + 15 q_0^3 - 13 j_0 - 10 q_0 j_0 - s_0}{24} + \frac{2 k c^2 (5 + 3 q_0)}{24 H_0^2 a_0^2} ,$$

$D_A^4 = \frac{274 + 326 q_0 + 411 q_0^2 + 315 q_0^3 + 105 q_0^4}{120} - \frac{10 j_0^2 - 137 j_0 - 210 q_0 j_0 - 105 q_0^2 j_0 - 15 q_0 s_0 - 21 s_0 - l_0}{120 q_0^2 H_0^2} - \frac{5 k c^2 (17 + 20 q_0 + 9 q_0^2 - 2 j_0)}{120 q_0^2 H_0^2}$.

Using such expressions (for $k = 0$ since we have assumed a flat universe in the text), it is then straightforward to compute the quantities entering the Fisher matrix so that no numerical integration and differentiation are needed.

[1] S. Perlmutter et al., ApJ, 483, 565, 1997; A.G. Riess et al., AJ, 116, 1009, 1998; B.P. Schmidt et al., ApJ, 507, 46, 1998; P.M. Garnavich et al., ApJ, 509, 74, 1998; S. Perlmutter et al., ApJ, 517, 565, 1999
[2] R.A. Knop et al., ApJ, 598, 102, 2003; J.L. Tonry et al., ApJ, 594, 1, 2003; B.J. Barris et al., ApJ, 602, 571, 2004
[3] A.G. Riess et al., ApJ, 607, 665, 2004
[4] A.G. Riess et al., ApJ, 659, 98, 2007
[5] P. Astier et al., A&A, 447, 31, 2006
[6] W.M. Wood - Vasey et al., ApJ, 666, 694, 2007
[7] T. Davis et al., ApJ, 666, 716, 2007
[8] S. Dodelson et al., ApJ, 572, 140, 2002; W.J. Percival et al., MNRS, 337, 1068, 2002; A.S. Zelaya et al., ApJ, 591, 1, 2003; E. Hawkins et al., MNRS, 346, 78, 2003; A.C. Pope et al., ApJ, 607, 655, 2004
[9] P. de Bernardis et al., Nature, 404, 955, 2000; R. Stompor et al., ApJ, 561, L7, 2001; C.B. Netterfield et al., ApJ, 571, 604, 2002; R. Rebolo et al., MNRS, 353, 747, 2004
[10] C.L. Bennett et al., ApJS, 148, 1, 2003; D.N. Spergel et al., ApJS, 148, 175, 2003
[11] D.N. Spergel et al., ApJS, 170, 377, 2007
[12] E.J. Copeland, M. Sami and S. Tsujikawa, Int. J. Mod. Phys. D, 15, 1753, 2006
[13] S.M. Carroll, W.H. Press, E.L. Turner, ARAA, 30, 499, 1992; V. Sahni, A. Starobinski, Int. J. Mod. Phys. D, 9, 373, 2000
[14] M. Tegmark et al., Phys. Rev. D, 69, 103501, 2004; U. Seljak et al., Phys. Rev. D, 71, 043511, 2005; M. Tegmark et al., Phys. Rev. D, 74, 123507, 2006
[15] P.J.E. Peebles, B. Ratra, Rev. Mod. Phys., 75, 559, 2003; T. Padmanabhan, Phys. Rept., 380, 355, 2003
[16] G.R. Dvali, G. Gabadadze, M. Porrati, Phys. Lett. B, 485, 208, 2000; G.R. Dvali, G. Gabadadze, M. Kolanovic, F. Nitti, Phys. Rev. D, 64, 084004, 2001; G.R. Dvali, G. Gabadadze, M. Kolanovic, F. Nitti, Phys. Rev. D, 64, 024031, 2002; A. Lue, R. Scoccimarro, G. Starkman, Phys. Rev. D, 69, 044005, 2004; A. Lue, R. Scoccimarro, G. Starkman, Phys. Rev. D, 69, 124015, 2004
[17] I. Fujii, K. Maeda, The scalar-tensor theory of gravity, Cambridge University Press, Cambridge (UK), 2003
[18] P. Caresia, S. Carloni, A. Troisi, Recent Research Developments in Astronomy and Astrophysics, Research Signpost Publisher, astro-ph/0303041, 2003; S. Capozziello, V.F. Cardone, S. Carloni, A. Troisi, Int. J. Mod. Phys. D, 12, 1969, 2003; S. Capozziello, V.F. Cardone, A. Troisi, Phys. Rev. D, 71, 043503, 2005; S. Carloni, P.K.S. Dunsby, S. Capozziello, A. Troisi, Class. Quant. Grav., 22, 4839, 2005
[19] W. Kleinert and H.-J. Schmidt, Gen. Rel. Grav. 34, 1295, 2002; S. Nojiri and S.D. Odintsov, Phys. Lett. B, 576, 5, 2003; S. Nojiri and S.D. Odintsov, Mod. Phys. Lett. A, 19, 627, 2003; S. Nojiri and S.D. Odintsov, Phys. Rev. D, 68, 12352, 2003; S.M. Carroll, V. Duvvuri, M. Trodden, M. Turner, Phys. Rev. D, 70, 043528, 2004; G. Allemandi, A. Borowiec, M. Francaviglia, Phys. Rev. D 70, 103503, 2004
[20] W. Hu and I. Sawicki, Phys. Rev. D, 76, 064004, 2007
[21] A.A. Starobinsky, JETP Lett., 86, 157, 2007
[22] S.A. Appleby and R.A. Battye, Phys. Lett. B, 654, 7, 2007
[23] S. Nojiri and S.D. Odintsov, Phys. Lett. B, 652, 343, 2007
[24] S. Tsujikawa, [arXiv:0709.1391] [astro-ph], to appear in Physical Review D.
[25] S. Weinberg, Gravitation and cosmology, Wiley, New York 1972
[26] N. Poplawski, Phys. Lett. B, 640, 135, 2006; N. Poplawski, Class. Quant. Grav. 24, 3013, 2007
[27] M. Visser, Class. Quant. Grav., 21, 2803, 2004
[28] M.P. Dabrowski, Phys. Lett. B, 625, 184, 2005; M.P.
Dabrowski, T. Stachowiak, Annals of Physics, 321, 771, 2006; M.P. Dabrowski, Annalen der Physik, 15, 352, 2006

[30] V. Sahni, T.D. Saini, A.A. Starobinsky, U. Alam, JETP Lett., 77, 201, 2003; U. Alam, V. Sahni, T.D. Saini, A.A. Starobinsky, MNRAS, 344, 1057, 2003

[31] Y. Wang and P. Mukherjee, ApJ, 606, 654, 2004

[32] C. Cattoen and M. Visser, Class. Quant. Grav., 24, 5985, 2007

[33] S.E. Perez Bergliaffa, Phys. Lett. B, 642, 311, 2006

[34] S. Capozziello, V.F. Cardone, S. Carloni, A. Troisi, Phys. Lett. A, 326, 292, 2004; S. Capozziello, V.F. Cardone, A. Troisi, JCAP 08, 001, 2006; S. Capozziello, V.F. Cardone, A. Troisi, MNRAS, 375, 1423, 2007; C.F. Martins and P. Salucci, MNRAS 381, 1103, 2007; Y. Sobouti, arXiv:astro-ph/0603302

[35] D. Kirkman, D. Tyler, N. Suzuki, J.M. O’Meara, D. Lubin, ApJS, 149, 1, 2003

[36] W.L. Freedman et al., ApJ, 553, 47, 2001

[37] Albrecht et al., Dark energy task force final report, Fermilab-FN-0793-A, astro-ph/0609591, 2006

[38] M. Chevallier and D. Polarski, Int. J. Mod. Phys. D, 10, 213, 2001; E.V. Linder, Phys. Rev. Lett., 90, 091301, 2003

[39] S. Capozziello, V.F. Cardone, E. Elizalde, S. Nojiri, S.D. Odintsov, Phys. Rev. D 73, 043512, 2006.

[40] S. Nojiri and S.D Odintsov, arXiv:0801.4813 [astro-ph] 2008.

[41] S. Nojiri and S.D Odintsov, Phys. Lett. B, 657, 238, 2007; G. Cognola, E. Elizalde, S. Nojiri, S.D. Odintsov, L. Sebastiani, S. Zerbini, Phys. Rev. D, 77, 046009, 2008; S. Nojiri and S.D Odintsov, Phys. Rev. D accepted (arXiv:0710.1738 [hep-th]) 2008;

[42] M. Tegmark, A.N. Taylor, A.F. Heavens, ApJ, 480, 22, 2007

[43] A.G. Kim, E.V. Linder, R. Miquel, N. Mostek, MNRAS, 347, 909, 2004

[44] M.V. John, ApJ, 614, 1, 2004; M.V. John, ApJ, 630, 667, 2005.

[45] G. Aldering et al., astro-ph/0405232, 2004; see also snap.lbl.gov

[46] The Dark Energy Survey Collaboration, astro-ph/0510346, 2005

[47] N. Kaiser and the PanSTARRS Team, in Bulletin of the American Astronomical Society, page 1049, 2005

[48] B.P. Schmidt, S.C. Keller, P.J. Francis et al., Bulletin of the American Astronomical Society, 37, 457, 2005

[49] P.S. Corasaniti, M. LoVerde, A. Crotts, et al., MNRAS, 369, 798, 2006

[50] J.A. Tyson, in Survey and Other Telescope Technologies and Discoveries, ed. J.A. Tyson and S. Wolff, page 10, Sidney, 2002

[51] J.A. Frieman, Comments Astrophys., 18, 323, 1997; J. Wambsganss, R. Cen, X. Gu, and J.P. Ostriker, ApJ, 475, L81, 1997; D.E. Holz and R.M. Wald, Phys. Rev. D, 58, 063501, 1998; D.E. Holz and E.V. Linder, ApJ, 631, 678, 2005; A. Cooray, D. Huterer and D.E. Holz, Phys. Rev. Lett., 96, 021301, 2006; L. Hui and P.B. Greene, Phys. Rev. D, 73, 123526, 2006

[52] J. Jönsson, T. Dahlén, A. Goobar, C. Gunnarsson, E. Mörtsell, K. Lee, ApJ, 639, 991, 2006; C. Gunnarsson, T. Dahlén, A. Goobar, J. Jönsson, E. Mörtsell, ApJ, 640, 417, 2006; J. Nordin, A. Goobar, J. Jönsson, JCAP, 02, 008, 2008; D. Sarkar, A. Amblard, D.E. Holz, A. Cooray, ApJ, 678, 1, 2008

[53] Y. Wang, ApJ, 536, 531