Remote Sensing in Agriculture—Accomplishments, Limitations, and Opportunities
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Abstract: Remote sensing (RS) technologies provide a diagnostic tool that can serve as an early warning system, allowing the agricultural community to intervene early on to counter potential problems before they spread widely and negatively impact crop productivity. With the recent advancements in sensor technologies, data management and data analytics, currently, several RS options are available to the agricultural community. However, the agricultural sector is yet to implement RS technologies fully due to knowledge gaps on their sufficiency, appropriateness and techno-economic feasibilities. This study reviewed the literature between 2000 to 2019 that focused on the application of RS technologies in production agriculture, ranging from field preparation, planting, and in-season applications to harvesting, with the objective of contributing to the scientific understanding on the potential for RS technologies to support decision-making within different production stages. We found an increasing trend in the use of RS technologies in agricultural production over the past 20 years, with a sharp increase in applications of unmanned aerial systems (UASs) after 2015. The largest number of scientific papers related to UASs originated from Europe (34%), followed by the United States (20%) and China (11%). Most of the prior RS studies have focused on soil moisture and in-season crop health monitoring, and less in areas such as soil compaction, subsurface drainage, and crop grain quality monitoring. In summary, the literature highlighted that RS technologies can be used to support site-specific management decisions at various stages of crop production, helping to optimize crop production while addressing environmental quality, profitability, and sustainability.
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1. Introduction

Digital agriculture or precision agriculture (PA), concepts that are often used interchangeably, represent the use of large data sources in conjunction with advanced crop and environmental analytical tools to help farmers adopt the right management practices at the right rates, times and places, with the goal of achieving both economic and environmental targets. In recent years, there has been growing interest in PA globally as a promising step towards meeting an unprecedented demand to produce more food and energy of higher qualities in a more sustainable manner by optimizing externalities. Remote sensing (RS) is one of the PA technologies that allows growers to collect, visualize, and evaluate crop and soil health conditions at various stages of production in a convenient and cost-effective manner. It can serve as an early indicator to detect potential problems, and provide opportunities to address these problems in a timely fashion.

Application of RS technologies in agriculture started with the first launch of the Landsat Multispectral Scanner System (MSS) satellite in 1972. Bauer and Cipra [1] used Landsat MSS to
classify the Midwestern US agricultural landscapes into corn or soybean fields. However, until recently, the use of satellite-based data for PA has been sparse and limited only to the large-scale monitoring and mapping of agricultural health due to the limited availability of high spatial (>5 m) and temporal (daily) resolution satellite data. With technological advancements in global positioning systems (GPS), machinery, hardware and software, cloud computing, and Internet of Things (IoT), RS technologies can now be used at a scale much smaller than a field. Some of this is evident from a long list of satellite sensors with high spatial and temporal resolutions that have been deployed on earth orbits over the decades since 1999 (Figure 1).

Various RS platforms are currently used, including handheld, aircraft and satellite, which can be used to collect data at different spatial, temporal, and spectral resolutions. The most appropriate resolutions required for PA depend on multiple factors, including management objectives, crops and their growth stages, the size of a field, and the ability of a farm machinery to vary inputs (fertilizer, pesticides, irrigation). For instance, ability to detect crop emergence is highly dependent on higher resolutions required for PA depend on multiple factors, including management objectives, crops and their growth stages, the size of a field, and the ability of a farm machinery to vary inputs (fertilizer, pesticides, irrigation). For instance, ability to detect crop emergence is highly dependent on higher spatial resolution data (<0.1 m) that can help differentiate crop characteristics (i.e., leaves, area) at a stand level [2–5] than that required for crop yield estimation (1–3 m) [6]; multispectral imagery helps assess crop health patterns that visible (VIS) imagery cannot detect [7], and thermal imagery is useful for detecting pest pressure [8,9], soil moisture [10], and crop water stress [11] that the naked eye cannot detect. Unlike visible and infrared (IR)-based RS, microwaves are less prone to atmospheric attenuation and can help determine the biophysical properties of crops and soil under any day and night conditions [12,13].

Monitoring agriculture through RS is a broad topic, and several studies have provided reviews of RS techniques and applications in agriculture from multiple angles, sometimes based on specific applications (e.g., estimation of soil properties, soil moisture, yield prediction, disease and pest management, weed detection), methods, sensors (visual, multispectral, thermal, microwave, hyperspectral), RS platform (e.g., satellite, unmanned aerial system (UAS)), or specific location (e.g., country or continent). The overarching goal of this study is to complement previous studies by focusing on the specific aspects of production agriculture, ranging from field preparation to seeding to in-season crop health monitoring to harvest. We do not intend to provide details on the methods used by the prior studies, nor do we recommend any single best way of using RS data. Instead, we critically reviewed prior studies by focusing on the types and platforms of RS sensors used in various aspects of production agriculture and the reported accuracies of RS data with respect to ground-truth data, with the intention to serve as a meta-analysis to help determine the reliability of RS data in the context of a given application. This paper is divided into three sections. The first section provides an overview of the progress of RS technologies on agricultural applications by breaking down the prior studies between 2000 and 2019 according to
sensor and platform types and the geographic region that they were conducted in. The second part of the paper focuses on the ways RS has been used to support PA to varying degrees of accuracy. Finally, we provide a synthesis of the current challenges and emerging opportunities for the applications of RS in PA. It is important to note that the papers that were reviewed in Section 2 are not restricted to papers discussed in Section 1. We have tried to cite the major references, and preferably the most recent ones.

2. Remote Sensing Technologies in Agriculture: A Global Perspective on Past and Present Trends

To examine how RS technologies in the agricultural sector have evolved over the past 20 years (2000–2019), literature on the application of RS technologies in agriculture were compiled and reviewed. For this, a search was conducted using the Web of Science (Thomson Reuters) and Google Scholar. First, all articles with ‘agriculture’ and ‘remote sensing’ in the title were compiled, then the results were refined based on the types of sensor and platform in the title, abstract or keyword sections of the articles. Sensor types included visible (visual), multispectral, hyperspectral, thermal and microwave, and platforms included satellite, manned aircraft (airborne or aerial), and unmanned aerial vehicles (UAVs), unmanned aerial systems (UASs), or drones. During the search, only the papers published in peer-reviewed, scientific journals were considered. This resulted in a total of 3679 papers by type of platform and 3047 papers by sensors. In general, 64% and 26% of the total papers used satellite- and aerial-based imagery, respectively.

2.1. Temporal Trends

There has been an exponential growth in the number of studies focusing on the application of RS in agriculture over the 20-year period between 2000 and 2019. This suggests a substantial progress in relevant technology, including numerous sensors with unprecedented combinations of spatial, temporal, and spectral capacities of onboard satellites’ (e.g., Sentinels, Worldview) sensors, the advent of small UASs, and the development of cloud computing and machine learning techniques. Unlike satellite and UASs, studies based on manned aircraft-based RS have showed a slow increasing trend. Interest in UAS applications has increased, especially since 2015 (Figure 2). Just between 2015 and 2019, studies using satellite, UASs, and manned aircraft collected RS data for agricultural applications increased by 23%. In addition to the increased focus on UAS technologies in recent years, there has been a consistent increasing trend of satellite-based RS studies. This has been due in part to free access to a large volume of historic satellite images, such as Landsat and Sentinel, as well as the accessibility of powerful open-source data computing platforms such as Google Earth Engine (GEE) [14]. At present, the number of RS studies is approximately 20 times higher than it was in early 2000s, suggesting the availability of abundant resources to learn from. When we break down these studies by sensor types, we find that a majority of studies, particularly those after 2017, have focused on visual, multispectral, and hyperspectral sensors, as opposed to thermal and microwave.
Given that a hyperspectral sensor is comparatively expensive, and its data size is huge and thus involves extensive computations, it was bit surprising to see that a majority of studies have focused on hyperspectral sensors rather than visual and multispectral. While further investigations are needed to evaluate the potential reasons behind this, we found tendencies among studies, particularly those using satellite RS data, to not explicitly mention sensor type unless it was hyperspectral, thermal, or microwave. Visual or multispectral sensors are the most common form of sensor available across satellites. For example, prior works [15–18] have used Landsat satellite data in the visible and near IR region, but without explicitly stating the sensor type. This might have influenced not only the findings according to sensor type, but have also resulted in fewer number of studies when the search was limited to sensor type rather than platform.

2.2. Geographical Distribution

When assessing these RS studies according to the region where they were conducted, Europe (34%) was in the forefront, followed by the United States (20%) and China (11%). Europe consistently had a large number of studies in all sensor and platform categories (Figure 3). Satellite-based studies were more prevalent than manned aircraft and UASs in these regions (Figure 3a). This is not surprising as the satellite-based RS technologies is a matured technology compared to aerial and UASs. There were relatively fewer manned aircraft- and UAS-based studies in India (0.6%), South America (0.9%), and Africa (1%), which could be a result of the comparatively limited resources and technical expertise on aircraft- and UAS-based technologies in these regions compared to the United States and Europe. A majority of studies in Europe, China, and Canada focused on hyperspectral sensors. For instance, in China, studies based on hyperspectral sensors were disproportionately higher than visual and multispectral sensors (i.e., 128% and 198%, respectively). However, in the United States and Africa, multispectral sensor-based studies were predominant (Figure 3b). At present, the most common form of earth-observing satellite data is obtained using multispectral sensors (Figure 1). However, most of the studies focused on satellite imagery have not explicitly mentioned the sensor/imagery type unless focused on hyperspectral satellite data, which involves relatively specialized and expensive hardware and software for data acquisition and processing. Thus, it is important to note that this interpretation might be biased.
3. Remote Sensing Applications in Precision Agriculture

3.1. Linking Remote Sensing Observations to Variables of Interest in Agriculture

In agriculture, some of the variables of interest include the characteristics of crops (e.g., morphological, biochemical, and physiological), soil properties (e.g., soil moisture, organic matter, pH, drainage), and topography (e.g., elevation, slope), and how they vary in space and time [19]. Since none of these traits can be measured directly through RS, they are often estimated by integrating spectral measurements with ground-truth data via empirical or mechanistic approaches or a combination of both [20]. For example, nitrogen (N) stress in crops has been linked to RS observations through empirical approaches by comparing spectral signatures in a target field with a reference spectral signature in a well-fertilized plot representative of the target field [21,22], or mechanistically by combining RS-based leaf area index and chlorophyll content with crop models [23]. Similarly, crop yield can be related to RS observations, but this involves the further consideration of other auxiliary variables such as weather (e.g., solar radiation, temperature, precipitation), vegetation conditions, and soil properties [24] via an empirical or mechanistic approaches [25]. Crop emergence mapping involves questions around geometry of crops and their leaf area indices, field conditions in the early part of the growing season, and spatial resolutions of the images [3,5].

Since empirical approaches directly relate inputs to outputs via pure statistical means, they are relatively simple, and to enhance the robustness of a model, there is a need for more data acquisition. On the other hand, mechanistic models focus on the cause and effect relationships between inputs and outputs by accounting for various biophysical processes involved [20]. They often rely on various assumptions, which may not always work. Prior studies [26] have discussed the pros and cons of these approaches at greater length. Although either mechanistic or empirical approaches can be used to characterize the same traits, one approach may be more suited over another to a given application.

3.2. Remote Sensing Observations to Variables of Interest in Agriculture: A Role of Resolution

The type of information accessible from RS that is most useful to support agricultural decision-making depends on the specific properties of sensors and their platforms, such as the positioning of satellite orbits, the positioning and orientation of UASs, and sensor characteristics.
The most common properties of RS data are spatial, spectral, and temporal resolutions. While “spatial resolution” refers to the pixel size of an image that affects the ability to detect objects on the earth’s surface through imagery, “spectral resolution” refers to the number and size of spectral sampling intervals that affects the ability of a sensor to resolve features in the electromagnetic regions (EMRs). “Temporal resolution” refers to the frequency at which data are acquired. A sensor’s platform also indirectly influences illumination and atmospheric conditions during data acquisition, which can influence the signal-to-noise ratio. To be able to detect and quantify variables of interest, various artifacts inferred by the measurement conditions and sensor characteristics must be taken into account so that “error-free” inferences can be made.

For PA, it is usually desirable to acquire imagery of a higher spatial (less than decametric) and temporal (less than weekly) resolution. While high-resolution imagery is useful to applications such as weed detection, crop counting, and crop growth stage identification, frequent access to imagery at specific growth stages is useful to capture within-season variability in crop water and nutrient stresses. Similarly, an image capturing spectral signatures in several narrow spectral bands in EMRs (i.e., hyperspectral imagery) can help improve the characterization, identification, and classification of crop and soil properties that would otherwise be difficult to achieve by analyzing only a few broad spectral bands (i.e., multispectral). Furthermore, imagery capturing spectral signatures from thermal and microwave regions have been proven to be useful in capturing thermal anomalies in crops and soils (e.g., crop and soil water stress) over imagery capturing signatures in visual and near-infrared regions [27,28].

In the next section, we discuss the spatial and temporal resolutions of RS data used in prior studies, while evaluating the efficacy of RS to support decision-making in a series of management operations related to production agriculture such as pre-season planning, field preparation, planting, in-season monitoring, spraying for pest control, harvest, and post-harvest (Figure 4). We also focus on the accuracies reported by these studies.

![Figure 4. Stages of production agriculture.](image_url)
pseudo-range GPS units mounted on field machinery are commonly used to provide on-the-go elevation data. These data are less accurate and thus are rarely used for topographic mapping [29,30]. Studies conducted by Yao and Clark (2000a, 2000b) revealed that using pseudo-range GPS units and taking measurements on the go can result in elevation biases of over 1 m.

Cost, time, and accuracy associated with topographic mapping can be reduced significantly through the use of RS data collected from satellites and aircrafts. The most common forms of creating DEMs include laser surveying, photogrammetry, and GPS [31]. Currently, satellite imagery-derived DEM data (e.g., 30 m × 30 m USGS Level 1) are the most commonly used DEM data in the United States. Although these data are accessible at no cost, it is of less use for PA as it has difficulty detecting in-field elevation variability due to its poor vertical accuracy (its root mean square error (RMSE) was reported to be 4.01 m [32]). Airborne Light Detection and Ranging (LiDAR)-derived DEM data are a better alternative [33,34] to satellite data. Vaze et al. [34] compared high- (1 m) resolution LiDAR DEM with field survey elevation points and observed only small differences. The accuracy of LiDAR DEM was significantly better than DEMs derived from contour maps and resampling (Table 1). Similarly, DEM derived from LiDAR showed higher accuracy even when the data were collected during leaf on conditions [33].

Recently, integration of photogrammetry and UAS-collected visual images has been found to be promising in deriving high-resolution DEMs for PA. For instance, Whitehead et al. (2014) conducted two UAS surveys over a stockpile in June and November using a visual camera onboard quadcopter, generating a 3.5-cm resolution DEM with relatively good accuracy. The root mean square error (RMSE) of vertical difference between the UAS-derived DEM and Global Navigation Satellite System (GNSS) points surveyed on the stockpile was less 0.11 m. Although photogrammetry techniques have been used to produce high-resolution DEMs [35,36] using UAS based imagery, to date, comprehensive evaluations of these DEMs for understanding terrain properties (soil type, soil wetness, drainage, and topographic variations within farm field) are lacking and need further investigation.

### Table 1. Topography mapping using RS data from multiple platforms.

| Spatial/Temporal Resolution | Platform/Sensor/Data | Accuracy | Crop/Study Sites | References |
|----------------------------|----------------------|----------|------------------|------------|
| 3.4 m (LiDAR) and 6 m (IFSAR), both collected in June 2000; 30 m (USGS DEMs aerial photography collected in 1978 and 1979) | Airborne LiDAR, IFSAR data, USGS Level 1 and Level 2 DEMs based on aerial photography | LiDAR was better than other data sources even when ground is covered with vegetation (RMSE = 93 cm) | 60% deciduous and pine forest; Swift and Red Bud Creek watersheds, North Carolina, United States | [33] |
| 1 m (LiDAR) 25 m (LiDAR resampled) 25 m (Contour and drainage map) | LiDAR DEM LiDAR resampled DEM contour and drainage map based DEM | 1 m LiDAR DEM was significantly better than other DEMs | Koond shook-Perricoota forest; New South Wales, Australia | [34] |
| Two-time data acquisition over a small stockpile (June and November) | Visual sensor onboard a UAS | RMSE of vertical difference between UAS-derived DEM and global navigation satellite system (GNSS) points –0.097 to 0.106 m | Canada | [36] |

Note: IFSAR: interferometric synthetic aperture radar; DEMs: digital elevation models; LiDAR: light detection and ranging; RMSE: root mean square error; USGS: United States Geological Survey; UAS: Unmanned Aerial System.

### Subsurface tile drain mapping: Proper understanding of the spatial distribution of tile drainage systems in agricultural fields can support improved water management that can be used to boost crop productivity while reducing nutrient losses to streams. However, there is currently a limited understanding of the locations, extent, and density of existing tile drains (the terms “tile drains”, “drain lines”, and “tile lines” are used interchangeably), several of which were installed 50 or more years ago [37,38]. In most cases, information about old tile lines has either been lost or does not exist.
Conventionally, drain lines have been located using heavy trenching equipment and handheld tile probes, which are time-consuming, extremely tedious, and inefficient for large-scale mapping. Recent studies that have used high-resolution imagery from UASs [37–39] (Table 2) have been in line with other studies [40,41] that concluded that RS technology has the potential to be a scalable, cost-effective, and accurate approach to detect and map drain lines.

Factors such as soil texture, organic matter, compactions due to farm machinery, and tillage can affect the reflectance of soil in VIS and near IR (NIR) wavelengths, which can add complexity to tile line detection [37,38,40,41]. However, some studies [42,43] have reported temperature differences between soil surfaces over a drain line and soil surfaces between adjacent drain lines, suggesting that thermal infrared (TIR) sensors can be exploited to address the limitations of VIS and NIR imagery in mapping tile lines [43–45]. Prior studies [41,46–48] have also suggested that the integration of satellite imagery, in-situ crop and soil data, and topographic variables with machine learning algorithms can be a practical alternative to estimating the intensities of tile-drained areas at a landscape scale. For instance, Gökkaya et al. [48] used decision tree classification (DTC) based on criteria such as land cover types, soil drainage classes, and surface slopes to map potential tile-drained areas in the Shatto Ditch watershed in Indiana.

Currently, tile drains are a large blind spot in our understanding of water routing and nutrient exports to water resources. While hydrologic and nutrient models such as such as SPARROW [49] and SWAT [50] have been widely used to assess nutrient exports, these models depend on an accurate understanding of river hydrography from datasets such as NHDPlus, which entirely neglect the dense networks of unmapped tile drains that supply water and nutrients to agricultural streams. These tile drain networks have potentially large implications for storm hydrology and nutrient fates at the watershed scale. Without adequate information on the distribution and connectivity of tile drain systems, it is difficult to ensure that hydrologic and nutrient export models are getting the “right” answers for the “right” reasons, particularly in watersheds and basins with extensive agricultural land use. Thus, further studies need to be conducted to determine the optimal field (i.e., soil and vegetative) conditions and quality of imagery (i.e., spatial and spectral resolution) necessary for detecting tile drainage patterns, as well as the advanced image processing techniques needed to support the automatic extraction of tile drain lines from imagery.

### Table 2. Subsurface tile drain mapping using RS data from multiple platforms.

| Spatial/Temporal Resolution | Platform/Sensor/Data | Accuracy | Crop/Study Sites | References |
|-----------------------------|----------------------|----------|-----------------|------------|
| Resampled to 1 m; taken in 1976, 1998, and 2002 | Aerial photographs from manned aircraft | Overall classification accuracy = 84% to 86% | Corn and soybean cropping; West Lafayette, Indiana | [51] |
| 30 m; two-time acquisition in April 2015 | Multispectral satellite images; Landsat 8 | Classification accuracy = 75% to 94% | Corn and soybean cultivation; Shatto Ditch watershed, Indiana | [48] |
| 3 cm (visual), 11 cm (NIR), 22 cm (thermal); two flights on the same day in June 2017 | Visual, NIR, and TIR sensors onboard a UAS | TIR images detected ~60% of the subsurface drainage | Corn and soybean; Central Ohio | [37] |
| Station interval of 5 cm and depth up to 2 m; one-time data acquisition in each field during winter season of 2017/18 | Ground penetrating radar onboard a movable wheeler | Determination of drainage pipes | Bare fields; Betsville, Maryland, and Columbus, Ohio | [38] |
| 6 cm (multispectral) and 11 cm (thermal); two separate data collections during spring of 2017 | Multispectral and thermal sensor onboard a UAS | Results verified against ground penetrating radar data | Bare fields with corn residue; Black Creek watershed, Indiana | [39] |

Note: TIR: Thermal Infrared.
3.3.2. Field Preparation

**Soil moisture and temperature mapping:** Soil temperature and moisture status of a field is critical for management decisions related to planting, fertilizer application, and irrigation. Since soil moisture influences soil temperature, cool conditions during planting impose significant stresses on the emergence of warm season crops such as corn and soybean. Germination and emergence of corn are optimal when soil temperature is approximately 30–32 °C [52]. Similarly, fertilizers are typically applied when fields are not too wet to avoid the increased risk of nutrient loss and enhance crop nutrient uptake. Up to now, the majority of studies have focused on soil moisture estimation at a landscape scale using optical and thermal RS data by exploiting the physical relationship between land surface temperature and vegetative cover conditions using an approach referred to as “triangle” or “trapezoid”, or the land surface temperature-vegetation index [53–58]. Table 3 lists some of the prior studies that have reported correlation coefficients greater than 0.70 between coarse-resolution satellite-derived data and field-measured soil moisture data.

Compared to RS data acquired in the visible, NIR, and short-wave infrared bands, signals in the microwave region are less likely to be affected by interferences caused by atmospheric and cloud conditions, and thus have a greater potential to provide accurate soil moisture estimations. Currently, several satellites exist with active and passive microwave sensors for soil moisture monitoring, such as the soil moisture active passive (SMAP) and Sentinel-1 [56,59]. Some studies have used a combination of the synthetic aperture radar (SAR) from Sentinel 1 and optical RS data with machine learning techniques to downscale SMAP data. Despite developments in downscaling techniques, the spatial-temporal resolution of downscaled soil moisture data has insufficient spatial resolution for PA. Recent studies [60,61] have shown promising applications of machine learning techniques in estimating soil water content using high-resolution UAS-based multispectral and thermal imagery. Further efforts are needed to develop advanced downscaling techniques that combine data from multiple sources and provide soil moisture estimates at the finer spatial resolutions necessary for PA.
Table 3. Studies focused on soil moisture assessments using RS data from multiple platforms.

| Spatial/Temporal Resolution | Platform/Sensor/Data                          | Accuracy Compared to In-Situ Data                                                                 | Crop/Study Sites                                                                 | References |
|-----------------------------|-----------------------------------------------|--------------------------------------------------------------------------------------------------|----------------------------------------------------------------------------------|------------|
| 30 m; wheat and corn-soybean growing season | Red and NIR (multispectral); Landsat TM       | \( R = 0.84 \) between model-derived and field-measured soil moisture                           | Model calibration using winter wheat from Shunyi and Tongzhou, China, and validation using corn-soybean data from Walnut Creek, Iowa, United States | [62]       |
| 0.6 m; vine growing season  | Thermal sensor onboard a manned aircraft       | \( R = 0.5 \) and 0.3 between remotely sensed thermal inertia and soil moisture, and field-based thermal inertia and soil moisture, respectively | Vine; Ontario, Canada                                                            | [63]       |
| Point; corn growing season 2002 | Handheld hyperspectral sensor (i.e., spectroradiometer) | \( R^2 = 0.46 \) to 0.71 for light soil                                                       | Corn; Illinois, United States                                                   | [64]       |
| Point; one-time acquisition on a bare land | Handheld hyperspectral sensor                | \( R^2 > 0.7 \)                                                                               | Bare land; Wuhan, China                                                          | [65]       |
| 0.15 m (multispectral), 60 cm (thermal); four-time image acquisition in 2013 | Multispectral and thermal sensors onboard a UAS | \( R^2 = 0.77 \) when soil moisture was estimated using remote sensing data in a neural network model | Alfalfa and oats; Scipio, Utah, United States                                     | [60]       |
| 30 m, images acquired between 29 April 2013 and 16 September 2014 | Red, NIR, and thermal satellite imagery; Landsat 8 | \( R = 0.56 \) to 0.92 between predicted and measured soil moisture content                     | Several agricultural areas in US (25 SCAN sites)                                 | [66]       |
| 30 m, images acquired between 29 April 2013 and 16 September 2014 | Red and NIR; Landsat 8                        | \( R = 0.67 \) to 0.74 between predicted and observed soil moisture                           | Several agricultural areas in US (25 SCAN sites)                                 | [67]       |
| 0.02 and 0.1 m; five-time acquisition in 2017 and 2018 | Multispectral and thermal sensor onboard a UAS | \( R^2 = 0.43 \) to 0.82 between simulated and observed soil water content                     | Pasture sites in northern and southern Utah, United States                       | [61]       |

Note: \( R \): correlation coefficient; \( R^2 \): coefficient of determination; SCAN: soil climate analysis network; NIR: near infrared.

Soil compaction assessment: Soil compaction adversely impacts soil health by decreasing porosity, soil hydraulic conductivity, and nutrient availability, which results in reduced crop yield. Improved understanding of both the temporal and spatial extents of soil compaction in a field can help farmers to alleviate in-field compaction and related crop yield losses. Traditionally, a cone penetrometer is used to assess soil compaction as a function of penetration resistance per unit area—a method that is laborious, time-consuming, and yet incomplete due to the discrete nature of collected data. Currently, there are only a few studies that have used RS technologies to identify and quantify soil compaction. Kulkarni et al. [68] studied the response of soil compaction on canopy spectral reflectance and yields of cotton plants using hyperspectral data collected from the ground in Arkansas. The study demonstrated that the effects of soil compaction can be assessed through changes in the Green Normalized Difference Vegetation Index (GNDVI)—an index derived from green and NIR spectral bands of imagery. However, the relationship between the cone penetrometer and NIR data was found to be too weak to identify compacted soil areas [69] (Table 4).
Table 4. Studies focused on soil compaction assessment using RS data from multiple platforms.

| Spatial/Temporal Resolution | Platform/Sensor/Data                                      | Accuracy Compared to In-Situ Data | Crop/Study Sites                  | References |
|----------------------------|----------------------------------------------------------|-----------------------------------|-----------------------------------|------------|
| Point; four and three      | Handheld hyperspectral sensor                           | $R = 0.53$ with green NDVI;       | Cotton; Fayetteville, Arkansas     | [68]       |
| observations in 2003 and   |                                                           | $R = 0.65$ with yield             |                                   |            |
| 2004, respectively on      |                                                           |                                   |                                   |            |
| cotton fields              |                                                           |                                   |                                   |            |
| 1 m; one-time acquisition  | Digital camera on a manned aircraft; NIR filter removed | $R = -0.69$ to 1 between CI and  | Bare field; Kentucky               | [69]       |
| on a residue covered field |                                                           | NIR                                |                                   |            |

Note: CI: soil cone index.

Although some of these studies have provided a new perspective on soil compaction, knowledge on the spatial aspect of soil compaction during the year and its consequence on soil hydraulic properties are still lacking. Currently, there is no generally accepted method by which to measure mechanical properties in a way that helps estimate soil compaction in a field [70]. Since basic soil properties (e.g., texture, soil moisture, organic matter, and bulk density) play an important role in assessing soil functions and soil compaction [70,71], further investigation of RS-based assessments of soil properties and their integration with advanced machine learning algorithms to assess soil compaction deserves further research.

3.3.3. Planting

**Crop emergence and density**: The spatial and temporal variabilities of crop populations and their densities within a field can have a significant impact on grain and biomass yields as well as on harvesting logistics. The timely availability of such information can be used to influence replanting, as well as mid-season management decisions on variable-rate fertilizer, herbicide, and pesticide applications. Recent studies have demonstrated the utility of UASs for accurately detecting crops and quantifying their density in a field (Table 5). Recently, sophisticated computer vision algorithms and analytics have been developed to quantify crop features such as individual crop stands, sizes, and shapes (e.g., area, diameter, major axis length, minor axis length) using high spatial resolution images. These algorithms have shown that the accuracy to extract such features depends on the spatial resolution of images and crop growth stages [3,5]. For instance, images with a resolution ranging from 3.88 $\mu$m to 2.4 mm collected during early growth stages have been found to be useful in crop counting. Studies [3,5] have reported that UAS-based approaches can result in the highest accuracy if data are collected when crops have two to three leaves. Although recent efforts have focused on detecting and counting crop seedlings, as well as estimating plant spacing, very few studies if any have focused on the quantification of crop growth stages. Integration of crop growth stages with forecasted weather can help develop a precise supply forecasting capability for crop industries.
Table 5. Studies conducted for crop emergence assessment using UAS-based visual imagery.

| Spatial/Temporal Resolution | Platform/Sensor/Data | Accuracy Compared to In-Situ Data | Crop/Study Sites | References |
|-----------------------------|----------------------|-----------------------------------|------------------|------------|
| NA; one-time acquisition at 3–5 leaves growth stage | Visual sensor onboard a UAS | $R^2 = 0.89$ between imagery and manual approach for corn counting | Corn; Southern Munich, Germany | [4] |
| 0.2–0.45 mm; one-time acquisition at 1–2 visible leaves | Visual sensor onboard a UAS | $R^2 = 0.81$ to 0.91 between image and ground-truth plant density | Wheat; Southeast France | [3] |
| 2.4 mm; one-flight for each field at two-leaf growth stage | Visual sensor onboard a UAS | Corn count accuracy = 0.68 to 0.96 | Corn; Northeast Kansas, United States | [5] |
| 0.5 cm; Image acquisition: 35 days after plantation (with at least 50% emergence) | Visual sensor onboard a UAS | $R^2 = 0.96$ between image and manual approach | Potato; Chinese Academy of Agricultural Sciences, Hebei, China | [72] |
| 0.18 cm; Images collected on 2 and 12 November 2016 (two-leaf growth stage) | Visual sensor onboard a UAS | $R^2 = 0.84$ to 0.86 between image and ground measured seedling count | Rapeseed; Wuhan, Hubei province, China | [73] |

Note: NA: not available.

3.3.4. In-Season Crop Health Monitoring

Crops are subject to biotic (weeds, pest, insects, and pathogens) and abiotic (water, temperature, and nutrient) stresses during the growing season, which can influence quantity and quality of crop grains. For instance, the total yield loss due to pests (insects and disease) in soybean was more than 43.8 M bu in 2012 [74]. Traditional approaches for determining in-season crop stresses rely on crop scouts or laboratory experiments that are time-consuming and expensive if expanded to larger areas. The use of RS offers a timely and non-destructive approach for detecting, quantifying, and mapping crop related stresses, and is thus useful in guiding site-specific management decisions on nutrient and insecticide applications rather than whole-field applications.

**Nitrogen stress monitoring:** When a crop is in nitrogen stress, its chlorophyll content changes, resulting in changes in the optical properties of its leaves. Through analyses of crop spectral signatures, particularly in the VIS-NIR region of the Electromagnetic spectrum, prior studies [75–78] have shown the value of RS in monitoring N stress (Table 6). For example, Miao et al. [78] demonstrated that multispectral and hyperspectral data can explain about 71–86% and 73–88% variability of the ground-based chlorophyll measurements in corn plants at their multiple growth stages, respectively. However, studies have also shown that the efficacy of RS techniques for monitoring crop N stress can be limited by factors such as chlorophyll saturation, and atmospheric and soil interference [79]. While some studies have addressed some of these limitations by accounting for supplementary information regarding field condition (e.g., soil properties, elevation, management practices) in their empirical approach, others have recommended the integration of RS data with crop models that simulate crop growth and nutrient cycling [23,80]. Some studies [75,77] have used multiple vegetation indices (VIs) (e.g., NDVI, Renormalized Difference Vegetation Index (RDVI), Optimized Soil-Adjusted Vegetation Index (OSAVI), Transformed Chlorophyll Absorption in Reflectance Index (TCARI)) derived from a combination of multiple spectral bands in the EM spectrum, demonstrating that a combination of indices can improve N estimation by addressing the problem of saturated VI in high vegetation surfaces. Currently, most of the crop models are not spatially scalable due to need for field-specific measurements, which are often laborious and expensive to collect beyond a few experimental sites. Now that there is high accessibility to spatial and temporal resolution RS data, which has potential in addressing the data needs required by the crop models, further studies should focus on leveraging high-resolution RS with crop modeling to understand within-field variability in crop N stress and the potential agronomic benefits of variable-rate N applications [80].
Table 6. Studies conducted for nitrogen stress monitoring using RS data from multiple platforms.

| Spatial/Temporal Resolution | Platform/Sensor/Data                                                                 | Accuracy Compared to In-Situ Data                                                                 | Crop/Study Sites                  | References |
|-----------------------------|--------------------------------------------------------------------------------------|-------------------------------------------------------------------------------------------------|-----------------------------------|------------|
| 3.2 m (multispectral) and 0.75 m (hyperspectral); four-time acquisition at corn growth stages V9, R1, R2, and R4 | Multispectral (IKONOS satellite); Hyperspectral (AISA Eagle sensor) on aircraft          | $R^2 = 0.71$ to $0.86$ (for multispectral bands) and $R^2 = 0.73$ to $0.88$ (for hyperspectral bands in estimating chlorophyll meter reading) | Corn; University of Minnesota    | [78]       |
| 1 m; one-time acquisition at pre-flowering stem elongation stage | Hyperspectral (AISA Eagle sensor) on aircraft                                      | $R^2 = 0.7$ between NNI from RS and field data                                                   | Corn; Northern Italy              | [75]       |
| 30 cm for hyperspectral and 2.16 cm for multispectral; one-time acquisition at flowering stage | Hyperspectral sensor onboard an airplane, multispectral onboard a drone                | $R^2 = 0.54$ to $0.79$ between VI calculated from airborne sensor and leaf clip indices          | Corn; Madrid, Spain               | [77]       |

Note: NNI: nitrogen nutrition index.

Crop disease monitoring: Typically, pathogens tend to result in either loss of leaves and/or shoot area or changes in a leaf color due to a reduction in photosynthetic activity. These changes result in differences in spectral response in the VIS and NIR regions of the EM spectrum [81]. As such, prior studies [81,82] have been able to separate infected plants from healthy ones based on spectral responses in the VIS-NIR region. However, the early detection of crop disease is a challenge. The success of some of these studies has been limited to the later stages of infection, when crop damages are high and visible to naked eyes [9,83]. This delayed detection of crop disease could mean that it is too late to stop the infection for the current growing season. Recently, studies have shown the potential of thermal imagery for detecting crop diseases, as plants with disease tend to exhibit elevated temperatures compared to healthy plants, although pathogen symptoms are not visible [8,84,85] (Table 7). These studies have shown that the temperature of a leaf with disease is usually higher than in a healthy leaf, and thus a thermal sensor is more powerful in the early detection of diseases than VIS, multi-, and hyperspectral sensors. Additionally, recent studies [86,87] have demonstrated the strength of various machine learning methods (e.g., deep neural networks, decision trees) based on high-resolution VIS-NIR data for the detection and identification of plant pathogens at their early developmental stages. However, the success of these methods depends on a large database of images showing crop leaves with and without disease. Although some works have been dedicated to building databases such as PlantVillage [86,88], such a library has several limitations, including limited crop diseases and diseases specific to limited crop varieties. Further studies focused on the development of new databases, as well as the improvement of existing databases, are needed to enhance the application of powerful data-analytic tools for the detection and classification of crop diseases.
Table 7. Studies conducted for crop disease monitoring using RS data from multiple platforms.

| Spatial/Temporal Resolution | Platform/Sensor/Data | Accuracy Compared to In-Situ Data | Crop/Study Sites            | References |
|-----------------------------|----------------------|-----------------------------------|-----------------------------|------------|
| 2.4 m (multispectral);     | Multispectral (QuickBird); hyperspectral (HyMap) | Classification accuracy—multispectral: 56.6% to 88.6%; hyperspectral: 65.9% | Wheat; Rheinbach, Germany | [83]       |
| two-time and 4 m (hyperspectral); one-time acquisition of winter wheat growing season | | | | |
| 0.4 mm; vine growing season | Thermal imager mounted on a tripod | $R^2 = 0.25$ to 0.53 between leaf to air temperature and stomatal conductance | Grapevines; Geisenheim, Germany | [89]       |
| Point; 7 days after inoculation | Handheld hyperspectral sensor (spectroradiometer) | Prediction accuracy up to 85% in fungal infection prediction | Eggplant; Zhejiang, China | [90]       |
| Visual one-time acquisition; multispectral; two-time acquisition, winter wheat growing season | Visual and multispectral mounted on a mobile tool carrier | Multispectral: $R^2$ up to 0.88 with visually detected disease | Winter Wheat; Wolfenbuttel, Germany | [91]       |
| Point and 0.29 mm (hyperspectral imager); both one-time acquisition at sugar beet growing stages | Handheld spectroradiometer; hyperspectral imager mounted on manual-positioning XY-frame | Classification accuracy = 84% to 92% | Sugar beet; Einbeck, Germany | [85]       |
| 1 cm; one-time acquisition, vine growing season | Visual onboard a UAS | Classification accuracy > 95.8% | Vine; France | [92]       |
| 2–4 mm; one-time acquisition during flowering stage | Visual onboard a UAS | Classification accuracy = 84% | Potato; Hokkaido, Japan | [93]       |
| 1–1.5 cm; 5 flights on key yellow rust developmental stages | Multispectral onboard a UAS | Classification accuracy = 89.3% | Wheat; Shanxi Province, China | [94]       |

Weed identification and classification: Weeds usually cover only a small percentage of a crop field [95,96]. However, the common practice to control weeds has been to spray herbicides over the entire field, resulting in the waste of a significant amount of herbicides. To avoid this excessive and unnecessary use of herbicides, the concept of “patch spraying” was introduced in late 1970s and early 1980s [97–100], followed by technological developments to bring this concept to practice in the early 1990s. These developments started first with digital weed identification [101,102], followed by the integration of spray flow control algorithms and electronics to existing sprayers to turn the sprayer nozzles on and off, depending on the existence of weeds at a given GPS coordinate in the field [96,103,104]. Previously, satellite images were typically used to detect weeds [105]. However, due to the low-resolution satellite imagery, RS approaches to weed detection were not preferred until recent years, when high-resolution imagery became more accessible through UAS technology.

In addition to high-resolution (spatial and spectral) imagery, advanced image analytics (e.g., object-based image analysis (OBIA)) are critical to the accurate identification and classification of weeds [106–108] (Table 8). The optimal resolution of RS data required for weed mapping oftentimes depends on how different the crops are from weeds at certain growth stages. For instance, López-Granados et al. [106] reported accuracy in the range of 41–67% with lower-resolution (5.51 cm) imagery as compared to 86–92% with higher resolution (1.62 cm) imagery when UAS onboard visible and multispectral sensors were used to detect weed (Johnsongrass) populations in a corn field at corn’s early growth stage. Peña et al. [108] highlighted the importance of advanced analytics such as OBIA by combining the spectral, contextual, and morphological information from UAS-based multispectral imagery while classifying weed infestations in a corn field when plants were at the four- to six-leaf
stage. Recently, deep learning approaches have exhibited promising prospects in weed identification and classification, but the robustness of such approaches depend on a large amount of labelled samples for training, which can be labor-cost intensive [109,110]. Therefore, new learning networks (e.g., semi-supervised learning, generative adversarial networks (GAN)) should be considered as a part of future studies [110].

Table 8. Studies conducted for weed identification and classification using RS data.

| Spatial/Temporal Resolution | Platform/Sensor/Data                                                                 | Accuracy Compared to In-Situ Data                                                                 | Crop/Study Sites                          | References |
|-----------------------------|-------------------------------------------------------------------------------------|--------------------------------------------------------------------------------------------------|------------------------------------------|------------|
| 1.14–3.8 cm (visible); 1.62–5.51 cm (multispectral); one-time acquisition at 4–6 leaves stage of maize plants | Visual and multispectral sensors onboard a UAS                                                                 | Weed classification accuracy = 86% to 92% at the lowest altitude (30 m) | Maize; Cordoba, Spain | [106]      |
| 2 cm; one-time acquisition at the 4–6 leaves stage of maize plants | Multispectral sensor onboard a UAS                                                                 | $R^2 = 0.89$ for weed density estimation and classification accuracy = 86% for weed map | Maize; Madrid, Spain                  | [108]      |
| 2.4 m (multispectral); image taken in spring condition (March of 2009) | Multispectral satellite imagery; QuickBird satellite                                 | Classification accuracy = 80% to 98%                                                              | Winter Wheat; Andalusia, Spain           | [111]      |
| 1.3 m; images collected 20 and 30 July 2001 | Multispectral sensor onboard a UAS                                                                 | Classification accuracy = 92% to 94%                                                                  | Soybean; Davis-Purdue Agricultural Research Center, West Lafayette, Indiana, United States | [112]      |

3.3.5. Harvest

Yield prediction: In the present day, some crop producers rely on yield-monitoring systems mounted on a combine during harvest to collect yield information. A yield monitor typically aggregates yield information from multiple crop rows at the time of harvest (e.g., a modern corn combine typically uses a 6-, 8-, 12-, or 16-row head [113]). The resolution of a yield map thus can be very coarse, and it becomes harder to detect crop yield by row [114]. Using empirical approaches, studies have demonstrated the potentials of RS imagery to generate high-resolution yield maps [115–117] to assess within-field yield variability at a field as well as a landscape scale [118], through which they can better understand the overall production potential of agricultural fields. These studies have used VIs derived from RS imagery and fit the data into machine learning algorithms to estimate crop yields with an $R^2$ ranging from 0.57 to 0.94 (Table 9). These studies demonstrate that crop yield can be predicted with a high accuracy even through the use of visible imagery. Accuracy of yield prediction models, however, has been shown to be dependent on crop growth stages. For instance, yield prediction models have been found to be more accurate when they are based off imagery collected during the mid-season rather than during earlier growth stages. However, the ability to predict crop yield earlier in the growing season is often crucial in minimizing potential crop yield losses.
Table 9. Studies conducted for crop yield assessment using RS data.

| Spatial/Temporal Resolution | Platform/Sensor/Data | Accuracy Compared to In-Situ Data | Crop/Study Sites | References |
|----------------------------|----------------------|-----------------------------------|------------------|------------|
| 0.02 m; three-time acquisition during early and mid-season crop development | Visual sensor on board UAS | $R^2$ of up to 0.74 | Corn; University of Hohenheim, Germany | [115] |
| 30 m; imagery for 2008 to 2013 | Multispectral sensor; Landsat 5 and 7 | $R^2 = 0.14$ to $0.58$ for corn, and $0.03$ to $0.55$ for soybean yield estimation | Corn and Soybean; Midwestern US | [118] |
| 2.5 cm; eight-time acquisition from winter wheat heading to ripening | Visual sensor onboard a UAS | $R^2 = 0.94$; regression model for wheat yield | Wheat/Hokkaido; Japan | [116] |
| 0.3 m; bare soil imagery | Multispectral sensor onboard a manned aircraft | $R^2 = 0.52$ to $0.97$ for corn yield estimation | Corn; Madison county, Ohio, United States | [117] |

To improve yield forecasting, prior studies [119,120] have proposed the idea of assimilating RS data into a mechanistic crop growth model based on seasonal weather forecasts and field management practices. Although this idea has been around for a long time, it is still underexplored. The increased accessibility to more RS data and the development of advanced data analytics is likely to advance research towards the development of crop yield forecasting systems, much like what is done in weather forecasting.

**Grain quality assessment**: Grain quality is as important as grain quantity because of its impact on nutritional value, as well as the profitability of the production system. A better understanding of grain quality prior to harvest is important in order to support feedstock logistic and handling related decisions. Currently, there are very few studies focusing on a RS-based evaluation of grain quality. Some studies [43,121,122] have reported some success ($R^2$ in the range of 0.64–0.85) in predicting grain protein using RS imagery (Table 10), and have highlighted the importance of the growth stage and spectral resolution in an accurate assessment of grain protein. For instance, Wang et al. [122] predicted wheat grain yield and protein content by analyzing and comparing multitemporal imagery from SPOT5 and HJ-1 CCD, and reported the highest accuracy ($R^2 = 0.64$) when imagery was collected at the anthesis stage. These studies typically consider simpler cases of homogeneous landscapes. Since yield quality is highly dependent on genotype, further investigations into the use of RS for mapping crop genotypes and the role of genotypes in grain quality assessment are thus warranted.

Table 10. Studies conducted for crop protein assessment using RS data.

| Spatial/Temporal Resolution | Platform/Sensor/Data | Accuracy Compared to In-Situ Data | Crop/Study Sites | References |
|----------------------------|----------------------|-----------------------------------|------------------|------------|
| 0.25 m; one-time acquisition 123 days after sowing (winter crop season of 2003) | Multispectral sensor onboard a balloon | $R^2 = 0.52$ to $0.66$ between image and in-situ grain protein | Wheat; Queensland, Australia | [123] |
| Point; image acquisition at seven growing stages | Hyperspectral sensor (handheld spectroradiometer) | $R^2 = 0.85$ to $0.97$ for PPR-based protein estimation model | Winter Wheat; Beijing, China | [121] |
| 30 m (HJ-CCD) and 2.5 m (SPOT-5); images acquired during the 2008–2009 and 2009–2010 growing season | Multispectral HJ-CCD and SPOT-5 satellites | $R = 0.3$ to $0.8$ between grain protein contents and spectral indices at multiple growth stages | Winter wheat; Jiangsu Province, China | [122] |

Note: PPR: plant pigment ratio, HJ-CCD: Huan Jing charge coupled device.

3.3.6. Post-Harvest

**Crop residue assessment**: The smart management of crop residues is critical in order to improve soil quality and crop productivity while minimizing the operational challenges and negative environmental impacts of excessive residue [124]. Prior studies (Table 11) have shown the potential of RS for mapping the spatial distribution of crop residues in agricultural fields. For instance,
Sharma et al. [125] used multispectral satellite imagery from Landsat ETM+ and Landsat OLI and observed that the spectral indices derived from VIS and NIR bands, such as the normalized difference tillage index (NDTI), could be helpful in differentiating the extent of residue cover related to various tillage practices for maize and soybean fields in South Central Nebraska. Galloza et al. [126] found hyperspectral-based indices performed better than multispectral-based indices. Similarly, hyperspectral TIR imagery from NASA’s Airborne Terrestrial Application Sensor (ATLAS) was found to better differentiate varying heat capacities between soil and residues in different residue management systems when compared to VIS and NIR imagery [127]. Due to poor spatial resolution of satellite imagery, these studies remained mainly at a landscape scale, and focused less on within-field variability in residue management. Currently, only a limited number of studies have focused on site-specific tillage practices for residue management, indicating the potential opportunities to employ UAS-based technology to monitor residue, which will help understand the role of residue management on soil-water-nutrient dynamics.

Table 11. Studies conducted for crop residue assessment using RS data.

| Spatial/Temporal Resolution | Platform/Sensor/ Data | Accuracy Compared to In-Situ Data | Crop/Study Sites | References |
|-----------------------------|-----------------------|-----------------------------------|------------------|------------|
| Spectral reflectance measurement of residues after crop growing season | Handheld hyper spectral sensor (spectroradiometer) | R² = 0.86 to 0.94 for reflectance as function of relative water content | Corn, soybean, and wheat residues from diverse soils collected from different locations | [128] |
| Point (spectroradiometer)—monthly, April through June and October through December; 2.5 m (ATLAS)—two-time acquisition (June and July, 2001) | Handheld hyperspectral sensor (spectroradiometer)—monthly acquisition; multispectral ATLAS (400–12,500 nm; 15 bands) | R = 0.77 to 0.98 between residue cover and ATLAS bands | Wheat straw residue; Alabama | [127] |
| 30 m (Landsat, ALI, and Hyperion); 2 and 3 m (Airborne SpecTIR) during spring/fall of 2008, 2009, and 2010 | Multispectral imagery (Landsat TM and ALI), Hyperspectral imagery (Hyperion and Airborne SpecTIR) | CAI model from airborne SpecTIR with lowest RMSE of 8.6 | Corn and Soybean residue; Indiana | [126] |
| 30 m; two images in 2013 (May and June) and four in 2014 (March, April, May, and June) | Multispectral Landsat (7 ETM+, 8, and OLI) | R² = 0.07 to 0.78 for NDTI-based models for various residue cover | Corn and Soybean residue; South central Nebraska | [125] |

Note: CAI: cellulose absorption index; ALI: Advanced Land Imaging; ATLAS: Airborne Terrestrial Application Sensor.

4. Remote Sensing for Precision Agriculture: Challenges, Limitations, and Opportunities

Currently, a majority of RS technologies have become accessible and affordable for the agricultural community due to the technological advancements in the acquisition systems, such as launches of new satellites (Figure 1), UAS and related regulations, robot platforms, and IoT, as well as through data storage and computation (e.g., Google Earth Engine, Amazon Cloud Computing) and advanced algorithms for deep learning techniques for data processing. However, the agricultural sector has not been able to fully embrace RS technologies from experimental to real-world settings until now [129,130]. Some of the factors behind this include: (1) a limited understanding on the efficacy of RS technologies by sensor and platform type, and the techno-economic benefits of such technologies, (2) the limited availability and training of RS-based decision-support tools, and (3) interoperability with data and tools from a variety of sources.

**Efficacy of RS technologies:** Recommendations for a suitable sensor for agricultural data collection are often guided by (1) the nature of problem (i.e., what to measure, why, when, and where), and (2) economics. Over the past decade, sensors capturing data in the VIS-NIR domain have been extensively exploited. A visible sensor provides useful information closer to the visible spectrum and can be limited to operations such as crop emergence, crop classification, and elevation mapping. On the other hand, sensors capturing information in the NIR and thermal regions are useful in detecting
crop stresses that are invisible to naked eye. Hyperpectral sensors have the capability to detect and discriminate between specific features of objects with several hundreds of narrow spectral bands. The addition of these bands will increase data size, level of complexity, and hence the challenges associated with data storage and the related preprocessing (e.g., noise removal, smoothing) [131] and post processing (e.g., image segmentation, pattern recognition) [132,133]. To simplify hyperspectral data analysis, fast computers and large data storage are needed. Furthermore, hyperspectral sensors are sophisticated and expensive. Thus, one must weigh the potential benefits of their application against the capital and operating costs of each sensor.

**Econonomics of RS data collection:** Currently, several platforms exist for RS data collection, and each of these platforms has its own pros and cons. Regarding the costs associated with satellite data, due to the recent proliferation of open-access satellite data streams, medium resolution data (i.e., ≥ 10 m pixel size) from several satellite sensors (e.g., Landsat, Advanced Very High Resolution Radiometer (AVHRR), Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER), Shuttle Radar Topography Mission (SRTM), the European Space Agency’s Sentinel satellite series) are available for free [134,135]. Other satellite data with a higher resolution (≤ 5 m) are available at some cost, with the cost varying depending on the resolution. For example, 5-m resolution images from RapidEye cost USD 1.28/km², while 50 cm from GeoEye-1 costs around USD 25/km² [136]. Typically, a satellite mission covers a larger area, and thus the use of satellites for smaller projects can steeply increase costs [137]. For instance, a minimum order of imagery from high-resolution satellites (e.g., WorldView1/2, Pleides 1A/1B, QuickBird, and GeoEye-1) involves a geographic coverage of 100 km² with a 5-km minimum order width for a new mission, and 25 km² with a 2-km minimum order width if the data are archived. Additionally, most of the satellite platforms offering high spatial resolution data (WorldView-4, Pleides, Cartostat-1, QuickBird, GeoEye-1) are limited to the VIS-NIR region. Developments are still in progress to develop sensors that can provide high-resolution spatial, temporal, and spectral information beyond VIS-NIR [138–140]. Recently, new RS data types such as sun-induced fluorescence (SIF) [141,142] and L-band are being used for monitoring crop phenology, and the SWIR band for greenhouse gas monitoring [143]. Although promising, these data are available at very coarse resolutions (GOME-2 satellite at a 40-km spatial resolution, and TROPOMI onboard the Sentinel-5) [144] and are thus applicable only at a regional or global scale. Further, the use of satellite data is highly constrained by weather conditions (e.g., cloud and snow cover).

UAS platforms are an alternative solution by which to obtain high-frequency data at a localized scale that allows agricultural health monitoring at an individual plant level. However, UAS applications can be constrained by weather conditions (e.g., a maximum wind resistance of 10 m/s precipitation), limited spatial coverage due to limited battery life, and/or regulatory restrictions (flight operations within the line of sight), as well as the maximum payload, which limits the simultaneous use of multiple sensors [145]. Further, unlike satellite platforms [146], no standard procedure for the inflight calibration of UAS-borne sensors currently exists. Calibration of UAS-based images can be achieved through images acquired over calibration targets at specific times during the flight. As environmental conditions (e.g., illumination, cloud cover) may significantly vary throughout the flight, such calibration approaches may result in an inaccurate representation of spectral signals [147].

Regarding cost, the operation of UASs seems to be cost effective after an initial investment or purchase of instruments. However, it may not be economical if the area to be studied is of a larger size [148]. Currently, pricing for UAS and manned aircraft-based imagery in agriculture has been quoted around USD 7.4 to 12.4/ha (USD 3–5/acre) [136]. Manned aircraft can present a compromise between satellites and UASs by providing higher resolution (both spatial and temporal) imagery than a satellite and covering much larger areas than UASs; however, they require a person to operate, and thus involve a higher labor cost compared to UASs. As a result, despite increased interest in the use of UASs lately, most studies related to agricultural RS have been limited to a low spatial and/or temporal coverage.

**Availability of RS data, cloud computing, and machine learning:** The RS community now has access to more data than ever. Petabyte-scale archives of RS data have become freely available from
multiple US Government agencies (e.g., NASA, the US Geological Survey, and NOAA) [14,134], as well as the European Space Agency. However, there are several challenges in the use of big data, including (1) the volume and velocity of these data, which far exceed a standalone computer’s storage and computing limits, and (2) the various formats, spatiotemporal resolutions, and uncertainties of these data. All of these make real-time data processing more difficult, as well as the extraction of information and the automation of data analyses [149]. A wide variety of tools (e.g., TerraLib, Hadoop, GeoSpark, and GeoMesa) and platforms (Google Earth Engine, the NASA Earth Exchange, Amazon’s web services, or Microsoft’s Azure services) have emerged as new paradigms for addressing some of these challenges. Similarly, the development and use of deep learning algorithms is increasingly growing to either solve classification problems [86,150] or build complex empirical relationships to estimate crop variables using RS data [151,152]. However, the exploitation of cloud computing and deep learning algorithms to their full potential for agricultural applications is still in its infancy [149,153]. While recent efforts have focused on cloud computing, some of the challenges that need to be addressed include (1) the optimization of database management systems in the cloud environment, (2) scalable real-time spatiotemporal mining methods that can address data complexities, and (3) enhancing protection of both sensitive data and users’ privacy [149,154].

With the increasing applications of machine learning algorithms to build relationships between inputs and outputs, there have been questions around the relevance of using and developing mechanistic models to capture underlying biogeophysical and chemical processes [120] for PA. Although powerful, machine learning algorithms ignore several underlying processes, and thus their performance can be constrained by the size and nature of a training dataset. Conversely, since the mechanistic models rely on underlying assumptions and relationship between variables, they can be extrapolated to other environmental conditions. Nevertheless, these two approaches are complementary, and the performance of machine learning can be enhanced through the integration of mechanistic models [155].

Decision support tools: While advanced sensing technologies, machine learning algorithms, and cloud computing infrastructures have enabled us to collect and process huge amounts of data in real-time environments, several practical considerations must remain. These tools call for visualizations in order to provide insights and actionable decisions by refining and reducing large complex datasets to simple graphs, maps, or table forms. Often, the benefits of RS or big data revolve around three steps. The first step is the exploration of “known unknowns” and “unknown unknowns” using search, extraction, and modeling techniques on a large volume of data from various sources. In the second step, the results from the first step are used to create various insights. Finally, these insights are disseminated via reports and interactive dashboards. Currently, various tools and techniques are available to support each of these steps, such as the R and python programing languages, and various software (Tableau, ArcGIS, QGIS, SAGA GIS, and GeoDa) and distributed information systems (e.g., webGIS, Google Earth Engine) [156,157]. Realizing the benefits of these tools, several public and private agencies have created webGIS-based crop and soil monitoring systems. For example, the United States Department of Agriculture has developed and put into operation a web service-based online vegetation-condition monitoring system known as VegScape, which is based on NASA MODIS satellite data [158] and CropScape, using on cropland data layer [159]. Similarly, Google Earth Engine is also currently being used to visualize and disseminate public data. However, application of tools like these offering special analytical and visualization capabilities is still limited. Similarly, significant efforts must be devoted to training the end-users of support decision tools. The development of user-friendly visualization systems for the easy and timely dissemination of RS-derived products and the training of end-users are likely to promote a wider adoption of PA.

Agricultural equipment companies and their role in the integration of RS technologies: There is a growing focus on the smart management of farm resources such as seeds, fertilizers, and pesticides by many countries around the world to reduce the environmental pollution associated with fertilizer and pesticide use. In response to this, several companies manufacturing machinery currently incorporate
some sort of technology that supports the variable-rate application required for PA such as equipment guidance and automatic steering, in-field electronic sensors, and spatial data management systems. While the decision to collect RS data of optimal spatial, spectral and temporal resolutions often depends on the nature of problem at hand (as discussed in Section 3), it can also be influenced by farm machinery configurations to provide real-time assistance to carry out agile actions, especially in cases of sudden change in operational conditions (e.g., field or weather or nutrient or water or disease stress alert) [154]. Some of these relate to the concept of smart farming, which includes smart sensing and monitoring, smart analyses, and the planning and smart control of farm operations that utilize a cloud-based event management system [160]. Currently, modern agricultural equipment manufacturers have begun to use smart farming concepts in design of their equipment. For example, variable-rate N-management technologies such as Green Seeker, Crop Circle, and Yara N-Sensor use crop reflectance data to determine and apply spatially variable fertilizer rates in real-time [161]. Similarly, there are commercialized products for weed detection and subsequent site-specific weed management, such as the Sense and Decide from Blue River Technology (Sunnyvale, CA, USA), which was acquired by John Deere (Deere and Company, Moline, IL, USA), and the autonomous weed robot by ecoRobotix (ecoRobotix Ltd., Switzerland) and Deedfield Robotics (Renningen, Baden-Württemberg, Germany). These intelligent products are based on machine vision and image processing techniques [110]. Although these technologies are expected to promote PA practices, there are several challenges and bottlenecks in the utilization of smart farming technologies.

In addition to the challenges of handling large amounts of data from multiple sensors within the agricultural equipment, there are issues of interoperability between data (i.e., lack of unified data formats) and property solutions from agricultural industries, as well as data protection/ownership. These issues have to be overcome to achieve a wide expansion and adoption of effective, efficient, and cheap technological solutions for farming. Similarly, although prior studies have shown the suitability of RS technologies in reducing farm resources and promoting crop productivity—and hence increasing profitability—additional research and development needs to be done to quantify the tangible and intangible benefits of PA technologies [129,130,162,163].

5. Conclusions

In conclusion, a review of prior works provided an extensive overview of the trend of RS studies in agriculture temporally and spatially around the world, detailing the various applications of RS at different stages of crop production. We found that a majority of these studies were based on satellite technologies conducted in developed countries/regions, mainly Europe followed by the United States and China. Currently, studies focused on UAS technologies make up 16.3% of the RS studies in agriculture between 2015 and 2019. Of the total RS studies in agriculture, a large percentage have focused on hyperspectral sensors, followed by multispectral and visual sensors. Our review of prior studies showed the potential of RS technologies to support management decisions at various stages of production agriculture, ranging from field preparation to in-season crop health monitoring to harvest. The main findings of the review of prior RS works focused on various phases of production agriculture are summarized as follows.

- LiDAR-derived data can offer an accurate representation of topography, but recent photogrammetry approaches using visual images collected by UASs have been found promising for within-field variability in topography.
- High-resolution thermal imagery has been found useful for detecting temperature differences between soil surfaces over a drain line and between drain lines, and can help detect sub-surface tile drain lines—a significant advantage over VIS and multispectral imagery.
- A majority of prior RS studies on soil moisture have focused on medium- to coarse-resolution multispectral, thermal, and hyperspectral imagery and were conducted at larger agricultural landscape scales than a field level. With advancements in data analytics and UAS technology,
a recent focus has been placed on examining the downscaling of satellite-based soil moisture estimation, as well as applications of UAS for high-resolution soil moisture mapping.

- Unlike other aspects of production agriculture, the applications of RS for soil compaction and grain quality monitoring have been less explored and deserve further investigation.
- Advanced computer vision algorithms and analytics on high-resolution visual imagery have provided opportunities to quantify (1) crop emergence and spacing, as well as important crop features, and (2) the identification and classification of weeds and crop diseases.
- Most of the existing RS studies focused on nitrogen stress and yield assessment have been based on empirical approaches. Further studies should focus on leveraging RS data with crop modeling to understand and forecast crop dynamics, including N stresses and yields.
- Thermal RS offer advantages over visual and multispectral RS in the early detection of crop disease.
- Prior RS works have focused mainly on assessing crop residues at a landscape scale. Site-specific residue management decisions can benefit from high-resolution RS data.

Remote sensing technologies have evolved over the years, and the present-day agricultural sector has a multitude of options in terms of both platforms (satellite to manned aircraft to UAS) and sensors (e.g., visible, multispectral, hyperspectral, thermal) by which to collect a variety of agricultural data. With the availability of such sensors and platforms, it is important for the agricultural community to develop a better understanding of the opportunities and limitations of each technology to help ensure that the value is derived from data while minimizing the cost and technical hurdles of data collection and utilization. By using RS data, the agricultural community can identify and quantify the health of agricultural systems, helping them to make management decisions that can increase farm profits while lowering agriculture-driven environmental problems.
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